Abstract The notion of a strongly determined type over A extending p is introduced, where p 2 S(A). A strongly determined extension of p over A assigns, for any model M A, a type q 2 S(M) extending p such that, if c realises q, then any elementary partial map M ! M which xes acl eq (A) pointwise is elementary over c.
Introduction
In this paper we explore a very weak form of independence, suggested by forking in stability theory. We introduce the notion of a strongly determined type over a set A of parameters. This generalises the familiar notion of A-de nable type. We are particularly concerned with existence questions for strongly determined types over A, where A is small (often empty).
The emphasis of the paper is on examples. In section 1 we de ne strongly determined types, and discuss the notion and its relatives brie y. Section 2 gives many examples of di erent kinds of theories in which strongly determined types exist. This gives evidence that there will be strongly determined types in most natural theories. However, in Section 3 we give some arti cial constructions of !-categorical theories with no non-algebraic strongly determined types. In Sections 4 and 5 we discuss some applications of strongly determined types. We investigate in Section 4 a version of the Finite Equivalence Relation Theorem, and discuss multiplicity, symmetry conditions on the set of strongly determined extensions of types over a set, and Hrushovski's notion of a nite simple group being involved in a structure. In Section 5 we give an application to covers of structures, the original motivation. We also prove in Section 5 an existence result (over a constant) for strongly determined types in smoothly approximated structures. David Evans (De nition 2.1 of 15]) has worked with a slight variation on strongly determined types, also with an application to nite covers.
This research was partly done when the rst author visited Queen Mary and Westeld College on an SERC grant. We also thank David Evans for helpful conversations.
Strongly determined types
Our purpose is to generalise the following familiar condition from stability theory.
De nition. If A M, then a type p( x) 2 S(M) is de nable almost over A if for any formula ( x; y) over A the set f b 2 M : ( x; b) 2 p( x)g is de nable over acl eq (A).
In this paper, T will denote a rst-order theory over a countable language. The symbols M; N will denote models of T, which are assumed to be elementary substructures of a su ciently saturated monster model C. We use A; B to denote subsets of C, assumed to be much smaller than C. If a is a tuple, we often abuse notation by writing a 2 M. If no such restriction is given, then a is assumed just to live in C. We also sometimes regard tuples as sets (so aB might denote fa 1 ; : : :; a n g B). If r( x) is a type in (possibly several) variables, we denote by r(M) the set of tuples from M which realise r. For any structure M and A M, de ne Aut(M=A) to be the group of automorphisms of M which x A pointwise, and Aut o (M=A) to be the group of all automorphisms of M which x setwise the classes of all A-de nable nite equivalence relations on M n for all n 2 !. Also, for H Aut(M=A) de ne H o := H\Aut o (M=A).
We call the elements of Aut o (M=A) strong automorphisms over A (the elements of Aut o (M) = Aut o (M=;) are called strong automorphisms). We talk similarly of strong elementary maps over A. It follows from the de nitions that if p( x) 2 S(M) is a type de nable almost over ; then (p) = p for every 2 Aut o (M). (The converse too will hold if M is saturated.) If c 2 C, then the strong type of c over A is just tp( c= acl eq (A)) (this use is di erent from that in 15]). We write S(acl eq (A)) for the set of strong types of the sort M over A. We shall say that M is rich over A if, for all n 2 !, M realises all n-types of S(acl eq (A)). Also, M is very rich over A if, for all n 2 ! and all m 2 M, M realises all n-types from S(acl eq (A m)).
If q( y) 2 S(acl eq (A)), we say that a type p( x; y) 2 S(A) is a q-consistent x-type if for any sequence a 1 ; :::; a n of realisations of q the set S fp( x; a i ) : 1 i ng is consistent. A strongly determined type over a set A is a function which assigns a q-consistent x-type (q)( x; y) to every q( y) 2 S(acl eq (A)), and which is monotonic: that is, if y 0 is a subtuple of y and q( y); q 0 ( y 0 ) 2 S(acl eq (A)) with q( y)`q 0 ( y 0 ), then the restriction of (q)( x; y) to x y 0 is (q 0 )( x; y 0 ).
Suppose that is a strongly determined type over A. For every B containing A de ne B ( x) = f (q)( x; b) : q 2 S(acl eq (A)); b j = q; b 2 Bg:
It is easy to see that if the model M is rich over A then any strongly determined type over A is determined by M . In this situation we therefore often refer to M as a strongly determined type (over A), or as a strongly determined extension of A .
Observe that if M is saturated and jAj < jMj, then M is strongly determined if and only if any automorphism of M which is strong over A is elementary over any realisation of M . See Lemma 2.1 for another characterisation.
We rst give an example to show that M is not necessarily de nable almost over A, even when A = ;. Example 1.1 (a) Take a saturated model M of Th(?; R; P i : i 2 !) where (?; R)
denotes the random graph and the P i are unary predicates picking out a family of subsets of ?, in such a way that the P i are random with respect to each other and R. Let be a strongly determined type over ; extending Despite Example 1.1, there is a weak sense in which the M-restriction of a strongly determined type is de nable. We say that a type p( x) = tp( c=M) is quaside nable almost over A if for every r( x; y) 2 S(acl eq (A)) consistent with p( x) the set r( c; M)
is the set of realisations in M of a complete type over acl eq (A) . (Observe that since r( x; y) speci es a type in the y-variables over acl eq (A), r( c; M) will be contained in such a type.) Super cially, this notion looks stronger than that of a strongly determined type, since if tp( c=M) is quaside nable almost over A and b; b 0 2 M have the same strong type over A, then b c, b 0 c realise the same strong type over A. However, by the next lemma, under su cient saturation the conditions are equivalent. (ii) Suppose that c j = M and b; b 0 2 M realise the same type over acl eq (A).
We must show that b c, b 0 c realise the same types over acl eq (A). Let E( x; y) ( 
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We now formulate the main notions of the paper in the most general form. We say that a theory T has a strongly determined type over A if there exists a nonalgebraic p 2 S(A) which extends to a strongly determined type over A. A theory T admits strongly determined types over A if every type of S(A) extends to a strongly determined one. Finally, T admits strongly determined types, if it admits strongly determined types over every set A of parameters (and for this, it su ces that T admits strongly determined types over every nite set).
Remark. These notions generalise the notion of independence in stable theories. For let T be a stable complete theory over a countable language, and M j = T. i. If r is a n-type over A with strongly determined extensions, and p is a restriction of r to a subset of the arguments, then p has strongly determined extensions.
ii. Any algebraic type over A has a strongly determined extension. iii. If A B M where M is rich, and is strongly determined over A, then M is a strongly determined extension of B .
A simple counting argument, which we omit, gives the following bound on the number of strongly determined extensions of a type over A. Lemma 1.4 We emphasise that unlike forking in simple theories, it is not true in general that every type over a model is strongly determined over a small subset. Also, we do not in general have anything resembling forking symmetry (but see Section 4.2 for more on this). For example, let M = (Q; <). Let 
Examples with strongly determined types
We collect in this section some di erent kinds of theories with a rich supply of strongly determined types. We begin with two existence criteria for strongly determined types. Example 2.5 By Corollary 2.4, models of PA admit strongly determined types. The same holds for those pseudo nite elds such that the relative algebraic closure of the prime sub eld has precisely one extension of each nite degree (for by results from 2], this relative algebraic closure is elementarily equivalent to the whole structure, so we may suppose that it is an elementary substructure). The same also holds for Q p (Theorem 3.2 of 12]). Also, Q p (or Z p ) endowed with subanalytic structure as in 11] admit strongly determined types, since both structures are algebraic over ;.
Notions of minimality and strongly determined types
A totally ordered structure (M; <; : : :) is said to have weakly o-minimal theory if, for every (N; <; : : :) elementarily equivalent to M, every de nable subset of N is a nite union of convex sets. See 37] for examples and some structure theory. Theorem 2.6 Let T be a weakly o-minimal theory. Then T admits strongly determined types.
Proof. For convenience we shall suppose that the underlying order is dense, although this is not necessary. By incorporating any set A of parameters into the theory, and applying Lemma 2.2, it su ces to show that any non-algebraic 1-type p over ; has a strongly determined extension. Let M j = T be !-saturated. The set P of realisations of p in M is convex, and without greatest or least elements. We have M = L P R, (a disjoint union), where L := fx 2 M : 8y 2 P(x < y)g, and R := fx 2 M : 8y 2 P(y < x)g. For convenience we suppose that both L and R are non-empty. Let C 1 be the cut (L; P R) and C 2 be the cut (L P; R). We regard C 1 and C 2 as non-algebraic partial types over M. Clearly if there is a strongly determined (over ;) extension of p, then M has realisations in just one of C 1 ; C 2 .
We will only consider realisations in C 1 .
We use the analysis of types over M given in 30], though our argument is selfcontained. First, if L has no greatest element and is not de nable in M, then C 1 extends to a unique type over M, containing all formulas over M which are satis ed De nition 2.7 Suppose that L L + are languages, and M is an L + -structure. We say that M is L-minimal if for every parameter-free L + -formula (x; y) there is an L-formula (x; z) without quanti ers or parameters such that for all a 2 M there is b 2 M such that M j = 8x( (x; a) $ (x; b)):
Note that y and z above may have di erent lengths. This notion yields strong minimality if L is empty (or, strictly speaking, just has the equality symbol), ominimality if L just has a binary relation interpreted as a total order on M, Cminimality if L just has a ternary relation satisfying the C-relation axioms described in 38] and 19], and P-minimality if L is as in 20] . Observe that if (in the above notation) M is L-minimal and A M then M as an L + (A)-structure is L-minimal (so also L(A)-minimal).
Lemma 2.8 Suppose that L L + and that the L + -structure M is L-minimal. Assume that for every L + -structure N which is elementarily equivalent to M, there is c 6 2 acl(;) such that whenever a; a 0 2 N have the same strong L + -type over ;, the tuples ac and a 0 c have the same quanti er-free L-type over ;. Then Th(M) has a strongly determined 1-type over ;.
Proof. We may suppose that M is very rich over ;. Choose The following variant gives a criterion for admitting strongly determined types. It is harder to apply, since one rst needs a good understanding of 1-types. Proof. This is similar to the proof of Lemma 2.8. By Lemma 2.2, it su ces to show that 1-types (in L + ) over ; have strongly determined extensions.
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Theorem 2.10 Any P-minimal or C-minimal theory has a strongly determined 1-type.
Proof. These follow from Lemma 2.8. In the P-minimal case, we just use Example 2.5.
Suppose that M is C-minimal, and rich. We adopt the terminology of 38] and 19], and just sketch the proof. The easiest case is when M j = 8y8z9xC(x; y;z). In this case, simply choose c so that for any x; y 2 M we have C(c; x; y). The next easiest case is when M is the union of in nitely many disjoint cones all at the samè node'. In this case, choose c in any new cone not meeting M. Finally, suppose that M is the union of nitely many disjoint cones. Observe that there is an L + -de nable nite equivalence relation over ; whose classes are these cones. Choose one of these cones and iterate the above argument (! many times if necessary) in the cone until we nd c. 2
Remark 1. In fact, the last argument can be extended, using Lemma 2.9, to show that C-minimal structures admit strongly determined types. This requires analysing 1-types in C-minimal structures, and we omit the details. 
Binary homogeneous structures
Recall that if L is a relational language, then an L-structure is said to be homogeneous if its domain is countably in nite and every isomorphism between nite substructures extends to an automorphism. Much of our original motivation came from questions about homogeneous and !-categorical structures (see also Section 4). This extends to the required type.
2 We remark that there is no known binary homogeneous structure M with primitive automorphism group such that acl(A) 6 = A for some A M. Indeed, Cherlin 6] has conjectured that there are none. Also, the last result suggests the following question. By Theorem 3.3, it has a negative answer if the assumption`binary' is deleted.
Question. If M is homogeneous over a nite binary relational language is there always a nite set A M such that M has a non-algebraic strongly determined type over A (or even admits strongly determined types over A)?
The joint embedding property
Let T be a complete rst-order theory and M j = T. We say that M satis es the joint embedding property with respect to strong maps if for any tuples ( 1 ; :::; n ) and ( 1 ; :::; n ) of nite strong elementary partial maps M ! M there exists an elementary partial map such that dom( ) dom( i ) ran( i ) (for i = 1; : : : ; n) and each i i is elementary. In practice, we only use (and need) this condition when each i is the identity on its domain. By the following result, this condition provides strongly determined types, even under an assumption weaker than richness. Proposition 2.12 Suppose that M has the joint embedding property with respect to strong maps. Assume that for any type q( y) 2 S(acl eq (;)), each formula ( y) 2 q has a realisation a 2 M with the following property: if a 0 ; a 00 are subtuples of a, and q( y) implies that the corresponding y 0 and y 00 have the same strong types, then a 0 ; a 00 have the same strong types. Then Th(M) admits strongly determined types over ;. In particular, if M is rich over ; and satis es the joint embedding property with respect to strong maps then Th(M) admits strongly determined types over ;.
Proof. We use Lemma 2. This provides a rich class of structures admitting strongly determined types. We mention several settings where it is applicable. Let M be countable. Consider G = Aut(M) as a complete metric space by de ning d(g; h) = 2 ?n , where n is least such that g(x n ) 6 = h(x n ) or g ?1 (x n ) 6 = h ?1 (x n ) (here fx n : n 2 !g is a xed enumeration of M). A tuple (g 1 ; : : :; g m ) 2 G m is generic if its Examples of such structures can be found in 23]. It is worth noting that the existence of generic tuples is much stronger than just the joint embedding property (see 26] for a complete characterisation of the existence of generics).
The joint embedding property with respect to strong maps also holds in many nitely homogeneous structures. For example, it holds for any M with the age having the nice amalgamation property, de ned next.
Let L be a countable relational language, and K a class of nite L-structures. In particular, M admits strongly determined types over ;.
Proof. Easy.
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As an example of the above proposition, the theory of the random graph has exactly two strongly determined 1-types over ;, corresponding to adjacency and nonadjacency (strictly, the former follows by applying the lemma to the complement of the graph). Many other !-categorical structures have the joint embedding property with respect to strong maps, even though this does not follow from Proposition 2.14. This, for example, yields that the countable universal homogeneous partial order, the countable universal homogeneous distributive lattice, and the countable atomless boolean algebra, each have exactly three strongly determined types over ; extending the unique non-algebraic 1-type. If (P; ) is one of the countable doubly homogeneous semilinear orders classi ed by Droste in 14], then the unique 1-type over ; has precisely two strongly determined extensions (corresponding to being less than everything in P or to being incomparable to everything in P). For the (ternary) C-relations derived from these semilinear orders, the unique 1-type has precisely one strongly determined extension. These all follow easily from Lemma 2.1.
The case of atomless boolean algebras can also be handled by the following proposition where the idea of the joint embedding property for strong maps still works. See 21] for background.
Proposition 2.15 Let T be a model completion of a universal Horn theory T. Then T admits strongly determined types over ;.
Proof. Let M j = T be ! 1 -saturated. Let A; B M be nite and 1 ; :::; n and 1 ; :::; n be partial strong maps A ! A and B ! B respectively. Since M is ! 1 -saturated, there are countable substructuresÂ;B M and^ i 2 Aut(Â) and ^ i 2 Aut(B) (for 1 i n) such that A Â ; B B and every^ i (respectively,^ i ) extends i (respectively, i ). Let C be a direct product ofÂ andB. Then any^ i ^ i induces an automorphism of C. By ! 1 -saturation there is an embedding of C into M overÂ. Since T has elimination of quanti ers, any i i is elementary in M. Now apply Lemma 2.1.
This proposition is applicable in the case of the variety of rings of characteristic p satisfying x p n = x. By remarks on p. 27 of 3], this theory has a model completion, whose countable model is the boolean power (by the countable atomless boolean algebra) of the eld with p n elements.
The authors do not know if the theories of the following structures have strongly determined types over ;:
(1) the countable universal locally nite group G PH , in which any isomorphism between nite subgroups is induced by conjugation in G PH (Hall 18] ); (2) the group FS(!) of all nitary permutations of !;
(3) the free group F ! of rank !.
All these structures have the joint embedding property with respect to strong maps (in fact, it follows from the methods used in 4] that Aut(F ! ) has generic tuples of arbitrary length). It is quite easy to see that if G is one of the rst two groups then any type over ; has an extension over G which is quaside nable almost over ;. The problem is that none of these groups is rich over ;, and there is no satisfactory description of their elementary extensions which are rich over ;.
It seems possible that some variant of Proposition 2.12 will be useful in the case of the free group. Indeed, since any pair of automorphisms of F ! can be amalgamated to an automorphism of the elementary supermodel F ! F ! , it follows that any automorphism of F ! is strong. Now applying the proof of Proposition 2.12 one can easily show that if Th(F ! ) does not admit strongly determined types over ; then there are a type q( y) 2 S(acl eq (;)) and a formula ( y) 2 q such that any a 2 (F ! ) has subtuples a 0 and a 00 not in the same orbit of Aut(F ! ), where the corresponding y 0 and y 00 have the same strong type in q( y).
On the other hand, Proposition 2.12 is useless in the case of Hall's group G PH .
Indeed, by a compactness argument there is an elementary extension G and a; b 2 G of the same strong type over ; which are not conjugate in G . Then :9z(y 1 = y z 2 ) works as a counterexample for in the proposition.
Examples without strongly determined types
The results of the last section suggest that all !-categorical structures admit strongly determined types, at least after a nite number of elements have been named. In this section we show that this is not true.
First, we describe here some (hopefully representative) examples of !-categorical structures without strongly determined types over ;. These examples show that the property of having strongly determined 1-types over ; is not preserved under reducts. Another example is provided by the D-relation derived from any countable 2-homogeneous semilinear order (see Droste 14] for the classi cation of countable 2-homogeneous semilinear orders, and 1] for more on Drelations).
>From the above examples, more algebraic examples can be manufactured. For example, let F be an ordered eld, and endow the projective line PG(1; F) with a circular order K by stereographic projection. We could add structure given either by cross-ratio (a relation of arity 4 for each value of the cross ratio) or by adjoining a relation symbol for each orbit of the action of PSL(2; F), which preserves the circular order and is 2-transitive. As in Example 3.1, the 1-type over ; has no strongly determined extension. Likewise, if F is a valued eld, one can de ne a D-relation on PG(1; F) as on p. 105 of 36], and, arguing as in the last paragraph, obtain a natural structure on PG(1; F) where the 1-type over ; has no strongly determined extension.
In each of the above examples, after nitely many (in fact one) constants are added to the language, a structure is obtained which admits strongly determined types over ;. We now give an example of a nitely homogeneous structure (not binary) such that for any nite set of parameters A, no non-algebraic type over A extends to a strongly determined type. Theorem 3.3 There is a structure M, homogeneous in a nite relational language, such that for any nite C M, the structure M does not have any strongly determined types over C.
Proof. Let L be a language with two ternary relations S and T, and a quaternary relation Q. A sequence (a 1 ; : : :; a n ; b) is a good cycle if n 13
The start of the above good cycle is the element b. In a good cycle (a 1 ; : : :; a n ; b), a successive pair is a pair (a i ; a i+1 ) or (b; a 1 ) or (a n ; b). A successive triple is an ordered 3-set (x; y; z) where (x; y), (y; z) are successive pairs and x 6 = z.
We consider the following collection of axioms.
1. Sxyz _ Txyz ! (x 6 = y^x 6 = z^y 6 = z). Thus, we only have to arrange that the last condition of holds for any good cycle in B 1 and w 2 B 2 n A, and any good cycle in B 2 and w 2 B 1 n A. These are easy.
By the claim and Fra ss e's Theorem, there is a homogeneous countable model M. Let C be a nite subset of M. We show that M does not have non-algebraic strongly determined 1-types over C (from which the same result for n-types follows). To do this, we nd a large nite set D of points in M n C such that C D is the domain of a good cycle = (a 1 ; : : :; a n ; b) with b 2 D. Using the homogeneity, we may choose D so that in addition the following hold.
i. No successive pair of lies in C. ii. Any successive triple of contains at most one point of C.
iii. if fx; y; zg C D and fx; y; zg 6 C, then some ordering of fx; y; zg satis es S if and only if this is forced by part (a) of the de nition of a good cycle. iv. Any two points of D have the same type (denoted p) over C. v. Any triple or quadruple from C D which satis es T or Q contains at most one point from D.
vi. There is no successive triple of which both meets C and contains the start of . Now, however, the claim gives that (u; w) and (w; u) have the same strong type over C, but as some ordering of (a; u; v; w) satis es Q, tp(uw=aC) 6 = tp(wu=aC) (by (5)).
Thus, again, tp(a=C) does not extend to a strongly determined type over C.
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We now sketch a second construction of an !-categorical structure which does not admit strongly determined 1-types over any nite set. The result is weaker than Theorem 3.3, since the structure is not homogeneous in a nite relational language, but the construction technique is more exible and rather di erent (though again based on circular orders).
Example 3.4 Choose a relational language L = fE n ; K n : n 2 N;n > 0g such that for each n, E n has arity 2n and K n has arity 3n. The structure M is built by a Fra a ss e construction, so we rst specify a class C of nite L-structures. In each structure C 2 C, each relation E n determines an equivalence relation on the set (denoted C n ) of unordered n-element subsets of C, and K n is interpreted by a circular order on the set C n =E n of E n -classes. It is easy to see that C is an amalgamation class, so there is a corresponding homogeneous structure M.
Suppose that A := fa 1 ; : : : ; a l?1 g is a subset of M. We sketch a proof that no non-algebraic 1-type over A admits a strongly determined extension. Let g be the partial map a y z 7 ! a z 0 y 0 . Then g is elementary, and it can be shown that g is strong over A (the details of this are tedious, and we omit them). Now let p be any non-algebraic 1-type over A, and let a l 2 M realise p. Put A 0 := A fa l g. The extensionĝ of g xing a l does not extend to an automorphism, since it xes the E l -class of A 0 but swaps those of Y and Z, so does not preserve K l . It follows that p does not have any strongly determined extension over A.
Multiplicity
In this section we attempt to control the di erent strongly determined extensions of a given type. We discuss a possible Finite Equivalence Relation Theorem, introduce a notion of symmetry, and consider multiplicity of strongly determined types.
We rst mention a conjecture from 35], which led us towards strongly determined types. 
Finite Equivalence Relations
We rst introduce an equivalence relation on the set of strongly determined types over a set of parameters. Two strongly determined types and 0 over A are said to have the same direction if there is an elementary permutation f of acl eq (A) xing Example 4.2 In the structure (Q; <), the unique 1-type over ; has two strongly determined extensions, corresponding to being greater than every element of Q, or to being less than every element. These lie in di erent directions. In the reduct (Q; B), where B is the induced linear betweenness relation, the 1-type over ; again has two strongly determined extensions, but they lie in the same direction (apply any order-reversing permutation of Q). For a very similar example, consider the random graph, viewed up to complementation.
We now discuss a Finite Equivalence Relation Theorem, which under certain conditions distinguishes between the types in a direction. Let be a strongly determined type over A and M A be very rich over A. Let 
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We now give two examples, both !-categorical. The rst shows a direction without FERT, whilst the second exhibits a direction which satis es FERT but does not satisfy (FERT) k for any k 2 !. Example 4.4 Let M be a structure in a language of a unary predicate P and two binary relations E and R. Let P be in nite and coin nite in M, E de ne an equivalence relation on P with two in nite classes and R P (M n P) be a symmetric relation, which is random with respect to E: for any nite disjoint A; B P there exists c 2 M n P having no edges with A and adjacent to any element of B. This structure is homogeneous. Choose two distinct strongly determined types and 0 of :P, such that M (x) says that x is R-adjacent to all members in M of one E-class, and none in the other, and 0 is the same but with the E-classes reversed. The types and 0 are in the same direction (consider an automorphism interchanging the E- Example 4.5 This is the example of Cherlin and Hrushovski described in 17]. Let M be a structure of the language (E n : n 2 !) where every E n is interpreted as an equivalence relation on the set of all n-tuples having pairwise distinct elements.
Moreover, we demand that every E i has exactly two classes P + i and P ? i and the expansion of M by all P + i ; P ? i is universal homogeneous.
Let p(x) 2 S(M) be a type asserting that for every positive integer n, every n-tuple a 2 M of distinct elements the tuple ax is in P + n+1 . It is easily seen that p(x) is de nable almost over ;. Let An obvious example where :(FERT) 1^( FERT) 2 holds over ; is the countable model of the dense linear betweenness relation. We do not know general conditions under which FERT implies (FERT) k for some xed k, but can prove this in the symmetric case (which includes the stable case) described next.
Symmetric sets of types
We say that a set of strongly determined types over A is symmetric if the following holds: whenever M A is very rich over A, and ; 0 2 (not necessarily distinct), and c j = M , b j = 0 M c , the type of c over M b is equal to M b . By forking symmetry, if the ambient theory is stable and is any set of types which do not fork over A, then is a symmetric set. For the random graph, if is either of the two strongly determined 1-types over ;, then f g is symmetric. (However, for the random graph there are non-symmetric strongly determined 2-types: let M be the random graph and M (x; y) assert that x is joined to all members of M, and y to no members of M.) We remark that if V is the smoothly approximated structure consisting of a vector space over a nite eld endowed with a symplectic form, then every set of strongly determined types over every nite set is symmetric, even though M is unstable (though it is supersimple). This is essentially because if ( x) is such a type and c j = M , then every member of c is orthogonal to M with respect to the symplectic form. Proposition 4.6 Suppose that M A is very rich over A and let be a symmetric set of strongly determined types over A.
i. If 2 then any -sequence over M is an indiscernible set over M.
ii. If is a direction over A and satis es FERT, then it satis es (FERT) 1 .
Proof. We start with the following claim. The proof is by induction (so the inductive hypothesis is that the claim holds for k, for any A; ; M; ; 0 ). For k = 1 this is the above de nition of a symmetric set. In 
Multiplicity
In this subsection we shall assume that M is very rich over ;. Let a 2 M and D a be the set of all types from S(M) which are quaside nable almost over a. For any A M containing a, let H(A) denote the collection of all elementary partial maps on C whose domain and range contain M, and which x A pointwise. Then H(A) induces a permutation group H A on D a acl eq (A). If c 2 C eq and p( x) = tp( c=A)
has an extension to a type in D a , de ne the multiplicity of p with respect to a to be the greatest size of an H A -orbit on D a containing an extension of p. This multiplicity is denoted by mult a ( c=A), or mult a (p), or by mult( c=A) if a enumerates A (which is allowed to be in nite). Observe that if b 2 acl eq (A), then mult( b=A) is just the number of translates of b over A.
The following lemma is now a straightforward generalisation of a well-known fact for !-stable theories. (ii) In this case mult( c=A) j Aut(M=A) : Aut o (M=A)j, which is nite.
(iii) Any H A -orbit on D a lies within a direction. Since any two types in a direction are distinguished by a nite equivalence relation on k-tuples (for the corresponding k), and by !-categoricity there are nitely many nite equivalence relations on k-tuples over A, the result follows.
(iv) This follows by the usual (stable) Finite Equivalence Relation Theorem, and the argument in (iii).
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Observe that in (i) and (ii), mult( c=A) is bounded by a natural number depending only on jAj. Example 4.5 shows that it is not true that every !-categorical structure which admits strongly determined types and satis es FERT is FM.
In In an FM-structure, for every formula ( x; a) we can de ne the multiplicity of ( x; a) to be the maximal multiplicity of a complete type over a extending ( x; a). Let T be an FM-theory axiomatised by a set of 89-axioms. De ne to be Maxfmult( ( x; b)) : ( x; y) is quanti er-free; b 2 M; 8 y9 x ( x; y) 2 )g; if this is nite, and to be 1 otherwise.
The proof of the following proposition is almost the same as the corresponding one in 24].
Proposition 4.9 Let T be a countable model-complete FM-theory axiomatised by a set of 89-sentences such that is nite. Then any nite simple group involved in T has size at most !.
Proof. Suppose that M j = T, A M with jAj < jMj, and that B acl eq (A) satis es the conditions from the de nition of involved. We may suppose that M is + -saturated, where := MaxfjAj; @ 0 g. Construct a structure N j = T as follows. Let A 0 = A and at limit stages , A = S < A . At stage + 1 the set A +1 is obtained by adding a realisation a 2 M of some ( x; b), where b A and 8 y9 x ( x; y) 2 , and a is chosen so that tp( a=A ) extends to a strongly determined type over b (so mult b ( c=A )
). Let N = S (A : < It is not known whether there is any nitely axiomatisable stable !-categorical theory. However, the above theorem has the following corollary for such a structure. We need the following de nition from 42]: a nite set F is coded in a theory T if there is a tuple b such that an automorphism xes F as a set if and only if ( b) = b.
Corollary 4.11 Let T be a stable !-categorical theory axiomatised by a nite set of 89-sentences. Let n 2 ! with n !, and suppose that there is a simple group S with jSj = n. Then there is an n-element set F of pairs which is not coded in T, Proof. If T is a counterexample then applying the proof of Theorem 3.9 from 42] we obtain a nite A and an algebraic q(x) 2 S(A) such that for any a j = q(x) the set B = dcl(Aa) is invariant under Aut(M=A) and Aut(B=A) is isomorphic to S. This contradicts Theorem 4.10.
5 Covers of !-categorical structures
In this section we show that a smoothly approximated structure has a (non-algebraic) strongly determined type over some one-element set. The main ingredients of this result are Lie coordinatisability of smoothly approximated structures 8] and Lemma 5.2 below. The latter guarantees (under a G-niteness assumption) that the process of taking nite covers preserves existence of non-algebraic strongly determined types. We apply these ideas in Theorem 5.4, and obtain a description of superlinked nite covers of structures which admit strongly determined types and have certain other nice properties (Theorem 5.5).
We implying y 2 N^r( z), such that for any a a 0 j = s the type tp M ( a 0 =N) is de nable over a. Hence there is a formula ( x; y) such that for any a a 0 j = s, (N; a) = (N; a 0 ), and as M is a symmetric extension of N, we may suppose that is an L-formula. Let ( y) be an L-formula over acl eq (;) such that (N) = f a : ( x; a) 2 p( x)g. It is easily seen that the L + -formula 9 y(s( y; z)^ ( y)) is over acl eq (;). We put ( x; c) into q( x) if and only if c realizes this formula.
We claim that q( x) has the required properties. First, to see that p q, let We now may assume that acl(a) = acl(a n?1 ) and a 0 := a n?1 is not algebraic over a 00 := a n?2 . To obtain the setting of Lemma 5.2, we regard a 00 as a constant. Let N be an a 00 -de nable projective, a ne, or quadratic Lie geometry arising at Step n ? 1 of the above construction (with a 0 2 N). We apply Lemma 5.2 with d = dcl(a) \ N and c = a. Choose a pair (p(x); q p (y)) such that q p (y) is a non-algebraic type over dcl(a) \ N with respect to the structure N and p(x) is a type of (M; a) such that the algebraic closure of any element realising q p (y) contains an element realising p. (Since a 2 acl(a 0 ), and N is a 00 {de nable and a 00 is regarded as a constant, every element of tp(a=a 00 ) is algebraic over some element of N, so it is not hard to nd p; q p . In particular, we may choose p so that a; a 0 realise respectively the restrictions of p; q p to a 00 . Observe that our condition on algebraic closure is stronger than the assumption in Lemma 5.2.)
By 8] (M + ; a 00 ) is G-nite. So, if q p (y) extends to a strongly determined type, we are in the situation of Lemma 5.2.
It remains to check that (N; d) has strongly determined types. This can be done by inspection of all possible cases of N (see 8, 9] ). One of the most interesting possibilities is the case of the a ne space of a vector space over a nite eld, possibly endowed with a bilinear or quadratic form. Here note that xing a 0 we de ne on N the structure of the corresponding vector space. Now a strongly determined type can be easily obtained (in unstable cases we de ne it by orthogonality).
Finally, Lemma 5.2 ensures that p extends to a non-algebraic strongly determined type over aa 00 . Since a 00 2 dcl eq (a), this gives a strongly determined type over a. 2 Remarks. 1. The above argument proves slightly more, namely that in a smoothly approximated structure M, for any non-algebraic 1-type p and a 2 M realising p, there is a strongly determined non-algebraic extension of p over a.
2. The a ne space of a symplectic vector space does not have strongly determined types over ;. Indeed, let V be a symplectic vector space over a eld K, the bilinear form of V be denoted by h?; ?i, and (V; A) be the corresponding a ne space (so A is a sort and there is a 0-de nable regular action of V on A). Let Hrushovski for this observation. 3. We conjecture that any smoothly approximated structure has an expansion by nitely many constants which admits strongly determined types over ;.
This conjecture seems di cult and is connected with the problem of the small index property for smoothly approximated structures. A. Chowdhury, B. Hart and Z. Sokolovic have shown in 10] that the a ne covers of Lie geometries have the small index property. In the process they prove a kind of joint embedding property over su ciently saturated`envelopes' (Proposition 6.7 of 10]). It follows from Proposition 2.12 above that the conjecture holds for a ne covers of Lie geometries.
In the rest of the section we re ne Lemma 5.2 in the case of nite covers. Then we give a tight structure theorem for superlinked nite covers of certain !-categorical structures W, where W is assumed to admit strongly determined types over ; ( is Aut(W). The kernel of is called the kernel of C (denoted by Ker(C)). The cover C is superlinked if its kernel is nite. If the kernel of a cover is trivial then the cover is called trivial. We say that C is split if it has an expansion which is a trivial cover of W under . If C is split and the corresponding trivial cover is obtained from C by adding unary predicates which form a partition of C such that each class intersects each bre in a singleton, then we say that C is strongly split. It is clear that the permutation group (Aut(C); C) of a strongly split cover is easily reconstructed by the groups (Aut(W); W) and (Ker(C); C). This explains the content of Theorem 5.5 below.
In the above setting, we use a subscript W or C (as in S C (C), tp W ( a)) to indicate whether a type is considered with respect to Th(W) or Th(C).
Note that C W, with the bre structure given from , can be regarded as a symmetric extension of W. Furthermore, for any type p( x) of the structure C there is a type q p ( y) of the structure W such that for any a j = q p there is b j = p with b 2 acl C W ( a). These observations yield the following application of Proposition 5.1 to nite covers. Theorem 5.4 Let W be an !-categorical structure such that Aut o (W) has nite index in Aut(W). Let be a strongly determined n-type over ; of Th(W) and : C ! W be a nite cover of W. For a j = ; let b be an enumeration of C( a) := ?1 ( a). Then tp C ( b=;) extends to a strongly determined type over ;. K := Ker(C): Note that G and H are closed subgroups of Aut(C), as elementary maps are nitely determined. Also, H = Aut o (W), by the choice of a 0 . Furthermore G F.
We claim that any automorphism in K extends to an elementary map C a 0 ! C a 0 , that is, K F. To see this it su ces to show that for any nite tuple w in W there exists a tuple a 1 of elements of W with tp C ( a 0 =C( w)) = tp C ( a 1 =C( w)). But tp C ( a 0 =C( w)) is determined by tp W ( a 0 = w 0 ) for some nite tuple w 0 (by openness of the restriction mapping -see Lemmas 5(b), 7 from 22]), so we may choose any a 1 j = w 0 . By Proposition 5.1 the type extends to a strongly determined type of C and now we may assume that a 0 realises its restriction over C. Then the group F contains all strong automorphisms of C and hence induces a group containing H on W. Since K F, it follows that the group F contains all automorphisms of C which induce elements of H. Since j Aut(W) : Hj is nite, it follows that F has nite index in Aut(C). Clearly jF : Gj is nite, so j Aut(C) : Gj is nite, and hence G contains all strong automorphisms of C. It follows that tp C ( b 0 =C) is de nable almost over ;. 2
In the next result we assume that acl(A) = dcl(A) for all A W and that W has weak elimination of imaginaries: that is, for every c 2 W eq there is a nite A W \ acl eq (c) such that c 2 dcl eq (A). Many familiar !-categorical structures satisfy these conditions. They imply that for all nite X W, the group Aut(W=X) does not have proper closed subgroups of nite index (see Lemma 1.3 of 16]). Thus any type which is de nable almost over X is de nable over X. The following result is similar to Corollary 2.4 of 15]. The proof is rather di erent, and we are not assuming that Aut C = Aut o (C) -rather, we put strong assumptions on W. 
