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Résumé
L’augmentation de la complexité des systèmes temps-réel répartis embarqués (TR2E) et
leur implication dans de nombreux domaines de notre quotidien imposent de nouvelles mé-
thodes de réalisation. Dans les domaines dits critiques (transport, médecine...) ces systèmes
doivent satisfaire des contraintes dures pour garantir leur bon fonctionnement et éviter toutes
défaillances qui engendreraient des conséquences financières ou humaines dramatiques.
L’Ingénierie Dirigée par les Modèles (IDM) introduit le “modèle” - i.e. une description abs-
traite du système - et un ensemble d’outils (édition, transformation...) permettant la simplifica-
tion et l’automatisation des étapes de conception, de validation et de génération du système.
Ainsi, différentes abstractions du système sont élaborées dans des formalismes spécifiques
de manière à couvrir un aspect du système et à permettre la réutilisation des outils d’analyse
et de génération existants. Cependant, ces multiples représentations évoluent à des niveaux
d’abstractions différents et il n’est pas toujours évident de mettre en corrélation système ana-
lysé et système généré.
Ce travail de thèse exploite les concepts et les mécanismes offerts par l’IDM pour améliorer
la fiabilité du processus de réalisation des systèmes critiques basé sur les modèles. L’approche
que nous avons définie repose sur la définition du langage de modélisation architecturale et
comportementale AADL-HI Ravenscar - un sous-ensemble du langage AADL (Architecture
Analysis & Design Language) et de son annexe comportementale - contraint pour permettre
conjointement l’analyse et la génération de l’ensemble des composants de l’application y com-
pris de son exécutif, avec une sémantique proche d’un langage de programmation impératif.
En effet, les descriptions architecturales permettent d’exprimer l’ensemble des éléments du
système à un niveau d’abstraction pertinent pour l’analyse et la génération, mais il est néces-
saire de les étendre et de les enrichir avec des descriptions comportementales de manière à
expliciter les composants intergiciels de l’application et à réduire les différences sémantiques
entre le modèle et le langage de programmation cible.
Nous proposons un nouveau processus de réalisation qui (1) raffine la description architec-
turale AADL initiale de l’application vers un modèle architecturale et comportementale AADL-
HI Ravenscar, (2) génère et intégre automatiquement les composants intergiciels configurés
statiquement en fonction des besoins de l’application et (3) analyse et produit automatique-
ment le code source de l’ensemble des composants constituants l’application et sa plate-forme
d’exécution personnalisée. Ce processus est implanté à l’aide de techniques et outils de trans-
formation de modèles facilitant la sélection des raffinements et des règles de transformation
en fonction de la plate-forme d’exécution et du langage cible.
Mots-clés: systèmes répartis, systèmes embarqués, systèmes temps-réel, systèmes critiques,
spécification comportementale, transformation de modèles, POLYORB-HI-AADL, AADL-HI
Ravenscar, AADL-HI, AADL, IDM
Abstract
The increasing complexity of distributed realtime and embedded (DRE) systems and
their implication in various domains imply new design and development methods. In safety-
criticial domains such as space, aeronautical, transport or medicine, their failure could result in
the failure of the mission, or in dramatic damages such as human losses. This particular class
of systems comes with strong requirements to satisfy safety, reliability and security properties.
The Model-driven Engineering (MDE) introduces the concept of «model» - an abstract
description of the system and a set of tools (editor, transformation engine, code generator) to
simplify and automatize the design, the validation and the implementation of the system. Thus,
various abstractions are realized using different domain-specific modeling languages in order
to assess one particular aspect of the system and to re-use model-based analysis tools and
generative technologies. These various representations may share some commonalities but
the consistency between them is hard to validate (for example : Is the analyzed system the
same as the generated one?).
This PhD thesis leverages MDE concepts and mechanisms, to enhance the reliability of the
model-based development process of DRE systems. Our approach is based on the definition of
the architectural and behavioral modeling language AADLHI Ravenscar, a restriction of AADL
(Architecture Analysis & Design Language) and its behavioral annex. This subset of AADL
constructs, comes up with a semantic close to the one of an imperative programming language,
to drive both the analysis and the code generation of the application components and its relying
execution platform (middleware) components. We claim that architectural descriptions express
all system component information (architecture, requirements, properties) relevant for those
activities, but it is necessary to extend them with behavioral specifications to make explicit
middleware components and artefacts and to reduce the semantic gap between the model
and the targeted programming language.
Our approach defines a new design and development process which 1) refines the initial
AADL architectural description of the application to an AADLHI Ravenscar architectural and
behavioral model ; 2) generates and integrates middleware components, deployed and con-
figured statically from the analysis of the application requirements and its properties ; and 3)
validates and produces the source code of the whole system, i.e. the application components
and the dedicated middleware components. This process is implemented using model-based
transformation methods and frameworks that ease the selection of refinement steps and trans-
formation rules according to the targeted execution platform and the programming language.
Keywords: distributed, realtime, embedded, safety-critical, behavioral specification, model
transformation, POLYORB-HI-AADL, AADLHI Ravenscar, AADL-HI, AADL, MDE
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1.1 Présentation du contexte général
La conception des systèmes temps-réel répartis embarqués est une tâche rendue de plus
en plus complexe de par leur implication dans des domaines variés de notre quotidien (trans-
port, loisirs, etc.). Que ce soit pour parcourir dix mille kilomètres par avion pour atteindre une
île tropicale, se localiser dans le désert ou écouter de la musique en attendant le métro, ces
systèmes doivent se conformer à des exigences hétérogènes (fiabilité, performance, sûreté,
etc.) dépendantes du contexte environnemental dans lequel ils évoluent. Notamment, certains
systèmes dits critiques, issus par exemple du domaine avionique ou militaire, doivent garan-
tir leur sécurité d’utilisation, leur bon fonctionnement ou encore l’intégrité des données qu’ils
manipulent. Une défaillance de ce type de système dûe à une erreur de conception pourrait
engendrer des conséquences dramatiques, financières voire humaines.
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Pour répondre à la complexité croissante de ces systèmes dûe à l’augmentation du nombre
de fonctionnalités qu’ils doivent fournir, de nombreuses méthodes ont été proposées pour fa-
ciliter leur réalisation. Dernièrement, l’ingénierie dirigée par les modèles a permis l’automa-
tisation du processus d’analyse et d’implantation de ces systèmes à partir de la description
de leur architecture matérielle et logicielle. Des représentations différentes du système sont
ainsi élaborées dans l’objectif de couvrir un aspect du système (faisabilité, performance, com-
portement, déploiement, etc.). Les modèles d’analyse permettent de vérifier et de valider le
système vis-à-vis de ces spécifications. Les modèles de déploiement permettent de spéci-
fier le déploiement des composants logiciels sur la plate-forme matérielle et automatisent la
production du code source de l’application.
Pour autant que ces représentations expriment chacune des propriétés pertinentes du
système, les formalismes employés pour leur description ne sont pas forcément les mêmes.
Ainsi, chaque formalisme dédié à un aspect du système ne permet pas forcément d’exprimer
les mêmes hypothèses qu’un autre ni le même niveau de détail. Le passage d’un formalisme
à un autre s’effectue parfois manuellement et rien ne garantit que les propriétés du système
soient préservées lors de cette transformation. Cette problématique est aujourd’hui traduite
par la difficulté d’assurer la cohérence des représentations qu’elles soient dédiées à l’analyse
du système ou utilisées pour la génération et le déploiement automatique des composants
du système. De plus, les analyses sont souvent effectuées sur une représentation partielle
du système, sa partie applicative, omettant l’impact de sa partie exécutive (par exemple, des
ressources d’un intergiciel) pouvant même compromettre sa faisabilité. Ce dernier point rend
difficile l’implantation du processus de génération de code qui nécessite d’effectuer des hy-
pothèses sur le support d’exécution des composants et d’élaborer des transformations com-
plexes. Ceci augmente les différences sémantiques entre le modèle et le code généré.
Ce travail de thèse s’articule autour de la définition et de la réalisation d’un processus
automatisé pour l’analyse et la génération de systèmes distribués dans les domaines temps-
réel embarqués critiques, renforçant la cohérence entre ces différentes représentations et, par
conséquent, la fiabilité du processus.
Dans la suite de ce chapitre, nous définissons le périmètre d’activité et les problématiques
de ces travaux de recherche. Puis, nous présentons les contraintes de réalisation et nous iden-
tifions les objectifs à atteindre. Enfin, la présentation de l’approche définie pour la réalisation
de ces objectifs conclut ce chapitre.
1.1.1 Périmètre d’étude
Le travail de recherche que nous présentons propose une méthode pour renforcer la fia-
bilité du processus d’analyse et de production automatique des systèmes temps-réel répartis
embarqués (TR2E) basé sur une approche d’Ingénierie Dirigée par les Modèles (IDM).
Pour déterminer notre périmètre d’étude, intéressons-nous premièrement aux différents
aspects de ces systèmes.
Définition 1.1 (Systèmes critiques) [Rushby, 1994] Un système critique est un système
dont l’échec ou la panne peut avoir de lourdes conséquences financières, environnementales,
ou humaines.
Ces systèmes sont évalués en fonction de leur niveau de criticité relatif à l’impact pos-
sible des défaillances. On distingue les catégories suivantes : Business critical, provoque des
pertes coûteuses ; Mission critical, provoque l’abandon de la mission ; Life critical, provoque
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des pertes humaines ou environnementales pouvant être graves. Ces systèmes doivent res-
pecter des contraintes particulières tout au long de leur développement pour offrir des ga-
ranties sur leurs aspects critiques. Ils doivent être documentés, suivis depuis leur conception
jusqu’à leur implantation et leur déploiement, testés et validés.
Définition 1.2 (Systèmes TR2E) Un système TR2E est un système qui supporte une appli-
cation répartie, devant respecter des contraintes temps-réel, et s’exécutant dans un environ-
nement contraint. De tels systèmes peuvent être critiques.
Ces systèmes doivent être analysés et validés pour s’assurer de leur adéquation aux exi-
gences et aux contraintes de leur environnement d’exécution. Ainsi, en plus des contraintes
de criticité, ils doivent se soumettre aux contraintes suivantes :
– Temps-réel : les fonctionnalités du système doivent être rendues dans un délai fixe, au-
delà cela peut correspondre à un cas d’erreur. Elles doivent donc être déterministes et
prédictibles de façon à respecter les exigences temporelles spécifiées.
– Réparti : les fonctionnalités du système sont réparties sur différents nœuds de calcul
qui communiquent entre eux par envoi de messages sur un bus de communication.
Ceci nécessite la mise en œuvre de mécanismes de répartition si possible standardisés
pour assurer l’interopérabilité entre des nœuds hétérogènes.
– Embarqué : le système doit répondre à des contraintes fortes en terme d’empreinte
mémoire, de ressources matérielles (autonomie énergétique...) et de fiabilité.
L’Ingénierie Dirigée par les Modèles (IDM) centre le processus de développement autour de
la modélisation du système. A partir de cette modélisation, il est possible de raisonner sur les
propriétés du système avant son implantation, d’automatiser ces analyses et la production du
système. Intéressons-nous aux notions principales que définit l’IDM :
Définition 1.3 (Méta-modèle) Un méta-modèle décrit la structure qu’un modèle doit respec-
ter afin d’être valide.
Un méta-modèle peut être comparé à la grammaire pour la construction d’un langage. Il
sert à exprimer les concepts communs à l’ensemble des modèles d’un même domaine.
Définition 1.4 (Modèle) Un modèle est une représentation abstraite d’un système permettant
une meilleure compréhension de celui-ci.
Unmodèle définit ainsi une abstraction du système. Il est souvent exprimé dans un langage
de modélisation généraliste comme UML ou dans un langage dédié à un domaine précis. On
parle alors de Domain-specific modeling language (DSML) comme AADLv2 [SAE Aerospace,
2009b] pour la modélisation de systèmes critiques ou VHDL [IEEE, 2009] pour la description
d’architecture matérielle.
Définition 1.5 (Niveau d’abstraction d’un modèle) Le niveau d’abstraction d’un modèle dé-
finit le niveau de détail requis pour la description des éléments (ou fragments) d’un modèle.
Le niveau d’abstraction définit à quelle granularité le modèle créé modélise le système
réel. Ainsi, trop élevée, la vision du système devient généraliste et la quantité d’informations
utilisables pour procéder à des analyses est trop faible. Trop fine, la vision du système est trop
détaillée et les informations peuvent parasiter le modèle. Les outils manipulant ces modèles
c© 2012 Gilles LASNIER 5
Chapitre 1. Introduction
sont, souvent, plus efficaces avec des modèles de taille raisonnable : trop d’informations peut
augmenter la taille des modèles et complexifier l’extraction des informations pertinentes pour
l’analyse en cours.
Au cours du processus de développement, ce niveau d’abstraction peut évoluer en fonction
des analyses ou des actions que l’on souhaite effectuer. La transformation de modèles est le
moyen permettant de faire évoluer ce niveau d’abstraction.
Définition 1.6 (Transformation de modèles) Génération d’un ou plusieurs modèles à partir
d’un ou plusieurs modèles sources selon une description de transformation.
En conclusion, la réalisation d’un système TR2E critique est complexe car nous devons
nous assurer qu’il satisfait différents types de contraintes propres à chacun de ces aspects
(embarqués, temps-réel, répartis et critiques). L’IDM est une approche permettant de vérifier
ces contraintes et de valider le système TR2E par l’analyse d’informations structurées spéci-
fiées au sein d’une abstraction (modèle) du système. Différentes abstractions sont ainsi réali-
sées pour analyser un aspect du système mais aussi pour produire de manière automatique
l’implantation de l’application.
1.2 Problématiques
Notre problématique vise à améliorer la cohérence entre les modèles (pour l’analyse, le dé-
ploiement, etc.) et le code généré afin de renforcer la fiabilité du processus pour la réalisation
des systèmes TR2E critiques et les rendre plus sûrs.
Précisément, il s’agit de définir et de construire un processus qui inclut l’analyse de l’ap-
plication à partir d’une description complète de sa partie applicative (composants applicatifs)
et de sa partie exécutive (composants intergiciels). Le niveau d’abstraction de cette descrip-
tion doit limiter les différences sémantiques entre la modélisation et le code généré de façon à
rendre les analyses plus pertinentes et à faciliter la génération du système. Enfin, ce processus
doit aussi assurer le déploiement (sélection des composants), la configuration (paramétrisation
des composants) et l’intégration des composants applicatifs, intergiciels et utilisateurs (code
métier) pour la production automatique de l’application prête à être exécutée.
1.2.1 Modéliser pour l’analyse et la génération de code
Les représentations du système sont élaborées par des formalismes différents et évoluent
à des niveaux d’abstraction différents. La sémantique des constructions d’un langage de pro-
grammation utilisées pour l’implantation du système définit un niveau d’abstraction trop bas
(trop de détails) qui complexifie l’exploitation du code source pour l’analyse des propriétés
du système. Les formalismes dédiés à l’analyse d’un système réparti tel les réseaux de Pe-
tri (comportement) définissent des abstractions trop élevées pour permettre l’exploitation du
modèle d’analyse à des fins de génération de code. Afin de renforcer la cohérence entre les
modèles d’analyse et le code généré, il est donc nécessaire de déterminer une représentation
intermédiaire contenant à la fois des informations pour l’analyse du système et un niveau de
détail suffisant pour une démarche de génération de code efficace.
Notre première problématique est donc : Comment déterminer un niveau d’abstraction
“intermédiaire” limitant les transformations pour (1) diminuer la granularité du modèle et rendre
les analyses réalisables et (2) augmenter la granularité du modèle et permettre une démarche
de génération de code efficace ?
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1.2.2 Analyser une représentation complète du système
Un second problème consiste à réaliser les analyses à partir d’une description complète de
l’application incluant aussi bien les composants applicatifs que les composants de son exécutif.
Dans le contexte des systèmes TR2E critiques, les composants de l’exécutif correspondent
aux composants d’un intergiciel.
L’introduction des intergiciels et des standards de répartition a simplifié la conception des
applications réparties. Le développeur n’a pas à se charger des aspects dits bas-niveau, no-
tamment liés à la communication (réception des tampons de communication, extraction des
données...) et dépendants de la plate-forme d’exécution de l’application. Des routines dites
de plus haut-niveau pour l’envoi et la réception des données lui sont fournies et masquent la
complexité de la mise en œuvre de la répartition.
La spécification des composants intergiciels dès les premières étapes de la modélisation
va ainsi à l’encontre de la philosophie des modèles où l’abstraction des détails d’implantation
est prépondérante lors des premières étapes d’analyse. Cependant, les ressources déclarées
par l’intergiciel ont un impact sur l’architecture logicielle et l’implantation de l’application (ges-
tion des ressources de communication, donnée partagée...). Par conséquent, il est nécessaire
de prendre en compte ces ressources lors des différentes analyses (faisabilité, performance...)
réalisées sur un modèle final de l’application.
Notre seconde problématique est donc la suivante : Comment modéliser les composants
intergiciels et à quel moment les intégrer au modèle initial pour une analyse complète du
système?
1.2.3 Processus de réalisation automatique et complexité
Les processus de réalisation de systèmes critiques basés sur une approche IDM automa-
tisent les étapes d’analyse, de déploiement, de configuration et d’intégration des composants
constituant l’application.
Le déploiement revient à sélectionner et placer explicitement les différents constituants
de l’application sur leurs emplacements physiques respectifs et préparer leur exécution (par
exemple, le placement des entités responsables de l’envoi ou de la réception des messages
sur un nœud). La configuration consiste à personnaliser ces composants sélectionnés en fonc-
tion des besoins et des propriétés de l’application (par exemple, l’ouverture des canaux de
communication requis par un nœud donné). Enfin, l’intégration est la dernière phase de la
réalisation permettant l’assemblage des différents composants (applicatifs, intergiciels et utili-
sateurs) qui forment l’application. Celle-ci s’effectue lors de la compilation de l’application.
Cependant, les composants intergiciels sont implantés dans le langage de programmation
cible et nécessitent le développement et la maintenance d’un intergiciel par générateur de
code. Ceci implique un processus de génération automatique complexe, effectuant plusieurs
transformations et introduisant des mécanismes supplémentaires pour assurer l’assemblage
correct des composants applicatifs et des composants intergiciels. De plus, ce processus au-
tomatique peut être différent en fonction du langage de programmation cible.
La seconde problématique que nous avons présentée suggère que les étapes de déploie-
ment et de configuration soient réalisées lors de la phase de modélisation de l’application
complète pour que les analyses soient effectuées sur une représentation cohérente avec l’im-
plantation physique.
Ceci limite donc la difficulté de maintenir plusieurs versions d’intergiciel et permet la sim-
plification du processus de génération automatique en autorisant la production de l’ensemble
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des composants applicatifs et intergiciels. En revanche, nous devons être capables d’adresser
différents langages de programmation cible.
Notre troisième problématique est donc : Comment produire automatiquement le code de
l’application en limitant le plus possible les différences entre les générateurs ?
1.3 Contraintes
Nous présentons, dans cette section, les contraintes pour la réalisation des systèmes cri-
tiques selon une démarche basée sur l’IDM.
1.3.1 Eléments de modélisation parasites
Les formalismes de description introduisent de nombreuses constructions facilitant la tâche
de modélisation aux développeurs. Il s’agit de mécanismes pour l’abstraction, la réutilisation, le
raffinement et le paramétrage des composants de l’application. Par exemple, les composants
abstraits permettent de modéliser un composant ou un assemblage de composants avec un
très fort niveau d’abstraction. Ces composants sont utilisés lors des premières étapes de la
modélisation et subissent un raffinement lors de l’évolution du modèle du système. Ce raffine-
ment précise le rôle, le déploiement et la configuration du composant abstrait. Par exemple, un
composant abstrait modélisant un calculateur de pression peut être raffiné en un composant
matériel (par exemple, un périphérique d’entrée/sortie) ou en un assemblage de composants
logiciels et matériels (un capteur et des entités actives pour traiter les valeurs reçues du cap-
teur).
Si ces éléments ont des avantages pour les premières étapes de la modélisation, les ré-
sidus de ces mécanismes laissent des informations qui peuvent parasiter ou complexifier les
analyses effectuées sur le modèle ou les générateurs de code. L’implantation de ces outils doit
ainsi supporter une phase préliminaire pour résoudre ou supprimer ces mécanismes avant
d’extraire l’information pertinente.
1.3.2 Mise en œuvre des systèmes critiques
Nous avons vu que les domaines d’utilisation des systèmes critiques nécessitent la vérifi-
cation et la validation de ces systèmes pour assurer le fonctionnement correct de l’application.
La mise en œuvre des systèmes critiques impose ainsi des règles rigoureuses pour leur dé-
veloppement.
Modèle de concurrence analysable
Dans un système TR2E, les entités applicatives interagissent selon un modèle de concur-
rence. Le critère critique de ces systèmes implique que ce modèle de concurrence soit ana-
lysable afin de garantir au minimum l’analyse d’ordonnançabilité du système (que l’ensemble
des tâches qui s’exécutent sur un nœud rendent leur calcul à l’échéance programmée) et l’ab-
sence d’interblocage. Ces analyses sont la base pour la vérification des systèmes critiques.
Nous devons ainsi être capables d’exprimer précisément ce modèle de concurrence lors
de l’élaboration des représentations du système de façon à renforcer l’analysabilité du système
et la cohérence entre les modèles et l’implantation.
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Restrictions architecturales et comportementales
La mise en œuvre des systèmes critiques nécessite beaucoup plus d’attention (sûreté de
fonctionnement, sécurité...) que pour le développement d’un système classique. L’implantation
du système doit ainsi respecter des restrictions architecturales et comportementales pour évi-
ter l’utilisation de constructions dangereuses pour le bon fonctionnement de l’application. De
manière générale, les constructions compromettant l’analyse du système sont interdites.
Ces restrictions proviennent des différents aspects du système. L’aspect temps-réel im-
pose notamment que l’exécution du système soit prédictible et déterministe. L’aspect embar-
qué impose une gestion et un contrôle des allocations mémoire rigoureux (par exemple, l’in-
terdiction d’allocation dynamique qui peut être source d’indéterminisme). L’aspect répartition
repose bien souvent sur des patrons de conception (usines à objets, aiguillage dynamique)
introduisant de l’indéterminisme dans le comportement de l’application qui peut compromettre
les analyses temporelles.
Le respect de ces restrictions est important pour la réalisation d’un système critique sûr.
Pour notre démarche, nous devons être capables d’exprimer et de vérifier celles-ci sur la re-
présentation du système de manière à renforcer le processus d’analyse et de production et à
réduire les différences entre le modèle et le code généré.
1.3.3 Synthèse
Les contraintes que nous venons d’énoncer rendent la résolution des problématiques que
nous avons présentées (plus haut) plus difficile. Ainsi, nous devons tenir compte des construc-
tions potentiellement dangereuses pour l’analyse et l’implantation et les interdire dès la modé-
lisation de l’application. Pour ce faire, nous devons être capables d’exprimer et de vérifier des
contraintes précises sur le modèle.
Enfin, nous devons être en mesure de déterminer et d’éliminer les éléments de modélisa-
tion non pertinents pour l’analyse et la génération.
Dans la suite, nous exposons les objectifs de ce travail de thèse (section 1.4) et l’approche
que nous avons définie pour atteindre nos objectifs (section 1.5).
1.4 Objectifs
D’un point de vue général, nous souhaitons renforcer la cohérence entre les modèles
d’analyse et le code généré pour fiabiliser le processus de réalisation automatisé des sys-
tèmes TR2E critiques. Pour ce faire, notre objectif principal vise à réduire la différence sé-
mantique et comportementale entre les modèles d’analyse et le code généré. Notamment,
nous souhaitons que les analyses finales du système porte sur une description architectu-
rale et comportementale des composants applicatifs et intergiciels constituant l’application et
représentative de son implantation. Cette même description devra permettre de simplifier le
processus de génération automatique du système à partir de transformations modèle-à-code
simples.
1.4.1 Niveau d’abstraction pour l’analyse et la génération
Nous devons élaborer un modèle représentatif de l’implantation du système pour l’analy-
ser et limiter les transformations effectuées à partir de ce modèle pour la production du code
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source de l’application. Ainsi, plus le modèle et le code généré présenteront des équivalences
au niveau sémantique et comportemental, moins il sera nécessaire d’effectuer des transfor-
mations et plus la cohérence sera forte.
Notre premier objectif est donc de définir un niveau d’abstraction intermédiaire permet-
tant à la fois la description détaillée de l’architecture de l’application (composants matériels,
logiciels, interaction), les informations fonctionnelles des composants (comportement...) et les
informations non fonctionnelles (temporelles, structurelles, comportementales...) pour l’ana-
lyse.
Par conséquent, nous devons employer un formalisme de description offrant une syntaxe
précise et assez détaillée qui permet d’effectuer des analyses sur le modèle et aussi de géné-
rer du code automatiquement. Le langage AADL (Architecture Analaysis & Design Language)
et son annexe comportementale sont les formalismes que nous avons retenus. Pour des rai-
sons que nous exposerons (chapitre 4 et 5), ce couple nous semble être un choix pertinent
pour atteindre nos objectifs. Ceci permet de résoudre la problématique 1.2.1 et d’adresser les
contraintes énoncées dans 1.3.1 et 1.3.2. L’objectif 1.4.2 (suivant) pourra être réalisé à partir
de celui-ci.
1.4.2 Modélisation d’une architecture d’intergiciel critique
Nous souhaitons modéliser et intégrer les ressources intergicielles de manière à effectuer
des analyses sur une description complète du système. Dans le cadre d’un système critique,
l’intergiciel doit être de petite taille pour satisfaire au caractère embarqué du système. Ainsi,
seuls les composants intergiciels requis par l’application doivent être intégrés (pas d’usine à
services) et nous devons pouvoir les configurer et les déployer en fonction des besoins et des
propriétés de l’application.
Par conséquent, notre second objectif vise la définition d’une bibliothèque de composants
intergiciels paramétrables modélisant une architecture et le comportement d’un intergiciel dé-
dié aux systèmes critiques. Ceci permet de résoudre la problématique 1.2.2 et d’adresser les
contraintes énoncées dans 1.3.2.
1.4.3 Processus de réalisation automatisé
A partir des objectifs 1.4.2 et 1.4.1, nous souhaitons produire un modèle décrivant l’ap-
plication complète (applicatif et exécutif). Ce modèle intermédiaire effectuera la liaison entre
la description architecturale initiale d’un système et son implantation (le code généré). Notre
troisième objectif est de trouver un processus assurant la transformation de la description ar-
chitecturale initiale (applicatif) vers notre modèle complet (applicatif et exécutif), son analyse
et la transformation de ce dernier vers le code généré. Ce processus devra être flexible et
permettre de faciliter la traçabilité, la maintenance et l’évolution de notre approche. Ceci per-
met de résoudre les problématiques 1.2.1 et 1.2.3 et d’adresser les contraintes présentées
dans 1.3.1 et 1.3.2.
1.5 Approche
Pour satisfaire les objectifs présentés à la section précédente, nous proposons une nou-
velle approche pour la réalisation des systèmes critiques basée sur le raffinement d’une des-
cription architecturale AADL du système vers une description AADL architecturale et compor-
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tementale constituée des composants applicatifs et intergiciels avec une sémantique proche
de l’implantation du système. Ce dernier servira de modèle pivot pour l’élaboration de modèles
d’analyse (dans un formalisme tiers d’un outil d’analyse), et permettra la production du code
source de l’application par une transformation de modèles vers un langage de programmation
impératif. Notre approche s’articule autour de quatre contributions.
1.5.1 Profil pour la modélisation architecturale et comportementale
Le langage AADL offre des éléments avec un niveau de détail élevé pour modéliser les
systèmes TR2E. Les modèles sont à la fois précis (utilité pour la génération de code) et analy-
sables. Son annexe comportementale permet la spécification explicite du comportement des
composants architecturaux du modèle renforçant ainsi les patrons d’analyse et de génération.
Cependant, le langage AADL vise le développement des systèmes du domaine TR2E en
général. Pour la réalisation des systèmes critiques, nous devons restreindre son périmètre
d’activité pour permettre l’analyse (statique et efficace) du système modélisé et la production
d’un code valide, avec un niveau de confiance élevé.
Ainsi, nous proposons la définition d’un sous-ensemble du langage AADL et des éléments
de son annexe comportementale, et de contraindre ces composants à partir de restrictions
spécifiques pour garantir l’analyse et la réalisation sûre des systèmes critiques. Ce sous-
ensemble d’éléments définit notre profil de modélisation pour l’analyse et la génération, et
fixe le niveau d’abstraction du modèle complet.
1.5.2 Modélisation de l’intergiciel
Pour chaque application TR2E, nous visons à intégrer les composants intergiciels qui lui
sont “dédiés”. Le concept d’intergiciel dédié a été introduit par [Zalila et al., 2008] pour la défini-
tion de l’intergiciel POLYORB-HI-Ada supportant les composants applicatifs du langage AADL
et personnalisés selon les besoins et les propriétés de l’application. Cet intergiciel vise pré-
cisément le développement des systèmes TR2E critiques. Ainsi, nous nous basons sur cette
implantation et sur le profil de modélisation présenté ci-dessus pour la définition d’une bi-
bliothèque de composants intergiciels paramétrables. Une partie de ces composants indépen-
dants des propriétés de l’application sera pré-existante, l’autre sera générée et configurée à
partir de l’analyse des propriétés de l’application. Par conséquent, l’intégration des ressources
intergicielles ne se fera plus sous la forme de code mais sera intégrée à la modélisation du
système dès les phases d’analyse.
1.5.3 Processus de raffinement incrémental
Notre troisième contribution est la définition d’une chaîne de transformation implantant un
raffinement incrémental de la description architecturale initiale de l’application (sa partie appli-
cative) vers un modèle décrivant sa partie applicative et sa partie exécutive, à l’aide de notre
profil de modélisation. Notamment, ce processus de raffinement permettra d’éliminer les élé-
ments non concrets pour l’analyse et la génération (mécanisme d’extension..), de transformer
les composants applicatifs avec un niveau d’abstraction élevé (sémantique ou comportement
implicite...) vers un composant ou un assemblage de composants avec un niveau de détails
élevé (niveau d’abstraction réduit), et d’intégrer les composants intergiciels de notre biblio-
thèque sélectionnés, déployés et configurés.
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Le modèle raffiné obtenu servira à la fois pour les analyses et la génération de code et
facilitera le développement des outils. L’utilisation des techniques basées sur la transformation
de modèles permettra d’expliciter et d’implanter les règles de transformation du processus de
raffinement augmentant la modularité et la maintenabilité de l’outil supportant la chaîne de
transformation.
1.5.4 Génération de code par transformation de modèles
Notre dernière contribution est un processus de transformation permettant la génération
du code source de l’application à partir de notre modèle raffiné. Dans le contexte des systèmes
critiques, nous commencerons par la génération vers le langage Ada dont le compilateur peut
renforcer plusieurs restrictions que doivent subir ces systèmes (par exemple, en vérifiant les
restrictions de son profil Ravenscar [Burns et al., 2004]). L’approche que nous avons adoptée
nous permettra d’effectuer la génération de code de manière automatique à partir d’une trans-
formation de modèles simple. En effet, le processus de raffinement (présenté ci-dessus) se
sera chargé de raffiner le niveau d’abstraction du modèle initial de manière à maximiser les
équivalences sémantiques et comportementales avec les constructions d’un langage de pro-
grammation impératif. Notre approche de génération généraliste nous permettra par la suite
d’étendre notre approche vers d’autres langages de programmation impératifs comme le lan-
gage C.
L’utilisation des techniques de transformation de modèles permettra d’expliciter les règles
de traduction, souvent enfouies dans un compilateur traditionnel et rendra le générateur plus
flexible. Sa maintenance et son évolution seront ainsi facilitées.
1.6 Organisation du mémoire
Dans la suite de ce mémoire de thèse, nous détaillons les motivations, les contributions,
les expérimentations, et les résultats de notre étude. Cette présentation s’articule autour de
trois grandes parties.
La partie II est consacrée à l’étude théorique des besoins et des solutions existantes dédiés
à la réalisation des systèmes TR2E critiques selon une démarche basée sur l’IDM. Cette partie
se divise en trois chapitres. Au cours du chapitre 2, nous étudions les solutions existantes
traitant les thématiques de notre travail de thèse. Nous présentons d’abord les processus
d’analyse et de production des systèmes critiques existants et nous discutons des avantages
et des limites des technologies rencontrées. Puis, nous nous intéressons aux concepts et
aux principaux outils de transformation de modèles de manière à déterminer les solutions
pour l’élaboration de transformations expressives, maintenables et évolutives. Au cours du
chapitre 3, nous nous intéressons plus en détail aux problèmes spécifiques des processus
d’analyse et de génération, ce qui nous permettra de développer les objectifs auxquels nos
contributions répondent et l’approche que nous proposons. Le chapitre 4 est une présentation
du langage de modélisation AADLv2 et de son annexe comportementale, formalismes retenus
dans notre approche. Ensuite, nous présentons les restrictions que nous avons définies pour
décrire les applications TR2E critiques à l’aide de ces langages.
La partie III, composée de quatre chapitres, présente en détail les contributions qui per-
mettent de mettre en œuvre notre approche. Le chapitre 5 présente notre profil de modélisa-
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tion architecturale et comportementale pour l’analyse et la génération. Le chapitre 6 présente
notre bibliothèque de composants intergiciels réalisés à partir de l’implantation d’un intergi-
ciel dédié aux systèmes critiques. Le chapitre 7 décrit le processus de raffinement pour la
production de notre modèle AADL spécifiant la partie applicative et la partie exécutive de l’ap-
plication avec une sémantique proche d’un langage de programmation impératif. Enfin, nous
présentons, dans le chapitre 8, les règles de transformation pour la génération de code Ada
(respectant le profil Ravenscar) à partir des composants AADL.
Au cours de la partie IV, composée de deux chapitres, nous présentons (chapitre 9) la mise
en œuvre de notre approche par la réalisation d’une suite d’outils qui automatise l’analyse,
le processus de raffinement, la validation et le processus de génération. Puis, le chapitre 10
présente les expérimentations que nous avons effectuées grâce à ces contributions, ainsi que
les résultats obtenus.
Enfin, nous concluons l’ensemble de cette étude (chapitre 11) dans la partie V et nous
présentons les perspectives possibles pour l’extension de ces travaux de recherche.
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2.1 Introduction
Les systèmes TR2E retiennent de plus en plus l’attention du fait de leur introduction mas-
sive dans les domaines de notre quotidien, que ce soit dans nos loisirs, pour notre sécurité ou
dans les transports (baladeurs mp3, géolocalisation mobile, voiture, contrôleur de vitesse d’un
train, etc).
L’augmentation de leurs domaines d’application, de la complexité des architectures logi-
cielles proposées, des critères de qualité de service attendue mais surtout du niveau de sé-
curité et de sûreté de fonctionnement requis pour la fiabilité du système, définit un ensemble
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de besoins qui justifient un intérêt tant auprès des chercheurs que des industriels. Ainsi, de
nombreux travaux de recherche ont porté sur l’amélioration des méthodes de conception des
systèmes TR2E critiques et, plus particulièrement, se sont intéressés à l’automatisation de
leur analyse, de leur production et de leur déploiement, ceci afin d’augmenter la productivité
des équipes de développement et d’assurer la fiabilité du système, notamment en limitant les
interventions humaines lors des étapes sensibles du développement logiciel.
L’objectif principal de ces travaux vise la séparation des préoccupations et la décomposition
claire des exigences fonctionnelles - i.e. ce que réalise le système - et non-fonctionnelles-
i.e. de quelle manière il le réalise - de l’application. Ainsi, la partie applicative du système est
développée indépendamment de la plate-forme cible sur laquelle il s’exécute.
Pour ce faire, des techniques de conception logicielle ont été développées tels les design
patterns, les profils architecturaux, les preuves de code, les tests définissant la construction
d’application déterministe et correcte-par-construction. Les intergiciels ont été conçus pour
faciliter la mise en œuvre de cette séparation et définissent une couche intermédiaire d’adap-
tation entre le code applicatif et le code spécifique au support d’exécution.
L’introduction de l’approche par composants a permis d’accroître la décomposition fonc-
tionnelle en offrant une séparation claire entre spécification et implantation des composants.
La conception est ainsi facilitée par la construction d’un assemblage de composants préexis-
tants, déployés, configurés et réalisant un sous-ensemble des fonctionnalités du système.
Les descriptions architecturales établies à partir des langages de descriptions d’architec-
tures (ADLs) ont permis d’automatiser les étapes de déploiement et de configuration des com-
posants. Pour améliorer cette solution, les techniques induites par l’Ingénierie Dirigée par les
Modèles (IDM) ont permis l’automatisation des étapes d’analyse, de la validation du système
et de la production du code source des composants.
De nombreuses approches visent à combiner ces solutions pour la production de sys-
tèmes TR2E déterministes, correcte-par-construction et fiables. De nouveaux processus de
conception, d’analyse et d’implantation sont ainsi proposés utilisant des standards, définissant
des règles de conception et de développement rigoureuses, proposant la spécification et la
vérification de contraintes de réalisation, utilisant des procédures de test exhaustives et plus
récemment introduisant de nouvelles méthodes d’analyse basées sur des méthodes formelles.
Toutefois, cette combinaison n’est pas triviale et se heurte à différentes limites que nous
abordons dans ce chapitre.
Ce chapitre présente les éléments majeurs requis pour la conception, l’implantation et la
validation de systèmes TR2E critiques. Nous présentons et évaluons différentes approches qui
ont abordé une ou plusieurs problématiques décrites précédemment. Puis, nous discutons des
limites de ces approches vis-à-vis de notre problématique générale. Enfin, nous présentons
les grandes lignes de nos travaux de recherche.
2.2 Conception logicielle des systèmes TR2E critiques
Cette section présente différentes techniques pour la conception, l’analyse et l’implantation
des architectures logicielles d’un système TR2E critique selon une approche dirigée par les
modèles et assistée par ordinateur.
La modélisation d’une application permet de raisonner à priori sur celle-ci - i.e. avant son
implantation. Le “modèle” sert de point d’entrée pour les analyses architecturales et comporte-
mentales et la validation du système vis-à-vis de sa spécification. Enfin, il permet la génération
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du code source des composants logiciels modélisés et automatise leur configuration et leur
déploiement.
2.2.1 Description des systèmes critiques
Différentes approches pour la description architecturale des systèmes distribués ont déjà
été présentées dans des travaux antérieurs de notre équipe [Zalila, 2008; Borde, 2009]. Parmi
les différentes techniques pour la modélisation de système, nous nous intéressons, dans cet
état de l’art, essentiellement à celles dédiées aux systèmes TR2E critiques.
Langages de description d’architecture
Les Langages de Description d’Architecture (ADLs) ont pour objectif de décrire un système
sous une forme structurée par assemblage de composants logiciels et matériels ainsi que leurs
interactions. Ils s’appuient sur trois concepts fondamentaux [Medvidovic and Taylor, 2000] :
– le composant, qui représente une unité indépendante de calcul, de stockage de données
ou d’encapsulation ;
– le connecteur, qui définit explicitement l’interaction et la sémantique de l’interaction entre
un ou plusieurs composants ;
– la configuration, qui définit les configurations structurelles (ensemble de composants
et de connecteurs d’une architecture propre à une application) et des configurations
comportementales (évolution des liens, des communications et des propriétés non fonc-
tionnelles entre composants et connecteurs).
Nous pouvons distinguer différents types d’ADLs en fonction des objectifs qu’ils visent :
– les ADLs génériques, pour la conception des systèmes logiciels en général ;
– les ADLs formels, pour l’analyse des systèmes ;
– les ADLs pour la conception d’un système spécifique à un domaine.
Bien que les ADLs formels (ACME [Garlan et al., 1997], RAPIDE [Luckham et al., 1995],
WRIGHT [Allen, 1997] soient dédiés à l’analyse des systèmes, la plupart d’entre eux expriment
des limites communes pour la configuration de l’application à partir de leur description et sup-
portent difficilement une démarche de production automatique du code de l’application. Dans
le cadre de nos travaux, nous nous intéressons uniquement aux ADLs spécifiques à un do-
maine comme le langage AADL dans sa première version [SAE Aerospace, 2004].
AADL 1.0. Le langage AADL (Architecture, Analysis and Design Language) [SAE Aeros-
pace, 2004], dans sa première version, a été développé pour décrire l’architecture logicielle
et matérielle d’un système TR2E au sein d’une unique représentation - i.e. un même modèle.
Les motivations principales du langage sont l’analyse du système et la représentation du dé-
ploiement de l’architecture logicielle sur la plate-forme matérielle. Les travaux de [Zalila, 2008]
étendent le périmètre d’activité du langage AADL en proposant un processus de conception
autorisant la production automatique du code source des composants logiciels de l’application
à partir de leur description architecturale en AADL 1.0.
Discussion. Le langage AADL dans sa première version fait partie de la catégorie des ADLs
et est particulièrement adapté à la conception des systèmes TR2E critiques. Le modèle ar-
chitectural final ne contient que des composants concrets modélisant des composants tels
qu’ils apparaissent physiquement dans le système final. Un mécanisme efficace de propriétés
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permet de spécifier pour chaque composant un ensemble d’exigences fonctionnelles ou non
fonctionnelles notamment liées au caractère temps-réel, distribué et critique de l’application.
Ainsi, il est possible d’automatiser la configuration et le déploiement des composants à partir
de l’analyse d’un modèle AADL.
Langages de modélisation spécifique à un domaine
Aujourd’hui, l’ingénierie du logiciel s’oriente vers l’Ingénierie Dirigiée par les Modèles (IDM)
et le principe du “tout est modèle”. L’IDM vise de manière plus radicale que pouvaient l’être
les approches de design-patterns [Gamma et al., 1995] et des aspects [Kiczales and Hils-
dale, 2001], à fournir des modèles complémentaires exprimant séparément une préoccupation
(point de vue sur le système, étape de modélisation, etc) [Combemale, 2008].
Si la notion demodèle est le concept central de l’IDM, celle-ci introduit la méta-modélisation
qui consiste à définir un ensemble de règles et de concepts visant la modélisation d’un en-
semble de problèmes déterminés voir même spécialisés. L’IDM favorise ainsi la définition de
langages de modélisation dédiés à un domaine particulier (Domain Specific Modeling Lan-
guages - DSML), offrant ainsi aux utilisateurs des concepts propres à leur métier.
L’approche MDA. L’OMG a adopté une approche de modélisation et a défini le MDA (Mo-
del Driven Architecture [Soley, 2000; OMG, 2003b]) pour promouvoir les bonnes pratiques
de modélisation, exploiter les avantages des modèles en terme de pérennité, de producti-
vité, d’interopérabilité et de prendre en compte certaines caractéristiques des plate-formes
d’exécution. Pour cela, le MDA s’appuie sur plusieurs standards UML [OMG, 2007c; OMG,
2007d], MOF [OMG, 2006c] et XMI [OMG, 2007b]. L’objectif majeur du MDA est l’élabo-
ration de modèles indépendants des détails techniques des plate-formes d’exécution (Plat-
form Independent Model - PIM) et de générer de manière automatique la totalité des mo-
dèles de code (Platform Specific Model - PSM) par transformation de modèle [Blanc, 2005;
Kleppe et al., 2003].
Le profil UML/MARTE. Dans le contexte des systèmes temps-réel, le profil UML/MARTE
(Modeling and Analysis of Real-Time and Embedded systems [OMG, 2007e]) a été défini et
standardisé pour modéliser et analyser les systèmes TR2E à l’aide du langage UML.
Définition 2.1 (Profil UML [OMG, 2007c]) Un profil est un moyen d’extension d’un méta-modèle
permettant de spécialiser une méta-classe pour répondre à des besoins de modélisation spé-
cifiques.
Selon la définition de la notion de profil UML donnée ci-dessus, MARTE spécialise UML et
introduit les concepts de bases issus du domaine des systèmes TR2E. Il favorise l’interopéra-
bilité entre les différents outils utilisés pour la spécification, la conception, la vérification et la
génération de code du système. Notamment, MARTE permet la modélisation des propriétés
non fonctionnelles propres aux systèmes TR2E. Enfin, MARTE introduit un modèle d’allocation
des composants logiciels du système sur les composants matériels de la plate-forme d’exécu-
tion tout en respectant les contraintes temporelles et topologiques de l’application.
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AADLv2. Récemment, une nouvelle version du langage AADL a été standardisée [SAE Ae-
rospace, 2009b] et de nombreuses améliorations ont ainsi été apportées à savoir : l’introduc-
tion de nouveaux composants architecturaux, des précisions sur la sémantique des compo-
sants, une syntaxe graphique normalisée, un méta-modèle et diverses annexes (modélisation
des données, comportementale...) permettant d’enrichir la modélisation et la qualité des outils
associés.
Si le langage AADL 1.0 présenté prédécemment fait partie de la catégorie des ADLs,
nous pouvons classifier le langage AADLv2 dans la catégorie des DSMLs considérant les
caractéristiques propres à ces langages et les nombreuses améliorations citées ci-dessus et
détaillées dans le chapitre 4 de ce manuscrit.
Discussion. Combinés à l’utilisation des techniques de modélisation, les DSMLs permettent
d’élaborer des outils de qualité (représentation graphique, méta-modèle, édition de modèles...)
qui facilitent particulièrement la représentation visuelle et la compréhension de systèmes com-
plexes. De plus, l’utilisation des techniques liées à la transformation de modèle (présentées
section 2.5) amène des perspectives intéressantes en termes d’expressivité, de traçabilité des
exigences et d’automatisation.
A la différence des ADLs présentés précédemment, l’un des avantages d’UML/MARTE
est la modélisation graphique de l’application TR2E mais celle-ci n’apporte que peu de béné-
fices concernant la sémantique des concepts modélisés. Des travaux récents [Salazar, 2010;
Vidal et al., 2009] ont montré que le profil MARTE souffre des limites récurrentes du langage
UML notamment pour le support d’une démarche de génération. La sémantique des concepts
définis en UML et MARTE est trop riche et il est ainsi possible de modéliser un même concept
de différentes manières, augmentant la complexité des patrons de génération et rendant la
réutilisation des outils assez complexe. Enfin, plus généralement, les approches basées sur
UML utilisent des syntaxes différentes pour décrire chacun des aspects d’une application, né-
cessitant la consolidation de toutes les représentations si le modèle de l’application est modifié
ce qui s’avère couteux en terme de développement (ressources et temps).
Les récentes améliorations du langage AADLv2 et de nombreux travaux ont montré les
multiples emplois possibles du langage AADL pour la modélisation, l’analyse et la conception
de systèmes TR2E critiques. Outre le fait que le langage AADL a été développé précisément
pour les systèmes TR2E et non pas adapté, l’avantage majeur du langage est la spécification
architecturale et comportementale des composants logiciels et matériels de l’application au
sein d’une unique représentation -ie.e un unique modèle.
De plus, des travaux ont montré l’intérêt de la communauté UML pour AADL et ont abouti
à la définition d’un profil (intégré à MARTE) permettant le passage d’une spécification MARTE
vers une description architecturale AADL [Faugere et al., 2007] afin de profiter des nombreux
outils basés sur le langage AADL.
Ces éléments nous amènent à penser que le langage AADL est un candidat plus approprié
pour la modélisation, l’analyse et la conception de systèmes critiques selon un processus
automatisé, ce qui fait l’objet de ce manuscrit. Intéressons-nous maintenant à l’utilisation faite
des modèles à des fins d’analyse et de génération du code source du système.
2.2.2 Modèles d’analyses, vérification et validation
Dans notre introduction générale, nous avons vu la nécessité pour un système TR2E cri-
tique de satisfaire des exigences fortes en termes de sécurité et de sûreté de fonctionnement.
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Différents modèles d’un système sont ainsi réalisés dans le but de couvrir et de permettre la
vérification d’un aspect du système. Ainsi, de nombreux techniques et outils ont été dévelop-
pés afin d’établir des modèles d’analyse pour la vérfication et la validation du système vis-à-vis
de ces spécifications.
Dans les sections suivantes, nous présentons les analyses les plus communes effectuées
dans le contexte des systèmes critiques à savoir l’analyse d’ordonnançabilité et le model che-
cking. Ces analyses permettent de conclure sur la faisabilité du système et de vérifier certaines
propriétés comportementales. Leur objectif est d’augmenter la confiance que l’on peut avoir
dans ce système.
Il est important de noter que la vérification du système s’effectue uniquement sur le sys-
tème modélisé et non sur le système exécuté. Il s’agit d’un complément aux techniques de
tests, permettant de vérifier certaines propriétés de manière exhaustive (comportement...) et
d’effectuer des vérifications en amont du cycle de développement logiciel.
Ordonnançabilité
L’analyse d’ordonnancement d’un système vise à garantir que l’ensemble des tâches réa-
lisant les fonctions du système finiront toujours leur exécution dans une échéance donnée.
Pour ce faire, il est nécessaire de modéliser les tâches s’exécutant sur le processeur et de
tenir compte des propriétés fonctionnelles et non fonctionnelles de celles-ci. Ainsi, une tâche
doit être caractérisée par son comportement (périodique, sporadique ou apériodique), son pire
temps d’exécution (WCET), sa période et/ou son échance (déterminée par son comportement)
et une politique d’ordonnancement (RMS, EDF...) pour l’ensemble des tâches.
Divers travaux comme RMS ou EDF [Liu and Layland, 1973] proposent des algorithmes
dont l’implantation a permis l’automatisation de l’analyse d’ordonnançabilité d’un système. Ces
outils extraient les informations associées aux tâches décrites à l’aide d’un ADL ou d’un DSML.
CHEDDAR [Singhoff et al., 2004] et MAST [Universidad de Cantabria, 2010] sont des outils
d’analyse d’ordonnancement dédiés aux systèmes TR2E. Ils permettent aussi de simuler cet
ordonnancement.
Model checking
Les techniques de model checking consistent à modéliser et à analyser le comportement
d’un système afin de valider une propriété donnée. Les propriétés standards généralement
exprimées sont l’accessibilité, la sûreté, la vivacité, l’équité et l’absence de blocage. Il est
aussi possible de vérifier des propriétés plus spécifiques sous réserve que celles-ci soient
exprimables dans une logique compatible avec les algorithmes et les outils de vérification.
Les formalismes les plus utilisés pour représenter et analyser les systèmes TR2E critiques
sont les réseaux de Petri colorés (analyse des flots de messages dans le système) ; les ré-
seaux de Petri temporisés [Gorrieri and Siliprandi, 1994] et les automates temporisés [Alur
and Dill, 1994] prenant en compte les caractéristiques temporelles de l’application (ordonnan-
cement, dimenssionnement de ressources).
Les outils CPN-AMI [LIP6 - MoVe, 2012], TINA [LAAS, 2012] et UPPAAL [Uppsala Uni-
versity - Aalborg University, 2012] réalisent l’analyse du comportement du système TR2E mo-
délisé respectivement en réseaux de Petri colorés, temporisés et en automates temporisés.
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Discussion
Dans le cas d’ensembles de tâches périodiques, les tests de faisabilité sont suffisants
pour analyser et valider l’ordonnancement du système. Cependant, ceux-ci s’avèrent limités
dans le cadre de la vérification de système TR2E critiques mettant en jeu des mécanismes de
synchronisation et de communication complexes (ressources partagées et protégées...).
Les méthodes formelles et les techniques de model checking complètent ces analyses
pour garantir la faisabilité du système notamment pour la vérification de propriétés de sûreté
spécifiques (interblocage, famine...).
Les techniques et les outils que nous venons de présenter permettent de vérifier et de
valider l’ordonnancement et le comportement attendu d’un système TR2E critique modélisé.
Dans notre contexte, nous n’entendons pas développer des outils d’analyses basés sur ces
techniques, mais plutôt, dans le cas, possible réutiliser les outils existants et utilisant notam-
ment le formalisme AADL comme (CHEDDAR pour l’ordonnancement et TINA ou CPN-AMI
pour le model checking à partir de réseaux de Petri [Renault, 2009]).
Après ces étapes de vérification et de validation du système, nous nous intéressons main-
tenant à l’implantation du système et plus précisément aux étapes de déploiement et de confi-
guration des systèmes critiques qui, combinés à une démarche de génération de code, auto-
risent la production automatique du code source de l’application.
2.2.3 Génération de code
La production automatique du code source de l’application est une étape importante de
l’automatisation du processus de conception des systèmes TR2E. Outre les gains de produc-
tivité, elle augmente la fiabilité (élimination des erreurs introduites manuellement au sein du
code, production de code déterministe à partir de patron de génération, etc.) et le niveau de
confiance que l’on peut avoir dans le système. De nombreux outils notamment commerciaux
tel SCADE [Esterel Technologies, 2012] utilisent ce concept.
Description
Un formalisme source est utilisé pour abstraire les constructions complexes et les difficul-
tés d’implantation dans un langage de programmation (élaboration d’un modèle de code). Le
processus de génération transforme alors ces composants abstraits en construction du lan-
gage cible (Ada, C, etc). En fonction de l’expressivité du formalisme source et de sa séman-
tique associée, il est alors possible de produire un squelette (exemple de l’utilisation d’UML) à
compléter ou l’implantation complète (exemple de l’utilisation de LUSTRE) de l’application. Les
aspects complexes (manipulation de pointeurs, gestion des types de données, etc.) sont ainsi
pris en charge par le générateur de code et masqués à l’utilisateur.
Discussion
Si la génération de code possède de nombreuses caractéristiques renforçant l’implanta-
tion correcte d’un système (limitation des bugs...) d’un système, elle introduit néanmoins une
nouvelle complexité.
La sémantique du formalisme d’entrée doit permettre de décrire efficacement les exi-
gences du système sous peine de nécessiter l’intégration manuelle de code compromettant
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la sûreté de l’application. La transposition des problèmatiques d’implantation au modèle re-
quiert une validation du modèle avant de procéder à la génération. De plus, ce modèle doit
être analysable afin de vérifier les caractéristiques du système.
La difficulté de certifier l’ensemble des composants logiciels de l’application nécessite
l’élaboration d’un processsus rigoureux (standards, documentation, traçabilité, méthodes de
tests...) pour assurer un certain niveau de confiance dans le code généré. Enfin, le surplus
de code généré à cause de stratégies de génération trop génériques voir inadaptées (nom-
breux accesseurs, dépendances du code vers des bibliothèques “lourdes”...) et l’intégration de
code tiers (utilisateur) sont autant de difficultés à prendre en compte lors de l’élaboration du
générateur de code.
2.2.4 Déploiement et configuration automatiques
Pour permettre une démarche de génération de code efficace, il est nécessaire d’automa-
tiser les étapes de déploiement et de configuration des composants logiciels qui constituent
l’application. Dans le cadre de ses travaux [Zalila, 2008] a adapté les étapes de déploiement et
de configuration décrites par le standard D&C [OMG, 2006b] afin d’accentuer l’aspect statique
qui caractérise les systèmes TR2E critiques. Notamment, il donne les définitions suivantes :
Définition 2.2 (Déploiement) Le déploiement d’une application répartie est la sélection des
composants intergiciels requis pour réaliser une sémantique donnée. Le déploiement requiert
aussi le placement d’entités qui envoient les messages à travers le réseau à partir des nœuds
sources (souches) et d’autres entités qui reçoivent ces messages sur les nœuds de destination
(squelettes).
Définition 2.3 (Configuration) La configuration d’une application répartie est l’opportunité de
paramétrer individuellement chacun des composants intergiciels sélectionnés lors de la phase
de déploiement et de les assembler par la suite avec les composants générés automatique-
ment ainsi que les composants fournis par l’utilisateur.
Discussion
L’étape du déploiement est une tâche pouvant être source d’erreur. Il est donc néces-
saire d’automatiser cette tâche notamment pour tirer bénéfice des descriptions architecturales
réalisées lors de la phase de modélisation. Dans le contexte des systèmes critiques, les infor-
mations de déploiement doivent être connues à l’initialisation du système pour l’ouverture des
canaux de communication. Dans le cadre des systèmes critiques, la phase de configuration est
aussi importante. Celle-ci permet de gérer finement et d’allouer uniquement les ressources lo-
gicielles nécessaires à l’application et ainsi d’optimiser l’utilisation des ressources matérielles
(souvent limitées).
Il existe de nombreux outils pour le déploiement et la configuration des composants logi-
ciels d’un système TR2E (COSMIC [Gokhale et al., 2003], FRACTALADL [Consortium, 2012],
OCARINA [TELECOM ParisTech, 2012], etc). Dans la section 2.4, nous détaillons ceux visant
précisément le contexte des systèmes TR2E critiques.
Nous avons vu, dans cette section, les étapes importantes du processus de conception
automatisé des systèmes TR2E critiques. Dans les sections suivantes, nous nous intéressons
aux spécificités liées à l’implantation des systèmes critiques et aux processus de conception
et d’analyse existants.
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2.3 Implantation des systèmes TR2E critiques
Nous pouvons trouver dans la littérature de nombreuses définitions du terme système cri-
tique [Rushby, 1994], mais intuitivement, nous pouvons qualifier un système TR2E de critique
si une défaillance, qu’elle soit mécanique, électronique ou logicielle peut provoquer sa perte et
engendrer des conséquences importantes voir dramatiques, dont l’impact peut se mesurer en
pertes humaines, économiques ou environnementales.
Cette famille de systèmes est généralement présente dans des domaines tels que le spa-
tial, l’aéronautique, le ferroviaire ou le médical nécessitant que le système respecte des exi-
gences fortes en termes de sécurité et de sûreté de fonctionnement [Barnes, 2008].
De nos jours, il est difficile de garantir totalement la sécurité et le bon fonctionnement d’un
système dans l’ensemble de ses conditions d’utilisation. Cependant, un certain nombre de
méthodologies définissant techniques, règles de conception et outils a été mis en œuvre afin
d’éliminer les risques de bugs, de détecter les incohérences et de prévenir des défaillances.
Dans la suite, nous présentons certaines de ces méthodologies ou approches utilisées pour
la conception et la réalisation des systèmes critiques.
2.3.1 Intergiciel critique
L’intergiciel est un élément cœur dans la conception des systèmes répartis. C’est une
couche logicielle intermédiaire dont le rôle est d’assurer et de faciliter la communication entre
les différents nœuds - i.e. applications distribuées - s’exécutant sur une architecture matérielle.
L’intergiciel s’intercale entre le code applicatif et la plate-forme d’exécution. Même si dans
la plupart des cas, la plate-forme d’exécution est constituée de l’architecture matérielle et du
système d’exploitation, certaines fonctionnalités requises d’un système d’exploitation (concur-
rence, interaction...) peuvent être implantées par l’intergiciel [Armstrong, 1996]. Par consé-
quent, celui-ci agit comme une interface en offrant des primitives de plus haut-niveau, évitant
l’invocation directe des primitives du systèmes d’exploitation ou du matériel améliorant ainsi la
portabilité.
De nombreux mécanismes et standards ont été définis afin de normaliser la concep-
tion d’applications dans le domaine distribué : de la simple invocation distante de procé-
dures RPC [SUN, 1988], à l’utilisation d’objets répartis CORBA [OMG, 2004], la distribution
des données DDS [OMG, 2007a] et même pour l’adaptation de ces mécanismes pour les
systèmes temps-réel [OMG, 2005] et embarqués [OMG, 2006a].
Outre la minimisation des coûts de développement (temps, finances), l’intergiciel a pour
objectif le renforcement de la “séparation des préoccupations” en satisfaisant l’ensemble des
possibilités des exigences non fonctionnelles des systèmes répartis. Ainsi, il devient possible
d’adapter la configuration de l’intergiciel en fonction des besoins en ressources intergicielles
de l’application distribuée.
Ceci a pose la question fondamentale de savoir si un intergiciel doit satisfaire un caractère
“générique” - i.e. de répondre à l’ensemble des besoins -, “configurable” - i.e. de répondre à un
besoin donné - ou “schizophrène” - i.e. de répondre simultanément et uniquement à plusieurs
besoins.
Dans la suite de cette section, nous présentons brièvement, à travers un exemple de leur
implantation, deux stratégies de conception d’intergiciels : “configurable” et “schizophrène”[Qui-
not, 2003]. Puis, nous discutons de leur utilisation dans le contexte de développement des
systèmes critiques.
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Intergiciels configurables
Définition 2.4 (Intergiciel configurable [Quinot, 2003]) Un intergiciel est dit configurable lorsque
les composants qu’il intègre peuvent être choisis et leur comportement adapté en fonction des
besoins de l’application et des fonctionnalités offertes par l’environnement.
Dans le contexte des systèmes TR2E critiques, les intergiciels configurables disposent de
caractéristiques intéressantes. En effet, la sélection des composants uniquement requis par
l’application permet d’optimiser sa taille mémoire et leur personnalisation renforce le respect
des exigences.
TAO (The ACE ORB). est un intergiciel développé par l’université de Vanderbilt [Schmidt et
al., 1998]. Il s’appuie sur le standard CORBA [OMG, 2004] et a été conçu afin d’assurer la qua-
lité de service de bout-en-bout des systèmes temps-réel répartis en autorisant la configuration
de nombreux éléments (caractéristiques des tâches, politique d’ordonnancement, ressources
requises pour l’exécution d’une opération, etc). Son architecture extensible autorise l’utilisa-
teur à choisir un contexte (performance, faisabilité...) pour effectuer diverses opérations et
assurer le fonctionnement de l’application. Le développement de cet intergiciel a contribué à
la définition du standard RT-CORBA [OMG, 2005].
L’utilisation du canevas ACE, reposant sur des patrons de conception classiques des sys-
tèmes temps-réel [Schmidt and Cleeland, 2001] permet la configuration des mécanismes de
communication (connexions, entités réagissant à la réception d’évènements...) et assure sa
portabilité. Enfin, l’utilisation des mécanismes de communication spécifiés au sein du stan-
dard CORBA assure par construction l’interopérabilité des applications avec TAO.
Les travaux effectués autour de l’intergiciel TAO [Schmidt et al., 1998; Schmidt and Clee-
land, 2001] mettent en évidence l’intérêt de la construction d’un intergiciel dynamiquement
configurable par intégration et personnalisation de composants pré-existants réduisant ainsi
la complexité et augmentant la maintenabilité des fonctionnalités de base. L’utilisation d’une
technologie de répartition reposant sur les patrons de conception simplifie considérablement
le développement des applications réparties notamment en terme d’hétérogénéité.
Discussion. Des études montrent des incompatibilités d’utilisation de RT-CORBA pour les
systèmes TR2E critiques. En particulier, [Hugues, 2005] révèle la possibilité de modifier dyna-
miquement la priorité des tâches par l’utilisateur compromettant ainsi l’analysabilité statique
d’ordonnancement. De plus, l’architecture orientée objet de TAO limite l’analyse du détermi-
nisme de l’application.
Enfin, la configuration et le déploiement d’une application utilisant TAO s’effectuent de ma-
nière dynamique à l’initialisation du système. Si l’utilisation du standard CORBA assure l’in-
teropérabilité, il limite les possibilités d’optimisation de certaines exigences non fonctionnelles
comme, par exemple, lors de l’utilisation de mécanismes de communication spécifiques à une
application ; ceux-ci ne nécessitant pas tous les mécanismes assurant la compatibilité entre
les nœuds (cas des applications distribuées non hétérogènes).
Intergiciels schizophrènes
Définition 2.5 (Intergiciel schizophrène [Quinot, 2003]) Un intergiciel est dit schizophrène
lorsqu’il permet la cohabitation de plusieurs paradigmes de répartition au sein d’une même
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instance et met en place un mécanisme efficace d’interaction entre ces paradigmes (person-
nalités).
POLYORB. [Quinot, 2003] est un intergiciel développé par AdaCore qui implante l’architec-
ture d’intergiciel définie par [Pautet, 2001]. Cette nouvelle architecture découpe les fonction-
nalités de base d’un intergiciel en “services canoniques” assurant l’acheminement correcte
d’une requête de l’expéditeur vers le destinataire. Ces services (adressage, liaison, interac-
tion, typage, représentation, protocole, transport, activation et exécution) sont implantés dans
un noyau cœur appelé couche neutre. Cette implantation est indépendante de tout standard
de répartition.
L’architecture de POLYORB est définie en trois couches. Les personnalités applicatives
correspondent à l’implantation des aspects applicatifs d’un standard de répartition donné (re-
présentation des données, gestions des objets répartis...). Les aspects liés à la communication
(protocoles, transport...) sont implantés au sein de personnalités protocolaires. Personnalités
applicatives et personnalités protocolaires utilisent et spécialisent les services offerts par la
couche neutre. Cette architecture “schizophréne” permet ainsi l’utilisation de personnalités dif-
férentes et leur coopération au sein d’une même instance d’intergiciel.
Discussion. La configuration de POLYORB s’effectue à l’initialisation du système et s’ap-
puie sur des mécanismes d’aiguillage dynamique (héritage) pour la sélection de l’instance
requise pour chaque service. Ceci est principalement dû à l’absence d’un mécanisme pour la
configuration statique de l’application à partir d’une analyse fine de ses propriétés.
Pour générer automatiquement et configurer statiquement POLYORB, des travaux ont per-
mis l’utilisation du langage de description d’architecture AADL [Vergnaud, 2006]. Enfin, des
travaux plus récents [Zalila et al., 2008] ont raffiné cette architecture pour la définition de l’in-
tergiciel POLYORB-HI répondant aux besoins des systèmes TR2E. Celui-ci vise à fournir une
instance d’intergiciel dédiée à l’application - i.e. seuls les services et les composants intergi-
ciels requis par l’application sont sélectionnés et déployés - avec une empreinte mémoire plus
réduite que celle obtenue avec POLYORB.
Conclusion
Nous venons de voir différentes méthodes de conception d’intergiciel pour les systèmes
TR2E. L’une de nos contributions vise à proposer une architecture d’intergiciel afin de prendre
en compte les composants de l’application complète (applicatif + intergiciel) lors des diffé-
rentes étapes de vérification et de validation du système modélisé.
Dans le contexte de nos travaux de recherche, nous souhaitons ré-utiliser un intergiciel
dédié aux systèmes TR2E. L’intergiciel POLYORB-HI, détaillé dans le chapitre 6 de ce manus-
crit, est un candidat approprié car celui-ci répond directement aux spécificités des systèmes
critiques. De plus, il supporte les composants logiciels modélisés en AADL, formalisme de
description de systèmes critiques que nous avons retenu pour notre approche.
2.3.2 Le profil architectural Ravenscar
Une approche pour l’implantation d’un système critique est la limitation des constructions
logicielles pouvant compromettre le respect de certaines exigences. Ainsi, le profil architectu-
ral Ravenscar [Burns et al., 2004; Kwon et al., 2002] dédié au langage Ada et Java propose de
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restreindre les constructions du langage de programmation utilisé pour l’implantation d’appli-
cations monolithiques. Celui-ci n’autorise que les constructions qui garantissent une analyse
statique d’ordonnancement, l’absence d’interblocage et une borne temporelle d’inversion de
priorités entre les tâches. Cette approche facilite le développement d’entités logicielles déter-
ministes et correctes-par-construction. Le respect de l’ensemble de ces restrictions est assuré
lors de la phase de compilation.
Description
Concernant le langage Ada, le profil Ravenscar impose que :
– les constructions telles que les rendez-vous, les entrées dans les tâches et les entrées
multiples d’objets protégés sont interdites car elles rendent complexe l’analyse statique
du système (augmentation des mécanismes d’interaction entre les tâches, etc) ;
– les tâches ne doivent jamais finir et toute création de tâche ne peut survenir que lors
de la phase d’élaboration (phase d’initialisation de l’application) afin de garantir que
l’ensemble de tâches à analyser reste invariant ;
– l’accès aux objets protégés doit être utilisé selon le protocole de plafonnement de priorité
PCP (Priority Ceiling Protol [Sha et al., 1990]) afin de garantir l’absence d’interblocage
et borner l’inversion de priorité ;
– l’utilisation exclusive des tâches périodiques ou sporadiques afin de garantir une analy-
sabilité selon l’analyse par taux d’utilisation du processeur (RMA) ou l’analyse de temps
de réponse des tâches (RTA).
Discussion
Le profil Ravenscar vise initialement le développement d’applications monolithiques et les
aspects liés à la concurrence. Cependant, dans le cadre de communications asynchrones et
de l’utilisation d’un protocole temps-réel entre les nœuds de l’application, celui-ci peut-être
étendu pour les systèmes TR2E.
Des restrictions supplémentaires autres que celles sur les aspects de concurrence peuvent
aussi être appliquées. L’interdiction de l’utilisation d’instructions d’allocation dynamique de mé-
moire permet de prévenir des erreurs d’incohérence des pointeurs et d’éliminer des facteurs
d’indéterminisme temporel. Cette restriction permet de vérifier statiquement - i.e. dès l’étape
de compilation du code source - les opérations mémoire, le respect de la taille de la pile,
etc. L’interdiction des constructions telles que l’aiguillage dynamique réduit aussi un facteur
d’indéterminisme temporel et facilite l’implantation d’outils d’analyse. Enfin, l’interdiction de
l’utilisation des nombres à virgules flottantes permet de prévenir d’un certaines erreurs sur les
opérations calculatoires et les dépassements mémoire.
Ces restrictions ne sont pas obligatoires mais elles sont régulièrement appliquées au
sein de diverses approches et font partie des bonnes recommandations pour la conception
et l’analyse des systèmes TR2E critiques. Elles ont, par exemple, été ajoutées au standard
Ada 2005 [Working Group, 2005, Annexe H] et sont vérifiées à la compilation (par le compila-
teur GNAT [Miranda and Schonberg, 2004]). Dans le cadre de nos travaux, nous avons choisi
de respecter l’ensemble des restrictions que nous venons de présenter.
Intéressons-nous maintenant aux processus automatisés pour l’analyse et l’implantation
de systèmes TR2E critiques existants et s’appuyant sur une démarche IDM.
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2.4 Processus d’analyse et d’implantation de systèmes critiques
Dans cette section, nous présentons trois méthodes intégrées pour l’analyse et l’analyse
de systèmes critiques. Par méthodes intégrées, nous entendons des approches définissant
une méthode, un processus d’ingénierie et fournissant un canevas pour l’analyse et l’implan-
tation (génération, déploiement et configuration) de systèmes critiques.
Ces approches intègrent notamment un ou l’ensemble des éléments présentés dans les
sections précédentes. Après leur présentation, nous discutons des avantages et des limites
de ces approches. Certaines de ces limitations font l’objet des motivations de ces travaux de
recherche et du nouveau processus de conception de systèmes critiques que nous proposons.
2.4.1 HRT-UML/RCM
Description
HRT-UML/RCM (Hard Real-Time UML for the Ravenscar Computational Model [Mazzini
et al., 2009]) est une méthode intégrée pour le développement d’applications critiques temps-
réel dur. Cette méthode a été développée dans le cadre du projet ASSERT [The Assert Project,
2012] et vise à transposer les principes de la méthode HRT-HOOD vers le langage UML selon
une approche MDA.
HRT-UML/RCM fournit un canevas pour la conception de systèmes permettant :
– à l’utilisateur de définir des modèles du système indépendants de la plate-forme d’exé-
cution (PIMs) ;
– la production automatique (par transformation) de modèles spécifiques à une plate-
forme d’exécution (PSMs) respectant le profil Ravenscar ;
– l’analyse de faisabilité (des contraintes temporelles) et la vérification d’exigences non
fonctionnelles sur le système ;
– la production automatique du code source du système à partir des PSMs.












FIGURE 2.1 – Processus de conception de la méthode HRT-UML/RCM
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Modélisation
La description architecturale suit les recommandations du standard IEEE 1471 [IEEE,
2000] renforcant la “séparation des préoccupations”. Dans ce contexte, HRT-UML/RCM dé-
finit trois vues “fonctionnelle”, “interface”, “déploiement”, spécifiées par l’utilisateur et une vue
“concurrence”, générée à partir des trois précédentes, pour décrire l’architecture logicielle du
système.
Les “composants” sont spécifiés à l’aide de diagrammes de classe UML standard. Un
méta-modèle définit l’ensemble des classes utilisables. La sémantique associée à une par-
tie des éléments du méta-modèle respecte le modèle de concurrence du profil Ravenscar
(RCM [Bordin and Vardanega, 2005]) assurant ainsi un assemblage de composants “correcte-
par-construction” et garantissant l’analyse statique de l’application.
La vue “fonctionnelle” capture les informations structurelles et comportementales des diffé-
rentes opérations réalisées par le système indépendamment des exigences non fonctionelles
du domaine TR2E.
La vue “interface” raffine les composants de la vue “fonctionnelle” en y attachant les infor-
mations liées à la concurrence, les interfaces (opérations) requises et fournies par les diffé-
rents composants et leur interaction. Les composants sont instanciés et interconnectés à l’aide
de point d’interaction (PortCluster ). L’ensemble forme une instance de l’application TR2E véri-
fiable.
La vue “déploiement” spécifie les composants physiques de l’architecture et exprime com-
ment les composants logiciels s’exécutent sur ces derniers. La notion de “partition” y est intro-
duite pour modéliser un nœud logique, encapsulant les instances de composants et assurant
leur isolation spatiale et temporelle.
La vue “concurrence”, générée à partir des trois vues précédentes (par transformation
“prouvée” [Cancila et al., 2010]), décrit l’architecture du système réalisée pour la plate-forme
d’exécution spécifiée par la vue de “déploiement”. Les composants de la vue “interface” sont
ici traduits en des composants respectant la sémantique du RCM.
Analyses
Le PSM produit par la vue “concurrence” est le point d’entrée pour les différentes analyses.
Des analyses temporelles et notamment d’ordonnançabilité sont effectuées à l’aide d’une ex-
tension (MAST+ [Bordin et al., 2008; Panunzio and Vardanega, 2011]) de l’outil MAST [Uni-
versidad de Cantabria, 2010] autorisant notamment l’analyse de tâches sporadiques. La trans-
formation du PSM vers un modèle MAST+ est assurée par le canevas de conception HRT-
UML/RCM. Les résultats de l’analyse d’ordonnancement sont automatiquement remontés à
l’utilisateur qui peut, le cas échéant, éditer ses modèles et relancer le processus. D’autres ana-
lyses sont possibles, utilisant notamment les méthodes formelles et des techniques de model
checking pour la partie comportementale.
Génération de code
HRT-UML/RCM permet la génération d’une application TR2E critique et sa plate-forme
d’exécution dans les langages Ada 2005, Ada 2005/Ravenscar et C pour le standard OSEK/VDX
RTOSs [Bordin and Vardanega, 2005]. La génération de code Ada 2005/Ravenscar semble
être la plus aboutie, notamment par les choix de conception des auteurs de l’approche et le
respect du profil Ravenscar. Elle s’effectue par transformation modèle-à-code implantée en
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MOFscript. Les composants RCM modélisés sont utilisés pour paramétrer et instancier des
patrons -i.e. des paquetages génériques Ada - implantant le comportement des composants.
Discussion
La méthode HRT-UML/RCM est basée sur l’approche MDA et intègre des outils de trans-
formation de modèles. Le choix de contraindre la réalisation du méta-modèle à la sémantique
de RCM renforce l’analysabilité statique du système et contraint la modélisation aux seules
constructions autorisées par le profil Ravenscar. Enfin, les analyses temporelles effectuées
sur le modèle de l’application tiennent compte d’une partie des ressources intergicielles sou-
vent exclues dans les autres approches.
La principale limite de HRT-UML/RCM est l’utilisation du langage UML. En effet, la modé-
lisation d’un système implique le développement de trois vues (fonctionnelle, interface et dé-
ploiement) nécessitant une consolidation des différentes représentations du système à chaque
modification de l’un des modèles. De plus, si la notation des diagrammes de classes UML est
très expressive pour visualiser interface, opérations et propriétés non-fonctionnelles des com-
posants, celle-ci complique fortement la modélisation dans le cas d’un très grand nombre de
composants (passage à l’échelle).
Une autre limitation vise les aspects comportementaux qui ne sont pas explicitement mo-
délisés à l’aide d’un formalisme tels les statecharts UML. Ceux-ci sont implicitement décrits
par la sémantique des composants RCM et enfouis au sein du méta-modèle par construction.
L’analyse comportementale requiert alors une transformation (traduction du comportement des
composants) plus complexe vers un formalisme d’un outil tiers.
Enfin, le processus de génération de code est basé sur l’instanciation et la configuration de
paquetages génériques Ada implantant le comportement réel des composants. Si ce procédé
renforce la fiabilité et augmente le niveau de confiance du système généré, ceci peut se faire
au détriment de l’optimisation de l’empreinte mémoire.
2.4.2 OCARINA/POLYORB-HI
Description
OCARINA [TELECOM ParisTech, 2012] est un projet réalisé lors de différents travaux de re-
cherche [Vergnaud, 2006; Zalila, 2008; Renault, 2009] de l’équipe S3 de TELECOM ParisTech,
s’articulant autour de la conception d’intergiciel, de la production et de l’analyse automatisée
de systèmes TR2E critiques.
OCARINA s’appuie sur le langage de description d’architecture standardisé AADL, ses dif-
férentes annexes (modélisation des données, génération de code...) et sur le profil architectu-
ral Ravenscar. L’intergiciel POLYORB-HI [Zalila, 2008] a été défini et implanté dans différents
langages cibles (Ada/Ravenscar, C, et Java/RTSJ) et sert de plate-forme d’exécution pour les
composants architecturaux logiciels modélisés en AADL puis générés dans l’un des langages
cibles.
La figure 2.2 décrit le processus de conception et d’analyse d’un système critique à partir
de sa description architecturale réalisée en AADL. L’architecture du canevas de développe-
ment proposée par OCARINA reprend l’architecture classique d’un compilateur (par exemple
GNAT).
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FIGURE 2.2 – Processus de conception de l’approche OCARINA
Modélisation
La modélisation d’un système TR2E critique s’effectue uniquement à l’aide du langage
AADL (AADL 1.0 ou AADLv2). L’ensemble des constructions architecturales AADL utilisées
par OCARINA est restreint pour la génération de code aux seules constructions autorisées par
le profil Ravenscar.
Analyses
Le point d’entrée des analyses par OCARINA est la représentation architecturale finale - i.e.
complète et valide au sens “légal” AADL - du système. Différentes analyses sont alors pos-
sibles. REAL [Gilles, 2008] est un langage de contraintes qui permet de vérifier des propriétés
non fonctionnelles sur une description AADL (dimensionnement, définition d’un plafond de
priorité, etc). L’analyse d’ordonnancement du système est effectuée à l’aide de l’outil CHED-
DAR et un générateur de code permet la transformation du modèle AADL vers les réseaux de
Petri pour une analyse comportementale [Renault, 2009].
Génération de code
Une fois le modèle AADL analysé et le système critique validé, OCARINA permet la produc-
tion automatique du code des nœuds de l’application distribués et des ressources intergicielles
(POLYORB-HI) requises par ceux-ci. Les composants intergiciels sont ainsi sélectionnés, dé-
ployés, configurés et intégrés de manière automatique aux composants applicatifs pour for-
mer l’exécutable final de l’application. Différents générateurs de code sont fournis pour les
langages Ada/Ravenscar, C, Java/RTSJ et C/ARINC 653.
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Discussion
La principale limitation de l’approche OCARINA vient du fait que l’outil ne supporte que les
descriptions architecturales AADL. OCARINA ne disposant pas d’un formalisme pour la spé-
cification des aspects comportementaux (l’annexe comportementale AADL [SAE Aerospace,
2009a] n’étant pas à son niveau de maturité actuel), la spécification des aspects comporte-
mentaux s’effectue par l’implantation du comportement au sein de composants opaques (sub-
program) et explique notamment l’intégration des composants de l’intergiciel POLYORB-HI
uniquement lors de la phase de compilation. La non prise en compte des ressources inter-
gicielles (dépendantes de la plate-forme d’exécution) lors des analyses de faisabilité est une
limite récurrente des approches basées sur l’IDM. Celle-ci augmente la différence séman-
tique entre modèles d’analyse et l’implantation réelle du système et complexifie les techniques
mises en place (traçabilité...) pour assurer la cohérence entre spécification, analyses et code
généré.
Enfin, les transformations vers les modèles d’analyses (réseau de Petri...) et le processus
de génération de code à partir de la description architecturale AADL sont implantés en Ada.
Ceci complexifie à la fois le développement, la maintenance et l’évolution des générateurs de
code comparé à une démarche de génération modèle-à-modèle ou modèle-à-code issue des
techniques de transformation de modèles [Brun et al., 2008]. Nous détaillons ces techniques
dans les sections suivantes de ce chapitre.
2.4.3 MYCCM-HI
Description
MYCCM-HI [Borde, 2009; Borde et al., 2009] est une méthode de conception dédiée aux
systèmes TR2E critiques et adaptatifs - i.e reconfigurables -, développée par Thales et TE-
LECOM ParisTech dans le cadre du projet FLEX-EWARE [Flex-eWare Project, 2012]. Cette
méthode vise la conception et l’analyse formelle des systèmes TR2E reconfigurables et se
base sur le standard Lightweight CCM [OMG, 2003a].
La figure 2.3 décrit le processus de conception de cette méthode. L’architecture générale
du canevas de développement MYCCM-HI reprend celle des compilateurs classiques (GNAT,
etc).
Modélisation
MYCCM-HI définit son propre langage de description d’architecture COAL (Component-
Oriented Architectecture Language) pour modéliser le comportement adaptatif d’un système.
Celui-ci étend une spécification OMG IDL avec des constructions issues des standards D&C
et AADL 1.0. COAL permet de décrire conjointement l’architecture logicielle selon une ap-
proche à base de composants “génériques” et les exigences non fonctionnelles spécifiques
aux systèmes TR2E sous forme de propriétés.
Les différents comportements possibles du système sont représentés à l’aide de modes
de fonctionnement, encapsulés dans des automates analysables.
Analyses
Le point d’entrée des analyses effectuées par le canevas de développement MYCCM-HI
est la spécification du système dans le langage COAL. A partir de celle-ci, MYCCM-HI génére
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FIGURE 2.3 – Processus de conception de la méthode MYCCM-HI
des modèles formels analysés par l’outil UPPAAL [Uppsala University - Aalborg University,
2012].
Lorsque l’ensemble des propriétés de sûreté requises est validé, un modèle AADL re-
présentant l’architecture logicielle et matérielle est généré à partir de la même spécification
COAL. Les outils d’analyse (ordonnancement..) basés sur une représentation AADL et pré-
sentés dans le chapitre 4 sont ainsi exploités.
Génération de code
MYCCM-HI propose un processus de production automatique de systèmes critiques et
adaptatifs en deux étapes. La première étape est réalisée par un générateur de code C im-
planté dans MYCCM-HI. Celui-ci génére les différents mécanismes d’adaptation “corrects-
par-construction” respectant les contraintes de réalisation des systèmes critiques et requis par
le système.
La deuxième partie concerne la génération des activités des tâches et des ressources de
communication - i.e. des ressources intergicielles - requises par le système et supportant ainsi
la partie fonctionnelle générée précédemment. Pour ce faire, MYCCM-HI intègre l’intergiciel
POLYORB-HI et utilise le générateur de code C contraint Ravenscar de l’outil OCARINA [TE-
LECOM ParisTech, 2012] pour générer les composants intergiciels.
Discussion
A notre connaissance, la méthode MYCCM-HI est l’une des premières solutions pour la
conception et l’analyse de systèmes critiques avec modes. Néanmoins, celle-ci souffre de
quelques limitations dues à différents choix de conception.
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L’introduction du formalisme COAL et l’utilisation du langage AADL nécessitent l’utilisation
d’une transformation dite exogène (voir définition 2.5.1) réalisée et enfouie au sein d’un géné-
rateur de code. Ceci complexifie la maintenance de l’outil et nécessite la définition de règles
de transformation “correctes” afin de préserver la sémantique des composants modélisés. De
plus, l’auteur [Borde, 2009] indique que les améliorations apportées au langage AADLv2 per-
mettent maintenant de se passer de COAL.
Enfin, le processus de production de génération de code qui s’effectue en deux étapes
(avec les générateurs MYCCM-HI et OCARINA) complexifie la génération mais aussi la traça-
bilité des composants requise dans le but de renforcer la cohérence entre modèles d’analyse
et code généré.
2.4.4 Conclusion
Dans cette première partie de notre état de l’art, nous nous sommes intéressés aux pro-
cessus de conception des systèmes TR2E critiques. Certaines de ces solutions tirent bénéfice
des techniques issues de l’IDM et notamment de la transformation de modèle pour l’auto-
matisation des étapes d’analyses, de conception et d’implantation des composants logiciels,
renforçant ainsi la sécurité et la sûreté de fonctionnement de l’application.
Les techniques de “modélisation” des différents aspects du système (notamment via la sé-
paration des préoccupations) ont permis d’améliorer la productivité et la validation du système
très tôt dans le cycle de développement logiciel (avant l’étape d’implantation). Cependant,
celles-ci définissent et raisonnent sur des modèles à des niveaux d’abstractions différents
introduisant de ce fait un biais sémantique entre modèles d’analyses, modèles de code et l’im-
plantation finale du système. Cette différence de niveaux d’abstraction s’explique en partie, par
certaines contraintes des techniques d’analyse (par exemple, les réseaux de Petri nécessitent
la définition d’un modèle avec une forte abstraction afin de limiter l’explosion combinatoire) et
d’autres résultent de l’inadaptation des outils ou du processus de conception développés.
Ainsi, nous avons identifié trois limites principales :
1. La modélisation implicite des aspects comportementaux et leur utilisation unique lors des
étapes d’analyse. Ceci est dû à l’inadaptation du langage de modélisation nécessitant
l’intégration ou la traduction vers un formalisme tiers pour expliciter le comportement.
L’hétérogénéité des formalismes utilisés complexifie l’interopérabilité.
2. La prise en compte des composants intergiciels uniquement lors de la construction de
l’exécutable final. Cette limite découle de la première et de l’incapacité du langage de
modélisation à permettre une modélisation simple et efficace des ressources architec-
turales et comportementales de l’intergiciel. L’intergiciel n’intervient donc pas lors des
analyses effectuées sur le modèle du système.
3. Un processus de génération de code inadapté. Dans la plupart des cas, le processus
de génération consiste à sélectionner et à configurer un certain nombre de composants
logiciels pré-existants. Ceci complexifie les mécanismes mis en œuvre pour assurer la
cohérence.
Notre objectif principal vise à renforcer la fiabilité du processus de de réalisation des sys-
tèmes critiques et à rendre le code généré du système plus sûr. Pour ce faire, il est nécessaire
de renforcer la cohérence entre modèles d’analyse, modèles de code et l’implantation finale
du système.
A partir de ces trois limitations, nous proposons un nouveau processus de conception au-
tomatisé et détaillé dans le chapitre 3 de ce manuscrit. Ce processus repose sur la définition
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d’une chaîne de transformation de modèles assurant le raffinement incrémental d’une descrip-
tion architecturale d’un système modélisé dans le langage AADL. Afin de mieux comprendre
le rôle et les différentes étapes de nos transformations, il est nécessaire de s’intéresser aux
différents techniques et outils de transformation de modèles.
2.5 Transformation de modèles : enjeux et solutions
L’état de l’art sur la conception et l’analyse des systèmes critiques nous a permis d’iden-
tifier deux limitations à savoir : 1) l’absence d’analyse des ressources de l’intergiciel et 2)
la différence sémantique entre modèles d’analyse et code généré (limitant la traçabilité et le
niveau de confiance du système généré).
L’étude des différents processus de conception de systèmes critiques (voir section 2.4) a
montré le rôle central du modèle. Celui-ci se place au cœur du développement logiciel et re-
présente des vues du système à des niveaux d’abstractions variés. Il capture des informations
à différentes étapes du cycle de vie (spécification, conception...) et permet leur restitution lors
de différentes activités de développement (analyses, génération de code, simulation, etc). La
transformation de modèles assure l’évolution de ces représentations du système au sein des
différentes étapes du cycle de vie logiciel.
Pour palier aux limites 1) et 2), nous proposons un nouveau processus d’analyse et d’im-
plantation intégrant une étape de “raffinement” incrémental des modèles architecturaux et
comportementaux (détaillée dans le chapitre 3) par transformation de modèles. Ce raffine-
ment vise à intégrer les composants intergiciels, à expliciter le comportement des composants
logiciels et à réduire le niveau d’abstraction du système critique modélisé tout en préservant
la sémantique initiale des composants. Ainsi, nous renforçons la cohérence entre modèles
d’analyse et code généré.
Dans cette section, nous présentons des définitions générales autour de la notion de trans-
formation de modèles et nous explorons différents techniques et outils de transformation de
modèles disponibles dans le monde de l’IDM.
2.5.1 Principe et concepts généraux
Dans la démarche de l’IDM, la transformation de modèles vise la génération et la mani-
pulation de modèles. Elle trouve son intérêt dans de nombreuses activités du développement
logiciel telles que le raffinement, la migration d’un langage, le changement d’espace technolo-
gique, la génération de code, etc.
L’OMG définit la transformation de modèles dans le contexte de l’approche MDA comme
“le processus de conversion d’un modèle en un autre modèle appartenant au même systè-
me” [Kleppe et al., 2003]. Mens et al. [Mens and Van Gorp, 2006] définissent la transformation
de modèles comme “la génération d’un ou plusieurs modèles cibles à partir d’un ou plusieurs
modèles sources, selon une description de transformation”. Nous retiendrons cette dernière
dans le cadre de ces travaux de recherche.
Définition 2.6 (Transformation de modèles) Génération d’un ou plusieurs modèles à partir
d’un ou plusieurs modèles sources selon une description de transformation.
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Principe de la transformation de modèles
La figure 2.4 décrit le principe d’une transformation de modèles. Celle-ci assure la tra-
duction d’un modèle source dans une représentation donnée vers un modèle cible dans
la même représentation, mettant ainsi à jour les informations du modèle, ou dans une autre
représentation, créant le modèle cible à partir d’informations extraites du modèle source.
FIGURE 2.4 – Principe de la transformation de modèles
La description de transformation exprime comment un ou plusieurs modèles sources
sont transformés en un ou plusieurs modèles à l’aide d’un langage de transformation de mo-
dèles. Elle définit l’ensemble des règles de transformation qui décrivent comment un ou des
éléments (ou fragment) du modèle source sont transformés en un ou des éléments du modèle
cible. Une règle de transformation contient un patron source et un patron cible. Pour chaque
occurence du patron source du modèle source, un patron cible est créé dans le modèle cible.
Le moteur de transformation de modèles exécute ou interprète la description de trans-
formation et applique celle-ci pour produire le modèle cible à partir du modèle source. L’auto-
matisation d’une transformation “correctement définie” permet la réutilisation des informations
du système et de renforcer la cohérence entre les différents modèles créés, raffinés ou main-
tenus.
Méta-niveaux d’une transformation de modèles
La figure 2.5 illustre les méta-niveaux de l’architecture d’une transformation de modèles et
met en relation les concepts présentés précédemment et ceux issus de la méta-modélisation
présentés en introduction (voir chapitre 1).
En particulier, nous observons qu’une description de transformation peut être représentée
par un modèle de transformation conforme à un méta-modèle. Ainsi, il est possible d’utiliser
une transformation de modèles comme modèle source et/ou modèle cible d’une autre trans-
formation. Cette caractéristique offre des perspectives très intéressantes en terme d’évolution
et de maintenance. Elle autorise la modification ou l’ajout d’informations (ou d’annotations) à
la description de transformation (et par conséquent aux règles qu’elle définit) renforçant, par
exemple, les techniques de traçabilité existantes.
Caractérisation des transformations de modèles
Les modèles sources et cibles peuvent être conformes à des méta-modèles identiques ou
différents, appartenir à un même niveau d’abstraction (raffinement) ou à des niveaux d’abs-
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FIGURE 2.5 – Méta-niveaux de l’architecture de la transformation de modèles
traction différents (transformation de PIM vers PSM dans le MDA par exemple). Dans la littéra-
ture [Mens and Van Gorp, 2006], on parle alors de transformations endogènes, de transforma-
tions exogènes, de transformations horizontales ou de transformations verticales. Ainsi, nous
pouvons distinguer quatre types de transformation de modèles, 1. et 2. par rapport à la diffé-
renciation des méta-modèles et 3. et 4. par rapport à la différenciation du niveau d’abstraction
des modèles sources et cibles.
1. Une transformation est dite endogène si les modèles sources et cibles sont définis dans
le même méta-modèle. Une optimisation, un refactoring ou une simplification sont des
exemples de transformations endogènes.
2. Une transformation est dite exogène si les modèles sources et cibles sont définis dans
des méta-modèles différents. Une synthèse (conversion d’un modèle source vers un
niveau d’abstraction moins élevé), une rétro-ingénierie, une translation et une migration
(programme Ada vers C) sont des transformations exogènes.
3. Une transformation est dite horizontale si les modèles sources et cibles appartiennent
au même niveau d’abstraction. Le raffinement ou la translation est un exemple de trans-
formation horizontale.
4. Une transformation est dite verticale si les modèles sources et cibles appartienent à des
niveaux d’abstraction différents. Une synthèse, une rétro-ingénierie et la génération de
code sont des exemples de transformation verticale.
Remarque. Nous pouvons aussi distinguer : la transformation in-place qui définit une trans-
formation d’un modèle vers lui-même et assume que la source et la cible sont identiques
excepté pour les fragments ciblés par la description de transformation ; et la transformation
higher-order (HOT) qui définit une transformation de modèles ayant une transformation de
modèles comme modèle source ou modèle cible.
Pour finir, les modèles sources et cibles peuvent également appartenir à des espaces tech-
nologiques. Un espace technologique est un contexte opérationnel de travail comportant un
ensemble de concepts, un corps de connaissances, des outils, des compétences, etc. Il dé-
finit l’ensemble des technologies utilisées pour la représentation d’un modèle, les structures
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de données, les parties-frontales, les outils nécessaires pour la manipulation des données
et les formats de stockage des fichiers. Des exemples connus d’espace technologique pour
la transformation de modèles sont EMF [Steinberg et al., 2009], KERMETA [Fleurey, 2006],
XML [Bray et al., 2008] et le MDA [Blanc, 2005].
La section suivante présente brièvement les problématiques adressées par la transforma-
tion de modèles.
2.5.2 Problématiques adressées
Dans la littérature, nous pouvons trouver plusieurs outils traitant différentes problèma-
tiques par l’utilisation de la transformation de modèles. Dans cette section, nous présentons
un aperçu des problématiques majeures adressées par celle-ci.
Changement du niveau d’abstraction
Selon la définition 1.5 (présentée dans l’introduction), le niveau d’abstraction est une me-
sure de la quantité d’informations - i.e. du niveau de détail - définie pour la description des
fragments du modèle. La transformation de modèles permet soit (1) de réduire cette quan-
tité d’informations (augmentation de l’abstraction du modèle), soit d’introduire de nouveaux
détails et par conséquent de (2.1) réduire le niveau d’abstraction ou (2.2) de le laisser inchan-
ger. Dans tous les cas (1, 2.1 et 2.2), cette propriété est indépendante des changements du
méta-modèle et les méta-modèles source et cible peuvent être les mêmes ou différents.
Une transformation horizontale change l’espace technologique du modèle mais ne change
pas le niveau d’abstraction initial du modèle (exemple de la translation). Une transformation
verticale change le niveau d’abstraction du modèle. Celui-ci peut être augmenté par une syn-
thèse réduisant le niveau de détail ou diminué par un raffinement ajoutant des détails au mo-
dèle source. Un exemple de transformation verticale de raffinement est la transformation d’un
PIM en PSM [Blanc, 2005].
Changement de méta-modèle
Les transformations exogènes permettent la transformation des concepts d’un méta-modèle
A vers des concepts d’un méta-modèle B. Ce type de transformation permet d’exhiber un as-
pect particulier du système modélisé et de le rendre plus compréhensible que ce soit par l’hu-
main ou à l’aide d’un outil d’analyse spécifique (ex : représentation d’un système en réseau de
Petri pour la vérification de propriétés de sûreté).
Changement d’espace technologique
Un espace technologique permet d’établir une représentation du modèle qui peut être sto-
cké soit dans un format de fichier spécifique soit sous la forme de structures de données en
mémoire (ex : XML [Bray et al., 2008] ou XMI [OMG, 2007b]). Il fournit alors un ensemble de
mécanismes permettant la manipulation de ces données. Ainsi, il est possible que l’espace
technologique limite les moteurs de transformation pour diverses raisons telles que la scalabi-
lité, le type de représentation (graphique vs textuelle), la traçabilité, la mise-à-jour incrémentale
ou encore la stratégie d’exécution.
Aussi, le changement d’un espace technologique à un autre sous réserve d’une transfor-
mation “correctement définie” permet de contourner certaines limites.
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Transformation modèle-à-code
La transformation modèle-à-code est utilisée pour générer du code dans un langage de
programmation (Ada, Java, XML, etc.) à partir d’un modèle source. C’est un cas particulier de
transformation modèle-à-modèle qui autorise un mapping arbitraire d’un élément du modèle
source à une syntaxe particulière ou à un artefact du langage de programmation ciblé. Deux
approches de transformation sont distinguées. L’approche basée sur le parcours de modèles
(visiteurs) permet de traverser la représentation interne du modèle et de générer un code sous
forme de texte dans un flux de sortie. L’approche basée sur l’utilisation de templates définit des
fragments de code cible contenant des méta-codes qui assurent l’accès aux informations du
modèle source, la sélection de morceaux de code et la réalisation d’expansions de manière
itérative.
Cette transformation particulière est une alternative au processus de génération de code
basé traditionnellement sur la théorie de la compilation.
Préservation des propriétés du système
Description de transformation avec préservation de la sémantique. Dans le cas des
transformations endogènes, il est possible de définir une description de transformation qui
préserve la sémantique des fragments du modèle. Ainsi, le modèle cible contient les mêmes
informations provenant du modèle source mais celles-ci ne sont plus exprimées ou représen-
tées sous la même forme. Elles sont soit traduites dans un espace technologique différent,
soit avec une syntaxe abstraite différente.
Généralement, une description de transformation avec préservation de la sémantique amé-
liore la description des éléments du modèle en affinant la spécification de ces attributs (par
exemple, rendre explicite des informations implicites). Cependant, il peut s’avérer difficile d’ex-
primer un mapping qui préserve complètement la sémantique de l’élément ou d’un groupe
d’éléments. Ainsi, il est possible de décrire une description de transformation définissant une
approximation des propriétés du système. Celle-ci préserve alors uniquement les propriétés
essentielles du modèle.
Un exemple de transformation avec préservation de la sémantique est l’optimisation du
modèle à des fins de simulation ou d’amélioration de performances.
Description de transformation avec préservation du comportement. Une transformation
préserve le comportement si les aspects comportementaux (i.e. les contraintes) spécifiés dans
le modèle source sont également spécifiés de manière implicite ou explicite dans le modèle
cible.
Remarque. Une description de transformation peut préserver le comportement (resp.la sé-
mantique) et/ou la sémantique (resp. le comportement) d’un modèle (ex : la transformation de
modèle-à-code).
Dans la section suivante, nous présentons brièvement une sélection des techniques et des
outils de transformation de modèles des milieux universitaires et industriels.
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2.6 Approches et outils de transformation de modèles
La transformation de modèles est l’une des clés du succès de l’IDM. Nous pouvons trouver
aujourd’hui de nombreux techniques et outils de transformation de modèles dans les milieux
universitaires et industriels. Dans la littérature, ces techniques et outils ont été classés se-
lon différents critères [Czarnecki and Helsen, 2003; Czarnecki and Helsen, 2006; Mens and
Van Gorp, 2006; Muller, 2006; Srivastava et al., 2006; Jézéquel, 2008; Biehl, 2010]. Dans le
cadre de nos travaux de recherche, nous nous contenterons de brosser un rapide aperçu des
approches de transformation de modèles et des outils les plus pertinents pour notre solution.
Nous mettons l’accent sur QVT et en particulier l’outil ATL avec lequel nous avons réalisé l’en-
semble de nos transformations. Le choix d’ATL s’explique en grande partie par la maturité du
langage (syntaxe textuelle précise...) et de ses outils associés et par les contraintes de réalisa-
tion (manipulation de méta-modèle Ecore, dévelopement de plug-ins ECLIPSE/RCP) que nous
devons satisfaire pour l’implantation d’un prototype évolutif, maintenable et son intégration au
canevas de développement OSATE2.
2.6.1 Approches de transformation de modèles
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FIGURE 2.6 – Principales approches de transformation de modèles
La figure 2.6 présente les principales approches de transformation de modèles selon les
critères de classification de Krzysztof Czarnecki et Simon Helsen [Czarnecki and Helsen,
2003; Czarnecki and Helsen, 2006]. Nous retrouvons les deux catégories présentées dans les
sections précédentes : modèle-à-code (présenté en section 2.5.2) et modèle-à-modèle. Nous
nous concentrons ici sur les transformations modèle-à-modèle. On distingue cinq principales
approches.
1. L’approche basée sur la manipulation directe de modèles est généralement implantée
sous forme de framework orienté objet (par exemple JMI [Dirckze, 2002]), fournit une re-
présentation interne des modèles et une API pour la manipulation de celle-ci. Les règles
de transformation sont définies à l’aide d’un langage de programmation (par exemple
Java) par l’utilisateur.
2. L’approche relationnelle vise à spécifier, sous forme de contrainte, une relation entre
éléments des modèles source et cible. La relation est déclarative et la spécification n’est
pas exécutable.
3. L’approche basée sur les transformations de graphes repose sur la théorie des graphes.
Elle vise la représentation graphique des modèles sous forme de graphes étiquetés et
contraints par des règles de cohérence. Les techniques de réécriture de graphes et
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de transformation de graphes sont ensuite appliquer. Une description de transforma-
tion est un ensemble de règles de réécriture et les règles de transformation peuvent
être exprimées de manière déclarative comme dans les approches relationnelles. Nous
citons à titre illustratif pour cette catégorie les outils ATOM [Lara and Vangheluwe, 2002],
UMLX [Eclipse, ], VIATRA [Eclipse Community, ] et GREAT [Vanderbilt University, 2012].
4. L’approche dirigée par la structure réalise une transformation en deux étapes. La pre-
mière étape crée la hiérarchie de la structure de la cible et la deuxième étape définit les
valeurs des attributs et des références dans la cible. Les règles de transformation sont
spécifiées par l’utilisateur. Les stratégies d’ordonnancement et d’application des règles
sont définies par l’approche.
5. L’approche hybride est une combinaison des approches précédentes. Le langage de
transformation de règles combine les approches déclarative et impérative. La spécifica-
tion et l’implantation d’une transformation sont distinctes et deux types de règles sont
définis. Les règles de correspondance déclarent les relations entre éléments du modèle
source et du modèle cible. Les règles opérationnelles définissent les règles exécutables
(création, modification, suppression, etc.). KERMETA [Fleurey, 2006] et ATL [ATL, 2012]
sont des exemples d’approche hybride que nous détaillons dans les sections suivantes.
2.6.2 Outils de transformation de modèles
Intéressons-nous maintenant, brièvement, aux différentes catégories d’outils dédiés à la
transformation de modèles. Nous pouvons distinguer cinq catégories dominantes.
1. Les outils associés aux langages de programmation sont disponibles sous forme d’APIs
dans un langage de programmation classique comme C++ ou Java. Ainsi, Java fournit
l’API JMI (Java Metadata Interface [Dirckze, 2002]) qui permet l’implantation d’une in-
frastructure pour gérer la création, l’enregistrement, l’accès, la recherche et l’échange
de métadonnées MOF. Si l’utilisateur n’a pas besoin d’apprendre un nouveau langage
pour définir les transformations de modèles, les outils de cette catégorie s’avèrent limités
dans le cadre de la méta-modélisation et de l’implantation de transformations complexes.
2. Les outils génériques tels que XSLT [W3C, 1999] et XQUERY [W3C, 2010] ont profité
de la popularité et des nombreux travaux autour d’XML pour atteindre un bon niveau de
maturité. S’ils se sont avérés simples et efficaces pour la manipulation des éléments de
la syntaxe abstraite, de nombreux travaux ont montré leurs limites en terme de validation
et de maintenance et au niveau sémantique des modèles manipulés.
3. Les outils intégrés aux ateliers de génie logiciel tel OBJECTEERING [Software, 2012],
OPTIMALJ ou FUJABA [Fujaba Core Development Group, 2012] ont pour avantage leur
maturité et la qualité de leur intégration dans des ateliers de génie logiciel souvent pro-
priétaires. Cependant, ces outils souffrent aussi de ce dernier avantage car ils sont sou-
vent développés en second plan dans leurs ateliers respectifs et présentent des limites
dans le développement (structuration, modularité, réutilisation, maintenance, etc.).
4. Les outils spécifiques tel ANDROMDA [AndroMDA, 2012], ATL [ATL, 2012], SMART-
QVT [Alizon et al., 2007] ont pour avantage leur simplicité de développement, leur forte
expressivité, la maintenance des transformations, l’interopérabilité et la composition des
règles de transformation. Bon nombre de ces outils universitaires et industriels de cette
catégorie reposent ou s’inspirent du standard QVT de l’OMG que nous présentons dans
la section suivante.
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5. Les ateliers (ou outils) de méta-modélisation reposent sur la programmation par objets
pour la construction des modèles de transformations et sur l’IDM pour l’exécution de ces
modèles. Une transformation de modèles est ainsi un méta-programme exécutable. Ces
outils sont moins nombreux, nous pouvons citer les plus connus KERMETA [Fleurey,
2006], EMF [Steinberg et al., 2009] ou METAEDIT [MetaCase, 2012].
Dans les sous-sections suivantes, nous mettons l’accent sur les ateliers de méta-modélisation
EMF et KERMETA, sur le standard QVT et sur l’outil ATL. Une synthèse termine cette section
et conclut sur notre choix d’utiliser le couple EMF et ATL pour l’implantation de nos transfor-
mations de modèles.
ECLIPSE MODELING FRAMEWORK (EMF/Ecore)
Description. EMF (Eclipse Modeling Framework [Steinberg et al., 2009]) est à la fois une
plate-forme de modélisation et de génération de code. Son objectif vise à faciliter la construc-
tion et le développement rapide d’outils basés sur des modèles structurés et leur intégration au
sein de la plate-forme ECLIPSE. De ce fait, l’architecture d’EMF s’articule autour d’un certain
nombre de plug-ins. Parmi les plus essentiels, nous pouvons citer : le méta-modèle Ecore,
canevas de classes pour la description de modèles EMF et la manipulation des référentiels
de modèles ; le canevas de classe EMF.Edit pour le développement d’outils d’édition de mo-
dèles ; le modèle de génération GenModel qui assure la configuration et la personnalisation
de la génération de code en Java à partir des éléments décrits au sein d’un modèle EMF (voir















FIGURE 2.7 – Interactions des plug-ins EMF
Enfin, un certain nombre de plug-ins additionnels, développés dans le contexte du Eclipse
Modeling Project ou par la communauté ECLIPSE en général, s’exécutent au dessus d’EMF et
permettent l’interrogation (Model Query), la validation (Validation Framework) ou la transfor-
mation de modèles (EMT), etc.
Discussion. EMF est un atelier de méta-modélisation orienté vers la réalisation de méta-
modèles et d’outils dédiés à IDM (représentation, édition, persistance...) à partir de techniques
génératives. L’avantage principal de cette technologie est l’importante communauté qui la sou-
tient et les nombreux projets d’IDM venant se greffer au dessus, assurant la maintenance,
l’évolution et l’intégration de nombreux standards et outils dédiés à l’IDM. Cependant, son
utilisation seule pour effectuer des transformations de modèles reste limitée, nécessitant l’uti-
lisation d’une autre technologie (par exemple ATL que nous détaillons plus bas) pour assurer
efficacement les objectifs de transformation de modèles.
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KERMETA
Description. KERMETA [Fleurey, 2006; Jézéquel et al., 2011], développé par l’IRISA-INRIA
de Rennes [Triskell, 2012], vise à définir un environnement de méta-modélisation qui permet
à la fois de spécifier la structure et la sémantique des méta-modèles, d’instancier ces méta-
modèles et de réaliser des transformations de modèles. C’est à la fois un langage de méta-
modélisation et de programmation impérative. Il offre des supports pour la spécification de
contraintes, la spécification comportementale à l’aide d’un langage d’actions et la vérification
de modèles.
Une description en KERMETA est comme un programme issu de la fusion d’un ensemble
de méta-données (EMOF, Ecore...) et du méta-modèle d’action AS (Action Semantics intégré à
UML 2.0). KERMETA intervient ainsi à deux niveaux dans l’architecture de méta-modélisation
définie par l’OMG (voir figure 2.5). C’est à la fois un langage de niveau M3 (tous les méta-
modèles lui sont conformes) mais également une bibliothèque de base pour la construction de
méta-modèles de niveau M2.
Un méta-modèle peut être spécifier en EMOF, Ecore ou dans le langage KERMETA. Un
support est fourni pour la traduction vers des modèles EMF permettant ainsi d’utiliser l’ou-
tillage EMF. Les constructions du langage d’actions permettent de définir des expressions, de
naviguer dans les modèles, de créer/modifier des modèles, de parcourir l’arbre syntaxique des
méthodes et de modifier la sémantique opérationnelle, etc. Les modèles et les méta-modèles
sont enregistrés dans des référentiels. Le moteur de transformation associé au langage lit le
modèle source à partir du référentiel, exécute la transformation et écrit le modèle cible dans
un référentiel conformément aux spécifications de la transformation.
Enfin, KERMETA supporte la gestion des erreurs et la programmation par aspect mais ne
fournit aucun support pour la traçabilité, la multi-directionnalité et la transformation de modèles
incrémentale.
Discussions. L’idée principale de KERMETA est de fournir un noyau “commun” pour la spé-
cification de la structure et de la sémantique des méta-modèles afin de palier aux limitations de
cohérence et à l’interopérabilité liées à l’hétérogénéité des technologies utilisées (MOF, EMOF
ou Ecore pour l’écriture des méta-modèles, OCL ou AS Action Semantics pour l’expression de
contraintes, Java ou QVT pour l’écriture de transformations, etc.). Si cette idée présente un
réel avantage du fait que l’utilisateur n’a pas besoin d’apprendre de multiples technologies, il
s’avère que, bien souvent, pour des fonctionnalités manquantes ou des besoins d’interopérabi-
lité, l’utilisateur soit amené à exporter ces modèles vers une autre technologie tel par exemple
EMF.
Avec KERMETA, les modèles et les méta-modèles ont besoin d’être explicitement chargés
en mémoire et sauvegardés dans un référentiel. Les éléments cibles ont aussi besoin d’être
explicitement instanciés et ajoutés au modèle cible. Le contrôle de la stratégie d’application
et d’exécution des règles de transformation doit être explicitement spécifié. A la différence de
certains outils de transformation de modèles (ATL, SMARTQVT, etc.), ces points nécessitent
un effort et l’écriture de code supplémentaire dans le langage KERMETA par l’utilisateur.
Query/View/Transformation (QVT)
Description. QVT (Query/View/Transformation) est un langage hybride de transformation
de modèles standardisé par l’OMG [OMG, 2009]. Il s’aligne sur l’approche MDA [Blanc, 2005]
et utilise le langage MOF (Meta Object Facility [OMG, 2006c]) pour décrire la syntaxe abstraite
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de son méta-modèle. Il offre un langage de requêtes s’appuyant sur le langage OCL [OMG,
2010]. QVT définit une syntaxe textuelle concrète et un méta-modèle basé sur XMI pour créer
des représentations de modèles de transformation (voir définition 2.5.1). Il autorise l’intégration
et l’invocation d’implantation (du code) “externe” à l’intérieur d’une transformation à l’aide d’un
mécanisme de Black Box. La traçabilité est un objectif du standard QVT et est supportée de
manière automatique.
Langages et structure. La dernière version du standard QVT [OMG, 2009] définit trois lan-
gages (et méta-modèles) pour des transformations modèle-à-modèle. Les langages QVT Re-
lational et QVT Core sont des langages déclaratifs et ont des niveaux d’abstraction différents.
Le langage QVT Operational est un langage impératif.
– QVT Relational permet de spécifier des relations entre des modèles du MOF et re-
pose sur l’utilisation de patrons d’objets. Une transformation est définie à l’aide d’un
ensemble de patrons qui sont instanciés pour la spécification de nouveaux éléments,
mis en relation avec des éléments et/ou utilisés pour effectuer des modifications dans
le modèle. Une syntaxe textuelle et une syntaxe graphique simple sont fournies. Le lan-
gage offre des mécanismes pour la création et la suppression automatiques d’objets,
l’expression des relations entre modèles, l’identification des éléments cibles et la ges-
tion automatique implicite des informations de traçabilité entre éléments des différents
modèles d’une transformation. L’utilisateur n’a donc pas ces derniers points à gérer. Le
langage supporte les transformations bidirectionnelles et le sens de la transformation
doit être spécifié à l’exécution.
Ce langage de relations permet de vérifier et de renforcer la cohérence lors de la modifi-
cation du modèle cible, de synchroniser les deux modèles et autorise les transformations
in-place. Le langage OCL permet d’exprimer des requêtes pour l’élaboration de patrons
complexes. Enfin, la sémantique est définie par un mapping avec le langage QVT Core.
– QVT Core est un langage de transformation de modèles technique de bas niveau. C’est
une extension minimale de EMOF et OCL qui sert de fondation pour le langage de
relations. Il est défini par une syntaxe textuelle.
– QVT Operational définit la partie impérative de QVT et étend les deux langages décla-
ratifs précédents en ajoutant des constructions impératives et des constuctions OCL. Il
définit une syntaxe concrète plus familière aux utilisateurs des langages de programma-
tion impératifs et des mécanismes de gestion automatique de traces.
Remarque. Un langage d’implantation opaque d’opérations MOF est proposé et définit une
Black Box pour étendre et invoquer des fonctionnalités de transformation implantées dans un
langage supportant le MOF, d’implanter une partie des transformations de manière opaque ou
d’utiliser des librairies spécifiques à un domaine (dans le cas de contraintes non exprimables
en OCL). Ainsi, une transformation peut être spécifiée dans l’un des langages déclaratifs et
implantée de manière impérative dans le langage QVT Operational ou par le mécanisme de
Black Box.
Outillages. Le standard QVT de l’OMG est une référence pour les outils spécifiques à la
transformation de modèles. Ainsi, il existe de nombreuses implantations des langages du
standard QVT (ou s’en inspirant fortement tel ATL) commerciales ou libres. Nous présentons
brièvement les outils SMARTQVT et MODELMORF.
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SMARTQVT [Alizon et al., 2007] est une implantation du standard QVT Operational basée
sur EMF. La description de transformation est compilée en code Java. L’outil supporte le mé-
canisme de Black Box, la traçabilité, le contrôle de la stratégie et des paramètres des règles.
La transformation incrémentale et la multi-directionnalité ne sont pas supportées.
MODELMORF [Services, 2012] est une implantation du langage standard QVT Relational.
Il supporte la multi-directionnalité et une même règle de transformation peut être utilisée pour
mapper des éléments dans les deux directions. Les transformations in-place sont supportées
de même que la transformation incrémentale du modèle cible ce qui implique que, lors d’un
changement du modèle source, seule la partie changée du modèle est transformée. De plus,
il offre un support et des fonctionnalités pour créer ses propres traces. Enfin, la réflexion et la
transformation incrémentale du modèle source ne sont pas supportées.
Discussion. QVT a été proposé par l’OMG dans l’objectif de normaliser la définition de
transformations de modèles et d’assurer l’interopérabilité des outils de transformation de mo-
dèles. Si l’initiative est très intéressante, celle-ci se heurte aujourd’hui à une définition très
large de la notion de conformité d’un outil au standard QVT. Ainsi, de nombreux outils tel
MODELMORF ou SMARTQVT n’implantent qu’une partie de la norme et ne répondent pas for-
cément aux attentes en termes de réutilisation et de portabilité des transformations. De plus,
le caractère non standard des Black Box complexifie fortement la réalisation de ces derniers
points. Enfin, la spécification QVT concerne uniquement la définition de transformations de
modèle-à-modèle et la normalisation des transformations modèle-à-code est en cours d’étude.
ATLAS TRANSFORMATION LANGUAGE (ATL)
Description. ATL (ATLAS Transformation Language [ATL, 2012]) est un langage de trans-
formation modèle-à-modèle hybride - i.e. autorisant des constructions déclaratives et impéra-
tives - développé par OBEO et supporté par la communauté ECLIPSE. Il s’inspire en grande
partie du standard QVT [Jouault et al., 2006]. La structure déclarative est la plus utilisée, elle
permet de définir une implantation de transformation plus simple et plus claire. Les construc-
tions impératives visent des descriptions de transformations plus complexes.
ATL supporte les transformations endogènes et exogènes et autorise les descriptions de
transformation prenant en entrée (resp. en sortie) un ou plusieurs modèles sources (resp.
cibles). Une description de transformation est compilée (en ASM) puis exécutée par le mo-
teur de transformation d’ATL [Jouault et al., 2008]. Dans le mode initial, les transformations
sont unidirectionnelles (sources vers cibles), l’ordre d’exécution des règles est déterminé au-
tomatiquement et le contrôle de la stratégie d’application des règles n’est pas explicitement
permis. Néanmoins, celui-ci peut être influencé par filtrage des patrons du modèle source. La
transformation incrémentale de modèles n’est pas supportée - i.e. un modèle source complet
est lu et un modèle source complet est créé - mais certains travaux autour d’ATL ont montré
la possibilité d’obtenir un résultat similaire [Jouault and Tisi, 2010]. ATL supporte la traçabi-
lité. Le refining mode d’ATL autorise des transformations in-place en limitant l’utilisation et la
combinaison des constructions et autorise la suppression des éléments dans le modèle cible.
Enfin, des travaux ont montré la possibilité d’utiliser ATL à des fins de vérification de va-
lidation de modèles par l’expression de contraintes sous la forme de requêtes OCL [Bézivin
and Jouault, 2006] .
46 c© 2012 Gilles LASNIER
2.6. Approches et outils de transformation de modèles
Structure d’une description de transformation. L’exemple de code ATL 2.1 illustre une
description de transformation ATL. Celle-ci est composée de règles décrivant comment créer
et initialiser les éléments du modèle cible. ATL définit un modèle MOF pour sa syntaxe abs-
traite et possède une syntaxe concrète textuelle. Un sous-ensemble du langage OCL est sup-
porté et permet d’exprimer, sous forme d’expressions, des requêtes (helper ) pour accéder
aux éléments d’un modèle, naviguer entre les éléments du modèle, appeler des opérations,
extraire des informations et exprimer des contraintes ou des gardes sur les patrons.
Une règle déclarative (Matched Rule) est constituée d’un nom, d’un ensemble de patrons
sources (InPattern) désignant des éléments des modèles sources et d’un ensemble de patrons
cibles (OutPattern) représentant les éléments créés des modèles cibles. Deux constructions
impératives sont utilisables : des règles impératives (Called Rule), exprimées dans la même
syntaxe que les règles déclaratives et appelées explicitement ; un bloc d’instructions impéra-
tives (ActionBlock) attaché aux deux types de règles dont la syntaxe peut-être du code (par
exemple Java).
Exemple 2.1 – Exemple de description de transformation ATL
−− @path Fami l ies =/ Famil ies2Persons / Fami l ies . ecore
−− @path Persons =/ Famil ies2Persons / Persons . ecore
module Famil ies2Persons ;
crea te OUT : Persons from IN : Fami l ies ;
helper context Fami l ies !Member def : isFemale ( ) : Boolean =
i f not se l f . fami lyMother . oc l IsUndef ined ( ) then
t r ue
else
i f not se l f . fami lyDaughter . oc l IsUndef ined ( ) then
t r ue
else
f a l se
endif
endif ;
ru le Member2Male {
from s : Fami l ies !Member ( not s . isFemale ( ) )
to t : Persons ! Male ( ful lName <− s . f i r s tName + ’ ’ + s . familyName )
}
ru le Member2Female {
from s : Fami l ies !Member ( s . isFemale ( ) )
to t : Persons ! Female ( ful lName <− s . f i r s tName + ’ ’ + s . familyName )
}
Outillages. Les outils de transformation liés à ATL sont intégrés sous forme de plug-in ADT
(ATL Development Tool) pour la plate-forme de développement ECLIPSE et peuvent gérer les
modèles basés sur EMF. Les modèles basés sur des profils UML construits à partir d’EMF
sont aussi supportés.
Exécution. ATL supporte deux modes d’exécution. Dans le mode standard, les éléments
sont uniquement créés lorsque les patrons sources définis dans les règles déclaratives sont
reconnus, puis le système instancie les éléments des patrons cibles. Une fois l’instanciation
réalisée, un lien de traçabilité est créé associant chaque élément du modèle source (reconnu)
à un élément du modèle cible. Ces liens de traçabilité sont ensuite évalués et permettent de
déterminer les propriétés des éléments instanciés.
Dans le mode par raffinement (refining mode), tous les éléments du modèle source non
reconnus par un patron source sont recopiés automatiquement dans le modèle cible, réduisant
les efforts et favorisant ainsi les transformations d’une toute petite partie du modèle.
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Discussion. L’atout principal d’ATL réside dans l’expressivité de ces transformations (syn-
taxe précise et facilement compréhensible), sa compatibilité avec EMF (méta-modèles Ecore)
et dans sa facilité d’utilisation (que nous verrons en détail dans le chapitre 8 de ce manuscrit).
Son intégration comme projet au sein de la plate-forme ECLIPSE, le support de la communauté
ECLIPSE et celui de la société OBEO (qui offre un support industriel) sont autant d’atouts consi-
dérables qui ont permis de structurer, de développer et de maintenir le langage et son outil.
Le support de la réflexion permet d’utiliser des descriptions de transformation ATL comme
modèle source et/ou cible d’une transformation et offre des facilités pour la mise en œuvre des
mécanismes d’annotation, de traçabilité, d’évolution et de maintenance efficaces.
Néanmoins, le mode par raffinement proposé supporte un ensemble très faible des construc-
tions du langage et limite fortement l’utilisation de règles impératives. La structure des des-
criptions de transformation (exemple 2.1) contraint le chainage transformations de modèles
et notament, la superimposition des descriptions de transformation (permettant la surchage
des règles de transformation) a une configuration statique des entrées/sorties des transforma-
tions. Enfin, les transformations unidirectionnelles limitent les possiblités de synchronisation
entre les modèles sources et cibles.
2.6.3 Conclusion et justification du choix du langage de transformation
Dans cette seconde partie de notre état de l’art, nous avons présenté le principe, les
concepts généraux et les problèmes adressés par la transformation de modèles. A travers une
“brève” étude des différents approches et outils de transformation de modèles, nous avons pré-
senté les principales caractéristiques attendues et celles supportées par des outils pertinents
ayant un bon niveau de maturité.
Notre objectif est de définir des transformations de modèles qui permettent de décrire
et d’automatiser un processus de raffinement incrémental d’un système critique modélisé en
AADL. L’automatisation de l’ensemble du processus de raffinement nécessite la définition de
transformations qui agissent uniquement sur la structure des composant AADL et non sur
l’arbre syntaxique de ses méthodes - i.e sa représentation technologique interne. De plus,
nous visons l’intégration de notre prototype de raffinement par transformation de modèles au
sein de l’outil OSATE2, canevas de développement et plate-forme fédératrice pour l’intégra-
tion des projets autour du langage AADL, reposant sur ECLIPSE. Cet outil fournit notamment le
méta-modèle du langage AADL (en Ecore) réalisé à l’aide des technologies UML 2.0 et EMF.
En outre, par contraintes de coûts, temporelle et humaine, nous ne souhaitons pas redéve-
lopper un langage ou un outil de transformation mais réutiliser une technologie libre offrant
des perspectives d’interopérabilité avec l’outil OSATE2, de maintenance aisée et d’un support
s’inscrivant sur le long terme.
Tous ces éléments nous amènent à éviter la complexité du développement d’un prototype
à l’aide des ateliers de méta-modélisation tel KERMETA. Les caractéristiques et les fonction-
nalités d’ATL répondent à nos critères, nous permettent la réutilisation du méta-modèle AADL
et simplifient l’intégration de notre prototype au sein de l’outil OSATE2 (ces deux outils sont
construits au dessus de la plate-forme ECLIPSE). Enfin, le langage ATL nous permet aussi
d’assurer notre dernier objectif de production automatisée du code source du système.
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2.7 Synthèse
Ce chapitre, divisé en deux parties, nous a permis de traiter de l’état de l’art de deux
domaines différents mais en relation, à savoir : l’ingénierie des systèmes critiques et la trans-
formation de modèles.
Dans la première partie, nous avons présenté les différentes briques requises (intergiciel
critique, approches par composants, validation, déploiement et configuration...) et leur rôle
pour la conception et l’analyse de systèmes TR2E critiques. Nous avons vu, lors de l’étude
de différentes méthodes intégrées pour la conception de systèmes critiques, le rôle central
du “modèle” et son implication au sein du processus de conception. Ce dernier est supporté
par un ensemble de méthodes, de standards et technologies définis dans le spectre large de
l’Ingénierie Dirigée par les Modèles (IDM).
Si l’apport de l’IDM a été conséquent à tous niveaux du cycle de développement logiciel
(spécifications et traçabilité des exigences, automatisation de tâches manuelles critiques...),
les différentes abstractions pertinentes du système introduisent un biais important entre les
analyses des exigences fonctionnelles, non-fonctionnelles et du comportement réalisées à-
priori sur le système et vis-à-vis de son implantation physique. Ceci se traduit par une dif-
férence sémantique voir comportementale plus ou moins importante dûe à la différence de
niveau d’abstraction défini pour la modélisation des composants architecturaux et comporte-
mentaux utilisés lors des analyses de faisabilité et de performance et celui requis pour leur
traduction dans un langage de programmation traditionnel (comme Ada ou C).
Ainsi, nous nous sommes intéressés à différentes approches basées sur la modélisation
des systèmes critiques afin de déterminer les limites introduisant ce biais. Ces limitations sont
rappelées et détaillées dans le chapitre 3 de ce manuscrit.
La transformation de modèles est une composante fondamentale de l’IDM permettant la
manipulation de modèles. A travers un bref état de l’art, nous avons présenté les concepts
généraux et les problématiques adressées par ce domaine. Ainsi, nous avons retenu des
éléments pertinents à intégrer au sein de notre approche en réponse aux objectifs et aux
limitations que nous avons présentés respectivement en introduction et dans la première partie
de ce chapitre. Dans le chapitre suivant, nous détaillons le rôle et l’intervention de ces éléments
dans notre solution.
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3.1 Introduction
Notre problématique générale vise à améliorer la fiabilité du processus d’analyse et d’im-
plantation des systèmes TR2E. Notamment, nous visons la réduction des différences séman-
tiques entre les modèles d’analyse et le code généré afin de rendre plus cohérent les résultats
d’analyse vis-à-vis de l’implantation du système. Dans notre étude préliminaire (chapitre 2)
nous avons présenté différents techniques, méthodes et outils mis en œuvre pour la concep-
tion, l’analyse et l’implantation de systèmes critiques selon une approche dirigée par les mo-
dèles et automatisée.
Cette étude a permis la mise en lumière de certaines limitations nous amenant à proposer,
définir et implanter un nouveau processus d’analyse et d’implantation dédié aux systèmes
TR2E critiques. Certains aspects pertinents des solutions présentées dans la section 2.4 ont
été repris et améliorés au sein de notre approche. Nous avons retenu le formalisme AADLv2
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(détaillé chapitre 4) comme langage pour la description architecturale et comportementale
des composants logiciels et matériels du système. Ce langage combiné aux techniques de
transformation de modèles issues de l’IDM et présentées dans la section 2.5 constitue l’épine
dorsale de notre solution.
Ce chapitre est organisé de la façon suivante. Premièrement, nous rappelons et détaillons
les limitations identifiées lors de notre étude préliminaire (section 3.2). Ceci nous permet de
présenter les enjeux et les solutions apportées par notre proposition (section 3.3). Puis, nous
présentons, de manière synthétique, nos différentes contributions pour la mise en œuvre de
notre solution (section 3.4). Enfin, nous synthétisons les objectifs et le rôle de chacune de nos
contributions en réponse à notre problématique (section 3.5).
3.2 Problématique détaillée et limitations
L’utilisation des modèles et des techniques issues de l’IDM accroît la fiabilité du proces-
sus d’ingénierie des systèmes (validation des spécifications, production automatique de code
source, etc). Notamment, le pouvoir d’abstraction des modèles permet la définition de repré-
sentation pertinente de l’application à des niveaux d’abstraction variés et leur utilisation au
sein des différentes étapes du développement logiciel. Cependant, l’utilisation de méthodes et
d’outils inadaptés au domaine des systèmes TR2E critiques a entraîné la multiplication de ces
niveaux d’abstraction et a complexifié les techniques visant à assurer la cohérence entre ces
différentes représentations. A présent, nous nous confrontons à une différence sémantique
conséquente entre les modèles d’analyse, les modèles de code et l’implantation du système.
De ce fait, les processus et les outils actuels employés expriment leur limite face à cette nou-
velle problématique.
Dans cette section, nous rappelons le processus classique de réalisation de systèmes
TR2E et l’implication de différents modèles. Puis, nous détaillons les limites découlant de ce
processus et des technologies utilisées.
3.2.1 Processus de réalisation de systèmes TR2E
La figure 3.1 détaille le processus classique de réalisation d’un système TR2E selon une
approche basée sur l’IDM. Le point d’entrée est la spécification de l’architecture des compo-
sants de l’application à l’aide d’un formalisme de description. A partir de cette spécification
initiale, un ou plusieurs modèles d’analyse sont élaborés à des niveaux d’abstraction diffé-
rents pour assurer l’analyse d’un aspect du système (comportement, ordonnancement, flots
de données, etc). Les différents résultats produits lors de ces analyses permettent alors de
conclure sur la faisabilité du système avant son implantation et valident les spécifications faites
en amont du cycle de développement.
Après cette étape de validation, certaines informations architecturales sont extraites pour
l’élaboration de modèles de code autorisant le pilotage des différentes étapes de sélection, de
configuration et de déploiement des composants nécessaires pour la production d’une partie
ou de l’ensemble du code de l’application dans un langage de programmation cible (Ada, C,
etc). Cette dernière étape procède aussi à l’intégration des composants intergiciels requis par
l’application et des composants applicatifs spécifiés par l’utilisateur.
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FIGURE 3.1 – Processus classique de conception de systèmes TR2E critiques
3.2.2 Limite 1 : Cohérence des différents modèles
Modèles d’analyse et modèles de code
L’analyse du processus de réalisation de systèmes critiques présenté dans la section pré-
cédente (figure 3.1) illustre l’utilisation de transformation de modèles à différents niveaux. Une
première transformation exogène est réalisée pour l’élaboration des modèles d’analyse néces-
sitant parfois un haut niveau d’abstraction afin de limiter la complexité des techniques et outils
d’analyse (exemple des méthodes formelles section 2.2.2). Une deuxième transformation exo-
gène ou endogène verticale génère un modèle de code avec un faible niveau d’abstraction
autorisant la spécification d’informations relatives à la plate-forme d’exécution et assurant la
sélection, la configuration et le déploiement des composants logiciels. Une dernière transfor-
mation exogène verticale assure la traduction d’une partie des composants vers les artefacts
d’un langage de programmation.
Si ces transformations ont en commun le même modèle source, elles sont d’autant plus
complexes qu’elles impliquent des formalismes différents et émettent des hypothèses sur les
propriétés des systèmes. Ainsi, chaque transformation peut être réalisée selon des hypothèses
différentes, ceci complexifiant la cohérence entre modèles d’analyse et modèles de code mais
aussi la mise en œuvre de techniques de traçabilité.
Modèles et implantation
Les processus de conception, étudiés lors de notre état de l’art (section 2.4), proposent
une phase de génération de code pilotée par l’analyse de la description architecturale du
système critique. Lors de cette phase, de nombreuses constructions sont ajoutées pour le
support et l’exécution des composants applicatifs du système. Ces éléments ont un impact
non négligeable sur la gestion des ressources et sur le comportement du système. S’ils sont
pris en compte lors de différentes analyses du code de l’application (analyses à la compilation
ou à l’exécution, tests, etc.), ce n’est pas le cas lors des analyses effectuées sur les modèles,
en amont du cycle de développement, relatives à la validation des spécifications. Ceci révèle
ce que nous qualifions par manque de cohérence entre le système modélisé et validé et son
implantation - i.e. le code généré.
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La non prise en compte de ces constructions au sein des modèles d’analyse s’explique par
leur étroite dépendance vis-à-vis des choix d’implantation portant sur la plate-forme d’exécu-
tion, les mécanismes de communication et le langage de programmation. En effet, l’intégration
de ces composants dès les premières phases d’analyse nécessite l’élaboration de descriptions
architecturales et comportementales des composants du système avec un faible niveau d’abs-
traction (niveau de détail élevé). Ceci pourrait rendre l’extraction des informations pertinentes
par les outils d’analyse plus difficile et à terme de complexifier ces analyses. Enfin, les for-
malismes de description architecturale utilisés pour la génération de code ne permettent de
spécifier explicitement qu’une partie de ces informations et ne tiennent pas compte du com-
portement de l’application.
Proposition
Les éléments que nous venons de présenter plus haut illustrent la difficulté actuelle d’as-
surer la cohérence entre les différents modèles et l’implantation du système. Nous observons
que le formalisme de description utilisé et le processus de conception proposé sont limités voir
inadaptés aux contraintes des systèmes TR2E critiques.
La solution que nous proposons vise à fournir un unique modèle de code analysable. Ce
modèle est réalisable à l’aide du langage AADLv2 et de ses récentes avancées. Pour cela,
nous identifions ces constructions additionnelles et nous les intégrons, par transformation de
modèles verticale (avec préservation de la sémantique), aux descriptions architecturale et
comportementale tout en assurant l’analysabilité du système et le respect des spécifications
initiales. La mise en évidence explicite de ces composants et de leur comportement nous
permettrait alors de diminuer les différences sémantiques entre modèles et code généré et,
par conséquent, de renforcer la cohérence entre les résultats des analyses sur modèles et les
vérifications effectuées sur le code généré.
La préservation de l’analysabilité du système est notamment assurée via la définition de
contraintes de modélisation (patrons de modélisation, restrictions des composants architec-
turaux, etc.) conformes aux recommandations du profil architectural Ravenscar et aux res-
trictions classiques sur les systèmes critiques (présentées section 2.3.2). Ces restrictions
font l’objet de la définition du langage intermédiaire AADL-HI Ravenscar (un sous-ensemble
d’AADL et de son annexe comportementale) présenté dans la section 3.4.2 de ce chapitre et
détaillé dans le chapitre 5.
3.2.3 Limite 2 : Prise en compte des aspects comportementaux
Limitations des ADLs et des DSMLs usuels
Lors de l’étude des processus d’analyse et d’implantation de systèmes critiques (sec-
tion 2.4), nous avons présenté le rôle et l’utilisation de spécifications comportementales pour
valider le comportement attendu du système. Les formalismes de descriptions architecturales
ne permettent pas d’expliciter concrètement le comportement d’un composant et son analyse
(par exemple, le comportement est implanté dans un formalisme externe et est attaché au
composant à l’aide d’un mécanisme de type boite noire). Ainsi, nous devons recourir à l’utili-
sation d’un formalisme tiers (basé sur les automates, les graphes, les flots, etc) pour expliciter
et analyser les différents aspects comportementaux. Dans un processus de réalisation auto-
matisé, les langages de description d’architecture actuels ne sont pas conçus pour expliciter
ces aspects et imposent alors à l’utilisateur d’établir des règles de transformation complexes et
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d’effectuer des hypothèses fortes sur l’architecture pour traduire le comportement d’un com-
posant. Ceci introduit de nouveaux facteurs limitants comme la difficulté de représentation et
l’assurance de la cohérence entre la description architecturale et la spécification comporte-
mentale du système. Ces derniers points empêchent notamment la réutilisation de ces spéci-
fications comportementales pour la phase de génération de code.
Proposition
L’utilisation des descriptions comportementales et leur mise en relation avec les compo-
sants architecturaux pour les étapes d’analyse et de génération de code renforceraient la
cohérence entre modèles et implantations. Notre solution vise à fournir des descriptions com-
portementales explicites et incluses au sein même de la description architecturale. Le langage
AADL et son annexe comportementale autorisent la spécification explicite du comportement
des composants (matériel ou logiciel) sous la forme d’automates attachés aux composants
architecturaux. De plus, les actions spécifiées au sein d’un automate se refèrent directement
à ces composants architecturaux. Cette combinaison renforce la cohérence entre les repré-
sentations architecturales et comportementales mais aussi simplifie la traduction des spécifi-
cations comportementales vers un formalisme dédié à l’analyse comportementale.
Notre implication au sein du comité de rédaction AADL nous a permis d’introduire certaines
constructions dans le langage d’action de ces automates facilitant la manipulation d’éléments
architecturaux tels les données et les sous-programmes. Ces constructions proches de celles
d’un langage de programmation impératif simplifient le processus de génération code en au-
torisant dans la plupart des cas un mapping simple (voir sémantiquement équivalent) des élé-
ments architecturaux modélisés vers les artefacts du langage de programmation cible. Nous
présentons, dans le chapitre 4, l’ensemble de ces contributions.
3.2.4 Limite 3 : Analyse partielle du support d’exécution
Les limitations précédentes ont indirectement soulevé une autre limite de nombreuses ap-
proches pour la réalisation de systèmes critiques. Les approches notamment basées sur l’outil
OCARINA révèlent l’intégration des composants intergiciels relatifs au support et à l’exécution
des composants applicatifs uniquement lors de la phase de production du code source.
Outre l’incohérence engendrée entre modèle et code généré, cette limite révèle que les
analyses effectuées sur les modèles ne tiennent pas compte des ressources des composants
de l’intergiciel requis par l’application TR2E critique. Or, l’impact de ces ressources sur la
qualité de service, l’ordonnancement, le pire temps d’exécution ou encore l’empreinte mémoire
n’est pas négligeable allant même à rendre le système irréalisable ou défaillant.
La prise en compte de ces composants dans la mesure du possible lors de différentes
analyses effectuées sur les modèles est un gain conséquent dans le processus de développe-
ment logiciel (validation, prototypage, etc.), ceci moyennant tout de même un effort et un coût
supplémentaire lors des différentes étapes de modélisation et de réalisation d’outils.
Proposition
La solution que nous proposons (présentée figure 3.2) est en adéquation avec celles pré-
sentées pour les limites 1 et 2. Les améliorations récentes du langage AADLv2 en terme de
modélisation de composants architecturaux (matériels et logiciels) et des aspects comporte-
mentaux permettent, maintenant, la modélisation des élements cœurs d’un exécutif pour les
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composants applicatifs AADL - i.e. l’intergiciel. Par le biais d’un processus incrémental, il est
alors possible de raffiner la spécification architecturale et comportementale (implicite) initiale
de l’utilisateur pour réduire son niveau d’abstraction et autoriser l’intégration des composants
intergiciels. Les analyses s’effectueront alors sur un modèle de l’application critique complet,












































FIGURE 3.2 – Processus de raffinement du modèle AADL
3.3 Présentation de l’approche proposée
Dans les sections précédentes, nous avons identifié certaines limites récurrentes pour
la réalisation et la validation de systèmes critiques. Les différentes propositions pour palier
ces limites nous amènent à la définition d’un nouveau processus de conception et d’analyse
de systèmes TR2E critiques. Dans cette section, nous présentons et détaillons les grandes
étapes de notre solution.
3.3.1 Architecture du processus d’analyse et de production
La figure 3.3 décrit l’architecture générale de notre processus d’analyse et de production
automatique de systèmes critiques. Nous distinguons deux phases. Une première phase vise
à raffiner, par transformations verticales, le niveau d’abstraction de la description architecturale
AADL du système jusqu’à l’obtention d’un modèle de code analysable complet (applicatif + in-
tergiciel). Puis, l’implantation du système est réalisée par transformation horizontale renforçant
ainsi la cohérence entre modèles et code généré et facilitant la mise en oeuvre de techniques
de traçabilité.
Notre processus se divise en 4 étapes :
1. Spécification des composants architecturaux du système à l’aide du langage AADL et
validation du modèle AADL à l’aide des outils AADL existants.
2. Raffinement incrémental de la description architecturale initiale par transformations ver-
ticales préservant et/ou précisant la sémantique et le comportement initial du système.
Intégration des composants intergiciels.
3. Validation du modèle de code analysable obtenu - i.e. le modèle raffiné.
4. Production automatique du code source de l’application par transformation de modèles
horizontale.
Nous détaillons ces différentes étapes dans les sous-sections suivantes.
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FIGURE 3.3 – Nouveau processus de conception de systèmes TR2E critiques
3.3.2 Spécification et validation de modèles AADL
Spécification AADL
Le point d’entrée de notre approche est une description architecturale de l’application spé-
cifiée par l’utilisateur. Celle-ci doit suivre les recommandations du standard AADLv2. L’annexe
de modélisation des données est requise pour la description des types de données et l’an-
nexe comportementale peut être utilisée pour décrire le comportement des composants. La
description architecturale considérée est la modélisation finale du système vue par l’utilisateur
- i.e. ne comprenant que des composants concrets dont la spécification est complète et tels
qu’ils seront physiquement déployés.
Validation de la description initiale
A partir de cette spécification finale, une première étape de validation est réalisée. Dans
un premier temps, nous vérifions la syntaxe et la sémantique des composants à l’aide de l’outil
OSATE2. Puis, nous analysons l’ordonnancement de la partie applicative du système à l’aide
de l’outil CHEDDAR [Singhoff et al., 2004]. Enfin, nous vérifions les restrictions architecturales
que nous avons définies selon le profil Ravenscar et les recommandations d’usage pour la
conception des systèmes critiques (présentées chapitre 4). A l’issue de ces analyses, si une
anomalie est détectée, celle-ci est retournée à l’utilisateur pour qu’il puisse modifier sa des-
cription initiale. Dans le cas contraire, nous pouvons procéder au raffinement incrémental du
modèle.
3.3.3 Raffinement incrémental de la spécification
La seconde étape de notre processus est le raffinement incrémental de la description archi-
tecturale initiale. Les transformations incrémentales endogènes nous assurent la modification
d’une partie ciblée des composants du système et nous évitent la réécriture du modèle com-
plet. La réalisation de transformations verticales visent à réduire le niveau d’abstraction des
composants AADL ayant une forte abstraction vers un ou plusieurs composants dont la sé-
mantique est plus proche des constructions d’un langage de programmation impératif. Lors de
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ces transformations verticales, la sémantique et le comportement des composants sont pré-
servés et/ou précisés. La réduction du niveau d’abstraction nous permet alors l’intégration des
composants intergiciels requis par l’application. L’issue de cette étape est l’élaboration de notre
modèle de code analysable complet - i.e. comprenant composants applicatifs et intergiciels.
Dans le chapitre 5, nous discutons du niveau d’abstraction requis pour notre modèle de
code analysable. La définition des composants intergiciels fait l’objet du chapitre 6. Enfin, les
différentes transformations du processus de raffinement sont explicitées dans le chapitre 7.
3.3.4 Validation du modèle complet
La troisième étape est une nouvelle phase de validation portant, cette fois-ci, sur le mo-
dèle de code complet analysable obtenu à l’étape précédente. Cette étape nous assure que le
modèle AADL architectural et comportemental obtenu reste légal syntaxiquement et sémanti-
quement vis-à-vis du standard.
Lors de cette étape, nous menons des analyses additionnelles sur l’ordonnancement du
système complet intégrant à présent les ressources intergicielles. Ces résultats sont, ensuite,
mis en comparaison avec ceux issus de la première étape de validation (décrite plus haut,
sans les composants intergiciels et sans le raffinement). Ainsi, nous pouvons nous assurer de
la faisabilité du système et du respect des exigences initiales. La prise en compte des compo-
sants intergiciels permet, dans certains cas, d’affiner les résultats d’analyse (ordonnancement,
comportement, etc.) ou de détecter des anomalies de conception.
Remarque. L’introduction d’analyses additionnelles (estimation du pire temps d’exécution,
dimensionnement mémoire) sont réalisables à ce niveau de modélisation. En effet, le raffine-
ment permet d’obtenir l’ensemble des types et des transformations de données et les différents
chemins d’exécution possible des composants logiciels threads et sous-programmes.
3.3.5 Production du système final
La dernière étape de notre approche est la production automatisée du code source de
l’application à partir du modèle de code complet. La réécriture d’une partie des composants
et l’intégration des aspects comportementaux réalisées à l’aide de l’annexe comportemen-
tale, réalisées par notre processus de raffinement, simplifient notre processus de génération.
Chaque élément du modèle de code est ainsi traduit en une ou plusieurs constructions du lan-
gage Ada sémantiquement équivalentes (expression d’un mapping 1-1 entre un composant et
un élément de langage). Le processus de génération est implanté à l’aide de transformations
horizontales exogènes dont l’avantage, vis-à-vis des techniques traditionnelles, est l’expres-
sion de règles de transformation facilitant la traçabilité, la compréhension, l’évolution et la
maintenance du générateur. Le chapitre 8 présente l’ensemble des règles de transformation
pour la production automatique du code source des composants de l’application.
A la fin de cette étape, nous obtenons l’exécutable final prêt à être déployé sur sa plate-
forme cible. Une nouvelle phase d’analyse est menée notamment sur la vérification des res-
trictions Ravenscar à l’aide du compilateur GNAT. Des analyses additionnelles sur l’empreinte
mémoire de l’exécutable final ou l’estimation du WCET (à l’aide de l’outil BOUND-T) peuvent
être réalisées et mises en comparaison avec les analyses effectuées sur les modèles, validant
ainsi les spécifications initiales de l’utilisateur.
La section suivante synthétise nos différentes contributions pour la mise en oeuvre de
notre processus de conception et d’analyse de systèmes critiques.
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3.4 Identification des contributions
Cette section présente, de manière synthétique, nos différentes contributions (standard,
méthodologie, bibliothèques de composants, outils, etc.) réalisées dans le cadre de ces tra-
vaux de recherche.
3.4.1 Contributions à l’annexe comportementale (AADL-BA)
Notre équipe, évoluant au sein de la communauté AADL, participe activement au déve-
loppement de plusieurs annexes AADL dont l’annexe comportementale (pour sa dernière ver-
sion). Ainsi, nous avons participé aux différentes phases (rédaction, validation, publication) du
standard et nous avons pu suivre la maturation de ce dernier.
Dans le cadre de notre approche, l’annexe comportementale nous permet de définir des
patrons comportementaux analysables et de décrire les aspects comportementaux des com-
posants de l’intergiciel supportant les composants applicatifs AADL. Ainsi, ces spécifications
renforcent et/ou précisent la sémantique des composants du système distribué notamment en
explicitant la concurrence, les entités actives pour la gestion de la communication, etc. De plus,
les constructions de l’annexe (langage d’action, langage d’expression) expriment une séman-
tique proche des artefacts d’un langage de programmation nous autorisant une réutilisation
simple et efficace des spécifications comportementales au sein du processus de génération.
Pour permettre une telle démarche, notre première contribution a été la proposition et la
précision de certaines constructions de l’annexe comportementale portant essentiellement sur
les langages d’action et d’expression (présentées chapitre 4, section 4.3.6) . Ainsi, nous avons
autorisé et/ou amélioré les supports pour :
– la manipulation des données et l’utilisation des données dans les appels de sous-
programmes ;
– la manipulation des données décrites à l’aide d’une propriété AADL (valeur d’énuméra-
tion, champs d’une structure) ;
– le support des séquences d’appel de sous-programmes ;
– le support des prototypes.
La combinaison de ces langages offre un ensemble de constructions impératives d’un langage
de programmation (boucles, manipulation de variables, etc.) (voir chapitre 4) essentiel à la
définition de nos patrons de génération de code détaillés dans le chapitre 8.
Notre deuxième contribution a été l’implantation du standard AADL-BA au sein de la plate-
forme OSATE2. Le compilateur développé nous assure la validation des spécifications com-
portementales élaborées dans le cadre de notre approche. De plus, il nous a notamment
permis de révéler des incohérences de l’annexe qui ont été discutées et corrigées par les
acteurs de la communauté AADL lors de différents comités. Il s’agit de précision sémantique
sur la construction timeout et son utilisation, de précision sémantique sur les éléments pour le
verrouillage d’une ressource (modélisation d’une section critique) et du support des tableaux
en général.
Intéressons-nous maintenant aux restrictions des composants architecturaux et compor-
tementaux pour la définition d’un sous-ensemble du langage AADL analysable.
3.4.2 Le profil AADL-HI Ravenscar, un langage intermédiaire
Nos objectifs en réponse aux limites 1 et 3 (section 3.2) visent à réduire le niveau d’abs-
traction d’une description architecturale AADL pour obtenir un modèle de code analysable et
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complet avec une sémantique de composants la plus proche possible d’un langage de pro-
grammation. Ce modèle de code doit à la fois contenir des informations (fonctionnelles et non
fonctionnelles) pour permettre la vérification du système par les outils d’analyse et permettre
la production automatique du code source des composants.
Le langage AADL introduit des mécanismes et des constructions (composants abstraits,
héritage, raffinement, prototypes, détaillés dans le chapitre suivant) ajoutés afin de faciliter la
description pour l’utilisateur mais nécessitant une interprétation ou une transformation com-
plexifiant l’extraction d’informations par les outils d’analyse ou les générateurs de code.
Pour mener à terme nos objectifs, il est nécessaire d’éliminer ces constructions par réécri-
ture d’une partie des composants et de garantir l’analysabilité de l’ensemble des composants
du modèle final. Par conséquent, nous avons défini le profil 1 AADL-HI Ravenscar selon les
critères suivants :
C1. Restreindre l’ensemble des composants architecturaux AADL et leur utilisation aux
seules constructions concrètes pour l’analyse et la génération de code.
C2. Restreindre l’ensemble des constructions comportementales aux seules construc-
tions autorisant l’analyse et une démarche de génération.
C3. Contraindre les composants retenus selon les recommandations du profil Ravenscar
et les restrictions additionnelles pour la conception de systèmes critiques afin de garantir
l’analysabilité statique du système.
Le profil AADL-HI Ravenscar définit le niveau d’abstraction, les composants, les restric-
tions et les patrons de modélisation utilisés pour l’élaboration de notre modèle de code analy-
sable. Celui-ci est présenté dans le chapitre 5 de ce manuscrit. Dans la section suivante, nous
présentons le modèle d’intergiciel que nous avons élaboré pour compléter la modélisation du
système critique.
3.4.3 Le modèle d’intergiciel POLYORB-HI-AADL
Notre troisième contribution est la définition d’une bibliothèque de composants intergi-
ciels AADL (POLYORB-HI-AADL) analysables, supportant les composants logiciels (applica-
tifs) AADL. Pour ce faire, nous avons repris le concept “d’instance d’intergiciel dédié” introduit
dans l’approche OCARINA et nous nous sommes basés sur l’architecture de l’intergiciel PO-
LYORB-HI. Les composants ont été modélisés selon le profil AADL-HI Ravenscar. Le modèle
d’intergiciel que nous proposons permet à la fois la prise en compte des composants intergi-
ciels au sein des analyses (en réponse à la limite 3) mais aussi lors de notre processus de
génération de code, réduisant ainsi le saut sémantique entre modèle et code généré (en ré-
ponse à la limite 1). L’architecture de la bibliothèque de composants intergiciels est détaillée
dans le chapitre 6 de ce manuscrit.
3.4.4 Chaîne de transformation automatisée
Notre étude préliminaire a permis de mettre en lumière l’importance de l’automatisation de
différentes tâches du processus d’analyse et de production de systèmes critiques. Ainsi, notre
dernière contribution est la réalisation d’un prototype implantant notre nouveau processus se-
lon des techniques basées la transformation de modèles AADL.
1. La section “Profile and Extensions” du standard AADL autorise la restriction des constructions du langage
pour la définition d’un profil.
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L’utilisation des techniques de transformation de modèles nous a permis d’exprimer et
d’expliciter les différentes transformations de notre processus. L’élaboration des transforma-
tions sous la forme d’un assemblage de règles amène une plus grande flexibilité et facilite la
maintenance et l’évolution de notre outil.
Ainsi, ce prototype assure le raffinement incrémental, l’analyse et la validation du modèle
AADL et la production du code source de l’application dans le langage Ada/Ravenscar. Les
étapes de sélection, configuration et déploiement des composants AADL sont aussi prises en
charge par notre prototype.
Les différentes transformations évoquées dans ce chapitre, détaillées dans les chapitres 7
et 8, ont été implantées à l’aide du langage ATL. L’automatisation de la chaîne de transfor-
mation a été réalisée à l’aide de l’outil ADT supportant le langage ATL. La mise en œuvre
expérimentale de notre solution est détaillée dans le chapitre 9.
3.5 Synthèse
Notre objectif principal vise à améliorer la fiabilité du processus automatisé de réalisation
des systèmes TR2E critiques. Dans ce chapitre, nous avons clarifié les problèmes observés
dans le chapitre 2 et identifié les limites des processus d’analyse et de production actuels à
savoir :
1. le manque de cohérence des différentes représentations du système (modèles et im-
plantation) ;
2. la prise en compte des aspects comportementaux dans les étapes d’analyse et dans le
processus de génération ;
3. l’analyse partielle du support d’exécution (ressources intergicielles non prises en compte).
La figure 3.4 décrit le nouveau processus d’ingénierie que nous proposons pour résoudre
ces problèmes. Notre approche s’articule autour de plusieurs contributions scientifiques qui
visent :
1. la définition d’un profil architectural et comportemental de modélisation de composants
dédié à l’analyse et à la génération de code ;
2. la définition d’une bibliothèque de composants intergiciels (à partir du profil précédent)
analysables statiquement ;
3. une méthode de raffinement incrémental de modèles assurant la réduction du niveau
d’abstraction (préservant la sémantique et le comportement) des composants, l’intégra-
tion des composants du support d’exécution et permettant l’élaboration d’un modèle de
code analysable complet (applicatif + intergiciel) du système critique ;
4. la production du code source de l’application à partir du modèle de code (selon un map-
ping 1-1), renforcant ainsi la cohérence et la mise en œuvre de techniques de traçabilité ;
5. l’implantation d’un prototype implantant la méthode de raffinement et automatisant les
tâches de transformation, d’analyse et de production du code source.
Ce processus nous a permis de résoudre l’ensemble des problèmes que nous avons pré-
senté. La suite de ce manuscrit est consacrée à la description détaillée des contributions
scientifiques de nos travaux de recherche. Chacun de points présentés fait l’objet d’un cha-
pitre particulier.
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FIGURE 3.4 – Nouveau processus pour l’analyse et la production automatisée de systèmes
TR2E critiques
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4.1 Introduction
Dans les chapitres précédents, nous avons présenté l’utilisation du langage AADL pour la
modélisation, la configuration et le déploiement des composants architecturaux des systèmes
TR2E critiques. Dans le chapitre 3, nous avons justifié le choix de l’utilisation du langage
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AADLv2 et de ses annexes qui introduisent de nombreux éléments et améliorations permettant
une description plus fine des composants architecturaux et de leur comportement.
AADL (Architecture Analysis and Design Language) est un langage de modélisation d’ar-
chitecture qui tire ses origines du langage METAH [Vestal, 2000] développé pour les systèmes
avioniques et spatiaux. Destiné lui aussi à l’avionique, la richesse d’expression et les nom-
breuses extensions du langage AADL ont étendu son activité au domaine des systèmes TR2E
logiciels et matériels. La version 2.0 du standard [SAE Aerospace, 2009b] a été publiée en
janvier 2009 et une version 2.1 est en cours de rédaction.
Dans ce chapitre, nous proposons une introduction au langage AADLv2 et à son annexe
comportementale (Behavior Annex [SAE Aerospace, 2009a]), dont un sous-ensemble d’élé-
ments constitue notre épine dorsale pour la description logicielle architecturale et compor-
tementale d’une application répartie avec une sémantique très proche de son implantation
physique.
Ce chapitre s’organise de la manière suivante. La section 4.2 présente les éléments du lan-
gage cœur (composants matériels, logiciels, connecteurs, propriétés, etc). La section 4.3 est
une introduction aux différents langages définis par l’annexe comportementale et présente nos
contributions pour le développement et l’écriture de ce standard. La section 4.4 présente les
avantages et les restrictions pour la modélisation des systèmes critiques. Enfin, la section 4.6
conclut ce chapitre.
Remarque. Une partie des illustrations de ce chapitre est issue de la description architectu-
rale de notre cas d’étude détaillé dans le chapitre 10.
4.2 Eléments du langage cœur
AADLv2 permet de décrire les systèmes TR2E par un assemblage de composants ma-
tériels et logiciels connectés. Les propriétés AADL complètent la modélisation du système
en autorisant l’attachement d’exigences fonctionnelles (fonction de calcul...) ou non fonction-
nelles (contraintes temporelles, informations de déploiement...). Les annexes étendent le pou-
voir d’expression du langage en définissant des règles, des recommandations, des patrons
de modélisation ou des langages différents (ou externes) pour couvrir différents aspects du
système que ce soit à des fins de représentation, d’analyse, d’implantation, etc.
Intéressons-nous à l’élément majeur d’une description architecturale AADL : le composant.
4.2.1 Composants
La première version du langage [SAE Aerospace, 2004] présentait le langage AADL comme
un langage classique de description d’architecture (voir la classification [Medvidovic and Taylor,
2000]) construit sur les trois concepts fondamentaux : composants, connecteurs, connexions.
Le langage AADLv2 apporte différentes améliorations (un méta-modèle, représentation gra-
phique standardisée, profils, extensions...) caractéristiques des langages de modélisation spé-
cifique à un domaine.
AADLv2 définit des composants matériels et logiciels du système spécifiés par une inter-
face (component_type) décrivant les éléments d’interface pour la connexion inter-composants
et une implantation (component_implementation) spécifiant la structure interne du compo-
sant. Un agrégat (ou composition) de composants peut décrire un composant établissant ainsi
une hiérarchie composant→ sous-composants structurant la description architecturale. AADL
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propose deux catégories principales de composants : les composants matériels et logiciels et
des composants spécifiques pour la composition du système (system) ou pour les premières
étapes de la modélisation (abstract, voir 4.2.7).
Composants matériels, logiciels et système
AADL définit les composants matériels suivants :
– le device représente tous les types de périphériques (clavier, souris, capteur, etc.) sous
la forme d’une boite noire exprimant ses interfaces mais aucun détail sur son implanta-
tion ;
– le processor modélise un contrôleur, un processeur ou un système d’exploitation mi-
nimal (ordonnanceur, pilotes, etc.) pouvant accéder à des ressources matérielles (péri-
phériques, bus, etc.) ;
– le virtual processor spécifie un cœur, un ordonnanceur, une machine virtuelle ou une
partition permettant de représenter la structure interne d’un processeur physique ;
– le bus modélise les accès entre les processeurs, les périphériques et les mémoires.
L’association des connexions ou d’accesseurs permet de décrire le flot de contrôle ou la
stratégie de déploiement d’une application distribuée ;
– le virtual busmodélise la structure interne d’un bus (qualité de service, protocole, etc.) ;
– le composantmemorymodélise une mémoire physique quelconque (ROM, RAM, disque
dur, etc.) pour le stockage de données.
AADL définit les composants logiciels suivants :
– le composant data représente des types de données, des instances de données ou de
variables partagées ;
– le process modélise l’espace d’adressage pour l’exécution des tâches (comme un pro-
cessus LINUX) ;
– le threadmodélise un fil d’exécution qui constituent la partie applicative de l’application ;
– le subprogrammodélise le code (C ou Ada) exécuté par une tâche et dont le comporte-
ment est spécifié à l’aide de propriétés, d’annexes ou de séquences d’appels à d’autres
sous-programmes.
Enfin, le composant system décrit l’assemblage final (ou une configuration) des différents
composants logiciels et matériels de l’application distribuée. Il structure et hiérarchise l’assem-
blage de composants, c’est en quelque sorte la racine du modèle.
Composition
Le standard AADL autorise l’agrégation de composants et la définition de sous-composants
selon des règles sémantiques précises. Le tableau 4.1 présente les relations légales entre
composants et sous-composants découlant de la logique de composition de l’application. Par
exemple, un composant de donnée ne peut pas contenir un processus ou un processeur ; cela
ne correspond à aucun assemblage réel.
4.2.2 Eléments d’interfaces et connexions
Les éléments d’interfaces des composants (spécifiés au sein d’un component_type) mo-
délisent les flôts de contrôles ou de données. Ils décrivent les mécanismes d’interaction pour
l’échange et/ou la synchronisation de données entre les éléments de l’architecture. La com-
munication est alors établie à l’aide des connexions reliant deux éléments d’interfaces. AADL
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Composant Sous-composants
abstract
data, subprogram, subprogram group, thread,
thread group, process, processor, virtual
processor, memory, bus, virtual bus, device,
system, abstract
data data, subprogram, abstract,
subprogram data, abstract
subprogram group subprogram group, subprogram, data, abstract
thread data, subprogram group, subprogram, abstract
thread group
data, subprogram group, subprogram, thread
group, thread, abstract
process
data, subprogram group, subprogram, thread
group, thread, abstract
processor
virtual processor, memory, bus, virtual bus,
abstract
virtual processor virtual processor, virtual bus, abstract
memory memory, bus, abstract
bus virtual bus, abstract
virtual bus virtual bus, abstract
device bus, virtual bus, data, abstract
system
data, subprogram, subprogram group, process,
processor, virtual processor memory, bus,
virtual bus, device, system, abstract
TABLE 4.1 – Composition légale des composants AADL
définit deux catégories concrètes d’éléments d’interfaces, le port et le parameter. Une troi-
sième catégorie, les features, sert lors la phase préliminaire de la modélisation et est destinée
à être raffinée vers l’une des catégories concrètes.
Les ports de type data et les paramètres de sous-programmes modélisent l’échange d’une
donnée, les ports de type event (événements) modélisent l’émission et la réception de si-
gnaux. Un sens (in, out, in out) caractérise la nature de l’élément (entrée/sortie).
Le listing 4.1 illustre l’utilisation des éléments d’interfaces et des connexions. Le proces-
sus Transmitter.Impl contient un thread Transmitter_Thread.Impl qui exécute le sous-
programme Transmit. Le port en entrée du processus est connecté à celui du thread, lui-
même connecté au paramètre d’entrée du sous-programme. Le paramètre de sortie du sous-
programme est connecté au port en sortie du thread, lui-même connecté au port en sortie du
processus.
Les accesseurs de composants (provides ou requires access) permettent de spécifier
les accès aux sous-composants ou les relations entre les composants de données parta-
gées et les sous-programmes pour leur manipulation. Le listing 4.2 décrit le patron de mo-
délisation d’une variable partagée et les sous-programmes pour sa manipulation. Le thread
Producer qui exécute le sous-programme Update déclare requérir l’accès à la donnée parta-
gée Shared_Data. Le composant processus spécifiant le thread Producer effectue la connexion
entre la donnée partagée et le thread.
4.2.3 Propriétés et Annexes
Le langage AADL offre deux mécanismes pour enrichir et étendre les capacités d’expres-
sion ou de modélisation du langage cœur : les annexes et les propriétés.
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Inpu t : in parameter Message ;




Inpu t : in event data port Message ;
Output : out event data port Message ;
end Transmi t te r Thread ;
thread implementation Transmit ter_Thread . Impl
ca l ls
Mycal l : { Do_Transmit : subprogram Transmit ; } ;
connections
p1 : parameter Inpu t −> Do Transmit . Inpu t ;
p2 : parameter Do Transmit . Output −> Output ;
end Transmit ter_Thread . Impl ;
process Transmit ter_Process
features
Inpu t : in event data port Message ;
Output : out event data port Message ;
end Transmit ter_Process ;
process implementation Transmit ter_Process . Impl
subcomponents
Transmi t te r : thread Transmit ter_Thread . Impl ;
connections
c1 : port Inpu t −> Transmi t te r . Inpu t ;
c2 : port Transmi t te r . Output −> Output ;
end Transmit ter_Process . Impl ;
Exemple 4.2 – Accesseurs et patron de mo-
délisation des variables partagées en AADL
data Shared_Data
features
Read : provides subprogram access Read ;
Update : provides subprogram access Update ;
propert ies
Concurrency_Contro l_Protocol => P r i o r i t y _Ce i l i n g ;












Shared_Data : requires data access Shared_Data ;
propert ies
Dispatch_Pro toco l => Per iod ic ;
Per iod => 1000 ms;
Compute_Execution_time => 0 ms . . 600 ms;
Deadl ine => 1000 ms;
Deployment : : P r i o r i t y => 11;
end Producer ;
thread implementation Producer . Impl
ca l ls ca l l_seq : { Do_Update : subprogram Update ; } ;
connections
Access_Data : data access Shared_Data −> Do_Update . Shared_Data ;
end Producer . Impl ;
thread Consumer
features
Shared_Data : requires data access Shared_Data ;
Dispatch_Por t : in event port Base_Types : : I n tege r ;
propert ies
Dispatch_Pro toco l => Sporadic ;
Per iod => 600 ms;
Compute_Execution_time => 0 ms . . 100 ms;
Deadl ine => 600 ms;
Deployment : : P r i o r i t y => 11;
end Consumer ;
thread implementation Consumer . Impl
ca l ls ca l l_seq : { Do_Read : subprogram Read ; } ;
connections
Access_Data : data access Shared_Data −> Do_Read . Shared_Data ;
end Consumer . Impl ;
process Simple_Producer_Consumer
end Simple_Producer_Consumer ;
process implementation Simple_Producer_Consumer . Impl
subcomponents
Producer : thread Producer . Impl ;
Consumer : thread Consumer . Impl ;
The_Shared_Data : data Shared_Data ;
connections
Cnx1 : data access The_Shared_Data −> Producer . Shared_Data ;
Cnx2 : data access The_Shared_Data −> Consumer . Shared_Data ;
end Simple_Producer_Consumer . Impl ;
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Annexes
Les annexes permettent d’intégrer à tout composant du modèle d’une application des élé-
ments d’un langage tiers. Ceci permet à la fois d’enrichir la description, de décrire un aspect
manquant du système et d’interfacer un modèle AADL avec des outils tiers exploitant la spé-
cification architecturale. Aujourd’hui, plusieurs annexes ont été développées et sont standardi-
sées ou en cours de standardisation. Parmi les plus connues, nous pouvons citer :
– l’annexe de modélisation des données (Data Model Annex [SAE Aerospace, 2009d]), qui
décrit les patrons de modélisation pour les types de données basiques (nous présentons
les différents patrons de modélisation de cette annexe dans le chapitre 8) ;
– l’annexe comportementale (Behavior Annex [SAE Aerospace, 2009a]), qui décrit le com-
portement des composants. Celle-ci est détaillée dans la section 4.3 de ce chapitre ;
– l’annexe de modélisation des erreurs (Error Model Annex [SAE Aerospace, 2011]), qui
spécifie les erreurs, leur propagation et leur gestion au sein des composants ;
– l’annexe REAL (Requirements Enforcement Analysis Language [Gilles, 2008]), qui dé-
finit un langage de vérification de contraintes sur les composants AADL.
Le listing 4.4 décrit le comportement d’un composant thread spécifié à l’aide de l’annexe com-
portementale.
Propriétés
Les propriétés AADL autorisent la spécification d’informations (ou d’annotations) sur un
élément AADL (composants, connexions, etc.). Il s’agit d’attributs spécifiant des caractéris-
tiques ou des contraintes s’appliquant aux éléments de l’architecture : contraintes temporelles
(pire temps d’exécution, période...), information de déploiement (adresse IP, port de commu-
nication), caractéristiques réseaux (bande passante d’un bus...). Le standard AADL définit un
ensemble de propriétés standards et offre la possibilité de définir des propriétés spécifiques à
l’aide des property sets. Le thread Producer décrit dans le listing 4.2 (présenté plus haut),
spécifie des propriétés temporelles sur son type, sa période, son pire temps d’exécution, etc.
4.2.4 Flots et systèmes adaptatifs avec modes
Le langage AADL introduit aussi des contructions pour la spécification des flux de données
et des différentes configurations possibles d’un système adaptatif avec modes.
Les flots AADL permettent de préciser explicitement les flots de données et d’exécution
dans un modèle. Cette fonctionnalité vient compléter les analyses de flots de données pos-
sibles à partir des éléments d’interfaces des composants, de leur connexion et de leur as-
sociation au composant bus. Ainsi, les flots AADL permettent de vérifier la cohérence de la
topologie de l’application et facilite l’utilisation d’outils d’analyse de flots (les flots sont déjà
spécifiés, il n’est pas utile de les déduire de la topologie de l’application).
Les modes AADL permettent l’expression des différentes configurations d’un système. Leur
spécification au sein des composants autorise le contrôle des ressources matérielles, logi-
cielles mais aussi des valeurs des propriétés, de l’activation des connexions voir même des
sous-composants (par exemple, un système multi-tâche s’exécutant en mode dégradé mono-
tâche). La transition d’un mode à un autre s’effectue alors dynamiquement à l’exécution de
l’application par la réception d’événements sur les ports de type événement en entrée.
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Dans la suite de ce manuscrit, nous ne considérons pas les flots AADL bien que ceux-ci
pourraient s’intégrer dans notre processus. De même, nous ne considérons pas la notion de
mode. Des travaux au sein de notre équipe ([Borde, 2009]) ont montré que l’analyse et l’im-
plantation des systèmes reconfigurables avec modes nécessitent un processus d’ingénierie
spécifique à cette famille de systèmes.
4.2.5 Instanciation d’un modèle AADL
Dans une description architecturale AADL, la plupart des composants peuvent contenir
des sous-composants permettant ainsi de définir une description hiérarchique du système. Le
composant système est le composant de plus haut niveau contenant toutes les instances des
autres composants. Le standard AADL définit la phase d’instanciation d’un modèle AADL, on
parle alors de la transformation d’un modèle AADL déclaratif vers un modèle d’instance. Le
modèle d’instance donne une vue hiérarchique de la description architecturale AADL à partir
d’un nœud racine, le composant système.
L’instanciation d’un système vise à résoudre les références et les valeurs des propriétés
des différentes instances de composants comme les calculs et l’héritage des valeurs de pro-
priétés (obtenues par extension ou raffinement de composants), la résolution des prototypes,
la résolution bout-en-bout des chemins des connexions des éléments d’interfaces, etc.
4.2.6 Services de l’exécutif AADL
Le standard AADL donne des recommandations sur le comportement et les services que
doit fournir un exécutif AADL i.e. une runtime supportant les composants logiciels AADL
(threads, sous-programmes, etc.). Notamment, le standard spécifie un certain nombre d’in-
terfaces relatives aux services qu’un exécutif AADL doit offrir pour assurer l’émission et la
réception des données à travers les composants threads. Nous discuterons plus précisément
du rôle de ces services dans le chapitre 6 de ce manuscrit.
4.2.7 Eléments pour la modélisation
AADLv2 introduit différents éléments, présentés dans le listing 4.3, pour structurer les
déclarations (paquetages...) et faciliter la description architecturale d’une application répartie
(réutilisation, extension, etc.) :
– les packages AADL organisent les déclarations des composants permettant entre autres
la séparation de la partie matérielle et logicielle et la définition de biliothèques de com-
posants. Un mécanisme d’importation (with) autorise le référencement des composants
d’un paquetage ;
– le composant abstract permet de modéliser un composant sans connaître son déploie-
ment final. Des mécanismes d’extension et de raffinement de composants permettent
plus tard, dans la modélisation, de raffiner un composant abstrait en un composant
matériel ou logiciel concret. Ces mêmes mécanismes d’extension et de raffinement per-
mettent la réutilisation des composants ;
– les prototypes autorisent la définition de composants génériques qui seront instan-
ciés et configurés plus tard dans la modélisation. L’instanciation et la configuration des
prototypes s’effectuent à l’aide du mécanisme d’extension et des prototype bindings
permettant de typer ou de résoudre (dans le cas des sous-programmes prototypes) le
composant prototypé.
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d t : data ;
features
i npu t : in parameter d t ;
ou tpu t : out parameter d t ;
end Generic_Spg ;
data My_Float extends Base_Types : : F loa t end My_Float ;
subprogram Compute_Float extends Generic_Spg ( d t => data My_Float )
end Compute_Float ;
end Compute_Library ;
Cette section a présenté les différents composants pour la spécification architecturale d’une
application à l’aide du langage AADLv2. Dans la section suivante, nous nous intéressons à la
spécification des aspects comportementaux des composants du système.
4.3 Introduction à l’annexe comportementale
L’annexe comportementale AADL [SAE Aerospace, 2009a] a été développée dans l’objectif
de préciser et d’affiner les aspects comportementaux implicites issus de la description archi-
tecturale AADL du système. Elle propose à travers la spécification d’un automate à états/tran-
sitions et de différents langages (actions, expressions...) de décrire le comportement interne
des composants à travers leur interface de communication et un ensemble d’actions préci-
sant l’émission, la réception et la manipulation de données. Cette annexe vise l’ensemble des
composants architecturaux du langage AADLv2. Cependant, l’accent est logiquement mis sur
les principaux composants logiciels traduisant le comportement du système : les composants
threads et les sous-programmes.
Cette section présente une introduction à l’annexe comportementale AADL et nous per-
met de cerner le périmètre d’activité et de raffinement proposé par celle-ci. Notamment, nous
pensons que la nouvelle version de cette annexe ([SAE Aerospace, 2009a]) a un pouvoir d’ex-
pressivité important autorisant jusqu’à la modélisation complète de l’exécutif AADL sous-jacent
partiellement décrit par le standard AADLv2.
4.3.1 Spécification comportementale, structure d’automate et langages
Une description comportementale AADL est spécifiée à l’aide de cinq langages définissant
des concepts comportementaux avec une syntaxe, un ensemble de règles de nommage, de
règles légales, de règles sémantiques et de règles assurant la cohérence de la spécification
comportementale vis-à-vis de la description architecturale.
L’exemple de code AADL 4.4 illustre la combinaison de ces langages pour établir la descrip-
tion comportementale de l’exécution du thread sporadiqueConsumer présenté dans l’exemple
4.2. On y retrouve différents types d’états respectant la sémantique de l’automate d’exécution
du thread défini par le standard AADL et détaillé dans le chapitre 5. Notamment, l’état com-
plete modélise l’état de suspension et de reprise d’activité du composant.
Une transition représente un changement de l’état courant (source) à un état de destina-
tion. Le déclenchement d’une transition s’effectue quand une condition spécifique est évaluée
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Exemple 4.4 – Description comportementale du thread sporadique Consumer
thread Consumer . imp l
ca l ls ca l l_seq : { Do_Read : subprogram Read ; } ;
connections
Access_Data : data access Shared_Data −> Do_Read . Shared_Data ;
annex behav i o r _ spec i f i c a t i o n {∗∗
variables
l as tVa lue : Base_Types : : I n tege r ;
states
s t I n i t : i n i t i a l s tate ;
s tD ispatch : complete f i n a l state ;
t rans i t ions
On_In i t : s t I n i t −[ ]−> stDispatch { las tVa lue := 0 } ;
On_Dispatch : s tDispatch −[on dispatch Dispatch_Por t ]−> stDispatch {
las tVa lue := las tVa lue + Dispatch_Por t ;
i f ( l as tVa lue mod 2 = 0)
Do_Read ! ( las tVa lue ) ;
end i f ;
}
∗∗};
end Consumer . imp l ;
à vraie. Lorsqu’une transition est déclenchée, les actions attachées à celle-ci sont exécutées
(voir le bloc {...} attaché à la transition On_Dispatch de l’exemple 4.4).
Les conditions (behavior condition) sont exprimées à l’aide d’un second langage et af-
finent l’utilisation des ports et des appels de sous-programmes AADL. Ces deux constructions
permettent de spécifier le déclenchement d’activité d’une tâche. Dans notre exemple, le port
Dispatch_Port défini dans l’interface du composant AADL (voir exemple 4.2, colonne droite)
est utilisé comme condition pour le déclenchement de l’activité du composant.
Un troisième langage permet de spécifier les interactions du composant avec ses sous-
composants ou avec d’autres composants à travers l’utilisation de ses éléments d’interfaces
(données partagées, ports, appels de sous-programmes, etc.).
Un langage d’actions permet quant à lui de décrire les actions exécutées lors du déclen-
chement d’une transition. Celui-ci utilise le langage d’interaction pour définir les actions entre
les composants (dans notre exemple, appel du sous-programme Do_Read !(...)).
Enfin, un langage d’expression basé sur le langage d’expression Ada permet la manipula-
tion des données AADL (sous-composants de données, variables d’automates, donnée reçue
sur le port, valeur de paramètre...) à travers la spécification d’expression logique, relationelle
ou arithmétique.
Nous venons de présenter la structure globale d’un automate comportemental défini par
l’annexe. Dans la suite de cette section, nous nous intéressons aux automates particuliers
des composants threads et sous-programmes ainsi qu’aux langages d’interactions, d’actions
et d’expressions s’apparentant à des constructions classiques d’un langage de programmation
impérative.
4.3.2 Spécificités des automates des threads et des sous-programmes
L’annexe comportementale définit des restrictions pour la spécification des automates des
threads et des sous-programmes.
Ainsi, l’automate comportemental d’un composant thread doit décrire un unique état initial
représentant l’état de la tâche avant son initialisation, un ou plusieurs états de suspension
(complete), zéro ou plusieurs états d’exécution (modélisant un chemin d’exécution des ac-
tions associées aux transitions) et un ou plusieurs états de finalisation. Cette structure d’au-
tomate vise à assurer la cohérence et le respect de la sémantique de l’automate d’exécution
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du thread défini par le langage cœur et détaillé dans le chapitre 5. Le langage de spécification
des conditions pour le déclenchement d’activité d’un composant est restreint au composant
thread. Celui-ci spécifie les différentes conditions possibles à savoir la réception d’un événe-
ment sur un port, l’appel d’un sous-programme fourni par le composant ou le déclenchement
d’un timeout.
L’automate d’un composant sous-programme doit, quant à lui, décrire un unique état initial
modélisant le point de départ de l’appel du sous-programme, zéro ou plusieurs états intermé-
diaires d’exécution (chemin d’exécution) et uniquement un état final représentant la terminai-
son de l’appel (de l’exécution) du sous-programme. Les états de suspension sont strictement
interdits par l’annexe afin d’éviter les risques de suspension d’une tâche au milieu de l’exécu-
tion d’un sous-programme.
4.3.3 Interactions entre composants
L’annexe comportementale propose un langage d’interaction pour expliciter les interactions
et la communication entre les différents composants architecturaux. Ce langage définit notam-
ment :
– le comportement d’un port et de sa file d’attente lors de l’arrivée d’une donnée (gel de
la donnée reçue, ordre de délivraison...) ;
– des constructions spécifiques pour la manipulation des données reçues sur un port (lec-
ture d’une donnée, nombre de messages reçus, affectation d’une donnée à un port,
envoi d’une donnée à partir d’un port, etc.) ;
– le comportement des données reçues à travers les paramètres de sous-programme ;
– des constructions spécifiques pour la réception, la consultation, l’affectation des don-
nées à travers les paramètres de sous-programmes ;
– des constructions spécifiques pour modéliser l’accès aux données partagées (modéli-
sation d’une section critique...).
La précision du comportement des ports est basée sur l’utilisation de constructions de l’an-
nexe et l’interprétation de propriétés AADL. Une syntaxe spécifique est définie pour les cons-
tructions autorisant la manipulation des ports, des paramètres de sous-programmes et des
sous-programmes modélisant une section critique.
4.3.4 Eléments du langage d’actions
Le langage d’action de l’annexe comportementale définit les différentes actions qui sont
exécutées lors du déclenchement d’une transition i.e. lorsque la condition ou la garde de la
transition est évaluée à vraie.
Ce langage utilise les constructions spécifiées par le langage d’interactions et introduit de
nouvelles constructions équivalentes aux constructions classiques d’un langage de program-
mation impératif comme Ada. On y retrouve :
– la structure conditionnelle if ... then ... elsif ... else ;
– les boucles de contrôles for ... in, forall ... in, while ... et do ... until ;
– l’opération d’affectation de valeur à une variable, opérateur := ;
– l’opération d’appel de sous-programme <nom_spg>!(param1,param2) permettant l’ap-
pel d’un sous-programme référencé dans un paquetage AADL ou à l’aide d’un acces-
seur de sous-programme spécifié dans l’interface du composant ;
– les éléments de syntaxe pour l’accès aux sous-composants de données ou aux compo-
sants de données spécifiés à l’aide d’accesseurs ;
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– deux opérations pré-définies computation(min,max) et delay(min,max) exprimant
respectivement l’utilisation du processeur et un temps de suspension compris entre du-
rée minimale et maximale.
Des éléments de syntaxe et des règles sémantiques régissent l’utilisation de ces construc-
tions. De plus, l’annexe comportementale introduit la possibilité de spécifier des séquences
ordonnées d’actions ou un ensemble d’actions parallélisées. Dans la sous-section suivante,
nous donnons un exemple d’utilisation du langage d’actions.
4.3.5 Eléments du langage d’expressions
Le langage d’expression proposé par l’annexe comportementale est basé sur le langage
d’expression du langage de programmation Ada. On y retrouve les éléments de syntaxe et
les constructions spécifiant des expressions logiques, des expressions relationnelles ou des
expressions arithmétiques. Les éléments du langage d’expression s’appliquent uniquement
aux composants AADL spécifiant des données, à savoir les ports, les paramètres de sous-
programmes, les instances de données (sous-composants de données) et les données parta-
gées (référencées à l’aide des accesseurs de données dans l’interface du composant).
Exemple 4.5 – Description comportementale du sous-programme Read
1 subprogram Read
2 features
3 Stream : in out parameter Message_Type . Impl ;
4 Item : out parameter PolyORB_HI_Streams : : Stream_Element_Array ;
5 Last : out parameter PolYORB_HI_Streams : : Stream_Element_Offset ;
6 end Read ;
7
8 subprogram implementation Read . Impl
9 subcomponents
10 L1 : data PolyORB_HI_Streams : : Stream_Element_Count
11 { Data_Model : : I n i t i a l _V a l u e => ( " Item ’ Length " ) ;
12 Access_Right => read_only ; } ;
13 L2 : data PolyORB_HI_Streams : : Stream_Element_Count
14 { Data_Model : : I n i t i a l _V a l u e => ( " Length ( Stream ) " ) ; } ;
15 Tmp_L : data PolyORB_HI_Streams : : Stream_Element_Count ;
16 I t em_F i r s t : data PolyORB_HI_Streams : : Stream_Element_Offset
17 { Data_Model : : I n i t i a l _V a l u e => ( " Item ’ F i r s t " ) ; } ;
18 annex behav i o r _ spec i f i c a t i on {∗∗
19 states
20 s0 : i n i t i a l f i n a l state ;
21
22 t rans i t ions
23 t0_0 : s0 −[ ]−> s0 {
24 i f ( L1 < L2 )
25 L2 := L1
26 end i f ;
27
28 Tmp_L := L2 − 1 ;
29
30 for ( J : PolyORB_HI_Streams : : Stream_Element in 0 . . Tmp_L )
31 {
32 Item [ I t em_F i r s t + J ] := Stream . Content [ Stream . F i r s t + J ]
33 } ;
34
35 Last := I t em_F i r s t + L2 − 1 ;
36 Stream . F i r s t := Stream . F i r s t + L2
37 }
38 ∗∗};
39 end Read . Impl ;
L’exemple 4.5 illustre quelques éléments des langages d’interactions, d’actions et d’ex-
pressions combinés pour la spécification du comportement d’un sous-programme AADL. Le
comportement décrit est l’extraction des données dans un tampon de communication (Stream
de type Message_Type.Impl). On y retrouve l’utilisation des sous-composants de données
du sous-programme. L’utilisation des propriétés de l’annexe de modélisation des données
nous permet de spécifier les valeurs d’initialisation de ces variables locales (exemple du sous-
composant de données L1, l.10).
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Exemple 4.6 – Types énumérés et structurés
en AADL
data Enum_Type
p rope r t i e s
Data_Model : : Data_Representat ion => Enum;
Data_Model : : Enumerators => ( " InS_K " , "WoM_K" ) ;
end Enum_Type ;
data Struct_Type
p rope r t i e s
Data_Model : : Data_Representat ion => S t r uc t ;
end Struct_Type ;
data implementat ion Struct_Type . imp l
subcomponents
Enum : data Enum_Type ;
Value : data Base_Types : : I n tege r ;
end Struct_Type . imp l ;
subprogram Check_Element
fea tu res
Enum : in out parameter Enum_Type ;
Output : out parameter Struct_Type . imp l ;
end Check_Element ;
subprogram implementat ion Check_Element . Impl
annex behav i o r _ spec i f i c a t i o n {∗∗
states stExec : i n i t i a l f i n a l state ;
t rans i t ions tExec : stExec −[]−> stExec {
i f (Enum = Enum_Type . InS_K )
Output .Enum := Enum_Type . InS_K ;




end Check_Element . Impl ;
4.3.6 Contributions à l’annexe comportementale
Les travaux menés durant cette thèse sur la modélisation de composants AADL nous ont
amenés à contribuer et à proposer des évolutions à l’annexe comportementale. Nous présen-
tons dans cette section les évolutions majeures que nous avons introduites.
Support pour les types énumérés, structurés et union
Le standard AADL recommande la spécification des types de données à l’aide de l’an-
nexe de modélisation. Celle-ci définit l’ensemble de propriétés Data_Model contenant diffé-
rentes propriétés pour spécifier la nature d’une donnée à l’aide des composants de données.
Parmi celles-ci, nous retrouvons le patron de modélisation des types énumérés présentés dans
l’exemple de code AADL 4.6.
Le support des types énumérés est manquant dans l’annexe comportementale. En effet,
la syntaxe actuelle ne permet pas d’effectuer des comparaisons entre deux instances d’une
énumération. Pour palier ce manque, nous avons introduit la syntaxe et les règles légales pour
l’accès aux littéraux des énumérations au sein de l’annexe comportementale. La description
comportementale du composant Check_Element.Impl illustre celle-ci (exemple 4.6).
Comme pour les types énumérés, les types structurés et les types union ne sont pas sup-
portés par l’annexe comportementale. Une syntaxe et des règles légales pour le support de
ces types ont été ajoutées sur le standard de l’annexe. La syntaxe pour la manipulation des
sous-composants (des champs) d’un type structuré est décrite dans l’exemple 4.6.
Support pour la définition de bibliothèques de sous-programmes génériques
L’annexe comportementale autorise la manipulation des composants prototypes pour la dé-
finition de composants génériques à étendre et paramétrer lors de l’élaboration d’un modèle
AADL. La spécification actuelle est incomplète car elle ne porte que sur les composants de
données. La spécification d’un prototype de type sous-programme ou d’une séquence d’appel
de sous-programme est impossible. Nous avons proposé et ajouté ces éléments dans l’an-
nexe.
Cette dernière modification autorise la modélisation de bibliothèques de composants sous-
programmes génériques configurables lors des différentes évolutions du modèle AADL. Dans
le chapitre 6 et 7 nous illustrons l’utilisation d’une telle bibliothèque.
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4.4 Avantages et restrictions pour les systèmes TR2E critiques
4.4.1 Avantages pour l’analyse et l’implantation
Dans notre étude préliminaire 2, nous avons exposé différents travaux proposant des pro-
cessus d’ingénierie autorisant la modélisation, l’analyse et la production automatisée (généra-
tion, déploiement et configuration) des systèmes TR2E à partir d’une description architecturale
des composants d’une application dans le langage AADL.
Les composants matériels et logiciels proposés par le langage cœur permettent la spécifi-
cation des entités concrètes d’une application. Le mécanisme des propriétés s’avère efficace
pour l’intégration d’exigences fonctionnelles et non fonctionnelles (contraintes temporelles, in-
formations de déploiement...) permettant d’exploiter le modèle AADL pour de nombreuses
analyses. Enfin, l’intégration de spécifications comportementales au sein même de la descrip-
tion architecturale est un avantage conséquent pour expliciter le comportement des compo-
sants mais aussi pour assurer la cohérence de ces descriptions comportementales avec la
spécification architecturale de l’application.
En outre, [Zalila et al., 2008] expose, dans ses travaux, un processus d’implantation au-
tomatisée d’une application TR2E critique piloté uniquement par l’analyse d’une description
architecturale AADL. Nous observons tout de même que ces différentes approches n’intègrent
aucun élément de son annexe comportementale.
De plus, le langage AADL vise la famille des systèmes TR2E au sens large et autorise des
constructions qui ne sont pas conformes aux exigences des systèmes critiques. Ces éléments
sont présentés dans la sous-section suivante.
4.4.2 Restrictions architecturales et comportementales
Dans cette section, nous restreignons l’utilisation des éléments du langage AADL aux
constructions ne compromettant pas l’analyse statique et l’implantation d’un système critique
fiable. Dans le cadre de la production d’un système critique, nous souhaitons respecter les res-
trictions du profil Ravenscar et celles liées aux caractères des systèmes critiques présentées
dans la section 2.3.2 de notre état de l’art (chapitre 2). De plus, afin de faciliter l’automatisa-
tion des étapes d’analyse et de génération nous supprimons les éléments de modélisation non
concrets pour la réalisation de ces tâches.
Restriction des composants architecturaux
Dans le chapitre précédent, nous avons défini des critères pour restreindre l’utilisation du
langage AADL. Le critère C1 porte sur la restriction de l’utilisation des composants abstraits,
des prototypes, des ports de communication et sur les patrons de modélisation des types de
données.
– Les composants abstraits et les prototypes sont utilisés au début de la modélisation
avant l’identification précise des composants logiciels et matériels. Ils sont raffinés par
héritage, extension ou bindings lors de l’évolution de la modélisation. A la fin de cette
étape, la réécriture du composant concret final permet d’éliminer l’ensemble de ces
constructions non pertinentes pour l’analyse et la génération.
– Les ports de communication définissent les connecteurs et les interactions entre les
composants et les propriétés AADL qui y sont attachées, et spécifient leur comporte-
ment. L’utilisation de patrons comportementaux nous permet d’expliciter ce comporte-
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ment ainsi que les éléments du support d’exécution (intergiciel) mis en jeu. Cette réécri-
ture réduit la différence sémantique entre le composant modélisé et son implantation
physique.
– La modélisation des données (types, constantes et variables) est très permissive à l’aide
du langage AADL. L’utilisation de l’annexe de modélisation des données limite ces pa-
trons de modélisation et renforce la génération de code.
Restriction des constructions comportementales
Pour satisfaire le critère C2, nous avons développé des patrons comportementaux pour
les différents types de tâches supportés dans notre approche. Ces patrons ont été élaborés
dans le but de préserver l’analysabilité du modèle AADL et de permettre la production du
code source du composant à partir de sa spécification comportementale. Ces patrons sont
présentés dans le chapitre 5.
Restrictions pour l’analyse statique
Pour satisfaire le critère C3 et ainsi assurer l’analysabilité statique du système modélisé,
nous avons contraint l’ensemble de nos patrons de modélisation (architecturaux et compor-
tementaux) selon les recommandations du profil Ravenscar. Pour s’assurer de la conformité
avec ce dernier, nous avons défini trois restrictions sur la description architecturale (RA1,
RA2, RA3) et deux (RC1 et RC2) sur la spécification comportementale - i.e. les automates :
RA1. Chaque processeur doit être modélisé avec un attribut spécifiant un ordonnancement à
priorité fixe (par exemple l’ordonnancement de type FIFO within priorities) et un attribut
spécifiant que l’ordonnanceur est préemptif.
RA2. Chaque tâche du système doit être cyclique - i.e. périodique ou sporadique.
RA3. Chaque objet protégé du système doit être modélisé avec un attribut spécifiant la poli-
tique de plafonnement de priorité (PCP).
RC1. Chaque tâche doit posséder au plus un point de suspension.
RC2. Chaque tâche ne doit pas terminer son exécution - i.e. infinie.
L’interdiction de la création dynamique de tâches imposée par le profil Ravenscar est as-
surée par la description architecturale des entités actives de l’application (les composants
threads) et par notre processus de production automatique. Ainsi, grâce au modèle AADL,
nous pouvons déterminons le nombre exact de tâches à créer avant l’implantation du sys-
tème.
Nous souhaitons aussi vérifier un certain nombre de restrictions supplémentaires inhé-
rentes aux systèmes critiques. Ainsi, il s’agit de garantir :
1. La présence d’éléments d’interfaces non connectés, compromettant la validation du sys-
tème et conduisant à la génération de code inutile ;
2. L’utilisation des types de données de taille non bornée. Ceci permet l’évaluation de la
taille exacte de toutes les données et l’allocation statique de la mémoire requise.
3. L’utilisation d’une borne temporelle spécifiant le temps minimal entre deux déclenche-
ments d’activités des threads sporadiques.
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L’ensemble des restrictions que nous venons de présenter sont vérifiés sur la modélisation
AADL à différentes étapes de notre processus de développement. Nous notons que la même
approche a été adoptée par OCARINA mais concerne uniquement la partie architecturale de
l’application.
Dans les chapitres 7 et 8 nous présentons les différents patrons de modélisation pour
l’analyse et la génération de code mettant en œuvre les restrictions que nous avons définies.
Nous illustrons ces différents patrons par des exemples concrets de composants AADL.
4.5 Outillages AADL existants
Pour terminer notre introduction sur le langage AADL, nous nous intéressons et présen-
tons dans le chapitre 5 une rapide description des principaux outils de modélisation, d’analyse
et de génération basés sur le langage AADL. Nous devons noter que ces outils supportent no-
tamment zéro, une ou plusieurs annexes du langage AADL. Pour compléter le panorama des
outils existants, il est possible de consulter le site officiel AADL 2 et l’article suivant [Hugues,
2011].
4.6 Synthèse
Ce chapitre a proposé une introduction aux éléments du langage AADLv2 et aux éléments
de son annexe comportementale. Le langage AADL est le formalisme pivot que nous avons
retenu pour atteindre les différents objectifs de ces travaux de thèse. Notamment, nous savons
que celui-ci dispose des capacités pour la spécification, la configuration et le déploiement des
composants d’une application TR2E.
Son annexe comportementale nous permet d’affiner la spécification du comportement des
composants architecturaux notamment pour les composants threads et sous-programmes.
L’utilisation des constructions s’apparentant à un langage de programmation impératif nous
offre des perspectives pertinentes pour la réutilisation de ces descriptions dans un processus
de production automatique du code source des composants.
Nous avons décrit l’ensemble des éléments architecturaux et comportementaux spécifiés
par le standard du langage cœur dans sa version 2.0 [SAE Aerospace, 2009b] et de la draft
v2.12 de son annexe comportementale [SAE Aerospace, 2009a]. Durant notre travail de thèse,
cette dernière a poursuivi son évolution et nous sommes à l’origine de certaines améliorations
proposées par notre équipe de recherche. Ces contributions nous ont positionnés comme
contributeur pour l’annexe comportementale et nous nous sommes vus confier la tâche de
la rédaction des évolutions et des modifications de l’annexe comportementale [TELECOM
ParisTech, 2011].
Après avoir constaté le caractère généraliste du langage cœur et de son annexe, nous
avons défini un ensemble de restrictions architecturales, comportementales et non fonctio-
nelles pour garantir l’analysabilité statique des composants modélisés et faciliter l’implantation
des outils d’analyse et de génération.
Dans la suite de ce manuscrit, nous détaillons ce sous-ensemble d’éléments pour la dé-
finition d’un profil AADL autorisant l’élaboration de patrons de génération de code préservant
l’analyse. Ce profil servira de base pour le processus de raffinement, d’analyse et d’implanta-
tion automatisé que nous proposons et fait l’objet du chapitre suivant.
2. http://www.aadl.info
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5.1 Introduction
Dans le chapitre 3, nous avons exposé les motivations du raffinement incrémental d’un mo-
dèle architectural AADL initial (spécifié par l’utilisateur) pour l’obtention d’un modèle de code
complet et analysable. Ce modèle de code est une représentation des composants applicatifs
et intergiciels de l’application avec une sémantique proche de son implantation. Le proces-
sus de raffinement incrémental constitue le cœur de notre approche et est contruit sous la
forme d’une chaîne de transformations endogènes verticales assurant la réduction du niveau
d’abstraction de la description initiale (présenté chapitre 7).
Le modèle architectural et comportemental obtenu doit être utilisé comme point d’entrée
par nos différents outils et, dans le plus grand nombre de cas possibles, par les outils d’ana-
lyse existants de la communauté AADL. Il doit notamment permettre d’affiner les analyses de
faisabilité (ordonnancement, comportement, etc.) par la prise en compte des ressources inter-
gicielles. Enfin, ce modèle doit autoriser l’expression d’unmapping simple vers les contructions
classiques des langages de programmation impératifs (par exemple Ada ou C).
Notre étude préliminaire (chapitre 2) a révélé l’utilisation de représentation du système cri-
tique à des niveaux d’abstraction différents par les outils d’analyse et de génération. Se pose
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alors la question du niveau d’abstraction requis par notre modèle de code analysable. Selon
la définition 1.5 (chapitre 2), celui-ci dépend du niveau de détail exprimé pour la description
des composants. Un niveau d’abstraction trop bas facilite la génération de code à partir de la
description du composant, mais peut parasiter le modèle et complexifier les transformations
vers les formalismes utilisés par les outils d’analyse. Un niveau d’abstraction trop élevé ne per-
mettrait pas de décrire les composants intergiciels dépendants de la plate-forme d’exécution
et rendrait difficile une démarche automatique de production. Par conséquent, nous devons
déterminer un niveau d’abstraction intermédiaire qui limiterait les tranformations pour l’éla-
boration des modèles d’analyse et autoriserait l’expression des informations architecturales
et comportementales nécessaires pour décrire les composants applicatifs et intergiciels de
l’application.
Le langage AADL et son annexe comportementale (présenté chapitre 4) dispose de carac-
téristiques intéressantes pour la réalisation de cet objectif. L’étude des éléments architecturaux
du langage AADL (composant, port, propriétés...) impliqués dans les modèles d’analyse et uti-
lisés par les outils de génération de code détermine un sous-ensemble du langage AADL per-
tinent. L’intégration des descriptions comportementales à ce sous-ensemble précise le com-
portement des composants et contribue à réduire le niveau d’abstraction pour permettre la
modélisation des composants intergiciels. Ces éléments combinés aux restrictions que nous
avons définies à partir des recommandations du profil Ravenscar et pour la réalisation des
systèmes critiques (voir chapitre 4) constituent un profil de modélisation (AADL-HI Ravenscar)
définissant un niveau d’abstraction intermédiaire pour l’analyse et la génération. Nous élabo-
rons nos patrons de génération (achitecturaux et comportementaux) préservant l’analyse à
partir de ce profil.
Ce chapitre est organisé de la manière suivante. La section 5.2 (respectivement 5.3) syn-
thétise les différents composants AADL impliqués par les modèles d’analyse (resp. la généra-
tion). La section 5.4 présente les patrons de modélisation comportementale que nous avons
définis pour les composants AADL retenus pour notre approche. La section 5.5 synthétise nos
résultats pour la définition du profil AADL-HI Ravenscar.
5.2 Composants requis pour l’analyse
Rappel. La vérification d’un système vise à s’assurer que celui-ci est correctement construit
et sa validation vise à garantir le respect de ses spécifications. Validation et vérification s’ef-
fectuent au travers de différentes analyses reposant sur une abstraction structurée et com-
plète modélisant un aspect particulier du système. Ces aspects sont liés à la satisfaction de
contraintes relatives à la spécificité du système.
Le langage AADL permet d’exprimer des contraintes fonctionnelles et non fonctionnelles
sous une forme condensée et structurée au sein d’une représentation unique. Il sert de point
d’entrée pour procéder à l’analyse du système ou de langage pivot pour la production d’un
modèle d’analyse dans un formalisme tiers. Dans cette section, nous rappelons les différentes
contraintes inhérentes aux systèmes TR2E critiques. Puis, nous nous intéressons aux prin-
cipaux outils d’analyse basés sur AADL et plus particulièrement aux composants AADL et à
leurs attributs (propriétés...) qu’ils utilisent. Ces éléments nous permettent de déterminer la
granularité du composant AADL et le niveau d’abstraction requis pour différentes analyses.
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5.2.1 Contraintes spécifiques aux systèmes critiques
Afin de déterminer les composants AADL les plus pertinents requis par les outils d’analyse,
nous proposons une classification simple des contraintes fonctionnelles et non fonctionnelles
à satisfaire dans le contexte des systèmes TR2E critiques. Cette classification nous permet
de distinguer les caractéristiques des différentes suites d’outils supportant une modélisation
AADL. Ainsi, nous distinguons six familles de contraintes :
1. les contraintes sur la cohérence de la modélisation : conformité de la description archi-
tecturale, hiérarchie entre composants, sémantique des composants ;
2. les contraintes structurelles : informations de déploiement, préparation de l’application
en vue de la distribuer (critère distribué de l’application) ;
3. les contraintes sur la consommation des ressources matérielles et logicielles : utilisation
processeur, bande passante, empreinte mémoire (critère embarqué de l’application) ;
4. les contraintes temporelles : respect d’échéances temporelles, ordonnançabilité (critère
temps-réel de l’application) ;
5. les contraintes de criticité : intégrité des données, sûreté de fonctionnement, sécurité,
tolérances aux pannes, déterminisme ;
6. les contraintes comportementales : validation du comportement vis-à-vis des spécifica-
tions de l’utilisateur, équité, interblocage, vivacité, etc.
Dans la sous-section suivante, nous présentons les principaux outils d’analyse visant la vérifi-
cation d’une ou plusieurs de ces contraintes.
5.2.2 Vérification et validation de modèles AADL
Le tableau 5.1 synthétise les principaux outils et les familles de contraintes qu’ils vérifient.
Pour certaines plates-formes d’intégration (par exemple TASTE ou AADL INSPECTOR inté-
grant l’outil CHEDDAR), nous ne considérons que les fonctionnalités supplémentaires offertes
ou intégrées.
OSATE2 OCARINA CHEDDAR TASTE TINA AADL INSPECTOR
Cohérence x x x x
Structurelles x
Ressources x x x x
Temporelles x x x
Criticité x x
Comportement x x
TABLE 5.1 – Contraintes et outils d’analyses AADL
OSATE2
OSATE2 [SEI/CMU, 2011] est une plate-forme dédiée à l’analyse et à l’intégration d’outils
basés sur les modèles AADL. La partie frontale permet de vérifier la cohérence de la des-
cription (syntaxe et sémantique des composants). Un certain nombre de plugins d’analyse
assurent aussi la vérification de propriétés de sécurité et de sûreté, du flot d’exécution des
données, de l’allocation et de la consommation mémoire, de l’intégrité et de la cohérence des
données, de la consommation d’énergie et de la propagation d’erreurs.
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Tous les composants AADL sont supportés. Les analyses sont effectuées à partir d’un
modèle déclaratif AADL ou d’un modèle d’instance généré par OSATE2. Celui-ci décrit une
instance du système modélisé où les liens d’extension, de raffinement, de protypage et cer-
tains calculs sur les valeurs de propriétés sont résolus.
OCARINA
OCARINA [TELECOM ParisTech, 2012] propose une partie frontale assurant l’analyse de
la cohérence d’une description architecturale et des informations structurelles (déploiement,
répartition) pour la génération du système. Différentes analyses à travers l’implantation du
langage de contraintes REAL et l’exportation de modèles vers le formalisme des réseaux de
Petri ou vers l’outil CHEDDAR sont possibles :
– l’annexe AADL-REAL [Gilles, 2008] permet la vérification de contraintes et le calcul
d’expressions complexes sur les modèles architecturaux AADL. Elle supporte un sous-
ensemble de composants (matériels et logiciels) et leurs propriétés associées. Il permet
la vérifiation de la cohérence du dimensionnement d’une application (projet MOSIC),
des spécifications (respect des patrons de modélisation, respect des restrictions du profil
AADL/Ravenscar) et des exigences de sécurité et sûreté au sein de la plate-forme POK.
– OCARINA/RDP est une partie dorsale permettant la transformation des composants ar-
chitecturaux AADL vers les réseaux de Petri. Ainsi, nous pouvons vérifier le compor-
tement d’un système par l’analyse de contraintes telles l’absence d’interblocage, la fa-
mine, la vivacité ou l’équité dans une application répartie (multi-tâches) contenant des
ressources partagées. Le mapping des composants AADL vers les constructions des
réseaux de Petri est décrit dans [Renault, 2009] (chapitre 4, section 4.1.1) et nécessite
les composants suivants : sous-programmes, threads, processeurs, variable partagée,
port. Les propriétés AADL standards pour ces composants sont aussi requises. Enfin,
les composants systèmes et processus sont utilisés pour structurer la spécification et
apportent des informations hiérarchiques sous la forme d’espace de nommage permet-
tant la traçabilité des résultats de la vérification et la détection de composants fautifs.
CHEDDAR
CHEDDAR permet la vérification de performances et de l’ordonnançabilité d’un système
modélisé en AADL. Dans [Singhoff et al., 2005], les auteurs décrivent quels sont les éléments
du langage AADL pris en compte pour l’analyse d’ordonnancement, à savoir : les composants
de données (variable partagée), les accesseurs aux composants de données, les threads, les
processus, les processeurs et les composants systèmes. CHEDDAR utilise certaines proprié-
tés AADL standards mais aussi un ensemble de propriétés AADL (pour les composants de
données, threads, processeurs) spécifiques à l’analyse d’ordonnancement. Enfin, CHEDDAR
permet à l’aide de la spécification des ports de threads d’effectuer une analyse mémoire sur
la taille et la capacité des tampons pour les communications entre threads.
TASTE (MAST)
TASTE [Perrotin et al., 2011] est une plate-forme d’intégration assurant l’interopérabilité
entre différents outils pour le développement et l’analyse de systèmes TR2E. Ainsi, TASTE
intégre de nombreux outils tels OCARINA (pour la génération), CHEDDAR, MAST, MARZHIN
(pour l’analyse), etc. Nous nous intéressons, ici, uniquement à l’intégration de l’outil MAST
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pour l’analyse de l’ordonnancement du système. MAST nécessite une transformation des élé-
ments architecturaux du langage AADL vers les éléments du méta-modèle MAST. Lemapping
de AADL vers MAST est exprimé dans [Perrotin et al., 2011] (chapitre 16, section 5). Ainsi,
les composants processeur, thread, sous-programme, bus, périphérique et les composants
de données sont utilisés. Un sous-ensemble des propriétés standards AADL associées à ces
composants est requis.
AADL-FIACRE-TINA
L’outil TINA permet l’analyse comportementale de réseaux de Petri et de systèmes tem-
porisés. Dans [Berthomieu et al., 2010], les auteurs proposent une transformation de modèles
AADL vers FIACRE pour exprimer le comportement, les aspects temporels et la sémantique
d’exécution du système puis une transformation de modèles FIACRE vers le formalisme pris
en compte par TINA. Les auteurs décrivent les composants architecturaux et les éléments de
l’annexe comportementale AADL transformés. L’annexe comportementale utilisée ici est une
ancienne version de celle présentée chapitre 4, basée sur le langage AADL 1.0 et n’intégrant
pas de langage d’expression aussi détaillé que la nouvelle. Ainsi, les composants inclus sont
les composants threads, les ports de threads, les composants de données (variable partagée),
les accesseurs aux composants de données, les modes et les constructions de l’annexe com-
portementale relatives aux threads. Un sous-ensemble de propriétés AADL standards dédiées
à ces composants est aussi employé.
AADL INSPECTOR (MARZHIN)
AADL INSPECTOR [Ellidiss Technologies, 2012] est un outil d’analyse extensible basé sur
l’expression et la vérification de règles sur les modèles AADL. Nous nous intéressons ici à la si-
mulation du système avec MARZHIN. Pour ce faire, l’outil fournit une transformation de modèle
AADL vers le formalisme d’entrée de MARZHIN. Le sous-ensemble AADL supporté concerne
les composants processeur, thread, les ports d’événements, les données (variable partagée),
les accesseurs de données, les appels de sous-programmes et les constructions de l’annexe
comportementale pour les threads et les sous-programmes. Un sous-ensemble des propriétés
AADL standards spécifiques à ces composants est aussi utilisé pour la transformation.
5.2.3 Granularité des composants et niveau d’abstraction
Le tableau 5.2 synthétise l’ensemble des composants AADL et leur rôle au sein des outils
d’analyse que nous venons de présenter. Nous constatons que l’ensemble des composants
concrets (logiciels et matériels) sont utilisés. Un sous-ensemble d’attributs spécifiques est re-
tenu en fonction du type d’analyse effectué. Ainsi, ce sous-ensemble du langage AADL ob-
servé définit le niveau de détails requis pour la description des composants AADL pour l’ana-
lyse des systèmes du domaine TR2E. Ceci nous montre le pouvoir d’expression du langage.
Un niveau de détail similaire doit pouvoir être exprimé par le niveau d’abstraction intermédiaire
de notre modèle de code complet.
Rappel. Le périmètre d’étude (présenté en introduction de ce mémoire) que nous avons dé-
fini pour notre approche ne concerne pas les systèmes adaptatifs et/ou tolérants aux pannes.
Ainsi, pour la suite, nous ne tiendrons pas compte des constructions pour les modes et celles
de l’annexe de modélisation des erreurs.
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Composants AADL Rôle Utilité pour l’analyse
Système Hiérarchie Nommage - traçabilité
Processus Hiérarchie - stockage ressources Nommage - traçabilité
Thread Envoi/réception/traitement messages Ordonnancement - comportement
Sous-programme Unité de calcul
WCET - ordonnancement - com-
portement
Donnée Ressource Typages - mémoires - flots
Processeur Ressource d’exécution Ordonnancement - énergie
Mémoire Ressource Ordonnancement - Mémoire
Bus Canal de communication Bande passante
Ports Interconnexion de composants Mémoire - flots
Flots Flots d’exécution Flots
Modes Reconfiguration Tolérance aux pannes
Annexes Intégration langages externes Comportement - erreurs
Propriétés Attributs non fonctionnels tous types
TABLE 5.2 – Synthèse des composants AADL requis pour l’analyse
Dans la section suivante, nous nous intéressons à présent aux éléments du langage AADL
utilisés pour la production du code source des composants applicatifs du système.
5.3 Composants requis pour la génération de code
Les travaux de [Zalila, 2008] et l’annexe de génération de code AADL [SAE Aerospace,
2009c] ont montré les avantages (simplicité vis-à-vis des autres formalismes de description
plus généralistes) de la production automatique de code source d’un système critique à par-
tir de sa description architecturale AADL. Pour permettre la transformation des composants
logiciels vers les artefacts d’un langage de programmation, la description du système doit
exprimer des informations détaillées sur la structure externe et interne (interface, interaction
inter-composants, séquence d’appels de sous-programmes, variables, initialisation des don-
nées, etc.), sur la configuration et le déploiement du composant.
L’annexe de génération de code AADL propose des patrons de génération pour les com-
posants architecturaux vers les langages de programmation Ada et C. Aucune directive n’est
cependant exprimée concernant les constructions de l’annexe comportementale dont nous
présentons les bénéfices dans la section 5.4 de ce chapitre. Dans le contexte de nos travaux,
nous nous intéressons, dans un premier temps, à la génération de code source vers le langage
Ada respectant le profil Ravenscar de façon à pouvoir garantir la production d’un code ana-
lysable et correct-par-construction. La généralisation de notre approche pour les langages de
programmation impératifs (par exemple, le langage C/POSIX) est discutée comme perspective
future dans la conclusion de ce manuscrit (chapitre 11).
Pour réduire la distance sémantique entre modèles d’analyse et l’implantation produite, il
est nécessaire de pouvoir exprimer explicitement les liens entre les composants de modélisa-
tion et les contructions relatives à leur implantation. Dans notre approche, nous visons la défi-
nition d’un modèle intermédiaire, appelé modèle de code avec un niveau d’abstraction proche
de celui d’un langage de programmation - i.e avec des composants dont la sémantique et le
comportement sont équivalents voir très proches des constructions du langage de program-
mation. Pour ce faire, nous devons déterminer le sous-ensemble des composants logiciels pré-
sentant cette dernière caractéristique, puis nous intéresser aux composants essentiels pour
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la génération, ayant une forte sémantique et nécessitant une transformation. Nous nous ap-
puierons aussi sur les constructions offertes par l’annexe comportementale pour préciser le
comportement des composants de ce sous-ensemble. Ces éléments permettront d’exprimer
la granularité de la description des composants de notre modèle de code qui permettent une
démarche de production automatisée.
5.3.1 Composants concrets pour la génération
Historiquement, le langage AADL est basé sur le langage de description d’architecture
METAH et a été enrichi afin de faciliter la modélisation et l’analyse des systèmes TR2E. Dif-
férentes contributions sont notamment issues des retours d’expérience et d’utilisation des ac-
teurs de la communauté AADL sur les langages de description d’architectures (FRACTAL ou
ACME), la modélisation UML et les langages de programmation pour système embarqué tel
Ada, particulièrement connu pour son emploi dans l’implantation de systèmes critiques. Ainsi,
de nombreux éléments du langage AADL ont pour origine certains mécanismes ou artefacts
du langage Ada (par exemple, paquetage et visibilité de composants, tâches, génériques, etc).
Le tableau 5.3 présente les composants AADL ayant une équivalence sémantique (voir aussi
structurelle) directe avec ceux du langage Ada.
Composants AADL Eléments du langage Ada Fonction
Paquetage Paquetage Nommage - encapsulation - visibilité
Thread Tâche Fil d’exécution
Sous-programme Sous-programme Unité de calcul - comportement





Typages - stockage de données - concur-
rences




tations (ex : SPARK)
Configuration - traçabilité - vérification
formelle
TABLE 5.3 – Equivalences entre composants AADL et éléments du langage Ada
Des travaux menés par notre équipe ont montré que ce sous-ensemble était sastisfaisant
pour la génération de systèmes critiques dans les langages Ada/Ravenscar et C/POSIX [Zalila
et al., 2008; Lasnier et al., 2009]. Notamment, nous appliquons les restrictions architecturales
et comportementales (définies chapitre 3, section 4.4.2) sur nos patrons de génération pour
garantir à la génération la conformité du code Ada produit vers le profil Ravenscar.
Rappel. Le profil Ravenscar limite l’usage du langage Ada aux seules constructions qui ga-
rantissent l’analyse statique d’ordonnancement, l’absence d’interblocage et une borne tempo-
relle d’inversion de priorités entre les tâches.
Cas particulier des ports AADL pour la communication inter-thread
Les ports et les connexions du langage AADL expriment les liens de communication et
les données échangées entre les composants. Ils facilitent la compréhension, l’analyse et
l’implantation d’outils d’analyse (par exemple, analyse de flots d’exécution, des canaux de
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communication inter-processus, etc). L’inconvénient est qu’un tel composant n’a pas d’équi-
valent sémantique explicite et/ou unique dans un langage de programmation. En fonction de
la sémantique, des propriétés et des politiques de gestion des files d’attente des ports spé-
cifiés, ce dernier peut se traduire par une interruption, un signal, un message, un tampon
de communication ou une structure de données plus complexe nécessitant une ou plusieurs
transformations par le compilateur pour son implantation.
Dans notre contexte, l’emploi du profil Ravenscar limite fortement les communications
entre les tâches Ada. En effet, seuls les objets protégés à une seule entrée sont autorisés
et l’attente de plusieurs sources d’événements simultanément pour une tâche est interdite.
Ainsi, transformer les ports et les connexions AADL pour implanter la communication des
tâches en Ada/Ravenscar consiste à élaborer un mécanisme de communication qui permet à
la fois d’effectuer une seule attente mais aussi de recevoir plusieurs événements à partir d’une
spécification autorisant plusieurs événements sources (les ports de l’interface du thread) et
plusieurs files d’attente (chaque port AADL dispose de sa propre file d’attente).
Pour ce faire, [Zalila et al., 2008][chapitre 6, section 6.4.2] propose une implantation des
ports en Ada (intégrée à l’intergiciel POLYORB-HI), appelée Global Queue (file d’attente glo-
bale de messages) dont l’architecture est basée sur une table constituée d’une concaténation
de tableaux circulaires. Chacun de ces tableaux circulaires représente une file d’attente d’un
port pour une tâche donnée. Cette architecture a été implantée sous la forme d’un objet pro-
tégé manipulé à l’aide de procédures et de fonctions dont l’exécution est déterministe (constant
ou en O(N) où N est la taille de la donnée spécifiée par le port). Des structures de données
supplémentaires complètent l’architecture de la file globale et implante les différents compor-
tements des ports d’un thread (politique de gestion des files, priorité de livraison...) spécifiés à
l’aide des propriétés du standard AADL.
Composants pour la modélisation de la Global Queue
Pour renforcer la cohérence entre modèle d’analyse et code généré, nous avons choisi de
modéliser l’implantation de la Global Queue décrite ci-dessus. Notre processus de raffinement
sera chargé de transformer les ports et les connexions vers un assemblage de composants ar-
chitecturaux et comportementaux modélisant la structure et le comportement de la file globale.
Les éléments produits seront intégrés de manière automatique aux interfaces des threads de
la description initiale.
Les équivalences entre les composants de données partagées AADL et les objets pro-
tégés Ada (voir tableau 5.3 précédent) nous permettent de modéliser l’architecture de la file
globale. Nous utilisons les constructions des langages d’action et d’expression de l’annexe
comportementale pour modéliser le comportement des procédures et des fonctions pour la
manipulation de la file. Les composants architecturaux et comportementaux utilisés sont dé-
taillés dans le tableau 5.4. Nous précisons aussi le rôle de chaque élément. Enfin, les règles
de transformation pour la production d’une file d’attente globale de messages sont présentées
dans le chapitre 7.
Ainsi, la transformation des ports d’un composant vers une Global Queue préserve le
comportement spécifié par l’utilisateur, autorise l’analyse (par construction respectant le profil
Ravenscar) et réduit la sémantique entre le modèle du système et son implantation.
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Composants AADL Rôle Constructions Ada
Donnée partagée Structure globale Objet protégé
Accès aux composants de
données
Exclusion mutuelle sur l’accès
à l’objet





Protocole seuil plafond et prio-
rité (garantie l’inversion de
priorité)
Pragma Ravenscar et pragma








Exclusion mutuelle sur l’objet Sémantique de l’objet protégé
Annexe de modélisation des
données
Structures de données




Comportement des routines Implantation des procédures
TABLE 5.4 – Composants AADL pour la modélisation de la Global Queue
5.3.2 Granularité des composants architecturaux pour la génération
Le tableau 5.5 regroupe les observations effectuées dans les sous-sections précédentes
et présentées dans les tableaux 5.4 et 5.3. Il présente l’ensemble des composants architec-
turaux AADL logiciels impliqués pour la génération de code vers les contructions du langage
Ada/Ravenscar.
Composants AADL Eléments du langage Ada Fonction
Paquetage Paquetage Nommage - encapsulation - visibilité
Système - Nommage - hiérarchie
Processus - Nommage
Thread Tâche Fil d’exécution
Sous-programme Sous-programme Unité de calcul - comportement





Typages - stockage de données - concur-
rences




tations (ex : SPARK)





Types de données et valeurs
initiales
Typages et initialisation de données
TABLE 5.5 – Composants AADL architecturaux pour la génération de code vers le langage Ada
Nous y ajoutons arbitrairement les composants systèmes et processus. Ces éléments
n’ont pas d’équivalent concret vers une construction du langage Ada. Cependant, le com-
posant processus ajoute des informations de nommage qui nous permettent d’identifier les
composants applicatifs et intergiciels produits. Le composant système permet de hiérarchiser
la description architecturale et de déterminer uniquement les instances de composants qui
constituent l’application finale. Il sert par conséquent à piloter le processus de génération de
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code et nous assure de ne pas générer des composants applicatifs et intergiciels ne faisant
pas partie de l’application finale et pouvant être source d’erreurs lors de son déploiement.
Ce sous-ensemble du langage AADL définit le niveau de détail que doit exprimer la descrip-
tion architecturale du système pour permettre la production automatique de l’application. Les
constructions de l’annexe comportementale, que nous présentons dans la section suivante,
permettent de compléter ce sous-ensemble pour préciser le comportement des composants
à travers la spécification d’action et d’expression proche des constructions des langages de
programmation impératifs.
5.4 Niveau de raffinement et spécifications comportementales
Rappel. L’annexe comportementale (présentée chapitre 4) permet, à travers la définition
d’automates à états/transitions et l’utilisation de langages d’interaction, d’action et d’expres-
sion, de spécifier le comportement de tout type de composant AADL. Ce formalisme est ainsi
utilisé comme langage pivot pour traduire le comportement des composants vers des forma-
lismes tiers usités par les outils de model checking ou de simulation. Les langages d’action et
d’expression proposent des éléments de langage (boucles, affectations de valeur, appels de
sous-programmes, etc.) ayant la même sémantique que ceux issus d’un langage de program-
mation impératif classique.
Dans cette section, nous présentons nos patrons de modélisation comportementale défi-
nis pour l’analyse et la génération de code. Nous nous intéressons uniquement aux compo-
sants logiciels qui traduisent le comportement de l’application modélisée à savoir les sous-
programmes et les threads. L’utilisation de spécifications comportementales au sein de notre
approche permet de raffiner certains composants de la description architecturale initiale, de
modéliser et d’intégrer les ressources intergicielles - i.e. l’exécutif AADL. Dans les sous-
sections suivantes, nous présentons la structure et les éléments de langage de l’annexe
sélectionnés. Puis, nous discutons des restrictions définies sur ces automates pour garantir
l’analyse statique du système modélisé et des bénéfices des langages de l’annexe pour la
génération de code.
5.4.1 Description comportementale des composants threads
Analyse du cycle de vie du thread
Le thread est un composant majeur d’une description architecturale car il est le seul à
traduire implicitement les fontionnalités de l’application (implicite au sens où il spécifie une sé-
quence d’appels de composants sous-programmes). Une section entière du standard AADL [SAE
Aerospace, 2009b][section 5.4] est consacrée à la description du cycle de vie du composant
thread et précise sa sémantique. La figure 5.1 présente l’automate du cycle de vie spécifié par
le standard [SAE Aerospace, 2009b][section 5.4.1] :
1. L’état de départ d’un thread est “arrêté” (halted).
2. Lorsque celui-ci est chargé, il effectue une unique fois une phase d’initialisation.
3. Le thread est associé à un mode du système. S’il n’appartient pas à la configuration
initiale du système (initial mode), il attend l’activation de son mode.
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FIGURE 5.1 – Automate du cycle de vie du composant thread (fil d’exécution)
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4. Il passe dans un état suspension (awaiting dispatch) en attente du déclenchement de
son exécution.
5. Si les conditions spécifiées par la fonction Enabled sont validées, le thread est déclen-
ché (dispatch), passe dans un état où il effectue son exécution et réalise toutes les
actions qui y sont associées.
6. Une fois son exécution terminée, il retourne dans l’état de suspension en attente du
prochain déclenchement de son exécution.
Dans le cas d’une erreur (faute du composant, échéance manquée) ou sur la réception
d’une commande d’arrêt (stop, abort, exit), le thread retourne dans l’état “arrêté”.
Patron de modélisation comportementale du thread
L’exemple de code AADL 5.1 présente la description architecturale du thread External_-
Event_Source de l’utilisateur et l’automate comportemental généré conformément à notre
patron. Sur l’exemple (partie haute), nous pouvons observer la spécification des propriétés
temporelles (non fonctionnelles) du thread (période de 5000 millisecondes, échéance de 100
millisecondes...).
Exemple 5.1 – Description architecturale et comportementale d’un thread périodique
1 −− user dec l a r a t i v e pa r t
3 thread External_Event_Source
propert ies
Act iva te_Entrypo in t_Source_Text => " Event_Source . I n i t " ;
Compute_Entrypoint_Source_Text => " Event_Source . New_External_Event " ;
Recover_Entrypoint_Source_Text => " Event_Source . Recover " ;
8 Dispatch_Pro toco l => Per iod ic ;
Per iod => 5000 ms;
Deadl ine => 100 ms;
Compute_Execution_Time => 0 ms . . 10 ms;
end External_Event_Source ;
13
−− generated pa r t
thread implementation External_Event_Source . imp l
subcomponents
18 Er ro r : data PolyORB_HI_Errors : : Er ro r_Kind ;
annex behav i o r _ spec i f i c a t i on {∗∗
states
s t I n i t : i n i t i a l s tate ;
23 stDispatch : i n i t i a l complete state ;
t rans i t ions
t I n i t : s t I n i t −[]−> stDispatch { External_Event_Source_Entrypoint ! } ;
−− c a l l a c t i v a t e en t r ypo i n t
28
tD ispa tch : s tDispacth −[on dispatch sysDispatch]−> stDispatch {
Event_Source : : New_External_Event ! ;
−− c a l l compute en t r ypo i n t
33 PolyORB_HI_Generated_InS_AADL_Runtime : : Send_Output ! ( Er ro r ) ;
i f ( E r ro r /= PolyORB_HI_Errors : : Er ro r_Kind . Error_None )
Event_Source : : Recover_Entrypoint !
−− c a l l recover en t r ypo i n t
38 end i f
} ;
∗∗};
end External_Event_Source . imp l ;
L’automate généré (partie basse de l’exemple) contient deux états : stInit définit l’état
initial du processus avant la phase d’initialisation et stDispatch représente son état de
suspension (complete). La transition de l’état initial à l’état de suspension correspond à la
phase d’initialisation du composant. Lors de celle-ci, le sous-programme External_Event_-
Source_Activate_Entrypoint spécifié par l’utilisateur est exécuté une seule fois. Ensuite,
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l’automate passe dans une boucle infinie (rebouclement sur l’état stDispatch) et effectue
l’exécution du sous-programme External_Event_Source_Compute_Entrypoint à chaque
déclenchement périodique du composant. Ce sous-programme, spécifié par l’utilisateur, en-
capsule l’implantation du comportement applicatif du thread - i.e sa fonction de travail.
Discussion à propos de l’automate réduit
L’automate que nous proposons est volontairement réduit pour respecter les restrictions
que nous avons définies (chapitre 3, section 4.4.2). Analysons sa structure :
– Etats : l’automate n’est composé que de deux états : l’état initial stInit et l’état de
suspension stDispatch.
– Transitions : les transitions tInit et tDispatch expriment les changements d’état du
thread. La première correspond à la phase d’initialisation du thread et déclenche l’exé-
cution du sous-programme spécifié par la propriété Activate_Entrypoint. A l’aide de
la spécification comportementale, nous rendons l’appel de ce sous-programme explicite.
– Déclenchement : Le déclenchement du thread est modélisé par la clause on dispatch
sysDispatch conforme au standard. Le port spécifique sysDipatch 3 est ajouté à l’inter-
face du composant et modélise l’événement déclencheur de l’exécution du composant.
– Fonction : L’exécution de la fonction de travail du thread, partie applicative spécifiée par
l’utilisateur à l’aide de la propriété Compute_Entrypoint, est modélisée explicitement
par un appel de sous-programme à chaque exécution du thread.
La même structure pour l’automate du thread sporadique a été définie. Seule change la sé-
mantique du déclenchement de son exécution. Les automates réduits que nous proposons
pour modéliser le comportement des composants threads restent conformes au cycle de vie
décrit par le standard AADL (voir figure 5.4.1).
Remarques. Les états d’exécution définis par l’annexe comportementale (chapitre 4) n’in-
terviennent pas dans l’automate du thread (l.21-23, exemple 5.1). L’expression des actions
attachées à la transition de l’état stDispatch (l.30-38) suffit à décrire l’exécution du thread
lors de son déclenchement.
Eléments d’analyse pour la vérification
La description architecturale initiale du composant thread présentée dans l’exemple 5.1
(partie haute) spécifie les propriétés non fonctionnelles du thread (par exemple, les propriétés
temporelles priorité, échéance, WCET, etc.) utilisées par les outils d’analyses (analyse d’or-
donnancement...). Nous avons contraint la structure de notre automate pour qu’ils respectent
les restrictions définies pour la réalisation des systèmes critiques et les recommandations du
profil Ravenscar (section 4.4.2). Ainsi, par construction, notre automate garantit l’analysabilité
statique de l’application. Pour nous assurer de cette propriété, nous pouvons à présent vé-
rifier les restrictions comportementales portant sur l’unique point de suspension d’une tâche
(restriction RC1, issue du profil Ravenscar) modélisée par l’absence d’état final dans l’auto-
mate, et l’exécution infinie d’une tâche (restriction RC2, issue du profil Ravenscar) modélisée
par la transition tDispatch ayant pour source et destination l’état de suspension stDispatch
(boucle).
3. Le port sysDispatch est l’unique port intervenant dans notre modélisation, il modélise l’événement du
système pour le réveil d’une tâche.
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La restriction RC2 pouvait auparavant être vérifiée sur la description architecturale (res-
triction RA2 que nous avions définie) par l’interprétation de la propriété Dispatch_Protocol
renseignant si le thread était de type sporadique ou périodique. Cependant, la spécification du
comportement du thread à l’aide d’une simple propriété (Compute_Entrypoint) ne permet-
tait pas de vérifier l’adéquation des éléments spécifiés par ces propriétés. Par conséquent,
l’automate que nous proposons permet d’affiner l’analyse.
Le chapitre 9 présente comment nous exprimons ces restrictions architecturales et com-
portementales à l’aide d’un langage d’expression de contraintes pour la vérification de notre
modèle de code complet.
Eléments pour la génération de code
Exemple 5.2 – Thread périodique généré dans le langage Ada
1 −− ( s p e c i f i c a t i o n )
package External_Event_Source_Task is
Dispatch_Of fse t : constant Ada . Real_Time . Time_Span := Ada . Real_Time . To_Time_Span ( 0 . 0 ) ;
4 Task_Period : constant Ada . Real_Time . Time_Span := Ada . Real_Time . M i l l i seconds ( 700 .0 ) ;
Task_Deadline : constant Ada . Real_Time . Time_Span := Ada . Real_Time . M i l l i seconds ( 300 .0 ) ;
Task_Pr i o r i t y : constant System . Any_Pr i o r i t y := 2 ;
Task_Stack_Size : constant Natu ra l := 100000;
9 task type External_Event_Source_Impl is
pragma P r i o r i t y ( Task_Pr i o r i t y ) ;




−− ( body )
package body External_Event_Source_Task is
Next_Deadl ine_Val : Time ;
19
task body External_Event_Source_Impl is
Next_Star t : Ada . Real_Time . Time ;
Er ro r : PolyORB_HI_Errors ;
begin
24
External_Event_Source_Entrypoint ; −− c a l l the i n i t i a l i z e en t r ypo i n t
Suspend_Unti l_True ( Task_Suspension_Objects ( En t i t y ) ) ; −− wa i t f o r the system i n i t i a l i z a t i o n
29 delay un t i l ( System_Startup_Time + Dispatch_Of fse t ) ; −− wa i t s t a r t u p t ime
Next_Star t := System_Startup_Time + Dispatch_Of fse t + Task_Period ; −− compute next per iod
Next_Deadl ine_Val := System_Startup_Time + Dispatch_Of fse t + Task_Deadline ; −− compute next dead l ine
loop −− main loop
34 Event_Source . New_External_Event ; −− c a l l the compute en t r ypo i n t
Er ro r := PolyORB_HI_Generated_InS_AADL_Runtime . Send_Output ; −− c a l l the AADL runt ime serv i ce
i f Er ro r /= PolyORB_HI_Errors . Error_None then
39 Event_Source . Recover ;
end i f ;
delay un t i l Next_Star t ; −− wa i t next s t a r t
Next_Star t := Next_Star t + Task_Period ; −− compute next s t a r t t ime




L’exemple de code 5.2 montre le code Ada généré à partir de la spécification architecturale
et comportementale du thread périodique de l’exemple AADL 5.1. La spécification architectu-
rale du composant permet de générer la structure complète d’une tâche Ada périodique. Les
propriétés Period, Deadline et Priority du modèle AADL (l.9-11, exemple 5.1) permettent
la génération des constantes pour la configuration de la tâche (l.4-7, exemple 5.2). La structure
de l’automate réduit (états, transitions, conditions de déclenchement) nous permet de géné-
rer le comportement de la tâche (initialisation, calcul de la prochaine période, etc.). Enfin, la
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partie fonctionnelle (applicative) de la tâche (l.34-40, exemple 5.2) est assurée par l’appel aux
sous-programmes spécifiés par l’utilisateur à l’aide de propriétés AADL (l.5-7, exemple 5.1) et
explicités dans l’automate généré (l.25 et 26-38, exemple 5.1). Ces observations montrent la
mise en relation simple des éléments de notre automate avec les constructions du langage
Ada.
Les règles de transformation d’un composant thread vers une tâche Ada sont présentées
dans le chapitre 8. La sous-section présente la description comportementale des composants
sous-programmes AADL et leur apport pour l’analyse et la génération de code.
5.4.2 Description comportementale des composants sous-programmes
Modélisation de l’automate d’un sous-programme
L’exemple de code AADL 5.3 montre la description architecturale et comportementale du
sous-programme New_External_Event. Sa fonction consiste à déterminer et à envoyer une
valeur d’interruption (un entier) selon une condition arbitraire.
La description architecturale du composant spécifie les paramètres d’entrée et de sortie,
leur type et leur direction (l.6-9). Aucun sous-composant de donnée (modélisant par exemple
une variable locale) n’est déclaré dans l’implantation du sous programme. La fonction de calcul
modélisant le comportement du sous-programme est quant à elle décrite uniquement à l’aide
de l’automate comportemental (l.22-28).
La structure d’automate que nous proposons est réduite et ne contient qu’un état (stExec
l.17) et qu’une transition (tExec l.20) modélisant l’exécution du sous-programme. Ainsi, à
chaque exécution du sous-programme, les actions (l.22-28) attachées à la transition sont réa-
lisées.
Exemple 5.3 – Description architecturale et comportementale d’un sous-programme
1 −− Ca lcu la te an ab i t r a r y c r i t e r i o n f o r the sending
2 −− cond i t i on o f ex te rna l i n t e r r u p t s .
subprogram New_External_Event
features
In te r rup t_Coun t : in out parameter In te r rup t_Coun te r ;
7 C r i t e r i o n : in out parameter Base_Types : : Na tu ra l ;
D i v i so r s : in parameter Div iso rs_Ar ray ;
D i v i so r : in out parameter Divisor_Type ;
propert ies
Compute_Execution_Time => 0 ms . . 5 ms;
12 end New_External_Event ;
subprogram implementation New_External_Event . imp l
annex behav i o r _ spec i f i c a t i o n {∗∗
states
17 stExec : i n i t i a l f i n a l state ;
t rans i t ions
tExec : stExec −[ ]−> stExec
{
22 i f ( C r i t e r i o n mod Div i so r s [ D i v i so r ] = 0)
D i v i so r := D i v i so r + 1 ;
In te r rup t_Coun t := In te r rup t_Coun t + 1 ;
end i f ;
27 −− Evaluate the sending cond i t i on
Cr i t e r i o n := C r i t e r i o n + 1 ;
}
∗∗};
end New_External_Event . imp l ;
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Discussion autour de l’automate
L’automate comportemental décrit dans l’exemple 5.3 est conforme à la syntaxe et à la
sémantique définies par l’annexe AADL. La fonction calculatoire pour déterminer si la valeur
d’interruption doit être incrémentée est spécifiée à l’aide des langages d’interaction (accès
aux paramètres d’entrée/sortie), d’action (structure conditionnelle) et d’expression (expres-
sions arithmétiques et logiques) définis par l’annexe comportementale.
Eléments d’analyse pour la vérification
L’objectif initial de l’annexe comportementale est de fournir un prototype réaliste du com-
portement du sous-programme pour les outils d’analyse. La description architecturale permet
l’étude de la structure interne du sous-programme - i.e. des sous-composants modélisant les
variables d’instances de données utilisées par le sous-programme. Cette étude permet notam-
ment d’analyser l’espace mémoire requis par celui-ci. La propriété Compute_Execution_Time
spécifie le WCET du sous-programme, information utilisée pour les analyses temporelles.
Ainsi, il est possible d’estimer (de manière pessimiste) le pire temps d’exécution d’une tâche
en sommant les WCET des sous-programmes spécifiés dans sa séquence d’appels.
La description comportementale permet d’affiner ces analyses en explicitant les interac-
tions, les opérations d’affectation, les tests conditionnels et les instructions de boucle lors de
l’exécution du programme. Ainsi, il est possible d’exprimer de manière moins pessimiste le
calcul du pire temps d’exécution.
De plus, nous présentons dans [Lasnier et al., 2010] le raffinement du niveau d’abstrac-
tion d’une description architecturale à l’aide de l’annexe comportementale. Notamment, nous
détaillons la modélisation d’une section critique par l’utilisation des primitives de prise/relâ-
chement de verrous au sein d’un sous-programme. Ainsi, le niveau d’abstraction initial induit
de la description architecturale (appels de sous-programme au sein d’un thread) se retrouve
réduit par l’utilisation de primitives spécifiques au sein de l’automate comportemental du sous-
programme, affinant la spécification d’une section critique et l’estimation plus précise du temps
passé dans celle-ci. Ce raffinement rend moins pessimiste l’estimation du pire temps d’exécu-
tion du sous-programme et, par conséquent, celui de la tâche qui l’exécute.
Eléments pour la génération de code
L’annexe comportementale AADL n’est pas vouée à se substituer à un langage de pro-
grammation, mais l’étude des éléments de langage qu’elle propose (voir chapitre 4) révèle
que certains éléments (constructions) ont une sémantique, voire une syntaxe, équivalente à
certaines constructions d’un langage de programmation impératif comme C ou Ada. Dans le
tableau 5.6, nous présentons les équivalences entre les éléments de langage de l’annexe
comportementale et ceux du langage Ada.
Le langage d’interaction permet précisément de modéliser les appels de sous-programmes
avec leurs paramètres respectifs. Le langage d’action définit quant à lui les structures condi-
tionnelles (if ... elsif ... else) et les boucles de contrôle (for, forall, while, do ... until)
classiques. Enfin, le langage d’expression est directement basé sur celui du langage Ada et
permet de spécifier des expressions logiques, relationnelles et arithmétiques.
Enfin, l’intégration de l’annexe au sein de la description architecturale du composant per-
met la manipulation explicite des composants sous-programmes, des paramètres d’interface
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Action d’assignement := Affectation de valeurs
Affectation d’une valeur à une va-
riable
if ( ... ) ... elsif (
... ) ... else ... end
if
if ... then ... elsif
... then ... else ...
end if
Structures conditionnnelles
for ( ... in ... ) { ...
}
for ... in ... range ...
loop ... end loop
Compteurs de boucles
forall ( ... in ... ) {
... }
for ... in ...’Range
loop ... end loop
Compteurs de boucles
while ( ... ) { ... }
while ... loop ... end
loop
Boucle avec condition d’arrêt “au
début”
do ... until ( ... )
loop ... exit ... when
... end loop
Boucle avec condition d’arrêt “à la
fin”





Manipulation de variables ou d’ob-
jet protégé
Langage d’expression Langage d’expression Expression calculatoire
TABLE 5.6 – Equivalences entre annexe comportementale et langage Ada
et des composants de données au sein même de l’automate comportemental. Cela renforce
la cohérence entre spécifications architecturale et comportementale.
Contributions. Lors de l’étude des premières versions de l’annexe et de son implantation,
nous avons relevé des manques et des incohérences concernant le support de certains élé-
ments architecturaux (tableaux, types de données, sous-programmes pour la manipulation des
objets protégés...) et de certains mécanismes pour l’utilisation de composants génériques pa-
ramétrables (présentés chapitre 4). Nous avons proposé des corrections et des modifications
pour améliorer le support de ces éléments, leur sémantique et certaines règles de l’annexe (lé-
gale, consistance, nommage, etc.) lors de nos interventions dans le processus de rédaction et
de validation de l’annexe ou lors des comités AADL. Certaines de ces contributions ont aussi
été présentées à la communauté scientifique lors de conférences internationales [Lasnier et
al., 2010; Lasnier et al., 2011a].
La structure des automates que nous avons définie pour les composants thread et sous-
programme et les éléments de langage présentés dans le tableau 5.6 constituent le sous-
ensemble des éléments de l’annexe comportementale que nous utilisons pour la définition
de nos patrons de modélisation pour l’analyse et la génération de code. Ces éléments ont
été sélectionnés pour leurs sémantiques équivalentes à des constructions du langage Ada ou
parce qu’ils autorisent des transformations simples vers une ou un ensemble de contructions
du langage Ada. Ce sous-ensemble d’éléments de l’annexe comportementale nous permet de
compléter les descriptions architecturales des composants thread et sous-programme tradui-
sant le comportement de l’application TR2E.
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5.5 Synthèse : le profil AADL-HI Ravenscar
Dans ce chapitre, nous avons présenté les éléments architecturaux du langage AADL
(composants, propriétés...) exploités par les outils d’analyse (voir tableau 5.2) et ceux impli-
qués pour la production automatisée du code source de l’application (voir tableau 5.5). Nous
avons notamment expliqué comment remplacer les ports AADL et les connexions modélisant
la communication entre les composants threads par un assemblage de composants architec-
turaux et comportementaux exprimant les mêmes propriétés, le même comportement et res-
pectant les différentes restrictions que nous avons définies pour la réalisation des systèmes
critiques et le respect du profil Ravenscar (garantissant l’analysabilité statique de l’application).
Ainsi, l’abstraction particulière des ports AADL est raffinée (par une transformation ver-
ticale avec préservation des propriétés) en un composant de donnée partagée et des com-
posants sous-programmes modélisant une file d’attente globale de message et les routines
pour sa manipulation. La modélisation du comportement de cette file et de ses routines est
basée sur une implantation dans le langage Ada (respectant le profil Ravenscar) intégrée à
l’intergiciel POLYORB-HI-Ada (un exécutif AADL) supportant les différentes configurations et
propriétés des ports AADL. Dans le chapitre 7, nous détaillons comment est réalisée cette
transformation par notre processus de raffinement.
Dans la dernière partie de ce chapitre (section 5.4), nous avons détaillé les éléments d’an-
nexe comportementale qui nous ont permis de définir des patrons de modélisation compor-
tementale (des automates) pour les composants thread et sous-programmes. Nous avons
montré comment ces patrons préservent ou affinent l’analyse du système et autorisent une
démarche de génération de code simple.
La combinaison des éléments architecturaux AADL, des éléments de langage de l’an-
nexe comportementale et des restrictions que nous avons définies pour garantir l’analysabilité
et une implantation du système correcte-par-construction (restrictions Ravenscar, restrictions
pour la réalisation des systèmes...) définissent un profil de modélisation qui fixe le niveau
d’abstraction de notre modèle de code complet analysable, que nous appelons dans la suite
de ce manuscrit : le profil AADL-HI Ravenscar. Dans le chapitre 7, nous détaillons comment
raffiner les composants architecturaux de la description initiale vers les composants supportés
par notre profil.
Dans le chapitre suivant, nous présentons l’utilisation de ce profil pour la définition d’une
bibliothèque de composants (architecturaux et comportementaux) modélisant les ressources
intergicielles requises par un système TR2E critique.
98 c© 2012 Gilles LASNIER
Chapitre 6
Bibliothèque de Composants
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6.1 Introduction
Dans notre état de l’art et dans le chapitre 3, nous avons présenté les motivations de l’inté-
gration des ressources intergicielles dès l’étape de modélisation afin d’autoriser la vérification
et la validation du système critique complet (applicatif et exécutif) et de réduire la distance
sémantique entre le modèle analysé et l’implantation finale. Lors de notre étude sur les dif-
férents intergiciels pour les systèmes TR2E, nous avons retenu l’architecture en services de
l’intergiciel POLYORB-HI [Zalila et al., 2008] dédié aux systèmes critiques. Celui-ci dispose
des caractéristiques suivantes :
1. C’est un exécutif supportant les composants logiciels AADL, il fournit et assure les mé-
canismes pour la communication locale et distante des tâches applicatives (composant
thread).
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2. Il optimise l’utilisation des ressources intergicielles à partir de l’analyse de la description
architecturale AADL du système, seuls les services requis par l’application sont ainsi
sélectionnés, configurés et déployés (faible empreinte mémoire).
3. Son implantation en Ada est contrainte selon les recommandations du profil architectural
Ravenscar (analyse statique du système).
4. Il s’intégre dans un processus de production automatisée du code source de l’application
et s’interface avec les composants logiciels fournis par l’utilisateur.
Ce chapitre présente notre contribution sur la définition d’une bibliothèque de composants
AADL architecturaux et comportementaux modélisant les ressources intergicielles requises
(et leur utilisation) par un système critique. Ces composants sont modélisé à l’aide de notre
profil AADL-HI Ravenscar présenté dans le chapitre précédent. Dans la section 6.2, nous rap-
pelons brièvement le découpage en services de l’architecture de POLYORB-HI. La section 6.3
présente notre étude sur l’identification et l’intégration des services intergiciels au sein d’une
description architecturale AADL et les choix de modélisation arbitraires se référant au sup-
port des composants logiciels AADL. Enfin, la section 6.4 présente l’architecture finale et les
principaux composants intergiciels modélisés à partir de l’implantation Ada de POLYORB-HI.
6.2 L’intergiciel POLYORB-HI
Dans cette section, nous présentons l’architecture en services et leur rôle au sein d’une
instance d’intergiciel dédiée à une application TR2E.
6.2.1 Intergiciel dédié et architecture
POLYORB-HI repose sur le concept d’intergiciel dédié. Une instance d’intergiciel dédiée à
une application critique contient uniquement les entités requises par celle-ci. Plus l’architecture
de l’intergiciel est flexible et modulaire, plus la configuration et la personnalisation des services
et de leurs constituants sont fines. L’architecture en services de POLYORB-HI est issue du raf-
finement des services canoniques (adressage, transport, exécution, etc) proposé par [Kordon
and Pautet, 2005]. Ce raffinement est effectué en fonction de leur degré de personnalisation
(faible ou fort).
Ainsi, POLYORB-HI est divisé en deux parties. Le noyau minimal regroupe les services
dont l’implantation est indépendante de l’application répartie (très faible personnalisation). Ces
services en nombre limité sont sélectionnés (si requis) et configurés le cas échant.
La seconde partie est un ensemble de services fortement personnalisables qui viennent se
greffer sur le noyau minimal. Les composants de ces derniers sont produits automatiquement
et personnalisés à partir des caractéristiques extraites par le biais d’une analyse poussée de
la description architecturale de l’application répartie en AADL. Le tableau 6.1 présente ce dé-
coupage en services et leur localisation. Dans les sous-sections suivantes, nous décrivons ces
services afin de mieux comprendre leur rôle et leur intégration avec les composants applicatifs.
Ceci nous permettra par la suite de déterminer les services explicites ou implicites spécifiés
au sein d’une description architecturale AADL et les services manquants et de proposer une
architecture pour notre bibliothèque de composants intergiciels.
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Parallélisme faible noyau minimal
Exécution forte généré
Représentation élémentaire faible noyau minimal
Représentation avancée forte généré
Interrogation faible noyau minimal
Interaction forte généré
Protocole faible noyau minimal
Couche basse de transport faible noyau minimal
Couche haute de transport forte généré

















































































FIGURE 6.1 – Services de l’intergiciel POLYORB-HI
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6.2.2 Services du noyau minimal
La figure 6.1 présente les différents services intergiciels de l’architecture de POLYORB-
HI et leur ordre d’exécution. Dans cette section, nous présentons succinctement les services
faiblement personnalisables du noyau minimal et leur rôle.
Parallélisme
Ce service permet l’instanciation des archétypes décrivant le comportement des différents
types de tâche supportés par l’intergiciel. Ainsi, pour chaque tâche spécifiée au sein d’un
nœud de l’application répartie, un archétype correspondant à sa catégorie et au langage de
programmation cible est automatiquement instancié.
Interrogation
Ce service implante les mécanismes basiques d’échanges de données ou d’événements
entre les différentes tâches des nœuds de l’application TR2E. Ainsi, il réalise l’envoi de don-
nées d’une tâche vers une autre et le déclenchement d’activité des tâches à événements
(sporadique). Son implantation décrit le comportement des routines d’envoi et de réception
ainsi que les structures de données utilisées. Le service d’interaction (présenté section 6.2.3)
instancie ces mécanismes et implante le comportement désiré pour chaque tâche en fonction
des propriétés et de la topologie déduite de l’application.
Représentation élémentaire
Un service de représentation assure et gère la transmission correcte des données à travers
le réseau entre une entité émettrice et une entité réceptrice. Il gère le caractère hétérogène ou
homogène d’une plate-forme en controlant l’emballage et le déballage des données transitant
dans les canaux de communication. Pour les types de données élémentaires - i.e. prédéfinis
(entier, booléen, etc) -, ces mécanismes sont indépendants de l’application répartie. Seule
l’analyse des communications entre les nœuds de l’application amène une configuration par-
ticulière des techniques d’emballage et de déballage, comme, par exemple, la copie mémoire
des données dans un tampon de communication dans le cas de plates-formes homogènes.
L’implantation de ces mécanismes pour les types de données prédéfinis supportés par
l’intergiciel forme le service de représentation élémentaire. Ils seront utilisés par le service de
représentation avancée pour la composition de mécanismes d’emballage et de déballage pour
les types de données plus complexes spécifiés par l’utilisateur.
Protocole
Le service de protocole assure la transmission d’un message entre deux entités. Il utilise,
pour cela, le tampon de communication construit par le service de représentation et ajoute
toutes les informations requises pour son routage vers l’entité destinataire. Il s’occupe aussi
de la gestion du mode de communication sélectionné par le service de liaison.
Couche basse de transport
Le service de transport assure et gère l’utilisation des canaux de communication (ouvertu-
re/fermeture) utilisés pour l’échange de messages entre les nœuds. Son implantation dépend
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fortement du système d’exploitation ou de l’environnement d’exécution de l’application ainsi
que des composants matériels relatifs au transport de données (bus de communication Ether-
net, etc).
Le service de couche basse de transport contient les mécanismes d’accès direct au mé-
dium de communication entre deux nœuds. Il fournit les routines nécessaires pour l’échange
d’information entre l’application et le pilote du périphérique de communication.
Si son implantation est indépendante des propriétés de l’application, son utilisation dépend
fortement de la nature même de l’application. Dans le cas d’une application monolithique ce
service n’est pas requis. Sa sélection est gérée par le service de couche haute de transport
après analyse de l’application.
6.2.3 Services fortement personnalisables
Dans cette section nous décrivons brièvement les services fortement personnalisables de
l’intergiciel POLYORB-HI (illustrés figure 6.1) :
Couche haute de transport
Le service de couche haute de transport fait le lien entre le service de protocole et la
couche basse de transport requise. Cette partie fortement personnalisable sélectionne le ser-
vice de couche basse de transport selon les informations extraites du service d’adressage et
dépend exclusivement des caractéristiques de l’application répartie. Ce service implante trois
routines. Init initialise l’ensemble des couches basses de transport requises par le nœud.
Send invoque l’entité destinataire du message à l’aide de la couche basse de transport dans le
cas d’une communication distante ou à l’aide de la routine Deliver (ci-dessous) dans le cas
d’une communication locale. Deliver délivre le message reçu à la couche de protocole. Cette
routine est invoquée soit par la couche basse de transport dans le cas d’une communication
distante soit par la routine Send (décrite ci-dessus) dans le cas d’une communication locale.
Représentation avancée
Le service de représentation avancée est la partie personnalisable du service de représen-
tation (voir représentation élémentaire, section 6.2.2). Il implante les routines d’emballage et
déballage de données spécifiques pour la gestion des types complexes définis par l’utilisateur
(par exemple, structures de données, type discriminant Ada, etc). Il s’appuie sur le service de
représentation élémentaire.
Typage
Le service de typage gère les types de données requis et fournis à l’application répartie
(spécifiés par l’utilisateur). Combiné avec le service de représentation, celui-ci permet l’embal-
lage et le déballage des types de données complexes à partir des tampons de communication.
Il assure ainsi la transmission correcte des données entre les différents nœuds de l’application.
L’implantation de ce service dépend des propriétés de l’application.
POLYORB-HI utilise le langage AADL et son annexe de modélisation des données pour la
spécification des types de données basiques et/ou complexes. Une vérification des restrictions
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définies sur ces types est effectuée dans le but de garantir leur conformité vis-à-vis des sys-
tèmes critiques. Enfin, un générateur de code produit, à partir de ces composants modélisés
les types de données correspondants dans le langage de programmation cible.
Adressage
Le service d’adressage gère les références - i.e. les adresses - des entités extérieures
à l’intergiciel. Ce service permet de retrouver sans ambiguïté l’entité traitant les requêtes et
permet aux entités extérieures de se connecter et d’envoyer des messages à celle-ci. La pro-
duction des adresses dépend fortement du nombre, de la topologie et du type d’interaction
entre les nœuds d’une application répartie. L’implantation de ce service est simplifiée par le
caractère statique de l’application TR2E où la configuration des tâches et les canaux de com-
munication sont connus et gérés lors de la phase d’initialisation de l’application.
Ainsi, l’implantation de ce service peut se réduire pour chaque entité à une table permettant
de faire la correspondance entre entité destinataire connectée et la ressource de transport
associée (par exemple, une socket) - i.e. la table de nommage.
Liaison
Ce service assure la construction des ressources de communication pour l’échange d’in-
formations entre entités locales et/ou distantes. Il définit le mode de communication (passage
par message, appel de procédure ou objet distant) et sélectionne les instances des services
d’interaction, de représentation, de protocole et de transport requis dans le cas d’une commu-
nication distante. Ce service s’exécute au-dessus du service d’adressage et utilise les réfé-
rences produites par celui-ci.
L’implantation de ce service est facilitée part le caractère statique de l’application. La to-
pologie de l’application permet la connaissance définitive du type de communication entre
deux entités (locale ou distante) et ainsi la sélection des instances pertinentes des services
du noyau minimal (couche basse de transport, représentation élémentaire, etc).
Interaction
Le service d’interaction gère les modes de communication entre les nœuds de l’application
répartie. L’implantation de ce service décrit l’invocation des routines correspondantes au mode
d’interaction choisi. Par exemple, si le mode est synchrone, le service d’interaction bloque
l’entité émettrice jusqu’à l’obtention d’une réponse de la part de l’entité réceptrice. Dans le
contexte d’un mode asynchrone, l’entité émettrice est libérée immédiatement après l’envoi de
la requête.
POLYORB-HI raffine cette définition du service d’interaction en fonction de la personnali-
sation des composants. Ainsi, la partie faiblement personnalisable est implantée par le service
d’interrogation (section 6.2.2) et la partie fortement personnalisable par le service d’interaction
(même nom). Celui-ci réalise l’instanciation des archétypes des différents types d’interaction
déduits des interfaces des composants logiciels (tâches et sous-programmes) décrits dans
l’application répartie.
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Activation
Ce service gère l’activation de l’entité requise pour le traitement d’une requête à la livraison
d’un message. Il crée, selon la nécessité et gére des ressources temporaires afin d’assurer le
bon fonctionnement du traitement. Il n’est requis que par les entités qui peuvent recevoir des
messages.
La personnalisation de ce service consiste à déterminer la tâche à activer lors de la ré-
ception d’un message par analyse de l’application répartie. L’implantation de ce service inclut
l’acheminement des messages entre la couche protocolaire et la couche d’interaction ce qui
permet de délivrer correctement le message à la tâche de réception.
Exécution
Ce service s’exécute au-dessus du service d’activation et utilise le service de parallélisme
(section 6.2.2). L’entité sélectionnée et activée par le service d’activation est ici utilisée pour
effectuer le traitement requis lors de la réception d’un message. Le service d’exécution gère
alors l’allocation, la création et la destruction des tâches selon la politique de service choisie
(mono-tâche, tâche par session, tâche par requête, etc). Son implantation existe exclusivement
sur les entités réceptrices de messages.
A partir de l’analyse du nombre de tâches, de leur caractéristiques (type, priorité, taille
de pile, etc) et de l’architecture de l’application, ce service crée statiquement l’ensemble des
tâches requises par l’application. Cet ensemble de tâches comprend à la fois celles définies
par l’utilisateur mais aussi les tâches supplémentaires (tâche de réception...) induites par les
différentes couches du service de transport sélectionné.
6.3 Identification des services et choix de modélisation
Dans cette section, nous identifions les différentes informations implicites, explicites ou
manquantes relatives aux ressources intergicielles, existantes au sein d’une description archi-
tecturale AADL. Ces éléments détermineront l’ensemble de composants intergiciels à modé-
liser. Puis, nous étudions brièvement les contraintes de modélisation issues des choix d’im-
plantation relatifs à un exécutif supportant les composants logiciels AADL en nous basant sur
POLYORB-HI.
6.3.1 Description architecturale AADL et services intergiciels
Pour déterminer les ressources intergicielles à modéliser et comment les intégrer à la des-
cription architecturale du système nous présentons ici notre cas d’étude Ravenscar (présenté
dans le chapitre 10) sous sa représentation graphique, figure 6.2. Il s’agit d’un système de
gestion de charges de travail (le nœud Workload_Manager) pouvant recevoir et traiter des
interruptions (envoyées par le nœud Interruption_Simulator).
Nous y avons ajouté des annotations informelles traduisant les informations spécifiées par
les propriétés AADL attachées à une partie des composants. Un code de couleur permet de
distinguer les composants relatifs aux services intergiciels décrits dans la section précédente
(présentés dans la figure 6.1).
Le service de transport est décrit par l’utilisation d’un composant matériel bus et d’une
propriété AADL qui spécifie le protocole de transport (dans notre cas le bus SPACEWIRE).
Un composant périphérique (device) spécificie le pilote (couche basse de transport) associé
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FIGURE 6.2 – Identification des services sur la description architecturale AADL
au bus et attaché à l’aide d’une propriété. Le service de typage est explicité par les types
de données associées aux élements d’interfaces - i.e les ports des composants threads et
processus. Le service de liaison n’est pas explicite, il est déduit de l’analyse des connexions
entre les processus et leur mapping à un bus de transport. Le service d’adressage est déduit
des informations spécifiées sur les composants processeurs (par exemple l’IP) et sur les ports
des composants processus (par exemple le numéro de port pour la communication). Le service
d’activation peut être déduit des connexions entre les ports de processus et les ports des
threads qu’ils contiennent. Le service d’exécution est implicitement déduit de la sémantique
des composants threads. Enfin, les services de représentation, de protocole, de parallélisme
et d’interrogation ne sont pas représentés par la description.
Discussion
Cette rapide analyse de la description architecturale d’un système TR2E en AADL confirme
qu’un certain nombre d’informations explicites ou implicites sur les ressources intergicielles
requises sont présentes. Nous avons aussi pu déterminer quelles étaient les ressources man-
quantes et constater le manque d’information comportementale sur l’utilisation de l’ensemble
de ces ressources.
Notre bibliothèque de composants AADL (présentée section 6.4) vise à expliciter l’architec-
ture (constantes, types de données, données) et le comportement (interaction, mécanismes
d’envoi et de réception de messages, etc) de ces ressources intergicielles à partir de la spé-
cification initiale de l’utilisateur et d’un ensemble de composants préexistants. Pour la modé-
lisation de ces composants, nous réutilisons le profil AADL-HI Ravenscar (détaillé chapitre 5,
détermine le niveau d’abstraction des composants) et nous nous basons sur l’implantation
des composants de l’intergiciel POLYORB-HI pour l’élaboration de spécifications comporte-
mentales, renforçant ainsi la cohérence entre le modèle et l’implantation.
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6.3.2 Gestion locale de la communication
L’implantation des mécanismes pour la gestion de la communication entre les tâches de
l’application nécessite d’effectuer certains choix de conception et d’implantation. Le stan-
dard AADL définit de nombreux composants logiciels (données, données partagées, sous-
programmes, tâches, ports) avec une sémantique précise et permettant une description fine
des composants applicatifs du système. Cependant, celui-ci ne fournit que très peu de direc-
tives ou de recommandations sur la sémantique de l’exécutif AADL - i.e. l’intégration et l’exé-
cution des composants applicatifs sur les composants intergiciels. Notamment, comme nous
l’avons expliqué dans le chapitre 4, le standard AADL définit les interfaces d’un ensemble de
routines pour accéder en écriture ou en lecture aux interfaces des tâches pour l’envoi et la
réception de données et événements.
Ainsi, POLYORB-HI effectue des choix de conception pour le support et l’exécution des
tâches spécifiées par l’utilisateur. De plus, ces choix sont contraints par les recommandations
du profil Ravenscar. Notamment, la communication entre les tâches des nœuds est implantée
selon un protocole de communication asynchrone basé sur l’échange de messages (encapsu-
lant la donnée initiale). Pour chaque tâche, les ports AADL sont implantés comme une unique
file d’attente globale de messages (un objet protégé Ada) pour assurer l’envoi et la réception
correcte des informations à travers l’intergiciel.
Autre choix de conception : la couche basse de transport doit déclarer au moins une tâche
de réception par nœud récepteur et assurer la délivrance des messages reçus en invoquant
les routines de la couche haute de transport qui aiguillera ceux-ci vers la file d’attente de la
tâche correspondante.
Discussion
Les ressources créées par ces différents services ont un impact direct sur l’analyse d’or-
donnancement du système et justifie l’intégration de ces composants à la description architec-
turale initiale.
Dans le cadre de notre bibliothèque de composants intergiciels, nous modéliserons le ser-
vice de protocole et le service d’interraction conformément à l’implantation de POLYORB-HI.
Les couches basses de transport feront l’objet d’une modélisation partielle à l’aide de com-
posants opaques en raison de leurs dépendances trop spécifiques à la runtime supportant
l’intergiciel (dans notre cas la runtime Ada). Cette approche assure la prise en compte de ces
composants lors des analyses effectuées sur le modèle.
6.4 La bibliothèque de composants POLYORB-HI-AADL
Cette section présente la modélisation des services intergiciels décrits dans les sections
précédentes. La spécification des composants a été réalisée à l’aide de notre profil AADL-HI
Ravenscar (présenté chapitre 3) nous garantissant l’analyse et la production automatique du
code source du système à partir de ces composants. L’ensemble de ces composants consti-
tuent notre bibliothèque POLYORB-HI-AADL que nous détaillons dans la suite.
6.4.1 Architecture générale
La figure 6.3 présente l’architecture générale de notre bibliothèque de composants inter-
giciels et décrit les interactions entre composants (préexistants et générés). Chaque service
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est modélisé sous la forme d’un ou plusieurs paquetages AADL encapsulant les composants
intergiciels qu’ils fournissent. Une partie de ces composants est produit automatiquement à
partir de l’analyse de la description architecturale initiale du système. L’autre partie est définie
sous la forme de composants génériques - i.e. spécifiés à l’aide de prototypes. Une partie des































FIGURE 6.3 – Architecture de la bibliothèque POLYORB-HI-AADL
Les sous-sections suivantes décrivent les différents paquetage AADL de notre bibliothèque
et les ressources intergicielles qu’ils contiennent. Le détail des composants générés et la ma-
nière dont ils sont produits sont présentés dans le chapitre 7 sous la forme de descriptions de
transformation intégrées à notre processus de rafinement incrémental de modèles AADL.
6.4.2 Composants intergiciels générés
Deployment
Ce paquetage modélisent les composants nécessaires pour le déploiement des nœuds
de l’application répartie sous une représentation équivalente aux constructions d’un langage
de programmation. Ces composants sont générés exclusivement à partir de l’analyse de la
topologie de l’application. Ils définissent des constantes et des énumérations utilisées pour la
configuration de nombreux services intergiciels.
Naming
Ce paquetage modélise les services d’adressage et de liaison. Il définit les composants
constituant les tables de nommage requises pour chaque service de transport utilisé par
un nœud de l’application répartie. Ces composants sont générés à partir de l’analyse des
connexions et des propriétés de déploiement (Deployment::Location et Deployment::-
Port_Number) spécifiés sur les composants processeurs et processus. Le composant mo-
délisant la table de nommage est utilisé pour configurer la couche basse de transport sélec-
tionnée.
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Transport
Ce paquetage modélise les routines (Init, Send, Deliver) définies par la couche haute
de transport et permettant de relier la couche basse de transport sélectionnée au service de
protocole.
Remarque. La visibilité de ce service permet de tracer précisément le chemin d’exécution
complet lors de l’émission ou de la réception d’un message. Ces informations sont utiles
pour estimer le pire temps d’exécution d’une tâche à l’aide de la séquence d’appel de sous-
programmes déclarée par celle-ci.
Messages
Le paquetage Messages correspond au service de protocole. Il définit le tampon de com-
munication globale Message_Type configuré en fonction de l’analyse de la taille maximale
des données échangées entre les nœuds de l’application (utilisation du composant Max_-
Payload_Size généré à cet effet pour garantir son allocation statique et le respect de nos
restrictions sur les systèmes critiques).
Le composant Message_Type généré est utilisé pour instancier et configurer les compo-
sants génériques du paquetage Messages_Generic (présenté dans l’annexe A) explicitant le
protocole utilisé pour l’encapsulation d’une donnée dans un message et la construction de
l’en-tête pour son routage correcte (voir section 6.4.3).
Remarque. Ces composants sont à la fois utiles pour l’analyse mémoire et l’estimation du
pire temps d’exécution.
Marshallers
Les paquetages Marshallers et Marshallers_Basic_Types modélisent respectivement
les services de représentation élémentaire et avancée. Les mécanismes d’emballage et de dé-
ballage des données dans un message y sont décrits à l’aide de composants sous-programmes
et d’éléments de langage de l’annexe comportemententale. Ces routines sont définies pour
l’ensemble des types de données transférables dans un message. Les routines pour emballer
les données temporelles et celles pour emballer les énumérations correpondantes aux ports
sources ou destinations d’un message sont aussi incluses dans ce paquetage.
Remarque. Ces paquetages définissent des composants qui permettent d’affiner l’analyse
de flots de données (représentation des différentes transformations de données et flux d’exé-
cution), l’analyse de mémoire (modélisation des différents types de données utilisés) et l’esti-
mation du pire temps d’exécution d’une tâche dans le cas de communication distante.
Activity et Global_Queue
Ces deux paquetages réunifient le service d’interrogation et d’interaction. En effet, le pa-
quetage Activity spécifie les composants de données représentant les interfaces d’une
tâche applicative. Le paquetage Global_Queue spécifie les composants de la file d’attente
globale de messages et ses différents interrogateurs assurant sa gestion et son utilisation
(spécification du comportement) de manière sûre et déterministe.
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Un paquetage Activity est généré pour chaque tâche applicative du système. Les in-
terfaces qu’il définit sont utilisées pour instancier et configurer les composants génériques du
paquetage Global_Queue_Generic (voir section 6.4.3).
Remarque. La modélisation de cette file d’attente de messages est d’autant plus nécessaire
qu’elle donne une visibilité claire et précise des mécanismes et des données mises en jeu
pour l’échange de messages entre les tâches. Ceux-ci sont alors pris en compte par les outils
d’analyse et contribue à réduire la distance sémantique entre le modèle et l’implantation du
système.
AADL_Runtime
Dans le chapitre 4, nous avons expliqué que le standard AADLv2 définit des interfaces pour
l’envoi et la réception de données des tâches. Ainsi, AADL standardise certaines interactions
avec la runtime - i.e. l’intergiciel - en fournissant des interfaces modélisées par des composants
sous-programmes (Send_Ouput, Put_Value, etc.).
Nous avons choisi d’intégrer ces composants sous la forme d’un service (AADL_Runtime)
à notre architecture d’intergiciel pour les motivations suivantes. Premièrement, nous nous de-
vons de rester conforme aux exigences du standard AADL notamment dans le but de simplifier
la compréhension pour les utilisateurs et de garantir l’interopérabilité de nos modèles avec les
outils de la communauté AADL.
Deuxièmement, ces interfaces standardisées amènent une modularité supplémentaire à
notre exécutif AADL et permet de séparer clairement la partie applicative et la partie exécu-
tive (intergiciel) au sein de la modélisation. Ceci renforce les possibilités de réutilisation, de
maintenance et d’évolution de notre bibliothèque de composants en facilitant notamment le
changement d’une partie de l’exécutif AADL.
Types
Ce paquetage modélise le service de typage. Il centralise au même endroit les différents
composants spécifiant les types de données d’un nœud définies par l’utilisateur. La centrali-
sation de ces données facilite leur réutilisation au sein des différents services intergiciels.
Tasks
Ce service réunifie les services de parallélisme et d’exécution. Pour chaque tâche applica-
tive spécifiée par l’utilisateur, nous générons un paquetage Task. Celui spécifie le composant
thread final utilisé dans notre modèle de code analysable. Nous reprenons la description ar-
chitecturale de l’utilisateur et nous y ajoutons le patron comportemental correspondant au type
de la tâche analysé. Le composant thread obtenu décrit l’architecture et le comportement de
la tâche telle qu’elle sera implantée dans le langage de programmation cible.
6.4.3 Composants intergiciels préexistants
Paquetage Messages_Generic
Le paquetage Messages_Generic (voir annexe A) modélise les composants explicitant le
comportement du service de protocole. Ces composants correspondent aux routines néces-
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saires pour lire et écrire les messages qui sont échangés entre les entités d’une application.
La structure de ce paquetage est inspirée de celle du paquetage PolyORB_HI.Messages de
l’intergiciel POLYORB-HI garantissant le respect de restrictions spécifiques aux systèmes cri-
tiques (taille de message borné et configuré statiquement, pas d’allocation de mémoire dy-
namique, pire cas des opérations de lecture et d’écriture sur les messages qui se font en un
temps proportionnel à la taille de la donnée lue ou écrite, voir [Zalila et al., 2008][chapitre 6]).
Ainsi, ces routines dépendent du composant Message_Type modélisant le message de
taille borné (voir sous-section précédente). L’utilisation de prototypes nous permet de modé-
liser ces composants de manière générique, de les instancier et de les configurer 4 plus tard
dans la modélisation.
Paquetage Global_Queue_Generic
Rappel. Dans POLYORB-HI, la file d’attente globale de messages d’une tâche est une
concaténation de tableaux circulaires correspondant chacun à la file d’attente d’un des ports
en entrée d’une tâche. Cette file implante le comportement des ports conformément à la sé-
mantique AADL. Elle est définie à l’aide d’un objet protégé Ada qui encapsule l’ensemble des
tableaux, des données et des routines nécessaires pour sa manipulation. Un certain nombre
de routines assure l’envoi et la réception de données de manière déterministe et transparente
à l’utilisateur. La structure de cette file répond aux recommandations du profil et est implantée
dans le paquetage PolyORB_HI.Thread_Interrogators [Zalila et al., 2008].
Le paquetage Global_Queue_Generic (voir annexe A) modélise cette file d’attente sous la
forme d’un composant de donnée partagée AADL. Les routines nécessaires à sa manipulation
sont modélisées à l’aide de composants sous-programmes et reliées à la file à l’aide des
accesseurs de sous-programmes. L’ensemble des composants et la structure interne de la file
ont été modélisés à l’aide de prototypes permettant la définition de composants génériques.
Ainsi, pour chaque tâche applicative du système, les composants de déploiement générés
(voir sous-section précédente) et l’analyse des connexions entre les tâches et les nœuds du
système permettent l’instanciation et la configuration de ces composants au sein du paquetage
Global_Queue.
Paquetage des couches basses de transport
Un service de couche basse de transport est fortement dépendant de l’environnement
d’exécution de l’application répartie. La description complète du service impliquerait alors la
modélisation d’un grand nombre de composants issus de cet environnement (par exemple,
dans notre cas la runtime Ada) nécessitant un effort conséquent pour chaque environnement
d’exécution supporté et dont la prise en compte par les outils d’analyses est quasi-nulle (com-
plexité d’extraction d’information, granularité trop fine du composant ou composant non perti-
nent).
Cependant, certains composants (tâche de réception...) s’avèrent nécessaires pour une
analyse plus fine de l’ordonnancement du système. Par conséquent, nous proposons la défini-
tion de paquetage de composants AADL modélisant uniquement les interfaces des primitives
offertes par ce service. L’emploi des sous-programmes opaques, des composants thread et de
propriétés AADL adéquates (Compute_Execution_Time...) nous permet de fournir une des-
4. Pour simplifier la compréhension nous traduisons le binding des protypes comme une instanciation.
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cription architecturale de la couche basse de transport utilisable par les outils d’analyse et
d’intégrer les pièces de code correspondant lors de la génération du système.
Paquetages additionnels
Nous avons modéliser un certain nombre de paquetages AADL supplémentaires fournis-
sant des composants utilisés par les différents services intergiciels. Il s’agit de :
– Errors, qui modélise sous la forme d’un composant d’énumération les différentes va-
leurs d’erreurs des sous-programmes ;
– Port_Kinds, qui définit les différents types de ports sous la forme d’une énumération
et des primitives pour la vérification des types de ports (représentation plus proche de
l’implantation) ;
– Ada_Runtime, qui modélise de manière opaque certains types de données et routines
de la runtime Ada (permet de compléter les descriptions de certains composants).
– Utils, qui fournit des routines opaques pour la transformation de données.
Ces paquetages nous permettent de compléter la modélisation de nos composants intergiciels
afin de rester légal vis-à-vis du standard AADL (règles syntaxique, cohérence, etc.).
6.5 Synthèse
Dans ce chapitre, nous avons présenté notre bibliothèque de composants intergiciels per-
mettant la modélisation et l’analyse complètes du système à partir de sa description AADL.
Ces composants reposent sur une architecture modulaire et flexible (découpage en services)
décrivant un intergiciel supportant les composants applicatifs AADL et dédié aux systèmes
critiques (sélection des composants uniquement requis par l’application, etc). L’ensemble de
ces composants a été modélisé à l’aide de notre profil AADL-HI Ravenscar.
Une partie de ces composants intergiciels est générée et configurée à partir d’une analyse
poussée de la description architecturale initiale du système (modèle utilisateur). Les compo-
sants restants sont définis sous la forme de paquetage de composants AADL (architecture +
comportement) génériques - i.e. basés sur l’utilisation de prototypes. Une partie des compo-
sants intergiciels générés (composants pour le déploiement, etc) est utilisée pour l’instancia-
tion et la configuration de ces paquetages.
L’architecture que nous proposons est un raffinement de l’architecture de l’intergiciel POLY-
ORB-HI. Les spécifications comportementales des composants ont été réalisées en fonction
des implantations des constructions de cet intergiciel. Ceci renforce la cohérence entre le
modèle et l’implantation finale du système.
Le chapitre suivant explique la manière dont ces composants sont produits, instanciés,
configurés et intégrés automatiquement à la description initiale du système à l’aide d’un pro-
cessus de raffinement incrémental basé sur la transformation de modèles AADL. L’issue du
processus de raffinement est l’obtention de notre modèle de code complet (applicatif et exé-
cutif) nécessaire à l’analyse et à la production automatique du sytème critique.
112 c© 2012 Gilles LASNIER
Chapitre 7
Processus de Raffinement
Incrémental dédié aux Systèmes
Critiques
SOMMAIRE
7.1 INTRODUCTION . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 113
7.2 VALIDATION DU MODÈLE AADL UTILISATEUR . . . . . . . . . . . . . . 114
7.2.1 Analyses syntaxique et sémantique . . . . . . . . . . . . . . . . . 115
7.2.2 Analyses supplémentaires . . . . . . . . . . . . . . . . . . . . . . 115
7.3 PROCESSUS DE RAFFINEMENT . . . . . . . . . . . . . . . . . . . . . . 117
7.3.1 Principe et application des transformations . . . . . . . . . . . . . 118
7.3.2 Transformation Déploiement (Tdeployment) . . . . . . . . . . . . . . . 119
7.3.3 Transformation Adressage (Tnaming) . . . . . . . . . . . . . . . . . 122
7.3.4 Transformation Protocole (Tmessages) . . . . . . . . . . . . . . . . . 124
7.3.5 Transformation Typage (Ttypes) . . . . . . . . . . . . . . . . . . . . 128
7.3.6 Transformation Interaction (Tactivity) . . . . . . . . . . . . . . . . . 128
7.3.7 Transformation Représentation (Tmarshallers) . . . . . . . . . . . . . 129
7.3.8 Transformation Transport (Ttransport) . . . . . . . . . . . . . . . . . 132
7.3.9 Transformation Interrogation (Tglobal_queue) . . . . . . . . . . . . . . 135
7.3.10 Transformation AADL_Runtime (Taadl_runtime) . . . . . . . . . . . . 138
7.3.11 Transformation Exécution (Ttasks) . . . . . . . . . . . . . . . . . . 140
7.3.12 Transformation Système (Tsystem_final) . . . . . . . . . . . . . . . . 143
7.4 VALIDATION DU MODÈLE AADL COMPLET . . . . . . . . . . . . . . . . 144
7.4.1 Analyse des restrictions Ravenscar . . . . . . . . . . . . . . . . . 145
7.4.2 Analyse d’ordonnancement . . . . . . . . . . . . . . . . . . . . . 145
7.5 SYNTHÈSE . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 145
7.1 Introduction
Dans le chapitre précédent, nous avons défini une représentation d’un intergiciel suppor-
tant l’exécution des composants applicatifs AADL. L’architecture en services de cet intergiciel
a été spécifiée à l’aide de notre profil AADL-HI Ravenscar (défini chapitre 5) restreignant l’uti-
lisation du langage AADL (composants, éléments d’interfaces, attributs, etc) et de son annexe
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comportementale aux seules constructions préservant l’analyse et autorisant une démarche
de génération de code. Chaque service s’exprime sous la forme d’un paquetage AADL décla-
rant les ressources requises par l’application - i.e. des composants architecturaux et compor-
tementaux.
L’intégration de ces composants au sein de la description architecturale initiale de l’appli-
cation est assurée par un processus de raffinement incrémental basé sur des transformations
de modèles. Celui-ci mène deux objectifs :
1. La transformation des composants architecturaux du modèle initial vers les constructions
de notre profil AADL-HI Ravenscar.
2. La génération, la configuration et l’intégration des composants intergiciels selon les be-
soins de l’application répartie.
L’issue de ce processus est la production d’un modèle de code complet autorisant l’analyse
de la partie applicative et de la partie exécutive du système critique. Enfin, le niveau d’abstrac-
tion de ce modèle autorise la production automatique du code source des composants appli-
catifs et intergiciels du système à l’aide de traductions simples des éléments architecturaux
et comportementaux vers des constructions sémantiquement équivalentes d’un langage de
programmation impératif comme Ada.
Ce chapitre est organisé de la manière suivante. La section 7.2 présente les vérifications
et la validation du modèle de l’utilisateur qui servent de point d’entrée pour le raffinement.
La section 7.3 détaille les descriptions de transformation du processus de raffinement. La
section 7.4 présente les vérifications supplémentaires pour la validation du modèle de code
obtenu à l’étape précédente. La section 7.5 conclut ce chapitre.
7.2 Validation du modèle AADL utilisateur
La figure 7.1 illustre la première étape de notre processus de raffinement. Celle-ci consiste
à valider le modèle de l’utilisateur qui sera utilisé comme point d’entrée par notre processus.
Celui-ci doit fournir une description complète de l’assemblage des composants architecturaux,













FIGURE 7.1 – Schéma de la phase de validation du modèle AADL utilisateur
Pour garantir le déroulement correct de notre processus de raffinement, nous devons nous
assurer de :
1. La légalité au sens AADL du modèle initial (syntaxe et sémantique).
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2. La compatibilité des composants avec notre profil AADL-HI Ravenscar.
3. La présence des informations de déploiement qui seront utilisées pour la sélection et la
configuration des composants intergiciels.
4. L’ordonnançabilité du système avant le raffinement (faisabilité).
La vérification de ces éléments garantit la présence de toutes les informations requises comme
préconditions pour nos règles de tranformation dédiées au raffinement des composants archi-
tecturaux et à la génération des composants intergiciels.
7.2.1 Analyses syntaxique et sémantique
Lors de ces analyses, nous vérifions que le modèle AADL est conforme aux spécifications
du standard AADLv2. Il s’agit de la vérification des règles syntaxiques et sémantiques du stan-
dard. Les règles sémantiques assurent que la spécification architecturale de l’application est
un système réalisable dont l’assemblage des composants est cohérent. Il s’agit notamment,
dans notre cas, de nous assurer que :
1. Chaque modèle doit contenir au moins un composant système (composant system)
décrivant la hiérarchie des composants spécifiés (pour l’instanciation AADL, voir 4).
2. Dans le cadre d’une application répartie multi-processeurs, chaque système doit conte-
nir au moins un bus de communication reliant les processeurs.
3. Chaque processus doit contenir au moins un fil d’exécution (composant thread).
Ces règles peuvent être vérifiées automatiquement à l’aide d’un compilateur dédié au lan-
gage AADL (par exemple, OCARINA) ou à l’aide d’un langage de spécification de contraintes
(REAL ou OCL).
7.2.2 Analyses supplémentaires
Les analyses supplémentaires concernent la vérification de la spécification correcte des
composants de données, des informations de déploiement et du respect des restrictions Ra-
venscar. Ces analyses sont effectuées en plus de celles réalisées par un outil d’édition de
modèles AADL. Le tableau 7.1 récapitule l’ensemble des propriétés AADL impliquées et leur
rôle.
Types de données
Cette vérification vise à satisfaire les contraintes liées aux systèmes critiques sur les don-
nées définies dans le chapitre 3. Il s’agit de s’assurer de la spécification de la taille mémoire,
de la politique d’accès (lecture et/ou écriture), de la taille bornée des tableaux pour les com-
posants de données.
Dans le cas où l’une de ces propriétés est manquante, nous l’indiquons à l’utilisateur, qui
peut choisir de modifier ou non son modèle. Si aucune modification n’est apportée, alors nous
procédons à l’ajout des propriétés manquantes avec une valeur par défaut lors du raffinement.
Restrictions architecturales Ravenscar
Nous nous assurons que les restrictions architecturales du profil Ravenscar (RA1, RA2 et
RA3, chapitre 3 section 3.4.2) sont satisfaites. Si une restriction est invalidée à cause d’une
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Composants Propriétés Rôle dans la modélisation
Data
Source_Data_Size
Spécifie la taille mémoire requise pour une ins-
tance de la donnée dans le système
Access_Right
Spécifie la politique d’accès à la donnée, les dif-
férentes politiques sont : lecture, écriture, lectu-
re/écriture et par méthode
Data_Model::Dimension
Spécifie la dimension de la donnée type tableau
modélisé
Concurrency_Control_Protocol
Protocole de concurrence pour l’accès à l’objet
protégé, sa valeur doit être Priority_Ceiling
Deployment::Priority Spécifie la priorité associée à l’objet protégé
Thread
Dispatch_Protocol
Spécifie le type de déclenchement (périodique,
sporadique, ...)
Period Spécifie la période
Deadline Spécifie l’échéance
Priority Spécifie la priorité
Compute_Execution_Time Spécifie le pire temps d’exécution du thread
Compute_Entrypoint
Spécifie la fonction de calcul du thread (sous-
programme)
Process
Deployment::Location Spécifie l’adresse IP (cas BSD socket)
Deployment::Port_Number
Spécifie le numéro du port pour la communica-
tion (cas BSD socket)
Processor
Execution_Platform Spécifie la plate-forme d’exécution cible
Scheduling_Protocol
Spécifie le protocole d’ordonnancement auto-
risé
Preemptive_Scheduler




Spécifie la couche basse de transport utilisée
pour les communications distantes
Deployment::Protocol
Spécifie le protocole utilisé pour échanger les
données à travers les bus
TABLE 7.1 – Attributs AADL requis pour les analyses supplémentaires
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propriété manquante sur un composant, nous avertissons l’utilisateur qu’une propriété avec
une valeur par défaut est ajoutée.
Analyse des informations de déploiement
Dans le chapitre précédent, nous avons expliqué l’utilité de la spécification des informa-
tions de déploiement sur la description architecturale intiale pour la configuration des services
intergiciels (tables de routage des nœuds, sélection de la couche basse de transport, etc). Il
s’agit essentiellement des propriétés AADL de l’ensemble de propriétés Deployment définies
à cet effet. Ainsi, nous nous assurons que :
– chaque processus dispose des informations sur sa localisation (IP, PID...) et sur ses
ressources matérielles de communication (numéro de port, etc.) ;
– chaque processeur spécifie la propriété identifiant la plate-forme sur laquelle le proces-
sus (ou nœud) s’exécute ;
– chaque bus spécifie les propriétés relatives à la sélection de la couche basse de trans-
port et du protocole.
Ces propriétés sont rappelées dans le tableau 7.1. Dans le cas où l’une de ces propriétés
est manquante, celle-ci sera générée avec une valeur conventionnelle lors du processus de
raffinement.
Analyse de l’ordonnancement du système
Une première analyse d’ordonnancement est menée pour valider la faisabilité du système
sans la prise en compte des ressources de l’exécutif AADL. Ceci nous permet de nous assurer
que nous disposons de toutes les informations non fonctionnelles (période, échéance, etc.)
sur les tâches applicatives du système nécessaires pour le raffinement et l’intégration de nos
spécifications comportementales sur les composants threads.
De plus, les résultats obtenus pourront être comparés avec ceux produits par l’analyse
du modèle complet obtenu à la fin du processus de raffinement. Nous pourrons ainsi étudier
l’impact de l’intégration des ressources intergicielles au sein du système.
La seconde étape de notre processus est une suite de transformation incrémentale du mo-
dèle initial pour le raffinement des composants vers les constructions autorisées par notre
profil AADL-HI Ravenscar et la production, la configuration et l’intégration des composants
intergiciels. La section suivante décrit les différentes descriptions de transformation constituant
ce processus.
7.3 Processus de raffinement
Nous avons présenté, dans le chapitre 5, les patrons comportementaux, pour l’analyse et
la génération, explicitant le comportement des tâches applicatives à partir de leur description
architecturale initiale. Dans le chapitre 6 nous avons détaillé les différents composants consti-
tuant les services intergiciels requis pour le support et l’exécution de ces tâches. Les patrons
et les composants modélisés ont été réalisés à l’aide de notre profil AADL-HI Ravenscar.
Nous présentons, dans cette section, l’intégration de ces différents éléments au sein de
la description initiale de l’application. Ce raffinement est réalisé par une chaîne de transfor-
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mations verticales sur une modélisation AADL (endogène). Nous détaillons par la suite les
objectifs et les composants raffinés ou produits pour chaque transformation menée.
7.3.1 Principe et application des transformations
La figure 7.2 décrit la chaîne de transformation assurant la phase de raffinement. L’intégra-
tion de chaque service intergiciel est réalisée par une transformation distincte. Nous ajoutons







































FIGURE 7.2 – Principe et application de la chaîne de transformation
Structure d’une transformation et types de règle
Les transformations sont structurées de la façon suivante (voir encadré bas figure 7.2).
Chaque description spécifie des dépendances (modèle(s) source(s) et interrogateurs de mo-
dèle), des préconditions sur les dépendances (des contraintes sur le composant racine du
modèle source), le modèle cible qui contiendra les composants produits et les règles de trans-
formation exécutées. Nous distinguons trois types de règles :
1. Une règle principale (RP) encapsule la stratégie d’application des règles de transforma-
tion et de génération.
2. Une règle de transformation (RT) produit un composant ou un ensemble de composants
à partir des informations extraites du modèle.
3. Une règle de génération (RG) produit un composant en fonction de paramètres spéci-
fiques.
Une règle RT peut faire appel à des règles RT et RG. Une règle RG ne peut faire appel qu’aux
règles RG. Enfin, RT et RG peuvent être utilisées par plusieurs descriptions de transformation
(généricité). Le résultat de chaque transformation de la chaîne est la production d’un paque-
tage AADL légal et valide au sens AADL.
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Dans les sections à venir, nous rappelons les objectifs d’une transformation et nous dis-
cutons de la préservation des propriétés (sémantique et comportement). Puis, nous donnons
la règle principale et nous présentons, dans un tableau ordonné, l’ensemble des règles de
transformation et de génération spécifiées par la transformation.
Exécution des transformations
La figure 7.2 illustre le principe et l’application du processus de raffinement comprenant
onze transformations. Toutes ces transformations sont obligatoires excepté les transformations
Transport, Naming et Tasks qui dépendent du caractère de l’application (communication dis-
tante...) ou de l’utilisation initiale de description comportementale pour les composants threads
compatible avec les restrictions de notre profil AADL-HI Ravenscar.
7.3.2 Transformation Déploiement (Tdeployment)
Objectifs
Cette transformation explicite les informations pour le déploiement des nœuds de l’applica-
tion TR2E. Elles sont déduites de l’analyse de la topologie du système. En particulier, un nœud
doit connaître les autres nœuds auxquels il est connecté. Une tâche (entité) du nœud doit
connaître les différentes tâches avec lesquelles elle communique et les éléments d’interfaces
avec qui elles échangent des informations. Enfin, nous voulons que l’accès aux informations
citées ci-dessus soit déterministe.
Pour expliciter ces informations de déploiement, nous construisons des énumérations et
des tables permettant l’association des éléments d’interfaces, des tâches et des nœuds. Celles-
ci sont explicitées dans le tableau 7.2. Une partie de ces énumérations et de ces tables per-
mettent de compléter l’initialisation des couches basses de transport en ouvrant le nombre
correct de canaux de communication vers chaque nœud distant.
Préservation des propriétés
Le résultat de la transformation Tdeployment est un paquetage de composants AADL permet-
tant la manipulation directe (sous forme de tableaux) et déterministe des informations sur la
topologie de l’application distribuée. Il n’y a donc aucune perte de propriété sémantique ou
comportementale. Ces composants tableaux AADL s’utilisent comme ceux d’un langage de
programmation classique. Lors de cette transformation, il y a donc une réduction du niveau
d’abstraction du modèle initial.
Composants produits par la transformation
Les composants générés par cette transformation sont détaillés dans le tableau 7.2. Les
règles pour la génération de ces composants en Ada sont décrites dans le chapitre 8.
Règle principale
L’algorithme 1 décrit la règle principale s’appliquant à chaque nœud (composant process)
du système (l.1). Le paquetage contenant les composants produits est créé à l’aide de la règle
de génération Create_Package (l.2).
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Paquetage de composants AADL pour le déploiement (Tdeployment)
Rôle Modélisation AADL Règles
Enumération représentant les nœuds de
l’application connectés au nœud analysé, y
compris lui-même.
Node_Type : composant data





Enumération représentant les tâches de
l’application connectées (à travers les autres
nœuds) au nœud analysé, y compris les
siennes (utilisé par RG.1).
Entity_Type : composant data





Enumération représentant les ports des
tâches de l’application connectés (à travers
les tâches des autres nœuds) au nœud ana-
lysé, y compris les siens (utilisé par RG.2).
Port_Type : composant data





Table définissant l’association entre énu-
mérateurs de tâches et énumérateurs de
nœuds.
Entity_Table : composant data







Table définissant l’association entre énumé-
rateurs de ports et énumérateurs de tâches
qui les contiennent.
Port_Table : composant data







TABLE 7.2 – Composants et règles issus de la transformation Tdeployment
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Le modèle de l’utilisateur et l’ensemble de propriétés Data_Model sont référencés comme
dépendances (l.4). Conformément à notre profil AADL-HI Ravenscar, nous utilisons l’annexe
de modélisation des données pour la spécification complète de nos différents types ou ins-
tances de données.
Enfin, l’exécution d’une transformation nécessite un ensemble de règles de transformation
et de génération (l.5). Celui-ci doit être ordonné car une partie des composants produits est
réutilisée par d’autres règles (par exemple, le type de donnée Entity_Type produit par la règle
RT.2 et réutilisé par la règle RG.1).
Algorithme 1: Règle principale RP de Tdeployment
1 foreach subcomponent process PROC of system SY S do
2 Deployment← Create_Package(PROC.name, "_Deployment")
3 PreConditions<>← <SYS, PROC, Deployment>
4 Dependencies<>← <User_Model, Data_Model>
5 Execute(PreConditions<>, Dependencies<>, Deployment, rules=[table 7.2])
6 end
Règles de transformation et de génération
Nous décrivons ici uniquement les algorithmes des règles RT.1 et RG.1, les autres règles
de la transformation Tdeployment sont définies dans la même logique.
La règle RT.1 (algorithme 2) génère l’énumération Node_Type représentant l’ensemble des
nœuds de l’application connectés au nœud analysé. L’interrogateur de modèle Get_Connected_-
Nodes (l.1) construit la liste des nœuds connectés au nœud analysé à partir de l’analyse des
connexions du modèle.
Nous avons défini des règles de génération pour l’ensemble des types de propriétés AADL
et pour l’ensemble des composants spécifiés lors de nos transformations. Les propriétés de
l’annexe de modélisation Data_Representation, Enumerators, Representation requises
par notre profil AADL-HI Ravenscar sont produites aux lignes 2, 3 et 4 et spécifient le type de la
donnée (énumération), les différentes valeurs d’énumérateurs et les clauses de représentation
pour la distinction de ces derniers. Enfin, la règle de génération Gen_Data_Type est utilisée
pour générer le composant Node_Type avec les propriétés qui lui sont associées.
Algorithme 2: Règle de transformation RT.1 - Composant data Node_Type





5 Property_Association<>← <Data_Representation, Enumerators, Representation>
6 Node_Type← Gen_Data_Type(”Node_Type”, Property_Association <>)
La règle RG.1 (algorithme 3) génère le tableau Entity_Table qui effectue l’association
entre les énumérateurs des tâches et les énumérateurs des nœuds. Celle-ci utilise notamment
les composants générés Entity_Type (l.4, issu de RT.2 tableau 7.2) et Node_Type (l.5, issu de
RT.1 tableau 7.2) pour la dimension et le typage des éléments. L’interrogateur Get_Element
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(l.4) permet de récupérer un composant dans le paquetage cible ou dans les paquetages
AADL spécifiés dans les dépendances de la transformation.
Algorithme 3: Règle de génération RG.1 - Entity_Table
1 Connected_Nodes<>← Get_Connected_Nodes(SYS, PROC)
2 Connected_Entities<>← Get_Connected_Threads(SYS, PROC)
3 Data_Representation← Gen_Data_Representation(”Array”)
4 Dimension← Get_Element(Deployment, Entity_Type)





9 <Data_Representatation, Dimension, Base_Type, Initial_Value, Representation>
10 Entity_Table← Gen_Data_Type(”Entity_Table”, Property_Association<>)
7.3.3 Transformation Adressage (Tnaming)
Objectifs
La description de transformation Tnaming assure l’intégration du service d’adressage. Elle
permet la génération des tables statiques de nommage pour chaque service de couche basse
de transport utilisé par les nœuds de l’application répartie.
Préservation des propriétés
La table de nommage d’un nœud centralise toutes les informations nécessaires pour la
création des canaux de communication requis par l’application répartie. Elle sert notamment à
la configuration du service de couche basse de transport. La transformation Tnaming que nous
proposons ne crée aucune information supplémentaire excepté dans le cas où aucune infor-
mation n’est spécifiée sur la description architecturale du nœud. Des valeurs conventionnelles
par exemple 127.0.0.1 pour l’adresse et 6667 pour le port sont utilisées dans ce cas. Aucune
modification sémantique ou architecturale n’est apportée sur les composants assurant ainsi la
préservation des propriétés. Cette transformation contribue simplement à expliciter les struc-
tures de données pour les services d’adressage et de liaison et, par conséquent, à réduire le
niveau d’abstraction du modèle initial.
Composants produits par la transformation
Le tableau 7.3 récapitule les différents composants générés par la transformation Tnaming.
Chaque table de nommage possède une entrée Naming_Entry qui renseigne les informations
de déploiement déterminées à partir de l’analyse des propriétés des nœuds du modèle initial
(ports ou canaux de communication, adresses réseaux, etc.).
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Paquetage de composants AADL du service d’adressage (Tnaming)
Rôle Modélisation AADL Règles
Type de donnée représentant le port de des-
tination du nœud connecté au nœud cou-
rant.
Node_Port : composant data (entier)
Propriété Data_Model associée :
Data_Representation => Integer
RG.3
Type de donnée représentant l’adresse de
destination du nœud connecté au nœud
courant.
Node_Addr : composant data (string)
Propriétés Data_Model associées :
Data_Representation => String
Dimension => (16) (arbitraire)
RG.4
Structure de donnée représentant une en-
trée (port et adresse) d’un nœud dans la
table de nommage.
Naming_Entry : composant data (structure)
Propriétés Data_Model associées :
Data_Representation => Struct
Base_Type => <Node_Port, Node_Addr>
Element_Names => <"thePort", "location">
RG.5
Pour chaque nœud connecté, générer l’en-
trée correspondante de la table de nom-
mage.
XXX_Naming_Entry : un composant data
Propriétés Data_Model associées :
Base_Type => <Naming_Entry>
Element_Names => <"Location", "thePort">
Initial_Value =>
<@location, @port_number>
Propriété standard associée :
Access_Right => read_only
RT.4
Type de donnée tableau représentant la
table de nommage.
Naming_Table_Type : composant data (tableau)





Table de nommage des nœuds connectés
au nœud courant, y compris lui-même (uti-
lisation des entrées générées par RT.4).
Naming_Table : composant data





Propriété standard associée :
Access_Right => read_only
RG.7
TABLE 7.3 – Composants et règles issus de la transformation Tnaming
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Règle principale
L’algorithme 4 décrit la règle principale de la transformation. Notons, dans les dépen-
dances, la spécification du paquetage AADL Base_Types modélisant les types de données
basiques (entier, booléen, etc.) et le paquetage Deployment généré à la transformation pré-
cédente. Les composants de déploiement produits à la transformation précédente permettent
de configurer une partie des composants du service d’adressage.
Algorithme 4: Règle principale RP de Tnaming
1 foreach subcomponent process PROC of system SY S do
2 Naming← Create_Package(PROC, ”_Naming”)
3 PreConditions<>← <SYS, PROC, Naming>
4 Dependencies<>← <User_Model, Data_Model, Base_Types, Deployment>
5 Execute(PreConditions<>, Dependencies<>, Naming, rules=[table 7.3])
6 end
Règles de transformation et de génération
Le composant Naming_Table_Type (voir 7.3, RG.6) modélise le type tableau représentant
la table de nommage. Les entrées de la table de nommage sont des données structurées de
type Naming_Entry (généré par RG.5 tableau 7.2) caractérisé par le nom du nœud, l’adresse
et la ressource de communication à utiliser pour atteindre le nœud distant (récupérés par des
interrogateurs spécifiques). Sa dimension est déterminée par la taille du composant d’énume-
ration Node_Type généré par la transformation Tdeployment (voir RT.1 tableau 7.2).
Exemple 7.1 – Instance de la table de nommage du nœud Workload_Manager
data Naming_Table
propert ies
Data_Model : : Base_Type => ( c lass i f i e r ( PolyORB_HI_Generated_InS_Naming : : Naming_Table_Type ) ) ;
Data_Model : : Element_Names => ( " PolyORB_HI_Generated_InS_Deployment . InS_K " ,
" PolyORB_HI_Generated_InS_Deployment .WoM_K" ) ;
Data_Model : : I n i t i a l _ V a l u e => ( " InS_K_Naming_Entry " ,
"WoM_K_Naming_Entry " ) ;
Access_Right => read_only ;
end Naming_Table ;
L’exemple de code AADL 7.1 décrit le composant produit par la règle de génération RG.7
(algorithme 5). Celui-ci modélise l’instance de la table de nommage pour un nœud de l’appli-
cation. L’interrogateur Get_Connected_Nodes (l.2) récupère la liste des nœuds connectés au
nœud donné. A partir de celle-ci, nous analysons, pour chaque nœud, les propriétés de dé-
ploiement relatives au port de communication (Port_Number) et à l’adresse (Location_Value)
du nœud. Ces informations sont récupérées à l’aide des interrogateurs Get_Deployment-
_Port_Number_Property et Get_Deployment_Location_Property. Dans le cas où la pro-
priété ciblée n’est pas spécifiée, alors une valeur par défaut est attribuée au nœud analysé.
7.3.4 Transformation Protocole (Tmessages)
Objectifs
La transformation Tmessages assure l’intégration du service de protocole. Elle génère le tam-
pon de communication global (le type message) encapsulant les données utilisateurs transi-
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Algorithme 5: Règle de génération RG.7 - Naming_Table
1 Naming_Entries<>← ∅
2 Connected_Nodes<>← Get_Connected_Nodes(SYS, PROC)
3 Base_Type← Gen_Base_Type(Naming_Table_Type)
4 Element_Names← Gen_Element_Names(Connected_Nodes<>)
5 foreach process P of Connected_Nodes<> do
6 Port_Number← Get_Deployment_Port_Number_Property(P)
7 Location_Value← Get_Deployment_Location_Property(P)





13 <Base_Type, Element_Names, Initial_Value, Access_Right>
14 Naming_Table← Gen_Data_Type(”Naming_Table”, Property_Association<>)
tant entre les nœuds. Celui-ci est alloué statiquement conformément aux restrictions sur les
systèmes critiques et dépend de la taille maximale des données échangées.
Préservation des propriétés
Le service de protocole que nous avons modélisé définit un type message utilisé dans
plusieurs envois et réceptions sans impliquer une allocation dynamique de mémoire. Le com-
portement des routines pour la lecture et l’écriture est modélisé. Elles s’exécutent dans un
temps proportionnel à la taille de la donnée lue ou écrite dans le pire cas.
Lors de cette transformation, les données de l’utilisateur ne sont en aucun cas modifiées,
elles sont encapsulées dans ce message. L’intégrité des données est ainsi préservée. En
revanche, nous transformons le type de donnée échangée à travers les canaux de commu-
nication. Cette transformation est courante lors de l’implantation d’un tel protocole dans un
langage de programmation. Ainsi, en intégrant les composants du service de protocole, nous
rendons explicite ce mécanisme et nous pourrons en tenir compte plus tard lors des analyses
mémoires (dépassement de la consommation mémoire autorisée), du pire temps d’exécution
mais aussi pour la génération de code et la traçabilité des composants. Par conséquent, cette
transformation contribut à réduire le niveau d’abstraction du modèle initial.
Composants produits par la transformation
Les composants de données et sous-programmes du service de protocole sont modélisés
à l’aide de composants génériques (utilisant les prototypes AADL) dans le paquetage PolyORB-
_HI_Messages. La transformation Tmessages sélectionne les composants du paquetage et confi-
gure les prototypes à l’aide du type message généré à partir des informations extraites du
modèle initial.
Les différents composants générés sont présentés dans le tableau 7.4. On y retrouve le
tampon global de communication Message_Type (RG.7) et les opérations élémentaires pour
sa manipulation (RG.8, écriture, lecture, etc.).
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Paquetage de composants AADL du service de protocole Tmessages
Rôle Modélisation AADL Règles
Taille maximale du plus grand type de don-
née utilisé dans le nœud analysé, utilisé
pour l’allocation statique des tampons de
communications.




Taille du tampon global de communica-
tion déterminée à partir des constantes
Max_Payload_Size et Header_Size.
PDU_Size : propriété AADL constante
Property_Value =>
<PDU_Size = Header_Size + (Max_Payload_Size /
8) + 1>
RT.6
Tampon de communication global, structure
de donnée représentant les messages pour
la communication entre les nœuds locaux et
distants de l’application.
Message_Type : composant data
1. Sélection du composant paramé-
trable Message_Type du paquetage
PolyORB_HI_Messages
2. Configuration du composant à l’aide de propriété
constante _PDU_Size (RT.5 ci-dessus)
RG.8
Routines pour la manipulation du tampon de
communication global.
Sélection et configuration des sous-programmes
du paquetage PolyORB_HI_Messages pour la ma-
nipulation du composant Message_Type :
- lecture, écriture, encapsulation, vidage mémoire
RG.9
TABLE 7.4 – Composants et règles issus de la transformation Tmessages
Règle principale
La règle principale de la transformation Tmessages est décrite par l’algorithme 6. Parmi
les dépendances, nous remarquons l’utilisation des paquetages PolyORB_HI_Messages et
PolyORB_HI_Streams. Ce dernier est une modélisation des constructions du paquetage Ada.-
Streams utilisées pour l’implantation d’une couche basse de transport en Ada et adaptées pour
respecter nos restrictions.
Algorithme 6: Règle principale RP de Tmessages
1 foreach subcomponent process PROC of system SY S do
2 Messages← Create_Package(PROC, ”Messages”)
3 PreConditions<>← <SYS, PROC, Messages>
4 Dependencies<>← <User_Model, PolyORB_HI_Messages, PO_HI_Streams>
5 Execute(PreConditions<>, Dependencies<>, Messages, rules=[table 7.4])
6 end
Règles de transformation et de génération
L’algorithme 7 de la règle RG.8 (tableau 7.4) illustre le mécanisme de sélection et de confi-
guration du composant Message_Type. L’exemple de code AADL 7.2 est le résultat produit par
cette règle.
La sélection du composant et la configuration du prototype qu’il spécifie s’effectue en trois
étapes. Premièrement, nous sélectionnons le composant concret PDU_Size destiné à rempla-
cer le prototype (l.4), puis nous construisons le mécanisme prototype_binding spécifiant la
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Algorithme 7: Règle de génération RG.8 - Instanciation Message_Type
1 Message_Type_Extension← Get_Element(PolyORB_HI_Messages, ”Message_Type”)
2 Message_Type← Gen_Data_Type(”Message_Type”, Message_Type_Extension)
– Build the final data type ’Message_Type’
3
4 PDU_Size← Get_Element(Messages_Properties, PDU_Size)
5 contentType← Gen_Data_Type(”Content_Type”, PDU_Size)
– Build the final component which replaces the prototype
6
7 contentPrototype← Get_Element(PolyORB_HI_Messages, ”contentP”)
8 content← Gen_Component_Prototype_Binding (contentPrototype, contentType)





13 Gen_Data_Implementation(”Message_Type.Impl”, Message_Type_Extension, content)
– Build the final data implementation ’Message_Type.Impl’
Exemple 7.2 – Sélection et configuration du composant Message_Type
−− paquetage " PolyORB_HI_Generated_<Process>_Messages"
data Message_Type
propert ies
Data_Model : : Data_Representat ion => S t r uc t ;
end Message_Type ;
data implementation Message_Type . Impl
prototypes
contentP : data ;
subcomponents
Content : data PolyORB_HI_Streams : : Stream_Element_Array [ contentP ] ;
F i r s t : data PolyORB_HI_Streams : : Stream_Element_Count
{ Data_Model : : I n i t i a l _ V a l u e => ( " 1 " ) ; } ;
Last : data PolyORB_HI_Streams : : Stream_Element_Count
{ Data_Model : : I n i t i a l _ V a l u e => ( " 0 " ) ; } ;
end Message_Type . Impl ;
−− paquetage " Messages_Properties " p r odu i t par l a t r ans fo rma t i on Tmessage
Message_Length_Size : constant aadlinteger => 2 ;
Header_Size : constant aadlinteger => 4 ;
−− header_Size = Message_Length_Size + 2 ;
Max_Payload_Size : constant aadlinteger => 112;
−− value generated from user_model
Pdu_Size : constant aadlinteger => 19;
−− pdu_Size = Header_Size + ( Max_Payload_Size / 8) + 1
−− paquetage "Messages" p r odu i t par l a t r ans fo rma t i on Tmessage
data Message_Type extends PolyORB_HI_Messages : : Message_Type
end Message_Type ;
data implementation Message_Type . Impl extends PolyORB_HI_Messages : : Message_Type . Impl
( contentP => PolyORB_HI_Generated_WoM_Messages_Properties : : PDU_Size )
end Message_Type . Impl ;
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configuration (l.5-8). Ce dernier permet l’identification de l’élément à paramétrer (paramètres
de sous-programme, sous-composants...) et son association avec le composant concret. En-
fin, nous récupérons le composant générique à étendre et à paramétrer (l.11) à partir duquel
sera généré le composant final Message_Type (l.13).
Le mêmemécanisme est utilisé pour les composants de données ou des sous-programmes
AADL paramétrables des paquetages PolyORB_HI_Messages et PolyORB_HI_Gqueue. Une
phase de nettoyage du modèle raffiné est effectuée à la fin de la chaîne de transformation.
Elle permet l’élimination des prototypes et des prototype_bindings, conformément à nos
restrictions, par recopie des éléments du composant générique dans le composant final.
7.3.5 Transformation Typage (Ttypes)
Objectifs
Nous introduisons brièvement la transformation Ttypes intégrant le service de typage. Cette
transformation vise à rassembler dans un seul paquetage les types de données utilisés pour
un nœud donné. Ce service permet la simplification de la localisation et de l’utilisation des
données dans le code de l’utilisateur et par l’exécutif AADL (service d’interaction, service de
représentation...).
Préservation des propriétés
Cette transformation est triviale. Elle effectue une copie des composants de données spé-
cifiés pour un nœud. Les seules modifications apportées à la spécification initiale portent sur
la vérification de la cohérence de la taille d’une donnée vis-à-vis de son type et l’ajout d’une
valeur initiale par défaut si celle-ci est manquante. L’exemple de code AADL 7.3 présente le
service de typage produit pour le nœud Workload_Manager de notre cas d’étude.




data In te r rup t_Coun te r
propert ies
Data_Model : : Data_Representat ion => In tege r ;
Data_Model : : I n i t i a l _V a l u e => ( " 0 " ) ;
end In te r rup t_Coun te r ;
data Workload
propert ies
Data_Model : : Data_Representat ion => In tege r ;
Data_Model : : I n i t i a l _V a l u e => ( " 0 " ) ;
end Workload ;
end PolyORB_HI_Generated_WoM_Types;
7.3.6 Transformation Interaction (Tactivity)
Objectifs
La transformation Tactivity assure l’intégration du service d’interaction. Cette transformation
génère, à partir de l’analyse des éléments d’interface d’une tâche d’un nœud donné, les struc-
tures de données modélisant l’interface de la tâche avec une sémantique proche d’un langage
de programmation.
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Préservation des propriétés
Lors de cette transformation, l’interface d’un composant thread modélisée dans la des-
cription initiale à l’aide des features (ports de données, d’événements...) est remplacée par
une interface équivalente basée sur la spécification de composants de données. Cette re-
présentation à l’avantage de définir une sémantique proche des types complexes (record...)
d’un langage de programmation impératif. Cette transformation contribue à réduire le niveau
d’abstraction du modèle initial.
Composants produits par la transformation
Le tableau 7.5 présente les règles de transformation produisant les composants de don-
nées modélisant l’interface d’une tâche. La règle RT.10 produit un composant de donnée de
type énuméré spécifiant les identifants des ports de la tâche. La règle RT.11 produit un com-
posant de donnée de type union modélisant l’interface du thread. L’énumération produit par la
règle RT.10 est réutilisée pour la spécification du type union.
L’interface d’une tâche est ainsi représentée comme une structure de donnée paramétrée
par l’identifiant du port et contenant, le cas échéant, un champ représentant la donnée envoyée
ou reçue par ce port. L’exemple de code AADL 7.4 illustre les composants produits par les
règles RT.10 et RT.11 sur le nœud Workload_Manager de notre cas d’étude.
Exemple 7.4 – Interface du thread Activation_Log_Reader du nœud Workload_Manager
−− r u l e RT.10
data Ravenscar_Activation_Log_Reader_Port_Type
propert ies
Data_Model : : Data_Representat ion => Enum;
Data_Model : : Enumerators => ( " Ex te rna l_ In te r r up t_Depos i t o r y " , " S igna l " ) ;
Data_Model : : Representat ion => ( " 1 " , " 2 " ) ;
end Ravenscar_Activation_Log_Reader_Port_Type ;
−− r u l e RT.11
data Ravenscar_Act ivat ion_Log_Reader_Inter face
propert ies
Data_Model : : Data_Representat ion => Union ;
end Ravenscar_Act ivat ion_Log_Reader_Inter face ;
data implementation Ravenscar_Act ivat ion_Log_Reader_Inter face . Impl
subcomponents
Port_T : data Ravenscar_Activation_Log_Reader_Port_Type
{ Data_Model : : I n i t i a l _ V a l u e => ( " Ravenscar_Activation_Log_Reader_Port_Type ’ F i r s t " ) ; } ;
Ex te rna l_ In te r rup t_Depos i to ry_Da ta : data PolyORB_HI_Generated_WoM_Types : : In te r rup t_Coun te r ;
Signal_Data : data ;
end Ravenscar_Act ivat ion_Log_Reader_Inter face . Impl ;
Règle principale
L’algorithme 8 décrit la règle principale de la transformation Tactivity. Celle-ci dépend du
service de typage généré par la transformation précédente. Cette règle s’applique pour chaque
composant thread spécifié comme sous-composant d’un processus (nœud) du système.
7.3.7 Transformation Représentation (Tmarshallers)
Objectifs
La transformation Tmarshallers assure l’intégration du service de représentation. Elle génère
l’ensemble des routines nécessaires pour assurer la cohérence des données lors des envois et
des réceptions à travers le réseau. Ainsi, pour chaque nœud de l’application, nous générons
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Paquetage de composants AADL du service d’interaction (Tactivity)
Rôle Modélisation AADL Règles
Enumération représentant les
identifiants des ports du thread
analysé.
<thread_name>_Port_Type : composant data





Interface du thread analysé.
<thread_name>_Interface : composant data union
- sous-composant Port_T : typé par le composant généré
par la règle RT.10
- sous-composants correspondant à la liste des types de
données des ports du thread
Propriétés Data_Model associées :
Data_Representation => Union
RT.11
TABLE 7.5 – Composants et règles issus de la transformation Tactivity
Algorithme 8: Règle principale RP de Tactivity
1 foreach subcomponent thread TH of process PROC do
2 Activity← Create_Package(TH.name, "_Activity")
3 PreConditions<>← <TH, PROC, Activity>
4 Dependencies<>← <User_Model, Data_Model, Types>
5 Execute(PreConditions<>, Dependencies<>, Activity, rules=[table 7.5])
6 end
les routines d’emballage (Marshall_XXX) et de déballage (Unmarshall_XXX) des types de
données impliquées.
Préservation des propriétés
Le service de représentation que nous avons modélisé assure l’encodage et le décodage
des informations pour la cohérence et le routage des données d’un nœud à un autre. Nous
avons modélisé le comportement des routines produites pour l’emballage et le déballage d’un
type de donnée dans un message. Un emballage est réalisé de manière simple par copie
mémoire. Dans le cas d’une application répartie, cela nécessite que les nœuds appartiennent
à des plates-formes homogènes. Le temps d’exécution de ces routines dans le pire des cas
est en O(N) où N est la taille de la donnée.
Comme pour la transformation Tmessages nous n’effectuons aucune modification du contenu
des données mais nous changeons la représentation de la donnée. Les routines de ce service
peuvent augmenter le pire temps d’exécution d’une tâche spécifiée sur la description initiale.
L’intégration de ces composants permet maintenant de prendre en compte cette information.
Cette transformation n’altère donc pas la sémantique et le comportement de l’application
mais elle précise les opérations de l’exécutif AADL dans le cas de l’envoi ou de la réception
d’une donnée.
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Composants produits par la transformation
Le tableau 7.6 récapitule les règles de transformation et les routines générées pour chaque
nœud (composant processus) du système. Nous analysons les types de données et générons
les routines correspondantes. Des routines d’emballage et de déballage pour les interfaces
des tâches générées par la transformation Tactivity (service d’interaction) sont aussi produites
lors de cette transformation. L’exemple de code 7.5 illustre la description architecturale et com-
portementale d’une routine d’emballage produite lors de cette transformation (règle RG.10).
Paquetage de composants AADL du service de représentation (Tmarshallers)
Rôle Modélisation AADL Règles
Sérialisation et désériali-
sation des types de don-
nées échangées entre les
nœuds connectés et le
nœud courant.
Marshaller_XXX_Interface : composant subprogram
Unmarshaller_XXX_Interface : composant subprogram
- génération de sous-programmes (+comportement)
- spécification du paramètre d’entrée des sous-programmes
avec le type de donnée analysé
RG.10
Sérialisation et désériali-
sation des interfaces des
tâches générées par la
transformation de don-
nées échangées entre les
nœuds connectés et le
nœud courant.
Marshaller_XXX : composant subprogram
Unmarshaller_XXX : composant subprogram
- génération de sous-programmes (+comportement)
- spécification du paramètre d’entrée des sous-programmes
avec le type de donnée analysé
RG.11
Sérialisation et désérialisa-
tion du type de donnée
représentant l’énumération
des ports des threads du
nœud analysé.
Marshaller_Port_Type : composant subprogram
Unmarshaller_Port_Type : composant subprogram
- génération de sous-programmes (+comportement)
- spécification du paramètre d’entrée des sous-programmes
avec le type de donnée Port_Type
(généré par Tdeployment, RT.3)
RG.12
Sérialisation et désériali-
sation du type de don-
née représentant les mes-
sages échangés dans les
canaux de communication
du nœud analysé.
Marshaller_Message_Type : composant subprogram
Unmarshaller_Message_Type : composant subprogram
- génération de sous-programmes (+comportement)
- spécification du paramètre d’entrée des sous-programmes
avec le type de donnée Message_Type
(généré par Tmessages, RG.8)
RG.13
TABLE 7.6 – Composants et règles isssus de la transformation Tmarshallers
Règle principale
L’algorithme 9 décrit la règle principale de la transformation. Le paquetage Ada_Run-
time est utilisé pour résoudre des dépendances vers des types de données et des sous-
programmes spécifiques de la runtime Ada. Nous l’utilisons ici pour l’usage de la routine
Unchecked_Conversion qui effectue une simple copie mémoire pour les types de données
complexes.
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Exemple 7.5 – Routine d’emballage de l’interface du thread External_Event_Source
subprogram Marshal l_Ravenscar_External_Event_Source_Inter face
features
A_Data : in parameter
PolyORB_HI_Generated_InS_External_Event_Source_Activi ty : :
Ravenscar_External_Event_Source_Interface ;
Message : in out parameter PolyORB_HI_Generated_InS_Messages : : Message_Type . Impl ;
end Marshal l_Ravenscar_External_Event_Source_Inter face ;
subprogram implementation Marshal l_Ravenscar_External_Event_Source_Inter face . Impl
annex behav i o r _ spec i f i c a t i on {∗∗
states
s0 : i n i t i a l f i n a l state ;
t rans i t ions
t0_0 : s0 −[ ]−> s0 {
i f ( A_Data . Port_T = PolyORB_HI_Generated_InS_External_Event_Source_Activi ty : : Ex t e r na l _ I n t e r r up t )
PolyORB_HI_Generated_InS_Marshallers : : Marsha l l_ In te r rup t_Coun te r !




end Marshal l_Ravenscar_External_Event_Source_Inter face . Impl ;
Algorithme 9: Règle principale RP de Tmarshallers
1 foreach subcomponent process PROC of system SY S do
2 if Require_Network_Communication(PROC) then
3 Marshallers← Create_Package(PROC.name, "Marshallers")
4 PreConditions<>← <SYS, PROC, Marshallers>
5 Dependencies<>← <User_Model, Types, Activity, Ada_Runtime>
Execute(PreConditions<>, Dependencies<>, Marshallers, rules=[table 7.6])
6 end
7 end
7.3.8 Transformation Transport (Ttransport)
Objectifs
Cette transformation est réalisée dans le cas d’une communication distante entre deux
nœuds du système. Elle explicite le service de transport spécifié dans la description initiale.
Elle assure la génération des composants modélisant la couche haute du service de transport
et l’intégration des composants fournis pas la couche basse de transport sélectionnée.
Remarque. La couche basse de transport est spécifiée dans la description initiale à l’aide
d’un composant device accédant au composant matériel bus. Les sous-composants du device
modélisent les composants du protocole de transport. La propriété Actual_Connection_-
Binding spécifie le bus utilisé pour la communication entre les éléments d’interface des nœuds.
Enfin, la propriété Transport_API associée au bus nous indique la couche basse de transport
spécifiée et nous permet de déterminer la transformation de transport correspondante.
Préservation des propriétés
La transformation Ttransport est un raffinement de la spécification architecturale initiale. Son
objectif est d’intégrer complètement les composants modélisant le pilote du protocole de trans-
port associés aux canaux de communication. Ainsi, pour chaque nœud de l’application, nous
rendons explicites les ressources enfouies au sein du pilote du protocole (par exemple, la
tâche de réception).
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Lors de cette transformation, nous n’observons aucun ajout d’information mais un raffi-
nement de la description initiale des nœuds de l’application distribuée. La sémantique et le
comportement d’un nœud ne sont pas modifiés. Cependant, le modèle AADL raffiné obtenu
reflète un déploiement des ressources de transport plus cohérent. Les propriétés spécifiées
au sein du modèle initial sont conservées.
Composants produits par la transformation
Le tableau 7.7 décrit l’ensemble des règles et des composants produits par la transfor-
mation. Pour chaque tâche émettrice (resp. réceptrice), nous générons un composant sous-
programme assurant l’envoi (resp. la livraison) du message (RG.14 et RG.15). Les routines
de haut-niveau Send et Deliver (RG.16 et RG.17) invoquent ces sous-programmes lors de
l’émission ou de la réception d’une donnée par le nœud (traitée par la tâche de réception du
nœud dans le second cas).
La règle RT.7 assure l’intégration de la couche basse de transport spécifiée au sein de
la description architecturale pour un nœud donné. L’analyse du composant matériel bus et du
composant device (le pilote associé) nous permet de récupérer les différents composants mo-
délisés de la couche basse de transport. Les routines pour l’initialisation, l’envoi et la réception
des données à travers la couche basse sont intégrées au paquetage Transport.
Le composant thread modélisant la tâche de réception est généré dans le paquetage
Transport_Receiver_Task. Sa priorité et sa période sont déterminées à partir de l’analyse
des propriétés initiales de l’application. Notamment, cette tâche est arbitrairement plus prio-
ritaire que les tâches applicatives du nœud considéré et sa période dépend de la plus petite
période des tâches émettrices connectées au nœud considéré. Ce composant sera intégré par
la transformation Tsystem_final (décrite plus bas) comme sous-composant d’un nœud (composant
processus) recevant des données distantes.
Règle principale
Algorithme 10: Règle principale RP de Ttransport
1 foreach subcomponent process PROC of system SY S do
2 Transport← Create_Package(PROC.name, ”Transport”)
3 PreConditions<>← <SYS, PROC, Transport>
4 Dependencies<>←
5 <User_Model, Base_Types, Data_Model, TCP_Protocol..., Polyorb_HI_Streams,
Deployment, Naming, Messages, Marshallers>
6 Execute(PreConditions<>, Dependencies<>, Transport, rules=[table 7.7])
7 end
L’algorithme 10 décrit la règle principale de la transformation Ttransport. Les couches basses
de transport supportées (TCP_IP...) sont spécifiées comme dépendances à la transformation.
Les composants produits par les transformations déploiement, adressage, message et repré-
sentation sont ici réutilisés.
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Paquetage de composants AADL du service de Transport (Ttransport)
Rôle Modélisation AADL Règles
Routine pour la livraison locale du
message reçu dans la file d’at-
tente de la tâche considérée.
XXX_Deliver : composant subprogram
- Utilise le composant Message_Type généré par Tmessages
(règle RG.8)
- Utilise les composants Port_Type et Entity_Type générés
par Tdeployment (règles RT.2 et RT.3)
- Utilise le composant Unmarshall_XXX_Interface généré
par Tmarshallers (règle RG.10)
- Génération de la spécification comportementale adéquate
RG.14
Routine pour l’envoi du message
aux destinataires de la tâche
considérée.
XXX_Send : composant subprogram
- Utilise le composant Entity_Type généré par Tdeployment
(règles RT.2)
- Invoque la routine d’envoi de la couche basse de transport
- Génération de la spécification comportementale adéquate
RG.15
Routine (haut-niveau) traitant
les émissions de messages
aux nœuds connectés au nœud
courant.
Send : composant subprogram
- Utilise le composant Message_Type généré par Tmessages
(règle RG.8)
- Utilise le composant Entity_Type généré par Tdeployment
(règles RT.2)
- Invoque la routine XXX_Send (ci-dessus RG.15)
- Génération de la spécification comportementale adéquate
RG.16
Routine (haut-niveau) traitant la li-
vraison locale des messages re-
çus dans les files d’attente des en-
tités
Deliver : composant subprogram
- Utilise le composant Message_Type généré par Tmessages
(règle RG.8)
- Utilise les composants Port_Type et Entity_Type générés
par Tdeployment (règles RT.2 et RT.3)
- Invoque la routine XXX_Deliver (RG.14) correspondante à
l’entité destinataire
- Génération de la spécification comportementale adéquate
RG.17
Intégration des composants de la
couche basse de transport sélec-
tionnée (TCP_IP...).
- Initialize : composant subprogram pour l’initialisation de
la couche basse, utilise la table de nommage générée par
Tnaming (règle RG.7)
- Initialize_Receiver : composant subprogram pour l’ini-
tialisation de la tâche de réception
- Receive : composant subprogram pour la réception d’un
message (bas-niveau)
- Send : composant subprogram pour l’envoi d’un message
(bas-niveau)
- Receiver_Thread : sous-composant thread pour l’intégra-
tion de la tâche de réception au sein du nœud analysé
RT.7
TABLE 7.7 – Composants et règles issus de la transformation Ttransport
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7.3.9 Transformation Interrogation (Tglobal_queue)
Objectifs
La tranformation Tglobal_queue assure l’intégration du service d’interrogation de notre intergi-
ciel. Ce service raffine les mécanismes d’envoi et de réception des données entre les tâches.
Lors de cette transformation, nous remplaçons les composants ports dans les interfaces des
tâches par une structure modélisant une file d’attente globale de messages. La configuration
de cette file est assurée par l’analyse des interfaces des tâches applicatives (des ports) de la
description initiale.
Nous avons modélisé la file d’attente globale de messages et le comportement des rou-
tines pour sa manipulation à l’aide de composants AADL paramétrables. Ces composants sont
spécifiés dans le paquetage PolyORB_HI_Gqueue présenté dans l’annexe A.2. Cette transfor-
mation s’applique pour chaque tâche (appelée aussi entité pour respecter les conventions de
nommage) appartenant au nœud analysé - i.e. pour tout sous-composant thread d’un com-
posant processus.
Préservation des propriétés
La modélisation des composants et du comportement de la file d’attente globale de mes-
sages est basée sur son implantation dans l’intergiciel POLYORB-HI-Ada (objet protégé Ada).
Notre file d’attente est modélisée à l’aide d’un composant data partagé. Les informations
déduites des élements d’interface de la tâche permettent la génération des données et des
tableaux circulaires spécifiant la structure interne de la file. Grâce à notre profil AADL-HI Ra-
venscar, nous avons réussi à modéliser le même comportement décrit par son implantation.
De plus, les composants modélisés respectent les recommandations du profil Ravenscar.
Les routines modélisées qui permettent d’effectuer des actions à partir de la file s’exécutent
de manière déterministe (constante pour la majorité et, au pire cas, en O(N) où N est la taille
de la donnée traitée [Zalila et al., 2008][section 6.4]). Enfin, de nombreux cas d’utilisation et
l’implication de POLYORB-HI-Ada dans de nombreux projets ont permis de tester et d’éprou-
ver cette implantation. La reproduction d’un code identique nous assure par conséquent la
fiabilité de cette structure.
Tglobal_queue transforme ainsi le mécanisme d’envoi et de réception entre tâches basé sur
la sémantique des ports par un mécanisme assurant le même comportement et conser-
vant les mêmes propriétés architecturales (configurées à partir de l’analyse du modèle initial).
De plus, les composants produits par cette transformation autorisent une traduction vers des
constructions du langage de programmation Ada ayant une sémantique équivalente (données,
sous-programmes et objet protégé). Cette transformation précise à la fois les ressources de
l’exécutif AADL pour la communication des tâches et introduit des constructions préservant le
déterminisme et l’analyse statique. Elle contribue à réduire le niveau d’abstraction du modèle
initial et la différence sémantique entre le modèle et le code généré.
Composants produits par la transformation
Le tableau 7.8 présente l’ensemble des règles de tranformation et des composants géné-
rés par la transformation. Les composants spécifiés dans le paquetage générique PolyORB_-
HI_Gqueue sont sélectionnés et configurés de la même manière que ceux du paquetage
PolyORB_HI_Messages (voir Tmessages plus haut).
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Paquetage de composants AADL du service d’Interrogation (Tglobal_queue)
Rôle Modélisation AADL
Types de données pour la gé-
nération et la configuration des
tableaux circulaires constituant
la file d’attente de messages
globale (Global_Queue) pour
chaque composant thread.
Types de données : composants type data
– Port_Type : énumération représentant les ports du
thread analysé
– Integer_Array : type tableau utilisé pour la spécification
des tailles des files de messages et des priorités des ports
du thread
– Port_Kind_Array : type tableau pour la spécification de la
catégorie du port (event, event data, data)
– Overflow_Protocol_Array : type tableau pour la spécifi-
cation du protocole de dépassement de capacité d’une file
d’un port
– Thread_Interface_Type : type record pour la spécifica-
tion de l’interface du thread représentant les types de don-
nées des ports du thread
RG.18
Instances de données constituant
la file d’attente de messages
globale pour chaque composant
thread.
Données : composants type data
– Current_Entity : identifiant représentant le thread ana-
lysé
– Thread_Port_Kinds : tableau représentant la catégorie et
l’orientation des ports du thread
– Thread_Fifo_Sizes : tableau représentant la taille des
files de messages des ports du thread
– Thread_Fifo_Offsets : tableau représentant la position
des files d’attente
– Thread_Overflow_Protocols : tableau représentant le
protocole de dépassement de capacité spécifié pour un
port donné
– Urgencies : tableau représentant la priorité associé à un
port
– Global_Data_Queue_Size : donnée représentant la
somme de toutes les files d’attente de messages des
ports du thread analysé
– N_Destinations : tableau représentant le nombre de des-
tinataires pour chaque port
– Destinations : tableau représentant les destinataires de
chaque port du thread
RG.19
Instanciation de la file d’attente
globale (Global_Queue) de mes-
sages pour chaque composant
thread.
<thread_name>_Global_Queue : composant data
- Utilise Global_Queue du paquetage PolyORB_HI_Gqueue
(patron d’objet partagé)




Instanciation des routines pour la
manipulation de la file d’attente
globale




TABLE 7.8 – Composants et règles de transformation Tglobal_queue
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Règle principale
L’algorithme 11 décrit la règle principale (RP) de la transformation Tglobal_queue. Celle-ci né-
cessite l’utilisation d’un certain nombre d’ensembles de propriétés standards AADL. Elle s’ap-
plique pour tout composant thread spécifié au sein d’un composant processus PROC du sys-
tème.
Algorithme 11: Règle principale de la transformation Tglobal_queue
1 foreach subcomponent thread TH of process PROC do
2 Gqueue← Create_Package(PROC, TH, "Gqueue")
3 PreConditions<>← <PROC, TH, Gqueue>
4 Dependencies<>←
5 <User_Model, Data_Model, AADL_Project, Memory_Properties, Thread_Properties,
Deployment_Properties, PolyORB_HI_Port_Kinds,
6 PolyORB_HI_Gqueue, Deployment>
7 Execute(PreConditions<>, Dependencies<>, Gqueue, Tglobal_queue[table 7.8])
8 end
Règles de transformation et de génération
L’algorithme 12 illustre un fragment de la règle RG.19 pour la génération des instances
de données utilisées par la structure de la file d’attente. L’interrogateur spécifique Get_Port_-
Information (l.1, détaillé dans l’annexe B) construit une liste structurée des spécifications des
différents ports d’une tâche. Cette liste structurée récupère l’ensemble des informations d’un
port à savoir : son nom, son parent, sa direction, sa catégorie, son type, son sous-programme
de calcul associé et différentes propriétés (taille de la file d’attente, politique de gestion des
messages de la file, etc.). Il suffit d’interroger cette liste structurée par la suite pour obtenir
les informations pertinentes pour la génération des différentes instances de données et leur
configuration (par exemple l.4 et l.5).









8 <Base_Type, Element_Names, Representation, Access_Right>
9 Thread_Fifo_Sizes← Gen_Data_Type("Thread_Fifo_Sizes", Property_Association<>)
10 ...
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7.3.10 Transformation AADL_Runtime (Taadl_runtime)
Objectifs
L’objectif de la transformation Taadl_runtime est l’intégration des sous-programmes définissant
les interactions des tâches, pour la communication, avec un exécutif AADL (un intergiciel),
conformément aux spécifications du standard AADLv2. Les sous-programmes modélisés as-
surent les opérations d’envoi et de réception des données d’une tâche à une autre de manière
transparente à l’utilisateur.
Préservation des propriétés
La transformation Taadl_runtime explicite les interactions entre les tâches applicatives et l’exé-
cutif AADL conformément aux recommandations du standard AADL. Ces interactions s’ex-
priment sous la forme de composants sous-programmes manipulant un paramètre unique
moé. lisant un type de donnée paramétrable (AADL_Context). Ce composant facilite l’invoca-
tion des mécanismes d’interaction dans le code utilisateur.
Ainsi, le code utilisateur n’invoque pas les routines de chaque file d’attente globale de
messages générées pour les tâches du nœud. Le type de donnée AADL_Context permet
d’utiliser une seule structure de donnée pour l’ensemble des tâches applicatives du nœud. Le
comportement des sous-programmes modélisés par cette transformation se charge d’invoquer
les files d’attente et les types de données correspondants.
Cette transformation est conforme aux recommandations du standard AADL. Elle raffine la
description initiale mais ne modifie pas la sémantique du modèle.
Composants produits par la transformation
Le tableau 7.9 récapitule l’ensemble des composants produits par la transformation
Taadl_runtime.
Comme pour la transformation Tactivity et le composant modélisant l’interface d’une tâche,
nous modélisons ici le type de donnée paramétrable AADL_Context à l’aide d’un composant
AADL de donnée de type union. L’énumération Entity_Type (générée par la transformation
Tdeployment) identifiant les tâches d’un nœud sert à paramétrer le composant. Les interfaces
des tâches (composants générés par Tactivity, voir plus haut) servent à paramétrer les champs
représentant la donnée envoyée ou reçue. Dans notre cas, la donnée est une interface d’une
tâche du nœud transportant elle-même la donnée envoyée ou reçue sur un port de la tâche.
L’exemple de code AADL 7.6 décrit le composant AADL_Context produit par la règle RG.20
pour le nœud Workload_Manager de notre cas d’étude.
Enfin, nous générons uniquement les sous-programmes requis par la tâche. Pour ce faire,
nous analysons si la tâche est émettrice, réceptrice ou émettrice/réceptrice. Dans le cas où la
tâche ne fait qu’émettre des données, seule la règle RG.21 (tableau 7.9) sera exécutée. Elle
génère le sous-programme Put_Value assurant le placement de la donnée dans la file d’at-
tente globale de messages et le sous-programme Send_Outputmodélisant l’opération d’envoi
de cette donnée depuis la file d’attente.
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Exemple 7.6 – Composant paramétrable AADL_Context du nœud Workload_Manager
data AADL_Context
propert ies
Data_Model : : Data_Representat ion => Union ;
end AADL_Context ;
data implementation AADL_Context . Impl
subcomponents
Discr im inan t : data PolyORB_HI_Generated_WoM_Deployment : : Ent i ty_Type ;
Regu lar_Producer_ I t f : data PolyORB_HI_Generated_WoM_Regular_Producer_Activity : :
Ravenscar_Regular_Producer_Interface ;
On_Cal l_Producer_ I t f : data PolyORB_HI_Generated_WoM_On_Call_Producer_Activity : :
Ravenscar_On_Call_Producer_Interface ;
Ex te rna l_Even t_Serve r_ I t f : data PolyORB_HI_Generated_WoM_External_Event_Server_Activity : :
Ravenscar_External_Event_Server_Inter face ;
Ac t i va t ion_Log_Reader_ I t f : data PolyORB_HI_Generated_WoM_Activation_Log_Reader_Activity : :
Ravenscar_Act ivat ion_Log_Reader_Inter face ;
end AADL_Context . Impl ;
Paquetage de composants AADL du service AADL_Runtime (Taadl_runtime)
Rôle Modélisation AADL Règles
Structure générique pour l’envoi ou la récep-
tion d’une donnée sur un nœud.
AADL_Context : composant data union
Sous-composants : composant data
.nom => énumération des entités du nœud
. type => interfaces générées par Tactivity
(règle RT.11)
Propriétés Data_Model associées :
Data_Representation => Union
RG.20
Génération des routines de la runtime AADL
pour l’émission de données. Put_Value
place une donnée dans une file d’attente
globale de messages. Send_Output envoie
une donnée à partir de la file.
Put_Value : composant subprogram - plus
spécification comportementale
Send_Output : composant subprogram -
plus spécification comportementale
RG.21
Génération des routines de la runtime AADL
pour la réception de données. Get_Count
renvoie le nombre de messages reçus et
placés dans une file d’attente global de mes-
sages. Get_Value recupère une donnée
placée dans la file d’attente. Next_Value
enlève la donnée de la file d’attente.
Get_Count : composant subprogram
- plus spécification comportementale
Get_Value : composant subprogram
- plus spécification comportementale
Next_Value : composant subprogram
- plus spécification comportementale
RG.22
TABLE 7.9 – Composants et règles issus de la transformation Taadl_runtime
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Règle principale
L’algorithme 13 décrit la règle principale de la transformation Taadl_runtime. Celle-ci spécifie
dans ses dépendances l’ensemble des paquetages Deployment, Activity et Gqueue produits
pour chaque tâche du nœud.
Algorithme 13: Règles principale RP de Taadl_runtime
1 foreach subcomponent process PROC of system SY S do
2 if IS_SENDING(PROC) or IS_RECEIVING(PROC) then
3 AADLRuntime← Create_Package(PROC.name, "_AADL_Runtime")
4 PreConditions<>← <SYS, PROC, AADL_Runtime>
5 Dependencies<>← <User_Model, Base_Types, Data_Model, PolyORB_HI_Errors,
6 Deployment, Activity, Gqueue>
7 Execute(PreConditions<>, Dependencies<>, AADL_Runtime, rules=[table 7.9])
8 end
9 end
7.3.11 Transformation Exécution (Ttasks)
Objectifs
La transformation Ttasks raffine les composants threads du modèle initial, représentant les
tâches des nœuds de l’application distribuée. Ce raffinement s’effectue conformément aux
patrons de modélisation des tâches périodique et sporadique que nous avons décrits dans la
section 5.1 lors de notre discussion sur la réduction du niveau d’abstraction du modèle AADL.
Pour rappel, ces patrons contribuent à améliorer la description et l’analysabilité d’une tâche
en rendant explicite, à travers la spécification d’un automate comportemental, son cycle de vie,
les différents appels aux sous-programmes (initialisation, charge de travail, reprise) décrivant
son comportement fonctionnel, les différents appels aux services de l’intergiciel POLYORB-HI-
AADL et ses interactions avec sa file d’attente globale de messages (produite par Tglobal_queue)
pour l’envoi et la réception de données.
La structure de cet automate a été définie en respectant les recommandations du profil
Ravenscar (exécution infinie...) nous permettant ainsi de limiter les transformations à effectuer
lors de la phase de génération de code.
Préservation des propriétés
Nous avons expliqué dans les chapitres 3 et 4 que de nombreuses informations compor-
tementales étaient attachées à la description architecturale d’un composant thread sous la
forme d’une propriété AADL (Compute_Entrypoint, Initialize_Entrypoint, protocole de
déclenchement, etc.). La génération de l’automate comportemental conformément aux recom-
mandations de notre profil AADL-HI Ravenscar nous permet d’expliciter ces informations sous
la forme de composants concrets (data, subprogram) mais aussi les interactions du compo-
sant avec les différentes ressources intergicielles.
Nous conservons ainsi l’ensemble des propriétés spécifiées dans la description architectu-
rale sous une autre forme et nous renforçons celle-ci à l’aide d’une description comportemen-
tale précisant la sémantique des opérations de la tâche. Cette spécification est cohérente avec
l’implantation physique de la tâche. Les seules informations ajoutées au comportement sont
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les interactions avec l’exécutif AADL telles que le standard AADL les spécifie. Par conséquent,
cette transformation contribue à réduire le niveau d’abstraction de la description architecturale
initiale des tâches applicatives du système. Elle permettra à la fois une analyse plus fine (sé-
quence et ordre d’appels des sous-programmes complets, intégration et utilisation précise des
ressources) et facilitera la phase de génération de code.
Composants produits par la transformation
Le tableau 7.10 récapitule les différentes règles et les composants générés par Ttasks à
partir de l’analyse de la description architecturale et des propriétés attachées aux composants
threads d’un nœud donné.
Règle principale
L’algorithme 14 présente la règle principale de la transformation Ttasks. Nous générons un
paquetage pour chaque composant thread du nœud analysé. Il n’est pas utile de spécifier
les paquetages modélisant les interfaces des tâches et les paquetages Gqueue générés pour
chaque tâche, l’utilisation des composants du paquetage AADL_Runtime offre les mécanismes
et les types de données nécessaires pour l’envoi et la réception de données.
Algorithme 14: Règle principale RP de Ttasks
1 foreach subcomponent thread TH of process PROC do
2 Task← Create_Package(TH.name, ”_Task”)
3 PreConditions<>← <TH, PROC, Task>
4 Dependencies<>← <User_Model, Base_Types, Data_Model, Programming_Properties,
5 PolyORB_HI_Errors, AADL_Runtime, Deployment>
6 ForEach(PreConditions<>, Dependencies<>, Task, rules=[tableau 7.10])
7 end
Règles de transformation et de génération
La règle RT.15 décrit la génération d’une spécification comportementale pour un sous-
composant thread du nœud conformément au profil AADL-HI Ravenscar. Elle est détaillée
dans l’algorithme 15.
La règle de génération Gen_Communication_Action (l.5) produit l’appel au sous-program-
me d’initialisation généré par la règle RT.13 (issue de la propriété initiale Initialize_-
Entrypoint). Cette règle est aussi appelée par la règle Gen_Behavior_Actions_From_Ports
(l.9) pour la génération des appels aux différents sous-programmes relatifs à la fonction de cal-
cul et de reprise de la tâche. Cette dernière génère aussi les appels aux routines de la runtime
AADL en fonction des caractéristiques de l’interface du thread (ports en émission et/ou ré-
ception).
La condition du déclenchement d’activité est générée à l’aide de la règle Gen_Dispatch-
_Condition (l.10). Celle-ci produit l’unique port (sysDispatch, l.1) autorisé par notre proces-
sus de raffinement pour rester conforme au standard AADL. Ce port modélise l’événement
système déclencheur du réveil d’une tâche périodique, ou l’événement reçue par une tâche
sporadique pour son activation.
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Paquetage de composants AADL pour le service d’exécution (Ttasks)
Rôle Modélisation AADL Règles
Expansion des propriétés temporelles et
structurelles sous la forme de données.
Priority_<thread_name> : sous-composant
data spécifié par la propriété Priority
Period_<thread_name> : sous-composant data
spécifié par la propriété Period
Deadline_<thread_name> : sous-composant
data spécifié par la propriété Deadline
Source_Stack_Size_<thread_name> : sous-
composant data spécifié par la propriété
Source_Stack_Size
RT.12
Expansion des propriétés comportemen-
tales sous la forme de sous-programmes.
Initialize_<thread_name> : sous-composant
subprogram spécifié par la propriété
Initialize_Entrypoint
Activate_<thread_name> : sous-composant
subprogram spécifié par la propriété
Activate_Entrypoint
Compute_<thread_name> : sous-composant
subprogram spécifié par la propriété
Compute_Entrypoint
RT.13
Génération du composant thread raffiné.
<thread_name>_Task : composant thread
- recopie des propriétés initiales
- intégration de la file d’attente globale de mes-
sages du thread analysé
- génération du port sysDispatch pour le déclen-
chement d’activité
- intégration des sous-programmes générés par la
règle RT.12 comme sous-composants
- intégration du sous-composant AADL_Context
généré par la Taadl_runtime (règle RG.20)
RT.13




- liste d’appel des sous-programmes dans l’ordre -
intégration au composant généré par RT.13
RT.14
Génération de la spécification comporte-
mentale à partir du thread analysé.
Behavior_Specification : composant
annex_subclause
- utilisation du patron comportemental correspon-
dant
- intégration des appels aux routines d’activation et
de recouvrement
- intégration des appels aux routines du service
AADL_Runtime
- intégration de l’appel à la fonction de calcul
RT.15
TABLE 7.10 – Composants et règles issus de la transformation Ttasks
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Algorithme 15: Règle RT.15 - Spécification comportementale du thread
input : thread subcomponent TH ∈ process subcomponent PROC
output : thread annex subclause Behavior_Specification of TH
1 sysDispatch← Gen_Behavior_Identifier(”sysDispatch”)
2 stInit← Gen_Behavior_State("stInit", Initial=true, Complete=false, Final=false)








11 tDispatch← Gen_Behavior_Transition(Src=stDispatch, Dst=stDispatch, actions<>,
Dispatch_Condition)
12 States<>← <stInit, stDispatch>
13 Transitions<>← <tInit, tDispatch>
14 Behavior_Specification← Gen_Behavior_State(TH, States<>, Transitions<>)
7.3.12 Transformation Système (Tsystem_final)
Objectifs
La transformation Tsystem_final assure la construction du composant system final qui intègre
et connecte les nœuds (processus) raffinés, les différentes tâches applicatives raffinées, les
files d’attente globale de messages et la tâche de réception de la couche basse de transport
(si nécessaire). Le résultat de cette transformation est notre modèle complet.
Préservation des propriétés
Pour chaque nœud (composant process) du système, nous intégrons ses tâches raffinées,
produites par la transformation Ttasks, et leur file d’attente globale de messages (composants
data partagés), produite par la transformation Tglobal_queue. Si une tâche de réception a été
produite (transformation Ttransport) pour ce nœud, elle est aussi intégrée. Ces composants pro-
cessus raffinés sont ensuite intégrés au système final. Cette dernière transformation produit
le modèle AADL complet de l’application contenant les composants applicatifs raffinés, les
composants intergiciels et les différentes connexions.
C’est à partir de ce modèle final et de ce composant système que seront à présent effec-
tuées les analyses Ravenscar et d’ordonnancement.
Par construction et grâce à notre processus de raffinement, nous sommes sûrs que l’in-
tégration de ces composants pilotée par l’analyse du composant system de la description
initiale n’engendre pas de modification sémantique et comportementale et produit un modèle
légal au sens AADL et cohérent. Sur ce dernier point, nous effectuons une nouvelle étape
d’analyse pour la validation de notre modèle de code complet. Cette étape fait l’objet de la
section suivante.
c© 2012 Gilles LASNIER 143
Chapitre 7. Processus de Raffinement Incrémental dédié aux Systèmes Critiques
Composants produits par la tranformation
Le tableau 7.11 décrit les règles de transformation assurant le raffinement des composants
processus et le raffinement du composant système, à partir de l’analyse de la description
architecturale initiale.
Paquetage de composants AADL - composant system (Tsystem_final)
Rôle Modélisation AADL Règles
Ré-écriture des composants process
(nœuds), intégration complète des
tâches raffinées, des files d’attente
globale de messages respectives et
de la tâche de réception (le cas
échéant).
ahr_<node_name> : composant process
- intégration des composants thread générés par
Ttasks (règle RT.13)
- intégration des composants data Global_Queue
générés par Tglobal_queue (règle RT.8)
- intégration du composant thread, modéli-
sant la tâche de réception, généré par Ttransport
(règle RT.7)
RT.16
Ré-écriture du composant system fi-
nal intégrant les nœuds raffinés (pro-
duits ci-dessus).
ahr_<system_name> : composant system
(nœuds)
- intégration des composants process produits
par la règle RT.16
RT.17
TABLE 7.11 – Composants et règles issus de la transformation Tsystem_final
Règles de tranformation
L’algorithme 16 décrit la règle RP de la transformation. Celle-ci s’applique sur le composant
système du modèle initial. L’analyse de ce composant et de ses sous-composants processus
nous permet de diriger cette transformation et de sélectionner les composants produits par les
transformations Ttasks, Tglobal_queue et Ttransport. Les paquetages de composants AADL produits
par ces transformations (Tasks, Gqueue et Transport) sont spécifiés dans les dépendances.
Algorithme 16: Règle principale RP de Tsystem_final
1 foreach system implementation SY S do
2 AHR_System← Create_Package(SYS.name, ”AHR_System”)
3 PreConditions<>← <SYS, AHR_System>
4 Dependencies<>← <User_Model, Deployment, Tasks, Gqueue, Transport>
5 Execute(PreConditions<>, Dependencies<>, AHR_System, rules=[table 7.11])
6 end
7.4 Validation du modèle AADL complet
La troisième étape de notre processus est la validation du modèle complet de l’applica-
tion produit par les transformations de notre processus de raffinement. Comme lors de la
première validation, nous effectuons une analyse de la syntaxe et de la sémantique de la des-
cription pour valider sa conformité au standard AADLv2 (sémantique, cohérence, légalité...).
Puis, nous reconduisons les analyses supplémentaires.
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7.4.1 Analyse des restrictions Ravenscar
L’analyse des restrictions Ravenscar définies par notre profil AADL-HI Ravenscar (cha-
pitre 3, section 3.4.2) s’effectue cette fois-ci sur les composants applicatifs et les composants
intergiciels constituant l’application complète.
Les spécifications comportementales attachées à l’ensemble des composants architectu-
raux peuvent être analysées. Ainsi, nous pouvons désormais vérifier la restriction RC1 (un
unique point de suspension par tâche) et RC2 (pas d’état final spécifié dans l’automate d’un
thread) sur les automates des tâches applicatives du système.
7.4.2 Analyse d’ordonnancement
L’analyse d’ordonnancement prend aussi en compte les ressources intergicielles. Nous
pouvons vérifier si le système est toujours ordonnançable. Dans le cas contraire, la compa-
raison des résultats obtenus avec ceux de la première analyse peut nous permettre de déduire
l’origine du problème et les composants fautifs (hypothèses d’ordonnancement, gestion des
sections critiques sur les ressources partagées...).
Notamment, notre processus de raffinement préserve les hypothèses pour l’analyse d’or-
donnançabilité de l’ensemble des tâches applicatives du système. Cependant, l’intégration des
composants intergiciels peut influer sur l’ordonnancement du système en augmentant le pire
temps d’exécution de ces tâches (interactions avec l’intergiciel), ou encore, la tâche ajoutée
pour la réception des messages sur un nœud peut compromettre l’ordonnancement. L’utilisa-
teur peut alors vérifier ses spécifications initiales et intervenir.
A la fin de cette étape de notre processus, nous sommes assurés d’avoir un modèle de code
complet spécifiant l’ensemble des informations architecturales et comportementales requises
pour la génération du code source de l’application.
7.5 Synthèse
Ce chapitre a présenté notre processus de raffinement et d’analyse d’applications TR2E
critiques. Celui-ci repose sur une modélisation contrainte des composants applicatifs et inter-
giciels s’appuyant sur notre profil AADL-HI Ravenscar. Les étapes du processus présentées
ont été élaborées afin de garantir les objectifs suivants :
1. Réduire le niveau d’abstraction du modèle initial pour la prise en compte des ressources
d’un exécutif supportant les composants applicatifs (logiciels) AADL, lors des analyses
réalisées sur le modèle. Ces ressources intergicielles sont modélisées par un assem-
blage de composants architecturaux et comportementaux définissant des constructions
déterministes et analysables statiquement.
2. Réduire les différences sémantiques entre modèle analysé et code généré par raffi-
nement de la description des composants et par l’intégration des composants intergi-
ciels. La sémantique exprimée par les composants du modèle raffiné est très proche
des constructions d’un langage de programmation impératif comme Ada ou C.
Nous avons explicité l’ensemble des transformations assurant l’intégration des composants
intergiciels et le raffinement des composants architecturaux existants. Celles-ci impliquent la
modification ou la génération de composants AADL à partir d’un modèle AADL (transformation
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endogène). L’expression de ces transformations en terme de composants AADL est peut -être
une tâche fastidieuse, mais elle permet de faciliter la maintenance et l’adaptation de ces règles.
Notamment, l’utilisateur peut intervenir, par la suite, sur les composants du modèle raffiné.
Le résultat de ces transformations est un modèle AADL légal de l’application fidèle à une
implantation du système critique. Dans le chapitre suivant, nous présentons les règles de
transformation pour la génération du code source de ces composants vers les constructions
d’un langage de programmation impératif : le langage Ada.
146 c© 2012 Gilles LASNIER
Chapitre 8
Règles de Transformation pour la
Production Automatique de Systèmes
TR2E Critiques
SOMMAIRE
8.1 INTRODUCTION . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 147
8.2 TRANSFORMATION DES COMPOSANTS DE DONNÉES . . . . . . . . . . . 148
8.2.1 Types basiques . . . . . . . . . . . . . . . . . . . . . . . . . . . . 150
8.2.2 Types complexes . . . . . . . . . . . . . . . . . . . . . . . . . . . 153
8.2.3 Type opaque . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 159
8.2.4 Constantes et variables . . . . . . . . . . . . . . . . . . . . . . . 160
8.2.5 Objet protégé . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 160
8.3 TRANSFORMATION DES COMPOSANTS SOUS-PROGRAMMES . . . . . . . 161
8.3.1 Sous-programmes opaques . . . . . . . . . . . . . . . . . . . . . 162
8.3.2 Sous-programme avec description comportementale . . . . . . . 164
8.4 TRANSFORMATION DES COMPOSANTS THREADS . . . . . . . . . . . . . 164
8.4.1 Génération des tâches périodiques . . . . . . . . . . . . . . . . . 165
8.4.2 Génération des tâches sporadiques . . . . . . . . . . . . . . . . . 167
8.5 TRANSFORMATION DES SPÉCIFICATIONS COMPORTEMENTALES . . . . . 167
8.6 INTÉGRATION ET COMPILATION . . . . . . . . . . . . . . . . . . . . . 168
8.7 SYNTHÈSE . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 169
8.1 Introduction
Dans le chapitre précédent, nous avons présenté la première phase de notre proces-
sus automatique pour l’analyse et la production des applications TR2E critiques. Cette phase
mène, par transformation de modèles verticale, le raffinement de la description architecturale
AADL de l’application vers un modèle complet de l’application (applicatif et exécutif) analysable
et sémantiquement proche de son implantation.
Dans ce chapitre, nous détaillons les transformations des composants de ce modèle vers
les constructions du langage de programmation Ada respectant les recommandations de son
profil Ravenscar. Les transformations simples que nous présentons montrent le bien-fondé de
notre processus de raffinement. Lemapping AADL vers Ada que nous exprimons est structuré
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de manière à permettre sa réutilisation dans un autre contexte que notre approche, à faciliter
son évolution (modifications introduites dans les langages AADL ou Ada) et sa maintenance
(expressivité des règles de transformation). Enfin, notre mapping autorise aussi la production
de composants AADL à partir du sous-ensemble des constructions Ada que nous supportons.
Ce chapitre est organisé de la manière suivante. La section 8.2 présente les règles de
transformation des composants de données AADL. La section 8.3 détaille les transformations
des composants sous-programmes vers les procédures et fonctions Ada. La section 8.4 décrit
le mapping et les règles pour la génération des tâches Ada à partir de la description architec-
turale et comportementale des composants threads. La section 8.5 détaille la génération de
code à partir des éléments de langage spécifiés au sein des descriptions comportementales.
La section 8.6 présente la génération des fichiers supports pour l’intégration des composants
utilisateurs et la compilation du code généré. La section 8.7 conclut ce chapitre.
Simplification et structure des transformations
Pour faciliter la compréhension et l’implantation de nos règles de transformation, nous nous
appuyons sur les éléments suivants :
1. Nous avons défini une bibliothèque d’interrogateurs des éléments du modèle AADL qui
permet l’extraction des informations (structurelles, comportementales, etc.) à partir des
composants, des propriétés ou des descriptions comportementales. Ils sont à la fois
utilisés dans les préconditions et dans le corps de nos règles de transformation.
2. Pour des raisons de maintenance et d’évolution, nous avons choisi de respecter la syn-
taxe abstraite du langage Ada définissant les nœuds d’un arbre syntaxique abstrait
(AST). Les règles de transformation et les constructions Ada (respectant le profil Ra-
venscar) produites sont ainsi nommées conformément à la dénomination de la BNF du
langage présentée dans l’annexe C de ce manuscrit.
3. Notre processus de raffinement a pris en charge différentes vérifications sur la spé-
cification des composants, notamment la présence des propriétés essentielles pour la
définition d’un type ou d’une instance de données, la vérification de la cohérence de la
taille mémoire spécifiée vis-à-vis du type, etc.
4. La dernière phase de notre processus de raffinement a éliminé les éléments de mo-
délisation non concrets (extension, prototypes...). Ainsi, la spécification d’un composant
contient toutes les propriétés qui lui sont associées (par exemple, il n’y a plus d’héritage).
5. Une routine spécifique (Map_Ada_Name) permet de résoudre les problèmes issus des
différentes conventions de nommage entre le langage AADL et le langage Ada (iden-
tifiant, nommage des paquetages, etc.). Cette routine est appelée pour l’analyse et la
modification (le cas échéant) de tout identifiant AADL rencontré.
8.2 Transformation des composants de données
Cette section présente les règles de transformation assurant la traduction des composants
de données AADL vers les types de données, les constantes et les variables globales du lan-
gage de programmation Ada. Pour illustrer concrètement la simplicité de nos transformations,
nous avons choisi de présenter les règles de transformation vers le langage Ada. Cepen-
dant, les patrons de modélisation pour la génération que nous présentons sont généralistes.
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Ils peuvent ainsi être réutilisés pour l’expression de règles de transformation vers un autre
langage de programmation impératif comme le langage C.
L’annexe de modélisation des données du langage AADL (présentée 4) définit les patrons
de modélisation des types de données classiques. Ceux-ci reposent sur un ensemble de pro-
priétés AADL spécifiques (l’ensemble de propriétés Data_Model). Nous avons complété ces
patrons lors de notre processus de raffinement par les propriétés : Source_Data_Size (pro-
priété issue du standard) exprimant la taille mémoire maximale de la donnée ; Access_Right
(propriété issue du standard) exprimant si la donnée est accessible en lecture, en écriture
ou en lecture/écriture ; Initial_Value (propriété issue de l’annexe) spécifiant une valeur par
défaut pour la donnée modélisée.
Ces informations sont utilisées respectivement pour allouer la quantité de mémoire requise
(allocation statique...), pour déterminer les types de données, les constantes et les variables,
pour l’initialisation du système ou en cas de pannes (liées au caractère asynchrone des com-
munications utilisées par l’intergiciel).
Logiquement, ces propriétés permettent de différencier les composants de données AADL
et de déterminer la construction Ada équivalente (types de données ou instances, entier signé
ou booléen, etc.). Les interrogateurs produits pour chacune de ces propriétés sont, par consé-
quent, utilisés comme préconditions par nos règles de transformation. Nous distinguons deux
catégories de transformation : la transformation des types de données et la transformation des
instances de données (constantes et variables).
Identification d’une transformation d’un type de donnée
Dans le cas des types de données le patron source (le patron d’identification d’un compo-
sant) d’une règle de transformation est basé sur une déclaration d’un composant interface ou
implantation data spécifiant la propriété Data_Model::Data_Representation (que nous dé-
taillons plus bas). Dans le cas d’un composant de donnée partagée et/ou avec accesseurs, les
accesseurs définis dans la déclaration de l’interface du composant et la propriété spécifiant le
protocole sélectionné pour la gestion de la concurrence (Concurrency_Control_Protocol)
sont ajoutés aux préconditions du patron source.
Identification d’une transformation d’une instance de donnée
Dans le cas des instances de données, le patron d’identification de la transformation est le
suivant :
– un composant interface ou implantation data ;
– la propriété Data_Model::Base_Type spécifiant le type de l’instance ;
– la propriété Access_Right spécifiant si l’instance est accessible en lecture ou en écri-
ture. Cette dernière nous permet de déterminer s’il s’agit d’une variable ou d’une cons-
tante.
Enfin, la propriété Data_Model::Initial_Value définit une valeur pour l’initialisation de l’ins-
tance.
Informations structurelles
Un composant de donnée AADL est caractérisé par son identifiant, sa catégorie, ses pro-
priétés spécifiques (dans le cas d’un data, l’ensemble de propriétés Data_Model) et, dans le
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cas d’un composant implantation, sa structure interne - i.e. ses sous-composants. Ces infor-
mations sont utilisées pour générer la construction Ada conformément à la spécification AADL.
Nous utilisons la propriété Source_Data_Size pour déterminer précisément le type de donnée
Ada équivalent (entier sur 32 bits, entier sur 64 bits, etc.). D’autres propriétés de l’annexe de
modélisation des données permettent de déterminer la précision (nombres à virgule flottante),
la signature de la donnée, etc.
Dans les sections suivantes, nous explicitons nos règles de transformation des composants
data AADL vers les types de données du langage Ada.
8.2.1 Types basiques
Cette sous-section présente les règles de transformation pour les types basiques du lan-
gage de programmation Ada. La propriété Data_Model::Data_Representation spécifie le
type de donnée : booléen, entier, flottant, caractère et chaîne de caractères.
Type booléen
La règle décrite par l’algorithme 17 assure la transformation d’un composant de donnée
modélisant un type booléen (exemple 8.1). La sémantique du composant est équivalente à
celle du type booléen Ada. Nous avons développé pour chaque type spécifié par la propriété
Data_Representation => <data_type> un interrogateur AADL is<data_type>(). Le pa-
tron source de la règle (l.1) utilise cet interrogateur comme précondition pour la transformation.
Conformément à la syntaxe abstraite Ada, la génération d’un type booléen correspond
à l’instanciation du type dérivé Boolean de la bibliothèque Standard. Le nœud Full_-
Type_Declaration (voir annexe C) est la déclaration complète du type de donnée (l.4). La
propriété Data_Model::Initial_Value spécifie la valeur par défaut pour le type généré. Les
exemples 8.1 et 8.2 représentent respectivement la source et la cible produites par la transfor-
mation.
Algorithme 17: Transformation d’un composant data en type booléen Ada
1 foreach component data D of AADL package AadlPackage | D.isBoolean() do
2 id← Map_Ada_Name(D.name)
3 typeDef ← Gen_Derived_Type_Definition(′Boolean′, ′Standard′)
4 adaType← Gen_Full_Type_Declaration(id, typeDef)
5 idDefaultV alue← Map_Ada_Name(D.name, ′_Default_V alue′)
6 initialV alue← D.get_Initial_Value()
7 constant← true
8 defaultV alue← Gen_Default_Value(idDefaultV alue, initialV alue, constant,
adaType)
9 AdaPackage.add(adaType, defaultV alue)
10 AdaPackage.add_Withed_Packages(′Standard′)
11 end
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Exemple 8.1 – Type booléen AADL
data A_Boolean
propert ies
Data_Model : : Data_Representat ion => Boolean ;
Data_Model : : I n i t i a l _ V a l u e => ( " fa lse " ) ;
end A_Boolean ;
Exemple 8.2 – Type booléen Ada
type A_Boolean is
new Standard . Boolean ;
A_Boolean_Default_Value : constant AADL_Boolean := f a l se ;
.
Exemple 8.3 – Type entier AADL
data My_Integer
propert ies




Data_Model : : Data_Representat ion => In tege r ;
Data_Model : : Number_Representation => Signed ;
Source_Data_Size => 4 Bytes ;
end In teger_32 ;
Exemple 8.4 – Type entier Ada
type My_Integer is
new Standard . I n tege r
type In teger32 is
new I n t e r f a ces . In teger_32 ;
for In teger32 ’ Size use 32;




L’algorithme 18 décrit la règle de transformation pour la génération d’un type entier en Ada.
L’exemple 8.3 décrit la modélisation de différents types entiers en AADL (non signé, etc.).
Algorithme 18: Transformation d’un composant data en type entier Ada
1 foreach component data D of AADL package AadlPackage | D.isInteger() do
2 dataSize← D.get_Data_Size()
3 dataSign← D.get_Number_Representation()
4 dataType← D.get_Type_Of_Ada_Integer(dataSize, dataSign)
5 id← Map_Ada_Name(D.name)
6 typeDef ←
7 Gen_Ada_Numeric_Type(dataType, dataSize, dataSign)
8 adaType← Gen_Full_Type_Declaration(id, typeDef)
9 idDefaultV alue← Map_Ada_Name(D.name, ′_Default_V alue′)
10 initialV alue← D.get_Initial_Value()
11 constant← true
12 defaultV alue← Gen_Default_Value(idDefaultV alue, initialV alue, constant,
adaType)
13 AdaPackage.add(adaType, defaultV alue)
14 end
L’interrogateur Get_Type_Of_Ada_Integer (l.4, algorithme 18) détermine si le type entier
modélisé fait référence à un type de donnée Ada de la bibliothèque Standard ou Interfaces. Le
résultat retourné par cet interrogateur est utilisé par la règle de génération Gen_Ada_Numeric_Type
(l.7) appellée dans le cas des transformations des entiers et des flottants. Celle-ci assure la
création du type Ada (Integer, Integer_32, Inte_64, etc.) en fonction de sa taille. L’exemple 8.4
illustre le code Ada produit par cette transformation à partir des patrons de modélisation AADL
de l’exemple 8.3.
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Exemple 8.5 – Type flottant AADL
data Float_64
propert ies
Data_Model : : Data_Representat ion => F loa t ;
Data_Model : : IEEE754_Precision => Double ;
Source_Data_Size => 8 Bytes ;
end Float_64 ;
.
Exemple 8.6 – Type flottant Ada
type Float64 is
new I n t e r f a ces . Float64 ;
for Float64 ’ Size use 64;
Float64_Defaul t_Value : Float64
:= 0 . 0 ;
Exemple 8.7 – Type caractère AADL
data My_Character
propert ies
Data_Model : : Data_Representat ion => Character ;
end My_Character ;
.
Exemple 8.8 – Type caractère Ada
type My_Character is
new Standard . Character ;
My_Character_Default_Value : constant My_Character
:= ’ ’ ;
Type flottant
La transformation d’un composant datamodélisant un flottant (voir exemple 8.5) en un type
Ada est décrite par l’algorithme 19. Cette règle repose sur le même principe que la règle précé-
dente (algorithme 18) pour la génération d’un type entier. L’interrogateur Get_Type_Of_Ada_-
Float détermine précisément quel type flottant en Ada doit être généré. Les exemples 8.5
et 8.6 illustrent respectivement la source et la cible produites par cette transformation.
Algorithme 19: Transformation d’un composant data en type flottant Ada
1 foreach component data D of AADL package AadlPackage | D.isFloat() do
2 dataSize← D.get_Data_Size()
3 dataPrec← D.get_IEEE754_Precision()
4 dataType← D.get_Type_Of_Ada_Float(dataSize, dataPrec)
5 id← Map_Ada_Name(D.name)
6 typeDef ←
7 Gen_Ada_Numeric_Type(dataType, dataSize, dataSign)
8 adaType← Gen_Full_Type_Declaration(id, typeDef)
9 idDefaultV alue← Map_Ada_Name(D.name, ′_Default_V alue′)
10 initialV alue← D.get_Initial_Value()
11 constant← true
12 defaultV alue← Gen_Default_Value(idDefaultV alue, initialV alue, constant,
adaType)
13 AdaPackage.add(adaType, defaultV alue)
14 end
Type caractère
La règle 20 décrit la génération d’un type caractère en Ada à partir du patron de modélisa-
tion décrit dans l’exemple 8.7. Le résultat de cette transformation est illustré par l’exemple 8.8.
Type chaîne de caractères
Les patrons de modélisation (définis par l’annexe de modélisation des données) des chaînes
de caractères de tailles bornées ou non bornées sont présentés dans l’exemple 8.9. La trans-
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Algorithme 20: Transformation d’un composant data en type caractère Ada
1 foreach component data D of AADL package AadlPackage | D.isCharacter() do
2 id← Map_Ada_Name(D.name)
3 typeDef ← Gen_Derived_Type_Definition(′Character′, ′Standard′)
4 adaType← Gen_Full_Type_Declaration(id, typeDef)
5 idDefaultV alue← Map_Ada_Name(D.name, ′_Default_V alue′)
6 initialV alue← D.get_Initial_Value()
7 constant← true
8 defaultV alue← Gen_Default_Value(idDefaultV alue, initialV alue, constant,
adaType)
9 AdaPackage.add(adaType, defaultV alue)
10 AdaPackage.add_Withed_Packages(′Standard′)
11 end
Exemple 8.9 – Type string AADL
data My_Str ings
propert ies
Data_Model : : Data_Representat ion => S t r i ng ;
end My_Str ings ;
data Bounded_Strings
propert ies
Data_Model : : Data_Representat ion => S t r i ng ;
Data_Model : : Dimension => ( 1 0 ) ;
end Bounded_Strings ;
.
Exemple 8.10 – Type string Ada
package My_Strings_Pkg is
new Ada . S t r i ngs . Bounded . Generic_Bounded_Length ( 6 4 ) ;
subtype My_Str ings is
My_Strings_Pkg . Bounded_String ;
My_Str ings_Defaul t_Value : constant My_Str ings
:= My_Strings_Pkg . Nul l_Bounded_Str ing ;
package Bounded_Strings_Pkg is
new Ada . S t r i ngs . Bounded . Generic_Bounded_Length ( 1 0 ) ;
subtype Bounded_Strings is
Bounded_Strings_Pkg . Bounded_String ;
Bounded_Str ings_Default_Value : constant Bounded_Strings
:= Bounded_Strings_Pkg . Nul l_Bounded_Str ing ;
formation de ces composants vers un type chaîne de caractères (string) Ada est décrite par
l’algorithme 21.
Nous utilisons la propriété Data_Model::Dimension pour déterminer la dimension de la
chaîne de caractères. Si celle-ci n’est pas spécifiée, l’interrogateur Get_Dimension renvoie
par défaut la valeur 64 (valeur arbitraire).
La transformation du composant data en une chaîne de caractères Ada s’effectue en deux
étapes. Dans un premier temps, nous instancions le paquetage génériqueAda.String.Bounded.
Celui fournit un environnement pour la manipulation de chaînes de caractères bornées. Il per-
met notamment de déterminer la taille de la chaîne au niveau de la runtime Ada et non pas lors
de la compilation, ce qui préserve l’analysabilité statique. La seconde étape est la génération
du type correspondant à la chaîne de caractères modélisée. Celui-ci est défini en Ada comme
un sous-type du type de donnée de taille bornée configuré lors de l’instanciation du générique.
L’exemple 8.10 illustre le résultat de cette transformation.
Si une valeur par défaut n’est pas définie par l’utilisateur, nous utilisons la valeur par défaut
Null_Bounded_String définie par le paquetage générique instancié.
8.2.2 Types complexes
Nous présentons, dans cette sous-section, la génération des types de données complexes
du langage Ada. Il s’agit des types énumérés, des record et des tableaux.
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Algorithme 21: Transformation d’un composant data en type chaîne de caractères Ada
1 foreach component data D of AADL package AadlPackage | D.isString() do
2 strDimension← D.get_Dimension()




6 typeDef ← Gen_Derived_Type_Definition(′Bounded_String′, strGenericPackage)
7 adaType← Gen_Full_Type_Declaration(id, typeDef)
8 idDefaultV alue← Map_Ada_Name(D.name, ′_Default_V alue′)
9 initialV alue← D.get_Initial_Value()
10 constant← true
11 defaultV alue← Gen_Default_Value(idDefaultV alue, initialV alue, constant,
adaType)




L’algorithme 22 décrit la règle de transformation d’un composant data en un type énu-
méré Ada. Les attributs requis pour le patron de modélisation d’un type énuméré en AADL
sont illustrés dans l’exemple 8.11. Les listes d’énumérateurs et des clauses de représenta-
tion de ces énumérateurs sont construites à l’aide des interrogateurs Get_Enumerators et
Get_Representation.
Algorithme 22: Transformation d’un composant data en type énuméré
1 foreach component data D of AADL package AadlPackage | D.isEnum() and




5 typeDef ← Gen_Enumeration_Type_Definition(enumerators)
6 adaType← Gen_Full_Type_Declaration(id, typeDef)




La génération d’une énumération correspond à la génération d’un nœud de type Enumeration_-
Type_Definition (voir la BNF du langage Ada, annexe C) spécifiant la définition du type de
l’objet à constuire et d’un nœud (de type Full_Type_Declaration correspondant à la décla-
ration du type). Ce dernier effectue l’association entre l’identifiant - i.e. le nom du type - et la
définition du type.
La clause de représentation d’un énumérateur - i.e un littéral - définit la représentation
interne de celui-ci. Cette représentation interne est utilisée pour la distinction des littéraux au
niveau runtime. Pour chaque énumérateur, une clause de représentation a été spécifiée en ac-
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Exemple 8.11 – Type énuméré AADL
data An_Enum
propert ies
Data_Model : : Data_Representat ion => Enum;
Data_Model : : Element_Names => ( " foo " , " bar " ) ;
Data_Model : : Representat ion => ( " 00 " , " 1 1 " ) ;
end An_Enum;
.





( foo => 00 ,
bar => 11 ) ;
cord avec notre patron de modélisation d’un type énuméré AADL. La règle Gen_Enumeration_-
Representation_Clause génère les différentes clauses de représentation en fonction des
valeurs spécifiées par l’utilisateur à l’aide de la propriété Data_Model::Representation (voir
exemple 8.11). L’exemple 8.12 illustre le résultat de la transformation du composant AADL
modélisant un type énuméré présenté dans l’exemple 8.11.
Type structuré
L’équivalent du type structuré AADL est le type record Ada. L’annexe de modélisation
des données permet deux patrons de modélisation possibles présentés dans l’exemple 8.13.
Le premier patron (voir patron (1), 8.13) utilise la spécification des sous-composants AADL
permettant la manipulation directe des éléments du type structuré au sein du langage d’ex-
pression de l’annexe comportementale.
Le second patron est basé uniquement sur la spécification des propriétés de l’annexe
Data_Model et ne permet pas la manipulation de ces éléments.
Les algorithmes 23 et 24 décrivent les règles de transformation de ces patrons. Un type
record implique la création de trois nœuds au sein de l’arbre abstrait Ada. Le premier, de
type Record_Definition, contient la définition des éléments du record (l.5), le second est
la définition du type (l.6) et le dernier nœud représente la déclaration du type (l.7) associant
l’identifiant du type à sa définition du type.
Algorithme 23: Transformation d’un composant data en type record - patron (1)
1 foreach component data implementation D of AADL package AadlPackage | D.isStruct()




5 recordDef ← Gen_Record_Definition(eltNames, eltTypes)
6 recordTypeDef ← Gen_Record_Type_Definition(recordDef)
7 adaType← Gen_Full_Type_Declaration(id, recordTypeDef)
8 AdaPackage.add(adaType)




Dans le cas du patron (1), le composant source est un composant data implementation.
Les interrogateurs Get_Data_Subcomponents_Names et Get_Data_Subcomponents_Types per-
mettent, à partir de l’analyse des sous-composants du composant, l’extraction des informa-
tions relatives aux identifiants et aux typages des éléments du record.
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Exemple 8.13 – Type structuré AADL




Data_Model : : Data_Representat ion => S t r uc t ;
end A_Struct1 ;
data implementation A_Struct1 . imp l
subcomponents
f1 : data Base_Types : : F loa t ;
c2 : data Base_Types : : Character ;
end A_Struct1 . imp l ;
−− patron de modé l i sa t ion ( 2 ) ,
−− avec p rop r i é tés
data A_Struct2
propert ies
Data_Model : : Data_Representat ion => S t r uc t ;
Data_Model : : Base_Type =>
( c lass i f i e r ( Base_Types : : F loa t ) ,
c lass i f i e r ( Base_Types : : Character ) ) ;
Data_Model : : Element_Names => ( " f1 " , " c2 " ) ;
end A_Struct2 ;




f1 : Base_Types . AADL_Float ;




f1 : Base_Types . AADL_Float ;
c2 : Base_Types . AADL_Character ;
end record ;
.
Dans le cas du patron (2), le composant source est un composant data type (interface).
Les interrogateurs Get_Element_Names et Get_Base_Types assurent la même fonction que
les interrogateurs précédents mais extraient les informations à partir des propriétés de l’annexe
de modélisation des données.
L’exemple de code Ada 8.14 illustre le résultat produit par ces deux transformations.
Algorithme 24: Transformation d’un composant data en type record - patron (2)
1 foreach component data D of AADL package AadlPackage | D.isStruct() and




5 recordDef ← Gen_Record_Definition(eltNames, eltTypes)
6 recordTypeDef ← Gen_Record_Type_Definition(recordDef)
7 adaType← Gen_Full_Type_Declaration(id, recordTypeDef)
8 AdaPackage.add(adaType)





Les algorithmes 25 et 26 décrivent les transformations des patrons de modélisation d’un
type union AADL en un type discriminant Ada. La génération d’un type discriminant repose
sur le même principe que la génération du type record présentée dans la section précédente
(voir 9). L’unique différence est la création de deux nœuds supplémentaires relatifs à la gé-
nération d’un type discriminant (l.4-8) conformément aux spécifications du langage Ada (voir
annexe C). L’exemple de code Ada 8.16 illustre le résultat de ces deux transformations.
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Algorithme 25: Transformation d’un composant data en type discriminant - patron (1)
1 foreach component data implementation D of AADL package AadlPackage | D.isUnion()
and not D.hasElementNames() and D.hasDataSubcomponents() do
2 eltNames← D.get_Data_Subcomponents_Names()
3 eltTypes← D.get_Data_Subcomponents_Types()
4 idDscr← Map_Ada_Name(D.name, ′_Dscr′)
5 enumTypeDef ← Gen_Enumeration_Type_Definition(eltNames)
6 adaTypeDscr← Gen_Full_Type_Declaration(idDscr, enumTypeDef)
7 knownDscr← Gen_Known_Discriminant_Part(′Dsc′, adaTypeDiscr)
8 recordDef ← Gen_Record_Definition(’Dsc′, eltNames, eltTypes)
9 recordTypeDef ← Gen_Record_Type_Definition(recordDef)
10 idAdaType← Map_Ada_Name(D.name)
11 adaType← Gen_Full_Type_Declaration(idAdaType, recordTypeDef , knownDscr)
12 AdaPackage.add(adaTypeDscr, adaType)




Algorithme 26: Transformation d’un composant data en type discriminant - patron (2)
1 foreach component data D of AADL package AadlPackage | D.isUnion() and
D.hasElementNames() and D.hasBaseTypes() do
2 eltNames← D.get_Element_Names()
3 eltTypes← D.get_Base_Types()
4 idDscr← Map_Ada_Name(D.name, ′_Dscr′)
5 enumTypeDef ← Gen_Enumeration_Type_Definition(eltNames)
6 adaTypeDscr← Gen_Full_Type_Declaration(idDscr, enumTypeDef)
7 knownDscr← Gen_Known_Discriminant_Part(′Dsc′, adaTypeDiscr)
8 recordDef ← Gen_Record_Definition(’Dsc′, eltNames, eltTypes)
9 recordTypeDef ← Gen_Record_Type_Definition(recordDef)
10 idAdaType← Map_Ada_Name(D.name)
11 adaType← Gen_Full_Type_Declaration(idAdaType, recordTypeDef , knownDscr)
12 AdaPackage.add(adaTypeDscr, adaType)
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Exemple 8.15 – Type union AADL




Data_Model : : Data_Representat ion => Union ;
end A_Union1 ;
data implementation A_Union1 . imp l
subcomponents
f1 : data Base_Types : : F loa t ;
c2 : data Base_Types : : Character ;
end A_Union1 . imp l ;
−− patron de modé l i sa t ion ( 2 ) ,
−− avec p rop r i é tés
data A_Union2
propert ies
Data_Model : : Data_Representat ion => Union ;
Data_Model : : Base_Type =>
( c lass i f i e r ( Base_Types : : F loa t ) ,
c lass i f i e r ( Base_Types : : Character ) ) ;
Data_Model : : Element_Names => ( " f1 " , " f2 " ) ;
end A_Union2 ;
.




type A_Union1_impl (Dsc : A_Union2_impl_Dscr ) is
record
case Dsc is
when f1 => f1_DATA : Base_Types . AADL_Float ;
when c2 => c2_DATA : Base_Types . AADL_Character ;
pragma Warnings ( Of f ) ;
when others =>nul l ;






type A_Union2 (Dsc : A_Union2_Dscr ) is
record
case Dsc is
when f1 => f1_DATA : Base_Types . AADL_Float ;
when f2 => f2_DATA : Base_Types . AADL_Character ;
pragma Warnings ( Of f ) ;
when others =>nul l ;




L’algorithme 27 décrit la règle de transformation d’un composant AADL en un type tableau
Ada. Dans notre cas, nous ne supportons que le type tableau spécifié à l’aide des propriétés
de l’annexe de modélisation des données. Ainsi, nous utilisons les interrogateurs permettant
d’extraire les informations relatives aux typages et aux dimensions du tableau.
La création d’un type tableau en Ada s’effectue en trois étapes. Prémierement, nous créons
les différentes bornes du tableau (nœud du type Range_Constraint, l.4) en fonction des di-
mensions spécifiées par l’utilisateur. Puis, nous créons la définition du type tableau (l.5) et
enfin, sa déclaration finale (l.7). L’exemple AADL 8.17 et l’exemple de code Ada 8.18 illustrent
la source et la cible produites par cette transformation.
Algorithme 27: Transformation d’un composant data en type tableau
1 foreach component data D of AADL package AadlPackage | D.isArray() and




4 rangeConstraints← Gen_Range_Constraints(baseTypes, dims)
5 arrayTypeDef ← Gen_Array_Type_Definition(rangeConstraints, baseTypes)
6 idAdaType← Map_Ada_Name(D.name)
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Exemple 8.17 – Type tableau AADL
data One_Dimension_Array
propert ies
Data_Model : : Data_Representat ion => Array ;
Data_Model : : Base_Type =>
( c lass i f i e r ( Base_Types : : I n tege r ) ) ;




Data_Model : : Data_Representat ion => Array ;
Data_Model : : Base_Type =>
( c lass i f i e r ( Base_Types : : I n tege r ) ) ;
Data_Model : : Dimension => (74 , 75 ) ;
end Two_Dimensions_Array ;
Exemple 8.18 – Type tableau Ada
type One_Dimension_Array is
array (1 . . 42)
of Base_Types . AADL_Integer ;
type Two_Dimensions_Array is
array (1 . . 74 , 1 . . 75)
of Base_Types . AADL_Float ;
.
8.2.3 Type opaque
Les composants AADL de données opaques (voir exemple 8.19) référencent un type de
donnée spécifié dans un langage de programmation (Ada, C, etc.). L’algorithme 28 détaille
la transformation permettant l’intégration de ces types de données au code généré. Celle-ci
repose sur la spécification de types dérivés Ada. L’exemple de code Ada 8.20 décrit le code
généré par cette transformation.
Les interrogateurs has_Source_Language et has_Type_Source_Name sont utilisés pour
déterminer si le composant analysé est un type opaque. Les interrogateurs get_Type_Source_-
Name et get_Source_Language extraient respectivement les informations sur le nom du type
et le langage de programmation utilisé pour son implantation.
Algorithme 28: Transformation d’un composant data en type opaque
1 foreach component data D of AADL package AadlPackage | D.hasDataRepresentation()
and D.hasSourceLanguage() and D.has_Type_Source_Name() do
2 typeSrc← D.get_Type_Source_Name()
3 id← Map_Ada_Name(D.name)
4 typeDef ← Gen_Derived_Type_Definition(′typeSrc′)
5 adaType← Gen_Full_Type_Declaration(id, typeDef)
6 if D.hasInitialValue() then
7 idDefaultV alue← Map_Ada_Name(D.name, ′_Default_V alue′)
8 initialV alue← D.get_Initial_Value()
9 constant← true
10 defaultV alue← Gen_Default_Value(idDefaultV alue, initialV alue, constant,
adaType)
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Exemple 8.19 – Type opaque AADL
−− Ada source language opaque type
data Ada_Type
propert ies
Source_Language => Ada95 ;
Source_Text => ( " User_Types . ads " ) ;
Type_Source_Name =>
"User_Types . The_Opaque_Type " ;
end Ada_Type ;




Source_Text => ( " types . h " ) ;
Type_Source_Name => " the_type " ;
end C_Type ;
Exemple 8.20 – Type opaque Ada
−− Ada source language opaque type
type Ada_Type is
new User_Types . The_Opaque_Type ;




8.2.4 Constantes et variables
Les règles de transformation pour la production des constantes et des variables sont éla-
borées sur le même principe que les règles de génération des types de données présentés
précédemment.
Types basiques
Une seule règle de transformation permet la génération des différentes variables spécifiées
à partir des types basiques que nous venons de présenter. Le patron source pour l’identifica-
tion d’une variable requiert uniquement la présence des propriétés Data_Model::Base_Types
pour déterminer le type de la variable et Data_Model::Initial_Value pour sa valeur. Enfin,
si la propriété Access_Right => read_only est spécifiée sur le composant, il s’agit alors de
générer une constante.
Types complexes
Les composants complexes modélisant des variables nécessitent des règles de transfor-
mation distinctes.
L’algorithme 29 décrit la règle de transformation d’un composant modélisant un tableau de
données en une variable de type tableau dans le langage Ada. Les propriétés Data_Model::-
Representation et Data_Model::Initial_Value sont analysées pour la génération des va-
leurs des éléments du tableau et la propriété Access_Right => read_only détermine s’il
s’agit d’une constante.
8.2.5 Objet protégé
Les composants de données partagées AADL (exemple 8.21) sont sémantiquement équi-
valents aux objets protégés Ada (exemple 8.22). L’algorithme 30 décrit la transformation. Les
préconditions du patron d’identification d’un composant partagé sont basées sur la présence
d’accesseurs de sous-programmes offerts par la donnée et les propriétés du standard AADL
Priority et Concurrency_Control_Protocol.
La transformation produit deux nœuds de l’arbre Ada : la déclaration de la définition de
l’objet protégé (l.9) et la déclaration du corps de l’objet (l.11). Les accesseurs déclarés par le
composant AADL sont utilisés pour générer les spécifications des routines offertes par l’ob-
jet protégé. Les sous-composants sous-programmes (l.7) sont utilisés pour la génération du
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Algorithme 29: Transformation d’un composant data en une instance d’un type tableau
avec valeurs
1 foreach component data D of AADL package AadlPackage | D.isArray() and




4 eltV alues← D.get_Initial_Values()
5 eltReprs← D.get_Representations()
6 constant← D.get_Access_Right()
7 rangeConstraint← Gen_Range_Constraint(baseType, ′0′, dim− 1)
8 arrayTypeDef ← Gen_Array_Type_Definition(rangeConstraint, baseType)
9 arrayExpr← Gen_Array_Aggregate(eltV alues, eltReprs)
10 idAdaObject← Map_Ada_Name(D.name)





corps des routines et les sous-composants de données (l.8) traduisent la structure interne de
l’objet protégé. Enfin, la priorité spécifiée sur le composant définit la priorité de l’objet. Les
exemples 8.21 et 8.22 illustrent la source et la cible produites par la transformation.
Algorithme 30: Transformation d’un composant data partagé en objet protégé Ada
1 foreach component data D of AADL package AadlPackage | D.hasAccessors() and








9 proTypDef ← Gen_Protected_Type_Definition(idAdaObject, priority, opDecl,
eltDecl)
10 proOperationItems← Gen_Protected_Op_Item(spgSubCpts)
11 proBody ← Gen_Protected_Body(proOperationItems)
12 AdaPackage.add(proTypDef , proBody)
13 end
8.3 Transformation des composants sous-programmes
Les sous-programmes AADL sont des composants traduisant le comportement fonctionnel
des tâches du système. Ce sont des entités passives appelées par les composants threads.
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Exemple 8.21 – Objet partagé AADL
data POS
features
Update : provides subprogram access
Update . Impl ;
Read : provides subprogram access
Read ;
propert ies
P r i o r i t y => 240;
Concurrency_Contro l_Protocol =>
P r i o r i t y _Ce i l i n g ;
end POS;
data implementation POS. Impl
subcomponents
spgUpdate : subprogram Update . Impl ;
spgRead : subprogram Read ;
F ie l d : data POS_Internal_Type ;
connections
Cnx_Pos_1 : subprogram access
SpgUpdate −> Update ;
Cnx_Pos_2 : subprogram access
SpgRead −> Read ;
propert ies
Data_Model : : Data_Representat ion =>
S t r uc t ;
end POS. Impl ;
Exemple 8.22 – Objet protégé Ada
protected type POS_Impl is
procedure Update ( F ie l d : in out POS_Internal_Type ) ;
procedure Read ( F ie l d : in out POS_Internal_Type ) ;
pr ivate
F ie l d : PolyORB_HI_Generated_Types . POS_Internal_Type ;
pragma P r i o r i t y
( 240 ) ;
end POS_Impl ;
protected body POS_Impl is
procedure Update is
begin




Put_Line ( Normal , " Value Read : "




L’équivalent sémantique de ces composants est une procédure ou une fonction (sous-convention
de la valeur de retour) dans le langage Ada.
Comme nous l’avons expliqué dans le chapitre 4, le langage AADL distingue deux catégo-
ries de sous-programmes :
1. Le sous-programme opaque référence un sous-programme implanté dans un langage
de programmation identique ou différente du langage cible, présenté dans l’exemple de
code 8.23.
2. Le sous-programme spécifié, à l’aide de l’annexe comportementale, définit un automate
modélisant la structure interne (paramètres, variables, etc.), l’ensemble des états d’exé-
cution et des opérations réalisées, présenté dans l’exemple de code 8.25.
Dans le premier cas, le sous-programme est intégré au code généré à la compilation.
Dans le second cas, la description comportementale permet la génération complète du sous-
programme et ne nécessite aucune intégration de code externe au code généré. La construc-
tion des nœuds de l’arbre Ada représentant un sous-programme respecte l’AST Ada (voir
l’annexe C).
8.3.1 Sous-programmes opaques
Le point d’entrée de la transformation d’un sous-programme opaque est la description
architecturale de son interface (component type AADL). Les propriétés Source_Language,
Source_Name et Source_Text définissent respectivement le langage implantant le sous-program-
me, le nom du sous-programme et sa localisation dans un fichier de code source qui le
contient. Nous utilisons les interrogateurs du modèle AADL pour extraire ces informations re-
quises par les patrons sources de nos transformations. Les features AADL (voir exemple 8.23)
décrivent les paramètres d’entrées et de sorties du sous-programme, et sont équivalentes aux
paramètres des routines et des fonctions du langage Ada.
Les algorithmes 31 et 32 décrivent deux règles de transformation pour la traduction des
sous-programmes opaques en sous-programmes Ada. La règle (1) concerne les sous-programmes
implantés dans le langage de programmation cible. Dans le cas du langage Ada, nous utili-
sons la construction renames (algorithme 31, l.9) pour intégrer le code externe au code généré.
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Le résultat produit par cette transformation est présenté dans l’exemple de code 8.24 (partie
haute).
La règle (2) concerne les sous-programmes spécifiés dans un langage cible différent. Dans
ce cas, nous utilisons le mécanisme d’interfaçage du langage Ada avec d’autres langages- i.e.
construction pragma Import (algorithme 32, l. 13). Le résultat de cette transformation est
présenté dans l’exemple 8.24 (partie basse).
Algorithme 31: Transformation d’un composant subprogram - règle (1)








8 spgSpec← Gen_Subprogram_Specification(idSpgSpec, parameters, return)





Algorithme 32: Transformation d’un composant subprogram - règle (2)
1 foreach component subprogram S of AADL package AadlPackage | S.hasSourceLangage()
and S.hasSourceName() do







9 spgSpec← Gen_Subprogram_Specification(idSpgSpec, parameters, return)
10 convention← Gen_Element_Association(′Convention′, srcLangage)
11 entity← Gen_Element_Association(′Entity′, spgSpec)
12 extName← Gen_Element_Association(′External_Name′, srcName)
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Exemple 8.23 – Sous-programmes AADL
−− sous−programme opaque Ada
subprogram Mul
features
x : in parameter My_Integer ;
y : in parameter My_Integer ;
z : out parameter My_Integer ;
propert ies
source_language => Ada95 ;
source_name => " Ca lcu l . Mul " ;
end Mul ;
−− sous−programme opaque C
subprogram Mul2
features
x : in parameter My_Integer ;
y : in parameter My_Integer ;
z : out parameter My_Integer ;
propert ies
source_language => C;
source_name => "mul_spg " ;
source_text => ( " ca l cu l . c " ) ;
end Mul2 ;
Exemple 8.24 – Sous-programmes Ada
−− sous−programme opaque Ada
procedure Mul
( x : My_Integer ;
y : My_Integer ;
z : out My_Integer )
renames Calcu l . Mul ;
−− sous−programme opaque C
procedure Mul2
( x : My_Integer ;
y : My_Integer ;
z : out My_Integer )
pragma Impor t (C, Mul2 , "mul_spg " ) ;
.
Exemple 8.25 – Sous-programme AADL-BA
subprogram Mul
features
x : in parameter My_Integer ;
y : in parameter My_Integer ;
z : out parameter My_Integer ;
end Mul ;
subprogram implementation Mul . imp l
annex behav i o r _ spec i f i c a t i on {∗∗
states
s : i n i t i a l f i n a l state ;
t rans i t ions
t : s −[]−> s { z := x ∗ y } ;
∗∗};
end Mul . imp l ;
Exemple 8.26 – Sous-programme Ada
procedure Mul
( x : My_Integer ;
y : My_Integer ;
z : out My_Integer )
is
begin
z := x ∗ y ;
end Mul ;
.
8.3.2 Sous-programme avec description comportementale
L’algorithme 33 décrit la règle de transformation d’un sous-programme spécifié à l’aide de
l’annexe comportementale. Le point d’entrée de cette règle est un composant sous-programme
contenant un automate comportemental (une behavior_specification). L’interface du com-
posant est utilisée pour la génération des paramètres d’entrée et de sortie. Dans le cas où le
sous-programme spécifie des sous-composants de données - i.e des variables locales - nous
utilisons la règle Gen_Declarations (l.9) pour générer les instances de données locales au
sous-programme Ada.
L’interrogateur Get_Behavior_Annex (l.10) est utilisé pour récupérer la spécification com-
portementale attachée au composant. La règle de transformation Gen_Statements (l.10 et
détaillée dans la section 8.5) analyse les constructions des langages d’action et d’expres-
sion de l’annexe comportementale et les traduit en opérations ou instructions sémantiquement
équivalentes du langage Ada (expression logique, affectation d’une donnée, appel de fonc-
tion, boucle, etc.) définissant le comportement du sous-programme. L’exemple 8.26 présente
le code Ada produit par la transformation.
8.4 Transformation des composants threads
Dans le chapitre 5, nous avons défini des patrons pour la modélisation explicite du com-
portement des composants threads périodiques et sporadiques. Les tâches applicatives spéci-
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Algorithme 33: Transformation d’un composant subprogram - règle (3)
1 foreach component subprogram implementation S of AADL package AadlPackage |
S.hasBehaviorAnnex() do













fiées par l’utilisateur ont ainsi été raffinées (voir chapitre 7, Ttasks) à partir de ces patrons. Nous
utilisons ces spécifications comportementales pour générer le comportement des tâches dans
un langage de programmation cible.
Comme pour les types de données et les sous-programmes, les patrons que nous avons
définis peuvent être réutilisés pour des langages cibles différents. Ainsi, les transformées des
composants threads peuvent produire des tâches Ada ou encore des fils d’exécution implan-
tés à l’aide de bibliothèques systèmes (par exemple, le standard POSIX [pos, 2009] pour le
langage C).
Dans les sous-sections suivantes, nous présentons les règles de transformation pour la
génération de tâches Ada à partir des composants threads AADL.
8.4.1 Génération des tâches périodiques
Notre patron de modélisation nous assure de disposer de toutes les informations néces-
saires à la génération d’une tâche cyclique Ada : un identificateur, ses différents éléments
d’interface, sa période, son échéance, sa priorité, sa taille de pile, ses sous-programmes d’ini-
tialisation et de recouvrement (si spécifiés) et le sous-programme relatif à sa fonction - i.e. le
travail effectué cycliquement par la tâche.
Les algorithmes 34 et 37 (présentés dans l’annexe C) décrivent la règle de transformation
d’un composant thread périodique assurant la génération d’une tâche Ada périodique. La pre-
mière étape de cette transformation (algorithme 37) est la génération de la spécification de la
tâche. Lors de cette étape, nous générons les données (période, échéance, priorité et taille de
la pile) requises pour la configuration d’une tâche Ada/Ravenscar.
La seconde étape est la génération de l’implantation de la tâche (algorithme 34). Lors
de cette étape, les sous-composants du composant thread sont transformés en instances
de données (l.10-11) et l’automate comportemental attaché au composant est analysé puis
transformé en une séquence de déclarations du langage Ada par la règle de transformation
Gen_Task_Periodic_Loop_Statement (l.13).
Cette règle permet l’extraction du comportement de la tâche à partir de l’automate compor-
temental spécifié. Elle assure la génération de la boucle infinie traduisant le caractère cyclique
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Algorithme 34: Transformation d’un composant thread périodique en tâche Ada pério-
dique (body)
1 foreach component thread implementation T of AADL package AadlPackage |
T .isPeriodic() and T .hasBehaviorAnnex() do
– body (adb)
2 nextDeadlineV al← Gen_Object_Declaration(′Next_Deadline_V al′,
′Ada.Ada_RealT ime.T ime′)
3 nextStart← Gen_Object_Declaration(′Next_Start′, ′Ada.Real_Time.T ime′)
4 nextStartExpr← Gen_Expression(+, ′System_Startup_Time′, ′Task_Period′)
5 nextStartAssign← Gen_Assignment_Statement(′Next_Start′, nextStartExpr)
6 nextDeadlineExpr← Gen_Expression(+, ′System_Startup_Time′, ′Task_Deadline′)
7 nextDeadline← Gen_Assignment_Statement(′Next_Deadline_V al′,
nextDeadlineExpr)
8 delayUntilExpr← Gen_Expression(+, ′System_Startup_Time′, ′Dispatch_Offset′)
9 delayUntil← Gen_Delay_Statement(true, delayUntilExpr)






– Task body object
14 taskBody ← Gen_Task_Body(taskDecl, declarations, statements)
15 AdaPackage.specification.add(dispatchOffset, taskPeriod, taskDeadline,
taskPriority, taskStackSize, taskDecl)
16 AdaPackage.body.add(nextDeadlineV al, taskBody)
17 end
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de la tâche à partir de la structure de l’automate. L’algorithme 35 décrit cette transformation
qui produit dans l’ordre les constructions spécifiées par l’annexe comportementale (l.7, utilisa-
tion de la règle Gen_Ada_Statements, détaillée section 8.5), les instructions pour le calcul de
la prochaine échéance et la suspension de la tâche (delay until), et la boucle encapsulant
l’ensemble des éléments produits.
L’exemple de code Ada 5.2 (présenté dans le chapitre 5) est le résultat de la transformation
d’un composant thread périodique en tâche Ada périodique.
Algorithme 35: Génération de la boucle infinie du thread périodique
Data : thread behavior annex behaviorAnnex ; task body taskBody ; Ada package
AdaPackage
1 delayUntilExpr← Gen_Expression(′Next_Start′)
2 delayUntil← Gen_Delay_Statement(true, delayUntilExpr)
3 nextStartExpr← Gen_Expression(+, ′Next_Start′, ′Task_Period′)
4 nextStartAssign← Gen_Assignment_Statement(′Next_Start′, nextStartExpr)
5 nextDeadlineExpr← Gen_Expression(+, ′Ada.Real_Time.Clock′, ′Task_Deadline′)
6 nextDeadline← Gen_Assignment_Statement(′Next_Deadline_V al′, nextDeadlineExpr)
7 loopStatements← Gen_Ada_Statements(behaviorAnnex, taskBody, AdaPackage)
8 loopStatements.add(delayUntil, nextStartAssign, nextDeadline)
9 loop← Gen_Loop_Statement(loopStatements)
10 return loop
8.4.2 Génération des tâches sporadiques
Les algorithmes 38 et 39 (présentés dans l’annexe C) décrivent la règle de transformation
d’un thread sporadique sur le même principe de transformation d’un thread périodique (pré-
senté plus haut). La différence avec la précédente transformation concerne la génération de la
boucle infinie de la tâche sporadique qui intègre l’appel à la routine Wait_For_Incoming_Events
de la file d’attente globale de messages. Celle-ci implante le comportement pour le réveil de
la tâche lors de la réception d’un message placé dans la file d’attente globale de messages de
la tâche (voir algorithme 40, l.1 et l.8, annexe C).
8.5 Transformation des spécifications comportementales
La dernière transformation que nous présentons concerne la traduction des actions spéci-
fiées au sein d’un automate comportemental attachées aux composants thread ou subprogram.
Nous avons expliqué, dans le chapitre 5, que les différentes actions autorisées par notre profil
AADL-HI Ravenscar au sein d’une spécification comportementale se réfèrent aux construc-
tions du langage d’action et d’expression de l’annexe ; celles-ci exprimant des opérations
classiques de manipulation de données (déclaration, affectation, modification, expressions)
et d’appels de sous-programmes.
Ces constructions simplifient le processus de génération à partir de l’automate comporte-
mental. L’algorithme 36 décrit cette règle de transformation (Gen_Ada_Statements). Celle-ci
appelle, en fonction du type de l’action analysée, les règles de génération des structures condi-
tionnelles, des appels de sous-programmes et du langage d’expression définis par le langage
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Algorithme 36: Transformation des actions de l’annexe comportementale vers des
constructions du langage Ada
Data : thread behavior annex behaviorAnnex
1 statements← ∅
2 actions← behaviorAnnex.get_Dispatch_Transition_Actions()
3 foreach action A in actions do










Ada. La traduction de ces éléments d’annexe est triviale du fait des équivalences séman-
tiques entre ces éléments et les constructions fournies par le langage Ada (présentées dans
le chapitre 5, section 5.4). De plus, nous rappelons que le langage d’expression de l’annexe
comportementale est directement basé sur celui du langage Ada.
8.6 Intégration et compilation
Le processus de raffinement présenté dans le chapitre précédent a, de par sa nature, ef-
fectué les étapes de configuration et de déploiement des composants applicatifs et intergiciels.
Ceci nous a permis de réduire considérablement la complexité du processus de production au-
tomatique du code source du système critique, comme les règles présentées dans les sections
précédentes le montrent.
La dernière phase est donc l’intégration du code généré à une infrastructure de compilation
permettant la production de l’exécutable final. Cette phase consiste à sélectionner, mettre
en relation ou produire l’ensemble des éléments (fichiers, options, compilateurs) spécifiques
requis pour la compilation des sources. Rendre cette phase automatique est un travail non
négligeable qui facilitera la tâche du développeur et qui évitera l’introduction d’erreur manuelle.
Ainsi, lors de la phase d’intégration et de compilation, l’analyse des composants matériels
et logiciels du modèle AADL nous permet :
– La sélection du bon type de compilateur et de sa version selon le langage de program-
mation choisi.
– La sélection et l’intégration des composants pré-compilés et/ou produits par des ou-
tils tiers, par génération des options et des directives de compilation comprises par le
compilateur sélectionné.
– La production des fichiers permettant la compilation des sources tels les fichiers projets
pour le compilateur Ada GNAT ou encore les Makefiles.
A l’issue de cette phase d’intégration et de compilation nous disposons d’une application
TR2E critique prête à être déployée sur la plate-forme embarquée cible et exécutée.
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8.7 Synthèse
Nous avons présenté, dans ce chapitre, l’ensemble des transformations pour la génération
automatique du code source des composants architecturaux et comportementaux de notre
modèle de code pour le langage Ada (respectant les recommandations du profil Ravenscar).
Les composants AADL considérés dans les préconditions de nos règles de transforma-
tion font tous partie de notre sous-ensemble du langage AADL défini par notre profil AADL-HI
Ravenscar. La phase de raffinement, présentée dans le chapitre précédent, nous a permis
de réduire la complexité des règles de transformation et de traduire simplement les compo-
sants AADL vers des constructions du langage Ada. Ainsi, le mapping AADL vers Ada que
nous venons de présenter peut être réutilisé pour produire des composants AADL à partir des
constructions du langage Ada mais aussi dans une approche différente de la nôtre.
Les constructions produites en sortie des transformations sont basées sur un sous-ensemble
des éléments de la syntaxe abstraite du langage Ada respectant la sémantique Ravenscar.
Ceci facilite la maintenance et l’évolution du générateur de code.
Enfin, l’expression explicite et simple de l’ensemble des règles de transformation valide
le niveau sémantique très proche de notre modèle raffiné du système et son implantation
physique. Ceci renforce la cohérence entre le modèle et le code généré et facilite la traçabilité
des composants. De plus, ces règles de transformation peuvent être réutilisées et adaptées
facilement pour la production des composants AADL vers un autre langage impératif comme
le langage C.
Le chapitre suivant présente la mise en œuvre expérimentale de notre approche à travers
la réalisation d’un prototype implantant notre chaîne de transformation qui assure le raffine-
ment, l’analyse et la production automatique du système TR2E critique.
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9.1 Introduction
Dans le chapitre 7, nous avons présenté les règles de transformation pour le raffinement
des composants d’une description architecturale AADL et l’intégration des composants de
l’architecture intergicielle proposée au chapitre 6. Une bonne partie de ces composants est
générée automatiquement à partir des informations du modèle AADL.
Dans le chapitre 8, nous avons tiré bénéfice de notre raffinement pour l’élaboration de
patrons de génération permettant une traduction simple des composants AADL vers le langage
Ada. La combinaison de ces résultats nous amène à l’implantation d’un nouveau processus
automatisé pour l’analyse et la production de systèmes TR2E critiques.
173
Chapitre 9. Chaîne de Transformation et de Production de Systèmes TR2E
Dans ce chapitre, nous présentons la suite d’outils libre 5 AADL-HI qui supporte ce pro-
cessus. Les constituants de cette suite d’outils sont écrits à partir de différents langages (ATL,
Java et EMF/Ecore) et développés sous la forme de plug-ins ECLIPSE intégrés à la plate-forme
OSATE2. AADL-HI permet de raffiner, d’analyser, de générer, de déployer et de configurer au-
tomatiquement les composants d’une application TR2E à partir de son modèle AADL.
Différents prototypes implantent les fonctionnalités nécessaires pour le support de notre
processus :
1. le compilateur de l’annexe comportementale nous permet d’analyser et de disposer des
arbres syntaxiques abstraits et sémantiques des descriptions comportementales AADL.
Ces arbres constituent des piliers dans notre approche pour le raffinement et la généra-
tion de code ;
2. le prototype AADL-HI-Analysers implante les différents analyseurs pour la validation des
modèles AADL tout au long de notre processus ;
3. AADL-HI-Transformation est le prototype implantant le processus de raffinement du mo-
dèle AADL initial de l’application vers un modèle de code analysable. Celui-ci contient
les composants intergiciels optimisés pour chaque nœud et selon les besoins de l’appli-
cation ;
4. AADL-HI-Generator implante le générateur de code Ada basé sur les règles de tranfor-
mation de modèles AADL que nous avons établis.
Ce chapitre est organisé de la manière suivante. La section 9.2 présente l’architecture
d’OSATE2 qui nous sert de partie frontale et de référentiel (espace de stockage) pour l’ana-
lyse et le support des modèles AADL. Nous y présentons également l’implantation et l’intégra-
tion du compilateur de l’annexe comportementale. La section 9.3 présente l’implantation des
analyseurs de modèles AADL de notre processus. La section 9.4 décrit l’architecture et l’im-
plantation ATL de la chaîne de transformation pour le raffinement et la section 9.5 le prototype
de générateur de code Ada. La section 9.6 conclut ce chapitre.
9.2 Supports et outillages AADL
Dans un premier temps, cette section s’intéresse à l’outil OSATE2 défini et poussé pour
être la plate-forme de référence et fédératrice pour l’intégration de nombreux projets autour du
langage AADL. Celle-ci nous servira de référentiel pour les modèles AADL.
Puis, nous présentons nos contributions visant la génération de modèles AADLv2 et la
réalisation du compilateur pour le support de l’annexe comportementale. Ces contributions
ont été réalisées sous la forme de plug-ins ECLIPSE et intégrées comme partie dorsale à la
plate-forme OSATE2.
9.2.1 OSATE2 : espace technologique et plate-forme d’édition
Dans le chapitre 4, nous avons présenté la plate-forme OSATE2 dédiée à l’édition textuelle
et à l’analyse de modèles AADL. Les fonctionnalités principales de cet outil sont l’implantation
d’une partie frontale pour l’analyse syntaxique et sémantique des modèles AADL et des méca-
nismes facilitant l’interopérabilité des outils d’analyse et leur intégration comme partie dorsale.
Pour ce faire, OSATE2 repose sur un ensemble d’outils et de technologies génératives issues
5. AADL-HI est sous les termes de la licence EPLv10 (Eclipse Public Licence)
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du développement logiciel reposant sur les canevas de développement ECLIPSE/RCP (Rich
Client Platform) et EMF. Ces technologies font de cet outil un véritable espace technologique
(défini chapitre 2, section 2.5.1) pour le support des modèles AADL .
Architecture générale
L’architecture d’OSATE2 est semblable à celle d’un compilateur classique et s’articule au-
tour du développement de plusieurs plug-ins ECLIPSE réalisant une fonctionnalité. La figure 9.1






































FIGURE 9.1 – Architecture de la plate-forme OSATE2
OSATE2 utilise la technologie UML 2.0 et EMF (présentée chapitre 2, section 2.6.2) pour
l’élaboration du méta-modèle du langage cœur (AADLv2). La représentation finale du méta-
modèle est un fichier EMF/Ecore à partir duquel sont générés les différentes classes repré-
sentant les éléments du méta-modèle. La partie frontale d’OSATE2 utilise ces classes pour
construire un arbre syntaxique abstrait du langage cœur - i.e. une collection d’objets Java - qui
sera analysé syntaxiquement et sémantiquement. L’issue de cette analyse est un arbre, dont
la sémantique est conforme au standard du modèle AADL maintenu en mémoire sous la forme
d’une collection d’objets Java ou sauvegardé dans un fichier AAXL2 (une représentation XMI
issue de la sérialisation des objets EMF et assurant la persistance de données).
A partir de cet arbre sémantique, OSATE2 effectue la phase d’instanciation décrite par le
standard AADL permettant de résoudre les prototypes, l’héritage des propriétés, des calculs
sur les valeurs de propriétés, etc.
Remarque. Pendant la rédaction de ce manuscrit, une nouvelle partie frontale était en phase
d’implantation. L’ancienne basée sur la technologie ANTLR [ANTLR Project, 2012] (détaillée
section 9.2.2) a été abandonnée au profit de la technologie XTEXT [Eclipse Project, 2012]
apportant de nombreuses améliorations en terme d’édition de modèles (compilation et analyse
du modèle AADL à la volée, coloration et complétion syntaxique, etc.). La phase d’instanciation
implantée par ces deux parties frontales étant incomplète, nous ne nous baserons que sur les
modèles AADL déclaratifs et prendront en charge la résolution des prototypes et l’héritage des
propriétés.
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Extensibilité et support d’annexes
Les choix technologiques pour le développement d’OSATE2 sont orientés pour faciliter
l’intégration et l’interopérabilité des outils d’analyse basés sur les modèles AADL. Notamment
OSATE2 permet d’étendre ses capacités et l’intégration d’outils tiers par deux mécanismes :
– des factories Java reposant sur le mécanisme des points d’extension ECLIPSE (visible
sur la figure 9.1 détaillé section 9.2.2) ont été implantées pour permettre l’intégration et
l’exécution automatisée des analyseurs syntaxique et sémantique des annexes ;
– le fichier XMI représentant le modèle AADL peut être réutilisé directement par les outils
tiers et offre une plus grande interopérabilité (reposant sur XML). Des interfaces sont
fournies pour la spécification d’actions autmatisées ou à réaliser à partir de l’interface
graphique d’OSATE2.
Contributions à l’outil OSATE2
Lors de l’intégration des outils réalisés lors de nos travaux de recherche, nous avons contri-
bué à améliorer le support des annexes et les factories Java afin de permettre l’intégration du
compilateur de l’annexe comportementale. Une autre contribution a porté sur l’implantation
d’un générateur de code AADLv2 à partir du XMI du modèle déclaratif permettant de pro-
duire des modèles AADL complets. Ce dernier repose sur les switchs EMF générés à partir
du méta-modèle AADLv2 (fichier Ecore), l’utilisation de cette fontionnalité est détaillée dans la
section 9.5. Ces travaux ont été réalisés dans le cadre d’une invitation par le SEI (Software
Engineering Institute 6).
9.2.2 Implantation de l’annexe comportementale
Cette section fait l’objet de l’implantation de l’annexe comportementale et de son intégra-
tion comme plug-in ECLIPSE au sein de la plate-forme OSATE2. La figure 9.2 décrit l’archi-
tecture globale de la partie frontale implantant l’annexe comportementale. Une partie dorsale
permettant la production textuelle d’une description comportementale à partir de son arbre


























FIGURE 9.2 – Architecture du compilateur de l’annexe comportementale
Choix technologiques
Pour des raisons de simplicité de mise en œuvre et d’interopérabilité, nous avons choisi de
nous appuyer sur la représentation textuelle de la description comportementale et de réutitili-
6. Invité par Peter Feiler, responsable technique du standard AADL et du développement de l’outil OSATE2.
176 c© 2012 Gilles LASNIER
9.2. Supports et outillages AADL
ser les technologies identiques au développement de la partie frontale d’OSATE2. Ainsi, nous
avons conçu un analyseur syntaxique à l’aide d’ANTLR et un méta-modèle à l’aide d’EMF/E-
core qui permettent d’obtenir, à partir d’une description comportementale, l’arbre syntaxique
abstrait (AST) et l’arbre sémantique correspondant. Cet arbre sémantique est ensuite attaché
à la description architecturale du composant.
Méta-modèle
EMF (Eclipse Modeling Framework) est utilisé pour réaliser le méta-modèle de l’annexe et
générer le code correspondant à l’arbre syntaxique abstrait des langages de l’annexe compor-
tementale - i.e. les éléments du méta-modèle. Ce-dernier a été réalisé à partir de l’analyse des
concepts, de la BNF et des règles sémantiques décrites par l’annexe. Pour ce faire, nous avons
défini quatre règles de traduction des éléments de l’annexe vers les éléments du méta-modèle.
– R1. Les concepts spécifiés avec une sémantique forte et une représentation textuelle
sont traduits par des objets EClass du méta-modèle - i.e. une classe Java.
– R2. Les concepts spécifiés avec une sémantique implicite ou introduits pour clarifier ou
introduire une hiérarchie pour faciliter la compréhension des éléments de langage de
l’annexe sont traduits par des interfaces abstraites EClass.
– R3. Les concepts appartenant à une même famille (exemple du langage d’action) sont
traduits en respectant le mécanisme d’héritage Java.
– R4. Les relations et les dépendances entre les différents concepts sont traduites à l’aide
des EReferences spécifiant le lien entre deux classes du méta-modèle.
L’ensemble de ces règles a été défini dans l’objectif de simplifier la réalisation du méta-modèle
à partir des éléments décrits par l’annexe. Notamment, ces règles favorisent l’évolution du
méta-modèle qui, tout au long de ces travaux de recherche, a connu des modifications du fait
des changements ou des corrections apportées sur l’annexe comportementale en vue de sa
standardisation finale.
La figure 9.2 (partie droite) décrit un fragment du méta-modèle de l’annexe. L’élément
racine du méta-modèle est la classe BehaviorElement qui étend la classe Element du méta-
modèle du langage AADLv2 fourni par OSATE2. Ceci nous permet de rattacher l’arbre sé-
mantique d’une description comportementale à une description architecturale d’un composant
AADL.
Analyseur syntaxique
ANTLR (ANother Tool for Language Recognition) permet de générer le code dédié à la
réalisation d’interpréteurs de langages. A partir d’une description de la grammaire du langage
et d’un ensemble d’actions associées, ANTLR génère le code de reconnaissance du langage
et exécute les actions associées dès que la règle de grammaire est rencontrée. La figure 9.3
(encadré bas gauche) illustre la règle de grammaire ANTLR permettant l’instanciation d’un
objet de type BehaviorAnnex généré à partir du méta-modèle de l’annexe comportementale.
Notons que la structure de notre modèle simplifie le mapping des éléments de la BNF du
langage d’annexe comportementale vers des constructions de la grammaire ANTLR.
Analyseur sémantique
Nous avons développé différents analyseurs pour la vérification des règles de nommage,
légales, de cohérence et de sémantique définies par l’annexe (voir figure 9.2 précédente). Ces
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FIGURE 9.3 – Relations BNF, méta-modèle et grammaire ANTLR
analyseurs effectuent différentes actions telles que la résolution des noms des éléments, la
vérification de la cohérence vis-à-vis des composants AADL architecturaux et la vérification
de la structure et de la sémantique des automates décrits.
Pour ce faire, nous avons réutilisé des bibliothèques de visiteurs du modèle AADL im-
plantées dans OSATE2 et nous avons développé nos propres visiteurs pour les éléments du
modèle comportemental. L’issue de cette analyse est un arbre décoré dont la sémantique est
conforme aux spécifications de l’annexe comportementale. Cet arbre sera attaché au com-
posant architectural ou utilisé au sein des parties dorsales du compilateur de l’annexe ou
d’OSATE2.
Intégration à la plate-forme OSATE2
La figure 9.4 décrit l’intégration du plug-in de l’annexe comportementale à la plate-forme
OSATE2. Cette intégration repose sur les mécanismes des points d’extension ECLIPSE. La
plate-forme fournit différents points d’extensions couplés à des factories permettant l’enregis-
trement des différents analyseurs d’une annexe.
Le branchement d’un plug-in tiers à la plate-forme s’effectue en deux étapes. Première-
ment, il est nécessaire d’implanter une interface permettant l’enregistrement du plug-in dans
une factory, puis de compléter le fichier de configuration (plugin.xml) du plug-in et d’y réfé-
rencer le point d’extension défini par OSATE2. Une fois le branchement effectué, les actions
d’analyse syntaxique et d’analyse sémantique sont pilotées par les différents analyseurs du
modèle AADL architectural d’OSATE2.
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FIGURE 9.4 – Intégration du compilateur AADL-BA à la plate-forme OSATE2
Contributions
Dans cette section, nous avons présenté notre contribution pour le support de l’annexe
comportementale à travers l’implantation d’un compilateur intégré à la plate-forme OSATE2.
Cet outil est l’implantation référentielle de l’annexe et est maintenu par les ingénieurs de notre
équipe. La réalisation de ce compilateur a été présentée à la communauté AADL et à fait l’objet
d’une publication, [Lasnier et al., 2011b]).
Les outils que nous venons de présenter servent à valider la syntaxe et la sémantique d’une
description architecturale et comportementale d’un système TR2E modélisé dans le langage
AADL. Ceci constitue la première phase de l’étape 1 pour la validation du modèle utilisateur.
Intéressons-nous maintenant à la vérification des restrictions et des contraintes définies par
notre profil AADL-HI Ravenscar.
9.3 L’analyseur de contraintes Ravenscar
Dans le chapitre 5, nous avons présenté le profil AADL-HI Ravenscar définissant un sous-
ensemble du langage AADL et un ensemble de restrictions autorisant le raffinement des com-
posants vers des patrons de modélisation préservant l’analyse et la génération de code.
La présente section décrit l’implantation d’un prototype d’analyseur de contraintes sur une
description AADL, reposant sur les ATL queries et helpers de l’outil de transformation de mo-
dèles ATL (présenté chapitre 2, section 2.6.2). Dans les sous-sections suivantes, nous rappe-
lons le choix de l’utilisation de la technologie ATL et la réalisation de l’analyseur de contraintes
Ravenscar.
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9.3.1 Choix technologiques
Dans notre état de l’art, nous avons expliqué que l’outil ATL proposait les ATL queries et
ATL helpers pour l’expression de requêtes (invariants de classes, préconditions, postcondi-
tions...) sur les modèles sources. Ces requêtes reposent sur un sous-ensemble du langage
formel d’expression de contraintes OCL qui fournit un ensemble d’opérations pour lister, itérer
et calculer des propriétés à partir de l’analyse des attributs des classes d’un méta-modèle.
Le langage OCL est un langage formel standardisé par l’OMG [OMG, 2010]. C’est un lan-
gage déclaratif permettant l’expression précise de requêtes et de contraintes sur les éléments
d’un méta-modèle. L’ensemble de ces caractéristiques convient particulièrement pour l’analy-
seur de contraintes que nous souhaitons réaliser.
De plus, nous favorisons la réutilisation des compétences d’un outil déjà intégré à notre
chaîne de transformation (voir section suivante). Ceci vise à limiter le nombre d’outils hétéro-
gènes utilisés par notre approche et réduit les problématiques d’interopérabilité et de mainte-
nance.
9.3.2 Mapping d’une règle de vérification vers le langage ATL
Le mapping d’une règle de vérification d’une contrainte sur un élément d’un méta-modèle
est simple. L’unique difficulté est de déterminer précisément le chemin d’accès aux attributs de
la classe considérée. Ainsi, plus le méta-modèle est complexe - i.e. implication de nombreuses
classes héritées et de nombreuses références parmi les attributs d’une classe, etc. - plus la
requête peut être complexe.
L’exemple de code ATL 9.1 illustre l’implantation de la règle de vérification :
Chaque sous-composant d’un système de type processeur doit spécifier le protocole d’or-
donnancement à priorité fixe avec la politique FIFO within priorities.
Dans le langage AADL, cette information est attachée au composant à l’aide de la propriété
suivante :
Scheduling_Protocol => (Posix_1003_Highest_Priority_First_Protocol);
Exemple 9.1 – Exemple d’expression d’une règle de contrainte avec ATL
helper context AADL2 ! SystemImplementation def : checkSchedul ingPol icy ( )
: Boolean =
se l f . ownedProcessorSubcomponent−>col lec t ( e | e . name + ’ : ’ + e . i sPos i x1003H ighes tP r i o r i t yP ro toco l ( ) )
;
helper context AADL2 ! ProcessorSubcomponent def : i sPos i x1003H ighes tP r i o r i t yP ro toco l ( )
: Boolean =
se l f . g e tA l l P r ope r t i e s ( )
−>select ( e | e . p rope r ty . name. toLower ( ) = ’ schedu l ing_pro toco l ’ and e . ownedValue−>f i r s t ( ) . ownedValue . oc l I sK indOf (AADL2 ! L is tVa lue ) )
−>select ( e | e . ownedValue−>f i r s t ( ) . ownedValue . ownedListElement−>s ize ( ) = 1
and e . ownedValue−>f i r s t ( ) . ownedValue . ownedListElement . f i r s t ( )
. l i t e r a l . name. toLower ( ) = ’ p o s i x_1003_h i ghes t _p r i o r i t y _ f i r s t _ p r o t o co l ’ )
−>notEmpty ( )
;
Nous utilisons la construction helper qui peut être vue comme une méthode Java permet-
tant d’exprimer une fonction exécutable à différentes étapes d’une transformation ou d’une
requête. Cette construction est caractérisée par un nom, un contexte, zéro ou plusieurs pa-
ramètres, une valeur de retour et une expression ATL. Le contexte détermine le type de l’ob-
jet sur lequel est appelé le helper. Le nom du helper est défini par le mot-clé def. La va-
leur de retour peut être un type primitif (booléen, chaîne de caractères...) ou un élément du
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méta-modèle. Enfin, l’expression ATL est spécifiée à l’aide du langage ATL basé sur un sous-
ensemble d’OCL.
La vérification de la contrainte présentée plus haut nécessite la définition de deux helpers.
Le premier checkSchedulingPolicy s’applique sur l’implantation d’un composant system et
exécute l’helper isPosix1003HighestPriorityProtocol sur l’ensemble de ces sous-composants
processeurs. Ce dernier renvoi vrai ou faux si la bonne propriété est spécifiée. Pour ce faire,
nous récupérons la liste de l’ensemble de propriétés (y compris les propriétés héritées) à
l’aide du helper getAllProperties puis nous vérifions la présence de la propriété Schedu-
ling_Protocol dans cette liste et la valeur de celle-ci.
Remarque. Pour la réalisation de notre analyseur et de notre chaîne de transformation, nous
avons spécifié un ensemble d’helpers pour l’accès aux informations d’une description archi-
tecturale et comportementale AADL. L’ensemble de ces interrogateurs est réparti en trois bi-
bliothèques :
– AADL_Interrogators contient les interrogateurs communs des éléments du méta-modèle
AADL et du méta-modèle AADL-BA (propriétés de l’annexe de modélisation des don-
nées, valeurs des propriétés standard, etc.) ;
– AADL_Ravenscar_Interrogators contient des interrogateurs de plus haut niveau uti-
lisant ceux de la première bibliothèque pour la vérification des contraintes Ravenscar
(définies dans le chapitre 3) ;
– AADLtoADA_Interrogators contient les interrogateurs spécifiques pour la génération
de code vers Ada (extraction des identifiants AADL et normalisation pour Ada, etc.).
9.3.3 Prototype d’analyseur Ravenscar
Dans la sous-section précédente, nous avons vu l’utilisation des helpers d’ATL pour l’im-
plantation des règles de contrainte. L’exemple de code 9.2 présente l’implantation ATL de
notre analyseur de contraintes Ravenscar. Logiquement, le principe de l’analyseur est d’invo-
qué un ensemble de règles de vérification pré-définies sur un modèle source. Nous utilisons
pour ce faire la construction ATL query. Celle-ci permet l’exécution de plusieurs règles- i.e. des
helpers - et la production du résultat dans un fichier texte.
La structure d’une query (requête) est composée d’un préambule définissant le compila-
teur ATL et les différents méta-modèles requis, d’un nom et d’une expression ATL. Les dépen-
dances vers les bibliothèques d’helpers sont spécifiées après la requête à l’aide du mot-clé
uses.
Dans notre exemple, la requête s’applique à toute implantation de composant system,
présent dans le modèle source, et construit une chaîne de caractères exprimant l’ensemble
des résultats des helpers exécutés. A la fin de l’exécution de la requête, cette chaîne est écrite
dans un fichier de rapport présenté à l’utilisateur. Des exemples de rapports (chapitre 10, 10.1
et 10.5) sont présentés dans le chapitre suivant de ce manuscrit.
Remarque. Les mécanismes que nous venons de présenter ont été réutilisés à un niveau
meta sur la structure des classes du méta-modèle AADL. Ceci nous a permis d’implanter un
prototype de générateur d’interrogateurs pour les propriétés AADL. Ce générateur permet à
un utilisateur de produire les interrogateurs d’un ensemble de propriétés spécifiques qu’il a
spécifié. Ces interrogateurs peuvent être, par la suite, intégrés aux différents analyseurs pour
étendre les capacités d’analyse.
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Exemple 9.2 – Implantation de l’analyseur Ravenscar-checker
−− @atlcompi ler a t l2010
−− @nsURI AADL2=h t t p : / / / AADL2
−− @nsURI AADLBA=h t t p : / / / AADLBA
−− ATL Query to d r i ve and bu i l d the f i n a l Ravenscar Checker r epo r t
query CheckAadlRavenscar = AADL2 ! SystemImplementation . allInstancesFrom ( ’ IN ’)−> i t e r a t e ( e ; r e s u l t : String =
’Check AADL Ravenscar P r o f i l f o r system implementat ion << ’ | r e s u l t + e . qual i f iedName + ’ >> : \ n \ n ’
+ ’RA1. the processor has the good schedul ing po l i c y : ’ + e . checkSchedul ingPol icy ( ) + e . checkPreemptiveScheduler ( ) + ’ \ n \ n ’
+ i f e . verbose_mode then e . de ta i lSchedu l i ngPo l i cy ( ) + e . de ta i lcheckPreempt iveScheduler ( ) + ’ \ n ’ else ’ ’ endif
+ ’RA2. a l l tasks are c y c l i c : ’ + e . checkAl lTasksCyc l ic ( ) + ’ \ n \ n ’
+ i f e . verbose_mode then e . de ta i lA l l TasksD i spa tchPro toco l ( ) + ’ \ n ’ else ’ ’ endif
+ ’RA3. check pcp : ’ + e . checkPcp ( ) + ’ \ n \ n ’
+ i f e . verbose_mode then e . detai lCheckPcp ( ) + ’ \ n ’ else ’ ’ endif
+ ’ check co r r e c t pcp : ’ + e . checkCorrectPcp ( ) + ’ \ n \ n ’
+ i f e . verbose_mode then e . de ta i lCo r rec tPcp ( ) + ’ \ n ’ else ’ ’ endif
+ ’RC1. check ony one d ispatch cond i t i on : ’ + e . checkOneDispatchCondit ion ( ) + ’ \ n \ n ’
+ i f e . verbose_mode then e . de ta i lOneDispatchCond i t ion ( ) + ’ \ n ’ else ’ ’ endif
+ ’RC2. check no f i n a l s ta te : ’ + e . checkNoFinalState ( ) + ’ \ n \ n ’
+ i f e . verbose_mode then e . de ta i lNoF ina lS ta te ( ) + ’ \ n ’ else ’ ’ endif
) . writeTo ( ’ / ravenscar−query−checker / ’ + ’ ravenscar_repor t . t x t ’ ) ;
−− ATL /OCL l i b r a r y o f AADL i n t e r r o g a t o r s
uses AADL_Ravenscar_Interrogators ;
Nous avons aussi développé un analyseur pour la vérification des contraintes sur les types
de données et les informations de déploiement. Ces deux analyseurs et l’analyseur Ravenscar
constituent un analyseur globale validant une description AADL d’un système critique vis-à-vis
de notre profil AADL-HI Ravenscar.
Enfin, l’intégration de l’outil CHEDDAR au sein de notre suite d’outils est en cours d’im-
plantation. Celle-ci nous permettra d’automatiser les analyses d’ordonnancement qui seront
effectuées à partir de notre analyseur global.
Le modèle validé par ces différents outils que nous venons de présenter est utilisé par
notre processus de raffinement. Ceci fait l’objet de la section suivante.
9.3.4 Intégration à la plate-forme OSATE2
L’intégration de nos analyseurs est simplifiée par le canevas de développement ADT de la
technologie ATL. A partir d’un fichier ATL, celui-ci permet la génération d’un plug-in ECLIPSE et
des classes permettant de configurer les dépendances et le moteur d’exécution des règles. Ce
plug-in peut ensuite être utilisé de manière autonome ou à partir des mécanismes d’extension
offerts par la plate-forme OSATE2.
9.4 Chaîne de transformation de modèles AADL
Dans le chapitre 7, nous avons expliqué l’ensemble des règles de transformation de mo-
dèles AADL pour le raffinement des composants architecturaux, l’intégration des aspects com-
portementaux et l’intégration des composants intergiciels requis par l’application.
Cette section décrit la chaîne de transformation de modèles AADL que nous avons im-
planté à l’aide du langage ATL et de son canevas de développement ADT. Dans les sous-
sections suivantes, nous rappelons les motivations de ce choix, le mapping simple de nos
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règles de transformation vers les contructions du langage ATL et l’architecture de notre chaîne
de transformation.
9.4.1 Choix technologiques
Notre étude préliminaire sur les outils de transformations de modèles (chapitre 2, sec-
tion 2.6.2) nous a permis de présenter brièvement les caractéristiques du langage ATL et les
capacités de son moteur de transformation. Celui-ci est intégré sous la forme d’un plug-in à la
plate-forme ECLIPSE (le plug-in ADT). Dans le cadre de notre processus de raffinement, nous
devons pouvoir décrire nos transformations selon les critères suivants :
1. Mener des transformations endogènes à partir de méta-modèles produits dans un fichier
EMF/Ecore (dépendances du méta-modèle AADLv2 fourni par OSATE2 et du méta-
modèle de l’annexe comportementale).
2. Produire un ou plusieurs modèles AADL cibles à partir d’un ou plusieurs modèles AADL
sources.
3. Appliquer des modifications incrémentales sur les éléments d’un modèle source - i.e
transformations in-place (raffinement, suppression d’éléments, etc.).
4. Exprimer nos règles de transformation dans un langage simple et facilitant la compré-
hension (expressivité et maintenance).
5. Exprimer les règles de transformation sous une représentation textuelle pour faciliter
l’automatisation des exécutions de transformation.
6. Utiliser une technologie dont le support des outils est assuré dans la durée (évolution et
maintenance).
Enfin, dans le meilleur des cas, nous devons aussi tenir compte des critères pour l’implan-
tation d’un prototype pour la production automatisée du code source Ada des composants
AADL. Ceci nécessite que le moteur transformation soit capable d’exécuter des transforma-
tions exogènes - i.e. d’un méta-modèle vers un autre.
ATL et son moteur de tranformation répondent à l’ensemble de ses critères. De plus, son
développement et son intégration comme projet de la plate-forme ECLIPSE est un gage sur
son support et son évolution dans la durée.
9.4.2 Mapping des règles de transformation avec ATL
L’exemple de code ATL 9.3 décrit la description de transformation Tdeployment dans le langage
ATL. Une description de transformation ATL est caractérisée par :
1. La spécification d’un préambule identifiant et localisant les méta-modèles utilisés (–
@nsURI ...).
2. Unmodule identifiant la description de transformation, le(s) modèle(s) cible(s) produit(s)
(section create) et le(s) modèle(s) source(s) requis (section from).
3. Zéro ou plusieurs bibliothèques d’helpers (mot-clé uses), zéro ou plusieurs helpers
locaux.
4. Une ou plusieurs règles de type matching rules.
5. Zéro ou plusieurs règles de type called rules.
6. Zéro ou plusieurs règles de type lazy rules.
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Rappel. Les matching rules permettent l’application d’une règle sur un élément correspon-
dant à un patron source déterminé. Les called rules sont des règles impératives qui produisent
à chaque exécution un nouvel élément du méta-modèle cible. Une lazy rule produit un nouvel
élément du méta-modèle cible une seule fois. Dans le cas de plusieurs appels à la même lazy
rule, celle-ci renverra l’élément lors du premier appel.
La règleGeneratedDeploymentPackage de l’exemple 9.3 (l.19-91) décrit la règle principale
de la transformation Tdeployment présentée dans le chapitre 7, section 7.3.2. La section from
décrit le patron source de la règle. Celui-ci s’applique pour tout sous-composant processus
d’un composant système.
La section using de la règle décrit un ensemble de variables initialisées par des élé-
ments du méta-modèle source ou par des valeurs calculées à partir d’helpers. Par exemple,
la variable connectedThreads (l.32) représente la liste des threads connectés au composant
processus analysé, produite par l’interrogateur getAllThreadEntitiesConnected (décrit dans
l’annexe B).
La section to de la règle décrit les objets produits par la règle. Dans notre exemple, nous re-
trouvons les différents composants produits par notre transformation Tdeployment (détaillés dans
le tableau 7.2 du chapitre 7). La production d’un composant correspond à la définition d’un
objet typé par une classe du méta-modèle et à la définition des objets correspondant à ses
attributs et tels qu’ils sont spécifiés au sein du méta-modèle.
Ainsi, l’objet pohiEntityTable (l.74) correspond au composant de donnée produit par le
règle RG.1 de la transformation Tdeployment. Les propriétés de l’annexe de modélisation des
données requises sont produites à l’aide de called rules (règle nommée par convention gen-
<nom_propriété>PropAssoc, l.77-80). Nous utilisons les called rules pour factoriser le code
pour la production des éléments du méta-modèle.
Enfin, l’ensemble des objets produits par la règle principale est stocké dans l’objet Deploy-
ment (l.39) qui est une instance de la classe AadlPackage représentant le paquetage AADL
produit par la transformation.
Nous avons défini pour chacune des transformations de notre processus de raffinement
une description de transformation - i.e. un module ATL. Dans la section suivante, nous pré-
sentons leur intégration dans une chaîne de transformation pour l’automatisation du processus
de raffinement.
9.4.3 Architecture de la chaîne de transformation
La figure 9.5 présente notre prototype implantant notre chaîne de transformation pour le
raffinement d’un modèle AADL. Le point d’entrée du prototype est la représentation XMI du
modèle AADL produit par la plate-forme d’OSATE2. A partir de cette représentation, nous
appliquons les transformations de notre processus une à une. Un seul ordre d’exécution des
transformations est possible. Celui-ci est déterminé par les dépendances des paquetages et
des composants réutilisés par les différentes transformations. Nous utilisons le générateur de
code AADLv2 pour générer la représentation textuelle AADL de l’ensemble des paquetages
générés et produire le modèle AADL du système complet.
Ce modèle AADL servira de point d’entrée pour les outils d’analyse. Les paquetages AADL
produits serviront tous pour la production automatique du code source Ada des composants
de l’application.
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Exemple 9.3 – Description de tranformation Tdeployment avec ATL
1 −− @nsURI AADL2=h t t p : / / / AADL2
2
3 module TransformationDeployment ;
4 crea te targetDeployment : AADL2
5 from cib leUserModel : AADL2, cib leDataModel : AADL2
6
7 uses AADL_Inter rogators ;
8
9 −− A t t r i b u t s f o r p r e f i x , s u f f i x and separa tor names
10 helper def : pref ixPackage : String = ’ PolyORB_HI_Generated_ ’ ;
11 helper def : su f f ixNode : String = ’_K ’ ;
12 helper def : separa tor : String = ’ _ ’ ;
13
14
15 −− RP ru l e : top−l e v e l r u l e to generate the PolyORB_HI_Generated_<PROCESS>_Deployment AadlPackage
16 −− con tex t : th isModule
17 −− r e tu rn : AADL2 ! AadlPackage
18 −−
19 ru le GenerateDeploymentPackage {
20 from
21 −− Match each process subcomponent
22 cmpSub : AADL2 ! ProcessSubcomponent
23 using {
24 cmpImpl : AADL2 ! ProcessImplementat ion = cmpSub . c l a s s i f i e r ;
25 cmpName : String = thisModule . pref ixPackage . concat ( cmpSub .name ) ;
26 sysImpl : AADL2 ! SystemImplementation = cmpSub . namespace ;
27
28 −− L i s t o f a l l node connected to the cu r r en t process i n c l u d i ng h imse l f
29 connectedNodes : Sequence ( String ) = thisModule . getAl lStr ingNodesConnected ( sysImpl , cmpSub ) . debug (cmpSub .name ) ;
30
31 −− L i s t o f a l l thread connected to the cu r r en t process i n c l u d i n g i t s owns threads
32 connectedThreads : Sequence ( String ) = thisModule . ge tA l lThreadEnt i t iesConnected ( sysImpl , cmpSub ) ;
33
34 −− L i s t o f a l l por t ’ s threads connected to the cu r r en t process i n c l u d i ng i t s owns por t ’ s threads
35 connectedPorts : Sequence ( String ) = thisModule . ge tA l lPo r tEn t i t i e sConnec ted ( sysImpl , cmpSub ) ;
36 }
37 to
38 −− Create ’ PolyORB_HI_Generated_<node_name>_Deployment ’ AADLPackage
39 Deployment : AADL2 ! AadlPackage (name <− cmpName. concat ( ’ _Deployment ’ ) , ownedPubl icSection <− pubSection ) ,
40 pubSection : AADL2 ! Publ icPackageSection (name <− cmpName. concat ( ’ _Deployment ’ ) ,
41
42 −− Create Data_Model p rope r t i e s impor t
43 impor tedProper tySet <−
44 Sequence {AADL2 ! Proper tySet . allInstancesFrom ( ’ dataModel ’)−>select ( e | e .name. toLower ( ) = ’ data_model ’)−> f i r s t ( ) } ,
45
46 ownedDataType <− Sequence { pohiNodeType , poh iEnt i tyType , pohiPortType , poh iEn t i t yTab le , poh iPor tTab le }
47 ) ,
48
49 −− Rule RT.1 : crea te Node_Type AADL data type component
50 pohiNodeType : AADL2 ! DataType
51 ( name <− ’Node_Type ’ ,
52 ownedProper tyAssociat ion <−
53 Sequence { thisModule . genDataRepresentationPropAssoc ( ’Enum’ ) ,
54 thisModule . genEnumeratorsPropAssoc ( connectedNodes ) ,
55 thisModule . genRepresentationPropAssoc ( thisModule . genConsistentRepresentat ion ( connectedNodes ) ) } ) ,
56
57 −− Rule RT.2 : crea te Ent i ty_Type AADL data type component
58 poh iEnt i tyType : AADL2 ! DataType
59 ( name <− ’ Ent i ty_Type ’ ,
60 ownedProper tyAssociat ion <−
61 Sequence { thisModule . genDataRepresentationPropAssoc ( ’Enum’ ) ,
62 thisModule . genEnumeratorsPropAssoc ( connectedThreads ) ,
63 thisModule . genRepresentationPropAssoc ( thisModule . genConsistentRepresentat ion ( connectedThreads ) ) } ) ,
64
65 −− Rule RT.3 : crea te Port_Type AADL data type component
66 pohiPortType : AADL2 ! DataType
67 ( name <− ’ Port_Type ’ ,
68 ownedProper tyAssociat ion <−
69 Sequence { thisModule . genDataRepresentationPropAssoc ( ’Enum’ ) ,
70 thisModule . genEnumeratorsPropAssoc ( connectedPorts ) ,
71 thisModule . genRepresentationPropAssoc ( thisModule . genConsistentRepresentat ion ( connectedPorts ) ) } ) ,
72
73 −− Rule RG.1 : crea te Entity_TABLE AADL data type component
74 poh iEn t i t yTab le : AADL2 ! DataType
75 ( name <− ’ En t i ty_Tab le ’ ,
76 ownedProper tyAssociat ion <−
77 Sequence { thisModule . genDataRepresentationPropAssoc ( ’ Array ’ ) ,
78 thisModule . genDimensionClassi f ierPropAssoc ( ’ ’ , pohiNodeType ) ,
79 thisModule . gen In i t ia lVa luePropAssoc ( connectedThreads ) ,
80 thisModule . genRepresentationPropAssoc ( connectedNodes ) } ) ,
81
82 −− Rule RG.2 : crea te Por t_Table AADL data type component
83 poh iPor tTab le : AADL2 ! DataType
84 ( name <− ’ Port_Table ’ ,
85 ownedProper tyAssociat ion <−
86 Sequence { thisModule . genDataRepresentationPropAssoc ( ’ Array ’ ) ,
87 thisModule . genDimensionClassi f ierPropAssoc ( ’ ’ , pohiPortType ) ,
88 thisModule . genBaseTypePropAssoc ( poh iEnt i tyType ) ,
89 thisModule . gen In i t ia lVa luePropAssoc ( connectedPorts ) ,
90 thisModule . genRepresentationPropAssoc ( connectedThreads ) } )
91 } −− end o f r u l e RP
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FIGURE 9.5 – Architecture de la chaîne de transformation
9.4.4 Intégration à la plate-forme OSATE2
L’intégration de notre chaîne de transformation de modèles AADL à la plate-forme OSATE2
est simplifiée par le canevas de développement ADT. Cet outil facilite la réalisation de plug-
in ECLIPSE basé sur l’utilisation de descriptions de transformation ATL. Il génère à partir de
ces dernières : la structure du plug-in ECLIPSE, un fichier pour la configuration des propriétés
des différentes transformations et une API Java offrant différentes méthodes pour la gestion
des ressources (chargement des méta-modèles, modèles source, modèles cible, bibliothèques
d’helpers...) et pour l’exécution automatisée des différentes transformations.
Nous utilisons cette dernière pour implanter l’interface offerte par la plate-forme OSATE2
pour la définition d’actions exécutées sur les modèles AADL. Celle-ci nous permet notamment
de définir différentes actions en fonction du composant AADL sélectionné.
9.5 Génération de code Ada/Ravenscar
Dans le chapitre 8, nous avons présenté l’ensemble de nos règles de transformation des
composants AADL vers le langage Ada. Nous avons montré que, grâce à notre processus
de raffinement (décrit section précédente) et à nos patrons de génération de code analy-
sable (profil AADL-HI Ravenscar), ces règles de transformation se résument à des traductions
simples de composants, souvent équivalentes à une construction précise du langage cible.
Nous présentons, dans cette section, la réalisation de notre prototype de générateur de
code AADL vers Ada.
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9.5.1 Choix technologiques
Pour l’implantation de notre générateur de code, nous avons réutilisé les technologies
intégrées pour la réalisation de nos précédents prototypes.
Ainsi, nous avons élaboré le méta-modèle Ada selon les mêmes règles définies pour la
réalisation du méta-modèle de l’annexe comportementale. Le sous-ensemble de BNF consi-
déré (voir annexe C) est restreint aux seuls éléments autorisés par le profil Ravenscar.
Les transformations des éléments du méta-modèle AADL vers les éléments du méta-
modèle Ada ont été réalisées avec les même règles de mapping et nous avons défini une
bibliothèque d’helpers spécifiques pour l’extraction des informations à partir des composants
AADL conformément à nos patrons de génération de code.
Enfin, nous avons réutilisé EMF pour générer un switch (sorte de patron de visiteurs) à
partir des éléments décrits dans le méta-modèle. Celui-ci s’apparente à un simple pretty printer
parcourant les nœuds (resp. les classes) de l’arbre syntaxique abstrait (resp. du méta-modèle)


















FIGURE 9.6 – Architecture du générateur de code Ada
La figure 9.6 décrit l’architecture de notre prototype de générateur de code. Celui-ci est im-
planté comme un plug-in ECLIPSE venant s’interfacer aux différents outils présentés dans ce
chapitre. Le point d’entrée pour la génération est la représentation XMI d’un paquetage AADL
produit par notre prototype de raffinement de modèles. La description de transformation ATL
spécifiée permet la traduction des paquetages, des clauses d’importations, des composants
AADL de données, sous-programmes et threads. Le résutat de la transformation est la repré-
sentation XMI de l’arbre syntaxique abstrait Ada. Celui-ci est pris en entrée par le pretty-printer
(EMF/switch) pour la production du code source Ada correspondant au paquetage AADL pris
en entrée du prototype.
Une transformation supplémentaire est effectuée à partir du paquetage AADL généré par
la dernière transformation de notre processus de raffinement (transformation Tsystem_final). Celle-
ci permet la génération des fichiers de support pour la compilation du code source (Makefile
et fichier de projet GNAT).
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9.5.3 Intégration à la plate-forme OSATE2
Ce dernier prototype complète notre suite d’outils - i.e. de plug-ins ECLIPSE - AADL-HI et
s’interfaee de la même manière avec la plate-forme OSATE2. Nous avons aussi défini une
API Java permettant d’automatiser les étapes de notre processus de génération de code.
Cette API permet la configuration et l’exécution de transformation de modèles et l’exécution
du pretty-printer à partir de l’AST Ada produit.
9.6 Synthèse
Dans ce chapitre, nous avons présenté notre suite d’outils AADL-HI qui permet d’analy-
ser, de générer, de déployer et de configurer les applications TR2E à partir de leurs modèles
AADL. Nous avons implanté différents prototypes permettant d’assurer les étapes d’analyses
et de validation de modèles AADL à différentes phases de notre processus de raffinement et
d’implantation de systèmes critiques. L’ensemble de ces prototypes s’interface avec la plate-
forme OSATE2 qui nous sert de référentiel pour le support des modèles AADL produits (partie
frontale AADL, gestion des modèles, persistance des représentations, etc.).
Nous avons aussi présenté l’architecture de notre prototype implantant la chaîne de trans-
formation supportant le raffinement du modèle AADL architecturale d’une application vers un
modèle de code complet (applicatif + exécutif AADL) analysable. Lors de ce raffinement, les
étapes de sélection, de déploiement et de configuration des composants intergiciels sont me-
nées de manière automatisée.
Enfin, nous avons présenté notre prototype de générateur de code basé sur une transfor-
mation de modèles exogène. Celui-ci permet de produire, de manière très simple l’ensemble
des composants AADL du modèle de code complet vers les constructions du langage Ada
respectant le profil Ravenscar. Les fichiers de support pour la configuration et la compilation
des exécutables finaux des nœuds de l’application sont aussi produits par ce générateur.
Le prochain chapitre validera notre approche sur un cas d’étude complexe et permettra
de vérifier l’adéquation des solutions que nous avons apportées au problème de la cohérence
entre les modèles dédiés à l’analyse et le code des systèmes TR2E produit automatiquement.
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10.1 Introduction
Dans les chapitres précédents, nous avons défini un processus pour l’analyse et la produc-
tion d’une application TR2E critique à partir de la description architecturale et comportementale
complète de ses composants applicatifs et intergiciels. Ce modèle est obtenu par un proces-
sus de transformation raffinant la description architecturale initiale de l’application selon les
restrictions et les patrons de notre profil AADL-HI Ravenscar visant à garantir l’analysabilité et
la génération des composants modélisés. La bibliothèque de composants intergiciels POLY-
ORB-HI-AADL, basée sur l’implantation POLYORB-HI-Ada, couplée à ce processus permet
l’intégration des composants intergiciels (sélectionnés et configurés) requis par l’application.
Ce chapitre présente l’application de notre processus d’analyse et d’implantation de sys-
tèmes critiques à travers l’étude de cas sur lequel nous nous sommes appuyés tout au long de
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ce manuscrit. Dans la section 10.2, nous rappelons brièvement l’étude de cas et sa description
AADL initiale. Dans la section 10.3, nous présentons le modèle raffiné obtenu par notre chaîne
de transformation et les résultats des analyses Ravenscar (sur modèle) et d’ordonnancement.
La section 10.4 présente nos résultats relatifs au code généré. La section 10.5 présente les
comparaisons avec l’approche OCARINA. La section 10.6 conclut ce chapitre.
10.2 L’étude de cas Ravenscar
Le cas d’étude Ravenscar que nous proposons pour valider notre approche est issu du
guide pour les recommandations du profil Ravenscar [Burns et al., 2004] et a été repris et
revisité pour en faire une application répartie dans le but de valider une partie des travaux de
notre équipe sur l’outil OCARINA. Dans cette section, nous présentons les éléments décrits
par le cas d’étude et ceux ajoutés pour mettre en œuvre la répartition puis nous rappelons sa
modélisation à l’aide du langage AADL.
10.2.1 Description détaillée
Exemple initial
Le cas d’étude Ravenscar (voir figure 10.1, processus Workload_Manager) de l’exemple
Ravenscar présenté par [Burns et al., 2004] décrit un système de gestion de charges de travail
variables, pouvant recevoir des interruptions, assuré par différentes entités actives.
Une entité périodique de forte priorité Regular_Producer traite les charges de travail régu-
lières. Sous certaines conditions, celle-ci délégue des charges irrégulières (supplémentaires) à
l’entité sporadique On_Call_Producer de priorité moins élevée. Le tampon Request_Buffer
gère la file d’attente des ordres des travaux supplémentaires entre les deux entités.
Les interruptions gérées par le système sont placées dans la file d’attente Event_Queue
qui est consultée par l’entité sporadique de très forte priorité External_Event_Server. Le
traitement des interruptions est, par la suite, délégué à l’entité sporadique Activation_Log-
_Reader de très faible priorité réveillé de temps en temps par l’entité périodique principale
Regular_Producer. Celle-ci consulte le journal Activation_Log des interruptions à traiter
que remplit l’entité External_Event_Server.
Enfin, l’entité passive Production_Workload effectue le traitement des charges de travail
des différentes tâches.
Exemple distribué
Pour transformer l’exemple Ravenscar initial en application répartie, [Zalila et al., 2008] pro-
pose d’encapsuler le système décrit précédemment dans un processus (Workload_Manager)
et d’ajouter le processus Interruption_Simulator (contenant l’entité active External_-
Event_Source) pour la génération aléatoire des interruptions. Pour compléter ce passage au
distribué, les deux processus s’exécutent sur deux processeurs distincts et communiquent via
un bus.
Caractéristiques temporelles
Le tableau 10.1 présente les caractéristiques des entités actives. Le pire temps d’exécution
a été déduit par [Zalila et al., 2008] à partir de l’analyse du code Ada décrivant leur compor-
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tement. La colonne Période des entités sporadiques indique le temps minimal entre deux
déclenchements d’activité.
Entité Protocole Priorité Période Échéance WCET
Regular_Producer Périodique 7 1000 ms 500 ms 498 ms
On_Call_Producer Sporadique 5 1000 ms 800 ms 250 ms
Activation_Log_Reader Sporadique 3 1000 ms 1000 ms 125 ms
External_Event_Server Sporadique 11 5000 ms 100 ms 2 ms
External_Event_Source Périodique 11 5000 ms 100 ms 10 ms
TABLE 10.1 – Caractéristiques des entités actives











FIGURE 10.1 – Cas d’étude Ravenscar distribué
La figure 10.1 illustre la modélisation architecturale AADL de l’exemple Ravenscar dans
sa version distribuée. Nous avons donné, tout au long de ce manuscrit une description des
différents constituants du modèle AADL (5.1, 5.2, 7.1, 7.2, 7.3, 7.4, 7.5 et 7.6).
Les entités actives de l’exemple sont naturellement traduites par des composants threads
AADL. Les caractéristiques temporelles (exprimées tableau 10.1) et fonctionnelles sont spé-
cifiées à l’aide des propriétés du standard AADL (non représentées sur la figure) prévues à
cet effet (Dispatch_Protocol, Period, Compute_Entrypoint, etc.) et permettent de spécifier
le même comportement que celui défini dans l’exemple initial. Les différents objets partagés
(tampons et files d’attente) sont spécifiés à l’aide des éléments d’interface des composants
threads - i.e. les ports - et de leurs attributs spécifiques (Queue_Size, Compute_Entrypoint,
etc). Les connexions entre ces éléments d’interface expriment les communications inter-tâches.
Pour compléter la description AADL, ces composants threads sont encapsulés dans les
composants processus Interruption_Simulator et Workload_Manager attachés à des com-
posants processeurs distincts (CPU1 et CPU2) et reliés par un bus.
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La description AADL de l’exemple que nous venons de présenter illustre l’expressivité du
langage AADL. De plus, la spécification de la communication inter-tâches et inter-processus
est grandement simplifiée. L’utilisateur a juste besoin de spécifier les propriétés qui conviennent
pour le protocole de transport et les informations de déploiement sur les composants pro-
cessus et processeurs. Notre processus de raffinement se chargera d’intégrer et de lier les
ressources du protocole de transport au sein des différents composants process et notre pro-
cessus d’implantation de produire le code généré correspondant.
10.3 Processus de raffinement et analyses
Cette section présente nos résultats sur l’application de notre processus de raffinement
sur la description architecturale AADL du système que nous venons de présenter.
10.3.1 Analyses préliminaires
Comme nous l’avons expliqué dans le chapitre 9, nous utilisons l’outil OSATE2 pour valider
la syntaxe et la sémantique du modèle AADL. Une fois cette étape validée, nous procédons
à l’analyse de la conformité du modèle avec notre profil AADL-HI Ravenscar et à l’analyse de
son ordonnancement avec l’outil CHEDDAR.
Conformité AADL-HI Ravenscar
Nous utilisons notre analyseur (AADL-HI-Analyzer ) pour vérifier que la description archi-
tecturale spécifie l’ensemble des informations requises et que les composants modélisés res-
pectent notre profil AADL-HI Ravenscar. Notamment, l’analyseur Ravenscar-CHECKER vérifie
les restrictions architecturales du profil Ravenscar. Le rapport 10.1 présente les résultats de
cette analyse.
Nous remarquons que les trois restrictions architecturales RA1, RA2, RA3 sont respectées
(définies chapitre 3). Cependant, nous ne pouvons conclure pour les restrictions définies sur
les descriptions comportementales (RC1 et RC2) car aucun composant thread ne spécifie
d’automate. Nous faisons l’hypothèse qu’elles sont conformes.
Analyse d’ordonnancement avec CHEDDAR
Nous utilisons l’outil CHEDDAR [Singhoff et al., 2005] pour analyser l’ordonnancement du
système à partir de sa description architecturale. En plus des propriétés AADL standards pour
la spécification des aspects temps-réel, CHEDDAR utilise un ensemble de propriétés spéci-
fiques (Cheddar_Properties) sur les composants threads et processeurs (Fixed_Priority,
Preemptive_Scheduler). Nous associons à chaque composant thread les propriétés néces-
saires pour l’analyse d’ordonnancement. L’exemple 10.2 montre les propriétés temporelles du
composant thread Regular_Producer.
Pour une analyse d’ordonnancement RMA, les priorités des tâches doivent être déduites
de leurs périodes respectives. Pour notre cas d’étude nous avons donner des périodes cohé-
rentes et nous effectuons un ordonnancement de type Fifo within priorities.
L’exemple 10.3 montre le résultat produit par CHEDDAR pour le nœud Workload_Manager
s’exécutant sur le processeur CPU_1. Nous obervons qu’une première analyse sur le taux d’uti-
lisation processeur est réalisée. Le taux d’utilisation dans le pire cas est de 0.87340 et ne per-
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Exemple 10.1 – Rapport du plug-in Ravenscar-CHECKER - Modèle initial
RA1. the processor has the good schedul ing po l i c y and preemptive p rope r t i e s : t r ue
Ravenscar : : CPU_1 : : Processor_Nat ive
[ Schedu l ing_Pro tocol = Pos ix_1003_Highes t_Pr io r i t y_F i r s t_Pro toco l ]
[ Preemptive_Scheduler = t r ue ]
Ravenscar : : CPU_2 : : Processor_Nat ive
[ Schedu l ing_Pro tocol = Pos ix_1003_Highes t_Pr io r i t y_F i r s t_Pro toco l ]
[ Preemptive_Scheduler = t r ue ]
RA2. a l l tasks are c y c l i c : t r ue
Ravenscar : : Workload_Manager . Impl . Regular_Producer [ pe r i o d i c ]
Ravenscar : : Workload_Manager . Impl . On_Call_Producer [ sporad ic ]
Ravenscar : : Workload_Manager . Impl . External_Event_Server [ sporad ic ]
Ravenscar : : Workload_Manager . Impl . Act ivat ion_Log_Reader [ sporad ic ]
Ravenscar : : I n t e r r up t _S imu l a t o r . Impl . InS . External_Event_Source [ pe r i o d i c ]
RA3. check pcp : t r ue
Ravenscar : : Workload P r i o r i t y _Ce i l i n g [ f a l se ] and accessor threads [ 0 ] [ ]
Ravenscar : : In te r rup t_Coun te r P r i o r i t y _Ce i l i n g [ f a l se ] and accessor threads [ 0 ] [ ]
check co r r e c t pcp : t r ue
Ravenscar : : Workload P r i o r i t y [∗∗ NULL ∗∗] MaxThreadPr io r i ty [ 1 1 ]
Ravenscar : : In te r rup t_Coun te r P r i o r i t y [∗∗ NULL ∗∗] MaxThreadPr io r i ty [ 1 1 ]
RC1. check on ly one d ispatch cond i t i on : t r ue
Ravenscar : : Workload_Manager . Impl . Regular_Producer [∗∗NO BEHAVIOR_SPECIFICATION∗∗]
. . .
Ravenscar : : I n t e r r up t _S imu l a t o r . Impl . External_Event_Source [∗∗NO BEHAVIOR_SPECIFICATION∗∗]
RC2. check no f i n a l s ta te : t r ue
Ravenscar : : Workload_Manager . Impl . Regular_Producer [∗∗NO BEHAVIOR_SPECIFICATION∗∗]
. . .
Ravenscar : : I n t e r r up t _S imu l a t o r . Impl . External_Event_Source [∗∗NO BEHAVIOR_SPECIFICATION∗∗]
Exemple 10.2 – Modèle du composant Regular_Producer
thread Regular_Producer
features
Addi t iona l_Work load : out event data port Workload ;
Hand le_Exte rna l_ In te r rup t : out event port ;
propert ies
Compute_Entrypoint_Source_Text => "Work . Regular_Producer_Operation " ;
Dispatch_Pro toco l => Per iod ic ;
Per iod => 1000 ms;
Deadl ine => 500 ms;
Compute_Execution_Time => 0 ms . . 498 ms;
Cheddar_Propert ies : : F i xed_P r i o r i t y => 7 ;
end Regular_Producer ;
Exemple 10.3 – Résultat du test d’ordonnancement sur le modèle initial
[ . . . ]
Schedul ing f e a s i b i l i t y , Processor component case_study . na t i ve . cpu_1 :
1) F e a s i b i l i t y t e s t based on the processor u t i l i z a t i o n f a c t o r :
− The base per iod i s 5000 ( see [ 18 ] , page 5 ) .
− 633 un i t s o f t ime are unused in the base per iod .
− Processor u t i l i z a t i o n f a c t o r w i th dead l ine i s 1.45350 ( see [ 1 ] , page 6 ) .
− Processor u t i l i z a t i o n f a c t o r w i th per iod i s 0.87340 ( see [ 1 ] , page 6 ) .
− I n v a l i d scheduler : can not apply the f e a s i b i l i t y t e s t on processor u t i l i z a t i o n f a c t o r .
2) F e a s i b i l i t y t e s t based on worst case thread component response t ime :
− Bound on thread component response t ime : ( see [ 2 ] , page 3 , equat ion 4 ) .
case_study . na t i ve .wom. ac t i va t i on_ log_ reade r => 875
case_study . na t i ve .wom. on_ca l l_producer => 750
case_study . na t i ve .wom. regu lar_producer => 500
case_study . na t i ve .wom. ex te rna l_even t_se rve r => 2
− A l l thread component dead l ines w i l l be met : the thread component se t i s schedulable .
[ . . . ]
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met pas de conclure sur l’ordonnançabilité des tâches par une analyse de type RMA. CHED-
DAR effectue alors une analyse basée sur le temps de réponse de chacune des tâches. Celle-ci
permet de conclure que les tâches du nœud Workload_Manager respectent leur échance, le
système est ordonnançable.
Les analyses préliminaires que nous venons de présenter ont validé la description architec-
turale intiale du système. Nous pouvons, maintenant, passer au processus de raffinement.
10.3.2 Modèle raffiné
Nous utilisons notre outil AADL-HI pour le raffinement du modèle initial. La figure 10.2
présente le composant processus Workload_Manager 7 raffiné et les différents composants
intergiciels intégrés. Nous remarquons particulièrement la génération des différentes files d’at-
tente globale de messages (EES_GQ, ALR_GQ, RP_GQ et OCP_GQ) pour l’ensemble des compo-
sants threads. Le composant thread Receiver_Task traitant la réception des messages sur le
nœud et la délivrance du message dans la file d’attente correspondante a été intégré unique-
ment au nœud récepteur Workload_Manager. L’exemple 10.4 présente la description AADL


















FIGURE 10.2 – Processus Workload_Manager du modèle raffiné
10.3.3 Analyse Ravenscar
Nous effectuons maintenant la seconde étape de validation. Nous commencons par véri-
fier que notre modèle est toujours conforme aux restrictions définies par notre profil AADL-HI
7. Pour des raisons de visibilité, les noms réels des files d’attente globale de messages ont été tronquées.
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Exemple 10.4 – Modèle du composant Workload_Manager
process implementation AHR_Workload_Manager. Impl
subcomponents
Regular_Producer : thread Ravenscar_Workload_Manager_Regular_Producer_Task ;
On_Call_Producer : thread Ravenscar_Workload_Manager_On_Call_Producer_Task ;
External_Event_Server : thread Ravenscar_Workload_Manager_External_Event_Server_Task ;
Activat ion_Log_Reader : thread Ravenscar_Workload_Manager_Activation_Log_Reader_Task ;
Receiver_Task : thread Ravenscar_Workload_Manager_TCP_IP_Receiver_Task ;
Regular_Producer_Global_Queue : data WoM_Regular_Producer_Gqueue : : Global_Queue . imp l ;
On_Call_Producer_Global_Queue : data WoM_On_Call_Producer_Gqueue : : Global_Queue . imp l ;
External_Event_Server_Global_Queue : data WoM_External_Event_Server_Gqueue : : Global_Queue . imp l ;
Activation_Log_Reader_Global_Queue : data WoM_Activation_Log_Reader_Gqueue : : Global_Queue . imp l ;
connections
Regular_Producer_GQ_Access : data access Regular_Producer_Global_Queue −> Regular_Producer .GQ;
On_Call_Producer_GQ_Access : data access On_Call_Producer_Global_Queue −> On_Call_Producer .GQ;
External_Event_Server_GQ_Access : data access External_Event_Server_Global_Queue −> External_Event_Server .GQ;
Activation_Log_Reader_GQ_Access : data access Activation_Log_Reader_Global_Queue −> Regular_Producer .GQ;
TCP_IP_Receiver_Task_Regular_Producer_GQ_Access : data access
Regular_Producer_Global_Queue −> Receiver_Task . Regular_Producer_GQ;
TCP_IP_Receiver_Task_On_Call_Producer_GQ_Access : data access
On_Call_Producer_Global_Queue −> Receiver_Task . On_Call_Producer_GQ ;
TCP_IP_Receiver_Task_External_Event_Server_GQ_Access : data access
External_Event_Server_Global_Queue −> Receiver_Task . External_Event_Server_GQ;
TCP_IP_Receiver_Task_Activation_Log_Reader_GQ_Access : data access
Activation_Log_Reader_Global_Queue −> Receiver_Task . Activation_Log_Reader_GQ ;
propert ies
Deployment : : Port_Number => 12001;
Cheddar_Propert ies : : C r i t i c a l _Se c t i o n =>
( " Regular_Producer_Global_Queue " , " Regular_Producer " , " 1 " , "498" ,
" On_Call_Producer_Global_Queue" , " On_Call_Producer " , " 1 " , "250" ,
" External_Event_Server_Global_Queue " , " External_Event_Server " , " 1 " , " 2 " ,
" Activation_Log_Reader_Global_Queue " , " Activat ion_Log_Reader " , " 1 " , "125" ,
" Regular_Producer_Global_Queue " , " Receiver_Task " , " 1 " , "10 " ,
" On_Call_Producer_Global_Queue" , " Receiver_Task " , " 1 " , "10 " ,
" External_Event_Server_Global_Queue " , " Receiver_Task " , " 1 " , "10 " ,
" Activation_Log_Reader_Global_Queue " , " Receiver_Task " , " 1 " , "10" ) ;
end AHR_Workload_Manager. Impl ;
Ravenscar. Le rapport 10.5 montre le résultat de cette analyse. Nous remarquons que les res-
trictions RA1, RA2 et RA3 sont toujours vérifiées et prennent en compte les différentes files
d’attente globale de messages générées pour les threads (le nombre et le nom des compo-
sants threads accédant à une file d’attente est renseigné).
Contrairement à la première analyse, les restrictions comportementales RC1 (sur l’unique
point de suspension d’une tâche) et RC2 (sur le comportement infini d’une tâche) sont main-
tenant vérifiées à partir des descriptions comportementales des tâches rendues explicites par
notre processus de raffinement (sous la forme d’automate).
10.3.4 Analyse d’ordonnancement
CHEDDAR est de nouveau utilisé pour l’analyse d’ordonnancement. Nous gardons les
mêmes hypothèses temporelles pour les composants threads qui ont été raffinés.
Les files d’attente globales de messages sont prises en compte par l’analyse (voir le nœud
Workload_Manager raffiné, exemple 10.4). Celles-ci sont partagées entre leur thread respectif
et la tâche de réception de la couche basse de transport. CHEDDAR définit aussi des propriétés
spécifiques pour la prise en compte des données partagées lors de l’analyse d’ordonnance-
ment (Data_Concurrency_State et Critical_Section), celles-ci sont générées à partir des
hypothèses temporelles initiales et ajoutées à la description raffinée.
Conformément à notre processus de raffinement, la tâche de réception est intégrée unique-
ment sur le nœud récepteur Workload_Manager et a une priorité supérieure à l’ensemble des
priorités des tâches du nœud. De plus, sa période est égale à la plus petite période des tâches
émettrices connectées au nœud afin de respecter les contraintes temporelles spécifiées par
l’utilisateur. Dans notre cas, la période considérée est celle de la tâche External_Event_-
Source du nœud Interrupt_Simulator (5000 ms, voir tableau 10.1).
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Exemple 10.5 – Rapport du plug-in Ravenscar-CHECKER sur le modèle raffiné
RA1. the processor has the good schedul ing po l i c y and preemptive p rope r t i e s : t r ue
. . .
RA2. a l l tasks are c y c l i c : f a l se
AHR_Ravenscar : :WoM: : AHR_Workload_Manager. Impl . Regular_Producer [ pe r i o d i c ]
AHR_Ravenscar : :WoM: : AHR_Workload_Manager. Impl . TCP_IP_Receiver_Task [ sporad ic ]
. . .
RA3. check pcp : t r ue
. . . WoM_Types : : Workload P r i o r i t y _Ce i l i n g [ f a l se ] and accessor threads [ 0 ] [ ]
. . . WoM_Types : : In te r rup t_Coun te r P r i o r i t y _C e i l i n g [ f a l se ] and accessor threads [ 0 ] [ ]
. . . InS_Types : : In te r rup t_Coun te r P r i o r i t y _C e i l i n g [ f a l se ] and accessor threads [ 0 ] [ ]
AHR_ . . .WoM. . . Regular_Producer_Global_Queue and accessor thread [ 2 ] [ Regular_Producer , Receiver_Task ] ;
. . .
AHR_ . . .WoM. . . InS_External_Event_Source_Global_Queue and accessor thread [ 1 ] [ External_Event_Source ] ;
check co r r e c t pcp : t r ue
. . . WoM_Types : : Workload P r i o r i t y [∗∗ NULL ∗∗] MaxThreadPr io r i ty [ 1 1 ]
. . . WoM_Types : : In te r rup t_Coun te r P r i o r i t y [∗∗ NULL ∗∗] MaxThreadPr io r i ty [ 1 1 ]
. . . InS_Types : : In te r rup t_Coun te r P r i o r i t y [∗∗ NULL ∗∗] MaxThreadPr io r i ty [ 1 1 ]
AHR_ . . .WoM. . . Regular_Producer_Global_Queue P r i o r i t y [240 ] MaxThreadPr io r i ty [ 1 1 ]
. . .
AHR_ . . . InS . . . External_Event_Source_Global_Queue P r i o r i t y [240 ] MaxThreadPr io r i ty [ 1 1 ]
RC1. check on ly one d ispatch cond i t i on : t r ue
AHR_Ravenscar : :WoM: : AHR_Workload_Manager. Impl . Regular_Producer [ 1 ]
. . .
AHR_Ravenscar : : InS : : AHR_Inter rupt_Simulator . Impl . External_Event_Source [ 1 ]
RC2. check no f i n a l s ta te : t r ue
AHR_Ravenscar : :WoM: : AHR_Workload_Manager. Impl . Regular_Producer [ 0 ]
. . .
AHR_Ravenscar : : InS : : AHR_Inter rupt_Simulator . Impl . External_Event_Source [ 0 ]
Exemple 10.6 – Résultat du test d’ordonnancement sur le modèle raffiné
[ . . . ]
Schedul ing f e a s i b i l i t y , Processor component case_study . na t i ve . cpu_1 :
1) F e a s i b i l i t y t e s t based on the processor u t i l i z a t i o n f a c t o r :
− The base per iod i s 5000 ( see [ 18 ] , page 5 ) .
− 583 un i t s o f t ime are unused in the base per iod .
− Processor u t i l i z a t i o n f a c t o r w i th dead l ine i s 1.45550 ( see [ 1 ] , page 6 ) .
− Processor u t i l i z a t i o n f a c t o r w i th per iod i s 0.87540 ( see [ 1 ] , page 6 ) .
− I n v a l i d scheduler : can not apply the f e a s i b i l i t y t e s t on processor u t i l i z a t i o n f a c t o r .
2) F e a s i b i l i t y t e s t based on worst case thread component response t ime :
− Bound on thread component response t ime : ( see [ 2 ] , page 3 , equat ion 4 ) .
case_study . na t i ve .wom. ac t i va t i on_ log_ reade r => 875
case_study . na t i ve .wom. on_ca l l_producer => 760
case_study . na t i ve .wom. regu lar_producer => 510 , missed i t s dead l ine ( dead l ine = 500)
case_study . na t i ve .wom. ex te rna l_even t_se rver => 12
case_study . na t i ve .wom. rece i ve r_ task => 10
− A l l thread component dead l ines w i l l be met : the thread component se t i s schedulable .
[ . . . ]
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Le résultat obtenu par l’outil CHEDDAR est présenté dans l’exemple 10.6. Nous observons
que le taux d’occupation du processeur a augmenté (0.87540) en raison de l’ajout des com-
posants intergiciels. L’ensemble des tâches du nœud Workload_Manager n’est plus ordonnan-
çable. Les hypothèses temporelles initiales de l’utilisateur sont trop strictes et ne permettent
pas l’intégration des files d’attente et de la tâche de réception sans compromettre la faisabilité
du système.
Nous constatons que le thread Regular_Producer rate son échéance. CHEDDAR a calculé
de nouvelles hypothèses temporelles pour cette tâche afin d’obtenir un système ordonnan-
çable. En modifiant l’échéance de cette tâche (510 ms au lieu de 500 ms), l’ordonnancement
du système est validé.
10.3.5 Synthèse
Nous venons de présenter le modèle AADL complet du système obtenu à partir de notre
processus de raffinement. Notre processus automatique d’analyse (incluant Ravenscar-CHECKER
pour la conformité Ravenscar et CHEDDAR pour l’ordonnancement) montre l’intégration et l’im-
pact des ressources intergicielles sur le système.
Ainsi, en explicitant la tâche de réception du nœud Workload_Manager, nous avons dé-
tecté une anomalie dans la conception du système. Celle-ci a pu être corrigée en modifiant les
spécifications initiales de l’utilisateur et nous avons pu obtenir un système valide.
Cette seconde étape de validation étant achevée, nous pouvons maintenant procéder à la
génération de code du système à partir de ce modèle complet.
10.4 Génération de code
Nous utilisons notre prototype AADL-HI pour générer le code Ada du système décrit par
notre modèle raffiné. Nous présentons dans cette section les traces d’exécution, les résultats
en terme de génération de code et des statistiques sur les nœuds de l’application.
10.4.1 Traces d’exécution
L’exemple 10.7 montre la trace d’exécution du nœud Interruption_Simulator. Le com-
portement attendu est respecté. Les interruptions sont envoyées de manière pseudo aléatoire
(critère arbitraire) par la tâche External_Event_Source dont le temps minimal entre deux dé-
clenchements a été fixé à 5 secondes (voir tableau 10.1) pour respecter les contraintes tempo-
relles du thread External_Event_Server qui reçoit les interruptions sur le nœud Workload_Manager.
Exemple 10.7 – Trace d’exécution du nœud Interruption_Simulator
[ 0.000000000] Ex te rna l Events : s t a r t i n g
[ 0.000103000] Ex te rna l Events : send an new event : 1 . Next d i v i s o r = 3
[ 0.000130000] Using user−provided TCP/ IP stack to send
[ 15.000076000] Ex te rna l Events : send an new event : 2 . Next d i v i s o r = 5
[ 15.000099000] Using user−provided TCP/ IP stack to send
[ 25.000079000] Ex te rna l Events : send an new event : 3 . Next d i v i s o r = 7
[ 25.000098000] Using user−provided TCP/ IP stack to send
La trace d’exécution du nœud Workload_Manager est présentée dans l’exemple 10.8.
Nous remarquons l’activité des quatre tâches du système. La tâche Regular_Producer ef-
fectue sa charge périodiquement et délègue une partie à la tâche On_Call_Producer. Toutes
les interruptions externes sont reçues et traitées par la tâche External_Event_Server.
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Exemple 10.8 – Trace d’exécution du nœud Workload_Manager
[ 0.000227000] Using user−provided TCP/ IP stack to rece ive
[ 0.000268000] Ex te rna l Event Server : rece ived an ex te rna l i n t e r r u p t
[ 0.000274000] Ex te rna l Event Server : end o f sporad ic a c t i v a t i o n .
[ 0.000321000] Regular Producer : doing some work .
[ 1.016714000] Regular Producer : end o f c y c l i c a c t i v a t i o n
[ 1.016894000] Regular Producer : doing some work .
[ 2.015650000] Sending ex t ra work to ’ On_Call_Producer ’ : 250
[ 2.020319000] Regular Producer : end o f c y c l i c a c t i v a t i o n
[ 2.020431000] On Ca l l Producer : doing some work .
[ 2.036213000] Regular Producer : doing some work .
[ 3.015800000] On Ca l l Producer : end o f sporad ic a c t i v a t i o n .
[ 3.529128000] S igna l ing ’ Ac t i v a t i o n Log Reader ’
[ 3.532286000] Regular Producer : end o f c y c l i c a c t i v a t i o n
[ 3.532388000] Ac t i va t i o n Log Reader : do some work .
[ 3.548246000] Regular Producer : doing some work .
[ 4.036544000] Read ex te rna l new i n t e r r u p t i o n : 1 . Ar r i ved a t [ 0.100266000]
[ 4.040284000] Ac t i va t i o n Log Reader : end o f parameter less sporad ic a c t i v a t i o n .
[ 4.795274000] Regular Producer : end o f c y c l i c a c t i v a t i o n
. . .
[ 14.316238000] Regular Producer : doing some work .
[ 15.004260000] Using user−provided TCP/ IP stack to rece ive
[ 15.004364000] Ex te rna l Event Server : rece ived an ex te rna l i n t e r r u p t
[ 15.004440000] Ex te rna l Event Server : end o f sporad ic a c t i v a t i o n .
[ 15.077115000] Read ex te rna l new i n t e r r u p t i o n : 2 . Ar r i ved a t [ 15.104292000]
[ 15.087733000] Ac t i va t i o n Log Reader : end o f parameter less sporad ic a c t i v a t i o n .
[ 15.608263000] On Ca l l Producer : end o f sporad ic a c t i v a t i o n .
[ 16.108015000] Regular Producer : end o f c y c l i c a c t i v a t i o n
[ 16.112293000] Regular Producer : doing some work .
[ 17.112569000] Regular Producer : end o f c y c l i c a c t i v a t i o n
[ 17.116232000] Regular Producer : doing some work .
[ 18.111582000] S igna l ing ’ Ac t i v a t i o n Log Reader ’
. . .
[ 25.184411000] Ac t i va t i o n Log Reader : do some work .
[ 25.200249000] Regular Producer : doing some work .
[ 25.677438000] Read ex te rna l new i n t e r r u p t i o n : 3 . Ar r i ved a t [ 25.100176000]
[ 25.687750000] Ac t i va t i o n Log Reader : end o f parameter less sporad ic a c t i v a t i o n .
10.4.2 Empreinte mémoire
Cette sous-section présente des statistiques calculées à partir des mesures sur les tailles
de fichiers sources et les empreintes mémoire des binaires 8 produit pour notre étude de cas.
Dans le tableau 10.2, nous donnons la taille des fichiers sources pour chaque nœud de
l’application. La partie minimale de notre intergiciel représente les paquetages “utiles” écrits à
la main, pour la gestion des erreurs, des entrées/sorties, etc.
Nous observons que la taille du code écrit par l’utilisateur et la taille du code écrit de l’inter-
giciel (appelé minimal) est très petite par rapport à la taille globale du code de l’application (res-
pectivement 2,5% et 15% pour Interruption_Simulator et, 4% et 7% pour Workload_Manager).
Notamment, nous générons environ 90% du code du nœud Workload_Manager. Les mesures
sur ce nœud sont plus expressives car il contient plus de composants, cependant elles restent
tributaires de la taille des composants utilisateurs qui est ici minimale.
Interruption_Simulator Workload_Manager
Code de l’utilisateur 51 200
Code de l’intergiciel minimal 304 304
Code de l’intergiciel généré 1647 4343
Total 2002 4847
TABLE 10.2 – Taille des fichiers sources (en ligne de code) des nœuds raffinés
Le tableau 10.3 décrit quant à lui l’empreinte mémoire des exécutables des nœuds raffinés.
L’empreinte totale du nœud Workload_Manager est de 560 Ko dont 448 Ko correspondent
à la runtime Ada. Nous observons que la taille des composants intergiciels est différente en
8. Nous utilisons size des binutils pour effectuer ces mesures, www.gnu.org/software/binutils/.
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fonction du nœud (103 Ko pour Workload_Manager et 35 Ko pour Interruption_Simulator.
Ceci est du à la personnalisation des composants en fonction des besoins de chaque nœud.
Interruption_Simulator Workload_Manager
Code de l’utilisateur 4 4
Code de l’intergiciel minimal 12 12
Code de l’intergiciel généré 23 91
Support d’exécution du compilateur 421 448
Empreinte mémoire de l’exécutable 457 560
TABLE 10.3 – Empreinte mémoire des binaires (en kilo-octet) des nœuds raffinés
10.5 Comparaisons avec l’approche OCARINA
Dans cette section, nous présentons une comparaison avec l’approche OCARINA afin
d’illustrer la non régression et les améliorations de notre étude. Pour cette comparaison, nous
nous concentrons sur le nœud Workload_Manager.
10.5.1 Analyses du modèle AADL
OCARINA supporte le langage REAL pour la vérification de contraintes architecturales sur
les modèles AADL. Les analyses architecturales Ravenscar peuvent ainsi être réalisées à
l’aide de théorème REAL. En revanche, aucune analyse sur les spécifications comportemen-
tales ne peuvent être effectuées car ni OCARINA ni REAL ne supporte l’annexe comportemen-
tale. Notre approche intégrant les automates de cette annexe facilite, quant à elle, la traduction
du comportement de l’application vers un formalisme dédié à ce type d’analyse.
De plus, par rapport à l’approche OCARINA, nos analyses (Ravenscar, ordonnancement...)
portent sur l’ensemble des composants applicatifs et intergiciels du système et sont réalisées
sur le modèle AADL complet. OCARINA n’intègre les composants intergiciels que lors de la
compilation de l’exécutable final. Par conséquent, l’analyse d’ordonnancement du système
sur le modèle AADL n’est pas pertinente et n’est pas réalisable de manière automatique sur
le code Ada. Il faudrait la faire manuellement.
10.5.2 Code généré
Pour les comparaisons sur le code généré par les deux approches, nous utilisons la partie
dorsale d’OCARINA dédiée à la génération et à la configuration des composants de l’intergiciel
POLYORB-HI-Ada. Nous avons choisi de compiler et de déployer le nœud Workload_Manager
sur une architecture LEON/ERC32 plus pertinente dans le cas des applications TR2E cri-
tiques (l’outil TSIM-ERC32 est utilisé pour simuler son exécution).
Le tableau 10.4 donne la taille des différents fichiers sources qui forment l’application.
Nous remarquons que le code source utilisateur reste minime vis-à-vis du code de l’intergiciel.
La différence du nombre de ligne entre les deux versions du code de l’utilisateur, vient de
l’utilisation de la structure de donnée fournie par le service AADL_Runtime de notre approche.
Enfin, nous constatons que notre approche génère deux fois plus de lignes de code soit
90% de l’application. Ceci est du à notre processus de raffinement intégrant la modélisation
d’un plus grand nombre de composants (incluant la totalité des composants intergiciels). Ex-
cepté les paquetages utiles de notre intergiciel et le code de l’utilisateur (implantant la partie
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fonctionnelle des tâches), nous générons la totalité des composants applicatifs et intergiciels
de l’application.
Exemple OCARINA Exemple AADL-HI
Code de l’utilisateur 188 200
Code de l’intergiciel minimal 2285 304
Code de l’intergiciel généré 2067 4289
Total 4540 4793
TABLE 10.4 – Taille des fichiers sources (en ligne de code) du nœud Workload_Manager
Le tableau 10.5 donne la taille des binaires mesurés à l’aide de l’outil erc32-elf-size
fourni par le compilateur. Nous notons que nous avons réduit par deux (environ) l’empreinte
mémoire de l’intergiciel minimal et que nous avons réduit de 10% l’empreinte mémoire de
l’exécutable final. La différence se situe au niveau de la génération des files d’attente globale
de messages où nous tirons partie des bénéfices de la génération complète de la structure
au lieu d’avoir recours à l’instanciation d’un générique Ada (paquetage PolyORB_HI.Thread-
_Interrogators de POLYORB-HI-Ada) implantant le comportement de la file.
Exemple OCARINA Exemple AADL-HI
Code de l’utilisateur 4 4
Code de l’intergiciel minimal 11 6
Code de l’intergiciel généré 577 509
Empreinte mémoire de l’exécutable 732 660
TABLE 10.5 – Empreinte mémoire des binaires (en kilo-octet) du nœud Workload_Manager
Enfin, par rapport à l’approche OCARINA implantée comme un compilateur, notre approche
basée sur les techniques de transformation de modèles nous a permis d’expliciter l’ensemble
des règles de transformation pour l’analyse et la génération. Ceci facilite la maintenance et
l’évolution de notre approche et de nos outils.
10.6 Synthèse
Ce chapitre a présenté la mise en application de notre méthode pour l’analyse et l’implanta-
tion automatisées des systèmes critiques. Nous avons illustré celle-ci à l’aide d’un cas d’étude
exprimant les caractéristiques des systèmes TR2E critiques et déjà usité dans le contexte
d’une modélisation architecturale AADL.
Ainsi, après une première analyse préliminaire du cas d’étude originel, nous avons pu
appliquer notre processus de raffinement et mener des analyses statiques sur le modèle raffiné
complet de l’application (applicatif et exécutif). Notre processus automatique d’analyse nous
a permis de détecter une anomalie de conception du système (anomalie potentielle du fait
des analyses pessimistes effectuées par les outils). La correction de cette anomalie à partir
des spécifications initiales de l’utilisateur et la réutilisation de notre processus nous a permis
d’obtenir un modèle complet et de valider le système. A partir de ce dernier, nous avons généré
le code Ada de l’application respectant le profil Ravenscar. Puis, nous avons compilé, exécuté
et analysé le code généré avec succés.
Ces différents résultats valident notre approche, le comportement et la sémantique de
notre modèle raffiné analysable très proches du code généré.
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Les analyses et les mesures que nous avons relevées (ordonnancement, tailles du code
source, empreinte mémoire, etc) nous ont permis d’effectuer une comparaison avec l’approche
OCARINA. Par rapport à celle-ci, les analyses réalisées portent sur un modèle AADL complet
du système et s’avèrent plus pertinentes vis-à-vis de l’implantation finale du système (exemple
de l’analyse d’ordonnancement).
Nous générons la quasi totalité des composants applicatifs et exécutifs de l’application à
partir de ce même modèle. Ceci renforce la cohérence entre le modèle d’analyse et le code
généré et les possibilités de traçabilité. De plus, nous avons réduit de moitié la taille de l’intergi-
ciel développé dans le langage de programmation cible et d’environ 10% l’empreinte mémoire
de l’exécutable final par rapport à l’approche OCARINA.
Aussi, l’intégration des spécifications comportementales au sein de notre approche facilite
la traduction des composants du système vers un formalisme dédié à l’analyse de son com-
portement. Enfin, l’implantantion de notre prototype à l’aide des techniques de transformation
de modèles nous a permis d’expliciter les règles de raffinement et de génération de notre
processus. Ce dernier point rend notre approche maintenable et facilite son évolution.
L’ensemble de ces résultats nous amènent à conclure que nous avons réalisé l’ensemble
des objectifs que nous nous étions fixés, à savoir fournir un processus automatisé d’analyse et
d’implantation renforçant la cohérence entre le modèle analysé et le codé généré du système
critique.
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Dans ce mémoire, nous avons présenté la problématique de notre travail de recherche :
renforcer la cohérence entre les modèles d’analyse et le code généré pour améliorer la fiabi-
lité du processus d’analyse et de production des systèmes TR2E critiques. Puis, nous avons
proposé et implanté des solutions pour répondre à notre problématique. Ce chapitre rappelle
l’ensemble des contributions réalisées et présente nos conclusions. Ensuite, nous discutons
des perspectives pour étendre notre travail de recherche.
11.1 Rappel des contributions et résultats
Pour répondre à notre problématique principale, nous avons proposé un processus au-
tomatisé, flexible et évolutif, pour l’analyse et la génération de code des systèmes TR2E cri-
tiques. Celui-ci est basé sur le raffinement d’une description architecturale AADL d’un système
critique menant deux objectifs majeurs.
Premièrement, il réduit le niveau d’abstraction des composants afin de limiter les diffé-
rences sémantique entre les composants modélisés et les constructions du système généré.
Ceci est possible en supprimant les éléments de modélisation non concrets pour l’analyse et
la génération, en réécrivant les composants avec une forte abstraction en un assemblage de
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composants exprimant une sémantique proche d’un langage de programmation et en explici-
tant les aspects comportementaux des éléments architecturaux.
Deuxièmement, le niveau d’abstraction que nous proposons permet l’intégration des res-
sources intergicielles requises par l’application lors de la phase de modélisation. Ainsi, les
analyses sont effectuées sur un modèle architectural et comportemental définissant une re-
présentation pertinente de l’application intégrant sa partie applicative mais aussi sa partie
exécutive.
Pour permettre une telle démarche, nous avons présenté une contribution scientifique :
une méthode de raffinement reposant sur trois contributions techniques. Nous résumons ces
éléments dans les sections suivantes.
11.1.1 Méthode pour le raffinement, l’analyse et la production
La méthode de raffinement que nous proposons produit à partir d’une description architec-
turale AADL initiale, un modèle de code complet et analysable de l’application. Notre méthode
automatise les étapes de raffinement, d’analyse et de production du code source en proposant
de :
1. Raffiner le niveau sémantique d’une description architecturale AADL ;
2. Expliciter le comportement et autoriser l’intégration des ressources intergicielles par un
processus de sélection, de génération et de personnalisation des composants ;
3. Analyser le modèle complet obtenu ;
4. Produire l’implantation finale du système.
La mise en œuvre de cette méthode s’appuie sur des techniques qui ont nécessité la
définition d’un langage intermédiaire (un profil de modélisation pour la génération de code
préservant l’analyse) et d’une bibliothèque de composants modélisant une architecture d’in-
tergicielle dédiée aux systèmes critiques. Nous rappelons ces éléments dans les sous-sections
suivantes ainsi que l’architecture de notre prototype implantant notre méthode.
11.1.2 Le langage intermédiaire AADL-HI Ravenscar
Nous avons choisi le langage AADLv2 et son annexe comportementale pour décrire une
application TR2E. Notre méthode s’appuie sur un sous-ensemble des éléments de ces lan-
gages pour définir le langage intermédiaire AADL-HI Ravenscar : un profil de modélisation
intriquant analyse et génération de code. Ce langage intermédiaire définit un niveau d’abstrac-
tion pour la modélisation spécifiant à la fois des détails pertinents pour différentes analyses de
l’application et l’ensemble des informations nécessaires à l’implantation du système. Celui-ci
n’a pas vocation de remplacer les formalismes tiers utilisés par les outils d’analyse mais de
limiter les hypothèses et les transformations nécessaires pour la traduction des composants
du système vers ces formalismes.
AADL-HI Ravenscar permet ainsi de modéliser des composants architecturaux et d’expli-
citer leur comportement. Ces composants et leur assemblage sont analysables statiquement
(présenté chapitre 5) et autorise une démarche de production automatique de leur code source
dans un langage de programmation impératif comme le langage Ada ou le langage C.
Pour renforcer l’analyse statique, nous avons choisi de respecter le profil Ravenscar et de
respecter des restrictions spécifiques aux systèmes critiques (définies chapitre 4). De plus,
le niveau sémantique proposé par notre langage est volontairement proche d’un langage de
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programmation impératif. Ceci nous permet de simplifier la complexité du processus de géné-
ration (élimination des hypothèses sur la runtime, traduction explicite et bi-directionnelle entre
composants AADL et constructions du langage) et, par conséquent, de renforcer la cohérence
entre le modèle analysé et le code généré.
Nous avons réutilisé ce langage intermédiaire pour modéliser la bibliothèque de compo-
sants intergiciels POLYORB-HI-AADL à partir d’une implantation concrète d’un intergiciel dé-
dié aux systèmes critiques. Nous rappelons l’architecture de cette bibliothèque dans la sous-
section suivante.
11.1.3 Modélisation d’une architecture intergicielle
L’une des solutions que nous avons proposée consiste à définir une architecture d’intergi-
ciel sous la forme de composants architecturaux et comportementaux, intégrés par raffinement
incrémental au sein de la description architecturale AADL du système.
Le pouvoir d’expression de notre profil AADL-HI Ravenscar nous a permis de raffiner et de
modéliser les ressources intergicielles à partir de l’implantation d’un intergiciel dédié aux sys-
tèmes critiques, POLYORB-HI. La majeure partie de ces composants intergiciels est fortement
personnalisable et est produite automatiquement à partir de l’analyse de la description archi-
tecturale AADL initiale du système. L’autre partie constitue une bibliothèque de composants
pré-existants qui sont sélectionnés puis configurés en fonction des besoins de l’application.
Le chapitre 6 décrit POLYORB-HI-AADL, la bibliothèque de composants modélisant l’ar-
chitecture intergicielle que nous avons réalisée durant ce travail de thèse. Cette contribution
nous permet ainsi de compléter la description architecturale et d’effectuer les analyses sur une
modélisation complète et pertinente du système critique.
11.1.4 Implantation du processus de raffinement, d’analyse et de production
Pour mettre en œuvre notre méthode, nous avons implanté un processus automatisé pour
le raffinement, l’analyse et la production de systèmes TR2E critiques, basé sur les techniques
de transformation de modèles.
Processus de raffinement incrémental
Nous avons proposé un premier processus automatique pour le raffinement incrémental
de la spécification initiale vers un modèle de code complet et analysable du système. Ce
processus, décrit dans le chapitre 7, raffine un ensemble de composants applicatifs et intégre
les composants intergiciels par génération ou sélection à partir de notre bibliothèque PO-
LYORB-HI-AADL. Les composants applicatifs et intergiciels sont déployés et configurés en
fonction des besoins de l’application.
Notre processus de raffinement est implanté sous la forme d’une chaîne de transforma-
tion. Celle-ci est décomposée en un ensemble de règles de transformation endogènes (voir
chapitre 7) assurant la préservation des propriétés du système. L’expressivité de nos règles de
transformation et l’architecture de l’outil de transformation que nous avons développée nous
amènent une plus grande flexbilité et facilitent la maintenance et l’évolution de cet outil.
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Analyses automatisées
Nous avons implanté un analyseur pour automatiser et vérifier, à partir de notre modèle
complet raffiné, le respect des différentes restrictions que nous avons définies et la présence
des informations requises pour la génération de code.
Ces restrictions sont implantées dans notre analyseur sous la forme de règles de vérifica-
tion de contraintes interrogeant le modèle raffiné. Cette architecture amène une plus grande
flexibilité. Il est ainsi facile de maintenir et de faire évoluer notre analyseur par l’ajout de règles
de vérification supplémentaires. Les résultats des règles de vérification sont remontés auto-
matiquement à l’utilisateur, à chaque étape d’analyse, sous la forme de rapport.
L’architecture de notre analyseur permet aussi l’intégration d’outils d’analyse tiers. Il est
ainsi possible d’intégrer une transformation de modèle pour traduire les composants de notre
modèle raffiné vers un formalisme spécifique. Nous avons ainsi pu automatiser l’analyse d’or-
donnancement du système réalisée par l’outil CHEDDAR.
Processus de production automatique simplifié
Enfin, nous avons défini un processus de production automatique. Celui-ci, décrit cha-
pitre 8, repose sur des transformations simples des composants du profil AADL-HI Ravenscar
vers des constructions équivalentes du langage de programmation Ada contraint par le profil
Ravenscar. Le processus de raffinement que nous avons présenté précédemment simplifie ces
règles de transformation. De plus, le mapping généraliste que nous avons défini permet aussi
de traduire les composants AADL vers les constructions d’un autre langage de programmation
impératif comme le langage C.
Ce processus est implanté sous la forme d’un générateur de code basé sur les techniques
de transformation de modèles (modèle-à-modèle et modèle-à-code) et peut être facilement
réutilisé dans une autre approche.
La suite d’outils AADL-HI
L’ensemble des outils que nous avons implanté pour démontrer la faisabilité de notre ap-
proche constitue la suite libre d’outils AADL-HI (présentée dans le chapitre 9). Celle-ci s’exé-
cute au-dessus de la plate-forme OSATE2, référentiel AADL qui fournit l’environnement pour
la modélisation et la manipulation des modèles AADLv2. Nous avons développé un compi-
lateur supportant l’annexe comportementale AADL (pour permettre la prise en compte des
descriptions comportementales au sein d’OSATE2) et un générateur de code AADLv2. Ces
outils complètent notre suite d’outils AADL-HI.
La figure 11.1 rappelle notre processus automatisé pour l’analyse et la production des sys-
tèmes TR2E critiques, le rôle et l’intégration des différents constituants de notre suite d’outils
AADL-HI.
11.2 Conclusions
La validation de notre approche, des solutions réalisées et de leur adéquation aux pro-
blématiques identifées dans ce travail de thèse, a été effectuée à travers une étude de cas
concrète. Les résultats de certaines de nos solutions nous ont aussi permis de contribuer au
développement du standard de l’annexe comportementale AADL.






























































FIGURE 11.1 – Processus et outils pour la réalisation des systèmes TR2E critiques
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11.2.1 Expérimentation
Nous avons repris une étude de cas d’une application Ravenscar critique adaptée pour
la répartition par [Zalila et al., 2008]. Le chapitre 10 détaille cette étude de cas et donne
les résultats des analyses, du raffinement, de la génération et de l’exécution de l’application
générée. Ces résultats expérimentaux illustrent le bien-fondé de notre approche. Les analyses
sont ainsi effectuées sur une représentation du système fidèle à son implantation et s’avèrent
pertinentes (détection des anomalies de conception...). La cohérence entre les modèles et le
code généré est par conséquent renforcée.
L’exemple que nous avons choisi nous a aussi permis de comparer nos résultats avec
des travaux existants réalisés par notre équipe de recherche dans le même domaine. Par
rapport à l’ancienne approche, nous avons affiné les analyses sur les modèles AADL (par
la prise en compte des ressources intergicielles), simplifié la complexité du générateur de
code, maximisé le nombre de composants générés vis-à-vis du code écrit à la main et réduit
l’empreinte mémoire des exécutables finaux (d’environ 10%).
11.2.2 Contributions autour d’AADL
A partir de nos contributions sur l’annexe comportementale AADL (présentées chapitre 4),
l’équipe S3 de TELECOM ParisTech s’est vue confier la reponsabilité de rédiger les améliora-
tions sur la future version de l’annexe comportementale. Le compilateur qui a été développé
lors de ce travail de thèse, est devenue l’implantation officielle du support de l’annexe compor-
tementale intégrée à la plate-forme OSATE2. Celui-ci est maintenu par notre équipe.
En conclusion, notre contribution adresse les questions sur la cohérence entre les modèles
d’analyse et le code généré d’un système critique. Elle automatise le raffinement, l’analyse et
la production de l’architecture et du comportement de l’application à partir de la description ar-
chitecturale fournie par l’utilisateur. Les analyses s’effectuent sur une représentation pertinente
et complète de l’application. Cette même représentation est utilisée pour produire l’ensemble
des composants de l’application. Nous avons donc atteint notre objectif initial d’améliorer la
cohérence entre modèles d’analyse et code généré pour renforcer le processus de réalisation
des systèmes critiques.
11.3 Perspectives
Nous discutons maintenant des perspectives de notre contribution. La solution que nous
proposons est ouverte à tous. Les outils que nous avons développés sont sous licence libre et
peuvent être utilisés aussi bien par des ingénieurs que des chercheurs dans le contexte de la
réalisation des systèmes critiques.
11.3.1 Modélisation et analyses
L’architecture intergicielle que nous proposons a été modélisée à partir de l’implantation
Ada de POLYORB-HI, ce dernier influe sur certains choix de modélisation des composants
intergiciels. Les travaux de notre équipe sur l’implantation de POLYORB-HI en C peuvent être
réutilisés pour affiner et rendre plus générique la modélisation de certains services interigiciels
dépendants de la plate-forme d’exécution (par exemple, le service de protocole et le service
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d’interrogation). Ceci permettrait d’implanter les éléments manquants pour générer l’applica-
tion dans le langage C.
De plus, notre travail de recherche est focalisé sur la modélisation des systèmes TR2E
critiques. Nous pouvons envisager l’application de notre approche pour d’autres familles de
systèmes comme les systèmes partitionnés. Des travaux de recherche au sein de notre équipe
sont en cours à ce sujet.
Dans le cadre de ces travaux de thèse, nous n’avons pas eu le temps d’intégrer un autre
outil d’analyse que CHEDDAR. Notamment, le pouvoir d’expression de l’annexe comportemen-
tale permettrait d’affiner les analyses comportementales. Ainsi, les travaux de [Renault, 2009]
sur les patrons de modélisation comportementale pourraient servir de base et être intégrés à
notre suite d’outils. Ceci autoriserait l’analyse du comportement de l’application à l’aide des
réseaux de Petri.
11.3.2 Génération de code
Le prototype de générateur de code implanté propose une architecture flexible et modu-
laire. Nous avons fait ce choix afin de permettre l’intégration futur d’une autre partie dorsale
que le langage Ada, par exemple le C.
11.3.3 Traçabilité des composants
L’approche que nous avons définie et les choix technologiques que nous avons faits fa-
vorisent et simplifient la génération d’information de traçabilité à tous les niveaux de notre
processus (raffinement, analyse et production). Il serait intéressant d’étudier les différentes
applications possibles de la traçabilité avant une mise en œuvre concrète. Ainsi, nous pou-
vons envisager : la détection de composants fautifs lors d’une analyse, la traçabilité des exi-
gences ou encore la mise en relation des résultats sur la couverture du code généré vis-à-vis
du modèle de code pour l’amélioration de la description du système (applicatif et exécutif).
Ceci contribuerait à améliorer la cohérence entre modèle et code généré.
Cette section sur les perpectives s’articulant autour de notre processus de validation et
de génération automatisé de systèmes TR2E critiques, basé sur une démarche IDM, conclut
notre manuscrit de thèse. Les travaux de recherche que nous avons présenté contribue à la
thématique “Ingénierie dirigée par les modèles pour les systèmes critiques”.
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Annexe A. Paquetages de composants paramétrables de la bibliothèque POLYORB-HI-AADL
Exemple A.1 – Paquetage paramètrable PolyORB_HI_Messages
package PolyORB_HI_Generated_InS_Messages
public
[ . . . ]
data Message_Type
propert ies
Data_Model : : Data_Representat ion => S t r uc t ;
end Message_Type ;
data implementation Message_Type . Impl
subcomponents
Content : data PolyORB_HI_Streams : : Stream_Element_Array [ PolyORB_HI_Generated_InS_Messages_Properties : : PDU_Size ] ;
F i r s t : data PolyORB_HI_Streams : : Stream_Element_Count
{ Data_Model : : I n i t i a l _V a l u e => ( " 1 " ) ; } ;
Last : data PolyORB_HI_Streams : : Stream_Element_Count
{ Data_Model : : I n i t i a l _V a l u e => ( " 0 " ) ; } ;
end Message_Type . Impl ;
[ . . . ]
subprogram In te rna l_To_Length extends Ada_Runtime : : Unchecked_Conversion
features
InP : in parameter ;
OutP : out parameter ;
end In te rna l_To_Length ;
subprogram Encapsulate
features
Message : in parameter PolyORB_HI_Generated_InS_Messages : : Message_Type . Impl ;
From : in parameter PolyORB_HI_Generated_InS_Deployment : : Ent i ty_Type ;
En t i t y : in parameter PolyORB_HI_Generated_InS_Deployment : : Ent i ty_Type ;
PO_HI_Return : out parameter PolyORB_HI_Streams : : Stream_Element_Array ;
end Encapsulate ;
subprogram implementation Encapsulate . Impl
subcomponents
L : data PolyORB_HI_Streams : : Stream_Element_Count
{ Data_Model : : I n i t i a l _V a l u e => ( " Length (Message) + Header_Size " ) ;
Access_Right => read_only ; } ;
R : data PolyORB_HI_Streams : : Stream_Element_Count [ ]
{ Data_Model : : Dimension_Value => ( " L " ) ; } ;
Tmp_R : data PolyORB_HI_Generated_InS_Messages : : Message_Size_Buffer ;
Tmp_Entity : data Base_Types : : In teger_8 ;
Tmp_From : data Base_Types : : In teger_8 ;
Tmp_Length : data PolyORB_HI_Streams : : Stream_Element_Count ;
annex behav i o r _ spec i f i c a t i on {∗∗
states
s0 : i n i t i a l f i n a l state ;
t rans i t ions
t0_0 : s0 −[ ]−> s0 {
To_Buffer ! ( L − 1 , Tmp_R) ;
R[1 . . Message_Length_Size ] := PolyORB_HI_Streams : : Stream_Element_Array [Tmp_R ] ;
PolyORB_HI_Uti ls : : In ternal_Code ! ( En t i t y , Tmp_Entity ) ;
PolyORB_HI_Uti ls : : In ternal_Code ! ( From , Tmp_From ) ;
R[ Rece iver_Of fse t ] := PolyORB_HI_Streams : : Stream_Element [ Tmp_Entity ] ;
R[ Sender_Offset ] := PolyORB_HI_Streams : : Stream_Element [ Tmp_From ] ;
Length ! ( Message , Tmp_Length ) ;
for ( J : PolyORB_HI_Streams : : Stream_Element_Count in 1 . . Tmp_Length )
{





end Encapsulate . Impl ;
subprogram Length
features
M : in parameter Message_Type . Impl ;
PO_HI_Return : out parameter PolyORB_HI_Streams : : Stream_Element_Count ;
end Length ;
subprogram implementation Length . Impl
annex behav i o r _ spec i f i c a t i on {∗∗
states
s0 : i n i t i a l f i n a l state ;
t rans i t ions
t0_0 : s0 −[ ]−> s0 { PO_HI_Return := M. Last + 1 − M. F i r s t }
∗∗};
end Length . Impl ;
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Exemple A.2 – Paquetage paramètrable PolyORB_HI_Messages (suite)
subprogram Payload
features
M : in parameter Message_Type . Impl ;
PO_HI_Return : out parameter PolyORB_HI_Streams : : Stream_Element_Array ;
end Payload ;
subprogram implementation Payload . Impl
subcomponents
Payload : data PolyORB_HI_Streams : : Stream_Element_Array [ ] ;
{ Data_Model : : Dimension_Value => ( "M. F i r s t . . M. Last " ) ; } ;
annex behav i o r _ spec i f i c a t i on {∗∗
states
s0 : i n i t i a l f i n a l state ;
t rans i t ions
t0_0 : s0 −[ ]−> s0 {
for ( J : PolyORB_HI_Streams : : Stream_Element_Count in M. F i r s t . . M. Last )
{





end Payload . Impl ;
subprogram Sender_Of_Msg
features
M : in parameter Message_Type . Impl ;
PO_HI_Return : out parameter PolyORB_HI_Generated_InS_Deployment : : Ent i ty_Type ;
end Sender_Of_Msg;
subprogram implementation Sender_Of_Msg. Impl
annex behav i o r _ spec i f i c a t i on {∗∗
states
s0 : i n i t i a l f i n a l state ;
t rans i t ions
t0_0 : s0 −[ ]−> s0 {
Sender ! (M. Content [M. F i r s t . . M. Last ] , PO_HI_Return )
}
∗∗};
end Sender_Of_Msg. Impl ;
subprogram Sender
features
M : in parameter PolyORB_HI_Streams : : Stream_Element_Array ;
PO_HI_Return : out parameter PolyORB_HI_Generated_InS_Deployment : : Ent i ty_Type ;
end Sender ;
subprogram implementation Sender . Impl
subcomponents
Tmp_Integer_8 : data Base_Types : : In teger_8 ;
R : data PolyORB_HI_Generated_InS_Deployment : : Ent i ty_Type ;
annex behav i o r _ spec i f i c a t i on {∗∗
states
s0 : i n i t i a l f i n a l state ;
t rans i t ions
t0_0 : s0 −[ ]−> s0 {
I n t e r f a ces : : In teger_8 ! (M[ Sender_Offset ] , Tmp_Integer_8 ) ;




end Sender . Impl ;
subprogram Read
features
Stream : in out parameter Message_Type . Impl ;
I tem : out parameter PolyORB_HI_Streams : : Stream_Element_Array ;
Last : out parameter PolYORB_HI_Streams : : Stream_Element_Offset ;
end Read ;
subprogram implementation Read . Impl
subcomponents
L1 : data PolyORB_HI_Streams : : Stream_Element_Count
{ Data_Model : : I n i t i a l _V a l u e => ( " Item ’ Length " ) ;
Access_Right => read_only ; } ;
L2 : data PolyORB_HI_Streams : : Stream_Element_Count
{ Data_Model : : I n i t i a l _V a l u e => ( " Length ( Stream ) " ) ; } ;
Tmp_L : data PolyORB_HI_Streams : : Stream_Element_Count ;
I t em_F i r s t : data PolyORB_HI_Streams : : Stream_Element_Offset
{ Data_Model : : I n i t i a l _V a l u e => ( " Item ’ F i r s t " ) ; } ;
annex behav i o r _ spec i f i c a t i on {∗∗
states
s0 : i n i t i a l f i n a l state ;
t rans i t ions
t0_0 : s0 −[ ]−> s0 {
i f ( L1 < L2 )
L2 := L1
end i f ;
Tmp_L := L2 − 1 ;
for ( J : PolyORB_HI_Streams : : Stream_Element in 0 . . Tmp_L ) {
Item [ I t em_F i r s t + J ] := Stream . Content [ Stream . F i r s t + J ] } ;
Last := I t em_F i r s t + L2 − 1 ;
Stream . F i r s t := Stream . F i r s t + L2
}
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Exemple A.3 – Paquetage paramètrable PolyORB_HI_Messages (suite)
subprogram Real loca te
features
M : in out parameter Message_Type . Impl ;
end Real loca te ;
subprogram implementation Real loca te . Impl
annex behav i o r _ spec i f i c a t i on {∗∗
states
s0 : i n i t i a l s tate ;
s1 : f i n a l state ;
t rans i t ions
t0_0 : s0 −[ ]−> s1 {
M. F i r s t := 1 ;
M. Last := 0
}
∗∗};
end Real loca te . Impl ;
subprogram Wri te
features
Stream : in out parameter Message_Type . Impl ;
I tem : in parameter PolyORB_HI_Streams : : Stream_Element_Array ;
end Wri te ;
subprogram implementation Wri te . Impl
subcomponents
I t em_F i r s t : data PolyORB_HI_Streams : : Stream_Element_Offset
{ Data_Model : : I n i t i a l _V a l u e => ( " Item ’ F i r s t " ) ; } ;
I tem_Last : data PolyORB_HI_Streams : : Stream_Element_Offset
{ Data_Model : : I n i t i a l _V a l u e => ( " Item ’ Last " ) ; } ;
Item_Length : data PolyORB_HI_Streams : : Stream_Element_Offset
{ Data_Model : : I n i t i a l _V a l u e => ( " Item ’ Length " ) ; } ;
annex behav i o r _ spec i f i c a t i on {∗∗
states
s0 : i n i t i a l f i n a l state ;
t rans i t ions
t0_0 : s0 −[ ]−> s0 {
i f ( Stream . F i r s t > Stream . Last )
Stream . F i r s t := 1 ;
Stream . Last := 0
end i f ;
for ( J : Base_Types : : I n tege r in I t em_F i r s t . . I tem_Last )
{ Stream . Content [ Stream . Last + Stream_Element_Offset [ J − I t em_F i r s t + 1 ] := Item [ J ] ; } ;
Stream . Last := Stream . Last + Item_Length
}
∗∗};
end Wri te . Impl ;
[ . . . ]
subprogram To_Buffer
features
L : in parameter PolyORB_HI_Streams : : Stream_Element_Count ;
PO_HI_Return : out parameter Message_Size_Buffer ;
end To_Buffer ;
subprogram implementation To_Buffer . Impl
subcomponents
Tmp_L : data Base_Types : : Unsigned_16 ;
Tmp_Swap_Bytes : data Base_Types : : Unsigned_16 ;
Tmp_Wrapper : data Wrapper ;
R : data Message_Size_Buffer ;
annex behav i o r _ spec i f i c a t i on {∗∗
states
s0 : i n i t i a l f i n a l state ;
t rans i t ions
t0_0 : s0 −[ ]−> s0 {
Ada_Runtime : : I n t e r f a ces . Unsigned_16 ! ( L , Tmp_L ) ;
PolyORB_HI_Uti ls : : Swap_Bytes ! ( Tmp_L , Tmp_Swap_Bytes ) ;
Wrapper ! ( Tmp_Swap_Bytes , Tmp_Wrapper ) ;




end To_Buffer . Impl ;
end PolyORB_HI_Generated_InS_Messages;
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Exemple A.4 – Paquetage paramètrable PolyORB_HI_Global_Queue
package PolyORB_HI_Generated_InS_External_Event_Source_Gqueue
public
[ . . . ]
data Ravenscar_External_Event_Source_Port_Kinds
propert ies
Data_Model : : Base_Type => ( c lass i f i e r ( Ravenscar_External_Event_Source_Port_Kind_Array ) ) ;
Data_Model : : I n i t i a l _ V a l u e => ( " Ex t e r na l _ I n t e r r up t " ) ;
Data_Model : : Representat ion => ( " PolyORB_HI_Port_Kinds . Out_Event_Data_Port " ) ;




Data_Model : : Base_Type => ( c lass i f i e r ( Ravenscar_External_Event_Source_Integer_Array ) ) ;
Data_Model : : I n i t i a l _ V a l u e => ( " Ex t e r na l _ I n t e r r up t " ) ;
Data_Model : : Representat ion => ("−1") ;




Data_Model : : Base_Type => ( c lass i f i e r ( Ravenscar_External_Event_Source_Integer_Array ) ) ;
Data_Model : : I n i t i a l _ V a l u e => ( " Ex t e r na l _ I n t e r r up t " ) ;
Data_Model : : Representat ion => ( " 0 " ) ;




Data_Model : : Base_Type => ( c lass i f i e r ( Ravenscar_External_Event_Source_Integer_Array ) ) ;
Data_Model : : I n i t i a l _ V a l u e => ( " Ex t e r na l _ I n t e r r up t " ) ;
Data_Model : : Representat ion => ( " Ex te rna l_Even t_Source_Exte rna l_ In te r rup t_Des t ina t ions ’ Address " ) ;
Access_Right => read_only ;






−− read w r i t e
Wait_Event : provides subprogram access Wait_Event ;
Read_Event : provides subprogram access Read_Event . imp l ;
Dequeue : provides subprogram access Dequeue ;
Se t_ Inva l i d : provides subprogram access Se t_ Inva l i d ;
Store_ In : provides subprogram access Store_In . imp l ;
Store_Out : provides subprogram access Store_Out . imp l ;
Set_Most_Recent_Value : provides subprogram access Set_Most_Recent_Value . imp l ;
−− read on ly
Read_In : provides subprogram access Read_In . imp l ;
Read_Out : provides subprogram access Read_Out . imp l ;
I s _ I n va l i d : provides subprogram access I s _ I n va l i d . imp l ;
Count : provides subprogram access Count . imp l ;
Get_Time_Stamp : provides subprogram access Get_Time_Stamp. imp l ;
Get_Most_Recent_Value : provides subprogram access Get_Most_Recent_Value . imp l ;
end Global_Queue ;
data implementation Global_Queue . Impl
subcomponents
F i r s t s : data Ravenscar_External_Event_Source_Integer_Array
{ Data_Model : : I n i t i a l _V a l u e => ( " 1 " ) ; } ;
−− means a l l cases wi th value 1
Lasts : data Ravenscar_External_Event_Source_Integer_Array
{ Data_Model : : I n i t i a l _V a l u e => ( " 0 " ) ; } ;
Empties : data Boolean_Array
{ Data_Model : : I n i t i a l _V a l u e => ( " True " ) ; } ;
Global_Data_Queue : data Big_Port_Stream_Array ;
Global_Data_History : data Big_Port_Type_Array ;
GH_First : data Base_Types : : I n tege r { Data_Model : : I n i t i a l _V a l u e => ( " 1 " ) ; } ;
GH_Last : data Base_Types : : I n tege r { Data_Model : : I n i t i a l _V a l u e => ( " 0 " ) ; } ;
Most_Recent_Values : data Port_Stream_Array ;
Time_Stamps : data Time_Array ;
I n i t i a l i z e d : data Boolean_Array
{ Data_Model : : I n i t i a l _V a l u e => ( " False " ) ; } ;
Value_Put : data Boolean_Array
{ Data_Model : : I n i t i a l _V a l u e => ( " False " ) ; } ;
Not_Empty : data Base_Types : : Boolean
{ Data_Model : : I n i t i a l _V a l u e => ( " False " ) ; } ;
N_Empties : data Base_Types : : I n tege r
{ Data_Model : : I n i t i a l _V a l u e => ( " N_Ports " ) ; } ;
propert ies
P r i o r i t y => 240;
Concurrency_Contro l_Protocol => P r i o r i t y _Ce i l i n g ;
end Global_Queue . Impl ;
c© 2012 Gilles LASNIER 219
Annexe A. Paquetages de composants paramétrables de la bibliothèque POLYORB-HI-AADL






A_Port : out parameter PolyORB_HI_Generated_InS_External_Event_Source_Activi ty : : Ravenscar_External_Event_Source_Port_Type ;
GQ : requires data access Global_Queue . Impl ;
end Wait_For_Incoming_Events ;
subprogram implementation Wait_For_Incoming_Events . Impl
annex behav i o r _ spec i f i c a t i on {∗∗
states
s0 : i n i t i a l f i n a l state ;
t rans i t ions
t0_0 : s0 −[]−> s0 { GQ. Wait_Event ! ( A_Port ) } ;
∗∗};
end Wait_For_Incoming_Events . Impl ;
subprogram Read_Event
features
P : out parameter PolyORB_HI_Generated_InS_External_Event_Source_Activi ty : : Ravenscar_External_Event_Source_Port_Type ;
Va l id : out parameter Base_Types : : Boolean ;
GQ : requires data access Global_Queue . Impl ;
end Read_Event ;
subprogram implementation Read_Event . Impl
annex behav i o r _ spec i f i c a t i on {∗∗
states
s0 : i n i t i a l f i n a l state ;
t rans i t ions
t0_0 : s0 −[]−> s0 { Va l id := GQ. Not_Empty ;
i f ( Va l id = t rue ) P := GQ. Global_Data_History [GQ. GH_First ] end i f
}
∗∗};
end Read_Event . Impl ;
subprogram Dequeue
features
T : in parameter PolyORB_HI_Generated_InS_External_Event_Source_Activi ty : : Ravenscar_External_Event_Source_Port_Type ;
P : out parameter Port_Stream_Entry . Impl ;
GQ : requires data access Global_Queue . Impl ;
end Dequeue ;
subprogram implementation Dequeue . Impl
subcomponents
Is_Event_B : data Base_Types : : Boolean
{ Data_Model : : I n i t i a l _V a l u e => ( " Is_Event_B " ) ; } ;
annex behav i o r _ spec i f i c a t i on {∗∗
states
s0 : i n i t i a l f i n a l state ;
t rans i t ions
t0_0 : s0 −[]−> s0 {
PolyORB_HI_Port_Kinds . Is_Event ! ( Ravenscar_External_Event_Source_Port_Kinds [ T ] , Is_Event_B ) ;
i f ( GQ. Empties [ T ] )
GQ. Get_Most_Revent_Value (T , P ) ;
e l s i f ( Ravenscar_External_Event_Source_Fifo_Sizes [ T ] )
GQ. Get_Most_Recent_Value ! ( T , P)
else
i f ( GQ. F i r s t s [ T ] = GQ. Lasts [ T ] )
i f ( not QG. Empties [ T ] and Is_Event_B )
GQ. N_Empties := GQ. N_Empties + 1
end i f ;
GQ. Empties [ T ] := True −− Is_Empty := t r ue
end i f ;
P := GQ. Global_Data_Queue [ F i r s t s [ T ] + Ravenscar_External_Event_Source_Offsets [ T ] − 1 ] ;
i f ( GQ. F i r s t s [ T ] = Ravenscar_External_Event_Source_Fifo_Sizes [ T ] )
GQ. F i r s t s [ T ] := 1
e l s i f ( F i fo_S ize > 1 )
GQ. F i r s t s [ T ] := F i r s t s [ T ] + 1
end i f ;
GQ. H_Increment_First ! (GQ. GH_First )
end i f ;
i f ( GQ. N_Empties < GQ. N_Ports )
GQ. Not_Empty := True
else




end Dequeue . Impl ;
[ . . . ]
end PolyORB_HI_Generated_InS_External_Event_Source_Gqueue ;
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Interrogateurs du modèle AADL
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Nous donnons dans cette annexe un récapitulatif des interrogateurs du modèle AADL que
nous avons développé dans le cadre de ces travaux de thèse. Nous donnons aussi les al-
gorithmes d’une partie de ces interrogateurs implantés sous la forme d’helpers ATL dont la
syntaxe et la sémantique sont basées sur un sous-ensemble du langage de spécification de
contraintes OCL.
B.1 Tableau récapitulatif des principaux interrogateurs AADL
B.2 Exemples d’implantation d’interrogateur en ATL
Exemple B.6 – ATL helpers Get_Connected_Entities
helper context AADL2 ! ProcessSubcomponent def : ge tConnectedEnt i t ies ( ) : Sequence ( String ) =
−− Get a l l threads connected as source to des t i n a t i o n node connect ion
l e t srcThreads : Sequence ( String ) =
se l f . namespace . ownedPortConnection−>select ( i | i . sourceContext . name = se l f . name)
−>col lec t ( p | p . getSrcThreadConnected ( ) )
−>f l a t t e n ( )
i n −− Get a l l threads connected as des t i n a t i o n to des t i n a t i o n node connect ion
l e t dstThreads : Sequence ( String ) =
srcThreads . union ( se l f . namespace . ownedPortConnection
−>select ( i | i . sourceContext . name = se l f . name)
−>col lec t ( p | p . getDstThreadConnected ( ) )
−>f l a t t e n ( ) )
i n −− Get a l l threads connected as des t i n a t i o n to source node connect ion
l e t srcNodes : Sequence ( String ) =
dstThreads . union ( se l f . namespace . ownedPortConnection
−>select ( i | i . des t i na t i onCon tex t . name = se l f . name)
−>col lec t ( p | p . getSrcThreadConnected ( ) )
−>f l a t t e n ( ) )
i n −− Get a l l threads connected as source to source node connect ion
srcNodes . union ( se l f . namespace . ownedPortConnection
−>select ( i | i . des t i na t i onCon tex t . name = se l f . name)
−>col lec t ( p | p . getDstThreadConnected ( ) )
−>f l a t t e n ( ) )
−>asOrderedSet()−>sortedBy ( p | p . t oS t r i n g ( ) )
;
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Get_Connected_Nodes(<system>, <process>)
contexte : ∅
entrée : système S, sous-composant process P | sortie : liste_noeuds<>
Fonction : Renvoi la liste des sous-composants processus (nœuds) d’un système S connectés au nœud P
Get_Clause_Representation(list_elements<>)
contexte : ∅
entrée : liste_elements<> L | sortie : liste_entiers<>
Fonction : Renvoi une liste de clause de représentation (des entiers distincts) de la taille la liste L
Get_Connected_Entities(<system>, <process>)
contexte : ∅
entrée : système S, sous-composant process P | sortie : liste_threads<>
Fonction : Renvoi la liste des sous-composants threads (entités) connectés au nœud P (y compris les siens)
appartenant au système S
Get_Element(<package>, <component_name>)
contexte : ∅
entrée : package P, string S | sortie : composant C
Fonction : Renvoi le composant de nom S localisé dans le paquetage P
Get_Port_Information(<thread>)
contexte : ∅
entrée : sous-composant thread<> T | sortie : port_information<>
Fonction : Renvoi la structure de donnée port_information<> contenant l’ensemble des informations
(direction, type, propriétés...) des ports du thread T
Get_Port_Name(<port_information<>>)
contexte : ∅
entrée : port_information<> PI | sortie : liste_string<>
Fonction : Renvoi la liste des noms des ports contenus dans la strucure PI
Get_Port_Queue_Size(<port_Information<>>)
contexte : ∅
entrée : port_information<> PI | sortie : liste_string<>
Fonction : Renvoi la liste des valeurs de la propriété AADL Queue_Size des ports contenus dans la strucure PI
Get_Deployment_Port_Number_Property(<process>)
contexte : ∅
entrée : sous-composant process P | sortie : string
Fonction : Renvoi la valeur de la propriété AADL Deployment::Port_Number attachée au nœud P
Get_Deployment_Location_Property(<process>)
contexte : ∅
entrée : sous-composant process P | sortie : string
Fonction : Renvoi la valeur de la propriété AADL Deployment::Location attachée au nœud P
<thread>.Get_Initialize_EntryPoint()
contexte : sous-composant thread T
entrée : ∅ | sortie : string
Fonction : Renvoi la valeur de la propriété AADL Initialize_Entrypoint attachée au thread T
<data>.get_Data_SubComponents()
contexte : composant data D
entrée : ∅ | sortie : liste_sous-composants<>
Fonction : Renvoi la liste des sous-composants de donnée du composant D
<data>.get_Spg_Subcomponents()
contexte : composant data D
entrée : ∅ | sortie : liste_sous-composants<>
Fonction : Renvoi la liste des sous-composants sous-programme du composant D
TABLE B.1 – Principaux interrogateurs du modèle AADL
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<data>.get_Accessors()
contexte : composant data D
entrée : ∅ | sortie : liste_accesseurs<>
Fonction : Renvoi la liste des accesseurs spécifiés par le composant de donnée D
<data>.get_Initial_Value()
contexte : composant data D
entrée : ∅ | sortie : string
Fonction : Renvoi la valeur de la propriété AADL Data_Model::Initial_Value attachée au composant D
<data>.get_Data_Size()
contexte : composant data D
entrée : ∅ | sortie : string
Fonction : Renvoi la valeur de la propriété AADL Source_Data_Size attachée au composant D
<data>.get_Number_Representation()
contexte : composant data D
entrée : ∅ | sortie : string
Fonction : Renvoi la valeur de la propriété AADL Data_Model::Number_Representation attachée à D
<data>.get_Type_Of_Ada_Integer(<string>dataSize, <string>dataSign)
contexte : composant data D
entrée : string dataSize, string dataSign | sortie : string
Fonction : Renvoi le type entier correspondant à la taille et au signe spécifiés pour composant D
<data>.get_Dimension()
contexte : composant data D
entrée : ∅ | sortie : string
Fonction : Renvoi la valeur de la propriété AADL Data_Model::Dimension attachée au composant D
<data>.get_Enumeration()
contexte : composant data D
entrée : ∅ | sortie : string
Fonction : Renvoi la valeur de la propriété AADL Data_Model::Enumeration attachée au composant D
<data>.get_Representation()
contexte : composant data D
entrée : ∅ | sortie : string
Fonction : Renvoi la valeur de la propriété AADL Data_Model::Representation attachée
au composant D
<data>.get_Data_Subcomponent_Names()
contexte : composant data D
entrée : ∅ | sortie : liste_string<>
Fonction : Renvoi la liste des noms des sous-composants du composant D
<data>.get_Data_Subcomponent_Types()
contexte : composant data D
entrée : ∅ | sortie : liste_composants<>
Fonction : Renvoi la liste des types (composants) des sous-composants de donnée du composant D
<data>.get_Element_Names()
contexte : composant data D
entrée : ∅ | sortie : string<>
Fonction : Renvoi la liste des noms d’énumération spécifiée par la propriété AADL
Data_Model::Element_Names attachée au composant de donnée D
<data>.get_Element_Base_Types()
contexte : composant data D
entrée : ∅ | sortie : string<>
Fonction : Renvoi la liste des composants spécifiée par la propriété AADL Data_Model::Base_Type
attachée au composant de donnée D
<data>.get_Access_Right()
contexte : composant data D
entrée : ∅ | sortie : string
Fonction : Renvoi la valeur de la propriété AADL Access_Right attachée au composant de donnée D
TABLE B.2 – Principaux interrogateurs du modèle AADL (suite)
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<data_or_thread>.get_Priority()
contexte : composant data ou composant thread C
entrée : ∅ | sortie : string<>
Fonction : Renvoi la valeur de la propriété AADL Priority attachée au composant de donnée D
<subprogram>.get_Source_Name()
contexte : composant subprogram S
entrée : ∅ | sortie : string<>
Fonction : Renvoi la valeur de la propriété AADL Source_Name attachée au composant S
<subprogram>.get_Feature_Parameters()
contexte : composant subprogram S
entrée : ∅ | sortie : parameters<>
Fonction : Renvoi la liste des éléments d’interface parameter spécifié dans le composant S
<subprogram>.get_Source_Langage()
contexte : composant subprogram S
entrée : ∅ | sortie : string<>
Fonction : Renvoi la valeur de la propriété AADL Source_Langage attachée au composant S
<subprogram>.get_Behavior_Annex()
contexte : composant subprogram S
entrée : ∅ | sortie : behavior_specification
Fonction : Renvoi la description comportementale spécifiée pour le composant S
<thread>.get_Activate_Entrypoint()
contexte : composant thread T
entrée : ∅ | sortie : string
Fonction : Renvoi la valeur de la propriété AADL Activate_Entrypoint attachée au composant T
<thread>.get_Period_In_Milliseconds()
contexte : composant thread T
entrée : ∅ | sortie : string
Fonction : Renvoi la valeur de la propriété AADL Period attachée au composant T
<thread>.get_Deadline_In_Milliseconds()
contexte : composant thread T
entrée : ∅ | sortie : string
Fonction : Renvoi la valeur de la propriété AADL Deadline attachée au composant T
<thread>.get_Stack_Size()
contexte : composant thread T
entrée : ∅ | sortie : string
Fonction : Renvoi la valeur de la propriété AADL Source_Stack_Size attachée au composant T
<behavior_specification>.Get_Dispatch_Transition_Actions()
contexte : behavior_specification behaviorAnnex
entrée : ∅ | sortie : behavior_specification
Fonction : Renvoi la liste des actions spécifiées dans l’automate comportemental behaviorAnnex
TABLE B.3 – Récapitulatif des interrogateurs du modèle AADL (suite)
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Exemple B.7 – ATL helpers Get_Port_Information
helper context AADL2 ! ThreadSubcomponent def : ge tPo r t I n fo rma t i on ( )
: Sequence ( TupleType ( por tCpt : AAD2! Port ,
thParent : AADL2 ! ComponentClassi f ier ,
portName : String ,
queueSize : String ,
ove r f l owProco to l : String ,
urgency : String ,
computeEntrypoint : String ,
d e s t i n a t i o n s : Sequence ( TupleType ( po r tDs t : AADL2 ! Port ,
thSubOwner : AADL2 ! ComponentClassi f ier ) ) ) )
=
i f se l f . c l a s s i f i e r . oc l I sK indOf (AADL2 ! ThreadImplementat ion ) then
se l f . c l a s s i f i e r . type . ownedFeature
−>select ( e | e . oc l I sK indOf (AADL2 ! Por t ) )
−>col lec t ( p | Tuple { por tCpt = p , thParent = sel f , portName = p .name,
queueSize = p . getQueueSize ( ) ,
ove r f l owPro toco l = p . ge tOver f lowHand l ingPro toco l ( ) ,
urgency = p . getUrgency ( ) ,
d e s t i n a t i o n s = p . ge tPo r tDes t i na t i ons ( se l f)−> f l a t t e n ( ) ,
computeEntrypoint = p . getComputeEntrypointFromPort ( ) } )
else
se l f . c l a s s i f i e r . ownedFeature
−>select ( e | e . oc l I sK indOf (AADL2 ! Por t ) )
−>col lec t ( p | Tuple { por tCpt = p , thParent = sel f , portName = p .name,
queueSize = p . getQueueSize ( ) ,
ove r f l owPro toco l = p . ge tOver f lowHand l ingPro toco l ( ) ,
urgency = p . getUrgency ( ) ,
d e s t i n a t i o n s = p . ge tPo r tDes t i na t i ons ( se l f)−> f l a t t e n ( ) ,
computeEntrypoint = p . getComputeEntrypointFromPort ( ) } )
endif
;
Exemple B.8 – ATL helpers Get_All_Data_Properites
helper context AADLBA! ComponentType def : ge tA l lDa taPrope r t i e s ( )
: Sequence (AADLBA! Proper tyAssoc ia t ion ) =
l e t propAssocs : Sequence (AADLBA! Proper tyAssoc ia t ion ) = se l f . ownedProper tyAssociat ion
i n
i f not se l f . ownedExtension . oc l IsUndef ined ( ) then
propAssocs . append( se l f . ownedExtension . extended . ge tA l lDa taPrope r t i e s ( )
−>select ( e | l e t propAssocNames : Sequence ( String ) = propAssocs
−>col lec t ( p | p . p rope r ty . qual i f iedName )





helper context AADLBA! ComponentImplementation def : ge tA l lDa taP rope r t i e s ( )
: Sequence (AADLBA! Proper tyAssoc ia t ion ) =
l e t propAssocs : Sequence (AADLBA! Proper tyAssoc ia t ion ) = se l f . ownedProper tyAssociat ion
i n
l e t propAssocs2 : Sequence (AADLBA! Proper tyAssoc ia t ion ) =
i f not se l f . type . oc l IsUndef ined ( ) then
propAssocs . append( se l f . type . ge tA l lDa taPrope r t i e s ( )
−>select ( e | l e t propAssocNames : Sequence ( String ) = propAssocs
−>col lec t ( p | p . p rope r ty . qual i f iedName )





i f not se l f . ownedExtension . oc l IsUndef ined ( ) then
propAssocs2 . append( se l f . ownedExtension . extended . ge tA l lDa taPrope r t i e s ( )
−>select ( e | l e t propAssocNames : Sequence ( String ) = propAssocs2
−>col lec t ( p | p . p rope r ty . qual i f iedName )
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Cette annexe présente la syntaxe abstraite des constructions du langage Ada que nous
avons retenues pour notre approche de génération de code. Le sous-ensemble des construc-
tions Ada que nous supportons respecte les recommandations du prodil architectural Ravens-
car pour l’implantation de systèmes critiques.
C.1 BNF des constructions principales
C.2 BNF des constructions liées au sous-programme
C.3 BNF des constructions liées au support des tâches
C.4 BNF des constructions liées aux objets protégés
C.5 Règles de transformations des tâches périodiques
C.6 Règles de transformation des tâches sporadiques
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Exemple C.9 – BNF des constructions principales du langage Ada
f u l l _ t y p e _de c l a r a t i o n : : =
( " type " d e f i n i n g _ i d e n t i f i e r [ known_d iscr iminant_par t ]
" i s " t y p e _de f i n i t i o n " ; " )
| task_ type_dec la ra t ion | p ro tec ted_ type_dec la ra t ion
t y p e_de f i n i t i o n : : =
enumera t ion_ type_de f in i t i on | i n t e g e r _ t y p e _de f i n i t i o n
| r e a l _ t y p e_de f i n i t i o n | a r r a y_ t ype_de f i n i t i o n
| r e co r d_ t ype_de f i n i t i o n | access_ type_de f i n i t i on
| de r i ved_ t ype_de f i n i t i o n
enumera t ion_ type_de f in i t i on : : =
" ( " e n ume r a t i o n _ l i t e r a l _ s pec i f i c a t i o n
{ " , " e n ume r a t i o n _ l i t e r a l _ s pec i f i c a t i o n } " ) "
i n t e g e r _ t y p e_de f i n i t i o n : : =
( " range " simple_expression " . . " s imple_expression )
| ( "mod" expression )
a r r a y_ t ype_de f i n i t i o n : : =
uncons t r a i ned_a r r ay_de f i n i t i on | cons t r a i n ed_a r r a y_de f i n i t i o n
cons t r a i n ed_a r r a y_de f i n i t i on : : =
" ar ray " " ( " d i s c r e t e_ sub t ype_de f i n i t i o n
{ " , " d i s c r e t e_ sub t ype_de f i n i t i o n } " ) " " o f " component_de f in i t ion
Exemple C.10 – BNF des constructions principales du langage Ada (suite)
r e co r d_ t ype_de f i n i t i o n : : = [ [ " abs t r ac t " ] " tagged " ]
[ " l i m i t e d " ] r e co r d _ de f i n i t i o n
r e co r d _ de f i n i t i o n : : =
( " record " (
( component_item { component_item } )
| ( { component_item } va r i a n t _pa r t )
| ( " n u l l " " ; " ) )
" end " " record " )
| ( " n u l l " " record " )
de r i ved_ t ype_de f i n i t i o n : : = [ " abs t r ac t " ]
"new" sub type_ ind i ca t i on [ record_extens ion_par t ]
rep resen ta t ion_c lause : : =
a t t r i b u t e _ de f i n i t i o n _ c l a u se
| enumera t ion_representat ion_c lause
| reco rd_ rep resen ta t ion_c lause
| a t_c lause
enumera t ion_representat ion_c lause : : =
" f o r " f i r s t_sub type_ loca l_name " use " enumeration_aggregate " ; "
reco rd_ rep resenta t ion_c lause : : =
" f o r " f i r s t_sub type_ loca l_name " use "
" record " [ mod_clause ]
{ component_clause }
" end " " record " " ; "
component_declarat ion : : =
d e f i n i n g _ i d e n t i f i e r _ l i s t " : " component_def in i t ion
[ " : = " de fau l t_exp ress ion ] " ; "
ob jec t_dec la ra t i on : : =
( d e f i n i n g _ i d e n t i f i e r _ l i s t " : " [ " a l i ased " ] [ " constan t " ]
sub type_ ind i ca t i on [ " : = " expression ] " ; " )
| ( d e f i n i n g _ i d e n t i f i e r _ l i s t " : " [ " a l i ased " ] [ " constan t " ]
a r r a y_ t ype_de f i n i t i o n [ " : = " expression ] " ; " )
| s i ng le_ task_dec la ra t i on
| s i ng le_p ro tec ted_dec la ra t i on
i f _ s ta temen t : : =
" i f " cond i t i on " then "
sequence_of_statements
{ " e l s i f " cond i t i on " then "
sequence_of_statements }
[ " e lse "
sequence_of_statements ]
" end " " i f " " ; "
loop_statement : : = [ s t a t emen t _ i d e n t i f i e r " : " ]
[ ( " wh i le " cond i t i on ) | ( " f o r "
d e f i n i n g _ i d e n t i f i e r " i n " [ " reverse " ] d i s c r e t e_sub t ype_de f i n i t i o n ) ]
" loop "
sequence_of_statements
" end " " loop " [ s t a t emen t _ i d e n t i f i e r ] " ;
de lay_un t i l _s ta temen t : : = " delay " " u n t i l " expression " ; "
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Exemple C.11 – BNF des sous-programmes Ada
subprogram_declarat ion : : = subprogram_spec i f i ca t ion " ; "
subprogram_spec i f ica t ion : : =
( " procedure " defin ing_program_unit_name [ fo rma l_pa r t ] )
| ( " f u n c t i o n " de f i n i ng_des igna to r [ fo rma l_pa r t ] " r e tu rn " subtype_mark )
fo rma l_pa r t : : =
" ( " pa rame te r_spec i f i ca t ion { " ; " pa rame te r_spec i f i ca t i on } " ) "
subprogram_body : : =
subprogram_spec i f ica t ion " i s "
dec l a r a t i v e_pa r t
" begin "
handled_sequence_of_statements
" end " [ des ignator ] " ; "
Exemple C.12 – BNF des tâches Ada
task_ type_dec la ra t ion : : =
" task " " type " d e f i n i n g _ i d e n t i f i e r [ known_d iscr iminant_par t ]
[ " i s " t a s k_ de f i n i t i o n ] " ; "
t a s k_ de f i n i t i o n : : =
{ task_ i tem }
[ " p r i v a t e "
{ task_ i tem } ]
" end " [ t a s k _ i d e n t i f i e r ]
task_ i tem : : = en t r y_dec la ra t i on | rep resen ta t ion_c lause
task_body : : =
" task " " body " d e f i n i n g _ i d e n t i f i e r " i s "
de c l a r a t i v e_pa r t
" begin "
handled_sequence_of_statements
" end " [ t a s k _ i d e n t i f i e r ] " ; "
Exemple C.13 – BNF des objets protégés Ada
pro tec ted_ type_dec la ra t ion : : =
" p ro tec ted " " type " d e f i n i n g _ i d e n t i f i e r [ known_d iscr iminant_par t ]
" i s " p r o t e c t e d _de f i n i t i o n " ; "
p r o t e c t e d _de f i n i t i o n : : =
{ p ro tec ted_ope ra t ion_dec la ra t i on }
[ " p r i v a t e "
{ p ro tec ted_e lemen t_dec la ra t ion } ]
" end " [ p r o t e c t e d _ i d e n t i f i e r ]
protected_body : : =
" p ro tec ted " " body " d e f i n i n g _ i d e n t i f i e r " i s "
{ p ro tec ted_opera t ion_ i tem }
" end " [ p r o t e c t e d _ i d e n t i f i e r ] " ; "
p ro tec ted_e lement_dec la ra t ion : : =
p ro tec ted_ope ra t i on_dec la ra t i on
| component_declarat ion
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Algorithme 37: Transformation d’un composant thread AADL périodique en tâche pé-
riodique Ada (specification)
1 foreach component thread implementation T of AADL package AadlPackage |
T .isPeriodic() and T .hasBehaviorAnnex() do
2 adaPackage← get_Ada_Package_From_AADL_Package(AadlPackage) ;
3 if T .hasActivateEntrypoint() then


















15 priority← T .get_Priority()
16 taskPriority← Gen_Object_Declaration(′Task_Priority′, ′System.Any_Priority′,
priority)
17 stackSize← T .get_Stack_Size()
18 taskStackSize← Gen_Object_Declaration(′Task_Stack_Size′, ′Natural′, stackSize)
19 priorityPragma← Gen_Pragma_Statement(′Priority′, Task_Priority)
20 storageSizePragma← Gen_Pragma_Statement(′Storage_Size′, taskStackSize)
21 taskTypeDef ← Gen_Task_Type_Definition(priorityPragma, storageSizePragma)
– Task type declaration object
22 idTaskDecl← Map_Ada_Name(T.name)
23 taskDecl← Gen_Task_Type_Declaration(idTaskDecl, taskTypeDef)
24 end
230 c© 2012 Gilles LASNIER
C.6. Règles de transformation des tâches sporadiques
Algorithme 38: Transformation d’un composant thread sporadique en tâche sporadique
(specification)
1 foreach component thread implementation T of AADL package AadlPackage |
T .isSporadic() and T .hasBehaviorAnnex() do
2 adaPackage← get_Ada_Package_From_AADL_Package(AadlPackage)
3 if T .hasActivateEntrypoint() then














13 priority← T .get_Priority()
14 taskPriority← Gen_Object_Declaration(′Task_Priority′, ′System.Any_Priority′,
priority)
15 stackSize← T .get_Stack_Size()
16 taskStackSize← Gen_Object_Declaration(′Task_Stack_Size′, ′Natural′, stackSize)
17 priorityPragma← Gen_Pragma_Statement(′Priority′, Task_Priority)
18 storageSizePragma← Gen_Pragma_Statement(′Storage_Size′, taskStackSize)
19 taskTypeDef ← Gen_Task_Type_Definition(priorityPragma, storageSizePragma)
– Task type declaration object
20 idTaskDecl← Map_Ada_Name(T.name)
21 taskDecl← Gen_Task_Type_Declaration(idTaskDecl, taskTypeDef)
22 end
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Algorithme 39: Transformation d’un composant thread sporadique en tâche sporadique
(body)
1 foreach component thread implementation T of AADL package AadlPackage |
T .isSporadic() and T .hasBehaviorAnnex() do
– body (adb)
2 nextDeadlineV al← Gen_Object_Declaration(′Next_Deadline_V al′,
′Ada.Ada_RealT ime.T ime′)
3 nextStart← Gen_Object_Declaration(′Next_Start′, ′Ada.Real_Time.T ime′)
4 portType← Gen_Object_Declaration(′Port_Type′, ′XXXXX − TOFIX ′)
5 delayUntilExpr← Gen_Expression(′System_Startup_Time′)
6 delayUntil← Gen_Delay_Statement(true, delayUntilExpr)
7 declarations.add(nextStart)
8 declarations.add(portType)




– Task body object
12 taskBody ← Gen_Task_Body(taskDecl, declarations, statements)
13 AdaPackage.specification.add(, taskPeriod, taskDeadline, taskPriority,
taskStackSize, taskDecl)
14 AdaPackage.body.add(nextDeadlineV al, taskBody)
15 end
Algorithme 40: Boucle infinie du thread sporadique
Data : thread behavior annex behaviorAnnex ; task body taskBody ; Ada package
AdaPackage
1 waitForIncEvents← Gen_Subprogram_Call(′Wait_For_Incoming_Events′, ′Entity′,
′Port′)
2 nextStartExpr← Gen_Expression(+, ′Ada.Real_Time.Clock′, ′Task_Period′)
3 nextStartAssign← Gen_Assignment_Statement(′Next_Start′, nextStartExpr)
4 nextDeadlineV alExpr← Gen_Expression(+, ′Ada.Real_Time.Clock′, ′Task_Deadline′)
5 nextDeadlineV al← Gen_Assignment_Statement(′Next_Deadline_V al′,
nextDeadlineExpr)
6 delayUntilExpr← Gen_Expression(′Next_Start′)
7 delayUntil← Gen_Delay_Statement(true, delayUntilExpr)
8 loopStatements.add(waitForIncEvents, nextStart, nextDeadlineV al)
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