A numerical simulation of the process of ionization of an atom adsorbed on a metal surface by the laserassisted subfemtosecond pulse is presented. The streaking scheme is considered, when a weak subfemtosecond pulse comes together with a strong IR pulse with a variable delay between them. The process is simulated by solving numerically the nonstationary Schrödinger equation in the cylindrical coordinate system. The double differential cross-sections ͑DDCS͒ are computed for a fixed delay between the pulses, but for few different carrier frequencies of the subfemtosecond pulse. The results obtained are compared with those in the gas phase. Beside the conventional streaking shift in energy, the surface influence on the DDCS is revealed. It is shown that the corresponding variation in DDCS noticeably depends on the frequency of the subfemtosecond pulse.
I. INTRODUCTION
The development of the subfemtosecond experimental technique initiated in 2001 ͑Ref. 1͒ provides a tool for monitoring electrons with subatomic resolution in both space and time, creating new opportunities for real-time observation and control of atomic-scale electron dynamics. 2 By keeping track of the temporal evolution of the outgoing electron wave packets, this technique gives direct time-domain insight into various aspects of the interaction of an electron with very fast relaxing many-electron systems. The attosecond streaking spectroscopy has already enabled observation of the decay of an inner-shell vacancy through Auger relaxation in isolated atoms in the gas phase [3] [4] [5] [6] and led to the creation of attosecond chronoscopy. [7] [8] [9] In most of the experiments, the time dynamics has been observed with an ingenious "streaking camera," 10, 11 when the IR pulse, which produces the attosecond pulse by high-harmonics generation, is simultaneously used for transposing the electron ejection time into the electron energy spectrum. Although a large number of papers on attosecond physics 12 have been already published, a very few proof-of-principle experiments have been performed. Meanwhile, comprehensive understanding of the dynamic behavior of electrons, especially in condensed-matter systems, is very important for promoting experimental investigations and their application in nanotechnology. The first experimental extension of the attosecond streaking technique to processes with solid surfaces has been done recently. 13 This is a very important proof-of-principle experiment which has shown that it is possible to obtain direct time-domain access to charge dynamics at the near-surface region of metals by probing photoelectron emission from a single crystal.
In parallel with the experimental studies, development of theory, which should provide full understanding of the experimental findings, is of extreme importance. In general, the time-independent theoretical paradigm must be supplemented by a versatile time-dependent theory directly describing attosecond experiments in the time domain. At the current level of development of computational technique, it becomes possible to build up rather realistic models of the phenomena with atoms in the gas phase 9,14 which can be used for a step by step control of the processes. Regarding the processes with a solid surface involved, the theoretical simulations of the experiment 13 have been presented in Ref. 15 . Now it is urgent to develop the theoretical background for the description of the electron system of the solid-state interface under the joint action of the attosecond extreme ultraviolet XUV pulse and femtosecond pulse of strong IR field. This implies building up a set of versatile computational codes which, being based on an explicitly given Hamiltonian, allows one to simulate various processes studied experimentally. Of principal interest are investigations of various processes with surface impurities, including charge transfer, charge screening, image charge creation and decay, etc. The simplest object for such theoretical studies is a single adsorbate on a solid surface. The only quantity which can be measured in the attosecond experiments is the double differential ͑in the ejected electron energy and direction of its momentum͒ cross-section ͑DDCS͒. The general goal of the theoretical simulations of the processes is a direct computation of this quantity. This would provide a concise link between the observed data and the theoretical models and would allow one to extract from these data information on the dynamics of fast processes in the electron system at the surface of a solid.
II. DESCRIPTION OF THE PROBLEM
Here we present the first theoretical simulation of a streaking experiment with an atom adsorbed on a metal surface that can be of importance in planning the experiments. We consider a solitary alkali atom adsorbed on a noble metal surface. Alkali adsorbates are practically fully ionized on these surfaces, so that initially the adsorbate is in the positive-ion state. The attosecond pulse and the few femtosecond strong IR laser pulse are applied to the system. The attosecond pulse ionizes the adsorbate, transferring it to the state of doubly charged positive ion. The ejected electron moves in the fields of the adsorbate, the metal surface ͑in-cluding the ejected electron image charge͒, and the IR laser pulse field. Action by the IR field leads to the streaking effect which has been used to extract information on the time development of the processes. It is worth noting that the streaking effect itself is a rather robust phenomenon which can be obtained within the strong field approximation ͑SFA͒. This approximation gives rather good results, although they do not fully coincide with the results obtained with accurate computations.
14 When the streaking effect is used to study processes in the time domain, very tiny deviations from the streaking effect are analyzed ͑see, e.g., Ref. 13͒. Therefore, our theoretical simulation, when applied to the analysis of the experimental data, has to be adjusted to the experiment under consideration. One more generic feature of the process is related to reflection of the ejected electron wave packet from the metal surface. It causes some interference, which also can be addressed experimentally.
In what follows we consider a solitary Na adsorbate placed at Z ad = 2.5 a.u. from the image plane of Ag͑100͒, which is at a distance of z im = 2.064 a.u. ͑Ref. 16͒ from the outermost layer of the metal toward the vacuum. The adsorbate is initially ionized to Na + state. Then, it is ionized once more from the 2p shell by the XUV attosecond pulse ͑dura-tion of about 200 as; we consider the pulses with photon energies 50 and 90 eV͒. The ejected electron moves in the potential U 2 ͑r͒ of the Na ++ ion, in the field of the lattice U s ͑z͒, and in the field of a relatively strong IR pulse with IR = 1.6 eV. Both the light pulses are assumed to be polarized perpendicular to the surface. In this case, the component of the angular momentum of the ejected electron perpendicular to the surface is a good quantum number. The ionization can proceed from both and states, strongly localized in the vicinity of the Na nucleus. In this work we study electron ejection close to the surface normal surface and restrict ourselves to the case.
The basic Schrödinger equation governing the time evolution of the system reads ı ‫ץ‬ ‫ץ‬t
The Hamiltonian H͑r ជ − R ជ at ͒ describes the interaction of the electron with the Na ++ core; the corresponding potential has been computed with the Hartree-Slater approximation. The ͑pseudo͒potential U s ͑z͒ in Eq. ͑1͒ reproduces the interaction of an electron with the lattice in a finite metal. For this potential, we use the parametrization by Chulkov et al. 16 with parameters for the Ag͑100͒ surface. The potentials given in that paper describe the electron motion in various metals in directions perpendicular to different surfaces of the metals. These potentials nicely reproduce the corresponding band structures, surface, and image states. In our problem, these structures can be important when the ejected electron energy is close to the threshold. By taking these structures in consideration, we make the code more versatile. The damping function ␥͑z͒ in Eq. ͑1͒ takes into account electron-electron collisions in the bulk; it is nonzero at z Ͻ 0. The quantity ␥͑z͒ is approximated as ͱ 2E / f , where f is the mean free path of electron in the metal. It weakly depends on the electron energy, being close to 5 Å at a few tens electron Volt range. 17 We have set f = 10 a.u.
Since the XUV field is rather weak, the interaction between the active electron and the XUV attosecond pulse is described within the rotating wave approximation ͑RWA, for some details, see Refs. 9 and 14͒. The quantity E in Eq. ͑1͒ is a sum of the electron energy in the initial state, −͉⑀ 2p ͉, and the carrier frequency of the XUV pulse XUV . The RWA is a quite advantageous technical method, since the fast oscillations of the XUV field are excluded and therefore propagation of the wave packet can be performed with a reasonable time step. Within RWA, neither frequency nor intensity of the XUV field enters the present consideration. For correct application of RWA, the wave function of the active electron in the initial state has to be an eigenfunction of the Hamiltonian. This wave function ⌽ 2p ͑r ជ − R ជ at ͒ has been precalculated taking into account the polarization of this state by the surface potential. The wave function is slightly changed by this interaction, but it strongly influences the energy of the initial state: 2p = −1.392 a.u., while the energy of the corresponding state for a single ion Na + within our model is 2p = −1.690 a.u. ͑The experimental value of this energy is 2p exp = −1.738 a.u.͒. The energy shift of the adsorbate state is close to the classical image shift +3 / 4Z ad = 0.3 a.u. of the energy for an electron localized on the adsorbate center. The source term 1 / 2E XUV ͑t͒z⌽ 2p ͑r ជ − R ជ at ͒, in Eq. ͑1͒ describes the ionization of the initial electron state by the XUV pulse with the envelope E XUV ͑t͒. The interaction with the electromagnetic field is taken in the length form, the factor 1/2 is due to the RWA used. For the envelope, we have used the form ⑀ X ͑t͒ = exp͓−͑t − t delay ͒ 2 / X 2 ͔ with X = 125 as, full width at half maximum ͑FWHM͒ = 0.21 fs.
In Eq. ͑1͒, the function E IR ͑z͒ gives the z dependence of the normal component of the IR electric field. This dependence deserves some discussion. First, we note that it is well known that a stationary electric field is fully screened in a metal with a screening length of about one atomic layer. If the electric field is slowly varying with time, the electron system follows it adiabatically and the screen length changes weakly. 18 The character of the screening changes when the frequency of the external field approaches the surface plasmon frequency. In our case the IR field frequency IR = 1.6 eV is smaller than the surface plasmon frequency of the Ag͑100͒ Ag͑100͒ sp = 3.7 eV. 19 Therefore we assume that the screening length = 4 a.u. ͑Ref. 18͒ and take E IR ͑z͒ as follows:
ͮ ͑2͒
The parameter z im in Eq. ͑2͒ gives the position of the image plane. It enters the parametrization of the pseudopotential U s ͑z͒ ͓see, 16 Eqs. ͑2͒-͑5͔͒, for Ag͑100͒ z im = 2.064 a.u. As in the experiment, 13 we assume that the streaking field is incident on the surface at the Brewster's angle ͑␣ B Ϸ 78.5°for silver at the considered IR frequency͒. In this case, in the metal the component of the IR electric field perpendicular to the surface is times weaker than the strength of the incident electric field ͑ = cos 2 ␣ B / sin ␣ B , 20 in our case Ϸ 0.04͒. The abrupt change in the perpendicular component of the IR electric field in the metal is a qualitative reason given in Ref. 15 for the time delay in ionization of the localized 4f states with respect to the delocalized states revealed in Ref. 13 . For the envelope of the IR pulse we use the form
with the FWHM= IR = 5 fs. The field strength E 0 is related to the intensity of the IR pulse
We set W IR =10 12 W / cm 2 .
A. Details of the computations
The simulations of the processes with a single atom in the gas phase 9, 14 are naturally performed in the spherical coordinate system. The components of the wave packet expanded over the spherical basis are mixed only by the IR field. The corresponding matrix in the Hamiltonian is a product of the radial coordinate and r-independent matrix. This allowed us to build up a rather effective computational scheme ͑see Refs. 9 and 14͒. As a rule, 40 partial waves are enough to reach convergence in those tasks. Importantly, the extraction of the physical results from the wave packet was performed by projecting the packet after its propagation till the IR pulse termination on the continuum eigenfunctions of the corresponding ion. If the laser pulse is longer than 10-20 fs, the propagation should continue quite long and, simultaneously, the radial mesh should become larger. Since the computations have been performed in the length gauge, the increase in the radial mesh requires a decrease in the time step. These requirements make the computation with this scheme unfeasible with an increase in the duration of the IR pulse.
In the present case the spherical coordinate system is not suitable for the computations. Since the wave packet promptly decreases in the half space z Ͻ 0, in order to reach convergence one should include a large number of the partial waves while their mixing is not factorized. Besides, the continuum eigenfunctions of the system "adsorbate + surface" cannot be accurately calculated. Experience acquired in similar studies ͑see Ref. 21 and 22 and references therein͒ allows us to recommend the cylindrical coordinate system as more suitable for studying problems with adsorbates. However, one has to take into account the strong field of the nucleus in this coordinate system that causes a substantial technical problem. To deal with this problem, we have used nonuniform meshes ͑see Ref. 23 and 24͒ in both the and z variables z = x − c arctan͑x/c͒, = y − c arctan͑y/c͒, c = 0.5 ͑5͒
with the uniform meshes in x = ͑−620.5+ k͒␦x , y = ͑j +1͒␦y with the steps ␦x = 0.13, ␦y = 0.15. Thus, both the meshes in and z coordinates are very dense at the center of the adsorbate atom and uniform at large distance. This allows us to take into account the strong core Coulomb potential with high accuracy. In the present computations, the mesh covers the cylinder z ͓−80, 376͔ , ͓0 , 450͔ ͑in a.u.͒. The splitpropagation scheme has been used with a time step equal to 0.03 a.u. The outgoing wave asymptotic condition has been provided by the artificial absorbing potentials at the edges of the mesh. Propagation has been performed till t fin = XUV + 200 a.u. in the case of a XUV pulse with the frequency XUV = 90 eV and till t fin = XUV + 400 a.u. in the case of XUV = 45 eV. During this time the essential part of the wave packet can pass through the "moving registering detector" ͑see below͒, which has been placed, on average, at z 0 = 290 a.u.
The computations in the cylindrical coordinate system cause a new problem. It is related to the procedure of extraction of physical quantities from the results of the timedependent computations. Here we put forward a different approach which develops the method described in Ref. 25 . In the far zone, where only a time-dependent uniform electric field polarized along the z axis acts on the electron, the basis functions, normalized at large time over the momentum scale, can be written as
The Schrödinger equation
leads to the explicit representation for Q͑t͒ , P͑t͒
Here the quantity A͑t͒ is the vector potential of the IR field. The basis functions in Eq. ͑3͒ read
These functions merge with the conventional plane waves at t =+ϱ. The expansion of any wave function 
͑10͒
Thus, the amplitude f͑q ជ , k z ͒ is the Fourier transform of the wave packet value at the "moving screen" z͑t͒ = z 0 − Z 1 ͑t͒,
Finally, the DDCS reads
͑12͒
Let compare effectiveness of the present method of extraction of information from the time-dependent computations with the method used before. 9, 14 Previously we have dealt with a spherically symmetrical atom in the fields of XUV and IR pulses. In that case the wave packet was propagated till the IR pulse termination and then it was projected on the continuum eigenstates which takes into account the electron scattering by the atom. In the present case that method cannot be applied. This is because after the pulse termination we have a system adsorbate + surface and the continuum eigenstates for this system cannot be computed. The present method of information extraction with the moving screen is the essential part of computations for such systems. The present approach has a noticeable advantage which can make it useful as well when a spherically symmetrical system is studied. Namely, with the method used previously, necessity of increase in size of the coordinate mesh makes the computations for IR pulses longer than 10-20 fs rather time consuming. Within the present approach, one should keep track of the wave-packet propagation only till it passes the moving detector. After that, the wave packet can be absorbed by the artificial potential. The only restriction on the mesh size now is that the moving detectorz͑t͒ should not enter the region where the absorbing potential is operative. ͑Also, the "detector" should all the time be in the region where all fields, beside the uniform electric field, can be neglected.͒ This allows one to deal with rather long IR pulses. On the other hand, the present approach has some disadvantages. First, the computations have to be continued till the principal part of the wave packet passes through the detector, that is the computation time with this code is always longer than the run time of the code for the previous approach with the same coordinate mesh. This becomes a rather serious disadvantage if the DDCS for the electron energy close to the threshold is computed with the spherically symmetrical coordinate system. Second, this method allows one to compute the DDCS for the electron ejection only in restricted sectors in forward and backward directions.
B. Results of the code implementation
We have performed the computations for various frequencies of the IR field, but for a fixed delay t delay = 7 fs between the center of the XUV attosecond pulse and the onset of the IR pulse. For such a delay, the IR field at the center of the XUV pulse is rather small and the vector potential reaches its extremum, A 0 = −0.128 a.u. In this case the shift of the photoionization spectra by the IR pulse ͑the streaking effect͒ is maximal. Within the conventional theory of the streaking effect, the ejected electron energy at the DDCS maximum should be equal approximately to ⑀ max = ⑀ 2p + XUV + ͱ 2͑⑀ 2p + XUV ͒A 0 + A 0 2 . The comparison of the maxima of computed DDCS with those given by simple formula is presented in the Table I . The correspondence is very good, thus our code correctly reproduces the streaking effect. However, this effect is rather robust. It appears mainly due to the action of the IR laser field on the ejected electron at large distance. This idea leads to the SFA. It was shown 14 that SFA nicely reproduce the DDCSs computed in the case of the atom in the gas phase, although the results obtained with the two methods do not coincide completely. Corrections to the crude SFA appear from the contributions to the ejected electron dynamics from quite restricted time and space regions where influences from the IR field and the field of the core and surface are comparable. Study of a deviation of DDCS from the simple model of the streaking effect can be performed only when a concrete experiment is considered.
The correspondence of the computed DDCS with the conventional theory of the streaking effect is much worse in the case of the low frequency XUV = 45 eV. In this case the entire structure of DDCS is strongly distorted due to the electron scattering by the surface. This statement is illustrated with Figs. 1͑a͒ and 1͑g͒. The former figure gives the DDCS for the case of the Na + ion adsorbed on the Ag͑100͒, the later one presents the results of computation for the ionization of this ion in the gas phase. Note that the XUV frequencies are different in these cases. The difference between the frequencies compensates the static shift of the adsorbate ion energy by the image potential ͑3 / 4Z at Ϸ 8.1 eV͒, so that the energies of the ejected electron just after absorption of the XUV photon are the same in both the cases. Therefore the difference between these figures is due to the electron scattering by the metal surface. Although the XUV frequency 45 eV is out of the frequency range of the current experimental studies, 2 study of the processes caused by such a pulse could be of interest because at such low frequencies the ejected electrons are slow and the band structure of the metal can play a role in the electron reflection. For slow electrons, the screening of the electron electric field in metals, which leads to the formation of the conventional image charge, is adiabatic. This is assumed within our model. Here it is worthy to note that the attosecond pulse generation for the carrier XUV frequency XUV = 36 eV was described in Ref. 26 . Although this frequency is too small to ionize the Na + adsorbate and the current experimental studies with attosecond pulses are concentrated in the frequency range about 90 eV, consideration of the attosecond processes with the carrier frequency in the 40-50 eV range is reasonable. The effect of the conventional polarization shift of the energy of the initial state due to the interaction of the electron with the image charge induced in the metal is clearly seen in Figs. 1͑a͒ and 1͑f͒. Here we are to note that the potential energy by this charge is taken into account in the potential U s ͑z͒ within the adiabatic approximation. An improved account of this interaction in the processes with the XUV photon frequency in 90 eV range requires special study.
One more principal feature of the tasks which can be addressed with this code is scattering of the electrons by the surface. This effect reveals itself with the interference effects. The interference effects are clearly seen in Fig. 1 . In Fig. 1͑a͒ this effect leads to the energy gap in the DDCS. In the Figs. 1͑b͒ and 1͑c͒ the interference effect is a relatively weak distortion of DDCS. But in Figs. 1͑d͒-1͑f͒ the effect is rather strong and becomes qualitative in the shift of the DDCS maximum to nonzero values of the electron ejection angle. The shift increases with the XUV pulse carrier frequency. To make the differences more clear we give Figs. 1͑g͒ and 1͑h͒, which present DDCSs for a solitary Na + ionized with XUV pulses with the frequencies which give the same ejected electron velocity ͑in absence of the IR pulse͒ as the XUV pulses in the cases 1a and 1e. The interference is due to the joint action of the potentials and the prompt decrease in the electron wave packet into the metal.
C. Summary
A method for numerical simulation of DDCS of electron ejection from an internal shell of an atom adsorbed on a metal surface by attosecond XUV pulse accompanied with strong IR laser field is developed. The implementation of the method has demonstrated that it reproduces the interference effects due to the ejected electron wave-packet scattering by the joint action of the core and surface potential, and the streaking effect which appears due to the action on the ejected electron by the laser IR field at large distance. The method can be further developed for the numerical simulation of the effects of relaxation in the electron system of a substrate caused by the abrupt change in the external charge distribution due to absorption of an attosecond pulse. Thus, it can be used both for planning experiments and interpretation of their results.
