Measurement of an optical surface by a figure measuring device allows one to make an estimate of the shape of the surface. The absolute accuracy in locating the "true" surface depends on the sources of error in the measurement process -both random errors and systematic errors. Analysis procedures have been developed to extract surface figure information from optical profiler measurements on large mirrors. Rigid-body orientation effects are important in analyzing the shape of the off-axis ellipsoidal reflectors used as grazing incidence mirrors in soft-x-ray synchrotron instrumentation. Knowledge of the noise level and optical aberration function of the Long Trace Profiler allow us to place error bars smaller than lambda/100 on measurements of surfaces that are more than 500mm long.
INTRODUCTION
Over the past several years the Optical Metrology Laboratory in the Instrumentation Division at Brookhaven National Laboratory has been involved in the measurement of the finish and figure optical surfaces used as reflectors for soft x-rays. The extreme grazing incidence angle required of the incident beam in most cases necessitates the use of highly aspheric off-axis segments of conic surfaces to produce an image. A typical mirror would be in the shape of a cylinder or toroid or ellipsoid with a length of 700 mm, used at a 2° grazing incidence angle. Such a mirror would have a minor radius of curvature on the order of 50 mm and a major radius on the order of several hundred meters. Such extreme aspheres are nearly impossible to test with conventional interferometers. We have developed a figure measuring instrument [1, 2] optimized for measuring the shape of cylindrical aspheres based on a scanning profiling interferometer. Profiling instruments are not used routinely in the optical shop for figure measurement. We are reporting on some data analysis techniques that are not usually encountered in conventional interferometric testing methods and on how we determine the ultimate performance of the measuring instrument. All of this is related to the question of how we determine what the "true" surface looks like.
FIGURE BY PROFILOMETRY
The use of profilometry to determine the figure of optical surfaces is not unknown in the optical shop. Ball spherometers represent a class of profiling device that is commonly used to determine the curvature of both ground and polished optical surfaces. What is not common is the use of scanning profilers to measure the figure of polished surfaces. Perhaps the reason for this has been the availability of full-aperture interferometer systems that can measure the reflected wavefront from an optical surface to a high degree of precision and the lack of available profiling machines with the required accuracy. Certainly for spheres or flats a full-aperture phase measuring interferometer test is extremely fast compared to the time required to measure the surface with a scanning optical or mechanical stylus system. However, there are certain measurements that can be done best by profilometry. Two of these are rapid measurement of aspheric optics and absolute radius of curvature measurement. We have developed a scanning optical profiling instrument, the Long Trace Profiler (LiT) [1, 2] , which we routinely employ to measure the absolute shape *This research was supported by the U.S. Department of Energy: Contract No. DE-ACO2-76CH00016.
of cylindrical asplieres and bent mirrors used in synchrotron radiation beamlines, as well as of conventional spherical and flat optical surfaces. Data analysis techniques used to interpret profiler data differ from those used to analyze fullaperture interferograms. We have encountered several interesting problems in interpreting profiler data and present some of our techniques here. The goal of this work is to enable us to put limits on the true shape of an optical surface, knowing the limitations of the measuring system.
When we make a measurement of the profile of a surface, we are approximating the "true" surface profile. The measured profile can be decomposed into two parts: a low-order polynomial function and the residual which we call surface finish. This process is illustrated by the equation:
The measured surface is only an approximation of the true surface and is itself composed of a polynomial, which we traditionally associate with "figure", and a residual function, which we identify with surface finish. In conventional interferometer analysis programs the figure part is usually represented by Zernike polynomials and the finish part is disregarded or is converted to an RMS residual error number. We, however, are usually more interested in the residual finish term because it contains the mid-frequency surface roughness information that tells us what the near angle scattering properties of the mirror will be. Note that Zernike polynomials could also be replaced with a Fourier series or other complete orthonormal set of basis functions, or the figure term could be expressed in terms of ordinaly polynomials as a function of the distance coordinate along the local coordinate axis. Ordinary polynomials are not orthogonal, however, which creates some matters of interpretation in the measured data. The use of simple polynomials to remove the lowest order surface terms is usually justified in profiler measurements because the lowest order terms physically correspond to piston, tilt, and curvature of the surface. For spherical surfaces it is usually sufficient to remove these three lowest-order polynomial terms and view the residual as finish.
The process of removing low-order terms from a set of data is called "detrending" and is a common practice in statistical analysis. If the surface being measured were perfectly made, then the detrending process would be trivial. But real surfaces are not perfect, and detrending becomes a matter of interpretation. Different detrending methods can be used to emphasize different features of a surface. For instance, if it is desired to view the departure of a surface from a circle (note that real three-dimensional surfaces are viewed as two-dimensional sections by the profiler), then one needs to subtract from the raw data a second order least-squares-fit (LSF) polynomial. One could also ask what is the departure from a given radius of curvature. In that case one would have to constrain the value of the second order coefficient to the value corresponding to the desired radius -1/(2R) -and then do the LSF. Or one might only be interested in the central region of the profile, away from any edge roll-off. Then one would have to restrict the range of the LSF to a subset of the data. If one is measuring an ellipsoid, one would probably need to include the third order term in the LSF to describe the ideal surface.
Various detrending options are illustrated in Fig. 1 . A profile measurement was made on a fused silica toroid 300 mm in length with a desired major radius of 1500 meters. Fig. la is the "as-measured" height profile with piston and tilt removed. (These measurements were made with the Li? which is really a slope measuring device. The slope data has been converted to height data for ease in interpretation.) One can readily see that the surface consists of three zones: a good quality central zone and edge roll-off at each end. The radius of curvature derived from a second order LSF to this height profile is 1378 m, which is not too far from the desired 1500 m. However, a second order LSF to the central region only, between 50mm and 235 mm, results in a radius of 943 m, which is far from the desired result. If we wish to remove the average radius of the central zone and look at the residual departure from a circle, the result is shown in Fig. lb . Here a radius of 986 m is removed from the slope data and the residual is plotted. Most of the curvature is removed from the central zone and the residual clearly shows the edge roll-off. There is a slight discrepancy between the two radius numbers, 943 m vs. 986 m, the first computed from the height data and the second computed from the raw slope data. This difference in radius values probably arises because to the height data, the LSF is done with a second order polynomial after converting raw slope to height, while for the slope data, the LSF is done squares best fit radius term fit to slope data over full range; RMS cv =O.838pm. d.) Subtraction of design radius R= 1500m from slope data. RMS a = O.885pm for this constrained radius is larger than unconstrained LSF value in (c).
with a first order polynomial to the slope data before converting to height. The data points are weighted differently in the fitting process between the two polynomials, resulting in a slight difference between the derived radius numbers.
This discrepancy would not exist if the surface were mathematically ideal. The dependence of radius value on detrending method is more clearly illustrated in Fig. ic , which is a plot of the residual surface after a first order LSF detrend was made to the full 300 point slope function, and then the height function computed by integration. The best-fit radius computed from the value of the first order coefficient in the slope detrend is 1824 m, while the radius derived from the second order coefficient fit to the height profile in Fig. la is 1378 m. Again, the probable cause for this difference is the different weighting of the data points in the LSF between the two data sets. The discrepancy is larger in the latter case because the entire data set is used instead of only the central zone, and the departure of the surface from an ideal circle is more pronounced over the larger data range. 
RIGID BODY ORIENTATION EFFECTS
A profiling instrument views the surface in a special way: the probe axis defines the local normal direction and the scan direction defines the orthogonal coordinate, which is the independent variable. We usually assume that the lowest point on the surface (the pole of the surface) will be at the origin of the coordinate system. This is not necessarily true. The location of the origin of the coordinate system can have a profound effect on the appearance of the measured profile and on the values of the coefficients in the polynomial fit. A not-so-trivial example of coordinate system origin effects is shown in Fig. 2 . Both frames are simulated profiles of exactly the same surface. The origin of the local coordinate system in the left frame is at the pole of the surface segment, while the curve in the right-hand frame is being described in a local coordinate system that is translated along the surface 100 mm to the right of the pole. At first glance, these look like completely different surfaces, but the appearance is merely an artifact of the origin and orientation of the coordinate systems. If a second order polynomial LSF is done to each set of data points, the values of the coefficient of the second order term will be identical, but the tilt term (first order coefficient) will be non-zero for the right-hand curve. ) is shifted 100mm to the right of (a). It is difficult to tell that these have the same radius value.
The previous paragraph was an illustration to show that appearances can be deceiving in viewing profiler data. In the special case of the spherical surface, the value of the second order coefficient in the LSF is independent of the measurement geometry, the location of the pole of the surface, and the length of the data set. Thus, the same radius of curvature value is extracted from any measurement. The situation is not quite so simple for higher order surfaces, e.g., ellipsoids. The instantaneous curvature of an ellipsoid is not constant, which requires that the third order term be included in the description of the surface profile in the local coordinate system. The radius of curvature derived from the third order LSF now depends on the origin of the coordinate system and on the rotation angle of the local system with respect to the pole.
From the viewpoint of the profiling specialis, ellipsoids are difficult to analyze, not because they are any more difficult to test than a sphere, but because there are numerous ways of defining the section of the ellipsoid to be tested. The simplest description of an ellipsoid is in the global coordinate system with the origin at the center of the complete figure:
Here there are only two parameters that describe the ellipse: a, the semi-major axis, and b, the semi-minor axis. In order to completely specify the local segment of the ellipse that is to be tested, we need one more piece of information, usually the angle of incidence at the pole, 0. We could also be given the parameters of the ellipse in terms of the eccentricity, conic constant, primary and secondary focal lengths, vertex radius, or various combinations of all of the above. We prefer to work with the [a, b, O parameter set and convert all the other combinations into this set as early as possible.
The data analysis process for an ellipse is to start with the description of the surface in the global coordinate system as in Eq. 2, then translate and rotate the surface into the local coordinate system with origin at the pole of the surface. If we do the coordinate transformation in Eq. 2 and then solve for the surface height, Z2, as a function ofX2, we get a polynomial whose coefficients are complicated functions of a, b, and 0. This particular transformation procedure results in a polynomial expression for Z2(X2) with the 0th and 1st order coefficients equal to zero. Once the ideal surface is expressed as an analytic function in the local coordinates, the measured data points can be compared to the analytic function by looking at the differences:
This data set describes the departure of the measured surface from the ideal, i.e., it is the residual surface for the ellipse. It should be noted that extracting the values of the three ellipse parameters out of a set of measured data is rather difficult and of dubious value because it involves non-linear regression of complicated functions of the The full ellipse is shown in Fig. 3a , illustrating the extreme eccentricity of this surface. In fact, the vertical scale is expanded by a factor of ten to show that the shape really is an ellipse and not a straight line. This shape corresponds to the view of the surface in the global coordinate system of Eq. 2. If we perform the required coordinate rotation and translation to the pole of the surface, we obtain the view in Fig. 3b showing the lower right quadrant of the surface. If we now zoom in and take a closer look at the 250 mm segment of the surface about the pole, we get the view in Fig. 3c 
Comparing Eq. 5 to Eq. 4, we see that the fit equation now has piston and tilt terms, and the curvature coefficient differs slightly between them. What we have done is to force all of the terms above second order in the analytic expression to appear in the first three terms in the LSF expression. Now we can subtract the LSF expression from the analytic equation to get the expression for the departure of the surface from the best-fit parabola:
Note that the third order term is unchanged by removal of the best-fit parabola. It contains the information about the ellipse. A plot of the residual function of Eq. 6 is shown in Fig. 4 . This shows the amount of the third term in the departure of the ellipse segment from a parabola or circle. Endpoints are constrained to zero.
We now need to relate this analysis to the actual measurements of the ellipsoidal surface by the LTP. A subtlety of the Li? that affects the data presentation is the fact that it measures the slope of the surface first: the height profile is subsequently computed by a Fourier transform integration in frequency space. We usually remove surface curvature by doing a first order detrend to the raw slope data and then integrating to get the height. If we remove a first order polynomial from the raw slope data and then integrate to get the detrended height profile, we get a curve that is equivalent to a second order detrend of the height with the endpoints constrained to zero. If we simulate this process, starting with the derivative of the analytic function in Eq. 3, we predict that the measured profiler data should look as in Fig. 5 . The endpoints are constrained t9 zero with respect to Fig. 4 , and the peak-to-valley departure from a parabola is on the order of 7 1um over the 240 mm measured surface length. The actual measured data from one of the scans on the SX-700 mirror is shown in Fig. 6 . The left column is slope and the right column is the corresponding height profile. We see from the Detrend 0 data in the top row that the total change in slope from one end of the scan to the other is about 4500 microradians, which corresponds to a sag of about 130 ;m. The Detrend 1 results are to be compared to the analytic curve in Fig. 5 : the results are nearly identical-7 1um peak-to-valley departure from a parabola. The Detrend 2 results at the bottom in Fig. 6 show the departure of the measured ellipse from the ideal ellipse. The RMS height error for this scan is 0.68 m over the clear aperture and the RMS slope error computed directly from the residual slope data is 18. 1 rad (3.7 arc sec). The figure and slope errors in this early mirror were significant contributors to degraded resolution in the SX-700 monochromator. Subsequent mirrors with sub-arc second slope errors have improved the resolution of the monochromator significantly [4] .
ERROR BARS
In trying to extract meaningful surface information out of profiler data or any figure measuring device, the questions remain: What are the error bars on the measurement? How significant is the measured profile? How repeatable is the measurement? All of these concerns are related to establishing how well the measurement represents the "true" surface. We can make measurements as presented above, but we don't yet know how significant they are because we don't know what the error bar looks like. Error in LTP measurements arise from several sources, which can be categorized as either noise sources or as systematic error sources. Noise sources produce random variations in the value of the slope function. We can separate the noise sources into high frequency and low frequency sources. High frequency noise sources result in a random variation in the slope function, which can be characterized by an RMS slope error value, m• The RMS slope error can be estimated by having the LTP take a data set without moving between points. We call this a "stability scan". The resultant slope error value contains contributions from all noise sources except those produced by air slide motion, e.g., porpoising. Typical Urn values for the original Li? system are in the range of 500 to 800 nanoradians per point. For a step size of 1 mm, this corresponds to a height fluctuation of between 5 and 8 Angstroms per point. In order to compute the size of the error bar for a finite size data record, one must consider the nature of the slope-to-height conversion process. We can compute the power spectral density function of the derived height profile and then integrate over the frequency range of interest to compute the error bar in real space. The expression for the Li? noise spectrum is given by: rci S(f)=___. where fm m/(ND) is the surface spatial frequency and nz is the index value corresponding to the harmonic of the fundamental frequency 1/(ND) = ilL, which is the inverse of the trace length. The Nyquist frequency for this sampled data corresponds to m = N, beyond which the power spectrum is not defined. For a trace length of 1000 mm at a sampling rate of 1 mm per point, we would have 500 points in the spectrum up to a cutoff frequency corresponding to a 2 mm spatial period. The high frequency asymptote of Eq. 7 approaches (D3 am2)/2 as the value of the sine function approaches unity at the Nyquist frequency. We can determine the value of the slope error directly by computing the power spectrum of a stability scan and observing the value of the high frequency noise. This is illustrated in Fig. 7 for two stability scans. The analytic spectrum is computed from Eq. 7 using am 700 nrads, which is the approximate value of the high frequency asymptote in both data sets. At low frequency, Eq. 7 becomes:
At low frequency, the noise spectrum increases as 1/f2. The integration process in converting from slope the height causes the random slope noise to appear as 1/f2 noise in the height. This has the effect of increasing to size of the error bar as the length of the trace increases. If we integrate the area under the noise spectrum, we compute from the analytic expression, for large N, an expression for the height profile error bar:
This is the error bar that characterizes the quality of the measured surface profile. Typical values of the height uncertainty are calculated in Table I for various values of N, assuming a sampling distance of D = 1 mm and a slope noise value of Cm°°nrad. One can see from the last column that the absolute accuracy of the measurement is below the level of A/100 for trace lengths up to 500 mm.
The numbers in the table reflect performance of the instrument assuming that high frequency random noise is the only noise source. Other noise sources contribute to excess low frequency noise, which is evident in Fig. 7 as an increase above the 1/f2 asymptote at low frequencies. The two measured data sets correspond to two different integration times and intervals between data points. The integration times differ by a factor of eight between the two curves. As the integration time increases, the low frequency sources begin to distort the gross shape of the surface. The RMS height error computed by integrating the area under the curves in the low frequency range corresponding to 1000 mm to 100 mm spatial periods is 7.7 nm for the fast scan and 27.5 nm for the slow scan. The RMS numbers over the high frequency range, corresponding to periods shorter than 100 mm, are nearly the same, 0.16 nm and 0.19 nm. The nextgeneration LTP currently under construction will have a significantly improved noise performance. One source of low frequency error that we have found to be important is the inherent pointing stability of the HeNe laser. Over the time interval of one scan, which for the present LTP system could be on the order of 600 seconds for 200 points, we have measured the RMS angular pointing jitter to be a few microradians with a spectral shape that increases in magnitude rapidly at low frequencies. This is certainly sufficient to account for the increase in the stability scan spectra at low frequencies. Similar laser pointing stability results have been reported recently by investigators using HeNe lasers in gravitational wave radiation instruments[5J.
PSD (um(+3)] There is, however, a slight amount of aberration so that the angle-to-distance transformation is not perfect. Usually this aberration is negligible. However, when we are testing high-quality, short radius spheres the change in slope across the surface can exceed the mrad acceptance angle in the present LiP system. In this case we should expect to see some effects from system aberration. The opportunity to evaluate the system aberration arose during the testing of a high-quality, nearly spherical surface which was to be used in a normal incidence multilayer-coated x-ray telescope system [6] .
The mirror that was tested was in the shape of an on-axis ellipsoid with an eccentricity of 0.95 and a vertex radius of almost 4 meters. The surface was very nearly a paraboloid. In order to achieve sub-arc second resolution at A = 63 Angstroms, the surface finish and surface figure quality had to be quite high. The surface figure quality was measured by the manufacturers to be in the range of 1/100 wave in visible light. An attempt was made to measure the profile of the surface with the Li?. Because of the rather short radius of curvature, only 33 mm of the surface could be profiled at a time. The surface curvature exceeded the mrad limit for traces longer than 33 mm. We expected to see departures from a second order curve on the order of 3 nm over the 33 mm trace length arising from the slight ellipsoidal nature of the mirror. Instead, we saw departures on the order of 30-40 nm from a parabola in each scan. A typical set of scans is shown in Fig. 9 . Each scan looked remarkably like all others, although we made radial scans at nine different locations in both the positive and negative radial directions. We suspected that the mirror quality might be high enough to allow us to see effects of system aberration. Assuming that the mirror surface figure was indeed better than our optical system, we generated a reference file by averaging all nine data scans together. The result of doing a Detrend 1 on the reference slope function is shown in Fig. lOa . The corresponding height profile in Fig. lOb shows that the predominant error produces a fourth order height variation across the field of view with just a bit of lower-order odd aberration to skew the profile slightly. The peak-to-valley error is about nm, corresponding to an RMS aberration value of about 25 nm. In terms of visible wavelengths, the system aberration is about 1/25 wave. Knowing what the system aberration looks like, we can now go back and correct each individual data set and plot the results. Figure 1 la shows the results of subtracting the reference slope function from each raw slope data set and then doing a Detrend 0 on the result to give it a zero-mean slope function (equivalent to removing piston and tilt from the height profile). The corresponding height profiles are shown superimposed in Fig. 1 X (mm) = 1.5 urad. The corresponding error bar for a trace length of 33 mm according to Eq. 9 is a =2.5 nm or the 4-a value is 10 nm. The 4-a error bars are shown on the plots. Static noise analysis for an assumed slope jitter of 0.8 urad per point gives a value for a of 1.0 nm. Owing to the roundabout nature of the reference file generation, the correspondence between measurement residuals and prediction is quite good. The experimental error bar of 2.5 nm corresponds to a 11250 wave error after correcting the measurements for the system aberration. We attempted to make an independent measurement of the system aberration function by reflecting the probe beams off of a flat mirror mounted on a lever arm one meter long, but leadscrew errors of micrometers in all of the motorized micrometers that were available to us prevented us from obtaining a usable angle calibration. The best calibration was accomplished with the telescope mirror itself.
CONCLUSIONS
There are many issues involved in measuring the absolute shape of an optical surface by profilometry. Some are simply a matter of viewpoint, as in detrending over a particular range to enhance or hide certain features. Others involve knowledge of the fundamental instrumental noise limits that allow one to determine the size of the error bar on a particular measurement. It is that error bar that determines the envelope around the measured data points within which the true surface can be found. We have illustrated the detrending process with some typical examples of surfaces that were measured by the Long Trace Profiler. Extracting low-order figure parameters, such as radius of curvature, from Li? measurements must be done with the awareness that different values for certain parameters will result from the least-squares fitting process if one uses the raw slope data or the processed height data. It is important to specify the particular data analysis path to be used in determining figure parameters. We have also illustrated our knowledge of the noise limits of the present version of the LTP. For trace lengths of several hundred millimeters, we can place error bars around the measurement that are better than 1/100 of a wave of visible light. The next generation Li? system will have superior noise performance and will be far less susceptible to low frequency noise sources, such as thermal drifting and laser pointing instability. 
