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In this paper a K-theoretic classification is given of the simple real rank zero
C*-algebras that can be expressed as inductive limits of sequences of finite direct
sums of matrix algebras over finite connected graphs (possibly with dimension
drop). This class of C*-algebras provides torsion K1 . The special case that the
graphs are intervals is due to Elliott.  1996 Academic Press, Inc.
1. INTRODUCTION
The problem we are interested in is to classify certain C*-algebras by
their K-theory data. Given a C*-algebra A there are two abelian groups
associated with it, namely K0(A), which is often an ordered group, and
K1(A) [Bl1]. The complete invariant in the present classification will be
the graded group K
*
=K0 K1 , together with the distinguished subset
consisting of the pairs ([e], [u]), where e is a projection in the algebra and
u is a partial unitary with support (and range) e [El2]. Following [El2],
we shall call this set the graded dimension range.
The first result of this kind was the classification of inductive limits of
sequences of finite direct sums of matrix algebras (called AF algebras), in
which case K1 is trivial [El1]. The group K0 , together with the dimension
range, is a complete invariant. In [El2], this classification was extended. It
was shown that if one replaces the matrix algebras by matrix algebras over
the unit circle and restricts the limit C*-algebras to have real rank zero
(see Definition 2), then K
*
, as a graded group, together with the graded
dimension range, is a complete invariant. Recently, it was shown in
[EE] that this class of C*-algebras contains all the irrational rotation
C*-algebras (also see [CE]). It was shown in [P, HPS] that certain crossed
products coming from transformations acting on zero-dimensional spaces
are also in this class. In [Su1], this classification theorem was extended
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further to the real rank zero C*-algebras that can be expressed as inductive
limits of finite direct sums of matrix algebras over finite non-Hausdorff
graphs. The C*-algebras of this type are important in studying group
actions [Bl1, BEEK, BK, EK].
The K-groups for the C*-algebras considered above are torsion free. In
[El2], it was shown that K
*
, together with the dimension range, continues to
classify the simple real rank zero C*-algebras arising as inductive limits of finite
direct sums of matrix algebras over the unit interval with dimension drops (see
Definition 1). This class of C*-algebras provides torsion groups for K1.
In this paper, the classification theorem is extended to the simple real
rank zero C*-algebras that can be expressed as inductive liits of finite
direct sums of matrix algebras over finite graphs with dimension drops at
some of their vertices (see Definition 1). This is a revison of author’s earlier
paper. The main result was announced in [Su2]. One should require the
C*-algebras under classification to be simple. One of the steps in proving
the classification in the earlier version of this paper was to lift a map
between K-groups to a map between the C*-algebras with certain
homotopy type defined in the earlier versions of [El2, Su2]. It turns out
that the information about homotopy type is kept in the KK group of the
two algebras which can be easily computed from a KK six-term exact sequence.
Much progress has been made on the classification problem since the
work of Elliott [El2]. These include non-real rank zero C*-algebras,
inductive limits of finite direct sums of matrix algebras over high dimen-
sional spaces and infinite C*-algebras. We refer to the readers the following
references without claiming completeness: [Su1, El3, Su2, El4, Th, EG1,
Lin1, EGLP, R1-2, EG2, Beek2, LP, Lin2, R3, ER, G2, D, G1, G3, Li,
EGL, EES, ES, LS]. We point out that we only mention works that
directly connect to the classification. There are many other important
results related to the classification results referred above.
We shall consider real rank zero C*-algebras that can be expressed as
inductive limits of sequences of finite direct sums of basic building blocks
defined as follows.
Definition 1. Let X be a finite connected graph and denote by C(X )
the C*-algebra of complex-valued continuous functions on X. A C*-algebra
A will be said to be a basic building block if A is isomorphic to a sub-
C*-algebra of C(X )Mn of the form
[ f # C(X )Mn | f # Mnk at some of the vertices of X]
for some positive integer n and k such that k divides n.
In this paper, a basic building block as in the definition will be said to
have spectrum X with dimension drop k, or simply spectrum X. It is easy
506 HONGBING SU
File: 580J 291303 . By:BV . Date:02:09:96 . Time:11:47 LOP8M. V8.0. Page 01:01
Codes: 2573 Signs: 1725 . Length: 45 pic 0 pts, 190 mm
‘
to see that K1(A) may have torsion component Zk . Sometimes we will say
that X is a graph with dimension drop.
Example. The following is an example of a basic building block:
A=[ f # M2(C[0, 1]) | f (0) is scalar].
Here the graph is the unit interval with dimension drop 2 at 0.
Definition 2. A unital C*-algebra is said to be of real rank zero if the
set of invertible self-adjoint elements is dense in the set of all self-adjoint
elements [BP].
2. PERTURBATION
In this section we will show that a unital V-homomorphism between
finite direct sums of basic building blocks can be perturbed into a new map
with a special form. Both the statement and the proof are similar to
Theorem 3.2 in [Su1]. The basic building blocks considered in this paper
are slightly different from those considered in [Su1] although the K-group
are very different. In fact, the basic building blocks considered here are sub-
algebras of the basic building blocks considered in [Su1].
2.1. Theorem. Let A and B be two basic building blocks with spectra X
and Y, with generic fibres Mn1 and Mn2 and with dimension drops k1 and k2 ,
respectively. For any =>0, any finite subset F/A, and any unital
V-homomorphism , from A to B, there exists a unital V-homomorphism ,$
from A to B such that
(1) &,( f )&,$( f )&<= for f # F,
(2) On each edge of Y, identified with I=[0, 1],
g(S1(t))
,$(g)(t)=W(t) \ . . . + W*(t),g(Sp(t))
for all g # A and all t # I, where W( } ) is a unitary in Mm(C(I )) and
[Si ( } )] pi=1 , called eigenvalue maps, are in C(I, X ).
Proof. Similar to the proof of Theorem 3.2 [Su1], one first perturbs ,
to ,$ at the vertices of Y and then interpolates ,$ on each edge. Since the
construction of ,$ will be very similar to the construction in [Su1], we
omit the proof.
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We point out that one may require ,$ to have the distinctness property
in the following sense: at each vertex of Y, [Si (t)] pi=1 are different from
each other except those vertices of X with dimension drop. The multiplicity
for each such point is less than k1 .
2.2. Remark. The theorem can be extended to the case in which both
A and B are finite direct sums of basic building blocks. To see this, notice
that the construction of the map ,$ from a direct sum of basic building
blocks to a single basic building block will be the same as the construction
in the proof of the theorem. The general case can be reduced to this case
via quotient map (cf. [Su1]).
3. SPECIAL GRAPHS AND ASYMPTOTIC CHARACTERIZATION
3.1. Let X be a finite connected graph with dimension drop. We can get
a simple graph X out of X by identifying some of its points. More precisely,
pick finitely many points in the interior of each edge of X, and identify
all these points as well as those vertices with no dimension drop. The
new graph we get, say X , can be written as X =X 1 6 X 2 6 } } } 6 X k , i.e.,
k simple graphs [X i] joined at a single point, say x0 . Each X i is a circle
or several edges connecting x0 to another vertex xi with dimension drop.
The vertices of X can be divided into two groups. The first group is the
point x0 with no dimension drop. The second group consists of all those
vertices of X at which there are dimension drops. We shall call any graph
of this form a special graph. In 4.3 we will show that for a real rank zero
C*-algebra that can be expressed as an inductive limit of a sequence of
finite direct sums of basic building blocks, one can replace the sequence by
another sequence so that each basic building block has a special graph as
its spectrum. This is an important step in this program.
3.2. Let A be a basic building block with generic fibre Mn , with dimen-
sion drop l, and with spectrum X. Suppose that X has k edges L1 , L2 , ..., Lk .
We may identify each of them with the unit interval I. Here if Li is a circle,
we cut it at the vertex and identify it with I. Then we can embed A into
ki=1 Mn(C(Li )) in a natural way. We will denote this embedding by @.
Now suppose that Vi # Mn(C(Li )) is a unitary; we have an embedding of
A into ki=1 Mn(C(Li )) associated with the unitary
V=_
V1
V2
. . .
Vk& ,
i.e., the natural embedding followed by Ad V.
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Definition. Let A be a basic building block as above, let F/A be a
finite subset, and let =>0. We say that F is approximately constant to
within = if there exists Vi # Mn(C(Li )) such that for any f # F, (Ad V )(@( f ))
is an almost constant matrix function with variation less than =. Or equiv-
alently, for each j
&(Ad Vj (s)) f (s)&(Ad Vj (t)) f (t)&<=
for s, t # Lj . We will say that F is approximately constant to within = in the
strong sense if for all f # F and for any k and j,
&(Ad Vj (s)) f (s)&(Ad Vk(t)) f (t)&<=
for s # Lj and t # Lk .
Next, we would like to introduce the following test functions. Let X be
a connected graph and let M1 be a fixed number. For any x # X, one can
define a ‘‘cone’’ function Kx, m in C(X ) as follows:
1 t=x
Kx, M (t)={0 t # [t | d(t, x)>1M]1&Md (x, t) t # [t | d (t, x)1M].
For a closed set S/X, one can define
KS, M (t)=max [Kx, M (t) | x # S].
For a positive integer l, we shall call KS, MIl a test function in Ml (C(X )).
We will denote it by hS, M on simply hS . For any $>0, there exists a finite
subset of test functions (associated with M ) which is $-dense in all the test
functions in Ml (C(X )) [Su1].
3.3. Theorem. Let A and B be two basic building blocks with generic
fibres Mn and Mm , with spectra X and Y, and with dimension drops k1 and
k2 , respectively. Let FA be a finite subset and let , be a unital V-homo-
morphism from A to B. For any =>$>0, suppose that:
(1) For f # F, & f (x)&f (x$)&<= whenever d (x, x$)<2a+5$, where a is
the total number of the vertices of X.
(2) The eigenvalues of ,(h)(t) and the eigenvalues of ,(h)(s) are within
$ one by one, in increasing order, for all the test functions h associated with
a fixed positive numberM1, in the sense of 3.2, and for any s and t in Y.
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Then it follows that:
(i) There is a sub-C*-algebra B0/B, isomorphic to a basic building
block with a special graph as its spectrum, and there exists a unital V-homo-
morphism ,1 from A to B0 such that
&,( f )&,1( f )&<=
for f # F.
(ii) On each edge L of the spectrum of B0, without the ends being iden-
tified, there exists a unitary W( } ) # Mm(C(L)) and [!i ( } )] pi=1/C(L, X )
such that
f (!1(t))
,1( f )(t)=W(t) _ . . . & W*(t)f (!p(t))
for f # A and t # L. Furthermore, the variation of each of [!i (t)] pi=1 is less than
2a+5$. As a consequence, ,1(F) is approximately constant to within = in B0.
Proof. The proof is similar to the proof of Theorem 5.3 [Su1]. One
first perturbs , so it has the form described in Theorem 2.1. By condition
(2), two groups of points of X corresponding to the two representations of
, at two points of Y can be paired to within $ one by one. This follows
from Theorem 2.5 [Su1]. Now fix a point y0 # Y and hence a group of
points [xi ] pi=1 in X. Perturb those eigenvalue maps, say [Si ( } )]
p
i=1 , so
that at all the vertices with no dimension drop and at many other places,
the eigenvalue maps take [xi ] pi=1. This will divide each edge into small
intervals. If each of these subintervals is small enough, the new eigenvalue
maps will vary less than 2a+5$ over it (see [Su1]).
We are now in a position to define a unital sub-C*-algebra B0 of B. List
those finitely many points as [ti]bi=1. For each i, there exists a unitary
Vi # Mn such that
g(x1)
,$(g)(ti )=Vi _ . . . & Vi*g(xp)
for g # A. The sub-C*-algebra B0 is defined as
B0=[g # B | Vi*g(ti ) Vi=Vj*g(tj ) Vj , i, j=1, 2, ..., b].
It is clear that ,$(A)/B0.
Let V # B be a unitary such that V(ti )=Vi . The algebra Ad V*B,
denoted by D, is a basic building block with spectrum X obtained by iden-
tifying all the ti . Since the variation of each eigenvalue map varies within
25+a$, ,$(F ) is approximately constant to within =.
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Remark. The theorem holds when A and B are replaced by finite direct
sums of basic building blocks (cf. [Su1]).
3.4. Theorem 3.3 together with an approximate intertwining argument
of [El2] gives us the following (cf. [Su1], Theorem 5.5):
Theorem. Let B=  Bn be a real rank zero induct limit C*-algebra
where each Bn is a finite direct sums of basic building blocks. Then there
exists a sequence of subindex [nk]k=1 and there exists a C*-algebra
An k/Bn k , isomorphic to a finite direct sum of basic building blocks with
special spectra in the sense of 4.1, such that the C*-algebra inductive
limit  Ank is isomorphic to B.
4. EXISTENCE
4.1. Let A be a basic building block with special spectrum X. We may
denote X=X1 6 X2 6 } } } Xq 6 } } } 6 Xq+r ; namely, q+r parts jointed at
a vertex, say x0 . Here each of the first q parts has another vertex and the
last r parts are circles. For 1iq, denote the other vertex of Xi by xi .
We will first consider the case in which the fibre at those vertices is C.
Notice that some edges, say ki of them, connect x0 and xi in Xi .
Let I/A be the ideal that vanishes at all the vertices of X. By Bott
periodicity, one has the following four-term exact sequence:
0  K0(A)  K0(AI )  K1(I )  K1(A)  0.
It is clear that K0(AI )$Zq+1 and K1(I )$Z(
q
i=1 ni )+r. Choose the direc-
tion from x0 to xi to be positive. The exponential map  from K0(AI ) to
K1(I ) can be identified as
=
1 &k
b b
1 &k
b . . .
1 &k
b b
1 &k
0 0
b b
0 0
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where the bottom part corresponding to zero is of size r by q. To find
K0(A), the kernel of , let z=(z0 , ..., ztrq ) be in K0(AI ). Then z=0 if and
only if
z0&kz1=0
{ bz0&kzq=0.
Hence,
K0(A)=Z _
k
1
b
1& # Zq+1.
4.2. Let B be another basic building block with special spectrum X$.
Assume that X$ has q$+r$ parts X$1 , ..., X$q$+r$ . For 1iq$, X$i has
another vertex x$i . There are k$i edges connecting x$0 and x$i . Let M$n be the
generic fibre of B and let k$ be the dimension drop. Denote by J the ideal
of B that vanishes at all the vertices of X$.
If ,0, is a graded map from K0(A)K1(A) to K0(B)K1(B), then
we have the following diagram:
0 ww K0(A) ww K0(AI ) ww K1(I ) ww K1(A) ww 0
,0 , 1
0 ww K0(B) ww K0(BJ ) ww K1(J) ww K1(B) ww 0
Since K1(I ) is a free module, there exists a map T from K1(I ) to K1(J )
such that the square at the right end is commutative. Recall that
K1(I )=Z(
q
i=1 ni )+r. We may write T as the block from T=
[T1 , T2 , ..., Tq , T12]. Notice that each Ti is a ((q$j=1 n$j )+r$)_ni matrix.
So we can also divide Ti into q$+1 blocks.
Lemma. There exists a lift T such that the sums of each row of the j th
block of T i are the same. Denote this number by rij . Then rij is in [0, k$) for
j=1, 2, ..., q$ and i=1, 2, ..., q.
Proof. Let S be a map from K1(I ) to K1(J ) and suppose that each
column of S is in the image of B . Then iB b S=0, where iB is the map from
K1(J ) to K1(B). In another word, T+S is also a lifting. So we will modify
the above T by finitely many S to get T . Clearly, it is enough to work on
each block of Ti . We will carry out the construction on the first block of T1 .
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Take
z=(0, 1, 0, ..., 0)tr # K0(AI ), A(z)=_
&k
& .
b
&k
0
b
0
Since T is a lifting of ,1 , we must have TA(z) # Im B . This says that if
we sum up each row of the first n$1 row of T1 , we get the same number,
say a. Write a=k$b+r where r # [0, k$) is an integer. Consider
S=_\
&bk$
b
&bk$
0
+ 0
0& .
Let x=(0, &b, 0, ..., 0)tr # K0(BJ ); then Bx is the first column of S. So
each column of S is in the image of B . Here T+S is another lifting of ,1 .
Notice that the first block of (T+S )1 has the desired property.
4.3. Theorem. Let A and B be as above and suppose that ,0,1 is
a graded homomorphism from K0(A)K1(A) to K0(B)K1(B) with
,0([1A])=[1B]. Suppose that 3k+kq+1n$k$. Then ,=,0,1 arises
from a unital V-homomorphism  from A to B.
Proof. Use the above notation, we may assume that the lifting T has
the property described in Lemma 4.2. Write T=[T , T12], identify each
edge of X$ with [0, 1]. We will define  in the following three steps. Notice
that we have assumed that Mk is the generic fibre of A.
Step 1 (Lifting of T12). Write
t11 t12 } } } t1r
T12=_ } } } } } } & ,th1 th2 } } } thr
where h=(q$j=1 n$j )+r$. We need to put these circles of X onto each edge
of X$. Let us examine the first row (t11 , t12 , ..., t1r) closely. Suppose that
t11>0. Then we should put t11 of the first circle of X, along positive direc-
tion, onto the first edge of X$. If t11<0, the circle goes the other direction.
Divide [0, 1] into r equal intervals. On [0, 1r], |t11 | copies of the first
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circle are placed, starting from x0 and ending at x0 . Similarly for t12 , ..., t1r .
In this way we have defined a continuous function *1(t) from [0, 1] to X.
Do the same for other edges of X$. Define a V-homomorphism 1 from A
to Mkk$(C(X$)) as
1( f )(t)=_
f (*1(t))
f (x0)
. . .
f (x0)&
where f # A, t # [0, 1] identified with the first edge of X$. On other edges,
1 will be defined similarly.
Notice first that at x$0 , x$1 , ..., x$q$ , all the definitions agree. In other
words, 1 is well-defined. Notice also that the image of A is inside a sub-
C*-algebra of Mkk$(C(X$)) with dimension drop k$ at x$1 , x$2 , ..., x$q$ .
Step 2 (Lifting of the last r$ rows of T ). Write T =[ T 1T 2]. T 2 can be
written as [T 21 , ..., T 2q]. We claim that the sum of each row of T 2j is zero.
It is enough to check the first row of T 21 . Take
x=_
k
& # Im A .
b
k
0
b
o
Then Tx # Im B . Notice that the last r$ rows of any element of Im B are
zero. This proves our claim.
Let us examine more closely the first row of T 21 . Write it as
(t1 , t2 , ..., tn1). We need to place |t1 | of the first edge of X1 , |t2 | of the
second edge of X1 and so on onto the first circle of X$, along with the
directions. Define a map from [0, 1] to X, say !1(t), as follows: Starts from
x0 and goes to x1 ; then comes back to x0 from another edge of X1 , and
so on. Since the sum of these numbers is zero, we can continue this way
until we put these edges of X1 (together with the directions) on the first
circle of X$. Notice that the end 1, !1(1)=x0 .
Suppose that we have defined !1 , !2 , ..., !r$ similarly. We can define a
map 2 from A to Mkk$(C(X$)):
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2( f )=
_
f (!i (t))
f (x0)
. . .
f (x0)& on the i th circle of X$
f (x0)
_ . . . & on X$1 6 } } } 6 X$q$ .f (x0)
Again the image is sitting inside a sub-C*-algebra of Mkk$(C(X$1)) with
dimension drop k$.
Step 3 (Lifting of T 1). Write T 1=[T 11 , T 12 , ..., T 1q]. Each T 1i can be
divided into q$ blocks. Recall that the sum of each row in each block is the
same. We may denote this number corresponding to the j th block in T 1i as
rij . They are positive number that are less than k$. For 1iq, take rij out
from each row of the j th block of T 1i . Then the sum of each row becomes
zero. As step 2, identify each edge of X$1 6 } } } X$q$ with [0, 1], we may
define functions in C(I, X ) according to these datas. Denote the function
on p th edge to be ’p(t). Define a V-homomorphism 3 from A to
Mkk$(C(X$)):
3( f )=
_
f (’p (t))
f (x0)
. . .
f (x0)& on p th edge of X$ .
f (x0)
_ . . . & on the circles of X$f (x0)
We need another map to lift those datas that had been taken out. Let us
look at the first row. The total number is r11+ } } } +rq1 . So we need to
place r11 edges of X1 , r21 edges of X2 and so on onto the first edge of X$1 .
Define r11+ } } } +rq1 maps in C(I(X) accordingly, call them [:1(t), ..., :h(t)],
(h=r11+ } } } +rq1). We may define a map from A to Mhk(I ) as follows:
f (:1(t))
f _ . . . & .f (:h(t))
On the other edges of X$, we will do the same thing. However, different
edges correspond to different sizes. We will fill in the right bottom of the
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diagonals with constants. So we can have a map from A to Mlk$(C(X$)) for
some l.
First, we put some f (x0) to get same size. We shall show that this is
possible. Let us examine the number of x0 at x$0 . At the j th part X$j , the
total number is r1 j+r2 j+ } } } +rqj . Denote this number of Cj . Notice that
C1
C2
T A _
1
0
b
0&=_ b & # Im B .Cq$
C
Here |Ci&Cj | can be divided by k$. Without loss generality, we may
assume C1Cj . Write C1=(C1&Cj )+Cj . On each edge of X$j , our map,
say  4 , will be modified as:
f _
f (;1(t))
& .
. . .
f (;q(t))
f (x0)
. . .
f (x0)
Here [;i (t)]/C(I, X ) are similar to those of [:i (t)]. The size of the
matrix is kC1 by kC1 .
Now the size are all kC1 . Furthermore, they all match at x$0 . Let us
combine them together and extend constantly to the circle part of X$. In
this way, we have defined a map  4 from A to MkC1 (C(X$)).
The image of this map may not be in a sub-C*-algebra of MkC 1 (C(X$))
with dimension drop k$ at x$1 , x$2 , ..., x$q . But this can be achieved by adding
some point evaluation f (xi ) along the diagonal. Let us consider x1 . At x$1 ,
the map has r11k of x1 . We may assume that r11r1 j for all j. Write kr11=
k$a1+b1 with 0b1<k$. Now kr11+(k$&b1)=k$(a1+1). Recall that
k
b
T_k&=k _
r11
b
r1q$
C & # Im B .0b
0
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This implies that k(r11&r1 j ) can be divided by k$. In another word, if we
add k$&b1 copies of one dimensional f (x1) along the diagonal of  4 , the
numbers of x1 at x$1 , x$2 , ..., x$q$ become multiples of k$. Similarly, we have
b2 , ..., bq . Define
 5( f )(t)=_
f (x1)
& .
. . .
f (x1)
f (x2)
. . .
f (xq)
The number of the copies of f (xi ) is k$&bi .
Let 4( f )=[ 4(
 f )
5( f )]. At x$j , 4( f ) is unitary equivalent to
f (x0)
. . .
f (x0)
f (x1)
. . .
f (x1)
. . .
f (xq)
f (xq)
such that the multiplicity of f (xi ) can be divided by k$ for i=0, 1, ..., q.
Before we construct the final map , let us compute the dimensions we
have used. In step 1, we need Mkk$ as fibres. In step 2, we need Mk$k as
fibres. In step 3, we have used kk$+a multiple of k$. This multiple is less than
q+kC1
k$
q+qk.
So all the dimensions we have used, say ;, is less than (3k+qk+q)k$.
Fill in the remaining dimension n$&; with f (x1). Notice that this is also
a multiple of k$. More precisely, let 5 be a map from A to M(n$&;) :
f (x1)
5( f )=_ . . . & .f (x1)
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Finally, we can define  from A to Mn$(C(X$)) by
1( f )
2( f )
( f )=_ 3( f ) & .4( f ) 5( f )
It is clear that there exists a unitary W in Mn$(C(X$1)) such that A dW b 
maps A into B. We will denote A dW b  by .
To complete the proof of the theorem, we must show that  induces the
right K-theory maps. First,  is unital. Here K0()=,0 . Let  | I be the
restriction of  on I. Then  | I does map I into J. Furthermore, we have
the following commutative diagram:
I
iA A
 | I  .
J
iB B
Now K1()=,1 will follow from the fact that K1(I )=T. This completes
the proof of the theorem.
Corollary. Let A1=Mnk A and let , be a graded order homo-
morphism from K
*
(A1) to K*(B). Suppose that ,0([1A1 ])=[1B] andsuppose that 3k+kq+1n$k$. Then there exists a V-homomorphism 
from A1 to B such that K*()=,.
Proof. It is clear that
n n$
K0(A1)=Z _
k
1
b
1& with [1A 1 ]=_
n
k& and K0(B)=Z _
k$
1
b
1 & with [1B]=_
n$
k$& .b bn
k
n$
k$
So there exists a positive integer m0 such that m0[1A1 ]=[1B]. In other
words, m0(nk)=n$k$.
Decompose B=MnkB1 , where B1/Mn$kn(C(X$)) with dimension
drop k$ at x$1 , x$2 , ..., x$q$ . Since K*(A)=K*(A1) and K*(B)=K*(B1), , is
a map from K
*
(A) to K
*
(B1). Notice that
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k k$
1 1
[1A]=_1& and [1B 1 ]=kn n$k$ _ 1&b b
1 1
and notice that m0=(kn) } (n$k$); we have
k$
1
,0([1A])=m0 _ 1&=[1B].b
1
By Theorem 4.3, there exists a V-homomorphism 1 from A to B1
such that K
*
(1)=,. Now =Ink1 will give the desired map from A1
to B.
4.4. Let A and B be two basic building blocks; we shall determine
KK(A, B). The purpose of this is to prove a stronger version of Theorem
4.3 so that one can have the uniqueness theorem in the next section. In
[El2], results of the semiprojectivity of dimension drop algebras [L] and
results of E-theory [DL] were used. However, these results may not be
applied directly to our basic building blocks in the way used in [El2]. It
turned out that one can deal with this type of basic building blocks by
using only KK six-term exact sequence.
We shall use the notations from the previous sections. The extension
0 w I wi A w? AI w 0
can be regarded as an element $? # KK1(AI, I ). Based on this extension
one has the six-term exact sequence
KK(I, B) KK(A, B) ww KK(AI, B)
$ $
KK1(AI, B) ww KK1(A, B) KK1(I, B)
where $ is multiplication by $? . It follows from the Universal Coefficient
Theorem that
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KK(I, B)$Hom(K1(I ), K1(B))
KK(AI, B)$Hom(K0(AI ), K0(B))
KK1(I, B)$Hom(K1(I ), K0(B))
KK 1(AI, B)$Hom(K0(AI ), K1(B)).
We first determine ?*KK(AI, B) in KK(A, B). Denote by # the map from
KK to Hom in the Universal Coefficient Theorem. For any : # KK(AI, B),
#(:) can be represented by a one by q+1 matrix
#(:)=(a0 , a1 , ..., aq).
Here the spectrum X of A has one special vertex x0 and q other vertices
(cf. 5.1). Hence
KK(AI, B)$Zq+1.
We saw in 5.1 that K1(I )$Z(
q
i=1 n i )+r. For any element ; # KK 1(I, B),
#(;) can be represented by an one by (qi=1 ni )+r matrix. The image
of #(;) in Hom(K0(AI ), K0(B)), under the map $, has the form
(b0 , &bk1 , ..., &kbq) where
b0=b1+b2+ } } } +bq
By exactness, ?*($(;)) is zero in KK(A, B).
Based on this observation, we may write #(:) as a sum of two elements.
One is of this kind and the other has the form
!=(a$0 , a$1 , ..., a$q),
where 0a$i<k, i=1, 2, ..., q. Here k is the dimension drop of A (cf. 5.1).
Notice that
?*(:)=?*(#&1(!)) # KK(A, B).
Let x and y be two elements in KK(AI, B) with
#(x)=(x0 , x1 , ..., xq)
#( y )=( y0 , y1 , ..., yq),
where 0xi<k, 0 yi<k for i=1, 2, ..., q. Then ?*(x) does not equal
?*( y ) if xi does not equal yi for some i between 0 and q.
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Next, let us detemine the image of KK(A, B) in KK(I, B). These
are the elements vanish under $. We shall show that #(KK(I, B))=
Hom(K1(I ), K1(B)) are the elements that factor through K1(A). Let  be
an element of Hom(K1(I ), K1(B)). Consider
0 ww K0(A) ww K0(AI ) ww
$? K1(I ) ww K1(A) ww 0

K1(B)
 b $?=0 implies that there exists a unique  from K1(A) to K1(B) such
that the following commutes:
K1(I ) ww K1(A)
K1(B)
If n$k$3k+kq+1 where Mn$ is the generic fibres of B and where k$ is
the dimension drop of B, then, by Theorem 4.3, there exists a V-homo-
morphism , from A to B such that ,
*1
= . Denote by , | I the map from
I to B by restricting , on I. Then
, | I*1=(, b {)*1
=,
*1
b {
*
= b {
*
=
We can now describe KK(A, B) as follows:
KK(A, B)=?*KK(AI, B)+[[,] # KK(A, B) | ,: A  B].
Each element of ?*KK(AI, B) can be represented by a one by q+1
matrix,
(a0 , a1 , ..., aq),
and each , is a V-homomorphism from A to B. We remark that this is not
a direct sum.
4.5. We can now strengthen Theorem 4.3.
Theorem. Let A and B be as above. Suppose that 3k+(2q+1) k+1
n$k$. For : # KK(A, B), if #(:)=,0 ,1 is an ordered graded homo-
morphism from K0(A)K1(A) to K0(B)K1(B) with ,0([IA])=[IB], then
there exists a unital V-homomorphism , from A to B such that [,]=:.
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Proof. By Theorem 4.3, there is a V-homomorphism ’ from A to B such
that ’
*1
=,1 and such that ’*0([I])=n$k$&qk. Extend ’ to a unital
V-homomorphism by filling in (q+1)k$ copies of point evaluation at x0 .
We shall still denote this map by ’.
By the arguments in this section, there exists an element ; in
?*KK(AI, B) such that :=;+[’]. Here, #(;)=0. Let !=(a0 , a1 , ..., aq)
be a preimage of ;. As we pointed out before, we may assume that
0ai<k for i=1, 2, ..., q. Since the following diagram commutes
KK(AI, B) ww Hom(K0(AI ), K0(B))
KK(A, B) Hom(K0(A), K0(B))
we conclude that
a0 k+a1+ } } } +aq=0.
Notice that &a0<q.
We now define another unital V-homomorphism , from A to B as
follows: Replace &a0k$ copies of x0 evaluation by ai k$ copies of xi evalua-
tion, for i=1, 2, ..., q. We want to show that
[,]=;+[’].
To see this, denote by ’1 the non-unital V-homomorphism from A to B by
taking away &a0k$ copies of x0 point evaluation from ’ and denote by ;1
the &a0k$ copies x0 evaluation. Then
[’]=[’1]+[;1].
Similarly, denote by ,1 the map taking away ai k$ copies of xi evaluation
from , for i=1, ..., q, and denote by ;2 the evaluation map taken away
from ,. Then
[,]=[,1]+[;2].
Since [,1]=[’1], we have
[,]=[’1]+[;2]=[’1]+[;1]+([;2]&[;1]).
It remains to show that
[;2]&[;1]=[;].
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First, notice that these three elements are all in ?*KK(AI, B). Moreover,
?*#((0, a1 , a2 , ..., aq))=[;2]
?*#((&a0 , 0, 0, ..., 0))=[;1].
It is clear now that
[;2]&[;1]=[;].
This completes the proof of the theorem.
5.6. It is routine to extend Theorem 4.6 to the case in which A is a finite
direct sum of basic building blocks provided that the components of the
KK element in Hom are all nonzero.
Theorem. Let A=A1 } } } An and B be two C*-algebras where Ai
and B are basic building blocks. Suppose that Sp(Ai ) has qi vertices and sup-
pose that Ai has dimension drop ki . Denote k=max[ki ] and q=max[qi ].
Assume that
1+3k+qk
h$
nk$
where Mn$ is the generic fibre of B and where k$ is the dimension drop of B.
For any element
:=(:1 , ..., :n)
in KK(A, B), suppose that
(i) #(:i ) # Hom(K*(Ai ), K*(B)) is a non-trivial ordered graded grouphomomorphism,
(ii) #(:)([IA], 0)=([IB], 0)
It follows that there exists a unital V-homomorphism , from A to B such
that [,]=:.
5. UNIQUENESS
In Section 4, we are able to lift a K-group map to a V-homomorphism
between the corresponding C*-algebras. Two such liftings can be very
different. In this section, we will show that under certain condition two
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such liftings between finite direct sums of basic building blocks are approxi-
mately unitarily equivalent on a given finite subset of approximately
constant elements.
5.1. Definition. Let A and B be two basic building blocks with special
spectra X and X$ and with generic fibres Mn and Mn$ , respectively. We shall
say that a unital V-homomorphism , from A to B has standard from, if
(i) On each edge L of X$, identified with I=[0, 1], without end points
being identified, , has the expression
f (S1(t))
,( f )(t)=U(t) _ . . . & U*(t)f (Su(t))
for t # [0, 1] and f # A. Here U # Mn$(C[0, 1]) and [Si ( } )]:i=1/C(I, X ).
(ii) After identifying each edge of X with [0, 1], each of [Si (t)]:i=1
has one of the following forms:
[t, 1&t, a vertex point].
For a V-homomorphism , with standard form, we will call [Si (t)]:i=1 the
eigenvalue structure of , (on L).
5.2. Let A and B be as in 4.1 and let , be a unital V-homomorphism
from A to B. If , has standard form, it induces two maps ,Q and ,I as
follows. Denote by I and J the ideals of A and B whose elements vanish at
the vertices of X and X$, respectively. Then the restriction of , on I gives
rise to a map ,I from I to J. To introduce a map from AI to BJ, notice
that the representations of , at the vertices of X$ can be determined by the
vertex points of X, so we can define ,Q from AI to BJ. Under these
assumptions, we have the two commutative diagrams
A , B
AI ww
, Q BJ
and
,I ,
I ww A
J ww B
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Using the notation in Section 3, we have the following diagram commuting
at both ends:
0 ww K0(A) ww K0(AI ) ww K1(I ) ww K1(A) ww 0
K0(,) K0(,Q) K1(,I ) K1(,)
0 ww K0(B) ww K0(BJ ) ww K1(J) ww K1(B) ww 0
In fact, it can be checked directly that the middle square is also
commutative. This is because ,Q and ,I are induced by ,.
5.3. Proposition. Let A and B be two basic building blocks and let , and
 be two unital V-homomorphisms from A to B. Suppose that , and  are
of standard forms. For any =>0 and for any finite subset F/A, if
(i) K0(,Q)=K0(Q),
(ii) , and  have the same eigenvalue structure.
Then there exists a unitary V in BJ such that
&U,( f ) U*&( f )&<=
for f # F.
Proof. Since K0(,Q)=K0(Q), there exists a unitary V in BJ such that
V,Q( f ) V*=Q( f )
for any f # AI. (Here we use the previous notations.) In other words, at
any vertex x$ of the spectrum X$ of B, there exists a unitary Vx$ in the fibre
of B at x$ such that
Vx$,( f )(x$) V*x$=( f )(x$)
for f # A.
We are going to construct a unitary U in B which extends [Vx$ | x$ a
vertex of X$]. Clearly, it is enough to work on a single edge L of X$. We
identify L with [0, 1]. Since , and  have the same eigenvalue structure,
there exists a unitary V # Mn$(C[0, 1]) such that
V(t) ,( f )(t) V*(t)=( f )(t)
for t # [0, 1] and for f # A. Here Mn$ is the generic fibre of B.
Let t=1 correspond to a vertex x$ of X$. We have
V(1) ,( f )(1) V*(1)=( f )(1)
Vx$ ,( f )(1) V*x$=( f )(x$)
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for all f # A. This gives us
V*(1) Vx$,( f )(1) V*x$V(1)=,( f )(1).
Let _ be a small number to be specified later. Connect I and V*(1) Vx$ on
[1&_, 1] in the unitary group of the commutant of [,( f )(1) | f # A].
Extend this unitary path to [_, 1] by I and denote it by X(t). We take _
small enough so that for f # F,
&,( f )(t)&,( f )(1)&=4,
&( f )(t)&( f )(1)&<=4,
&,( f )(s)&,( f )(0)&<=4,
&( f )(s)&( f )(0)&<=4,
for t # [1&_, 1] and for s # [0, _]. On [_, 1], denote V(t) X(t) by U(t).
Then on [_, 1&_], U(t)=V(t) and U(1)=V(1) X(1)=Vx$ . We then
have
&U(t) ,( f )(t) U*(t)&( f )(t)&<=
for f # F on [_, 1]. Similarly, we can construct some unitary path on [0, _]
similar to X(t) so that U(t) is defined on [0, 1]. Notice that this construc-
tion can also be carried out on each edge, which shows that there exists a
unitary U # B such that
&U,( f )(t) U*&( f )&<=
for all f # F.
Corollary. Let , and  be two unital V-homomorphisms from
A=A1 } } } An , a finite direct sum of basic building blocks, to a basic
building block B. Suppose that , and  are of standard forms. For any =>0
and for any finite subset F/A, if
(i) K0(,Q)=K0(Q),
(ii) , and  have the same eigenvalue structure.
Then there exists a unitary U # B such that
&U,( f ) U*&( f )&<=
for f # F.
Proof. It is easy to see from the proof of the proposition that the same
argument works in this case.
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5.4. Theorem. Let A and B be two basic building blocks with special
spectra and let , and  be two unital V-homomorphisms from A to B. For
=>0 and for any finite subset F/A of approximately constant elements to
within =, assume that
(i) K
*
,=K
*
,
(ii) KK(,)=KK(), and
(iii) , and  have the forms ensured by the perturbation Theorem 2.1
such that the variation of each generalized eigenvalue map is within $< 116 .
It follows that there exists a unitary U # B such that for any f # F
&,( f )&U( f ) U*&<60=.
Proof. First let us fix some notations. Denote the spectra of A and B
by X and X$ and denote the generic fibres of A and B by Mn and Mn$ ,
respectively. Since X is a special graph, we may assume that X has a special
vertex x0 at which A has fibre Mn and X has q other vertices [xi ]qi=1 at
which A has dimension drop k. X can be expressed as
X=X1 6 X2 } } } Xq 6 Xq+1 } } } 6 Xq+r ,
where each Xi corresponds to the vertex xi for 1iq and where the last
r Xi are circles. Each Xi of the first q parts of X has some edges connecting
x0 and xi , say ki of them. Similarly, we have the corresponding rotations
for B. For example, X$ has q$+1 vertices, etc.
In what follows, we will mainly carry out the construction on ,. For ,
it will be similar. We would like to point out that all the deformations we
are going to perform respects the representation of these approximately
constant elements (cf. [Su1]).
Step 1. By (ii), on each edge of X$, identified with [0, 1], , can be
expressed as
g(S1(t))
,(g)(t)=W(t) _ . . . & W*(t),g(S:(t))
where Si (t) # C([0, 1], X ) and W # Mn$(C[0, 1]). Recall that at t=0 and
1, [si ]:i=1 have the distinctness property in the sense of Section 2. In fact,
we can deform , a little so that these points do have the distinctness
property. We will call the new map ,(1). Similarly, we have (1). Notice
that KK(,)=KK(,(1)) and KK()=KK((1)).
527K-THEORETIC CLASSIFICATION
File: 580J 291324 . By:BV . Date:02:09:96 . Time:11:48 LOP8M. V8.0. Page 01:01
Codes: 2718 Signs: 1371 . Length: 45 pic 0 pts, 190 mm
‘
Step 2. We will deform ,(1) and (1) to , (2) and (2) so that
&,(1)( f )&,(2)( f )&<3=
&(2)( f )&(2)( f )&<3=
for f # F, where ,(2) and (2) have the property that each of the generalized
eigenvalue map may only achieve a vertex value at t=0, 12 , 1 unless it is a
constant vertex over [0, 1]. The variations of the eigenvalue maps are still
within $.
The proof of this step is the same as the proof of the Theorem 7.4 of
[Su1]. Again, the deformation will not change KK elements.
Step 3. If an eigenvalue maps a vertex as its value at t= 12 , we will
deform this map to a constant one.
In this deformation. we have to change the representations of ,(2) at the
vertices of X$. Let us first examine these representations. Suppose that ,(2)
has two representations at x$ corresponding to different edges of X$:
g(S1)
,(2)(g)(x$1)=W _ . . . & W*g(S:)
and
g(S 1)
,(2)(g)(x$1)=W _ . . . & W *.g(S :~ )
It is clear that :~ =: and [Si ]:i=1=[S i]
:
i=1. After permutation, we may
assume that Si=S i . By distinctness property, it is easy to see that if we
change Si and S i at the same time the two representation give the same
map. This observation will allow us to do deformation at the vertices of X$.
We first work at x$1 . We may assume that there are two edges connect
x$0 to x$1 . The two representations of ,(2) are
g(S1(t))
,(2)(g)(t)=W(t) _ . . . & W*(t)g(S:(t))
g(S 1(t))
,(2)(g)(t)=W (t) _ . . . & W *(t).g(S :(t))
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Let us assume that S1(1)=S 2(1) and S1( 12)=x1 . We are going to deform
S1(t) to x1 on [ 12 , 1].
The first deformation is to make S1(t) and S 2(t) constant on [ 34 , 1]. This
can be done inside each edge of X$1 as step 2. The second deformation is
to move S1(1) and S 2(1) to x1 , inside the edge of X where S1(t) and S 2(1)
were in. We also require that this move be within $. The final deformation
is to make S1(t) to become constant x1 on [ 12 , 1]. Denote the new map by
,(3)1 we have
&, (3)1 ( f )&,
(2)( f )&<3=
for all f # F.
Carry out the similar deformation for each eigenvalue map and on each
vertex of X, we have a new map ,(3) such that for all the f in F,
&,(2)( f )&,(3)( f )&<3=.
Furthermore, the eigenvalue maps for ,(3) vary within 2$. Notice that since
$ is small, each eigenvalue map lies in exactly one edge of X.
Step 4. In this step we will deform certain eigenvalue maps into con-
stant. Namely, if an eigenvalue map achieves a vertex of X at [x$i]q$i=1, then
we will deform it into this vertex of X.
Suppose that the map ,(3) has the following expression on an edge of X$:
g(S1(t))
,(3)(g)(t)=W(t) _ . . . & W*(t).g(S:(t))
Assume that S1(t) is of full size and S1(1)=x1 (k copies of it). S1(t) lies in
one edge of X. If S1(0) is a vertex, it must be x1 . After deforming it inside
this edge of X, S1(t) becomes a constant map. If S1(0) is not a vertex, then
we can deform it into x1 as we did in step 3.
Notice that if we have to deform another eigenvalue map, say S2(t), it
will happen in an orthogonal block. Also, if we turn to another vertex, say
x$2 , we do not have to change those previously deformed ones. They are
already the vertices. Here, we need $< 14.
The conclusion is that we are able to deform ,(3) to ,(4) such that the
new eigenvalue maps are constant if they achieve the vertices of X at t=1,
and such that
&,(3)( f )&,(4)( f )&<3=
for all f # F. Furthermore, the variation of each eigenvalue map on each
edge of X$ is within 22$.
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Step 5. Standard form. Let L be an edge of X. We identify it with
[0, 1] as before. If all those eigenvalue maps taking values in L are actually
in [1&23$, 1], then we can deform ,(4) a little so that all the eigenvalue
maps take value 1. Denote this new map by , (5)1 . Now if an eigenvalue
takes a value in the interior of an edge of the first q part of X, it must take
a value in [0, 1&22$). Notice that for f # F,
&, (5)1 ( f )&,
(4)( f )&<3=.
Let L be an edge as above and suppose that an eigenvalue map Si (t)
takes a value in [0, 1&22$). Then Si (t) can not be 1 # L. It is clear that
at each vertex of X$, there are at least k$ of the same points in
[0, 1&4$)/L. This will be used in the next step.
As before, let the directions from x0 to xi to be positive and fix a direc-
tion for the circles of X. Deform , (5)1 at x$0 , ..., x$q$ , by moving [Si ]
:
i=1 to
x0 along the negative direction and then straighten these new eigenvalue
maps. Denote the new map by ,(5). Now ,(5) has a standard form and for
f # F,
&,(5)( f )&,(4)( f )&<6=.
We remark that KK(,)=KK(,(5)) and KK()=KK((5)).
Step 6. To get constant eigenvalue maps x0 over X$. Using the pre-
vious identification, the eigenvalue maps of each edge of the first q$ parts
take the form 1&t if it is not a constant. Let L be an edge of the first q
parts of X as in step 5. By observation in step 5, we have k$ of x0 in the
representations of ,(5) at x$0 , x$1 , ..., x$q$ , corresponding to L unless no eigen-
value map takes value in L. Fix k$ of them at each vertex of X$. The corre-
sponding eigenvalue maps are all constant x0 . However, when they travel
to x0 along the negative direction, they may not meet the fixed k$ of x0 .
Hence, we do not have k$ constants over whole X$. However, this can be
obtained by interchanging the positions of these eigenvalue maps around
x$0 , as we did in Proposition 5.3. If the perturbation is small, this will not
affect the K-theory.
We do a similar perturbation on each edge of X$ including the circles.
Denote the final map by ,(6). Then K
*
,(6)=K
*
,(5) and
&,(6)( f )&,(5)( f )&<=
for all f # F.
Now ,(6) is still in standard form. Furthermore, it has some constants
eigenvalue maps x0 that are continues over the whole graph X$. Namely,
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fix such a x0 at x$0 ; the corresponding eigenvalue maps on different edges
of X$ are all constant x0 .
To see that this will not change KK, notice that #(KK(,(6)))=#(KK(,(5))).
Since we did not change point evaluation, by 4.5, KK(,(6))=KK(, (5)). In
fact, one can also show that the perturbation can be obtained by deformation.
Step 7. K-groups. From Section 5 we have the diagram
0 ww K0(A) ww K0(AI ) ww K1(I ) ww K1(A) ww 0
0 ww K0(B) ww K0(BJ ) ww K1(J) ww K1(B) ww 0
since ,(6) is standard.
Similarly to ,, we also have (6) corresponding to . By assumption,
K
*
,(6)=K
*
(6). However, K
*
, (6)I and K*
(6)
I may be different and K*,
(6)
Q
and K
*
 (6)Q may be different. To prove the theorem, we need to deform and
perturb ,(6) and (6) so that the maps from K1(I ) to K1(J ) become the
same.
Recall that K1(I )$Z(
q
i=1 ki )+r and K1(J)$Z(
q$
i=1 k$i )+r$. Also recall that
K0(AI )$Zq+1 and K0(AJ )$Zq$+1. Let us denote K*,
(6)
I and K*
(6)
I by
! and ’, respectively. Using the identification before, they all have non-
positive entries. We also have the exponential maps
1 &k
b b
1 &k
1 &k
b b
1 &k
A= b
. . .
1 &k
b b
1 &k
0 0
b b b
0 0
and B=
1 &k$
b b
1 &k$
b . . .
1 &k$
.
b b
1 &k$
0 0
b b b
0 0
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Since K
*
,(6)=K
*
(6), Im(!&’)Im B . Take z=(z0, z1, ..., zq$)tr # K0(BJ ),
then
Bz=
z0&k$z1
.
b
z0&k$z1
b
0
b
0
Hence, each column of !&’ is of this form.
Step 8. To make !&’ zero. Denote !&’ by h=(hij ). We are going to
reduce |hij | by deforming at x$0 , x$1 , ..., x$q$ . Let us first look at h11 . Suppose
that h11>0. This says that on the first edge of X$, (6) places h11 more of
the first edge of X than ,(6) does. Write h11=v1+k$v2 where v20 and
0v1<k$. At x$1 , there are k$ identical blocks because of the dimension
drop k$. In each block, pick v2 of x0 . We may pick them in such a way that
the corresponding eigenvalue maps are not the fixed constant ones created
in Step 6. Deform (6) at x$1 by moving these x0 to x1 and then straighten
them. We denote the new map by  (7)1 . 
(7)
1 is in standard form and for
f # F
& (7)1 ( f )&
(6)( f )&<3=.
The eigenvalue maps of  (7)1 may go to positive direction. However, the
numbers of those going to the negative direction is larger than that of those
going to the positive direction. For two eigenvalue maps going to different
directions, we may interchange them as in Proposition 6.3 (cf. [Su1]).
Call the new maps , (7)2 and 
(7)
2 . Then
&, (7)2 ( f )&,(6)( f )&<5=
& (7)2 ( f )&
(6)( f )&<5=
for all f # F.
Let us still denote (, (7)2I )* by ! and (
(7)
2I )*
by ’. Denote !&’ by h. Then
|hij |<k$. In order to make h zero, we are going to use the constants we
created in Step 6. Write h as the matrix
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k=
h11 h1l
\ b + } } } \ b +h11 h1l
b b
hq$1 hq$l
\ b + } } } \ b +hq$1 hq$l
0 } } } 0
b b
0 } } } 0
where l=(qi=1 ki )+r. Since each column of h is in ImB , |him&hjm | is
either zero or k$. Let us fix a column of h. There are three cases.
Case 1. Some blocks are positive and some blocks are negative. Let us
assume that h11<0. Recall that for , (7)2 we have k$ of x0 at x$1 . They come
from the constant eigenvalue maps corresponding to the first edge of X.
Deform them to x1 . This will change !11 to !11+k$. Since !11&’11=
h11=&k$, we have (!11+k$)&’11=0. Hence the new h11 become zero.
Case 2. The entries of the column are positive. In this case, the entries
are the same. Let us examine the equation h11=!11&’11 . This says that
(7)2 places h11 more of the first edge of X on each edge of the first q$ parts
of X$. If we deform , (7)2 at x$0 , moving the k$ constant eigenvalue maps from
x0 to x1 . We add &k$ to each entry of the first column of !. Now in each
circle of X$, the first edge goes in different directions. A deformation will
make it to become a constant. Now the new h has the first column zero.
Case 3. The entries of the column are negative (last r$ are zero). This
is similar to case 2.
Continuing this way, we can deform and perturb , (7)2 and 
(7)
2 to ,
(8) and
(8) so that for f # F
&,(8)( f )&, (7)2 &<3=
&(8)( f )& (7)2 &<3=.
Again, KK(,(7))=KK(,(8)) and KK((7))=KK((8)).
We now show that ,(8) and (8) have the same eigenvalue structure, after
one deformation. Recall that we have the following diagram:
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0 ww K0(A) ww K0(AI ) ww K1(I) ww K1(A) ww 0
0 ww K0(B) ww K0(BJ ) ww K1(J) ww K1(B) ww 0.
Denote the difference K0,Q&K0Q by h. h=(hij ) is a (q$+1)_(q+1)
matrix with integer entries. Since Bh=0, we can write h as follows:
a0k$ a1k$ aqk$
a0 a1 b aq
h=_ a0 a1 aq & .b b b ba0 a1 aq
Using the fact that h(K0(A))=0 we conclude that
a0 k+a1+a2+ } } } +aq=0.
Now , and  have standard forms and K1(,I ) and K1(I ) are the same.
This says, for example, that on each edge of the spectrum X$ of B there are
k$a1 more constant eigenvalue maps x1 for , than for , if a1>0. By using
the method used in the proof of Theorem 4.3, namely, interchanging some
of the eigenvalue maps of , and  near [x$i], we may assume that these
constant eigenvalue maps are continuous over the whole graph X$. It is
easy to see that we can deform some of these constant maps to x0 so that
each of |a1 |, |a2 |, ..., |aq | is less than k. We shall call the new maps ,(8) and
(8) again. We want to show that ai=0 for all i. Suppose that some of
them were not zero. Without loss of generality and for the sake of the nota-
tion, we assume that ai0 for i=1, ..., l and i ai<0 for i=l+1, ..., q.
Fix a vertex x$i of X$. On different edges connected at x$i , ,(8) has
different representations. If ,(8) has two representations,
f (x1)
,(8)( f )(x$i)=U _ . . . & U*f (x:)
f (x1)
,(8)( f )(x$i )=V _ . . . & V*,f (x:)
V*U commutes with diag( f (*), ..., f (*:)). Connect V*U and the identity in
the commutant by a path of unitaries. We may deform ,(8) to a new map
534 HONGBING SU
File: 580J 291331 . By:BV . Date:02:09:96 . Time:11:48 LOP8M. V8.0. Page 01:01
Codes: 2677 Signs: 1687 . Length: 45 pic 0 pts, 190 mm
‘
,(8)1 such that it has the same representation at x$i along the two edges. The
deformation is to deform V*U to I. This is possible because ,(8) is of
standard form.
Based on this observation, we conclude that we can deform ,(8) to a new
map ,(9) such that for any g # A and x$ # X$,
g(x1)
,(9)(g)(x$i )=U(x$) _ . . . & U*(x$)g(x:)
where *i # C(X$, X ) and U # B. Denote ,(10)=Ad U* b ,(9). Then
KK(,(10))=KK(,). Similarly, we can deform (8) to (10) of the above
kind. And KK((10))=KK(). Since , (8) and (8) have same eigenvalue
structure except those constant eigenvalue maps of x0 , x1 , ..., xq , we may
require, when we construct (10), that [*i ]:i=1 has a0k$ more copies of x0 ,
a1 k$ more copies of x1 , ..., al k$ more copies of xl than [!i ]:i=1 has, and
[!i ]:i=1 has al+1k$ more copies of xl+1 , ..., aqk$ more copies of xq than
[*i ]:i=1 has. Here,
(10)(g)(x$)=diag(g(!1(x$), ..., g(!:(x$)).
All the other eigenvalue maps are the same. Remove these same eigenvalue
maps we obtain two maps from A to B. They represent the same KK
element in KK(A, B). Since they are all in ?*(KK(AI, B)) and since
|ai |<k, we conclude from 5.5 that they must be the same map. This is a
contraction. Hence ,(8) and (8) have the same eigenvalue structure.
It follows from Proposition 6.3 that there exists a unitary U # B such that
&,(8)( f )&U(8)( f ) U*&<= for f # F
and this finally gives us
&,( f )&U( f ) U*&<60= for f # F.
This completes the proof of the theorem.
6. CLASSIFICATION OF INDUCTIVE LIMITS
OF REAL RANK ZERO
6.1. It was shown in 3.3 that for a unital V-homomorphism , from a
basic building block A to a basic building block B satisfying certain condi-
tions (see Theorem 3.3), there exist a basic building block B0/B and
535K-THEORETIC CLASSIFICATION
File: 580J 291332 . By:BV . Date:02:09:96 . Time:11:48 LOP8M. V8.0. Page 01:01
Codes: 2613 Signs: 1660 . Length: 45 pic 0 pts, 190 mm
‘
a unital V-homomorphism ,$ from A to B0 such that the following diagram
commutes approximately on a given finite subset F/A to within a given
=>0:
A ww B
B0
Furthermore, ,$ can be expressed as
g(! 1(t))
,$(g)(t)=W(t) _ . . . & W*(t)g(! p(t))
for g # A and for t in an edge of the spectrum of B0 identified with [0, 1].
Recall that the variations of [! i (t)] are to within a small number 2a+5$
(see Theorem 3.3), where a is the number of the vertices of the spectrum
of A.
Using the argument in Section 5, one can deform ,$ to ," so that each
of the eigenvalue maps !(t) associated to ," has the property that if !(t)
is a vertex for some t # (0, 1), then !(t) is a constant map. The variation of
!(t) may be 26+a$, which is still a small number.
The purpose of this remark is to ensure that the composition of two such
eigenvalue maps has the same property. As a consequence, the composition
is still continuous, or, each eigenvalue map lies in an edge of the spectrum
of A.
6.2. Proposition. Let A1  A2  } } } be a sequence of finite direct sums
of basic building blocks, and suppose that the C*-algebra inductive limit is of
real rank zero. Then there exists a sequence B1  B2  } } } of finite direct
sums of basic building blocks, with the same C*-algebra inductive limit, such
that:
(1) each Bn is a finite direct sum of basic building blocks with special
spectra in the sense of 3.1.
(2) the connecting maps have the forms obtained in Corollary 2.1.
More precisely, let ,n, n+1 be the map from Bn to Bn+1 and let , be this map
composed with the quotient map from Bn+1 to a summand. Then for
f1  f2 } } }  fk # Bn and t in an edge L of the spectrum of that summand,
, can be written as
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,( f1 } } } fk)(t)
f1(S1(t))
_ . . . &f1(Sp(t))
=U(t) . . . U*(t),
fk(’1(t)
_ . . . &fk(’q(t))
where U(t) and [Si (t)] pi=1 _ } } } _ [’j (t)]
q
j=1 are continuous on L; and,
furthermore, each of these maps [Si (t)] pi=1 _ } } } _ [’j (t)]
q
j=1 stays in an
edge when t runs through L.
(3) The variations of [Si (t)] pi=1 _ } } } _ [’j (t)]
q
j=1 are so small that
when , is composed with any of [,1, n , ,2, n ,n&1, n], the corresponding eigen-
value maps have variations less than 12n+1.
Proof. The proof is the same as the proof of Theorem 9.2 in [Su1]. In
fact, this is the consequence of the proofs of Theorem 2.1, Theorem 3.3, and
Theorem 4.4.
As a consequenc, one has the following corollary.
Corollary. Let B1  B2  } } } be a sequence of finite direct sums of
basic building blocks, and suppose that the C*-algebra inductive limit is of
real rank zero. If the sequence has the three properties given in Proposition
6.2, it follows that any subsequence has these three properties. Furthermore,
for any n, any finite subset F/Bn and any =>0, there exists m0>n such that
the image of F in Bm is approximately constant to within = for all m>m0 .
Proof. The first conclusion is clear. It follows from Proposition 6.2. To
see the second, let us fix a finite subset F/Bn and =>0. On an edge L of
the spectrum of a summand Bm , the connecting map , can be expressed as
,( f1 } } } fk)(t)
f1(S1(t))
_ . . . &f1(Sp(t))
=U(t) . . . U*(t)
fk(’1(t))
_ . . . &fk(’q(t))
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where the variation of each of [Si (t)] pi=1 _ } } } _ [’j (t)]
q
j=1 is less than
12m+1 and where f1 } } }  fk is in Bn . It becomes clear that the image of
F in this summand of Bm is approximately constant to within = when m is
large. This completes the proof of the corollary.
6.3. Theorem. Let A and B be two simple real rank zero C*-algebras.
Suppose that each of A and B is the inductive limit of a sequence of finite
direct sums of basic building blocks. Suppose that the graded groups K
*
(A)
and K
*
(B) are isomorphic, in a way preserving the graded dimension range.
Then A and B are isomorphic.
Proof. We may assume that A= An and B= Bn have the proper-
ties stated in Proposition 5.2. Let us divide the proof into several steps.
Step 1. The isomorphism K
*
(A)  K
*
(B) can be lifted to an inter-
twinning of subsequences of the sequences [K
*
(Ai )] and [K*(Bi )]. We
claim that we can require that each partial map from a block of K0(Ai ) to
a block of K0(Bj ) is non-zero. To see this, we first show that, after passing
to subsequences, this is possible for  K0(Ai ) and  K0(Bj ). For D/Ai ,
a basic building block, if D  Ai+1 has a trivial partial map, one can use
these building blocks with no image of D to get an ideal of A. Since A is
simple, this is impossible. Hence, we may assume that each partial map
from K0(Ai ) to K0(Ai+1) is non-zero. Similarly, this holds for  K0(Bi ).
Now it is clear that the intertwining can have this property.
Step 2. After passing to suitable subsequences of [Ai ] and [Bi ] (and
changing notation), the above commuting diagram can be lifited to a
commutative diagram of KK elements. This follows from [RS]. The proof
is the same as [El2].
Step 3. By passing to subsequences, if necessary, we may assume that
(Ai , Bi ) and (Bi , Ai+1) satisfy the conditions of Theorem 4.6. To see this,
we need to show that the dimension condition in Theorem 4.6 must be
satisfied. It is enough to show that for each basic building block in Ai , the
dimension of the generic fibres over the order of the torsion group of K1
of that block goes to infinite when i goes to infinite. Suppose that there was
a subsequence of (Ai ), still denoted by (Ai ), such that there was a sum-
mand in each (Ai ) with the stated number equal to an integer N. Since
each partial connecting map is non-zero, each Ai must be of one summand,
namely that summand. This is impossible unless A is a full matrix algebra.
This argument also applies to (Bi ). This proves our claim.
Step 4. Notice that each map between K0-groups is non-trivial. It
follows from Theorem 4.6 that these KK intertwinning induces V-
homomorphisms. We then have a not necessary commuting diagram:
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A1 ww A2 ww A3 ww } } } ww A
B1 ww B2 ww B3 ww } } } ww B
Step 5. By passing to subsequences (and changing notations) it is
possible to perturb each down and up map by a unitary so that the
diagram becomes an approximately intertwining one. This follows from
Theorem 5.4. By the approximately intertwining argument of [El2], we
conclude that A and B are isomorphic. In fact, this isomorphism induces
the give K-group map.
This completes the proof of the theorem.
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