Abstract. We deduce the necessary conditions for the optimality of endpoint constrained optimal control problem. These conditions comprise the adjoint equation, the maximum principle and the transversality condition. We assume that the cost function is merely differentiable. Therefore the technique under Lipschitz continuity hypothesis is not directly applicable. We introduce Fermat's rule and value function technique to obtain the results.
Introduction

We consider the following Mayer type optimal control problem with endpoint constraint minimize ψ(x(S), x(T )) subject toẋ(t) = f (t, x(t), u(t)) a.e. t ∈ [S, T ] u(t) ∈ U (t) a.e. t ∈ [S, T ] (x(S), x(T )) ∈ C, where [S, T ] is a time interval,
is a set-valued map (which is also called multifunction) and
If the cost function ψ and the velocity function f are Lipschitz continuous, then the Theorem 6.2.1 of [6] is directly applicable to our problem. According to this theorem, in the case when λ = 0, the following conditions are necessary for optimality of the arcx and the controlū corresponding tox: there exists an absolutely continuous function p : [S, T ] → R n such that
−ṗ(t) ∈ co∂ x H(t,x(t), p(t),ū(t)) a.e. t ∈ [S, T ] H(t,x(t), p(t),ū(t)) = max u(t)∈U (t) H(t,x(t), p(t), u) a.e. t ∈ [S, T
where
and ∂ and N C (·) denote the limiting subdifferential and the limiting normal respectively. But in our control problem the cost function ψ is not Lipscitz continuous (it is merely differentiable). Therefore the theorem of [6] is not directly applicable to our problem, i.e., the limiting subdifferential
is not reduced to the classical derivative
∇ψ(x(S),x(T )).
This reduction is possible in case that ψ is continuously differentiable. See [5, p.304 ].
Preliminaries
We call an absolutely continuous function an arc and say that an arc satisfying the following control system
e. is called a control. We introduce the reachable set in the above system without endpoint constraint
Throughout the whole paper we suppose that
is nonempty and compact X) for all (t, x), f (t, x, U (t)) is convex.
Let K be a subset of a Banach space X. The positive polar cone of K is defined by
where X is the dual space of X. The negative polar cone of K is defined by
The contingent cone (Bouligand tangent cone)
In other words, T K (x) comprises vectors ξ corresponding to which there exist some sequence v i in K and some sequence t i 0 such that t
In the following, we fix a trajectory-control pair (x,ū). Let us introduce the following sets.
The next propositions will be used to prove the main theorem.
Proposition 2.1.Ã is dense in A for the topology of uniform convergence.
Proof. See [3] .
Proposition 2.2. Let γ is a linear continuous function defined by
γ : C([S, T ]; R n ) → R n × R n w → (w(S), w(T )).
Then we have γ(Ã) ⊂ T R(S,T ) (x(S),x(T )).
Proof. See [3] . Now consider the following linear continuous operator:
where D denotes the differential operator.
where A is defined above and
Proof. See [2] .
Necessary conditions for optimality
In this section, we first assume that the process (x,ū) is optimal for the problem without endpoint constraint. Note thatÃ = ∅ because 0 ∈Ã. The next lemma which is called Fermat's rule is the main idea to obtain the necessary conditions for optimality.
Lemma 3.1. Ifx is optimal for the problem without endpoint constraint, then
∇ψ(x(S),x(T )) ∈ T R(S,T ) (x(S),x(T )) + .
Proof. Let (u, v) ∈ T R(S,T ) (x(S),x(T )). Then there exist sequences h
Sincex is optimal, we have
Since (u, v) is arbitrary, we have
Now we can deduce the necessary conditions for optimality in the problem without endpoint constraint. 
iii) (Transversality conditions)
(p(S), −p(T )) ∈ ∇ψ(x(S),x(T )).
Proof. By Lemma 3.1 and Proposition 2.2,
∇ψ(x(S),x(T )) ∈ T R(S,T ) (x(S),x(T ))
This implies that
Using the fact thatÃ
Note that C([S, T ]; R
Therefore we have
Proposition 2.3 implies that there exists (r, q) ∈ L + such that
The equations (4) and (5) imply that for all
T S r(t)w(t)dt + T S q(t)ẇ(t)dt = ∇ψ(x(S),x(T )), (w(S), w(T )) .
On the other hand, by integrating by parts, we have
Then (6) We define 
Thenṗ (t) = −r(t) and q(t) = −p(t).
On the other hand, for all
w ∈ W 1,2 ([S, T ]; R n ) such that w(S) = 0, we have by (6), T S r(t)dt, w(T ) + T Sẇ (t) q(t) − t S r(s)ds dt − ∇ 2 ψ(x(S),x(T )), w(T ) = T S r(t)dt + c 0 − ∇ 2 ψ(x(S),x(T )), w(T ) = 0. Therefore we have (8) T S r(t)dt = ∇ 2 ψ(x(S),x(T )) − c 0 .
This implies that ∇ 2 ψ(x(S),x(T )) = −p(T )
, where ∇ 2 denote the derivative with respect to second variable. Similarly, for all w ∈ W 1,2 ([S, T ]; R n ) such that w(T ) = 0, we have by (6)
where ∇ 1 denote the derivative with respect to first variable.
From the measurable selection theorem and the fact that f (s,x(s),
On the other hand,
therefore we obtain the maximum principle:
i.e.,
we have
Next we return to our problem with endpoint constraint. 
Proof. Note that there exists δ > 0 such that the process (x,ū) is optimal with respect to all feasible processes (x, u) satisfying x −x L ∞ < δ. We consider the following perturbated problem P (a) for some a ∈ R n × R n :
Denote the infimal cost of P (a) by V (a) which is called the value function. The process (x,ū) is a minimizer for P (0), in other words,
By [4, p.121] , the value function V is lower semi-continuous at 0 ∈ R n × R n . Since V is lower semi-continuous and V (0) < ∞, V has a proximal subdifferential ζ at 0. This means that there exist α > 0 and M > 0 such that for all e satisfying e < α,
We have from (11), (12), and (10)
for all c ∈ C and all (x, u) satisfyinġ
x(t) = f (t, x(t), u(t)) a.e. t ∈ [S, T ] u(t) ∈ U (t) a.e. t ∈ [S, T ]
x −x < min{δ, α}.
Set (x, u) = (x,ū) in (3) . Then for all c ∈ {c ∈ C| c − (x(S),x(T )) This is an endpoint constraint-free problem. We can so apply the above Proposition 3.2 to obtain the conclusions.
