Soon after establishing the famous properties of the 1/r 2 law of force, Newton described a spiraling orbit of a particle under a central force in 1/r 3 . He also noticed that the addition of a force in 1/r 3 to another force results in a kind of precession of the orbit ([14], book 1, proposition 44). In 1842, Jacobi [8] gave general results about the force fields which are homogeneous of degree −3 and derived from a potential. More recently, Montgomery [12] gave an impressive description of the dynamics of the planar 3-body problem with a force in 1/r 3 . Such homogeneity of the force also appears in Appell's projective dynamics, where the force is considered together with a constraint (see [1] ).
Proposition 1.
Let Ω ⊂ V be an open semi-cone in a finite dimensional real vector space V , and f : Ω → V be a vector field which is positively homogeneous of degree −3. The dynamics of the ordinary differential equation q = f (q) is reduced by one degree of freedom (i.e. by two dimensions) by constraining it to any hypersurface transverse to the rays, the constraint being imposed by means of a central reaction.
rays. The term reaction refers to the familiar mechanical system formed by a particle moving on a surface. In this familiar situation the reaction is normal to the surface. But in our proposition the reaction is central, i.e. "radial", i.e. carried by the ray. The existence and uniqueness theorems for the solution of such kind of constrained system are easy. Their proofs do not depend on the particular choice concerning the direction of the reaction, provided that this direction is fixed in advance and transverse to the hypersurface.
Proof. We write the equation of the hypersurface h(q) = 1, where h : Ω → ]0, +∞[ is a positively homogeneous function of degree 1. We denote by q 1 = q/h(q) the central projection of q on the hypersurface. We will show that q 1 follows some trajectory of the system defined by the constraint and by the force field f .
We start with the given equationq = f (q). We computeq 1 = h −2 (hq − hq). Instead of differentiating again with respect to the time t, we introduce a change of time depending only on the position q. The corresponding differentiation on any quantity r is denoted by r and the change of time is defined by the formula r = h 2ṙ . We get q 1 = hq −ḣq,q 1 = hq −ḧq and
according to the degree of homogeneity of the force field f . The final equation is q 1 = f (q 1 ) + λq 1 , where
. The value of λ should be rather thought of as determined by the constraint: q 1 remains on the hypersurface, which determines uniquely the value of the multiplier λ.
This reduction process is not standard. The reduction by two dimensions does not involve a constant of motion. We can describe it as the effect of two vector fields Y and Z related with the vector field X defined by our ordinary differential equation. The three vector fields are characterised by
show that the subspaces generated at each (q, p) by X, Y and Z form an integrable distribution in the sense of the Frobenius [-Stefan-Sussmann] theorem. Note also that these brackets define a Lie algebra sl 2 . The 3-dimensional integral manifolds intersect our constraint along curves, which are the trajectories of the constrained system.
A force field f with degree of homogeneity α defines an X which satisfies the commutation relation [X, Y β ] = (1−β)X, where Y β is defined by ∂ Y β q = q, ∂ Y β p = βp, and where 2β = α + 1. If α = −3, nothing replaces the vector field Z, and we can only reduce by one dimension. Proposition 1 is the fastest way to introduce projective dynamics. If we start with a dynamics defined by a force field on an affine space of dimension n, we can embed this space as an affine hyperplane in a vector space V of dimension n + 1, and extend the force to V by homogeneity of degree −3. Then we constrain this homogeneous force field to another hypersurface (another "screen"), thus producing another system which is very simply related with the initial one. Many dynamical properties are thus preserved by central projection. We already know that many geometrical properties are preserved by central projection, and this remark is the foundation of projective geometry. Thus, we should similarly consider that there is a projective dynamics, which extends projective geometry to the motions generated by force fields.
Applying this construction to the two fixed centres problem allows deducing the well-known integrability of this problem from purely geometric considerations. By choosing a convenient quadric as the other screen the question reduces to considerations on the intersections of a plane with two cylinders (see [1] ).
Facts related to Proposition 1 are known in the case where f is derived from a potential (see [3] , pp. 161, 169, 172 and [6] ). The following observation may be new.
Proposition 2.
If the vector space V is endowed with an inner product, if the force field f of Proposition 1 is the gradient of a function U : Ω → R with respect to this inner product, and if we constrain f , by means of a central reaction, to the intersection S of Ω with the unit sphere, then the multiplier λ associated to the constraint is the energy multiplied by −2.
Here the central reaction is normal. We have a natural constrained system on S. The potential is the restriction of U to S. If we start with such a natural system on S, we form the unique extension of the potential in a function U on Ω which is positively homogeneous of degree −2. Note that f = ∇U will not be tangent to the sphere, which does not affect the dynamics but does affect the value of the multiplier λ.
Proof. To determine λ in the equationq = ∇U + λq we differentiate twice the constraint q, q = 1. We get 0 = q,q and 0 = q, ∇U + λq + q,q = −2U + λ + q,q . Proposition 2 plays an interesting role in the relation discovered by Knörrer between the Neumann potential on the sphere and the geodesics on an ellipsoid (see [9] , [7] ). We will exhibit an intermediate problem which clarifies this relation as well as the integrability of the Neumann potential. Consider a symmetric positive definite G : V → V * and the vector field on Ω = V \{0}
In words, the linear map M is symmetric with respect to the inner product G. We may make explicit this symmetry in two ways: through a symmetric
For simplicity of exposition we assume that A is positive definite (and then so is B = GA −1 G). The formula M = G −1 A suggests to endow V with the inner product G and to observe that f is, up to a central force, the gradient of the function Gq, q −2 Aq, q /2. By constraining the dynamics to the sphere Gq, q = 1, we get the Neumann potential.
The formula M = B −1 G suggests to endow V with the inner product B and to observe that f is the gradient of the function − Gq, q −1 /2. Constraining the dynamics to Bq, q = 1, we get our intermediate problem, whose integrability was established by Braden (see [5] , [17] ). This is a natural system on the sphere, defined by a potential which is the inverse of a quadratic form (while the Neumann potential is a quadratic form).
We can deduce the integrability of both the Neumann potential and our intermediate problem from their correspondence through central projection and change of time. They are quasi-bi-Hamiltonian systems, as already claimed about the Neumann potential in [4] , [15] , [2] . This last reference also connects this remark to the works [10] , [11] , [16] .
Let us consider the Jacobi problem on the ellipsoid. The motion of a particle Q on the ellipsoid AQ, Q = 1 embedded in the Euclidean vector space (V, G), under the potential ν GQ, Q /2, is defined by the equation
Here µ is a multiplier. The case ν = 0 defines the geodesic motion on the ellipsoid. The addition of this potential was already considered by Jacobi, and again by Moser [13] in connection with Knörrer's work. Differentiating the constraint three times, we find Joachimsthal's constant of motion in the form η = µ AQ, M Q 2 . The motion of q = M Q is constrained by Bq, q = 1 and satisfies the equationq = η Gq, q 2 M q + νq.
This constraint and this equation also define our intermediate problem. But η and ν have a different interpretation in both problems. In the Jacobi problem, ν is a parameter and η is a multiplier which appears to be a constant of motion. In our intermediate problem η = 1 and ν is a multiplier which, according to Proposition 2, is a constant of motion. Any orbit of a problem is an orbit of the other problem for some choice of a parameter. This is similar to what was explained by Knörrer and Moser, except that they needed a change of the time parameter and we did not. The motion on a sphere under the inverse of a quadratic potential is thus closer to the Jacobi problem than the motion on the sphere under a quadratic potential.
The introduction of our intermediate problem allows decomposing the Gauss map Q → M Q/ M Q introduced by Knörrer, into two steps: Q → q → q/ q . Knörrer's change of time appears in the second step as associated to the central projection from our intermediate problem to the Neumann problem. It satisfies the rule, discovered by Appell, which associates a change of time to a central projection.
