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ABSTRACT 
MODELING AND OPTIMIZATION OF MULTI-SCALE MACHINING 
OPERATIONS 
 
Fevzi Yılmaz 
M.S. in Industrial Engineering 
Supervisor: Asst. Prof. Yiğit Karpat 
July, 2012  
 
Minimization of production time, cost and energy while improving the part quality is the 
main goal in manufacturing. In order to be competitive in today’s global markets, it is 
crucial to develop high precision machine tools and maintain high productive operation 
of the machine tools through intelligent and effective selection of machining parameters. 
A recent shift in manufacturing industry is towards the production of high value added 
micro parts which are mainly used in biomedical and electronics industries. However, 
the knowledge base for micro machining operations is quite limited compared to macro 
scale machining processes. 
 
Metal cutting, which allows production of parts with complex shapes made from 
engineering materials, constitutes a large portion in all manufacturing activities and 
expected to remain so in upcoming years. In this thesis, modeling and optimization of 
macro scale turning and micro scale milling operations have been considered. A well 
known multi pass turning problem from the literature is used as a benchmark tool to test 
the performances of Particle Swarm Optimization (PSO) technique and nonlinear 
optimization algorithms. It is shown that acceptable results can be obtained through PSO 
in short time.  
iv 
 
Micro scale milling operation is thoroughly investigated through experimental 
techniques where the influences of machining parameters on the process outputs      
(machining forces, surface quality, and tool life) have been investigated and factors 
affecting the process outputs are identified. A minimum unit cost optimization problem 
is formulated based on the pocketing operation and machining strategies are proposed 
for different machining scenarios using PSO technique.       
 
 
 
 
 
 
 
 
 
 
 
 
 
 
Keywords: Turning, Micro milling, Process optimization, Design of experiments, 
Particle swarm optimization.   
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ÖZET 
ÇOK ÖLÇEKLİ TALAŞLI İMALAT İŞLEMLERİNİN MODELLENMESİ VE 
ENİYİLEMESİ 
 
Fevzi Yılmaz 
Endüstri Mühendisliği, Yüksek Lisans  
Tez Yöneticisi: Yrd. Doç. Dr. Yiğit Karpat 
Temmuz, 2012  
 
İmalat endüstrisinde, özellikle biyomedikal ve elektronik endüstrilerinde kullanılmak 
üzere yüksek katma değerli mikro parçaların üretimine olan eğilim artmaktadır. Mikro 
parçaların üretilmesinde yüksek hassasiyetli kesici takımların geliştirilmesi ve işleme 
parametrelerinin doğru seçilmesi işlemeden yüksek verim elde edilebilmesi açısından 
önem teşkil etmektedir. Fakat mikro ölçekli imalat işlemleri için mevcut olan bilgi 
altyapısı makro ölçekli imalat işlemlerine göre oldukça kısıtlı olup geliştirilmeye 
gereksinim duyulmaktadır. Bu çalışmada mikro frezeleme işlemleri ile üç boyutlu 
geometriye sahip mikro parçaların üretimi amaçlanmıştır.      
 
Bu yüksek lisans tezinde makro ölçekli tornalama ve mikro ölçekli frezeleme işlemleri 
modellenmiş ve eniyilemesi yapılmıştır. Parçacık sürü eniyilemesi yönteminin 
performansının doğrusal olmayan eniyileme algoritmaları ile kıyaslanması amacıyla 
literatürde yer alan çok geçişli tornalama işlemlerinin eniyilemesi problemi 
kullanılmıştır. Bu çalışma sonucunda parçacık sürüsü eniyilemesi yöntemi ile kısa 
sürede kabul edilebilir sonuçlar elde edilebildiği sonucuna ulaşılmıştır. Daha sonra 
mikro ölçekli frezeleme işlemlerinde kesme parametrelerinin işleme çıktılarına (kesme 
kuvvetleri, yüzey kalitesi ve takım ömrü) etkisinin araştırılması amacıyla deneysel 
vi 
 
çalışmalar yapılmıştır. Deneysel çalışmalardan elde edilen sonuçlar dikkate alınarak cep 
açma işlemi için bir minimum birim maliyet eniyileme problemi matematiksel olarak 
modellenmiş, parçacık sürü eniyilemesi yöntemi kullanılarak farklı işleme senaryoları 
için stratejiler değerlendirilmiştir. İşlem eniyilemesi sonucunda işleme zamanında ve 
birim maliyetlerde önemli ölçüde kazanımlar elde edilebileceği gösterilmiştir.                   
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
Anahtar Sözcükler: Tornalama, Mikro frezeleme, İşleme eniyilemesi, Deneysel 
tasarım, Parçacık sürü eniyilemesi.   
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Chapter 1   
 
Introduction 
 
Manufacturing is defined as transformation of raw materials into finished goods through 
application of physical and chemical processes. Raw materials follow a sequence of 
manufacturing operations and as a result finished goods are obtained. The critical issue 
is to add value in each manufacturing step so that the finished product becomes more 
valuable than the starting raw material (Groover, 2012). Manufacturing requires 
machinery, power, labor, know-how and effective use of these is paramount for high 
value added manufacturing. Minimization of production time, cost and energy while 
improving the part quality is the main goal in manufacturing.  
 
Globalization, which is defined as the integration and interdependency of world markets 
in producing consumer goods and services, has immensely impacted manufacturing 
industry worldwide. As a result of globalization, the rules of competition between 
developed and emerging nations have changed and consequently the gravity of 
 2 
manufacturing industry has been shifted towards Asia. In a recent report, Moavenzadeh 
et al. (2012) laid out some predictions about the future of global manufacturing based on 
current economic developments in US and European countries. These can be 
summarized as: 
 
 It is necessary to invest in infrastructure for high value added manufacturing 
 Foreign direct investment is important for the growth of emerging countries and 
the competition will intensify in near future 
 Demand for materials with superior properties (light and durable, rare eath 
materials, etc.) will grow which will possibly result in breakthroughs in 
materials sciences 
 Affordable clean energy resources will differentiate the competition among 
developed countries 
 Level of human talent will determine the prosperity of countries and companies 
 
Figure 1.1 shows the percentage of manufacturing in gross domestic products (GDP) for 
various countries. It can be seen from the figure that the percentage of manufacturing 
has been decreasing for a long period of time whereas the percentage of service 
industries in the GDP has been rising. This is mainly due to the decrease in relative 
prices of goods, in conjunction with the simultaneous growth of the demand for services. 
(Moavenzadeh et al., 2012) 
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Figure 1.1 Manufacturing as percent of GDP between 1980 – 2008 (Hunter, 2010) 
 
Figure 1.2 shows the historical data of return on assets (ROA) variation for different 
industries between 1965 and 2010 in USA. Based on the data, only the Aerospace and 
Defense (A&D) and Consumer Products sectors are on the rise, while the ROA of other 
manufacturing sectors have been declining since 1965. The most drastic decrease has 
been observed in labor intensive Automotive Industry which will cease adding value in 
near future based on the data given in Figure 1.2. It seems like the only way for 
developed countries to maintain their economic welfare is through innovation which 
explains their special interest in micro and nano technologies. It is believed that these 
new technologies will have profound effects on the development of future innovative 
consumer products.  
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Figure 1.2 Shift in manufacturing sectors ROA values in US (Moavenzadeh et al., 2012) 
 
As the manufacturing industry shifts to emerging countries, so does the technological 
know-how. With the help of existing digital infrastructure (internet, online data storage, 
etc.), engineers can easily collaborate using computer aided design, engineering, and 
manufacturing (CAD, CAE, CAM) software even they reside in different countries. This 
allows faster development products based on customer requirements and reduce the time 
it takes to introduce the product to the market. Design and manufacturing can be 
streamlined, if the gaps between CAx tools and computer numerical controlled (CNC) 
manufacturing processes can be filled within the framework of computer aided process 
planning (CAPP) systems. As a result, the general objectives of manufacturing can be 
satisfied.  
 
Figure 1.3 summarizes such efforts in aerospace manufacturing, where the goal is to 
produce the first-part-correct with minimum trial and error. Computer aided engineering 
tools, high level automation, physics based process knowledge are integrated from 
manufacturing planning to quality control of finished parts within a systematic approach. 
This can only be made possible through a detail oriented investigation of manufacturing 
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processes. Similar examples can also be given for other industries such as the production 
of biomedical and electronics devices. 
    
 
 Figure 1.3 Enabling technologies for high performance manufacturing (Kappmeyer et al., 2012)  
 
A major class in manufacturing processes is the material removal processes. The most 
important processes in this category are turning, drilling, and milling processes as shown 
in Figure 1.4. 
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Figure 1.4 Material removal processes (Groover, 2012) 
 
These processes use a cutting tool which is harder than the material being shaped in the 
process. The cutting tools shave off the material from the surface until the desired shape 
is obtained. A good surface quality can be obtained as a result of machining process. The 
cutting tool itself also wears out during the process based on the material properties of 
the tool and the part.  
 
Machining process parameters must be set well in order to obtain an acceptable part 
quality considering the economics of the process. The cost of manufacturing, the speed 
of manufacturing and the produced part quality are conflicting objectives hence pose 
interesting optimization problems. In machining optimization problems, cutting speed, 
feed, depth of cut etc. are considered as process variables and the goal is to set these 
process variables to obtain minimum unit cost or maximum productivity (minimum 
processing time). Figure 1.5 shows the general machining optimization problems for 
minimum unit cost and maximum productivity cases. As cutting speed increases, 
machining time decreases which also decrease machining costs. However, tool life 
decreases as a result of faster processing which increases tooling cost which also means 
that machine will be idle due to tool change which will further increase total costs. 
Achieving optimum cutting conditions is important to minimize machining costs in 
aerospace industry or minimizing machining time in mold making industry.  
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Figure 1.5 Machining optimization for minimum cost and maximum productivity (Groover, 
2012) 
 
Unfortunately these problems cannot be solved without any experimental data since 
reliable calculation of process outputs such as tool life and surface quality is not 
possible. These can only be calculated through experimental methods. Experimentation 
reveals influential factors that trigger variations in a process/system, to detect most 
influential factors on the output of a process/system or to find out the most suitable set 
of factors that minimizes the effect of uncontrollable factors such as noise and develop a 
robust process/system. Design of experiments (DOE) technique has an important role on 
generating model of the process/system correctly. In order to generate an accurate model 
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of the physical process, experiment parameters need to be well-chosen since the 
resulting model depends on the observed data. In manufacturing processes, DOE is 
widely used to improve the quality of a product, shorten the processing time and 
increase the life of cutting tool. Table 1.1 shows the outline of the DOE procedure. 
 
Table 1.1 Guideline for design of experiments (Montgomery, 2004) 
1. Statement of the problem 
2. Selection of the response variable 
3. Choice of factors, levels, and ranges 
4. Choice of experimental design 
5. Performing the experiment 
6. Statistical analysis of the data 
7. Conclusions and recommendations 
 
It is possible to use regression techniques to represent the data obtained experimentally. 
Mathematical modeling techniques can be used to obtain the relationship between the 
objectives as a function of process parameters and various optimization techniques can 
be used to obtain optimum set of machining parameters. The objective functions in 
machining problems are usually nonlinear and constrained. As a result, evolutionary 
optimization algorithms are commonly employed to solve these optimization problems. 
The approach explained above is used in this thesis, to study macro and micro scale 
machining optimization problems.  
 
1.1 Motivation 
 
A recent trend in manufacturing industry is towards miniaturization, which has become 
more important in various industries such as biomedical, consumer products, electronics 
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in order to improve the quality of human life by producing more functional products 
which consume less energy. Micro power generators, fuel cells, lab-on-chip systems, 
stents, medical screening devices, micro robots and components of cell phones, 
miniature mold and dies for the mass production of plastic micro parts are some 
applications. It must be noted that, these are all high value added products and they can 
be produced in small factories with low energy requirements.  
 
In order to produce miniature products, highly accurate micro components are required. 
Hence, different types of micromachining processes have been developed and used to 
produce micro components. Removal by mechanical force (micro milling, turning, 
drilling), removal by melting, vaporization, and ablation (micro electrical discharge 
machining, laser machining etc.) are some examples of these processes. Fabrication of 
micro components necessitates reliable, repeatable, cost effective and fast processes. 
Although lithography, laser, ion beam and micro EDM methods are available to 
manufacture good quality micro parts, they are not very preferable because of high costs, 
material and geometric limitations and time inefficiency. On the other hand, mechanical 
micromachining is a class of viable micro-manufacturing techniques for producing three 
dimensional (3D) features on various engineering materials such as metals, composite 
materials, ceramics and polymers. (Masuzawa, 2000) 
 
Mechanical micromachining has advantages in manufacturing micro components. One 
of the advantages is that set up and tool costs are not expensive with regard to other 
techniques. Besides, it is possible to fabricate a broad range of materials with complex 
3D geometries such as micro molds. Among mechanical micro manufacturing 
techniques, micro milling is considered as the most the flexible method. Unlike 
conventional milling process, the knowledge base for micro milling process is limited.  
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The general objective of this study is to contribute to the development of knowledge 
base for micro milling process. A particular application area is selected as the 
manufacturing of micro molds. Machining of micro molds can be divided into roughing 
and finishing processes where the roughing process can be considered as a series of 
pocketing operations. In this thesis, pocketing operation is investigated in detail and 
optimization of micro milling process is performed based on the pocketing model 
developed in this thesis. An evolutionary optimization technique called particle swarm 
optimization is used to obtain economical machining conditions. The performance of the 
PSO is also compared with conventional optimization algorithms.     
 
1.2 Organization of the Thesis  
 
The organization of the thesis is detailed below: 
 
In Chapter 2, modeling and optimization of macro scale turning problem is considered. 
This section is considered as a benchmark study to test the effectiveness of particle 
swarm optimization (PSO) method against the results given in the literature. In Chapter 
3, experimental study conducted on micro milling is explained. Factors affecting micro 
milling forces, burr formation and surface roughness are explained and tool life 
expressions for micro milling is obtained. In Chapter 4, mathematical modeling of 
square pocket milling operation is developed and optimization of the pocketing 
operation is performed. In Chapter 5, conclusions are drawn and future research 
directions are given.      
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Chapter 2  
 
Modeling and Optimization of Macro-
Scale Turning Operation  
 
Material removal processes are one of the most frequently used methods in 
manufacturing. Turning, milling and drilling are the most important operations among 
the material removal processes. This chapter focuses on the process parameter 
optimization for multi-pass macro-scale turning operation. Firstly, literature on multi-
pass macro-scale turning operations is summarized. Secondly, the mathematical 
formulation of the multi-pass turning operation problem from the literature is explained. 
Thirdly, Particle Swarm Optimization algorithm is explained. And finally, a numerical 
example is given in order to test and compare the performance of PSO and nonlinear 
optimization algorithms with the results reported in the literature. 
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2.1 Literature Review on Multi Pass Turning Operation Problem 
 
The main objective of machining operations is fabricating high quality products with 
low costs in the shortest time. In order to achieve this objective, the selection of the 
machining parameters, such as cutting speed, depth of cut and feed rate, has become an 
important issue. Thus, many researchers studied the optimization of process parameter in 
turning operations.    
 
Gilbert (1950) studied optimization of machining process for single-pass turning 
operation. Maximum production rate and minimum cost are considered as objective 
functions and gained different results from each objectives. Ermer (1971) added various 
operating constraints to the optimization model of single-pass turning operation and used 
geometric programming.  
 
Shin and Joo (1992) presented an optimization model for multi-pass turning operations. 
In their study, cutting operations are divided into two parts as rough cutting and 
finishing cutting, and two sub-problems are solved separately using dynamic 
programming. Unit production cost is considered as objective function and consists of 
four main parts which are machining cost, machine idling cost, tool cost and tool 
replacement cost. Cutting speed, feed rate and axial depth of cut are determined as 
decision variables. Optimal solutions are obtained for both roughing and finishing 
operations in this study. Chen and Tsai (1996) modified the multi-pass turning 
optimization model of Shin and Joo (1992) by adding relation constraints for rough 
cutting and finishing cutting. Thus, the problem is solved considering both rough and 
finishing cutting simultaneously instead of solving two sub-problems. The objective of 
the model is minimizing unit production cost by using rough and finishing cutting speed, 
rough and finishing feed rate, finishing axial depth of cut and number of rough cutting as 
decision variables. Simulated Annealing (SA) Algorithm and Hooke-Jeeves Pattern 
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Search (SA/HJPS) based optimization algorithm is used to solve the nonlinear 
optimization problem. It is observed that the algorithm finds near optimal solution set 
within a reasonable computation time.  
 
Chen (2004) applied scatter search (SS) algorithm to solve the multi-pass turning 
optimization problem stated by Chen and Tsai (1996). In this study, constrained 
nonlinear problem is converted into an unconstrained nonlinear problem by adding a 
penalty function to the objective function instead of defining constraints. An extremely 
large positive constant is given to the penalty function. Thus, objective function will be 
extremely large, if one of constraints is violated. The results indicated that scatter search 
algorithm found better solutions than FEGA and Hooke-Jeeves Pattern Search.  
 
Onwubolu and Kumalo (2001) proposed a new optimization technique based on genetic 
algorithm (GA) to solve the same model proposed by Chen and Tsai (1996). While the 
objective function is same with the model constructed by Chen and Tsai (1996), the 
decision variables are set different from the previous work. Although Onwubolu and 
Kumalo (2001) obtained better results with respect to Chen and Tsai (1996), their result 
is invalid since they overlooked total depth of cut equality constraint which stated in the 
mathematical model of Chen and Tsai (1996). Chen and Chen (2003) realized the 
mistakes that Onwubolu and Kumalo (2001) made and published the correct results of 
their work.  
 
Vijayakumar et al. (2003) applied ant colony algorithm (ACO) to solve the multi-pass 
turning optimization problem presented by Chen and Tsai (1996) and claimed that the 
proposed ACO algorithm provides better results than previously reported results. 
Machining parameters, number of passes and depth of cut are determined as decision 
variables and problem is solved as maximization of negative sign unit production cost. 
Wang (2007) stated that the solution achieved by Vijayakumar et al. (2003) is also not 
 14 
valid. In order to check the validity of optimal solution, unit production cost is computed 
using the given values of parameters. Since optimal depth of cut information is not given 
in the study, Wang (2007) tried different number of pass values and revealed that 
minimum possible objective function value is larger than the result found in 
Vijayakumar et al (2003).  
 
Yıldız (2009) proposed a hybrid method which combines immune algorithm and hill 
climbing local search algorithm (HIHC) to solve the nonlinear multi-pass turning 
optimization problem. The hybrid algorithm combines high exploration speed of 
immune algorithm with powerful ability of hill climbing local search algorithm to 
prevent being trapped in local minimum. The same objective function and constraint set 
of Chen and Tsai (1996) is used in the study. It is revealed that HIHC outperforms 
FEGA, SA/HJPS and SS. However, the values of parameters found in the achieved 
solution are not provided. Costa et al. (2011) presented a hybrid particle swarm 
optimization (HPSO) algorithm to minimize unit production cost in multi-pass turning 
optimization problem. The hybrid algorithm consists of simulated annealing algorithm to 
enhance the search mechanism and particle swarm optimization algorithm to move away 
from local optima. In this study, a similar method to Chen (2004) is used. A penalty 
function is defined and added to the objective function in order to construct 
unconstrained nonlinear model instead of solving constrained nonlinear model. Besides, 
a repair procedure is used to avoid violation in equality constraints. Algorithm is 
performed for different total depth of cuts. Besides, various comparison modules are 
done to benchmark with previous works. According to the obtained results, HPSO 
provides better solutions than the previous works.     
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2.2 Mathematical Modeling 
 
The process parameter optimization is done for multiple rough cuts and a single finish 
cut. The mathematical formulation of multi-pass turning operation model stated in Chen 
and Tsai (1996) is adopted for the process optimization problem which aims to minimize 
unit production cost. Unit production cost consists of four basic cost elements. These 
cost elements are actual machining time cost, machine idling cost due to the 
loading/unloading operations and idle tool motions, tool replacement cost and tool cost. 
While searching near optimal machining conditions, technological and physical 
restrictions are considered. These restrictions are cutting parameter and tool life upper / 
lower limits, maximum cutting force, machine power and chip-tool interface 
temperature. Relationship between rough and finish cut, stable cutting region restriction 
and maximum allowable surface roughness are also considered. In this model, the effect 
of reduction in workpiece diameter is not taken into consideration. In order to consider 
the diameter reduction effect, a modified model is also introduced.  
 
The notation used in the mathematical model of multi-pass conventional turning is as 
follows:  
  
𝑉𝑟 ∶  𝑐𝑢𝑡𝑡𝑖𝑛𝑔 𝑠𝑝𝑒𝑒𝑑 𝑖𝑛 𝑟𝑜𝑢𝑔𝑕 𝑚𝑎𝑐𝑕𝑖𝑛𝑖𝑛𝑔 (𝑚 𝑚𝑖𝑛 ) 
𝑉𝑠 ∶  𝑐𝑢𝑡𝑡𝑖𝑛𝑔 𝑠𝑝𝑒𝑒𝑑 𝑖𝑛 𝑓𝑖𝑛𝑖𝑠𝑕 𝑚𝑎𝑐𝑕𝑖𝑛𝑖𝑛𝑔 (𝑚 𝑚𝑖𝑛 ) 
𝑓𝑟 ∶  𝑓𝑒𝑒𝑑 𝑟𝑎𝑡𝑒 𝑖𝑛 𝑟𝑜𝑢𝑔𝑕 𝑚𝑎𝑐𝑕𝑖𝑛𝑖𝑛𝑔 (𝑚𝑚 𝑟𝑒𝑣 ) 
𝑓𝑠 ∶  𝑓𝑒𝑒𝑑 𝑟𝑎𝑡𝑒 𝑖𝑛 𝑓𝑖𝑛𝑖𝑠𝑕 𝑚𝑎𝑐𝑕𝑖𝑛𝑖𝑛𝑔 (𝑚𝑚 𝑟𝑒𝑣 ) 
𝑑𝑠 ∶  𝑑𝑒𝑝𝑡𝑕 𝑜𝑓 𝑐𝑢𝑡 𝑓𝑜𝑟 𝑒𝑎𝑐𝑕 𝑝𝑎𝑠𝑠 𝑜𝑓 𝑓𝑖𝑛𝑖𝑠𝑕 𝑚𝑎𝑐𝑕𝑖𝑛𝑖𝑛𝑔 (𝑚𝑚) 
𝑛  ∶   𝑛𝑢𝑚𝑏𝑒𝑟 𝑜𝑓 𝑟𝑜𝑢𝑔𝑕 𝑝𝑎𝑠𝑠𝑒𝑠 
𝑈𝐶 ∶  𝑢𝑛𝑖𝑡 𝑝𝑟𝑜𝑑𝑢𝑐𝑡𝑖𝑜𝑛 𝑐𝑜𝑠𝑡 𝑒𝑥𝑐𝑒𝑝𝑡 𝑚𝑎𝑡𝑒𝑟𝑖𝑎𝑙 𝑐𝑜𝑠𝑡 ($ 𝑝𝑖𝑒𝑐𝑒)   
𝐶0 ∶ 𝑐𝑜𝑛𝑠𝑡𝑎𝑛𝑡 𝑝𝑒𝑟𝑡𝑎𝑖𝑛𝑖𝑛𝑔 𝑡𝑜 𝑡𝑜𝑜𝑙 𝑙𝑖𝑓𝑒 𝑒𝑞𝑢𝑎𝑡𝑖𝑜𝑛  
𝐶𝐼 ∶  𝑚𝑎𝑐𝑕𝑖𝑛𝑒 𝑖𝑑𝑙𝑒 𝑐𝑜𝑠𝑡 ($ 𝑝𝑖𝑒𝑐𝑒)   
𝐶𝑀 ∶  𝑐𝑢𝑡𝑡𝑖𝑛𝑔 𝑐𝑜𝑠𝑡 𝑏𝑦 𝑎𝑐𝑡𝑢𝑎𝑙 𝑡𝑖𝑚𝑒 𝑖𝑛 𝑐𝑢𝑡 ($ 𝑝𝑖𝑒𝑐𝑒)  
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𝐶𝑅 ∶  𝑡𝑜𝑜𝑙 𝑟𝑒𝑝𝑙𝑎𝑐𝑒𝑚𝑒𝑛𝑡 𝑐𝑜𝑠𝑡 ($ 𝑝𝑖𝑒𝑐𝑒)  
𝐶𝑇 ∶  𝑡𝑜𝑜𝑙 𝑐𝑜𝑠𝑡 ($ 𝑝𝑖𝑒𝑐𝑒)  
𝑑𝑟 ∶  𝑑𝑒𝑝𝑡𝑕 𝑜𝑓 𝑐𝑢𝑡 𝑓𝑜𝑟 𝑒𝑎𝑐𝑕 𝑝𝑎𝑠𝑠 𝑜𝑓 𝑟𝑜𝑢𝑔𝑕 𝑚𝑎𝑐𝑕𝑖𝑛𝑖𝑛𝑔 (𝑚𝑚) 
𝑑𝑡 ∶  𝑡𝑜𝑡𝑎𝑙 𝑑𝑒𝑝𝑡𝑕 𝑜𝑓 𝑚𝑒𝑡𝑎𝑙 𝑡𝑜 𝑏𝑒 𝑐𝑢𝑡 (𝑚𝑚) 
𝑑𝑟𝐿 , 𝑑𝑟𝑈 ∶  𝑙𝑜𝑤𝑒𝑟 𝑎𝑛𝑑 𝑢𝑝𝑝𝑒𝑟 𝑏𝑜𝑢𝑛𝑑𝑠 𝑜𝑓 𝑑𝑒𝑝𝑡𝑕 𝑜𝑓 𝑟𝑜𝑢𝑔𝑕 𝑐𝑢𝑡 (𝑚𝑚) 
𝑑𝑠𝐿 , 𝑑𝑠𝑈 ∶  𝑙𝑜𝑤𝑒𝑟 𝑎𝑛𝑑 𝑢𝑝𝑝𝑒𝑟 𝑏𝑜𝑢𝑛𝑑𝑠 𝑜𝑓 𝑑𝑒𝑝𝑡𝑕 𝑜𝑓 𝑓𝑖𝑛𝑖𝑠𝑕 𝑐𝑢𝑡 (𝑚𝑚) 
𝐷 ∶  𝑑𝑖𝑎𝑚𝑒𝑡𝑒𝑟 𝑜𝑓 𝑤𝑜𝑟𝑘𝑝𝑖𝑒𝑐𝑒 (𝑚𝑚) 
𝑓𝑟𝐿 , 𝑓𝑟𝑈 ∶  𝑙𝑜𝑤𝑒𝑟 𝑎𝑛𝑑 𝑢𝑝𝑝𝑒𝑟 𝑏𝑜𝑢𝑛𝑑𝑠 𝑜𝑓 𝑓𝑒𝑒𝑑 𝑟𝑎𝑡𝑒 𝑖𝑛 𝑟𝑜𝑢𝑔𝑕 𝑐𝑢𝑡 (𝑚𝑚 𝑟𝑒𝑣 ) 
𝑓𝑠𝐿 , 𝑓𝑠𝑈 ∶  𝑙𝑜𝑤𝑒𝑟 𝑎𝑛𝑑 𝑢𝑝𝑝𝑒𝑟 𝑏𝑜𝑢𝑛𝑑𝑠 𝑜𝑓 𝑓𝑒𝑒𝑑 𝑟𝑎𝑡𝑒 𝑖𝑛 𝑓𝑖𝑛𝑖𝑠𝑕 𝑐𝑢𝑡 (𝑚𝑚 𝑟𝑒𝑣 ) 
𝑉𝑟𝐿 , 𝑉𝑟𝑈 ∶  𝑙𝑜𝑤𝑒𝑟 𝑎𝑛𝑑 𝑢𝑝𝑝𝑒𝑟 𝑏𝑜𝑢𝑛𝑑𝑠 𝑜𝑓 𝑐𝑢𝑡𝑡𝑖𝑛𝑔 𝑠𝑝𝑒𝑒𝑑 𝑖𝑛 𝑟𝑜𝑢𝑔𝑕 𝑐𝑢𝑡 (𝑚 𝑚𝑖𝑛 ) 
𝑉𝑠𝐿 , 𝑉𝑠𝑈 ∶  𝑙𝑜𝑤𝑒𝑟 𝑎𝑛𝑑 𝑢𝑝𝑝𝑒𝑟 𝑏𝑜𝑢𝑛𝑑𝑠 𝑜𝑓 𝑐𝑢𝑡𝑡𝑖𝑛𝑔 𝑠𝑝𝑒𝑒𝑑 𝑖𝑛 𝑓𝑖𝑛𝑖𝑠𝑕 𝑐𝑢𝑡 (𝑚 𝑚𝑖𝑛 ) 
𝐹𝑟 , 𝐹𝑠 ∶  𝑐𝑢𝑡𝑡𝑖𝑛𝑔 𝑓𝑜𝑟𝑐𝑒𝑠 𝑑𝑢𝑟𝑖𝑛𝑔 𝑟𝑜𝑢𝑔𝑕 𝑎𝑛𝑑 𝑓𝑖𝑛𝑖𝑠𝑕 𝑐𝑢𝑡𝑡𝑖𝑛𝑔 (𝑘𝑔 𝑓) 
𝐹𝑈 ∶  𝑚𝑎𝑥𝑖𝑚𝑢𝑚 𝑎𝑙𝑙𝑜𝑤𝑎𝑏𝑙𝑒 𝑐𝑢𝑡𝑡𝑖𝑛𝑔 𝑓𝑜𝑟𝑐𝑒 (𝑘𝑔 𝑓) 
𝑕1, 𝑕2 ∶  𝑐𝑜𝑛𝑠𝑡𝑎𝑛𝑡𝑠 𝑝𝑒𝑟𝑡𝑎𝑖𝑛𝑖𝑛𝑔 𝑡𝑜 𝑡𝑜𝑜𝑙 𝑡𝑟𝑎𝑣𝑒𝑙 𝑎𝑛𝑑 𝑎𝑝𝑝𝑟𝑜𝑎𝑐𝑕,𝑑𝑒𝑝𝑎𝑟𝑡 𝑡𝑖𝑚𝑒 (𝑚𝑖𝑛) 
𝑘1, 𝑘2 , 𝑘3 ∶  𝑐𝑜𝑛𝑠𝑡𝑎𝑛𝑡𝑠 𝑓𝑜𝑟 𝑟𝑜𝑢𝑔𝑕𝑖𝑛𝑔 𝑎𝑛𝑑 𝑓𝑖𝑛𝑖𝑠𝑕𝑖𝑛𝑔 𝑝𝑎𝑟𝑎𝑚𝑒𝑡𝑒𝑟 𝑟𝑒𝑙𝑎𝑡𝑖𝑜𝑛𝑠  
𝑘𝑓 ∶  𝑐𝑜𝑒𝑓𝑓𝑖𝑐𝑖𝑒𝑛𝑡 𝑝𝑒𝑟𝑡𝑎𝑖𝑛𝑖𝑛𝑔 𝑡𝑜 𝑠𝑝𝑒𝑐𝑖𝑓𝑖𝑐 𝑡𝑜𝑜𝑙 − 𝑤𝑜𝑟𝑘𝑝𝑖𝑒𝑐𝑒 𝑐𝑜𝑚𝑏𝑖𝑛𝑎𝑡𝑖𝑜𝑛 
𝑘0 ∶  𝑑𝑖𝑟𝑒𝑐𝑡 𝑙𝑎𝑏𝑜𝑟 𝑜𝑣𝑒𝑟𝑕𝑒𝑎𝑑 𝑐𝑜𝑠𝑡 ($ 𝑚𝑖𝑛)  
𝑘𝑞 ∶  𝑐𝑜𝑒𝑓𝑓𝑖𝑐𝑖𝑒𝑛𝑡 𝑝𝑒𝑟𝑡𝑎𝑖𝑛𝑖𝑛𝑔 𝑡𝑜 𝑒𝑞𝑢𝑎𝑡𝑖𝑜𝑛 𝑜𝑓 𝑡𝑜𝑜𝑙 − 𝑐𝑕𝑖𝑝 𝑖𝑛𝑡𝑒𝑟𝑓𝑎𝑐𝑒 𝑡𝑒𝑚𝑝𝑒𝑟𝑎𝑡𝑢𝑟𝑒 
𝑘𝑡 ∶  𝑐𝑢𝑡𝑡𝑖𝑛𝑔 𝑒𝑑𝑔𝑒 𝑐𝑜𝑠𝑡 ($ 𝑒𝑑𝑔𝑒)  
𝐿 ∶  𝑙𝑒𝑛𝑔𝑡𝑕 𝑜𝑓 𝑤𝑜𝑟𝑘𝑝𝑖𝑒𝑐𝑒 (𝑚𝑚) 
𝑝, 𝑞, 𝑟 ∶  𝑐𝑜𝑛𝑠𝑡𝑎𝑛𝑡𝑠 𝑝𝑒𝑟𝑡𝑎𝑖𝑛𝑖𝑛𝑔 𝑡𝑜 𝑡𝑕𝑒 𝑡𝑜𝑜𝑙 − 𝑙𝑖𝑓𝑒 𝑒𝑞𝑢𝑎𝑡𝑖𝑜𝑛  
𝑃𝑟 , 𝑃𝑠 ∶  𝑐𝑢𝑡𝑡𝑖𝑛𝑔 𝑝𝑜𝑤𝑒𝑟𝑠 𝑑𝑢𝑟𝑖𝑛𝑔 𝑟𝑜𝑢𝑔𝑕 𝑎𝑛𝑑 𝑓𝑖𝑛𝑖𝑠𝑕 𝑐𝑢𝑡𝑡𝑖𝑛𝑔 (𝑘𝑊) 
𝑃𝑈 ∶  𝑚𝑎𝑥𝑖𝑚𝑢𝑚 𝑎𝑙𝑙𝑜𝑤𝑎𝑏𝑙𝑒 𝑐𝑢𝑡𝑡𝑖𝑛𝑔 𝑝𝑜𝑤𝑒𝑟 (𝑘𝑊) 
𝑄𝑟 , 𝑄𝑠 ∶  𝑡𝑒𝑚𝑝𝑒𝑟𝑎𝑡𝑢𝑟𝑒𝑠 𝑑𝑢𝑟𝑖𝑛𝑔 𝑟𝑜𝑢𝑔𝑕 𝑎𝑛𝑑 𝑓𝑖𝑛𝑖𝑠𝑕 𝑐𝑢𝑡𝑡𝑖𝑛𝑔 (˚𝐶) 
𝑄𝑈 ∶  𝑚𝑎𝑥𝑖𝑚𝑢𝑚 𝑎𝑙𝑙𝑜𝑤𝑎𝑏𝑙𝑒 𝑡𝑒𝑚𝑝𝑒𝑟𝑎𝑡𝑢𝑟𝑒 (˚𝐶) 
𝑅𝑎 ∶  𝑚𝑎𝑥𝑖𝑚𝑢𝑚 𝑎𝑙𝑙𝑜𝑤𝑎𝑏𝑙𝑒 𝑠𝑢𝑟𝑓𝑎𝑐𝑒 𝑟𝑜𝑢𝑔𝑕𝑛𝑒𝑠𝑠 (µ𝑚) 
𝑅𝑛 ∶  𝑛𝑜𝑠𝑒 𝑟𝑎𝑑𝑖𝑢𝑠 𝑜𝑓 𝑐𝑢𝑡𝑡𝑖𝑛𝑔 𝑡𝑜𝑜𝑙 (𝑚𝑚) 
𝑆𝑐 ∶   𝑙𝑖𝑚𝑖𝑡 𝑜𝑓 𝑠𝑡𝑎𝑏𝑙𝑒 𝑐𝑢𝑡𝑡𝑖𝑛𝑔 𝑟𝑒𝑔𝑖𝑜𝑛 
𝑡  ∶  𝑡𝑜𝑜𝑙 𝑙𝑖𝑓𝑒 (min) 
𝑡𝑐 ∶  𝑐𝑜𝑛𝑠𝑡𝑎𝑛𝑡 𝑡𝑒𝑟𝑚 𝑜𝑓 𝑚𝑎𝑐𝑕𝑖𝑛𝑒 𝑖𝑑𝑙𝑖𝑛𝑔 𝑡𝑖𝑚𝑒 (min) 
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𝑡𝑒 ∶  𝑡𝑜𝑜𝑙 𝑒𝑥𝑐𝑕𝑎𝑛𝑔𝑒 𝑡𝑖𝑚𝑒 (min) 
𝑡𝑝 ∶  𝑡𝑜𝑜𝑙 𝑙𝑖𝑓𝑒  min  𝑐𝑜𝑛𝑠𝑖𝑑𝑒𝑟𝑖𝑛𝑔 𝑟𝑜𝑢𝑔𝑕𝑖𝑛𝑔 𝑎𝑛𝑑 𝑓𝑖𝑛𝑖𝑠𝑕𝑖𝑛𝑔  
𝑡𝑟 , 𝑡𝑠 ∶  𝑡𝑜𝑜𝑙 𝑙𝑖𝑣𝑒𝑠  min  𝑐𝑜𝑛𝑠𝑖𝑑𝑒𝑟𝑖𝑛𝑔 𝑟𝑜𝑢𝑔𝑕𝑖𝑛𝑔 𝑎𝑛𝑑 𝑓𝑖𝑛𝑖𝑠𝑕𝑖𝑛𝑔 
𝑡𝑣 ∶  𝑣𝑎𝑟𝑖𝑎𝑏𝑙𝑒 𝑡𝑒𝑟𝑚 𝑜𝑓 𝑚𝑎𝑐𝑕𝑖𝑛𝑒 𝑖𝑑𝑙𝑖𝑛𝑔 𝑡𝑖𝑚𝑒  min   
𝑇𝐼 ∶  𝑚𝑎𝑐𝑕𝑖𝑛𝑒 𝑖𝑑𝑙𝑖𝑛𝑔 𝑡𝑖𝑚𝑒  min  
𝑇𝐿 , 𝑇𝑈 ∶  𝑙𝑜𝑤𝑒𝑟 𝑎𝑛𝑑 𝑢𝑝𝑝𝑒𝑟 𝑏𝑜𝑢𝑛𝑑 𝑜𝑓 𝑡𝑜𝑜𝑙 𝑙𝑖𝑓𝑒  min  
𝑇𝑀 ∶  𝑐𝑢𝑡𝑡𝑖𝑛𝑔 𝑡𝑖𝑚𝑒 𝑏𝑦 𝑎𝑐𝑡𝑢𝑎𝑙 𝑚𝑎𝑐𝑕𝑖𝑛𝑖𝑛𝑔  min  
𝑇𝑀𝑟 , 𝑇𝑀𝑠 ∶  𝑐𝑢𝑡𝑡𝑖𝑛𝑔 𝑡𝑖𝑚𝑒 𝑏𝑦 𝑎𝑐𝑡𝑢𝑎𝑙 𝑚𝑎𝑐𝑕𝑖𝑛𝑖𝑛𝑔 𝑓𝑜𝑟 𝑟𝑜𝑢𝑔𝑕𝑖𝑛𝑔 𝑎𝑛𝑑 𝑓𝑖𝑛𝑖𝑠𝑕𝑖𝑛𝑔  min  
𝑇𝑅 ∶  𝑡𝑜𝑜𝑙 𝑟𝑒𝑝𝑙𝑎𝑐𝑒𝑚𝑒𝑛𝑡 𝑡𝑖𝑚𝑒  min  
𝑋 ∶  𝑣𝑒𝑐𝑡𝑜𝑟 𝑜𝑓 𝑐𝑢𝑡𝑡𝑖𝑛𝑔 𝑝𝑎𝑟𝑎𝑚𝑒𝑡𝑒𝑟𝑠 
𝜏, 𝜙, 𝛿 ∶  𝑐𝑜𝑛𝑠𝑡𝑎𝑛𝑡𝑠 𝑝𝑒𝑟𝑡𝑎𝑖𝑛𝑖𝑛𝑔 𝑡𝑜 𝑒𝑥𝑝𝑟𝑒𝑠𝑠𝑖𝑜𝑛 𝑜𝑓 𝑐𝑕𝑖𝑝 𝑡𝑜𝑜𝑙 𝑖𝑛𝑡𝑒𝑟𝑓𝑎𝑐𝑒 𝑡𝑒𝑚𝑝𝑒𝑟𝑎𝑡𝑢𝑟𝑒 
𝜂 ∶ 𝑝𝑜𝑤𝑒𝑟 𝑒𝑓𝑓𝑖𝑐𝑖𝑒𝑛𝑐𝑦 
𝜆, 𝜈 ∶  𝑐𝑜𝑛𝑠𝑡𝑎𝑛𝑡𝑠 𝑝𝑒𝑟𝑡𝑎𝑖𝑛𝑖𝑛𝑔 𝑡𝑜 𝑒𝑥𝑝𝑟𝑒𝑠𝑠𝑖𝑜𝑛 𝑜𝑓 𝑠𝑡𝑎𝑏𝑙𝑒 𝑐𝑢𝑡𝑡𝑖𝑛𝑔 𝑟𝑒𝑔𝑖𝑜𝑛 
𝜇, 𝜐 ∶  𝑐𝑜𝑛𝑠𝑡𝑎𝑛𝑡𝑠 𝑜𝑓 𝑐𝑢𝑡𝑡𝑖𝑛𝑔 𝑓𝑜𝑟𝑐𝑒 𝑒𝑞𝑢𝑎𝑡𝑖𝑜𝑛   
 𝜃 ∶   𝑎 𝑤𝑒𝑖𝑔𝑕𝑡 𝑓𝑜𝑟 𝑡𝑝  𝑤𝑕𝑒𝑟𝑒 0 < 𝜃 < 1  
 
As a first case, the mathematical model formulated by Chen and Tsai (1996), which 
neglects the effect of workpiece diameter reduction on unit production cost, is solved. 
The mathematical model of the first case is given as following:  
 
min 𝑈𝐶 =  𝐶𝑀 + 𝐶𝐼 + 𝐶𝑅 + 𝐶𝑇  
subject to 
𝑑𝑟𝐿 ≤ 𝑑𝑟 ≤ 𝑑𝑟𝑈                      (1) 
𝑓𝑟𝐿 ≤ 𝑓𝑟 ≤ 𝑓𝑟𝑈                         (2) 
𝑉𝑟𝐿 ≤ 𝑉𝑟 ≤ 𝑉𝑟𝑈                       (3) 
𝑇𝐿 ≤ 𝑡𝑟 ≤ 𝑇𝑈                           (4) 
𝑘𝑓𝑓𝑟
𝜇
𝑑𝑟
𝜐 ≤ 𝐹𝑈                          (5) 
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𝑘𝑓𝑓𝑟
𝜇
𝑑𝑟
𝜐 𝑉𝑟
6120𝜂
≤ 𝑃𝑈                         (6) 
𝑉𝑟
𝜆𝑓𝑟𝑑𝑟
𝜈 ≥ 𝑆𝑐                           (7) 
𝑘𝑞𝑉𝑟
𝜏𝑓𝑟
𝜙
𝑑𝑟
𝛿 ≤ 𝑄𝑈                   (8) 
𝑑𝑠𝐿 ≤ 𝑑𝑠 ≤ 𝑑𝑠𝑈                     (9) 
𝑓𝑠𝐿 ≤ 𝑓𝑠 ≤ 𝑓𝑠𝑈                      (10) 
𝑉𝑠𝐿 ≤ 𝑉𝑠 ≤ 𝑉𝑠𝑈                     (11) 
𝑇𝐿 ≤ 𝑡𝑠 ≤ 𝑇𝑈                        (12) 
𝑘𝑓𝑓𝑠
𝜇
𝑑𝑠
𝜐 ≤ 𝐹𝑈                       (13) 
𝑘𝑓𝑓𝑠
𝜇
𝑑𝑠
𝜐 𝑉𝑠
6120𝜂
≤ 𝑃𝑈                       (14) 
𝑉𝑠
𝜆𝑓𝑠𝑑𝑠
𝜈 ≥ 𝑆𝑐                         (15) 
𝑘𝑞𝑉𝑠
𝜏𝑓𝑠
𝜙
𝑑𝑠
𝛿 ≤ 𝑄𝑈                 (16) 
𝑓𝑠
2
8𝑅𝑛
≤ 𝑅𝑎                               (17) 
𝑉𝑠 ≥ 𝑘1𝑉𝑟                              (18) 
𝑓𝑟 ≥ 𝑘2𝑓𝑠                               (19) 
𝑑𝑟 ≥ 𝑘3𝑑𝑠                             (20) 
𝑑𝑟 = (𝑑𝑡 − 𝑑𝑠) 𝑛                (21) 
 
In the model, 𝑉𝑟 , 𝑓𝑟 , 𝑉𝑠 , 𝑓𝑠 , 𝑛 𝑎𝑛𝑑 𝑑𝑠  are determined as the decision variables.  
 
Unit production cost (𝑈𝐶) is calculated as the sum of four basic cost elements which 
are 𝐶𝑀 , 𝐶𝐼 , 𝐶𝑅 , 𝐶𝑇 . The formulation of each cost element is as follows:  
 
𝐶𝑀 =  𝑘0𝑇𝑀                                        (22) 
𝐶𝐼 =  𝑘0  𝑡𝑐 +  𝑕1𝐿 + 𝑕2 (𝑛 + 1)    (23) 
𝐶𝑅 =  𝑘0
𝑡𝑒
𝑡𝑝
𝑇𝑀                                     (24) 
 19 
𝐶𝑇 =  
𝑘𝑡
𝑡𝑝
 𝑇𝑀                                        (25) 
where  
𝑇𝑀 = 𝑛𝑇𝑀𝑟 + 𝑇𝑀𝑠                               (26) 
𝑇𝑀𝑟 =
𝜋𝐷𝐿
1000 𝑉𝑟𝑓𝑟
                                    (27) 
𝑇𝑀𝑠 =
𝜋𝐷𝐿
1000 𝑉𝑠𝑓𝑠
                                     (28) 
 
Actual machining cost (𝐶𝑀) is divided into two components which are multiple roughing 
and single finishing costs. Machine idling cost (𝐶𝐼) has two constant terms, loading and 
unloading operation costs and a variable term idle motion time due to tool motions 
between passes and length of workpiece. In tool replacement cost (𝐶𝑅) calculation, it is 
assumed that a single tool can be used for both rough cut and finish cut operations. Thus, 
the tool life is calculated as following: 
 
𝑡𝑝 =  𝜃𝑡𝑟 + (1 − 𝜃)𝑡𝑠                  (29) 
 
where  
𝑡𝑟 =  
𝐶0
𝑉𝑟
𝑝
𝑓𝑟
𝑞
𝑑𝑟
𝑟                                    (30) 
𝑡𝑠 =  
𝐶0
𝑉𝑠
𝑝
𝑓𝑠
𝑞
𝑑𝑠
𝑟                                    (31) 
 
In order to estimate tool replacement cost, required number of tools and tool changing 
time are used. Tool cost (𝐶𝑇) is calculated by considering number of used tools. 
 
Constraints (1), (2) and (3) bound depth of cut, feed rate and cutting speed for roughing 
process respectively. Constraint (4) keeps roughing process tool life within an 
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acceptable range to manufacture economic and high quality products. Constraint (5), (6) 
and (8) restrict the cutting force, power and chip – tool interface temperatures in the 
course of roughing operations. Constraint (7) ensures the cutting conditions of roughing 
process stay in the stable region. Constraints (9), (10) and (11) guarantee that the depth 
of cut, feed rate and cutting speed bounds for finish cut are not terminated. Constraint 
(12) keeps finishing process tool life within the determined range. Constraint (13), (14) 
and (16) restricts the cutting force, power and chip – tool interface temperatures during 
the finishing operations respectively. Constraint (15) ensures the cutting conditions of 
finish cut stay in the stable region. Constraint (17) provides that the quality of machined 
surface is within the required range. Constraints (18) – (20) define the relations of 
cutting speed, feed rate and depth of cut in roughing and finishing processes. Constraint 
(21) ensures that total depth of cut is equal to the sum of finishing depth of cut and total 
depth of roughing cut.        
 
It must be noted that the diameter of the workpiece is assumed to be fixed during the 
cutting process in the original formulation. This may be a valid assumption if the 
diameter reduction is assumed to be small. Cutting speed is kept constant during the 
turning process which means that the rotational speed of the spindle must be increased 
as diameter decreases which implies that feed rate must increase at each pass therefore 
machining time changes in every machining pass. Decrease in part diameter affects unit 
production cost. For analyzing the effect of decrease in part diameter, another case is 
created. A modification is applied to the objective function of Chen and Tsai (1996) as a 
second case in order to investigate the effect of decrease in workpiece diameter on unit 
cost by considering the same restrictions. The diameter information is updated at each 
pass. In the second case, actual machining time of rough cut (𝑇𝑀𝑟 ) and finish cut (𝑇𝑀𝑠 ) 
are reformulated with respect to the assumption. Machining time calculation method is 
as follows:  
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1𝑠𝑡  𝑟𝑜𝑢𝑔𝑕 𝑝𝑎𝑠𝑠 ∶  
𝜋𝐷𝐿
1000 𝑉𝑟𝑓𝑟
                                (32) 
2𝑛𝑑  𝑟𝑜𝑢𝑔𝑕 𝑝𝑎𝑠𝑠 ∶  
𝜋(𝐷−2𝑑𝑟 )𝐿
1000 𝑉𝑟𝑓𝑟
                            (33) 
𝑛𝑡𝑕  𝑟𝑜𝑢𝑔𝑕 𝑝𝑎𝑠𝑠 ∶  
𝜋(𝐷−2(𝑛−1)𝑑𝑟 )𝐿
1000 𝑉𝑟𝑓𝑟
                     (34) 
𝑓𝑖𝑛𝑖𝑠𝑕 𝑝𝑎𝑠𝑠 ∶  
𝜋(𝐷−𝑛𝑑𝑟 )𝐿
1000𝑉𝑠𝑓𝑠
                                   (35) 
 
Objective function of the second case is as follows:     
 
min 𝑈𝐶 =  𝐶𝑀 + 𝐶𝐼 + 𝐶𝑅 + 𝐶𝑇                             
 
where  
𝐶𝑀 =  𝑘0    
𝜋(𝐷−2𝑖𝑑𝑟 )𝐿
1000 𝑉𝑟𝑓𝑟
𝑛−1
𝑖=0 +
𝜋(𝐷−2𝑛𝑑𝑟)𝐿
1000 𝑉𝑠𝑓𝑠
           (36) 
𝐶𝐼 =  𝑘0  𝑡𝑐 +  𝑕1𝐿 + 𝑕2 (𝑛 + 1)                      (37) 
𝐶𝑅 =  𝑘0
𝑡𝑒
𝑡𝑝
   
𝜋(𝐷−2𝑖𝑑𝑟 )𝐿
1000 𝑉𝑟𝑓𝑟
𝑛−1
𝑖=0 +
𝜋(𝐷−2𝑛𝑑𝑟 )𝐿
1000 𝑉𝑠𝑓𝑠
         (38) 
𝐶𝑇 =  
𝑘𝑡
𝑡𝑝
   
𝜋(𝐷−2𝑖𝑑𝑟)𝐿
1000 𝑉𝑟𝑓𝑟
𝑛−1
𝑖=0 +
𝜋(𝐷−2𝑛𝑑𝑟 )𝐿
1000 𝑉𝑠𝑓𝑠
              (39) 
 
𝐶𝐼  is not affected from the modification since the terms in machine idling cost is not 
dependent on actual machining time. However, machining time formulation of 𝐶𝑀 , 𝐶𝑅 
and 𝐶𝑇  are changed due to the new assumption. Decision variables and constraints 
remain same as the first case.  
 
As mentioned earlier, PSO is used to solve the multi pass turning optimization problem. 
PSO technique is explained in the next section. 
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2.3 Particle Swarm Optimization (PSO) 
 
Particle Swarm Optimization (PSO) algorithms have been used in various optimization 
problems ranging from simple problems to highly complex problems. It has become a 
popular method in handling machining process optimization problems due to its 
robustness and efficiency. PSO is developed by Kennedy and Eberhart (1995). It is a 
population based stochastic optimization method inspired from the social behaviors of 
animals or insects such as bird flocking and fish schooling.  
 
In PSO, a population of particles is randomly scattered in the search space. Each particle 
in the swarm has its own path in the search space. The path is updated by using its 
previous position information and current velocity at each iteration. The dimensions of 
position and velocity vectors are determined due to the number of decision variables in 
the model. As the solution improved, search space is narrowed around the highest 
performing particle for detailed search. The process continues until reaching the 
termination criteria.  
 
In the algorithm, the velocity of each particle is updated by considering best position 
found by the particle (𝑝𝑏𝑒𝑠𝑡) and best position found by the entire population (𝑔𝑏𝑒𝑠𝑡). 
The update procedure is done with respect to the following equations: 
 
𝑣𝑖
𝑘+1 = 𝑤𝑣𝑖
𝑘 + 𝑐1𝑟1 𝑝𝑏𝑒𝑠𝑡𝑖 − 𝑥𝑖
𝑘 + 𝑐2𝑟2 𝑔𝑏𝑒𝑠𝑡 − 𝑥𝑖
𝑘        (40) 
𝑥𝑖
𝑘+1 = 𝑥𝑖
𝑘 + 𝑣𝑖
𝑘+1                                                                  (41) 
 
where 𝑣𝑖
𝑘  denotes velocity of particle 𝑖 at iteration 𝑘, 𝑥𝑖
𝑘  denotes current position of 
particle 𝑖 at iteration 𝑘, 𝑝𝑏𝑒𝑠𝑡
𝑖
 denotes personal best position of particle 𝑖, 𝑔𝑏𝑒𝑠𝑡 
denotes the best position in the entire population, 𝑟1 and 𝑟2 denote random values 
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generated between 0 and 1, 𝑐1 and 𝑐2 denote acceleration coefficients and 𝑤 denotes the 
inertia weight. 
 
Equation (40) shows the update procedure of velocity. It consists of three different 
terms. The first term 𝑤𝑣𝑖
𝑘  is the weighted ratio of particle velocity and is used to carry 
the particle in its previous direction. The second term 𝑐1𝑟1 𝑝𝑏𝑒𝑠𝑡𝑖 − 𝑥𝑖
𝑘  is used to carry 
the information of particles best position. The last term 𝑐2𝑟2 𝑔𝑏𝑒𝑠𝑡 − 𝑥𝑖
𝑘  attracts the 
entire population to the particle which performs best in the swarm. Random numbers 𝑟1 
and 𝑟2 are used to provide stochastic behavior to the algorithm. Inertia weight 𝑤 is used 
to define the area of search space. The algorithm searches a wide space when the inertia 
weight is large. Large inertia weight is commonly used at the beginning of the 
algorithm. As the solution improved, inertia weight can be reduced in order to confine 
the search region near 𝑔𝑏𝑒𝑠𝑡.      
 
Equation (41) shows the update procedure of particles’ current position. The position of 
particle is updated by using the velocity update term. The procedure of PSO is 
summarized as follows:  
 
Step 1: Generate initial population with its positions and velocities.  
 
Step 2: Evaluate the objective function of all particles. Assign the current position of 
each particle and its objective function value as 𝑝𝑏𝑒𝑠𝑡. Select the best solution within 
the entire population and assign as 𝑔𝑏𝑒𝑠𝑡. 
 
Step 3: Generate new positions and velocities of particles. If a particle has a better 
objective function value than its personal best, update 𝑝𝑏𝑒𝑠𝑡 with the current value. 
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Evaluate each particles’ 𝑝𝑏𝑒𝑠𝑡 value and assign 𝑔𝑏𝑒𝑠𝑡. If the new 𝑔𝑏𝑒𝑠𝑡 is better than 
the previous 𝑔𝑏𝑒𝑠𝑡 value, update 𝑔𝑏𝑒𝑠𝑡 value. 
 
Step 4: Repeat step 2 and step 3 until reaching determined iteration number.  
 
Karpat and Özel (2006) developed a neural network model to model the surface 
roughness and tool wear characteristics of CBN tools and used particle swarm 
optimization (PSO) to optimize cutting parameters of turning operations. Karpat and 
Özel (2007) used multi objective particle swarm optimization (MOPSO) method in order 
to optimize hard turning operation for the cases of tool life and material removal rate 
maximization and surface roughness and machining time minimization. A Pareto 
optimal set is obtained for multi objective optimization problem.  
 
Parameter selection has an important role on the processing time and solution quality of 
the heuristic algorithms. Thus, an analysis is required in order to increase the speed of 
algorithm without losing the solution quality. Parameter analysis is performed for the 
particle swarm optimization algorithm and the determined parameter values are given in 
Table 2.1. The detailed analysis of parameter selection is given in the numerical study 
section.  
 
Table 2.1 Particle swarm optimization parameter values 
Parameter Type  
𝑐1 2 
𝑐2 2 
Range of 𝑤 0.99 – 0.05 
Swarm size 100 
Iteration number 500 
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2.4 Numerical Study 
 
In this section, a numerical study is performed to analyze the effects of decision 
variables on the model, determine particle swarm optimization algorithm parameters, 
evaluate and compare the performance of PSO with the results given in the literature. All 
of the analyses are performed on a personal computer with 2.20 GHz Intel Core 2 Duo 
CPU and 2 GB of RAM. 
 
The constraints of cutting force, power, stable region and chip-tool interface temperature 
are investigated in order to measure the effects of decision variables on the model. 
Parameters of PSO are fine tuned using the turning operation model of Chen and Tsai 
(1996) and the data which is presented in Figure 2.1. For algorithm evaluation, the 
results obtained through PSO are compared with the previous studies. Besides, Matlab 
Optimization Toolbox which uses trust region, active set or interior point algorithms is 
also included in the comparison. The data used in the computational study is given in 
Figure 2.1. 
 
 
Figure 2.1 Machining Model Data (Chen, 2004) 
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2.4.1 Constraint Analysis of Mathematical Model 
 
Prior to the evaluation of PSO performance, the effects of decision variables on cutting 
force, power, stability and chip-tool interface constraints are investigated. Since the 
bounds in both roughing and finishing operation parameters and the constraint equations 
are the same, analysis is done with respect to three decision variables which are cutting 
speed, feed rate and depth of cut. In order to visualize the effects, three dimensional 
surface plots are created.     
 
In Figure 2.2, the effects of feed rate and depth of cut on cutting force are introduced. It 
is revealed from the figure that cutting force increases as the depth of cut and feed rate 
increases. High feed rate and depth of cut values induce infeasibility in the problem. The 
white area in part (b) represents the infeasible region for cutting force constraints.     
  
  
(a)                                                                    (b) 
Figure 2.2 Effects of feed rate and depth of cut on cutting force (Constraints 5 and 13) 
  
In Figure 2.3, the effects of feed rate, depth of cut and cutting speed on machine power 
are presented. Since there are three decision variables that affect power constraint, it is 
not possible to investigate the effect of all variables on power simultaneously. Thus, 
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these variables are divided into groups of two and all possible combinations are 
analyzed. While constructing the groups, the remaining decision variable is fixed at its 
lower and upper bounds separately. In parts (a) – (b) and (c) – (d), the effects of depth of 
cut and feed rate are explored by fixing the cutting speed to its lower limit and upper 
limit respectively. In parts (e) – (f) and (g) – (h), the effects of cutting speed and feed 
rate are analyzed by fixing the depth of cut to its lower limit and upper limit 
respectively. In parts (i) – (j) and (k) – (l), the effects of depth of cut and cutting speed 
are searched by fixing the feed rate to its lower limit and upper limit respectively. Due to 
the surface plots, machine power increases by increasing depth of cut, feed rate and 
cutting speed. When the differences of highest obtained power values for lower and 
upper limits of the fixed decision variables are investigated, it is discovered that cutting 
speed changes the power value most. The second effective decision variable is feed rate 
and third effective is depth of cut.        
         
  
(a)                                                                   (b) 
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(c)                                                                 (d) 
  
                                  (e)                                                                 (f) 
  
                                  (g)                                                                 (h) 
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(i)                                                                  (j) 
  
                                  (k)                                                                 (l) 
Figure 2.3 Effects of cutting speed, depth of cut and feed rate on power (Constraints 6 and 14) 
 
Besides, power constraint is never terminated within the given ranges of cutting speed, 
depth of cut and feed rate. Although the upper limit of power is 200 kW, the maximum 
obtained power is 27.24 kW.  
 
In Figure 2.4, the effects of feed rate, depth of cut and cutting speed on stable region are 
shown. The same methodology with power constraint analysis is used in the course of 
the investigation of decision variables on stability constraint. In parts (a) – (b), the 
effects of depth of cut and feed rate are explored by fixing the cutting speed to its lower 
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limit. The cutting speed is also fixed to the upper limit. However, feasible region for the 
fixed upper limit of cutting speed does not exist. In parts (c) – (d) and (e) – (f), the 
effects of cutting speed and feed rate are analyzed by fixing the depth of cut to its lower 
limit and upper limit respectively. In parts (g) – (h) and (i) – (j), the effects of depth of 
cut and cutting speed are searched by fixing the feed rate to its lower limit and upper 
limit respectively. It is revealed from the analysis that depth of cut should be small. If 
the depth of cut needs to be increased, feed rate and cutting speed should be increased in 
order to stay in the stable cutting region. Besides, stability cannot be achieved for the 
upper limit of cutting speed. 
 
  
                                 (a)                                                                     (b) 
  
                                  (c)                                                                     (d) 
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                                 (e)                                                                     (f) 
  
                                 (g)                                                                     (h) 
  
                                 (i)                                                                     (j) 
Figure 2.4 Effects of cutting speed, depth of cut and feed rate on stability (Constraints 7 and 15) 
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In Figure 2.5, the effects of feed rate, depth of cut and cutting speed on chip-tool 
interface temperature are presented. Since the effect of three decision variables on 
temperature cannot be visualized in one plot, the same approach with power and stable 
region analysis is used. In parts (a) – (b), the effects of depth of cut and feed rate are 
explored by fixing the cutting speed to its lower limit. Analysis is done for the upper 
limit, but feasible region cannot be found. In parts (c) – (d) and (e) – (f), the effects of 
cutting speed and feed rate are analyzed by fixing the depth of cut to its lower limit and 
upper limit respectively. In parts (g) – (h) and (i) – (j), the effects of depth of cut and 
cutting speed are searched by fixing the feed rate to its lower limit and upper limit 
respectively.   
 
  
                                 (a)                                                                     (b) 
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                                 (c)                                                                     (d) 
  
                                 (e)                                                                     (f) 
 
                                 (g)                                                                     (h) 
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(i)                                                                     (j) 
Figure 2.5 Effects of cutting speed, depth of cut and feed rate on chip – tool interface 
temperature (Constraints 8 and 16) 
 
Due to the analysis, the most effective variable on chip – tool interface temperature is 
cutting speed. While all feed rate and depth of cut values are feasible for lower limit of 
cutting speed, feasible region cannot be found for the upper limit of cutting speed. It is 
also revealed that the effect of feed rate on temperature is more than the depth of cut. In 
order to reduce the temperature on chip – tool interface, cutting speed, feed rate, and 
depth of cut should also be decreased. It is revealed from these analyses that the most 
restrictive constraint is stable region constraint. Besides, power constraint is never 
terminated within the given range. The effects of decision variables change with respect 
to the constraint type.   
 
2.4.2 Parameter Analysis of Particle Swarm Optimization 
 
Fine-tuning of algorithm parameter is an important task since the parameters affect the 
convergence of algorithm. The inertia weight adjusts the trade-off between the local and 
global exploration capability of the swarm. Large inertia weight is used to search wide 
areas while small inertia weight is used to search narrow areas. It is beneficial to select a 
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large inertia weight at the beginning of the algorithm in order to scatter particles in the 
feasible region. As the number of iteration increases, the inertia weight should be 
reduced to focus the search on a narrow area around the global best particle. Thus, 
inertia weight is selected as 0.99 initially. Then, it is gradually declined towards 0.05 for 
detailed search. The acceleration parameters 𝑐1 and 𝑐2 determine the speed of 
convergence. Kennedy (1998) proposed 𝑐1 = 𝑐2 = 2 as default values. For 𝑐1 = 𝑐2 = 2 
and 𝑤 = 0.99 − 0.05 values, the impact of swarm size and iteration number for 
termination is investigated. The result obtained from the analysis is given in Table 2.2. 
Due to the results, the minimum unit cost obtained in this study is $2.2938 and the result 
is achieved by most of the parameter sets. However, minimum cost with minimum CPU 
time is obtained with swarm size of 100 and iteration number of 500. Thus, swarm size 
and terminating iteration number for PSO is selected as 100 and 500 respectively. After 
determining the swarm size and termination criteria, the effect of change in acceleration 
parameters are investigated. In Table 2.3, the result of acceleration parameter is shown. 
According to the results, the values proposed by Kennedy (1998) are the best values for 
this optimization problem. Hence, acceleration coefficients are fixed to the value of 2, 
interval of inertia weight is determined as 0.99 – 0.05, population size is set to 100 and 
the algorithm is terminated after 500 iterations.  
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Table 2.2 Swarm size and iteration number analysis for PSO 
Swarm size Iteration # CPU time (sec) UC ($) 
100 250 25.298 2.2988 
100 500 47.343 2.2938 
100 1000 90.643 2.2938 
200 250 40.057 2.2940 
200 500 73.725 2.2938 
200 1000 151.851 2.2938 
300 250 53.267 2.2939 
300 500 98.866 2.2940 
300 1000 200.671 2.2938 
          
Table 2.3 Acceleration parameter analysis for PSO 
𝑐1 𝑐2 CPU Time (sec) UC ($) 
0.5 2 49.091 2.3154 
1 2 53.841 2.2941 
1.5 2 51.887 2.2940 
2 2 47.343 2.2938 
2 1.5 50.322 2.2939 
2 1 49.874 2.2938 
2 0.5 47.702 2.2938 
1 1 47.415 2.2938 
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2.4.3 Performance Evaluation of Particle Swarm Optimization 
 
Macro-scale turning operation is one of the most frequently used operation type in 
machining processes. The model formulated by Chen and Tsai (1998) is solved by many 
researchers using different heuristic methods for the same parameter set. Table 2.4 
summarizes the obtained results in the previous studies.  
 
Table 2.4 Unit production cost values obtained in the literature 
Study Method 𝑈𝐶  
Chen and Tsai (1996) SA / HJPS  $ 2.2959 
Onwubolu,Kumalo (2001) Genetic Algorithm $ 1.7610 
Chen and Chen (2003) FEGA   $ 2.3065 
Viyajakumar (2003) ACO $ 1.6262 
Chen (2004) SS $ 2.0667 
Wang (2007) Correction to Viyajakumar $ 2.5429 
Yıldız (2009) HIHC $ 2.0468 
Costa et al. (2011) HPSO $ 1.9591 
 
Chen and Tsai (1996) used SA / HJPS method. All of the constraints given in 
mathematical modeling section are considered in the constrained nonlinear model. The 
obtained unit production cost in this study is $2.2959. Onwubolu and Kumalo (2001) 
introduced a new optimization technique based on GA. Although all constraints are 
taken into account in this study, number of rough cuts is not limited to an integer. Thus, 
unit production cost of $1.761 is not a valid result. Chen and Chen (2003) revealed the 
mistake in Onwubolu and Kumalo (2001) and mentioned that the solution is infeasible 
due to the constraint violation. In addition, they applied FEGA method to solve the same 
model and reached the result of $2.3065 per unit. Viyajakumar (2003) proposed ACO to 
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obtain near optimal values of multi-pass conventional turning machine parameters. In 
this study, achieved parameters are not provided. They stated that unit production cost 
per piece is $1.6262. Chen (2004) proposed SS method in order to solve the benchmark 
problem. Constraints (1) – (21) are used in this study. The best result obtained in this 
study is $2.0667. However, the values of the decision variables are not provided. Wang 
(2007) analyzed the cutting parameters that are found in Viyajakumar (2003) and stated 
that unit production cost cannot be gained with the provided decision variable values. 
With respect to Wang (2007), the minimum possible unit production cost is $1.968 for 
one rough cut and $2.5429 for two rough cuts. Yıldız (2009) solved multi-pass 
conventional turning optimization model in order to evaluate the performance of HIHC 
method. The whole constraint set given in mathematical modeling section is considered 
in the model. According to the gained result, minimum unit production cost is $2.0468. 
The machining parameters are not provided in the study. Costa et al. (2011) used HPSO 
method and provided different benchmark models in order to compare the efficiency of 
HPSO with respect to other proposed studies. For different comparison models, various 
results are obtained. It is mentioned in the study that minimum unit productions cost 
obtained by HPSO is $1.9591, but cutting parameters are not provided.  
 
Mathematical model of the first case is solved for two different alternatives using PSO. 
The assumption in the first alternative is that, machining operation is done with a single 
rough cut and a single finish cut. Under this assumption, objective function value and its 
cutting conditions are given in Table 2.5.  
 
Table 2.5 Obtained cutting parameters and UC for a single rough cut and a single finish cut 
𝑑𝑟  𝑑𝑠  𝑉𝑟  𝑉𝑠  𝑓𝑟  𝑓𝑠  𝑈𝐶 ($) 
3 3 109.6631 169.9785 0.5655 0.2262 2.0351 
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The assumption in the second alternative is that, machining is done with two rough cuts 
and a single finish cut. With respect to this assumption, unit production cost increases 
since machining time increases. Unit production cost and cutting parameters obtained by 
PSO algorithm are given in Table 2.6. Figure 2.6 shows the reduction of unit cost by the 
increase of iteration number using PSO algorithm. It is revealed from the figure that, 
objective function value decreases sharply at the beginning of algorithm. As the number 
of iteration increases, the algorithm focuses to a narrower region and searches for better 
solutions.  
 
Table 2.6 Obtained cutting parameters and UC for two rough cuts and a single finish cut 
𝑑𝑟  𝑑𝑠  𝑉𝑟  𝑉𝑠  𝑓𝑟  𝑓𝑠  𝑈𝐶 ($) 
2.0788 1.8424 98.4760 163.8091 0.9 0.3098 2.2938 
 
 
 
Figure 2.6 Unit production cost reduction with respect to the iteration number 
 
A numerical example is also performed for the second case where the diameter is 
updated after each machining pass. Also for the second case, single rough cut and single 
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finish cut and multiple rough cuts and a single finish cut strategies are evaluated. In 
Table 2.7, the unit production cost and cutting parameters obtained using PSO for a 
single rough cut and a single finish cut are given. 
  
Table 2.7 Obtained cutting parameters and UC for a single rough cut and a single finish cut 
𝑑𝑟  𝑑𝑠  𝑉𝑟  𝑉𝑠  𝑓𝑟  𝑓𝑠  𝑈𝐶 ($) 
3 3 109.6631 169.9784 0.5655 0.2262 1.9499 
 
When the result of case two alternative one is analyzed, it is clear that optimal cutting 
parameters are not changed when the reduction of workpiece diameter is taken into 
consideration. However, objective function value is decreased from $2.0351 to $1.9499 
since the machining time decreases. In Table 2.8, the unit production cost and cutting 
parameters obtained using PSO for multiple rough cut and a single finish cut are given. 
 
Table 2.8 Obtained cutting parameters and UC for two rough cuts and single finish cut 
𝑑𝑟  𝑑𝑠  𝑉𝑟  𝑉𝑠  𝑓𝑟  𝑓𝑠  𝑈𝐶 ($) 
2.0788 1.8424 98.4761 163.8093 0.9 0.3098 2.1788 
 
Due to the obtained results, consideration of workpiece diameter reduction does not 
affect the optimal cutting parameters, but reduces unit production cost. When the 
obtained results are compared with the previous studies, it can be stated that PSO 
achieves acceptable solutions. It is not possible to state whether proposed PSO algorithm 
significantly outperforms the earlier studies, since number of pass and optimal cutting 
conditions are not provided in the previous studies.  
 
In order to evaluate the performance of PSO compared to conventional nonlinear 
optimization techniques, same problem is solved using Matlab Optimization Toolbox 
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(See Appendix for Matlab optimization toolbox algorithms). An initial feasible solution 
should be provided to the algorithm in order to solve the optimization problem. Different 
initial conditions may yield different solutions or in some cases no solutions were 
obtained. In Table 2.9, initial parameters given to the toolbox and obtained unit 
production cost values are shown. In addition to the unit production costs, CPU time for 
solution is also provided in the table.   
 
Table 2.9 Obtained unit costs and CPU times for different initial solutions  
𝑑𝑠  𝑉𝑟  𝑉𝑠  𝑓𝑟  𝑓𝑠  𝑈𝐶 ($) CPU (sec) 
3 98 163 0.85 0.3 2.2953 1.827 
1 50 50 0.1 0.1 2.2967 1.747 
2.99 499 499 0.89 0.89 No answer - 
2 250 250 0.6 0.6 No answer - 
3 100 100 0.5 0.5 2.2966 1.825 
 
It is revealed from Table 2.9 that toolbox may not find any solution although a feasible 
initial solution is provided. Thus, it is useful to start with an initial point near the results 
obtained from PSO to see whether an improvement is obtained or not. The solutions 
obtained by Matlab Optimization Toolbox did not show any significant improvements.   
 
2.5 Conclusion  
 
In this chapter, a literature survey on the problem of multi-pass turning operation is 
given. It is shown that multi pass turning operation forms a nonlinear constrained 
optimization problem. Constraints of the model are analyzed in order to investigate the 
effects of decision variables on the constraints. Besides, parameters of PSO algorithm 
are determined. The optimization problem is solved by using PSO algorithm and the 
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results obtained are compared with those reported in the literature. It is revealed from the 
numerical examples that a single rough cut and a single finish cut is cost effective for a 
given total depth of cut in the numerical example. However, if the total depth of cut 
increases the results may change. Besides, consideration of workpiece diameter 
reduction provides in the objective function helped obtaining improved results.  
 
The performance of PSO is found to be satisfactory although better results are reported 
in the literature. However, the details of some those studies were not given in detail 
which makes it difficult to compare. It must be noted that some improvements in 
objective function can be obtained by allowing process variables to have many digit 
points but it does not make sense in terms of the physics of the process. 
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Chapter 3  
 
Experimental Investigation of Micro 
Milling 
 
The output quality of fabricated micro product fundamentally depends on the strategies 
and parameters used in micro milling operation. For manufacturing high quality macro-
scale products, computer aided design programs (CAD) and computer aided 
manufacturing programs (CAM) are available to determine near optimal parameters and 
cutting strategies for conventional milling operations. However, these programs are 
inadequate to produce good cutting strategies and parameters for micro milling 
operations since the relation between output quality and micro cutting parameters is still 
an unperceived issue due to the lack of studies on this subject. Besides, there are no 
reliable mathematical models which optimize manufacturing cost, tool life and surface 
roughness of micro products. Thus, experimental design approach is an effective method 
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to reveal the relation between the output quality and micro machining parameters and 
strategies. 
 
This chapter mainly presents the procedure that followed to find the most appropriate 
process parameters of micro milling. Firstly, brief information about micro machining is 
presented. Secondly, previous experimental works in micro-milling are introduced. 
Then, frequently used experimental design methods are summarized. Finally, 
experimental investigation of micro-milling is performed.    
 
3.1 Micro Machining 
 
Miniaturization has become more important in various industries to improve the life 
quality. Micro products are frequently used in medical, consumer technology and 
electronics industries. Dimensional accuracy and tolerance of the products is very 
important. In order to fabricate micro products with tight tolerances, various micro 
machining process types are provided. Mechanical micro machining, electrical discharge 
machining and grinding, and lithography are the samples of micro machining. 
Mechanical micro machining is one of the most preferable methods since it requires low 
setup and tool costs. Besides, it is possible to fabricate various materials with complex 
three dimensional geometries by this method.   
 
While mechanical micromachining techniques provide advantages, there are challenges. 
One of the challenges is repeatability of process because of working material’s 
microstructure, cutting tool geometry and its structure. In micromachining, working 
material can be assumed as non-homogenous because the chip size and grain size are 
similar. Another challenge in micromachining is the tool cutting edge radius. The cutting 
edge radius of micro tools is not sharp because of the limitations in micro tool 
manufacturing. The edge radius of cutting tool affects minimum chip thickness, chip 
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formation and cutting forces. If the edge radius is larger than the uncut chip thickness, 
tool cannot remove the useless part and elastic deformation occurs (a). Material recovers 
after the tool passed. If the edge radius of cutting tool is close to the uncut chip 
thickness, the tool both cuts and deforms the working part but the uncut part recovers 
after the tool past (b). In order to remove the useless part completely, the uncut chip 
thickness must be larger than the tool cutting edge radius (c). (Chae et al., 2006) In 
Figure 3.1, the effect of minimum chip thickness is given.   
 
 
Figure 3.1 The effect of minimum chip thickness (𝑹𝒆 denotes the cutting edge radius,𝒉𝒎  
denotes minimum chip thickness and 𝒉 denotes undeformed chip thickness) (Chae et al., 2006) 
 
When the tool edge radius increases, cutting forces also increase due to negative rake 
angle effect. As the forces increase, tool deflection and vibration occurs on the tool. 
Deflection and vibrations causes quality problems on fabricated products such as burr 
formation, high surface roughness and may cause tool breakage.  
 
In mechanical micromachining, it is hard to detect tool defects during the manufacturing 
process. One of the reasons is that cutting edges are very small and it is not possible to 
detect damages by eyes. Another reason is that cutting forces may not be very reliable 
for the detection of tool wear. Since the cutting forces are small in micromachining, any 
noise signal may mislead us. Moreover, measurement of cutting forces at high rotational 
speeds may interfere with the dynamics of dynamometer and induce misinterpretations. 
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Tool run-out and shank length are important factors in micro machining. Tool run-out 
induces varying chip loads on cutting tool edges, so teeth may be broken during the 
operation or may not meet tight dimension tolerances. Tool shank length is important in 
terms of surface quality. The length should be selected cautiously in order to fabricate 
high quality products.     
 
3.2 Literature Review 
 
The number of studies on micro milling is limited compared to macro scale milling 
operations in the literature since micro machining is a new area relative to the 
conventional machining. Although micro and conventional milling have similarities, 
micro milling operations differ from conventional milling operations in terms of 
physical structures of cutting tools, workpiece and dimensions of geometries to be cut. 
In order to clearly understand the structure of micro machining operations, various 
experimental studies are done by researchers.  
 
An experimental investigation is done by Biermann et al. (2011) to analyze the 
machinability of hardened carbide-rich cold-work tool steel with coated carbide cutting 
tools. Three different types of coated tools are used in the experiments to find 
economical cutting parameter set by varying axial depth of cut, radial depth of cut and 
feed per tooth parameters with minimum quantity lubrication. The results are analyzed 
with respect to cutting forces, tool wear, surface quality, material removal rate and entire 
chip volume. It is revealed from the study that design of tool is important, low tool 
length and aspect ratio reduces tool deflections and vibrations, so increases surface 
quality. Filiz et al. (2007) conducted an experimental study on slot milling to investigate 
micro-machinability of pure copper 101 using tungsten carbide cutting tool. They 
monitored cutting forces, surface roughness, tool wear and burr formation under various 
cutting speeds and feed rates to analyze the effects of parameters on the control factors. 
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They realized that minimum chip thickness causes irregular variations in cutting force at 
low feed rates and similar cutting force structure to conventional milling at high feed 
rates. Tool wear formation increases as the feed rate and speed decreased and cutting 
forces increase as the tool wear increases. Lee et al. (2004) conducted an experimental 
study of slot milling for aluminium 6061 in order to find the parameters that are 
effective on surface roughness. The factors analyzed in this study are chip load, cutting 
speed and depth of cut. According to the study, chip load is the most dominant factor 
and interaction of cutting speed and chip load has a considerable effect on surface 
roughness. Tool run out also affects surface quality of machining. Natarajan et al. (2011) 
conducted a central composite experimental design (CCD) for aluminium workpieces 
that focused on the optimization of micro end milling process using response surface 
methodology to achieve maximum material removal rate (MRR) with minimum surface 
roughness. The parameters considered in the experimental design are spindle speed, feed 
rate and depth of cut. A model is developed to optimize machining parameters. 
Optimized parameters are experimented for confirmation and achieved convincing 
results. The result of study reveals that low feed rate yields better surface finish and 
spindle speed has not a dominant effect on surface roughness. Rahman et al. (2001) 
conducted an experimental study for micro milling of pure copper to investigate tool 
life. The parameters considered in the course of experiments are cutting speed, depth of 
cut, feed rate and tool helix angle. According to the results, formation of chips affects 
tool wear, tool wear and cutting force increases by the increase of machining time, 
increase of depth of cut increases tool life, tool life decreases as the cutting speed 
increases and helix angle has an important role on tool life. Uhlmann et al. (2005) 
studied the micro machinability of tungsten copper sintered composite materials. Coated 
and uncoated cemented carbide tools are used for cutting various characteristics’ of 
tungsten copper sintered material in the experimental work. The effects of cutting speed 
and workpiece hardness on surface roughness, effect of feed per tooth on tool wear and 
effects of cutting speed and feed per tooth on cutting forces are investigated. They 
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revealed that increase of feed per tooth reduces dimensional inaccuracy, increases 
abrasive wear which leads to cutting edge roundness and increase of plastic deformation 
of material surface. In order to attain good surface quality, cutting speed is increased 
within the experiment parameter range. Vázquez et al. (2010) performed an 
experimental analysis to investigate surface finishing, shape and dimensional features of 
micro slot milling using conventional milling machine for aluminum and copper. 
Varying parameters in the experiments are spindle speed, depth of cut per pass, depth of 
cut, feed per tooth and coolant application. It can be concluded that quality of micro-
channels in aluminum is better than copper in conventional milling machine, average 
micro-channel width in aluminum can be controlled in higher feed rates, coolant usage 
provides better surface quality and accurate channel dimensions and micro channels in 
copper are not in the required dimensions. Wang et al. (2005) studied the influence of 
cutting parameters on surface roughness. Brass is used for machining. The parameters 
studied in the experimental study are spindle speed, feed rate, depth of cut and tool 
diameter. They used analysis of variance (ANOVA) and response surface methodology 
(RSM) to develop optimization model and figure out the effects of main parameters and 
their interactions on surface roughness. Based on the results, the increase of spindle 
speed and tool diameter increases surface roughness, feed rate is important when the 
other of parameters are constant, cutter stiffness is the most dominant factor in micro 
milling. The best surface quality is obtained when the vibration is decreased and tool 
stiffness increased. Weinert and Petzoldt (2008) studied the machinability of NiTi using 
solid TiAlN-coated carbide end mill tool. In their study, slot milling experiments are 
conducted with Ø 0.4 mm tool under dry conditions and minimum quantity lubrication. 
The evaluation criteria are tool wear, machining quality and cutting forces. The results in 
which minimum quantity lubrication used provided better surface quality and longer tool 
life. Besides, chip formation has an important effect on the extension of tool life and 
acquisition of better surface quality. Cutting with high feed rates and high width of cut 
provide better chip formation. Thepsonthi and Özel (2012) conducted research to 
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explore the performance of micro end milling of Ti-6Al-4V and machining parameters 
to improve surface quality and burr formation. The research consists of three main steps 
which are experimental step, modeling step and optimization step. Physical experiments 
are done at the first step. A predictive model is constructed using the results of 
experiments by response surface methodology (RSM) at the second step. Finally, the 
best parameters that satisfy multi-criteria quality requirements are found by multi 
objective particle swarm optimization (MOPSO). The parameters considered in the 
course of experiments are spindle speed, feed per tooth and axial depth of cut. With 
respect to the results of the research, it is revealed that axial depth of cut is the dominant 
factor for top burr formation, feed per tooth is the dominant factor for surface roughness 
and obtaining best surface roughness with minimum top burr formation is not possible. 
Li et al. (2008) performed an experimental study to figure out the influence of cutting 
parameters on the wear behavior of square micro end mills. Experiments are done based 
on CCD and ANOVA is used for the analysis of results. It is concluded that feed per 
tooth has a greater effect on the tool wear than cutting speed and depth of cut and there 
is an optimal feed per tooth value that minimizes tool wear when the cutting speed and 
depth of cut values are fixed. Aramcharoen et al. (2008) investigated the degradation of 
micro end mill while machining 45 HRC hardened mould and die tool steel. Slot milling 
experiment with a single parameter set under dry conditions is done in the study and tool 
diameter degradation is observed. It is revealed from the research that tool wear differs 
at each tooth, adhered material increases cutting forces and causes tool breakage and 
tool wear rapidly increases while milling hardened steel.  
 
3.3 Design of Experiment (DOE) Methods 
 
There are various types of DOE methods. One of these methods is one-factor-at-a-time 
(OFAT) method. In this approach, experimenter selects a random starting point for each 
factor. Then, experimenter changes the level of only one factor while holding the other 
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factors constant and observes the changes in the response variables. Although OFAT is 
beneficial for observing the effect of single factors on response, it has two major 
disadvantages. First, it requires high number of experiments and second it cannot reveal 
the interactions between the parameters since it is not possible to change more than one 
variable at the same time and observe the response of the model (Frey et al., 2003, 
Montgomery, 2004). Taguchi approach is also commonly used in experimental design. 
The aim in this strategy is selecting the best combination of experiment parameters in 
order to construct a robust design, which means less sensitive to uncontrollable or noise 
parameters (Potvin and Roff, 1993, Ross, 1989). Taguchi method provides standard 
array tables for different number and levels of parameters. Prior to the selection of 
appropriate experimental design table, design parameters and minimum/maximum limits 
of the parameter levels need to be decided. If the gap between maximum and minimum 
values of one parameter is large, it is beneficial to select high number of levels. 
Otherwise, it is sufficient to select small number of levels in experimental design. Since 
the number of level affects required experiment number, decision of parameter levels is 
vital. After the selection of appropriate design table, experiments can be done and 
analyzed by using analysis tools.  
 
An advantage of Taguchi method for experimental design is that it is easy to construct 
design table with respect to other design methods if the experiment parameters and its 
levels are chosen. Besides, this method provides a remarkable reduction in the required 
number of experiments, which means a great save in tooling costs and time. Besides the 
advantages of using Taguchi method, there are major disadvantages. One of the 
disadvantages of using Taguchi method is that it is difficult to reveal the main effects of 
parameters and interaction effects among all parameters in the design since the design 
does not include all possible combinations of parameters. Usage of Taguchi method is 
not efficient in dynamically changing process since it is not possible to change the 
design in the course of experiments according to the results and may lead to sub-optimal 
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solutions because of reduced number of experiments. Taguchi method is based on 
subjective knowledge of process in multi-objective optimization problems as shown by 
Phadke (1989). Besides, use of quadratic loss function may not be suitable in complex 
cutting processes. (Unal and Dean, 1991, Mukherjee and Ray, 2006) 
 
Factorial experimental design is an alternative experimental design strategy. This 
method is efficient if the required design has two or more than two factors. In this 
strategy, all possible combinations of levels of factors are analyzed. Two major effects 
of factors can be analyzed by using this method. Main effect of a factor can be analyzed 
by changing only levels of one factor. When the level of same factors is changed, the 
variance in average response indicates the main effect of the factor. However, the 
variation in response between different levels of one factor may change at all levels of 
the other factors. If such a case occurs, it can be concluded that there is an interaction 
between factors.  
 
Factorial designs have advantages in experimental studies. This strategy is more 
efficient than OFAT. The method provides more information according to OFAT 
although both methods require same number of experimental works. However, this 
method also requires high number of experiments. Thus, instead of using full factorial 
design, it is more convenient to use fractional factorial design or central composite 
design (CCD), which is a design method for fitting response surface methodology 
(RSM), to reduce the number of experiments. 
 
The RSM is a dynamic tool of DOE which is used to model and analyze problems by 
using mathematical and statistical techniques. The aim in this methodology is to 
optimize the responses by analyzing the influential parameters on desired responses in 
the design. The relationship between responses and independent variables are mostly 
unknown in RSM problems. Hence, it is important to find an approximate relationship 
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between design parameters and responses. If the response is modeled as linear, the 
approximation will be first order model. However, first order model may not be 
sufficient to approximate the true relationship between parameters and responses. In this 
case, second order model can be used. After an approximate model is generated, several 
methods such as steepest ascent, hill climbing, stationary point approach and canonical 
analysis are used to solve the problem. In order to find a suitable approximation, 
response surface design parameters should be selected cautiously. Orthogonal first order 
design is used for fitting the first order model. In this design, parameters are designed 
with two levels  2𝑘 . CCD is used to construct experimental design for second order 
model. In general, CCD design has 2𝑘  factorial with 𝑛𝑓  points, which are for fitting first 
order model, 2𝑘 axial points, which are for adding quadratic terms to the first order 
model and 𝑛𝑐  center points, which are for stabilizing the variance of response prediction. 
In CCD design, all factors have five levels. In Figure 3.2, schematic of CCD for 3 
factors is given.   
 
 
Figure 3.2 CCD for three factors 
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The distance (𝛼) of axial points from the center and number of center points (𝑛𝑐) are 
given as parameter in CCD. Rotatability is an important issue in CCD in order to 
provide good predictions. Response surface design is rotatable if the variance of 
response is same at all design points which have the same the distance from the center. 
In order to provide rotatability, distance of axial points from the center should be 
selected as 𝛼 = (𝑛𝑓)
1 4 . For example, if we need to design a rotatable experiment with 3 
parameters using CCD method, 𝛼 value should be selected as 𝛼 = (23)1 4 = 1.68179. 
In general 𝑛𝑐  is selected three to five. As the number of center point increases, the model 
fits better. (Montgomery, 2004) 
 
In order to fit a quadratic model using the generated experimental design, regression 
method can be used. Regression characterizes the relationship between dependent and 
independent variables. Statistical computer software is able to fit a regression model 
with respect to the provided data. Minitab, a statistical package, fits a regression model 
consists of linear, interaction and square effects. The software also provides information 
about the goodness of fit. Hence, the reliability of model is determined.   
 
3.4 Experimental Investigation  
 
Although the physical effects of micro milling differ from conventional, influential 
controllable factors in micro milling operations are the same as in conventional milling 
operations. Thus, the same parameters can be used for the experiments in micro milling 
operations. The testing factors differ according to the required cutting geometry. In 
experimental design, slot milling and pocket milling methods, which are mostly used in 
micro milling, are used.  While tool entrance into the workpiece strategy, cutting speed 
(𝑉), feed per tooth (𝑓𝑧 ), axial depth of cut (𝑎𝑝) and tool diameter (∅) are tested 
parameters for cutting a linear channel, cutting strategy, 𝑉, 𝑓𝑧 , 𝑎𝑝 , radial depth of cut 
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(𝑎𝑒) and ∅ parameters are tested for pocket milling. The controllable factors investigated 
in milling experiments are summarized in Table 3.1. 
 
Table 3.1 Controllable factors in experimental studies 
Controllable Factors Slot Milling Pocket Milling 
Cutting strategy    
Tool entrance into the workpiece    
Cutting speed (𝑉)     
Feed per tooth (𝑓𝑧 )      
Axial depth of cut (𝑎𝑝)      
Radial depth of cut (𝑎𝑒)    
Tool diameter (∅)     
  
After the determination of controllable factors in micro milling operations, a sequence of 
experimental designs are generated and performed. In the experiments, NS Tools are 
used for milling stainless steel 304 work-pieces, which is hard material for processing. 
Since the tools and workpiece materials are expensive, experiments are done in two 
stages in order to decrease experimentation costs. In the first part, influential factors in 
slot milling are studied. Afterwards, pocket milling experiments are done by using the 
obtained results from the first part. 
 
3.4.1 Experimental Setup 
 
The micro milling experiments were done on a hybrid micro machining center, Micro 
Tools DT-110, which has the capabilities of micro milling, micro turning, micro EDM, 
micro wire EDM and micro wire EDG (See Figure 3.3a). High speed spindle (Fischer 
Precise SC 3062, 1.3 kW maximum power, 25 Ncm maximum torque) with speed 
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between 10000 – 60000 rpm was used in the experiments. The position accuracy of 
machining center on the workpiece is ± 1 µm / 100 mm. Collet type precise tool holders 
are used in the experiments. Since the machining center does not contain touch probe for 
workpiece coordinate setting, cutting force monitoring method is used to set the 
workpiece coordinates. Cutting force data are also used for tool life determination 
experiments. Kistler MiniDyn 9256C1 is used for cutting force monitoring. (See Figure 
3.3b) The dynamometer consists of four 3-component force sensors and can measure 
forces up to 250 N. Dry cutting method is used in the experiments. NI PXI-7854R data 
acquisition card is used in order to transfer the data to the PC. (See Figure 3.3c)    
 
             
   (a)     (b) 
             
   (c)     (d) 
Figure 3.3 (a) Micro Tools DT-110 (b) Kistler 9256 C1 dynamometer (c) NI PXI-7854R data 
acquisition card and PC (d) SEM image of micro cutting tool 
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In order to gather force data, dynamometer is fixed on an aluminum plate and the 
workpiece is fixed on the dynamometer. Four holes are drilled for fixing the workpiece 
on the dynamometer and the piece is screwed on the dynamometer. After fixing the 
workpiece on the machining center, the surfaces of the workpiece is face milled to 
provide a good flatness. 100 µm 𝑎𝑝  face milling is done by using ∅ 2 mm end mill to 
flatten the surface of the part according to the machining center. Observation of channels 
in terms of dimension measurement, burr formation and surface quality are done by 
Vision Engineering Hawk non-contact measuring microscope, Keyence VHX 1000 
digital microscope and Zygo NewView 7200 white light interferometer. 
 
NS cutting tools are used in the experiments. The diameter of cutting tools used in the 
experiments are ∅ 0.4 and ∅ 0.8 mm. Both tools have 2 cutting edges, 30˚ helix angle 
and 55 HRC surface hardness. The diameters of cutting tools are smaller than the given 
nominal diameter values since run-out issue is considered by tool manufacturers. 
Scanning Electron Microscope (SEM) image of cutting tool is given in Figure 3.3d.    
 
The workpiece material is stainless steel 304 with the dimensions of 305×305×3 mm 
(L×W×H). However, the plate is cut into pieces with the dimensions of 37×55×3 to 
prevent vibration on the workpiece and simplify the experiment processes. In order to 
minimize the effect of workpiece material in micro milling processes, the same plate is 
used in all experiments. Tool shank length is fixed around ± 50 µm while changing the 
cutting tools during the experiments. All experiments are conducted under dry 
conditions.  
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3.4.2 Slot Milling Experiments 
 
Experimental works are started with slot milling for ∅ 0.8 and ∅ 0.4 mm cutting tools 
since the cutting geometry is simpler. In the first step, the effect of tool entrance strategy 
into the workpiece is investigated. Two types of entrance strategy are tested. First 
strategy is plunging the cutting tool out of the workpiece and giving the feed in the 
required direction. (See Figure 3.4a – b) The second strategy is plunging the cutting tool 
directly into the workpiece with smaller feed rate and giving the feed in the required 
direction. (See Figure 3.4c – d)   
                
 
 
 
 
 
 
 
 
Figure 3.4 Cutting tool is plunged out of the workpiece and feed direction is given in (a) and (b). 
Cutting tool is plunged into the workpiece with small feed rate and feed direction is given in (c) 
and (d) 
 
For both strategies, channels with same length and axial depth of cut are cut and tool 
cutting edges are examined by using microscope. According to the analysis, it is decided 
that the second tool entrance method is more conservative since hitting impact is 
decreased by this strategy. 
 
(a) (b) 
(c) (d) 
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After the decision of tool entrance strategy, channel experiments are done to find the 
effects of 𝑉, 𝑓𝑧  and 𝑎𝑝  on tool life. Since the radial depth of cut value is equal to the 
cutting tool diameter, the effect of 𝑎𝑒  cannot be measured in channel cut experiments. 
The experiments are done for two different tool diameters ∅ 0.8 and ∅ 0.4 mm. First 
experiment is done for ∅ 0.8 mm cutting tool. 11 workpieces are used for channel 
experiments. At each workpiece, 20 slots with 30 mm length are cut. Fresh cutting tool 
is used for each workpiece. In the course of experiments, cutting forces are gathered. 
After the channels are cut, they are observed by the microscope and measurement of 
axial depth of cut and radial depth of cut are done.  
 
Axial depth of cut and width of channel are important factors in micro channel in terms 
of fluid transportation in various areas, especially biomedical and biochemical devices. 
Width of channel only depends on the tool wear. As the channels are cut, width of the 
channels decreases as the diameter of tool. However, axial depth of cut depends on 
elongation of tool due to heat increase and zero point setting of milling machine. 
Elongation of tool cannot be controlled in dry cutting method. In order to cut channels 
with small 𝑎𝑝  tolerances, zero point of the machining center should be set precisely. For 
cutting tools with large diameters such as ∅ 1.5 and ∅ 2 mm, contact of tool edge with 
workpiece can be visually realized. However, it is not possible for small diameter cutting 
tools. Thus, dynamometer is used to realize the surface coordinate of workpiece and 
setting it as the zero point of the machining center. In order to detect the touch point, real 
time cutting forces are followed while the tool is brought closer to the workpiece. As the 
real time cutting force reaches 0.1 N, it is assumed that the tool touches to the surface of 
workpiece and that coordinate is set as the zero point of machining center. After the 
detection of zero point, the experiments are done. Slot milling experiment parameters for 
∅ 0.8 mm cutting tool are given in Table 3.2. 
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Table 3.2 Slot milling experiment parameters 
𝐸𝑥𝑝 # 𝑁 (𝑟𝑒𝑣/𝑚𝑖𝑛) 𝑎𝑝  (𝜇𝑚) 𝑓  𝜇𝑚 𝑡𝑜𝑜𝑡𝑕   𝑓𝑒𝑒𝑑 𝑟𝑎𝑡𝑒 (𝑚𝑚/𝑚𝑖𝑛) 
1 24000 80 1.145 55 
2 30000 80 1.145 68 
3 18000 80 1.145 42 
4 36000 80 1.145 82 
5 24000 80 1.5 72 
6 30000 80 1.5 90 
7 24000 80 1.965 94 
8 30000 100 1.5 90 
9 30000 120 1.5 90 
10 24000 80 1.145 55 
11 30000 80 1.145 68 
     
Parameters of the experiments are based on the catalogue values of cutting tool. They 
are determined between ± 30% of catalogue parameters. The effect of spindle speed, 
depth of cut and feed on tool wear are investigated in the experiments. The 𝑎𝑝  and 𝑎𝑒  
measurements of the experiments are given in Table 3.3.  
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Table 3.3 Measurements of slot milling experiments for ∅ 0.8 mm cutting tool 
𝐸𝑥𝑝 # ap  (μm) 
Max 𝑎𝑒  
(𝜇𝑚) 
Min 𝑎𝑒  
(𝜇𝑚) 
1𝑠𝑡  Channel 𝑎𝑒  
(𝜇𝑚) 
20𝑡𝑕  Channel 𝑎𝑒  
(𝜇𝑚) 
1 89 787 771 786 776 
2 87 792 779 790 789 
3 88 801 780 801 783 
4 83 805 778 802 778 
5 89 796 784 796 785 
6 93 800 791 800 791 
7 91 792 785 785 789 
8 103 797 789 796 791 
9 125 794 783 790 784 
10 90 790 784 790 789 
11 85 800 789 798 789 
 
Axial depths of channels are measured by optical microscope. Five measurements are 
done in each channel and average of the measurements is given in the table. When the 
actual depths of cuts and required depths of cuts are investigated, it can be seen that they 
are different. The possible reasons of difference are machine zero point setting problems 
and elongation of tool due to the heat increase. Since the burrs on both sides of the 
channel cannot be avoided, measurement of 𝑎𝑒  may mislead the original width. 
However, it can be revealed from the results that channel width reduces as the diameter 
of cutting tool reduces due to wear.  
 
Figure 3.5 shows the surface roughness of experiment 2. Due to the obtained results, it 
can be mentioned that surface quality reduces by the increase of tool wear. However, it 
is not possible to measure the exact surface quality difference because white light 
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interferometer measures a small region on the channel and surface roughness may 
change within the channel due to the burr adhesion on the surface.    
 
         
 (a)     (b) 
Figure 3.5 Surface roughness measurement of experiment #2: (a) Channel #1 (b) Channel #19 
 
Cutting forces are also analyzed in order to monitor the tool wear. Figure X. shows the 
cutting forces occurred in y-axis during the machining operation of experiment 2. Tool 
run out and tool wear on each cutting edges can be realized by monitoring the forces. 
Cutting forces increase as the number of cut channels increase. The increase in cutting 
forces can be clearly seen in Figure 3.6.     
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    (a)        (b) 
 
 (c)  
Figure 3.6 Micro channel milling force measurements in Exp #2: (a) Channel #1, (b) Channel #9, (c) Channel #19  
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The root mean square (RMS) values of cutting forces in x and y axis also increases as 
the number of cut channels increases. 
 
In experiments 1-4, the effect of spindle speed on tool wear is investigated. Figure 3.7 
shows the percentage change in resultant cutting force with respect to the number of 
machined channel in experiments 1-4. 
 
 
(a) 
 
 (b) 
Figure 3.7 Change in cutting forces 
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It is revealed from the cutting force analysis that spindle speed between 24000 – 30000 
rev/min is fairly good for ∅ 0.8 mm tool.  
 
When the cutting force increase, channel width and channel burr formation criteria are 
considered together, the results in Table 3.4 are achieved.  
 
Table 3.4 Tool life values of experiments 1,2,3 and 4 
Spindle Speed (rev / min) 18000 24000 30000 36000 
Tool Life (# of channel ) 9 15 15 11 
Total Cutting Length (mm) 270 450 450 330 
Material Removal Rate (𝑚𝑚3/𝑚𝑖𝑛) 2.688 3.52 4.352 5.248 
Tool Life (min) 6.43 8.18 6.62 4.02 
   
It can be stated that tool life in terms of total cutting length increases between 24000 – 
30000 rev/min. It can be stated that, as the spindle speed increases, chip – tool interface 
temperature increases and induces tool wear. Besides, required ductility may not be met 
in low spindle speeds. Thus, tool life decreases.       
 
Due to the obtained results, range of cutting speed for AISI 304 is 60 – 70 m/min. With 
respect to this analysis, it can be revealed that spindle speed of 48000 – 50000 rev/min is 
convenient for ∅ 0.4 mm cutting tool. 
 
After analyzing the parameters for ∅ 0.8 mm cutting tool, the channel experiments for 
∅ 0.4 mm cutting tool are done. A single workpiece is used for channel experiments. For 
each parameter set, one slot with 10 mm length is cut. For each slot, fresh cutting tools 
are used. Slot milling experiment parameters for ∅ 0.4 mm cutting tool are given in 
Table 3.5. 
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Table 3.5 Slot milling parameters for ∅ 0.4 mm cutting tool 
𝐸𝑥𝑝 # 𝑁 (𝑟𝑒𝑣/𝑚𝑖𝑛) 𝑎𝑝  (𝜇𝑚) 𝑓  𝜇𝑚 𝑡𝑜𝑜𝑡𝑕   𝑓𝑒𝑒𝑑 𝑟𝑎𝑡𝑒 (𝑚𝑚/𝑚𝑖𝑛) 
1 47700 20 0.52 50 
2 47700 20 0.52 50 
3 47700 20 0.62 60 
4 47700 20 0.73 70 
5 40000 20 0.62 50 
6 47700 30 0.62 60 
7 50000 20 0.62 62 
 
Parameters of the experiments are based on the catalogue values of the tool. After the 
channels are cut, they are observed using microscope in terms of actual depth of cut, tool 
wear, burr formation and surface roughness. The measured data are given in Table 3.6.  
  
Table 3.6 Measurements of slot milling experiments for ∅ 0.4 mm cutting tool 
Exp # 
Measured 
𝑎𝑝  (µm) 
Tool wear (µm) 
Burr Height (µm) Surface 
Roughness 
(nm) 
Up Down 
1 25 3 44 26 66.75 
2 30 4 40 25 42.25 
3 30 3 45 8 76.75 
4 29 2.5 35 52 51 
5 31 5 66 42 85.25 
6 41 5.5 50 28 32.75 
7 35 5.5 60 63 181.5 
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In order to achieve surface roughness value, measurement is done in four different 
regions within the channel and the average value of each parameter set is found. Figure 
3.8 presents the surface roughness values and corresponding tool wears of experiment 3 
and 7. It is possible to state that increase in cutting speed also increases tool wear 
formation and decreases surface quality since run-out increases by the increase cutting 
speed. High run-out induces imbalanced chip load distribution on edges. Thus, edges are 
worn out faster than expected.   
 
  
(a) 
  
 (b) 
Figure 3.8 Relationship between tool wear and surface roughness 
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In small feed rates, formed chips sticks between cutting tool and workpiece and this 
situation causes surface roughness on the machined surface. In order to increase the 
machined surface quality, minimum quantity lubrication can be used.    
 
3.4.3 Pocket Milling Experiments 
 
Micro mold manufacturing has become important by the increase of demand micro 
medical and electronics products. Micro milling is one of the most convenient 
manufacturing methods for micro mold fabrication since complex 3D geometries can be 
cut with high precision, high speed and low cost with respect to other methods. First step 
of micro mold milling is cutting a pocket on the workpiece. It is done by roughing cut 
and finishing cut respectively. Roughing cut is used to remove the material with less 
precision but in high volumes. Then, finishing cut is done in order to provide good 
surface quality. Finishing cut is used to reach the final dimension of the required 
geometry with good surface quality and tolerances.  
 
In the course of cutting processes, cutting strategy and parameters should be selected 
carefully in order not to wear out the tool before the completion of process because 
changing the tool during the machining leads time loss and defective parts, which causes 
decrease in production. An experimental study for pocket milling is performed to 
investigate the effect of radial and axial depth of cut on tool life, so tool change/failure 
during the machining process can be prevented using tool life knowledge. The 
experiments are done for two different tool diameters ∅ 0.8 and ∅ 0.4 mm. 
 
Before designing an experimental study on the cutting parameters, a preliminary 
analysis is done to determine the direction and tool path strategies in pocket milling. For 
direction strategy determination, up milling and down milling methods are 
experimented. According to the observations, down milling is a better strategy in terms 
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of burr formation and tool wear. For tool path strategy determination, linear cutting and 
spiral cutting strategies are experimented. In linear cutting strategy, the tool starts 
cutting from left bottom corner of the pocket and follows the path as shown in Figure 
3.9a. In spiral cutting strategy, the tool enters to the workpiece at the center of pocket 
and follows an outward spiral path shown in Figure 3.9b.  
    
 (a)    (b) 
Figure 3.9 (a) Linear cutting strategy (b) Spiral cutting strategy 
  
According to the observations, spiral tool path strategy is better since the chip load on 
the tool is smaller than the linear path.    
 
As a result of preliminary analysis, it is decided to make pocket milling experiments 
using down milling with spiral tool path strategy.  
 
First experimental study for pocket milling is done for 10 different parameter sets with 
∅ 0.8 mm cutting tool. 10 workpieces are used in the study. At each workpiece, 10 
square pockets are cut. The dimensions of the pockets are 6.4×6.4×0.8 mm (L×W×H). 
The length and width of the pockets are selected as 8 times tool diameter (8 × ∅) and 
axial depth of cut is the same as tool diameter. The pockets are cut in multi-pass since it 
is not possible to cut 0.8 mm depth in one pass. Depth of cut for each pass varies with 
respect to the axial depth of cut parameter in the experimental design. Radial depths of 
cuts are given as the percentage of tool diameter in pocket milling experiments.  
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After making the decision of cutting strategies, pocket dimensions and cutting 
parameters, G-codes are generated using Cimatron E10 Computer Aided Manufacturing 
(CAM) software. The tool path generated by Cimatron and actual tool path observed 
after machining are given in Figure 3.10 a and b. 
 
       
   (a)      (b) 
Figure 3.10 (a) Tool path generated by Cimatron, (b) Actual tool path after machining 
 
Cutting tools with larger diameters, such as ∅ 1.5 or 2.0 mm, can be used for cutting 
large pockets but spindle speed should be slow. However, high speed spindle cannot 
provide the required torque below spindle speed 15000 rev/min. In order not to enforce 
the high speed spindle, cutting tools with large diameters are not selected in 
experimental studies.  
 
After the pockets in each parameter set are cut, they are observed by the microscope to 
analyze surface quality and burr formation of pockets. Besides, tool edges are analyzed 
with the microscope.  
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Spindle speed (𝑁) and feed (𝑓𝑧) parameters are selected according to the results of 
channel experiments and fixed. Spindle speed and feed parameters used in pocket 
milling experiments are given in Table 3.7. 
 
Table 3.7 Spindle speed and feed parameters used in ∅ 0.8 mm cutting tool pocket milling 
experiments 
Parameters 
N (rev / min) 25000 
𝑓𝑧  (µm / tooth) 1.1 
 
Radial depth of cut and axial depth of cut for each pass in pocket milling experiments 
are given in Table 3.8. 
 
Table 3.8 Axial and radial depth of cut parameters used in ∅ 0.8  mm cutting tool pocket milling 
experiments 
Exp # Axial Depth of Cut (mm) Radial Depth of Cut 
1 0.080 0.25 × ∅ 
2 0.080 0.50 × ∅ 
3 0.080 0.75 × ∅ 
4 0.080 0.90 × ∅ 
5 0.114 0.50 × ∅ 
6 0.114 0.75 × ∅ 
7 0.114 0.90 × ∅ 
8 0.160 0.50 × ∅ 
9 0.160 0.75 × ∅ 
10 0.160 0.90 × ∅ 
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In order to cut 0.8 mm total depth of cut, 10 passes are done for 80 µm 𝑎𝑝 , 7 passes are 
done for 114 µm 𝑎𝑝  and 5 passes are done for 160 µm 𝑎𝑝  at each pocket. Upper limit of 
axial depth of cut is determined as 160 µm in order not to enforce the spindle.     
 
After the first experiment is done, the pockets’ surface qualities and tool edges are 
analyzed by the microscope. It is realized that 25% radial depth of cut is not a feasible 
axial depths of cuts for 25% radial depth of cut are not tested. 
 
In order to evaluate tool wear with respect to cutting force, data are gathered using 
dynamometer by data acquisition card at fixed intervals to observe the increase at forces. 
The dynamometer measures 3 component forces 𝐹𝑥 , 𝐹𝑦  and 𝐹𝑧 . During the cutting 
process, cutting forces in 𝑥 and 𝑦 directions are changing due to the spiral cutting path. 
Figure 3.11a. Change in cutting forces is shown in Figure 3.11b. 
 
 
(a) 
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 (b) 
Figure 3.11 As the feed direction changes (a), direction of cutting forces changes (b) 
 
In order to analyze the increase in cutting force, data must be gathered within the same 
cutting intervals. Thus, the simulation of tool path in Cimatron and real time tool path 
are compared and the interval is determined for cutting force data gathering. The data 
are not gathered for each pass in one pocket because of data storage problem, so it is 
done periodically. For 80 µm 𝑎𝑝 , cutting forces are gathered at 1
st
, 4
th
, 7
th
 and 10
th
 passes 
of each pocket. For 114 µm 𝑎𝑝 , cutting forces are gathered at 1
st
, 4
th
 and 7
th
 passes of 
each pocket. For 160 µm 𝑎𝑝 , cutting forces are gathered at 1
st
,3
rd
 and 5
th
 passes of each 
pocket.  Then, the resultant force 𝑅𝑥𝑦𝑧  of 𝐹𝑥 , 𝐹𝑦  and 𝐹𝑧  is calculated using DIAdem 
software according to the following equation: 
 
𝑅𝑥𝑦𝑧 =  ( 𝐹𝑥)2 + ( 𝐹𝑦)2 + ( 𝐹𝑧)2                         (42) 
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After the resultant force calculation, root mean square (RMS) of the signal values is 
calculated using DIAdem with respect to the following equation:  
  
Rms =   
1
N
 (Rxyz )i
2j+N−1
i=j                                    (43) 
 
where N is the number of gathered data, and j is the start time of data.  
 
Figure 3.12 shows the change in maximum resultant force with respect to the number of 
machined pockets. Maximum resultant forces increase as the number of machined 
pockets increase. Besides, increase in the burr formation in the pockets can be visually 
observed. By combining two results, it is revealed that cutting force and the tool wear 
are dependent factors.       
 
 
(a) 
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(b) 
 
 (c) 
Figure 3.12 Cutting Forces with respect to axial depth of cuts (a) 80, (b) 114, (c)160 micron 
 
The change in cutting forces are analyzed by using ANOVA and the relationship 
between tool life, radial depth of cut and axial depth of cut is found. ANOVA analysis is 
given in Figure 3.13. 
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(a) 
 
 (b) 
Figure 3.13 ANOVA result of ∅ 0.8 mm pocket milling experiments 
 
According to the analysis, cutting forces increase as the number of machined pocket 
(X1) and the axial depth of cut (X2) increase. Cutting forces are relatively small near 
70% radial depth of cut. Besides, radial and axial depth of cuts has a correlation. The 
relationship between resultant force and experiment parameters can be mathematically 
explained by the following equation: 
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𝑀𝑎𝑥 𝑅𝑒𝑠𝑢𝑙𝑡𝑎𝑛𝑡 𝐹𝑜𝑟𝑐𝑒 = 10.6337 + 2.4037𝐶 + 0.0279𝑎𝑝 − 0.272𝑎𝑒 +
 3.4725𝑒 − 4 𝐶2 − 0.0032𝑎𝑝
2 +  8.1953𝑒 − 4 𝑎𝑒
2 − 0.0982𝐶𝑎𝑝 − (2.1781𝑒 −
4)𝐶𝑎𝑒 + 0.0013𝑎𝑝𝑎𝑒                                                                                                    (44) 
 
where 𝐶 denotes number of pockets, 𝑎𝑝  denoted axial depth of cut and 𝑎𝑒  denotes radial 
depth of cut. The equation can be used as a constraint in micro-milling process 
optimization problems.      
       
It is previously mentioned that tool wear affects cutting forces. The type of wear changes 
measured cutting force values. In order to analyze the impact of tool wear type on 
cutting forces, tool edges and surface of machined workpieces are investigated by digital 
microscope. In Figure 3.14, wear regions on cutting tools are shown. As the radial depth 
of cut decreases, area of wear increases around the cutting edge and as the axial depth of 
cut is increased, wear on tool edge reduces. It is revealed from the Figure that cutting 
edges become blunt and tool diameter decreases by the increase of wear. Reduction in 
tool diameter can be determined as wear criteria. However, irregular wear formation 
complicates the measurement and evaluation. 
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Figure 3.14 Tool wears of different cutting conditions 
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Due to the observed wears on cutting tools, 90% 𝑎𝑒  with 160 μm 𝑎𝑝   is the best 
condition in terms of tool wear minimization criteria. Besides, radial depth of cut has to 
be increased as the axial depth of increases.  
 
In the pocket milling study, various axial depths of cuts are tested in order to find the 
influential factors on tool wear. It is not possible to compare the observed forces for 
different axial depth of cuts. Thus, cutting force in the first pass for each parameter is set 
as base and incremental force with respect to the base is investigated. Figure 3.15 shows 
the percentage increase in cutting forces with respect to the first pass.   
 
 
(a) 
 
(b) 
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(c) 
Figure 3.15 Resultant force increase due to tool wear for axial depth of cuts (a) 80 µm, (b) 114 
µm and  (c) 160 µm 
 
When the each cutting force curves are fit to a line and normalized with respect to the 
axial depth of cut, following tool wear rates are obtained. (See Table 3.9)  
 
Table 3.9 Tool wear rates of experiment parameters 
 50% 75% 90% 
80 µm 2,4 1,912 2,075 
114 µm 1,97 1,15 1,97 
160 µm 1,4 1 0,95 
 
According to Table 3.9, tool wear rate decreases as the axial depth of cut increases by 
contrast with conventional milling operations.  
 
In order to evaluate the performance of cutting conditions in terms of tool life, total 
machining time is taken into consideration. Initially, cutting time of a single pass is 
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estimated. Then, total machining time for machining 10 pockets with dimension of 
6.4×6.4×0.8 mm is calculated with respect to the following equation:  
 
𝑇𝑜𝑡𝑎𝑙 𝑀𝑎𝑐𝑕𝑖𝑛𝑖𝑛𝑔 𝑇𝑖𝑚𝑒 =    𝑐𝑢𝑡𝑡𝑖𝑛𝑔 𝑡𝑖𝑚𝑒 𝑜𝑓 𝑎 𝑠𝑖𝑛𝑔𝑙𝑒 𝑝𝑎𝑠𝑠 . (𝑡𝑜𝑡𝑎𝑙 # 𝑜𝑓 𝑝𝑎𝑠𝑠𝑒𝑠)   
 
Cutting time of a single pass and total machining time for 10 pockets are given in Table 
3.10. 
 
Table 3.10 Cutting times of experimented parameters 
 50% 75% 90% 
Single pass 1.71 min 1.39 min 1.13 min 
80 µm 171 min 139 min 113 min 
114 µm 119 min 97 min 79 min 
160 µm 85 min 69 min 56 min 
 
It is revealed from the study that, machining time decreases as the the radial depth of cut 
increases. The tool can be used at least 171 min without breakage. However, good 
surface quality cannot be assured.    
 
The cutting conditions of experimental design are also evaluated with respect to the 
surface quality. Figure 3.16 and 3.17 show the surface of first and last pockets of each 
parameter set respectively. It can be revealed from the investigated surfaces that 
reduction in tool diameters induce uncut material in the surface. The maximum uncut 
material is observed in the cutting condition of 80 μm 𝑎𝑝  and 90% 𝑎𝑒 . For roughing 
operations, uncut material in the surface is not substantial. However, smaller radial 
depths of cuts are recommended in finishing operations with respect to this analysis.  
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Figure 3.16 Surface images of first pockets 
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Figure 3.17 Surface images of tenth pockets  
 
Finally, burr formations in the pocket walls are analyzed and tool life for each parameter 
are determined with respect to the burr formation criteria. By considering the cutting 
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time of single pass and total number of passes cut until reaching the maximum allowable 
burr formation, tool lives of parameter set is calculated and given in Table 3.11.  
 
Table 3.11 Determined tool lives for burr formation criteria 
𝑎𝑝  (µm) 𝑎𝑒  (D%) Tool Life (min) 
80 50 102.32 
80 75 69.63 
80 90 22.58 
114 50 59.69 
114 75 58.49 
114 90 23.71 
160 50 51.16 
160 75 41.78 
160 90 33.87 
 
Obtained tool life values are used to fit a surface in order to estimate the tool life in 
different cutting conditions.  Matlab software is used to fit a surface. The interpolant 
model is used for surface fitting. The fitted surface is given in Figure 3.18. According to 
the fitted surface, burr formation decreases as the radial and axial depth of cut values 
decrease. For finishing operations, burr formation is an important criterion. However, it 
is not essential in roughing operations.  
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(a) 
 
 (b) 
Figure 3.18 The effect of cutting conditions in terms of burr formation 
 
It is revealed from the analysis that, roughing operation, with large axial and radial depth 
of cut, is required in order to remove the material fast and economically. Finishing 
operation, with small radial and axial depth of cuts, is required in order to achieve a 
good surface quality. The obtained results are similar to the conventional milling 
operations.   
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Pocket milling experiments are preceded with ∅ 0.4 mm cutting tools. CCD method is 
used to prepare an experimental design in order to minimize required experiment 
number and analyze both main and interaction effects of parameters on tool life. A 
preliminary work is done to determine the upper and lower limits of parameters. The 
parameters considered in ∅ 0.4 mm pocket milling experiments are spindle speed (𝑁), 
feed per tooth (𝑓𝑧) and axial depth of cut (𝑎𝑝). Effect of radial depth of cut is not 
investigated in order to decrease the required number of experiments, so tooling cost and 
time consumption is minimized. Radial depth of cut is assumed to be 0.7×∅ which 
provided favorable tool life for ∅ 0.8 mm cutting tool. Dimensions of pockets in the 
preliminary analysis are 3.2×3.2×0.4 mm and three pockets are milled for each 
parameter set unless tool is broken. Investigated parameters in the preliminary study and 
measured tool lives after milling process are given in Table 3.12. 
 
Table 3.12 Measured cutting tool diameter after the preliminary study 
𝐸𝑥𝑝 # 
𝑁  
(𝑟𝑒𝑣/𝑚𝑖𝑛) 
𝑓  
 𝜇𝑚 𝑡𝑜𝑜𝑡𝑕   
𝑎𝑝  
(𝜇𝑚) 
𝑓𝑒𝑒𝑑 𝑟𝑎𝑡𝑒 
(𝑚𝑚 𝑚𝑖𝑛)  
Volume 
(𝑚𝑚3) 
Measured ∅ 
(𝜇𝑚) 
1 50000 0.5 20 50 12.288 ≈ 308 
2 50000 0.5 80 50 12.288 ≈ 314 
3 50000 0.5 100 50 12.288 ≈ 345 
4 50000 0.625 100 62.5 12.288 ≈ 371 
5 50000 0.8 100 80 12.288 ≈ 326 
6 50000 0.625 133 62.5 12.288 ≈ 385 
7 50000 0.8 133 80 2.724 * Broken 
8 50000 0.625 150 62.5 12.288 ≈ 387.5 
9 50000 0.625 180 62.5 9.216 * Broken 
10 50000 0.5 200 50 0 * Broken 
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Based on the preliminary analysis, range of axial depth of cut and feed per tooth are 
determined as 100 - 150 µm and 0.5 – 0.72 µm / tooth respectively. Table 3.13 
summarizes the parameters to be used in the experiments and pocket dimensions.  
 
Table 3.13 Parameter ranges used in ∅ 0.4 mm cutting tool pocket milling experiments 
𝑃𝑎𝑟𝑎𝑚𝑒𝑡𝑒𝑟𝑠  
𝑁 (𝑟𝑒𝑣/𝑚𝑖𝑛) 40000 − 50000 
𝑓  𝜇𝑚 𝑡𝑜𝑜𝑡𝑕   0.52 − 0.72 
Radial depth of cut (%) 0.7 x ∅ 
𝑎𝑝  (𝜇𝑚) 100 − 150 
Pocket Dimensions (𝑚𝑚 × 𝑚𝑚 × 𝑚𝑚) 8∅ x 8∅ x 2𝑎𝑝  
 
Using CCD method and given parameter range, an experimental design with 20 
experiments is prepared using Minitab software. The design consists of six center points, 
six axial points and eight corner points. Figure 3.19 illustrates the relationships among 
the varieties and Table 3.14 summarizes the parameters of the experimental design. For 
each parameter, five levels are set.   
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Figure 3.19 Experimental design of ∅ 0.4 mm cutting tool pocket milling experiments 
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Table 3.14 Experiment parameters 
𝐸𝑥𝑝 # 𝑁 (𝑟𝑒𝑣/𝑚𝑖𝑛) 𝑓  𝜇𝑚 𝑡𝑜𝑜𝑡𝑕   𝑎𝑝(𝜇𝑚) 𝑓𝑒𝑒𝑑 𝑟𝑎𝑡𝑒 (𝑚𝑚 𝑚𝑖𝑛)  
1 45000 0,623 125 56,07 
2 40000 0,526 100 42,08 
3 50000 0,526 100 52,60 
4 45000 0,623 167 56,07 
5 40000 0,720 100 57,60 
6 45000 0,623 125 56,07 
7 50000 0,720 100 72,00 
8 40000 0,526 150 42,08 
9 50000 0,526 150 52,60 
10 45000 0,623 125 56,07 
11 45000 0,623 125 56,07 
12 40000 0,720 150 57,60 
13 50000 0,720 150 72,00 
14 45000 0,623 83 56,07 
15 45000 0,623 125 56,07 
16 36591 0,623 125 45,59 
17 53409 0,623 125 66,55 
18 45000 0,623 125 56,07 
19 45000 0,460 125 41,40 
20 45000 0,786 125 70,74 
 
The increase in spindle speed may cause interference between natural frequency of 
dynamometer and spindle speed frequency and distort the exact results. Hence, tool life 
is evaluated based on tool diameter reduction instead of changes in cutting forces. Two 
passes are done at each pocket. After cutting each pocket, diameter of cutting tool is 
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measured by microscope. Critical tool life diameter is set as 375 μm. Pockets are 
machined until the diameter reaches critical value.  
 
In order to evaluate the performance of cutting conditions, the surfaces of cutting tools 
and pockets are investigated. Burr formations in the pocket walls are also considered. In 
Figure 3.20 images of fresh and worn tools are shown. 
 
      
(a)                                                 (b) 
Figure 3.20 Images of (a) fresh and (b) worn tools 
 
In Figure 3.21, measured tool diameter values with respect to the number of pass for the 
first three experiments are given. The reduction in tool diameter can be observed clearly.  
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Figure 3.21 Measured tool diameters values with respect to the number of passes for 
experiments # 1, #2 and #3 
 
In experiments 4, 9, 10, 12, 13, 16 and 20, the tools are broken before achieving the 
critical tool diameter value. The cutting time of each pass is estimated using a 
formulation. Total machining time until reaching the critical value is calculated by using 
number of pass and single pass cutting time values. The tool lives in each experiment 
with respect to the minimum allowable tool diameter criteria is given in Table 3.15.    
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Table 3.15 Tool life values obtained in the experiments 
Exp # Tool Life  Exp # Tool Life 
1 19,12 11 16,57 
2 20,5 12 4,34 
3 20,39 13 2,48 
4 1,91 14 17,22 
5 14,27 15 16,57 
6 15,30 16 10,98 
7 12,91 17 16,11 
8 15,29 18 17,21 
9 6,12 19 16,40 
10 14,66 20 1,52 
 
In order to find the relationship between tool life and cutting parameters, regression 
analysis and ANOVA are performed. In Figure 3.22, the results of the analysis are 
given. Based on the experimental analysis, the second order RMS model for tool life is 
formulated. The tool life equation is as follows: 
 
𝑇𝑜𝑜𝑙 𝐿𝑖𝑓𝑒 =  −152.103 + 204245𝑓𝑧 + 1113.81𝐷𝑜𝐶 + 2.16514𝑉 − 248075399𝑓𝑧
2 −
3391.78𝐷𝑜𝐶2 − 0.0179843𝑉2 − 45237.6𝑓𝑧𝐷𝑜𝐶 + 1242.21𝑓𝑧 − 7.60179𝐷𝑜𝐶𝑉    (45) 
 
where 𝑓𝑧  denotes feed per tooth, 𝐷𝑜𝐶 denotes axial depth of cut and 𝑉 denotes cutting 
speed. To measure model adequacy, 𝑅2 and adjusted 𝑅2 are calculated and found 
91.10% and 83.10% respectively. Since both models obtained satisfactory 𝑅2 results, it 
is possible to state that the models are well fitted to the real data.       
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Figure 3.22 ANOVA and regression analysis 
 
Due to the performed analysis, the range of axial depth of cut, which is convenient for 
70% radial depth of cut, is 80 – 100 μm. The ratio of axial depth of cut to the tool 
diameter is approximately 20 – 25%. If the ratio is applied to the cutting tools with 
diameter of 0.8 mm, it is possible to state that, 200 μm axial depth of cut is applicable. In 
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terms of spindle speed, the best range for ∅ 0.4 mm is 40000 – 45000 rpm. The range of 
feed per tooth is determined as 0.5 – 0.6 µm/tooth. The estimated regression coefficients 
for tool life using data in uncoded units are used in the tool life equation for optimization 
problem.  
 
3.5 Conclusion   
 
In this chapter an experimental investigation of the micro machinability of AISI 304 is 
performed. Tungsten carbide tools are used for the experiments. Prior to the 
experiments, controllable machining factors are determined. The controllable factors are 
cutting strategy, tool entrance strategy into the workpiece, cutting speed, feed per tooth, 
axial and radial depths of cut and tool diameter. In order to search the effects of factors, 
an experimental setup is prepared.  
 
Firstly, slot milling experiments are performed for ∅ 0.4 and ∅ 0.8 mm cutting tools. In 
these experiments, workable cutting parameter intervals for AISI 304 with tungsten 
carbide micro end mills are determined for pocket milling by considering surface 
roughness, chip formation and cutting forces.  
 
Next, pocket milling experiments are performed for ∅ 0.4 and ∅ 0.8 mm cutting tools in 
order to reveal the optimal cutting parameters that maximize cutting tool life. In ∅ 0.8 
mm pocket milling experiments, tool lives of parameter sets are found for different 
criteria. Besides, the relationship between resultant cutting force and experiment 
parameters are revealed by ANOVA and explained with an equation. In ∅ 0.4 mm 
pocket milling experiments, a central composite design is formed. Then, experiments are 
performed and obtained results are analyzed using regression and ANOVA. Tool life 
equation is acquired and used in the next chapter.  
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Chapter 4  
 
Modeling and Optimization of Square 
Pocket Milling  
 
Mathematical formulations of micro milling operations are the same as macro milling 
operations. Cutting speed (𝑉), feed rate (𝑓𝑟 ) and machining time (𝑡𝑚 ) are calculated 
according to the following equations: 
 
𝑉 =  𝜋. 𝐷. 𝑁                (46) 
𝑓𝑟 = 𝑓𝑧 . 𝑧. 𝑁                 (47) 
𝑡𝑚 =
𝜋 .𝐿 .𝐷
𝑓𝑧 .𝑧.𝑉
                    (48) 
where 𝐷 denotes the diameter of cutting tool, 𝑁 denotes the spindle speed, 𝑓𝑧  denotes the 
feed per tooth,  𝑧 denotes the number of tooth on the cutting tool and 𝐿 is cutting length. 
When 𝑉 is replaced with 𝜋. 𝐷. 𝑁, new formulation of machining time is: 
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𝑡𝑚 =
𝐿
𝑓𝑟
                         (49) 
 
In slot milling, it is simple to calculate the cutting length. However, tool follows a 
complicated path in pocket milling with regard to slot milling. The tool path in pocket 
milling is shown in Figure 4.1.  
 
 
Figure 4.1 Tool path from center to outwards 
 
The cutting tool moves on counter clockwise direction because of down milling process. 
The tool is plunged into the workpiece at the center of pocket and follows a square path. 
(See Figure 4.2a) Then, cutting tool moves diagonally with the distance of  𝑎𝑒 . 𝐷, 
where 𝑎𝑒 < 1, and degree of 45 and completes the square path. (See Figure 4.2b) This 
procedure continues until reaching the required dimensions. (See Figure 4.2c)  
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(a)    (b)    (c) 
Figure 4.2 Pocket milling procedures cutting path 
 
Cutting length at each square path in pocket milling is calculated according to the 
following formulation: 
 
𝐿0 = 2. (𝑎𝑒𝐷) 
𝐿1 = 4. (2𝑎𝑒𝐷) 
𝐿2 = 4. (4𝑎𝑒𝐷) 
𝐿3 = 4. (6𝑎𝑒𝐷) 
… 
𝐿𝑘 = 4. [(2𝑘)𝑎𝑒𝐷] 
 
where k is the square cycle’s number in the course of milling and L is the cutting length 
at that cycle. For each diagonal movement, cutting length is calculated with respect to 
the following equation: 
 
𝐿𝑑 =  2. 𝑎𝑒𝐷                          (50) 
 
Total number of square cycles has to be integer. If the pocket is square with the 
dimension of length A, it can be written as following: 
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𝐴 =  
𝐷
2
+ 2𝑘𝑎𝑒𝐷 +
𝐷
2
               (51) 
 
The formulation can be rewritten as following equation in order to find the total number 
of cycles in the pocket:  
 
k =  
A−D
2ae D
                                   (52) 
 
Total cutting length of cycles at one pass can be calculated by the following equation: 
 
 L = 4k k + 1 ae D + 2ae D   (53) 
 
In addition to the total cycle length, total diagonal cutting length (L′) at one pass can be 
calculated by the following equation: 
 
 L′ = (k − 1) 2aeD               (54) 
 
Total material removing length (𝐿𝑐) can be formulated as following: 
 
𝐿𝑐 =  𝐿 +  𝐿′ =  4k k + 1 ae D + 2ae D + [ k − 1  2aeD]            (55) 
 
If the pocket requires multi-pass milling, the tool has to get back to the center of pocket 
from the left top corner for the next pass without removing material. The length of tool 
return (𝐿𝑟) is given in the following equation: 
𝐿𝑟 =
 2(𝐴−𝐷)
2
                              (56) 
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In multi-pass milling terminology, 𝑑𝑟  denotes axial depth of roughing cut in one pass, 𝑤 
denotes the required total axial depth of cut and 𝑑𝑓  denotes the axial depth of finishing 
cut. If finishing cut is not required in pocket milling, required number of passes (𝑛)  is 
calculated as following: 
 
𝑛 =
𝑤
𝑑𝑟
                     (57) 
 
If finishing cut is required after roughing cut in milling process, 𝑛 is calculated as  
 
𝑛 =
𝑤−𝑑𝑓
𝑑𝑟
                 (58) 
 
where 𝑛 has to be an integer. Total machining time of pocket milling (𝑡𝑡𝑜𝑡𝑎𝑙 ) consists of 
three main components which are tool plunge time (𝑡𝑝𝑙𝑢𝑛𝑔𝑒 ), material removal time 
(𝑡𝑐𝑢𝑡𝑡𝑖𝑛𝑔 ) and tool return time (𝑡𝑟𝑒𝑡𝑢𝑟𝑛 ). The equation of total machining time is given 
following:   
 
𝑡𝑡𝑜𝑡𝑎𝑙 =  𝑡𝑝𝑙𝑢𝑛𝑔𝑒 + 𝑡𝑐𝑢𝑡𝑡𝑖𝑛𝑔 + 𝑡𝑟𝑒𝑡𝑢𝑟𝑛         (59) 
 
It is possible to use different feed rates for plunging, cutting and tool returning 
processes. Total machining time for single pass pocket milling is  
 
𝑡𝑡𝑜𝑡𝑎𝑙 =   
𝑎𝑝
𝑓𝑝𝑙𝑢𝑛𝑔𝑒
+
𝐿𝑐
𝑓𝑐𝑢𝑡
                               (60) 
 
Total machining time for multi pass milling with only roughing cut is  
 
𝑡𝑡𝑜𝑡𝑎𝑙 =   
𝑑𝑟
𝑓𝑟_𝑝𝑙𝑢𝑛𝑔𝑒
+
𝐿𝑐
𝑓𝑟_𝑐𝑢𝑡
+
𝐿𝑟
𝑓𝑟 _𝑟𝑒𝑡𝑢𝑟𝑛
 .
𝑤
𝑑𝑟
     (61) 
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where 𝑓𝑟_𝑝𝑙𝑢𝑛𝑔𝑒  is plunging feed,  𝑓𝑟 _𝑐𝑢𝑡  is cutting feed and 𝑓𝑟 _𝑟𝑒𝑡𝑢𝑟𝑛  is tool return feed 
for roughing cut. Plunging and tool return feeds are commonly selected with respect to 
the properties of workpiece material and machining center and fixed to a constant value. 
However, cutting feed changes with respect to the values of feed per tooth and cutting 
speed.     
 
Total machining time for multi pass roughing cut and a single finishing cut is   
 
𝑡𝑡𝑜𝑡𝑎𝑙 =   
𝑑𝑟
𝑓𝑟_𝑝𝑙𝑢𝑛𝑔𝑒
+
𝐿𝑐
𝑓𝑟_𝑐𝑢𝑡
+
𝐿𝑟
𝑓𝑟_𝑟𝑒𝑡𝑢𝑟𝑛
 .
𝑤−𝑑𝑓
𝑑𝑟
+  
𝑑𝑓
𝑓𝑓_𝑝𝑙𝑢𝑛𝑔𝑒
+
𝐿𝑐
𝑓𝑓_𝑐𝑢𝑡
                (62) 
 
where 𝑓𝑓_𝑝𝑙𝑢𝑛𝑔𝑒  is plunging feed and 𝑓𝑓_𝑐𝑢𝑡  is cutting feed for finishing cut. 
 
In previous studies for multi-pass milling optimization problems, two different objective 
functions are used. The first alternative is minimization of unit production cost. The 
second alternative is maximum production.  
 
In this problem, minimization of unit production cost is selected as objective function. 
Unit production cost (𝑈𝐶) consists of three different elements which are tool 
replacement cost, tool cost and machining cost. The objective function of the problem is 
as follows:  
 
𝑈𝐶 =  𝑐0𝑡𝑡𝑜𝑡𝑎𝑙 +  (𝑐0𝑡𝑐 + 𝑐𝑡)
𝑡𝑘
𝑇
  where 𝑡𝑘 =   
𝑎𝑝
𝑓𝑝𝑙𝑢𝑛𝑔𝑒
+
𝐿𝑐
𝑓𝑐𝑢𝑡
 . 𝑛              (63) 
 
where 𝑐0 denotes the labor overhead cost ($/unit), 𝑐𝑡  denotes tool cost ($), 𝑡𝑡𝑜𝑡𝑎𝑙  denotes 
the total machining time (min), 𝑡𝑐  denotes tool change time (min), 𝑡𝑘  denotes the actual 
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machining time (min) and 𝑇 denotes the tool life (min) with respect to the given 
parameters.  
 
The constraint set is determined with respect to the performed experiments. The 
constraint set is as follows:  
 
12.5 𝑚 𝑚𝑖𝑛 < 𝑉 < 75 𝑚/𝑚𝑖𝑛                (64) 
0.46 𝜇𝑚 < 𝑓𝑧  < 0.786 𝜇𝑚                       (65) 
0.08 𝑚𝑚 < 𝑑𝑟 < 0.16 𝑚𝑚                       (66) 
10000 𝑟𝑝𝑚  < 𝑁 < 60000 𝑟𝑝𝑚               (67) 
0 𝑚𝑖𝑛 < 𝑇𝑜𝑜𝑙 𝐿𝑖𝑓𝑒 < 20.5 𝑚𝑖𝑛                 (68) 
 
4.1 Numerical Example for Square Pocket Milling   
 
In this section, two numerical studies are presented for pocket milling with dimensions 
8.8×8.8×0.7 mm using ∅ 0.4 mm cutting tool. In the first study, machining costs of 
cutting conditions achieved by PSO and proposed cutting conditions by tool 
manufacturer are compared. In the second study, cutting parameters which minimize 
unit production cost are investigated. In both of the numerical studies, tool return feed 
rate and plunging feed rate values are fixed. The values are given in Table 4.1.  
 
Table 4.1 Tool return and plunge feed rates 
 Tool Return Plunging 
Feed Rate (mm / min) 10 1 
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4.1.1 Comparison of Machining Costs 
 
In the first study, Equation (61) is used to calculate total machining time and unit labor 
cost is determined as $60 per hour. The tool life equation is not taken into consideration 
in the calculation of machining cost for tool manufacturer catalogue values since the 
value of axial depth of cut proposed by the manufacturer is out of the experiment range. 
The cutting parameters proposed by tool manufacturer and its total machining cost (𝐶𝑀) 
are given in Table 4.2.  
 
Table 4.2 Obtained results due to tool manufacturer catalogue values 
V(m / min) 𝑓𝑧  (µm / tooth) 𝑑𝑟  (µm) 𝐶𝑀  ($) 
50 0.68 20 199.2962 
  
Then, PSO algorithm is used to find the cutting parameters that minimizes total 
machining cost. The reason of using PSO algorithm instead of exact methods is that it is 
not possible solve the nonlinear constrained problems using exact methods. In machine 
cost minimization problem, the objective function is nonlinear since 𝑓𝑓_𝑐𝑢𝑡  is calculated 
with respect to the following equation: 
 
𝑓𝑟 _𝑐𝑢𝑡 = 𝑓𝑧 . 𝑧. 𝑁 = (𝑓𝑧 . 𝑧. 𝑉. 1000) (𝜋. 𝐷)                  (69) 
 
where 𝑓𝑧  and 𝑉 are the decision variables. Besides, tool life constraint obtained from 
pocket milling experiments is also nonlinear. In Table 4.3, the results achieved by PSO 
for different number of passes are given. Due to the results, total machining cost is 
reduced by the increase of depth of cut in each pass.  
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When the total machining cost obtained from PSO parameters and tool manufacturer 
catalogue parameters are compared, it can be clearly stated that large volumes of 
material can be removed in shorter time with smaller costs by optimizing cutting 
parameters. Besides, cutting tools are able to work in harder conditions than tool 
manufacturers’ suggestions. For surface finishing processes, it may be beneficial to base 
the catalogue values of cutting tools. However, experimental analysis and optimization 
for machining conditions provide large amount of gains for roughing processes.     
 
Table 4.3 Obtained cutting parameters obtained by PSO 
#of 
Pass 
V 
(m/min) 
𝑓𝑧  (µm / tooth) 𝑑𝑟  (µm) 𝐶𝑀  ($) 
5 65.099 0.67 140 23.54 
6 70.713 0.70 116.7 25.16 
7 72.478 0.69 100 29.03 
8 73.836 0.73 87,5 31.26 
 
     
4.1.2 Unit Production Cost Minimization  
 
In the second study, previously formulated mathematical model is solved using PSO 
method. The model is implemented in Matlab. In the algorithm, remaining tool life is 
tracked during the cutting operation and the cutting tool is changed if the remaining tool 
life is smaller than the required cutting pass time. The drawback of this strategy is that 
cutting tool may not be utilized 100 % since the tool is changed earlier than the end of 
its life. However, the part quality is very important in micro products. Thus, less 
utilization of the tool is can be acceptable.  
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Tool change time is set as 5 minutes in the problem by considering the knowledge 
achieved from experiments. Unit tool cost and labor cost are $100 and $60 per hour 
respectively. Equation (63) is used as the objective function and equations (64) – (68) 
are used as constraints. The obtained results for this study are presented in Table 4.4. 
 
Table 4.4 Obtained cutting parameters for unit production cost minimization problem 
#of 
Pass 
V  
(m/min) 
𝑓𝑧   
(µm / tooth) 
d  
(mm) 
Total # 
of 
required 
cutting 
tool 
UC 
($) 
Tool 
Change 
Pass #  
5 67.930 0.64 0.14 3 338.6514 2 
6 74.538 0.67 0.1167 2 234.9884 3 
7 70.380 0.70 0.1 2 239.3378 4 
8 74.721 0.69 0.0875 2 242.3476 4 
 
It is revealed with respect to the achieved results that large axial depth of cut and slow 
cutting speed may increase the total number of required cutting tools, so the unit 
production cost increases. Minimum unit production cost is obtained for six numbers of 
passes. It can also be stated that tool cost is the biggest cost item in micro machining. 
Thus, optimization of machining parameters is very important.    
 
4.2 Summary  
 
Modeling of pocketing operation is developed and optimization problem is solved for 
two example cases. In the first case, the cutting parameters determined by tool 
manufacturer is evaluated and compared with the machining parameters obtained from 
particle swarm algorithm. It is revealed from the comparison that tool manufacturers 
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propose very conservative cutting parameters. It is possible to extend the offered limits 
by conducting experiments. In the second case, unit cost minimization problem is solved 
using particle swarm optimization method and demonstrated that it may induce 
significant cost increase if the cutting conditions are not selected carefully.  
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Chapter 5  
 
Conclusion and Future Work 
 
In this thesis, multi pass turning and micro milling processes have been investigated in 
the framework of process parameter optimization.   
 
In multi-pass turning operation, a well known nonlinear constrained optimization 
problem is considered. Two different mathematical models are implemented and solved 
in Matlab software using particle swarm optimization and Matlab Optimization Toolbox. 
It is shown that particle swarm optimization technique can produce good results in short 
time also insensitive to the initial guess. Besides, the optimal machining conditions 
results obtained from the optimization algorithm is similar those reported in the 
literature.  
 
In multi-pass micro milling operation, first an experimental study is performed to reveal 
the significant machining parameters during pocket milling for AISI 304 stainless steel. 
Firstly, slot milling experiments were conducted and acceptable range of machining 
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parameters for both ∅ 0.4 and ∅ 0.8 mm cutting tools were identified. Pocket milling 
experimental parameters were determined based on the results of slot milling studies. 
For ∅ 0.8 mm cutting tools, surface quality and increase in cutting forces due to tool 
wear were considered as tool life criteria. For each parameter set, tool conditions were 
observed. The relationship between cutting parameters and resultant cutting force are 
represented with an equation obtained through surface fit in Matlab. For ∅ 0.4 mm 
cutting tools, a central composite design (CCD) was designed including 20 experiments. 
The results of experiments are analyzed using ANOVA technique and a tool life 
equation was obtained using regression analysis. Analytical model square pocket milling 
was derived which allows calculation of machining time for given machining conditions. 
Then, an objective function was formulated to minimize unit production cost. Finally, 
the results were discussed with a numerical study. It is shown that developed model can 
help in the process of machining parameter selection.  
 
As a future work, square pocket milling operation can be generalized to other shapes of 
pockets (rectangle, circle etc.) and optimization studies can be performed for combined 
shapes. During experimental studies, it was observed that as cutting tool diameter 
decreases process outputs become increasingly hard to model due to non linear and 
stochastic nature of the process. The use of probabilistic techniques is recommended 
especially when tool diameter is less than 0.5 mm because the obtained results changes 
drastically due to the physical properties of micro cutting tools. It is left as a future 
study. Finally, introducing physics based process models (machining forces, tool 
vibration models) into the machining optimization problems help selecting machining 
parameters with less experimentation.   
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Appendix  
 
Matlab Optimization Toolbox uses various optimization algorithms according to the 
problems’ objective functions and constraints. The problem in this thesis is a 
minimization problem which has a nonlinear objective function with both linear and 
nonlinear constraints. Available algorithms to be used in Matlab for this study are trust 
region reflective, active set and interior point algorithms.  
 
Trust Region Reflective Algorithm 
 
The trust-region reflective algorithm is used to solve large scale bound constrained 
problems or linear equalities. In the default configuration of Matlab, optimization 
toolbox uses trust region reflective algorithm. This algorithm is efficient in use but 
requires special conditions. Trust region reflective algorithm can be applicable if the 
gradient of the objective function is provided and constraints are in a single type, 
whether only bound constraint type or linear equality constraint type but not both of 
them.  
 
The method in this algorithm is to build a simpler function 𝑞 which approximates the 
objective function 𝑓 in a trust region radius ∆ around an initial point 𝑥. Initial point 𝑥 
and trust region radius ∆> 0 are selected randomly. Then, a trial step 𝑠 is calculated 
and 𝑓 value is updated. Trial step is 𝑠 used to determine search direction. If the new 
objective function value 𝑓(𝑥 + 𝑠) is smaller than the current objective function’s 
value 𝑓(𝑥), the current point 𝑥 is updated as 𝑥 + 𝑠 and ∆ value is updated according to 
the reduction ratio. The ratio is calculated as following:  
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𝑟𝑘 =
𝐴𝑐𝑡𝑢𝑎𝑙 𝑟𝑒𝑑𝑢𝑐𝑡𝑖𝑜𝑛
𝑃𝑟𝑒𝑑𝑖𝑐𝑡𝑒𝑑 𝑟𝑒𝑑𝑢𝑐𝑡𝑖𝑜𝑛
 
 
where  
 
𝐴𝑐𝑡𝑢𝑎𝑙 𝑟𝑒𝑑𝑢𝑐𝑡𝑖𝑜𝑛 = 𝑓 𝑥𝑘 −  𝑓 𝑥𝑘 + 𝑠𝑘      
𝑃𝑟𝑒𝑑𝑖𝑐𝑡𝑒𝑑 𝑟𝑒𝑑𝑢𝑐𝑡𝑖𝑜𝑛 = −(𝑔𝑘
𝑇𝑠𝑘 + 𝑠𝑘
𝑇𝐻𝑘𝑠𝑘) 
 
As the predicted reduction value becomes closer to the actual reduction value (e.g., 
𝑟𝑘 > 0.75), the steps will lead to better objective function values. Thus, ∆ value is 
increased. As the reduction value becomes smaller (e.g., 𝑟𝑘 < 0.25), ∆ is decreased to 
find a point with a better smaller objective value. If neither of these conditions are 
occurred, ∆ is not changed and continued with the new point 𝑥 + 𝑠.   
However, if the new objective function value 𝑓(𝑥 + 𝑠) is smaller than the current 
objective function value 𝑓(𝑥), the current point is not changed, ∆ value is reduced and a 
new 𝑠 is calculated by using reduced trust region radius. In order to calculate 𝑠, the 
following constrained minimization problem is solved:  
 
min 𝑓 ≈ 𝑔𝑘
𝑇𝑠 +  
1
2
 𝑠𝑇𝐻𝑘𝑠  
𝑠𝑢𝑏𝑗𝑒𝑐𝑡 𝑡𝑜  𝑠  ≤ ∆  
 
where ∆ is the trust region radius, 𝐻 is the Hessian matrix and 𝑔 is the gradient of 𝑓 
current point 𝑥. As seen in the mathematical formulation, 𝑠 is restricted by ∆ in order to 
be stayed in the trust region in a given direction.         
 
The inequality constraint  𝑠  ≤ ∆ reveals two possible step size value calculation 
methods   
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If  𝑠 < ∆ , then the step size is calculated as 𝑠𝑘 =  𝐻𝑘𝑔𝑘     𝑖𝑓  𝐻𝑘𝑔𝑘    < ∆ where 𝑘 is 
the iteration number 
If  𝑠 = ∆ , then the step size is calculated as 𝑠𝑘 = −(𝐻𝑘+ 𝜇𝐼) 𝑔𝑘   , 𝜇 > 0, 𝑎𝑛𝑑  𝑠 = ∆ 
where 𝜇 is a quantity related with the trust region constraint.  
 
Until the termination criteria are satisfied, these procedures are applied iteratively. 
 
Trust Region Algorithm (Papalambros and Wilde, 2000) 
1. Begin with random point 𝑥1  and a trust region radius ∆1> 0. Iteration counter k 
is set as 1. 
2. Calculate the gradient  𝑔𝑘   and Hessian 𝐻𝑘  at 𝑥𝑘 . 
3. Calculate the step 𝑠𝑘  by solving constrained minimization problem. 
4. Calculate the value of 𝑓(𝑥𝑘 + 𝑠𝑘) along with the predicted reduction, actual 
reduction and ratio 𝑟𝑘 .  
5. (Unacceptable Step) If  𝑥𝑘 + 𝑠𝑘 ≥ 𝑓(𝑥𝑘) , then do not accept the new point. 
Set ∆𝑘+1= ∆𝑘 2  , 𝑥𝑘+1 = 𝑥𝑘  , 𝑘 = 𝑘 + 1  and go to step 3.  
6. (Altering the Trust Region) Set 𝑥𝑘+1 = 𝑥𝑘 + 𝑠𝑘 . If 𝑟𝑘 < 0.25, then set  ∆𝑘+1=
∆𝑘 2 ; if 𝑟𝑘 > 0.75 , then set  ∆𝑘+1= 2 ∆𝑘 ; otherwise set  ∆𝑘+1= ∆𝑘  . Set 
𝑘 = 𝑘 + 1  and go to step 2. 
 
Active Set Algorithm 
 
The active set algorithm is used to solve general nonlinear optimization problems. The 
method used in active set algorithm is to achieve optimal point 𝑥∗ from a starting 
point 𝑥𝑘  by activating or deactivating constraints in the course of iterations in the 
problem. The constraint is called active if the optimum solution changes when it 
removed from the constraint set.  
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All equality constraints and active inequality constraints are included in the active set. 
The working set includes the equality and active inequality constraints at the current 
iteration and the candidate set contains candidate constraints that can be added to the 
working set during iterations. The algorithm starts with an initial feasible point  𝑥𝑘 , 
which is not necessarily to be optimal. Initially, starting feasible point 𝑥𝑘  and a working 
set is generated. Then, Karush-Kuhn-Tucker (KKT) conditions are checked for the 
current point. If  𝑥𝑘  is not optimal, there are two alternative steps. First alternative is to 
continue with the same working set and follow subsequent steps. Second alternative is to 
change the working set by deleting a constraint, update all computations according to the 
newly generated working set and check KKT conditions. Afterwards, a feasible search 
vector 𝑠𝑘  can be calculated as          
 
𝑠𝑘 = −𝑔𝑘  or 𝑠𝑘 = −𝐻𝑘
−1𝑔𝑘 . 
 
Then, the step length 𝛼𝑘  along 𝑠𝑘  is computed as following:  
 
𝛼𝑘 =  𝑎𝑟𝑔 min
0<𝛼<∞
𝑓(𝑥𝑘 + 𝛼𝑠𝑘) 
 
If the step length violates any constraint, the violated constraint is added to the working 
set, step length value is reduced to the maximum possible value that provides feasibility. 
If 𝛼𝑘  does not violate the constraints, new point 𝑥𝑘+1 is calculated as 𝑥𝑘+1 =  𝑥𝑘 +
 𝛼𝑘𝑠𝑘 . Adding constraint continues until no further progress is possible without violating 
constraint. In order to explain adding constraint procedure clearly, the following figure 
is given:  
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Figure. Active set algorithm 
 
Initial point 𝑥0 and constraint 𝑔1 are generated. Then, objective function value is 
improved according to the constraint 𝑔1 until no further progress is possible without 
violating a constraint in the model. Then, a new constraint 𝑔2 is added from the 
candidate set to the working set and the algorithm continues searching better feasible 
points at the intersection of constraints  𝑔1 and 𝑔2.   
      
If no further constraint left in the candidate set to be added, KKT conditions are re-
checked at the last founded feasible point 𝑥𝐹 according to the following equation: 
  
∇𝑓 𝑥𝐹 +  𝜇𝑖∇𝑔𝑖 𝑥𝐹 =  0
𝑇 
𝑖
 , 𝑖 𝜖 𝒜 
 
where 𝑔 is the constraint, 𝜇 is the coefficient of constraint and 𝒜 is the index working 
set of active constraints at 𝑥𝐹. If  𝑥𝐹 is a KKT point and 𝜇 is nonnegative, the point is 
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optimal. However, if 𝜇 is a negative value, then the algorithm continues with deleting 
constraints from the working set since negative coefficient means that it is possible to 
find a better objective value. Only one constraint can be deleted at each iteration. 
Constraint with the most negative coefficient is deleted first and KKT conditions are 
checked until no negative 𝜇 value left.  
 
In the course of KKT equations’ calculation, Lagrange multipliers are solved. In order to 
solve the Lagrange multipliers, Sequential Quadratic Programming (SQP) method is 
used. SQP method solves nonlinear problems at three basic steps. In the first step, 
Hessian Matrix of Lagrangian function is updated by using Quasi-Newton method. 
Then, the problem is divided into sub-problems, named Quadratic Programming (QP). 
At the final step, Line Search (LS) is done to form a new iteration. (Papalambros and 
Wilde, 2000)  
 
Interior Point Algorithm 
 
Interior Point Algorithm is used to solve general nonlinear optimization problems. The 
algorithm is based on barrier function. It is also possible to provide feasibility according 
to the bounds at all iterations as an option. The method of the algorithm is to construct 
approximate minimization sub-problems and solve iteratively. Since approximate 
problem has equality constraints, solving the problem is easier than solving an inequality 
constrained problem. 
The mathematical formulation of approximate problem is that, for each 𝜇 > 0   
 
min
𝑥 ,𝑠
𝑓𝜇  𝑥, 𝑠 =  min
𝑥 ,𝑠
 𝑓 𝑥 − 𝜇  𝑙𝑛
𝑖
 (𝑠𝑖) 
𝑆𝑢𝑏𝑗𝑒𝑐𝑡 𝑡𝑜, 𝑕 𝑥 =  0 𝑎𝑛𝑑 𝑔 𝑥 + 𝑠 = 0  
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where s is the slack variables, g is the inequality constraints and 𝜇  ln𝑖  (𝑠𝑖) is the 
barrier function. In order to keep ln 𝑠𝑖  bounded, the slack variables are restricted to be 
positive. By the decrease of 𝜇 value to zero, objective function 𝑓𝜇  approaches original 
objective function 𝑓. At each iteration, the algorithm uses two types of steps. First type 
is direct step (Newton step), which solves KKT equations via linear approximation and 
used by default. Second type is conjugate gradient step, which uses trust region 
algorithm. Unless the algorithm cannot solve by direct step, tries conjugate gradient step.    
(Papalambros and Wilde, 2000) 
