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Abstract
In this study, 13 properties (alcohol-, real extract-, flavonoid-, anthocyanin,
glucose, fructose, maltose, sucrose content, EBC [European Brewery Conven-
tion] and L*a*b* color, bitterness) of 21 beers (alcohol-free pale lagers,
alcohol-free beer-based mixed drinks, beer-based mixed drinks, international
lagers, wheat beers, stouts, fruit beers) were determined. In the first step, mul-
tiple factor analysis (MFA) was performed for the whole data and five clusters
(target classes) were determined; then, a bootstrapping was applied to establish
a balanced data so as every cluster should contain 100 samples and the total
sample size is 500. In the second step, 12 supervised learning algorithms (ran-
dom trees [RND], Quinlan's C4.5 decision tree algorithm [C4.5], Iterative
Dichotomiser 3 algorithm [ID3], cost-sensitive decision tree algorithm
[CSMC4], cost-sensitive classification tree [CSCRT], k-nearest neighbors algo-
rithm [KNN], radial basis function [RBF], multilayer perceptron neural net-
work [MLP], prototype nearest neighbor [PNN], linear discriminant analysis
[LDA], naïve Bayes with continuous variables [NBC], partial least squares dis-
criminant analysis [PLS-DA]) were applied to classify each brand into the tar-
get classes. Furthermore, several error rates were calculated: re-substitution
error rate (RER), cross-validated error rate (CV), bootsrap error (BOOT), leave-
one-out (LOO), and train-test error rate (TRAIN). The MFA could discriminate
five groups, which can be characterized by some analytical parameters, and
the other multivariate methods performed similarly. The methods can be dis-
criminated best based on the BOOT, CV, and LOO. The best estimation
methods are the C4.5, CSMC4, and CSCRT; these performed best along the fla-
vonoid content and EBC color. It identified that the methods most sensitive to
the properties are the NBC. The classification ability fluctuated greatly in the
case of three properties (glucose, maltose, sucrose). A remarkable fluctuation
has been experienced in the case of L*a*b* color parameters, flavonoid con-
tent, EBC color, and bitterness by NBC method.
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1 | INTRODUCTION
Beer is one of the most consumed beverages worldwide. There are numerous studies, which have proven that low or
moderate beer consumption can prevent cardiovascular, neurodegenerative diseases, and conformation of cancers. Fur-
thermore, it is published well that it contains several components, which have beneficial effects on human health.1 The
most common parameters measured in breweries are the color, bitterness, alcohol, and real extract content. The EBC
(European Brewery Convention) color of a sample is determined by a spectrophotometer at one wavelength (λ =
430 nm); thus, it is only able to differentiate between samples that have the same hue. This method was developed a
long time ago to determine the color of traditional beers, which have a color from pale yellow through brown until dark
brown but cannot differentiate between samples having different hues, for example, beers produced with various fruits.
The bitterness of a sample means the isomerized alpha-acid content of a beer, which gives the bitter taste to a product.
The alcohol content is usually determined by a beer analyzer, which is based on NIR (near infrared) spectroscopy. The
real extract content of a beer means the dry matter content after fermentation, which are mainly unfermented carbohy-
drates such as dextrins.2
To meet consumer needs and to make beer more widely consumed, new beer types and styles brewed with fruits
are produced and introduced to the public. Beers brewed with fruits can be divided into two main groups, one is real
fruit beers and the other is beer-based mixed drinks, also known as radlers. The main differences between these two
categories are that fruit beers are aged with whole fruits, fruit puree or juice, which are added in 5% to 10% to the prod-
uct, usually after the main fermentation and aged together for months. Therefore, the alcohol content of these beers is
higher and the taste of fruit is not dominating. In the case of radlers or beer-based mixed drinks, the final product, the
beer is mixed with fruit juice in a ratio of about 50% to 50%, making the alcohol content lower, usually under 2 v/v %;
thus, the fruit aroma is overwhelming the taste of the base beer. These beer-based mixed drinks are also produced in
alcohol-free version.
There is a lot of information available in the literature about the content of health-promoting components of beers,
for example, phenolic composition, like flavonoids and anthocyanins, and antioxidant capacity, which was investigated
by Moura-Nunes and co-workers who managed to model FRAP (Ferric ion Reducing Antioxidant Power) as a function
of density, refractive index, bitterness, and ethanol content by using chemometrics.3 There are studies that deal with
the tristimulus color characteristics (L*a*b*), carbohydrate profile, and physicochemical properties of these products.4,5
The L*a*b* color space is based on opponent color theory: L* shows the brightness, the position between light and
dark, a* is red versus green, and b* is yellow versus blue6.
Chemometric tools are used mainly in the case of results originating from NIR, FTNIR (Fourier transform NIR), e-
nose, e-tongue, and sensory evaluation results.7-9 Ghasemi-Varnamkhasti and Forina studied the use of NIR spectros-
copy during aging of beers. For qualitative analysis principal component analysis (PCA), k-nearest neighbors (KNN),
linear discriminant analysis (LDA), stepwise LDA, genetic algorithms (GA), and Gram-Schmidt supervised orthogonali-
zation (SELECT) were employed.10 Cetó used an electronic tongue for the discrimination of different commercial beer
types. For the identification of initial patterns PCA and to achieve the correct recognition of sample varieties, LDA was
used.11 Varmuza and co-workers studied the concentration profiles of fresh and aged beer analyzed by univariate statis-
tics (paired t test, correlation coefficients) and multivariate statistics. Their results showed that the PCA is able to find
clusters of similar beer samples and detect outliers.12 Multiple factor analysis (MFA) is a generalization of PCA in
which grouped variables are equalized by a weight vector. The advantage of this analysis is that it can be applied to cat-
egorized and continuous data, and good visualization properties of MFA make the data interpretation easier.13 Granato
and co-workers determined the total polyphenol content (TPC), total flavonoid content (TFC), antioxidant activity
(AA), and color. For further analysis, PCA, hierarchical cluster analysis (HCA), and supervised pattern recognition
methods were used such as KNN and soft independent modeling of class analogy (SIMCA).14
There is less information about the multivariate evaluation of results of the bioactive components, carbohydrate
content, color characteristics, and physicochemical properties of beer. Furthermore, there is no information about beer-
based mixed drinks or fruit beers in scientific publications. Therefore, except for the basic parameters like alcohol con-
tent, real extract content, EBC color, and bitterness, in our study, the L*a*b* color, sugar composition, flavonoid, and
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anthocyanin content of the samples were determined and chemometrics was applied to be able to characterize the prod-
ucts in more detail and to see which parameter contributes to the classification of these products. Error estimation is
critical to classification because the validity of the resulting classifier model is based on the accuracy of the error estima-
tion procedure, and much greater effort needs to be focused on error estimation.15,16
Our aim was to fill this space by using multivariate statistics and chemometrics for the evaluation of our result. For
this, the ranking of the classifying methods based on the error estimators has been carried out, the sensitivity of the
methods depending on the variables involved has been tested, and the classification rank of the properties of beers has
been determined.
2 | MATERIALS AND METHODS
2.1 | Beer samples
Twenty-one different beers were purchased, which are available in Hungarian retail. Apart from the most common
ones, some special kinds of beers were included, for example, beers mixed with fruit juices or aged with fruits, Hungar-
ian craft beers, as well as alcohol-free products. Beers were classified based on the Beer Style Guidelines of the Beer
Judge Certification Program.17 Three alcohol-free pale lagers, three alcohol-free beer-based mixed drinks, three beer-
based mixed drinks, three international lagers, three wheat beers, three stouts, and three fruit beers were investigated.
With this data selection, we aimed to involve many types of beer. Samples were homogenized and degassed by sonica-
tion in ultrasonic bath for 5 minutes prior to analysis (Table 1).
2.2 | Analytical methods
EBC color values were determined according to the standard EBC color measuring method.18 Tristimulus values of the
samples were measured by a Konica-Minolta CR-410 colorimeter in 10-mm path length quartz cuvettes. Alcohol and
real extract content was determined by an Anton Paar DMA 4500 density meter and Alcolyzer Plus. The total flavonoid
content was determined according to the description of Fernandes et al on the basis of aluminium complexation reac-
tion.19 The total monomeric anthocyanin pigment content determination was performed by pH differential method
according to the description of Lee et al.20 The carbohydrate content determination (glucose, fructose, sucrose, maltose)
was carried out by Waters high-performance liquid chromatography using RI detector. Isocratic method was applied
using water: acetonitrile (20:80%) as eluent and Waters Spherisorb S5 NH2 column for separation.
2.3 | Statistical analysis
In our study, 13 properties of 21 beers were determined, and each analytical measurement was carried out in five paral-
lels. First, the MFA was performed for the whole data and five clusters (target classes) were determined. We created the
first MFA for 13 blocks, each block representing a single variable, and a block containing five measurements for the
same variable. The goal is to create an average point on the MFA map, resulting in expert clustering.
Second, a bootstrapping was applied to establish a “balanced data” so as every cluster should contain 100 samples.
Each group had five replicate measurements, so item numbers were as follows: in cluster 1 (n = 7 × 5), cluster 2 (n =
2 × 5), cluster 3 (n = 3 × 5), 4 cluster (n = 3 × 5), cluster 5 (n = 6 × 5) (see Figure 1). These element numbers were
incremented by bootstrapping so that each group contained 100 samples, which was large enough but also had the
same number of elements. This resulted in a total sample size of 500 in the 5 groups. The next step was to apply
12 supervised learning algorithms—random trees (RND), Quinlan's C4.5 decision tree algorithm (C4.5), Iterative
Dichotomiser 3 algorithm (ID3), cost-sensitive decision tree algorithm (CSMC4), cost-sensitive classification tree
(CSCRT), k-nearest neighbor's algorithm (KNN), radial basis function (RBF), multilayer perceptron neural network
(MLP), prototype nearest neighbor (PNN), linear discriminant analysis (LDA), naïve Bayes with continuous variables
(NBC), and partial least squares discriminant analysis (PLS-DA)—to classify each brand into the target classes. These
techniques can be grouped into logic-based (RND, C4.5, ID3, CSMC4, CSCRT), perceptron-based (MLP, PNN), statisti-
cal learning (LDA), or distance-based ones (KNN, NBC, PLS-DA). We would have liked to measure the classifying
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ability of each supervised learning method for every determined property. Therefore, we used only one property for the
classification at one time, and the following several error rates were calculated: re-substitution error rate (RER), cross-
validated error rate (CV), bootsrap error (BOOT), leave-one-out (LOO) and train-test error rate (TRAIN). In this way,
we got a data table of 12 methods for 13 properties and the columns were the 5 error rates.
The final step was to analyze the results with MFA again. We arranged the results table in several ways so we per-
formed two kinds of MFA. One is to present the strength and weakness of both methods and properties with respect to
the error rate. The other one was performed to present the differences between the applied methods with respect to the
properties. On the other hand, we were able to detect the most and the less influential properties for the classifying per-
formance of the studied methods.
RER is the percentage of misclassified individuals in the sample. During the calculation, we used the same
data set for training and testing according to Molinaro and coworkers21; therefore, we underestimate the true error
rate. In order to take this problem, several error rates should also be calculated. Regarding the LOO error rates,
we train on 499 instances and classify on 1 test instance. Regarding CV error, we subdivided our data set into
10 folds (consisted of 50 instances per fold) and repeated the process on 9 train folds and 1 test fold. Bootstrap
error is somehow different compared with the other methods as it rather estimates the bias of the RER. Within
this process, we calculate the RER several times by using 25 replications of the original data. In the training error
calculation, 0.7 was used as a proportion of the train set (350 instances) and repeated the training 10 times by
randomly selecting the new train set. The MFA-based expert classification was compared with the most widely
applied hierarchical (agglomerative hierarchical clustering [AHC] Euclidean distance and Ward's method),
centroid-based (k-means), and the novel spectral clustering methods.22 Comparison was done by the following
cluster validity indices: Dunn,23 Silhouette,24 and C-index.25 The error calculations have been performed by using
TANAGRA26 and all other calculations in R system27 (for hierarchical clustering: hclust package; for calculating
cluster validity indices: clusterCrit package; for performing spectral clustering: SNFtool package).
3 | RESULTS AND DISCUSSION
The MFA was performed for the whole data and five clusters (target classes) were determined. More than 60% of the
variance is explained, which is adequate. The L* color parameter, flavonoid content, and a* color parameter contrib-
uted to the variance to the highest extent. The L* color parameter describes the darkness; The higher the L* value, the
lighter the color. In the case of traditional beer types produced without fruits, it is a good discriminating factor. In the
case of beers produced with fruit, the a* value can discriminate between the different hues of the products on the axis
FIGURE 1 Multiple factor
analysis of 13 properties and
21 beers samples (D1 = 36.5%;
D2 = 24.5%). EBC, European
Brewery Convention
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of green and red: The more reddish the color, the higher the a* value. The flavonoid content depends on the raw mate-
rials used, such as malts, hops, and fruit, that is why it is a good discriminating factor (Figure 1.).
The discrimination of the five groups can be explained well from a technological point of view. In the first group,
the alcohol-free and low-alcoholic pale products including traditional alcohol-free beers and beer-based mixed drinks
produced with lemon and grapefruit juice can be found. These beers are the lightest in color (they have the lowest EBC
color and the highest L* value) and have the lowest flavonoid content. In the second group, two beer-based mixed
drinks produced with sour cherry juice are located. These have dark red color due to the sour cherry juice they were
mixed with. They have low alcohol content, one of them is alcohol-free, while the other one contains less than 1.5
v/v%. In the third group, fruit beers aged with sour cherry can be found. These also have a dark red color, but their alco-
hol content is much higher (over 6 v/v%) than that of the previous group. In the fourth group, stouts are located, which
have the lowest L* values and the highest EBC color values. In the fifth group, the international pale lagers and wheat
beers are located; these have a pale color, an average alcohol content between 4.4 and 5 v/v%, and also an average flavo-
noid content compared with the other samples.
The MFA-based classification's match rate was 89% with k-means, 71% with AHC Ward's method, and 71% com-
pared with spectral clustering. Each of the clustering indices performed much better for the MFA than for the other
clustering. Based on the results, MFA had the highest Dunn and Silhouette index values and the lowest C-index values
(Table 2). In summary, MFA clustering is very similar to all other clusters, but it has created a more valid and much
better quality clusters.
TABLE 2 Comparison of clustering method's and cluster validity indices
Multiple Factor Analysis (MFA) k-means Clustering Ward's Method (AHC) Spectral Clustering
Dunn index 0.1576 0.0449 0.0635 0.1200
Silhouette index 0.3481 0.2428 0.2314 0.2402
C-index 0.0932 0.2579 0.1079 0.2282
Abbreviation: AHC, agglomerative hierarchical clustering.
FIGURE 2 Comparison of
methods based on two groups of
errors (D1 = 96.6%; D2 = 1.84%).
BOOT, bootstrap error; C4.5,
Quinlan's C4.5 decision tree
algorithm; CSCRT, cost-sensitive
classification tree; CSMC4, cost-
sensitive decision tree algorithm;
CV, cross-validated error rate;
EBC, European Brewery
Convention; ID3, Iterative
Dichotomiser 3 algorithm; KNN,
k-nearest neighbors algorithm;
LDA, linear discriminant
analysis; LOO, leave-one-out;
MLP, multilayer perceptron
neural network; NBC, naïve
Bayes with continuous variables;
PLS-DA, partial least squares
discriminant analysis; PNN,
prototype nearest neighbor;
RBF, radial basis function; RER,
re-substitution error rate; RND,
random trees; TRAIN, train-test
error rate
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The methods can be most distinguished, and their performance can be ranked based on the BOOT, CV, and LOO
error estimators. The errors can be divided into two groups, which occur from their methodological specificity. In one
group, the methods using the same data set were placed (BOOT, RER), and in the other group, the train-test split
methods were placed (LOO, CV, TRAIN). We performed another MFA on the methods as well as on the properties
where the blocks were the two groups of error rates. The methods with the best prediction ability in general were C4.5,
CSMC4, and CSCRT. These gave good results along flavonoid content and EBC color properties. Then, the ID3 and
RND methods followed. They gave good prediction along a* and b* color paremeters. Then, the third group of methods
(KNN, RBF) performed well on real extract content and L* properties. The methods with average predictive ability can
be identified, such as MLP, PNN, LDA, and properties (glucose, IBU [International Bittering Units], alcohol,
antocyanin) with which average predictive ability can be achieved. The properties that, along with the methods, pro-
vided the worst prediction were maltose, sucrose, and fructose, and the worst predictive methods were PLS-DA and
NBC. In the latter three methods, there were particularly large differences in the two types of errors (relatively higher
RER, BOOT, lower LOO, TRAIN), while in the case of the best predictive methods, the inverse can be seen (lower RER,
BOOT and relatively higher LOO, TRAIN, CV) (Figure 2.).
The third MFA was performed on all the error rates for each method, and the blocks were the different properties.
The overall classification errors are the most volatile regarding NBC, CSMC4, C4.5, CSCRT, and RND. The classifica-
tion ability of other methods was less volatile or less dependent on the result variable. It also appears that the most sen-
sitive methods are NBC for properties. Particularly, in the case of three properties (glucose, maltose, sucrose), the
classifying ability fluctuated greatly. Even with color components (L* a* b*), flavonoid content, EBC color, and bitter-
ness, significant fluctuations in NBC were experienced (Figure 3.).
4 | CONCLUSIONS
Beers cannot be classified based on one or two properties, especially beers produced with fruits. For the appropri-
ate classification, multivariate statistical methods are needed. In brewery practice, the four most common parame-
ters of beer are tested: EBC, alcohol (v/v%), real extract (m/m%), and IBU. However, there are also other existing
parameters, which are determined by international brewing factories of intermediate products during the brewing
process or of the final products. In our study, besides the basic properties, we involved the total flavonoid content,
monomeric anthocyanin pigment content, carbohydrate content (glucose, fructose, maltose, sucrose), and L*a*b*
color of the samples. These properties are of particular interest to fruit beers because all of them are mainly
FIGURE 3 Classification
ability of 12 methods with
13 analytical properties (D1 =
75.11%; D2 = 12.84%). C4.5,
Quinlan's C4.5 decision tree
algorithm; CSCRT, cost-sensitive
classification tree; CSMC4, cost-
sensitive decision tree algorithm;
EBC, European Brewery
Convention; KNN, k-nearest
neighbors algorithm; LDA,
linear discriminant analysis;
MLP, multilayer perceptron
neural network; NBC, naïve
Bayes with continuous variables;
PLS-DA, partial least squares
discriminant analysis; PNN,
prototype nearest neighbor;
RBF, radial basis function; RND,
random trees
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influenced by the raw materials. These properties allow the samples to be distinguished more precisely and pro-
vide deeper information on different beers.
The MFA uses a weighting scheme for the variables, but this is no problem in this case, because we created
the first MFA for blocks, each block representing a single variable, and a block containing measurements for the
same variable. The goal is to create an average point on the MFA map, resulting in expert clustering. In a profes-
sional point of view, clusters can be perfectly explained by type of beer. This is why we also used them as a clas-
sification for supervised learning techniques. The MFA could discriminate five groups, and the other multivariate
methods were performed similarly. The methods can be evaluated based on their performance features (error esti-
mators). Based on these, a sequence of methods can be set up. Furthermore, there is a possibility to evaluate
some properties based on the reliability of the estimation. The methods can be discriminated best based on the
bootstrap, CV, and LOO.
The best estimation methods are the logic-based techniques (C4.5, CSMC4, CSCRT), which performed best along
the flavonoid content and EBC color. It has been identified that the method most sensitive to the properties is the
distance-based technique, NBC. The classification ability fluctuated greatly in the case of three properties (glucose,
maltose, sucrose). A remarkable fluctuation has been experienced in the case of L*a*b* color parameters, flavonoid
content, EBC color, and bitterness by NBC distance-based method.
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