In this paper we study the infinite planning horizon, countable state, semi·Markov decision processes (SMDP's) with the incomplete state observation under the average cost criterion. We show that this model can be transformed to ordinary SMDP's, i.e., SMDP's with the complete state observation. Furthermore, when the action :;pace is assumed to be finite, we present some sufficient conditions under which there exists an optimal stationary I-policy, and the method of successive approximations is applicable for obtaining a solution of the optimality equation.
Introduction
Markov decision processes with the incomplete state observation have been investigated by many authors, for example, [4] , [7] , [8] and [10] . The applicability of this model, however, is restricted because the time spent in a state is always required to be a unit time. Dropping this requirement, "re have semi-Markov decision processes (SMDP's) with the incomplete state observation. Ordinary SMDP's, Le., SMDP's wj~th the complete state observation were introduced by Jewe11 [3] and have been studied by several authors, for example, Ross [5] . SMDP's with the incomplete state observation were formulated as a partially obs,,:::-ved semi-Markov optimization problem by White [1:L] , where the finite planning horizon, finit~, state, discrete time case was ana1yzed. We consider here the infinite planning horizon, countable state, continuous time case under the average cost criterion. Approaching to this problem by the way analogous to Sawaragi and Yoshikawa [8] , we show that our model defined below can be transformed te· SMDP' s with the complete state observation, where the states are probabilities on the set of the states 95 of the original model. Furthermore, when the action space is assumed to be finite, we present some sufficient conditions imposed on the original model under which there exists an optimal stationary I-policy, and the method of successive approximations is applicable for obtaining a solution of the optimality equation.
Throughout this paper, we follow [2] and [8] for the probabilistic notations, terms and properti,~s.
We denote a class of SMDP's with the incomplete state observation defined below by SMDP-II and a class of SMDP's with the complete state observation by SMDP-I. SMDP-II is defined by (5, M, A, Ps' PF' q, 1>0' c). 5 is a countable set, the set of states of a system. M is a countable set, the set of observat ion signals. A is a Bor,el set of a complete separable metric space, the set of actions. Ps is a conditional probability ps(s'ls,a) of the next state s', given the current state s and the action a to be chosen. PF is a conditional probability PF("ls,a,s') ·:>f the time until the transition from s to s' occurs, given that the next state is s'. PF has a density f(tls,a,s') with respect to Lebesgue measure A where f is a Borel measurable function of (t,s,a,s').
Ps and PF determine the law of motion of the system. q is a conditional probability q(rnls) of the observation signal rn, given that the state of the system is s, the characteristic of the observation system. 1>0 is an element of <P = P(5), where P (5) is the set of all probabilities on 5, the initial distribution of the system. c is a bounded Borel measurable function e(tls,a) of (t,s,a), the cost function.
We cannot directly observe the state of the system. But we can only obtain the observation signal generated according to q. We note that we can observe the time when the transition occurs.
In order to ensure that an infinite number of transitions does not: occur in a finite interval of time, the following condition is imposed throughout.
Condition 1 (Ross [6] ). There exists 6 > 0, E > 0 such that for all s 
s' s
To select actions, a policy is needed. A policy w is a sequence J: wO ' w l ' •. }, where each w is a conditional probability w (" I h ) on A, given the n n n observable history h n = (1) 
The Construction of a New Model
In this section we shall construct a new model with the complete state observation equivalent to one defined in the preceding section.
Let the conditional probability of a be denoted by q =q (·1 h ), given n n n n the observable history h. Using the Bayesian formula, we obtain the fo11ow-n ing relation of '\1: for any sn+1 E S, where b is an element of B which corresponds to h EH. Then IT and W asn n n n sign the same conditional probability to A. Hence, the set of all I-policies is regarded as a subset of the set of all policies. Any I-policy IT, together with qP, Ps' Pp' q and u, defines a conditional distribution Pn4> on the in- 
PF(Bls ,a ,s +1)P (s +lls ,a )qP(s Ic/J ). n n n s n n n n n

Proof:
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mn n n n n' n n+ n n Hence, we have Therefore, (~,t) = H ,t ; n EN} is a Markov renewal process in the sense of n n ~in1ar [lJ.
(ii) P{<jln+1 E:rl~o,ao,t1'~1,··,a) A, q<P, p<P, c<P) . <P is the set of states of this model. q<P and p<P determine the law of motion. c<P is the immediate cost. We note that we can corr.pletely observe the state of this model.
A policy for this model is the same one as I-policy, and is also denoted by n {nO,n l " .. }. Hence, for any I-policy n, the expected average cost function on <P is defined by Hence, we have Then, in a similar way to Schweitzer [9] otherwise.
Then, q is a conditional probability. By lemma 3, We denote the limits of v n C4» n n n n converges weakly to q~(·I~,a).
