








判别式模型[1]。对于输入 x ，类别标签 y ，产生式模型是
对观测序列的联合概率分布 p(xy) 建模，在得到联合概
率分布之后，通过贝叶斯公式得到条件概率分布。而判
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Abstract：For the object tracking problems in computer vision, feature Weighted Fusion online Multiple Instance Learning
tracking algorithm（WFMIL）is proposed. WFMIL trains two features（Hog and Haar）classifier separately by multiple instance
learning method. In the tracking process, they are integrated into a strong classifier by the linear operation. While in the learn-
ing process, weight is introduced into instances of positive package. Experimental results show that WFMIL can solve the
object drift and has a certain robustness in handling occlusion, target abrupt motion, illumination change, and motion blur.
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中 Xi 为第 i 个包，包中含有 m 个实例，yi 对应包的标























p(x|y = 1)p(y = 1)
p(x|y = 0)p(y = 0)
（1）
规定 σ(z)= 1/(1 + e-z) ，y 属于 0 或 1，是样本 x 的二分类
标签。
根据 Grabner等提出的在线 boosting算法 [5]，强分类








p(x|y = 1)p(y = 1)
p(x|y = 0)p(y = 0)
（2）
根据公式（2）可以得出公式（1）的简化式 p(y = 1|x) =
σ(Hk (x))，样本 x 用特征向量 f (x)= ( f1(x) f2(x) fK (x))
T
来表示。假设特征之间相互独立并且 p(y = 0)= p(y = 1) ，





hk (x)= ln[p( fk (x)|y = 1)/p( fk (x)|y = 0)
h 表示弱分类器的响应值，h 值跟每个Haar，Hog特征向
量有关且 h 函数符合高斯分布：
p( fk (xij)|yi = 1)~N (μ1σ1)
p( fk (xij)|yi = 0)~N (μ0σ0)
k 表示分类器索引值，xij 指第 i 个包中第 j 个示例。参
数 μ1 和 σ1 按照以下公式更新：
μ1 ¬ ημ1 + (1 - η)μ̄
σ1 ¬ η(σ1)
2 + (1 - η) 1
N åj = 0|yi = 1
N - 1
( fk (xij) - μ̄)
2 + η(1 - η)(μ1 - μ̄)
2 （4）


















采集 N 个正样本 {x1j j = 01N - 1} 和 L 个负
样本 {x0j j =NN + 1N + L - 1}，假定样本 x10 是当前
帧跟踪结果，正，负样本分别放入 X +X - ，正包的概率
可以定义为：















p(y = 0|X -)= å
j = N
N + L - 1
wp(y0 = 0|x0j) =
w å
j = N
N + L - 1








































N + L - 1




hk = arg max
hÎΦ
l(Hk - 1 + h) （8）
按一阶泰勒公式展开为：
hk = ℓ(Hk - 1) + < hÑℓ(H )> |H =Hk - 1 （9）
所以公式（8）可以化简为：
hk = arg max
hÎ φ
< hÑℓ(H )> |H =Hk - 1 （10）
hÑℓ(H ) =
D 1
N + L åj = 0
N + L - 1
h(xxij)Ñℓ(H )(xij) （11）
Ñℓ(H )(xij)= yi







σ(H (xij))(1 - σ(H (xij)))
å
m = N
N + L - 1














































输入：数据集 {X +X -}
输出：强分类器HK (xij)
X + ={x1jy1 = 1 j = 01N - 1}
且 X - ={x0jy0 = 0 j =NN + 1N + L - 1}
M ：特征池中候选的弱分类器的数目
K ：用于训练的特征数目
m ：特征类型（haar和 hog两种），m = 2
1. for m = 1 to 2 do
2. 用数据集来更新所有的 M 个弱分类器
3. 并且对所有的 i、j ，初始化 H0(xij) = 0
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设ℓ m= 0m Î{12M}
6. for m = 1 to M do
7. for i = 0 to 1 do







14. 通过 hk (xij)¬ hm*(xij) 找到最合适的弱分类器
15. 通过 Hk (xij)¬ Hk (xij) + hk (xij) 更新强分类器
16. end for









是 CoMIL 和 WMIL[12]，视频序列跟踪的结果中红色框














295帧，355帧，390帧，425帧）如图 3所示，从 179至 255，
355至 390帧过程中可以看出，由于物体自身的转动，使





突变运动，如图 4 所示，在 338 至 428 帧过程中，目标发
生突变运动，本文算法能很好地跟踪目标而其他两种对
比方法在 428 帧之后则完全跟丢。从跟踪中心误差图
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