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PARAMETER ESTIMATION FROM OCCUPATION TIMES
– A WHITE NOISE APPROACH
WOLFGANG BOCK, THOMAS GO¨TZ, MARTIN GROTHAUS,
AND UDITHA PRABHATH LIYANAGE
Abstract. We derive an equation to compute directly the expected occu-
pation time of the centered Ornstein–Uhlenbeck process. This allows us to
identify the parameters of the Ornstein–Uhlenbeck process for available occu-
pation times via a standard least squares minimization. To test the method,
we generate occupation times via Monte–Carlo simulations and recover the
parameters with the above mentioned procedure.
1. Introduction
Nonwoven materials or fleece are webs of long flexible fibers that are used for
composite materials, e.g. filters, as well as in the hygiene and textile industries.
They are produced in melt–spinning operations: hundreds of individual endless
fibers are obtained by the continuous extrusion of a molten polymer through nar-
row nozzles that are densely and equidistantly placed in a row at a spinning beam.
The viscous or viscoelastic fibers are stretched and spun until they solidify due to
cooling air streams. Before the elastic fibers lay down on a moving conveyor belt
to form a web, they become entangled and form loops due to the highly turbulent
air flows. The homogeneity and load capacity of the fiber web are the most impor-
tant textile properties for quality assessment of industrial nonwoven fabrics. The
optimization and control of the fleece quality require modeling and simulation of
fiber dynamics and lay–down. Available data to judge the quality, at least on the
industrial scale, are usually the mass per unit area of the fleece.
A stochastic model for the fiber deposition in the nonwoven production was
proposed and analyzed in Ref. [2, 3]. Its core is a stochastic Ornstein–Uhlenbeck
process for the random motion of the fiber. The aim of this paper is to determine
the parameters of the Ornstein–Uhlenbeck process from available mass per unit
area data, i.e. the occupation time in mathematical terms. For the sake of sim-
plicity, we focus on a one–dimensional version of the Ornstein–Uhlenbeck process.
The paper is organized as follows: In Section 2 we introduce the Ornstein–
Uhlenbeck process as a prototypic model for the fiber deposition. Section 3 is
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devoted to the derivation of the expectation value for the occupation times. An
algorithm to estimate the parameters in the Ornstein–Uhlenbeck process from
available occupation times is presented along with numerical experiments in Sec-
tion 4. Finally, we draw some conclusions and give an outlook to open questions.
2. Model
As a prototypic model for the fiber deposition, we consider the general one–
dimensional Ornstein–Uhlenbeck process
dUt = λ(θ − Ut)dt+ σdWt, U0 = U(0) ∈ R . (2.1)
The equilibrium θ ∈ R and the stiffness λ > 0 govern the deterministic part
whereas the diffusion parameter σ > 0 and a standard Wiener process (or Brow-
nian motion) Wt contribute the stochastic part. For the sake of simplicity, we
consider mainly the centered process Xt satisfying
dXt = −λXtdt+ σdWt, X0 = 0 . (2.2)
The real-valued random variableXt models the deposition point of an individual
fiber on the fleece. If we follow the random variable over a time interval [0, T ] for
T > 0, we obtain the path of an individual fiber. To introduce the mathematical
analog of the mass per unit area we need the following definition.
Definition 2.1 (Occupation time). Let T > 0 and consider an interval [a, b] ⊂ R,
where a = −∞ or b =∞ are allowed. The occupation time MT,[a,b] is defined as
MT,[a,b](Xt) :=
∫ T
0
1[a,b](Xt)dt =
∫ T
0
∫ b
a
δ0(Xt − x) dx dt .
Here, 1[a,b] denotes the indicator function of the interval [a, b] and δ0(Xt − x) is
the Donsker’s delta function introduced in Definition 3.8, below.
Remark 2.2. The occupation time is a random variable itself. It models the time,
the random process spends inside the spatial interval [a, b] during the time interval
[0, T ]. In terms of our physical model for the nonwoven production, the occupation
time can be interpreted as the mass of fiber material deposited inside the interval
[a, b], i.e. the mass per unit area of the final fleece. This quantity is easily accessible
even on the scale of industrial production and hence it will serve as the input to
our parameter estimation problem.
In the next section, we will present tools from white noise analysis to derive the
expectation of the occupation time for the centered Ornstein–Uhlenbeck process
Xt. Although it is possible to derive the results by classical stochastic analysis
methods, we use a white noise approach to generalize the concepts also to higher
dimensions, where one can give a rigorous meaning to multidimensional Donskers
Delta functions as a white noise distribution, in later research. Moreover in future
work an extension to more complicated processes (e.g. with fractional noise term)
is planed. Thereafter we show, how to estimate the parameters λ, σ of the process
from available data for the occupation times.
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3. Theory
We start by considering the Gel’fand triple S(R) ⊂ L2(R) ⊂ S′(R), where S(R)
denotes the Schwartz space of rapidly decreasing smooth functions, L2(R) the
Hilbert space of real–valued square integrable (equivalence classes of) functions
on R w.r.t. Lebesgue measure and S′(R) the topological dual of S(R), i.e. the
space of tempered distributions. This particular choice is the usual one in white
noise analysis [5]. By 〈f, ω〉 we denote the dual pairing between ω ∈ S′(R) and
f ∈ S(R), an extension of the standard inner product on L2(R) in the sense of a
Gel’fand triple.
Next, we want to introduce a probability measure on the space S′(R). For
this purpose we consider the σ-algebra B(S′(R)) generated by the cylinder sets
{〈f, ·〉 : f ∈ S(R)}. The white noise measure µ on (S′(R),B) is given via Minlos’
theorem [1, 4, 5] by its characteristic function C∫
S′(R)
exp(i 〈f, ω〉) dµ(ω) = exp
(
−1
2
|f |2
)
= C(f)
for f ∈ S(R).
Remark 3.1. The Hilbert space of complex–valued square–integrable functions
w.r.t. this measure µ is denoted by L2(µ) = L2(S′(R),B, µ). For f, g ∈ S(R) we
have the isometry ∫
S′(R)
〈f, ω〉 〈g, ω〉 dµ(ω) =
∫
R
f(s)g(s) ds .
Thus this result can also be extended to f, g ∈ L2(R) in the sense of an L2(µ)–
limit. Hence, within the above formalism, a version of a standard Wiener process
can be written as Wt =
〈
1[0,t), ·
〉
, for t > 0 and W0 = 0.
To treat the occupation time of the Ornstein–Uhlenbeck process in the white
noise framework, we need the space of Hida distributions (S)′.
The above introduced space L2(µ) serves as the central space of the Gel’fand
triple (S) ⊂ L2(µ) ⊂ (S)′, where (S) denotes the space of Hida test functions.
The dual pairing of Φ ∈ (S)′ with ϕ ∈ (S) is denoted by 〈〈ϕ,Φ〉〉. For a detailed
description of the construction of the Hida triple we refer to Ref. [5].
Example 3.2. For a function f ∈ S(R), the exponential exp(i 〈f, ·〉) is an element
of (S).
We will characterize Hida distributions with the help of the T –transform and
U–functionals.
Definition 3.3 (T –transform). The T–transform of a Hida distribution Φ ∈ (S)′
is defined as
T (Φ)(f) := 〈〈Φ, exp(i 〈f, ·〉)〉〉 ,
where f ∈ S(R).
Since 1 ∈ (S), the expectation of a Hida distribution Φ ∈ (S)′ can be defined
by
Eµ(Φ) := 〈〈1,Φ〉〉 = T (Φ)(0) .
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Definition 3.4 (U -functional). We call F : S(R)→ C a U -functional if
(1) For all f, g ∈ S(R), the mapping R ∋ x 7→ F (g + xf) ∈ C is analytic and
hence has an entire extension to C.
(2) There exist constants 0 ≤ K,C < ∞ and a continuous norm ‖·‖ on S(R)
such that
|F (zξ)| ≤ K exp(c|z|2 ‖ξ‖2) ,
for all z ∈ C and all ξ ∈ S(R).
The proof of the following equivalence theorem can be found in Ref. [5].
Theorem 3.5. A mapping F : S(R)→ C is the T–transform of a unique element
in (S)′ if and only if F is a U–functional.
Example 3.6. In the sense of a limit in (S)′ we can define the white noise process
as
ω(t) := 〈δt, ω〉 ∈ (S)′ ,
where δt denotes the Dirac delta in t > 0. This process can be considered as
the time derivative of the Wiener process Wt(ω) = 〈1[0,t), ω〉 in the sense of Hida
distributions.
The next result follows from Theorem 3.5 and concerns integration of a family
of Hida distributions, see Ref. [5, 8, 12].
Theorem 3.7. Let (Λ,A, ν) be a measure space and λ 7→ Φ(λ) a mapping from
Λ to (S)′. We assume that the T–transform T (Φ(λ)) satisfies the following con-
ditions:
(1) The mapping λ 7→ T (Φ(λ))(f) is measurable for all f ∈ S(R).
(2) There exists a continuous norm ‖·‖ on S(R) and functions
C ∈ L∞(A, ν) and D ∈ L1(A, ν) integrable with respect to ν such that
|T (Φ(λ))(zf)| ≤ D(λ) · exp(C(λ)|z|2 ‖f‖2) ,
for all f ∈ S(R), z ∈ C .
Then it holds in the sense of Bochner integration in a suitable sub–Hilbert space
of (S)′, that the integral of the familiy of Hida distributions is itself a Hida dis-
tribution, i.e.
∫
Λ
Φ(λ) dν(λ) ∈ (S)′ and the T–transform interchanges with the
integration
T
(∫
Λ
Φ(λ) dν(λ)
)
=
∫
Λ
T (Φ(λ)) dν(λ).
Based on the above theorem, we introduce the following Hida distribution.
Definition 3.8 (Donsker). We define Donsker’s delta at x ∈ R corresponding to
η ∈ L2(R) by
δx(〈η, ·〉) := 1
2pi
∫
R
exp(iλ(〈η, ·〉 − x)) dλ
in the sense of Bochner integration[5, 9, 13]. Its T –transform in f ∈ S(R) is given
by
T (δx(〈η, ·〉)(f) = 1√
2pi 〈η, η〉 exp
(
− 1
2 〈η, η〉 (i 〈η, f〉 − x)
2 − 1
2
〈f, f〉
)
.
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Coming back to the Ornstein–Uhlenbeck process, we note that we can write it
in the framework of white noise analysis as
Ut(ω) = (U0 − θ) exp(−λt) + θ +
〈
σ exp [λ(· − t)]1[0,t)(·), ω
〉 ∈ L2(µ) , (3.1)
for t ≥ 0. This can be seen as follows. Clearly Ut is a Gaussian random variable
with expectation
Eµ(Ut) =
∫
S′(R)
Ut dµ = U0 exp(−λt) + θ(1 − exp(λt))
and covariance
Cov(Ut, Uτ ) = Eµ
(
(Ut − Eµ(Ut)) · (Uτ − Eµ(Uτ ))
)
=
∫
S′(R)
〈
σ exp [λ(· − t)]1[0,t)(·), ω
〉
× 〈σ exp [λ(· − τ)] 1[0,τ)(·), ω〉 dµ
=
σ2
2λ
(
exp(−λ · |t− τ |) − exp(−λ(t+ τ))).
Thus by uniqueness Ut is the Ornstein–Uhlenbeck process solving the correspond-
ing SDE (2.1).
In the special case U0 = θ = 0 of the centered Ornstein–Uhlenbeck process
Xt = 〈ηt, ·〉, where s 7→ ηt(s) = σ exp [λ(s− t)] 1[0,t)(s) ∈ L2(R), we obtain that
the T –transform of the corresponding Donsker’s delta at x ∈ R is given by
T (δx(〈ηt, ·〉))(f) = 1√
2pi 〈ηt, ηt〉
exp
(
−1
2
(i 〈ηt, f〉 − x)2
〈ηt, ηt〉 −
1
2
〈f, f〉
)
for f ∈ S(R). Using
〈ηt, ηt〉 = σ2
∫ t
0
e2λ(s−t) ds = σ2
1− exp(−2λt)
2λ
=: k
the expectation is readily available by
T (δx(〈ηt, ·〉)(0) = 1√
2pik
exp
(
−x
2
2k
)
.
Proposition 3.9 (Expectation of occupation times). Let Xt be a centered Orn-
stein-Uhlenbeck process on the time interval [0, T ], where T > 0. Let [a, b] ⊂ R
be an interval, where a = −∞ and b = ∞ are allowed. The expectation of the
occupation time MT,[a,b](Xt) is given by
Eµ
(
MT,[a,b](Xt)
)
= 12
∫ T
0
erf
(
αb
1−exp(−2λt)
)
− erf
(
αa
1−exp(−2λt)
)
dt , (3.2)
where α =
√
λ/σ.
Proof. The occupation time, i.e. the time the process spends in the space interval
[a, b] during the time T is given by
MT,[a,b](Xt) =
∫ T
0
∫ b
a
δ0(Xt − x) dx dt .
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Interchanging integrations due to Theorem 3.7, we obtain the expectation of the
occupation time of the Ornstein-Uhlenbeck process
Eµ(MT,[a,b](Xt)) =
∫ T
0
∫ b
a
Eµ(δ0(Xt − x)) dx dt
=
∫ T
0
1√
2pik
∫ b
a
exp
(
−x
2
2k
)
dx dt
=
1
2
∫ T
0
erf
(
b√
2k
)
− erf
(
a√
2k
)
dt
=
1
2
∫ T
0
erf
(
α√
1− exp(−2λt)b
)
− erf
(
α√
1− exp(−2λt)a
)
dt,
with α =
√
λ/σ. 
4. Numerics
4.1. Estimation of the expected occupation time by Monte–Carlo meth-
ods. The expected occupation time of the Ornstein–Uhlenbeck processXt defined
via the SDE (2.2) can be computed using Eqn. (3.2). Alternatively, one can also
compute the occupation time using a Monte–Carlo simulation of the underlying
process. We generate N of sample paths of the Ornstein–Uhlenbeck process with
a fixed parameter set and compute the sample occupation time M˜T,[a,b](·) for each
path. As in the basic idea of the Monte–Carlo simulation, the sample average of
the occupation time serves as an estimator for the expectation value. If large num-
bers of samples are considered, the estimator yields a better approximation. In
the sequel, we shortly outline the numerical approximation of a stochastic process
like the Ornstein–Uhlenbeck process (2.2).
Consider a general non–autonomous stochastic differential equation
dXt = f(t,Xt)dt+ g(t,Xt)dWt , X0 = x0 ∈ R (4.1)
defined in the time interval [0, T ], where f, g : [0, T ]×R→ R andWt is a standard
Wiener process. Under mild conditions the solution of (4.1) has the following form
Xt = X0 +
∫ t
0
f(s,Xs)ds+
∫ t
0
g(s,Xs)dWs, 0 ≤ t ≤ T . (4.2)
Note that the solution Xt is a random variable for each t. For details on the
existence and uniqueness of solutions to (4.1), we refer to Ref. [11].
This solution can be numerically estimated by using the Euler–Maruyama
method. We discretize the interval [0, T ] using a time step ∆t = T/L for some
positive integer L and introduce discrete time points τj = j∆t for j = 1, 2, ..., L.
Let X˜j denote the numerical approximation of Xτj . Further, we assume that the
second integral on the right hand side of (4.2) is integrated using the Itoˆ–version
of stochastic integrals. Then the Euler–Maruyama method reads as
X˜j = X˜j−1 + f(τj , X˜j−1)∆t+ g(τj , X˜j−1)(Wτj −Wτj−1 ), j = 1, 2, ..., L . (4.3)
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Figure 1 shows a sample path of the Ornstein–Uhlenbeck process computed using
the Euler–Maruyama method. Using the discrete version X˜j of the process, we
can easily calculate the sample occupation time M˜T,[a,b](X˜j).
Remark 4.1. The accuracy of the numerical solution to the SDE can be measured in
two ways, namely strong and weak convergence. Strong convergence measures the
accuracy on the basis of individual realizations. The weak convergence measures
the accuracy of numerical methods to SDEs in case where the goal is to ascertain
the probability distribution. For example, the Euler–Maruyamamethod has strong
order of convergence γ = 12 . For more details, see Refs. [6, 7].
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0.
time t
X t
Figure 1. A sample path of the Ornstein-Uhlenbeck process de-
fined as in (2.2) with parameters λ = 0.5 and σ = 0.25 on the
time interval [0, 25].
4.2. Direct computation of the expected occupation time. To compute
the expectation of the occupation times given by (3.2), we have to evaluate inte-
grals of the type∫ T
0
erf
(
C√
1− exp(−2λt)
)
dt =
C2
λ
∫ ∞
s0
erf(s)
s(s2 − C2) ds
:=
C2
λ
g(C, λ, T ) (4.4)
where s0 = C/
√
1− exp(−2λT ). Note that s0 > C and s0 → C for λT → ∞.
Hence, in the limit λT → ∞, e.g. for λ = O(1) and T → ∞, the integral gets
singular. This together with the unbounded domain of integration poses some
numerical difficulties, which can be overcome by splitting the integral: the part
close to the asymptotic singularity at s = C, intermediate part and the part close
to infinity. We introduce s1 > s0 and s2 > s1 and rewrite
g(C, λ, T ) =
(∫ s1
s0
+
∫ s2
s1
+
∫ ∞
s2
)
erf(s)
s(s2 − C2) ds := I1 + I2 + I3 .
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The second integral I2 does not pose any numerical difficulties and can easily be
computed using Simpson’s rule. However, we have to take care about the first and
the third part.
In I1, we replace the error function by its quadratic Taylor polynomial
T2(s) = erf(s0) +
2e−s
2
0√
pi
[
(s− s0)− s0(s− s0)2
]
at s0, and get
I1 ∼ erf(s0)
∫ s1
s0
ds
s(s2−C2) +
2e−s
2
0√
pi
∫ s1
s0
(s−s0)−s0(s−s20)
s(s2−C2) ds (4.5)
= 12C2
(
erf(s0)− 2(s
3
0
+s0)e
−s2
0√
pi
)
ln
1−C2/s2
1
1−C2/s2
0
+
2s2
0
+1
C
√
pi
e−s
2
0 ln (s1−c)(s0+C)(s1+C)(s0−C) +
s2
0√
pi
e−s
2
0 ln
s2
1
−C2
s2
0
−C2 . (4.6)
The choice of s1 depends upon the desired accuracy of the above approximation.
Lemma 4.2. Choosing s1 = s0 +
4
√
s0(s20 − C2)ε for a given tolerance ε > 0, we
get an approximation error ≤ ε.
Proof.∣∣∣∣
∫ s1
s0
erf(s)− T2(s)
s(s2 − C2) ds
∣∣∣∣ ≤ maxs0≤s≤s1 |erf(s)− T2(s)| ·
∫ s1
s0
ds
s(s2 − C2)
≤ max
s∈R
|d
3erf
ds3
(s)| · d
3
6
· d
s0(s20 − C2)
,
where we introduce d = s1 − s0 and estimate the integral using the mean value
theorem. Hence ∣∣∣∣
∫ s1
s0
erf(s)− T2(s)
s(s2 − C2) ds
∣∣∣∣ ≤ 2d43√pi s0(s20−C2)
For the given choice of s1, i.e. d =
4
√
s0(s20 − C2) we get∣∣∣∣
∫ s1
s0
erf(s)− T2(s)
s(s2 − C2) ds
∣∣∣∣ ≤ 0.376ε

In the third part of the integral, we replace the error–function by its limit
erf(∞) = 1 and get ∫ ∞
s2
erf(s)
s(s2 − C2) ds ≈
1
2C2
ln
s22
s22 − C2
.
Choosing s2 > 10 yields an approximation of the error function of less than 10
−44.
Figure 2 shows the expected occupation times obtained using either Eqn. (3.2) or
Monte-Carlo simulations. In the setting that we have shown here, both computa-
tional methods yield indistinguishable results.
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Figure 2. Expected occupation times (EOT) on the interval
[a, b] = [−0.1, 0.1], time horizon T = 16 and parameters σ = 1
and λ ∈ (0, 1). Computations are carried out using either the
Monte–Carlo method or Eqn. (3.2).
Remark 4.3. For large values of 2λT , the function g(C, λ, T ) in (4.4) gets hard
to evaluate numerically. For 2λT > 37, we obtain e−2λT < 10−16; the usual
machine precision. Hence, we limit ourselves to 2λT < 37. Furthermore, in case
of λT → ∞, we obtain s0 → C as well as s1 → C. Therefore the splitting of the
integration introduced above does not resolve the problem with singularity at the
boundaries of the integration interval.
4.3. Parameter estimation. Estimating the parameters of the Ornstein-Uhlen-
beck process given by (2.2) based on Eqn. (3.2) for the occupation time is the main
objective of this paper. Therefore, we formulate an optimization problem which
we use to estimate the parameters. Let Xλ,σ(t) denote the Ornstein–Uhlenbeck
process with parameters λ and σ as in Eqn. (2.2). Let a spatial interval [a, b]
be given fixed. We define GT,[a,b](λ, σ) := Eµ
(
MT,[a,b](Xλ,σ(t))
)
as the expected
occupation time of the Ornstein-Uhlenbeck process for time horizon T .
Problem: Given different time horizons Ti and intervals [aj , bj], corresponding
occupation times Gi,j for i = 1, . . . , n and j = 1, . . . ,m, determine the parameters
(λ, σ) such that the deviation
R(λ, σ) :=
n∑
i=1
m∑
j=1
(
GTi,[aj,bj ](λ, σ) −Gi,j
)2
(4.7)
is minimal.
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To solve this optimization problem, we apply a standard method from numerical
analysis. Here, we have used the simplex search method implemented in Matlab
as the function fminsearch, see Ref. [10]. As a stopping exit for the optimization, we
use a tolerance of 10−5 between successive iterations. To demonstrate the parame-
ter estimation procedure, consider the following situation. Let T1 = 10 and T2 = 12
be the time horizons Ti for i = 1, 2 and [−0.25, 0.25], [−0.5, 0.5], [−0.75, 0.75]
[−1.0, 1.0] be the intervals [aj , bj ] for j = 1, 2, 3, 4, which use to calculate the cor-
responding data Gi,j to the above mentioned optimization problem. Using either
the direct equation (3.2) or the Monte–Carlo method, we compute occupation
times Gi,j for the parameters (λ, σ) = (0.15, 0.90). Now we initiate the minimiza-
tion procedure providing the correspondingGi,js for the both situations separately.
The resulting estimated values are (λ∗, σ∗) = (0.150025, 0.90004) in the case Gi,j
are computed via direct equation (3.2) and (λ∗, σ∗) = (0.1330915, 0.8764664) in
the case Gi,j are computed by the Monte–Carlo methods. The following table lists
more numerical findings that are estimated correspond to different setting.
true parameters recovered from (3.2) recovered from MC
λ σ λ∗ σ∗ λ∗ σ∗
0.25 0.75 0.250013 0.750024 0.275525 0.779474
0.50 0.50 0.500012 0.499878 0.549382 0.519195
0.75 1.25 0.750022 1.249987 0.720177 1.225472
1.00 2.00 0.999917 2.000018 1.026446 2.026084
1.25 2.50 1.250011 2.500011 1.309042 2.554252
The parameters recoverd from occupation times generated using (3.2) (columns
3 and 4) agree better than those recoverd from occupations times generated with
the help of Monte–Carlo simulations (last two columns). This is not surprising,
since we used the same underlying equation to generate and to recover the param-
eters. However, also for the parameters covered from the Monte–Carlo simulations
we have a difference of about 10% between the true and the recovered data. This
is for most applications a sufficient accuracy. Nevertheless, increasing the num-
ber of samples in Monte–Carlo simulation we can improve the accuracy of the
recomputed parameters.
5. Conclusion
We derived an equation to compute directly the expected occupation time of
the centered Ornstein–Uhlenbeck process. This allows to identify the parameters
of the Ornstein–Uhlenbeck process for available occupation times via a standard
least squares minimization. To test our method, we generated occupation times
and recovered the parameters with the above mentioned procedure. Within the
range of our numerical experiments, we found very good agreement. This gives
hope to be able to estimate parameters in industrial fleece production processes
from measurable quantities like the mass per area. However, to get closer to the
industrial applications we have to extend our method to the 2d–case and more
involved processes than the standard Ornstein–Uhlenbeck process.
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