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Derde orde Runge-Kuttamethoden van het Scraton type 
door 
R.R. de Graaf 
VOORWOORD 
In dit rapport wordt een derde orde rationale Runge-Kuttamethode be-
schreven. Hiervoor is een Algol 60 programma geschreven, dat tezamen met de 
voorbeelden getest is oe de Control Data Cyber 73-28 van de Stichting Aca-
demisch Rekencentrum Amsterdam. Hartelijke dank hen ik verschuldigd aan 
P.J. van der Houwen en aan P.A. Beentjes voor de wijze, waarop zij mij be-
geleid hebben. 
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De integratietechniek, die in dit rapport besproken wordt, heeft tot 
doel de differentiaalvergelijking 
( 1. 1) ~ = f(y) 
dx 
met de beginvoorwaarde y(x0) = y0 
te integreren. Hierin is x E 1R.1 de onaf-
hankelijke variabele. De functies yen f hebben hun definitiegebied in res-
pectievelijk JR. 1 en JR.r en hun beelden in JR.r. 
Er zijn voor de numerieke integratie van dit type differentiaalverge-
lijkingen verschillende methoden ontwikkeld. We zullen ons beperken tot 
eenstapsmethoden. Deze worden gekenmerkt door het feit, dat y 1 uit y he-n+ n 
rekend wordt en niet rechtstreeks met yn-l'yn_2, ... samenhangt. 
Binnen deze eenstapsmethoden bestaan weer verschillende klassen. De 
Taylormethoden gebruikt men, indien de hogere afgeleiden van f gemakkelijk 
te berekenen zijn. Is dit niet het geval, dan kan 111en Runge-Kuttamethoden 
gebruiken, die gebaseerd zijn op herhaalde evaluatie van het rechterlid. 
Binnen deze Runge-Kuttamethoden kan nog onderscheid gemaakt worden tussen 
klassieke en rationale Runge-Kuttamethoden. 
Naast LAMBERT en SHAW ([5],[6]), die zich meer algemeen met een aantal 
zowel impliciete als expliciete rationale meerstapsformules hebben bezigge-
houden, heeft ook FIOLET [7] zich op dit terrein begeven door rationale 
Taylormethoden te onderzoeken. 
Dit rapport beschrijft een rationale Runge-Kuttamethode, die gebaseerd 
is op een idee van SCRATON [2]. In paragraaf twee wordt deze methode verder 
uitgewerkt. De derde paragraaf geeft een beschrijving van het Algol 60 pro-
grannna van deze methode. In de laatste paragraaf wordt de methode getest op 
een aantal beginwaardeproblemen. 
2. RATIONALE RUNGE-KUTTAMETHODEN VAN HET SCRATON TYPE 
In deze paragraaf geven we een beknopt overzicht van de theoretische 
achtergronden, die gebruikt worden bij dit type rationale Runge-Kuttametho-
2 
den. Allereerst komt de algemene structuur van het klassieke Runge-Kutta-
schema ter sprake. Daarna wordt aan de hand van het schema.van Scraton .. 
(m=p=5; m: het aantal functie-evaluaties per stap, p: orde van de formule), 
een twee-punts rationaal Runge-Kuttaschema (m=2) voorgesteld. Bij dit schema 
zullen we proberen een orde van consistentie p te construeren zodanig, dat 
p > m. Tot slot worden de consistentie - en stabiliteitsvoorwaarden van dit 
schema besproken. 
2. 1. ALGEMENE STRUCTUUR VAN HET KLASSIEKE RUNGE-KUTTASCHEMA 
De onafhankelijke variabele x heeft als waardebereik een interval 
[x
0
,~J, het integratieinterval. Hierbij is N een positief getal en zijn 
x0 en~ gegeven getallen. In dit interval definieert men een rij rooster-
punten {x }N
O 
met x 1 > x. Deze roosterpunten definieren op hun beurt n n= n+ n N 
weer een rij integratiestappen {h } 0 ; h = x 1 - x is de lengte van de n n= n n+ n 
(n+ 1) e - integratiestap. Op deze rij punten construeert men een numerieke 
oplossing {yn}:=O' waarbij yn de numerieke benadering van y is in het punt 
x. Het idee van Runge is nu om het volgende schema te beschouwen 
n 
(0) 
y n+l = yn ' 
(2. 1) i-1 (i) 
= + L a.k(j) i = 1,2, ••• ,m, Yn+l yn 
j=O J n 
waarin 
k(O) = h f(y ), 
n n n 
k (j) 
j-1 
"- k(l)). - h f(y + I n n n l=O J,l n 
Dit schema wordt een m-punts Runge-Kuttaschema genoemd. De Runge-Kuttapara-
meters a. en ). . 
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2.2. HET IDEE VAN SCRATON 
Het is de gewoonte om Yn+l volgens een lineaire combinatie van de kn's 
te berekenen. Scraton heeft voorgesteld om voor de berekening ook een ra-
tionale functie van de k's te gebruiken. Scraton's vijf-punts formule met n 








= y + 
n I i=O 
4 
b.k(i) I 
i=O 1. n 
4 
k(i) I c. 
i=O 1. n 
4 
d.k(i) I 






= h f(x. ,y.) . n 1. 1. 
q•r 
+ -- , 
s 
Door geschikte keuze van de punten (x.,y.) en de coefficienten a.,b.,c. en 
1.1. 6 1.1.1. 
d. wordt bereikt, dat de £out in y +I van de orde h is. Met vijf punten 
1. n n 
heeft Scraton dus een vijfde orde schema geconstrueerd. Bij een klassieke 
Runge-Kuttamethode zijn hiervoor tenminste zes punten nodig. 
2~3. FORMULES GEBASEERD OP TWEE FUNCTIE-EVALUATIES 
Ga uit van het twee-punts Runge-Kuttaschema van het Scraton type 
met 
k(O) = h f(y ), 
n n n 
Dit schema kan herleid worden tot een formule van de gedaante 
(2.2) Yn+I 
k(O) + a k(l) 
_ y + k(O) + __ n..,._.,--_l_n-..-..,.. 
- n aO n a k(O) + a k(I) 
2 n 3 n 
4 
Voor verder onderzoek van deze formule ontwikkelen we k(l) in een Taylorreeks 
n 
(2. 3) 
waarbij f als verkorte notatie voor f(y) in het punt x = x wordt gebruikt. 
n 
Substitutie van k(O) en k(l) in (2.2) levert 
n n 
(2.4) 














a2 + a3 
! >,_al, 
al A2 









2.4. VOORWAARDEN VOOR DERDE ORDE CONSISTENTIE 
Stellen we schema (2.2) compact voor door y I= E (y) en is y(x) de n+ n n 
lokaal-analytische oplossing van (I.I) door (x ,y ), dan noemen we schema 
n n 
(2.2) pe-orde consistent, indien 
( ) E ( ) O(hp+I) Y xn+ I - n Y n = n 
De consistentie-analyse bestaat dus uit het vergelijken van de Taylor-
reeksen van y(x 
1
) en y 
1
• n+ n+ 
De Taylorreeks van y(x I) luidt .alsvolgt n+ 
(2.6) 
Vergelijking van (2.5) en (2.6) levert de volgende vier voorwaarden 






(2. I 1) 
I 
a = a = -
2 3 6 
1 + a. 1 
a.a + ---- = I , 
a.2 + a.3 




= 2 ' 
a.I A2 a.i 1 I 
a.2 + a.3· a.2 + a.3. 2 = 6 . 
Uit deze vergelijkingen kunnen de onderstaande betrekkingen voor A, a.2 , a. 1 
en a.0 afgeleid worden 
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Cl,2 = , 9a3 + 8 
(2. 14) 3 9 a I = ~2 + ~3 , 
(2. 15) 1 
+ al 
Cl, = -
0 Cl,2 + Cl,3 
Uit vergelijking (2. 13) volgt, dat indien a
2 
aan de voorwaarde 
of 
voldoet, bij een waarde van a 2 twee verschillende waarden voor a 3 
verkregen 
kunnen worden. Dit biedt ons de mogelijkheid om over te schakelen op een 
ander differentieschema in het geval, dat de noemer van schema (2.2) te 
klein wordt. 
2.5. STABILITEIT 
We onderzoeken de stabiliteitseigenschappen van schema (2.2) met behulp 
van de modelvergelijking y' = oy, o E ~, Re(o) < 0. Schema (2.2) wordt in 
dit geval herleid tot 
(2. 16) y I= R(h o)y • n+ n n 
R(z) heet de stabiliteitsfunctie van schema (2.2). Meer expliciet hebbenwe 
(2.17) R(z) 
= 
2 2 3 (a2+a3










(a2+a3) + a311.z 
7 
Met behulp van de relaties (2.8), (2.9) en (2.11) volgt tenslotte 
(2.18) 
I 2 1 I 3 
1 + (1+(3)z + (2 + 8)z + (-g~p)z 
R(z) = --------------
1 + 8z 
Als stabiliteitsgebied definieren we 
{u:C I IR(z) I < 1}. 
Expliciete methoden hebben in de regel een beperkt stabiliteitsgebied. 
Aan de hand van het onderstaande Fortran programma laten we voor ver-
schillende waarden van a.2 het stabiliteitsgebied typen. Iedere waarde van 
a.
2
, die aan de eerder genoemde voorwaarde voldoet, levert twee verschillende 
waarden voor a.
3
, te weten 
en 
Zodoende zijn er ook twee stabiliteitsgebieden (zie fig.2.1 en 2.2). Daarbij 
bleek, dat a.
3 
een nauwelijks interessant stabiliteitsgebied oplevert. Voor 
a.2 = 3.094 en a. 3 = -.9957 vinden we een min of meer maximaal stabiliteits-
gebied (zie fig.2.1). 
PROGRAM RZ(INPUT, OUTPUT, UIT; TAPES:UIT) 
REAL ALPHA (tD 
COMMON H1, H2, Hl, HU 
LOGICAL A3PLUS 
PRINT*," GEEF ALPHA2" 
REA.O t, ALPHA(3) 
IF (ALPHA(!) .EQ. O,l STOP 
A3PLUSs .T~ 
Hos SQRTC(81. * ALPHA(!) • q&.l * ALPHA(3)) / &. 
ALPHA(Q): • i.S * ALPHA(!) t HO . 
IF (.N. A3PLUS) ALP~A(4): • 2. *HO+ ALPHA(4) 
ALPHA(2l= (3~ * ALPHA(4) t ALPHAC3)) * e375 
ALPHA(i): 1. • (1. t ALPHAC2)) / CALPHA(3) + ALPHA(4)) 
H4a 2 0 / (3. * ALPHAC3) / ALPHA(4) + 3.) 
H3: (1. / 3. + Hl,0 I 2. 
H2a H4 t .5 
Hta H'I t 1~ _ 
WRITE CS, 100) CI• 1, ALPHACI), I• 1, 4) 
100 FORMAT(1H1,///,4C42X,t ALPHA•,I1,• a w,E11.a/)) 
Vs 'l.b 
00 3 I= 1, 4& 
Vs Y "' .1 
8 
WRITECS, 101) CMODRZCCHPLXC .. 15. + CJ .. 2) / S., Yll, J: 1, 82), Y 
101 FORMATC24X82A1F3.1) 
3 CONTINUE 
WRITECS,102) CI• lb, I: 1, 17) 
102 FORMIT(lH022X17(I3,2X)) 
A3PLUS: .N. A3PLUS 
IF (A3PL.USl 1, 2 
ENO 
FUNCTION MODRZ(Z) 
COMPLEX Z ~ 
tOMMON Hl, H2, Hl, HQ 
X: CABS({(CH3 * Z + H2) • Z + Hl, * Z + 1.) / CH4 * Z + 1,)) 
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2.6. KEUZE VAN DE VRIJHEIDSGRAAD 
In paragraaf 2.5. is reeds aangetoond, dat bij de keuze a
3 
= -.9957 
een methode kan worden verkregen met een min of meer maximaal stabiliteits-
gebied. 
In deze paragraaf onderzoeken we of er waarden voor a 3 zijn zodanig, 
dat voor vergelijkingen van het type y' = oy, schema (2.2) vierde orde 
consistent wordt. Daartoe schrijven we de stabiliteitsfunctie (2.18) in de 
vorm 
(2. 19) R(z) 12 13 1 4 5 = 1 + z + 2 z + 6 z - 6 Sz + O(z ) • 
We zien, dat vierde orde consistentie verkregen wordt door substitutie van 
al 2 
Gebruikmakende van de relaties a= --- en A= -3 moet 1n feite de a2+a3 
volgende vergelijking opgelost worden 
(2.20) 
Dit leidt met behulp van de betrekkingen (2.13)-(2.15) tot de volgende 
waarden van de vrijheidsgraad a 3 en de overige parameters 
(2.21) 
Met andere woorden: bij toepassing op vergelijkingen van het type y' = oy 
leveren deze waarden van de parameters een vierde orde consistent diffe-
rentie-schema. 
Gaan we veel algemener te werk bij onze poging om vierde orde con-
sistentie te verkrijgen, dan moet de Taylorontwikkeling van k~l), zie (2.3), 





Na substitutie van (2.22) in schema (2.2) en met in achtneming van de 
derde orde consistentievoorwaarden, vinden we een vergelijking, die met be-.. 
hulp van de coefficienten van (2.5) in de volgende verkorte vorm kan worden 
weergegeven 
(2.23) y = y +hf+ .!_ff h2 + -
6
1(f2f +ff2)h3 + la
2
Af 3f h4 + 
n+ I n n 2 y n yy y n 3 yyy n 
+ a H 2f f h 4 - a.3 a
3
Aff3h 4 + O(h5) 
3 y yy n a.2 + a. 3 y n n 
Door de waarden a2 
I 2 
= a3 = 6 en A= 3 in te vullen, gaat (2.23) over in 
(2.24) 
+.!_if f h4 
9 y yy n 
Ter verkrijging van vierde orde consistentie moeten we (2.24) verge-
lijken met de Taylorreeks 
(2.25) 
Na vergelijking zien we, dat geen vierde orde consistentie mogelijk is. Het 
zijn de coefficienten van ff en f
2
f f , die de pogingen om vierde orde 
yyy y yy 
consistentie te verkrijgen doen stuklopen. Om toch zoveel mogelijk overeen 
te stemmen, kan a.3 het beste zo gekozen worden, dat de coefficient van 
ff 3h4 gelijk is aan die uit de Taylorreeks. Dat houdt in 
y n 
(2.26) 
Voor de oplossing van deze vergelijking verwijzen we naar (2.21). 
We concluderen daarom, dat de meest verantwoorde keuze van de vrij-
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3. DE PROCEDURE RATRK 
In deze paragraaf bespreken we de Algol bO procedure RATRK, gepro-
grammeerd volgens het schema uit de vorige paragraaf. 
3. I. HEADING EN PARAMETERS 
procedure RATRK (x,xe,y,data,der,out); 
real x, xe; 
array y, data; 
procedure der, out; 
De betekenis van de formele parameters is: 
x <variable> ; 
de onafhankelijke variabele x; 
bij aanroep van de procedure moet x de beginwaarde x
0 
van de 
onafhankelijke variabele hebben; 
na uitvoering van de procedure heeft x de waarde van xe; 
xe <arithmetic expression> 
de eindwaarde van x; 
y <array identifier> ; 
een een-dimensionaal array y[l:data[IJJ; 
15 
bij aanroep van RATRK moet y de startwaarde y(x
0
) hebben; gedurende 
het integratieproces heeft y de waarden van de berekende oplossing 
in het punt x; 
data: <array identifier> ; 
een een-dimensionaal array data [1:5]; 
data [I]: het aantal differentiaalvergelijkingen van het op te 
lossen stelsel; 
data [2]: de startwaarde van de integratiestap; 
data [3]: de minimale waarde van de integratiestap; 
data [4], data [5]: de absolute resp. relatieve lokale tolerantie; 
der <procedure identifier>; 
een procedure, die door de gebruiker alsvolgt moet warden aangegeven: 
16 
procedure der(y); array y; 
als in RATRK der wordt aangeroepen, bevat array y de componenten 
•· 
van y; na uitvoering van der moet array y de waardenvanf(y) bevatten; 
out <procedure identifier>; 
een procedure, die door de gebruiker alsvolgt moet warden aangegeven: 
procedure out(k); integer k; 
in deze procedure out kan men uitvoer vragen van x, yen k, die het 
aantal integratiestappen bijhoudt. 
3.2. DE PROCEDURE BODY 
De complete Algol 60 tekst volgt hieronder: 
procedure ratrk (x, xe, y, data, der, out); real x, xe; 
array y, data; procedure der, out; 
begin integer i, n, k; 
real h, hmin, hl, ht, kOi, kli, a2k0, a3k1, rho, nr, eta, 
--reta, aeta, alphaO, alphal, alpha2, alpha3~ 
array kO, kl, yl, ro [1: data [1]]; boolean last, ntklein; 
procedure dupvec (I, u, shift, a, b); ~ 31030; 
real procedure vecvec (I, u, shift, a, b); code 34010; 
6rocedure coefficient; egin alphaO:= 23 / 44; alphal:= 11·/ 45; alpha2:= 484 / 135; 
--alpha3:= - 44 / 45 
end coefficient; 
procedure differentie schema; 
begin dupvec (1, n, O, kO, y); der (kO); hl:= 2 x h / 3; 
for i:= 1 step 1 until n 
do kl [i] := hl x kO[il + y [i]; 
der (kl); dupvec (1, n, 0, yl, y); 
for i:= 1 step 1 until n do 
begi~ kOi:= kO [i};kfi:=kl [i]; ntklein:= false; 
1f kOi = 0 A kli = 0 then y [i]:= yl [i]""else 
begin a2k0:= alpha2 xkOT; a3k1:= alpha3 x'i<Ti; 
--nr:= a2k0 + a3k1; 
end 
end; 
if abs (nr) x eta/· (abs (a2k0) + abs (a3k1)) < 10-15 
then 
begin ntklein:= true; 
alphaO:= ,504Jf8"880215997; 
alphal := .40087846164919210-l; 
alpha2:= .309399999999999; 
alpha3:=-.995699692297848; 
nr:= alpha2 x kOi + alpha3 x kli 
end; 
y[i] := 
((alpha1 x kli + kOi) x k1i / nr + alphaO x kOi) x h 
+ y [i]; 
if ntklein then coefficient 
x:= if last then xe else x + h 
end differentie schema; 
procedure stapgrootte; 
begin hl:= h / 4; 
--for i:= 1 step 1 until n 
do ro [i] :;;-- --
- (3 x kl [i] + kO [i]) x h) + yl [i] - y [i]; 
rho:= sqrt (vecvec (1, n, O, ro, ro)); 
eta:= sqrt (vecvec (1, n, O, yl, yl)) x reta + aeta; 
ht:= (eta/ (0.75 x (eta+ rho))+ 0.33) x h; 
h:= 
if ht> 2 x h then 2 x h else 
TT ht < h / 2 then h / 2 e I se ht; 
TT h < hmin then h:= hmin_; _ 
TT x + h > xe then 
begin last:= true; h:= xe - x end 
end stapgrootte; 
k:= O; n:= data [1]; h:= data [2]; hmin:= data [3]; 
aeta:= data [4]; reta:= data [5]; 
eta:= sqrt (vecvec (1, n, O, y, y)) x reta + aeta; 
coefficient; last:= x + h > xe; 
, if last then h:= xe - x; 
volgende stap: k:= k + 1; differentiesche~a; out (k); 
if last then goto outratrk; stapgrootte; 





3.3. DE PROCEDURE DIFFERENTIESCHEMA 
Het differentieschema in deze procedure is geprogrammeerd volgens 
schema (2.2) met de waarden voor de parameters, die afgeleid zijn in (2.21). 
Als de noemer in het schema (2.2) te klein wordt, schakelen we over op een 
antler differentieschema. We nemen dan het schema met een min of meer 
maximaal stabiliteitsgebied (fig.2.1). Hiervan zijn de coefficienten 
aO = 0.50431 88802 15997, 
a 1 = 0.04008 78461 649192, 
a2 = 3.09399 99999 99999, 
<X3 = -0.99569 96922 97848. 
3.4. DE PROCEDURE STAPGROOTTE 
We willen de stapgrootte automatisch varieren aan de hand van de 
lokale fout 
Pn = II y 1 - y (x 1) II , n+ n+ 
waarin y(x 1) de lokaal-analytische oplossing door (x ,y) is. Daar deze ~ n n 
in het algemeen niet bekend is, voeren we een referentieoplossing y 1 in n+ 
van de vorm 
Daar Yn+l tweede orde consistent is, geldt 
P - Uy ~ II h
3 
n - ~+l - Yn+l = en n 
Voeren we een lokale tolerantie nn in, die bepaald wordt uit de door 
de gebruiker op te geven absolute en relatieve tolerantie: 
eta= aeta + reta • llynll 2 , 
waarin II 11 2 de Euclidische norm is, dan kiezen we de nieuwe integratiestap 
hn+l zodanig, dat pn+l = nn ofwel 
n • n 
Met de aanname, dat cn+l $1::$ en herleiden we, dat de integratiestap be-
paald wordt door 
(3. I) o/ nn 
Dy - ~y II 
n+l n+l 
In de procedure wordt h 1 berekend met behulp van een benadering van n+ 
formule (3. I): 








De procedure RATRK maakt gebruik van de bibliotheekprocedures: 




In deze paragraaf bespreken we een aantal beginwaardeproblemen, waar-
mee de procedure RATRK is getest. Een overzicht van de resultaten vinden we 
in de grafieken (4.1)-(4.4), waarin het aantal functie-evaluaties tegen het 
aantal goede cijfers van y 1(xe) is uitgezet. 
Het array data geven we de volgende waarden mee 
data[l] = aantal vergelijkingen van het probleem, 
data[2] = 0.01, 
data[3] = 0.005, 
data[4] = data[S] = 10-i, i = 2(1)8. 
De problemen zijn ook getest met een niet-rationale derde orde Runge-
Kuttamethode met stabiliteitspolynoom 
Deze methode is geimplementeerd in de procedure ARK, zie [l]. De heading 
van deze procedure is 
procedure ARK(x,xe,mo,m,y,der,info,out). 
Voor het array info kozen we de waarden 
info[I] = 3, info[2] = 3, 
info[3] = 2.54, 
info[4] = 1, info[SJ = 0.01, 
info[6] 
-1. = info[7] = 10 , 
info[8] = O, info[ 11 J = 1, 
i = 2(1)8, 
info[l2] = 1/2, info[13] = 1/6. 
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4.1. EEN EENVOUDIGE LINEAIRE DIFFERENTIAALVERGE~IJKING 
We beschouwen het beginwaardeprobleem 
y' = -y met y(O) = 1. 
De analytische oplossing luidt: y(x) 





-x = e Als integratieinterval is het 
,aoo 1~oo 
----'> 
o.a,~ta.l f unche.- eva.luetl, es 
4.2. EEN LINEAIR STELSEL DIFFERENTIAALVERGELIJKINGEN 
Beschouw het beginwaatdeprobleem 
met 
Als analytische oplossing vinden we 
Het integratieinterval is [0,1]. 
a.a vi to.. I :Joe c/q 








4.3. EEN NIET-LINEAIR STELSEL DIFFERENTIAALVERGELIJKINGEN 
We beschouwen het stelsel 
{ 
1 _ 2 
Y1 - Y1Y2, 
Y2 = -1/yl, 
metals exacte oplossing y 1 = 1/y2 = ex. Het integratieinterval is [0,1]. 
o.an la. I :I ~ol e. 










4.4. EEN NIET-AUTONOME EERSTE ORDE DIFFERENTIAALVERGELIJKING 
Beschouw de niet-autonome vergelijking 
y' = y 2x y , y(O) = 1, 
metals exacte oplossing y(x) = ✓2x+t'. 
.. 
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Deze vergelijking kunnen we in de vorm (1.1) brengen door te definieren 
Hierdoor gaat bovenstaande vergelijking over in het autonome stelsel 
2y2 
{
Yj = Y1 
y' = 
2 
y(O) = (~). 
aww4"-/ goa.oh 








Het blijkt mogelijk om met slechts twee functie-evaluaties per inte-
gratiestap een derde orde consistente formule te construeren. Tot nu toe 
waren daar altijd drie functie-evaluaties voor nodig. 
Uit de testresultaten blijkt, dat de gekozen methode het moet afleggen 
tegen de procedure ARK. Alleen bij lineaire vergelijkingen is de methode 
beter, maar dat komt doordat het schema dan vierde orde consistent is. 
Toch mag niet onvermeld blijven, dat met de lineaire derde orde Runge-
Kuttamethode, zoals gebruikt in de procedure ARK, slechts een reele stabi-
liteitsgrens van 2.54 verkregen wordt. Echter met onze rationale derde orde 
Runge-Kuttamethode blijkt een reele stabiliteitsgrens van 20 haalbaar te 
zijn. 
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