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Abstract 
This thesis considers an application of a temporal theory to describe and model the 
patient journey in the hospital accident and emergency (A&E) department. The aim is to 
introduce a generic but dynamic method applied to any setting, including healthcare. 
Constructing a consistent process model can be instrumental in streamlining healthcare 
issues. Current process modelling techniques used in healthcare such as flowcharts, unified 
modelling language activity diagram (UML AD), and business process modelling notation 
(BPMN) are intuitive and imprecise. They cannot fully capture the complexities of the types 
of activities and the full extent of temporal constraints to an extent where one could reason 
about the flows. Formal approaches such as Petri have also been reviewed to investigate 
their applicability to the healthcare domain to model processes. 
Additionally, to schedule patient flows, current modelling standards do not offer any 
formal mechanism, so healthcare relies on critical path method (CPM) and program 
evaluation review technique (PERT), that also have limitations, i.e. finish-start barrier. It is 
imperative to specify the temporal constraints between the start and/or end of a process, 
e.g., the beginning of a process A precedes the start (or end) of a process B. However, 
these approaches failed to provide us with a mechanism for handling these temporal 
situations. If provided, a formal representation can assist in effective knowledge 
representation and quality enhancement concerning a process. Also, it would help in 
uncovering complexities of a system and assist in modelling it in a consistent way which is 
not possible with the existing modelling techniques. 
The above issues are addressed in this thesis by proposing a framework that would 
provide a knowledge base to model patient flows for accurate representation based on point 
interval temporal logic (PITL) that treats point and interval as primitives. These objects would 
constitute the knowledge base for the formal description of a system. With the aid of the 
inference mechanism of the temporal theory presented here, exhaustive temporal 
constraints derived from the proposed axiomatic system’ components serves as a 
knowledge base. 
The proposed methodological framework would adopt a model-theoretic approach in 
which a theory is developed and considered as a model while the corresponding instance is 
considered as its application. Using this approach would assist in identifying core 
components of the system and their precise operation representing a real-life domain 
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deemed suitable to the process modelling issues specified in this thesis. Thus, I have 
evaluated the modelling standards for their most-used terminologies and constructs to 
identify their key components. It will also assist in the generalisation of the critical terms (of 
process modelling standards) based on their ontology. A set of generalised terms proposed 
would serve as an enumeration of the theory and subsume the core modelling elements of 
the process modelling standards. The catalogue presents a knowledge base for the 
business and healthcare domains, and its components are formally defined (semantics). 
Furthermore, a resolution theorem-proof is used to show the structural features of the theory 
(model) to establish it is sound and complete. 
After establishing that the theory is sound and complete, the next step is to provide 
the instantiation of the theory. This is achieved by mapping the core components of the 
theory to their corresponding instances. Additionally, a formal graphical tool termed as point 
graph (PG) is used to visualise the cases of the proposed axiomatic system. PG facilitates 
in modelling, and scheduling patient flows and enables analysing existing models for 
possible inaccuracies and inconsistencies supported by a reasoning mechanism based on 
PITL. Following that, a transformation is developed to map the core modelling components 
of the standards into the extended PG (PG*) based on the semantics presented by the 
axiomatic system. 
A real-life case (from the King’s College hospital accident and emergency (A&E) 
department’s trauma patient pathway) is considered to validate the framework. It is divided 
into three patient flows to depict the journey of a patient with significant trauma, arriving at 
A&E, undergoing a procedure and subsequently discharged. Their staff relied upon the 
UML-AD and BPMN to model the patient flows. An evaluation of their representation is 
presented to show the shortfalls of the modelling standards to model patient flows. The last 
step is to model these patient flows using the developed approach, which is supported by 
enhanced reasoning and scheduling. 
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CHAPTER 1 INTRODUCTION 
Organisations employ a collection of activities that follow described procedures to 
achieve their vision and objectives. The set milestones accomplished by organising and 
structuring several tasks and corresponding flow representing a well-defined process. A 
well-defined concept of the business process (BP) incorporates all the involved activities 
representing a process model exhibiting the temporal flow between individual work elements 
[Scholz-Reiter and Stickel, 2012] to facilitate organisational design and analysis. In addition, 
the flow between the tasks determines their relationships with other linked processes 
(internal or external). 
There are authors who provided a strong emphasis on the designing organisational 
BPs with a logical basis to facilitate correct modelling, analysis and transformation for better 
decision making [Blyth, 1995], [Tsalgatidou and Junginger, 1995], [Hansen, 1994] and 
[Curtis et al., 1992]. In addition, a process model ought to express high and low-level detail 
that may represent the desired features of an organisation [Jablonski and Bussler, 1996]. 
Out of many, two aspects considered the success of a business process model, which are 
consistent representation of the required operations and its decision-making capabilities.  
These aspects are highly desirable for any industry in general but healthcare 
especially. Because healthcare is facing an unprecedented level of change, affecting the 
service delivered to diverse patient needs. For example, modelling a patient flow of highly 
sensitive nature such as an intensive care unit is not only tedious but also tremendously 
challenging to plan and schedule [Adlassnig, 2009]. The service delivery to patients follows 
specified paths known as patient flows or patient journeys.  
Due to the complex nature of healthcare sector, face hardships in representing 
patient flows utilising available communication platforms. Primarily, these platforms are 
graph based simulating the effect of interaction and interrelationship of patient flow as a 
whole including its sub-parts. These tools may also use to report variations in the structure 
of the patient journey.  
Mainly, the healthcare sector reliant upon intuitive flowchart-based graphical 
representations to show convoluted hospital activities. The model constructed utilising such 
techniques attempting to relay the communication between departments and personnel 
cannot comprehend the overwhelming burden of the sub-activities to correctly reason and 
represent [Gunal and Pidd, 2010].  
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Industry whether its health sector or any other commercial organisation, heavily 
reliant on modelling tools such as business process modelling notation (BPMN) and unified 
modelling language activity diagram (UML-AD) to represent patient flows for care service 
delivery. These intuitive business process modelling techniques require adaptation by 
healthcare professionals due to their complexity in representing clinical care processes as 
human lives could be at risk. However, these techniques belong to two different domains for 
one specific reason that is process modelling.  
Their intuitiveness lies in their standard documentation using a wide variety of 
terminologies and graphical constructs. These artefacts’ represent informal meaning 
(ontology) bound to be interpreted differently in the workplace. As the ontology used is not 
formal which comes in several forms such as lexicons, thesaurus or logic etc. And, these 
forms can provide the standardisation of the terminologies utilised in the business process 
modelling domain. Thus, if formal definitions of the concepts used in a domain provided then 
one can express their concise description, better understanding and unambiguous 
representation. Additionally, it is essential to have a communication mechanism that could 
reason and represent the knowledge consistently about BPs at all abstraction levels (High 
and low). 
The problem above addressed by comprehending the terminologies used in both the 
techniques and associate the most commonly used modelling terms with some lexicons 
based on logic. This method can facilitate in providing the formal semantics of selected 
general terminology that would ease the path of representing processes in a consistent way. 
The advantage is that logics are very expressive for modelling complex behaviours such as 
healthcare patient pathways. Without such formal definitions, rigorous and mechanical 
verification of systems will be impossible. 
Furthermore, these techniques attempt to present low-level information (high-level 
abstraction) through their models. Modellers tried to draw high-level details with very low or 
negligible success rate. However, it is possible to breakdown the system activities with 
associated temporal information into smaller parts. It would help in determining the structure 
and flow of the sub-parts of a business process and patient flow. Optimum arrangements of 
the coordinated tasks of a process can have a significant impact on determining the 
efficiency of the new structures [Orman, 1996] that is only possible if supported by the 
inference mechanism.  
With the assistance of an inference mechanism, (provided by the temporal logic) one 
can derive new knowledge (from exhaustive temporal relationships between the individual 
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piece of work elements of the linked processes) and establish the correct structure for better 
planning and scheduling. Temporal relationships express the different behaviour (flow) 
between the linked activities, hence a class of temporal logic considered integral in providing 
an exhaustive set of temporal relations to achieve not only the optimum flow but also enables 
the construction of a consistent model. In this way, models constructed are more detailed 
and easier to understand. 
Thus, a comprehensive methodological approach would be beneficial that provide a 
set of general terminologies subsuming the most often used terminologies of commercial 
modelling techniques and subsequently formally describing them to support functional, 
structural and behavioural levels of abstraction. Knowledge domains such as business and 
healthcare modelling may benefit from this approach for their knowledge design, its 
representation and management. 
1.1 Motivation 
Business processes (BPs) are critical for organisations to execute activities and tasks 
that create value. Business values considered as the product of profitability, performance, 
and tightly coupled with the process (re)design and its execution.  In general, organisations 
have made a great effort to lower the cost of improved products and services. They have 
also taken initiatives in time reduction of marketing efforts and customising the products and 
services with the time limitations to strengthen their relationships with customers and 
increase the satisfaction of its customer with maximising its profits. However, the healthcare 
sector like any other domain has similar goals to achieve, but their most important goal is its 
patient satisfaction for services provided in a time and resource bound environment.  
These objectives push them into continuously improving their processes to provide 
better services. It shows the importance of this topic that could give an aid to design, 
structure, and control the BPs to achieve desired goals efficiently and flexibly. To describe 
and structure a BP, one needs to examine the ontology of the terms used in modelling a 
system comprised of several components. Therefore, a distinct description of the concepts 
involved plays a pivotal role in constructing a well-defined business process model.  
The above discussion leads us to the need for understanding the concept of a 
business process and its utilisation in real-life. There are several varying BP definitions 
reported in the literature related to business process design and its modelling. Still, there is 
a vacuum for a profound business process definition as most of these definitions are 
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isomorphic. Some researchers such as [Hammer & Champy, 1993] and [Davenport, 1993] 
defined BP by showing activities to achieve a goal. But failed to identify tits structural and 
configuration feature to distinguish between breakable and unbreakable actions and also 
the importance of occurrence of events neglected to show the flow in accomplishing a 
purpose or delivering a milestone.  
To support the viewpoint, I will discuss the pin factory process example of [Smith, 
1776], where he used the term ‘task’ to identify breakable activities. Various tasks performed 
for pin manufacturing including drawing out a wire, straightening, cutting, pointing and so 
on. He emphasised on the importance of the temporal flow associated with these tasks 
during their execution, which influenced by the occurrences of certain events such as the 
strike on a specific day or machine malfunctioning. Hence, a clear description of the 
business process and its flow embodied with its temporal association would enable 
modellers and modelling tools for their precise representation 
Management and computer science researchers describe the structure and order of 
the components of BP to suit their needs based on the available definitions. Their interest in 
the modelling business processes multiplied over the last few decades to analyse, manage, 
represent and reason knowledge about an organisation. Industry developed different 
modelling techniques and tools to meet the varied needs of the different domains. For 
example, unified modelling language activity diagram (UML-AD) developed for the technical 
domain users and business process modelling notation (BPMN) developed for business 
modellers. These both standards document comprised of a wide variety of terminologies 
and constructs to represent the behaviour of either a system or a model. 
Additionally, it is reported that both the standards borrowed concepts from Petri net 
[Wohed, 2004] and [Wohed et al., 2006], but failed to provide the formal semantics relevant 
to business process modelling domain. Though their claim for the semantics for the notation 
is provided in their corresponding metamodels, again their claim is not justified (providing 
only diagrammatic constructs). Because, both the standards have no formal semantics and 
no validation in real life [Van der Aalst, 2004a, b]. Moreover, the Petri net offers formal 
semantics but not designed for representing business processes. Also, modellers try to 
avoid using it due to its complexity and consider it unsuitable for business process modelling. 
A variant of Petri net, i.e. Time Petri net used to model systems by modelling temporal 
aspects without providing appropriate enumeration [Berthomieu & Diaz 1991].  
A suitable enumeration relevant to business process associated with distinct temporal 
objects can be useful for the business process shaping. Therefore, process orientation 
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based on the temporal description at all organisation levels to model their BPs or patient 
flows assist in effective knowledge representation, reasoning and quality enhancement of 
the services offered by the healthcare sector. For example, in the clinical process modelling, 
time perspective has been widely investigated [Combi and Gambini, 2009] and [Combi et 
al., 2012].  
There is also an increase in demand to have effectual and improved quality of models, 
it is required to have a knowledge base that can assist in constructing a correct model to 
represent a patient flow [Edward 2005], [Newell 1982]. However, in the healthcare domain, 
such a knowledge base is missing to model a sound system [Clarkson et al. 2004]. A system 
refers to a model, which depicts a correct, i.e. consistent, representation of the processes 
involved. In addition, if these activities wrapped up with the extended qualitative and 
quantitative (if available) temporal information then I can address the challenges faced by 
healthcare at present and more importantly in the future.  
Unfortunately, the wide variety of the notational support provided by both the informal 
modelling standards, i.e., UML-AD and BPMN, is not enough to address the practitioner’s 
issues faced in real life in regards to utilisation of a general temporal theory for business 
process design and execution. Furthermore, these modelling tools’ intuitiveness produces 
inconsistent models and failures occur noticed at the execution level that may result in 
financial problems to the organisations. The metamodel provided by the current modelling 
techniques are poorly defined accompanied by the graphical constructs. Thus, these 
standards present a considerable effect on standardising the business process design and 
its modelling.  
To see the shortcomings of these techniques, I considered a healthcare sector case 
study based on hospital patient flows of King’s College Hospital Trust, a national health 
service (NHS) foundation trust. The reason behind this case study to understand the 
representation of patient flows, involved sub-components by the domain experts at the 
hospital discussed in detail in the following subsection. 
1.1.1 Patient Flows at King’s College Hospital: Key Findings 
The patient flow at King’s College Hospital accident and emergency (A&E) department 
like other NHS Foundation Trusts considered as the journey of the patients through the 
hospital requiring quality care services bounded by time and resources to move them around 
(admission to discharge). The activities and corresponding flow diagrammatically represent 
the whole or part of the operation of a department. A series of meetings with the concerned 
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staff at King’s College hospital revealed that their activities are modelled graphically utilizing 
the current business process modelling standards.  
They adopted the available concepts of UML-AD and BPMN such as activity, action, 
task, process, sub-process, and flow, etc. for the modelling of patient flows. Their knowledge 
about these concepts based on the intuitive description, vaguely aligned with the 
corresponding concepts of healthcare in general and especially in hospital settings. The 
available information represented graphically using either of the modelling tools assist the 
modelling staff to label the available concepts with the respective names and description. 
But cannot address the issues of extended qualitative representation, quantitative 
representation to identify and manage the variability (interchangeability) within process 
activities that are resource-bounded to help with decision making. For example, a patient 
can move from one pathway to another associated with either quantitative time, i.e., a 
specific start and end time (if available), or with the help of inference made based on 
extended qualitative occurrences indicating a possible change in the original path. The 
variation occurs due to either human error or patient health condition changed. 
1.1.1.1 Challenges 
Patients move through various sections, i.e., registration, triage, consultants, 
Diagnostics and Ward utilising several resources at the King’s College hospital accident and 
emergency (A&E) department based on the type of the care required. The discussion I had 
with the hospital staff revealed the issue of uncertainty in resource allocation (staff) and the 
time required to deliver a quality care service to the patients attending the accident and 
emergency department. The amount of patients seen every day at different times fluctuates 
that make the patient flow modelling difficult to depict the correct scenario. For example, 
patient influx over the weekend and during the shift change at different times, i.e., 5 pm or 
11 pm etc. makes the overcrowding to reach a high level. In addition, the patient’s number 
increases during Christmas and other seasonal events, but my focus is not to address such 
an issue. The scope of this research requires equipping domain experts who are involved in 
modelling of patient flows to express the correct behaviour of the system utilising efficiently 
the available resources (staff) in a time-restrained environment. 
To determine the complexity of the healthcare activities and sub-activities, I have 
discussed a complex example to show the variability in the patient flow with respect to time 
and emphasised upon the need to use the extended qualitative and quantitative temporal 
information to plan effectively in resource (staff, equipment, time etc.) utilisation. 
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Example: A complex pathway (process) considered here presenting patients who 
brought in by someone with trauma. The flow starts with the registration of the trauma 
patient. After completing the registration process, the patient requested to wait in the waiting 
area. Waiting times varies due to the staff availability at the time of arrival of the patient. A 
triage nurse assesses the severity of the problem. The severity of trauma classified into 
three levels, minor, minor-major and major, the example noted here will discuss only patients 
with minor-major severity. 
There are cases where patients leave without being seen due to the excessive wait 
times therefore, to be within the scope of this research, I am considering only patients flowing 
through the process. Immediately after triage, consultants take over the patient and examine 
the patient condition to provide the best suitable care service needed. Consultant examining 
a patient is a complex step which requires decision making that may involve admitting the 
patient to the hospital surgical ward and further divided into sub-activities (to assess the 
patient history and diagnostics).  
Consultant requests diagnostics that are further sub-divided into sub-activities (blood 
tests and X-ray, MRI, CT-Scan) to assist consultant in providing patients with a prognosis. 
These activities become strenuous due to restraints of time attached and resource (man 
and machine) available. Upon evaluating the results received from the diagnostics team, 
either consultant makes a decision to prescribe the required medication (if required) with a 
discharge note or due to the change in severity and requested a move to the high 
dependency unit (HDU) at the hospital. 
Each ward managed independently to make necessary decisions with respect to their 
capacity (number of beds) and resources (including staff and time). The hospital’s policy 
ensures even distribution of resources between the patients based on their needs, i.e., major 
to minor. Thus, effective time and resource utilisation assists in managing overcrowding at 
A&E and surgical wards.  
Discussion & Critique: During discussions, some of the issues raised by the 
modelling staff at the King’s College Hospital are:  
• Identifying activities (atomic and composite) and their relationships for better 
understanding and consistent representation  
• The utilisation of their timely occurrences for effective patient flow 
representation 
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• Require assistance in better planning and decision making using the graphical 
representation of the patient flow 
• Optimise the coordinated activities and sub-activities to meet the NHS set 
targets, i.e., 4-hour waiting time at the accident and emergency department 
• The current modelling standards incapable of modelling activities and sub-
activities ignoring the vital temporal information, i.e., enhanced 
qualitative/quantitative. 
The above points require attention that might be achieved with the help of a rigorous 
examination of the data associated with patient flow design to achieve the desired goals. 
King’s College Hospital utilising graphical representation to depict patient flows but failed to 
display the process activities with associated information of time and resources. A patient 
flow constitutes a set of coordinated activities and sub-activities that needs managing 
effectively to achieve the desired goal of satisfying both the patients and NHS in delivering 
quality service within specified time targets. 
The modelling tools used to express the current behaviour of the system is inefficient 
and has no capability to support delivering a quality service. Because the tools used have 
no facility to incorporates a comprehensive temporal theory, verification and validation 
mechanism to determine the constructed models are consistent or not. In addition, planning 
and scheduling activities and sub-activities will ensure better decision making by the 
concerned staff at the hospital. An approach is required to describe activities and sub-
activities to exhibit enhanced qualitative and quantitative temporal information for better 
resource management. Furthermore, it would facilitate correct modelling and easing the 
pressure on the staff by monitoring and controlling the operations efficiently (avoiding 
overcrowding).  
However, the current modelling tools have no facility to model the desired activities 
associated with both quantitative and enhanced qualitative time. It is the crucial information 
and possible to implement using a point interval temporal theory that could assist in better 
decision-making and improved scheduling. Hence, the following points are required for 
modelling activities: 
i. To have an effective and efficient model (precisely describing the activities and 
sub-activities) using value-added processes within the shortest possible time 
and 
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ii. To make improved decisions. Consequently, process description and 
modelling have become a critical strategic resource for any enterprise 
including healthcare. 
The research motivation in this section set the research objectives that are discussed 
in the following sub-section.  
1.2 Research Objectives 
The industry relies on business process modelling standards (UML-AD and BPMN) 
to describe the intuitive structure of their constructs. These standards document a broad set 
of modelling terms and constructs to shape the respective business processes to capture 
different features but their representation is ambiguous and vague. Although, fewer 
terminologies specifically for business process modelling (BPM) with formal semantics 
make the system conceptually easier for the users to understand and utilise. It also builds 
trust and reduces the amount of effort needed to verify the model. 
To address such issues including the ones noted in previous sections, it has become 
a requirement to provide distinct ontology (formal semantics) for the business process 
(design) and modelling (execution). And achieved by either revising or extending the current 
modelling standards by examining their terminologies and corresponding semantics for 
possible formalisation [Thomas and Fellmann, 2009]. It is the cumbersome procedure to 
provide a formal description for all the notational elements, therefore a selection of 
notational elements would be a step forward towards logical foundation (missing) based on 
their frequent utilisation by the industry. Following this procedure would assist in not only 
providing standardisation of the chosen process modelling languages but also facilitating 
the verification and validation of the constructed models to determine their correctness.  
Moreover, the formal semantics used for modelling business processes can be of 
deductive and normative type [Boley et al., 2007]. Normative type mainly facilities the 
structure of the defined components. Deductive type facilitates in inferring new facts from 
the existent knowledge. For example, two processes X and Y constitute a process model, 
where X serves as a sub-process of Y to achieve an output Z. It implies that both X and Y 
serves towards in fulfilment of output Z. This inference would assist in answering specific 
queries such as patient or customer satisfaction relevant to a particular part of the process 
model. Thus a method which combines both types would be beneficial for the precise model 
design and execution. 
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In this thesis, I would develop a systematic approach to provide a logical base to 
remove ambiguity from the representation of business processes and their associated 
sub-components (constructed in UML-AD and BPMN) to express temporal aspects. This 
investigation will fill the existing gap requiring a grounding for BPM discipline. Thus, the aim 
of this research presented in the following sub-section. 
1.2.1 Research Questions 
The discussion so far in the research objectives identifies the need to construct a 
generic framework to model business process representing its temporal aspects that can 
also be utilised by the healthcare sector to meet their needs of precise modelling. The 
following questions stem from the discussion are as follows: 
Question 1: Industry relies on different modelling approaches for modelling business 
processes. For this research, I would be considering the frequently used business process 
processing modelling techniques accepted as standards such as unified modelling language 
activity diagram (UML AD) and business process modelling notation (BPMN). They both use 
a variety of modelling terminologies aligned with graph-based constructs to represent a 
business process, but lack to build a precise model due to their intuitiveness. Other 
shortcomings include having too many modelling constructs in their standard documentation 
for modelling a process. It makes modeller confused in making a specific choice while 
modelling a business process that leaves many unused. Also, these constructs have no 
precise semantics (structure) provided in their standard documentation (metamodel). Due 
to these failings, tools considered burdened (increasing the redundancy) and semantical 
errors. Additionally, the results produced by them are ambiguous and not correctly exhibiting 
the temporal aspect. 
Hence, a formal ontology describing the precise semantics of the (most used) 
terminologies play a vital role in representing a wide variety of operations consistently within 
an organisation. It would be a tiresome job to provide semantics to the extensive set of 
modelling terms used by the modelling standards. Thus, it is required to review these 
paradigms’ the most often used modelling terms for better understanding. The desired 
solution of the problem would comprise of an enumeration of the core business process 
modelling terms based on a well-established logic in the literature, i.e. temporal logic. It will 
aid in providing precise semantics by formally defining the chosen terminologies associated 
with temporal objects to establish their sequence, order and the attached duration.  
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Question 2: Stemming from question 1, a review of different temporal theories 
considered vital because each l theory constitutes either point or interval or both. Therefore, 
I would examine the different temporal theories. The process will include analysing the 
worldly objects represented by a particular time theory for their suitability to this research. 
For example, a class of temporal theory presented by [McDermott 1982] focus on time point 
in describing a process. Where, [Allen 1983] use the interval to specify a business process, 
action and event with duration and neglected the existence of a time point. Due to their 
isolated use of the temporal objects in defining the process, action and event cause 
problems for instantaneous and non-instantaneous activities modelling. 
Eventually, this investigation would result in selecting a suitable temporal theory to 
identify the temporal objects serve as lexicons for the domain of modelling a business 
process (BP). Subsequently, the lexicons associated with the most often terms used by the 
modelling standards formally defined a business process and its sub-parts. In addition, the 
intended framework would provide a mechanism to verify the business process for its 
correctness. 
Question 3a: A simple, easy to use and understand graphical notation required, thus, 
an investigation needed to provide a formal but simple tool. That would use the defined 
terminologies here in this thesis aligned with the commercial terminologies and constructs 
modelling the business process and its sub-parts showing the authenticity of the framework 
proposed here ranging from novice to experts. In addition, the tool would assist in analysing 
the existing models constructed using UML-AD and BPMN for their correctness. Besides all 
this, a transformation performed of UML-AD and BPMN most often used terminologies and 
constructs to the developed formal approach.  
Question 3b: A case study conducted to analyse existing patient flows, i.e. 
processes, of King's College Hospital NHS Foundation Trust accident and emergency (A&E) 
department modelled in UML-AD or BPMN. I would discuss the framework capabilities in 
addressing the issues faced by the accident and emergency department to model patient 
flows to establish the developed approach suitability and its novelty. 
1.3 Contributions 
Scientific knowledge design considered as contributions towards the knowledge and 
assessed based on its novelty, generality, and significance [Von Alan et al., 2004]. For this 
research, I would consider designing scientific knowledge that constitutes the artefacts 
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required for devising a knowledge base. Henceforth, my contributions aligned with all three-
assessment criterion achieving a)novelty through a distinct solution to the problems faced 
by the industry and b) the scientific knowledge design is general enough applied to any real-
life domain with similar problems. Moreover, the third criterion furnished by considering a 
case from the King’s College Hospital accident and emergency department to model their 
patient flows utilising the knowledge base developed. Which shows the significance of the 
approach that may result in the reduction of patient waiting times, and improving their care 
service delivery time. A systematic approach devised following the steps given below. 
• Conducting an empirical study on applied semantics of the business process 
modelling (BPM) standards and Petri net. A comprehensive review of the 
(informal) modelling standards, i.e., UML-Ad and BPMN would determine the 
problems faced by the industry while using them. Moreover, I have reviewed Petri 
net which has a long presence (because of its formal underpinning) in the 
literature and used for various reasons including system modelling. Similarly, it 
has been adopted for the transformation of informal modelling techniques to 
provide a unique ontology for their modelling elements. However, its structure 
found to be irrelevant and cumbersome to business process modelling domain. 
• Review of UML-AD and BPMN would facilitate in achieving the milestones by 
developing a framework comprised of two phases. First one would provide an 
enumeration of temporal objects (based on a general temporal theory) 
representing lexicons with logical meanings, i.e. ontology, defining them to make 
provision for formal semantics.  
• The analysis of both the business process modelling standards would help me to 
identify the core modelling artefacts based on their utilisation. It would assist in 
the development of phase II of the framework devising the axiomatic system 
based on model-theoretic approach. The axiomatic system would introduce 
enumeration based on general terminology set. Subsequently, they are formally 
defined subsuming both the modelling standards most often used terminologies. 
In addition, a mechanism is provided for their verification and validation.  
• A precise but easy to use graphical approach provided to model the axiomatic 
system. That would facilitate the transformation of most UML-AD and BPMN most 
often used terms and constructs to a formal approach authenticating the method 
developed here.  
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• After that, a transformation of the BPMN and UML AD key constructs to the 
axiomatic system provided for accurate process modelling. Moreover, the 
transformation would unify the industry standards due to their tenuous nature in 
their representation, as evident from the literature [White, 2004].  
Besides, this approach will avert the burden of redundant terms used by the current 
business process modelling standards and assists in answering the research questions 
highlighting the contributions towards the knowledge. As part of the contribution, I have 
extended the point interval logic (PITL) of [Zaidi, 1999] by providing interval-point formalism 
and an added set of temporal relations (apart from interval-interval, point-point and point-
interval temporal relations_ used as constraints for providing a consistent flow within a 
process. Furthermore, I have also extended the formal graphical tool point graph (PG) of 
[Zaifi, 1999] by adding binary operands for displaying concurrency within a process. This 
contribution to the knowledge has also laid a path towards the following additional 
contributions to the knowledge  
1.3.1 Enumeration 
Both UML-AD and BPMN utilise different terminologies to display intuitively a 
process, its sub-parts and their flow. The is known to the knowledge will include identification 
of the terms used frequently and similar in their functionality. For example, UML-AD uses 
the term ‘action’ representing an activity (atomic), and BPMN utilises a term called ‘task’ to 
represent the same. Other most used nomenclatures are ‘activity’ used in UML-AD and 
‘process’ and sub-process’ by BPMN representing composite activities. Additionally, 
composite activities expressed their boundaries by ‘initial node’ and ‘final node’ in UML-AD, 
and ‘start event’ and ‘end event’. Importantly, these most used terminologies and constructs’ 
precise structure is not available in both techniques’ standard documentation.  
In addition, their flow determines intuitive process design that failed to express 
precise occurrences of atomic activities along with other involved activities (whether atomic 
or composite). Because,  without precisely defining atomic activities boundaries, modellers 
lack in expressing either they occur at the boundary of interacting activities, or during other 
occurring activities within a process or occurring simultaneously along with other atomic 
activities. The precise design and its temporal information (both qualitative and quantitative) 
have an enormous effect on the overall process design and expressiveness. 
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Hence, without an explicit catalogue (enumeration), a modelling technique or method 
unable to specify the core elements of a business process required for its modelling. 
Therefore, it is vital to provide general but distinct terms to construct a business process 
model (explicitly), considering as a contribution to the knowledge. That is possible with the 
support of point interval temporal logic of [Zaidi, 1999], which is extended (contribution to 
the knowledge) in providing a general set of artefacts with precise structure. Moreover, 
temporal inference mechanism could facilitate in representing a consistent flow of a 
business process. 
The enumeration presented here in this thesis comprised of general terms based on 
temporal objects and associated with the core modelling artefacts of both modelling 
standards. Thereafter, these artefacts are formally defined (semantics) using first-order logic 
based on the model-theoretic approach to representing the precise structure of these 
artefacts. This step would establish the generality of the framework for modelling business 
processes offering a knowledge base.  
Besides, these modelling standards do not provide any verification and validation 
mechanism to authenticate the constructed models to report any inconsistency. Thus, this 
research would contribute to the knowledge by developing a method that not only facilitates 
the precise design and structure of the business process for its correct representation but 
also verifiable. In this way, I can improve understanding, functionality and can help to design 
correct process models/systems. Moreover, the systematics approach developed here 
provides a solution for a better plan and improved scheduling.  
1.3.2 Transformation 
To perform the transformation, it is important that the informal modelling standards 
facilitated with formal semantics. The formalised semantics provided for the set of 
generalised artefacts in this thesis requires further a precise and straightforward graphical 
representation (answer to question 3a) for the transformation purpose. Therefore, a formal 
graphical tool is known as point graph (PG) presented by [Zaidi 1999] chosen and extended 
(contribution to the knowledge), notated as PG*. Reasons to utilise PG* are threefold: 
i. It is graphical, precise and easy to use. 
ii. It has a foundation in point interval temporal logic that treats both point and interval 
as primitives representing the precise structure of generalised terms. 
iii. It offers an abundance of analysis techniques to check the correctness of the 
constructed process models. 
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Additionally, I would be able to perform a transformation (contribution to the 
knowledge) of both the business process modelling standards most often used artefacts to 
PG*. It is important to note that the proposed framework has not only the capability to 
analyse the models constructed using business process modelling standards but also can 
serve as a platform-independent representational tool. In addition, it would unify both the 
modelling standards. Question 3b is answered by applying the above contribution to the 
knowledge to King’s College Hospital National Health Service (NHS) Foundation Trust’ 
accident and emergency (A&E) department trauma patient flow modelling. The patient flow 
modelled in UML-AD and BPMN would be transformed into PG* to identify the issues 
concerning their consistency.  
Nevertheless, many modelling techniques available whether they apply or not to 
business process modelling in general or patient flow modelling in specific are beyond the 
scope of this project. Hence, I can state that as the time of writing this thesis, no framework 
is available to unify the business process modelling standards.  
1.4 Research Approach and Thesis Overview 
To achieve the research objectives, I have made a choice of using ‘constructive 
research method shown in figure 1.1 widely adopted by the researchers of computer science 
and healthcare sectors [Kasanen and Lukka, 1993], and [Shaw, 2001]. Because, this 
method attempts to seek solutions associated with theory and its subsequent 
implementation in real-life [Lassenius et al., 2001].  
 
Figure 1.1 Components of Constructive Method 
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However, in constructive research method ‘theory’ refers to either the development 
of an innovative method to identify and understand the actual problem of the industry or 
develop a solution that works both theoretically and practically[Lukka, 2003]. In this thesis, 
the theory development helps in the scientific knowledge design deemed necessary to build 
a consistent business process. Furthermore, it provides practical value for its real-life usage. 
Therefore, to achieve this, I will conduct a comparative (empirical) analysis of the literature 
to discuss the need for a general framework to fill the gap. 
Thesis structure organised as chapter 2 will provide a discussion on the business 
process modelling topic emphasising its conceptual and temporal aspects in representing 
healthcare processes (hospital patient flows). Chapter 3 present a comprehensive review of 
the modelling techniques (formal and informal), but the focus will be on the informal business 
process modelling standards (UML-AD and BPMN) and formal method Petri net. Chapter 4 
will provide a discussion on the identification of core modelling terms used by UML-AD and 
BPMN. Chapter 5 will provides phase I of the framework development by analysing different 
classes of temporal logic to model processes and choose a suitable category to meet the 
research objectives of this thesis.  
Chapter 6 provides the phase II of the framework development presenting the 
axiomatic system based on modelling theoretic approach. Chapter 7 will describe process 
enactment to simulate the axiomatic system developed. Chapter 8 includes a transformation 
of business process modelling standards to the axiomatic system based extended graph 
tool PG*. Chapter 9 presents a case study of the King’s College Hospital accident and 
emergency department patient flows presented. Trauma patient flow scenario considered 
for this thesis, constructed in UML-AD and BPMN and transformed them into the approach 
developed here in this research to remove any correctness issue, and schedule and 
optimise the patient flows.  
1.5 Summary 
This chapter discusses the need for enterprises to model their business processes 
correctly. Organisations differ in their structure, needs and requirements but they have the 
common goal of representing their operations in a non-technical way to meet all the 
stakeholders’ needs. Because most of them are not of aware technical jargon, and thus 
increase pressure on the organisations for a simple and easy to modelling method.  
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In addition, some organisations require a high level of details (low-level abstraction) 
displayed using a graphical approach to meet their modelling needs. And others require 
modelling of low-level details (high-level abstraction) enabling stakeholders to make a better 
decision. The issues described are the deciding factor for organisations to choose an 
appropriate modelling approach to suit their requirements. Most of the business process 
modelling methods (informal) based on graph-based approaches to represent the concepts 
vaguely to communicate. Hence, most of today’s organisations require a communication 
mechanism to represent the artefacts, their relationships and interaction in an 
understandable way so a wide variety of stakeholders can interpret them explicitly.  
The discussion in this chapter also establishes the need for a business process 
design in meeting the change effectively within the organisation. Organisations are 
overcoming such issues by continuously improving the design of the processes involved 
supported by introducing new concepts integrated with the existing concepts to 
accommodate the change. However, industry-leading modelling tools such as UML-AD and 
BPMN are based on conceptual schema but the composition of concepts within their 
standards only provide an intuitive description of the concepts. It creates a need to learn 
more about the conceptual modelling schemas presented in chapter 2 and 3.  
A thorough discussion is provided to understand the problems faced by the King’s 
College Hospital in representing their patient flows. Patient flows establish the complex 
nature of the healthcare sector requiring a clear understanding of the structure of the 
artefacts used and their qualitative and quantitative representation to help stakeholders in 
better decision making. An example is provided from the King’s College Hospital for the 
readers’ sake to determine the need for representing the precise structure of the artefacts 
that could assist in their optimum display. 
Optimal representation of processes including patient flows provide a great value for 
the service/product end users. However, describing a clear structure of the involved 
concepts to represent a patient flow (process) pave the path of consistent execution of all 
artefacts. Additionally, the flow of the occurring activities (with precise structure) ensures 
efficient execution using scheduling techniques. Moreover, the coordinated activities 
express temporal flow that needs some exploration supported by a general temporal theory 
because it would be a contributing factor towards optimisation of the intended business 
process model. 
A constructive research method is chosen to carry out the research and development 
of the solution to the problems stated in the research questions. The reason for choosing 
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the constructive method is its relevance to the problem expressed here in this research. 
That would take us systematically to understand the problem faced by the industry and build 
up the foundation (theory) to apply in the real-life. The solution constructed and implemented 
in real life to show the importance of the topic and establish the contribution to the 
knowledge. 
In the end, I would like to state that this chapter has demonstrated the need for a 
general framework providing systematically the formal semantics of frequently used 
artefacts of the business process modelling standards and verifying the models constructed 
to report errors (if any). Additionally, it has been emphasised in this chapter the challenges 
faced by the healthcare especially considering a case study from the King’s College Hospital 
accident and emergency, and how this research could address its’ issues such as long wait 
times and better resource utilisation etc. Besides an overview and structure of the thesis laid 
down for the ease of the reader. However, the next chapter will present a literature review 
to provide an empirical evaluation of the business process management concerning the 
business process as a concept and its corresponding representation.  
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Chapter 2 Background 
This chapter forms the literature review to establish the backbone of this research 
relevant to the issues faced by the industry. Primarily, the business process (BP) constitutes 
an integral part of the business process management. It also makes provision for a bridge 
between information and communication technologies (ICT) and management fields. 
Therefore, business process management is a widely researched topic f for the development 
of method focusing on business process design and execution. For example, [Van der Aalst 
et al., 2003] states that business process management includes a collection of methods, 
techniques and tools to perform business process analysis for its design and execution. 
However, [Lindsay et al., 2003] emphasise that business process management enables 
businesses to identify the opportunities to improve the vital business components and their 
understanding to transform the performance supported by technology radically. 
Thus, an analysis of the business process management lifecycle would assist in 
understanding the importance of its core component, i.e., process. Business process 
management lifecycle consists of phases organised in a cyclical structure presenting their 
related dependencies as shown in figure 2.1. 
process
design
implementation/
configuration
process
enactment
diagnosis
 
Figure 2 1 Business Process Management Lifecycle 
Figure 2.1 shows the phases’ occurrences establishing their reliance on each other 
focusing on the process design. During each of these phases, the process is revisited for 
continuous improvement. Because business process management has integrated the 
concept of continuous process improvement of the business process (re)engineering (BPR).  
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The conceived process subsequently configured and modelled based on the 
conceptual schema for its possible enactment. The model (diagrammatic representation of 
a process) constructed is further analysed for its structural properties to report any errors 
(process correctness) with its design or execution [Weske, 2007]. Hence, the model 
constructed (free of any bottlenecks) serves as a walkthrough for its stakeholders. Which is 
only possible at the diagnostic phase, that determines whether the design or execution have 
any undesirable representation to establish its (in) adequacy.  
On the contrary, some organisations ignore the importance of the business process 
design and focus on its execution that present difficulties to them in the longer run. The 
reason behind their choice is the transaction value provided by the resources and planning 
tools by accessing to the crucial information such as some patients, staff levels, pharmacy, 
clinical/non-clinical materials, financial and administrative schedule. These tools add value 
to the organisations by transforming the planning and resource tools into practical solutions 
and have the capability to automate the procedures [Jarrar et al. 2000]. However, such tools 
are focused on execution without clear process (re)design (that requires continuous process 
improvement based on BPR later adopted by BPM) are not helpful rather create confusing 
models. 
In both business process management and BPR, business process considered as a 
vital component and the authors [Smith and Fingar, 2003], [Ludwig et al., 1999] and [Luftman 
et al., 1999] agreed that it should be clearly defined (structure and boundaries) to enable 
one to meet the user requirements by achieving customer satisfaction. The discussion 
provided here emphasise the need for a method that could provide consistent process 
design and enactment. In addition, a precise description of the process would facilitate its 
effective enactment to improve the existing planning and resource tools efficiency and 
enhance organisation performance. Thus, an insight into process concept to establish its 
structure and boundaries require empirical evaluation for its possible standardisation. 
2.1 Insight 
Even though the concept of business process is cited since the 1990s but still the 
majority of the literature presented the definition(s) that only targeted the need of the 
researcher or practitioner with limited applications [Ferstl and Sinz, 1994], [Kueng and 
Kawalek, 1997]. Besides, the majority of the authors focused on specifying a business 
process to express varied aspects of the organisation. That makes the standardisation of 
the term BP cumbersome [Lindsay et. al., 2003] due to the constraints applied to it by the 
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different domains [Melao and Pidd, 2000] and [Lindsay et al., 2003]. Besides, business 
process definitions provided lack in-depth to restrict its scope to make provision for a distinct 
meaning for its standardisation [Lindsay et al., 2003]. Because the business process as a 
concept conceived, configured and utilised differently by various domain experts depending 
upon their needs. 
Although, the available definitions representing a specific domain having limitations to 
express a general view of the organisation’s operations, therefore the corresponding models 
lack the correct representation of the system. This issue can be categorised either the 
descriptions provided by a domain are quite simple or too specific to express required 
features during its comprehensive implementation.  In addition, the aforementioned authors 
noted various terminologies to describe a business process such as activity, task, process, 
function, output, input, information, human beings, machine, agent, resource, data, goal, 
object, product and service. It is important to note the variety of the terminologies present 
different ontology that used for the sake of describing a unique definition.  
To discuss the term business process, I consider the primary definition is given in 
[Hammer and Champy, 1993] and [Davenport, 1993] that represent a business process as 
a collection of activities (partially ordered) providing value to its users. Both information and 
management domain adapted the understanding to define business process intuitively 
relying on varied terminologies (bearing different ontology) for subsequent modelling. Thus, 
it led to the development of several business process modelling tools furnishing the 
communication needs of the different domains to construct process models. 
Analysts utilise the modelling tools to model the defined business processes to 
communicate the system behaviour to its stakeholders. However, the fundamental aim of 
the model to display a factual and consistent representation of the resources required to 
achieve the desired organisational objectives. That can be achieved with a correct model, 
i.e., free of bottlenecks, specifying the system capabilities. For the convenience of the 
readers, a generic business process model is depicted in figure 2.2. 
 
Figure 2 2 A generic business process model 
There is some already compiled literature that unveils different features for further 
utilisation of process models: 
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• Focused on an understanding of the models to improve the design of the business 
process. And use corresponding models as communication channels [Curtis et al., 
1992]. 
• Process manageability [Curtis et al., 1992] and [Neubauer et al., 2006]. 
• Models integrated with technical implementation to deal with organisational issues 
[Kueng and Kawalek, 1997]. 
Besides the importance of models in different domains, the analyst considered modelling 
as a wholesome approach. For example, modellers from the business domain require 
business process modelling tools to communicate the true meaning of the business process 
as a concept. Because the clear and concise purpose of a business process would enable 
a modelling technique to manage the knowledge better for its precise representation. That 
could further facilitate its enactment and possible automation. The industry has seen a 
development of numerous techniques, tools and methodologies focusing only on a specific 
problem and sought a solution that serves the enterprise best with attached primacy and 
pitfalls.  
• helps achieve a full understanding of process representing organisation’s rules and 
procedures [Curtis et al., 1992] and 
• facilitates the gathering of knowledge; supports the testing of hypotheses and a 
learning process [Kueng and Kawalek, 1997] 
In addition, [Kettinger et al., 1997] emphasised on the development of business process 
modelling techniques and methods making provision for continuous revision of the process 
for its suitability to the real-life and implementation.  
The above discussion highlights the fact that effective communication within an 
enterprise achieved via a method that models a business process with precise description 
and subsequent verified. Because the modelling methods supply description of the concepts 
(business process and its sub-parts) to construct a model requiring procedures for its 
authentication. One can achieve this by analysing the modelling tools artefacts for the 
ontology used to specify business process and its components [Shanks et al., 2004] and 
[Gehlert and Esswein, 2007]. 
[Melao and Pidd, 2000] and [Aguilar-Saven, 2004] reviewed the modelling techniques 
featuring business process to address its different characteristics. [Aguilar-Saven, 2004] has 
provided a categorisation of several modelling techniques that are based upon two areas; 
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a) four-utilisation purposes by labelling them as either descriptive, decision support for 
design/development, execution, or provide support for enactment. Where b) distinguished 
between active and passive models, i.e. dynamic and static. However, the emphasis was 
on the (re)engineering of business processes and modelling as a domain to manage the 
knowledge effectively was ignored. 
Besides, [Melao and Pidd, 2000] considered terminologies used to define business 
process and its sub-components for reviewing the modelling techniques based on four 
different viewpoints, i.e. algorithmic, intricate, vigorous for knowledge management, to 
determine their suitability in expressing the real world. Although, the fundamental concept 
of the business process includes all four viewpoints and could provide a baseline for the 
comparison between modelling techniques. However, none of the existing methods makes 
provision for a distinct business process description to facilitate such features together in a 
modelling technique (research gap). In addition, when a business process is instantiated 
generating a large volume of data used for different other purposes, but it is not what I will 
be considering (out of the scope of this study).  
To fill this gap attempts made to consolidate the existing approaches by streamlining 
business process management, starting with several proposals for standardising business 
process modelling techniques [White, 2004]. To achieve this, business process description 
requires normalisation to accommodate change and transform modelling. In addition, the 
models constructed by the current modelling techniques (intuitive) depict the flow of activities 
to accomplish the desired goals. Therefore, [Vergidis et al., 2008] reviewed the available 
modelling approaches and proposed a categorisation that is demonstrated in figure 2.3.  
 
Figure 2 3 Categorisation of modelling techniques 
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Figure 2.3 represents the categorisation of existing modelling approaches and the 
area which I have highlighted with colour red represents the research gap needs to be filled. 
Graph-based approaches shown in the diagram, i.e., flowchart, unified modelling language 
activity diagram (UML-AD) and business process modelling notation (BPMN), have the 
ability to be more expressive than the rest of the approaches shown in the diagram. But, 
these techniques are considered informal [Zakarian, 2001] and present a vague description 
of the business process and its components. Moreover, these techniques do not support 
consistency for complex processes due to no formal underpinning [Valiris and Glykas, 1999]. 
Given the variety of modelling approaches displayed in the diagram, i.e., algorithmic, formal, 
graph based or execution, modellers prefer an approach with ease to model that presents a 
consistent representation of the operations. 
Furthermore, all of these techniques are insufficiently equipped with relative and 
absolute temporal information that deter them in analysing the constructed models for their 
verification [van der Aalst, 1996] and [Phalp and Shepperd 2000]. Although, [Valiris and 
Glykas, 2004]. [Zakarian, 2001] and [Aguilar-Saven, 2004] reviewed the graphical modelling 
paradigms and considered them descriptive and lacked formal semantics. Moreover, they 
insisted upon developing modelling technique equipped with analytic capabilities for 
consistency and improved business process models.  
The above discussion shows the research gap in the development of a methodology 
that could provide a verifiable conceptual schema of a process (re)design. If developed, 
such method can facilitate explicit and measurable targets to achieve strategic goals [Lewis, 
1993]. Although, transformation is a desirable feature of a methodology that could provide 
a mechanism to map the intuitive model to the formal method for its verification using explicit 
temporal specification [Cheikhrouhou, 2015].   
The essence of the analysis provided here concludes that formal modelling 
techniques are not the first choice of the designers due to their intricate structure. However, 
a method utilising the real-life knowledge formally presented then one can express the 
precise and clear understanding of the business process. Moreover, if the knowledge 
supported by a well-suited temporal structure [Juliane and Van der Aalst, 2004] then it can 
improve the overall business process modelling that is lacking in the current modelling 
techniques. Due to the issues identified above, many efforts have been made to bring about 
an approach that could address both aspects (formal semantics with a diagrammatic 
representation) [Chishti, 2014] providing a general knowledge base used for communication 
facilitating reasoning and representation of univocal business processes. Thus, it is 
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important to have an insight into the conceptual modelling which is provided in the next 
subsection. 
2.2 Conceptualisation 
Concept based modelling provides the insight to the stakeholders for understanding 
the business structure, features and critical operations. The modelling techniques build upon 
conceptualisation approach assist in new system development for improved performances 
[Weske, 2007]. Furthermore, conceptual modelling describes the different views of physical 
objects used in human life for their comprehension and simplification (so that they could be 
represented and reasoned about). The terms belonging to a specific domain may be defined 
formally or informally to provide semantics. In addition, jointly they describe the 
characteristics of the world phenomenon for its better understanding, interpretation, 
dissemination and prognosis. 
Commercial modelling techniques choose conceptual (informal) modelling to model 
business process and ignore the importance of accurate display of the related concepts. 
But, if the concepts are formally defined then the problem can be resolved. Similarly, It may 
be of great assistance to conceive the concept of the business process (coupled with its 
components) embodied with formal semantics to improve understanding and 
communication. 
The intuitive knowledge base (conceptual schema) provided by the business process 
modelling standards resulted in an inaccurate depiction of a system. Although, formally 
defined modelling artefacts would assist in providing their precise semantics to present a 
model’s correct behaviour but complex in nature. As a result, this section emphasises the 
need for formalising terminologies used to describe business process and its sub-
components within a business process modelling method. Thus, to proceed with the 
discussion the identification of the knowledge base components (terminologies) required 
that consider them primitive for representing the system and its behaviour accurately. A 
formal description of such artefacts expresses the accurate and comprehensive 
representation of the proposed system.  
Hence, it has increased the importance of describing the knowledge base for 
business process with clear semantics to model with better traceability of footprints. 
Development of an approach with comprehension and success in the boundaries of the 
business process management only achieved if the concept of the business process clearly 
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defined to meet the requirements of continuous process improvement [Chishti et al., 2014]. 
Although, the meaning (ontology) of the terms establishing their semantics supported by 
ontological engineering. As it enables the desired concept description, understanding, 
interpretation and organisation [Guizzardi, 2005]. It also expresses substantiation of the 
facts by distinguishing the sub-parts of a concept and corresponding relationship shown in 
figure 2.4.  
 
Figure 2 4 Relationship between conceptualisation, model, its specifications and language 
Figure 2.4 emphasises that using conceptual modelling for constructing the business 
process models facilitates the easy to understand representation and supported by some 
verification and validation mechanism. More importantly, a knowledge base should be an 
exact fit for its real-life implementation. Because [Gehlert and Esswein, 2007] discussed the 
issue of development of a method for modelling (processes) with a certain number of 
modelling artefacts. They further provided mapping to support the argument of having a 
specific ontology for a certain construct as shown in figure 2.5. 
 
Figure 2 5 Concepts and corresponding notation 1:1 mapping 
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Figure 2.5 represents four categories for the modelling methods relying on concepts 
base on their ontology. However, out of four three categories mentioned in the diagram 
(apart from construct deficit) makes the modelling standards unclear.  
Besides, process modelling techniques share a common composition regardless of 
their domain. Because they comprised of extensive concepts to structure a process and its 
outcomes to display a low-level abstraction for determine process enactment [Rolland, 
1993]. The enactment can be improved by (re)design of the process and its flow for the 
optimisation purposes that require formal approach to analyse and evaluate the process(es). 
Ultimately, the industry is interested in improving the understanding of organisations 
and their processes, facilitating process analysis and design and supporting process 
management in general and especially its modelling (for execution). Hence, to expand on 
the topic, I will briefly address the business and technical domains’ viewpoints that use the 
different modelling tools (based on the conceptual schema) comprised of wide variety of 
artefacts (knowledge base) in their remit to express the behaviour of corresponding systems.  
2.2.1 Business Domain 
Enterprises considered as a collection of individual processes represented in a model 
to display their functioning that could help them in attaining the desired goals [Márquez 
2007]. Therefore, industry concentrated on providing understandable models that are easy 
to conceive and represent the system behaviour in a simplified manner on a broader 
spectrum. That resulted in the development of variety of process modelling tools specifying 
the appropriate knowledge base to accomplish the overall business goals.  
To be within the scope of this research, I have only considered concept based 
modelling technique, i.e. Business process modelling notation (BPMN) adopted as a 
standard for the business domain. It provides intuitive knowledge base facilitating 
understandable modelling of the enterprise’ behaviour with no execution semantics. [Havey, 
2005] identified the issue pertaining to limitations associated with BPMN such as model 
verification and validation procedures for business process execution. Although, it is 
equipped with a mechanism to map a developed model to be executed using the business 
process execution language (BPEL). The object management group (OMG) is continuously 
working to improve the standard. However, the direction of its efforts needs changing to 
meet the demands of the industry of a comprehensive modelling standard having no 
redundancy.  
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2.2.2 Technical Domain 
Workflow management consortium (WfMC) described the business process as a 
collection of related activities worked together towards a mutual goal to represent an 
enterprise’ structure by establishing operational roles and their relationships [WFMC 1999]. 
Thus, the need for a knowledge base required by the technical domain experts relies on a 
business process description consisting of procedural rules that could address and resolve 
the specific problems associated with system development. Technical experts quantify the 
value of the modelling approach by its organisation and enactment. Even in all domains 
including technical modelling approaches have their differences to model a business 
process. But, IT industry mainly reliant on concept based modelling technique known as 
unified modelling language (UML) activity diagram (AD) to model business processes 
specifying system-level behaviour. 
Besides, the focus of business domain experts mainly providing easy to understand 
modelling tool though technical field experts concentrate on procedure-based system 
design. Because technical developers do not consider readability a major issue including 
interpreting manual tasks. However, there exists commonality between both domains about 
the tools utilised for modelling business processes having similar concepts. The difference 
between them only appears in their documentation relying upon different terminologies to 
serve the same purpose (business process modelling).  
Both standards have documented their respective knowledge base comprised of 
massive terminologies supported by graphical constructs. But, modellers of the related 
domain are confused due to the overload of intuitive descriptions of the concepts (informally 
specified) and also leave the question for the industry to consider them as standards. 
Nonetheless, if these concepts supported by algorithmic-based accuracy then the 
respective knowledge base representation improved facilitating further analysis of the model 
constructed. 
Per the paradigm shown in figure 2.5 suggests that both modelling techniques’ 
artefacts redundant tools providing unclear semantics and inconsistent modelling. Thus, the 
use of fewer concepts (most often used artefacts) with a precise description for both 
domains facilitates expressing those concepts in a unified way to subsume those concepts. 
In addition, it will help in laying down a foundation for business process modelling.  
Recently healthcare domain becomes more reliant on both tools (BPMN and UML-
AD) for the modelling of their patient flows because of their concept based modelling 
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schema. Therefore, to understand the viability of these tools in healthcare, I would provide 
a review of their suitability in the following subsection. 
2.3 Modelling of Patient Flows in Healthcare 
Patients in the United Kingdom under the spectrum of National Health Service (NHS) 
or around the world requiring quality services to improve their safety and time taken to deliver 
them. Modelling becomes more crucial when considering a high-dependency environment 
such as accident and emergency department at a hospital. The reason is to meet the high 
levels of resource required to deliver effective care to the patients. Thus, utilisation of the 
process viewpoint in the healthcare domain may support quality services delivery for better 
decision making. A quality service required by healthcare sector achieved by optimisation 
and scheduling of activities involved. 
Furthermore, the healthcare sector deals with the human lives making its modelling 
efforts more cumbersome because failure occurrence noticed late in delivering care 
[Antonacci et al., 2016]. The reason behind such issues is timely resource allocation in 
delivering care to patients. Another challenge faced by the healthcare sector is the choice 
of modelling methods that are not flexible in modelling patient flows to accommodate 
variability. A method providing adaptability when modelling patient flows and inferring 
performance considered as an option [Bocciarelli et al., 2014].  
Thus, healthcare modelling needs are dependent on process design and its precise 
modelling. Process design considered an integral part of business process management 
that has attracted the attention of the healthcare experts for the patient flow modelling 
[Stefanelli, 2004] because process orientation is not restricted to a specific domain. 
Primarily, process conceived by both the business and technical domain experts without 
considering the needs of healthcare domain, rely on modelling tools such as flow chart, 
unified modelling language activity diagram (UML-AD) and business process modelling 
notation (BPMN) asserting varied features of the organisations. Healthcare professionals 
adapted the suitable tool to represent multiple activities and their consolidation represents 
a particular process or patient flow in the attempt to deliver the care services. However, 
these methods are limited in their inception to (re)design the concept of process precisely 
that is required by the healthcare sector for the improvement of their services provided to 
patients [Berwick, 1996] and [Wilson and Harrison, 2002]. 
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Moreover, patient flow modelling not only depicts the flow of the activities involved but 
also facilitate stakeholders with improved planning [Camann, 2001]. It relies on the methods 
and techniques of business and IT fields for a solution in an attempt to support better 
decision making [Perreault et al., 2001]. Thus, modelling of patient flows recognised as a 
medium to improve the overall quality of the services delivered to patients.  
Besides, a consistent activity flow in the patient flow model ensures the patient safety 
and quality of service provided. That is achieved by the analysis of the (re)design of the 
activities and removing redundant activity flow for improved communication between the 
stakeholders [Curry and McGregor, 2005]. Therefore, it is vital to conceive the concepts that 
are logically consistent at all abstraction levels for an optimised patient flow [Horn, 2001], 
[Haraden and Resar, 2004], [Szwarcbord, 2005] and [Jensen et al., 2006]. Still, patient flow 
modelling not considered a key part of any healthcare initiatives neither within UK nor 
abroad. Due to this, existing process modelling methods not specifically designed for patient 
flow modelling and therefore, failed to capture the full complexities [Mans et al., 2008] of 
patient pathways. In addition, healthcare workers lack in the understanding of these 
techniques and the concepts used within for their adaptation to patient flow modelling [Jun 
et al., 2009]. 
However, the adaptation of the modelling standards to healthcare indicated that both 
the modelling standards lack in providing adequate support to facilitate communication and 
improvement in constructing patient flow models. The breadth of patient flow modelling is 
quite intense and therefore researchers tried to address the problems related to healthcare 
by providing rules for modelling clinical pathway [Seila, 2005]. Because healthcare has 
additional requirements to be expressed such as patient needs, safety and high levels of 
specialist knowledge required appropriate concepts for their consistent graphical 
representation.  
The constructs provided by the modelling standards have no logical foundation to 
express the complex patient flows (pathways) that resulted in inconsistent models and poor 
support for decision making [Curry et al., 2005]. Although, standardisation of the patient flow 
modelling as a primary concept discussed by [Mills and Tanik, 1995], to date the healthcare 
sector lacks a modelling method that specifically defines its related concepts to express 
different perspectives (including temporal) for effective knowledge representation [Jensen 
et al., 2006]. The possible solution to such problems avoided due to the variability of the 
healthcare environment. But, if artefacts precisely defined accommodating their 
corresponding qualitative and quantitative temporal information then construction of a 
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correct patient flow model is possible making provision for further analyse and identifying 
related performance issues.  
Similarly, [Bhattacharjee et al., 2014] insisted on improved healthcare system that is 
possible with an improved methodology for the patient flow modelling. They further reviewed 
analytical and simulations methods for their appropriateness to modelling patient flows in 
hospitals. Analytical methods such as queuing and Markov chains considered not suitable 
due to their inability to model (not graphical) complex situations. On the contrary, simulation 
methods (not graphical) selected for performance analysis of the hospital operations. Again, 
the issue pertaining to the development of a method based on logically grounded concepts 
suitable for the healthcare domain not addressed because the focus of their research served 
only statistical modelling.  
Yet, healthcare domain experts only rely on existent methods, which are not fully 
equipped to provide them with a reasonable solution to their problem. In addition, another 
important point which was missing in their study that no knowledge of ‘what if scenario’ was 
considered which provide a fundamental step towards alternatives flow labelled with the 
earliest and latest times (if available) to achieve optimal results. The focus of the current 
research is modelling techniques’ enhancements and in the eyes of the author of this thesis, 
a methodology supported by the knowledge relevant to healthcare for an optimal solution. 
This research will adopt a systematic approach to introduce an inclusive framework 
that provides the artefacts supported by their distinct ontology. Subsequently, these 
artefacts would support different levels of abstraction via consistent graphical 
representation. Hence, with the help of a specific enumeration consisting of fundamental 
lexicons or taxonomy could provide a formal semantics for general adaptation to model 
process correctly. Additionally, the specified concepts follow some time sequence to 
structure a model. Therefore temporal dimension needs to be explored to show the 
importance of quantitative and qualitative temporal information in the next subsection. 
2.4 Temporal Perspective 
A process model usually describes processes involved, their structure, how the 
related sub-components are coordinated and the corresponding enactment. Modelling 
techniques show the flow of the processes primarily associated with interval temporal logic 
such as ‘process A occurs before process B and process B occurs during process C’. 
Business process modelling techniques such as UML-AD and BPMN represents the time 
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vaguely. Because interval temporal logic has its limitations in representing time points. 
Therefore, both modelling standards deficient in expressing enhanced qualitative and 
quantitative information.  
The reason to consider an explicit temporal class would facilitate in representing 
temporal aspects adding value to the precise display of a model to meet the stakeholders’ 
requirements such as minimising the budgetary costs and reducing the waiting time patients 
spend at the hospitals. Healthcare sector could improve its services to meet customer 
satisfaction (which is time bound) with the incorporation of temporal aspects. In addition, 
introducing optimality of time can benefit hospitals to represent improved patient flows that 
impacts in reducing the costs involved to deliver resource bound services. 
[Jablonski and Bussler 1996] reviewed the field of modelling presenting business 
processes with its different views. But, the concepts used for constructing models to address 
the issues such as recurrence and lack the conformity of the process models. Also, the 
question of process modelling addressed using various solutions including workflow 
patterns framework. The framework also expresses a wide range of viewpoints to direct the 
flow control, resource, data, time and anomalies. However, the temporal perspective 
provided does not explicitly encompass all the angles, i.e. enhanced qualitative and 
quantitative temporal information representation.  
Moreover, existing Workflow Management Systems (WfMSs) utilised by the 
organisations to model processes has limitation in providing support for representing 
temporal conditions [Bettini et al., 2002] and [Pozewaunig et al., 1997]. Besides, it has 
attracted substantial attention in the workflow research community [Marjanovic and 
Orlowska, 1999]. These authors have dealt with time management based on different 
classes of temporal logic that present their strengths and drawbacks. Similarly, the explicit 
time constraints with reliability are missing and therefore not addressed.  
Mainly the existing standards and frameworks only rely on interval temporal logic to 
represent duration of process or sub-components. However, authors failed to address the 
issue of breakable and unbreakable interval duration that is of great importance for 
modelling real-life scenarios. Additionally, casual use of temporal constraints related to the 
system’ operations and unpredicted waiting times could interrupt the flow of the activities 
hampering overall consistency. This interruption could increase the costs of process 
modelling and enactment [Panagos and Rabinovich, 1997]. Therefore, it is crucial to specify 
the artefacts (associated with temporal objects) and corresponding temporal constraints 
while designing and managing business processes explicitly. 
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Albeit, it has been noted that choosing the right class of temporal logic could address 
the issues noted above. That would be vital in deriving constraints from a complicated 
process. Therefore, a temporal perspective considered pivotal in (re)designing the business 
process and its orderliness understandable and consistent by eliminating any similarities of 
occurring worldly objects’ footprints. Furthermore, the temporal information 
incorporation(both qualitative and quantitative) achieved by the logical representation of the 
concepts specifying the enhanced temporal constraints and corresponding dependencies 
explicitly [Eder et al., 2000]. That can further supported by a mechanism to precisely 
schedule the process flow and required resources to achieve process optimisation.  
The discussion addresses the problems related to business process representation 
starting from its conception, structure and design leading to its implementation, control and 
monitoring with respect to the time. These problems are present in the literature, but 
solutions provided not adequately address the foundational issue that is no logical basis for 
business process modelling. Therefore, it is of great importance that any recent or upcoming 
modelling methods should describe the necessary knowledge base (concepts) of a business 
process to provide precise details of a system supported by enhanced temporal constraints 
specifying boundaries between activities. In this way, the modeller would be able to analyse 
process design to improve overall process description and its understanding which may 
result in increased profitability/satisfaction by providing improved services.  
2.5 Summary 
This chapter has discussed the background of the related literature to identify the 
need for specifying the business process and its sub-components to be modelled graphically 
with regards to their timely occurrences (both qualitative and quantitative). The integral part 
of business process management lifecycle with regards to business process design and 
continuous improvement discussed to highlight its importance as the core concept of the 
knowledge base.  
The literature reviewed provided insight into the existing modelling approaches 
covering different features of the enterprise. The problems indicated associated with the 
existing research work and the solutions provided. Existent modelling approaches noted in 
the literature are either algorithm based or graph based (intuitive). On one hand the 
algorithm based methods are formal but developed not considering the requirements (ease 
and simplicity) of the modellers for the process modelling. On the other hand, the graph 
based approaches have the ability to represent business process with ease but their informal 
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structure cause inconsistency. However, there is an approach, i.e., business process 
execution language (BPEL),  developed only to meet the execution needs of the graph 
based BPMN. 
The main issue to consider is to provide a knowledge base that has the capability to 
specify a business process (with a certain number of the modelling artefacts) because 
current modelling languages considered redundant due to the availability of a large set of 
modelling artefacts and not all used within a specific business process model. Furthermore, 
existing modelling paradigms are based on conceptual schema but still lack in providing an 
exact enumeration for the modelling of a consistent business process. Besides, their ability 
to incorporate the temporal specification is limited. Hence, having too many or too little 
terminologies can make a modelling method not suitable for any domain. Therefore, it is of 
huge importance that a method with a certain number of modelling artefacts required to 
specify the enhanced qualitative and quantitative temporal information for consistent 
modelling.  
Moreover, the existing modelling standards knowledge base comprised of intuitive 
artefacts that cause vagueness displaying a complex business process model. Albeit a 
knowledge base with precisely described concepts based on some well established logic 
could achieve the aims of this research and fill the gap identified in chapter 1. Because logic 
has capability to capture the concept and its boundaries with regards to their temporal 
occurrence. However, the current business process modelling standards rely on the interval 
temporal logic symbolically that does not suffice the industry requirements of constructing a 
correct business process model. Therefore, to address such issue I have reviewed the 
literature relevant to business and technical domain utilising the conceptual modelling 
approaches to incorporate temporal information.  
Similarly, relevant literature analysed for the utilisation of business process modelling 
standards in the healthcare revealing their limitations in modelling the patient flows. Thus, 
in the eyes of the author, an approach based on conceptual schema comprised of a certain 
number of precisely defined artefacts (knowledge base) incorporating a more expressive 
temporal theory would assist in representing a well defined structure and organisation of the 
business process and it's sub-components to express the coherent and consistent business 
operations. Therefore with the assistance of a more general temporal theory would facilitate 
the modeller in constructing a correct business process model integrating the well defined 
temporal constraints associated with the individual artefacts. Ultimately it would help the 
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healthcare industry in tackling with the time and resource bound activities to deliver 
improved services by reducing the waiting times at the hospitals. 
Now, to understand better concepts of processes and its sub-elements, a review and 
critical analysis of the leading business process modelling languages, i.e. BPMN, UML-AD 
and Petri net, is required and presented in the next chapter. 
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Chapter 3 Review of Modelling Techniques  
There are different modelling techniques used for business process modelling 
including informal and formal. To meet industry needs object management group (OMG) 
has released several versions of a unified modelling language (UML) especially for activity 
diagrams (ADs) to meet IT industry requirements. OMG considered the need of the business 
analysts to model business processes and released a standard, i.e. business process 
modelling notation (BPMN).  
Mainly informal modelling techniques rely upon conceptual modelling because it has 
the flexibility in extending the modelling artefacts in a given structure. But as emphasised in 
the earlier chapter that the informal techniques loosely describes the concepts. The 
conceptual schema of the modelling standards comprised of artefacts vaguely describes 
concepts (to construct a business process model) represented graphically (known as 
constructs). For example, a term ‘Action’ adopted by UML-AD and ‘Task’ considered by 
BPMN to build a process model (expressing the same ontology in their functionality) 
associated with respective graphical constructs (metamodel). But their structure and 
organisation is informally defined that leaves room for their different interpretation by 
involved personnel such as an ‘action’ or ‘task’ occurs during another ‘action’ or ‘task’ and 
their boundaries information is missing, therefore, the modellers and analyst failed to specify 
an accurate depiction of a complex business process. That is evident when the constructs 
instantiated to represent a business process and its corresponding flow.  
However, formal methods such as Petri Net adopted for business process modelling 
but has the intricate structure to model a business process and has no provision for ease to 
model a business process expressing wide variety of associated features. For example, the 
focus of this research is having precise enumeration of artefacts representing enhanced 
qualitative and quantitative temporal information. Thus, this chapter would comprehensively 
review the (informal) modelling standards, UML-AD and BPMN, and Petri Net (formal 
technique) for their suitability to the commercial world to model correct business processes 
with ease and simplicity. More importantly, considering their utilisation concerning the 
temporal perspective as discussed in chapter 2.   
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3.1 Unified Modelling Language 
Over the last few decades, object orientation has evolved and adopted it since the 
1990s for the system development. Because it has the flexibility of reusing the objects and 
provides the facility for developing system supported by tools that are platform-independent. 
However, different approaches use a diagrammatic representation of the objects to assist in 
the design of software but differ in their notation and specification. A variety of diagrammatic 
representations embodied together known as the unified modelling language [Cornwell, 
1999]. It is used to express the functioning of systems’ objects and their communication 
during the enactment phase [OMG 2015]. 
UML is categorised into 13 different diagrammatic representation consisting of 
various rules to suit the needs of the system development. These diagrams further divided 
into three types to represent the system’s structure, its behaviour and corresponding 
management of the model constructed. Where, structural diagrams represent organisations 
of the objects and their idle relationship, e.g., data and function. Behaviour diagrams display 
the IT system operation such as the behaviour of system objects while executing. Model 
management diagrams represent the IT system modules around system objects. 
Furthermore, it provides cost-effective solutions by improving the system’s overall (re)design 
and its subsequent development for possible execution. Besides, in the eyes of IT system 
developers, object-oriented techniques may assist further in the process automation.  
UML applications found in various fields due to its extensive tool support. Therefore, 
the success of the object-orientation in the IT industry has led to UML utilisation in the 
business process modelling domain to improve the description of artefacts for an efficient 
model. Due to its technical adaptability, IBM and OMG had worked on a project such as 
UML-to-BPEL transformation [Koskela and Haajanen, 2007] for process model execution. 
Even though, UML is widely accepted and used in organisations and endorsed by 
heavyweights of the IT industry but considered imprecise to model a complex business 
process. 
Albeit, modellers with a lack of technical knowledge of the object-oriented approaches 
have avoided it to use for business process (re)design and enactment [Eriksson and Penker, 
M., 2000]. Without the support of clear business process description, modellers restricted to 
represent models’ different features. In addition, further analysis of the constructed models  
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Thus, the model constructed using UML requires further analysis for its correct 
objects description, relationship and flow. The modelling techniques with clear definitions of 
its components can be beneficial in building understandable business process models that 
provide insight into their structure and temporal features [Aalast et al., 2003]. In this thesis, 
UML-AD considered for modelling business process and patient flows so I will focus only on 
it  
3.1.1 UML Activity Diagram (AD) 
Unified Modelling Language (UML) Activity Diagram (AD) considered similar to the 
simple flow chart and data flow diagrams to represent the structure and behaviour of an 
enterprise. UML-ADs represent the different behaviour of the involved activities using control 
flow that illustrates the changing characteristics of a system [OMG 2015]. UML- AD belongs 
to the behavioural diagrams using tokens that resembled with Petri Nets [Wohed, 2004] that 
is a formal modelling paradigm  
UML-AD adoption as a business process modelling standard makes it relevant to this 
study to be reviewed and analysed further. The recent revision of UML 2.5 compared with 
the UML 2.4 indicates that the meta-model almost remains the same for its concrete syntax. 
However, abstract syntax defined the notation, and its semantics (describing the ontology 
of the concepts) intuitively based on Petri Net to represent the activities’ sequence flow with 
tokens. In general, UML-AD is comprised of different terminologies coupled with graphical 
constructs to express the behaviour of the system.  
Besides, UML standard leaves the onus on modellers to opt for the best-fit constructs 
to model business processes, leads to different interpretation by different stakeholders. 
Therefore, identifying the most commonly used artefacts considered vital that will be 
discussed in chapter 4.   Technical modellers use UML-AD to model the process objects 
and the variety of activity flow such as how to diagnose a patient in a hospital’ accident and 
emergency (A&E) department but they failed to answer questions such as how to improve 
the patient flow concerning their waiting time at the hospital.   
3.1.2 Critique of UML-AD 
As stated in the previous sub-section, the intuitive semantics provided by the OMG 
as part of the standard documentation leave room for the inconsistent development of a 
typical business process. Where a typical business process model may contain several 
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actions to represent procedural computation that invoke other activities to express the flow 
of control within the hierarchy [OMG 2015]. Therefore, further investigation and analysis of 
UML-AD required.  
UML-AD is limited in expressing the precise ontology of its terminologies documented 
in the OMG standard to represent a business process using the constructs. The reason is 
its intuitiveness and no formal description availability to support them [Wohed et al., 2006] 
and [Russell et al., 2006]. The two main and widely used terminologies of UML-AD are 
activity and action. The action considered a core part of the activity diagram intuitively 
defined to represent the behaviour of the atomic operations invoking other actions/activities. 
However, the business may comprise of many actions coordinated together to show the 
sequence. Furthermore, the activities are segmented using swimlanes to represent different 
roles and organisational units. In addition, it includes no definition for deferred events and 
dynamic invocation and lacks in describing the “well-formedness” procedures to combine a 
fork and join.  
[Eshuis, 2002] has attempted to provide semantics but the descriptions provided for 
the concepts are intricate and inaccurate. Furthermore, UML-AD has a limitation in 
expressing ideas of case and interaction of a business process model. However, modellers 
without technical knowledge are unable to use UML-AD to model a process with details (at 
all abstraction levels), i.e. high to a low level [Bell, 2004]. Due to these issues, UML-AD 
failed to attract practitioners. 
Moreover, UML-AD restricted in representing data resources preventing it to model 
the organisation’ archive and distribution (capability) resources. Albeit modellers rely on 
partitions to specify the organisational units and their respective roles involved in the 
collaboration but no provision for resource allocation. Because it may cause problems when 
one individual needed to assign to a single resource with a specified time restriction. 
However, there are no constructs to represent the time with an upper bound of specific 
actions in managing the activity deadline [Korherr, 2008]. And, the resolution to such problem 
is only possible at the time of execution of the concerted actions. 
3.1.2.1 Limitations  
Process models used to represent different aspects of an organisation so they should 
be analysed considering three main points that include their logic, time, and performance [Li 
et al., 2004]. However, further analysis of UML-AD constructs highlights the issues of 
missing these aspects to express the correct behaviour of a system. Conceptualisation can 
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lay down a foundation to express the correct behaviour of the artefacts involved in a process 
model, i.e., verification. Moreover, UML-AD not specifically designed to model patient flows. 
Therefore, it does not have the capability to identify the time gaps of consigning patients on 
a constructed model. Besides it is deficient of defining any role types and assigning of 
physical resource to specific staff for a given time period to model a patient flow.  
With time analysis, the modeller can express temporal constraints between process 
model artefacts, i.e., validation, during instantiation. The two points above can assist in 
functional consistency but lack in providing improved performance. With the help of 
performance analysis, the modeller can evaluate the requirements of the model to meet the 
strategic goals of an organisation. The aforementioned three aspects are missing that are 
missing in UML-AD.  
Although business process performance analysis acknowledged by the industry that 
can provide quantitative analysis but so far no efforts are made in addressing the issue 
[Salimifard and Wright, 2001], however, the optimal process design is of great importance 
[Hofacker and Vetschera, 2001]. But, no mechanism is available to achieve optimisation at 
design and enactment stage of a process model [Völkner & Werners, 2000].  
Many modelling techniques including UML-AD used to organise and structure the 
business processes but to achieve optimisation remained with modellers’ intuition to choose 
a tool [Hofacker and Vetschera, 2001]. No method provided to meet business process 
optimisation [Zhou and Chen, 2003]. Besides, enterprises can be more competitive to retain 
the market share [Zhou and Chen, 2003] by satisfying their customers.  
There are authors who have reviewed UML-AD for its use in healthcare settings such 
as [Goossen et al., 2004], [Saboor et. Al., 2005] and [Chishti et al., 2017] for modelling 
patient flows. [Goossen et al., 2004] focused on modelling generic nurse care processes 
without evaluating the developed model. Furthermore, the review was missing the vital 
points such as the viability of existing concepts and their use along with features necessary 
to model the nurse care process.[Saboor et al., 2005] review provided a method to enhance 
UML-AD making provisions for adding details to the clinical processes for quality 
assessment. They provided additional notation for evaluating the clinical processes 
(radiological process). But the problems of having a general knowledge base to 
accommodate the timely occurrences of each part of the clinical process for an improved 
model persisted. 
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An extension of UML-AD provided for the healthcare to model patient flow with clinical 
documentation [Spyrou et al., 2005] but no satisfactory evaluation provided. In addition, the 
concepts used for data representation (clinical documentation) are not enough to represent 
the particular features such as patient’s safety with regards to the time associated with the 
flow. The importance of time whether qualitative or quantitative must be accompanied while 
modelling the patient flow for improving not only the patient journey but also it time stamps 
the associated medical records and resources utilised during the overall flow. 
In another attempt [Lyalin and Williams, 2005] provided an additional notation to 
UML-AD to a single diagram for improving cancer registration process and suggested the 
additional concepts have the power to be used in other domains. The additional concepts 
used for descriptive purposes specifying vaguely the associated time information (qualitative 
and quantitative). However, the clarification provided for the use of relevant process timeline 
(vague) with regards to other resources utilisation does not precisely depict the behaviour 
of the cancer registration process. In addition, a what-if analysis not provided concerning 
time and resources based on additional concepts. Overall, the UML-AD enhancement failed 
to provide a knowledge base meeting the healthcare requirements regarding time and 
resource restraints implied in a hospital setting. 
The above review shows that UML-AD lacks in addressing the aforementioned issues 
to specify the business process and its structure correctly. In addition, the focal point of this 
research to represent the exhaustive relative and absolute temporal information 
between the modelling artefacts is missing too. That could further assist in 
analysing the business process performance for optimisation, i.e. time and cost. For 
instance, reducing wait time at the hospitals’ accident and emergency department, quality 
of service provided that may result in patient’s satisfaction.  
3.2 Business Process Modelling Notation (BPMN) 
OMG considered the needs of the business analysts concerning process modelling 
and released a standard known as business process modelling notation (BPMN). BPMN is 
not limited to a simple modelling language but attempts made to provide a comprehensive 
solution for system design and development. The foundation of BPMN does not inhibit 
modeller in choosing an expression that is limited to a specific predecessor. Therefore, 
BPMN is a useful addition in high-level modelling processes aided by some free text 
annotation [Dumas et al., 2007]. BPMN as a standard has also attempted to provide a set 
of conception levels to combine business and system development [Lano, 2009].   
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BPMN serves as a communication channel for inter and intra-organisations’ 
purposes. In addition, it has combined the earlier approaches such as UML-AD and Petri 
Net aiming to address the needs of the business domain. It has relied on the concepts used 
in UML-AD utilising different terminologies but bearing the same ontology. For example, 
BPMN introduces ‘task’ bearing the intuitive semantics of atomic activity that is exactly the 
same as used in UML-AD labelled with term called ‘action’. In addition, BPMN uses a 
graphical collection notation known as business process diagrams to represent detailed 
meta-model. It shows different tasks a participant must fulfil and lets them communicate in 
a standardised and straightforward way [Kretschmer, 2014].  
A classification of these diagrams provided in the standard documentation [OMG 
2013] which modellers can use with no considerable training. The classification of these 
diagrams given below 
a) Flow objects comprised of events, activities, and gateways. These concepts 
represent the systems’ state, operation and flow respectively.  
b) Data is used to represent data objects to show data addendum, its outcome and 
for the store. 
c) Connecting objects used arrows to specify the order, i.e. sequence flows 
including communication flows, e.g., message flows, between collaborators. 
Associations and data associations used to link artefacts to elements.  
d) Swimlanes are comprised of the pool and lane concepts to represent 
organisational aspects. To express roles within an organisation ‘pool’ used to 
represent a partition between activities. Swimlane is used for describing the 
organisation viewpoint.  
e) Artifacts used to provide enhanced information via annotation such as group and 
text. They do not affect the behaviour of the process. 
There are additions made to the existing graphical constructs to accommodate the 
changes within the industry to represent the behaviour of an organisational enhancement. 
Real-life business processes are complex and change regularly, but still, there are minimal 
efforts made by OMG to address the need using BPMN standard [Rogge, 2011]. However, 
it is best to have produced an accessible technique to concentrate on the business process 
main attributes to avoid any complicated addition to the method [Allweyer, 2016]. , I will 
review BPMN in the sub-section to provide critique and its limitation.  
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3.2.1 Critique of BPMN 
BPMN representing a typical business process isomorphic to UML-AD 
representation. BPMN leave the onus on the modeller to use a wide variety of terminologies 
and constructs to design and specify the process models. But, the stakeholders within an 
organisation having different skills and expertise may interpret the used artefacts variedly 
and creates confusion. Furthermore, the BPMN semantics for process execution is platform-
dependent that makes BPMN un-interoperable and not portable [Recker and Mendling, 
2006], [Gao, 2006], [Ouyang et al., 2006], and [Weidlich et al., 2008]. Due to this, modellers 
have to go through the different sections of the standard documentation regularly to model 
a complex business process. Not only it makes the job of a modeller intricate but its other 
stakeholders too who require a model interpretation. 
In addition, [Recker, 2010] considered the usage of the available BPMN graphical 
constructs and divided them into four different categories, the common core, the extended 
core, the specialist set, and the overhead. Common Core is comprised of a set of most used 
constructs. Whereas extender core and specialist set use a large variety of constructs that 
may use every now and then. However, the overhead collection is comprised of a large 
group of constructs that mainly not used. The reasons for this categorisation is for the 
different practical use of the constructs, and its benefits could be twofold. The first reason is 
to identify the lack of use of the extended and specialist constructs due to their complexity 
and the small additional value of these constructs. The second reason is the modellers’ 
insufficient knowledge about the constructs and in particular the extended constructs.  
[Muehlen and Recker, 2013] looked at the BPMN models of business analysts with 
different backgrounds and experiences in the process-modelling domain. When looking at 
the different models, they investigated the separation between core and extended constructs 
holds in practice concerning the user acceptance of BPMN. The constructs frequency 
distribution shown in figure 3.1. The findings shows (figure 3.1) that only 20% of almost 50 
constructs are used. Besides, more than 50% of the models evaluated for the same reason 
and found only five constructs are utilised, e.g., a process initiates with an event (start) and 
completed with an event (end) used representing the corresponding flow. 
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Figure 3 1 Frequency distribution of usage of constructs in BPMN 
BPMN models use ‘pool’ to represent communications between business-to-
business collaborators. For example, an instance of a specific role directed to communicate 
with an instance of another role already used in the pool [Dijkman et al., 2008], a very similar 
approach to UML-AD ‘partition’.  
Furthermore, the construct used for swimlane has no impact on the functioning of a 
process model. Their existence is merely to show the roles of the personnel in the different 
collaborating organisational units. And they do not add value to their performance with no 
effect whatsoever on any information that they may use in the resource utilisation concerning 
their completion time. Similarly, it didn’t offer any information concerning the objects 
structure, its value and represented hypothetically [Lodhi et al., 2011]. In conclusion, BPMN 
terminologies used in constructing a (complex) business process model have semantic 
incorrectness due to its intuitiveness [Frappier and H. Habrias, 2012]. 
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3.2.1.1 Limitations  
 [Recker et al., 2005], [Großkopf, 2007], [Dumas et al., 2007], [Wei, 2010] and [Völzer, 
2010] and the list of authors noted here is not exhaustive who have reviewed the BPMN and 
reported the problems attached with the standard in modelling a typical business process. 
One of them is BPMN’s large set of inter-definable terminologies represented graphically as 
part of the standards’ metamodel, used for implementation that is imprecise due to inherent 
vagueness [Börger, 2012]. In addition, [Wohed, 2004] and [Wohed et al., 2006] found BPMN 
constructs difficult in their outlines compared with UML-AD and flowchart. However, in the 
eyes of the author, if one only considers the frequently used constructs of both BPMN and 
UML-AD then they found isomorphic to each other. 
Moreover, BPMN standard documentation does not provide any support for the 
unclear physical process modelling [Recker and Mendling, 2007]. Because the concepts 
used in BPMN lack clear semantics in representing certain features including the time that 
uniquely related to business process design. It has been suggested to define only core 
constructs that may be of more use ensuring their utilisation to model a typical business 
process (complex) without burdening the standard [Börger and Thalheim, 2008].  
Similarly, [Müller and Rogge, 2011] discusses the use of BPMN in healthcare process 
modelling focusing on role and task assignments. They added coloured tasks to attribute 
the role information using lanes. But the problems with BPMN to build a consistent model is 
not considered which is the actual demand of healthcare for patient flow modelling to provide 
safe and timely services to patients. However, [Barbagallo et al., 2015] used BPMN for the 
optimisation and scheduling of operation theatre’ resource allocation. On one hand, they 
had to define the concept ‘pathway’ completely for it to be accommodated within the tool for 
its utilisation. On the other hand, for the scheduling and optimisation purposes, only 
‘duration’ is utilised for the expected resource allocation.  
The reason behind the aforementioned issues lie in the ontology of the different 
constructs provided, that is somewhat vague, making their conception needlessly 
complicated. The vague description of different overlapping constructs can result in the 
inconsistent process model, and the standard has not provided any solution to fix such 
issues. Because standard conformance is missing that is evident from representing and 
understanding a concept differently by the different stakeholders hampering the 
communication between them when deciding upon a concepts’ interpretation.  
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However, [Van Gorp and Dijkman, 2012] pointed out that for a long time proper 
formalisation of BPMN constructs was lacking. That has an impact on the consistency of the 
model constructed due to vague semantics of the extended constructs. What can be seen 
from these studies is the consensus that the constructs, and in particular the extended 
constructs attached with their timely occurrences, are for some reason hard to use for 
business analysts. In entirety, the clear semantics considered a way forward in the author’s 
opinion to provide consistent process modelling concerning their temporal perspective. 
A survey conducted by [Cheikhrouhou, 2015] revealed that ‘TIME BPMN’ tried to 
provide a classification of flexible and inflexible use of qualitative and quantitative temporal 
conditions such as “As Soon as Possible” and “As Late as Possible” including other 
constraints. However, ‘TIME BPMN’ does not allow to model business processes and its 
sub-components to determine their relationships to represent the flow concerning their 
corresponding length such as ‘an activity lasts ‘x’ time units and ‘x’ may be bounded by 
interval duration. Therefore, it has hampered the ‘TIME BPMN’ efforts to provide appropriate 
scheduling of activities for process optimisation.  
A vital question needs answering is that does BPMN provide in its standard a clear 
description of the constructs used so that a practitioner can easily understand all levels of 
refinement and construct a consistent model? That also applies to the healthcare sector due 
to its adoption to model patient flows. To answer this question and as concluding remarks 
for the BPMN review, I can say that its standard documentation lacks the precise description 
of the concepts present in the metamodel and bringing more constructs to the standard is 
adding to the problems. These problems seen in the constructed process models exhibiting 
ambiguity, conceptual underspecification because of their unclear semantics. It emphasised 
on the fact that BPMN should revise their standard to meet the standard. More importantly, 
BPMN fails to display the extended qualitative and appropriate quantitative temporal 
information as part of the process representation. Which is a piece of crucial information that 
can heavily improve the graphical representation but also facilitate depiction of business 
process enactment to analyse the model performance for possible optimisation, i.e. time 
and cost 
3.3 Petri Net 
Both (informal) UML-AD and BPMN have adopted concepts from Petri Net (formal). 
Therefore it is necessary to look at Petri Net closely to find out more about the roots of their 
constructs conception. Petri Net is mainly a system modelling technique that has received 
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the most attention [Reising et al., 1992]. It is a formal technique focusing on examining the 
constructed system to depict its operational changes mainly concurrency of workflows 
[Peterson, 1977] and [Peterson, 1981]. Petri Net not specifically designed for describing and 
modelling business processes but utilised later in an attempt to meet the industry 
requirements presenting no reasonable impact. Due to its algorithmic foundation supported 
by four main subtle graphical components, i.e., place, transition, token and arc shown in 
figure 3.2. 
 
Figure 3 2 Petri Net essential elements 
Figure 3.2 shows an input place carrying a token and connected to a transition, using 
an arc. The branching out arc from a transition linked to the output place. Keeping in mind 
that a place capacity determined by its weight using tokens. In the absence of any weight 
attached, it is assumed that place has one or infinite weight. The arc specifies the usage of 
the tokens assigned. Additionally, when a condition appears in a Petri Net, then the 
dedicated place and an arc would weight one. Therefore, if two states have met the 
requirements, then a transition is ready to fire [Peterson, 1977].  
Besides, the input place would have the least value of the tokens assigned that is 
required for a transition. It is only possible when all the inflow tokens are accepted carried 
by the arc having enough capacity to sustain them. It enables a transition to fire consuming 
tokens received from input place that represent the performing of the tasks. The firing will 
result in placing the outgoing tokens in the specified output places that subsequently enables 
several transitions. Petri Nets are also considered for modelling in deterministic distributed 
systems to express their parallel behaviour. A Petri Net example is shown in figure 3.3. 
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Figure 3 3 Order example using Petri Net 
Petri Net provides a mechanism to avoid confusion while shaping the systems, and 
furthermore, the modeller has access to its analytic capabilities to display the operation. 
because of its formal nature, Petri Net extended by providing different variants such as 
colour, time, and hierarchy to address the need at a time to suit the researchers’ interest in 
system modelling [Jensen, 1997]. Apart from the main three extensions, there are few other 
versions introduced to meet a specific need of the modelling [David and Alla, 1994]. These 
extensions provide a separate and particular set of rules for each respective extension to 
meet the required functional needs [Van der Aalst and van Hee, 1996]. 
As stated above Petri Net is adapted to model business processes, so to represent 
activities, actions, tasks and events graphically, transitions are used. Place used to show 
the state of a system occupying tokens and express marking of activity, action, task or event. 
However, the arc used to display the connection between transitions and places. 
3.3.1 Critique of Petri Net 
Strictly speaking, Petri Net has accepted widely as a formal technique for system’ 
modelling, but its structure is not relevant (and precise) enough to administer and model 
complex business processes [Leymann and Altenhuber, 1994]. Additionally, Petri Net 
concepts and corresponding complex relationships between them are relative making it 
cumbersome to specify a complex business process [Hofacker and Vetschera, 2001] and 
[Tiwari, 2001].  
[Eshuis and Wieringa,  2002] compared activity diagram and Petri Net for workflow 
patterns and found UML-AD more expressive than Petri Net due to its relevant structure to 
the business process modelling domain. In addition, a list of researchers [Valiris and 
Glykas, 2004], [Powell et al., 2001] and [Hofacker and Vetschera, 2001] noted difficulties 
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in representing different modelling viewpoints such as temporal etc. using Time Petri Net. 
They have also claimed Petri Net lacks in its structure to capture the complexity of the 
business processes whether its’ related to expressing decision or concurrency. 
Furthermore, Petri Net plays a deterrent role for business process modellers in perceiving, 
describing, understanding, managing a business function to verify and validate while 
providing absolute information of occurring activities concerning a process [Koubarakis and 
Plexousakis, 2002]. In the eyes of the author, Petri Net also incapable of accommodating 
extended temporal constraints [Chishti et al, 2014].  
Real-life business processes are reactive where Petri Net has issues with modelling 
a responsive system. [Eshuis and Dehnert, 2003] has noted a few problems that are listed 
below: 
• In Petri Net, events are expressed either as token, place or transition. The issue 
is when streamlining the event tokens takes place that consumed by the 
transitions can cause problems in some cases where events are cancelled. 
However, when events are modelled as transitions, then the issue of 
synchronisation raised causing problems to identify the transition triggered by the 
incoming event. 
• Activities are modelled using transitions in Petri Net, and their enactment presents 
the change in a state of the system. However, activity is considered a non-
instantaneous concept while modelling business processes and workflows. On 
the contrary, transitions considered instantaneous. Petri Net also limited in 
shaping specific actions to represent the transitions for routing and decision of the 
workflow management system. It cannot distinguish between the actions enacted 
either by the environment or by the management system and modifying them to 
behave differently can hamper the system functioning altogether. There are other 
issues in the use of tokens while transitions are ready to fire but have the 
opportunity to opt-out or in some cases can postpone indefinitely, whereas, in 
modelling business processes, a response is required for every event. 
3.3.1.1 Limitations  
Petri Net lack in the ability to deal with the process to expressiveness in describing 
its precise meaning [Hofstede et al., 2009]. Because Carl Adam Petri focus was not on 
modelling business processes. Therefore researchers and industry have continuously 
worked towards adapting it with some modifications. But, Petri Net and its variants including 
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time Petri Net lack in providing the appropriate concepts’ enumeration to deal with real-life 
business processes [Ter Hofstede et al., 2009]. For example, it is assumed that in Petri Net 
an instance ends excluding enactment of viable paths. Therefore, the relevant tools are not 
capable of capturing the full related expressions. Given the algorithmic basis of Petri Net 
and its variants accompanied by the reasons provided by [Ter Hofstede et al., 2009] that the 
business process modellers inability to use Petri Net due to their complex structure and 
relevance. 
Although Petri Net formalism has faced problems in modelling data to inform the 
involved participants, therefore a variant of Petri Net known as coloured Petri Net (CPN) 
used to address the data representation issues. In CPN, different colours used to represent 
the activities modelled as transitions having the case data. Yet no procedure in place to 
ensure reliable data access without any limitations. However, there are few attempts being 
made to map BPMN [Djikman et al., 2007], [Djikman et al., 2008], [Großkopf, 2007] and 
UML-AD [Storrle, 2005] to Petri Nets but failed in providing an appropriate solution. 
Furthermore, Petri Net and its variants equipped with computational power to model 
workflows but lack in its suitability and expressivity to model business processes. Because 
the concepts used in Petri Net have no relevance in terms of their structure and application. 
In addition the attempts to model complex business processes with OR split and OR Join 
operations in Petri Net using object-oriented programming languages failed [Ter Hofstede 
et al., 2009]. Besides, Petri Net lacks expressiveness to the showcase the thoughts of 
organisational viewpoint [Korherr, 2008] and model concurrent and recursive business 
processes [Mayr, 2000]. For that reason, the issue of Petri Net providing suitable and related 
concepts with clear semantics to be used in business process modelling domain still 
pending. 
There are researchers who provided the semantics for the Petri Net but not fit for the 
business process modelling specifically [Mukhrjee, et al., 2004]. Because real-life business 
processes are complex and concurrent and to model them using Petri Net is not possible as 
per the rule of no two transitions can be fired simultaneously. Besides, transitions used for 
both activities and events and it is crucial to distinctly represent the activities and events 
using a transition with specific semantics. 
Moreover, Petri Net limited in expressing the exhaustive qualitative (temporal) and 
suitable quantitative time information when attempted to construct a business process. The 
scope of the research mandated the aforementioned requirements to model the correct 
business process. Because, both the qualitative and quantitative temporal information can 
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ease the modellers’ life not only to graphically model the business process but also to make 
sure their enactment is not flawed. Which subsequently assist in model analysis and 
boosting the performance of the process model, i.e. time and cost. 
Petri Net rarely used for the modelling of patient flows but when it is used focus 
remained only systems development [Mahulea et al., 2018]. But no concepts added towards 
creation of a general knowledge base to express the different properties of the healthcare 
sector. [Hughes et al., 1998] used coloured Petri Net to model flow of patients from high 
dependency unit in progressive care to support decision making and scheduling. Again the 
complex structure of Petri Net has limited its ability to communicate effectively with the 
stakeholders and unable to express the timely bound resources in such a critical 
environment. 
Similarly, [Criswell et al., 2007] modelled patient flows in an emergency department 
relying on Petri Net supported by discrete event theory to predict hospital state. As the Petri 
Net structure allows mainly performing statistical analysis of the available data and 
diagrammatically representing such a complex process and their outcome. That makes the 
whole model intricate for communication to the stakeholders from the different backgrounds 
and experiences. Therefore, keeping the healthcare sector main issues in mind with respect 
to the easy to understand concepts associated with their timely bound resource utilisation 
could communicate effectively and can enhance comprehensively the representations and 
performance of the hospitals in general and especially the accident and emergency 
department.  
3.4 Summary 
More than two decades of substantial work carried out in the business process 
modelling domain to bring about standardisation such as UML-AD and BPMN but failed to 
agree by the practitioners on the distinct business process description to ensure 
corresponding model correctness [Hofstede et al., 2009]. UML and BPMN as industry 
standards use a wide variety of terms/constructs bearing no formal semantics that leads to 
an ambiguous representation of the processes. Besides, these techniques differ in their 
usage to model business processes such as BPMN used only by business modellers, and 
UML-AD is used by technical designers to shape the respective business processes. The 
results produced by both orientations have ambiguities in their representation of complex 
business processes because of a large number of intuitive modelling terms with relevant 
constructs and the one used lack logical foundation [Chishti et al., 2017].  
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UML-AD and BPMN constructs failed to provide specific absolute and extended 
relative temporal information. And, the constructs used for modelling different aspects lack 
formal semantics. Due to the intuitiveness of these techniques resulted in unclear meanings 
of the concepts used and stakeholders are responsible for their interpretation. However, a 
specific ontology of the key concepts used in these techniques provided with a precise time 
order based on a class of temporal theory may address the issues pertaining to their explicit 
representation. Furthermore, non-availability of the logical foundation resulted in the 
ambiguous representation of business processes. [Chishti, 2014].  
One may suggest that the technical viewpoint of the business process permits a 
comparatively cost-effective transition between its analysis and (re)design to a 
computerised solution to support its automation. On the contrary, in such situations, 
organisations tend to focus on development of the tool i.e. automation, rather than business 
process (re)design and analysis. That is evident from the development of different tools 
based on BPMN for process automation. Therefore, tool complexity makes the life of the 
process modeller difficult which results in abandoning it completely (evident from the 
industry response towards Petri Net).  
It is important for the reader of this thesis to understand that the scope of this research 
requires a platform-independent method making it cost-effective and resolves the issues 
stated above. The research objective is to establish the core modelling artefacts used by 
the aforementioned business process modelling standards and their corresponding 
ontology. So that their precise description (process (re)design) accompanied by the required 
extended qualitative and quantitative temporal information for its execution (enactment).  
Moreover, due to the unavailability of modelling methods specifically designed for 
healthcare, UML-AD and BPMN adopted to address their modelling needs. Again, the 
business process modelling standards intuitive structure and lack of enhanced temporal 
information utilisation within the construction of a complex business process make them 
insufficiently equipped to display the correct model. Therefore, the healthcare sector still in 
search of a method that could be used to model patient flows accommodating the variability 
within the pathways. However, Petri Net with its statistical approach used to address the 
issues related to systems’ performance and scheduling. Though, due to its inherent 
complexity, stakeholders failed to understand disseminate the result produced. 
In the eyes of the author, a knowledge base comprised of general but suitable concept 
enumeration would facilitate not only building a complex business process but also 
considered helpful in modelling patient flows. The knowledge base could be extended with 
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the introduction of more notation associating with the class of temporal logic considered 
here for its power to accommodate instantaneous and non-instantaneous activities. The 
healthcare sector specifically hospitals may be benefitted from such method in an attempt 
to reduce waiting times at the accident and emergency department. Therefore, the next 
chapter will address the issue by identifying the core modelling concepts along with the 
example of their usage in constructing business process model.
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Chapter 4 Modelling Artefacts 
The conceptual modelling schema-based Petri Net considered not suitable for 
business or technical process modellers due to its complex structure to describe and model 
the real world concepts used in business and healthcare domains. Due to its complexity, for 
this research, I would not be considering Petri Net. However, the industry relies upon 
informal modelling techniques considered as business process modelling standards (as 
discussed in chapter 3). These standards adapt the terminology intuitively (borrowed from 
Petri Net) and massively overload the standard documentation with mostly unused 
terminologies and constructs. Thus, stakeholders find it confusing and difficult to align with 
the understanding of the modeller who utilises the terms carrying varied meaning of the 
same concept that interpreted differently by different individuals to make the model 
construction and its understanding complex and vague.  
Industry standards burdened their documentation with too many (vague and intuitive) 
unused terminologies for modelling business processes (whether business or technical 
domain) make them redundant tools. Therefore, the models created using either modelling 
standard can result in an imprecise representation of the system. To address such problems, 
the discussion presented in chapter 3 has outlined the solution for precise modelling of 
business processes by introducing only a certain number of (formalised) terminologies and 
constructs.  
Several researchers [Wohed et al., 2006], [Russell et al., 2006], [White, 2004], 
[Wohed, 2004], and [Van der Aalst et al., 2003] reviewed the unified modelling language 
activity diagram (UML-AD) and business process modelling notation (BPMN) and found 
similarities between the most often used terminologies and constructs bearing the same 
ontology that makes them isomorphic in their utilisation. Therefore, it is necessary for the 
industry to have a unique framework that would represent the processes precisely. The 
subsections of this chapter would identify the most often used artefacts of the UML-AD and 
BPMN in an attempt to unify them.  
4.1 UML-AD Most Often Used Artefacts  
Unified Modelling Language activity diagram (UML-AD) metamodel comprised of a 
wide variety of constructs (providing intuitive semantics) to represent business processes 
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graphically. UML-AD notation mainly based on the abstract syntax of ‘Activity’ specifying the 
systems’ behaviour. However, another term such as  ‘Action’ serves as a fundamental unit 
(graphically represented as an executable node) in an ‘activity’ consists of coordinated 
executable nodes (actions). It may alter the system behaviour based on input and output 
values. In the activity diagram, executable nodes along with the edges used to structure and 
organise the execution of an Activity.  
As discussed in chapter 3, UML-AD standard documentation includes a large set of 
terminologies and corresponding constructs which modellers find it cumbersome while 
making a choice. Furthermore, the vocabularies present in the standard documentation are 
not formalised, therefore the stakeholders interpret them as per their choice making their 
representation more confusing. Thus, it is considered important to select a certain number 
of artefacts from UML-AD used for the construction of a typical business process based on 
the discussion provided in chapter 3. For example to represent patient flows in the hospital 
settings while delivering care to the patients, several coordinated sub-activities of activity 
triggered to complete the operation (patient flow) (diagrammatically representing all involved 
actions). By considering such an example, I have chosen the constructs from the UML-AD 
shown in figure 4.1 and described individually in the subsections below. 
 
Figure 4 1 Key UML-AD artefact 
4.1.1 Action  
There are two main terms ‘Action’ and ‘Activity’ used in the UML-AD. The abstract 
syntax used the ontology of the term action intuitively to represent an atomic activity and 
represented graphically as an executable node in the corresponding metamodel. In the UML 
standard documentation, the term action intuitively describes main computing operations, 
manipulation and communication in the activities. Initiation conditions need to be fulfilled for 
a work to be carried out, and the ending provides initiation conditions for the proceeding 
operations. Thet may also invoke other collaborating activities using activity edges. In the 
case of an occurrence of an anomaly, the concerned work would be abandoned without an 
outcome [OMG 2015 pp372, 441].  
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Similarly, an activity may represent different actions (executable nodes) invoked 
either directly, i.e. call behaviour, or indirectly, i.e. call operation. There are input conditions 
attached with the start of the executable node that needs to be met. To complete an end of 
action may trigger proceeding executable nodes. Action (executable node) graphically 
represented as oblong shown in figure 4.2. 
 
Figure 4 2 Executable Node 
To show a piece of time-related information in activity diagram, ‘AcceptEvent’ 
construct used to represent a date. Including ‘AcceptEvent’ and other graphical constructs 
used to represent action are CallBehaviourAction’ and ‘SendSignal’ but are not considered 
here considering modellers ease to construct an understandable business process model 
and leave no room for misinterpretation by the stakeholders. 
Importantly, the standard documentation does not specify clearly the atomic structure 
of the ‘action’ (executable node) when some decisions or conditional branching involved 
concerning other actions. The actions involved in flow only represents their intuitive structure 
and not specifically describing their precise formation. For instance, in UML-AD, the action 
doesn’t specifically provide a structure presenting its start and endpoints concerning other 
coordinated actions such as an action A endpoint occurs prior to the parallel action B in a 
decision or conditional branching to start another involved action C. 
4.1.2 Activity Edge 
Edge is used between the actions and activities to show the direction of the flow and 
maybe labelled with guards to describe its weight and name (if any). An edge is graphically 
represented as a line having an arrowhead [OMG 2015, pp378] as shown in figure 4.3. 
 
Figure 4 3 Activity Edges 
There are other types of edges documented to specify an interruption of the operation 
because its utilisation and influence on the comprehension of a systems’ behaviour are 
minimal and therefore not considered as part of the necessary set of the modelling artefacts. 
Tokens are passed between the different executable nodes of activity with the help of edges 
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to exhibit the operation (not considered here as part of the enumeration required for a typical 
business process construction). Because the token semantics does not support the 
enhanced qualitative and quantitative occurrences of the real-life actions concerning 
collaborative work units within an activity. A simple flow between two executable nodes 
shown in figure 4.4.  
 
Figure 4 4 A simple example of edge usage between two actions 
An activity edge utilised in UML-AD is labelled with information that is beneficial for 
the modellers. But using a different shape of edges to specify different behaviour confuses 
the stakeholder in its interpretation. Therefore, I would only be using a regular edge to 
describe the flow within activities. 
4.1.3 Control Nodes 
The scope of this research requires a necessary set of artefacts to build a business 
process model, therefore, I would consider control nodes (but only initial and activity final 
nodes), branching nodes, i.e. decision and merge, and concurrent nodes, i.e. fork and join 
nodes. 
4.1.3.1 Initial Node  
An initial node initiates an activity. The outgoing activity edge is carrying tokens that 
may be offered to connected executables nodes or collaborating activity. In the standard 
documentation, it is noted that If an exception occurs in operation to stop its movement 
downwards, then the initial node cannot hold a token expressed by the use of a guard. UML-
AD standard permits use of more than one initial node within an activity that may have 
several outgoing flows [OMG 2015, pp385]. It is shown in figure 4.5.  
 
Figure 4 5 Initial Node 
4.1.3.2 Activity Final Node  
UML-AD standard documentation includes two control nodes to express the 
completion, i.e. flow final (terminates a flow) and activity final node ( terminates an activity). 
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An activity completes by accepting the available tokens on its inflow edges with the use of 
a final node construct having no outflow. Also, it stops all the live actions when it receives 
the first inflow edge with a token and accepts it out of several inflow edges (tokens) that are 
blocked/cancelled to complete the activity flow [OMG 2015, pp386]. The activity final node 
graphically represented in figure 4.6 
 
Figure 4 6 Final Node 
The tokens reach the flow final node destroyed without affecting other paths of a 
model [OMG 2015] shown in figure 4.7.  
 
Figure 4 7 Flow Final Node 
The above discussion highlights the fact that flow final node has minimal to none 
effect on the behaviour of the overall system representing a typical business process so I 
would only be considering the activity final node as a most often used construct to constitute 
the necessary set of modelling artefacts (enumeration). 
4.1.3.3 Decision Node  
Branching behaviour of a system represented by using a decision node. The decision 
node is in operation when some of the actions have conditional flow in an activity. In such 
situations, only one outflow (after evaluating guards) is selected out of many discharges, i.e. 
‘xor’ split. But, there is no mechanism available on the sequence of guards evaluation. There 
are specific rules, which makes decision node functionality limited such as all inflow and 
outflow edges are required to be either part of a set of object flows or control flows [OMG 
2015, pp388]. It is noted that its modellers’ choice to choose the token for outflow to 
progress. A decision node is shown in figure 4.8. 
 
Figure 4 8 Decision node with guards 
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4.1.3.4 Merge Node  
To represent a behaviour that expresses the situations where the flow of the system 
requires joining of inflows but no synchronisation (no tokens joining), a merge node is utilised 
to represent one outflow. Here, the same rule (as used in decision node) applies for inflows 
and outflows of the merge node [OMG 2015, pp387]. A merge node represented graphically 
isomorphic shape as of decision node, shown in figure 4.9.  
 
Figure 4 9 Merge Node 
4.1.3.5 Fork Node 
The concurrent flow of a system represented in UML-AD using the fork node. It is 
used to represent the split behaviour of a system, where several outflows bearing replicated 
tokens from a single inflow. In the case, at least one flow with a copy of the token is accepted 
then rest outflows can keep their tokens(duplicated) till their target consumes it based on 
first in first out queue [OMG 2015, pp 386]. The notation for fork construct is represented in 
figure 4.10.  
 
Figure 4 10 Fork Node 
4.1.3.6 Join Node 
A join node expresses a systems’ behaviour where several inflows would result in 
one outflow. It is used to represent the synchronised behaviour of the concurrent activities 
within a system [OMG 2015, pp387]. Fork and Join nodes are parallel flows and expressed 
using the same construct as shown in 4.11. 
 
Figure 4 11 Join Node 
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With the help of both concurrent flow nodes, business processes initiate several 
instances at the same time to manage the flow. However, there are other constructs (in 
addition to the tokens) within the Activity diagram standard documentation such as pins, 
object node and object flow to represent the flow of control between the object nodes of 
activity. An object node is shown in figure 4.12. 
 
Figure 4 12 Object Node 
There is no necessity to use object nodes because they have no significant impact 
on the overall operation to complete flow in representing a process correct structure. 
Furthermore, their graphical representation merely the same as an executable node, and 
the only difference appears when two objects are rendered to describe their flow of control 
using pins as shown in figure 4.13.  
 
Figure 4 13 Object Flow 
4.2 Discussion 
The scope of this research requires preparation of a most often used construct set. 
Therefore, a discussion required to provide the relevance and suitability of the object node 
and partition constructs of the UML-AD standard. An example from the OMG standard 
considered to express its functioning concerning the aforementioned artefacts relevance 
and suitability. 
Example 4.1 (Object Node): An order example [OMG 2015, pp 394] considered here 
shown in figure 4.14. In this example, Receive Order, Fill Order serve as Executable Nodes. 
UML-AD standard documentation describes Receive Order as an Initial Node that leads to 
a decision where Receive Order either rejected or accepted. In case of an order is being 
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denied that leads to a merge node to Close Order. But, in case of order is being taken it 
needs to be prepared and filled using Fill Order action.  
The Fill Order action led to a fork node showing the concurrency. In case the received 
order paid then it would be shipped and directed to a join node. An object node used to show 
the invoice (object) received. In this example, an executable node of Send Invoice used led 
to the creation of an object Invoice that is sent to the customer, and upon receiving the 
invoice, a Make Payment executable node has invoked the Accept Payment executable 
node. Furthermore, that meets to a Join node to synchronise the parallel behaviour. A Merge 
Node before Close Order used as per the standard rules leading to the activity final node. 
 
Figure 4 14 Order (process) example with object node 
4.2.1 Analysis 
An invoice considered as information communicated without an additional artefact. 
The invoice considered as the information required for the initiation of making payment 
(executable node) action may be expressed as annotation to the diagram instead adding 
another construct. That complicates the graphical representation with no added value to the 
overall structure and completion of the Order process. If I remove the node (object) of the 
Invoice then the above process modelled again without object node shown in figure 4.15.  
 
Figure 4 15 Order (process) example without object node 
Figure 4.15 depicts a complete structure to represent the order process without the 
object node showing the lack of power and complicating the overall representation, 
therefore, not considered as a core construct in this research. 
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Activity partition of the UML-AD standard documentation used to represent the roles 
within the different units of an enterprise to display the operational aspects. However, it does 
not influence the behaviour of the activity diagram. Because it only showcases a specific 
part of the enterprise functioning applying global conditions to an executable node 
presenting just a limited view [OMG 2015, pp 406]. Furthermore, ‘partition’ bear no 
semantics shown in figure 4.16. 
 
Figure 4 16 Swimlane 
Example 4.2 (Activity Partitioning): I consider the Order example mentioned 
in[OMG 2015, pp 408] to establish the necessity of the activity partition concerning 
representing a typical business process. The three collaboration units in this order process 
are Order, Account and the customer shown in figure 4.17. The Order and Accounting units 
of the enterprise representing two internal entities whereas the customer represents an 
external participant.  
 
Figure 4 17 Order process using a swimlane 
4.2.2 Evaluation 
The order process depicted above via activity partitioning also known as swimlane 
indicating that the process has three participants. The only added information provided in 
this diagram is that naming the departments but the overall behaviour remains the same as 
mentioned in example 4.1 shown in figure 4.16. In addition, no quantification of roles 
provided within the specific unit facilitating distinct operations. Therefore, this construct adds 
no additional value to the functioning of the order process. UML-AD documentation uses 
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this construct for only one reason that is stated above to specify the different units and roles, 
but the analysis and evaluation of the UML-AD as a standard provided in chapter 3 indicates 
that this construct has no impact on the overall achievement of the consistent and concise 
representation. Hence, I am not going to consider swimlane as a part of most often used 
artefacts.   
4.3 BPMN Most Often Used Artefacts 
Business Process Modelling Notation (BPMN) designed to serve as a communication 
channel for stakeholders (within or external to the enterprise). It is used to model the 
organisational processes depicting system behaviour. However, BPMN standard 
comprehensively documents syntactic rules for its different constructs but the corresponding 
semantics rendered based on inconsistent terminology [Dijkman et al., 2007]. Therefore, I 
will be identifying, discussing and analysing BPMN’s most often used graphical constructs. 
These constructs will constitute the necessary set of modelling artefacts. The selection 
made here would facilitate in determining the terminologies used to model a typical business 
process. On one hand, this step would make the process modellers’ life lot easier by 
choosing the specific construct in constructing a complex business process model. 
In addition, if these constructs supported by the clear semantics then they would 
represent a concise ontology for the modellers and interpret by the stakeholders in a precise 
manner. The most often used constructs considered for this research are flow objects 
consists of events, activities including process, sub-process, tasks, gateways and 
connecting objects (sequence flow). The constructs such as data objects, pools, artifacts 
are completely ignored due to their lack of utilisation and irrelevance to modelling a typical 
business process making them beyond the scope of this research. 
4.3.1 Events 
The purpose of the term ‘event’ and its subsequent graphical representation 
(construct) considered in the BPMN documentation to influence the behaviour of a system 
(either by changing or stopping a flow within the process or sub-process in which it appears). 
BPMN standard documentation divided ‘event’ into three major types (start, intermediate 
and end) [OMG 2013, pp 238-276].  
The naming convention used by the BPMN standard reflects on the functioning of 
these events. For instance, ‘start event used to start a task and/or process known as the 
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cause. ‘Intermediate event’ appears during a process to represent exceptions, e.g., a delay 
in the execution due to the wait for a message to arrive. ‘End event’ considered for the 
completion of a process known as result or impact. These events are utilised in various 
situations to describe a happening. For instance, a ‘catch’ serves as a trigger to initiate a 
process or task and the ‘end event’ throws” an outcome of the corresponding task or 
process. Modellers may use intermediate events to either create or react to the change in 
the behaviour of the system. These event types are shown in figure 4.18. 
 
Figure 4 18 Start, intermediate and end events 
Due to their significance, they are considered as a binding force to make the 
operation seamless for the achievement of the strategic goals defined in the enterprise 
objectives.  
These three events are further appended to include a variety of extended ‘event’ 
constructs for modellers to report changes within the enterprise. These types are none, user, 
message, timer, rule, link, multiple, error, terminate etc., representing a difference of 
occurrences of the corresponding data artefacts. The various types of three events are 
shown in figure 4.19. 
 
Figure 4 19 Event types (BPMN) 
However, not all of them fully utilised making the standard documentation burdened 
and confusing modellers to choose which specific event type is suitable for a specific 
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instance. Overall BPMN 2.0 review provided in chapter 3 highlighted the fact that most of 
these events are unused and only the main events are used to specify a typical business 
process.  
A typical business process diagram depicts the expected and required behaviour of 
a process concerning the time and resources utilised. Therefore, a flow of such a business 
process would consist of the start event, a combination of tasks within a process and/or sub-
process with a terminating event (end event). Furthermore, an exception may occur during 
the normal process operation that either delays or alter the expected outcome anticipated 
by the intermediate events e.g. timer event [Dijkman et al., 2007] graphically represented by 
attaching the intermediate event to its extremes. 
BPMN does not provide process execution semantics that differentiates the usual 
and exceptional situations. Although, with its determining context used to highlight the 
unexpected behaviour within a process. Thus, I would be considering the basic event types, 
i.e. start and end, to be included in the necessary set (enumeration)  of modelling artefacts. 
4.3.2 Activities  
BPMN standard includes the generic term “Activity” to represent the work performed. 
The term “Activity” further split into two types such as atomic and compound, to represent 
the composition of the process illustrating all the abstraction levels [OMG 2013, PP 29]. 
4.3.2.1 Task 
Atomic activity termed as ‘task’ considered when the system is required to depict the 
unbreakable behaviour of activity having no internal structure [OMG 2013, pp 156-167]. The 
task is the fundamental element of an activity to provide low-level details of a model 
graphically represented as a round rectangle shown in figure 4.20. 
 
Figure 4 20 Task 
There are other types of tasks available in the BPMN documentation such as service 
tasks, manual tasks, user tasks, script task etc. but only differs in their graphical 
representation and no change in the semantics compared with the essential task with some 
  
66 
 
variation, that has no impact on the overall representation. Therefore, I will only be using 
basic ‘task’ as part of the necessary set of the modelling artefacts for the development of 
the framework. I have not considered rest of the task types due to their lack of utilisation and 
irrelevance in constructing a complex business process. 
4.3.2.2 Process/Sub-Process 
Compound activity is termed as a ‘process’ and ‘sub-process’ to represent the activity 
comprised of sub-components. It represents a high level of detail consisting of a network of 
tasks within a process or sub-process. Furthermore, it facilitates the communication 
between the activities occurring external (but related) to the business environment [OMG 
2013, pp 173-181]. Another type of compound activity known as a sub-process that further 
divided into different types such as collapsed and expanded sub-processes. These different 
types of sub-processes differ in their respective graphical representation e.g., collapsed sub-
process does not express its details within its construct shown in figure 4.21. 
 
Figure 4 21 Collapsed Sub-Process 
Expanded sub-process used to display the granular details of a sub-process as 
shown in figure 4.22. 
 
Figure 4 22 Expanded Sub-Process 
Examining both the types of the constructs visually combined with their intuitive 
semantics, an expanded sub-process graphically considered more suitable in representing 
the coordination of tasks within a sub-process and more explicit in its structure and 
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description. Within a process model, stakeholders may confuse themselves by considering 
the collapse sub-process structure as the task (due to their similarity in their graphical 
representation). Hence, the collapse sub-process not considered a part of the enumeration 
serving as the core modelling artefacts for this research. An example from [Weske, 2007] 
below strengthens the general understanding (discussed above) and representation of a 
sub-process concept. 
Example 4.3 (Sub-Process): A sub-process representing the credit risk evaluation 
composed of tasks acquiring credit data (Get Credit data), examining risk attached (Assess 
risk) and sending the results (Send evaluation) expressed as two types of sub-processes of 
BPMN (collapsed and expanded) shown in figure 4.23.  
 
Figure 4 23 Collapsed and expanded sub-process example (BPMN) 
The plus marker used within the standard task graphical construct representing the 
collapsed sub-process. It may confuse the modellers in distinguishing the constructs and 
stakeholders may interpret it differently. Hence, a graphical representation of a collapsed 
sub-process may confuse the stakeholders in understanding it as a task that uses a name 
in the middle of the diagram. Hence, not considered as a necessary artefact of the set for 
this study. The expanded sub-process distinctly and uniquely expresses the functionality of 
a sub-process, which is comprised of several tasks. The composition of the expanded 
process is more suitable to represent a part of the complex business process (sub-process) 
and considered as a part of the enumeration.    
4.3.3 Sequence Flow 
As the name implies, it establishes the order of the events, tasks and sub-processes 
performed within a compound activity. Additionally, BPMN documentation splits the 
sequence flow into a variety of other flow types such as normal, conditional, default, 
exceptional, un-controlled and message [OMG 2013, pp 34-35]. However, the investigation 
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presented in chapter 3 found that the modellers resort to normal flow to model a usual 
business process to express the complex system behaviour. Hence, for this research, I 
would be only considering a normal flow to construct a typical business process. 
4.3.3.1 Normal flow:  
It mainly used to show the flow between different events, tasks and sub-processes 
emitting from the boundary of a stream of other events, tasks and processes/sub-processes 
etc. except for intermediate event. A normal flow graphically represented in figure 4.24. 
 
Figure 4 24 Sequence Flow 
BPMN has extended the standard documentation and included a few other types of 
sequence flows that have minimal to none effect on the processing functionality. Hence, I 
will only be considering the normal flow as part of the enumeration comprising of the core 
constructs and the rest of the flow types not considered in this thesis due to their lack of 
utilisation and irrelevance in constructing a complex business process. 
4.3.4 Gateways 
BPMN use a general term gateway to represent the control (normal or complex) 
behaviour within a process to precisely represent either several inflows or outflows. A 
generic diamond shape used to express the control mechanism. However, to show different 
control mechanism, markers used within the basic graphical construct to depict different 
control behaviours such as merging, joining, branching and forking [OMG 2013, pp 287-
300]. These gateways provide a mechanism to avoid any conflicting occurrences that may 
change the behaviour producing a deadlock or livelock. Moreover, they assist the concerned 
stakeholders to understand and intervene at the right time. For example, ‘Exclusive’ gateway 
assist in establishing an input flow that is traversed into at most one output flow. Gateways 
would also result in reducing the redundancy [Börger and Sörensen, 2011].  
A variety of control constructs representing exclusive. branching, inclusive, 
sophisticated parallel behaviour and other event-based gateways are shown in figure 4.25. 
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Figure 4 25 Gateway types (BPMN) 
The list of gateways shown in figure 4.25 includes the extended control constructs to 
assist modellers with decision making. For example, a process with a new instance 
represented using event-based and parallel event-based gateways etc depending on the 
conditions attached to the new instance. The gateways affect the sequence flow of input 
and output flows of a process/subprocess.  
In chapter 3, I have established through empirical evaluation (of related literature) 
that not all the gateways utilised. Therefore, I will only be considering the gateways that are 
widely used such as exclusive, inclusive and parallel gateways. These gateways best fit with 
the scope of this research in providing an enumeration suitable to construct a complex 
business process representing time and resources associated with the achievement of a set 
or desired milestones. 
4.3.4.1 Exclusive Gateway 
Exclusive gateway assist modeller in representing decision behaviour using 
branching structure to select an outgoing flow depending on the conditions attached. An 
internal marker “X” in a diamond may or may not be used to graphically represent it. An 
example of a branching structure shown in figure 4.26 without an internal marker. 
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Figure 4 26 Exclusive gateway 
In addition, the exclusive gateway used for converging the input flows by routing the 
token to output flow with no synchronisation. To show the importance of this gateway, an 
example is provided below. 
Example 4.4:  A process of credit risk evaluation [Weske, 2007] considered here and 
shown in figure 4.27.   A task of evaluating the credit risk has triggered the process. Upon 
its completion, the exclusive gateway used to converge the output flows associated with 
conditions. The task of granting credit is activated upon the evaluation of the associated 
condition, i.e. low credit risk. If condition evaluated with an outcome of “medium credit risk” 
associated with the customers’ credibility, then a sub-process (represented as collapsed) is 
initiated to carry out advance credit checks. If the evaluation of both the conditions is set to 
be false, then the third choice which is defined as default condition is undertaken, i.e. high 
credit risk, so reject the application. 
 
Figure 4 27 Sample business process with the exclusive gateway 
Figure 4.27 shows the exclusive gateways using internal marker within the diamond 
construct.  
Moreover, the BPMN standard supports the gateways and other graphical constructs 
with attributes. For most of the attributes are not graphically represented instead some rules 
are provided. For example, it is modellers’ responsibility to specify the gateway conditions 
in the design ensuring every outflow is initiated. However, the exclusive gateway describes 
‘XOR’ functionality similar to the decision control flow of the UML-AD. Like UML-AD merge, 
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BPMN exclusive gateway takes all the incoming tokens without synchronisation. Therefore 
due to their similarity in functionality utilisation, I will be considering the exclusive gateway 
to be part of the enumeration to specify core modelling artefacts. 
4.3.4.2 Inclusive gateway  
The functioning of a diverging inclusive gateway is like an exclusive gateway; the only 
difference is that all conditions are evaluated. In the result of a correct evaluation of the 
requirements, a token is released to the output sequence flow that is ready to accept. 
However, all the paths are independent of each other, and a combination of zero to all tracks 
considered using the inclusive gateway. The default condition ensures that at least a path 
is chosen for the sequence flow. A circle is used as a marker within the general graphical 
construct of a gateway as shown in figure 4.28. 
 
Figure 4 28 Inclusive gateway 
Inclusive gateway evaluates the attached conditions in a sequence. Soon one of the 
attached conditions is assessed to be ‘true’ then the respective sequence flow would lead 
to a specific path by discarding others. The presence of the default condition ensures that 
in case all other conditions evaluated not true then it is traversed. The functionality of an 
inclusive gateway is like ‘OR split and in some cases provides synchronisation with the 
availability of token arriving late at the gateway, which is an exception though. Therefore, 
with the assumption of only using the inclusive gateway to describe the ‘OR split’ behaviour 
that is also possible with UML-AD using the fork (parallel split) where guards determine the 
branch coming out of the ‘fork’ requiring initialisation. Thus, on the basis of the functional 
similarity inclusive OR is selected to be part of the enumeration of core modelling artefacts.  
4.3.4.3 Parallel Gateway  
This gateway is used to represent concurrent flows with no condition evaluation 
provision resulting in a separate token passed to each outputs edge at the time of execution. 
Furthermore, it is used to combine parallel sequence flows for synchronisation. Graphically, 
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a plus sign used in the diamond construct to represent the parallel gateway. The parallel 
gateway may be aligned to serve “AND split”, and “AND join” [Allweyer, 2016] representing 
concurrent behaviour of a process. The parallel gateway is shown in figure 4.29. 
 
Figure 4 29 Parallel (Fork) gateway 
In addition, synchronisation of two or more parallel paths represented by joining 
together the incoming flows expressing “AND Join” to produce an outflow shown in figure 
4.30. 
 
Figure 4 30 Parallel (Join) gateway 
Example 4.5: An example of an order process [Dijkman et al., 2008] considered here 
which starts with the get order task. A parallel gateway is used triggering three parallel tasks, 
i.e. ‘AND split’ such as update inventory, ship goods and send an invoice. Upon receiving 
an update on the inventory a shipment of goods is made and subsequently an invoice is 
sent to the customer. Upon completion of each task, the ‘AND join’ synchronises all three to 
terminate the process as shown in figure 4.31.  
 
Figure 4 31 Example of a parallel gateway 
The parallel gateway functionality is similar to the fork and joins control flows of UML-
AD in specifying the concurrent behaviour. Therefore, I will be considering a parallel gateway 
for the enumeration of key modelling constructs. 
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4.3.5 Discussion on Other Modelling Artefacts 
Unlike the parallel gateway, a complex gateway provides complex synchronisation 
having associated condition to describe the peculiar behaviour. However, like inclusive 
gateway divergence, the requirements related to the output flow decides upon the tokens to 
proceed with the chosen path, i.e. split. It also follows the synchronisation rule of the 
inclusive gateway when converging, i.e. join. An asterisk marker is used to represent the 
complex gateway as shown in figure 4.32. 
 
Figure 4 32 Complex gateway 
A complex gateway depicts split with several outflows with conditions associated with 
each flow. It provides different choices to proceed with this gateway required to join. In 
addition, it may illustrate the validity of any pair of the sequence flows using an associated 
condition.  
Moreover, BPMN offers controlling behaviour mechanism using events known as 
“event-based” gateways. The only difference between the “event-based” and other 
gateways (exclusive or inclusive) is that it triggers only when an event occurs to be evaluated 
rate than the attached condition. For example, an event can be a message received that 
triggers an outflow [Lano, 2009]. Though in the eyes of the author, their functioning is not 
different than each other (whether a condition or an event) because in either case a change 
occurs dues to their presence and the difference is in their description. Similarly, an event-
based exclusive divergence (XOR) gateway triggers several tasks. If a task confirms the 
receipt of the message, the rest is ignored. These gateways not considered as necessary 
modelling artefacts (enumeration) due to their presence in other gateways that can depict 
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the system behaviour with some descriptive modification and makes them irrelevant to the 
scope of this research. 
BPMN relies on Pool to highlight collaborators within a business-to-business 
environment undertaking specific tasks [OMG 2013, pp305-308], which is similar to 
swimlane of UML-AD) as shown in figure 4.33. 
 
Figure 4 33 Pool 
The only purpose ‘pool’ fulfils is the requirement of specifying the departmental units 
describing their names as a label to the construct. The ‘pool’ construct has no semantics 
provided in the standard documentation, therefore, it lacks expressivity when parallel 
activities occur. Because it fails to identify the specific time (qualitative and quantitative) 
order that confuses the stakeholders while interpreting which activity precedes than the 
other? In addition, it becomes more cumbersome when standard fails to meet the distinct 
needs of the industry to make provision for its semantics incorporating the boundaries of an 
organisation to satisfy the timely occurrence of the enterprise-wide activities communicating 
with each other.    Instead of meeting the needs mentioned in this section, BPMN standard 
additionally offers another graphical construct called Lane used for the sub-partitioning of a 
pool by extending it as shown in figure 4.34. 
 
Figure 4 34 Lane 
But, both Pool and Lane constructs only represent the departmental units with related 
roles (no quantification) responsible for carrying out assigned tasks within the organisation. 
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Overall, their functionality provides segmentation between the roles and units within the 
organisation but more importantly they do not change the comprehensive behaviour of the 
organisation. Therefore, keeping in mind the scope of this research requiring necessary 
modelling artefacts that are most often used to contribute towards the construction of a 
complex business process model. The above discussion emphasises the usage and 
suitability of the aforementioned constructs showing neither they are used more often nor 
their fitness in constructing a typical business process is of any benefit to the modellers. 
Therefore, I would not be considering them to assemble the enumeration of core modelling 
constructs.   
4.4 Summary 
The work in this thesis deals with the wider concept of business process, its sub-
concepts and the flow. That requires identification of the fundamental terminologies to 
construct a complex business process. The current standards (presented in chapter 3 and 
4) claimed that the concepts and their respective graphical representation present a 
comprehensive communication mechanism to express the behaviour for the sake of the 
stakeholders’ ease. But, their redundant constructs make it cumbersome for the modellers 
to select an appropriate construct in constructing a consistent business process concerning 
time and resources.  
Thus, there is a need for the communication channel which is precise with regards to 
its temporal reference in expressing the correct behaviour. Because the execution of a 
business process may lead to the creation of manifold processes and other relevant 
artefacts associated with the temporal reference. Therefore, a method is required that 
defines the constructs precisely and subsequently specify their distinct flow to represent a 
consistent business process.  
Further to the review of the business process modelling standards (UML-AD and 
BPMN) conducted in chapter 3, I have examined various graphical constructs of both 
modelling standards for their suitability (concerning their temporal association). The 
Investigation suggests that modellers are at ease if provided with certain constructs 
accompanied with the precise specification which both modelling standards lack. However, 
the outcome of the investigation suggests (chapter 3) that both modelling standards are 
overwhelmed by unused constructs. Therefore, the important step required for the 
framework development is to enumerate modelling artefacts that would be necessary for the 
modelling of a typical process. This chapter facilitated in identifying the most often used 
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modelling artefacts from both the process modelling standards comprising the enumeration 
(contribution to the knowledge). This step would also assist further (chapter 5) for their 
association with the temporal objects.  
However, modellers of business processes from both the business and technical 
domain resorts to other modelling artefacts (of BPMN and UML-AD) but find they are not 
frequently used and not relevant to construct a typical business process. These constructs 
are mentioned in this chapter and provided a discussion to justify the decision made by the 
author of this thesis. Furthermore, the argument supported by a few examples and empirical 
comparison of the modelling paradigms to provide a certain number of modelling artefacts 
sufficient enough to specify a complex business process generally suit all the domains 
including healthcare.     
With the identification of the most often used artefacts of UML-AD and BPMN, I have 
managed to lay down the premises for the formation of enumeration (a specific set of 
terminologies and constructs). It has been noted that the core constructs identified here from 
both the standards describe the similar ontology and functionality having no formal 
semantics. Therefore, it is considered vital for both industries (business and technical) 
serving the same purpose of an enterprise (which is business process modelling), to have 
a consensus on the terminologies, their unified ontology (formal semantics) and precise 
graphical representation. These requirements combining together would provide a unique 
platform in constructing precise business process models and increase the profitability for 
the organisations of both the domains.  
After the identification of the key concepts, I need to establish their associated 
temporal reference. It would make provision for their association with the temporal objects 
that bear a concise definition and would assist in representing the correct behaviour. The 
efforts made in this research focused on the industry needs requiring a framework providing 
precise semantics of modelling artefacts fulfilling the requirements of modellers from both 
business and IT fields. With the approach described here would facilitate modellers to have 
no confusion in making a distinct choice of the construct that have precise meaning 
improving their understanding of the artefacts used. Furthermore, models constructed as 
result would enhance their communication supported with associated temporal reference. 
In entirety, it could enhance the enterprise’ ability to compete better in the competitive 
business world.  
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Chapter 5 Framework – Phase I 
Distinctively, the second generation of the business process modelling has 
emphasised upon the necessity for logical foundation [Van der Aalst et al., 2003]. Where a 
logical foundation can lay down a path in developing a formal method that can provide 
precise definitions, i.e. semantics, of the terms used in the business process (general) and 
healthcare (specifically) modelling. Such a method would serve as a framework by 
answering all the research questions specified in chapter 1 supported by the discussion and 
evaluation provided in chapters 2, 3 and 4. So far the investigation has established that the 
enumeration comprising of modelling artefacts require some sort of temporal reference while 
constructing a business process making provision for effective communication between the 
stakeholders. Therefore, the next step is to explore the different approaches presented in 
the field of temporal logic to select a suitable class to assist with the development of the 
framework. 
To choose a specific class of temporal logic, one needs to understand the concept of 
Time first. Because ‘Time’ as a concept has a pervasive role in referencing for frequent and 
general usage. Especially, organisations require to represent the timely order of activities 
while modelling that could further assist in controlling the business processes involved in the 
operation for enhanced reasoning. Due to its importance, domains such as technical 
(information systems), management sciences, cognitive science, linguistics, philosophy and 
history have deeply integrated the idea of time.  
Therefore, ‘time’ as a concept should be defined clearly for its use in real-life. Keeping 
this in mind, [Findlay, 1941] and [Prior, 1955] cited in the literature making initial efforts to 
formalise time. After that, many researchers have made several attempts on problems such 
as regional anatomy, and partial correlation concerning time, and temporal representation 
of the activities in a model. However, since the early 1970s, several approaches have been 
suggested in the literature to deal with the issue of modelling real-life scenarios based on 
temporal concepts. These approaches are mainly isomorphic because they provide slight 
changes in the concepts used and their corresponding operation.  
The domains such as artificial intelligence and many others have cited the application 
of temporal knowledge, reasoning and representation in [Bruce, 1972], [McDermott, 1982], 
[Shoham, 1987], [Peter, 1992], [Freksa, 1992] and databases in [Maiocchi et. al., 1992], [Ma 
and Knight, 1994] and [Bassiouni et. al., 1994], program verification on [Manna and Pnueli, 
1995], software requirement specification languages in [Mylopoulos et.al., 1990], [Tuzhilin, 
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1995] and [Jungclaus et. al., 1996] and system modelling and scheduling in [Zaidi, 1999]. 
The domains that require continuous conformance and examination of their systems and 
respective functionalities then the related temporal information can be very significant in 
determining their correct behaviour.  
In addition, the evaluation of the temporal facts within business process modelling 
domain concerning process design and development and its verification is of great 
importance. Such temporal approach may facilitate operational scrutiny including world wide 
web where system overseeing (business functions such as scanning) false activities 
detection and stoppage etc. Furthermore, an investigation concerning temporal facts is 
crucial to provide comprehension of conceptual processes and corresponding 
communication between the stakeholders [Zaidi and Wagenhals 2006]. However, temporal 
facts can also play a pivotal role in displaying the business process and incorporating 
activities in a timely fashion to achieve a consistent model.  
Usually, both modelling standards rely on temporal reference associated with 
temporal intervals to establish the footprints of the activities to build a business process 
model. But the modelling standards are intuitive so do not utilise these timed footprints for 
examination and analysis of the operations. In addition, the temporal reference concerning 
only the temporal object ‘interval’ would be discussed later in detail for its suitability and 
relevance to the scope of this research. 
The above discussion indicates that there are more temporal objects that can be 
utilised for temporal referencing. Thus an appropriate class of temporal logic is required to 
determine the temporal objects that can precisely represent the associated worldly domains 
such as business process modelling and healthcare modelling. A variety of classes 
belonging to temporal logic present different temporal objects such as interval, moment and 
point. But, not all temporal theories use all of these objects together, therefore, a comparison 
is required for their significance. In addition, such approach can further assist in associating 
the temporal objects with the real-life activities and finding the relationships between them 
for determining a precise process model. Hence, it is paramount to use temporal objects 
that can sufficiently describe the business process and its sub-components best. For 
example, in real-life, initiation of a business process can trigger an order of multiple sub-
processes. And a sub-process further comprised of coordinated sub-elements. 
To describe the objects of a real-life domain including business process modelling, 
their ontology considered vital since it provides their semantics and syntax. Hence, it is 
required to define the clear ontology of real-life concepts used in the business process 
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modelling domain. Another critical point to consider while describing them is their 
interrelationships and the associated temporal reference. By doing so, one can address the 
following 
• To establish the structure and boundaries of the real-life concepts such as 
process and 
• The timely occurrences of the events/processes and their temporal relationship, 
for example, two processes A and B, occurs either before, after or equal etc.  
• To determine the occurrences of related events and/or processes during the 
flow. 
• Whether their duration is known or not. 
The above discussion has laid the ground to explore further the different classes of 
the temporal logic before deciding on their suitability for utilisation in this research. 
5.1 Point Temporal Logic 
The point temporal logic, as its name implies, considered describing the real-life 
objects in the form of temporal points expressed as (P, ≤). Whereas “P” comprised of a 
collection of points and the less than equal to sign (≤) describes the partial or total order 
relations between them. The systems developed based on this class have derived the 
temporal intervals to represent the relations and corresponding order of the points 
[McDermott, 1982], [Van Benthem, 1983], [Bruce, 1972], [Shoham, 1987] and [Ladkin, 
1992]. In addition, the algebraic representation used for the computation of the points by 
[Gerevini and Schubert, 1995] and [Drakengren and Jonsson, 1997]. 
5.1.1 Issues 
Point temporal logic considers only time point as a primitive object and not 
the interval. To develop systems based on this class of temporal logic require 
distinct quantitative time-related information. Furthermore, the qualitative 
representation representing constraints between the points are quite limited to provide a 
coherent business process model. Thus, its application is limited in real-life scenarios such 
as the healthcare sector where not all the required information is sufficiently known or 
available. To express the limitation of point temporal theory, if I consider two events X and 
Y with no information about their starting and completing times and no knowledge of other 
occurrences between them. The only information that is available is about a specific incident 
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which establishes that X occurs before Y. This insufficient knowledge would make the 
construction of a system based on point-based temporal theory very difficult though 
inferences can be made of qualitative temporal information but it is limited and therefore 
present an incomplete depiction. Furthermore, the interval is not considered as primitive part 
of the temporal objects set making it insufficiently equipped to describe real-life objects. In 
real life systems, the availability of complete absolute temporal information and 
comprehensive qualitative constraints’ set often unavailable. Such temporal information is 
vital for consistent representation of the system that further utilised for reasoning purposes, 
makes the point temporal theory not suitable for this research. 
Moreover, “dividing instant problem” is a significant issue with this class of temporal 
logic that is reported in [Van Benthem, 1983], [Allen and Hayes, 1989], [Vila, 1994] and [Ma 
and Knight, 2003]. This problem arises while deriving the extremes of two consecutive 
intervals in which some instantaneous activity occurs. Similarly, point temporal theory lacks 
to support real-life system development due to uncertainty and missing information relating 
to temporal order such as start or end event times. For example, it is failed to represent a 
scenario where patient one was assessed before patient two arrived or during the diagnosis 
of patient one patient two waited for two hours etc. 
5.2 Interval Temporal Logic 
[Allen, 1983] presented temporal interval theory based thirteen temporal relations 
(before, starts, equal, meets, during, overlaps, finishes, after, started by, met-by, contains, 
overlapped by and finished by). This class of the temporal logic only considers time interval 
as a primitive object and time point discarded for the representation of a system. Time 
interval as a natural object can facilitate temporal point representation as a common 
intersection of interval extremes [Ma, 2007]. Hence, the interval temporal theory considered 
to have specific characteristics that could present it as a substitute for temporal logic based 
on time point.  
The only common attribute between both theories (point temporal theory and interval 
temporal theory) is that they both use their chosen temporal objects individually and 
separately to specify more delicate details of a system. Comparatively, temporal object 
interval show increased expressiveness than the temporal point in representing temporal 
order of real-life scenarios. For instance, a consultant was attending a patient for the first 
half of the day.  
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5.2.1 Issues 
Interval-based theory handled the matter of “Dividing Instant Problem” with the 
thirteen temporal relations and overthrown the problems in modelling temporal object [Allen,  
1984], [Van Benthem, 1983] and [Ma and Knight, 2003]. However, the temporal object 
“point” relegated while modelling due to its insignificance in the interval based temporal 
structure. Hence, the interval based time structure mainly based on the ontology of time 
interval and widely used for its increased expressiveness feature. 
With some advantages, the interval-based theory, there are some limitations in 
representing un-interrupted variations within a system. The interval-based approach also 
lacks in providing the precise meaning of all the temporal objects available that can be used 
in designing and describing an accurate system [Galton, 1990]. Because it does not 
accommodate a precise time point attached to the interval as a primitive. In real-world, 
precise representation of a point (temporal) can be of the utmost value for describing the 
business process correctly. Hence, this class can cause serious issues while modelling 
complex processes. Therefore, the interval-based theory would not be a choice for this 
study. 
5.3 Point Interval Temporal Logic 
The point and interval-based temporal theories have limitations in presenting only 
limited temporal facts associated with the chosen temporal objects. Therefore, researchers 
such as in [Villain and Kautz, 1986] considered both point and interval as a specific class of 
point temporal logic. That was comprised of all the necessary and manageable point 
(temporal) relationships but discarding the temporal interval as the fundamental component 
of the temporal structure. And if both temporal objects considered as primitive then a wide 
range of temporal facts can be derived from them providing a comprehensive constraints 
network to build a consistent system. 
Therefore, a need to combine these theories seemed eminent to the researchers 
working in the field of temporal logic and its applications. That resulted in the development 
of another class of temporal logic in the 1990s known as point interval temporal logic (PITL) 
presented by [Ma and Knight, 1994] and [Zaidi, 1999]. They bridged the research gap and 
considered point, interval and both point and interval primitive objects of the temporal theory 
to represent consistently the real-life systems. 
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PITL may be more beneficial compared to other two temporal theories for analysts in 
facilitating them to describe, design, develop and analyse the real-life concurrent systems. 
With the incorporation of temporal point and interval having precise structures to specify 
their properties such that a temporal point only occurs associated with a specific temporal 
interval. For example, a process can comprise of several sub-processes that may span over 
some duration inclusive of unique temporal point occurrences to specify events bearing no 
physical time, i.e. zero length.  
5.3.1 Reasons to choose PITL 
Computer science literature present well-established discussions relating to temporal 
objects considered as primitives particularly in the domain of the system’s knowledge 
management and its representation. That has led to several temporal theories (explained in 
the previous sub-sections) considered by the industry and researchers to describe the 
temporal objects associated with natural phenomenon including processes and events. 
The business process modelling standards vaguely use the interval temporal theory 
representing the activities involved in constructing a model making them insufficient to 
express details of a system. Because they do not facilitate their modelling artefacts with the 
comprehensive set of temporal objects precisely for modelling a business process 
comprised of sub-parts. To address such issue, a variety of formalisms developed 
establishing the temporal facts to provide reasoning about the processes and events.  
However, the chosen PITL has enough temporal objects providing a necessary and 
sufficient set of constraints to determine temporal facts associated with the model. By doing 
so, I could set a foundation to develop a novel framework comprised of a methodical 
approach to answer the research questions stated in chapter 1 by identifying and defining 
the primitive objects (enumeration). Moreover, these temporal objects can be associated 
with the real-life business process modelling artefacts depicting a range of temporal relations 
between them to construct a correct model.  
In addition, the chosen PITL for this research would be presenting the characteristics 
of the semi-open interval (a class of PITL) in which the time interval “A” constrained by all 
the feasible temporal relations between the primitive start point “sA” and an endpoint “eA”. 
Furthermore, considering two intervals “A” and “B” within PITL having temporal relations “R” 
used as constraints between them, i.e. ARabB, where Rab = {R1, R2, . . . , Rn}; and in general, 
Ri considered to be the disjunction of relations written as [(A R1 B)∨ (A R2 B) ∨. . .∨ (A Rn B)]. 
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Hence, a temporal relation Ri ∈ Rab is viable if and only if there exists a resolution which is 
comprised of logical temporal relationship between them. Similarly, it illustrates the precise 
semantics of the concerned objects. Another reason for making PITL to be used in this 
research is its capability in describing general concepts that may be useful to provide an 
ontology for the real-life modelling techniques. 
Moreover, the enumeration provided in chapter 4 presents a firm bond with the PITL 
where every modelling artefact can be associated with either of the temporal objects to be 
represented with previse structure. For example, a modelling artefact either can have some 
duration with breakable structure  (representing interval) such as process and sub-process, 
or occurrence of a subtle modelling artefact representing no internal structure (representing 
point) such as event. The distinct organisation of the modelling artefacts (if formally defined) 
is possible to build a consistent process model. In addition, the constructed model has the 
capability to be utilised for further analysis providing a mechanism for the modellers to 
reason about the developed system including finding errors and removing them.    
The discussion above has established the need for primitive elements to represent a 
viable resolution. Those objects, if appropriately enumerated then they either be utilised to 
describe semantics or carry out semantic checks on a model. It may well suit the needs of 
the business process modelling domain because the standards available are ontological 
redundant and require a necessary set of the artefacts that have formal semantics. 
Additionally, analysts can ascertain the required behaviour required of a system enabling its 
correct representation and providing enhanced reasoning. So far, no such mechanism is 
provided for the solution to these problems. Therefore, I have chosen the PITL for this 
research for the benefits it provides in constructing a comprehensive model making 
provisions for its further analysis that existing modelling standards lack. In the next sub-
section, a list of temporal objects provided that would be associated with generic terminology 
introduced in the axiomatic system representing an abstract business process.   
5.3.2 Temporal objects 
Discussion in the previous sub-section clarifies that treating point, interval, and point-
interval both as primitives (PITL) considered vital in resolving the real-life business process 
modelling problems. Because, on the one hand, a temporal object such as point considered 
as primitive by [McDermott, 1982] required for both theoretical and practical modelling. And 
due to its innate nature that fits well with instantaneous activities termed as events by the 
modelling paradigm, i.e., BPMN, e.g. patient discharged at 11:30 am. On the other hand, the 
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only interval considered as primitive by [Allen 1983] required for representing non-
instantaneous activities, e.g., “patient is being assessed” etc. Due to their varied alignment with 
the real-world phenomenon to satisfy the limited needs of the logician and practitioners 
concerning a domain to model and reason about the desired system. Thus, both temporal point 
and temporal interval as primitive are significantly important in representing the different 
elements and their corresponding relations of a business process and/or healthcare patient 
flows. More importantly, these temporal objects with precise description would assist modellers 
to capture time perspectives of the constructed model (a prime requirement of this study).   
In addition to point and interval as temporal objects, Allen considered a time ‘moment’ 
[Allen and Hayes, 1989] as an alternative to the time point having some positive duration. 
They considered it indivisible and attached limitations such as it could not meet other 
moments. However, [Galton, 1990] and [Ma and knight, 1994] reviewed their proposition 
and suggested their views of handling moment within a model development. However, 
[Zaidi,  1999] used a relation instead of considering ‘moment’ as a temporal object which is 
primitive, making his approach insufficient to this study. For this research, I would consider 
‘moment’ as a primitive temporal object as part of the enumeration. The features attached 
with moment are that it is indivisible and can meet other ‘moments’, intervals or points. By 
doing so, I have extended the temporal theory presented by [Zaidi, 1999] and (contribution 
to the knowledge). Thus, the overall temporal objects selected for this research 
characterised as primitive and described below: 
• Temporal point considered primitive to represent instantaneous activities distinctly 
with zero duration. 
• Temporal interval (considered primitive) uniquely representing activities with a 
duration that can be further divisible, and 
• Temporal moment treated a primitive and considered a subclass of interval 
representing activities with positive duration but unbreakable. 
• The temporal point, interval and moment as primitive  
These objects present a wide variety of relationships describing constraints to specify 
the flow between them. Although uncertainty exists within the real-life domains and 
modelling standards only rely on the temporal object interval including its (limited) thirteen 
relations to model such situations insufficiently displaying the required characteristics such 
as the structure of a process A is not fully defined with its start and endpoints concerning its 
parallel processes B and C to proceed with. In addition, the utilisation of full interval theory 
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is not present within both standards’ documentation. However, with the assistance of PITL 
temporal objects (presented above) and its inference mechanism suggests several 
possibilities that can be drawn to construct a consistent model depicting the correct 
behaviour. Therefore, these constituents provide the necessary set of elements required for 
the development of the axiomatic system (framework phase II).  
Moreover, these objects supported by the logical meaning and if associated with the 
business process modelling most often used artefacts (chapter 4) can further provide their 
formal semantics and unify them under one umbrella. Now, I would define the extended 
PITL temporal objects below. 
Definition 5.1 - Time Point: The temporal point “p” expressing zero duration that can 
be written as [p].  
Definition 5.2 - Moment: A temporal object ‘moment’ expressed as unbreakable but 
semi-open interval bearing some positive duration bounded by start and endpoints. A 
moment can be expressed as a symbol “A” with its extreme points ([sA, eA]), i.e. sA < eA, 
where prefixes’ and ‘e’ denotes start and endpoints of the moment ‘A’ with no other points 
or interval occurring in between.  
Definition 5.3 - Interval: An interval is defined as decomposable and bounded by 
time points at both extremes (non-instantaneous). It is expressed in the same manner as 
moment [sA, eA]. To describe the decomposition an interval “A” with n numbers of moments 
written as the disjunction of moments [al ˅ a2 ˅ ...an]. 
Definition 5.4 - Duration: In representing the absolute and relative information 
relating to a point, moment and interval, I have defined a “Dur” function, given below.  
a) The duration “Dur” function calculates the duration of the point, moment and 
interval. In case of temporal point, “Dur” allocates positive real number including 
zero represented as R+ to establish the stamp. This function would assist in 
determining the lower and upper boundaries associated with the temporal point. 
To express the situations such as no later than and no earlier than written as pX 
≥ Dur [pX] and pX ≤ Dur [pX], where Dur [pX] ∈ R+, where ‘p’ represents a time 
point. 
b) To represent the interval and/or moment duration, “Dur” function allocates a 
positive real number excluding zero. For example, duration of interval ‘A’ 
represented as Dur [A], where Dur [A] = [sA, eA] and Dur [A] ∈ R, and Dur [A]  = 
eA – sA. Additionally, to express the lower and upper limits associated with the 
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interval ‘A’ denoted as “at least” written as “≥” and “at most” written “≤” 
respectively. 
c) To represent the duration of sub-intervals of an interval ‘A’ can be written as 
A1,A2,…An, whereas Dur [A1] = [t1 – sA], Dur [A2] = [t2 - t1],..Dur [An] = [eA-tn-1]. 
Therefore, the total duration would greater than zero but less than the duration of 
the parent interval.  
Where R+ describe a subset of the real numbers R representing interval/moment (that 
is R+  R). That may assist in incorporating absolute and relative temporal information within 
a system to determine the process behaviour precisely. In the absence of quantitative 
temporal information, their qualitative occurrence used to express their comprehensive 
relationships. The relations between these objects need to be specified that serve as 
constraints between them for their consistent execution. PITL inference mechanism 
facilitates in deriving a set of relations that assist in representing a variety of relationships 
between two temporal objects. 
Definition 5.5 – Point - Point Relations: To represent point - point relations within 
PITL expressing the set of temporal relationships between two points that are [before, equal, 
after]. For example, point A and point B can be represented as [pA] and [pB] respectively 
and expressed on a single timeline as pA = pB, that can be written as [pA, pB]. 
Definition 5.6 - Interval - Interval Relations (R): A set of temporal relations 
represented as R = [before, after, equal, meet, met-by, starts, started-by, during, contains, 
overlaps, overlapped-by, finishes, finished-by]. These relations exist between two intervals 
and may also be sub-intervals and/or moments.   
Definition 5.7 - Point–interval relations: A set of point-interval temporal relations 
comprised of [before, after, meets, starts, met by, during, finish] temporal relations between 
point and an interval.  
Definition 5.8 – Interval - Point relations: A set of interval-point temporal relations 
[before, started-by, meets, after, met-by, contains, finished-by] represent relations between 
an interval and a point. Figure 5.1 below represents comprehensively mutually exclusive 
qualitative relations to illustrate the structure and semantics of extended PITL, which means 
if 
a) a temporal relation Ri exists (belongs to the set R) then R does not contain any 
other temporal relation (Rj); 
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b) Also, a relations Ri exists between A and B (intervals) such that either A Ri B or 
B Ri A is true only if (A  B). 
 
Figure 5 1 Extended PITL relationships 
PITL proposed by [Zaidi, 1999] extended here by including an extra set of temporal 
relations, i.e., interval-point as defined above and therefore require to be supported by 
additional formalism presented below. 
5.3.3 Interval-Point Formalism 
[Zaidi, 1999] has only provided the formalism for a) interval-interval, b) point-point 
and c) point-interval. As he did not consider the interval-point relationship and therefore no 
formalism provided to express possibilities of the interval-point relationships. Therefore, as 
part of the extended PITL (contribution to the knowledge), I am equipping the knowledge 
base with extended relationships providing aid to the existing inference mechanism for the 
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increased expressiveness. The formalism for the fourth set of temporal relations between 
interval-point provided in table 5.1. 
X is an interval [sX, eX] and Y is a point [pY] 
D 1: sX < pY → eX > pY  D 6: eX < pY → sX < pY 
D 2: sX = pY →  eX > pY  D 7: eX = pY →  sX < pY 
D 3: sX ≤ pY → eX > pY D 8: eX ≤ pY → sX< pY 
D 4: sX > pY → eX > pY  D 9: eX > pY →  sX < pY  
D 5: sX ≥ pY →  eX > Py D 10: eX = pY → sX < pY 
D 11: eX ≥ pY → sX < pY 
Table 5 1 Interval-Point formalism 
The prefix ‘D’ of all the possibilities (formalism) represents its fourth place in the PITL 
presented by [Zaidi, 1999]. Additionally, the above formalism will assist in deriving extended 
relations between interval and point (contribution to the knowledge) given below in table 5.2. 
sX Vs pY eX Vs pY X R Y 
< > d-1 
< < < 
< = m, f-1 
< ≤ <,m, f-1 
= > s-1,m-1 
≤ > s-1m-1, d-1 
> > > 
> ≥ >, d-1, m, f-1 
≥ > >, s-1,m-1 
? < < 
? ≤ <,m,f-1 
? > >, d-1 
? ≥ >, d-1, m-1, f-1 
< ? <, m, d-1, f-1 
≤ ? s-1m-1, d-1 
> ? >, m, d-1f-1 
≥ ? >, s-1,m-1 
? ? <d-1f-1m,m-1 s-1, > 
Table 5 2 Analytical representation of interval point relationships 
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5.3.4 Properties of Relations 
The qualitative temporal relations between any two intervals/moments do not depend 
on their absolute duration instead rely on their relative occurrence. The relative presence of 
the interval/moment may assist in deriving other relationships from systems’ temporal 
statements. However, quantitative information (if available) may help in computation, e.g., 
an interval A duration can be computed from the specific relations between A and the other 
related intervals. Additionally, absolute and relative temporal information can assist in finding 
inconsistent ties between the occurring objects and other problems within a system 
description. Other properties of the interval-interval relations are given in table 5.3: 
Relation Reflexive Symmetric Transitive 
Before - - + 
Meets - - - 
Overlaps - - + 
Starts - - + 
During - - + 
Finishes - - + 
Equal + + + 
Table 5 3 Properties of set R (Interval - Interval temporal relations) 
“-” represents the non-presence of the property while “+” represents the existence of 
the property. 
5.4 Inference mechanism based on extended PITL 
To show the impact of the extended PITL on the existing inference mechanism 
provided by the original PITL, I consider an example. Suppose two intervals A and B having 
a relation between them and upon discovering a new temporal connection between intervals 
B and C, then with the help of the two temporal relationships of three intervals, the inference 
engine would assist in deriving a new connection between them, i.e. transitivity. Also, the 
inference mechanism would establish uncertain relations from the systems’ intervals A and 
C combinatorically. The following example illustrates this issue:  
Example 5.1: Consider a model described using natural language: 
• An interval A1 Meets an interval A2 and also an interval A3 
• An interval A2 Meets an interval A4, and interval A4 Finishes an interval A3  
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The inference mechanism derives temporal relations between A1 and A4. There are 
two possible choices available to find the unknown temporal ties; 
a) Known associations such as A1 Meets A2 and A2 Meets A4 can assist in a possible 
derivation of temporal relations between A1 and A4; 
b) Also, relations such as A1 Before A3 and A4 Finishes A3 can help in deriving the 
relationships between A1 and A4. These choices would infer the non-conflicting 
relation which is A1 Before A4.  
The inference mechanism helps in establishing the possible combination of relations 
(uncertain) by searching all the known combinations that produce an outcome following 
more than one-step as exhibited in the above example. To express this (Y R1 I1), (I1 R2 
I2),……...(Ii Ri Ij),…..(In Rn Z). It would constitute several derivative relations from Y and Z to 
infer the uncertain relation. Also, the inference process requires the exhaustive calculation 
of all possibilities by searching all the combination of known relations (viable incorporation) 
that yields the result. However, some may suggest that a thorough search is not required; 
instead, it should be stopped soon the possible relation is derived, but with this approach 
only applied to the system with consistent priori.  
5.5 Summary 
The findings of the chapter 1-4 emphasised upon the necessary enumerated 
artefacts (that are logically grounded). Furthermore, the most often used modelling artefacts 
(enumerated objects) of UML-AD and BPMN required formal semantics due to imprecise 
structure described in the respective standard documentations. That is possible with the use 
of a suitable logic making provisions for clear and concise descriptions of identified 
modelling artefacts aiding the modelling paradigms towards their formalisation.  
A systematic approach adopted to fill the research gap by developing a state of the 
art framework in two phases where phase I establishes the need of logic that is comprised 
of lexicons serving as the necessary set of formally defined artefacts, i.e., precise meaning. 
Furthermore, these logic-based objects have the power to be used for association with the 
real-life modelling artefacts in an attempt to distinctly model the business processes.  
To choose a relevant logic, I have examined the different classes of temporal logic 
adopted by the researchers and practitioners for their suitability and relevance to this study 
so that an innovative and state of the art framework could be developed to fill the research 
gap presented in chapter 1. The choice of temporal logic made by the author of this study 
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by keeping in mind its usability within the real-life domain. The investigation of the varied 
classes of temporal logic unveils the precise ontology of different temporal objects used by 
the different temporal theories. In addition, these theories (point temporal logic, interval 
temporal logic and point and interval temporal logic) concerning their relevant temporal 
objects and applications compared for their suitability to the overall development of a sound 
system and also examined their relevance to this study.  
In the development of phase I of this research required a solid foundation to identify 
and describe the core lexicons (necessary set). Therefore, the comparison of the temporal 
theories conducted to explore the importance of the temporal objects present in the different 
temporal theories. On hand point temporal logic focuses only on ‘temporal point and on the 
other hand interval temporal logic provides interval as its core element to build systems. 
That leaves a room for the researchers’ to come up with a class of temporal logic that 
considers both temporal objects (point and interval) at equal footing. The class of temporal 
logic treating both point and interval as primitives presented by [Ma and Knight, 1994] and 
[Zaidi, 1999]. I have chosen the PITL presented by [Zaidi, 1999] for its added graphical 
support provided to diagrammatically represent the lexicons. However, it needed to be 
extended to be used in this study. 
 if the chosen PITL extended then it has all the necessary ammunition to be used for 
the purpose identified to develop the phase I of the framework. Therefore, I have extended 
the PITL by defining lexicons such as point and interval with corresponding temporal 
relations. In this way, I have contributed to the existing knowledge in the shape of extending 
the existing PITL of [Zaidi, 1999].  
Another reason to extend PITL of [Zaidi, 1999] is that he has considered only point 
and interval but the moment is ignored. However, moment has the practical importance in 
the real-life modelling domain to define the semantics (formal) of certain terminologies such 
as action of UML-AD and task of BPMN representing unbreakable activities. The lexicons 
of the PITL (temporal theory) adopted here would determine the ontology of the most often 
used terminologies of both UML-AD and BPMN unifying both the modelling standards. 
In addition, as a contribution to the knowledge only three relations between point and 
interval considered, i.e. point-point, interval-interval and point-interval, by [Zaidi, 1999]. 
There is a possibility of fourth set of temporal relation between interval-point. Which was not 
presented by the Zaidi’s PITL, however, I have extended the PITL by providing such set of 
temporal relations. Furthermore, the specified set supported by the formalism to identify the 
possibility of varied relationships between the primitive temporal objects. By extending, the 
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temporal relationships between the temporal objects would increase the current constraints 
network (inference mechanism) to derive more possibilities between temporal objects. Thus, 
I have added interval-point relation and provided formalism to give a comprehensive 
knowledge base for phase I of the framework.  
The knowledge base presented here in this chapter has the power to associate with 
the real-life modelling artefacts chosen for this study from the current modelling techniques 
to provide their formal semantics for their correct representation. Moreover, the inference 
mechanism of the temporal theory adopted here would assist in deriving relationships 
(unknown) could be vital for solving real-life issues. The current modelling standards do not 
consider such an approach that makes them less attractive for the industry unless they make 
drastic changes to their standard documentation. 
This chapter provided the logical foundation that would help in defining the axiomatic 
system (phase II of the framework development) presented in the next chapter. These 
lexicons have the power to define unique but general terminologies that can be used in the 
real-life modelling replacing the existing most often used terminologies (of UML-AD and 
BPMN) laying down a path towards their unification. 
With the provision of clear semantics, a precise structure can be defined that 
eventually assist in the model verification. However, these approaches are lacking in 
providing a mechanism to verify the models developed using their notation. Verification is 
pivotal to determine the correct structure of the business process model. In phase II of the 
framework discussed in next chapter, I have developed an axiomatic system that would 
benefit from the logical foundation provided in this chapter to further develop the method 
equipping framework with analytical support to evaluate business process making it 
attractive to the industry. 
. 
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Chapter 6 Framework – Phase II 
One of the reasons that attracted industry to utilise the current business process 
modelling standards is their conceptual modelling schema. That is easy to use and flexible 
to be blended within a wide range of domains. UML-AD serving technical domain and BPMN 
used by business domain experts supported by their respective standard documentations. 
That is comprised of a variety of modelling terms, however there are most often used 
terminologies (identified in chapter 4) of both the standards bear similar intuitive descriptions 
used to construct the business process model.  
In addition, the modellers of both domains utilise the most often used terminologies 
but vaguely express the order (based on time) of business process model artefacts to 
represent a finished product or service. However, both domain experts share the same 
objective of modelling the business functionality relying on the (different) terminologies 
bearing the similar onology (intuitive). For example, UML-AD uses the term ‘Action’, and 
BPMN uses the term ‘Task’ to represent the fundamental unit of work expressing no internal 
structure and their boundaries are not specified. In addition, term ‘activity’ used by UML-AD 
and term ‘process’ used by BPMN to characterise a business process, again lacks in 
expressing corresponding structure of individual actions/tasks involved with respect to their 
boundaries to establish the orderly flow with respect to the associated qualitative and 
quantitative time. Furthermore, control flow and gateways are used by UML-AD and BPMN 
respectively to represent and maintain the concurrent flow within a model. However, they 
failed to display a consistent flow of a complex process presenting variations within the 
system specifications.   
The reason behind their ambiguous representation in both standards’ constructed 
models is their intuitive descriptions of their huge number of vocabularies. That makes it 
cumbersome even for OMG to formalise such a massive number of constructs. In addition, 
due to lack of use of all the available constructs of both standards make them ontological 
redundant and no adequate enumeration of modelling artefacts provided for unambiguous 
process representation.  
Moreover, to provide clear semantics for the concepts used in system development, 
researchers adopted different approaches to defining ontology of a range of terminologies 
in a wide variety of ways such as lexicons and vocabulary etc. Even some researchers’ have 
considered first-order logic to provide semantics for the chosen objects to meet the needs 
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of a specific domain. All these approaches have something in common and that is the 
development of a knowledge base comprised of the terms with the standardised ontologies 
belonging to a domain. Hence, industry needs can be met by providing a standardised 
method composed of formalised artefacts. Based on the premises provided in this section, 
I would present the axiomatic system development in the next sub-section. 
6.1 Axiomatic System 
As we know from chapter 2 and 3 that the vocabularies (too many and intuitive) 
documented in the business process modelling standards. That further scrutinised (in 
chapter 4) to narrow down the number of terminologies and constructs based on their 
utilisation (frequency of use) and relevance in constructing a general business process. 
Therefore, it is considered pivotal to provide a list of generic terminologies that can combine 
the most often used terminologies of UML-AD and BPMN (chapter 4). Furthermore, first-
order logic can be used to make provision for the formal semantics of the generic 
terminologies to develop the axiomatic system.  
In addition, first-order logic facilitated by its inference mechanism providing an edge 
on other methods to describe the precise ontology of the artefacts concerning a domain. 
Similarly, these formalised artefacts further support the construction of a correct model by 
establishing many possibilities (consistent relations) between them through its derivation 
mechanism. Accordingly, with the help of inference mechanism modellers can examine the 
different derived relations between the modelling artefacts for any inconsistency that may 
present in the model constructed. Other benefits of the first-order logic include maintaining 
the enumeration of concepts belonging to a domain (whether it's business or healthcare 
modelling) supported by the algorithms to further schedule the activities involved and 
provide enhanced reasoning concerning a business process model [Chishti et al., 2017]. 
However, first-order logic can also be used along with the temporal logic that accommodates 
the primitive temporal objects to develop a method providing correct modelling. This 
combination of logics further assists in the analysis of the system behaviour for its verification 
and validation.  
For this reason, I have employed both logics to develop the axiomatics system by 
introducing the enumeration based on temporal basis and precisely defining them using first-
order logic overcoming the problems (intuitive structure) faced by the current modelling 
standards. In this way logical basis for the modelling standards can be provisioned and fills 
the research gap (chapter 1).  
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Moreover, in the phase II development of the framework, I would rely on ‘model 
theory’ of [Hilbert, 1909] capturing fundamental structures of the enumerated modelling 
artefacts of this study. Bear in mind, the ontology of the term ‘model’ is the fundamental 
difference between the model-theoretic viewpoint and the practical modelling approaches 
(business process modelling standards). Model-theory considers the term ‘model’ as a 
development of a theory while business process modelling techniques consider the term 
‘model’ to represent a system architecture graphically modelled in UML-AD and BPMN. For 
example, in the model-theoretic approach, UML-AD and BPMN model considered as the 
theory and its’ specific instantiation considered as model.  
In the practical domain, current modelling standards consider model as the 
diagrammatic representation that can trigger different instances of the model (business 
processes) involved. Therefore, the model functionality is isomorphic to the theory (of model 
theory) describing the fundamental components and their behaviour as part of the 
enactment. Model theory method provides bifold mechanism introducing the abstract 
version of the model with the help of enumerated modelling artefacts and further instantiates 
them for their real-life implementation. In this way the abstract modelling artefacts conceived 
and described within theory and further used them for corresponding instantiation to depict 
a distinct instance of the model. Additionally, for the sake of readers’ convenience, I shall 
employ the method and use the notion of model-theoretic throughout from this point 
onwards.  
Similarly, for the axiomatic system development, the theory (model-theoretic 
approach) serves as a knowledge base comprised of a generic set of terminologies. That 
will construct the theory (knowledge base) referring them to the key terms (chapter 4) such 
as action, task, event, activity, process, control flow and gateways used in the process 
modelling standards. The description of the chosen vocabularies would assist in determining 
their structure and boundaries using first-order logic. 
Furthermore, the formal semantics of the enumerated modelling artefacts would have 
the power to unify both the standards most often used terminologies expressing the 
complexity involved in a business process at all levels of conception. Thus, for the readers’ 
convenience, I consider abstract process term to serve as theory and its translation as its 
instantiation, i.e. business process model. Next, I would define the enumeration for its 
precise representation within the axiomatic system.  
Definition 6.1 – Enumeration: I define the enumeration based on process centred 
approach comprised of knowledge presenting essential components expressed as a tuple 
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(ASP, AP, P, DTC). These generalised conceptual terms considered primitive and notated 
them with the suffix of the word ‘process’. i.e. special atomic process (ASP), atomic process 
(AP), process (BP), and derived temporal constraints (DTC) associated with lexicons 
presented in chapter 5. Where ASP represents a possible set of special atomic processes, 
AP represents a set of atomic processes, ‘P’ represents a set of processes and DTC serves 
the derived temporal relations between them. 
In addition, these terminologies referred to the UML-AD and BPMN core modelling 
terminologies (chapter 4). For example, a ‘special atomic process’ is associated with a 
temporal point of PITL and referred to the term ‘event’ (BPMN) and ‘initial and final nodes’ 
(UML-AD). Similarly, the atomic process is associated with the temporal moment of PITL 
and referred to the terms ‘action’ (UML-AD) and ‘task’ (BPMN). Process and sub-process 
are associated with the time interval of PITL and referred to business process and sub-
process of real-life concepts used in the modelling techniques. Please note, the terms such 
as business process and process used in this study interchangeably. However, there is 
another conceptual term notated here as ‘Derived Temporal Constraint’ denoted as DTC to 
show the dependency between the process elements identified above.  
The identification of generalised modelling artefacts presenting the theory of the 
axiomatic system which is abstract serving as the logical foundation for the business process 
modelling domain. The logical foundation would include the clear semantics (formalisation) 
for the generalised terms identified above using axioms for their precise representation. 
Moreover, these modelling artefacts also referred to healthcare terms such as a hospital, 
disease, assessment, diagnosis, treatment and discharge etc. depending on their temporal 
structure. Thus, I have uniquely provided a set of terminologies that could combine both the 
standards most often used modelling artefacts if distinct ontology provided to fill the gap. 
Definition 6.2 – Abstract Process (APM): An abstract process defines the theory of 
notated as an abstract process model (APM) expressed as a triad (A, T, Dur(T)). Where ‘A’ 
represents a collection of process names a1, a2,….an, with corresponding set of temporal 
occurrences t1, t2,…..tn, notated as ‘T’ associated with a given set of duration assignments 
Dur(t1), Dur(t2),……,Dur(tn) notated as Dur(T). It is important to be noted that in this research, 
the notion of abstract process and abstract process model used interchangeably. 
The lexicons provided in chapter 5 facilitated the APM to make provision for a precise 
ontology of the enumerated elements of the knowledge base. Therefore, to determine the 
occurrences of either time point, moment or interval within APM, I would be using the ‘Part’ 
relation in this research presented in [Ma, 2007] as 
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 Equals  Starts  During  Finishes  (R1) 
‘Part’ relation was an extension of relation ‘In’ presented in [Allen, 1983] which is 
Starts  During  Finishes. 
Now, to define APM, I would use a predicate ‘Occurs’ coupled with relation R1 given 
above establishing that a process name from the set of process names ‘A’ may occur on a 
temporal element from ‘T’, i.e. point, moment or interval bearing some duration established 
by the ‘Dur’ function. 
Occurs(A, T, Dur(T)) t1 (Part(t1,t)  Occurs(a1, t1, Dur(t1)))  (Axiom 1) 
Axiom 1 states there must exist a component of the enumerated modelling artefacts 
occurred over a time element identified by attached ‘Dur’ assignment establishing the length 
of the occurring element. In Axiom 1 ‘a1’ of the A (that could be either special atomic process, 
atomic process, process depending on the associated occurring time element’ duration 
determined by ’Dur’ function (establishing the fact about the time structure such as whether 
it is a moment or interval. In general, ‘Dur’ assignment representing the moment or interval 
expressed as: 
 a, t  aS, aE  Dur (t) = (aE – aS) ∈ R   (Axiom 2) 
Where a moment or interval bounded by its extreme points (start (aS) and end (aE) 
points). Axiom 2 may express the atomic process, process and subprocess associated with 
a moment and/or interval. In addition, to represent special atomic process within APM ‘Dur’ 
function used to express the duration attached with it as: 
  Dur (t) ∈ R+   (Axiom 3) 
Where R+ represents a subset of R. Therefore, axiom 3 defines the occurrence of the 
special atomic process having either no or zero duration that may be associated with the 
temporal point expressing the stamp. With the combination of the above axioms, I have 
managed to describe APM representing the theory comprised of the knowledge base 
(essential modelling components) that would facilitate real-life modelling. Now, I will provide 
definitions of the modelling artefacts individually forming their formal semantics.  
Definition 6.3 – Atomic Process (AP): An atomic process is a fundamental element 
of the abstract process (APM) that may be associated with non-divisible time moment as 
expressed below: 
 Occurs(A, T, Dur(T)) ¬ t1 (In (t1,t) ˄ Occurs(aP,t1,Dur(t1))) (Axiom 4) 
  
98 
 
The definition provided here establishes that an atomic process occurs over a time 
element (indivisible) with positive duration. However, its attached duration (which is positive) 
determined by Dur function. This definition provides clear semantics that can be associated 
with the various real-life modelling standards terminologies such as task, action, registration 
of a patient (used in business and healthcare domains). Because these terminologies 
present atomic structure (indivisible) to model a real-life process. Therefore, the definition 
provided here is general enough to subsume all of them. The definition also specifies that 
once an atomic process started it continues until its completion without reference to other 
processes. It waits neither for other processes to complete nor initiates other processes 
before its completion. Furthermore, generally all atomic processes ‘ai‘ expressed as: 
ai  Occurs (aPi, ti, Dur (ti))    (Axiom 5) 
There is a possibility of atomic processes may not occur due to provided system 
specification, which may be expressed as 
a  ¬t (Occurs (aP, t, Dur(t)))    (Axiom 6) 
Definition 6.4 – Special Atomic Process (ASP): A special atomic process occur only 
on a specific time element as that of the atomic process but the main difference between 
them is that the special atomic process and its associated time element has no internal 
structure expressed below:  
aSP¬t1 (In (t1,t) ˄ Occurs(aSP,t1,Dur(t1))) (Axiom 7) 
The definition provided here can be associated with the real-life modelling techniques 
terminologies such as ‘event’ (describing a timestamp) and patient’s diagnostics start and 
finish time used in the business and healthcare domains respectively. 
Definition 6.5 – Business Process (P): To define a business process “P”, 
considering it is occurring over a time interval that may be divisible represented as a schema 
which contains a pair  
P = (A, DTC)      (Axiom 8) 
Here, I assume that ‘A’ is comprised of a set of atomic processes names such that 
a1, a2,……., an occurring over a breakable interval. Considering an example of a breakable 
interval ‘I’ having two moments ‘i1’ and ‘i2’ and can be expressed as I = i1 + i2. In real-life 
domains such as business process modelling and healthcare modelling, i.e. patient flow 
modelling use (terminologies) business process and patient’s admission and discharge 
etc.respectively  As described above that process has breakable structure comprised of a 
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few atomic processes presenting relationships between them and can be written here as a 
disjunction of derived temporal constraints DTC = [R(ti, tj) | 1 ≤ i, j ≤ n].   
Definition 6.6 – Derived Temporal Constraint (DTC): The derived temporal 
constraints (DTC) comprised of temporal relations, i.e. R(A), of interval algebra and all the 
possibly derived relations mentioned here in this thesis (chapter 5). These constraints show 
the dependencies between the modelling elements (formally defined) to manage their 
control for their consistent flow, DTC expressed below  
DTC ⊨ R(A)     (Axiom 9) 
Derived temporal constraints employ an inference mechanism that searches through 
all the possible relationships between two modelling elements to determine a consistent 
relation by discarding the rest. I will prove the Axiom 9 using deduction method.  
Assumption: Every temporal constraint present in DTC is also a constraint present 
in R(A). Suppose R(A1) be any constraint of DTC, Therefore, if R(A1) is a temporal constraint 
of DTC then it follows that R(A1) is also a constraint present in R(A), i.e. R(A) ⊨ DTC. 
Axiom. 9 is valid because there exists at least one transitive relation containing in DTC 
and the disjunction of transitive relationships is transitive. Hence the transitive closure of 
DTC is the disjunction of all transitive relations containing in R(A). 
Definition 6.7 – Sub-Process(sP): A sub-process (sP) is a sub-part of a parent 
process and carries the same features as of its parent process (present in the abstract 
process model). It can be defined by a schema; process sP = (A1, DTC1)) is called a sub-
process of a process P = (A, DTC), iff 
A1  A                      (Axiom 10) 
DTC1  DTC                      (Axiom 11) 
So, I can say that  
A  (A  (A  A1)) and  
DTC  (DTC  (DTC  DTC1) 
Now from Axiom. 10 and 11, I could say that (A1, DTC1) is a sub-process ‘sP’ of the 
process ‘P’ = (A, DTC), i.e. sP  P. A sub-process ‘sP’ defined here refers to the sub-process 
terminology of business process modelling (BPM) and diagnosis etc terminology of patient 
flow modelling(PFM) that can be broken down further.  
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Example 6.1: I consider an example of a diagnosis process from an accident and 
emergency (A&E) department of a hospital. As part of treatment concerning a patient, a 
physician examines the patient to assess and diagnostics the patient’s condition or illness. 
However, to diagnose the patients’ problem at hand, a physician may need clinical staff to 
perform diagnostics consist of collecting a blood sample and conduct an ultrasound 
examination. The two examinations span over some length of time including the time clinical 
staff requires providing reports to the physician after their diagnostic completion. It shows 
that diagnosis as a part of the treatment process (primary process) is a sub-process 
represents that the formal definition of sub-process provided here is distinct because it 
describes its clear semantics. Each examination considered as atomic processes 
(unbreakable) with its associated start and finish time (special atomic process). To show the 
abstract process (theory) provided here is sufficient enough to subsume all the relevant 
terminologies used in business process modelling and patient flow modelling. The current 
modelling methods have no mechanism to verify that their constructed models are 
consistent. To fill this gap, I would include a verification system to establish the structural 
properties of the abstract process to authenticating the axiomatic system.   
6.2 Verification 
In this thesis, I would rely on formal verification method ensuring that the developed 
axiomatic system is correct. For this, I require to provide the abstract process (APM) structural 
properties (by formally defining them) and proving that the theory formed in the axiomatic 
system is sound and complete. That means all the enumerated components are precisely 
defined presenting their distinct composition ensuring the abstract model (theory) 
performing accurately displaying non-contradicting derived relations among its’ artefacts 
resulting in a consistent abstract process model (APM). 
By doing so, I will be able to verify the ontologies defined conforming to the 
requirements of the model-theoretic approach for the axiomatic system, i.e, identifying any 
inconsistent derived relation as errors and subsequent removal. In addition, the distinct 
ontological representation provided for the structural properties supported by the theorem-
proving technique facilitates the formal evidence that the design (theory) is correct. 
To summarise the verification procedure for this research, I would include formal 
definitions of structural properties of the abstract process model (axiomatic system), i.e., 
sound and complete, and further proved these definitions by theorem proving (theorem 6.1 
and 6.2 respectively). 
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Definition 6.8 – Abstract Process is Sound: A proof procedure is called sound for 
the abstract process model (APM), if any inference R(A) has been proved from a set of  
derived temporal constraints (DTC) by a proof procedure, such that 
DTC ⊢ R (A)                        (Axiom 12) 
It follows logically from DTC, i.e., Axiom. 9 (DTC ⊨ R(A)). 
Definition 6.9 – Abstract Process is Complete: A proof procedure is called 
complete for the abstract process model (APM), if for any inference R(A) that follows logically 
from a given set of derived temporal relations available in DTC, i.e. Axiom 9 (DTC ⊨ R(A)), 
the proof procedure can prove R(A), i.e., DTC ⊢ R(A).  
Now, I will follow a proof procedure presented in [Konar, 1999] providing two 
theorems to prove the soundness and completeness of the abstract process model (APM) 
defined here. 
Theorem 6.1 – Abstract Process Model is Sound:  
Proof: Given a set of derived temporal relations DTC and a goal R(A). Suppose, we 
derived R(A) from DTC by the resolution theorem. Therefore, it can be written as DTC⊢R(A). 
I want to prove that the derivation is logically sound, i.e., DTC ⊨ R (A).  Let us prove the 
theorem by the method of contradiction. So, I presume that the consequent of Axiom 9 is 
false, which means DTC ⊨  R(A). Thus, R (A) is satisfiable or true. To satisfy it, I assign 
truth values to all the temporal constraints present in R(A). Now, I claim that for such 
assignment, resolution of any two derived relations from DTC will be true. Thus, the resulting 
derived temporal constraint even after exhaustion of all possible derived temporal relations 
through resolution will not be false. Hence, DTC ⊢ R(A) is a contradiction. Thus, the 
assumption DTC ⊨  R (A) is false. Consequently, Axiom 9 holds, i.e., DTC ⊨ R(A) and 
proves that the abstract process is sound. 
Theorem 6.2 – Abstract Process Model is Complete:  
Proof: Let R(A) be a formula such that from a given set of derived constraints DTC, I 
have DTC ⊨ R(A) which means R(A) can be logically proved from DTC. Therefore, I must 
show that there exists a proof procedure for R(A), i.e., DTC ⊢ R(A). 
I shall prove it by the method of contradiction, let assume DTC ⊢ R(A), i.e., Axiom 12, 
is not true (false) that means DTC ⊢  R(A). In other words, R(A) is not derivable by a proof 
procedure from DTC. Similarly, there does not exist a set of derived temporal constraints 
DTC1 i.e. DTC1  = DTC ˅ R(A) is unsatisfiable. Now I employ the ground resolution theorem 
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as given in [Konar, 1999] that states “if a set of ground derived relations is unsatisfiable then 
the resolution closure of those derived constraints contains the ‘false’ derived relations. Thus 
as DTC1 is not true, the resolution closure of DTC1 yields the null derived relation, which 
causes a contradiction to DTC ⊢ R(A). Hence the assumption is wrong and holds DTC⊨R(A) 
(Axiom 9). Therefore, it proves that the abstract process is complete. 
6.3 Validation 
In real life, whenever a system is represented through a model, the question 
concerning whether the constructed model truly captures the system. In this thesis, 
validation procedure ensures that a correct real-life implementation (instance) of the abstract 
process model (APM) exists meeting all the needs and expectations of the model-theoretic 
approach (where theory represents the abstraction and model represents the real-life 
application). In this way, I can determine the axiomatic system developed has the practical 
value when considering it for commercial use.   
So far, the definitions of the abstract process model (APM) containing atomic process, 
special atomic process, business process (BP), sub-process and derived temporal 
constraints given in the previous sub-section have been abstract (theoretical) but verified. 
Now, to determine the validity of the axiomatic system ensuring that the abstract process 
model (APM) and its components must have their corresponding concrete realisation as its 
real-life interpretation. The abstraction of the theory (abstract process) provided may be 
taken as either process type or process class and corresponding real-life interpretation 
considered as process token or process instance respectively.  
The above discussion emphasis on the need of interpretation function, therefore, I 
provide the translation function (by formally defining it) that would facilitate mapping of theory 
to model, type to token, or process class to the process instance. Importantly, from here 
onwards, I may refer to the abstraction as theory, i.e. abstract process (APM) and the 
interpretation as ‘model’, i.e. its concrete world realisation (APMR). With the provision of 
mapping (translation function), an application in real-life (model) selected in such a way that 
the provided axioms are true propositions to construct a consistent abstract process proving 
that its implementation is validated. 
In addition, translation (interpretation) function would facilitate a distinct mapping of 
abstract process model constituents individually ensuring an instance exists for each of its 
core elements described in APM. However, it can also be implied that the translation function 
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provided ensures that the abstract process model core artefacts represent formal ontology 
to UML-AD and BPMN core modelling terms (real-life model) specified in chapter 4. 
Definition 6.10 – Translation Function (): To translate an abstract process model 
(APM) and its components, I need to establish that there exists a corresponding instance 
using the translation function.  
Theorem 6.3 – Translation: For any interpretation ‘p’ of the abstract process model 
(an axiomatic system developed in this thesis) there existed a corresponding unique 
instance pR and expressed as (p) → pR. 
Proof: An abstract process has respective occurring time element and associated 
duration. Using translation function, for all of the abstract process constituents including time 
elements t and duration assignments Dur(t)m there must exist exists an interpretation  such 
as time instance tR and duration assignments instance Dur(tR) respectively. Thus, in general, 
the above translation can be expressed as   
(t)  Dur((t)  tR  Dur(tR)   (Axiom 13) 
Definition 6.11 – Abstract Process (Instance): An abstract process (APM) 
expressed as a triad of (a, t, Dur(t)) where aA, tT and Dur(t)Dur(T) and there exists a 
translation function  to its corresponding instance (APMR) from real-world that can be 
expressed as:  
 (a, t, Dur(t)) → (aR, tR, Dur (t(aR))) where Dur (t(aR))  {R∪R+} (Axiom 14) 
The translation of abstract process duration assignment Dur(t(aR)) into Dur(tR) 
represents the real duration assignment associated with the occurring process element (that 
could be either special atomic, atomic or process). Therefore, the Axiom 14 expresses an 
instance of the abstract process model. It is important to note that the existence of the real-
world interpretation ensures automatically the temporal consistency of the abstract model 
itself. 
Definition 6.12 – Atomic Process Instance (APR): Using Theorem 1, for an atomic 
process aP there exists a unique instance of it represented as aPR. Therefore, this translation 
would facilitate in mapping the abstract occurrence of the atomic process (formal) to the 
real-world occurrence represented as action/task spanning over a time moment 
(unbreakable interval) bearing some positive duration expressed as 
aPR  APR, t(aPR)  tR →  Dur(t(aPR)) R        (Axiom 15)  
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Since each atomic process instance is distinct, therefore, for an atomic process 
instance aPR, I impose that: 
Dur (t(aPR) ˃ 0))  (Axiom 16) 
Definition 6.13 – Special Atomic Process Instance (ASPR): The translation of the 
special atomic process belonging to the abstract model provides a mapping to its instances 
notated in real life as events bearing no or zero duration representing stamp. Again, using 
duration assignment Dur(t), I can determine the length of the special atomic process 
instance (event) that is: 
Dur (t(aSPR)  R+         (Axiom 17) 
Since each special atomic process instance is distinct, therefore, for any special 
atomic process instance aSPR, I impose that: 
Dur(t(aSPR) = 0      (Axiom 18)   
Definition 6.14 – Business Process(BP) Instance (PR): A BP instance PR (AR, 
DTCR)) of the BP ‘P = (A, DTC)’ present in the abstract model is an actual realisation. 
Therefore, using the translation function collection of atomic processes ‘A’ present in the P 
expressed as  (A) → AR  
In addition, the set of derived temporal relations between the atomic processes within 
a process ‘P’ of the abstract process model can have its real-life interpretation using 
translation function  expressed as (DTC) → DTCR. Therefore, I define DTCR as  
ti,tjt (DTC (ai, aj)DTC → DTC((ai),(aj))  DTCR          (Axiom 19) 
Hence, for a concrete BP expressed as ‘PR’ to be an instance of the abstract business 
process ‘P’, I must be able to establish the mapping  ‘’ by translating all the derived temporal 
relations from the abstract model into a real-world model. That is achieved by satisfying the 
abstract model’s sequencing constraints within its corresponding real-world instance, i.e. 
PR=(AR, DTCR) must be temporally consistent. This definition provides formal semantics that 
may also refer to the terminologies Activity (UML-AD) and process (BPMN) from the real-
world. 
Definition 6.15 – Derived Temporal Constraint Instance (DTCR): The instance of 
abstract model’s derived temporal constraints can be expressed by representing derived 
relationship instances between process elements A and B (that may either be a special 
atomic process, atomic process or process) can be written as  
DTCR(AB) = {DTCR1(AB) ˅ DTC R2(AB),….. DTC Rn(AB)}  (Axiom 20) 
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The axiom 20 mainly based on the logical representation of the derived constraints 
as given in chapter 5 utilising all subsets of relations present between two intervals, two 
points, a point and an interval and an interval and a point) to determine a valid derived 
temporal relation between process elements A and B.  
In order to control the flow between given modelling artefact instances and achieving 
valid and consistent derived temporal relations between them, I would use two binary 
operations, i.e. intersection and composition, of the set theory denoted by ⊕ and ⊗ 
respectively. If intersection ‘⊕’ used for derived temporal relation between process elements 
A and B written as DTCR1(AB) ⊕ DTC R2(AB) then it must establish a resultant derived temporal 
relation which is a valid and consistent instance. If ‘⊗’ operation used to represent the 
composition between derived temporal constraint instances expressed as DTCR1(AB) ⊗ 
DTCR2(AB) then resulting derived temporal relation must be a valid relation that may present 
in a set of derived temporal constraint (shown in figure 5.1) between two temporal objects 
associated with the abstract process model constituents’ instances. It is assumed that either 
of the operations would result in a consistent and valid derived temporal relation instance. 
In addition, these operands used to show the functioning of real-world branching (BR), i.e. 
⊕, and parallel(CN) behaviour, i.e. ⊗, respectively, assisting the occurring instances to hold 
the sequencing constraints present in the abstract process model. For example, two process 
instances a1 and a2 considered have positive breakable length representing their duration 
(intervals) then the application of binary operands defined above can be utilised to show 
their functioning as: 
DTCR1(a1a2) ⊕ DTCR2(a1a2)  →  a  (a1 ∧ a2)]    (Axiom 21) 
DTCR1(a1a2) ⊗ DTCR2(a1a2) → c ( a  a1 ∧  b  a2] ∧ a ∨ b = c (Axiom 22) 
These operands would facilitate the branching and forking behaviour of the abstract 
process model instance described here.  
Definition 6.16 – Sub Process Instance: To define a unique interpretation of sub-
process (of the abstract model) P1 = (A1, DTC1)), there must exist two or more than two 
unique atomic process instances in the respective instantiation. The translation of sub-
process is written as (A1, DTC1) → (A1R, DTC1R) and it is formally expressed in Axiom 23 
below. 
 ti, tj  DTC1, →  (aiR, ajR))  DTC1R          (Axiom 23) 
A sub-process is a part of a parent abstract business process which is consistent 
therefore, its real-life interpretation is sound and complete. Accordingly, it must be 
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temporally consistent that satisfies the sequencing constraints specified in the subprocess 
of the abstract model, i.e. P1R= (A1R, DTC1R). 
6.4 Summary 
This chapter takes the lead from the discussion provided in the chapters 2-5 in which 
a foundation laid out by identifying the necessary artefacts that are used most commonly by 
UML-AD and BPMN associated with the temporal objects of the point and interval temporal 
logic (PITL) to develop the phase II (axiomatic system) of the framework. In addition, the 
phase II of the framework developed based on the knowledge provided in the previous 
chapters to empower the modellers with a certain number of modelling artefacts 
(enumeration) that have precise ontology (semantics) to construct a general business 
process avoiding confusion provided by the commercial business process modelling 
standards.  
Another reason to develop this framework is to address the problems faced by the 
industry due to the intuitive nature of both the standards. That led stakeholders to construe 
the meaning of the used artefacts hindering the consistent generation of the process models 
and takes longer to come to an agreement between them. Therefore, in this chapter, I have 
provided the axiomatic system (contribution to the knowledge) developed comprised of the 
enumeration of the modelling artefacts supported by formal definitions using first-order logic. 
The listed enumeration associated with the temporal objects of phase I of the framework 
facilitating the construction of a typical business process. 
In a systematic way, utilising model-theoretic approach adopted, abstract process 
representing theory (knowledge base) developed having certain number of modelling 
artefacts (abstract) associated with the temporal objects of the PITL i.e. point, interval, 
moment and temporal constraints. The enumerated artefacts (special atomic process, 
process, sub-process, atomic process and derived constraints) of the axiomatic system 
formally defined using first-order logic providing formal semantics (contribution to the 
knowledge) which are missing in both the process-modelling standards (UML-AD and 
BPMN). 
The axiomatic system developed further required to be verified and validated. To 
verify, I have adopted a formal procedure by proving the theorems to establish that the 
developed axiomatic system (abstract) is structurally sound and complete. Therefore, I have 
provided formal definitions for sound and complete features of the axiomatic system based 
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on model-theoretic approach utilising resolution theorem to determine its correctness. That 
is determined by establishing that all the inferred temporal relations among the enumerated 
artefacts (abstract) are not contradicting.   
The next step after axiomatic system verification was its validation. After the 
development of the theory (axiomatic system), the model-theoretic approach required its 
real-life implementation to show its explicit instantiation. Similarly, a subsequent set of 
instances of the abstract process model artefacts provided supported by formal definitions. 
Furthermore, a translation was required for the abstract model (theory) to its real-life 
instances to validate the axiomatic system. Therefore, a translation mechanism (applied 
mathematics) provided to map (formally defined) abstract modelling artefacts (theory) to 
their instances that may class them as a real-life model. 
In addition, the phase II of the framework provides contribution to the knowledge by 
providing formal semantics to the business process modelling standards’ (UML-AD and 
BPMN) most often used terminologies, which was missing in their standard documentation 
Other contribution to the knowledge include verification and validation of the axiomatic 
system, however, modelling standards failed to provide such mechanisms resulting in 
construction of inconsistent models and no procedure to verify that they are incorrect.  
The logical foundation provided in this chapter has the power to be represented 
graphically through an appropriate and relevant graphical technique that supports the 
axiomatic system and has provision to accommodate the point and interval logic presented 
in here in this thesis. Therefore, to authenticate that that instance provided of the abstract 
process model is valid, I would require to graphical represent the instantiation of the abstract 
process to ease the modellers’ life to construct the consistent process models, if they choose 
to use the method developed in this thesis. The next chapter will discuss the visual 
representation of the axiomatic system using a formal but simple to use graphical technique 
containing simple graphical constructs, i.e., vertex and arc. 
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Chapter 7 Enactment 
Process enactment using the graphical tool considered a vital constituent of business 
process management that determines the effectiveness of process description and its 
design. PITL based axiomatic system which is verified and validated in the previous chapter 
and now require its graphical representation to establish its working in the real-life (process 
execution) concerning time-sensitive issues. For this research, I would consider the 
enactment procedure to address two important issues faced by the industry regarding 
business process modelling that are the graphical representation (of the axiomatic system) 
and the second issue is relating to process planning and scheduling. The next sub-sections 
would be answering questions such as how the abstract process model instance visualised 
and scheduled for further optimisation. 
7.1 Visualisation 
To represent the abstract process (system specification) visually in the form of Point 
interval temporal logic (PITL) statements, I would rely on a graphical tool known as point 
graph  (PG) presented in [Zaidi, 1999]. That is formal, use a simple node and edge notation 
and its foundation based on PITL in expressing business process modelling temporal 
perspective. For the readers’ convenience, I have provided its definition here. 
Definition 7.1 – Point Graph (PG): is comprised of a tuple (V, EA, D, T). ‘V’ constitute 
a set of vertices. ‘EA’ is a union of edges between two vertices to represent temporal relation 
“Before’ i.e. ‘E’, and “Precedes” i.e. ‘E≤’, shown as solid edge or dotted edge respectively. 
‘D’ represents the duration between the vertices, where each vertex represents a timestamp 
”T”.  
In addition, for every V, there exists a pre and post set expressed either as ●v or v● 
to represent an entire set of the nodes having edges either starting from or completing at 
them. Moreover, to start and end a PG flow can be visually represented by its corresponding 
source and sink nodes notated as Vin and Vout respectively connecting to all nodes (Vi’s) by 
less than equal to edge. PITL allows the assignment of the precise duration of the intervals 
to specify the length and points (stamps) representing exact time of happening only if known. 
It is a possibility that due to changes in the specification of a system may result in the altered 
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PG [Rauf & Zaidi 2001]. This step ensures the validity of the process instance having no 
errors within the modelled process instance.  
In addition, using PG to model the instances of the abstract process ensures that the 
framework developed in this thesis serve as the logical foundation for the real-life business 
process modelling standards and assist in modelling both the business processes and 
patient flows. Keeping this in mind, for this research, PG requires a mechanism to represent 
the abstract model instance (denoted as APMR) in which every instance is unique. Therefore 
I provide a matching rule mechanism establishing that all the PG rules are adapted and 
further expanded to accommodate the axiomatic system modelling artefacts. 
Definition 7.2 – Rules Matching (RM):    To define rules matching, I could consider 
a process instance PR with distinct starting and ending nodes i.e. special atomic processes. 
However, each time element “t” represented as an edge in PG to express its duration (if 
known). Therefore, I assume that all process instances of the axiomatic system have named 
graph structure within a PG defined as a tuple RM = (APMR, PG). Where  
APMR = {PR1 ∨ PR2 ∨,…… PRn}     (Axiom 245) 
 ‘APMR’ represents a collection of names of the process instances comprised of 
special atomic processes, atomic processes identified by the attached time element, its 
duration and the relationship as between them defined in chapter 6. Where PG has a 
graphical structure defined above as (V, EA, D, T). Therefore, I enforce that ‘V’ represents 
all the nodes within a system specification expressing the knowledge about all the process 
instances (unique) bounded by their source and sink nodes (special atomic process 
instances) labelling them with the corresponding literals. However, the relationship between 
nodes (process instances) determined by their edges (EA) showing their corresponding 
length (D) associated with the time element (T). In this way, PG is extended with the rule 
matching mechanism. In addition, extension to PG enables to represent the axiomatic 
system establishing a pair of nodes representing the atomic process (AP) where edge in 
between represents the time element (T) expressing its duration (Dur). Importantly, the initial 
node of the atomic process (AP) represents a special atomic process (ASP) by establishing 
AP start point (stamp) and corresponding end node represents the endpoint associated with 
the atomic process (AP).  
Furthermore, PG does not provide a formal definition for concurrent behaviour (only 
describe them intuitively) representation as required by the real-life modelling of complex 
processes such as branch and join mechanism. However, the axiomatic system is equipped 
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with such mechanism (binary operations ⊕ and ⊗ denoted as ‘BR’ and ‘CN’). With the help 
of such facility, PG is extended to unfold the graph for possible branching and concurrency. 
Therefore, the rules matching the concurrent graphical representation of the abstract 
process instances are given below: 
V = {Vin Vout} ∨ PR ⊕ {DTCR  EA,  (DTCr1, DTCr2, DTCr3) ∧ (PR1 ⊗ PR2) ≠ ∅} (Axiom 26) 
EA = PR1 ⊗ PR2 ∨ {DTCR  EA,  (DTCr1, DTCr2) ∨ {Vin Vout} (Axiom 257) 
A general graphic representation of a process instance PR expressed as Vi and 
shown below in figure 7.1. 
 
Figure 7 1 PG* representation of Branch /Join 
Hence, the extension provided here for PG supports the extended PITL, it follows 
that all analytical mechanisms operate for extended PITL and PG without any change. 
Therefore, from here onwards I would be using PG* instead of PG. 
7.2 Analytical Support 
Business logic adopted here has a unique edge over existent applied logics in the 
business process modelling. The definitions provided presents precise structure that can be 
associated with the terminologies used in the practical modelling techniques expressing the 
consistent business process behaviour. In other words, precise definitions provide a 
structure where behavioural rules match decision rules. For example, processes associated 
with intervals considered semi-open(typed point), and relationships between them served 
as derived temporal constraints to establish the different behaviours determined by the PITL 
inference mechanism. The axiomatic system has the flexibility to specify both the absolute 
temporal information and relative temporal relationships concerning the process instances. 
With this provision, modellers are better equipped to express the organisational behaviour 
and improving their decision-making ability concerning a specific operation. This can be 
explained the example 7.1 below. 
Example 7.1: Axiomatic system based on extended PITL assists in expressing 
relative temporal information between process instances. Let’s consider a process instance 
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X overlapping another process instance Y and visually represented using PG*. Where X and 
Y are the process instances of the abstract model. Therefore, their relative relationships are 
shown below in figure 7.2.  
 
Figure 7 2 Overlapping process example 
Additionally, a PG* can represent absolute information, if known to show the duration 
of the process instances and special atomic process (stamp) instances shown in figure 7.3 
below 
 
Figure 7 3 Quantitative (temporal) information representation 
Figure 7.3 illustrates both relative and absolute temporal information where “LT” 
refers to less than and “LE” refers to less than equal to relative relation using extended PITL 
statements.  
The axiomatic system based on extended PITL supported by PG* through its 
inference mechanism in finding the undirected paths within a process model instance. In an 
attempt to represent a consistent diagrammatic representation of a process instance, I will 
use the three algorithms (unification, branch and join folding) of PG so to establish the 
applicability of the technique to the axiomatic system. 
Definition 7.3 – Unification: The unification algorithm in [Zaidi and Wagenhals, 
2006] can be adapted here by considering the two vertices (process instances) such that vi 
= [ai;...;an] and vj = [aj;...;am]. If ak is another vertex to represent a temporal point (special 
atomic process instance) which exists as ak ∈ [ai;...;an] and ak ∈ [aj;...;am] then vi and vj are 
joined together into a single composite vertex [vi; vj]. This unification algorithm of PG* would 
result in the redefinition of EA establishing derived temporal relations between them. 
Example 7.2: To illustrate this, I consider two process instances X and Y with 
quantitative temporal information; for duration of process instance X represented as [sX, eX] 
= 20 and process instance Y duration as [sY, eX] = 20 shown in figure 7.4. 
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Figure 7 4 Unification 
After unification, the graph inspected again for any branch and join edges of 
corresponding vertices to check if any folding is required. 
Definition 7.4 – Branch Folding: This algorithm infers new temporal relations 
among process instances after the analysis of the known relations with respect to their 
absolute temporal values. Branch folding only exists if,  vj, vk vi●. There are three 
possibilities of this algorithm which are shown in figures 7.5 – 7.7 below 
 
Figure 7 5 Branch Folding algorithm I 
 
Figure 7 6 Branch folding algorithm II 
The third possibility arises If ‘vi’ having several outgoing edges of the identical 
category (LT or LE) to vj but exclusively LT edge is retained, to express its corresponding 
duration, and rest are removed. Accordingly, PG* is updated. But it is possible that not all 
edges have duration specified that may not result in a PG* without an outgoing branch.  
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Figure 7 7 Branch folding algorithm III 
Definition 7.5 – Join Folding: It is defined as  vj, vk  ●vi. This algorithm has three 
possibilities, the first two of them are shown in figures 7.8 and 7.9 below 
 
Figure 7 8 Join Folding algorithm I 
 
Figure 7 9 Join folding algorithm II 
The third possibility exists If vi has several incoming edges of the identical category 
(LT or LE) to vi but exclusively LT edge is retained to express its corresponding duration 
and rest are removed. Accordingly, PG* is updated. Importantly, this condition becomes 
unnecessary in case branch folding is implemented prior to join folding. To fully fold a PG*, 
an application of branch folding followed by join folding is required.   
  
114 
 
Example 7.3: Considering the following scenario where a process instance A 
overlaps process instance B with the given duration [sA, sB] = 20, duration [sB, eA] = 15, 
however, there is a process instance C overlaps process instance A; duration [sC, sB] = 10, 
duration [sB, eC] = 15. Using PG*, the above scenario can be shown in figures 7.10. 
 
Figure 7 10 Process instance (using PG*) 
 With the application of three algorithms, i.e. unification, branch folding and join 
folding the above PG* can be transformed shown in 7.11-7.13 
Unification 
 
Figure 7 11 Process instance after unification 
Branch Folding 
 
Figure 7 12 Process instance after branch folding 
Join Folding 
 
Figure 7 13 Process instance after join folding 
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Figure 7.13 graphically represents the new inferred relations such as ‘process 
instance C finishes process instance A’ and duration is [sA, sC] = 10. The axiomatic system 
using inference mechanism to perform a simple search i.e. eight searches on the PG* to 
find unspecified relations between the two special atomic process instances (start/end) 
associated with a process. This search ensures a path between the two process instances 
with all possible (relations) edges associated with a duration that corresponds to ‘Dur’ 
function of the axiomatic system. On one hand, the inference mechanism may result in errors 
or inconsistent PG* because of erroneous information provided in the specification. On the 
other hand, consistent PITL information guarantees to return valid assertions. For readers’ 
convenience, I am providing the inconsistency definition presented in [Zaidi, 1999]. 
Definition 7.6 – Inconsistency: It is defined by a set of inferred statements that they 
cannot all be satisfied concurrently and considered inconsistent as shown in figure 7.14. 
 
Figure 7 14 Example of an Inconsistent PG* 
However, the inconsistent absolute temporal values present in the system 
specification may either deter the PG* folding or produce invalid PG* formation. For 
instance, several edges with differing absolute temporal values are found while folding a 
PG* then the PG* construction is paused to report the error. After clearing the inconsistency 
(possible cycles), PG* is inspected again using the path-search algorithm [Ma, 1999] to 
search for all the possible paths with consistent information. The next step is to have a 
consistent PG* that is further folded (folded PG* is used for deriving new facts). 
7.3 Scheduling 
Process instance execution graphically represented using PG* supported by the 
temporal view facilitating not only better process planning but also offer scheduling 
mechanism. Generally, PITL statements used to specify a system/model that then 
transformed into a corresponding PG*. To assist with process planning, modellers construct 
the precise process structure graphically using PiTL statements based on what-if analysis 
specifying the system structure and its possible behaviour. And, in case any changes made 
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in the initial specification of the system design that can easily be accommodated by 
amending the existing graph rather regenerating the PITL statements and PG* from scratch. 
Because the PG* presents the axiomatic system elements’ coupled with their associated 
temporal knowledge (absolute and/or relative temporal information). Furthermore, the 
provision of PITL inference mechanism makes PG* a powerful analytical tool for modellers 
to examine the constructed model for any inconsistencies. 
PG* specification offers scheduling feature to construct an efficient process model 
that best suits the needs of an organisation. It is achieved by designating three parameters 
(time values) to each PG* vertex. Two runs of Forward* and Reverse* algorithms applied on 
a PG* to find these values. These values facilitate in analysing a PG* while executing the 
axiomatic system graphically to determine the critical process instances and operational 
constraints termed here as applied constraints1-4. Applied constraints are used to assist in 
model instance enactment to find out how flexible a process can be concerning the time 
specification presenting the process i.e. earliest time (Ev),  Late and Latest times (Lv & Tv). 
These parameters mentioned in [Zaidi and Wagenhals, 2006] and used here to execute the 
axiomatic system.  Where  ‘Ev’ represents the smallest stamp values associated with a 
special atomic process that captures the preceding processes earliest occurrences needing 
a PG* forward traversal from its source node (by default it has a ‘0’ value). Forward* 
algorithm is shown below in fig. 7.15 
 
Figure 7 15 Earliest Time (EV) algorithm 
However, ‘Lv/TV’ describes the special atomic process with a largest time stamp that 
captures the proceeding processes’ earliest (latest) time values as shown in fig. 7.16. 
Reverse* algorithm with two passes to count the ‘Lv/TV’ respectively on a PG** from sink 
node (by default, its value equals to special atomic process earliest timestamp) 
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Figure 7 16 Late/Latest Occurrence Time (LVTV) 
PG* facilitates the axiomatic system (process instances) graphical representation on 
a timeline specifying when it should occur. Furthermore, it provides an aid to determine the 
useful information that could be helpful for planning, for example, a delay without hampering 
process completion time, process earliest start time and identifying critical processes, etc. 
In addition, the three algorithms adopted in PG* earlier in the chapter (unification, branch 
and join folding) would make provision for scheduling of activities. Hence, PG* additional 
capabilities compared with the current operational research methods (such as program 
evaluation and review technique (PERT) and critical path method (CPM) presented in 
[Moder and Philips, 1970], has edge in expressing precise duration, stamp, and can further 
reason concerning a constructed process model.  
Moreover, the above definitions present constraints on the process instances 
concerning their start and end. So, for a non-critical process, [As Ae] TV (Ae) represents the 
latest completion time of special atomic processes (start and end) of a path with less than 
(LT) arcs only. Therefore, for the clarity and readers’ convenience, I would describe the 
critical process, float and stretch float below. 
Deﬁnition 7.7 – Critical Process: A process is critical iff:  
a) there is a delay in a process initialisation causes the delay in its completion time, 
i.e. 
i) for a special atomic process ASP, EV = TV; 
ii) for an atomic process (moment) [As, Ae], where As, Ae ∈ AP, EV (As) = TV (As) and 
EV(Ae) = TV(Ae), or 
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b) A critical atomic process (moment) links with another critical atomic process using 
either ‘meets’ or ‘met by’ relation. Similarly, a critical special atomic process 
‘starts’ and/or ‘finishes’ atomic process of a similar type, or  
c) A process parametric time values do not ensure its earliest (latest) completion, 
i.e. [As, Ae], EV(As) + D(Ae -As) < EV(Ae), or TV (As) + D(Ae - As) < TV (As). 
From (c), it is clear that a system specification providing certain process start and 
completion time only, ensuring the preceding and proceeding atomic process timings. 
Therefore, there is no delay specified in a critical process. However, keeping in mind while 
planning, sometimes the absolute temporal information concerning a process instance is not 
exact and specifies time changing behaviour of the system. These constraints are defined 
below: 
Deﬁnition 7.8 – Applied Constraint 1 (AC1): It specifies the variance between the 
maximum time available for an instance (process) to perform and its duration to specify 
process lateness constraint. A process instance can be delayed either from its start or finish 
time (relative). This constraint determines the enactment of a process instance start(late) 
time and still complete it by the specified finish time. AC1 can be applied to special atomic 
processes and processes(atomic processes). Without the knowledge of completion time of 
a process instance, AC1 may be impossible to schedule the process. For a special atomic 
process aSP the AC1 = TV
 
- EV, and for the process [As, Ae] the AC1 = TV (Ae)
 
- EV(Ae)
 
(= TV 
(As)
 
- EVs). 
Deﬁnition 7.9 – Applied Constraint 2 (AC2): It is deﬁned by ensuring that all the 
process instances of a process model initialise as soon as they can provide the maximal 
time available over its length. AC2 for a special atomic process aSP the AC2 = LV
 
- EV, and 
for a process(atomic process) [As, Ae] the AC2 = LV(Ae)
 
- EV(Ae)
 
(= LV(As)
 
- EV(As)).  
Bear in mind, these constraints specify non-critical process instances. And a critical 
process instance with the application of AC1 and AC2 would be equal to 0. additionally, there 
is another constraint that may apply to the axiomatic system to schedule process instances 
and defined below. 
Deﬁnition 7.10 – Applied Constraint 3 (AC3): This constraint specifies the actual 
duration of a process instance and its required duration. For a critical process [As, Ae] AC3 
is deﬁned as the maximal time available for the length of a process instance start(earliest) 
‘As’ and completion (earliest) ‘Ae’, i.e. latest. Therefore, an AC3 for a process instance A 
would be   
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AC3 = E(Ae) – E(Ae) − D(Ae - As) or T(As) −T(As) − D(Ae - As) 
The AC3 constraint if present, then it would provide the following possibilities to a 
plan:  
a) For a critical process [As, Ae], iff:  
L(As) + D(Ae - As) = E(Ae) or T(As) + D(Ae - As) = L(Ae) or T(As) + D(Ae - As) = 
E(Ae). Then, the process is scheduled.  
b) A process instance T(As) + D(Ae - As) < E(Ae): in spite of the latest process 
initialisation it would complete earlier than expected by some of previous atomic 
process instances. Although its completion time delayed to its excess time 
available (after its start), hence it is delayed.  
c) For a process instance that does not satisfy any conditions mentioned above then 
the process needs to extend the start to complete time for a process plan.  
There are other constraints that could be utilised to specify the lower and upper 
bounds concerning a system plan. PG* accommodates such constraints depicting the 
available knowledge by using a virtual node that has no temporal knowledge. Therefore, it 
has no effect on the system specification. 
Deﬁnition 7.11 – Applied Constraint 4 (AC4): AC4 is defined to allow lower and 
upper bounds on the special atomic processor on the duration of the process (atomic 
process). To specify AC4 concerning lower bound on a special atomic process to start, it can 
not occur other than the specified time. Similarly, AC4 constraint for upper bound on a special 
atomic process instance refers to a specified time of occurrence as shown in figure 7.17.  
 
Figure 7 17 Lower and upper bounds (special atomic process) 
If AC4 for atomic process(process) instance applied then it would only perform only 
within the time assigned shown below in figure 7.18. 
 
Figure 7 18 lower and upper bounds (process) 
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Figure 7.17 shows the lower bound (no earlier than start) on a special atomic process 
instance with a stamp which is p ≥ 100 and upper bound (no earlier than complete on a 
stamp which is p ≤ 200. Where figure 7.18 illustrates lower and upper bounds on process 
instances. The axiomatic system has a complete map to PG* by representing special atomic 
process, atomic process and process concerning a high-level process instance enactment. 
In real life, there are stakeholders’ requirements to model a detailed process model 
specifying granularity attached. In the next sub-section, will discuss this issue. 
7.4 Low-Level Abstraction 
The axiomatic system developed here has the capability to express granular details 
concerning abstract process model instance. To facilitate its graphical representation 
displaying the consistent and detailed process instance, I will rely on hierarchical point graph 
(HPG) [Ishaque et. al., 2009]. Because it has the mechanism to breakdown the PG* 
(representing a process instance) further exhibiting its sub-parts(sub-process instances) 
with greater detail. For readers’ convenience, I will provide HPG* definition below  
Definition 7.14 – Hierarchical Point Graph (HPG*): HPG* has similar 
characteristics as of PG*, and defined as a pair (PG*, M). PG* is defined earlier where ‘M’ 
describes extended relations between vertices from PG* to HPG* so M = {((x, y), HPG*xy) | 
x, y ∈ V}. It also establishes that PG* has no pathway directly from y to x and HPG*xy has 
detailed path.  
HPG*s also plays a pivotal role in supporting planning by specifying several sub-
process instances concerning a high-level process instance. It also assists in reducing the 
overall plan development time by presenting verified sub-process instances expressing the 
arbitrary levels with greater detail. Please note that showing the granular details of the 
process instance achieved by substituting the process instance drawn in PG* with several 
atomic process instances using HPG*. It follows a flexible and dispersive modelling 
approach where vertices are labelled with times (if known) that blend different abstraction 
levels to represent multiple sub-process instances within a process instance.  
Example 7.4: A high-level generic process instance to represent a fictitious patient 
flow comprised of a set of process instances and corresponding absolute and relative 
temporal information. Table 7.1 list 5 process instances with corresponding duration and 
temporal facts. 
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Process Symbol Duration PITL 
A 7 A meets B 
B 7 - 
C 7 C precedes B 
D 7 C meets D 
E 14 eE precedes eD 
Table 7 1 Constraints (Example) 
Figure 7.19 transforms the natural language presented in table 7.1 expressing patient 
flow example graphically using PG*. 
 
Figure 7 19 Example patient flow 
However, with the further patient flow information added to the system specification 
indicating the existing process instance has further details added to the high-level patient 
flow establishing its sub-levels. The additional details extended the initial specification 
provided graphically represented using HPG*. Considering the example 7.4, in which a 
process instance A assumed to be (presented in the figure 7.19) decomposable further into 
two added atomic process instances that may constitute the sub-process instance of the 
given patient flow model, shown in figure 7.20.  
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Figure 7 20 Subprocess example using HPG* 
The above example illustrates the hierarchical arrangements in which the process 
instance A is replaced by two atomic process instances constituting a subprocess instance. 
It is important to note that where the duration of the process instance not specified then it 
can be calculated for its HPG*. However, in case the duration of the process instance 
specified then it is required to be higher or equal to the completion time of sub-process 
instance. 
7.5 Summary 
This chapter discussed the enactment of the axiomatic system. The execution 
procedure considered for this research is unique compared with business process modelling 
standards. Because it presents two hugely important requirements of the industry that is a 
concise graphical representation of the conceptual schema supported by scheduling 
mechanism for optimisation. Both facilities are not present in both UML-AD and BPMN and 
make the method presented in this thesis more attractive for its impact on the overall 
business process modelling.  
It was desired by the industry to have a precise graphical tool to ensemble the 
consistent business processes and avoids unnecessary complexities of graph based 
modelling approaches such as Petr Net. Therefore, I have chosen a graphical tool known 
as PG based on simple node and edge supported by algorithms utilising natural language 
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to graphically depict the process and associated qualitative and quantitative temporal 
constraints. That is extended for this research and known as PG* to meet the needs of the 
industry and facilitates in representing the axiomatic system graphically.  
The pictorial representation supported by the three algorithms (unification, 
branch/join folding) ensuring the viable but correct path supported by the PITL inference 
mechanism determining new (but consistent) flows. In addition, the consistent path 
determined by PITL inference mechanism clearly indicates the process boundaries enabling 
a continuous path which is correct. 
Moreover, modellers can plan efficiently with the support of the explicit concepts (and 
corresponding graphical elements). That can further be used along with the scheduling 
algorithm provided in PG* to achieve optimised model. However, UML-AD and BPMN 
insufficiently equipped to provide such a mechanism. Understandably, they are behavioural 
modelling techniques but managing organisational operations is required by the industry 
that can only be achieved if such (planning and scheduling) mechanisms embedded within 
the schema for improved communication.  
Similarly, PG* comprised of applied constraints assist in the project planning to 
identify float and slack times for better performance. These constraints when applied assist 
in re-drawing PG* to accommodate real-life scenarios where changes occur and project 
structure is affected. Therefore, the effort of re-drawing PG* takes place as many times as 
the changes occur during the project so that a consistent model can be drawn. These 
constraints further facilitate scheduling if the absolute times are provided for individual 
activities of the process instance. Furthermore, PG* diagrammatically represent a better 
plan and schedule the involved process instances to complete an operation within a given 
budget and time. 
The method proposed also facilitates a consistent representation from high to low-
level process instances. PG* used to graphically represent high-level process instances 
though hierarchical PG* used to construct models with low-level process instance 
representation. Therefore, the framework developed in this thesis has provided a methodical 
approach by providing formal semantics for the enumerated modelling artefacts of the 
axiomatic system that are fully aligned with the core terminologies and constructs used in 
UML-AD and BPMN, and is general enough to subsume both the graphical standards (UML-
AD and BPMN core modelling constructs).  
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Henceforth, the methodical approach proposed here to transform the modelling 
standards most often used terminologies and constructs to the axiomatic system artefacts. 
For the sake of reader’s convenience, examples provided to show the operational strength 
of the approach.  
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Chapter 8 Transformation 
In the previous chapter, we have seen the axiomatic system in action by graphically 
representing the process instances along with associated algorithms. This research has 
taken the challenge and defined formal semantics of the basic terms of UML-AD and BPMN 
using consistent terminology. This assist modellers in specifying a correct process with 
consistent process model. Furthermore, I have claimed to subsume the UML-AD and BPMN 
core modelling terms and constructs by the axiomatic system and therefore, it considered 
vital to provide their transformation.  
. To facilitate this, I have investigated the structure, syntax and semantics of both the 
business process modelling standards and the results produced (chapter 4). The review 
based on their modelling ability using frequently used the terms and the constructs identified 
drawbacks in representing distinct process structure and temporal properties while 
displaying a business process (BP) and corresponding flow. Other findings include the lack 
of a logical foundation within both the business process-modelling standards. That further 
can be provisioned by transforming most often used modelling artefacts of both the 
standards into the formal conceptual schema (formal semantics). 
Because both modelling techniques failed to describe its activity/process and its sub-
parts precisely. Therefore, stakeholders’ find it find it difficult to decide upon selecting a 
modelling approach with suitable modelling artefacts [Recker, 2010]. In addition, due to their 
incapability’s, both modelling standards lacked in accommodating the changing needs of the 
healthcare domain (to represent a consistent patient flow). That can be achieved via the 
method introduced in this thesis. Thus, the need for transforming is justified. 
In order to proceed with transformation, the framework devised in chapter 6 providing 
formal definitions for the generalised terms (such as atomic process, (action/task), special 
atomic process (event/start and finish), process/sub-process, branching and concurrent 
flows supported by derived temporal constraints) supported by a graphical tool presented in 
chapter 7 ensures the precise process instance graphically and therefore considered for the 
transformation purposes. 
However, there has been no effort made to transform BPMN and UML-AD together 
within the literature and makes this work unique and contribution to the knowledge in the 
field of modelling business processes (BPs) and patient flows (PFs). The graphical notation 
used in PG* is simple comprising of nodes and edges that are fundamentally alike to BPMN 
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and UML-AD. Thus, PG* seems a good choice for transformation purposes that could 
improve the overall process modelling. In addition, this research aims to provide a platform 
that is general enough to analyse and unify both the techniques. 
In order to proceed with the transformation, I would show the transformation of the 
UML-AD (action, start/end of the activity, control flow) and BPMN (task, events, gateways) 
core-modelling constructs to the enumerated modelling artefacts of the axiomatics systems, 
exhibited in Table 8.1. 
Notations Transformation Framework Properties 
BPMN UML-AD 
Start Event/ 
End Event 
Initial/Final 
Node 
 
 
 
 
 
 
Special atomic 
process 
• Primitive 
• Structural 
• Temporal 
Intermediate 
Event 
None Special atomic 
process 
• Primitive 
• Structural 
• Temporal (point) 
Task Action Atomic process • Primitive 
• Structural 
• Temporal (moment) 
Process/ 
Sub-
Process 
Activity Process/sub-process • Primitive 
• Structural 
• Temporal (interval) 
Exclusive 
Gateway 
 
Decision/ 
Merge 
Node 
 
 
 
 
 
Derived Temporal 
Constraints 
 
 
 
 
 
Structural 
Temporal 
Inclusive 
Gateway 
 
 
None 
Parallel 
Gateway 
 
Fork/ Join 
Node 
Table 8 1 Transformation 
By mapping the modelling standards’ conceptual schema to the axiomatic system’ 
modelling artefacts, gives me an opportunity to transform their modelling constructs to PG*. 
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As mentioned in chapter 7 that PG* has the ability to analyse the models constructed in 
other conceptual based schemas such as UML-AD and BPMN. To achieve this, I would lay 
down basic guidelines for the modelling standards frequently used modelling artefacts for 
their transformation into PG* in the next sub-section.  
8.1 Transformation Guidelines 
So far the axiomatic system provided the formal semantics for the generalised 
terminologies that are fully aligned with the most often used terminologies of the UML-Ad 
and BPMN to provide correct process description. In addition, PG* based on PITL is used 
to represent the correct process description graphically and further analyse the constructed 
model. Therefore, it is required that each UML- AD and BPMN construct should be mapped 
well into PG* corresponding element supported by the formal semantics provided in the 
axiomatic system based on the following guidelines. 
8.1.1 UML-AD-Executable Node (Action) 
In UML-AD, executable node used to represent Action, and graphically represented 
as a round-cornered rectangle. Where an activity is graphically similar but consists of several 
actions. However, axiomatics system provides a general terminology known as ‘atomic 
process’ (bearing formal semantics) provided in chapter 6 lays down a logical basis to 
express action. Therefore, from here onwards, I will use the term atomic process, which is 
supported by a PG* representation. In PG* a pair of vertices showing corresponding duration 
(start and end special atomic processes) represents a non-divisible atomic process. Figure 
8.1 shows the transformation. 
 
Figure 8 1 Transformation of executable Node 
Moreover, an activity of UML-AD notation expressed as a combination of several 
actions. The formal semantics of ‘process; provided in chapter 6 ensures the 
aforementioned UML-AD narrative, and hereafter the term ‘process’ will be used instead. In 
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addition, with the support of formalised graphical structure, an action/activity is transformed 
into PG*. Similarly, PG* provides added quantitative and qualitative information equipping 
modellers for further reasoning concerning a model. 
8.1.2 UML-AD-Edge 
In UML-AD edge can be represented as a solid arrow between executable nodes 
(actions) and Activity nodes (activities) to depict their flow. The framework provided in this 
thesis (chapter 6) provides a formal definition to express temporal relationships between the 
atomic processes/process (start and end events) representing corresponding duration. 
Hereafter the term temporal relations will be used to depict the edge.  
However, PG* based on PITL used ‘edge’ to express the temporal relationship 
between atomic process instances and process (sub-process) instances associated with 
respective quantitative temporal information (a length function ‘Dur’). In addition, PG* edge 
also used to expresses the PITL extended qualitative temporal relations (before or precede) 
between the two vertices as (sv1 < ev1) using solid arrow or  (sv1 ≤ ev1) using broken arrow 
in describing the consistent process flow. The formal semantics provided by the framework 
associated with its diagrammatic modelling artefacts provided by PG* has more to offer with 
its precedence relation, therefore, ensuring a smooth transformation of UML-AD edge to into 
PG* as shown in figure 8.2. 
 
Figure 8 2 Transformation of Edge 
8.1.3 UML-AD-Initial/Final Node 
To represent the beginning and finishing of an activity, UML-AD provides two most 
often used control flow constructs termed as the initial node and final node. These graphical 
constructs are drawn as fully blackout circle and solid circle inside a circle respectively. But 
no formal semantics provided and as a result, the framework developed here has filled the 
gap by providing the formal definition to express the start and end of a process instance. 
The axiomatic system modelling artefact known as special atomic process has the capability 
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to represent the start and end of a process (including atomic and sub-process) instances 
fully aligns with the initial and final nodes. 
The formal semantics of special atomic process is supported by the PG* source and 
sink nodes. These nodes graphically represent the special atomic process that may or may 
not have a stamp attached. Graphically, they are drawn as two rounded rectangle vertices 
(Vin and Vout). Thus with the support of formal semantics provided in the axiomatic system 
associated with its graphical construct respective transformation is [erformed shown in figure 
8.3. 
 
Figure 8 3 Transformation of Initial/Final nodes 
8.1.4 UML-AD-Decision/Merge Nodes 
Modellers have the discretion to choose the constructs to represent the process flow 
in general and conditional flow specifically. In UML-AD, a decision or merge is represented 
by a diamond shape facilitating the branch/merge flow within an activity diagram supported 
by a guard mechanism representing the associated conditions. To represent a decision, a 
token from inflow edge is transported to one of the several outflow edges i.e. mutually 
exclusive, that fulfils the condition (guards). The same diamond construct used to express 
merging of the inflows resulting in one outflow but with no synchronization. The lack of formal 
semantics leaves a gap for the researches and industry to fill. Therefore, the framework 
developed here makes provision for a formal semantics using the derived temporal 
relationship definition incorporating extended PITL relationships between its modelling 
artefacts (atomic, sub-process and process instances).  
The derived temporal constraint definition provides aid to the PG* in representing the 
conditional behaviour between the modelling artefacts such as atomic process instances 
(actions), sub-process/process instances (activities) and corresponding special atomic 
process instances (events) using binary operation ⊕. To express decision and merge in 
PG*, it will show more than one flow depending upon the corresponding temporal 
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information. PG* renders the unification mechanism after branching presenting a compound 
vertex, therefore decision/merge transformed into PG* as shown in figure 8.4 
 
Figure 8 4 Transformation of Decision/Merge nodes 
8.1.5 UML-AD-Fork/Join Nodes 
In UML-AD, the concurrency is graphically represented as fully black-out bar which 
can be used either horizontally or vertically. However, the lack of formal semantics created 
an opportunity to fill in the existing gap. The derived temporal relations make provision for 
its formal semantics, further supported by the binary operand ⦻ ascertaining the concurrent 
behaviour within a process instance. Graphically, PG* supports the formal semantics 
provided in the framework to represent the parallel flow Thus, fork/join can be transformed 
into PG* as shown in figure 8.5.  
 
Figure 8 5 Transformation of Fork/Join nodes 
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8.1.6 BPMN-Task 
A business process diagram made up of a variety of BPMN elements. For the 
transformation sake, I consider only most often used modelling components of BPMN. It 
uses the term activity that can be atomic (task) or compounded (sub-process). BPMN use 
the term task and determine its semantics by relating it to a unit of work that is graphically 
represented by a cornered rectangle. However, there are different types of tasks bearing 
the same semantics provided by BPMN such as service task, user task, send and receive 
tasks, script task etc. Mainly, I will be considering the general task and its corresponding 
graphical construct for transformation purposes. As the formal semantics is missing in the 
standard documentation that gap is filled in by the method developed in this research 
providing the formal semantics. 
The framework renders a general term termed an ‘atomic process’ and formally 
defines it that has all the functionality to determine a unit of work and the corresponding 
structure. Furthermore, PG* utilises the formal definition and graphically represents it by a 
pair of vertices (expressing its start and end temporal information). Hereafter, I use the term 
atomic process to represent the task expressed as a pair of the vertices and transformed as 
shown in figure 8.6. 
 
Figure 8 6 Transformation of Task 
8.1.7 BPMN-Event 
BPMN standard documents a task/sub-process that is initiated with a signal provided 
to start (start event) and end (end event) it. In addition, there are other events available in 
the standard such as the message events that only used for communicating messages and 
not as start or end events. Other events types such as timer, only used to indicate a certain 
time or date reached where error event (intermediate event) used for sending error signalling 
during a process. The purpose of these constructs is to either, alter or complete a flow 
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termed as start, intermediate and end events. However, a formal semantics required for the 
consistent representation of a process in which they are utilised. 
The semantics of special atomic process provided in the framework (chapter 6) fills 
the gap. PG* renders the formal definition of special atomic process and associates it with 
the source (Vin) and sink nodes (Vout) to show the start and completion of a process/sub-
process instances. Thus, event is transformed into PG* as shown in figure 8.7. 
 
Figure 8 7 Transformation of Events 
In addition, BPMN uses an exception, the intermediate event during a normal process 
flow to delay the whole process. PG* has the facility to accommodate this event type with 
the dummy activity that may also be used to express the lower and upper boundaries of a 
process instance. 
8.1.8 BPMN-Sequence Flow 
As explained in chapter 4, BPMN used sequential flow to show the normal flow 
between different tasks, process or sub-processes. It is graphically represented as a solid 
arrow. The framework provides formal semantics using derived temporal constraints to 
express the flow. PG* renders this definition and associates it with its ‘edge’ to display the 
connection between two nodes.In PG*, edge is labelled with associated temporal 
information representing the duration between atomic process, sub-process or process 
instances. Such facility further assists modellers in analysing the path for reasoning. Hence, 
sequential flow has been transformed shown in figure 8.8. 
 
Figure 8 8 Transformation of Sequence flow 
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8.1.9 BPMN-Sub-Process 
As we have seen from the discussion provided in chapter 4 for the BPMN terminology 
sub-processes intuitively described to show a flow of a combination of several tasks that is 
part of a parent process. The sub-processes are of different types but the overall operation 
represents several units of work within their corresponding parent processes of an 
enterprise. Due to the clear semantics, no provisioned by the BPMN standard makes it 
cumbersome for modellers to construct a coherent and consistent process model. Although 
graphically, BPMN represents a sub-process (expanded) to show the details, on the other 
hand, collapsed sub-process only show the label but no detail. In addition, the graphical 
constructs used to represent both process and sub-process is a cornered rectangle similar 
to task only with the addition of ‘+’ sign for expanded sub-process. 
This gap is filled in by the framework developed in this thesis making provision for 
formal semantics to sub-process of the axiomatic system that is fully aligned with the BPMN 
sub-process. However, the definition provided shows the sub-parts of the main process and 
like BPMN sub-process. HPG* utilise the formal definition of sub-process and graphically 
represent it using several vertices and edges to display the flow that is broken down further. 
HPG* ensures that an instance of a sub-process only occurs once at one given time and 
does not repeat itself before its completion. Hence, sub-process is transformed as shown in 
figure 8.9. 
 
Figure 8 9 Transformation of process 
8.1.10 BPMN-Gateways 
To show the routing in the BPMN diagram, gateways used to depict conditional flow 
such as convergence or divergence within a process. As discussed in chapter 4, for 
transformation purposes, I will be considering basic gateway constructs i.e. exclusive (XOR 
split/merge) inclusive (OR split/merge) and parallel (AND split/join) gateways. Rest of the 
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constructs are left-out as mentioned in chapter 4 to be within the scope of this research. 
BPMN utilises diamond shape graphical construct for each gateway with a different market 
to express the functionality attached (intuitive). For example, an ‘X’ marker utilises to 
express the exclusive behaviour, ‘O’ rendered for inclusive process flow representation, 
however, marker ‘+’ adopted for the parallel behaviour depiction.   
The formal definition provided in chapter 6 of derived temporal constraints and binary 
operations ⊕ and ⦻ makes provision for the formal semantics of  XOR, OR, parallel 
gateways. The diagrammatic tool adopted in this thesis support such definitions (provided 
in the framework) and accordingly graphically represented them facilitatating the 
transformation of the BPMN gateways (presented above) into PG* shown in figure 8.10. 
 
Figure 8 10 Transformation of Gateways 
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8.2 Discussion 
The investigation during this thesis identified a set of core modelling terminologies 
and constructs of both UML-AD and BPMN that are identical in their functionalities. For 
example, an activity of UML-AD expresses a business process where ‘action’ is considered 
an atomic element of the activity represented by a cornered vertex. Whereas, BPMN utilises 
the terminology of a task to represent an atomic part of a process that is comprised of sub-
processes (term used in BPMN).   
The similarity between UML-AD and BPMN functionality in handling different control 
flows is eminent. Although they use different notations such as to depict branching behaviour 
UML-AD use the terminology ‘decision/merge’ supported by a construct (diamond) and 
BPMN resorts to an exclusive gateway construct. Also, for concurrent behaviour 
representation, UML-AD utilises the fork/join terminology supported a construct (solid bar) 
and BPMN is serviced with the parallel gateway construct utilising a diamond shape with a 
‘_’ marker. The discussion shows that the control flow nodes of UML-AD and gateways of 
BPMN serve the same purpose of branching and parallelism.  
The axiomatic system defined these terminologies and supported by graphical 
representation (PG*). Combination of nodes of PG* represents either atomic process 
instances (if unbreakable) or process/sub-process instances (if breakable). Both extremes 
of an atomic process and/or sub-process/process expresses the special atomic process 
instances. In addition, the flow between them representing qualitative and quantitative 
temporal information. PG* renders the axiomatic system enable expression of the 
concurrent behaviour of a process instance by modelling the constraints implicitly using 
edges directly coming in/out from the atomic process nodes and removing the fork/join node 
and parallel gateway. The implicit representation of concurrent behaviour of atomic 
processes using PG* to depict parallel (in/out) edges and must satisfy the temporal 
constraints attached.  
However, PG* represents the axiomatic systems’ process instances and their 
exclusive behaviour by modelling them implicitly using edges directly coming in/out from the 
atomic process instance nodes and removing the decision/merge node and exclusive 
gateway. The implicit representation of exclusive behaviour of atomic processes using PG* 
to depict branching and merging (in/out) edges and must satisfy the temporal constraints 
attached. The multiple-choice (OR) representation in UML-AD is dealt differently for which 
it utilises fork node by defining guards associated with edges to control and specify branches 
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of an action node. However, BPMN has inclusive gateway to depict the multiple-choice 
behaviour. The axiomatic system based temporal constraints provisioned such behaviour 
based on its exhaustive temporal constraints supported by PG* to depict multiple-choice 
behaviour.  
8.3 Transformation Illustrations 
The transformation procedure completed and requires an illustration for its 
applicability in real-life to determine the objective has been achieved. The framework 
developed has the facility to incorporate the absolute and relative temporal associated with 
the atomic, special atomic, process and sub-process instances. This facility s equips 
modellers to further analyse the corresponding process models constructed in the process 
modelling standards, to determine their correctness.  
For this, I have considered two examples i.e. 8.1, and 8.2, to show the sequential and 
parallel flow respectively within a process modelled in UML-AD and BPMN. These examples 
have associated qualitative and fictitious absolute temporal information to enable the 
modeller to provide enhanced reasoning concerning the model constructed. Thereafter, 
examples 8.1 and 8.2 are converted into equivalent PG*. As a result, the equivalent models 
constructed in PG* presents more details for reasoning purposes to determine its 
correctness. 
Example 8.1: Consider three atomic process instances (actions/Tasks) A, B and C  
that are executed sequentially. The qualitative temporal information provided display the 
sequential flow between these atomic process instances and modelled in UML-AD and 
BPMN respectively. With the provision of formal semantics provided in the framework states 
that an atomic process instance only initiates when its preceding atomic process is 
completed. Therefore, in his sequential flow example an atomic process instance B only 
runs when atomic process instance A is completed and before atomic process instance C 
is initiated. An equivalent PG* is drawn to show the transformation procedure is accurate as 
shown in figure 8.11. 
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Figure 8 11 Transformation of sequential routing example 
The above example also establishes that the transformation performed in this thesis 
has unified both the modelling standards most often used constructs. In addition, PG* 
provides a clear structure and boundaries of the involved atomic processes satisfying its 
associated formal semantics provided in chapter 6 supported by its graphical representation 
(chapter 7). 
Example 8.2: This example is considered to show the concurrent flow within a 
process. Therefore, to construct a concurrent flow of five atomic processes A1, A2, A3, A4 
and A5, with associated conditions such as atomic process instance A1 has three outgoing 
parallel atomic process instances A2, A3 and A4. The atomic process instances A2, A3 and 
A4 are merged proceeded by the atomic process instance A5. It represents the concurrent 
flow of a process instance constructed initially in UML-AD and BPMN. An equivalent PG* 
drawn by analysing UML-AD and BPMN establishing transformation procedure correctness 
shown in figure 8.12. 
 
Figure 8 12 Transformation of concurrent routing example 
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The similarity in both the modelling standards’ functionality expressing the concurrent 
behaviour made it possible for their unification via the state of the art framework developed 
here in this thesis. In addition, I have noticed that UML-AD and BPMN have lack of additional 
information needed for a practical model to express enhanced temporal information. This 
means both notations fails to specify the structure of individual modelling element which is 
required for precision. Where PG* fills the gap and provides distinct structure establishing 
the precise start/completion times of the atomic process instances involved. With the 
assistance of the framework, PG* can facilitate in representing such properties.  
Moreover, PG* is equipped with ‘FindPath’ algorithms to determine a special atomic 
process/atomic process/process instance’ lower bound and upper boundaries. Both UML-
AD and BPMN lack in providing such extensive qualitative and quantitative temporal 
information, which is desirable, for patient flow modelling in finding different patient 
pathways. 
8.4 Summary 
The previous chapters have laid a path steering towards the transformation of both 
the business process modelling standards (UML-AD and BPMN) into the formal approach 
devised in this thesis. Therefore, this chapter focused on providing a mechanism to perform 
mapping between the UML-AD and BPMN into PG*. To perform transformation of an 
informal modelling tool to a formal approach requires intuitive tool to have formal standing 
for precise alignment. But both UML-AD and BPMN have enormous amount of terminologies 
mandated by graphical constructs to represent processes and its sub-components. 
Therefore, chapter 5 and 6 facilitated the identified most often used terminologies with formal 
definitions to lay down a bridge for their transformation to a formal approach. 
The enumerated modelling artefacts formal semantics can be associated with the 
most often used terminologies of the UML-AD and BPMN. For the transformation purposes, 
most often used artefact of the UML-AD (Executable Node, Edge, Initial and Final Nodes, 
Decision and Merge Nodes, Fork and Join Nodes) and BPMN (Event, Task, Process, 
subprocess, Sequence Flow and gateways) re-visited for their better alignment with the 
artefacts 9formally) defined in the framework. The axiomatic system has the capability to 
subsume the most often used notational artefacts by the set of the terminology introduced 
(and formally defined) here in this thesis.  
An extended visual approach PG* provided in this thesis rendered for the 
diagrammatic representation of the formally defined terminologies (axiomatic system). That 
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helped in filling the existing gap in the literature. In addition, the visual approach has its 
formal translation into point and interval temporal logic and therefore nicely blend into the 
developed framework for mapping purposes. A transformation carried out to map the most 
often used artefacts of both UML-AD and BPMN into the framework defined terminologies. 
PG* provides not only simple graphical elements to represent a typical business process but 
also supported by the unification, branch folding and join folding algorithms for determination 
of the correct model. 
Transformation essentially maps the most often used graphical constructs of both the 
UML-AD and BPMN individually (supported by the formal semantics provided in the 
axiomatic system) to the PG* formal graphical constructs. Furthermore, the transformation 
performed to assist in expressing the structural properties as an additional feature to show 
the wider scope of the framework. Subsequently, in a modular fashion, individually UML-AD 
and BPMN most often used notation discussed and transformation guidelines provided for 
their translation into framework and then graphically into PG*.  
I have also provided a discussion to support the transformation bundled with a couple 
of examples to examine different behaviour using the standards compared with PG*. 
Therefore, examples provided were constructed initially in the UML-AD and BPMN. This 
procedure has assisted me to manually examine the constructed process models that lacked 
in expressing its distinct structure. After the analysis of the constructed model, I was able to 
build an equivalent PG* establishing what benefits are provided by the method developed 
in this thesis  
By specifying a precise process and its sub-parts through framework equipped with 
a formal PG*, I have shown the explicit transformation of the most often used modelling 
artefacts of bot the standards into PG*. In addition, an equivalent PG* enable modellers to 
further reason concerning a process model performing ‘what-if’ scenarios for establishing its 
consistency. This effort deemed necessary for the patient flow modelling specifically where 
complex patient flows are involved requiring suggestions for adopting different pathways.  
The next chapter will discuss an application to fully express the capabilities of the 
method that is carried out at the King’s College Hospital accident and emergency 
department to model their patient flows. Additional features such as scheduling and applied 
constraints applications considered for the project management to show the benefits of the 
approach developed in this thesis.  
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Chapter 9 Application 
So far, I have provided a walkthrough by developing the framework including its 
verification and validation to establish its benefits and edge over the existing modelling 
standards. Therefore, the framework developed can use existent knowledge of objects 
concerning a real-life domain to describe them formally based on their temporal nature. By 
doing so, an order of the objects can be generated to represent the flow of communication 
between them. In addition, the framework equipped with the analytical capability to identify 
any inconsistency concerning the constraints attached to each modelling artefact description 
(purpose) and its flow based on their temporal existence.  
The axiomatic system relies on the extended PITL used here for its inference 
mechanism to employ the derived temporal constraints concerning a process instance with 
respect to its constituents (the special atomic process instances and atomic process 
instances). Hence, with this facility, stakeholders are equipped with the power to test their 
various viewpoints concerning a flow on a timeline using this approach.  
For the sake of readers’ convenience, I have re-iterated the procedure of drawing a 
PG* here. I consider a set of extended PITL statements to represent the process instances  
(atomic, special atomic, sub-process instances) of the axiomatic system and apply the 
operational constraints (chapter 7) that needs to be satisfied for the consistent display. The 
resultant PG* representing a complete process instance, i.e., patient flow (entire set of 
temporal statements) would apply the unification algorithm by inspecting the quantitative 
temporal values of the special atomic process instance (stamp) attached with process  
(atomic process) instances for their equalities and combined them to be represented as a 
single vertex.  
The next step would require the unified PG* (representing a process instance) to be 
folded. While folding a PG* inferences can be made using the involved process instances 
quantitative temporal (duration and their stamp) values to draw out derived (new) 
relationships between the different process instances. The process (instance) modelled with 
the information provided by different sources that may result in a conflict of the constraints 
(qualitative information) and hence inspected for its consistency, i.e. loop or pair of vertices 
representing several flows with conflicting duration. After removing the conflicting flows and 
constructing a verified PG* (consistent), two virtual nodes, i.e. source and sink nodes 
(Vin/Vout) added and linked the sub-parts of the process instance involved with less than 
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equal to edges (LE). They represent the total duration of a process instance i.e. quantitative 
temporal information). 
The framework has the capability to be applied to any real-life domain where the 
services considered to be delivered in an improved manner. Nonetheless, every domain is 
critical to show the application of the framework but I have chosen the healthcare domain. 
The reason behind this choice is the challenge presented by the ever-changing nature of 
patents’ needs within a hospital environment especially in the more demanded and 
burdened department (with regards to resources including time) of any hospital which is 
accident and emergency. Therefore, I have chosen King's College Hospital Trust for the 
application of the framework. 
9.1 Data Gathering 
King’s College Hospital, a National Health Service (NHS) foundation trust 
approached with the intention of data collection and showing them a novelty of the approach 
that can make difference for them in handling the patient flows. For this reason, they have 
provided us with documentation such as process maps (see appendix I for a sample) of their 
different departments. No personal data included in any of the documentation, therefore, no 
ethical approval required for the study. To be within the scope of this research showing the 
authenticity of the framework, I have chosen the accident and emergency (A&E) department 
trauma pathway due to its challenging nature.  
A&E department of King's College Hospital faced the increased influx of the patients 
on daily basis but this level reaches its peak during festive season but I am not going to 
delve into the statistical comparison which may be important but not the focus of this study. 
However, my focus is to establish the patient flows through the system efficiently keeping 
the associated times to its minimal.  
Therefore, to proceed with the analysis, I required the data first from them that is 
obtained via a set of meetings with the concerned staff to explore the depth and breadth of 
the information retained by them to construct model the patient flows at the A&E. In addition, 
to the information gathered by visiting the hospital on many occasions, I have acquired 
information about their current modelling capabilities and expertise. For this reason, the 
informal interviews carried out with the domain experts at the hospital so to paint a clear 
picture of the whole operation concerning trauma patient flow handling.  
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Moreover, they utilise the information for its transformation into UML-AD and BPMN 
models respectively to express the flow in detail. The initial process map acquired depicts a 
similar picture compared with the newly formed models using UML-AD and BPMN. Hence, 
the benefits acquired from both the modelling tools express their limitations with respect to 
individual modelling artefact’ structure and their representation with regards to associated 
temporal information.  
Patient flow modelling display the journey of a patient concerning service and 
considered sensitive, therefore, it is important to breakdown the patient flow into smaller 
parts for exhibiting associated detail. Furthermore, it could help in analysing different parts 
with regards to their importance of existence within a patient journey concerning time 
limitations attached. Therefore, the rest of the chapter shall examine the trauma patient flow 
constructed in modular fashion by the domain experts that subsequently evaluated using 
the framework for any inconsistency. For this research, I have considered the three different 
patent flows concerning the trauma patients due to its complex nature within the accident 
and emergency department to illustrate the approach. The three patient flows selected were  
i) Trauma patient arrival by any of the three possible ways to reach the A&E 
department of the King’s College Hospital. This patient flow discussed in 
illustration I in detail.  
ii) The next flow of the patient pathway considered requiring surgery (major trauma) 
discussed in illustration II.  
iii) The third and final flow considered as part of the trauma patient pathway is the 
discharge of the patient (major trauma) discussed in illustration III.  
These patient flows were modelled by the domain experts at the hospital and critically 
evaluated using the framework. The axiomatic system utilised to transform the three patient 
pathways modelled in UML-AD and BPMN into PG* for their analysis concerning the 
involved atomic process and special atomic instances’ relative and absolute temporal 
information availability from the King’s College Hospital Trust. Furthermore, the application 
of the framework by constructing an equivalent PG* sheds light on the need of the hospital 
to manage time-bound patients at a very critical organisational unit, i.e. A&E. The approach 
developed makes it possible to transform the process (instance) model in modular way. By 
applying the method, I would be able to see the validity of the existent knowledge used to 
model patient flows and analysed the constructed models for any inconsistencies (if any). 
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That is subsequently resolved with the help of the mechanism provided in the framework 
developed in this thesis.  
My aim is to show that both relative and absolute temporal knowledge critical for 
constructing the precise structure of patient journey detailing both at high and low-level 
abstraction. Illustration I and II selected to emphasis the importance of relative temporal 
information in providing enhanced reasoning because both selected modelling standards 
lack this ability, however, it is found critical for modelling patient flows. Moreover, illustration 
III not only would investigate qualitative but most importantly quantitative temporal 
information acquired from the King’s College Hospital to further schedule and optimise the 
process model.   
9.1.1 Trauma Patient Flow Illustration I 
A problem statement generated from the accident and emergency department of 
King’s College and presented below for the application of the framework. 
9.1.1.1 Problem description  
A trauma patient can arrive at accident and emergency (A&E) either via ambulance, 
walk-in or brought in someone. These arrivals constitute three parallel paths, which are: 
i. The trauma patient with minor injuries walked into A&E triage, and in general, the 
patient is seen by a specialist nurse followed by a consultation with a consultant. 
In case the patient requires further investigation then the patient is transferred to 
the ward. Some tests such as MRI, CT Scan etc. may be carried out during the 
stay in the ward. It would lead to a treatment, and ultimately the patient is 
discharged. 
ii. The trauma patient who has driven into A&E by someone with minor, major injury 
could be seen directly by a consultant especially if the hospital has been notified 
prior to the arrival such as via 111 services. In general, the reported patient has 
recorded in the system transferred from 111 and could be referred to the high 
dependency unit (HDU) based on the initial analysis at the hospital. The patient 
could there either die or get better to be transferred to a general ward and after 
that discharged. 
iii. A trauma patient brought in to A&E via ambulance with a major injury. The patient 
condition is critical and requires urgent attention from a consultant (clinical staff). 
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The patient needed an intervention and sent to the operation theatre for 
emergency surgery. After treatment, the patient would typically be discharged. 
The above scenarios modelled using with UML-AD and BPMN as shown in figure 9.1 
and 9.2 respectively 
 
Figure 9 1 Trauma patient flow example modelled in UML-AD & BPMN 
9.1.1.2 Critique 
Both the standards rely on similar constructs as discussed previously n chapter 4, 6 
and 7 such as UML-AD use notation of ‘swimlane’, and BPMN uses the notation ‘pool and 
lane. These constructs are utilised for organisational roles specification only and have no 
impact whatsoever on the behaviour of the diagrams. The above models depict concurrent 
flow using a fork and join (UML-AD) and parallel gateway by the BPMN. The occurrences of 
individual actions and tasks are drawn. However, the observations made to analyse and 
evaluate these models results using the framework in identifying the inconsistency present 
in both the models. With a naked eye, it is not possible, but with the application of the 
framework, I would be able to provide insights into the problem described and analyse the 
constructed models for reasoning purposes.   
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9.1.1.3 Enhanced Reasoning 
At the A&E department of King’s College Hospital, there are various combinations 
and permutation of getting access to the consultants, nurses, diagnostics, theatres, wards, 
critical care units etc with respect to the time limitation. In addition, the concurrent behaviour 
modelled using both the modelling standards relies on the notion of the token pass and 
follow a path after a token received. Due to their intuitive basis, they failed to specify the 
order in a concurrent flow of a process.  
Keeping this in mind, both the above diagrams failed to equip models with such 
information to reason and represent trauma patient flow. With the help of relative temporal 
constraints discussed in chapter 6, I could conveniently analyse the above graphs and 
further provide enhanced reasoning concerning modelled trauma patient flow. To provide 
reasoning on the modelled trauma patient flow, I have extracted the parallel path section 
from both the models to analyse and reason further as shown in figure 9.2 below. 
 
Figure 9 2 Concurrent flow extracted from Trauma patient flow 
The parallel flow shows there are three actions/tasks such as ‘Seen by a ‘triage’, 
‘Seen by consultant’ and ‘ Transferred to CCU’. Additionally, there are two following 
actions/tasks (‘transferred to the ward’ and ‘transferred to HDU’ preceded by ‘seen by triage’ 
and ‘seen by consultant’ respectively. But the actual order is not described by the process 
specification.  
The token pass procedure has its pitfalls while modelling to provide reasoning, if and 
when things changes, which is likely in the hospital environment. Therefore, such 
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provisioned should be accommodated by the standards but both UML-AD and BPMN do not 
provide any mechanism to facilitate changes. Thus, the models constructed are insufficient 
and offer no significant value to the knowledge to the stakeholders. In addition, the 
semantics of the modelling standards lack to support in building a consistent and correct 
model through a verification mechanism. And the approach developed addressed such 
issues by not only constructing a precise model that is semantically correct but supported 
by a verification and validation mechanism. Similarly, it also equips the modeller and other 
stakeholders to reason the built model with the support of the inference mechanism by 
deriving enhanced relationships between any given process instances (start/end) to 
determine any uncertainty given it resulted in a consistent result.  
To establish the authenticity and benefits of the method, I would construct an 
equivalent PG*. To proceed with transformation, initially, I would convert the above 
knowledge into natural language representation to show the current (available) temporal 
relationships and then deriving the connections from the existent process instances. Thus, 
the temporal information based on PITL statements from the above example expressed in 
natural language as given in Table 9.1.  
Process Symbol  Natural Language Description Qualitative Relationships  
A1 
The patient was seen by a consultant with 
minor trauma 
A1 meet A2 
A2 
Transferred to ward for diagnosis & 
treatment 
------- 
A3 
The patient was seen by a consultant with 
minor, major trauma 
A3 meet A4 
A4 
Patient transferred to HDU for diagnosis & 
treatment 
A3 precedes  A2 
A5 Patient with major trauma sent to CCU eA4 precede eA5 
Table 9 1 Qualitative and quantitative information related to the example 
The PITL statements express the structural information of the involved process 
instances that is enough to construct an equivalent PG* as shown in figure 9.3 indicating 
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the relative temporal relations between any given two special atomic process instances, i.e. 
start and end, of the process instances.  
 
Figure 9 3 Trauma Patient Pathways modelled using PG* 
In addition to the normal flow PG* has the capability to show the precedence temporal 
relation enabling the modeller to depict the corresponding temporal relation to avoiding 
conflicts. More importantly, in real life, the pathways are interchangeable; a patient can move 
from one route to another. For example, if a patient-reported with the minor-major trauma 
and the patient scheduled to be transferred to the high dependency unit (HDU) changes its 
path considering either patient's condition improves or HDU is no longer required and hence 
can move to the minor trauma patient pathway. Some of these judgments are subjective to 
human and machine factors, and because of this, a patient sent to CCU wrongly instead of 
the HDU or otherwise. 
Furthermore, with the assistance of the inference mechanism which is applied briefly, 
I have managed to infer a couple of qualitative temporal relationships. Figure 9.3 specifies 
such relations by drawing less than equal to the edge between the process instance ‘A3 and 
‘A2’ to provide a previous relationship. Also, a special atomic process instance (end) of the 
process instance A4 (eA4) precedes the special atomic process instance (end) of the process 
instance ‘A5’ (eA5). I have shown a non-exhaustive application of inference mechanism that 
has reasoned the patient flow and informed the stakeholders with added value information. 
King’s College Hospital has appreciated the provision of such valuable information that could 
help them to handle these situations in a more sustained way.   However, these relationships 
are not possible to model with the process modelling standards.  
Moreover, PG* is also equipped with ‘FindPath’ algorithms to determine a special 
atomic process/atomic process/process’ instance lower and upper boundaries that could 
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handle more complex situations where the time has already specified for process instance 
initiation impacting the overall process duration. However, both UML-AD and BPMN lack in 
providing such extensive qualitative and quantitative temporal representation to model 
patient pathways, which is required to provide timely services. 
9.1.2 Surgery Patient Flow Illustration II 
In the illustration I, a trauma patient flow discussed where a patient is brought by the 
ambulance with major trauma. Due to the condition of the patient with significant trauma 
transferred to the critical care unit (CCU) as per the initial assessment conducted by the 
paramedics. Their assessment also indicated that the patient may require surgical 
intervention for the trauma depending upon further investigation conducted by the relevant 
clinical staff’s assessment and diagnosis.  
A surgical process starts with the assessment of the major trauma patient condition 
to carry out the surgery by the surgeon. The assessment would determine the need for the 
surgery by evaluating injuries supported by the results of the diagnostic that assist in making 
the decision. After analysing the diagnostic result obtained from the clinical staff from the 
different diagnostic units,  a decision to operate or not to operate is made.  
In case the surgery is not required due to the changes in the trauma patient conditions 
supported by the assessment referred for further medical treatment and allocated to a bed 
in the ward and subsequently discharged upon getting better. In other case where an 
intervention required then the patient is registered on a waitlist (prioritised) to be assigned 
(booked) to a most appropriate time for surgery at the king’s college hospital’ operation 
theatre (A&E). 
To proceed with the surgery, a specialist nurse facilitates the patient with necessary 
information  involving surgery. After surgery, the patient moved to a bed in the ward and 
subsequently discharged. The syrgical patient flow modelled using UML-AD and BPMN is 
shown in figures 9.4(a) and (b) respectively. 
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Figure 9 4 Surgical patient flow 
9.1.2.1 Critique 
After visual inspection of figure 9.4(a) and (b) drawn in UML AD and BPMN, I have 
found that the operational patient flow has some semantic incorrectness. A fork/join (UML-
AD) and parallel gateway (BPMN) used to depict the relationship between two concurrent 
actions/tasks, i.e. Register for ‘surgical waiting list’ and ‘inform the patient with the 
procedure’ as shown in figure 9.5 (a) and (b) respectively. The inability of both the standards 
to present the exact behaviour by providing the knowledge about the temporal order, such 
as which action/task out of the parallel flow is going to occur in what order.    
 
Figure 9 5 Excerpt from surgical patient flow 
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9.1.2.2 Enhanced Reasoning 
In addition to the above findings, both the standards failed to identify the other 
existent relationships that could be vital for consistent and better performance. An 
application of the framework supported by the derived knowledge between the two 
actions/task, a list of PITL relationships can be identified that could occur. Using the natural 
language representation, I would describe the possible relations between two process 
instances given in table 9.2. 
Process Symbol  Natural Language Description Qualitative Relationships  
X 
Register patient for surgical waiting list X = Y [sX = sY and eX = eY],  
X s Y [(sX = sY and eX ˂ eY)]  
X d Y [sX ˃ sY and eX ˂ eY]  
X o Y [sX ˂ sY, sY ˂ eX and  
eX ˂ eY],  
X f Y [sY ˂ sX and eY = eX] 
Y 
Inform patient with the procedure Y s-1 X [sY = sX and eY ˂ eX], 
Y d-1 X [sY ˃ sX and eY ˂ eX] 
Y o-1 X [sY ˂ sX, sX ˂ eY and  
eY ˂ eX], 
Y f-1 X [sX ˂ sY and eX = eY] 
Table 9 2 Derived temporal relationships a patient flow illustration II 
Table 9.2 reveals that several different temporal relationships can be derived (using 
their start/end) to provide enhanced reasoning concerning two process instances.  
The PITL inference mechanism also assists in determining the consistency of patient 
flow to draw the parallel flow between two process instances such as ‘X’ (representing 
register for surgical waiting list) and ‘Y’ (representing an informed patient with the 
procedure). I could draw the derived relationships using the start and endpoints of process 
instances X and Y and their inverse using an equivalent PG* as shown in figure 9.6 (a) and 
(b) respectively, to see the capability of the framework. 
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Figure 9 6 Derived relationships from the excerpt of the surgical patient flow 
The above possible derived temporal relations between two atomic process 
instances suggests that with the help of PITL inference mechanism the framework could 
assist in finding a consistent path between them. Therefore, I could say that both the 
standards failed to provide such reasoning to establish the consistency which can be 
provisioned by the framework developed here. In addition, I have transformed the patient 
flow modelled in UML-AD and BPMN with the help of the framework by utilising in natural 
language representation as given in table 9.3 below.  
Natural Language Representation 
 Process Description PITL 
A1 The assessment made by the surgeon A1 meets A2 
A2            Diagnostic tests carried out A2 meets A3 
A3    Referral for medical treatment A3 meets A7 
A4        Registration for surgery A2 meets A4 
A5        Information regarding surgery  A2 meets A5 
A6       Surgery A4 and A5 meet A6 
A7       Moved to Ward A6 meets A7 
A8       Discharged A7 meets A8 
Table 9 3 Natural Language representation of patient flow illustration II 
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In Table 9.3 expresses the process instances involved in the patient flow using PITL 
statements. The problem specification does not clearly state the concurrent behaviour and 
in real-life ‘Inform patient with procedure’ overlapped by the register for surgical waiting list’. 
Therefore the relations shown in figure 9.6 can assist us in deriving the correct relationships 
for consistent construction of the patient flow as shown in figure 9.7. 
 
Figure 9 7 A PG* representation of the surgical patient flow 
Figure 9.7 determined an overlapping relationship between process instances ‘A4’ 
and A5’ and provided an equivalent but consistent PG*. Because it has been observed that 
the patient is informed before the ‘registration to be put on the waitlist’ process instance is 
finished. Hence, two derived relationships ‘eA5 precedes eA4’ and ‘eA5 precedes ‘sA6’ assist 
in finding the consistent path. However, if other relationships are shown in figure 9.6 (a) and 
(b) are considered then few PG* (consistent) can be constructed depending upon absolute 
temporal information (if available).  
However, my motive is to establish the applicability of the approach developed in this 
thesis to prove that it is not only able to verify and validate the constructed process model 
but also equip the stakeholders with enhanced reasoning to analyse them for many different 
reasons. The ability of the axiomatic system based on PITL to detect the inconsistencies in 
the process specification (where information come from different sources) would be an edge 
compared with modelling standards.  
Now I will discuss a discharge patient flow described in Illustration III. Illustration I 
and II depict the journey of the trauma patients arriving at the accident and emergency 
department (A&E) of King’s College Hospital. In illustration II a major trauma patient has 
undergone surgery and treatment is completed. Subsequently, the patient is ready to be 
discharged from the hospital. Trauma patient pathway is a complex process and therefore, 
modelled here in three patient flows clearly displaying the necessary steps involved in detail 
for an efficient model.  
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9.1.3 Discharge Patient Flow Illustration III 
A trauma patient after treatment comes to a stage where clinical staff require further 
checks before releasing the patient for his/her safety. The discharge patient flow starts with 
a concurrent flow of an action/task to decide upon the discharge date, and in parallel, a 
decision is required by the nurses establishing that if the patient requires transitional care or 
not. Though a request is made for an assessment required followed by an evaluation of 
patient needs in case a decision for the transitional care provision is made. However, the 
action/task to decide upon discharge date also make a check on the same issue of 
transitional care requirements followed by informing transitional care team with a discharge 
date. These actions/tasks then combined to proceed with a confirmation of transitional care 
and join with no transitional care decision path to confirm a discharge summary. A nurse is 
required to run through it and after making sure the summary is correct, discharges the 
patient from the hospital. This scenario is modelled using UML-AD and BPMN as shown in 
figure 9.8 below 
 
Figure 9 8 Discharge patient flow 
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9.1.3.1 Critique & Enhanced Reasoning 
In figure 9.8 (a) and (b) shows a decision point/exclusive OR gateway placed as one 
of the parallel flow (fork/parallel gateway) to decide upon transitional provision. However, 
there is another flow of the parallel behaviour represented to depict the action/task ‘decides 
discharge date’. Furthermore, in case no transitional care required(decision point) by the 
patient decided by the multi-disciplinary team occurs before the action/task ‘decide 
discharge date’ joins the decision point of the same action/task decision point (that occurs 
after the same action/task completed). It shows an inaccurate representation of the patient 
flow. 
Similarly, another flow coming out from the same decision point requires the multi-
disciplinary team to decide upon the transitional care would trigger a ‘request assessment 
for transitional needs’ made by the ‘Nurse’. It requires a ‘Transitional Care Team’ to initiate 
an ‘assessment of transitional needs’ action/task. In addition, if a decision regarding 
transitional care provision is made after the ‘decide discharge date’ action/task then the 
‘Nurse’ required to trigger the ‘inform transitional care team to carry out the assessment’ 
followed by a join to confirm the transitional care provided. After visual review of the models 
shown in figure 9.8 (patient flow modelled using (a) UML AD and (b) BPMN), I have found 
that the discharge patient flow has semantic incorrectness; inaccurate and inconsistent. To 
evidence this, I have transformed the individual action/tasks based on an axiomatic system 
using the natural language representations shown in Table 9.4 below. 
 Process Description 
A1 Deciding the discharge date 
A2            Request for Assessment for transitional care 
A3    Assess patient needs 
A4        Informs TCT of transitional care 
A5        Transitional care service provided 
A6       Confirms discharge summary 
A7       Runs through the discharge checklist 
A8       Patient discharged 
Table 9 4 Natural Language representation of discharge patient flow 
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The above information enables me to draw the discharge patient flow using PG* to 
evidence the inaccuracies of the models presented in figure 9.8 (a) and (b). An equivalent 
PG* shown in figure 9.9 below 
 
Figure 9 9 Discharge patient flow drawn in PG* (inconsistent) 
Now, to draw a consistent PG* with the support of the inference mechanism, I would 
be able to derive qualitative relationships between the process instances’ start/endpoints. 
With the additional knowledge acquired from the inference mechanism of axiomatic system, 
I am going to extend Table 9.4 and add this extra information presented in Table 9.5. It 
would assist me in drawing a consistent patient flow using PG*.To elaborate this, I re-draw 
the inconsistent PG* (figure 9.9) with derived temporal information given in Table 9.5 below. 
Natural Language Representation 
 Process Description PITL 
A1 Deciding the discharge date A1 meets A6 
A2            Request for Assessment for transitional 
care 
A2 meets A3 
A3    Assess patient needs eA4 precedes eA3 
A4        Informs TCT of transitional care eA4 ˂ eA1 
A5        Transitional care service provided eA5 precedes eA1 
A6       Confirms discharge summary A5 meets A6 
A7       Runs through the discharge checklist A6 meets A7 
A8       Patient discharged A7 meets A8 
Table 9 5 Derived temporal relationships of discharge patient flow 
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In Table 9.5, three qualitative temporal relations derived from the given scenario 
which UML AD and BPMN representations (presented in figure 9.8(a) and (b)) cannot 
capture i.e. eA4 precedes eA3, eA5 precedes eA1 and eA4 ˂ eA1. Using PG* the above-
derived knowledge can be represented in an attempt to provide a consistent patient flow 
shown in figure 9.10. 
 
Figure 9 10 Discharge patient flow (consistent) modelled in PG* 
The above investigation evidenced that both the modelling standards produced 
inaccurate and inconsistent representation of the patient flow. But with the support of 
derived temporal relations, modellers able to capture the complexities of a system 
that may facilitate in constructing a consistent and semantically correct model that 
can be verified. The comparative findings are listed below. 
• The action/task ‘informed transitional care team for transitional care’ modelled 
parallel to the patient’s needs assessment’ action/task. The flow depicted does 
not provide any other information concerning their relative occurrence. However, 
with the assistance of the axiomatic system, I have derived the relationship 
between them and shown in figure 9.10, i.e. eA4 precedes eA3. 
• The figure 9.8 (a) and (b) presented the models showing the action/task ‘inform 
TCT for transitional services’ as a decision branch (XOR) coming out from 
‘decides discharge date’. It means the model tells the stakeholder that ‘decides 
discharge date’ has completed. It means it shows a misleading flow to start 
transitional care service provision after the discharge date which should have 
been considered the discharge date finalised. On the contrary, action/task ‘inform 
TCT for transitional services’ occurs during the ‘decides the discharge date’ 
(derived), i.e. eA4 ˂ eA1 represented in an equivalent PG* shown in figure 9.10 to 
consistently represent the discharge patient flow. 
• Additionally, the action/task ‘Transitional care services provided’ should finish 
before the ‘decides the discharge date’ action/task, i.e. eA5 precedes eA1 
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represented in an equivalent PG* shown in figure 9.10. However, it has been 
modelled as a join/parallel gateway path in figure 9.8 (a) and (b) and its inaccurate. 
Even though both modelling standards rely on intuitive modelling but still failed to 
specify a relative temporal order between actions/tasks. Therefore it confuses the 
stakeholder instead of providing correct behaviour. This discussion showed that the absence 
of the comprehensive relative temporal information hampers the correctness of the 
modelling standards. So far, with the aid of the framework, I have analysed the models 
constructed in UML-AD and BPMN for their relative temporal order and subsequently 
constructed a semantically correct model using PG* making provision for enhanced 
reasoning (demonstrated in the trauma patient pathway) for their consistency. 
9.2 Scheduling Challenges 
Each scheduling method addresses somewhat different issues, therefore an 
appropriate scheduling mechanism within the hospital environment may assist in improving 
resource bound activities in the emergency department of the hospital such as better patient 
flow through A&E while managing well the associated resources such as staff, wards and 
operation theatres etc [Hall, 2012]. However, the framework not only offers graphical 
representation for planning and representing the patient flows but has the capability to 
schedule the activities well concerning the time (quantitative and/or qualitative) associated 
with each activity in patient flow to deliver timely service. Furthermore, the utilisation of 
attached temporal information would help in scheduling all the required elements in a 
process enactment. With this approach, I could address the issues associated with 
scheduling such as ensuring resources are maintained while minimizing the time spent at 
the hospital waiting to be seen. 
The findings of this research also establish that both relative and absolute temporal 
information (if available) crucial to organise the atomic process instances in a patient flow 
for better representation and improved performance. In addition, with the availability and 
appropriate utilisation of qualitative temporal information, a modeller not only models a 
consistent patient flow but also schedule the process instances involved for optimisation 
purposes. The scheduling of process instances achieved using PG* by applying three 
parametric values, i.e. earliest start (Ev), a late start (Lv), and latest start (Tv), to each vertex 
of a PG*. The specific time values assist in identifying critical and non-critical process 
instances in a patient pathway. Furthermore, to optimise project management’ operational 
constraints adapted here and respectively termed as ‘applied constraints (ACs). The applied 
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constraints are defined in chapter 7 (AC1- AC4). AC1 and AC2 used advantageously when 
non-critical process instances delayed. 
Moreover, scheduling mechanism provided here may assist in improved process 
instance execution when either the exact knowledge of special atomic process instance 
temporal information (stamp) or boundary values of a process instance (start/end) available. 
Such information would enable the stakeholders with the knowledge such as estimation of 
a finish time and/or identify delays to specify corresponding delay and/or ` earlier completion. 
Furthermore, it would also facilitate an improved process specification concerning 
associated temporal information by reviewing the schedule and costs involved. Therefore, I 
would utilise the framework (scheduling mechanism) to the patient flows for their 
optimisation.  
To see the framework in action to schedule process instances, I would rely on the 
data gathered from the King’s College Hospital’ A&E department with regards to their 
discharge patient flow presenting associated real-time values to perform schedule given in 
Table 9.6. 
Processes D Ev Tv Critical AC1 AC2 
A1 29 1 30 Yes 0 0 
A2            5 0 5 Yes 0 0 
A3    4 5 9 Yes 0 0 
A4        2 6 8 Yes 0 0 
A5        21 9 30 Yes 0 0 
A6       10 30 40 Yes 0 0 
A7       5 40 45 Yes 0 0 
A8       5 45 50 Yes 0 0 
Table 9 6 Parametric values for discharge patient flow 
The above information would help to schedule the discharge patient flow by 
simulating PG* to construct a consistent process (instance) model. It would represent a 
relativistic model (optimised patient flow) that is not possible with the current modelling 
standards as shown in figure 9.11 
  
159 
 
 
Figure 9 11 Scheduled Discharge patient flow modelled in PG* 
The quantitative temporal information enables me to construct a PG* shown in figure 
9.11 with precise information and drawing all the critical process instances (with their earliest 
start and latest completion times). Keeping in mind, the latest completion time describes the 
upper boundary of a process instance expressing the total duration of all the process 
instances. It also ensures the implicit synchronization of the parallel paths within a discharge 
patient flow. Furthermore, the discharge patient flow is shown in figure 9.11 also underwent 
the unification, branch and join folding procedure while constructing the optimised model. 
9.2.1 Limitations 
At King’s College Hospital, during the process of data collection, I have identified that 
there were specific situations where some limitations applied due to non-availability of 
resources (in the discharge process, is its staff). Such limitations can cause constrain the 
flow and may delay the overall process, for example, for the process instance A4 where 
nurse is required but not available straight away to carry out the ‘request for transitional care 
assessment’ process instance.  
Another constraint, if applied may cause some alteration to the overall patient flow. 
For example, if a constraint applied to the process instance A2 such that it cannot start earlier 
than ‘2’ time units which is sA2 ≥ 2. Additionally, there are situations where doctors are not 
available a a specific time due to theirother engagements. Therefore, considering such 
situation where doctor availability is specified such as available at ‘32’ time units (A6 must 
start at ‘32’ time units). The constraints applied to the two process instances (stamps) have 
changed the values of table 9.6 and the appended information given in Table 9.7. 
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Processes D Ev Tv Critical AC1 AC2 
A1 29 3 32 Yes 0 0 
A2            5 2 7 Yes 0 0 
A3    4 7 11 Yes 0 0 
A4        2 6 8 Yes 0 0 
A5        21 11 32 Yes 0 0 
A6       10 32 42 Yes 0 0 
A7       5 42 47 Yes 0 0 
A8       5 47 52 Yes 0 0 
Table 9 7 New values added to discharge patient flow 
The constraints specified in Table 9.7 are accommodated in a reviewed PG* shown 
in figure 9.12. 
 
Figure 9 12 Scheduled presented with appended quantitative values 
The involved process instances are critical so that the constraints applied have 
changed the total duration of the patient flow by re-calculating the individual process 
instances as shown in figure 9.12 above. Thus, I have shown the working of the framework 
to utilise the scheduling mechanism to optimise the discharge patient flow. In addition, I have 
utilised the applied constraints to show that the framework has comprehensively covered 
project management related issues.   
To demonstrate the functioning of a sub-process instance described in the axiomatic 
system, I have adopted the HPG* (described in chapter 6). Notice that HPG* represents a 
PG* including the set ‘M’ (pair of relations) that is empty in case only high-level PG* is 
required. Therefore, it is possible to associate multiple sub-process instances to a single 
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process instance. HPG* utilised the available completion time information serving as 
constraints and keeping different coordinated process instances intact.  
The investigation conducted at the King’s College Hospital revealed that the 
discharge patient flow can be broken (depending upon the patient’s needs) into two atomic 
process instances representing a sub-process instance. They normally occur during the 
‘decides the discharge date’ process instance to facilitate the patients with the information 
required for their wellbeing after discharge ensuring they understand what steps need to be 
taken when at home involving their medication and self-care etc. Furthermore, staff requires 
to pencil a discharge plan ensuring every point is documented given in Table 9.8 below 
 Process Description 
A11 Discussion with the patient concerning discharge 
A12            Develop a discharge plan 
Table 9 8 Sub-process details of the discharge patient flow 
The clinical staff at the King's College Hospital required to carry out these atomic 
process instances with the patients with specified needs such dementia or other related 
diseases restricting them concerning their wellbeing or self-care. Therefore, a patient 
discussion is necessary along with a planned developed to decide a discharge date. To 
utilise such information for their respective graphical representation, process instance A1 
broken down into A11 and A12 to represent the atomic process instances. The two atomic 
process instances A11 and A12 constitute a sub-process (definition given in chapter 6). I have 
drawn the relative occurrence of the HPG* in a PG* without the quantitative temporal 
information in figure 9.13. 
 
Figure 9 13 A sub-process using HPG* 
  
162 
 
As we know that PG* used for the high-level process instance representation and to 
accommodate additional information to represent low-level abstraction, a HPG* is used. 
Figure 9.13 shows the qualitative temporal information used to construct a HPG* 
accommodating new information attached to the process instance ‘decides the discharge 
date’ has broken down into two sub-components. Keeping in mind, the total duration 
(quantitative temporal information) of ‘decides the discharge date’ process instance must be 
higher or equal to its sub-process instance length. Therefore, to evidence the quantitative 
temporal information in operation, I consider the revised PG* presented in figure 9.12 with 
updated time information. Table 9.9 provides additional quantitative temporal information 
regarding the two atomic process instances (sub-process). 
Processes D Ev Tv 
A11 20 0 20 
A12            20 0 20 
Table 9 9 Parametric values of the subprocess 
  The above details gathered during the investigation and meet the criteria of the PG* 
that is the sub-process instance length must be shorter or equal to the primary process 
instance. A precise HPG* representing a sub-process in a PG* constructed with absolute 
temporal information shown in figure 9.14. 
  
Figure 9 14 A scheduled sub-process using HPG* 
 Figure 9.14 presents a consistent HPG*. Therefore, the above analysis ensures the 
suitability of the method overcoming the major issues of the modelling standards concerning 
precise representation by scheduling for improved performance. Furthermore, it could also 
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be used to analyse, verify and validate a process instance model developed in any of the 
modelling techniques that are specifically designed for the business process modelling. 
More importantly, the framework has subsumed both modelling standards (core modelling 
terminologies and constructs) and provided a unified platform for business process 
modelling domain. 
9.2.2 Feedback 
A series of meetings arranged with the domain experts at the King’s College Hospital 
after each patient flows transformation carried out to show the inaccuracies and 
inconsistencies with their existing models developed in UML-AD and BPMN. This has 
established the need to identify the boundaries of the activities involved within a patient flow 
for their consistent representation. 
Similarly, a precise transformation of the models to the method developed in this 
thesis not only helped them to understand the problems with the modelling standards but 
also witnessed the benefits provided by the framework to construct models with consistency 
and presented additional features of reasoning for their ease.  
The feedback which I have received was very encouraging and seen their interest in 
utilising the method in future not only in A&E to model other functionalities but they have 
shown interest in its use as a pilot in other departments. Furthermore, they expressed their 
gratitude towards the efforts I have made in terms of providing them with the technique that 
addressed the modelling issues at the accident and emergency (A&E) department. 
9.3 Summary 
One of the most vital chapters of this study that determines the authenticity of the 
method developed and establishes the contribution to the knowledge in practice. The 
chapter included the process of the data gathered from the King’s College Hospital Trust 
with regards to their patient pathways. I have chosen a case (trauma patient pathway) from 
the available data to ensure the contributions to the knowledge evidenced appropriately and 
to show the approach practical value. The data gathered through interviewing process by 
taking notes and the models constructed in UML-AD and BPMN.  
The models received showed isomorphism between the two graphical modelling 
approaches in handling similar scenarios. Even though additional temporal information is 
available but failed to incorporate important information to model the patient flows. Due to 
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this, the models built using UML-AD and BPMN not only provided insufficient information 
about the flow with a high probability of being incorrect. In addition, no mechanism of 
verification is in place to examine inaccuracy within a constructed model using both the 
modelling standards. Furthermore, both approaches are not formalised and have the 
possibility to provide different interpretation of wide variety of modelling elements available 
to stakeholders generally and in the NHS specifically (in the hospital). 
The challenge with the trauma patient pathway was its complexity comprised of 
several activities and sub-activities and the timely delivery of the required care service. Due 
to this, the domain experts at King’s College Hospital divided the pathway. I will consider 
only one case of the trauma patient flow which is considering the main pathway considered 
for every trauma patient arrival namely a) Trauma patient flow. The next flow is chosen fro 
the main flow to represent its branch representing a flow necessary for major trauma patients 
requiring surgical intervention entitled with b) Surgical patient flow. This flow is followed by 
the associated patient flow describing the discharge shown as c) Discharge patient flow. 
These separate flows are subsequently modelled utilising UML-AD and BPMN by them to 
express the behaviour attached. 
These models were collected, analysed and evaluated using the framework for any 
inconsistency within the models. The framework provides a verification mechanism to 
analyse the built models by assimilating the problem description attached with the scenario 
and associated additional temporal information for their transformation into PG*. The 
analytical capabilities of the approach not only examine the inconsistency within the problem 
description but also in the built models.  
PG* also provides a labelling mechanism coupled with scheduling algorithm to embed 
available temporal information (both qualitative and quantitative) attached with the activities 
involved for better planning, management and improved decision making. However, existing 
modelling approaches are not able to incorporate such temporal information and lack in 
facilitating modellers with a scheduling procedure that could hugely improve the flow and 
resource utilisation. In addition, the framework developed in chapter 5 and 6 ensure the 
verification and validation of the models that are missing in the current modelling standards. 
Moreover, the application of the framework on a major trauma patient pathway 
modelled by domain experts at the King’s College Hospital found significant inaccuracies. 
These findings were the result of the method developed here that provided the clear 
semantics for their more often used modelling artefacts supported by algorithms to inspect 
the modelled processes and transform them to PG* to present the consistent patient flow. 
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In addition to the consistent representation of the patient flow, the framework also facilitates 
users with enhanced reasoning based on the point interval temporal approach. That embeds 
the ‘what if’ situations and ensures that the uncertainty is addressed utilising the available 
enhanced qualitative constraints. UML-AD and BPMN lack such facility in their standard 
documentation which makes the approach proposed here distinct and justifies its 
contribution to the knowledge. 
The analysis results provided to the domain experts at the King’s College Hospital. 
They were interested to see the inconsistencies in the individually transformed patient flows 
of the trauma patient pathway. Additionally, the framework planning and scheduling 
capabilities with the incorporation additional temporal information (both qualitative and 
quantitative) amazed them to see possible improvements they can make to their modelling 
capabilities. That could help them to optimise their schedule with regards to their time and 
staff resources and make better decisions. UML-AD and BPMN have no power to perform 
such operations and therefore found insufficiently suitable for modelling patient flows.  
However, the method proposed here clearly transformed the models built in both 
UML-AD and BPMN into PG* and provided King’s College Hospital with noticeable 
improvements that could assist them in handling similar scenarios effectively by graphically 
representing their patient flows.   
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Chapter 10 Conclusion & Future Work 
In this chapter, I would conclude establishing the contributions to the knowledge 
achieved and detailing briefly with the possibility of future work. 
10.1 Conclusion 
In this thesis, I have reviewed the modelling standards and examined the existing 
work. The investigation has revealed that business process modellers utilising the modelling 
standards of both the business and technical domain facing challenges to model processes 
precisely. It also has a huge impact on the healthcare industry, which tends to adopt these 
insufficient paradigms to model hospital patient flows for their correct representation. 
Therefore, the primary motivation of this research was to provide a framework that is general 
enough and has the provision of a knowledge base to address the missing gap. Which 
makes it applicable to any real-life domain to show the validity of the method proposed.  
10.1.1. Contributions to the Knowledge 
For this research, I have relied upon the constructive research method to address the 
real-life problems faced by the domain experts while modelling processes. This multi-
disciplinary research work carried out a comparative empirical study of business process 
modelling (BPM) standards used by IT and business industry. Which produced a number of 
findings and required addressing accordingly. To start with addressing the findings based 
on the constructive method, a theory (scientific knowledge) relevant to the business process 
modelling required to develop. That addressed the practical problem by laying down a 
foundation in the shape of an innovative practical solution contributing to the existing 
knowledge and filling the gap.  
The comprehensive review of the business process modelling techniques (chapter 3) 
identified the issues faced by them. The problem associated with these modelling standards 
stemming from their documentation that has noted a wide variety of modelling constructs 
with intuitive semantics. Due to the availability of a large number of modelling constructs 
and out of the many are unused make them construct redundant approaches and yet they 
are accepted as industry standards, which is a big question for industry to answer.  
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As stated earlier, both techniques are overwhelmed with unnecessary modelling 
constructs and a huge amount of them being unused. This milestone has been achieved by 
the identification of the most often used modelling elements in chapter 4 necessary to 
construct a typical business process. In addition to the problem stated earlier faced by the 
industry include the fact that the one used (and the rest of them) have no clear semantics 
deterring the designers and modellers to built an explicit process model. Therefore, with the 
help of the initial findings I have made efforts to narrow down the business process modelling 
standards’ modelling constructs and terminologies (artefacts) based on their utilisation. 
Similarly, it is vital to equip them with the precisely described to construct a process model 
depicting the consistent behaviour of an operation within an enterprise.  
Ultimately, based on the constructive method, I have laid the down a foundation to 
develop a scientific knowledge base suitable for the business process modelling requiring 
precise semantics. With this approach, the analysts may use and interpret the exact 
enumeration explicitly due to their explicit structure and avoid any confusion which exists in 
the modelling artefacts used to construct models by the modelling standards.  
In order to provide clear semantics for the most often used modelling artefacts, I 
required to align them to a well-established logic (such as temporal logic) for provisioning 
clear semantics for the knowledge base identified to be used in real-life. But, there are a few 
classes of the temporal logic exist in the literature, i.e., point interval temporal logic, interval 
temporal logic, point and interval logic etc. Therefore, a review has provided of these 
different classes of temporal logic (chapter 5) for their real-life application.  
The reason for identifying most often used modelling artefacts along with a specific 
choice of PITL ensured a smooth alignment between them. The review has revealed that 
not all temporal theories are applicable to all real-life situations. Therefore, I have to rely on 
one class of the temporal logic that could assist in constructing a correct process model, 
Thus, I have chosen point and interval logic (PITL) that provided distinct temporal objects 
with explicit structure. That could help in describing (explicitly) the components of the 
knowledge base. 
As part of the contribution to the knowledge, I have extended the point interval 
temporal logic proposed by [Zaidi, 1999]. Because the available temporal objects of the 
existing PITL were not enough to suitably align with the most often used modelling artefacts 
of the commercial tools discussed in this thesis. Therefore, to develop a state of the art 
framework (phase I), I have extended the PITL (contribution to the knowledge) and defined 
its lexicons for their precise structure.  
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In addition, [Zaidi, 1999[ has provided a formalism for interval-interval, point-point and 
point-interval but another set of temporal relations and formalisms was missing. Therefore, 
I have added interval-point relations and formalism to extend the PITL of Zaidi (contribution 
to the knowledge). By providing interval-point formalism and extended relationship data set, 
it increases the possibility of finding a solution (consistent relation) within a process model. 
Furthermore, Zaidi has used the point and interval as temporal objects and neglecting the 
importance of moment standalone like an unbreakable interval. However, I have chosen 
‘moment’ as a temporal object ad precisely defined in this thesis. Therefore, the knowledge 
base provides the necessary modelling artefacts suitable for their real-life application. Their 
practical value can be assessed when aligned with commercial techniques.  
The above represented the methodical approach used to develop the theory utilising 
PITL supported with a knowledge base for modelling a correct business process. That way 
the foundation laid out for the development of the precise knowledge base further assisted 
in presenting the precise description for the identified most often used of both the modelling 
standards. In this way, the first hurdle removed by identifying frequently used modelling 
artefacts by the modelling standards in modelling a basic business process and clear 
semantics through the use of a reliable temporal class. 
Therefore, with the aid of the temporal objects (identified in chapter 5), I have aligned 
the most often used a (necessary and sufficient) set to model a business process. The phase 
I of the study also laid a path towards the unification of both standards due to their subtlety 
in their representation. This research gap was unfilled for more than a decade initially 
identified by S. White in [White, 2004]. Hence, a set of a generic set of modelling artefacts 
required that can be used in real-life and suitable for both the modelling standards presented 
in phase II of the framework development.  
Phase II adopted the approach of model theory for the development of the framework 
providing explicit ontology for the modelling components of the knowledge base developed 
in this study. To proceed with the required enumeration, I have to provide the terminology 
that could be easily understood and depict the correct information not only to modellers but 
also stakeholders can use them for consistent interpretation.  
Moreover, problems associated with the standards include activities and processes 
vague association with the temporal object based on interval logic and point used 
additionally to specify start and end associated with a business process. Hence, it is vital to 
distinguish these terms modelling a business process explicitly. 
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This effort constitutes the second part of the framework developed providing the exact 
and generic enumeration bearing the logical meaning (consistent), i.e. ontology. To be 
explicit in their meaning, I have used first-order logic to define them for their real-life 
alignment with modelling techniques. To complete the framework, I have devised an 
axiomatic system to provide unified terminologies. That can be used by any modelling 
techniques effectively employing the exact meaning of them. The generic set of the 
modelling artefacts introduced in this thesis are: 
• Atomic process (associating with unbreakable interval, i.e., moment) referring to 
action/task or any terminology which describes the same meaning. 
• Special Atomic process (associating with an unbreakable point, i.e., zero duration) 
referring to an event or any terminology which describes the same meaning. 
• Business Process and Sub- Process (associating with interval, i.e., breakable) 
referring to business process and sub-process, or any terminology which 
describes the same meaning. 
These terminologies further formally defined to align them with the modelling 
standards most commonly used artefacts (who are missing the formal semantics). 
Furthermore, the review of the modelling standards also revealed that they have no support 
mechanism provided for inspecting the constructed models for their correctness. Thus, the 
models constructed cannot be examined with any inbuilt verification mechanism to establish 
their consistency. Thus, the axiomatic system supported by the inference mechanism 
embedded within the extended PITL and developed a verification and validation mechanism 
to construct process models (depicting high and low-level abstraction) with consistency and 
therefore, overcoming such problem.   
In this thesis, I have chosen an artificial intelligence-based resolution theorem to 
provide a mechanism for verifying the axiomatic system (abstract process model). The 
verification of the axiomatic system should provide the correct representation of a system’s 
behaviour. Therefore, it is necessary that the axiomatic system proposed is sound and 
complete. So, I have defined the structural properties (of abstract process) and used 
theorem-proving techniques (based on resolution theorem) to establish that the axiomatic 
system is correct (sound and complete). 
To make sure the axiomatic system has its real-life application (validation), based on 
model-theoretic approach providing there exists a unique instance of the complex process 
of the abstract process. Furthermore, with such approach, I would be able to establish that 
each abstract modelling artefact defined in the axiomatic system has its real-life instance. 
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That satisfy the constraints (temporal) between each artefact to construct a precise business 
process model. I have introduced a translation function ensuring that there is a clear 
translation provided for such purpose. 
To summarise the above contributions to the knowledge, the framework developed 
is innovative and provide state of the art method to resolve the outstanding issues (such as 
exact enumeration, no formal semantics, non-availability of verification and validation 
mechanism) of the modelling standards. The framework developed also serves as the 
grounding for the domain of the business process modelling. In addition, the approach 
improved the conception, utilisation and operation viability to aid designers in constructing 
a precise model to express the systems’ correct behaviour. Until now, I have answered the 
research questions 1 and 2 (specified in chapter 1). 
To answer the question 3a and 3b described in chapter 1, I relied upon a formal but 
graphical modelling tool, i.e. point graph (PG), presented by Zaidi in [Zaidi 1999] and easy 
to use. I have extended it here and known as PG* (contribution to the knowledge). The 
formal semantics provided in the framework can easily blend in with the PG* to simulate a 
consistent business process. Furthermore, it has the power to evaluate business process 
models constructed using other modelling techniques ascertaining that all errors reported 
for subsequent elimination. To aid further, PG* equipped with algorithms supporting process 
control flow. Therefore, the framework developed with additional features can facilitate 
enterprises in designing and modelling the correct process. In addition, it would analyse and 
evaluate the business process models constructed using UML-AD and BPMN to report any 
errors. Which can be corrected using the framework and unify the modelling standards.  
Similarly, as part of the contributions to the knowledge, a transformation (chapter 7) 
of the most often used modelling standards, i.e., UML AD and BPMN, to the framework is 
provided. The transformation performed provided the unification of the frequently used 
modelling artefacts of the standards into the method developed in this thesis. The unification 
of these modelling artefacts achieved by individually mapping them to the modelling 
artefacts of the framework ensuring a smooth mapping carrying a great value for its use in 
the real-life for their practical application.  
So far with the adoption of the constructive method approach, I have developed a 
knowledge base (theory) that provided distinct ontology bearing concise structure supported 
by mathematics theorems to prove its correctness. That has been validated with the 
assistance of the model-theoretic approach. Now the next and final step required to show 
theory in action )application).    
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To show the state of the art framework developed here in action helping in achieving 
the third criterion of this thesis by its application to the real-life domain. Therefore, I have 
chosen healthcare domain for the application of this framework. The reason to choose the 
healthcare domain in general and hospital especially is due its challenging nature. Because. 
Hospital patient flows are tedious in structure and complex in representation and therefore 
yet no specific modelling method was developed to address the issues of healthcare. 
I had chosen King’s College Hospital accident and emergency department to model 
its patient flows to improve performance via better time management. The domain experts 
used existing modelling standards to model their patient flows. It became evident from the 
existing models developed utilising the standards by the domain experts at the King’s 
College Hospital Trust that these techniques neither provided the consistent representation 
of patent flows nor improving the patient waiting time at the hospital for optimisation 
purposes (regarding patients’ care). The problems identified from the analysis using the 
framework for any inconsistency in the data collected (including information and constructed 
models utilising UML-AD and BPMN) from the King's College Hospital Trust. 
Three different patient flows from trauma patient pathways selected and 
subsequently transformed to evaluate any shortcomings from the developed models 
collected from the King's College. The framework has the capability of incorporating 
extended qualitative temporal constraints and quantitative temporal information to analyse 
the constructed models of trauma patient pathway, which resulted in reporting errors. The 
errors included inconsistency in their representation and also time delays that have been 
overcome by the method developed here. With the application of the framework, 
constructive method completed and showed that it has the applicability in both the domains 
of computer science and healthcare.  
Moreover, the approach proposed here in this thesis has the ability to plan and 
schedule processes with the help of algorithms using extended qualitative, and quantitative 
temporal information incorporated by the inference mechanism of PITL. I have also 
established that this method has the ability to manage the healthcare operations (including 
the King’s College Hospital) effectively its resource (time) utilisation through process 
scheduling to optimise the patient flows improving their overall performance and patient 
care. 
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10.2 Future Work 
In this thesis, I have studied the graphical modelling standards and provided 
knowledge base comprised of the key artefacts formally defined to represent the typical 
business processes and patient flows. In addition, the knowledge base developed is 
general enough to be utilised for transfer learning in different healthcare settings.  
I have contacted the Moorfields Eye Hospital Retina Imaging department and 
provided the opportunity to provide consultancy to investigate one of their clinics to 
investigate the patient flows involved. I have chosen Moorfields Eye Hospital Retina 
Imaging because its one of the UK’s best eye hospital and has a large number of patients 
that need managing against time and other resources for better performance of the 
department. It would be a great opportunity to review the framework and its implementation 
in another healthcare setting. I have met with clinical staff and proposed a scheme of work 
(waiting to hear from them). 
Moreover, the framework provided could also integrate other resources within 
healthcare settings such as human and machines to improve their coherent performance. 
If Moorfields Eye Hospital agrees to utilise the framework then it would solidify the method 
developed. Similarly the wealth of data can be collected that can be used to analyse their 
shortcomings (if any) for improved delivery of care services to its patients.    
Moreover, this research also presents a strong case to incorporate approaches such 
as process mining and machine learning to uncover models from event logs and model 
deviations for performance analysis based on their time of occurrences. Because the 
process unfairness (also known as representational bias) can be a vital element of process 
mining to discover event logs based on time. 
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Appendices 
Appendix 1: Sample Process Map (King’s College) of Current state-Emergency Pathway 
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Appendix 2: Sample Process Map (King’s College) To be Process-Emergency Pathway 
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