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On regularity of primal and dual dynamic
value functions related to investment problem
M. Mania and R. Tevzadze
Abstract. We study regularity properties of the dynamic value
functions of primal and dual problems of optimal investing for utility
functions defined on the whole real line. Relations between decomposi-
tion terms of value processes of primal and dual problems and between
optimal solutions of basic and conditional utility maximization prob-
lems are established. These properties are used to show that the value
function satisfies a corresponding backward stochastic partial differ-
ential equation. In the case of complete markets we give conditions
on the utility function when this equation admits a solution.
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1 Introduction
We consider a financial market model, where the dynamics of asset prices
is described by the continuous semimartingale S defined on the complete
probability space (Ω,F , P ) with continuous filtration F = (Ft, t ∈ [0, T ]),
where F = FT and T < ∞. We work with discounted terms, i.e. the bond
is assumed to be a constant.
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Denote by Me (resp. Ma) the set of probability measures Q equiva-
lent (resp. absolutely continuous with respect) to P such that S is a local
martingale under Q.
Throughout the paper we assume that the filtration F is continuous (i.e.
all F -local martingales are continuous) and
Me 6= ∅. (1)
The continuity of F and the existence of an equivalent martingale measure
imply that the structure condition is satisfied, i.e. S admits the decomposi-
tion
St =Mt +
∫ t
0
λs d〈M〉s,
∫ t
0
λ2s d〈M〉s <∞
for all t P -a.s., whereM is a continuous local martingale and λ is a predictable
process.
Let U = U(x) : R → R be a utility function taking finite values at all
points of real line R such that U is continuously differentiable, increasing,
strictly concave and satisfies the Inada conditions
U ′(∞) = lim
x→∞
U ′(x) = 0, U ′(−∞) = lim
x→−∞
U ′(x) =∞. (2)
We also assume that U satisfies the condition of reasonable asymptotic elas-
ticity (see [6] and [13]), i.e.
lim sup
x→∞
xU ′(x)
U(x)
< 1, lim inf
x→−∞
xU ′(x)
U(x)
> 1. (3)
We consider the utility maximization problem, i.e. the problem of finding
a trading strategy (pit, t ∈ [0, T ]) such that the expected utility of terminal
wealth Xx,piT becomes maximal. The wealth process, determined by a self-
financing trading strategy pi and initial capital x, is defined as a stochastic
integral
Xx,pit = x+
∫ t
0
piudSu, 0 ≤ t ≤ T.
The predictable, S−integrable process pi we call admissible if the stochastic
integral (
∫ t
0
piudSu, t ∈ [0, T ]) is uniformly bounded from below.
The value function V associated to the problem is given by
V (x) = sup
pi∈Π
E
[
U
(
x+
∫ T
0
piu dSu
)]
, (4)
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where Π is the class of admissible strategies.
For the utility function U we denote by U˜ its convex conjugate
U˜(y) = sup
x
(U(x)− xy), y > 0. (5)
The dual problem to (4) is
V˜ (y) = inf
Q∈Me
E[U˜(yρQT )], y > 0, (6)
where ρQt = dQt/dPt is the density process of the measure Q ∈ M
e relative
to the basic measure P .
Let τ be a stopping time valued in [0, T ]. Denote by Πτ the class of ad-
missible processes, such that pi = pi1[τ,T ]. Define Zτ,y = {Y : Y = y
ρT
ρτ
, ρT =
dQ
dP
, Q ∈Me(S)}.
The dynamic value functions of primal and dual problems are defined as
V (τ, x) = ess suppi∈Πτ E
[
U
(
x+
∫ T
τ
piu dSu
)∣∣∣∣Ft
]
, (7)
V˜ (τ, y) = ess inf
Y ∈Zτ,y
E
[
U˜(Y ) | Ft
]
, y > 0. (8)
For V (0, x) and V˜ (0, y) we use the notations V (x) and V˜ (y) respectively.
Following [13] we make
Asumption 1. For each y > 0 the dual value function V˜ (y) is finite and the
minimizer Q∗(y) ∈Me (called the minimax martingale measure) exists.
Let Πx be the class of predictable S integrable processes pi such that
U(x+ (pi · S)T ) ∈ L
1(P ) and pi · S is a supermartingale under each Q ∈Ma
with finite U˜ -expectation EU˜(dQ
dP
), where the notation pi · S stands for the
stochastic integral.
Denote Q(x) = Q∗(y) = Q∗(V ′(x)).
It was proved in [12] that optimal strategy pi(x) ∈ Πx of problem (4)
exists, is unique and V (x) = EU(XT (x)), where the optimal wealth XT (x) =
x+
∫ T
0
piu(x) dSu is a uniformly integrable Q(x)-martingale.
Besides, the following duality relations hold true almost surely
U
′
(XT (x)) = ZT (y), y = V
′
(x), (9)
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V ′
(
t, x+
∫ t
0
piu(x) dSu
)
= Zt(y), t ∈ [0, T ], (10)
where y = V ′(x) ( (see [13] and Proposition A3 from [11] for the dynamic
version). Hereafter we shall use these results without further comments.
Our goal is to study the properties of the dynamic value function V (t, x)
and the optimal wealth process Xt(x). It is well known (see e.g., [10]) that
for any x ∈ R the process (V (t, x), t ∈ [0, T ]) is a supermartingale admitting
an RCLL (right-continuous with left limits) modification.
Therefore, using the Galchouk–Kunita–Watanabe (GKW) decomposi-
tion, the value function is represented as
V (t, x) = V (0, x)− A(t, x) +
∫ t
0
ψ(s, x) dMs + L(t, x), (11)
where for any x ∈ R the process A(t, x) is increasing and L(t, x) is a local
martingale orthogonal to M .
Let consider the following assumptions:
a) V (t, x) is two-times continuously differentiable at x P - a.s. for any
t ∈ [0, T ],
b) for any x ∈ R the process V (t, x) is a special semimartingale with
bounded variation part absolutely continuous with respect to 〈M〉, i.e.
A(t, x) =
∫ t
0
a(s, x) d〈M〉s,
for some real-valued function a(s, x) which is predictable and 〈M〉-
integrable for any x ∈ R,
c) for any x ∈ R the process V ′(t, x) is a special semimartingale with the
decomposition
V ′(t, x) = V ′(0, x)−
∫ t
0
a′(s, x) d〈M〉s +
∫ t
0
ψ′(s, x) dMs + L
′(t, x),
where V ′, a′, ψ′ and L′ are partial derivatives at x of V , a, ψ and L,
respectively.
We shall say that (V (t, x), t ∈ [0, T ]) is a regular family of semimartingales
if for V conditions a), b) and c) are satisfied.
We shall consider also the conditions:
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d) the conditional optimization problem (7) admits a solution, i.e., for any
t ∈ [0, T ] and x ∈ R there exists a strategy pi(t, x) such that
V (t, x) = E
(
U(x+
∫ T
t
piu(t, x)dSu)|Ft), (12)
e) for each s ∈ [t, T ] the function (Xs(t, x) = x+
∫ s
t
piu(t, x)dSu, s ≥ t) is
continuous at (t, x) P−a.s. .
It was shown in [8, 9, 10] that if the value function satisfies conditions a)-e)
then it solves the following backward stochastic partial differential equation
(BSPDE)
V (t, x) = V (0, x) +
1
2
∫ t
0
(ϕ′(s, x) + λ(s)V ′(s, x))2
V ′′(s, x)
d〈M〉s
+
∫ t
0
ϕ(s, x) dMs + L(t, x), V (T, x) = U(x). (13)
Our aim is to study conditions on the basic objects (on the asset price
model and on the objective function U) which will guaranty that the value
function V (t, x) is a regular family of semimartingales and conditions d)
and e) are also satisfied, in order to show that the solution of equation (13)
exists. In Theorem 3 of section 5 we provide such type conditions in the case
of complete markets.
The main example, where all conditions a)-e) are satisfied is the case
of exponential utility function U(x) = −e−γx with risk aversion parameter
γ ∈ (0,∞). In this case the corresponding value function is of the form
V (t, x) = −e−γxVt, where Vt is a special semimartingale. Besides, U˜(y) =
y
γ
(
ln y
γ
−1
)
and Assumption 1 is equivalent to the existence of Q ∈ Me with
finite relative entropy EZQT lnZ
Q
T (see e.g. [1]).
We first investigate whether Assumption 1 implies an existence of an
optimal strategy to the conditional maximization problem (7) and how is
this strategy related to the optimal strategy of the basic problem (4).
It was shown in [13] that if we start at time τ with the optimal wealth
Xτ (x) then the optimal value in (7) is attained by pi(τ, x) = pi(0, x)I]τ,T ], i.e.,
E[U(XT (x))|Fτ ] ≥ E[U(Xτ (x) +
∫ T
τ
piudSu) | Fτ ], pi ∈ Πτ ,
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which is well understood from the Bellman Principle.
Under additional conditions we shall show (see Theorem 1) that if we
start at time τ with the wealth equal to arbitrary amount x, then the optimal
strategy pi(τ, x) of (7) is expressed in terms of the optimal strategy pi(x) =
pi(0, x) and the optimal wealth Xτ (x) = Xτ (0, x) of (4) at time τ by the
equality
pit(τ, x) = pit(X
−1
τ (x)), t ≥ τ µ
〈S〉 − a.e.,
where X−1t (x) is the inverse of the optimal wealth Xt(x).
In section 3 we establish relation between decomposition terms of the
value process V (t, x) (11) with corresponding terms of the dual value process
V˜ (t, y).
The problem related with condition a) was studied in [5] for utility func-
tions defined on the positive real line for value functions at time 0 and in [11]
for dynamic value function V (t, x) corresponding to utility functions defined
on the whole real line.
The problems related with conditions b) and c) we connect with an exis-
tence of the inverse flow X−1t (x) of the optimal wealth. In [11] conditions are
given when for any t the optimal wealth is an increasing function of x P -a.s.
and that an adapted inverse of Xt(x) exists. In Proposition 2 of section 4 we
derive a stochastic differential equation for the inverse of the optimal wealth
ψt(x) = X
−1
t (x) and based on this result we give in Proposition 3 sufficient
conditions when b) and c) are fulfilled.
Finally in Section 5 in the case of complete markets we give conditions
on utility function for which all conditions a)-e) are fulfilled and the value
function V (t, x) satisfies BSPDE (13).
In the paper [3] a new approach was developed, where the solution of the
problem (4) was reduced to the solvability of a system of Forward-Backward
equations which is also a heavy task. Note that they showed that in case of
complete markets this system admits a solution under conditions similar to
condition r1) of section 5.
2 The relation between the basic and condi-
tional utility maximization problems
In this section we study basic and conditional utility maximization problem
in incomplete markets for utility functions defined on the whole real line and
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establish relations between optimal strategies of these problems.
To this end we first give some definitions and auxiliary assertions.
We shall say that an adapted stochastic process (Xt, t ∈ [τ, T ]) is a gen-
eralized martingale (resp. supermartingale) if
1) E(|Xt|/Fτ) <∞, for any t ∈ [τ, T ]
2) E(Xt/Ft′) = Xt′ (resp. ≤ Xt′) for any t
′ ≤ t, where t′, t ∈ [τ, T ]
( see the definition of generalized conditional expectations and of gener-
alized supermartingales for discrete time in [14])
Definition. A predictable S integrable process pi is in Πx,τ , if E(U(x +∫ T
τ
piudSu)/Fτ ) is finite and ((pi · S)t, t ≥ τ) is a generalized supermartingale
under each Q ∈Ma with finite U˜ -expectation EU˜(dQ
dP
).
We shall also need two complementary assumptions
Asumption 2. The filtration F is continuous and lim inf
y→∞
ZT (y)/y > 0 for the
process ZT (y) = y
dQ∗(y)
dP
= yρ∗T (y).
Asumption 3. The utility function U is two times differentiable and there are
constants c1 > 0 and c2 > 0 such that
c1 < −
U
′′
(x)
U ′(x)
< c2, x ∈ R. (14)
The last condition is similar to the condition on relative risk-aversion in-
troduced in [5]. Note that for exponential utility function the risk-aversion
coefficient −U
′′
(x)
U ′ (x)
= γ is a constant and condition (14) is also satisfied for lin-
ear combinations of exponential utility functions with different risk-aversion
parameters.
The proof of the following assertion follows from Theorem 4.1 and Propo-
sition 3.1 of [11].
Proposition 1. Let Assumptions 1-3 be satisfied.
Then for any t ∈ [0, T ] there exists a modification of the optimal wealth
process (Xt(x), x ∈ R) (resp. of Zt(y)) almost all paths of which are strictly
increasing and absolutely continuous with respect to dx (resp. dy). Besides
X ′t(x) > 0, E
Q(x)(X ′T (x))
2 ≤ C, (15)
lim
x→∞
Xt(x) =∞, lim
x→−∞
Xt(x) = −∞ (16)
P -a.s. for any t ∈ [0, T ] and the adapted inverse X−1t (x) (resp. Z
−1
t (y)) of
the optimal wealth process exists.
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We shall need also the continuity properties of the square characteristics
〈X(x)−X(y)〉 which can be deduced from Proposition 1.
Lemma 1. Let conditions of Proposition 1 be satisfied. Then, for any
t ∈ [0, T ] the random field (〈X(x) − X(y)〉t, x, y ∈ R) admits a continuous
modification.
Proof. It follows from Proposition 1 that Xt(b)−Xt(a) =
∫ b
a
X ′t(x)dx and∫ b
a
EQ(x)〈X ′(x)〉Tdx =
∫ b
a
EQ(x)X ′T (x)
2dx <∞
and by the Fubini theorem
∫ b
a
U ′(XT (x))
V ′(x)
〈X ′(x)〉Tdx < ∞, P − a.s. Thus by
continuity of V
′(x)
U ′(XT (x))
we obtain
∫ b
a
〈X ′(x)〉Tdx ≤ max
x∈[a,b]
V ′(x)
U ′(XT (x))
∫ b
a
U ′(XT (x))
V ′(x)
〈X ′(x)〉Tdx <∞, P − a.s.
Therefore, using the Kunita-Watanabe and Ho¨lder’s inequalities we have
〈X(b)−X(a)〉t =
∫ b
a
∫ b
a
〈X ′(x), X ′(y)〉tdxdy ≤
≤
∫ b
a
∫ b
a
〈X ′(x)〉
1/2
t 〈X
′(y)〉
1/2
t dxdy =
(∫ b
a
〈X ′(x)〉
1/2
t dx
)2
≤
≤ (b− a)
∫ b
a
〈X ′(x)〉tdx <∞, P − a.s.
and it follows from inequality
〈X(b′)−X(a′)〉t − 〈X(b)−X(a)〉t
≤ 〈X(b′)−X(b)〉
1/2
t 〈X(b
′)−X(a′) +X(b)−X(a)〉
1/2
t
+〈X(a′)−X(a)〉
1/2
t 〈X(b
′)−X(a′) +X(b)−X(a)〉
1/2
t
that 〈X(bn) − X(an)〉t → 〈X(b) − X(a)〉t, P − a.s. when bn → b, an → a.
Thus the stochastic field defined by
〈X(x)−X(y)〉∗t =
{
limr→a,r′→b〈X(r)−X(r
′)〉t, r, r
′ are rational,
0, if the limit does not exists
is continuous and stochastically equivalent to 〈X(x)−X(y)〉t.
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Theorem 1. Let Assumptions 1-3 be satisfied. Then there exist the max-
imizer of (7) and the minimizer of (8) in the classes Πτ,x and Zτ,y respectively
and equalities
XT (τ, x) = XT (X
−1
τ (x)), pit(τ, x) = pit(X
−1
τ (x)), t ≥ τ, (17)
Y (τ, y) = ZT (Z
−1
τ (y)), ρ
Q∗
T (τ, y) = ρ
Q∗
τ (y)
ZT (Z
−1
τ (y))
y
(18)
are satisfied.
Moreover P -a.s.
V (τ, x) = E
[
U
(
x+
∫ T
τ
piu(X
−1
τ (x))dSu
)
| Fτ
]
, (19)
V˜ (τ, y) = E
[
U˜(ZT (Z
−1
τ (y))) | Fτ
]
,
the following duality relation holds
U ′
(
x+
∫ T
τ
piu(X
−1
τ (x))dSu
)
= ZT (Z
−1
τ (y)), y = V
′(τ, x) (20)
and the process
Zt(Z
−1
τ (y))Xt(X
−1
τ (x)), t ∈ [τ, T ], where y = V
′(τ, x), (21)
is a generalized martingale.
Proof. By the optimality principle (see, e.g. [10]) V (t, Xt(x)) is a mar-
tingale and since V (T, x) = U(x) we have that for any x ∈ R
V (τ,Xτ (x)) = E
(
U(XT (x))/Fτ
)
P − a.s. (22)
Since for any τ the functions V (τ, x) and Xτ (x) are continuous for almost all
ω ∈ Ω, the equality (22) holds P -a.s. for all x ∈ R and substituting X−1τ (x)
in this equality we obtain that
V (τ, x) = E
(
U(XT (X
−1
τ (x)))/Fτ
)
P − a.s.,
which means the maximality of XT (X
−1
τ (x)). Let us show that XT (X
−1
τ (x))
is equal to the stochastic integral
XT (X
−1
τ (x)) = x+
∫ T
τ
piu(X
−1
τ (x))dSu (23)
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and that pi(X−1τ (x)) belongs to the class Πτ,x
In order to show equality (23) it is enough to show that
∫ T
τ
piu(x)dSu
∣∣
x=ξ
=∫ T
τ
piu(ξ)dSu, for ξ = X
−1
τ (x).
Let us consider the sequence of simple random variables ξn =
∑∞
k=−∞ ck1Ak ,
where Ak = (
k
n
≤ ξ < k+1
n
), ck =
k
n
. We have ξn → ξ uniformly and∫ T
τ
piu(ξn)dSu =
∞∑
k=−∞
∫ T
τ
piu(ck)1AkdSu =
=
∞∑
k=−∞
1Ak
∫ T
τ
piu(ck)dSu =
∫ T
τ
piu(x)dSu
∣∣
x=ξn
.
On the other hand∫ T
τ
piu(x)dSu
∣∣
x=ξn
−
∫ T
τ
piu(x)dSu
∣∣
x=ξ
=
= XT (ξn)−Xτ (ξn)− (XT (ξ)−Xτ (ξ))→ 0,
as n→∞, since Xt(x) is continuous and∫ T
τ
(piu(ξn)− piu(ξ))
2d〈S〉u =
= 〈X(x)−X(y)〉T − 〈X(x)−X(y)〉τ |x=ξn,y=ξ → 0, P − a.s.
as n→∞, by continuity of 〈X(x)−X(y)〉t. Hence
∫ T
τ
piu(ξn)dSu →
∫ T
τ
piu(ξ)dSu
in probability and
∫ T
τ
piu(x)dSu
∣∣
x=ξ
=
∫ T
τ
piu(ξ)dSu − P.a.s..
Since E|U(XT (x))| <∞ and E
Q|Xt(x)| < ∞, t ∈ [0, T ] for any Q ∈ M
a
and X−1τ (x) is Fτ -measurable we have that
E[|U(XT (X
−1
τ (x)))| | Fτ ] <∞, E
Q(|Xt(X
−1
τ (x))|/Fτ ) <∞ P−a.s., t ≥ τ
On the other hand, since for any t ∈ [0, T ] the function (Xt(x), x ∈ R) is
continuous and increasing, the supermartingale inequality EQ(Xt(x)/Ft′) ≤
Xt′(x), t
′ ≤ t ≤ T implies that
EQ(Xt(X
−1
τ (x))/Ft′) ≤ Xt′(X
−1
τ (x)), τ ≤ t
′ ≤ t ≤ T
for any Q ∈Ma, hence pi(τ, x) = pi(X−1τ (x)) belongs to the class Πτ,x and the
equality (19) holds. Similarly one can show the minimality of ZT (Z
−1
τ (y)),
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so conditional density of the minimax martingale measure to the problem (7)
is ZT (Z
−1
τ (y))
y
.
Since for any t ∈ [0, T ] the functions V ′(t, x), x ∈ R and Zt(y), y > 0 are
continuous and the inverse of Zt(y) exists, from (10) we have that P -a.s.
Z−1τ (V
′(τ, x)) = V ′(X−1τ (x)) (24)
which, together with (9) implies the conditional duality relation (20).
Note also that since Zt(y)Xt(x) is a martingale (see Theorem 1 from [13]),
by continuity of X(x) and Z(y) the process (Zt(V
′(X−1τ ))Xt(X
−1
τ (x)), t ≥ τ)
will be a generalized martingale and by equality (24) this is equivalent to
(21).
3 Relations between decomposition terms of
the value processes of primal and dual prob-
lems
In this section additionally to the continuity of the filtration F we assume
that any orthogonal to M local martingale L is represented as a stochastic
integral with respect to the given continuous local martingaleM⊥. Therefore,
the value process V (t, x) admits the decomposition
V (t, x) = V (0, x)− A(t, x) +
∫ t
0
ϕ(s, x)dMs +
∫ t
0
ϕ⊥(s, x)dM
⊥
s ,
where A(t, x) is an increasing process for any x ∈ R , ϕ and ϕ⊥ areM andM⊥
integrable predictable processes respectively. Since the value process V˜ (t, y)
of the dual problem is a submartingale for each y > 0 it is decomposable as
V˜ (t, y) = V˜ (0, y) + A˜(t, y) +
∫ t
0
ϕ˜(s, y)dMs +
∫ t
0
ϕ˜⊥(s, y)dM
⊥
s , (25)
withM andM⊥ integrable predictable processes ϕ˜ and ϕ˜⊥ and an increasing
process A˜(t, y).
It is known that the value processes of the primal and dual problems are
related by the equality
V (t,−V˜ ′(t, y)) = V˜ (t, y)− yV˜ ′(t, y). (26)
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We are interested how are related the decomposition terms A,ϕ and ϕ⊥ with
A˜, ϕ˜ and ϕ˜⊥ respectively.
Theorem 2. Assume that the filtration F is continuous and any or-
thogonal toM local martingale L is represented as a stochastic integral with
respect to a local martingale M⊥. Assume that V (t, x) is a regular family
of semimartingales (i.e., satisfies conditions a)-c) of introduction) and that
V˜ ′(t, y) is a semimartiongale with the decomposition
V˜ ′(t, y) = V˜ ′(0, y) + B˜(t, y) +
∫ t
0
ϕ˜′(s, y)dMs +
∫ t
0
ϕ˜′⊥(s, y)dM
⊥
s , (27)
where B˜(t, y) is the process of finite variation for any y.
Then (V˜ (t, y), y > 0) is a regular family of semimartingales and
ϕ˜(s, y) = ϕ(s,−V˜ ′(s, y)), µ〈M〉 a.e., (28)
ϕ˜⊥(s, y) = ϕ⊥(s,−V˜
′(s, y)), µ〈M〉 a.e., (29)
A˜(t, y) =
∫ t
0
a(s,−V˜ ′(s, y))d〈M〉s −
1
2
∫ t
0
(ϕ′(s,−V˜ ′(s, y)))2
V ′′(s,−V˜ ′(s, y))
d〈M〉s−
−
1
2
∫ t
0
(ϕ′⊥(s,−V˜
′(s, y)))2
V ′′(s,−V˜ ′(s, y))
d〈M⊥〉s. (30)
Besides V˜ (t, y) satisfies the BSPDE
V˜ (t, y) = V˜ (0, y) +
∫ t
0
(
yλsϕ˜
′(s, y)−
1
2
y2λ2sV˜
′′(s, y)
)
d〈M〉s
+
1
2
∫ t
0
(ϕ′⊥(s, y))
2
V˜ ′′(s, y)
d〈M⊥〉s+
∫ t
0
ϕ˜(s, y)dMs+
∫ t
0
ϕ˜⊥(s, y)dM
⊥
s , V˜ (T, y) = U˜(y).
(31)
Proof. Using the duality relation (26) and the Itoˆ-Ventzel formula (see,
e.g., [7] or [15]) we have
V (t,−V˜ ′(t, y)) =
= V (0,−V˜ ′(0, y)) +
∫ t
0
ϕ(s,−V˜ ′(s, y))dMs +
∫ t
0
ϕ⊥(s,−V˜
′(s, y))dM⊥s −
−
∫ t
0
V ′(s,−V˜ ′(s, y))ϕ˜′(s, y)dMs −
∫ t
0
V ′(s,−V˜ ′(s, y))ϕ˜′⊥(s, y)dM
⊥
s −
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+∫ t
0
a(s,−V˜ ′(s, y))d〈M〉s −
∫ t
0
V ′(s,−V˜ ′(s, y))dB˜(s, y)+
+
1
2
∫ t
0
V ′′(s,−V˜ ′(s, y))ϕ˜′(s, y)2d〈M〉s+
+
1
2
∫ t
0
V ′′(s,−V˜ ′(s, y))ϕ˜′⊥(s, y)
2d〈M⊥〉s
−
∫ t
0
ϕ′(s,−V˜ ′(s, y))ϕ˜′(s, y)d〈M〉s−
−
∫ t
0
ϕ′⊥(s,−V˜
′(s, y))ϕ˜′⊥(s, y)d〈M
⊥〉s =
= A˜(t, y) +
∫ t
0
ϕ˜(s, y)dMs +
∫ t
0
ϕ˜⊥(s, y)dM
⊥
s −
− yB˜(t, y)− y
∫ t
0
ϕ˜′(s, y)dMs − y
∫ t
0
ϕ˜′⊥(s, y)dM
⊥
s . (32)
Since V ′(s,−V˜ ′(s, y)) = y, from (32) we obtain that∫ t
0
ϕ(s,−V˜ ′(s, y))dMs +
∫ t
0
ϕ⊥(s,−V˜
′(s, y))dM⊥s
+
∫ t
0
a(s,−V˜ ′(s, y))d〈M〉s +
1
2
∫ t
0
V ′′(s,−V˜ ′(s, y))(ϕ˜′(s, y))2d〈M〉s+
+
1
2
∫ t
0
V ′′(s,−V˜ ′(s, y))(ϕ˜′⊥(s, y))
2d〈M⊥〉s
−
∫ t
0
ϕ′(s,−V˜ ′(s, y))ϕ˜′(s, y))d〈M〉s−
−
∫ t
0
ϕ′⊥(s,−V˜
′(s, y))ϕ˜′⊥(s, y))d〈M
⊥〉s =
= A˜(t, y) +
∫ t
0
ϕ˜(s, y)dMs +
∫ t
0
ϕ˜⊥(s, y)dM
⊥
s . (33)
Equalizing the martingale parts in (33) we obtain equalities (28) and (29).
Since V˜ (t, y) is two-times differentiable and
V˜ ′′(t, y) = −
1
V ′′(t,−V˜ ′(t, y))
, (34)
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we have that ϕ˜(s, y) and ϕ˜⊥(s, y) are also differentiable and
ϕ˜′(s, y) = ϕ′(s,−V˜ ′(s, y))V˜ ′′(t, y) =
ϕ′(s,−V˜ ′(s, y))
V ′′(t,−V˜ ′(s, y))
, µ〈M〉 a.e., (35)
ϕ˜′⊥(s, y) = ϕ
′
⊥(s,−V˜
′(s, y))V˜ ′′(t, y) =
ϕ′⊥(s,−V˜
′(s, y))
V ′′(t,−V˜ ′(s, y))
, µ〈M
⊥〉 a.e. (36)
Therefore,
ϕ′(s,−V˜ ′(s, y))ϕ˜′(s, y)) = V ′′(s,−V˜ ′(s, y))(ϕ˜′(s, y))2, µ〈M〉 a.e.,
ϕ′⊥(s,−V˜
′(s, y))ϕ˜′⊥(s, y) = V
′′(s,−V˜ ′(s, y))(ϕ˜′⊥(s, y))
2, µ〈M
⊥〉 a.e.
and equalizing the finite variation parts in (33) we deduce that equality (30)
holds.
Let us show now that V˜ (t, y) satisfies the BSPDE (31). It follows from
(13) that
a(s, x) =
1
2
(λsV
′(s, x) + ϕ′(s, x))2
V ′′(s, x)
.
Therefore, using equalities V ′(s,−V˜ ′(s, y)) = y , (34) and (35)
∫ t
0
a(s,−V˜ ′(s, y))d〈M〉s =
1
2
∫ t
0
(yλs + ϕ
′(s,−V˜ ′(s, y)))2
V ′′(s−, V˜ ′(s, y))
d〈M〉s =
=
∫ t
0
(
yλsϕ˜
′(s, y)−
1
2
y2λ2sV˜
′′(s, y)
)
d〈M〉s +
1
2
∫ t
0
(ϕ′(s,−V˜ ′(s, y)))2
V ′′(s,−V˜ ′(s, y))
d〈M〉s.
which (together with (30)) implies that
A˜(t, y) =
∫ t
0
(
yλsϕ˜
′(s, y)−
1
2
y2λ2sV˜
′′(s, y)
)
d〈M〉s
+
1
2
∫ t
0
(ϕ′⊥(s, y))
2
V˜ ′′(s, y)
d〈M⊥〉s. (37)
Now, (25) and (37) imply that V˜ (t, y) satisfies (31).
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Remark. It follows from (25), (30) and (34) that V˜ (t, y) satisfies also
the forward SPDE derived in [4], which takes in this case the following form
V˜ (t, y) =
∫ t
0
a(s,−V˜ ′(s, y))d〈M〉s +
1
2
∫ t
0
(ϕ′(s,−V˜ ′(s, y))2V˜ ′′(s, y)d〈M〉s+
1
2
∫ t
0
(ϕ′⊥(s,−V˜
′(s, y)))2V˜ ′′(s, y)d〈M⊥〉s+
+
∫ t
0
ϕ˜(s,−V˜ ′(s, y))dMs +
∫ t
0
ϕ˜⊥(s,−V˜
′(s, y))dM⊥s
4 Differential equation for the inverse flow of
the optimal wealth
By Proposition 1, if the filtration F is continuous and Assumptions 1-3 are
satisfied then the adapted inverse X−1t (x) of the optimal wealth process ex-
ists. Under stronger conditions we shall derive for the inverse process X−1t (x)
a Stochastic Differential Equation (SDE) which will be used to show the ab-
solutely continuity of bounded variation parts of V (t, x) and V ′(t, x) with
respect to square characteristic < S >.
For stochastic process ξt(x) by ξ
′
t(x) (or ∂ξt(x)) we denote the derivative
with respect to x, µ〈S〉 denotes Dolean’s measure for 〈S〉, i.e. the measure
d〈S〉dP on [0, T ]×Ω. If F (t, x) is a family of semimartigales then
∫ T
0
F (ds, ξs)
denotes a generalized stochastic integral (see [7]), or stochastic line integral
by terminology from [2]. If F (t, x) = xGt, where Gt is a semimartingale
then the generalized stochastic integral coincides with usual one denoted by∫ T
0
ξsdGs or (ξ ·G)T .
Now we shall derive an SDE for the inverse of the optimal wealth ψt(x) =
X−1t (x) of the form
dψt = σt(ψt)dSt + µt(ψt)d〈S〉t, ψ0 = x, (38)
where σt(z) = −
pit(z)
X′t(z)
, µt(z) =
1
2X′t(z)
(
pi2t (z)
X′t(z)
)′
.
Proposition 2. LetX ′′t (x), pi
′
t(x) exist µ
〈S〉-a.e. and are locally Lipschitz
functions with respect to x µ〈S〉−a.e.. Then SDE (38) or equivalently
dψt = −
pit(ψt)
X ′t(ψt)
dSt +
pi′t(ψt)pit(ψt)
X ′t(ψt)
2
d〈S〉t −
1
2
X ′′t (ψt)pi
2
t (ψt)
X ′t(ψt)
3
d〈S〉t, (39)
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ψ0 = x (40)
admits a unique maximal solution and it coincides with X−1t (x).
Proof. The SDE (38) admits unique maximal solution up to time τ(x) ≤
T , where |ψτ(x)−| =∞ if τ(x) < T (see [7]). Applying the Ito-Ventzel formula
for Xt(ψt) ≡ X(t, ψt) (see [7] or [15]) and using that ψt satisfies (39) we get
dX(t, ψt) = X(dt, ψt) +X
′(t, ψt)dψt +
1
2
X ′′(t, ψt)d〈ψ〉t
+d
〈∫ ·
0
X ′(dr, ψr(x)), ψ(x)
〉
t
= pit(ψt)dSt + X
′
t(ψt)[−
pit(ψt)
X ′t(ψt)
dSt
+
pi′t(ψt)pit(ψt)
X ′t(ψt)
2
d〈S〉t −
1
2
X ′′t (x)pi
2
t (ψt)
X ′t(ψt)
3
d〈S〉t]
+
1
2
X ′′t (x)pi
2
t (ψt)
X ′t(ψt)
2
d〈S〉t −
pi′t(ψt)pit(ψt)
X ′t(ψt)
d〈S〉t = 0,
ψ0(x) = x.
Hence X(t, ψt(x)) = x on [0, τ(x)) . Since |X
−1
τ(x)(x)| <∞, we have τ(x) = T
P−a.s. and ψt(x) = X
−1
t (x).
Remark 1. Let pit(x) = Ht(Xt(x)). Then
dψt = −
Ht(Xt(ψt))
X ′t(ψt)
dSt+
H ′t(Xt(ψt))Ht(Xt(ψt))
X ′t(ψt)
2
d〈S〉t−
1
2
X ′′t (ψt)H
2
t (Xt(ψt))
X ′t(ψt)
3
d〈S〉t.
Using equalities Xt(ψt(x)) = x,
1
X′t(ψt(x))
= ψ′t(x), and −
X′′t (ψt(x))
X′t(ψt(x))
=
ψ′′t (x)
ψ′t(x)
2
we obtain the linear Partial SDE (linear PSDE)
dψt(x) = −Ht(x)ψ
′
t(x)dSt +H
′
t(x)Ht(x)ψ
′
t(x)d〈S〉t +
1
2
H2t (x)ψ
′′
t (x)d〈S〉t
or a PSDE in the divergence form
dψt(x) = −Ht(x)ψ
′
t(x)dSt +
1
2
(H2t (x)ψ
′
t(x))
′d〈S〉t.
Let us define martingale random fields
M(t, x) = E[U(XT (x)|Ft],
M(t, x) = E[U ′(XT (x)|Ft].
Proposition 3. Let conditions of Proposition 2 be satisfied.
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i) If M(t, x) is two times continuously differentiable with respect to x,
then the finite variation part of V (t, x) = M(t, ψt(x)) is absolutely
continuous with respect to 〈S〉.
ii) If M(t, x) is two times continuously differentiable with respect to x,
then V
′
(t, x) is a special semimartingale and the finite variation part
of V ′(t, x) =M(t, ψt(x)) is absolutely continuous with respect to 〈S〉.
Besides V ′(t, x) admits the decomposition
V ′(t, x) = V ′(0, x)−
∫ t
0
a′(s, x) d〈M〉s +
∫ t
0
ψ′(s, x) dMs + L
′(t, x). (41)
Proof. i) By the optimality principle V (t, Xt(x)) is a martingale and since
V (T, x) = U(x) we have that V (t, Xt(x)) = E[U(XT (x))|Ft] = M(t, x).
Therefore by duality relation (9)
M′(t, x) = V ′(t, Xt(x))X
′
t(x) = Zt(y)X
′
t(x) (42)
is a martingale and let
M′(t, x) = V ′(x) +
∫ t
0
hr(x)dMr + Lt(x), L(x)⊥M
be the GKW decomposition of M′(t, x). From (39) we have〈∫ ·
0
M′(dr, ψr(x)), ψ(x)
〉
t
= −
∫ t
0
hr(ψr(x))
pir(ψr(x))
X ′r(ψr(x))
d〈S〉r. (43)
Since V (t, x) =M(t, X−1t (x)), by the Ito-Ventzel formula we get
V (t, x) = V (0, x) +
∫ t
0
M(ds, ψs) +
∫ t
0
M′(s, ψs)dψs (44)
+
1
2
∫ t
0
M′′(s, ψs)d〈ψ〉s +
〈∫ ·
0
M′(dr, ψr(x)), ψ(x)
〉
t
In view of (39) and (43) one can verify that all finite variation members of
(44) are integrals with respect to 〈S〉. Namely,
− A(t, x)
=
∫ t
0
M′(r, ψr(x))
(
pi′r(ψr(x))pir(ψr(x))
X ′r(ψr(x))
2
−
1
2
X ′′r (ψr(x))pi
2
r(ψr(x))
X ′r(ψr(x))
3
)
d〈S〉r
+
∫ t
0
(
1
2
M′′(r, ψr(x))
pi2r(ψr(x))
X ′r(ψr(x))
2
− hr(ψr(x))
pir(ψr(x))
X ′r(ψr(x))
)
d〈S〉r.
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ii) It follows from (9) and (10) that
M(t, x) = E[U ′(XT (x))|Ft] = E[ZT (y)|Ft] = Zt(y) = V
′(t, Xt(x)), (45)
which (together with (42)) implies that M and M are related as
M′(t, x) =M(t, x)X ′t(x) (46)
and V ′(t, x) =M(t, X−1t (x)). It follows from (45) thatM
′
(t, x) = Z ′t(y)V
′′(x)
is a martingale and〈∫ ·
0
M
′
(dr, ψr(x)), ψ(x)
〉
t
= −
∫ t
0
h¯r(ψr(x))
pir(ψr(x))
X ′r(ψr(x))
d〈S〉r, (47)
where M
′
(t, x) = V¯ ′′(x) +
∫ t
0
h¯r(x)dMr + L¯t(x), L¯(x)⊥M is the GKW
decomposition of M
′
(t, x). Therefore the Ito-Ventzel formula implies that
V
′
(t, x) = M(t, X−1t (x)) is a special semimartingale and similarly to i) one
can show that the finite variation part of V
′
(t, x) is absolutely continuous
with respect to 〈S〉. Therefore, V ′(t, x) is decomposable as
V ′(t, x) = V ′(0, x) +
∫ t
0
b(r, x)d〈M〉r +
∫ t
0
g(r, x)dMr +N(t, x), (48)
for some local martingale N(t, x) orthogonal to M for any x ∈ R and M
and 〈M〉 integrable processes g and b respectively. The Itoˆ-Ventzel formula
and conditions of this proposition also imply that b(r, x) and g(r, x) are
continuous at x. Therefore, integrating the equation (48) with respect to
dx (over a finite interval) and using the stochastic Fubini theorem (taking
decomposition (11) in mind), we obtain (41).
5 The case of complete markets
In this section for the case of complete markets we provide sufficient condi-
tions on the utility function U which guarantee an existence of a solution of
BSPDE (13).
Hereafter we shall assume that the market is complete, i.e.
dQ = ZTdP, where ZT = ET (−λ ·M)
18
is the unique martingale measure. Let
R1(x) = −
U
′′
(x)
U ′(x)
, R2(x) = −
U
′′′
(x)
U ′′(x)
, x ∈ R. (49)
We shall use one of the following conditions:
r1) U is three-times differentiable, R1(x) is bounded away from zero and
infinity and R2(x) is bounded and Lipschitz continuous.
r2) U is four-times differentiable and the density ZT of the unique martingale
measure is bounded.
Lemma 2. Let the market be complete and condition r1) be satisfied.
Then the optimal wealth XT (x) is two-times differentiable and the derivatives
X
′
T (x), X
′′
T (x) are bounded and Lipschitz continuous.
Proof. Since U˜(y) and U(x) are conjugate, U˜(y) is also three-times dif-
ferentiable and
U˜
′′
(y) = −
1
U ′′(x)
, U˜
′′′
(y) = −
U
′′′
(x)
(U ′′(x))3
, y = U
′
(x). (50)
Therefore the functions B1(y) and B2(y), where
B1(y) = yU˜
′′
(y) = 1/R1(x), B2(y) = y
2U˜
′′′
(y) = R2(x)/R
2
1(x) (51)
respectively, are also bounded. This implies that the second and the third or-
der derivatives of U˜(yZT ) are bounded, hence the function V˜ (y) = EU˜(yZT )
is three-times differentiable and
V˜
′′′
(y) = EQU˜
′′′
(yZT )Z
2
T .
Since V˜ (y) and V (x) are conjugate, V (x) is also three-times differentiable.
The duality relation (9) takes is in this case the following form
U
′
(XT (x)) = yZT , XT (x) = −U˜
′
(yZT ), y = V
′
(x). (52)
This relation implies that the function XT (x) is two-times differentiable for
all ω ∈ Ω
′
= (ZT > 0) with P (Ω
′
) = 1 and differentiating the first equality
in (52) we have that
U
′′
(XT (x))X
′
T (x) = V
′′
(x)ZT , (53)
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U
′′′
(XT (x))(X
′
T (x))
2 + U
′′
(XT (x))X
′′
T (x) = V
′′′
(x)ZT . (54)
From (52) and (53) we obtain that
X
′
T (x) =
V
′′
(x)
V ′(x)
U
′
(XT (x))
U ′′(XT (x))
.
By condition r1) and Proposition 1.2 from [11] c1 ≤ −
V
′′
(x)
V ′(x)
≤ c2. Therefore
this implies that X
′
T (x) is bounded, in particular
c1
c2
≤ X
′
T (x) ≤
c2
c1
, (55)
where c1 and c2 are constants from (14).
Comparing equations (53) and (54) we have that
X
′′
T (x) +
U
′′′
(XT (x))
U ′′(XT (x))
(X
′
T (x))
2 =
V
′′′
(x)
V ′′(x)
X
′
T (x). (56)
Since EQX
′
T (x) = 1 and E
QX
′′
T (x) = 0, taking expectations with respect to
the measure Q in equation (56) we get
V
′′′
(x)
V ′′(x)
= EQ
U
′′′
(XT (x))
U ′′(XT (x))
(X
′
T (x))
2, (57)
which together with (55) and condition r1) implies that V
′′′
(x)
V ′′ (x)
is bounded.
Therefore, it follows from (56) that X
′′
T (x) is also bounded, hence X
′
T (x)
is Lipschitz continuous.
Since the product of bounded Lipschitz continuous functions are Lipschitz
continuous, it follows from (57) that V
′′′
(x)
V ′′ (x)
is Lipschitz continuous and (56)
implies that X
′′
T (x) is also Lipschitz continuous, since all terms in (56) are
bounded and Lipschitz continuous.
Lemma 3. Let the market be complete and condition r2) be satisfied.
Then the optimal wealth XT (x) is three-times differentiable, X
′
T (x) is strictly
positive and the derivatives X
′
T (x), X
′′
T (x) and X
′′′
T (x) are uniformly bounded
on every compact [a, b] ∈ R .
Proof. Since U(x) and U˜(y) are conjugate, Condition r2) implies that
U˜(y) is also four times differentiable and the derivatives of U˜(yZT ) are
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bounded for any y ∈ R, hence the function V˜ (y) = EU˜(yZT ) is four-times
differentiable.
Then V (x) is also four-times differentiable, since V ′(x) is the inverse of
−V˜ ′(y). Therefore, the duality relation
XT (x) = −U˜
′(V ′(x)ZT )
implies that the optimal wealth XT (x) is three-times differentiable and the
derivatives X
′
T (x), X
′′
T (x) and X
′′′
T (x) are bounded on every compact [a, b] ∈
R. Therefore the derivatives X
′
T (x), X
′′
T (x) satisfy the local Lipschitz condi-
tion.
Besides,
X ′T (x) = −V
′′(x)ZT U˜
′′(V ′(x)ZT )) > 0
since V ′′(x) < 0 and U˜ ′′(y) > 0.
Corollary 1. The process (X ′′t (x), (t, x) ∈ [0, T ]×R) admits a continuous
modification.
Proof. Since X ′′t (x) is a Q−martingale, by the Doob inequality and the
mean value theorem we get
EQ sup
t≤T
|X ′′t (x1)−X
′′
t (x2)|
2 ≤ c1E
Q|X ′′T (x1)−X
′′
T (x2)|
2
≤ c1|x1 − x2|E
Q sup
α∈[0,1]
|X ′′′T (αx1 + (1− α)x2)|
2 ≤ c2|x1 − x2|
2
for some constants c1, c2. By the Kolmogorov theorem the map
R ∋ x→ X ′′· (x) ∈ C[0, T ]
admits a continuous modification, which implies the continuity of X ′′t (x) with
respect to the variables (t, x), P−a.s..
Proposition 4. Assume that the market is complete and that one of the
condition r1) or r2) is satisfied.
Then the optimal wealth Xt(x), the optimal strategy pit(x) (µ
〈S〉-a.e.),
martingale flows M(t, x) and M(t, x) are two-times continuously differen-
tiable at x for all t, P−a.s. and the coefficients of equation (39) satisfy the
local Lipschitz condition.
Proof. Let first assume that condition r1) is satisfied. According to
Lemma 2 the optimal wealthXT (x) is two-times differentiable and the deriva-
tives X
′
T (x), X
′′
T (x) are bounded and Lipschitz continuous.
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To show an existence of pi′(x) we use the decomposition X ′T (x) = 1 +∫ T
0
pi
(x)
r dSr with some predictable S-integrable integrand pi
(1)(x) and inequal-
ities
EQ
∫ T
0
(
pi
(1)
t (x+ ε)− pi
(1)
t (x)
)2
d〈S〉t = E
Q 〈X ′(x+ ε)−X ′(x)〉T
= EQ (X ′T (x+ ε)−X
′
T (x))
2
≤ ε2EQ max
0≤s≤1
|X ′′T (x+ sε)|
2
≤ ε2Const,
By the Kolmogorov theorem pi(1)(x) is continuous with respect to x µ〈S〉-a.e.
Note that, if instead of r1) the condition r2) is satisfied, then we shall
have that there exists a µ〈S〉-a.e. continuous modification of pi(1)(x) on each
compact of R which will imply an existence of continuous modification on
the whole real line.
Thus by the stochastic Fubini Theorem (see [15] )
x2 − x1 +
∫ T
0
(pir(x2)− pir(x1))dSr = XT (x2)−XT (x1)
=
∫ x2
x1
X ′T (x)dx = x2 − x1 +
∫ T
0
∫ x2
x1
pi(1)r (x)dxdSr
and consequently pir(x2)− pir(x1) =
∫ x2
x1
pi
(1)
r (x)dx µ〈S〉-a.e.. Hence pi(1)(x) =
pi′(x) µ〈S〉-a.e. and
X ′T (x) = 1 +
∫ T
0
pi′r(x)dSr (58)
for all x P−a.s..
It follows from (58) and from the Fubini theorem that
Xt(x2)−Xt(x1) = x2 − x1 +
∫ t
0
(pir(x2)− pir(x1))dSr
= x2 − x1 +
∫ t
0
∫ x2
x1
pi′r(x)dxdSr =
∫ x2
x1
X ′t(x)dx
for any x2 ≥ x1 P−a.s. and lemma A3 from [11] implies that for each fixed t
there exists a modification of (Xt(x), x ∈ R) which is absolutely continuous
with respect to the Lebesgue measure dx. Since (X ′t(x), t ∈ [0, T ]) is a Q-
martingale
|X ′t(x2)−X
′
t(x1)| ≤ E
Q(|X ′T (x2)−X
′
T (x1)|/Ft) ≤ C|x2 − x1| (59)
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for any x2 ≥ x1 P−a.s. and Lemma 2 and Corollary 1 imply that there exists
Ω′ ⊂ Ω, P (Ω′) = 1, such that at each ω ∈ Ω′ the inequality (59) is fulfilled
for all (t, x).
Since EX ′′T (x) = 0 and the market is complete we haveX
′′
T (x) =
∫ T
0
pi
(2)
r (x)dSr
for some predictable S-integrable integrand pi(2). Similarly as above one can
show that pi(2)(x) is continuous at x µ<S>-a.e., pi(2)(x) = pi′′(x) µ〈S〉-a.e. and,
hence X ′′t (x) admits the representation
X ′′t (x) =
∫ t
0
pi′′r (x)dSr.
Similarly we can show that one can choose a modification of Xt(x) which is
two-times differentiable and such that X ′′(x) is Lipschitz continuous.
In case when instead of r1) the condition r2) is fulfilled X ′′(x) will satisfy
the local Lipschitz condition. So, in both cases (i.e., if condition r1) or r2) is
satisfied) the coefficients of equation (39) will be locally Lipschitz continuous.
Since the market is complete M(t, x) = V ′(x)Zt and it is evident that
M(t, x) is two-times continuously differentiable. Besides, equality (46) im-
plies that M(t, x) is also two-times continuously differentiable at x.
Theorem 3. Assume that the market is complete and that one of the
condition r1) or r2) is satisfied. Then conditions a)-e) are fulfilled and the
value function V (t, x) satisfies BSPDE (13).
Proof. It is evident that boundedness of B1(y) and B2(y) (defined by
(51)) implies that the dual value function V˜ (t, y) = E(U˜(y ZT
Zt
)/Ft) is two-
times continuously differentiable. Since
V ′′(t, x) = −
1
V˜ ′′(t, y)
, y = V ′(x),
the value function V (t, x) is also two-times continuously differentiable, hence
condition a) is fulfilled.
It follows from Proposition 4 that under the presence assumptions all
conditions of Propositions 2 and 3 are satisfied, therefore these propositions
imply that V (t, x) satisfies conditions b) and c), hence V (t, x) is a regular
family of semimartingales.
Let us show that the condition e) is also satisfied. By optimality principle
(see [10]) for any t ∈ [0, T ] the process (V (s,Xs(t, x)), s ≥ t) is a martin-
gale, where Xs(t, x) = x +
∫ s
t
piu(t, x)dSu is the solution of the conditional
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optimization problem (13). This implies that P -a.s.
V (t, x) = E(V (s,Xs(t, x))/Ft). (60)
On the other hand using again the optimality principle we have
V (t, Xt(x)) = E(V (s,Xs(x))/Ft),
and substituting in this equality the inverse of the optimal capital Xt(x) we
get
V (t, x) = E(V (s,Xs(X
−1
t (x))/Ft). (61)
Since for any t the function (V (t, x), x ∈ R) is strictly convex, comparing
(60) and (61) we obtain that P -a.s Xs(t, x) = Xs(X
−1
t (x)). By continuity
at (t, x) of X−1t (x) as a solution of SDE (39) we obtain that condition e) is
satisfied.
Thus, all conditions of Theorem 3.1 from [10] are satisfied which implies
that V (t, x) is a solution of the BSPDE (13).
Corollary. Let conditions of Theorem 3 be satisfied. Then the process
V˜ (t, y) = E(U˜(y
ZT
Zt
)/Ft), t ∈ [0, T ]
satisfies the BSPDE (31).
Proof. According to Theorem 2 it is sufficient to verify that the process
V˜ ′(t, y) = E(
ZT
Zt
U˜ ′(y
ZT
Zt
)/Ft), t ∈ [0, T ],
is a special semimartingale.
Let V (t.y) = E(ZT U˜
′(yZT )/Ft). It is evident that V˜
′(t, y) = 1
Zt
V (t, y
Zt
).
But by the duality relation (9) V (t.y) = E(ZT U˜
′(yZT )/Ft) = −ZtXt(x)
and the martingale field V (t.y) is two-times differentiable by Proposition
4. Therefore the Itoˆ-Ventzel formula implies that 1
Zt
V (t, y
Zt
) is a special
semimartingale, hence so is also the process V˜ ′(t, y).
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