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Abstract
The field of radionuclide transport has long recognised the stochastic nature of the prob-
lems encountered. Many parameters that are used in computational models are very dif-
ficult, if not impossible, to measure with any great degree of confidence. For example,
bedrock properties can only be measured at a few discrete points, the properties between
these points may be inferred or estimated using experiments but it is difficult to achieve
any high levels of confidence.
This is a major problem when many countries around the world are considering deep
geologic repositories as a disposal option for long-lived nuclear waste but require a high
degree of confidence that any release of radioactive material will not pose a risk to future
populations.
In this thesis we apply Polynomial Chaos methods to a model of the biosphere that is
similar to those used to assess exposure pathways for humans and associated dose rates
by many countries worldwide.
We also apply the Spectral-Stochastic Finite Element Method to the problem of con-
taminated fluid flow in a porous medium. For this problem we use the Multi-Element
generalized Polynomial Chaos method to discretise the random dimensions in a manner
similar to the well known Finite Element Method. The stochastic discretisation is then
refined adaptively to mitigate the build up errors over the solution times.
It was found that these methods have the potential to provide much improved estimates
for radionuclide transport problems. However, further development is needed in order to
obtain the necessary efficiency that would be required to solve industrial problems.
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In this chapter we first present a discussion on the geologic disposal of radioactive wastes
outlining the technical (as opposed to social) problems associated with this disposal mech-
anism and how the work contained in this thesis contributes to overcoming these prob-
lems. We then present a review of the available computational methods for quantifying
uncertainty in computer simulations and conclude by summarising the discussions of the
preceding sections.
1.1 Deep Geologic Storage of Radioactive Waste
With over 30 nations now generating electricity from nuclear power and the number of
nuclear power plants in operation worldwide (as of Jan 2011) now at 440, with an addi-
tional 64 under construction [45], each producing radioactive waste, the issue of how to
dispose of this waste in a safe and secure manner, and in such a way that will not be a
burden to future generations, is one that is currently facing many governments all over
the world.
For over 50 years the recommended disposal mechanism for radioactive waste has been
geologic disposal [66]. In association with the International Atomic Energy Agency
(IAEA), and other organisations, around 15 countries [13] including USA, Canada, Japan,
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France, Finland, Sweden, Germany, Belgium, Spain, Switzerland, UK, Korea, China and
India are actively engaged in feasibility studies, site selection, characterisation and design
programs. In these countries many storage facilities exist for short-lived low level waste
(SL-LLW); however, no storage facilities are yet in operation for the more problematic
waste forms, namely long-lived intermediate and high level waste (LL-ILW and LL-HLW
respectively). The main sources of LL-ILW are structural forms such as the fuel assem-
blies. The main source of LL-HLW is the spent fuel itself; the elemental composition of
the fuel is dependent on the type of reactor the fuel has come from. Currently all LL-ILW
and LL-HLW is sent to interim storage facilities that allow the waste to cool, mostly in
pools. So far two countries, Finland and Sweden, have taken the decision to build deep
geologic repositories.
1.1.1 Reprocessing and Immobilisation of Radioactive Waste
Prior to final disposal both LL-ILW and LL-HLW needs to be immobilised in a matrix of
some description to allow transport. Typically once LL-ILW has had a chance to cool it
is then immobilised in a cement based matrix. Cement is an ideal material in which to
immobilise this type of waste as it is easily cast into forms which are simple to store and
transport. Cement has the added bonus of being a relatively cheap material to manufacture
and its mechanical properties are well known.
Once the LL-HLW waste has cooled sufficiently there is a choice to be made whether
or not to reprocess the spent fuel prior to final disposal which will affect how the waste
is subsequently managed. Fuel reprocessing aims to separate Uranium (U), 95%, and
Plutonium (Pu), 1%, from other fission products, 4%, so the useful material (U and Pu)
can be reused. There are many advantages and disadvantages to reprocessing and the
decision of whether or not to undertake this is not a simple one; for example, reprocessing
results in a smaller mass of waste with a lower level of radioactivity (by virtue of the
removal of Pu). However, constructing a reprocessing plant is a significant cost and would
require the regular transport of highly radioactive material to and from the plant.
Regardless of whether or not reprocessing of the LL-HLW is undertaken there is still a
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Figure 1.1: Vitrified LL-HLW container of type CSD-V, picture courtesy [5].
requirement to immobilise the material. This is done by confining the radioactive ma-
terial within a glass matrix, specifically borosilicate glass. Glass provides an excellent
confinement material for several reasons: radionuclides are intimately incorporated into
the glass structure on the atomic level; it is highly resistant to irradiation with very little
swelling and no degradation of the mechanical properties; the Helium that is produced as
a result of alpha decay is well incorporated into the structure; it is easily cast into forms
suitable for efficient storage.
The process of immobilising radioactive material in glass is known as vitrification. Once
the waste has been vitrified it is placed in cannisters made from stainless steel which is
chosen due to its resistance to corrosion. Figure 1.1 shows an example of a vitrified LL-
HLW package of type CSD-V. This type of cannister consists of 5mm thick stainless steel,
measures 40cm in diameter, 1.3m in height and contains 150 L (400 kg) of glass.
After the vitrification process the waste is again stored in temporary facilities. This serves
to reduce the thermal power of the waste packages which has a beneficial impact on the
required dimensions of the eventual disposal facility; the higher the thermal power of the
waste packages the larger the repository must be in order to dissipate the heat produced,
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Figure 1.2: Illustration of the multi-barrier concept for geologic waste repositories.
so by storing the waste in temporary facilities the final repository can be made smaller
reducing construction time and cost.
1.1.2 The Multiple-Barrier Concept
Deep geologic disposal presents a unique technical challenge to scientists and engineers;
given the long time scales involved in the decay of long-lived radioactive waste it is im-
possible to demonstrate the safety of a disposal facility with absolute certainty. The best
that can be achieved is to take all reasonable steps to contain the waste until such a time
as the radioactivity has decayed to safe levels. One must convince the relevant regulatory
bodies that this is the most likely outcome with a reasonable degree of certainty through
modelling and experimental validation.
It is widely acknowledged that the concept of multiple barriers offers the safest option for
waste disposal. In order to be most effective, barriers must be independent, complemen-
tary and be a mix of engineered and natural. The multiple barrier concept is illustrated
in Figure 1.2. Typically a four stage barrier is considered that separates the radionuclides
from the biosphere, the four stages are as follows [4]:
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1. The waste form, also known as the waste matrix.
2. A combination of metal canisters/containers.
3. An encompassing buffer and backfill.
4. The host rock of the repository site
The first three barrier stages are known as the engineered barrier, that is to say the barrier
stages constructed by man. The fourth and final barrier stage is the host rock within which
the repository is constructed. It is worth noting that the third stage barrier, that of backfill,
may be neglected depending on the nature of the host rock [13]. Should the repository be
constructed in a granitic host rock, the repository would be backfilled with clay material.
However, should the repository be constructed in a clay host rock backfilling would be
seen as optional but may be undertaken to add a further layer of redundancy into the
system.
The precise makeup of the barriers varies according to a number of considerations [4];
for example, the type and radionuclide inventory of the waste, regulatory requirements,
the type of host rock and the effectiveness of the barrier in achieving long term isolation
of the waste.
1.1.3 Location of the Repository
The choice of location and host rock is the key to the future evolution of the design
process. There are certain criteria that are desirable in host rock formations [13]; for
example, low permeability and small hydraulic gradient to limit the flow of groundwater,
no active fault lines or volcanism near the repository that may cause structural failure,
good sorption capabilities to retard the flow of radionuclides in the event of a release
(the process of sorption is discussed in the following section), good heat diffusivity to
help dissipate the decay heat and no natural resources that future humans might wish to
exploit in order to reduce the risk of intrusion.
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Deep rock formations at depths between 300m and 1000m [13] provide the best environ-
ments for waste repositories when viewed against the criteria listed above. They have
the additional benefits that these deep rock formations are largely isolated from surface
conditions, providing long term stability regardless of any climatic events such as ice ages
that may occur in the distant future [42], and the long term stability means that the engi-
neered barriers can be optimised so they are operational for a greater period of time than
would be the case in a changing environment.
There are many types of rock found throughout the world that provide the desirable fea-
tures we have outlined above. Depending upon the available rock types different countries
are pursuing different site options. Table 1.1 lists the rock types being researched as po-
tential hosts for repositories in countries around the world [13].
Country Rock Type
USA Tuff, Salt
Canada Granite
Japan Granite
Germany Salt, Clay
Belgium Clay
Finland Tonalite
France Clay
UK Volcanic Rock
Sweden Granite
Switzerland Granite, Clay
Table 1.1: Rock types being researched as host rock for a geologic waste repository in
various countries worldwide.
The types of host rock can be broadly separated into three categories: crystalline, argilla-
ceous (clay) and evaporite (salt) formations [41] and there are advantages and disadvan-
tages to each.
Crystalline rock formations are relatively easy to excavate (there is much experience
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worldwide from mining at the relevant depths), they provide good sorption and heat
dissipation characteristics. However, finding a suitable site with few fractures within a
crystalline rock formation is a considerable challenge and such sites would usually ex-
tend further vertically than horizontally [42] resulting in the need to develop multi-level
repositories. Additionally the effect of excavating the repository and the redistribution of
stresses is not well understood at present. This is currently an area of active research.
Argillaceous (clay) formations are highly attractive host rocks due to their very small
permeability and excellent sorption capabilities. These formations usually occur in an
extensive single layer that is largely homogeneous giving considerable confidence in the
prediction of characteristics far away from the repository (a key factor in modelling ra-
dionuclide transport). However, construction of the repository is complicated by the need
for structural support and lining materials, due to the plasticity of clay-type rocks; this
adds considerably to the cost of construction. Additionally the effect of chemical inter-
actions between the groundwater and the liner material (usually concrete) on the sorption
capabilities of the rock is not well understood and is currently under investigation [42].
Evaporite formations are characterised by very low hydraulic conductivities, an absence
of free flowing groundwater and excellent heat dissipation properties [41], all of which
are highly desirable in a host rock. As with argillaceous formations any fractures caused
in the construction process will heal over time due to the plasticity of the rock. However,
evaporite formations usually consist of Halite (rock salt) which is mined today and may
be considered a desirable resource by future humans after knowledge of the repository
has been lost thereby significantly increasing the risk of intrusion.
It is for national regulators to decide whether the disadvantages of a particular host rock
outweigh the advantages it brings according to their own criteria and each country will
decide in due course which type of host rock, if any, is favourable.
1.1 Deep Geologic Storage of Radioactive Waste 9
1.1.4 Sorption and its Effect on Radionuclide Transport
Radionuclides become present in groundwater when the engineered barriers designed to
isolate the waste form fail and the water comes into direct contact with the waste form.
Some radionuclides are released instantly, the so called instant release fraction [42], on
the surface of the waste form; the remaining nuclides are released at the rate at which the
waste form dissolves. The rate of waste form dissolution is dependent on the composition
of the groundwater and the conditions that form at the waste surface (oxidising or reduc-
ing) which is measured by the redox potential of the water (the tendency of the water to
acquire or lose electrons). After dissolution begins the subsequent migration of radionu-
clides through the porous medium is governed by three main phenomena [13]: advection,
molecular diffusion and kinematic dispersion.
Advection is the simplest transport mechanism; it occurs in the presence of a hydraulic
gradient and obeys Darcy’s Law. The radionuclides are simply carried along with the flow
of the water.
Diffusion occurs when there is a concentration gradient in the solution, i.e., more of the
nuclides in some locations than others. The process of diffusion obeys Fick’s law.
Dispersion occurs where the flow is broken by a solid object; for example, mineral grains,
and the motion of a single nuclide then resembles that of a random walk that is dependent
on the velocity of the fluid and the size of the solid objects.
The type of host rock determines whether advection or diffusion is the dominant transport
process. In crystalline rock formations such as granite, where the main transfer pathways
are the rock fractures, advection will dominate whereas in clay type host rock, where
fractures are self healing, diffusion will dominate.
Once the groundwater comes into contact with the host rock the radionuclides will react
with minerals present in a process known as sorption. Sorption is a general term used to
describe a number of processes by which solutes are sorbed (adsorbed or absorbed) on, or
in, another substance. In the field of radionuclide transport [78] the term sorption is used
to refer exclusively to the adsorption onto mineral surfaces by either electrostatic bonding
or chemical covalent bonding. An illustration of the sorption process is shown in Figure
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Figure 1.3: Illustration of the sorption of radionuclides onto material grains in a porous
medium.
1.3.
The sorption process is a key factor in retarding the progress of radionuclides and is
dependent on many parameters: for example, the wetted surface area of the host rock,
the local mineral composition of the sorbing site and salinity of the water. As well as
being sorbed onto the mineral surface a radionuclide may also be desorbed back into the
groundwater solution. The sorption-desorption process will reach an equilibrium state
where the concentrations of the radionuclides in the solution and on the mineral surface
are constant. The ratio of the concentrations at equilibrium is defined by the distribution
coefficient, Kd. This is a key parameter in modelling radionuclide transport and defines
the so called retardation factor, R, which is the amount by which the radionuclides are
retarded relative to the free flowing water.
The distribution coefficient is widely used in many transport codes due to the simplicity
of its implementation, and the ease with which numerical and analytical solutions may
be obtained, although it is not a physically accurate measure of the retardation effects for
a variety of reasons [78]. The key assumption behind the Kd concept is that at a con-
stant temperature the amount of material (nuclides) sorbed onto the mineral surface is
proportional to the amount of material present in the solution. This is known as the lin-
ear isotherm approach. There are other non-linear isotherm approaches: for example, the
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Langmuir and Freundlich isotherms. The Langmuir isotherm takes into account the lim-
iting factor of a finite number of adsorption sites (maximum occupancy) and the fact that
the maximum occupancy affects the sorption rate far below the maximum occupancy be-
ing reached. Using the Langmuir isotherm for modelling radionuclide transport becomes
problematic when calculating the retardation effect [78] as the sorption rate varies with
the concentration of the solute resulting in a retardation factor that is not only a function
of solute concentration but also the range over which the concentration varies. Difficulties
such as these mean the Kd model will likely remain in wide use for some time to come
[13].
The other difficulty with using the Kd model, and one that is the primary motivating fac-
tor behind the work in this thesis, is that determining accurate values for Kd is hugely
difficult and subject to considerable uncertainty for two main reasons: obtained values
are dependent on the length scale of the experiment and are highly sensitive to mineral
composition. Also Kd values are different for each nuclide in a given host rock composi-
tion meaning that any experiments to determine values with error bounds will be highly
expensive due to the fact they need to be repeated for varying length scales and mineral
compositions for each nuclide contained in the waste inventory.
1.1.5 Summary
Up to this point we have briefly discussed some of the key areas affecting geologic waste
disposal and some of the problems yet to be overcome. We have highlighted the process
of vitrification and the multiple barrier concept for a waste repository. The merits of
various types of host rock have been discussed and the key role that sorption plays in
the retardation of radionuclides has been highlighted. The issues involved with using the
Kd concept in radionuclide transport calculations have been highlighted, particularly the
uncertainty inherent in the calculations. We now proceed to discuss the various methods
of quantifying uncertainty in computer simulations and select an appropriate method to
utilise in the remainder of this thesis.
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1.2 Computational Methods for Uncertainty Quantifica-
tion
With the processing power now available on modern computers most engineering design
and analysis is done with the aid of computer models. Many areas of study (for example
radiation transport, flow in porous media, heat transfer, structural mechanics and compu-
tational fluid dynamics) are governed by systems of Partial Differential Equations (PDEs)
which are then solved for the quantities of interest. These models are often assumed to be
deterministic where the governing equations perfectly represent the physics of a problem
and the values of all system parameters, variables, boundary and initial conditions are
known exactly. In reality this is never the case as simulations inherently involve some
degree of error and as a result some degree of uncertainty is inevitable [52].
Uncertainties may arise from any or all of three separate categories [81] as follows:
1. Model uncertainty - Arising from an incomplete or incorrect mathematical descrip-
tion of the problem of interest, i.e., the governing equations do not accurately rep-
resent the physics of the problem
2. Numerical uncertainty - Arising from an inadequate numerical technique to discre-
tise and/or solve the problem of interest.
3. Data uncertainty - Arising from an incomplete description of model parameters or
the natural variability of those parameters.
The first two of these are beyond the scope of this project; thus we solely concentrate on
the third case of uncertainty arising from model parameters.
Quantifying uncertainty is not a trivial task and as a consequence is frequently poorly
understood and can lead to a lack of confidence in the engineered system of interest.
To address this lack of confidence standard practice for many years has been to adopt
‘best estimate plus uncertainty’ strategies where worst case scenarios are simulated and
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additional redundancy or safety factors are included in the final design. This inbuilt con-
servatism has a detrimental effect on the efficiency and performance of the system that
could be eliminated with a full statistical understanding of the uncertainties.
To this end a wide variety of techniques have been developed to incorporate uncertain-
ties into computational models, propagate the uncertainties and quantify the effects on
the model quantities of interest. These methods can be broadly characterised as either (a)
sampling based (Monte-Carlo) approaches or (b) spectral methods. In Monte-Carlo meth-
ods the uncertain quantity is sampled according to its probability distribution to create an
ensemble of possible values. Each of these values is then used in the deterministic model
to create a set of realisations which can then be used to calculate the relevant statistics.
In spectral based methods the uncertain quantity is represented by a series of orthogonal
polynomials. This representation is included in the model by means of a tensor product.
The solution of the system is then a new set of coefficients in the series of orthogonal
polynomials from which the statistics of the system can be calculated.
It is obvious these two approaches differ greatly and in the following sections we present
a review of the available methods in each class together with a discussion regarding the
relative merits of each. In Chapter 2 we present some basic problems to illustrate some
of the methods discussed in the previous chapter. In Chapter 3 we move on to apply
the methods to some non-linear problems. In Chapter 4 we apply spectral methods to
the problem of uncertainty quantification in radionuclide transport in the biosphere [35].
Chapter 5 applies multi-element methods to the problem of flow in porous media. Finally
in Chapter 6 we summarise the research presented in this thesis and suggest areas for
further study.
We can represent a mathematical model of a physical system by an operator L , that is
a function of space and time and that provided with a set of input data, d, produces a
response, r:
L (d (x, t) , r (x, t)) = 0 (1.1)
It is intuitive to suggest that if the input data (initial conditions, boundary conditions or
some model parameter or variable) is not known exactly, i.e., it is a stochastic process/-
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variable, the response, r, is also a stochastic process/variable. We denote a stochastic pro-
cess by its dependence on the vector of independent random variables ξ = [ξ1, ξ2, . . . , ξn]
thus
L (d (x, t, ξ) , r (x, t, ξ)) = 0 (1.2)
The following sections provide an overview of the current methods available for calculat-
ing the statistical properties of the response r (x, t, ξ) using sampling based methods and
spectral expansion methods.
1.2.1 Sampling Based Methods
Historically the most widely used techniques for uncertainty quantification are sampling
based methods. Here the random input data is assumed to belong to a probability space
(Θ,F ,P) where Θ is the sample space, or set of outcomes, F is the σ-algebra, or
collection of events, and P is the probability measure P : F → [0, 1]. For a detailed
mathematical description of a probability space see [61, 72].
With the probability law, or Probability Density Function (PDF), of d (ξ), p (d) being
known, a set of realisations of the input data {d1,d2, . . . ,dN} can be created by sampling
p (d) N times. The model can then be solved for each of these input realisations to create
a set of response realisations {r1, r2, . . . , rN} from which statistical quantities of interest
e.g. mean, variance, standard deviation etc, can be calculated.
The method used for generating the set of realisations of the input data is a key factor
in the accuracy and efficiency of any sampling based method. Sampling methods have
been applied to a wide variety of fields, initially neutron transport [65] and later in fields
as diverse as finance [46], computational fluid dynamics [106] and image analysis [99].
The wide success of sampling based methods is due to their ease of implementation with
existing deterministic models. Essentially all that is required is to run the deterministic
model N times and analyse the resulting data. However, deterministic models can be
very complex and the cost of producing the response set can rapidly become prohibitive.
This has motivated the creation of many schemes for sampling p (d) that allow efficient
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calculation of the response statistics. It is not constructive to review all of these methods
here, instead we highlight the three most commonly used approaches, namely Monte-
Carlo, quasi Monte-Carlo and Latin Hypercube.
1.2.1.1 Monte-Carlo
The basic Monte-Carlo algorithm is the simplest of all the sampling strategies where the
set of input realisations are computed by taking the output of a pseudo-random number
generator, which is almost always based upon various standard probability distributions
e.g. Uniform, Gaussian, etc, and mapping the generated elements onto the required prob-
ability distribution. The elements of the set of input realisations are each then substituted
into the deterministic model, the results of which form a set of output realisations from
which statistical quantities of interest can be calculated: for example the mean and vari-
ance.
Using standard Monte-Carlo sampling the error in the variance decreases as 1/
√
N [25].
This slow rate of convergence introduces significant problems for complex models as
it may take millions of realisations to achieve an accurate solution which is clearly not
feasible for nearly all problems of practical interest.
1.2.1.2 Latin Hypercube
A variant on the Monte-Carlo method is the Latin Hypercube sampling method [63]. This
method allows a more structured approach to generating the set of input realisations by
dividing the PDF(s) of the input data into a series of equiprobable ‘bins’, as illustrated in
Figure 1.4. These bins are then sampled using Monte-Carlo. This sampling strategy is
more effective for low values ofN than standard Monte-Carlo sampling as the extremes of
the output PDF(s) are better represented and the variance error converges faster. However,
for large N , the 1/
√
N convergence rate of Monte-Carlo is recovered [57] thus the same
problems remain.
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Figure 1.4: Standard normal distributionN ∼ (0, 1), divided into ten bins of probability
0.1. Each bin would be sampled using Monte-Carlo.
1.2.1.3 Quasi Monte-Carlo
The Quasi Monte-Carlo method follows the same principles as the previously described
sampling methods with the important difference that the set of realisations of the input
data, {d1,d2, . . . ,dN}, is not generated by randomly sampling p (d). Rather the input
data set is a so-called low-discrepancy sequence that is then transformed to a data set
matching p (d) using, for example, the Box-Muller method [14].
A sequence, say {θ1, . . . ,θN}, in an s-dimensional unit cube I = [0, 1)s is said to have
low-discrepancy if the following inequality holds [19]:
D∗N (θ1, . . . ,θN) ≤ c (s) ·
(lnN)s
N
(1.3)
where c (s) is a constant that depends only on the dimension s and D∗N is the star discrep-
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ancy given by:
D∗N (θ1, . . . ,θN) = sup
∣∣∣∣ |{θ1, . . . ,θN} ∩ X |N
∣∣∣∣−X ,
∀X =
s∏
j=1
[0, ωj) ⊂ I
(1.4)
where 0 ≤ ωj < 1. In other words, for every subset X of I of the form [0, ω1, ) ×
. . . × [0, ωs, ), we divide the number of points θk in X by N and take the absolute
value of the difference between this quotient and the measure (length, area, volume, etc).
The maximum value of this difference is the star discrepancy D∗N . Some standard low-
discrepancy sequences can be found in [23, 36, 80].
This technique allows the set of input realisations to cover the stochastic domain as
uniformly as possible, reducing the gaps and clusters of points seen with Monte-Carlo
and Latin Hypercube techniques. This results in the error in the variance decreasing as
(lnN)s /N which is an improvement over the alternative methods discussed. However,
when s is large, theory suggests that many more simulations are required for Quasi Monte-
Carlo to become superior to Monte-Carlo [19]. However, experiments have shown that
this is not the case and Quasi Monte-Carlo is still effective for high dimensional problems
[71, 73, 74].
1.2.2 Intrusive Spectral Expansion Methods
Spectral methods are a relatively recent development in the field of uncertainty quantifi-
cation and are radically different from the sampling based methods outlined above. Spec-
tral methods introduce uncertainty explicitly into the governing equations of the model,
L , by parameterising the input data in terms of a set of independent random variables
ξ = {ξ1, ξ2, . . . , ξM} and projecting the output onto a stochastic space spanned by a set
of polynomials. These polynomials are functions of the set of random variables ξ.
The parameterisation of the input data may be carried out in a variety of ways using, for
example, the Karhunen-Loe`ve expansion or generalized Polynomial Chaos, both of which
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are described in detail in subsequent sections. The output of the model is expressed in
terms of a Fourier like series expansion:
r (x, t, ξ) =
∞∑
i=0
ri (x, t) Ψi (ξ) (1.5)
where the Ψi (ξ) are suitably selected functions of the random variables and the ri are
deterministic expansion coefficients that may be a function of spatial position x = [x, y, z]
and time t, or, depending on the problem being solved, either or none of these. This
expansion approximates the solution in stochastic space.
In the following sections we focus on the methods available for parameterising both the
input and output data. We begin in sections 1.2.2.1 and 1.2.2.2 by examining the more
well established techniques of Karhunen-Loe`ve and Polynomial Chaos expansions. We
then proceed to focus on the more recent advances of Generalized Polynomial Chaos and
Multi-Element Generalized Polynomial Chaos in sections 1.2.2.3 and 1.2.2.4. An a pos-
teriori error measure for Multi-Element Generalized Polynomial Chaos is described in
section 1.2.2.5. Alternative wavelet based schemes are presented in section 1.2.2.6. Non-
intrusive methods are outlined in section 1.2.3. A class of methods known as Stochastic
Reduced Basis Methods are described in section 1.2.4. Finally we present some conclud-
ing remarks and highlight key points in section 1.3.
1.2.2.1 Karhunen-Loe`ve Expansion
The Karhunen-Loe`ve (KL) expansion, which was independently proposed by different
authors in the 1940’s [47, 49, 60], is a well known and widely used method for repre-
senting a second order stochastic processes as a spectral decomposition of its covariance
function. Recall that a stochastic process varies in space and/or time although herein we
use interchangeably the terms stochastic process/random variable.
Given a probability space (Θ,F ,P) and a random event θ belonging to Θ, consider a
second order stochastic process U (x, θ), where x is the physical space. A second order
stochastic process must have finite variance, i.e.:
E[U (x, ·)2] <∞ (1.6)
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and covariance
CU (x1, x2) = E[U (x1, ·)U (x2, ·)] (1.7)
which is a measure of the correlation between any two points in space and E denotes the
expectation operator. Given U is a steady input stochastic process with known statistics
U ∼ N (U¯ , σ2U) and covariance function CU (x1, x2), U may be represented by:
U (x, θ) = U¯ +
M∑
i=1
√
λigi (x) ξi (θ) (1.8)
and the covariance function is approximated with:
CU (x1, x2) =
M∑
i=1
λigi (x1) gi (x2) (1.9)
where the ξi (θ) are independent identically distributed standard Gaussian random vari-
ables, λi and gi (x) are the eigenvalues and corresponding eigenfunctions of the following
Fredholm integral equation of the second kind:∫ b
a
CU (x1, x2) gi (x2) dx2 = λigi (x1) (1.10)
where the limits [a, b] defines the range of the physical space (x).
The eigenvalues and eigenfunctions have the following properties:
1. The eigenvalues form an ordered, countably infinite set of positive real numbers
such that
∑∞
i=1 λ
2
i < +∞.
2. The eigenfunctions form a complete orthogonal set which can be normalised by
forcing∫ b
a
gi (x) gj (x) dx = δij .
There are many types of covariance functions (kernels) and for many of these it is not
possible to find analytical solutions to Eq.(1.10). However, one widely used kernel for
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which analytical solutions do exist is the exponential kernel which, in 1 dimensional
physical space, is given by:
CU (x1, x2) gi (x2) = σ2U exp (µ|x1 − x2|) (1.11)
where µ = 1/c is the inverse of the correlation length. Now, taking a = 0 to be the lower
limit in Eq.(1.10) leads to the following solutions for the eigenvalues and eigenfunctions
[92]:
λi =
2µσ2U
µ2 + α2i
(1.12)
and
gi (x) =
µ sin (αix) + αi cos (αix)√
µ+ b (µ2 + α2i ) /2
(1.13)
where the αi are the ordered positive roots of
tan (αb) =
2µα
α2 − µ2 (1.14)
The KL expansion effectively provides a way of discretising the stochastic space. The
accuracy of this discretisation is simply a function of the number of terms taken in the
expansion of Eq.(1.9). However, as we shall see, the number of terms required for a given
accuracy is dependent on the level of correlation in the stochastic process which is given
by the correlation length.
Figure 1.5 shows the first ten eigenvalues of the the exponential covariance function for
a range of correlation lengths. We observe that the more correlated the process, i.e., the
smaller the value of µ, the more dominant the early eigenvalues of the spectrum are and
the faster the rate of decay. This is emphasised in Figure 1.5b where the eigenvalues are
plotted on a logarithmic scale; we see the high rate of decay for values of µ = 0.1, 0.2
and very low rates of decay for values of µ = 5, 10. Thus, for highly correlated processes
the covariance function may be approximated with very few terms in the KL expansion;
however, processes that are weakly correlated required many more terms. This property
poses significant difficulties for the representation of output stochastic processes due to
the so called ‘curse of dimensionality’ which will be discussed in the following section.
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Figure 1.5: Eigenvalues for an exponential covariance function at different correlation
lengths (b = 5.0, σ2U = 2.0) plotted on linear and logarithmic x axis scales.
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Figure 1.6: Eigenvalues for an exponential covariance function with different variances
(b = 5.0, µ = 1.0).
If we now examine the effect of the variance on the eigenspectrum of the exponential
covariance function we can observe very similar behaviour to the effect of correlation
length. Figure 1.6 shows the first ten eigenvalues for a range of variances. We see for
stochastic processes with smaller variance that later terms in the spectrum contribute more
to the approximation than for processes with a large variance thus presenting the same
problems as weakly correlated processes.
To illustrate the effect of truncation we plot in Figure 1.7 the covariance function approxi-
mated by the KL expansion Eq.(1.9) and the difference with the exact covariance function
Eq.(1.11). We see that the error peaks where x1 ≈ x2 and oscillates as the distance from
the line x1 = x2 increases. It has been observed [57] that generally if the covariance func-
tion does not decay rapidly with respect to the size of the domain then the KL expansion
will converge rapidly, thus, only a small number of terms will be needed in the expansion.
For covariance kernels to which Eq.(1.10) does not have an analytical solution numerical
techniques are required. The most commonly used are Galerkin type techniques where the
eigenfunctions are approximated by a set a basis functions of a Hilbert space V ⊂ L2 (Ω),
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(a) Approximate exponential covariance function
(b) Error
Figure 1.7: Approximate exponential covariance function (b = 5.0, µ = 1.0, σ2U =
1.0,M = 5) calculated using the KL expansion and error plot relative to the exact co-
variance function.
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where Ω is the physical space. The basis functions are expressed as:
gi (x) =
Nb∑
k=1
g
(i)
k φk (x) (1.15)
Substituting this into Eq.(1.10) and rearranging gives:
RNb (x) =
Nb∑
k=1
g
(i)
k
[∫
Ω
CU (x1, x2)φk (x2) dx2 − λiφk (x1)
]
(1.16)
where RNb (x) is the residual. Recall that the inner product, denoted (·, ·), on a Hilbert
space, of two general functions is given by:
(u, v) ≡
∫
Ω
u (x) v (x) dx (1.17)
and if the two functions u and v are orthogonal then (u, v) = 0.
Now, requiring the residual to be orthogonal to the space spanned by the φk’s, i.e.,
(φk, RNb) = 0, we find:
Nb∑
k=1
g
(i)
k
[∫
Ω
∫
Ω
CU (x1, x2)φk (x2)φj (x1) dx2dx1
−λi
∫
Ω
φk (x2)φj (x1) dx1
]
= 0
(1.18)
This forms a generalized eigenvalue problem for which there are well established solvers
in computational libraries such as LAPACK [3].
It is instructive to note that the KL expansion is a useful tool for representing input
stochastic processes where the covariance function is known or can be calculated. How-
ever, in a predictive sense concerning model output where the statistics of the output
process are not known a priori, alternative techniques are required. We now proceed to
discuss such techniques for output stochastic processes.
1.2.2.2 Polynomial Chaos
The (classical) Polynomial Chaos (PC) expansion, originally proposed by Wiener [90], is
a series expansion in the form of Eq.(1.5) where the Ψi are Hermite polynomials in terms
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of Gaussian random variables.
Following the discussions of Ghanem and Spanos [30] and Le Maıˆtre and Kino [57], con-
sider an R-valued output random variable U defined on a probability space (Θ,F ,P)
such that U : Θ 7→ R. Let {ξ}∞i=1 be a set of orthogonal (independent) zero mean unit
variance Gaussian random variables. Let Γˆp be the space of polynomials in {ξ}∞i=1 having
degree not exceeding p. Let Γp be the set of polynomials in Γˆp orthogonal to Γˆp−1 and Γ˜p
be the space spanned by Γp. Conventionally the space Γ˜p is known as the pth Homoge-
neous Chaos and Γp is known as the Polynomial Chaos of order p. Thus, the Polynomial
Chaos of order p consists of all polynomials of order p involving all combinations of
the random variables {ξ}∞i=1. Note that since the random variables are functions of the
random event θ, the polynomial chaoses are regarded as functionals.
The PC representation of the random output variable U is given by:
U (ξ (θ)) = u0Γ0 +
∞∑
i1=1
ui1Γ1 (ξi1 (θ))
+
∞∑
i1=1
i1∑
i2=1
ui1i2Γ2 (ξi1 (θ) , ξi2 (θ))
+
∞∑
i1=1
i1∑
i2=1
i2∑
i3=1
ui1i2i3Γ3 (ξi1 (θ) , ξi2 (θ) , ξi3 (θ))
+
∞∑
i1=1
i1∑
i2=1
i2∑
i3=1
i3∑
i4=1
ui1i2i3i4Γ4 (ξi1 (θ) , ξi2 (θ) , ξi3 (θ) , ξi4 (θ))
+ · · ·
(1.19)
It is notationally convenient to rewrite Eq.(1.19) in the form
U (ξ (θ)) =
∞∑
k=0
ukΨk (ξ (θ)) (1.20)
where there is a one-to-one correspondence between the functionals Ψ (.) and Γ (.), and
also between the coefficients uk and ui1...im .
Naturally for computational reasons it is necessary to replace the infinite dimensional set
{ξ}∞i=1 with a finite dimensional set {ξ}Mi=1 and to impose a finite maximum order, p, on
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the polynomials of the PC expansion. This results in the truncation of the summation
in Eq.(1.20) to a finite level Np. From this point forwards we will omit the symbol θ,
except where the dependence on the random event is not obvious, in order to simplify the
notation. Taking an example where we set the number of stochastic dimensions to two,
M = 2, and the maximum order of the PC polynomials to three, p = 3, we have:
U (ξ) = u0Γ0 +
2∑
i1=1
ui1Γ1 (ξi1)
+
2∑
i1=1
i1∑
i2=1
ui1i2Γ2 (ξi1 , ξi2)
+
2∑
i1=1
i1∑
i2=1
i2∑
i3=1
ui1i2i3Γ3 (ξi1 , ξi2 , ξi3)
(1.21)
Expanding the summations this becomes:
U (ξ) = u0Γ0 + u1Γ1 (ξ1) + u2Γ1 (ξ2)
+ u11Γ2 (ξ1, ξ1) + u21Γ2 (ξ2, ξ1) + u22Γ2 (ξ2, ξ2)
+ u111Γ3 (ξ1, ξ1, ξ1) + u211Γ3 (ξ2, ξ1, ξ1) + u221Γ3 (ξ2, ξ2, ξ1)
+ u222Γ3 (ξ2, ξ2, ξ2)
(1.22)
which is equivalent to:
U (ξ) = u0Ψ0 (ξ) + u1Ψ1 (ξ) + u2Ψ2 (ξ) + u3Ψ3 (ξ) + u4Ψ4 (ξ) + u5Ψ5 (ξ)
+ u6Ψ6 (ξ) + u7Ψ7 (ξ) + u8Ψ8 (ξ) + u9Ψ9 (ξ)
(1.23)
where the one-to-one correspondence mentioned previously is obvious.
The total number of terms in the truncated PC expansion, Np, is related to the number
of stochastic dimensions, M , and the maximum order of the PC polynomials, p, by the
following expression [30]:
Np + 1 =
(M + p)!
M !p!
(1.24)
Figure 1.8 shows the value of Np for various values of M, p ≤ 10. We see the value
of Np increasing exponentially as the values of M and p increase thus illustrating the
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Figure 1.8: Total number of terms in the PC expansion varying as a function of expansion
order and dimensionality.
aforementioned ‘curse of dimensionality’. The value of M is dependent on the input
stochastic variables/process, i.e., when using the KL expansion for the input process, the
number of stochastic dimensions increases as the amount of correlation decreases. When
the input is a set of random variables, M is equal to the number of these variables. The
order of the PC polynomials, p, required for a converged solution is governed by the
statistics of the output.
The polynomials used to construct the classical PC expansion are the Hermite polyno-
mials, denoted Hn (ξ) where n is the order of the polynomial. The one-dimensional
polynomials up to 3rd order are:
H0 (ξ) = 1, H1 (ξ) = ξ, H2 (ξ) = ξ
2 − 1, H3 (ξ) = ξ3 − 3ξ (1.25)
The sequence of Hermite polynomials obeys the following recurrence relation:
Hn+1 (ξ) = ξHn (ξ)− nHn−1 (ξ) (1.26)
The Polynomial Chaoses of Eq.(1.22) and Eq.(1.23) are formed from the partial tensor
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product of the one-dimensional Hermite polynomials as follows:
Γ0 = Ψ0 (ξ) = H0 = 1
Γ1 (ξ1) = Ψ1 (ξ) = H1 (ξ1) = ξ1
Γ1 (ξ2) = Ψ2 (ξ) = H1 (ξ2) = ξ2
Γ2 (ξ1, ξ1) = Ψ3 (ξ) = H2 (ξ1) = ξ
2
1 − 1
Γ2 (ξ2, ξ1) = Ψ4 (ξ) = H1 (ξ2)H1 (ξ1) = ξ2ξ1
Γ2 (ξ2, ξ2) = Ψ5 (ξ) = H2 (ξ2) = ξ
2
2 − 1
Γ3 (ξ1, ξ1, ξ1) = Ψ6 (ξ) = H3 (ξ1) = ξ
3
1 − 3ξ1
Γ3 (ξ2, ξ1, ξ1) = Ψ7 (ξ) = H1 (ξ2)H2 (ξ1) = ξ
2
1ξ2 − ξ2
Γ3 (ξ2, ξ2, ξ1) = Ψ8 (ξ) = H2 (ξ2)H1 (ξ1) = ξ
2
2ξ1 − ξ1
Γ3 (ξ2, ξ2, ξ2) = Ψ9 (ξ) = H3 (ξ2) = ξ
3
2 − 3ξ2
(1.27)
The family of Hermite polynomials forms a complete orthogonal basis in the space of
Gaussian random variables, i.e.,
〈ΨiΨj〉 = 〈Ψ2i 〉δij (1.28)
where δij is the Kronecker delta and 〈·, ·〉 denotes the expectation, or average. This is the
inner product in the Hilbert space of Gaussian random variables:
〈f (ξ) g (ξ)〉 =
∫
f (ξ) g (ξ)W (ξ) dξ (1.29)
where the weighting function is:
W (ξ) =
1√
(2pi)M
exp
(−ξTξ/2) (1.30)
Note that the weighting function with respect to which the multi-dimensional Hermite
polynomials are orthogonal is the multi-dimensional Gaussian probability density func-
tion (PDF), with zero mean and unit variance, and the independent variables in the PC
expansion are also Gaussian random variables with the same properties.
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The PC expansion will converge in the mean-square sense, as per the Cameron-Martin
theorem [17], which states that: “The Hermite chaos expansion of any (real or complex)
functional U (ξ) of L2 (Θ) converges in the L2 (Θ) sense to U (ξ)”. This means that if
U (ξ) is a second order stochastic process then:
∫
Θ
∣∣∣∣∣U (ξ)−
∞∑
k=0
ukΨk (ξ)
∣∣∣∣∣
2
W (ξ) dξ → 0 as k →∞ (1.31)
In fact, for Gaussian random processes, the convergence rate is exponential.
The statistical quantities of the output random process U (mean, variance, covariance,
etc) are completely contained within the coefficients of the PC expansion, extraction of
these statistical quantities is a trivial post-processing task and can be accomplished by the
application of the following formulae, see, for example, [57] for derivations. The mean
and variance are given by:
〈U〉 = u0, σ2U =
Np∑
i=1
u2i 〈Ψ2i 〉 (1.32)
and the covariance function, if U is spatially varying, is given by:
CU (x1, x2) =
Np∑
i=0
ui (x1)ui (x2) 〈Ψ2i 〉 (1.33)
It is instructive to note that PC cannot be used to parameterise the input stochastic pro-
cess as knowledge of the second order moments (variance/covariance) is not sufficient to
determine the set of coefficients ui, except for a purely Gaussian process. Knowledge of
higher order moments are needed to achieve this.
Also note that it is possible to calculate higher order moments for the output stochastic
process, for example, the third and fourth order momentsm the skewness and kurtosis
respectively, as this information is contained within the coefficients ui.
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1.2.2.3 Generalized Polynomial Chaos
We have already noted that the classical PC expansion exhibits optimal exponential con-
vergence for processes that are Gaussian or nearly Gaussian. While it is possible to rep-
resent other probability distributions with Hermite polynomials, although not all distribu-
tions are possible, these representations will likely require high order polynomials making
PC an inefficient and unattractive option for uncertainty quantification.
As an extension to the classical PC expansion Xiu and Karniadakis [100] proposed the
so called generalized Polynomial Chaos (gPC) expansion. This introduces the Askey-
scheme of orthogonal polynomials [6] which consists of several different sets of orthogo-
nal polynomials, which are functions of random variables, characterised by their support
space and the weighting function in their orthogonality relation viz Eq.(1.29). It has been
realised that these weighting functions are identical to the probability density functions
of the random variables. A list of the polynomials contained within the Askey-scheme,
the associated weighting functions and support spaces are given below in Table 1.2. A
summary of the properties of each of the polynomials in the Askey-scheme is given in
Appendix A.
Random variables ξ Askey Chaos {Φ (ξ)} Support
Continuous
Gaussian Hermite-Chaos (−∞,∞)
Gamma Laguerre-Chaos [0,∞)
Beta Jacobi-Chaos [a, b]
Uniform Legendre-Chaos [a, b]
Discrete
Poisson Charlier-Chaos {0, 1, 2, . . .}
Binomial Krawtchouk-Chaos {0, 1, 2, . . . , N}
Negative Binomial Meixner-Chaos {0, 1, 2, . . .}
Hypergeometric Hahn-Chaos {0, 1, 2, . . . , N}
Table 1.2: Correspondence of the type of Askey polynomial chaos and their underlying
random variables.
1.2 Computational Methods for Uncertainty Quantification 31
We note that generally the probability distribution of the output stochastic process is not
known a priori, therefore it is not possible to select the polynomials that will achieve
the optimal convergence rate for the output. The form of the input stochastic process
is, however, known a priori, therefore it is standard practice to use polynomials that are
optimal for the input to construct the PC basis.
In cases where the probability law of the input stochastic process cannot be represented
by the polynomials of the Askey-scheme it is still possible to construct an optimal PC
basis via the Gram-Schmidt orthogonalisation procedure [33].
Note the construction of the gPC basis follows the same procedure as defined in the pre-
vious section, for classical PC with Hermite polynomials, simply replacing the Hermite
polynomials with the appropriate ones from the Askey-scheme (or those generated by the
Gram-Schmidt process).
Up to this point we have discussed gPC solely in the context of output stochastic pro-
cesses; however, gPC is applicable to problems where the input random variables are not
spatially/temporally varying, i.e., the KL expansion is not required. Following the devel-
opment in [100], we define an input random variable β (θ), which we are parameterising
with ξ (θ) according to the expansion:
β (ξ) =
Np∑
i=0
βiΦi (ξ) (1.34)
Now, utilising a Galerkin projection onto each gPC basis, Φj (ξ), and taking the mathe-
matical expectation, after rearrangement, we find:
βj =
〈βΦj〉
〈Φ2j〉
=
1
〈Φ2j〉
∫
Θ
β (ξ) Φj (ξ) p (ξ) dξ, ∀j = 0, . . . , Np (1.35)
Note that in the above equation β and ξ will likely belong to different probability spaces,
thus we are required to map them to the same probability space in order to evaluate the
coefficient βj . It is most convenient to map them to a uniformly distributed probability
space ϕ ∈ U (0, 1).
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Assuming the probability laws of β, p (β), and ξ, q (ξ), are known, we may write [72]:
P (β) =
∫ β
−∞
p (β′) dβ′ Q (ξ) =
∫ ξ
−∞
q (ξ′) dξ′ (1.36)
where P and Q are the cumulative distribution functions (CDFs) of β and ξ respectively.
The PDF and CDF of a random variable are related by:
p (x) =
d
dx
P (x) ≡ dϕ
dx
(1.37)
Noting that we require both of the random variables β and ξ to be mapped to same uni-
formly distributed random variable, ϕ, we find:
ϕ = P (β) = Q (ξ) (1.38)
From Eqs.(1.36) we may obtain expressions for β and ξ by calculating the inverse func-
tions of the CDFs:
β = P−1 (ϕ) ≡ r (ϕ) ξ = Q−1 (ϕ) ≡ s (ϕ) (1.39)
Thus we have transformed the random variables β and ξ to the same probability space,
i.e., we have found expressions for β and ξ in terms of the uniformly distributed random
variable ϕ. We may now write the expression for the expansion coefficients in Eq.(1.34)
as:
βj =
1
〈Φ2j〉
∫ 1
0
r (ϕ) Φj (s (ϕ)) dϕ, ∀j = 0, . . . , Np (1.40)
Note that generally the inversion procedure of Eqs.(1.39) cannot be done analytically and
numerical routines must be used.
Let us now consider a general setting for a differential equation with random inputs
L (x, t, θ;u) = f (x, t, θ) , x ∈ D, t ∈ (0, T ) , θ ∈ Θ (1.41)
where L is a differential operator, D ∈ Rd (d = 1, 2, 3) is a bounded domain and T > 0.
(Θ,F ,P) is an appropriately defined probability space, u ≡ u (x, t, θ) is the solution
and f (x, t, θ) is a source term. The procedure of applying gPC can be broken down into
the following steps:
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1. Express the random inputs in terms of a finite number of random variables ξ (θ) =
{ξ1 (θ) , . . . , ξM (θ)} and rewrite the parameterised stochastic problem as
L (x, t, ξ;u (x, t, ξ)) = f (x, t, ξ) (1.42)
If the input is a stochastic process varying in space and/or time the KL expansion is
required for this step, otherwise the above procedure is performed.
2. Approximate the output by a gPC expansion.
L
(
x, t, ξ;
Np∑
i=0
uiΦi (ξ)
)
= f (x, t, ξ) (1.43)
3. Perform a Galerkin expansion onto each basis function Φj (ξ) and take the mathe-
matical expectation.〈
L
(
x, t, ξ;
Np∑
i=0
uiΦi (ξ)
)
,Φj (ξ)
〉
= 〈f (x, t, ξ) ,Φj (ξ)〉 ,
∀j = 0, . . . , Np
(1.44)
This forms an inner product matrix of size (Np + 1)× (Np + 1).
4. Assemble the set of coupled deterministic problems through a tensor product of the
stochastic and physical domains, and solve using appropriate methods.
The gPC expansion is an efficient and versatile method for parameterising both input and
output random variables of a model and has been applied in many areas: for example,
steady state diffusion problems [101], flow simulations [50, 54, 55, 102], heat conduction
[103], neutron transport [22], radiative transfer [98] and radionuclide migration in the
biosphere [35]. However, in some cases gPC fails to converge [87] and does not represent
the solution accurately. This occurs either 1) when there is a discontinuity in stochastic
space and simple polynomial expansions cannot resolve the discontinuity, or 2) when
integrating a problem over long periods.
To illustrate the second of these issues we take the case of a simple linear ordinary differ-
ential equation (ODE):
du (t, ξ)
dt
= −α (ξ)u (t, ξ) (1.45)
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with initial condition u0 = 1 and assuming α ∼ U (0, 1). Now, taking ξ ∼ U (0, 1) there
is no need to perform the mapping procedure outlined above as α ≡ ξ. Also, from the
Askey scheme of Table 1.2 the correct polynomials to use in the gPC expansion are the
Legendre ones; however, they are the Legendre polynomials that are orthogonal on [0, 1].
Expanding the solution u in terms of a pth order gPC expansion:
u (t, ξ) =
Np∑
i=0
ui (t) Φi (ξ) (1.46)
and substituting this into Eq.(1.45):
Np∑
i=0
dui (t)
dt
Φi (ξ) = −
Np∑
i=0
α (ξ)ui (t) Φi (ξ) (1.47)
Performing a Galerkin projection on to each Legendre basis Φj , taking the mathematical
expectation, making use of the orthogonality of the Legendre polynomials and rearrang-
ing we have:
duj (t)
dt
= − 1〈Φj〉
Np∑
i=0
〈ΦiαΦj〉ui (t) , ∀j = 0, . . . , Np (1.48)
where
〈ΦiαΦj〉 =
∫ 1
0
α (ξ) Φi (ξ) Φj (ξ) dξ, ∀i, j,= 0, . . . , Np (1.49)
forms an inner product matrix of size (Np + 1)× (Np + 1).
Eqs.(1.48) form a system of coupled ODE’s that may be solved using any standard ODE
solver. Eq.(1.45) may also be solved analytically. The deterministic solution is:
u (t, ξ) = u0e
−α(ξ)t (1.50)
From this we may derive expressions for the mean and variance using the standard for-
mulae:
u¯ = 〈u〉, σ2u = 〈u2〉 − 〈u〉2 (1.51)
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Figure 1.9: Mean and Variance of the ODE given by Eq.(1.45) for varying expansion
orders compared to an analytic solution.
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which upon performing the required integration over the stochastic domain gives:
u¯ =
u0
t
(
1− e−t) , σ2u = u202t (1− e−2t)− u20t2 (1− e−t)2 (1.52)
Figure 1.9 shows the solution of Eq.(1.48) with increasing p compared to the analytical
values for the mean and variance. We see a divergence of the solutions, particularly for
the variance, as time increases which is smaller for increasing orders of gPC expansion.
In order to explain this behaviour we must examine the structure of the original ODE in
Eq.(1.45). The ODE appears on first inspection to be linear; however, this is not the case
in stochastic space as both the input and output depend on the random variable ξ. This
non-linearity in stochastic space causes the solution to ‘forget’ the initial state as time
progresses [85] thus requiring an ever increasing number of terms to accurately represent
the solution. Essentially as time progresses the stochastic space evolves and the original
set of polynomials no longer forms a complete basis in stochastic space resulting in the
deterioration in the accuracy of the solution.
We may examine the error in stochastic space by deriving an exact expression for the ex-
pansion coefficients of Eq.(1.46). Equating Eqs.(1.46) and (1.49), performing a Galerkin
projection, taking the mathematical expectation and rearranging we have:
uj (t) =
〈uexΦj〉〈
Φ2j
〉 (1.53)
where uex is given by Eq.(1.49). This leads to [85]:
uj (t) =
j∑
k=0
u0 (j + k)!
tk+1 (j − k)!k!
[
(−1)j+k − e−t
]
(1.54)
With exact values for the expansion coefficients now available the only source of error
in Eq.(1.46) is from the truncation of the expansion. Figure 1.10 shows the values of u
across the stochastic domain at the final simulation time t = 30 using an expansion order
of p = 5. Note the large difference between the solutions throughout the whole domain.
If we now define an error measure at each point in the stochastic domain by:
ε =
|u− u˜|
|u˜| (1.55)
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where u˜ denotes the expansion with exact coefficients, Figure 1.11 shows how the error
across the domain evolves with time.
Clearly this poses a significant problem to the applicability of gPC to certain problems.
Continually increasing the expansion order, even using adaptive techniques, is not a fea-
sible solution as this would rapidly lead to problems too large to solve in a reasonable
amount of time. Obviously more advanced techniques are required to resolve these is-
sues.
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Figure 1.10: Comparison of the stochastic domains obtained at t = 30 from the exact
expansion coefficients and those calculated using gPC.
1.2 Computational Methods for Uncertainty Quantification 38
Figure 1.11: Evolution through time of the error in stochastic space defined by Eq.(1.55).
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1.2.2.4 Multi-Element Generalized Polynomial Chaos
In order to resolve these issues various refinements to gPC have been proposed. One such
proposal [85], which addresses the long time inaccuracy of gPC, suggests a stopping and
reinitialisation procedure where the stopping criterion is governed by the relative size of
the higher order gPC coefficients compared to the mean. When the stopping criterion is
satisfied, the simulation is halted and a new set of basis polynomials, that form a basis
over the current stochastic space, are generated using the Gram-Schmidt process. The
simulation is then restarted and the process repeated until the end point of the simulation
is reached.
A more versatile approach that addresses both the issues of discontinuities and long term
inaccuracy is the Multi-Element generalized Polynomial Chaos (ME-gPC) method [86].
The essential purpose of ME-gPC is to decompose the stochastic domain into a series of
smaller domains (elements), in a manner analogous to a finite element decomposition of
the spatial domain, and apply gPC within each stochastic element. Defining the stochastic
space by S, following the discussion in [86], we assume that ξ forms an M -dimensional
set of uniformly distributed random variables on [0, 1] with constant PDF p (ξi) = 1 where
i = 1, . . . ,M . Now, let D be the decomposition of S with Nse non-overlapping elements
such that:
D =

Sk = [ak1, bk1)× [ak2, bk2)× · · · × [akM , bkM)
S =
Nse⋃
k
Sk
Sk1 ∩ Sk2 = ∅ if k1 6= k2
(1.56)
where k, k1, k2 = 1, 2, . . . , Nse. We also define an indicator random variable for each
stochastic element as:
zk =
1 if ξ ∈ S
k
0 otherwise
(1.57)
In each stochastic element we define an M -dimensional set of local random variables
χk = {χk1, χk2, . . . , χkM} such that each has a conditional PDF given by:
p
(
χk|zk = 1) = 1
vk
(1.58)
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where
vk =
M∏
i=1
bki − aki (1.59)
If we were to now perform the gPC procedure within each stochastic element, denoting
by h
(
χk
)
the parameterisation of an input random variable, we would require:
〈ΦmhΦn〉k =
∫ bk1
ak1
. . .
∫ bkM
akM
Φm
(
χk
)
h
(
χk
)
Φn
(
χk
)
dχk1 . . . dχ
k
M ,
∀k = 1, . . . , Nse
(1.60)
where the Φn are different sets of polynomials that are orthogonal on each interval [aki , b
k
i )
in every element. To avoid this we map the χk to a new local random variable ξk on [0, 1]
with constant PDF p
(
ξk
)
= 1 using the linear transformation
gk
(
χk
)
: χki = ξ
k
i
(
bki − aki
)
+ aki , i = 1, . . . ,M (1.61)
We may now use the shifted Legendre polynomials in every stochastic element and Eqs.(1.60)
become
〈ΦmhΦn〉k =
∫ 1
0
. . .
∫ 1
0
Φm
(
ξk
)
h
(
g−1k
(
ξk
))
Φn
(
ξk
)
dξk1 . . . dξ
k
M ,
∀k = 1, . . . , Nse
(1.62)
The complete inner product matrix over the stochastic domain now has a block diagonal
structure, denoting by S the complete inner product matrix and by Sk the matrices defined
by Eq.(1.62), S will have the form:
S =

S1 0 · · · 0
0 S2
. . . ...
... . . . . . . 0
0 · · · 0 Sk
 (1.63)
Note that C0 continuity between two adjacent stochastic elements is not required as the
Lebesgue measure of the interface between the two elements is zero [87].
1.2 Computational Methods for Uncertainty Quantification 41
If we now apply ME-gPC to the problem defined in Eq.(1.45) we find:
Nse∑
k=1
duj,k (t)
dt
=
Nse∑
k=1
− 1〈
Φ2j
〉 Np∑
i=0
〈ΦiαΦj〉k ui,k (t) , ∀j = 0, . . . , Np (1.64)
This now forms Nse independent problems of size Np which can be solved for the coeffi-
cients ui,k. The local gPC expansion is given by:
uˆk
(
ξˆ
k
)
=
Np∑
i=0
uˆk,iΦi
(
ξˆ
k
)
(1.65)
The approximate global mean may be calculated from:
u¯ =
Nse∑
k=1
uˆk,0v
k (1.66)
Using the orthogonality relation the local variance may be calculated from:
σˆ2k =
Np∑
i=1
uˆ2k,i
〈
Φ2i
〉
(1.67)
And the approximate global variance is given by:
σ2u =
Nse∑
k=1
[
σˆ2k + (uˆk,0 − u¯)2
]
vk (1.68)
The ME-gPC method does not require expansions in each stochastic element of as high
an order as gPC to obtain accurate solutions [86, 87]. Thus we solve Eqs.(1.64) using 2
and 4 stochastic elements and expansion order p = 4 in each element. Results are given
in Figure 1.12 for the variance as this contains the largest error in the gPC solution.
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Figure 1.12: Variance of the ODE given by Eq.(1.45) for 2 and 4 stochastic elements
using PC order p = 4 compared to gPC solution of order p = 5 and exact solution.
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We see that the ME-gPC solution is much improved over the gPC solution of order p = 5
using only 2 stochastic elements. With 4 stochastic elements being used the ME-gPC so-
lution matches the exact solution well up to the simulation finish point. If the simulation
were to be extended further we would still see the solutions deteriorating for a fixed Nse
and p as the issues that occur in gPC re-occur in each stochastic element. It is common
to use adaptive algorithms when applying ME-gPC to realistic physical problems to opti-
mise the solution by using low numbers of stochastic elements initially and refining them
according to some error measure.
In [86] a heuristic error measure was presented based on the relative contribution of the
higher order terms to the local second order moment of the solution. The error measure
is:
ηk =
∑Np
i=Np−1+1 uˆ
2
k,i 〈Φ2i 〉
σ2k
(1.69)
which defines the local decay rate of the relative error in each stochastic element as the
ratio of the contribution to the local variance from the higher order terms with the approx-
imate value of the local variance.
The local error decay rate is weighted by the factor vk to form the expression that indicates
if local adaptation is required. This expression is given as:
ηαk v
k = θ1, α ∈ (0, 1) (1.70)
where the choice of α is arbitrary.
It is also useful to determine the most sensitive stochastic dimension(s) to restrict the
adaptation to those dimensions that will derive the greatest benefit in terms of the reduc-
tion in the error. Defining the sensitivity measure to be:
ri =
(uˆi,p)
2 〈Φ2i,p〉∑Np
j=Np−1+1 uˆ
2
j
〈
Φ2j
〉 , i = 1, . . . ,M (1.71)
where the subscript k denoting the stochastic element has been dropped for clarity, i
denotes the stochastic dimension and p denotes the expansion order. The stochastic di-
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mensions satisfying
ri ≥ θ2 ·max {rj}Mj=1 , i = 1, . . . ,M θ2 ∈ (0, 1) , (1.72)
will be marked for refinement. The choice of θ2 is again arbitrary. This adaptive refine-
ment will occur in elements satisfying Eq.(1.70) and within these elements only dimen-
sions satisfying Eq.(1.72) will be refined. This is summarised below in Algorithm 1.1.
Algorithm 1.1 Adaptive ME-gPC procedure
at every time step
for k = 1 to Nse do
calculate the error, ηk
if ηαk vk > θ1 then
for i = 1 to M do
calculate sensitivity measure, ri
if ri > θ2 then
refine element k along dimension i
end if
end for
end if
end for
The adaptation may take the form of h-type refinement, i.e., splitting the stochastic ele-
ments into smaller ones, p-type refinement, i.e., increasing the expansion order, or hp-type
refinement, i.e., a combination of the two. There are standard algorithms for determining
the best refinement strategy, see, for example, [21].
When performing h-type refinement of the stochastic space care must be taken when
mapping from one mesh of stochastic elements to the next. If the local gPC expansion in
an element is given by Eq.(1.65), and this element meets the criteria for refinement, we
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assume the gPC expansion in the next refinement level takes the form:
u˜
(
ξ˜
)
= u˜
(
g
(
ξˆ
))
=
Np∑
i=0
u˜iΦi
(
ξ˜
)
(1.73)
where we have dropped the element number k for clarity and ξ˜ ∈ [0, 1]d. To determine
the new set of (Np + 1) coefficients u˜i we choose an arbitrary set of (Np + 1) grid points
ξ˜i, i = 0, 1, . . . , Np on [0, 1]
d and solve the following system:

Φ0,0 Φ1,0 · · · ΦNp,0
Φ0,1 Φ1,1 · · · ΦNp,1
...
...
...
...
Φ0,Np Φ1,Np · · · ΦNp,Np


u˜0
u˜1
...
u˜Np
 =

Np∑
i=0
uˆiΦi
(
g−1
(
ξ˜0
))
Np∑
i=0
uˆiΦi
(
g−1
(
ξ˜1
))
...
Np∑
i=0
uˆiΦi
(
g−1
(
ξ˜Np
))

(1.74)
where Φi,j = Φi
(
ξ˜j
)
. The above equation can be rewritten in matrix form as
Φu˜ = uˆ (1.75)
This procedure also needs to be performed for mapping the initial conditions if using
more than one stochastic element at the start of a simulation.
Due to the hierarchical nature of the stochastic basis functions p-type refinement is easy
to implement by simply increasing the expansion order; no mapping is required.
To illustrate further the usefulness of adaptive ME-gPC we take from [86] the example
of the Kraichnan-Orszag three-mode problem. This is given by the following system of
non-linear stochastic ODE’s:
dy1
dt
= y1y3
dy2
dt
= −y2y3
dy3
dt
= −y21 + y22
(1.76)
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Subject to stochastic initial conditions:
y1 (0) = y1 (0; θ) , y2 (0) = y2 (0; θ) , y3 (0) = y3 (0; θ) (1.77)
This problem exhibits discontinuities along the lines y1 = 0 and y2 = 0 such that the
location of the initial condition, i.e., which quadrant on the x-y plane the initial condition
resides in, determines the final solution. If we choose initial conditions that cross the
plain y2 = 0, where we know gPC will fail due to the presence of the discontinuity, viz:
y1 (0; θ) = 1, y2 (0; θ) = −0.1 + 0.2ξ (θ) , y3 (0; θ) = 0 (1.78)
where ξ ∼ U [0, 1]. Using Eq.(1.46) to represent each variable as a PC expansion in
Legendre polynomials we find:
Np∑
i=0
Φi (ξ)
dy1,i
dt
=
Np∑
i=0
Np∑
j=0
y1,iy3,jΦi (ξ) Φj (ξ)
Np∑
i=0
Φi (ξ)
dy2,i
dt
= −
Np∑
i=0
Np∑
j=0
y2,iy3,jΦi (ξ) Φj (ξ)
Np∑
i=0
Φi (ξ)
dy3,i
dt
= −
(
Np∑
j=0
y1,jΦj (ξ)
)2
+
(
Np∑
k=0
y2,kΦk (ξ)
)2
(1.79)
Making use of the standard formula for the square of a summation (
∑
i xi)
2 =
∑
i x
2
i +
2
∑
i
∑
j<i xixj , projecting onto each basis Φk and rearranging we find:
dy1,k
dt
=
Np∑
i=0
Np∑
j=0
y1,iy3,j
〈ΦiΦjΦk〉
〈Φ2k〉
dy2,k
dt
=−
Np∑
i=0
Np∑
j=0
y2,iy3,j
〈ΦiΦjΦk〉
〈Φ2k〉
dy3,k
dt
=
Np∑
i=0
y22,i
〈ΦiΦjΦk〉
〈Φ2k〉
−
Np∑
i=0
y21,i
〈ΦiΦjΦk〉
〈Φ2k〉
+ 2
Np∑
i=0
∑
j<i
y1,iy1,j
〈ΦiΦjΦk〉
〈Φ2k〉
− 2
Np∑
i=0
∑
j<i
y2,iy2,j
〈ΦiΦjΦk〉
〈Φ2k〉
(1.80)
We solve this set of equations on time interval t ∈ [0, 30], utilising Algorithm 1.1 with PC
order p = 3 and tolerance θ1 = 0.0001. Figure 1.13 shows the means of y1 and y3 (the
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mean of y2 is constant and equal to zero); Figure 1.14 shows the variances of y1, y2 and
y3. These results match exactly those shown in [86].
Figure 1.15 shows the stochastic mesh at the end of the simulation period. Note how
the mesh has adapted to focus on the discontinuity at ξ = 0.5. Figure 1.16 shows the
expansion of y2 over the stochastic domain at time t = 30, we see the discontinuity is
obvious at ξ = 0.5 where the expansion changes sign from negative to positive as ξ
increases. Note also the jagged edges visible at the peaks and troughs of the expansion,
this is due to the discontinuous nature of the stochastic mesh resulting in two nodes at the
edges of the stochastic elements.
Up to this point the discussion on ME-gPC has focused on the case where the random
variables in the gPC expansion are uniform because of the simplicity of working with the
Legendre polynomials (shifted). These are always orthogonal to each other on [0, 1] with
the value of the inner product simply being scaled by the weighting function. However,
matters become more complicated when working with non-uniform random variables and
their associated polynomials as the weight functions required for orthogonality of these
polynomials are also functions of the random variable. Thus, when splitting the random
space into stochastic elements, and when refining a stochastic element, the original poly-
nomials are no longer orthogonal locally with respect to the conditional PDF p
(·|zk = 1)
[88]. This requires new polynomials to be constructed that are orthogonal locally using
numerical techniques; for example the Stieltjes procedure, Chebyshev algorithm [28] or
the Gram-Schmidt process.
These requirements do have a detrimental effect on the efficiency of the ME-gPC proce-
dure; however, the cost of constructing new sets of polynomials is far less than the cost of
continuing to increase the expansion order in gPC [88].
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Figure 1.13: Means of y1 and y3 for the Kraichnan-Orszag three-mode problem for 1D
random initial condition using ME-gPC with PC order p = 3 and tolerance θ1 = 0.0001.
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Figure 1.14: Variances of y1, y2 and y3 for the Kraichnan-Orszag three-mode problem
for 1D random initial condition using ME-gPC with PC order p = 3 and tolerance θ1 =
0.0001.
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Figure 1.15: Final mesh at t = 30 for the Kraichnan-Orszag three-mode problem for 1D
random initial condition using ME-gPC with PC order p = 5 and tolerance θ1 = 0.0001.
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Figure 1.16: Evolution through time of the stochastic expansion of y2 from the
Kraichnan-Orszag three-mode problem for 1D random initial condition using ME-gPC
with PC order p = 5 and tolerance θ1 = 0.0001.
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1.2.2.5 A Dual Based a posteriori Error Estimate
A more sophisticated adaptive method has been developed [57, 64] based on a posteriori
error estimation. The a posteriori methodology is well developed for deterministic finite
element simulations and entails obtaining an estimate of the bounds of the error by mea-
suring the functional difference between the continuous (exact) solution of a problem and
the discrete solution. Naturally the continuous solution to many problems of practical
interest is not available so the functional difference is approximated using the discrete
solution of the original primal (forward) problem and two discrete dual (backwards) so-
lutions of the adjoint problem. The resulting error estimate may then be used to guide the
adaptation of the approximation spaces in the physical and/or stochastic domains. Here
we outline the method presented in [57, 64].
A deterministic problem, dependent on some parameters/data d, defined on an N dimen-
sional domain Ωx ⊂ RN with boundary condition (u = 0) on the boundary ∂Ωx of Ωx,
may be expressed in the standard variational form
a (u, ν|d) = b (ν|d) ∀ ν ∈ V (1.81)
to be solved for u ∈ V , a suitable Hilbert space of Ωx where a is a differentiable semi-
linear form and b is a linear functional.
If the parameters/data are uncertain we define d to be a random quantity defined on the
probability space (Θ,F ,P) and the stochastic variational form is then
A (u (x, θ) ,Ψ (θ) |d (θ)) = B (Ψ (θ) |d (θ)) ∀ Ψ ∈ V ⊗ S (1.82)
to be solved for u ∈ V ⊗ S where S = L2 (Θ,P) denotes the space of second order
random variables and θ denotes a random event. The stochastic semi-linear form A and
linear functional B are defined by:
A (u (x, θ) ,Ψ (θ) |d (θ)) =
∫
Θ
a (u (x, θ) ,Ψ (θ) |d (θ)) dP (θ) (1.83)
B (Ψ (θ) |d (θ)) =
∫
Θ
b (Ψ (θ) |d (θ)) dP (θ) (1.84)
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Now assuming d is parameterised as a functional ofM independent identically distributed
random variables ξi, defined on the probability space (Θ,F ,P), such that
d = d (ξ) , ξ = (ξ1, ξ2, . . . , ξM) (1.85)
and since the ξi are independent, the joint PDF of ξ is given by:
p (ξ) = p (ξ1, ξ2, . . . , ξM) =
M∏
i=1
p (ξi) (1.86)
As with the above review of ME-gPC, for simplicity and without loss of generality, we
restrict the following to cases where the ξi are uniformly distributed on [0, 1] such that
p (ξi) =
1 if ξi ∈ [0, 1] ,0 otherwise, Ωξ = [0, 1]M (1.87)
The variational problem may now be expressed in terms of ξ (θ) as:
A (u (ξ (θ)) ,Ψ (ξ (θ)) |d (ξ (θ))) = B (Ψ (ξ (θ)) |d (ξ (θ))) ∀ Ψ ∈ V ⊗ S (1.88)
which is to be solved for u ∈ V ⊗ S and where now
A (u (x, ξ) ,Ψ (ξ) |d (ξ)) =
∫
Ωξ
a (u (x, ξ) ,Ψ (ξ) |d (ξ)) p (ξ) dξ (1.89)
B (Ψ (ξ) |d (ξ)) =
∫
Ωξ
b (Ψ (ξ) |d (ξ)) p (ξ) dξ (1.90)
where we have omitted the dependence on the random event θ for clarity.
As with ME-gPC the stochastic domain is decomposed into a collection of Nse stochas-
tic elements in the form defined by Eq.(1.56) and within each element the solution is
expressed as:
u
(
x, ξ ∈ Sk) = N(k)p∑
i=0
u
(k)
i (x) Φ
(k)
i (ξ) (1.91)
As noted previously, the stochastic approximation may be improved by either adding
more stochastic elements or increasing the gPC expansion order within existing elements.
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The physical domain Ωx is decomposed in a similar manner into a collection of Nx ele-
ments with respective support Ω(l)x for l = 1, . . . , Nx:
Ω =
Nx⋃
l=1
Ω(l)x (1.92)
Thus the discrete finite element approximation uh of the continuous solution u may be
expressed as:
uh
(
x ∈ V l, ξ ∈ Sk) = N(l)d∑
i=1
N
(k)
p∑
j=0
u
(l,k)
i,j ν
(l)
i (x) Φ
(k)
j (ξ) (1.93)
whereN (l)d is the number of degrees of freedom in each (spatial) element l and the ν
(l)
i (x)
are the spatial shape functions associated with that element.
It is obvious from the above expression that the solution may be improved in any one of
four ways, namely:
1. Increase the number of degrees of freedom in the spatial expansion.
2. Increase the number of spatial elements.
3. Increase the PC expansion order.
4. Increase the number of stochastic elements.
It is often the case that the modeller is interested in some functional of the solution from
a simulation; for example, the drag coefficient in aerodynamics calculations or the keff
(the eigenvalue representing criticality) in a nuclear reactor. It is therefore desirable to
optimise the simulation, through adaptive refinement of the approximation space, so the
error in the quantity of interest is minimised. The main difficulty when using adaptive
methods is in ascertaining the locations where refinement of the approximation space
will have the largest effect on the error and which one of the previously listed options
to use in order to optimise the refinement so the accuracy is maximised for a minimum
computational cost. The technique of calculating the solution to the dual problem and
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using this to guide the refinement process is widespread for deterministic finite elements.
We now describe the process developed in [57, 64] when applied to stochastic problems.
The discrete variational problem is given by:
A
(
uh (ξ) ,Ψh (ξ) |dh (ξ)) = B (Ψh (ξ) |dh (ξ)) ∀ Ψh ∈ V l ⊗ Sk (1.94)
and the functional of the solution in which we are interested is F (u) which is assumed
to be differentiable. In order to minimise the error in the quantity of interest the discrete
solution, Fh (u), must be as close to the continuous solution, F (u), as possible, i.e., the
distance F (u)−F (uh) must be minimised.
Taking first the continuous solution we form a constrained optimisation problem to be
solved using the method of Lagrange multipliers. Thus F (u) must be minimised subject
to the constraint imposed by the variational form of Eq.(1.94), therefore the Lagrangian
of the continuous solution is given by:
L (u, λ) ≡ F (u) +B (λ|d)− A (u, λ|d) (1.95)
where the dependence on ξ has been omitted for clarity and the Lagrange multiplier λ is
also the adjoint variable of the continuous solution so λ ≡ u∗ ∈ V . Now the minimisation
of F (u) corresponds to finding the stationary points of the Lagrangian:
∂L
∂u
= F ′ (u,Ψ′)− A′ (u,Ψ′, u∗|d) = 0 ∀ Ψ′ ∈ V ⊗ S (1.96)
∂L
∂u∗
= B (Ψ|d)− A (u,Ψ|d) = 0 ∀ Ψ ∈ V ⊗ S (1.97)
The former of these two equations is the dual problem while the latter equation is the
primal problem and the derivatives are Gateaux derivatives. The discrete versions of the
dual and primal problem are:
F ′
(
uh,Ψh
′
)
− A′
(
uh,Ψh
′
, u∗
)
= 0 ∀ Ψh′ ∈ Vh ⊗ Sh (1.98)
B
(
Ψh
)− A (uh,Ψh) = 0 ∀ Ψh ∈ Vh ⊗ Sh (1.99)
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where we have omitted the dependence on d for clarity. Now subtracting the Lagrangian
of the discrete solution from that of the continuous solution we obtain:
L (u, u∗)− L (uh, u∗h) = F (u)−F (uh) (1.100)
Thus the difference between the continuous and discrete functionals is equal to the dif-
ference between the respective Lagrangians. It can be shown (see [57] or [64] for details)
that this functional difference may be approximated by:
F (u)−F (uh) ≈ B (u∗ − u∗h)− A (uh, u∗ − u∗h) (1.101)
Obviously this approximation for the global error still involves the continuous solution
of the dual problem which is not generally available as this required knowledge of the
continuous solution of the primal problem. Hence the continuous dual problem is ap-
proximated by solving the discrete dual problem in a refined approximation space where
the orders of the spatial and stochastic expansions are increased. The refined discrete dual
solution is denoted by u˜∗h.
The global error, which we denote here by , can be expressed as the sum over all the
stochastic elements by:
 ≤
Nse∑
k=1
|p (ξ)|
∣∣∣∣∣
∫
Ω
(k)
ξ
[
a
(
uh, u˜∗h − u∗h)− b (u˜∗h − u∗h)] dξ∣∣∣∣∣ (1.102)
where
|p (ξ)| =
∫
Ω
(k)
ξ
p (ξ) dξ (1.103)
Therefore the local error on spatial element l for stochastic element k is given by:
k,l =
∣∣∣∣∣
∫
Ω
(k)
ξ
∫
Ω
(l)
x
[
aˆ
(
uh, u˜∗h − u∗h|dh)− bˆ (u˜∗h − u∗h|dh)] p (ξ) dx dξ∣∣∣∣∣ (1.104)
where ∫
Ωx
aˆ (u, ν|d) dx = a (u, ν|d) ,
∫
Ωx
bˆ (ν|d) dx = b (ν|d) (1.105)
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The global error may now be expressed as a sum of the local errors thus:
 =
Nse∑
k=1
Nx∑
l=1
k,l (1.106)
It is common practice to assign an arbitrary threshold value ω to the global error that we
wish to keep below. To achieve this the local error defined in Eq.(1.104) is required to
satisfy the following inequality:
k,l <
ω
NxNse
= ω (1.107)
If this condition is met for all elements then no refinement is necessary; however, when
this is not the case, refinement is required and the problem of determining which of the
four previously discussed refinement options to employ arises.
The optimisation of this choice is an open question in deterministic as well as stochas-
tic finite element analysis with many strategies having been proposed consisting of trial
approaches, which are not feasible in the stochastic context due to the large size of the
systems being solved, and methods based on the determination of a Hessian matrix.
In [57] and [64] three refinement strategies are presented for an example problem involv-
ing the stochastic Burgers equation: i) the spatial mesh is fixed and the stochastic mesh is
refined isotropically, i.e., when a stochastic element is marked for refinement this is car-
ried out by splitting the element equally along each component dimension; ii) the spatial
and stochastic meshes are refined isotropically; iii) the spatial mesh is refined isotropi-
cally and the stochastic mesh is refined anisotropically, i.e., within a stochastic element
only those dimensions whose contribution to the local error are large are refined. For
details of these refinement strategies see the aforementioned references.
1.2.2.6 Wavelet Based Schemes
We have previously mentioned the possibility of stochastic discontinuities. Such discon-
tinuities occur when the range of a random variable is inclusive of a critical point where
the solution would bifurcate depending upon which side of the critical point the random
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variable falls. Situations of this nature occur frequently in, for example, problems involv-
ing chemical systems where a reaction may ignite or dissolve depending on the reaction
rate. This naturally leads to a critical value for the reaction rate below which the reaction
would dissolve and above which ignition would occur leading to two different final states
of the system. For problems such as these it is possible, or even likely, that gPC would
fail to converge due to the presence of Gibbs like oscillations in the region of the discon-
tinuity. An alternative to spectral basis functions is to use wavelets to form the PC basis,
specifically Haar wavelets [56, 70].
In this section we present a brief review of Haar wavelets following the discussions in
[56, 57] and highlight problems that have shown the benefit of a wavelet basis.
The scaling function of the Haar system, denoted by φw (y), is given by:
φw (y) =
1, 0 ≤ y < 1,0, otherwise (1.108)
Introducing the scaling factor j and sliding factor k, the scaled Haar functions are given
by:
φwj,k (y) = 2
j/2φw
(
2jy − k) (1.109)
Now, the mother wavelet that generates the Haar family of wavelets is given by:
ψw ≡ 1√
2
φw1,0 (y)−
1√
2
φw1,1 (y) =

1, 0 ≤ y < 1
2
−1, 1
2
≤ y < 1
0, otherwise
(1.110)
where the Haar wavelet family is generated from:
ψwj,k (y) = 2
j/2ψw
(
2jy − k) , j = 0, 1, . . . , k = 0, . . . , 2j − 1 (1.111)
The first three levels of 1-dimensional Haar wavelets can be seen in Figure 1.17. Haar
wavelets may also be extended to multiple dimensions following the same procedure as
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(g) ψw2,3 = 2ψw (4y − 3)
Figure 1.17: First three levels of the one-dimensional Haar wavelet family, j = 0, 1, 2.
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for spectral functions described in section 1.2.2.2. Moreover, adapting the notation of
section 1.2.2.3, the Haar wavelets form an orthonormal system such that:∫ 1
0
Ψwj,k (ϕ) Ψ
w
l,m (ϕ) dϕ = δj,lδk,m (1.112)
i.e., similar to spectral expansions, the Haar wavelets form an inner product on the Hilbert
space of random variables ξ (as defined in previous sections):
〈f, g〉 ≡
∫
Ω
f (ξ) g (ξ) p (ξ) dξ =
∫ 1
0
f (ϕ) g (ϕ) dϕ (1.113)
Now, we may write the wavelet expansion of a random variable in an identical manner to
the spectral expansion of a random variable [57]:
U (ξ) =
Nw∑
k=0
Uwk Ψ
w
j,k (ξ) (1.114)
The procedure for applying wavelet expansions is identical to that for spectral expansions
and output statistics (mean, variance etc) may be calculated in the same manner also.
These wavelet based schemes have been applied to dynamical systems featuring discon-
tinuities in the stochastic domain such as the classical problem of Rayleigh-Be`nard insta-
bility [56, 57]. It was concluded that using a Haar wavelet basis allows discontinuities to
be captured with high accuracy. However, this robust behaviour incurs a penalty in terms
of a slower convergence rate for smooth problems compared to spectral basis functions.
1.2.3 Non-Intrusive Spectral Expansion Methods
Up to this point we have reviewed what can be thought of as ‘intrusive’ methods. The
term ‘intrusive’ refers to modifications required of existing model codes to allow for the
treatment of uncertainty, i.e., we are required to modify existing subroutines in order to
apply PC, gPC, ME-gPC or wavelet bases. Conversely non-intrusive methods require no
modifications to existing subroutines and are simply ‘wrapped’ around the existing code.
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There are several forms of non-intrusive methods available; however, the most widely
used is the collocation method. In the following sections we review the fundamentals of
the collocation method and briefly describe recent advances in this area.
1.2.3.1 Probabilistic Collocation Method
The Probabilistic Collocation Method (PCM) can be viewed as a hybrid of sampling tech-
niques and spectral expansions in the sense that a deterministic model is run a number of
times to calculate coefficients that allow the stochastic space to be approximated by a
series expansion. In theory this allows collocation methods to adopt the simple imple-
mentation procedures of sampling methods combined with the high convergence rates of
stochastic Galerkin methods.
The PCM can be broken down into four major steps, namely:
1. Parameterisation of the input data in terms of a set of M independent standard
random variables ξ where M depends on the nature of the problem.
2. Selection of the set of N distinct collocation points in the stochastic space.
3. Solution of the N independent deterministic problems and calculation of the output
expansion coefficients.
4. Evaluation of the output statistical quantities of interest.
Initially a technique sometimes known as the black-box spectral-stochastic finite element
method (SSFEM) [31, 37] was introduced where the sample points were not collocation
points but simply generated using, for example, Monte-Carlo or Latin Hypercube meth-
ods. The deterministic problems were then solved and the output expansion coefficients
for each realisation were then calculated using
uj =
〈Φju〉〈
Φ2j
〉 (1.115)
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where u is the deterministic model solution and the uj are the expansion coefficients from
Eq.(1.20).
In the PCM the sample points are selected at collocation points which correspond to areas
of high probability. For a gPC basis the collocation points are the roots of the basis
polynomials (Hermite, Legendre etc). The residual is zero at these points thus fulfilling
the requirement of PCM that the output be exact at the collocation points. The gPC
coefficients can be calculated by equating the model outputs with the basis polynomials
at the collocation points and solving the resulting linear system with appropriate methods.
In order to form this system of equations the number of collocation points must be at least
equal to the number of basis polynomials, Np + 1, given by Eq.(1.24). Thus the points
are the roots of the polynomial of one order higher than that used in the gPC expansion.
In multiple dimensions the number of collocation points will obviously be higher than
the number required to calculate the set of gPC coefficients, hence care must be taken
when selecting which points to discard from the calculation to ensure that regions of high
probability are not excluded, otherwise significant errors can accumulate.
The PCM has the potential to be highly computationally expensive when dealing with
high dimensional random inputs, the so called ‘curse of dimensionality’ with which all
stochastic methods are afflicted, as the number of collocation points required to calculate
the gPC coefficients grows exponentially (see section 1.2.2.2). For realistic problems,
which are frequently computationally expensive in the deterministic case anyway, the
PCM becomes infeasible.
1.2.3.2 Sparse Grid Collocation
An alternative to calculating gPC expansion coefficients is to form an approximation of
the output stochastic space using Lagrange interpolating polynomials [29, 104].
Given a set of collocation points ΞM = {ξi}Ni=1 in the M -dimensional random space Γ,
the general method is to calculate the output values at these collocation points to form a
set of nodes in the output stochastic space. An interpolating polynomial, I u may then
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be constructed using these nodes such that I u (ξi) = u (ξi) ∀i = 1, . . . , N .
The polynomial I u can be expressed using Lagrange interpolating polynomials as:
I u (ξ) =
N∑
k=1
u (ξk)Lk (ξ) , Lk (ξl) = δkl (1.116)
This allows the value of the function (model) to be approximated at any point ξ and the
statistics of the output to be calculated from:
〈uz〉 =
N∑
k=1
uz (ξk)
∫
Γ
Lk (ξ) p (ξ) dξ (1.117)
where, as before, p (ξ) is the (joint) PDF of ξ.
Now, letting u : [a, b]→ R be a univariate function to be interpolated using a set of n+ 1
collocation points such that a ≤ ξ0 < ξ1 < · · · < ξn ≤ b. The interpolating polynomial
In (u) satisfying In (u) (ξi) = u (ξi) ∀i = 0, 1, . . . , n is:
In (u) (ξi) =
n∑
i=0
u (ξi)Li (ξ) (1.118)
where the basis Lagrange polynomials are given by:
Li (ξ) =
n∏
k=0,k 6=i
ξ − ξk
ξi − ξk (1.119)
Naturally as the number of points n → ∞ the approximated function will approach the
exact function. However, it is not guaranteed that uniform convergence (‖u−In (u) ‖∞ →
0 as n→∞) will be achieved with any arbitrary distribution of collocation points [29].
Denoting byI ∗n (u) the best approximating polynomial, the Lebesgue theorem states that
the error is bounded uniformly as [104]:
‖u (ξ)−I ∗n (u) ‖∞ ≤ ‖u (ξ)−In (u) ‖∞ ≤ (1 + Λn (Ξ)) ‖u (ξ)−I ∗n (u) ‖∞ (1.120)
where Λn (Ξ) = maxξ∈[a,b] (
∑n
i=0 |Li (ξ) |) is the Lebesgue constant and Ξ is any distri-
bution of the collocation points. We see that Λn (Ξ) only depends on the distribution of
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the collocation points Ξ. Thus it is possible to construct a priori sets of collocation points
with a small Lebesgue constant. An example of such a set of points is that consisting of
points at the Chebyshev extrema [29, 51].
It is a simple matter to extend univariate interpolation to multivariate interpolation in
M dimensions using tensor products. Denoting by n = (n1, n2, . . . , nM) the number of
collocation points used in each dimension the multivariate interpolation formulaIMu (ξ)
is given by:
IMu (ξ) =
(
I i1 ⊗ · · · ⊗I iM) (u) (ξ)
=
n1∑
j1=1
· · ·
nM∑
jM=1
u
(
ξn1j1 , . . . , ξ
nM
jM
)
.
(
Lm1j1 ⊗ · · · ⊗ LnMjM
) (1.121)
where I nk is the interpolation function in the nk dimension and ξ
nk
jk
is the jmth point
in the kth coordinate. A comparison of a full tensor product grid with a sparse grid in
two-dimensions is shown in Figure 1.18
The above formula requires n1×· · ·×nM collocation points. This obviously grows rapidly
as the number of stochastic dimensions increases, if one uses a full tensor product grid
of the univariate collocation points, thus a better method for generating the collocation
points is required.
A sparse grid of collocation points, generated by the Smolyak algorithm [79], provides a
method of reducing the total number of collocation points by several orders of magnitude
while retaining the interpolation property of one-dimensional interpolation.
Taking the one-dimensional interpolating function Eq.(1.118) that uses Θ(k) collocation
points to interpolate a kth order polynomial, the Smolyak algorithm constructs the sparse
interpolant Aq,M (q −M is the order of interpolation) by:
Aq,M (u) =
∑
q−M+1≤|n|≤q
(−1)q−|n| ·
(
M − 1
q − |n|
)
· (I n1 ⊗ · · · ⊗I nM ) (1.122)
with AM−1,M = 0 and |n| =
∑M
k=1 nk. In other words the Smolyak algorithm builds
the multidimensional interpolating function by adding a combination of one-dimensional
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Figure 1.18: Collocation points in two-dimensions using a full tensor product and a
sparse grid.
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interpolating functions of order nk with the constraint that the sum total |n| is between
q −M + 1 and q.
The nested structure of the algorithm is clearer when considering the incremental inter-
polant ∆n given by [10, 29, 51]:
I 0 = 0, ∆n = I n −I n−1 (1.123)
The Smolyak interpolation Aq,M is then given by:
Aq,M (u) =
∑
|n|≤q
(∆n1 ⊗ · · · ⊗∆nM ) (u)
= Aq−1,M (u) +
∑
|n|=q
(∆n1 ⊗ · · · ⊗∆nM ) (u)
(1.124)
Thus to calculate Aq,M initially the deterministic model needs to be run on the set of
nodes covered by the sparse gridHq,M such that
Hq,M =
⋃
q−M+1≤|n|≤q
(
Θ(n1) × · · · ×Θ(nM )) (1.125)
Subsequently if we wish to increase the order of interpolation from k to k + 1 we only
need to run the model at the collocation points not included in Θ(k) denoted Θ(k+1)∆ =
Θ(k+1)/Θ(k). Thus to go from an order q − 1 to an order q interpolation the model need
only be run at the nodes ∆Hq,M given by:
∆Hq,M =
⋃
|n|=q
(
Θ
(n1)
∆ ⊗ · · · ⊗Θ(nM )∆
)
(1.126)
1.2.3.3 Multi-Element Probabilistic Collocation Method
The Multi-Element Probabilistic Collocation Method (ME-PCM) [26], is closely related
to ME-gPC in the sense that the stochastic space is discretised into a series of non-
overlapping elements. The PCM is then applied within each stochastic element instead
of gPC to calculate approximate local statistics which can then be combined to obtain the
global statistics of interest.
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Using the notation of section 1.2.2.4, formally we can say the M -dimensional stochastic
space S is discretised using a set of Nse stochastic elements Si, i = 1, . . . , Nse. Within
each element Si a set of collocation points {ζij}Nj=1 is prescribed which may be con-
structed by the tensor product or sparse grid procedures described previously. At each
collocation point the model is then solved to calculate u
(
ζij
)
.
We must then construct the interpolating polynomial Iiu
(
ζij
)
over each stochastic el-
ement Si. This may be done using Lagrange interpolating polynomials or the Smolyak
sparse grid interpolation described previously. These local interpolating polynomials are
then combined to form the global approximant:
u˜ (ξ) =
Nse∑
i=1
Ii
(
u
(
ζij
))
u
(
ζij
)
zi (1.127)
where zi is as defined in Eq.(1.57). Now, we assume the joint PDF of the input is p (ξ) =∏M
k=1 pk (ξk) and the conditional PDF in each element is given by:
pi (ξ|zi = 1) = p (ξ)∫
Si p (ξ) dξ
(1.128)
This can be used to estimate the output statistics; for example, the local mean within each
element is given by:
〈ui〉 =
∫
Si
u˜ (ξ) pi (ξ|zi = 1) dξ =
N∑
j=1
u
(
ζij
)
wij (1.129)
which can be used to estimate the global mean from:
〈u〉 =
Nse∑
i=1
〈ui〉P (ξ ∈ Si) (1.130)
where wij is the weighting function of collocation point j in element i and P (ξ ∈ Si) is
the probability that the global random variable ξ falls within stochastic element Si.
Similar to ME-gPC, the discretised stochastic space may be refined adaptively in or-
der to resolve rapidly changing gradients and discontinuities according to suitable er-
ror measures. Additionally ME-PCM has also been combined with analysis of variance
(ANOVA) functional decomposition [27] to enhance the convergence of ME-PCM for
problems with a high number of stochastic dimensions.
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1.2.4 Stochastic Reduced Basis Methods
Stochastic reduced basis methods (SRBMs), developed by Nair and Keane [68], are a
class of methods applied to linear PDEs where the output is represented by a linear com-
bination of stochastic basis vectors with unknown coefficients. The idea is that the number
of basis vectors is significantly less that the number of polynomials used in a PC expan-
sion hence achieving greater efficiency.
Assuming the stochastic basis vectors form a stochastic Krylov subspace, for a detailed
discussion on the principles of Krylov subspace methods see the text by Saad [75], the
number of basis vectors required for an accurate solution is governed by the order of the
minimum random polynomial of the coefficient matrix of the discretised governing PDE
(see below for details).
The SRBM can be broken down into a series of stages, namely:
1. Discretisation of the governing PDE.
2. Calculation of the stochastic basis vectors.
3. Calculation of the unknown coefficients of the stochastic basis vectors.
4. Calculation of the output statistics.
If we consider a general linear stochastic PDE of the form
T [u (x, t, ξ)] + Lα [u (x, t, ξ)] = f (t, ξ) (1.131)
where x ∈ Rd, d = 1, 2, 3 is the physical space, u (x, t, ξ) is the output random variable,
t ∈ [0, T ] is the time, ξ ∈ Ξ belongs to the Hilbert space of random variables, T and Lα
are linear stochastic differential operators where α (x, ξ) is a coefficient which is a second
order stochastic process.
The random fields may be parameterised using any of the methods described in the pre-
ceding sections, e.g. Karhunen-Loe`ve. Assuming the spatial domain is discretised using
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a suitable method, e.g. finite elements, a matrix system of the following form can be
constructed:
M (ξ) ∂tu (t, ξ) +K (ξ)u (t, ξ) = M 0f (t) (1.132)
where
M (ξ) = M 0 +
M∑
i=1
ξiM i, K (ξ) = K0 +
M∑
i=1
ξiKi (1.133)
are the (n × n) random mass and stiffness matrices respectively where n is the the total
number of degrees of freedom.
Naturally Eq.(1.132) will reduce to a system of linear stochastic algebraic equations of
the form (
A0 +
M∑
i=1
Aiξi
)
u (ξ) = f (1.134)
or alternatively (
M∑
i=0
Aiξi
)
u (ξ) = f (1.135)
where we take ξ0 = 1. This may be written in the more compact form
A (ξ)u (ξ) = f (1.136)
which implies that A0 is the mean and the Ai are the zero mean random components of
the matrixA (ξ).
The SRBM requires that the solution, u, be approximated by:
u (ξ) ≈ uˆ (ξ) = a0 (ξ)ψ0 (ξ) + a1 (ξ)ψ1 (ξ) + · · ·+ am (ξ)ψm (ξ)
= a (ξ) Ψ (ξ)
(1.137)
where Ψ (ξ) = [ψ0 (ξ) , ψ1 (ξ) , . . . , ψm (ξ)] denotes a matrix of (m + 1) stochastic basis
vectors and a (ξ) = [a0 (ξ) , a1 (ξ) , . . . , am (ξ)] denotes the vector of (m + 1) unknown
coefficients.
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Clearly it is desirable to havem n and, as mentioned previously,M is the order of min-
imum polynomial, q, of A (ξ) which is defined as the unique monic random polynomial
of the smallest degree such that q [A (ξ) , ξ] = 0.
Assuming that A (ξ) is non-singular, diagonalisable and has r distinct eigenvalues that
can be written as λ1 (ξ) , λ2 (ξ) , . . . , λm (ξ) it follows that
q [A (ξ) , ξ] =
r∏
j=1
[A (ξ)− λj (ξ) I]mj (1.138)
where mj is the index of the jth eigenvalue and m =
∑r
j=1 mj . Hence we may define the
stochastic Krylov subspace of order m to be [68]:
Km [A (ξ) ,f ] = span{f ,A (ξ)f ,A (ξ)2 f , . . . ,Am−1 (ξ)f} (1.139)
However, using A (ξ) in its current form results in a value of m close to the value of
n, thus a suitable preconditioner is required. One such preconditioner that is readily
available is the matrixA−10 ; in fact numerical studies in [68] suggest that highly accurate
solutions may be obtained using only three basis vectors. From Eq.(1.138) the first three
basis vectors spanning the preconditioned Krylov subspace Km
[
A−10 A (ξ) ,A
−1
0 f
]
can
be written as:
ψ0 (ξ) = A
−1
0 f
ψ1 (ξ) = A
−1
0 A (ξ)ψ0 (ξ)
ψ2 (ξ) = A
−1
0 A (ξ)ψ1 (ξ)
(1.140)
With the stochastic basis vectors now calculated we must determine the unknown expan-
sion coefficients using either the so called weak Galerkin scheme or the strong Galerkin
scheme [67].
If we first substitute Eq.(1.137) into Eq.(1.135) and rearranging, the stochastic residual
error vector is given by:
r (ξ) =
(
M∑
i=0
Aiξi
)
u (ξ)− f (1.141)
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The weak Galerkin scheme enforces the condition that the residual error vector is orthog-
onal to the approximating subspace Ψ (ξ), thus the coefficients can be calculated from[
M∑
i=0
〈
ΨT (ξ) ξiAiΨ (ξ)
〉]
a =
〈
ΨT (ξ)f
〉
(1.142)
With the stochastic basis vectors and the coefficients now known the mean and covariance
may be calculated from
〈u〉 =
m∑
i=0
ξi 〈ψi (ξ)〉 , Cuu =
m∑
i=0
m∑
j=0
ξiξj
〈
ψi (ξ)ψ
T
j (ξ)
〉
(1.143)
The strong Galerkin scheme enforces the condition that for each realisation of ξ the
residual error vector is orthogonal to the basis vectors ψ0 (ξ) , ψ0 (ξ) , . . . , ψm−1 (ξ), i.e.,
the probability that ψTi (ξ) r (ξ) = 0, ∀i = 0, . . . ,m− 1 is unity for any and all values of
ξ. This can be stated as:
P
[
ψTi (ξ) r (ξ) = 0
]
= 1, ∀i = 0, . . . ,m− 1 (1.144)
Thus to calculate the coefficients we are required to solve the following system of m×m
random algebraic equations:[
M∑
i=0
ΨT (ξ) ξiAiΨ (ξ)
]
a (ξ) = ΨT (ξ)f (1.145)
Note that the coefficients a0, a1, . . . , am−1 are now nonlinear functions of ξ and, although
the strong Galerkin scheme is significantly more accurate than the weak Galerkin scheme,
it is not possible to derive analytical expressions for the statistical moments in the manner
of the weak Galerkin scheme or PC expansions. Thus the mean and (co)variance must be
estimated through simulation in the same manner as PDFs are generated when using the
PC expansion [68].
It has been shown [76] that SRBMs achieve comparable accuracy to PC schemes for
the first two statistical moments and in the resultant PDFs for test problems involving
random media. It was also shown that SRBMs achieved this level of accuracy for a much
1.3 Summary and Conclusions 72
lower computational cost. However, SRBMs are not recommended as a replacement for
PC schemes as SRBMs are currently limited to the class of linear stochastic PDEs and
do not possess the general applicability of PC schemes [76]. Research is ongoing into
applying SRBMs to nonlinear PDEs so it may yet be the case that in the future SRBMs
are preferred to PC schemes.
1.3 Summary and Conclusions
In this chapter we have reviewed the most widely used methods for uncertainty quan-
tification, namely sampling based methods, spectral expansion methods (intrusive and
non-intrusive) and reduced basis methods.
We have seen that sampling based methods have an advantage in terms of ease of imple-
mentation. However, for complex problems these methods become too computationally
expensive, even with more sophisticated techniques such as Quasi Monte-Carlo, to be
viable.
Intrusive spectral expansion methods have received considerable attention in the last ten
years and have been applied to a variety of problems. We have seen that advantages
of these methods where highly accurate solutions are attainable with high convergence
rates. Sophisticated techniques, e.g. adaptive ME-gPC, have been developed to address
problems such as stochastic discontinuities and long term integration. However, for prob-
lems with a large number of stochastic dimensions intrusive spectral methods become
increasingly unattractive due to the curse of dimensionality. There are also issues when
retrofitting existing deterministic codes with intrusive techniques as these methods re-
quire heavy modifications to internal subroutines which may not be freely available to the
programmer, especially when dealing with deterministic codes.
Non-intrusive spectral methods attempt to combine the easy implementation of sampling
methods with the high accuracy and convergence properties of intrusive spectral methods.
There is no significant difference in terms of accuracy and speed between intrusive and
non-intrusive spectral methods for low dimensional stochastic problems. However, the
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non-intrusive methods become more attractive as the stochastic dimensionality of a prob-
lem increases. ME-PCM combined with ANOVA has in fact been applied to problems
with over six hundred stochastic dimensions. Non-intrusive methods are particularly at-
tractive for retrofitting existing deterministic codes as all of the uncertainty quantification
calculations are done in either pre or post-processing routines that are wrapped around
the deterministic solver.
Wavelet schemes have emerged as alternative to spectral techniques, especially for dis-
continuous problems. Adaptive algorithms for wavelets are more advanced than those
currently employed in ME-gPC. However, for smooth problems wavelets exhibit inferior
convergence properties to spectral techniques. Wavelet schemes are also intrusive in na-
ture and suffer the same retrofitting problems previously described for intrusive spectral
methods.
Stochastic reduced basis methods are again intrusive and possess the associated problems
but exhibit superior accuracy and convergence properties to the methods described above.
However, SRBMs have only been applied to smooth linear problems in one stochastic
dimension and it is yet to be determined if they may be applied to more complicated
non-linear high dimensional problems.
It has been concluded that intrusive spectral methods will be the uncertainty quantification
technique of choice for this research project for the following reasons:
1. Intrusive spectral methods are the most mature and widely used technique, other
than sampling based methods; they have been shown to be highly accurate and
have been applied to wide variety of problems.
2. This research project will focus on the development of new codes thus the retrofitting
issues are negated.
3. The problems to be studied are anticipated to be low dimensional (typically < 10)
thus there is no advantage to using non-intrusive techniques.
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So far we have reviewed the available methods for quantifying uncertainty in computa-
tional models of physical systems and explained our decision to focus on intrusive spectral
expansion methods. In this chapter we explain how to combine techniques such as gPC
with the standard finite element method (FEM) to form the spectral-stochastic finite ele-
ment method (SSFEM) [30] in Section 2.1. We then proceed to apply SSFEM to an exam-
ple problem involving the advection of a sine wave in Section 2.2 and a more complicated
pollutant transport problem governed by the full advection-diffusion-reaction equation in
Section 2.3. A summary is presented in Section 2.4.
2.1 Theoretical Aspects of the Spectral-Stochastic Finite
Element Method
The SSFEM was first introduced by Ghanem and Spanos [30] for structural mechanics
problems combining the KL expansion and the original PC expansion in Gaussian random
variables with the deterministic finite element method. As outlined in the previous chapter
these uncertainty quantification techniques have been further refined but the basic method
has remained the same. This can be summarised in the following steps:
1. Discretisation of the physical space using the finite element method.
2. Parameterisation (discretisation) of the stochastic space.
3. Solution of the resulting deterministic system of coupled equations.
4. Calculation of output statistics at the spatial grid points (nodes).
Here we present the theory of combining the first two steps to construct the fully discre-
tised system of equations. Consider the following general linear stochastic PDE defined
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on a d-dimensional domain Ω ∈ Rd, d = 1, 2, 3, bounded by ∂Ω = ∂ΩD ∪ ∂ΩN where
∂ΩD and ∂ΩN denote the Dirichlet and Neumann boundary segments respectively.
T [u (x, t, θ)] + Lα [u (x, t, θ)] = f (x, t) (2.1)
In the above equation T denotes the time derivative, Lα denotes the spatial derivative with
random coefficient α (x, t, θ), x is the physical space. t ∈ [0, T ] represents time and θ is
a random event in the probability space (Θ,F ,P).
Now we denote by V the set of deterministic functionals on Ω such that:
V := {u ∈ H1 (Ω) : u = 0 on ∂ΩD} (2.2)
where the Sobolev space H1 (Ω) is defined by
H1 (Ω) := {u : Ω→ R|u,∇u ∈ L2 (Ω)} (2.3)
where L2 (Ω) is the space of functions that are square integrable on Ω in the Lebesgue
sense, i.e.
L2 (Ω) := {u : Ω→ R|
∫
Ω
u2 <∞} (2.4)
We also denote by S ∈ L2 (Θ,P) the set of real valued second order random variables.
Note that for a fixed event θ the solution is deterministic, i.e., u (x, t, ·) ∈ V and for a
fixed position x ∈ Ω the solution is a real valued second order random variable, i.e.,
u (·, t, θ) ∈ S.
Given the above definitions and a suitable set of test (weight) functions w (x, θ), the
stochastic variational (weak) form of Eq.(2.1) is:
Find u ∈ V ⊗ S such that∫
Θ
[∫
Ω
w (x, θ)
(
T [u (x, t, θ)] + Lα [u (x, t, θ)]− f (x, t)
)
dx
]
dP (θ) = 0 (2.5)
We may now proceed with step 1, i.e., we apply a deterministic finite element discretisa-
tion to the physical space Ω. Defining D = {E1, E2, . . . , ENe} to be the decomposition of
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Ω intoNe finite elements and uh to be the approximation of u ∈ V ⊗S , the finite element
approximation is:
uh (x, t, θ) =
N∑
i=1
ui (t, θ) ν (x) (2.6)
where N is the number of nodes in the finite element mesh and the ν (x) are the trial
(shape) functions that form a basis in the finite element approximation space Vh ⊂ V ,
i.e., Vh = span{νi}Ni=1.
Step 2 is the discretisation of the stochastic space. Assuming the random coefficient α is
parameterised, utilising one of the methods outlined in the previous chapter, using a set
of M independent random variables ξ = {ξ1, ξ2, . . . , ξM} defined on (Θ,F ,P).
α (x, θ) = g (x)α
(
ξ (θ)
)
(2.7)
Note that the probability distributions of the ξi’s are governed by the nature of the prob-
lem. We now apply the PC expansion, u (ξ) =
∑∞
i=0 uiΦi (ξ), to the second order random
solution variable so the finite element approximation of u ∈ V ⊗ S becomes:
uh (x, t, θ) =
N∑
i=1
( ∞∑
k=0
ui,k (t) Φk (ξ)
)
νi (x) (2.8)
where the Φi’s form a set of multi-dimensional orthogonal polynomials satisfying the
orthogonality relation
〈Φi,Φj〉 = δij
〈
Φ2i
〉
(2.9)
where δij is the Kronecker delta and 〈·〉 denotes the ensemble average. This is the inner
product in the Hilbert space determined by the probability measure of ξ such that
〈f (ξ) , g (ξ)〉 =
∫
Θ
f (ξ) g (ξ)w (ξ) dξ (2.10)
withw (ξ) the weighting function corresponding to the probability distribution of ξ which
also determines the nature of the polynomials from the Askey scheme in Table 1.1.
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If we now apply the Galerkin condition which requires that the test (weight) functions are
the same as the trial (shape) functions, i.e.
wh (x, θ) =
N∑
j=1
∞∑
l=0
Φl (ξ) νj (x) (2.11)
truncating the PC expansion at Np, substituting Eq.(2.11) into Eq.(2.5) and applying the
finite element expansion to the source term f (x, t) we find:
N∑
i=1
〈
Φ2l
〉 T [uj,l (t)]Mi (x) + N∑
i=1
Np∑
k=1
〈ΦkαΦl〉uj,l (t)Ki (x)
−
N∑
i=1
〈Φlfi〉Mi (x) = 0, ∀ j, l ∈ N,Np
(2.12)
where
Mi (x) =
∫
Ω
νi (x) νj (x) dx and Ki (x) =
∫
Ω
L [νi (x)] νj (x) dx,
∀ j ∈ N
(2.13)
Note that the truncated PC expansion forms a basis in the stochastic approximation space
SNp ≡ span{Φi}Npi=0 ⊂ S.
Eqs.(2.12) form a set of coupled equations that may be solved for the uj,l’s, which denote
the PC expansion coefficient l for element j. The statistics of the solution within each
element can then be calculated by substituting the uj into Eqs.(1.32).
We now present three model problems to which we apply the general procedure defined
above and some of the UQ techniques described in the previous chapter. First we study
the classical PC expansion applied to a pure advection problem. We then apply gPC to a
pollutant transport problem defined the Advection-Diffusion-Reaction equation. Finally
we apply ME-gPC to the steady state Burgers equation.
2.2 Classical Polynomial Chaos Applied to the Advection of a Sine Wave 79
2.2 Classical Polynomial Chaos Applied to the Advection
of a Sine Wave
We shall now illustrate the general procedure described above by applying this to an
example taken from [53]. Consider the one-dimensional advection equation on a domain
Ω ∈ R with an uncertain scalar transport velocity and zero source term:
∂u (x, t, θ)
∂t
+ v (θ)
∂u (x, t, θ)
∂x
= 0 (2.14)
where x ∈ [−1, 1], t ∈ [0, 1] with periodic boundary conditions:
u (−1, t, θ) = u (1, t, θ) (2.15)
and initial condition
u (x, t, θ) = sin (pi (x+ 1)) (2.16)
The stochastic variational form is now:
Find u ∈ V ⊗ S such that∫
Θ
[∫
Ω
w (x, θ)
(
∂
∂t
u (x, t, θ) + v (θ)
∂
∂x
u (x, t, θ)
)
dx
]
dP (θ) = 0 (2.17)
subject to the boundary and initial conditions of Eqs.(2.15)-(2.16).
2.2.1 Spatial Discretisation
We partition Ω into a set of Ne non-overlapping finite elements with respective support
Ωe for e = 1, . . . , Ne:
Ω =
Ne⋃
e=1
Ωe (2.18)
The finite element approximation uh over element Ωe is:
uh (x, t, θ) =
N∑
i=1
ui (t, θ) νi (x) , x ∈ Ωe (2.19)
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where N is the number of nodes on the element.
Here we use a linear finite element approximation, hence N = 2, and the vector of shape
functions is given by:
ν (x) =
[
1− x
L
,
x
L
]T
(2.20)
where L is the element length.
2.2.2 Stochastic Discretisation
The transport velocity is assumed to be Gaussian with mean value E (v) and variance
σ2. Thus we can parameterise v (θ) in terms of a standard Gaussian random variable
ξ ∼ N (0, 1) defined on the probability space (Θ,F ,P) with
v (ξ) = E (v) + σ2vξ (2.21)
We now apply the PC expansion to the finite element approximation of the solution:
uh (x, t, θ) =
N∑
i=1
Np∑
k=0
ui,k (t) Φk (ξ) νi (x) (2.22)
where the Φk (ξ) are the Hermite polynomials of order k due to the choice of ξ as a
standard Gaussian variable.
2.2.3 Galerkin Projection
If we now apply a Galerkin projection so
wh (x, ξ) =
N∑
j=1
Np∑
l=0
Φl (ξ) νj (x) (2.23)
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and substitute Eq.(2.21) and Eq.(2.22) into Eq.(2.17) we find:
N∑
i=1
Np∑
k=0
Mi,j
∂
∂t
ui,l (t) 〈ΦkΦl〉+
N∑
i=1
Np∑
k=0
E (v)Ki,j 〈ΦkΦl〉ui,l (t)
+
N∑
i=1
Np∑
k=0
Ki,jσ
2
v 〈ΦkξΦl〉ui,l (t) = 0,
∀ j, l = 1, . . . , N, 1, . . . , Np
(2.24)
where
Mi,j =
∫
Ωe
νi (x) νj (x) dx, Ki,j =
∫
Ωe
∂νi (x)
∂x
νj (x) dx (2.25)
are the element mass and advection matrices respectively and
〈ΦkΦl〉 =
∫
Θ
ΦkΦl (ξ) p (ξ) dξ, 〈ΦkξΦl〉 =
∫
Θ
Φk (ξ) ξΦl (ξ) p (ξ) dξ (2.26)
are the inner product terms.
2.2.4 Calculation of Inner Product Terms
We know the polynomials in the PC expansion are the Hermite polynomials which have
the following recursion formula [34]:
Φn+1 (x) = 2xΦn (x)− 2nΦn−1 (x) (2.27)
The Hermite polynomials are defined over the entire real number line x ∈ [−∞,∞] and
are orthogonal with respect to the weighting function p (x) = e−x2 , thus [34]:∫ ∞
−∞
Φk (x) Φl (x) e
−x2dx = δkl l! 2l
√
pi (2.28)
hence
〈ΦkΦl〉 =
〈
Φ2l
〉
=
∫ ∞
−∞
Φ2l (ξ) e
−ξ2dξ = l! 2l
√
pi (2.29)
However, for convenience let us define
Ψl (ξ) =
1
2
l
2
Φl
(
ξ√
2
)
(2.30)
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therefore, applying the normalisation factor 1√
2pi
, we find
〈
Ψ2l
〉
=
1√
2pi
∫ ∞
−∞
1
2
l
2
Φl
(
ξ√
2
)
1
2
l
2
Φl
(
ξ√
2
)
e−
ξ2
2 dξ (2.31)
and defining ω = ξ√
2
the above equation reduces to:
〈
Ψ2l
〉
=
1√
2pi
∫ ∞
−∞
1
2l
Φ2l (ω) e
−ω2√2 dω
=
1
2l
√
pi
∫ ∞
−∞
Φ2l (ω) e
−ω2dω
=
1
2l
√
pi
· l! 2l√pi
= l! (2.32)
The second of the inner product terms in Eq.(2.26) is given by:
〈ΦkξΦl〉 =
∫ ∞
−∞
Φk (ξ) ξΦl (ξ) e
−ξ2dξ (2.33)
Repeating the above procedure by applying Eq.(2.30), the normalisation factor and the
definition of ω the above equation becomes:
〈ΨkξΨl〉 =
√
2
pi
1
2
k+l
2
∫ ∞
−∞
Φk (ω)ωΦl (ω) e
−ω2dω (2.34)
Now, rearranging Eq.(2.27) to give
xΦn (x) =
1
2
[
Φn+1 (x)− 2nΦn−1 (x)
]
(2.35)
and substituting into Eq.(2.34) we find:
〈ΨkξΨl〉 =
√
2
pi
1
2
k+l
2
∫ ∞
−∞
Φk (ω)
1
2
[
Φl+1 (ω)− 2lΦl−1 (ω)
]
e−ω
2
dω
=
√
2
pi
1
2
k+l
2
1
2
[∫ ∞
−∞
Φk (ω) Φl+1 (ω) e
−ω2dω
− 2l
∫ ∞
−∞
Φk (ω) Φl−1 (ω) e−ω
2
dω
] (2.36)
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applying Eq.(2.29) gives:
〈ΨkξΨl〉 =
√
2
pi
1
2
k+l
2
1
2
[√
pi 2l+1 (l + 1)! δk,l+1 + 2l
√
pi 2l−1 (l − 1)! δk,l−1
]
=
√
2
2
1
2
k+l
2
[
2l+1 (l + 1)! δk,l+1 + 2l 2
l−1 (l − 1)! δk,l−1
]
=
√
2
2
1
2
k
2 2
l
2
2l 2 (l + 1)! δk,l+1 +
√
2
2
1
2
k
2 2
l
2
2l
2
2l (l − 1)! δk,l−1
=
√
2 2
l
2
2
k
2
(l + 1)! δk,l+1 +
√
2 2
l
2
2 2
k
2
l (l − 1)! δk,l−1
=
√
2 2
l−k
2 (l + 1)! δk,l+1 +
2
l−k
2√
2
l! δk,l−1
= 2
l−k
2
[√
2 (l + 1)! δk,l+1 +
1√
2
l! δk,l−1
]
= 〈ΦkξΦl〉
(2.37)
Note that similar general expressions can be derived for multi-dimensional polynomi-
als; these need only be calculated once and can be stored for future use to increase the
efficiency of computer codes.
2.2.5 Mapping to Local Element Coordinates
It is standard practice when employing the finite element method to map the the element
contributions to the respective mass and advection matrices to a local (isoparametric)
space. We define the local coordinate η ∈ [−1, 1] and applying a linear transformation
η = αx+ β it can be shown that the local vector of shape functions is:
ν (η) =
[
1
2
(1− η) , 1
2
(1 + η)
]
(2.38)
The element mass and advection matrices given in Eq.(2.25) can now be defined in terms
of the local element coordinates:
Mi,j =
∫ 1
−1
νi (η) νj (η)
∂x
∂η
dη, Ki,j =
∫ 1
−1
∂νi (η)
∂η
∂η
∂x
νj (η)
∂x
∂η
dη (2.39)
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2.2.6 Results
Here we present some results for the sine wave advection problem. These results were
generated using a grid of 100 elements on the spatial domain defined above with a time
step of 1
100
and a standard deviation of σ2 = 0.1. Time stepping was carried out using the
Crank-Nicholson scheme. Analytical solutions of Eq.(2.14) are available for the mean
and variance [93] and are given by:
u¯ = 〈u〉 , σ2u =
〈
u2
〉− 〈u〉2 (2.40)
where
〈u〉 = sin [pi (x+ 1− E (v) t)] e−pi
2σ2vt
2
2 (2.41)
and 〈
u2
〉
=
1
2
[
1− e−pi2σ2vt2
] [
1 + cos
(
2pi
(
x+ 1− E (v) t))e−pi2σ2vt2] (2.42)
Figure 2.1 shows a comparison of the approximate mean and variance calculated using
Eqs.(1.32) with the exact solutions. The mean plot shows the numerical solution using a
PC expansion order of p = 3 and the variance plots show the convergence to the analytical
solution with increasing PC expansion order. We also plot the error in the variance as a
function of increasing PC order to show the convergence behaviour. The error measure is
given by:
‖σ˜2u − σ2u‖L2
‖σ2u‖L2
(2.43)
Figure 2.2 shows how the variance evolves through time across the domain. We observe
that the variance increases over time, as we would intuitively expect: as the initial con-
ditions are fixed with no uncertainty, the effect of the stochastic velocity field becomes
more dominant over time.
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Figure 2.1: Statistical plots of the results of the advection of a sine wave problem showing
the mean, variance, a close-up of the peak variance and an error convergence plot.
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Note also the oscillatory nature of the variance that develops and that the peaks of this
oscillation move through space implying that some areas of the solution are more sensitive
than others. These areas can be identified by comparing the mean and variance side-by-
side as in Figure 2.3 where it can be seen that peaks in the variance correspond to the
areas of the mean solution where the gradient is at its highest. This is because these areas
will be the most sensitive to changes in the velocity where a small deviation will have
a proportionally larger effect on the solution than areas where the rate of change of the
solution is smaller.
In [53] Kube shows that increasing the standard deviation of the velocity has the effect
damping the mean solution so as t→∞ the solution tends to zero. Increasing the velocity
standard deviation results in E (u) reaching zero at an earlier point in time. An increase in
the velocity standard deviation also has the effect of increasing the order of PC expansion
required to achieve a converged solution; this is because the associated solution variance
is also increased thus requiring a higher order PC expansion.
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Figure 2.2: Evolution and growth of the variance in the sine wave problem over the
domain x ∈ [−1, 1] and time interval t ∈ [0, 1].
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Figure 2.3: Side-by-side comparison of the mean and variance. The mean is plotted
against the left y-axis and the variance against the right.
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2.3 Generalized Polynomial Chaos Applied to Pollutant
Transport
In this section we present a basic problem in radionuclide transport theory by solving
the Advection-Diffusion-Reaction equation using gPC to quantify the uncertainty in the
solution.
2.3.1 Problem Definition
The transport of a contaminant in a porous medium may be characterised by the advection-
diffusion equation [12, 20]. In a one-dimensional domain Ω ∈ R this equation takes the
form:
∂C (x, t)
∂t
−D∂
2C (x, t)
∂x2
+ U
∂C (x, t)
∂x
+ λC (x, t) = 0 (2.44)
where D is the diffusion coefficient (tensor in multiple spatial dimensions) given by D =
aU , a is the diffusion length, U is the groundwater flow velocity and λ is a decay constant.
If the contaminant is a radionuclide it can be shown [91] that Eq.(2.44) becomes:
R
∂C (x, t)
∂t
− aU ∂
2C (x, t)
∂x2
+ U
∂C (x, t)
∂x
+ λRC (x, t) = 0 (2.45)
where the retardation factor R = 1 + (1−)ρs

Kd,  is the porosity of the medium, ρs is the
density of the medium and Kd is the distribution coefficient. Now, by writing
t = τ · τ0, τ0 = a
U
, x = ay (2.46)
we find Eq.(2.45) becomes
R
∂C (y, τ)
∂τ
− ∂
2C (y, τ)
∂y2
+
∂C (y, τ)
∂y
+ λτ0RC (y, τ) = 0 (2.47)
The distribution coefficient may be highly uncertain, sometimes covering several orders
of magnitude, thus the retardation factor is a function of the random event θ such that
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R (θ) = 1 + (1−)ρs

Kd (θ). Assuming y ∈ [0, 1] and τ ∈ [0, T ] thus the stochastic form
of the above equation is:
R (θ)
∂C (y, τ, θ)
∂τ
− ∂
2C (y, τ, θ)
∂y2
+
∂C (y, τ, θ)
∂y
+ λτ0R (θ)C (y, τ, θ) = 0 (2.48)
subject to boundary and initial conditions
UC (0, τ, ·) =
Q (τ, ·) for τ ≤ τc0 for τ > τc
∂C (1, τ, ·)
∂n
= 0
C (y, 0, ·) = 0
(2.49)
We take the parameters of the problem to have values as follows:
U = 0.1 m.s−1
a = 10.0 m
 = 0.2
ρs = 4000.0 kg.m−3
Q (τ, ·) = 1.0 atoms.cm−2s−1
After integrating the diffusion term by parts the stochastic variational form is:
Find C ∈ V ⊗ S such that∫
Θ
[∫
Ω
w (y, θ)
(
R (θ)
∂
∂t
C (y, τ, θ) +
∂
∂y
C (y, τ, θ) + λτ0R (θ)C (y, τ, θ)
)
+
∂
∂y
w (y, θ)
∂
∂y
C (y, τ, θ) dx
]
dP (θ) = 0
(2.50)
2.3.2 Spatial Discretisation
As in the previous example we partition Ω into a set ofNe non-overlapping finite elements
with respective support Ωe for e = 1, . . . , Ne:
Ω =
Ne⋃
e=1
Ωe (2.51)
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The finite element approximation Ch over element Ωe is:
Ch (y, τ, θ) =
N∑
i=1
Ci (τ, θ) ν (y) , y ∈ Ωe (2.52)
where N is the number of nodes on the element.
Here again we use a linear finite element approximation hence the vector of shape func-
tions is given by:
ν (y) =
[
1− y
L
,
y
L
]T
(2.53)
where L is the element length.
2.3.3 Stochastic Discretisation
We must now parameterise the retardation factor. Here we assume that the distribution
coefficient has a log-uniform probability distribution. This is the most physically realistic
given that Kd may vary over several orders of magnitude as mentioned previously, thus:
p (Kd) =
1
Kd log
(
Kd1
Kd0
) (2.54)
where Kd1 and Kd0 are the maximum and minimum values of Kd respectively.
Recalling the inverse procedure defined in the previous chapter by Eq.(1.36), we can
obtain an expression for Kd in terms of the uniform random variable ξ defined on the
probability space (Θ,F ,P) by evaluating
ξ =
∫ Kd
Kd0
p (K ′d) dK
′
d =
∫ Kd
Kd0
1
K ′d log
(
Kd1
Kd0
)dK ′d (2.55)
which results in
Kd (ξ) = Kd0
(
Kd1
Kd0
)ξ
(2.56)
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Therefore the retardation factor is parameterised as:
R (ξ) = 1 +Kd0
(1− ) ρs

(
Kd1
Kd0
)ξ
(2.57)
Applying gPC we see from Table 1.1 the appropriate polynomials are the Legendre ones.
To avoid the need to carry out a repeat of the above procedure we select the polynomials
to be the ‘shifted’ Legendre polynomials that are orthogonal on [0, 1] and obey the or-
thogonality relation 〈ΦkΦl〉 = 12l+1δkl. The gPC expansion is applied to the finite element
approximation of the solution hence:
Ch (y, τ, θ) =
N∑
i=1
Np∑
k=0
Ci,k (τ) Φk (ξ) νi (y) (2.58)
2.3.4 Galerkin Projection
Applying a Galerkin projection where the weight function is the same as the shape func-
tion in Eq.(2.58) and making use of the orthogonality of the Legendre polynomials we
find:
N∑
i=1
Np∑
k=0
Mi,j 〈ΦkRΦl〉 ∂
∂t
Ci,l (τ) +
N∑
i=1
Np∑
k=0
Ki,j
〈
Φ2l
〉
Ci,l (τ)
+
N∑
i=1
Np∑
k=0
λτ0Mi,j 〈ΦkRΦl〉Ci,l (τ) = 0,
∀ j, l = 1, . . . , N, 1, . . . , Np
(2.59)
where the elements of the mass matrix Mi,j are as defined in Eq.(2.25) and the elements
of the stiffness matrix are now given by:
Ki,j =
∫
Ωe
[
∂νi (y)
∂y
νj (y) +
∂νi (y)
∂y
∂νj (y)
∂y
]
dy (2.60)
Now, dividing through by 〈Φ2l 〉 we may express Eq.(2.59) in matrix form as:
N∑
i=1
Mi,jR
∂
∂t
~Ci (τ) +
N∑
i=1
Ki,jI~Ci (τ) + λτ0
N∑
i=1
Mi,jR~Ci (τ) = 0,
∀ j = 1, . . . , N
(2.61)
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where each ~Ci (τ) is a vector of length Np containing the stochastic moments of the
solution, I is the identity matrix and R is given by:
R =
〈ΦkRΦl〉
〈Φ2l 〉
=
Np∑
k
[
δkl +Kd0
(1− ) ρs

∫ 1
0
Φk (ξ)
(
Kd1
Kd0
)ξ
Φl (ξ) dξ
]
,
∀ l = 1, . . . , Np
(2.62)
These terms can be calculated analytically for each combination of Φk and Φl.
2.3.5 Results
After the usual transformation to a local finite element space Eq.(2.61) can be solved.
Here we present the results calculated on a finite element grid of 150 elements where the
decomposition of physical space is such that
L =

0.001 if 0 ≤ y ≤ 0.01
0.0015 if 0.01 < y ≤ 0.1
0.02375 if 0.1 < y ≤ 2.0
(2.63)
An explicit expression for C (y, τ, ξ) in terms of ξ is available. Thus we may calculate the
statistical moments of C by integrating by quadrature the expression for C (y, τ, ξ) over
the stochastic domain. Hence for moment n
〈Cn〉 =
∫ 1
0
Cn (y, τ, ξ) dξ (2.64)
The mean and variance of C may then be calculated using Eqs.(2.40). The expression for
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C (y, τ, ξ) in terms of ξ at position y and time τ is [94]:
C (y, τ, ξ)τ≤τc =
exp
{
y
2
}
U
[
exp
{
−y
√
λτ0ω +
1
4
}
·
erfc
{
y
2
√
ω
τ
−
√
τ
(
λτ0 +
1
4ω
)}
+ exp
{
y
√
λτ0ω +
1
4
}
·
erfc
{
y
2
√
ω
τ
+
√
τ
(
λτ0 +
1
4ω
)}]
C (y, τ, ξ)τ>τc = C (y, τ, ξ)τ≤τc −
exp
{
y
2
}
U
[
exp
{
−y
√
λτ0ω +
1
4
}
·
erfc
{
y
2
√
ω
δτ
−
√
δτ
(
λτ0 +
1
4ω
)}
+ exp
{
y
√
λτ0ω +
1
4
}
·
erfc
{
y
2
√
ω
δτ
+
√
δτ
(
λτ0 +
1
4ω
)}]
(2.65)
where ω = 1 + αKd (ξ), Kd (ξ) is given by Eq.(2.56) and δτ = τ − τc.
Figures 2.4 and 2.5 show a comparison of the analytical solution at sets of (y, τ) points
with the SSFEM solution. It was found that suitable accuracy was achieved with a 12th
order gPC expansion in terms of the shifted Legendre polynomials. We see the mean
solution decreasing over the domain as time progresses as would be expected. When the
boundary (source) is set to zero the mean concentration falls drastically and continues
to fall as no further pollutant is entering the system and the amount already present is
spread through the domain and leeched out by way of the reaction term in the governing
equation.
The variance of the concentration exhibits a well defined peak prior to the boundary
(source) being cut off. Note the variance is exactly zero at the left boundary as there
is no uncertainty in the concentration at this point. We also see the variance is restricted
to a value σ2C 6= 0 in the region defined by the deterministic solutions at the slowest and
fastest velocities, i.e., because we have limited the velocity to a potential range there is
a prescribed region outside of which we know it is impossible for contaminant particles
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to be present. The variance is also decreasing in magnitude as time progresses; as with
the mean, this is due to the boundary (source) term being cut off and the contaminant is
leeched from the system via the reaction term.
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Figure 2.4: Mean of the pollutant transport problem given by Eq.(2.48) using SFEM
compared to a semi-analytic solution.
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Figure 2.5: Variance of the pollutant transport problem given by Eq.(2.48) using SFEM
compared to a semi-analytic solution.
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2.4 Summary
In this chapter we have reviewed the theory of SSFEM and described the steps used to
apply the method when solving stochastic PDE’s.
We have applied SSFEM using classical PC to solve the stochastic advection equation
where the velocity was assumed to obey a Gaussian distribution and the quantity being
advectied was a sine wave. We compared results from SSFEM to an analytical solution
and studied the behaviour of the solution and the convergence rate. It was noted that
increasing the uncertainty on the velocity increases the order of PC expansion required
for convergence.
Finally we applied SSFEM using gPC to a pollutant transport problem where the distribu-
tion coefficient was assumed to be uncertain and obey a log-uniform distribution. Results
were compared to a semi-analytic solution and it was found that a 12th order expansion
yielded a converged solution.
Chapter 3
SSFEM and Non-Linear Equations
Contents
3.1 Neutron Diffusion and gPC . . . . . . . . . . . . . . . . . . . . . . . 99
3.1.1 Introduction . . . . . . . . . . . . . . . . . . . . . . . . . . . . 99
3.1.2 Fixed Source, 1 Energy Group . . . . . . . . . . . . . . . . . . 99
3.1.3 Fixed Source, 2 Energy Groups . . . . . . . . . . . . . . . . . 102
3.1.4 k-Eigenvalue, 1 Energy Group . . . . . . . . . . . . . . . . . . 105
3.2 ME-gPC Applied to the Burgers Equation . . . . . . . . . . . . . . . 114
3.2.1 Spatial Discretisation of the Deterministic Burgers Equation . . 114
3.2.2 Stochastic Discretisation . . . . . . . . . . . . . . . . . . . . . 115
3.2.2.1 Input PDF . . . . . . . . . . . . . . . . . . . . . . . 117
3.2.3 Results and Analysis . . . . . . . . . . . . . . . . . . . . . . . 119
3.3 Summary . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 127
In this chapter we apply the SSFEM to a selection of non-linear equations. Firstly in
Section 3.1 we study neutron diffusion diffusion with gPC for fixed source and eigenvalue
problems and in Section 3.2 we study the steady state Burgers equation with ME-gPC. A
summary is given in Section 3.3.
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3.1 Neutron Diffusion and gPC
3.1.1 Introduction
Many design processes in the field of nuclear engineering use diffusion theory as an ap-
proximation to the full Boltzman transport equation; for example, shielding calculations
for design of containers for the transport of nuclear waste. The diffusion approxima-
tion, while being a simple model, is sufficiently realistic to allow scientific insight into
problems of interest without incurring the costs of solving the full transport equation.
The diffusion approximation is used for two types of transport problems: fixed source and
criticality problems. Fixed source problems involve imposing a known source of neutrons
across a medium and calculating the resulting neutron density. Criticality problems in-
volve material that is undergoing fission and are set up as k-eigenvalue problems and,
amongst other things, are used in reactor control algorithms that govern the movement
of control rods. The eigenvalue indicates whether the reactor is in a critical, super or
sub-critical state with k = 1 being critical, k > 1 super-critical and k < 1 sub-critical.
We apply gPC to three cases of the neutron diffusion equation: a fixed source problem
for one energy group in Section 3.1.2, a fixed source problem for two energy groups in
Section 3.1.3, and the k-eigenvalue problem in Section 3.1.4.
3.1.2 Fixed Source, 1 Energy Group
Consider the one-dimensional neutron diffusion equation with a fixed source on a domain
Ω ∈ R:
− ∂
2φ (x)
∂x2
D (x) + Σrφ (x) = S (x) (3.1)
where φ is the scalar flux,D (x) is the diffusion coefficient, Σr is the removal cross section
given by Σt −Σs where Σt is the total cross section and Σs is the within group scattering
cross section. S (x) is the source term. Note that the diffusion coefficient for problems
with isotropic scatter is usually given by 1
3Σt
.
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Assuming x ∈ [0, 2] and zero flux boundary conditions, i.e.
φ (0) = φ (2) = 0 (3.2)
The variational form of Eq.(3.1), after integrating the diffusion term by parts, is:
Find φ ∈ V such that∫
Ω
(
∂w (x)
∂x
∂φ (x)
∂x
D (x) + w (x) Σrφ (x)
)
dx =
∫
Ω
w (x)S (x) dx (3.3)
We partition Ω into a set of Ne non-overlapping finite elements with respective support
Ωe for e = 1, . . . , Ne:
Ω =
Ne⋃
e=1
Ωe (3.4)
The finite element approximations of the solution φh and source Sh (x) over element Ωe
are:
φh (x) =
N∑
i=1
φiµ (x) , S
h (x) =
N∑
i=1
Siµ (x) , x ∈ Ωe (3.5)
where N is the number of nodes on the element. Here we use a piecewise linear finite
element approximation so N = 2.
Applying a Galerkin approximation so
wh (x) =
N∑
j=1
µj (x) (3.6)
and substituting Eq.(3.5) and Eq.(3.6) into Eq.(3.3) we find:
N∑
i=1
D (x)Ki,jφi +
N∑
i=1
Mi,jφi =
N∑
i=1
Mi,jSi ∀ j = 1, . . . , N (3.7)
where the stiffness and mass matrices are respectively
Ki,j =
∫
Ωe
∂µi (x)
∂x
∂µj (x)
∂x
dx, Mi,j =
∫
Ωe
µi (x)µj (x) dx (3.8)
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We assume there is an uncertainty on the total cross section such that Σt ∼ U [Σt0 ,Σt1 ],
i.e., the total cross section is uniformly distributed between the values Σt0 and Σt1 , so the
PDF is given by:
P (Σt) =
1
Σt1 − Σt0
(3.9)
Applying the gPC procedure described in Section 1.2.2.3 we obtain an explicit expression
for Σt in terms of the random variable ξ ∼ U [0, 1] viz:
Σt (ξ) = Σt0 + (Σt1 − Σt0) ξ = Σt0 + δΣtξ (3.10)
The scalar flux is now a function of spatial position and the random variable ξ and is
expanded using Legendre polynomials as the stochastic basis functions:
φ (x, ξ) =
Np∑
i=0
φi (x) Ψi (ξ) (3.11)
Substituting Eqs.(3.10) and (3.11) into Eq.(3.7) and using a Galerkin projection onto each
stochastic basis function, after rearrangement, we find in matrix form:
Kei,j~φi + M (Σt0 − Σs) ~φi + Mfi,j~φi = M~Si ∀ j = 0, . . . , Np (3.12)
where the vectors ~φi and ~Si contain the values of PC coefficient i for the flux and source
term respectively for each spatial node. Note that only values for i = 0 are non-zero in
the source term vector as this is not a stochastic process. The values of ei,j and fi,j are
given by:
ei,j =
〈
ΨiΨj
3(Σt0+δΣtξ)
〉
〈
Ψ2j
〉 , fi,j = 〈ΨiδΣtξΨj〉〈
Ψ2j
〉 (3.13)
and the following parameter values are used:
Σs = 1.0, S = 1.0
Σt0 = 0.5, Σt1 = 1.5
(3.14)
We now solve the above set of equations for each PC moment φi at each spatial node and
calculate the associated statistics using Eqs.(1.32).
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Figure 3.1 shows a comparison of the mean and variance for the flux with the results of
a Monte-Carlo simulation generated using 105 realisations from the PDF of Σt. We see
excellent agreement of both mean and variance using a fifth order expansion of the PC
basis functions. We note that the variance peaks in the centre of the domain. This is to be
expected as the boundary conditions are known with no uncertainty and the centre point
in the domain is the furthest point from either boundary.
3.1.3 Fixed Source, 2 Energy Groups
When more energy groups are considered the single PDE from Eq.(3.1) becomes a set of
coupled PDE’s which for two energy groups, representing fast and thermal neutrons, is:
−∂
2φ1 (x)
∂x2
D1 (x) + Σr1φ1 (x) = S1 (x)
−∂
2φ2 (x)
∂x2
D2 (x) + Σr2φ2 (x) = S2 (x) + Σs1→2φ1 (x)
(3.15)
where Σs1→2 represents the downscatter from the first to the second energy group.
We now substitute Eqs.(3.10) and (3.11) into the discretised form of Eq.(3.15). One again
using a Galerkin projection onto each stochastic basis function and rearranging we find
in matrix form:
Kei,j~φ1,i + M
(
Σt1,0 − Σs1
)
~φ1,i + Mfi,j~φ1,i = M~S1,i
Kei,j~φ2,i + M
(
Σt2,0 − Σs2
)
~φ2,i + Mfi,j~φ2,i = M
(
~S2,i + Σs1→2
~φ1,i
)
∀ j = 1, . . . , Np
(3.16)
Taking Σt0 = 0.5 and Σt0 = 1.5 for both energy groups we solve the above set of equa-
tions with the following parameters and calculate the associated statistics using Eqs.(1.15).
Σs1 = 1.0, Σs2 = 1.0
S1 = 1.0, S2 = 0.5
Σs1→2 = 0.5
(3.17)
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Figure 3.1: Mean and variance of scalar flux obtained using the single energy group
neutron diffusion equation with parameter values Σs = 1.0, S = 1.0, Σt0 = 0.5, and
Σt1 = 1.5.
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Figure 3.2: Mean and variance of scalar flux obtained using the two energy group neutron
diffusion equation with parameter values Σs1 = 1.0, Σs2 = 1.0, S1 = 1.0, S2 = 0.5,
Σs1→2 = 0.5 and for both groups Σt0 = 0.5, Σt1 = 1.5.
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Figure 3.2 shows a comparison of the mean and variance for the flux of both energy groups
with the results from a Monte-Carlo simulation again using 105 realisations. We see good
agreement between the two sets of results with the previously observed characteristic of
the variance reaching its maximum value in the centre of the domain.
3.1.4 k-Eigenvalue, 1 Energy Group
For a k-eigenvalue problem instead of using a fixed source over the whole domain a fission
source is introduced into the right hand side of Eq.(3.1) as follows:
− ∂
2φ (x)
∂x2
D (x) + Σrφ (x) =
1
k
χνΣfφ (3.18)
where k is the eigenvalue, χ is the fission spectrum (because this is a one group problem
χ = 1 and will be neglected in the following equations), ν is the average number of
neutrons per fission and Σf is the fission cross section. The above equation is used in
criticality calculations and the value of k has a physical interpretation whereby a value of
k = 1 implies a critical system that is in an equilibrium steady state; a value of k < 1
implies a subcritical system that will decrease exponentially; and a value of k > 1 implies
a supercritical system that will increase exponentially.
After discretising in space as before Eq.(3.18) becomes:
N∑
i=1
D (x)Ki,jφi +
N∑
i=1
Mi,jφi =
1
k
νΣf
N∑
i=1
Mi,jφi ∀ j = 1, . . . , N (3.19)
where the Ki,j and Mi,j are as defined in Eq.(3.8).
There are many methods available for solving non-linear equations. Two of these methods
are the power iteration and the Newton-Raphson method. It is necessary here to demon-
strate that the two methods are equivalent for deterministic problems as most neutron
diffusion codes will use the power iteration. However, when solving a stochastic eigen-
value problem it is necessary to use the Newton-Raphson method for reasons that are
explained below. The power iteration is outlined in Algorithm 3.1 where new eigenvalues
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are calculated using the following equation:
k(m+1) = k(m)
∫
Ω
νΣfφ
(m+1)∫
Ω
νΣfφ(m)
(3.20)
Algorithm 3.1 Power Iteration
define an initial guess for the flux, φ(m)i , and eigenvalue, k
(m).
repeat
substitute into the RHS of Eq.(3.19) and solve for the new flux φ(m+1).
calculate new eigenvalue k(m+1) using Eq.(3.20).
test for convergence.
until converged
The Newton-Raphson method requires the equation set to be in the form F (~y) = 0, here
the solution vector ~y is:
~y = [φ1, . . . , φN , k]
T (3.21)
There are currently N equations in the set given by Eq.(3.19); however, there are N + 1
unknowns in the solution vector, thus an extra constraint equation is needed. Following
the method of Fichtl [24] and Ghosh [32] we impose the following constraint:
~φ~φ T = 1 (3.22)
Now expanding F (~y) in a Taylor series around ~y gives:
F
(
~y + ~δy
)
= F (~y) + J · ~δy +O
(
~δy
2
)
(3.23)
where J denotes the Jacobian matrix whose elements are given by:
Ji,j =
∂Fi
∂yj
(3.24)
Imposing the condition F
(
~y + ~δy
)
= 0 and neglecting higher order terms a set of linear
equations for the update vector ~δy may be obtained:
J · ~δy(m) = −F (~y(m)) (3.25)
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Method Eigenvalue, k
Power Iteration 0.28621
Newton-Raphson 0.28621
Table 3.1: Comparison of the eigenvalues using the Newton-Raphson method and the
power iteration.
The values of the flux and eigenvalue may then be updated using:
~y(m+1) = ~y(m) + ~δy
(m)
(3.26)
There are a wide range of methods available for calculating the Jacobian matrix. In this
work we use a forward difference approximation to calculate each element of the matrix,
viz:
∂Fi
∂yj
=
Fi (yj + h)− Fi (yj)
h
(3.27)
Algorithm 3.2 summarises the Newton-Raphson method.
Algorithm 3.2 Newton-Raphson Method
rearrange the equation set in the form F (~y) = 0.
define an initial guess for the flux, φ(m)i , and eigenvalue, k
(m).
repeat
calculate the Jacobian matrix.
form the linear system in Eq.(3.25).
solve for the update vector ~δy.
update the flux and eigenvalue.
test for convergence.
until converged
Using the parameters set out for the fixed source, single group problem with the additional
parameters ν = 0.3, Σf = 1.0. We solve Eq.(3.19) using both the power iteration and
Newton-Raphson method and compare the solutions for the flux and eigenvalue. Table
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Figure 3.3: Comparison of the deterministic scalar flux using the Newton-Raphson
method and the power iteration.
3.1 gives the eigenvalues of the two methods. We see that the results of the power iteration
and Newton-Raphson method match exactly.
Figure 3.3 shows the comparison of the flux. We see again that both solution methods
match exactly. Note that these results have all been normalised to a unit fission source
using
~φnorm =
~φ∫
Ω
1
k
νΣfφ
(3.28)
For the eigenvalue problem the stochastic formulation differs from what we have seen for
the fixed source problems. As the eigenvalue is a dependent variable this also requires a
PC expansion:
k (ξ) =
Np∑
i=0
kiΨi (ξ) (3.29)
However, as the eigenvalue appears in the denominator of the RHS we are required to
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determine the expansion coefficients of the stochastic inverse [57]:
k−1 (ξ) =
1
k (ξ)
=
(
Np∑
i=0
kiΨi (ξ)
)−1
(3.30)
such that
k−1 (ξ) k (ξ) = 1 (3.31)
Letting λ (ξ) ≡ k−1 (ξ) we find the stochastic diffusion equation for the k-eigenvalue
problem becomes:
Kei,k~φi + M (Σt0 − Σs) ~φi + Mfi,k~φi =
Np∑
j=0
MνΣfλj~φiCi,j,k ∀ k = 0, . . . , Np (3.32)
where
Ci,j,k =
〈ΨiΨjΨk〉
〈Ψ2k〉
(3.33)
Note that this is now a non-linear problem due to the presence of the triple product term
〈ΨiΨjΨk〉.
The expansion coefficients for the eigenvalue in Eq.(3.29) can then be recovered by solv-
ing the following system of linear equations:
∑Np
i=0 Ci,0,0λi · · ·
∑Np
i=0Ci,Np,0λi
... . . .
...∑Np
i=0Ci,0,Npλi · · ·
∑Np
i=0Ci,Np,Npλi


k0
...
kNp
 =

1
0
...
0
 (3.34)
The constraint equation in Eq.(3.22) also requires modification to account for the extra
unknowns from the eigenvalue expansion. Substituting the PC expansion for the flux we
find:
Np∑
i=0
Np∑
j=0
~φi~φ
T
j ΨiΨj = 1 (3.35)
Now projecting onto each PC basis the new set of constraint equations becomes:
Np∑
i=0
Np∑
j=0
~φi~φ
T
j 〈ΨiΨjΨk〉 = δl,0 ∀k = 0, . . . , Np (3.36)
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gPC, p = 5 Monte-Carlo
Mean 0.98172 0.98157
Variance 0.01370 0.01368
Table 3.2: Comparison of the mean and variance of the eigenvalues using gPC and 105
Monte-Carlo simulations to solve the stochastic k-eigenvalue problem.
where δi,j denotes the Kronecker delta function. The solution vector now becomes:
~y =
[
~φ1, . . . , ~φN , k0, . . . , kNp
]T
(3.37)
The Jacobian matrix can be calculated again using a forward difference approximation
and the Newton-Raphson method employed to solve the system of equations.
For this problem we take parameter values from an example in [24] which were taken
from a test set intended for criticality code verification [82]. The parameter values are as
follows:
Σt0 = 0.526280, Σt1 = 0.566280
ν = 1.70
Σs = 0.464338
Σf = 0.054628
(3.38)
The domain length is 20.74213cm and 100 elements are used to discretise the domain.
The results for the mean and variance of the scalar flux compared to a Monte-Carlo sim-
ulation with 105 realisations are given in Figure 3.4. The mean and variance of the eigen-
value are compared in Table 3.2 and the PDFs of the eigenvalue are compared in Figure
3.5.
We see the mean and variance of the flux using a fifth order expansion match well with
the Monte-Carlo results. Again we see the characteristic peak of the variance in the centre
of the domain at the furthest point from the known boundary conditions. The mean and
variance of the eigenvalue are well matched and indeed are identical when rounded to
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three significant figures. Figure 3.5a shows a comparison of the PDF of the eigenvalue
generated using 105 realisations of the PC expansion in Eq.(3.29) and 105 realisations
of the deterministic model for the gPC and MC solutions respectively. We see good
agreement between the two although there is a lot of noise present in the plots. This
can be attributed to taking an insufficient number of realisations in order to smooth out
the noise; this is supported by Figure 3.5b which compares the gPC solution taking 105
and 106 realisations. We observe the smoothing of the noise with the larger number of
realisations. Unfortunately due to time and computing constraints it was not possible to
perform the 106 realisations of the deterministic model to a smoothed MC plot.
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Figure 3.4: Comparison of the mean and variance of the scalar flux using gPC and 105
Monte-Carlo simulations to solve the stochastic k-eigenvalue problem.
3.1 Neutron Diffusion and gPC 113
 0
 0.5
 1
 1.5
 2
 2.5
 3
 3.5
 4
 0  0.25  0.5  0.75  1  1.25  1.5  1.75  2
P(
K e
ff)
Keff
gPC, p = 5, 105
Monte Carlo, 105
(a) Monte Carlo and gPC
 0
 0.5
 1
 1.5
 2
 2.5
 3
 3.5
 4
 0  0.25  0.5  0.75  1  1.25  1.5  1.75  2
P(
K e
ff)
Keff
gPC, p = 5, 105
gPC, p = 5, 106
(b) gPC with 105 and 106 realisations
Figure 3.5: Comparison of the PDF of the eigenvalue using gPC and Monte-Carlo to
solve the stochastic k-eigenvalue problem.
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3.2 ME-gPC Applied to the Burgers Equation
In this section we take an example from [57] where the steady state Burgers equation [16]
is assumed to have an uncertainty on the viscosity. The stochastic Burgers equation is
then solved using ME-gPC. The effect on the solution and stochastic mesh for varying
error tolerances and PC expansion orders is analysed.
3.2.1 Spatial Discretisation of the Deterministic Burgers Equation
The Burgers equation is extensively studied in the fluid mechanics and turbulence mod-
elling communities as a simplified alternative to the Navier-Stokes equations. Burgers
equation exhibits many properties of the Navier-Stokes equations, for example, boundary
layer formation and turbulence due to the presence of a non-linear advection term, and
allows numerical algorithms for solving the Navier-Stokes equations to be tested without
going to the expanse of doing so.
The one-dimensional steady state Burgers equation on a domain Ω ∈ R is given by:
u
∂u
∂x
− µ∂
2u
∂x2
= 0 (3.39)
where µ is the viscosity and u is the fluid velocity. We take x ∈ [−10, 10] with Dirichlet
boundary conditions defined to be:
u (−10) = 0
u (10) = 1
(3.40)
Here we take the viscosity to be an uncertain parameter resulting in the following stochas-
tic variational form:
Find u ∈ V ⊗ S such that∫
Θ
[∫
Ω
w (x, θ)
(
u (x, θ)
∂u (x, θ)
∂x
− µ (θ) ∂
2u (x, θ)
∂x2
)
dx
]
dP (θ) = 0 (3.41)
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subject to the boundary conditions given above in Eq.(3.40). We partition Ω into a set of
Ne non-overlapping finite elements Ωe and define the finite element approximation over
each element to be:
uh (x, θ) =
N∑
i=1
ui (θ) νi (x) (3.42)
We use a linear set of element basis functions where the vector of shape functions in
isoparametric coordinates is:
ν (η) =
[
1
2
(1− η) , 1
2
(1 + η)
]T
(3.43)
Using a Galerkin projection in space and integrating the second term in Eq.(3.41) by parts,
after transforming the spatial integral to isoparametric coordinates, we find:∫
Θ
[∫ 1
−1
ui (θ)uj (θ) νi (η) νk (η)
∂νj (η)
∂η
dη
+ µ (θ)
∫ 1
−1
ui (θ)
∂νi (η)
∂η
∂νk (η)
∂η
dη
]
dP (θ) = 0
(3.44)
where summation over the indices is implied.
3.2.2 Stochastic Discretisation
We parameterise the viscosity using 2 random variables such that:
µ (ξ) = µ0 + µ1ξ1 + µ2ξ2 (3.45)
where µ0 = 0.02, µ1 = 1.24 and µ2 = 0.72. This parameterisation results in 〈µ〉 = 1
with µmin = µ0 = 0.02 and µmax = 1.98. This ensures the viscosity can never become
negative which would result in un-physical solutions.
We now substitute the PC expansion for the velocity:
ui (ξ) =
Np∑
l=0
ui,lΦl (ξ) (3.46)
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Using a Galerkin projection onto the PC basis and substituting the viscosity parameteri-
sation into Eq.(3.44) we find:
ui,luj,mAi,j,k 〈ΦlΦmΦn〉 − ui,lKi,k 〈Φlµ (ξ) Φn〉 = 0 (3.47)
where acceleration term, Ai,j,k, and the diffusion term, Ki,k are given by:
Ai,j,k =
∫ 1
−1
νi (η) νk (η)
∂νj (η)
∂η
dη, Ki,k =
∫ 1
−1
∂νi (η)
∂η
∂νk (η)
∂η
dη (3.48)
Now expanding the viscosity term and rearranging we have:
ui,luj,mAi,j,k
〈ΦlΦmΦn〉
〈Φ2n〉
− ui,lKi,k
(
µ0 + µ1
〈Φlξ1Φn〉
〈Φ2n〉
+ µ2
〈Φlξ2Φn〉
〈Φ2n〉
)
= 0 (3.49)
It is possible to evaluate the 〈ΦlξrΦn〉 analytically as follows [92]. By definition:〈
Φ2n
〉
= δn
∫ 1
0
· · ·
∫ 1
0
P 2n1 (ξ1)P
2
n2
(ξ2) . . . P
2
nM
(ξM) dξ1 · · · dξM (3.50)
where
δn = δ
(
n−
M∑
s=1
ns
)
(3.51)
and δ (·) is the Dirac delta function. From the orthogonality of the Legendre polynomials
we find: 〈
Φ2n
〉
= δn
M∏
s=1
1
2ns + 1
(3.52)
Rearranging the recurrence relation of the Legendre polynomials (see Appendix A) we
have:
ξPn (ξ) =
1
2 (2n+ 1)
[(n+ 1)Pn+1 (ξ) + (2n+ 1)Pn (ξ) + nPn−1 (ξ)] (3.53)
Making use of the above expression and Eq.(3.52), after some simplification, we obtain:
〈ΦlξrΦn〉
〈Φ2n〉
=δn
M∏
s=1,s 6=r
(2ns + 1)×
1
2 (2nr + 1)
[
δlr,nr+1
nr + 1
2nr + 3
+ δlr,nr + δlr,nr−1
nr
2nr − 1
] (3.54)
where δi,j is the Kronecker delta.
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3.2.2.1 Input PDF
An interesting diversion is to calculate the PDF of the viscosity, P (µ). We may use
Eq.(3.45) for this purpose as follows [95].
A formal analytic solution for P (µ) may be written as [48, 72]:
P (µ) =
∫
p (ξ) δ [µ (ξ)− µ] dξ (3.55)
where δ [·] is the Dirac delta function. Rearranging Eq.(3.45) to give:
ξ2 =
µ− µ0 − µ1ξ1
µ2
(3.56)
now substituting this into Eq.(3.55) we have:
P (µ) =
1
µ2
∫ 1
0
p (ξ1)
∫ 1
0
p (ξ2) δ
[
ξ2 − µ− µ0 − µ1ξ1
µ2
]
dξ2dξ1 (3.57)
which may be written as [96]:
P (µ) =
1
µ2
∫ b
a
p (ξ1) p
(
µ− µ0 − µ1ξ1
µ2
)
dξ1 (3.58)
It is now a question of calculating the limits for which the integral is valid. We know the
minimum and maximum values of ξ2, therefore:
0 <
µ− µ0 − µ1ξ1
µ2
< 1 (3.59)
which yields:
ξ1 >
µ− µ0 − µ2
µ1
, ξ1 <
µ− µ0
µ1
(3.60)
Denoting the right hand side of the inequalities as α and β respectively, Eq.(3.58) be-
comes:
P (µ) =
1
µ2
∫ min[1,β]
max[0,α]
p (ξ1) p
(
µ− µ0 − µ1ξ1
µ2
)
dξ1 (3.61)
Now if p (·) = 1 we find:
P (µ) =
1
µ2
(min [1, β]−max [0, α]) (3.62)
which gives the PDF in Figure 3.6.
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Figure 3.6: Analytical probability density function of the viscosity.
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3.2.3 Results and Analysis
The deterministic case exhibits an acceleration in the velocity profile when approaching
the right boundary of the domain. We therefore apply a grading to the mesh to concentrate
the elements in this area as this is where any interesting features will occur and we wish
to capture these accurately. To calculate the new element sizes we take a uniform mesh
over the domain and apply the following grading function:
hi =
α
xi+1
, i = 1, . . . , N (3.63)
where the grading constant α is given by:
α =
Lδx∑N
i=1
1
i
(3.64)
where L = 20.0 is the absolute domain length and δx is the uniform mesh size.
In this experiment we apply varying orders of PC expansion, p = 1, 3, 5 while increasing
the tolerances for the local variance decay rate, θ1 = 5.0× 10−3, 5.0× 10−4, 5.0× 10−5.
The spatial mesh is kept constant for all simulations.
Figure 3.7 shows the local element contributions to the variance in the left column and the
stochastic mesh in the right column for PC order p = 1. The local variance contributions
are taken at x ≈ 9.0 where the variance is at its highest (see Figure 3.10). We observe
that the mesh is much finer in the ξ2 direction indicating the solution is more sensitive to
this variable than to ξ1. We also note the larger contributions to the variance in the lower
left quadrant of the domain. It is in this quadrant where ξ1, ξ2 → 0, corresponding to
smaller values of viscosity from Eq.(3.45), that we see additional mesh refinements. As
we would expect, as the tolerance becomes tighter more elements are required to achieve
convergence.
We observe much the same behaviour for the higher order solutions where p = 3 and
p = 5 in Figures 3.8 and 3.9 respectively. The mesh is finer in the lower left quadrant
than in other areas indicating this is the region where the solution varies quickly. Note
that this may only be true at a select few nodes but because methods do not yet exist that
3.2 ME-gPC Applied to the Burgers Equation 120
allow the use of different stochastic meshes at different spatial nodes the same stochastic
mesh must be used across the whole spatial domain.
Additionally, we see differences in the local variances for the higher order meshes. In
contrast to the p = 1 solutions, the contributions from the more refined elements in the
lower left quadrant are small. This is a consequence of the small size of these elements in
relation to the other areas of the mesh, i.e., the lower left quadrant as a whole has a large
contribution to the variance but the small elements individually in this area do not have a
large variance associated with them, whereas the upper left quadrant is not refined at all
but because of the size of this element the relative contribution to the variance is large.
A further point to note is that for p = 5 there is no extra refinement when decreasing
the error tolerance from θ1 = 5.0× 10−4 to 5.0× 10−5 indicating that there is no further
improvement in solution accuracy available by tightening the tolerance further. This point
is further illustrated in Figure 3.10 where we plot the mean and variance of the p = 5
solution for the three tolerance levels. We observe all three solutions overlaying each
other for the mean and the two tighter tolerances overlaying each other for the variance.
This is to be expected from what we observed regarding the convergence rates of the mean
and variance for the Sine wave problem in the previous chapter.
Figure 3.11 shows the range of possible solutions with one and two standard deviations
of the mean. The upper portion of the graph exhibits a slower acceleration profile than
the lower portion of graph which we know is a trait of larger viscosities.
Finally Table 3.3 gives values for the number of stochastic elements and total number of
degrees of freedom for each simulation. We note that the simulation requiring the least
resources is with expansion order p = 3 and tolerance θ1 = 5.0 × 10−3. Figure 3.12
compares the mean and variance of this solution to the p = 5, θ1 = 5.0 × 10−4 solution.
We see there is no difference in the mean; however, the p = 3 solution overestimates the
variance.
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(a) Local variance, p = 1,
θ1 = 5.0× 10−3, θ2 = 0.1
(b) Converged mesh, p = 1,
θ1 = 5.0× 10−3, θ2 = 0.1
(c) Local variance, p = 1,
θ1 = 5.0× 10−4, θ2 = 0.1
(d) Converged mesh, p = 1,
θ1 = 5.0× 10−4, θ2 = 0.1
(e) Local variance, p = 1,
θ1 = 5.0× 10−5, θ2 = 0.1
(f) Converged mesh, p = 1,
θ1 = 5.0× 10−5, θ2 = 0.1
Figure 3.7: Local variance at x ≈ 9.0 (node 79) and converged mesh for PC order p = 1
and error tolerances θ1 = 5.0× 10−3, θ1 = 5.0× 10−4, θ1 = 5.0× 10−5 and θ2 = 0.1.
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(a) Local variance, p = 3,
θ1 = 5.0× 10−3, θ2 = 0.1
(b) Converged mesh, p = 3,
θ1 = 5.0× 10−3, θ2 = 0.1
(c) Local variance, p = 3,
θ1 = 5.0× 10−4, θ2 = 0.1
(d) Converged mesh, p = 3,
θ1 = 5.0× 10−4, θ2 = 0.1
(e) Local variance, p = 3,
θ1 = 5.0× 10−5, θ2 = 0.1
(f) Converged mesh, p = 3,
θ1 = 5.0× 10−5, θ2 = 0.1
Figure 3.8: Local variance at x ≈ 9.0 (node 79) and converged mesh for PC order p = 3
and error tolerances θ1 = 5.0× 10−3, θ1 = 5.0× 10−4, θ1 = 5.0× 10−5 and θ2 = 0.1.
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(a) Local variance, p = 5,
θ1 = 5.0× 10−3, θ2 = 0.1
(b) Converged mesh, p = 5,
θ1 = 5.0× 10−3, θ2 = 0.1
(c) Local variance, p = 5,
θ1 = 5.0× 10−4, θ2 = 0.1
(d) Converged mesh, p = 5,
θ1 = 5.0× 10−4, θ2 = 0.1
(e) Local variance, p = 5,
θ1 = 5.0× 10−5, θ2 = 0.1
(f) Converged mesh, p = 5,
θ1 = 5.0× 10−5, θ2 = 0.1
Figure 3.9: Local variance at x ≈ 9.0 (node 79) and converged mesh for PC order p = 5
and error tolerances θ1 = 5.0× 10−3, θ1 = 5.0× 10−4, θ1 = 5.0× 10−5 and θ2 = 0.1.
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Figure 3.10: Mean and variance of the stochastic Burgers equation for tolerances θ1 =
5.0× 10−3, θ1 = 5.0× 10−4, θ1 = 5.0× 10−5 and θ2 = 0.1 using p = 5.
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Figure 3.11: Velocity distribution with contours of u¯± σu and u¯± 2σu.
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Figure 3.12: Mean and variance of the stochastic Burgers equation for expansion orders
p = 3 and p = 5 with tolerances θ1 = 5.0× 10−3 and θ1 = 5.0× 10−4 respectively.
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θ1 = 5.0× 10−3 θ1 = 5.0× 10−4 θ1 = 5.0× 10−5
PC order, p Nse DOF Nse DOF Nse DOF
1 88 26400 160 48000 184 55200
3 10 10000 14 14000 21 21000
5 7 14700 13 27300 13 27573
Table 3.3: Number of stochastic elements and total number of degrees of freedom for
varying PC order and error tolerance.
3.3 Summary
In this chapter we have examined two non-linear problems, namely a stochastic eigen-
value problem and the steady-state Burgers equation. In the former we also obtained
results for fixed source neutron diffusion problems involving one and two energy groups.
The statistics of both the fixed source problems and the eigenvalue problem matched well
with results from Monte-Carlo simulations. However, we observed the PDF of the eigen-
value had not converged in the number of simulations used.
For the Burgers equation problem we applied the ME-gPC method and varied the PC
expansion order as well as the tolerance level that triggered the refinement of stochastic
elements. We observed that the first order expansion was the most inefficient, requiring
many more elements to achieve convergence than either third or fifth order expansions
needed. For the higher order expansions the refinement was confined to the lower left
corner of the stochastic domain where the most variation in the solution occurred. We
noted that no further accuracy was obtained by increasing the tolerance from the mid-
level when using a fifth order expansion. The most efficient solution was using a third
order expansion and the largest tolerance. However, while the mean was no different
to the most accurate solution, using a fifth order expansion and middle tolerance, the
variance was overestimated.
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This chapter presents the work of the author and co-workers, published in the journal
Annals of Nuclear Energy [35], on the effect of retardation factor uncertainty using a
compartment model for radionuclide release into the biosphere.
4.1 Introduction to Biosphere Modelling
With the current worldwide resurgence of nuclear power there is now a keen interest in
the problem of waste disposal. Many countries are considering deep geologic storage as a
disposal option, pending selection of suitable sites and demonstration of compliance with
national regulations and international guidelines. Indeed, some countries have already
selected sites and begun construction, e.g. Olkiluoto in Finland.
As part of the selection procedure, performance assessments need to be carried out in
order to demonstrate the safety of the site [38, 40]. Due to the long time scales associ-
ated with the decay of radioactive waste (up to millions of years) accurate, quantitative
predictions for the risk of human exposure in the event of radionuclide release are not
possible. However, it is possible to obtain a qualitative indication of the radiological im-
pacts through the construction of mathematical models for radionuclide transport through
the biosphere.
A methodology for constructing such models, known as the Reference Biosphere Method-
ology, developed by the International Atomic Energy Agency and partners [43], provides
a common basis for performance assessments of disposal sites. The Reference Biosphere
Methodology results in a model of the biosphere where each component, e.g. soils, sed-
iments, water bodies, plants, animals and the human population is represented by an
individual compartment in which it is assumed that the contents, e.g. water and radionu-
clides, are instantly well mixed [97]. Transfer between compartments, i.e., the kinetics of
the system, is represented by transfer coefficients which are calculated through detailed
measurements and experiments [83]. The risk of exposure to humans through external
irradiation, ingestion and inhalation can be calculated through estimation of transfer rates
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from soils, plants, animals and ground water. This methodology has been applied by
several countries to perform safety assessments and assess potential sites for waste repos-
itories. These countries include, but are not limited to, Korea [58], the United States [89],
Spain [1, 2] and the UK [97].
Modelling the migration of radionuclides within the system is usually based upon the
concept of reversible sorption, as implied by the use of the distribution coefficient, Kd,
[105]. Many factors contribute to the value of the distribution coefficient for a given
nuclide, e.g. soil texture, pH, microbial activity etc, resulting in large ranges of possible
values covering several orders of magnitude hence requiring the creation of databases
[39] of Kd values.
Note that recently models have become more sophisticated to account for effects such
as time dependent hydrological conditions, the effects of changing redox potential and
volatilisation [84] and non-linear responses to changing stable element concentrations
[59] with the result that, although still widely used, reversible sorption is not always the
preferred approach.
In the presence of uncertainties probabilistic safety assessments will be carried out in
order to calculate an expected risk to the human population in the event of contaminant
release from the repository. Commonly this is done through application of sampling based
methods discussed in Chapter 1. However, as we have seen, in order to have a high degree
of confidence in the results models may need to be run many thousands of times resulting
in the computational cost rapidly becoming prohibitive.
In this chapter we present the application of generalized Polynomial Chaos (gPC) to the
equations of BIOS from [97]. We assume that the uncertainty is only present in the
distribution coefficient, and hence retardation factor.
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4.2 Model Development
4.2.1 Reduction to Compartmentalised Form
We begin with the assumption that the motion of a fluid through porous media can be
sufficiently well described by advection-dispersion theory [20]. Given this assumption
the equations for radionuclide migration in media with temporally and spatially varying
properties can be written as [12, 20]:
d
dt
εCk (r, t) =−∇ · Jk (r, t)− λkεCk (r, t) + λk−1εCk−1 (r, t)
− f (F k, Ck)+Qk (r, t) (4.1)
d
dt
(1− ε)F k (r, t) =− λk (1− ε)F k (r, t) + λk−1 (1− ε)F k−1 (r, t)
+ f
(
F k, Ck
) (4.2)
where
Jk (r, t) = −D (r, t)∇Ck (r, t) + U (r, t)Ck (r, t) (4.3)
is the current and k = 1, 2, . . . , Nr where Nr is the number of radionuclides in the decay
chain. The meanings of the other symbols in Eqs.(4.1) and (4.2) are as follows:
Ck (r, t): concentration of radionuclide k at position r and time t in the water
(moles m-3).
F k (r, t): concentration of radionuclide k at position r and time t adsorbed on solids
(moles m-3).
ε: porosity of the rock.
λk: decay constant of radionuclide k (y-1).
D (r, t): dispersion coefficient of water in the solid (m2 y-1).
U (r, t): advective flow velocity of water in the solid (m y-1).
f (F,C): adsorption isotherm.
Qk (r, t): external source or sink for radionuclide k (moles y-1).
It can be shown [97], subject to Ck and F k being proportional, that Eqs.(4.1) and (4.2)
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can be combined and reduced to:
d
dt
(
CkεRk
)
= −∇ · Jk − λkRkεCk + λk−1Rk−1εCk−1 +Qk (4.4)
where R is the retardation factor and is given by
Rk = 1 + αKkd (4.5)
and
α =
1− ε
ε
ρs
where ρs is the rock density in kg m-3 and Kkd is the distribution coefficient for radionu-
clide k in m3 kg-1.
If we now average Eq.(4.4) over suitable volumes, i.e., the compartments we wish to
represent, we find
d
dt
RkiC
k
i =
Nc∑
j=1
rijC
k
j − Cki
Nc∑
j=1
rij
− λkRkiCki + λk−1Rk−1i Ck−1i +Qki ∀i 6= j
(4.6)
where Nc is the number of compartments in the model and the rij are the transfer rate
coefficients between compartments. In general, the rij are time-dependent but in practice
are chosen as piecewise constant and can be turned on and off to account for events such
as the seasonal uptake of water by plants and the coming and passing of ice ages.
We can simplify the above equations by defining a new transfer coefficient [97]
aij = rji aii = −
Nc∑
j=1,j 6=i
rij = −
Nc∑
j=1,j 6=i
aji (4.7)
From conservation
Nc∑
i=1
aij = 0
hence Eq.(4.6) becomes
d
dt
RkiC
k
i =
Nc∑
j=1
aijC
k
j − λkRkiCki + λk−1Rk−1i Ck−1i +Qki (4.8)
with i = 1, 2, . . . , Nc and k = 1, 2, . . . , Nr. Note the aij are not dependent on the retar-
dation factor hence they are deterministic quantities. Eqs.(4.8) define the fully compart-
mentalised form and are the governing equations with which we shall be working for the
rest of the chapter.
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4.2.2 Polynomial Chaos
We introduce uncertainty into the governing Eqs.(4.8) by assuming that Kd, the distri-
bution coefficient, is a function of a random variable, ξ. This allows us to prescribe a
probability density function (PDF) for the values of Kd.
Since Kd, and hence the retardation factor R, is a function of a random variable, the
dependent variable, i.e., the concentration, is also a function of the random variable ξ.
The governing equations therefore become
d
dt
Rki (ξ)C
k
i (t, ξ) =
Nc∑
j=1
aijC
k
j (t, ξ)− λkRki (ξ)Cki (t, ξ)
+ λk−1Rk−1i (ξ)C
k−1
i (t, ξ) +Q
k
i
(4.9)
where
Rki (ξ) = 1 + αK
k
d (ξ) (4.10)
and the variables ξ = (ξ1, ξ2, . . . , ξM) are independent identically distributed random
variables. M is the number of dimensions in random space.
Now we assume that the concentration can be expanded as a PC expansion of the form
Cki (t, ξ) =
Np∑
n=0
Ckin (t) Φn (ξ) (4.11)
where Φn (ξ) are the multidimensional orthogonal polynomials of the Askey scheme
[100], which are determined by the nature of the random variables ξ. Np is the num-
ber of terms in the PC expansion given by
Np =
(M + p)!
M !p!
− 1 (4.12)
where p is the highest order of polynomials used in the PC expansion.
The polynomials Φn (ξ) satisfy the orthogonality relation
〈Φi,Φj〉 = 〈Φ2i 〉δij (4.13)
where δij denotes the Kronecker delta and 〈· · · 〉 is the mathematical expectation operator
which is defined as the inner product in the Hilbert space determined by the probability
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measure of the random variables:
〈f (ξ) , g (ξ)〉 =
∫
f (ξ) g (ξ) p (ξ) dξ (4.14)
where p (ξ) is the weight function and the integral is taken over the support space of the
random variables ξ.
If we now substitute Eq.(4.11) into Eqs.(4.9) we have:
Np∑
n=0
d
dt
RkiC
k
inΦn =
Np∑
n=0
Nc∑
j=1
aijC
k
jnΦn −
Np∑
n=0
λkRkiC
k
inΦn
+
Np∑
n=0
λk−1Rk−1i C
k−1
in Φn +Q
k
i
(4.15)
Now performing a Galerkin projection onto each basis Φn to ensure the error is orthogonal
to the space spanned by the Φn, taking the mathematical expectation and employing the
orthogonality relation, Eq.(4.13), we have for each m = 0, 1, . . . , Np
Np∑
n=0
d
dt
Ckin〈ΦmRki Φn〉 =
Nc∑
j=1
aijC
k
jm〈Φ2m〉 −
Np∑
n=0
λkCkin〈ΦmRki Φn〉
+
Np∑
n=0
λk−1Ck−1in 〈ΦmRk−1i Φn〉+ 〈Qki Φm〉
(4.16)
At this point it is useful to clarify the meaning of the 〈ΦmRki Φn〉 terms in the above
equation. They are defined by
〈ΦmRkΦn〉 =
∫
Φm (ξ)R
k (ξ) Φn (ξ) p2 (ξ) dξ (4.17)
Inserting Eq.(4.10) gives
〈Φm
(
1 + αKkd
)
Φn〉 = 〈Φ2n〉δmn + α〈ΦmKkdΦn〉 (4.18)
where
〈ΦmKkdΦn〉 =
∫
Φm (ξ)K
k
d (ξ) Φn (ξ) p2 (ξ) dξ (4.19)
Evaluation of these terms results in an (Np + 1) × (Np + 1) matrix and depends on
the statistics of both Kkd and ξ. Say K
k
d varies according to a prescribed probability
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distribution p1
(
Kkd
)
and we have chosen which polynomials of the Askey scheme to use
and so we know the associated weight function p2 (ξ). These two distributions almost
always span different probability spaces and need to be mapped to the same space to
allow the evaluation of the matrix elements in Eq.(4.19). It is most convenient to map to
a uniformly distributed probability space. If we take the case of a single random variable
ξ and we define a uniformly distributed random variable ϕ (0, 1), we may write [72]
ϕ =
∫ Kkd
Kkd0
p1
(
Kkd
′)
dKkd
′
Kkd0 ≤ Kkd ≤ Kkd1 (4.20)
from which we can calculate the inverse function Kkd = f (ϕ) either analytically or, more
commonly, using numerical techniques as analytical solutions are not generally available.
Note that ϕ defines the cumulative distribution function of Kkd , P1
(
Kkd
)
:
p1
(
Kkd
)
=
dϕ
dKkd
≡ d
dKkd
P1
(
Kkd
)
(4.21)
So as Kkd varies between its minimum value of K
k
d0 and its maximum of K
k
d1 the value
of ϕ will vary from zero to unity. But ξ also needs to be mapped to the uniform variable
ϕ, assuming ξ is not already a uniformly distributed random variable, which we do by
writing
ϕ =
∫ ξ
ξ0
p2 (ξ
′) dξ′ ξ0 ≤ ξ ≤ ξ1 (4.22)
from which we have the inverse function ξ = g (ϕ). Again note that ϕ defines the cumu-
lative distribution function of ξ, P2 (ξ).
p2 (ξ) =
dϕ
dξ
≡ d
dξ
P2 (ξ) (4.23)
From which we have dϕ = p2 (ξ) dξ. Using this and the inverse function of Kkd in
Eq.(4.20), we find
〈ΦmKkdΦn〉 =
∫ 1
0
Φm (g (ϕ)) f (ϕ) Φn (g (ϕ)) dϕ (4.24)
hence
〈ΦmRkΦn〉 = 〈Φ2n〉δmn + α
∫ 1
0
Φm (g (ϕ)) f (ϕ) Φn (g (ϕ)) dϕ (4.25)
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Now let us define
Θ2m = 〈Φ2m〉 (4.26)
Akmn =
〈ΦmRkΦn〉
ΘmΘn
= δmn + α
〈ΦmKkdΦn〉
ΘmΘn
(4.27)
Qkim =
〈Qki Φm〉
Θm
(4.28)
Cˆkim = ΘmC
k
im (4.29)
We note that matrix A is symmetric. With the matrix elements now well defined we may
write Eqs.(4.16) in the form
Np∑
n=0
d
dt
CˆkinA
k
mn =
Nc∑
j=1
aijCˆ
k
jm −
Np∑
n=0
λkCˆkinA
k
mn +
Np∑
n=0
λk−1Cˆk−1in A
k−1
mn +Q
k
im (4.30)
or in matrix form Eqs.(4.30) become
Ak
d
dt
Cˆki =
Nc∑
j=1
aijCˆ
k
j −AkλkCˆki +Ak−1λk−1Cˆk−1i +Qki (4.31)
where Cˆki is a column vector of length Np defining the stochastic moments of the k
th
radionuclide in compartment i. Qki is a column vector of length Np defining the source of
each stochastic moment of the kth radionuclide in compartment i. Note that in the current
problem we do not consider the source to be uncertain so only the first entry in the vector
Qki will have a non-zero value, and only in compartments where a source is present. Thus
there are a total of N = Nc ×Nr ×Np equations.
Eqs.(4.31) are now in the final form to be solved. To recover the components of the
concentration in Eq.(4.11) we use
Ckim (t) =
1
Θm
Cˆkim (4.32)
From Eq.(4.11) we can calculate the mean and variance of the concentration and any
higher moments we may be interested in. The mean is given by
〈Cki (t)〉 = Cki0 (t) (4.33)
and the variance by
σ2Cki
= 〈(Cki (t)− C¯ki (t))2〉 = Np∑
n=1
Ckin
2
(t) 〈Φ2n〉 (4.34)
4.3 Implementation 137
4.3 Implementation
In this section we define the parameters required to implement the equations developed
previously.
4.3.1 Parameter Definition
For the purposes of illustrating the method outlined in the previous section, the model
parameters we will use are the same as those used by [97], i.e., we assume there are 8
radionuclides in the decay chain, the model consists of 31 compartments (not all of which
are active) and there is a total of 63 transfer processes between these compartments. We
repeat the values for these parameters here in Table 4.1 for the source and decay constants
and in Table 4.2 for the transfer coefficients between compartments.
We also assume that the porosity, ε = 0.2, the rock density ρs = 4000 (kg m-3) and that
source terms are only present in compartments 4, 9, 10, 11, 12, 13, 14, 22, 24, 26. All
other compartments have zero source term. Initial conditions are assumed to be zero.
Nuclide Source strength (y−1) Decay constant (y-1)
Parent 10 λ1 = 1.47×10−2
2nd 5 λ2 = 1.84×10−3
3rd 1 λ3 = 1.55×10−4
4th 1 λ4 = 2.83×10−2
5th 1 λ5 = 9.00×10−2
6th 2 λ6 = 4.33×10−4
7th 3 λ7 = 3.11×10−2
8th 4 λ8 = 1.83
Table 4.1: Values for source strengths and decay constants of each nuclide in the decay
chain.
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i j rij i j rij i j rij
1 2 1.0256×10−4 11 14 5.5210×10−2 18 16 7.0000×10−3
1 4 4.1024×10−5 11 15 6.2495×10−3 18 19 376.81
1 7 2.0512×10−5 12 13 3.52941 18 20 0.40000
1 8 4.1024×10−5 12 14 729.16 19 18 1.44579×10−5
1 22 1.74077 13 12 9.7770×10−5 19 30 0.27672
2 22 2.4885×10−4 13 15 6.2893×10−4 20 18 3.33333×10−5
3 9 1.1733×10−4 14 11 2.6190×10−2 20 21 57.5221
3 24 1.3863×10−4 14 12 1.60714 21 20 7.6115×10−7
4 12 5.9005×10−5 14 15 376.811 21 31 1257.86
4 13 1.4717×10−3 14 16 29.7619 22 23 45.454
5 4 6.3067×10−4 15 11 2.0964×10−4 22 24 4833.33
5 12 7.6947×10−5 15 13 4.6121×10−6 23 22 1.49052×10−2
5 13 2.6662×10−4 15 14 2.4980×10−5 23 25 0.145698
6 12 1.9735×10−5 15 17 6.2893×10−3 24 12 6636.36
6 13 2.0512×10−4 15 28 1.40880 24 25 45.4545
7 11 4.1928×10−4 16 14 0.108225 25 13 0.139218
8 22 5.8566×10−4 16 17 376.81 25 24 1.49052×10−2
9 12 8.5511×10−6 16 18 1.51515 26 24 11477.27
9 13 1.0205×10−4 17 15 8.9847×10−5 26 27 45.4545
9 24 1.1060×10−4 17 16 8.6700×10−4 27 25 0.14579
10 12 2.3324×10−5 17 29 4.56603 27 26 1.49052×10−2
Table 4.2: Transfer rate coefficients from compartment i to compartment j.
4.3.2 Uncertainty
We now need to define the form of Kd (ξ) (and hence R (ξ)) we shall be using for the
remainder of the chapter.
We will assume that the parameter ξ is a vector of length Nr of uniformly distributed
independent random variables, i.e., each nuclide in the decay chain forms a dimension
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in the random space. The Wiener-Askey scheme [100] indicates that the Legendre chaos
corresponds to this choice and we shall adhere to this result. Note that as we have chosen
ξ ∼ U (0, 1) the Legendre polynomials are not the standard ones, rather the ‘shifted’
polynomials that are orthogonal on [0, 1]. The orthogonality relation defined by Eq.(4.13)
with weight function p (ξ) = 1, for one ξ only, is given by:
〈Φ2n〉 =
1
2n+ 1
(4.35)
where
Φn = Pn (2ξ − 1) (4.36)
Furthermore we shall assume Kd varies according to a log-uniform distribution, as in
Eq.(4.37), as this is the most physically realistic one because of the wide variation in
uncertainty. In order to use a log-uniform distribution we need to define maximum and
minimum values for Kd which are given in Table 4.3.
p
(
Kkd
)
=
1
Kkd ln (ω
k)
(4.37)
where
ωk =
Kkd1
Kkd0
The values for Kd in Table 4.3 correspond to maximum and minimum values of R such
that, given the reference values for R in [97], Rmin = Rref/10 and Rmax = 10Rref .
In order to calculate the matrix elements of Eq.(4.19) we are required to evaluate Eq.(4.20)
to obtain an expression for Kd (ξ). For a log-uniform distribution an analytical solution
is available, therefore substituting Eq.(4.37) into Eq.(4.20) and evaluating gives
Kkd (ξ) = K
k
d0
(
ωk
)ξk (4.38)
The matrix elements of Eq.(4.19) can now be calculated.
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Nuclide Minimum, Kkd0 Maximum, K
k
d1
Parent 6.25×10−6 6.25×10−4
2nd 1.25×10−4 1.25×10−2
3rd 1.875×10−3 0.1875
4th 2.5×10−4 2.5×10−2
5th 3.125×10−3 0.3125
6th 3.75×10−4 3.75×10−2
7th 4.375×10−4 4.375×10−2
8th 5.0×10−3 0.5
Table 4.3: Maximum and minimum values for the distribution coefficient Kd.
4.4 Results and Discussion
In order to check the accuracy of the model, we will compare a semi-analytical solution
of a reduced model with the numerical solution using gPC. We examine the convergence
behaviour of gPC in this reduced model to estimate an appropriate expansion order to use
in the full model described above and present the ensuing results. We also show that the
known issue of inaccuracy of gPC in long time simulations [87] is not a hindrance for the
type of problem discussed in this chapter.
4.4.1 Additional Measures of Uncertainty
In problems where the variance is large compared to the mean, such as those considered in
this chapter, a more useful measure of the spread of the results than the standard deviation
is the relative standard deviation, defined as the ratio of the standard deviation to the mean,
which is a measure of the spread of the data relative to the mean, and is given by:
RelStd (x) =
σx
x¯
(4.39)
Additionally, a useful measure of the sensitivity of the system to parameter uncertainties
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is the so called ‘sensitivity coefficient’, defined as the ratio of the relative standard devi-
ation of the parameter of interest (in this case the concentration) to the relative standard
deviation of the uncertain parameter (in this case the distribution coefficient). For exam-
ple, in a given compartment, if we wish to know how sensitive the concentration of a
particular nuclide, Ck, is to uncertainties in that nuclides distribution coefficient, Kkd , we
must calculate
SCk =
RelStd
(
Ck
)
RelStd
(
Kkd
) (4.40)
The relative standard deviation of Kkd can be calculated analytically from Eq.(4.38) and
is given by
RelStd
(
Kkd
)
=
1
ωk − 1
√√√√ ln (ωk) [(ωk)2 − 1]− 2 (ωk − 1)2
2
(4.41)
4.4.2 Reduced Model: Comparison of Semi-analytic and gPC Solu-
tions
For the reduced model we will use a decay chain consisting of a single nuclide within a
single compartment. We assign an arbitrary transfer term in order to make the reduced
model equation identical in structure to the equation set we solve in the full model. We
take the values for the source strength, decay constant, minimum and maximum values of
Kd to be those of the parent nuclide as given in Tables 4.1 and 4.3, the transfer term is set
to a value of a = −0.1. Thus Eq.(4.9) reduces to
R1 (ξ)
d
dt
C1 (t, ξ) = aC1 (t, ξ)− λ1R1 (ξ)C1 (t, ξ) +Q1 (t) (4.42)
subject to initial conditions
C˜1 = C1 (0, ξ) (4.43)
in which we have set
R1 (ξ) = 1 + ζ1ω1
ξ1 (4.44)
where
ζ1 = αK1d0
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Figure 4.1: Global error in the gPC solution of the reduced model given by Eq.(4.42) for
increasing expansion orders.
For the remainder of the discussion concerning the reduced model we will omit the su-
perscript denoting the nuclide number for reasons of clarity.
Full analytical solutions in terms of t and ξ for the mean and variance of Eq.(4.42) are not
readily available. However, we may integrate with respect to time obtain a partial solution
in terms of t:
C (t, ξ) =C˜ exp
[
t
(
a
R (ξ)
− λ
)]
− Q
a− λR (ξ)
{
1− exp
[
t
(
a
R (ξ)
− λ
)]} (4.45)
From this we may now calculate the mean, C¯, and variance, σ2c , from
C¯ = 〈C〉, σ2c = 〈C2〉 − C¯2 (4.46)
where the integrals with respect to ξ can be evaluated using numerical techniques. We
refer to these results as semi-analytic solutions.
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Figure 4.2: Mean and relative standard deviation of the reduced model given by Eq.(4.42)
for expansion order p = 5 compared to the semi-analytic solution.
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Solving Eq.(4.42) using increasing orders of gPC and examining the global error in the
second order moment relative to the semi-analytic solution, given by Eq.(4.47), we see
from Figure 4.1 that no significant improvement in accuracy can be gained by using an
expansion order greater than 5.
ε =
‖〈C2pc〉 − 〈C2sa〉‖
‖〈C2sa〉‖
(4.47)
Figure 4.2 shows the excellent agreement of the gPC and semi-analytical solutions for a
5th order expansion. Based upon this analysis we conclude that the same expansion order
should be used in the fully compartmentalised model.
4.4.2.1 Time dependence
For stochastic flow problems it has been shown [87] that the error increases as a function
of time. Here we show this is not the case for the type of problem considered in this
chapter.
Equating Eq.(4.45) with Eq.(4.11), performing a Galerkin projection onto each Φn, taking
the mathematical expectation and making use of the orthogonality relation Eq.(4.13) we
have, after rearrangement
Cn (t) =
1
〈Φ2n〉
[
C˜ exp (−λt)
∫ 1
0
P˜n (ξ) exp
(
at
R (ξ)
)
dξ
+Q exp (−λt)
∫ 1
0
P˜n (ξ) exp
(
at
R(ξ)
)
a− λR (ξ) dξ −Q
∫ 1
0
P˜n (ξ)
a− λR (ξ)dξ
 (4.48)
thus
lim
t→∞
(Cn) = − Q〈Φ2n〉
∫ 1
0
P˜n (ξ)
a− λR (ξ)dξ ⇔ a < 0 (4.49)
which we know to be the case from Eq.(4.7).
We see that as t→∞ the expansion coefficient for each n tends to a constant, i.e., they are
independent of time, as are the mean and variance and the global error is only a function
of expansion order. This behaviour represents the concentration reaching equilibrium for
each nuclide and can be observed in Figure 4.3 which shows the time evolution of the first
6 moments from the gPC solution.
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Figure 4.3: Evolution through time of each of the expansion coefficients in the reduced
model.
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The fact that the expansion coefficients are time independent over long periods implies
that the resulting PDF will also be time independent. This is an incredibly useful property
for the analysis of the risk of exposure to the human population at some unspecified time
in the future although this is dependent on the presence of a constant source term. If this
is not the case then a more sophisticated technique, e.g. the Multi-Element generalized
Polynomial Chaos method [88], can be used where the stochastic dimension is discretised
in a way akin to standard spectral finite element techniques.
4.4.3 Full model
Using the data given in Tables 4.1-4.3 we solve Eqs.(4.16) and present results for a repre-
sentative set of compartments, i.e., compartment numbers 4 and 31, which could represent
a source of the contaminant and the human population respectively. The equation set was
solved in parallel using the Sundials suite of solvers within PETSc [7, 8, 9] on 3 Intel
Xeon E5540 2.55GHz dual core CPUs and took 13227 secs. In order to provide a quali-
tative comparison of this CPU time with Monte Carlo the order of the PC expansion was
reduced to p = 0 to provide an equation set of the same size as a comparative determinis-
tic model. This was then solved on a single processor of the same specification as above
and CPU time was measured to be 1.27 secs. Thus in order to run 107 realisations of a
deterministic moded (the same number of realisations of PC expansion used to generate
the PDFs in Figures 4.10 and 4.11) the CPU time for a single processor would be ap-
proximately 1.27×107 secs and split over the same 6 processors would be approximately
2.12 × 106 secs; a two orders of magnitude difference. We may conclude that using PC
leads to greatly reduced simulation times for the same order of accuracy as Monte Carlo.
Figures 4.4, 4.5 and 4.6 show the mean concentration, relative standard deviation and sen-
sitivity coefficient within compartment number 4. Figures 4.7, 4.8 and 4.9 show the mean
concentration, relative standard deviation and sensitivity coefficient within compartment
number 31. As expected from the analysis of the reduced model we see the results reach-
ing equilibrium after a sufficiently long period of time. It should be stressed that, in a real
repository, the source itself would decay and there would be no long term equilibrium.
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Figure 4.4: Mean of the concentration in compartment number 4.
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Figure 4.5: Relative standard deviation of the concentration in compartment number 4.
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Figure 4.6: Sensitivity coefficient of the concentration in compartment number 4.
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Figure 4.7: Mean of the concentration in compartment number 31.
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Figure 4.8: Relative standard deviation of the concentration in compartment number 31.
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Figure 4.9: Sensitivity coefficient of the concentration in compartment number 31.
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Figure 4.10: Probability density functions of each of the 8 nuclides in the decay chain at
t = 100 years in compartment 31.
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Figure 4.11: Probability density functions of each of the 8 nuclides in the decay chain at
t = 100000 years in compartment 31.
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In compartment 4 we note the initial linear increase in the concentration of all nuclides
as they are released into the system. Decay and transfer terms then take effect at dif-
ferent times for each nuclide resulting in either an acceleration or deceleration in the
rate of accumulation before equilibrium conditions are reached where the 6th nuclide has
the highest mean concentration. We see the relative standard deviation of all nuclides
is almost constant for approximately the first 1000 years. This is because the standard
deviation increases at the same rate as the mean for each respective nuclide. As a result
of the constant relative standard deviation of the concentration, the sensitivity coefficient
for each nuclide is also constant. This implies in this compartment that the uncertainty in
the concentration varies with the magnitude of the mean.
In compartment 31 we note that the uncertainties are larger at early times and proceed to
decay to their equilibrium levels. The 8th nuclide has the highest relative standard devia-
tion and sensitivity coefficient but the smallest mean concentration thus small changes in
the distribution coefficient produce larger relative changes in the concentration. Perhaps
the most interesting nuclide is the 3rd in the chain. This has a relatively small mean con-
centration at early times as well as a low relative standard deviation. However, as time
progresses the mean concentration increases and when the system reaches equilibrium the
3rd nuclide has a high relative standard deviation and high sensitivity coefficient. These
properties would imply that the 3rd nuclide is the most troublesome for long term analysis
as it has a potentially high concentration but also a large uncertainty that is very sensitive
to changes in the distribution coefficient.
Figs. 4.10 and 4.11 shows the PDFs of the 8 nuclides after 100 years and 100,000 years
respectively. These PDFs were generated by sampling ξ ∼ U (0, 1) 107 times in each
stochastic dimension and substituting into Eq. 4.11 to obtain 107 realisations of the sys-
tem, each PDF was then constructed accordingly.
We see that every PDF, except the parent, has the same basic shape with a peak at the lower
end of the range of concentrations. This is due to the trickle down effect where daughter
nuclides only become present when the parents decay resulting in higher probabilities
for lower concentrations. The shape of the PDF for the parent nuclide differs from the
daughter nuclides as this concentration is not dependent on decay processes, only transfer
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Nuclide
P
(
C > C¯
)
t=100 t=100,000
Parent 0.4982 0.4985
2nd 0.3517 0.3615
3rd 0.2932 0.3367
4th 0.2951 0.3461
5th 0.2706 0.3355
6th 0.2510 0.3438
7th 0.2764 0.3383
8th 0.2555 0.3354
Table 4.4: Probability of the concentration exceeding the mean value for each nuclide in
the decay chain.
processes which are fast relative to decay. Thus the two sides of the graph are influenced
by different processes: the left side is influenced by decay to the daughter nuclides, hence
the drop off in concentration. The right side of the graph is influenced by the value of
Kd whereby smaller values result in higher concentrations resulting in the increase in
probability for these values.
An interesting parameter to examine that is available from the PDFs is P
(
C > C¯
)
which
we obtain by calculating:
P
(
C > C¯
)
= 1−
∫ C¯
0
P (C ′) dC ′ ≡
∫ ∞
C¯
P (C ′) dC ′ (4.50)
where P (C) is the PDF of the concentration. This is measure of the concentration ex-
ceeding a prescribed value which, when converted to a dose, has significant practical
implications. We evaluate Eq.(4.50) using numerical techniques. Results are given in
Table 4.4 where we see that for the parent nuclide the probability that the concentration
will exceed the mean is approximately 50% at both t = 100 and t = 100, 000. For all
other nuclides, at t = 100 the probability is in the range 25%-35% and at t = 100, 000
the range has narrowed to 33%-36%.
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4.5 Conclusions
This chapter sets out an efficient and effective methodology for analysing the effects of
uncertainty in compartment models of radionuclide transport in the biosphere. An ap-
proach based on gPC was described, which is a well proven technique in other fields of
study. Known accuracy issues arising from gPC for long time simulations were shown not
to be relevant to the problem considered. However, in the presence of a time dependent
source term these issues would become relevant and more sophisticated techniques would
be required. Finally we have shown that, for problems of type discussed, the PDF of the
concentration is constant after a sufficient amount of time has passed.
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5.1 Introduction
For every country currently proposing to build a deep geologic repository as a disposal
facility for long-lived radioactive waste a site certification procedure has been established
[13]. The precise requirements will vary between countries but all will go through similar
processes to demonstrate compliance with regulations. The tests necessary to achieve this
will be spread over a wide variety of disciplines but all will be geared towards the goal of
minimising the risk of exposure to future generations. The key to this is an understanding
of the time and space dependent concentrations of the nuclides as they migrate away from
the repository site [15].
The dominant processes that affect the migration of the nuclides are sorption and advec-
tion [4]. Both of these are difficult to determine with a high degree of accuracy for reasons
we have already explained in previous chapters. In this chapter we assume the migration
of nuclides can be described by advection-dispersion theory coupled with Darcy’s law
for flow through a porous medium and that the retardation factor and flow velocity are
stochastic variables.
5.2 Model Development
In this section we develop a stochastic model for porous media flow based on the advection-
dispersion equation. We begin by defining the equations governing flow in porous media
followed by the application of Polynomial Chaos methods and spatial discretisation by
finite elements.
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5.2.1 Governing Equations
We assume that the motion of a fluid though a porous medium can be sufficiently well
described by advection-dispersion theory [20] and that Darcy’s law is satisfied, i.e., the
motion of the fluid is governed by the difference in pressure across the medium measured
by the hydraulic gradient. Given these conditions, the equations governing the transport
of a chain of radionuclides can be written as [20, 11]:
Rk
∂Ck (x, t)
∂t
+ U (x)
∂Ck (x, t)
∂x
−D (x) ∂
2Ck (x, t)
∂x2
+RkλkCk (x, t)−Rk−1λk−1Ck−1 (x, t) = 0
(5.1)
U (x) = −K∂h (x)
∂x
(5.2)
subject to initial and boundary conditions:
Ck (x, 0) = 0 (5.3)
Ck (0, t) =λ1λ2 . . . λk−1I1
k∑
l=1
exp (−λlt) + λ2λ3 . . . λk−1I2
k∑
l=2
exp (−λlt)
+ . . .+ Ik exp (−λk)
(5.4)
∂Ck (xr, t)
∂n
= 0 (5.5)
where Ck (x, t) is the concentration of nuclide k at position x and time t. Rk is the
retardation factor for nuclide k, U (x) is the Darcy velocity at position x, D is the disper-
sion coefficient,λk is the radioactive decay constant associated with nuclide k, K is the
hydraulic conductivity of the medium and h is the hydraulic head.
The dispersion coefficient may be expressed more usefully as:
D (x) = aU (x) (5.6)
where a is the dispersion length and is usually determined by experiment. We take the
retardation factor to be defined in the same manner as in previous chapters in this work,
namely:
Rk = 1 + αKkd (5.7)
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where
α =
ρs (1− )

(5.8)
in which  is the porosity of the medium, ρs is the density of the medium and Kkd is the
distribution coefficient of nuclide k. Note that the same assumptions apply here regarding
the Kd model as we have previously described, i.e., we are assuming a linear sorption
isotherm, that sorption is reversible and the nuclides in the groundwater are in equilibrium
with those sorbed onto the rocks.
In this work we take the porous medium to a clay bedrock. Due to the homogeneous
nature of clay it is a valid assumption that the hydraulic gradient is constant, i.e., the
hydraulic head varies linearly from the highest to the lowest point, resulting a constant
Darcy velocity across the medium. We may therefore write the governing equations as:
Rk
∂Ck (x, t)
∂t
+Kh′
∂Ck (x, t)
∂x
− aKh′ (x) ∂
2Ck (x, t)
∂x2
+RkλkCk (x, t)−Rk−1λk−1Ck−1 (x, t) = 0
(5.9)
5.2.2 Stochastic Discretisation
We introduce uncertainty into the governing equations by assuming that the distribution
coefficient, Kd, and hydraulic gradient, h′, are random parameters that are functions of a
set of random variables, ξ. The governing equations therefore become:
Rk
∂Ck (x, t, ξ)
∂t
+Kh′ (ξ)
∂Ck (x, t, ξ)
∂x
− aKh′ (ξ) ∂
2Ck (x, t, ξ)
∂x2
+Rk (ξ)λkCk (x, t, ξ)−Rk−1 (ξ)λk−1Ck−1 (x, t, ξ) = 0
(5.10)
and
Rk (ξ) = 1 + αKkd (ξ) (5.11)
The concentration is expanded using a PC expansion to give:
Ck (x, t, ξ) =
Np∑
m=0
Ckm (x, t) Φm (ξ) (5.12)
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where the polynomials Φm (ξ) are multi-dimensional orthogonal polynomials from the
Askey scheme [100] and have orthogonality relation:
〈ΦmΦn〉 =
〈
Φ2m
〉
δmn (5.13)
Substituting this into the governing equation, using a stochastic Galerkin projection and
taking the mathematical expectation yields:
Rk
∂ ~Ck (x, t)
∂t
+KH
∂ ~Ck (x, t)
∂x
− aKH∂
2 ~Ck (x, t)
∂x2
+ Rkλk ~Ck (x, t)− Rk−1λk−1 ~Ck−1 (x, t) = 0
(5.14)
where the elements of the (Np + 1) × (Np + 1) matrices Rk and H are given by the
following equations:
Rkm,n =
〈
ΦmR
kΦn
〉
=
∫
Θ
Φm (ξ)R
k (ξ) Φn (ξ) p (ξ) dξ (5.15)
Hm,n = 〈Φmh′Φn〉 =
∫
Θ
Φm (ξ)h
′ (ξ) Φn (ξ) p (ξ) dξ (5.16)
Using the same procedure as in the previous chapter we take the random variables ξ to be
uniformly distributed on [0, 1], hence p (ξ) = 1 and after dividing through by 〈Φ2m〉 we
find: 〈
ΦmR
kΦn
〉
= δmn + α
〈
ΦmK
k
dΦn
〉
〈Φ2m〉
= δmn + α
1
〈Φ2m〉
∫ 1
0
Φm (ξ)K
k
d (ξ) Φn (ξ) dξ
(5.17)
〈Φmh′Φn〉 = 〈Φmh
′Φn〉
〈Φ2m〉
=
1
〈Φ2m〉
∫ 1
0
Φm (ξ)h
′ (ξ) Φn (ξ) dξ
(5.18)
5.2.3 Spatial Discretisation
The spatial domain is defined over a one-dimensional region Ω ∈ R which we par-
tition into a set of Ne non-overlapping finite elements with respective support Ωe for
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e = 1, . . . , Ne:
Ω =
Ne⋃
e=1
Ωe (5.19)
We introduce the finite element approximation for the concentration so now:
Ck (x, t, ξ) =
N∑
i=1
Cki (ξ, t) νi (x) (5.20)
As in previous chapters we use linear finite element basis functions for the spatial ele-
ments, νi (x), so N = 2. After the usual transformation to isoparametric coordinates and
Galerkin projection, the final form of the governing equations that are to be solved is:
RkMi,j
∂ ~Ck (t)
∂t
+KHAi,j ~Ck (t)
+ RkMi,jλk ~Ck (t)− Rk−1Mi,jλk−1 ~Ck−1 (t) = 0
(5.21)
where the local element contributions to the mass and stiffness matrices are:
Mi,j =
∫ 1
−1
νi (η) νj (η) dη (5.22)
Ai,j =
∫ 1
−1
[
∂νi (η)
∂η
νj (η) + a
∂νi (η)
∂η
∂νj (η)
∂η
]
dη (5.23)
5.3 Implementation
In this section we define the parameters that will be used when solving the governing
equations outlined in the previous section.
5.3.1 Parameter Definition
For the purposes of demonstrating this model we use a domain length of xr = 500 (m)
and dispersion length a = 3 (m)[15]. The rock density is taken to be ρs = 2714 (kg m−3)
and the porosity  = 0.3 [77]. Finally the hydraulic conductivity is taken as K = 0.31536
(y−1) which has been adapted from [11].
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5.3.2 Waste Inventory
We assume the radioactive nuclides present in the waste are the same as those used in
[15] where the decay chain used is the Nr = 4 member chain 245Cm→ 241Am→ 237Np
→ 233U. As noted in [15] this is a particularly useful chain as it contains the long-lived
nuclide 237Np which is important in calculations of dose rates. The decay constants of the
nuclides in the chain and the values of the normalised inventory are given in Table 5.1.
Nuclide Decay Constant, λk
(
y−1
)
Normalised Inventory, Ik
(
m−3
)
245Cm 8.155× 10−5 2.112× 10−3
241Am 1.601× 10−3 9.945× 10−1
237Np 3.239× 10−7 3.418× 10−3
233U 4.332× 10−6 1.336× 10−5
Table 5.1: Values of decay constant and normalised inventory for each member of the
decay chain 245Cm→ 241Am→ 237Np→ 233U.
5.3.3 Uncertainty Settings
In the same manner as the previous chapter on biosphere modelling, each nuclide in the
chain forms a dimension in stochastic space with the addition here of an extra dimension
to account for the random hydraulic gradient thus ξ contains Nr + 1 = 5 independent
identically distributed random variables which, as mentioned previously, we take to be
uniformly distributed on [0, 1].
We again assume that Kd varies according to a log-uniform distribution, viz:
p
(
Kkd
)
=
1
Kkd ln (ω
k)
(5.24)
where
ωk =
Kkd1
Kkd0
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which gives the following expression for Kd:
Kkd (ξ) = K
k
d0
(
ωk
)ξk (5.25)
The maximum and minimum values for Kd are given in Table 5.2. These values corre-
spond to maximum and minimum values of R such that, given reference values in [15],
R0 = Rref/10 and R1 = 10Rref .
Nuclide Minimum, Kd0 Maximum, Kd1
245Cm 9.473× 10−2 9.473
241Am 0.18948 18.948
237Np 7.56× 10−3 0.756
233U 3.788× 10−2 3.788
Table 5.2: Maximum and minimum values of Kd for each member of the decay chain
245Cm→ 241Am→ 237Np→ 233U.
We further assume that the hydraulic gradient varies according to a uniform distribution,
viz:
p (h′) =
1
h1 − h0 (5.26)
which, when following the same procedure used to obtain Kd (ξ), yields:
h′ (ξ) = h′0 + xiNr+1 (h
′
1 − h′0) (5.27)
The maximum and minimum values used for the hydraulic gradient are h′1 = 1.585 and
h′0 = 0.2219. These values correspond to reference Darcy velocities U1 = 0.5 and U0 =
0.07 taken from [44].
With expressions for Kd (ξ) and h′ (ξ) available the matrices Rk and H may now be
calculated.
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Figure 5.1: Error in the breakthrough curve with varying polynomial orders and error
tolerances θ1 = 0.05 and θ1 = 0.005.
5.4 Study of a Single Nuclide Chain
In order to establish suitable values for the PC expansion order and error tolerance to use
for the full length decay chain we first examine the effects of these parameters on a model
consisting of a single nuclide. For this purpose we keep the values of the parameters
defined in Section 5.3.1 and take the nuclide to be 245Cm with the appropriate values of
decay constant, initial inventory and Kd values defined in Tables 5.1 and 5.2 respectively.
For this experiment we assume that the hydraulic head is known and is equal to the max-
imum value defined in Section 5.3.3. The reason for this is that we have a semi-analytic
solution available to us from the work in Chapter 2 against which we may compare results
and make appropriate selections.
We define the error between the semi-analytic solution and the PC solution to be:
ε =
‖〈C2pc〉 − 〈C2sa〉‖
‖〈C2sa〉‖
(5.28)
Figure 5.1 shows the error in the breakthrough curve of the variance at x = 20m for
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Figure 5.2: Breakthrough curves using polynomial orders p = 3 and p = 4 with error
tolerances θ1 = 0.05 and θ1 = 0.005 respectively.
varying orders of PC expansion using error tolerances θ1 = 0.05 and θ1 = 0.005. Note
that the breakthrough curve is simply the plot of the solution evolving through time at a
particular point in the domain. We see that using the smaller error tolerance requires a
fourth order PC expansion before no further improvement in accuracy is attainable while
the larger error tolerance requires only third order. These two solutions are plotted against
each other in Figure 5.2. We see that there is no visual difference between the two solu-
tions so in the interest of computational efficiency we select the third order polynomials
and error tolerance θ1 = 0.05 to be used with the full decay chain.
5.5 Stochastic Mesh Generation for ME-gPC
It is useful at this point to set out the algorithms that have been used in this work to
generate the M dimensional stochastic mesh.
As described in Section 1.2.2.4 ME-gPC decomposes the stochastic domain into a set
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of M -dimensional non-overlapping elements (hypercubes). In the same manner that
FEM requires a computational mesh to describe the decomposition of physical space,
so too does ME-gPC require a computational mesh to be defined in the stochastic space
with the further requirement that this space is M -dimensional instead of a maximum 3-
dimensional.
Here we describe the data structures used to store a stochastic-mesh in Section 5.5.1, the
algorithm implemented to generate a stochastic mesh in Section 5.5.2 and the algorithm
implemented to refine the stochastic mesh adaptively in Section 5.5.3.
5.5.1 Data Structures
It is desirable for the purposes of code readability and efficiency to have pre-defined data
structures that allow easy and intuitive access to the data that defines the stochastic mesh.
In order to be able to use ME-gPC, process and visualise the results we require knowledge
of the node numbers contained within each element, the coordinates of the nodes and the
length of the edges/faces/ that constitute an element.
To this end we take a lead from the data structures defined in [62] and create a derived
datatype (Fortran) called mesh that consists of the following:
type mesh
integer,allocatable,dimension(:,:) :: ele_nods
real,allocatable,dimension(:,:) :: nod_coords
real,allocatable,dimension(:,:) :: ele_size
end type mesh
The array ele_nods contains the element node numbers and is of size
ele_nods(1:loc_stoch_nods, 1:no_stoch_ele)
where loc_stoch_nods is the number of nodes in each stochastic element and the
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number of stochastic elements, Nse, is no_stoch_ele. The array nod_coords con-
tains the coordinates of each stochastic node in the mesh and is of size
ele_nods(1:no_stoch_dim, 1:no_stoch_nods)
where no_stoch_dim is the number of stochastic dimensions (M ). Finally the array
ele_size contains the lengths of the edges along each dimension and is of size
ele_size(1:no_stoch_dim, 1:no_stoch_ele)
It is worth noting that the solution on the stochastic mesh is not defined node-wise rather
element-wise, i.e., the local PC expansion coefficients and the associated mean and vari-
ance are defined for the whole element. Should one wish to see the shape of stochastic
space (see for example Figure 1.16) one substitutes into the PC expansion values for ξ
across each stochastic element.
5.5.2 Mesh Generation
Recall from Section 1.2.2.4 the decomposition, D, of the stochastic domain, S, with Nse
non-overlapping elements is given by:
D =

Sk = [ak1, bk1)× [ak2, bk2)× · · · × [akM , bkM)
S =
Nse⋃
k
Sk
Sk1 ∩ Sk2 = ∅ if k1 6= k2
(5.29)
where each element Sk defines an M -dimensional hypercube. Without loss of generality,
in the following, we assume again that the stochastic space is parameterised in terms of
random variables uniform on [0, 1] with joint PDF p (ξ) = 1.
Given that we are working with a structured mesh of hypercubes, in order to generate
a mesh the number of elements, Nmse , along each dimension needs to be defined. The
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mesh size is then hm = 1/Nmse and the simple recursion in Eq.(5.30) to define the nodal
coordinates along each dimension follows.
ξm1 = 0, ξmi = ξmi−1 + hm, i = 2, 3, . . . , N
m
se (5.30)
The total number of stochastic elements is given by:
Nse =
M∏
m=0
Nmse (5.31)
An element grading function may also be applied along each dimension if, for example,
smaller elements are required in the centre of the domain. This information can then
be used to populate the ele_size array from the previous section, by performing two
nested loops over the elements and dimensions, and to calculate the conditional PDF for
each element from Eqs.(1.58)-(1.59).
With the nodal coordinates along each dimension defined the interior nodes may be gen-
erated by a tensor product of the one-dimensional grids aligned along the respective
ξ1, ξ2, . . . , ξM axes [18]. In order perform this tensor product knowledge of the local
node numbering within each element is required, Figures 5.3, 5.4, and 5.5 show the local
node numbering scheme used in 1, 2 and 3 dimensions.
Figure 5.3: Local stochastic node numbering in one-dimension.
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Figure 5.4: Local stochastic node numbering in two-dimensions.
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Figure 5.5: Local stochastic node numbering in three-dimensions.
This numbering scheme is extended to M dimensions by simply nesting two loops over
the number of dimensions and the two local nodes along each dimension respectively.
We noted previously that C0 continuity was not required between elements thus we use
a discontinuous formulation in order to simplify the global node numbering strategy as
will be evident in the following section on adaptivity. The fact that there is no limit to
the number of stochastic dimensions we can use complicates the calculation of the global
node numbers and coordinates. We would require a series of 2M nested loops, the first
M loops over the Nmse elements (referred to as the element loop) and the second M loops
over the two local nodes in each element dimension (referred to as the node loop). This
is achieved by the use of recursive subroutines (subroutines that can call themselves) that
can keep track over which of the dimensions the element and node loops are currently in.
Algorithm 5.1 summarises the method used generate the mesh.
5.5.3 Mesh Adaptation
Previously in Section 1.2.2.4 we presented the method from [86] that defines the adapta-
tion strategy in stochastic space. Here we describe the implementation details adopted for
this work.
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Algorithm 5.1 Stochastic mesh generation
dime = M + 1
CALL recursive element loop
dime = dime − 1
for ele = 1 to N dimese do
if dime = 1 then
dimn = M + 1
CALL recursive node loop
dimn = dimn − 1
for locnod = 1 to 2 do
if dimN = 1 then
calculate global node number
for locdim = 1 to M do
calculate coordinate in locdim of global node
end for
else
CALL recursive node loop
end if
end for
dimn = dimn + 1
END CALL
else
CALL recursive element loop
end if
end for
dime = dime + 1
END CALL
return stochastic mesh node numbers and coordinates
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Recall from Eqs.(1.69)-(1.70), repeated below for clarity, that an element is marked for
refinement when the weighted contribution of the higher order terms, ηαk νk, to the local
element variance exceeds a given tolerance, λ1. Within elements that are marked for
refinement only dimensions where the respective contribution to the higher order terms,
rm, exceeds a given tolerance, λ2, are subsequently marked for refinement.
The ratio of the contribution to the local variance from the higher order terms with the
local variance is:
ηk =
∑Np
i=Np−1+1 uˆ
2
k,i 〈Φ2i 〉
σ2k
(5.32)
This is weighted by the factor vk to form the expression that indicates if local adaptation
is required. This expression is given as:
ηαk v
k = λ1, α ∈ (0, 1) (5.33)
where the choice of α is arbitrary.
The sensitivity measure of each dimension is defined to be:
ri =
(uˆi,p)
2 〈Φ2i,p〉∑Np
j=Np−1+1 uˆ
2
j
〈
Φ2j
〉 , i = 1, . . . ,M (5.34)
The stochastic dimensions satisfying the following equation are then refined:
ri ≥ λ2 ·max {rj}Mj=1 , i = 1, . . . ,M λ2 ∈ (0, 1) (5.35)
To store information indicating which elements and dimensions are to be refined we define
another derived datatype called adaptivity consisting of:
type adaptivity
logical,allocatable,dimension(:) :: adapt_elements
logical,allocatable,dimension(:,:) :: adapt_dimensions
end type adaptivity
where the array adapt_elements indicates which stochastic elements are to be refined
and is of size:
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adapt_elements(1:no_stoch_ele)
The array adapt_dimensions indicates which dimensions in each stochastic element
are to be refined and is of size:
adapt_elements(1:no_stoch_dim, 1:no_stoch_ele)
With the elements and constituent dimensions marked for refinement the next task is
to construct the new mesh and map the solution from the old mesh to the new. This
process must be done for each dimension in turn, i.e., we loop over the dimensions, refine
elements that are marked in the current dimension and map the solution.
Constructing the new mesh as we loop over the dimensions follows a similar procedure
to the original mesh construction; new element sizes are calculated by halving the old
element sizes in the appropriate dimension and new node numbers and coordinates are
calculated. To facilitate the construction of the new mesh we define a set of M daughter
meshes each consisting of 2 elements formed from a single element partitioned along each
of the M dimensions. These daughter meshes are given for 1-dimension, 2-dimensions
and 3-dimensions in Figures 5.6, 5.7 and 5.8 respectively.
Because we are using a discontinuous formulation with each stochastic element being
completely independent, when partitioning an element the daughter element correspond-
ing to element 1 in the daughter mesh retains the element and node numbers of the parent,
the daughter element corresponding to element 2 in the daughter mesh takes an element
number equal to Nse + 1 and the new global node numbers are calculated by adding the
local node numbers to the total number of nodes. The coordinates of the nodes within
a partitioned element are calculated by mapping the local coordinates in the daughter
mesh to global coordinates using the new element size and the global coordinates in each
dimension of the first node in the parent element.
Once the new mesh has been defined we are required to map the solution from the old
mesh onto this new mesh. This is done element-by-element using Eq.(1.74), which we
restate here for clarity, for elements that have been partitioned and simply keeping the
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same solution in elements where no partitioning has taken place. The linear matrix system
to be solved when mapping the solution from a parent element to a daughter is:

Φ0,0 Φ1,0 · · · ΦNp,0
Φ0,1 Φ1,1 · · · ΦNp,1
...
...
...
...
Φ0,Np Φ1,Np · · · ΦNp,Np


u˜0
u˜1
...
u˜Np
 =

Np∑
i=0
uˆiΦi
(
g−1
(
ξ˜0
))
Np∑
i=0
uˆiΦi
(
g−1
(
ξ˜1
))
...
Np∑
i=0
uˆiΦi
(
g−1
(
ξ˜Np
))

(5.36)
Note this system is solved twice for every partition to map the parent solution onto both
of the daughter elements.
1 3 42 21
Figure 5.6: Daughter mesh in 1-dimension.
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(b) Partition along ξ2.
Figure 5.7: Daughter meshes in 2-dimensions.
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Figure 5.8: Daughter meshes in 3-dimensions.
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The method we have just described for adapting the stochastic mesh and mapping the
solution is summarised in Algorithm 5.2.
Algorithm 5.2 Stochastic mesh refinement
calculate which element and dimension need refinement from Algorithm 1.1
for dimension = 1 to M do
for element = 1 to Nse do
if refine element & refine dimension then
calculate new element size
calculate new node numbers and coordinates
map solution to daughter elements
else
keep current node numbering and coordinates
keep current solution
end if
end for
end for
return new mesh and mapped solution
5.6 Results and Discussion
Using the data given in Section 5.3 we solve Eq.(5.21) and present the results obtained.
The governing equation was solved on a grid of 250 uniformly spaced elements using a
time step of δt = 4 years. This time step was used to ensure the CFL condition was met
for all possible values of the flow velocity. The Crank-Nicholson time stepping scheme
was used. The equation set was solved using the GMRES Krylov subspace solver in
PETSc [7, 8, 9] on 8 Intel Xeon E5506 3.33GHz dual core processors and took 27,702s.
It should be noted that it was required to limit the number of stochastic elements to a
maximum of 250. This was done mainly due to time considerations. However, it is
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assumed that this has a negligible impact on the accuracy of the solution as each spatial
node still has 14, 000 degrees of freedom to represent the stochastic domain.
Figure 5.9 shows the mean solutions for all nuclides in the decay chain at t = 10, 000
years and t = 100, 000 years. We see that when 10, 000 years have passed Np has a much
higher concentration than the other nuclides and has propagated further into the domain
with U the only other nuclide to have a mean solution that has propagated beyond 25m.
By the time 100, 000 years is reached both Np and U have propagated all the way across
the domain while both Cm and Am are yet to reach 125m. This suggests the bedrock has
excellent sorption properties for the first two nuclides in the chain.
Figures 5.10 and 5.11 show the mean solutions of Np and U with contours of plus/minus
one and two standard deviations at t = 10, 000 years and t = 100, 000 years. We observe
that at 10, 000 years the upper limits of Np are still growing even as the mean solution
is declining and that it would be possible for U nuclides to propagate more than 100m at
this point as indicated by the upper limit being non-zero. At t = 100, 000 years we note
the different behaviour of the solutions with Np having a growing oscillation across the
domain whereas U has a well defined peak which then tails off.
Breakthrough curves are plotted at two points in the domain, one at the halfway point
where x = 250m and one at the far edge of the domain at x = 500m. These are very
instructive plots as we can see at what time nuclides may start to appear at the two points,
for example Np may be detectable at x = 250m after approximately 18, 000 years and
at x = 500m after approximately 40, 000 years. Furthermore we note again that the Np
solution shows oscillations while the U solution grows steadily over time.
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Figure 5.9: Means of all 4 nuclides at t = 10, 000 years and t = 100, 000 years.
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Figure 5.10: Mean values of 237Np and 233U± 1 and 2 standard deviations at t = 10, 000
years.
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Figure 5.11: Mean values of 237Np and 233U ± 1 and 2 standard deviations at t =
100, 000 years.
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Figure 5.12: Breakthrough curves of the mean values of 237Np and 233U ± 1 and 2
standard deviations at x = 250 m.
5.6 Results and Discussion 185
 0
 0.005
 0.01
 0.015
 0.02
0e+00 2e+04 4e+04 6e+04 8e+04 1e+05
C
t (years)
E(C) +/- σ
E(C) +/- 2σ
E(C)
(a) 237Np breakthrough curve for the Mean ±σ and Mean ±2σ at x = 500 m
0e+00
5e-06
1e-05
2e-05
2e-05
0e+00 2e+04 4e+04 6e+04 8e+04 1e+05
C
t (years)
E(C) +/- σ
E(C) +/- 2σ
E(C)
(b) 233U breakthrough curve for the Mean ±σ and Mean ±2σ at x = 500 m
Figure 5.13: Breakthrough curves of the mean values of 237Np and 233U ± 1 and 2
standard deviations at x = 500 m.
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5.7 Conclusions
In this chapter we have developed a stochastic formulation of the advection-dispersion
equation in a homogeneous porous medium for a multiple nuclide decay chain. We ex-
amined the convergence properties of this equation and found it to be susceptible to the
phenomenon of stochastic drift, necessitating the application of the Multi-Element gen-
eralized Polynomial Chaos method to mitigate these effects. Due to computer memory
limitations we were required to limit the number of stochastic elements to 250 in the
full five dimensional problem. The method presented seems to be a promising develop-
ment for the analysis of ground water flow in a homogeneous clay bedrock. However,
for rock structures such as granite that exhibit features such as fracture pathways it would
be necessary to include a spatial variability on the flow velocity through the Karhunen-
Loe`ve expansion. This would present further problems, especially if the flow field was
not highly correlated, as this would require many terms in the KL expansion thus increas-
ing the dimensionality of the problem. In this case non-intrusive formulations would be
the obvious solution as these are more capable of dealing with this class of problems in
an efficient manner.
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This chapter summarises the main contributions that the research presented in this thesis
has made to computational radionuclide transport. The conclusions from this research
and suggestions for future areas of research are also discussed.
6.1 Summary of the Chapters
6.1.1 Summary of Chapter 1: Deep Geologic Repositories and Com-
putational Methods for Uncertainty Quantification
Chapter 1 presented a brief introduction to the general principle of deep geologic storage
of radioactive waste. We summarised the process of preparing the waste for disposal via
reprocessing and immobilisation. The multiple barrier concept for repository construc-
tion was described where independent complementary features of natural and engineered
barriers prevent radioactive nuclides from entering the biosphere for as long as possible.
We discussed the various options for repository location in terms of the host rock types.
The physics of the sorption process, which acts to retard the transport of radionuclides rel-
ative to the conducting groundwater, were also summarised and the merits of the different
types of sorption isotherm used for modelling radionuclide transport were described as
well as the uncertainties associated with the sorption process.
We then proceeded to describe in detail some of the methods available for uncertainty
quantification. We began the discussion by looking at traditional sampling based methods,
pointing out their slow convergence rates and unsuitability for complex systems.
Intrusive spectral methods were examined next. The general theory and applicability of
these methods for uncertain inputs and outputs was discussed and the ‘curse of dimen-
sionality’ was highlighted. The problems associated with generalized Polynomial Chaos
for long-time integration problems were highlighted with a simple example and the issues
encountered when dealing with discontinuities were discussed. Multi-Element general-
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ized Polynomial Chaos was then introduced as a method to mitigate these issues and was
demonstrated with applications to a long-time integration problem and a problem contain-
ing a discontinuity which was resolved using an adaptive procedure. We then described
work that had been done using the adjoint solution to define a rigorous method of er-
ror estimation for use with adaptive procedures. To conclude the discussion on intrusive
methods we presented the idea of using wavelets as an alternative to orthogonal polyno-
mials as stochastic basis functions. It was noted that wavelets exhibit superior properties
when dealing with discontinuous solutions at the cost of slower convergence for smooth
problems.
Some non-intrusive methods were then examined and the usefulness of these techniques
when retrofitting existing codes with uncertainty quantification capabilities was high-
lighted. We began with a discussion on the probabilistic collocation method and noted the
relative simplicity of the implementation. It was also noted that this method will be par-
ticularly affected by the ‘curse of dimensionality’ as the number of stochastic dimensions
increases due to the dense grid of collocation points that results. Sparse grid collocation
goes some way to alleviating this problem by significantly reducing the number of col-
location points although great care must be taken when selecting the collocation points
to achieve accurate solutions. The discussion on non-intrusive methods was concluded
with a discussion of Multi-Element Probabilistic Collocation, the non-intrusive equiva-
lent of ME-gPC. It was noted that this is one of the most promising methods for dealing
with high dimensional problems and when combined with ANOVA has been applied to
problems with 600 stochastic dimensions.
Stochastic reduced basis methods were then presented. The superior convergence prop-
erties of these methods over both intrusive and non-intrusive methods was highlighted.
However, these methods are a new addition to the field and the theory has only been
developed for linear problems thus far.
It was concluded that intrusive methods would be the most suitable to use for the project as
the problems that would be encountered would have a relatively low number of stochastic
dimensions, negating one advantage of non-intrusive methods, and because new codes
would have to be developed the ability of the non-intrusive methods to be wrapped around
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existing codes was irrelevant, the superior accuracy of intrusive methods was preferred.
6.1.2 Summary of Chapter 2: Introduction to the Spectral-Stochastic
Finite Element Method
Chapter 2 presented the theoretical aspects of the SSFEM and summarised the steps re-
quired to implement the method. We demonstrated the application of the SSFEM with
classical PC and gPC to two basic problems: the advection of a Sine wave subject to an
uncertain velocity and a pollutant transport problem with an uncertain distribution coeffi-
cient. Both problems were benchmarked with either analytic or semi-analytic solutions.
The convergence behaviour of the Sine wave problem to the analytic solution was also
studied and it was found that a 3rd order PC expansion converged with the analytic solu-
tion in agreement with results in [53].
6.1.3 Summary of Chapter 3: SSFEM and Non-Linear Equations
The third chapter extended the methods demonstrated in Chapter 2 to a set of two non-
linear problems: firstly a k-eigenvalue problem from neutron diffusion that became non-
linear in the stochastic setting due to the coupling of the stochastic basis function, and
secondly the Burgers equation. Good agreement was found between the SSFEM-gPC
solution of the neutron diffusion problems, using a 5th order expansion, with results ob-
tained using the Monte-Carlo method.
We applied ME-gPC to the Burgers equation and investigated the effects of varying the
order of the PC basis function and the effects of varying the error tolerance that indicated
whether to partition a stochastic element. We found that using only 1st order polynomials
was highly inefficient due to the large number of elements required to meet even the
largest tolerance level. A third order expansion with the largest tolerance had the smallest
total number of degrees of freedom although it was found to overestimate the variance
when compared to a solution with a smaller tolerance and a larger order of PC expansion.
We observed from the converged stochastic meshes that the solution was most sensitive
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to changes in the lower left quadrant of the stochastic domain; this corresponded to the
smaller values of the uncertain viscosity.
6.1.4 Summary of Chapter 4: Application of gPC to a Compartment
Model of the Biosphere
In Chapter 4 we applied gPC to a compartment model of the biosphere where the transport
of each nuclide in a decay chain consisting of eight hypothetical nuclides was simulated.
The distribution coefficient of each nuclide was treated as a random variable with a log-
uniform probability density function. It was found, in the presence of a constant source
term, that the probability density function of the concentration in a compartment became
fixed over a sufficiently long period of time. This implied that in the event of a release
from a geologic repository the risk of exposure to the human population is constant.
6.1.5 Summary of Chapter 5: Application of ME-gPC to Radionu-
clide Transport in Porous Media
In Chapter 5 we developed a stochastic formulation of the advection-dispersion equation
in a homogeneous porous medium for a multiple nuclide decay chain. We examined the
convergence properties of this equation and found it to be susceptible to the phenomenon
of stochastic drift, necessitating the application of the Multi-Element generalized Poly-
nomial Chaos method to mitigate these effects. Due to computer memory limitations we
were required to limit the number of stochastic elements to 250 in the full five dimensional
problem. The method presented seems to be a promising development for the analysis of
ground water flow in a homogeneous clay bedrock. However, for rock structures such as
granite that exhibit features such as fracture pathways it would be necessary to include
a spatial variability on the flow velocity through the Karhunen-Loe`ve expansion. This
would present further problems, especially if the flow field was not highly correlated, as
this would require many terms in the KL expansion thus increasing the dimensionality
of the problem. In this case non-intrusive formulations would be the obvious solution as
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these are more capable of dealing with this class of problems in an efficient manner.
6.2 Summary of the Main Contributions this Thesis has
Made to Uncertainty Quantification in Radionuclide
Transport
Overall this thesis has presented the first application of intrusive spectral uncertainty
quantification techniques to the area of radionuclide transport. These methods have been
demonstrated to be feasible to apply to some of the problems encountered in this field and
the potential for further application areas can only grow as computing power continues to
increase.
6.3 Areas for Future Research Work
We conclude this work with some suggestions for future research. We split these sugges-
tions into ones for the general development of the uncertainty quantification techniques
we have met in this work and into ones for the further development uncertainty quantifi-
cation in radionuclide transport.
6.3.1 Uncertainty Quantification Schemes
The importance of robust uncertainty quantification in any design process is steadily being
recognised by the wider engineering and research communities. Nevertheless the field of
uncertainty quantification in general, and stochastic finite elements in particular, is still
very much in its infancy with interest growing slowly over the past decade or so. A key
area for future research is adaptive schemes and error measures. A major drawback with
current schemes is the requirement to have the same stochastic discretisation at every
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spatial point. This massively increases the global size of the systems being solved and a
method for locally adapting the stochastic mesh at each spatial point would be huge leap
forwards. However, this is not a trivial task and would require the rigorous development
of a mapping procedure allowing the different stochastic solutions to be mapped to a
common mesh for solving and then mapping back in a conservative manner
Error estimation is another key area where much research is needed. Currently only
two error estimators exist, the heuristic one applied in ME-gPC and the dual based a
posteriori estimator we described in Chapter 1. There is yet to be any transfer of the many
sophisticated schemes used in deterministic finite element analysis. Of particular use
would be a rigorous method to determine the most appropriate direction in which to refine
the stochastic mesh. Currently there is no better method than the heuristic sensitivity
approach described and used herein.
6.3.2 Radionuclide Transport
This work has applied intrusive schemes to two areas of radionuclide transport: migration
in the biosphere and transport in a porous medium. These were idealised cases assum-
ing a constant source term in the biosphere model and a homogeneous medium in the
porous media flow model. There are many more cases that would benefit from the appli-
cation of the uncertainty quantification techniques described in this work. For example, a
heterogeneous medium where the groundwater flow velocity obeyed a spatial correlation
function. Such a problem would likely benefit from a non-intrusive approach due to the
high dimensionality of the problem likely to be encountered. It would also be beneficial
to study the effects on a spatially multi-dimensional problem, specifically the behaviour
of a plume of radioactive material under stochastic conditions we have described in this
work.
As described in Chapter 4 some currently existing biosphere models are extremely sophis-
ticated and take into account phenomena such as the yearly cycle of changing seasons,
glaciation effects and other climatic changes. All of these things can reasonably be said
to be stochastic processes and would benefit from the attention of the uncertainty quan-
6.3 Areas for Future Research Work 194
tification community.
Clearly there is a rich vein of potential research to be mined with uncertainty quantifi-
cation techniques and the field will no doubt continue to grow as more people become
aware of, and contribute to, the area.
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Appendix A
Properties of Families of Orthogonal
Polynomials
Here we summarise the properties of some of the orthogonal polynomials contained in
the Askey scheme [102].
A.1 Hermite Polynomials
Orthogonality relation:∫ ∞
−∞
e−x
2
Hm (x)Hn (x) dx =
√
pi2nn!δmn (A.1)
Recurrence relation:
Hn+1 (x) = 2xHn (x)− 2nHn−1 (x) (A.2)
Rodriguez formula:
e−x
2
Hn (x) = (−1)n d
n
dxn
(
e−x
2
)
(A.3)
By making the substitution x = x/
√
2 the weighting function becomes the probability
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density function of a standard Gaussian random variable with zero mean and unit vari-
ance.
A.2 Laguerre Polynomials
Orthogonality relation:∫ ∞
o
e−xxαL(α)m (x)L
(α)
n (x) dx =
Γ (n+ x+ 1)
n!
δmn, α > −1 (A.4)
Recurrence relation:
(n+ 1)L
(α)
n+1 (x) = (2n+ α + 1− x)L(α)n (x)− (n+ α)L(α)n−1 (x) (A.5)
Rodriguez formula:
e−xxαL(α)n (x) =
1
n!
dn
dxn
(
e−xxn+α
)
(A.6)
The general PDF of the Gamma distribution is:
p (x) =
xαe−x/β
βα+1Γ (α + 1)
, α > −1, β > 0 (A.7)
This is the same as the weighting function of the orthogonality relation with a scaling
parameter β and constant factor Γ (α + 1).
A.3 Jacobi Polynomials
Orthogonality relation:∫ 1
−1
(1− x)α (1 + x)β P (α,β)m P (α,β)n dx = h2nδmn, α > −1, β > −1 (A.8)
where
h2n =
2α+β+1
2n+ α + β + 1
Γ (n+ α + 1) Γ (n+ β + 1)
Γ (n+ α + β + 1)n!
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Recurrence relation:
2 (n+ 1) (n+ α + β + 1)
(2n+ α + β + 1) (2n+ α + β + 2)
P
(α,β)
n+1 (x) =(
x− β
2 − α2
(2n+ α + β) (2n+ α + β + 2)
)
P (α,β)n (x)
− 2 (n+ α) (n+ β)
(2n+ α + β) (2n+ α + β + 1)
P
(α.β)
n−1 (x)
(A.9)
Rodriguez formula:
P (α.β)n (x) =
(−1)n
2nn!
dn
dxn
[
(1− x)n+α (1 + x)n+β
]
(A.10)
The PDF of the Beta distribution is:
p (x) =
(x− a)β (b− x)α
(b− a)α+β+1B (α + 1, β + 1) , a ≤ x ≤ b (A.11)
where B (c, d) is the Beta function given by:
B (c, d) =
Γ (c) Γ (d)
Γ (c+ d)
The Beta distribution PDF is the same as the weighting function in the orthogonality
relation with a constant factor in the denominator.
A.4 Legendre Polynomials
A special case of the Jacobi polynomials is when α = β = 0 when the Legendre polyno-
mials are formed. Legendre polynomials have the orthogonality relation:∫ 1
−1
Pm (x)Pn (x) dx =
2
2n+ 1
(A.12)
Recurrence relation:
(n+ 1)Pn+1 (x) = (2n+ 1)xPn (x)− nPn−1 (x) (A.13)
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Rodriguez formula:
Pn (x) =
1
2nn!
dn
dxn
[(
x2 − 1)n] (A.14)
The Legendre polynomials have weighting function p (x) = 1.
The ‘shifted’ Legendre polynomials used throughout this thesis can be obtained by sub-
stituting x = 2x− 1 into the recurrence relation above.
A.5 Charlier Polynomials
Orthogonality relation:
∞∑
x=0
ax
x!
Cm (x; a)Cn (x; a) = a
−nean!δmn, a > 0 (A.15)
Recurrence relation:
aCn+1 (x; a) = (n+ a− x)Cn (x; a)− nCn−1 (x; a) (A.16)
Rodriguez formula:
ax
x!
Cn (x; a) = ∇n
(
ax
x!
)
(A.17)
where∇ is the backward difference operator:
∇f (x) = f (x)− f (x− 1) (A.18)
The Poisson probability distribution is:
p (x; a) = e−a
ax
x!
, a = 0, 1, 2, . . . (A.19)
which is the same as the weighting function in the orthogonality relation of the Charlier
polynomials with a constant factor e−a.
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A.6 Krawtchouk Polynomials
Orthogonality relation:
N∑
x=0
(
N
x
)
px (1− p)N−xKm (x; p,N)Kn (x; p,N) =
(−1)n n!
(−N)n
(
1− p
p
)n
δmn, 0 < p < 1
(A.20)
Recurrence relation:
p (N − n)Kn+1 (x; p,N) = [p (N − n) + n (1− p)− x]Kn (x; p,N)
−n (1− p)Kn−1 (x; p,N)
(A.21)
Rodriguez formula:(
N
x
)(
p
1− p
)x
Kn (x; p,N) = ∇n
[(
N − n
x
)(
p
1− p
)x]
(A.22)
We see that the weighting function in the orthogonality relation is same as the probability
density function of the Binomial distribution.
A.7 Meixner Polynomials
Orthogonality realtion:
∞∑
x=0
(β)x
x!
cxMm (x; β, c)Mn (x; β, c) =
c−nn!
(β)n (1− c)β
δmn,
β > 0, 0 < c < 1
(A.23)
Recurrence relation:
c (n+ β)Mn+1 (x; β, c) = [x (c− 1) + n+ c (n+ β)]Mn (x; β, c)
+nMn−1 (x; β, c)
(A.24)
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Rodriguez formula:
(β)x c
x
x!
Mn (x; β, c) = ∇n
[
(β + n)x c
x
x!
]
(A.25)
The weighting function is:
p (x) =
(β)x
x!
(1− c)β cx, o < p < 1, β > 0, x = 0, 1, 2, . . . (A.26)
which is the probability density functions of the negative Binomial distribution or, in the
case where β is an integer, the Pascal distribution.
A.8 Hahn Polynomials
Orthogonality relation:
N∑
x=0
(
a+ x
x
)(
β +N − x
N − x
)
Qm (x;α, β,N)Qn (x;α, β,N) = h
2
nδmn (A.27)
where
h2n =
(−1)n (n+ α + β + 1)N+1 (β + 1)n n!
(2n+ α + β + 1) (α + 1)n (−N)nN !
(A.28)
Recurrence relation:
AnQn+1 (x;α, β,N) = (An + Cn − x)Qn (x;α, β,N)−CnQn−1 (x;α, β,N) (A.29)
where
An =
(n+ α + β + 1) (n+ α + 1) (N − n)
(2n+ α + β + 1) (2n+ α + β + 2)
Cn =
n (n+ α + β +N + 1) (n+ β)
(2n+ α + β) (2n+ α + β + 1)
(A.30)
Rodriguez formula:
w (x;α, β,N)Qn (x;α, β,N) =
(−1)n (β + 1)n
(−N)n
∇n [w (x;α + n, β + n,N − n)]
(A.31)
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where
w (x;α, β,N) =
(
α + x
x
)(
β +N − x
N − x
)
(A.32)
Setting α = −α˜− 1 and β = −β˜ − 1 we find:
w˜ (x) =
 1(N − α˜− β˜ − 1
N
)


(
α˜
x
)(
β˜
N − x
)
(
α˜+ β˜
N
)
 (A.33)
which defines the Hypergeometric distribution weighted by a constant factor[
1
/(
N−α˜−β˜−1
N
)]
.
A.8 Hahn Polynomials 212
