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Sommaire
Ce mémoire propose la conception et la réalisation d’un système de chiffrement
de la messagerie texte mobile (SM$). Nous utilisons un système de chiffrement basé
sur l’identité (13E) où le numéro de téléphone mobile (l’identité) du destinataire est
utilisé comme étant une clé publique de chiffrement. Le système IBE utilisé n’exige
aucune certification de clés publiques ou échange de clés secrètes, du moment où
les identités des usagers sont des connaissances publiques. Lorsqu’une identité est
concaténée avec le mois en cours, les clés privées seront valides uniquement pendant ce
mois-ci, facilitant ainsi leur révocation. Ce mode de chiffrement implique l’utilisation
d’une autorité de génération de clés privées (PKG) dont le rôle se limite à la génération
des clés privées qui sont nécessaires pour le déchiffrement.
Vu l’importance des couplages bilinéaires dans la construction des systèmes 13E,
nous avons conduit une étude mathématique, accompagnée d’exemples concrets, qui
explique la construction du couplage de Tate réduit. Ce projet inclut l’implantation
du système en Java 2 IViicro Edition (J2ME). D’une taille d’environ 55 ko, la MIDlet
(application J2ME) développée peut être exécutée sur les téléphones mobiles dotés
de la plate-forme J2IVIE. Les délais de chiffrement/déchiffrement sont d’environ 7
secondes sur un émulateur de Nokia 6230 pour une taille de groupe de l’ordre de 360
bits.
La sécurité du système est comparable à celle du cryptosystème ElGamal dans
lF. Nous supposons qu’il existe un canal sécuritaire pour acheminer les MIDlets,
accompagnées des clés privées associées, aux usagers des téléphones mobiles.
Ce travail est inspiré des travaux de Boneh et Franklin [BFO1] et Barreto et al.
[BKLSO2], [3L$03].
Mots Clés : SM$, Chiffrement basé sur l’identité, Couplage de Tate, Algorithme de
Miller, Générateur de clés privées, MIDIet.
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Abstract
This thesis focuses on the conception and the realization of an SIVIS cryptosystem.
We use an Identity-Basecl Encryption (IBE) System, where the recipient’s mobile-
phone number is used as the public key of the encryption. Such 13E systems do not
require any public-key certification or secret-key exchange, because iclentities of users
are public knowledge. When an identity is concatenated with the current month, then
the generated private keys will be valid only during this month, thus facilitating their
revocation. IBE systems involve one third party called Private Key Generator (PKG),
whose role is lirnited to generate private keys that are needed for decryption.
Considering the importance of bilinear pairings in the construction of 13E sys
tems, we have conducted a mathematical study, accompanied by concrete examples,
which explains the reduced Tate pairing construction. This project includes a full
J2ME implementation of the target IBE cryptosystem. The MIDiet (J2ME applica
tion) size is about 55 1KBytes and can he executed on J2ME devices such as mobile
phones. Encryption/decryption tirne is about Z seconds on Nokia 6230 ernulator for
a group size of 360 bit-length.
The system’s security is comparable to the one of the ElGarnal cryptosystem in
F73. We assume that there exists a secure channel to send IVIIDlets, as well as private
keys, from the PKG to their corresponding user’s mobile phones.
This study is inspired by works of Boneh and franklin [BFO1I and Barreto et al.
[BKLSO2], [BLSO3].
Keywords : SMS, Identity-based encryption, Tate Pairing, MilIer’s algorithrn, Pri
vate Key Generator, MIDlet.
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Chapitre 1
Introduction
SM$ (Short iViessage Service) est un service qui permet d’envoyer et de recevoir
sur un téléphone mobile GSM’ un message court d’au plus 160 caractères. Le texte
peut être composé de caractères alphanumériques [SLO0]
Le réseau GSIvI est capable de sauvegarder les niessage SMS pour un acheniine
ment différé. Cela veut dire que si le téléphone mobile destinataire est éteint ou hors
de la zone de couverture, les messages qui lui sont destinés sont sauvegardés de telle
sorte qu’on peut les recevoir lors de la mise en marche de l’appareil.
La messagerie texte mobile a connu une croissance fulgurante durant ces dernières
années. Partant du constat que le téléphone mobile nous accompagne partout, on as
siste à une nouvelle forme de coninierce électronique appelé commerce mobile ou
m-commerce. Plusieurs banques à travers le monde utilisent SMS pour gérer une par
tie de leurs services. Par exemple, les clients peuvent consulter leurs bilans bancaires
via SMS [RLBO4]. Par ailleurs, france Télécom et le groupe Transdev sont en train
‘Global System for Mobile communications
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d’expérimenter un service de billet de bus électronique accessible sur le téléphone
mobile en utilisant le SMS [Tél].
Vu la popularité de SM$, Java 2 Micro Edition (J2ME) fournit une API de messa
gerie sans-fil WMA2 qui permet aux applications des appareils mobiles (eg. cellulaires,
PDAs) d’envoyer et de recevoir des messages $MS. Ainsi, J2ME est une plateforme qui
fournit un environnement standard pour développer des applications destinées pour
les appareils mobiles [YuaO4] Malheureusement, WMA ne fournit aucun mécanisme
de sécurité pour l’échange de messages SIVIS. D’autant plus que, SMS n’utilise pas
le TCP comme un protocole de transport. Par conséquent, on ne peut pas utiliser
HTTPS pour sécuriser la transmission de SMS.
1.1 Problématique
La messagerie texte mobile n’est pas un moyen de communication sécuritaire; par
défaut, le contenu de SMS est échangé sur le réseau GSM dans un format de texte
clair [RLBO4], [MagO2J. Ceci permet à un adversaire possédant les moyens appropriés
d’attaquer les informations contenues dans ce message. Cela pourrait être tout sim
plement un employé malhonnête dans un centre de SMS (ou SMSC).
Deux défis majeurs sont à relever lors de la conception d’un système de chiffrement
de SIVIS
- le premier est la puissance de calcul limitée des CPU et la faible capacité de la
2’vVirelcss IVlessagirig API
1. Introduction 3
mémoire des téléphones mobiles. Sachant que le système de chiffrement fait inter
venir des opérations cryptographiques plus ou moins complexes, dépendamment du
mode de chiffrement choisi;
- le deuxième défi est lié à la limitation imposée sur la longueur d’un message SMS.
Cela veut dire que l’opération de chiffrement pourrait ajouter des octets supplémentaires
réduisant ainsi davantage le nombre de caractères pouvant être envoyés par un mes
sage SMS.
Header
Payload
Instruc ons to SIM(optional)
Instructions to handset
Instructions to SMSC
Instructions to air interface
FIa. 1.1 — Structure d’un message SMS [C1e02]
1.2 Objectif
L’objectif de ce mémoire est la conception et la réalisation d’un système de chif
freinent qui assure la confidentialité et l’intégrité des messages SMS échangés entre
les téléphones mobiles dotés de la plate-forme J2ME. Nous voulons que le système
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en question soit sécuritaire, efficace et simple à utiliser. On s’attend à ce que tous
les pairs participants, utilisant ce système, puissent envoyer et recevoir des messages
SMS sécurisés sans faire intervenir d’autres tiers ou participants, et sans utiliser de
mots de passe.
1.3 Approches
La cryptographie traditionnelle nous enseigne qu’il existe généralement deux modes
de chiffrements : symétrique et asymétrique. Le chiffrement symétrique (eg. DES) a
l’avantage d’être rapide mais présente plusieurs lacunes. Entre chaque paire de partici
pants, on prévoit une clé secrète pour pouvoir établir une communication sécuritaire.
À titre d’exemple, clans un réseau comme internet ou SMS, le nombre de clés secrètes
nécessaires pour n participants est égal à h121) et toutes ces clés doivent être ache
minées d’un bout à l’autre. On risque ainsi de perdre les clés et mettre en péril la
sécurité du système.
Le chiffrement asymétrique, ou encore à clé publique, (eg. RSA, ElGamal) quant
à lui, assure des communications sécuritaires. Par ailleurs, il est très lent [YuaO4]. La
préoccupation majeure reste la distribution et la certification des clés publiques.
Dans [RLBO4j, Ratshinanga et al. proposent un protocole d’échange de messages
SMS sécuritaires de type client-serveur. Ce protocole combine les deux modes de
chiffrement cités plus haut et nécessite trois envois de messages SMS pour l’ouverture
d’une session client-serveur sécuritaire.
1 Introduction 5
1.3.1 Notre démarche
Pour l’échange de messages SMS sécuritaires, nous proposons une solution d’ap
pareil mobile à appareil mobile basée sur la cryptographie à clé publique basée sur
L’identité qui a été proposée initialement par $hamir [SchS4] en 1984. $on but ultime
était de soulager l’embarras des certificats qui sont essentiels dans les systèmes de chif
frement à clé publique conventionnels pour garantir l’authenticité des clés publiques.
Cette idée demeurait un problème ouvert durant plusieurs années. En 2001, Boneh
et Franklin [BfOl] proposaient la première implémentation complète d’un système
de chiffrement basé sur l’identité (IBE)3, en utilisant la bitinéarité des couptages. Ce
système consiste en quatre algorithmes setnp, extract, encrypt et decrypt.
Lorsque Alice veut envoyer un message M à Bob en utilisant l’identité de ce dernier,
le système 13E fonctionne comme suit
Setnp : Exécuté par l’autorité PKC4, cet algorithme génère les l)aramètres publiques
du système params et la clé maftre S (lui demeure secrète chez le PI<G.
Encrypt : Exécuté par Alice pour le chiffrement du message source M en utilisant la
clé publique (l’identité de Bob) ID et les paramètres publiques params. Cela génère
un cryptogramme C.
Extract : Exécuté par le PKG à la demande de Bob. Cela retourne la clé privée dJD
de Bob associée à son identité ID.
Decrypt Exécuté par Bob pour le déchiffrement du cryptogramme C en utilisant sa
clé privée dJD et les paramètres pararas.
Pour simplifier l’algorithme d’extraction des clés privées sur les appareils mobiles,
3lderitity Based Encryption
4Private Key Generator
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Boneh et al. [BFO1] proposent la notion de détégation d’une cte’ privée où cette dernière
demeure valide pendant une période bien déterminée. Par exemple, le jour, le mois
ou l’année en cours. Aucune certification de clé publique n’est alors exigée. L’identité
d’un participant est une information (une chaîne de caractères) qui l’identifie de
manière unique et incontestable et qui est disponible publiquement [BfOl], [Sch84].
Par exemple, une adresse de courriel, un numéro de téléphone, un numéro d’assurance
sociale, ... etc.
Le système de chiffrement de messages SIVIS projeté utilise le numéro de téléphone
mobile du destinataire comme étant une identité.
1.4 Organisation des chapitres
Dans le chapitre 2 nous présentons la théorie mathématique qui nous aidera à
comprendre le calcul des couplages bilinéaires. Nous y trouveront en particulier la
théorie des courbes elliptiques, les fonctions sur les courbes elliptiques, les diviseurs
et les couplages bilinéaires de Weil et de Tate.
Le chapitre 3 est une suite logique du chapitre précédent, il est consacré au calcul
des deux fameux couplages bilinéaires. Nous avons choisi le couplage de Tate pour sa
rapidité de calcul.
Dans le chapitre 4, nous présentons les avantages et la sécurité des systèmes 13E
en comparaison avec les systèmes de chiffrement à clé publique traditionnels. Nous
concluons ce chapitre par la présentation du système IBE fulllclent que nous voulons
implanter. Par la suite, le chapitre 5 se veut une étude de la messagerie SMS dans
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la plateforme J2ME. Nous verrons en particulier l’envoi et la réception de messages
SMS offerts par le paquetage javax.wireless.messaging.
Dans le chapitre 6, nous implantons le système IBE Fulllcient à partir du couplage
de Tate et la courbe supersingulière E1,0. Cela est effectué en décrivant les principaux
algorithmes cités pius haut. Nous finalisons ce chapitre par un exemple concret de
fonctionnement du système pour l’envoi et la réception de message SIVIS sécurisés.
Le chapitre 7 est consacré à l’analyse de performances du système implanté. Cette
analyse se focalise sur les délais de chiffrernent/déchiffrement, la sécurité, et le nombre
rie caractères pouvant être envoyés par un message SMS crypté. Dans l’analyse de la
sécurité du système, nous présentons le nombre d’opérations et le temps nécessaires
pour qu’un adversaire, possédant des capacités calculatoires limités, réussisse une
at.taque relativement à des tailles de groupes variées. Par ailleurs, nous proposons
quelques solutions pour améliorer l’efficacité du système.
Nous terminons ce mémoire par une conclusion et quelques recommandations pour
d’éventuels futurs travaux.
Chapitre 2
Préliminaires
Dans ce chapitre, nous présentons une théorie mathématique dont nous avons
besoin pour comprendre l’implémentation des cryptosystèmes basés sur les couplages
bilinéaires. La première section est consacrée aux corps et extension de corps. Dans
la deuxième section, nous traitons brièvement de la théorie des courbes elliptiques;
les fonctions sur les courbes elliptiques seront abordées dans la troisième section.
Nous introduisons la théorie des diviseurs et le calcul de la fonction d’un diviseur
principal dans les quatrième et cinquième sections respectivenient.. La dernière section
est consacrée aux couplages de Weil et de Tate ainsi qu’à leurs propriétés respectives.
2.1 Corps Finis
2.1.1 Groupes
Un groupe G est un ensemble muni d’une loi de composition interne o
GoG-G
et possède les propriétés suivantes
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—Associative:Va,b,cG,ao(boc)=(aob)oc.
— G a un élément neutre e e G, tel que Va e G, a o e = e o a = a.
— pour chaque élément g e G, il existe un élément inverse g’ tel que g o g =
o g = e.
Le groupe G est Abélien (ou commutatif) si pour tout a, b e G, a o b = b o a.
Le groupe est fini s’il contient un nombre fini d’éléments. Le nombre d’éléments dans
un groupe fini est appelé l’ordre du groupe et est dénoté par IGI. L’ordre d’un élément
e e G noté ord(a) est le plus petit entier positif j tel que
e’ = o e o• o e.
i fois
G est cyclique s’il existe un élément g E G , appelé un générateur, tel que pour
tout élément e e G, il existe un entier i tel que e g’. On écrit
G =< g>
Deux groupes G1 et G2 sont appelés isomorphes, G1 G , s’il existe une appli
cation bijective 1 de G1 vers G2 telle que
(e b) (a) (b)
Va, b e G1. On aura ainsi (e) = e et (g1) = fJ(g)—l
Définition 2.1.1. Un anneau est un triplet (R,+,.), où + et sont des opérations
binaires et les propriétés suivantes sont satisfaites
— R est un groupe Abélien en ce qui concerne les opérations et +
— est associative.
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— La loi de distribution est satisfaite : c.-à-d., Va, b, c E R on a a (b+c) ab+a•c
et (b+c) a ba+ca.
L’anneau est appelé avec identité si l’anneau a un élément neutre multiplicatif et
commutatif si est commutative.
Définition 2.1.2. Soit G un anneau avec un élément zéro 0. Un corps W est un
anneau commutatif avec un élément neutre où chaque élément g é G, g O est
inversible. L’ordre d’un élément g é W est le plus petit entier positif i tel que g2 1,
où 1 est l’élément neutre multiplicatif de W. La caractéristique (F) de W est le plus
petit entier positif i telle que l’équation
est satisfaite (si i est inexistant, (F) = 0). (W) est soit nulle, soit un nombre premier.
Un exemple de corps fini est W défini par ({0, 1.... ,p — 1}, +(modp), .(rnodp)), où
p est un nombre premier. En plus, on a = p.
2.1.2 Extension de corps
À présent, nous donnons une définition des extensions de corps ainsi que la
représentation des éléments d’une extension de corps.
Définition 2.1.3. Soit F un corps fini, avec un nombre premier p. Le corps Fm avec
un entier ru> 1 est appelé une extension de corps du sous-corps F.
Pour représenter les éléments d’une extension de corps, on utilise l’anneau de
classes de résidus F[x]/(f), où f est un polynôme irréductible sur W, avec degré ru.
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On appelle f le polynôme de corps. Cependant, les éléments A E 1F1m sont représentés
par des polynômes dans l’anneau de classes de résidu comme suit
A = a_ixm_l + ... + + aox0
avec a E W. i = ‘in — 1, . . . ,O. Les opérations arithmétiques sur l’extension de corps
sont des opérations sur les polynômes modulo un polynôme de corps (irréductible).
2.2 Les courbes elliptiques
Soit W un corps dont la caractéristique est différente de 2 et 3. Une courbe elliptique
E est définie par l’équation (affine) de Weierstrass
y2 = x3 ± ax + b (2.2.1)
avec a, b E F
On suppose que a3 + 27b2 O dans W. De ce fait, une courbe elliptique est
l’ensemble de points (z, y) e W2 qui satisfait l’équation (2.2.1), plus un point à l’infini
noté O.
On dit que E est définie sur le corps F. E1F) désigne l’ensemble de points avec les
deux coordonnées sur W (et sur E) avec le point O.
En général, nous allons travailler avec des courbes elliptiques définies sur un corps
fini W Wq qui consiste en q éléments, où q = pm est une puissance d’un nombre
premier p. Dans ce cas, la clôture algébrique de F est donnée par U Ici, p est
j>1
appelé ta caractéristique du corps F. Il est généralement supérieur à 3. L’ensemble des
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points sur la courbe elliptique avec l’opération addition forme un groupe. Il a comme
élément neutre le point à l’infini O.
Dans ce qui suit, nous donnons la formule explicite pour l’addition de deux points
sur la courbe E définie sur un corps fini de caractéristique p > 3.
Soit P
= (x’,y’) , Q = (‘2,y2) E\{e}. Le point —P est donné par (x,—y1).
Supposons que Q —P, alors P + Q (, y3), où
X3 =
— X1
—
X2
lJ3 )(Xl
— x3)
— Yi
et ( Y2Y1 si PJ X2 — X1
/ = +a P=Q
À partir de cette addition sur les courbes elliptiques, nous pouvons également
définir une multiplication scalaire. Précisément., soit m E Z, et P E E, la mnttiplica
tion du point P par in est donnée iar
{rn]P = P + P + + P (nr termes) pour m> O
[O]P=O
[—m]P = [m](—P) pour m < O.
On définit l’ordre d’un point P e E comme étant le plus petit entier positif k tel
que [k]P O. Si un tel entier est inexistant alors l’ordre est infini. Si [n]P = O pour
P e E alors P est appelé un point de n-torsion. Le sous-groupe de points de n-torsion
dans E est dénoté par E[n].
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Par conséquent on a
E{n] = {P E E: [n]P O} (2.2.2)
Soit E une courbe elliptique définie sur Fq où q = pm une puissance d’un nombre
premier. Le nombre de points dans E(Fq), appelé l’ordre de la courbe elliptique, est
désigné par #EUF’q) La tTace de Frobenins, ou tout simplement, la trace d’une courbe
est la valeur t qui satisfait #E(Fq) = q + 1 — t. La courbe elliptique E(Fq) est appelée
supersingulière si la caractéristique p divise t, sinon la courbe est non-supersingulière.
En d’autres mots, E(lFq) est supersingulière si t O (mod p). Voici le théorème de
Hasse.
Théorème 2.2.1. ( [Sit86] , théorème 5.1.1 ) La trace t d’une courbe satisfait
Une application de E vers E est appelée un endomorphisme. L’ensemble des endo
morphismes sur E forme un groupe désigné par End(E). L’application multiplication
par un entier m définie de E vers E : P —* [m]P est un endomorphisme. En outre,
pour toute courbe elliptique définie sur un corps fini iFq, il existe un autre endo
morphisme, connu sous le nom d’endomorphisme de Frobenius. L’endomorphisme de
frobenius est défini par c1 : P(x,y) —* c1(P) (x,y) , avec I(O) = O. Ainsi,
P e E(lFq) si et seulement si (P) = P.
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2.3 Les fonctions sur une courbe elliptique
Soit K = Fq un corps fini et soit la courbe E/K donnée par l’équation de Weiers
trass simplifiée (2.2.1). On définit la fonction r(x, y) e K[x, y] par
y2 — x — ax — b (2.3.1)
On sait que r(x, y) = O pour tout point P(x, y) sur la courbe E. L’ensemble des
fonctions f E K[x,y]/ < E> est désigné par K[E].
Le corps des fractions de K[E] est désigné par K(E). Un élément de K(E) est
appelé une fonction rationnelle. Une fonction rationnelle non nulle J e K(E) est
dite définie sur un point P E E\{O} si f peut être écrite sous la forme f = g/h,
pour g,h e K{E], avec h(P) O. Dans ce cas, l’évaluation de f sur P, donnée par
f(P) = g(P)/h(P), est bien définie. Par ailleurs, on dit que f a un zéro sur P si
f(P) = O, et un pôle si f est indéfinie sur P (c.-à-d., f(P) = oc). Dans ce qui suit,
nous verrons la notion de la multiplicité des zéros et pôles d’une fonction rationnelle
r(x,y) e K(E) sur un point P e E(K).
Théorème 2.3.1. (/Yor92J) Four chaque point P e E, it existe une fonction ra
tionnette u e K(E), telle que u(P) O et u possède ta propriétés suivantes; toute
fonction non nulle J E K(E), avec f(P) = O, peut être écrite comme suit
f = uds
Pour un certain entier d, et une certaine fonction s e K(E), s(P) O, oc.
Une fonction u avec les propriétés du théorème précédent (2.3.1) est appelée une
fonction (ou un paramètre) d’uniformisation. La valeur de é ne dépend pas du choix
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de u. Le théorème suivant définit une manière pour trouver un paramètre d’unifor
misation.
Théorème 2.3.2. ([MEN93J) Soit P e E. Si 1: av + by + c = O est une tigne
queÏcon que traversant P et qui n’est pas tangente à P, alors t est un paramètre d’uni
formisation pour P.
Soit n un paramètre d’uniformisation pour P E. La fonction non nulle f g K(E)
peut être décomposée comme suit; f = rids, où s e K(E), s(P) O, oc. Alors l’ordre
de f sur P, dénoté ordp(f) , égal à é.
Si P est un zéro de alors ordp(f) > O et le zéro est dit avoir multiplicité ordp(f)
Dans le cas où P est un pôle, alors ordp(f) < O et la multiplicité du pôle est donnée
par —ordp(f). À noter que si P est ni un zéro ni un pôle alors ordp(f) = O.
2.4 Théorie des diviseurs
Les diviseurs sont une partie cruciale des couplages de ‘vVeil et Tate. Dans cette
section, nous donnons quelques définitions et résultats sur la théorie des diviseurs.
Pour de plus amples détails voir [$i186], [Wen98] et [IVIEN93].
Un diviseur V est défini comme étant une somme formelle de points d’une courbe
elliptique
np(P)
P CE
OÙ flp e Z sont tous nuls sauf un nombre fini. On désigne par Div(E) le groupe de
diviseurs d’une courbe E, où l’opération addition est donnée par
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Z np(P) + rnp(P) = (np + mp)(P)
PE FE PeE
Le support d’un diviseur V np(P) Div(E), est donné par l’ensemble de
P 5E
points
supp(V) {PEE/np4O}
Son degré, noté deg(V) est défini par
deg(D)
= Z P
PE
Il est facile de vérifier que l’ensemble de diviseurs de degré zéro, muni de la loi d’addi
tion, désigné par Diu°(E), est un sous-groupe du groupe Div(E). A travers ce rapport,
nous allons seulement considérer les diviseurs de degré zéro. Puisque le nombre de
zéros et pôles d’une fonction rationnelle non nulle f e K(E)* est fini, nous pouvons
définir le diviseur d’une fonction f, noté div(f), comme suit
div(f) Z ordp(f)(P)
PE
Notons que div(f) = O si et seulement si f est une fonction constante.
Un diviseur V e Div(E) est appelé principat si D div(f) pour une certaine
fonction f.
En outre, deux diviseurs V1, V2 E Div(E) sont (tinéairement) équivalents, et on écrit
V1 D2, si V1
— V2 est principal, autrement dit, si on peut trouver une fonction
rationnelle f telle que V1 = D2 + div(f).
Lorsqu’une fonction f E K(E)* peut être décomposée sous la forme f uds où
s IF(E), s(P) O, œ, l’ordre de f sur P, ordp(f) U.
Le théorème suivant explique les particularités d’un diviseur principal.
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Théorème 2.4.1. (/SiÏ86], corottaire 3.3.5) Soit V
=
np(P) un diviseur. Alors
P eE
V est principal si et seulement si
np O et [np]P = e (2.4.1)
PE PE
Dans ce qtn suit, on montre comment évaluer une fonction f e X(E) d’un diviseur
V
=
np = O qui satisfait la condition’ supp(div(f)) n supp(V) = O (ou dit ainsi
PEE
que V et div(f) ont des supports disjoints). L’évaluation de f dans V est donnée par
f(V) fl f(p)flP (2.4.2)
Pesttpp(D)
Cette évaluation est bien définie (différente de O, oc) car V et div(f) ont des supports
disjoints.
Lemme 2.4.2. (/LynJ) Soit V e Div(E). Alors il existe un point unique P e E tel
que V (P) + (deg(D) — 1)(O)
Il en résulte de ce lemme que si V est un diviseur de degré O, alors il est équivalent
à (P)
— (C) pour un certain point P.
2.5 Calcul de la fonction d’un diviseur principal
En vertu de la section précédente, pour chaque diviseur de degré zéro V
Div°(E). il existe un point unique P e E tel que V (P) — (e). Autrement dit, V
peut être écrit dans ce qu’on appelle la forme canonique
‘Cette restriction est justifiée par la raison suivante : supposons que V et div(f) n’ont pas de
supports disjoints, alors il existe un point R tel que f(R) O ou f(R) = no. Ainsi, ces points
apparaissent sûrement dans la multiplication, et le résultat final est soit O soit no. D’où la contrainte
que V et div(f) doivent avoir des supports disjoints.
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V (P)
-
(O) + div(f) (2.5.1)
où J e
Pour un diviseur V de degré zéro, on montre comment calculer P et J [IVIEN93],
[Wen98]. À cette fin, on donne la formule explicite pour additionner deux diviseurs
dans la forme canoniclue. Rappelons que div(fyJ2) div(fi) +div(J2) et div(f,/J2) =
div(fi) — div(f2). Soient V1,V2 e Diu°(E) donnés par
V1 (P1)
— (O) + div(Ji)
V2 = (P2)
— (0) + div(f2)
Soit P3 = P1 + P2, et soit 1: n’y + U9X + 113 = O, l’équation de la ligne qui passe à
travers P1 et P2, et y x + u1 = O, la ligne verticale qui passe à travers le point P3. Si
Pi = P2 alors t est la ligne tangente à travers P1, et si P3 = O (c.-à-d., P1 et P2 sont
symétriques par rapport à l’axe des z) alors u = 1. Alors
div(t) = (P,) + (P9) + (—P3) — 3(0)
et
div(v) = (P3) + (—P3) — 2(0)
La somme des diviseurs V1 + V2 peut être écrite sous la forme
V1 + V2 = (P1) + (P9) — 2(0) + div(fif2)
= (P3)
— (O) + div(t) — div(u) + div(fif2)
= (P3)
- (0) + div(J1J2J3)
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où f = t/v. A noter que f3 est définie pour tous les points de K(E) sauf pour P3 et
-P3.
Décrivons une méthode pour écrire le diviseur principal v a(P) comme un
diviseur d’une fonction f E K(E). Puisque deg(V) = O, nous pouvons écrire V
= ((e) - (o)).
Nous introduisons la notion d’une chaîne d’addition [Wen9$]. Soit a E N, alors la
chaîne d’addition de a est la séquence 1 d, d2,. .. , d a, telle que tout d, 2 <
j < t, peut être écrit comme d = dk + dt, où k, t < j. Par exemple, pour l’entier 13
on a la chaîne suivante; d = 1, d = d + d = 2, (13 = (12 + (12 4, (14 = (13 + (13
$,d5=d3+dZj=12,d6=d5+dl=13.
Revenons au diviseur V, soit , d une chaîne d’addition pour a, alors pour
chaque î = 1, . . . ,n on utilise la méthode décrite plus haut pour exprimer d5) ((Pi)
—
(O)) pour j = 1 t dans la forme canonique.
Soit (Pi’)
— (O) + div(f) la forme canonique de a((P) — (O)). Le résultat final est
obtenu en faisant l’addition des diviseurs (Pi’)
— (O) + dîv(ft) pour î = 1,. . . ,n.
2.5.1 Exemple
Considérons la courbe elliptique E/lF11 : y2 = s3 + s. Le tableau 2.1 montre
les points sur E (1F11). Le nombre de points #E(F11) = 12(= p + 1), nous avons
t q + 1 — #E(F11) = O, ainsi E est supersingulière.
Il est clair que le diviseur V = 6(P8)
— 6(0) est principal, car l’ordre de P8 est 6,
une chaîne d’addition de 6 est donnée par 1, 2, 4, 6.
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Point Ordre Point Ordre
P0=O 1 P6=(8,5) 12
P1 = (0,0) 2 P7 = (8,6) 12
P2 = (5,3) 3 Ps = (9,1) 6
P3 (5,8) 3 P9 = (9,10) 6
P4 = (7,3) 12 P10 (10,3) 4
P5 (7,8) 12 P11 (10,8) 4
TAn. 2.1 — Les points de la courbe y2 = ±
Ainsi, la fonction rationnelle f avec div(f) V est calculée comme suit
2(P8)
- 2(0) = ((P8)
-
(O)) + ((P8)
-
(O)) = (P2)
-
(O) + div (‘
4(P8)
— 4(0) = (2(P8) — 2(0)) + (2(P8) — 2(0))
(P3)
— (O) +i ((Y±Iox±s)2 9±2X±9)
6(P3)
— 6(0) (2(P8) — 2(0)) + (4(P8)
— 4(0))
— di ((y + lOx +8) y + 2x +9 (x + 6)
— \, (x+6)3 x+6 1
La fonction rationnelle f est donnée par
(y + lOx +8) (y + 2x +9)
(X ± 6)3
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2.6 Les couplages bilinéaires sur les courbes ellip
tiques
2.6.1 Le couplage de Weil
Soit E une courbe elliptique définie sur lFq. Soient m un entier positif relativement
premier à q et /tm le groupe des marne racine de l’unité tel que m (qk — 1).
Soient P, Q E[m].
Soient V1, V2 Div°(E) deux diviseurs de degré zéro tels que V1 (P)
— (O),
V2 (Q) — (O) et supp(V1) n supp(V2) = 0.
Par conséquent, d’après le théorème (2.3.2), mV1 et iiiV2 sont des diviseurs prin
cipaux. Soient fv1 et f2 E Fq(E) deux fonctions telles que div(Jvi) = mV1 et.
div(fv,) = rnV2.
Définition 2.6.1. Le couplage de Weil est la fonction em t E[n] x E[m] t-’m
défini par e1(P,Q) = fD,(D2)/fD(Dl).
Le couplage de Weil satisfait les propriétés suivantes ( [5i186] pages 96-98)
1. Bien défini t La valeur de e-,(P, Q) est indépendante des choix de Vi, V, fv,,
fD2.
2. Identité : Pour tout P e E[mj, e,1,(P, P) 1.
3. Non dégénéré : Si em(P, Q) 1 pour tout P e E[m] alors Q = O.
4. Bilinéarité : Pour tout P, Q, R E E[ml, em(P + Q, R) = em(P, R)em(Q, R) et
em(P, Q + R) = em(P, Q)em(P, R).
5. Alternation : Pour tout P,Q E E[m], em(P,Q) = em(Q,P)’.
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2.6.2 Le couplage de Tate
Soit E une courbe elliptique définie sur Fq. Soit m un entier positif relativement
premier à q.
Soit k un entier positif tel que
ml (qk — 1) et m (q8 — 1) pour O < s < k (2.6.1)
Soient P, Q E E[m].
Soient V1, V2 E Div°(E) deux diviseurs de degré zéro tels que V1 (P)
— (O),
V2 (Q) — (O) et supp(Vi) n supp(V2) = 0.
Par conséquent, d’après le théorème (2.3.2), mVy est un diviseur principal. Soit f, E
Fq(E) telle que div(fD1) mVy.
Définition 2.6.2. Le couplage de Tate est la fonction t: E(IFqk)[m] x E(Fqk)/mE(IFqk) —‘
Wqk/(Fqk) défini par t(P,Q) = fv1(V2).
Le quotient de groupes E/mE peut être considéré comme étant l’ensemble des
classes d’équivalences de E sous la relation d’équivalence P Q si et seulement s’il
existe R E E tel que P
= Q + mR.
Une interprétation similaire peut être attribuée au Fk/(Fk)’. Le couplage de Tate
satisfait les propriétés suivantes (voir [Sil86] pour les preuves)
1. Bien défini : t(O, Q) = 1 (l’unité dans lFqk pout tout Q E E(fqk), et t(P, Q) E
(Fqk)’ pour tout P E EOFqk)[m] et Q E E(Fqk)/mE(Fqk).
En outre, t(P, Q) est indépendante des choix de V1, V2, Jv1.
2. Non dégénéré : Si t(P, Q) = 1 pour tout P E E[m] alors Q = O.
Inversement, pour tout P $ O, Q E E(fqk)[m] tel que t(P, Q) 1.
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3. Bilinéarité: Pour tout P, Q, R E E{m], t(P+Q, R) = t(P, R)t(Q, R) et t(P, Q+
R) = t(P, Q)t(P, R).
Notons que z(P, Q)” t([rn]P, Q) = z(O, Q) = 1 e Fqk, cependant, t(P, Q) est la
marne racine de l’unité. Enfin, lorsque m2 #E(Fqk), le couplage de Weil et celui de
Tate sont liés par l’équation suivante : em(P, Q) = t(P, Q)/(Q, P) pour P, Q e E{m]
si P, Q sont indépendants.
2.7 Conclusion
Dans ce chapitre, nous avons montré comment construire une fonction rationnelle
à partir d’un diviseur principal de degré zéro. Cette information est importante puis
qu’elle nous permettra de comprendre le fonctionnement de l’algorithme de Miller
qui n’est, en fait, qu’une méthode itérative, efficace et pratique pour évaluer une telle
fonction sur un point donné de la courbe elliptique. Nous avons également défini les
couplages bilinéaires de Weil et de Tate, dont le calcul fait appel à l’algorithme de
Miller. Ces couplages, particulièrement celui de Tate, représentent la pierre angulaire
du système de chiffrement projeté.
Chapitre 3
Calcul des couplages de Weil et de
Tate
Le calcul du couplage de Weil/Tate est un processus onéreux qui fait appel à des
opérations calculatoires complexes. Au départ, lorsque les couplages ont été proposés,
le meilleur algorithme connu était exponentiel dans la taille des entrées. Miller pro
pose dans [Mil$6] un algorithme efficace qui est linéaire dans la taille des entrées. Le
but ultime de l’algorithme de Miller est de construire une fonction dont on connaît
le diviseur principal. Le reste de ce chapitre est subdivisé comme suit
La section 3.1 est consacrée à la présentation du principe de fonctionnement de l’al
gorithme de IViiller. Le calcul du couplage de Weil et celui de Tate sont présentés
respectivement dans les sections 3.2 et 3.3. On traite également dans la section 3.3
de la relation entre les deux couplages en dressant une comparaison.
La section 3.4 comporte des améliorations au couplage de Tate en agissant à la fois
sur l’algorithme de Miller, sur le choix du groupe des entrées et sur l’algorithme de
calcul. On termine cette section et le chapitre par un exemple de calcul du couplage de
Tate sur la courbe supersingulière usuelle E10 définie sur le corps fini F73 avec p = 43.
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3.1 L’algorithme de Miller
Soit E une courbe elliptique définie sur ]Fq. Le résultat suivant est utilisé à plu
sieurs reprises pour calculer les couplages de Weil et de Tate.
On définit 9u,v : E * Fq comme étant la ligne passant par les points n et u
Si u = u alors 9u.v est la ligne tangente de E à u. et si u ou u est le point à l’infini 0,
9u,v est la ligne verticale à travers l’autre point.
On écrit g, comme une abréviation de Dans le cas des coordonnées affines, pour
(3,y), U = (Xv,Yv) et Q = (x,y), on a
= Ï
= Ài(x — x)+y
—y, Q O
gu,v(Q) = À2(x — x) +Yît
—
y, U V
g,(Q)=x—x, QO
, _3x+a
_YvYz011 1
—
2y, , e 2
—
—
Lemme 3.1.1. (lemme 6 dans [BLSO3J) Soit P un point sur Fqk et f une
fonction avec te diviseur div(f) = c(P) — (cP) — (c— 1)0, c E Z. Pour tout a, b E Z,
fa+b(Q) = Ja(Q) f(Q) gap,bP(Q)/g(a+b)P(Q). (3.1.1)
À noter que div(fo) = div(fi) = O, ainsi fo(Q) = f’(Q) 1. En outre, fa+i(Q) =
fa(Q) gap,p(Q)/g(a+l)p(Q) et f2a(Q) f(Q)2 gap,ap(Q)/g2ap(Q). Rappelons que
in O est l’ordre de P. Soit m = {rnj,.» ,mi,mo} sa représentation binaire où
rn E {O,1} et mt O.
L’algorithme de Miller calcule f(Q) = fm(Q), Q 0, en utilisant conjointement les
formules précédentes avec la méthode de doubter et additionner pour calculer [m]P.
‘si la ligne à travers u et y a pour équation ax + by + c = O, alors g,,,,, ax + by + c.
3. Calcul des couplages de Weil et de Tate 26
Nous pouvons calculer successivement f(mt,.. m,)2 pour j = t—1, , O par doubler
et additionner fm,,... .m,+i)2 si in = 1, et seulement doubler si ni, = O. Le résultat
final est g = fm = f(mt, ml,mo)2’ OÙ div(g) = m(P) — rn(O) comme prévu.
La fonction g a besoin d’être évaluée sur un diviseur V éciuivalent à (Q) — (O).
Prenons par par exemple V
= (Q + Q’) — (Q’) pour Q’ E E(Fqk), on a besoin de
calculer g(Q + Q’)/g(Q’). Au lieu de construire tout d’abord g complètement puis
l’évaluer sur V, il est plus efficace de faire l’évaluation au fur et à mesure, c’est-à-
dire garder trace des évaluations de toutes les fonctions intermédiaires f(7n,... ,rn)2 au
lieu des fonctions elles-mêmes. Cela évite de gaspiller excessivement de l’espace de
stockage [Wen98].
Algorithme 1 L’algorithme de Miller
Entrées: les points P E E(Fqk)[fli], Q E E(Fqk) et un entier in avec sa représentation
binaire in
= ZL0
Sorties: fp(rnV) é F.
f:=1 V:=P
Pouri=t—1,t—2,•• ,1,OFaire
f := f2v,v(Q)/g2v(Q)
V:=2V
Si in = 1 Alors
f := f gv,p(Q)/gv+p(Q)
v:=v+P
Fin Si
Fin Pour
retourner f
Les prochaines sections montrent d’autres simplifications de cet algorithme afin
de gagner en temps d’exécution.
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3.2 Calcul du couplage de Weil
Soit E une courbe elliptique définie sur iF, soit in un entier positif avec gcd(rn, q) =
1 et soient P,Q,e E[m].
Nous montrons comment calculer le couplage de WeiÏ e771(P, Q) pour P, Q O (si P
ou Q = O, em(P,Q) Ï).
Choisir aléatoirernent T, U E\{O} tel que P+T U, U+Q et T U, U+Q. Soit
V1 (P+T)—(T) etV2 (Q+U)—(U). Alors, V1 (P)—(O) etV9 (Q)—(O).
On veut trouver deux fonctions non-nulles fv1 et j2 E Fq(E) telles que div(fv1) =
mV1 et diu(fv2) = mV2 et calculer fv1(V2)/fv(Vi). Notons que rn(P+T)—m(T) =
div(fp÷T) — div(JT). Ainsi.
em(P,Q)=fvi(V2)/fv2(Vi)= fP+T(V2)fu(Vl) (3.2.1)
fr(V2) fQ+u(V1)
On utilise l’algorithme de Miller pour calculer fp±T(Q+U), fr(Q+U), fP+T(U),
JTtU), fQ+u(P + T), JQ+utT), fu(P + T), et fu(T). Il en résulte
PQ _fP+r(Q+U)fT(U)fQ+u(T)fu(P+T) 322em(
, fT(Q+U)fP+T(U)fQ+U(P+T)fU(T) L)
Notons que fP+T(Q+U) et fP+T(U) peuvent être calculées en une seule invocation
de l’algorithme de Miller, de même pour fT(Q+U) et JT(U) , fQ+u(T) et fQ+u(P+T),
fu(P + T) et fu(T). Ainsi, nous avons besoin de quatre invocations de l’algorithme
de IViiller pour calculer em(P, Q).
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3.3 Calcul du couplage de Tate
Le calcul du couplage de Tate est beaucoup plus simple comparativement à celui de
Weil. Soit E une courbe elliptique définie sur Fq et soit ni un entier positif relativement
premier à cj. Soit k un entier positif tel que in (qk — 1) et soit P e E(Fk)[nl] et
Q e E(Fqk). Montrons comment calculer le couplage de Tate t(P, Q) pour P, Q O
(si P ou Q est O, t(P, Q) = 1).
Choisir aléatoirement un point U E E(Fqk) \ {O} tel que P U, U + Q et U —Q.
Soit V1 = (P)
-
(O) et V2 (Q + U) - (U) (Q)
-
(O).
Notons que puisque [m]P = O, div(fp) = în(P)
— (mP) — (ni — 1)(O) = m(P) —
m(O) = rnV1. Ainsi.
t(P, Q) fp(V2) = fp(Q±U) (3.3.1)
Cette valeur peut être calculée en une seule invocation de l’algorithme de Miller.
3.3.1 Comparaison avec le couplage de Weil
Le but de cette comparaison est de justifier l’utilisation du couplage de Tate qui
est beaucoup plus rapide que celui de Weil, et, de ce fait, son usage est de plus en
plus utilisé dans les systèmes de chiffrement.
Algébriquement, cette comparaison a seulement un sens lorsque Q e E(Fqk) [ni], pour
qu’on puisse calculer t(Q, P). Sous cette condition, l’équation (3.2.1) peut s’écrire
sous la forme
— fvi(P+T)fv2(U) — t(P,Q) 332em(
‘f1(T)f9(Q+U)t(QP) (..)
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Visiblement, ce résultat montre que le temps de calcul du couplage de Weil est au
moins le double de celui du couplage de Tate.
Subséquemment, le couplage de Tate est beaucoup plus intéressant du point de vue
calculatoire. Pour cette raison, nous adoptons le couplage de Tate pour tout le reste
de ce mémoire.
3.4 Amélioration du couplage de Tate
Dans cette section, nous tentons de présenter les améliorations qui peuvent être
apportées au couplage de Tate pour le rendre plus rapide à calculer. La plupart de
cette théorie est tirée de [BLSO3] et [BKLSO2]. Ces améliorations consistent tout
d’abord à élever la valeur du couplage à la puissance de (qk
— 1)/m afin d’avoir
une valeur unique au lieu d’une valeur d’équivalence (voir le chapitre précédent). Ce
type de couplage est appelé le couplage de Tate réduit. Par la suite, choisir un des
paramètres du couplage (le point P) dans le corps rie base lFq au lieu de l’extension
de corps ]Fqk, ce qui aurait pour conséquence l’évaluation de la fonction du couplage
sur un point Q au lieu des deux point.s Q + U et U.
En outre, tous les facteurs appartenant au corps de base iFq seront éliminés, car
Va Fq,
(qk_1)/m
=
3.4.1 Le couplage de Tate réduit
Rappelons que le résultat du couplage de Tate n’est pas une valeur unique, mais
une classe d’équivalence dans JF;k/(IF;k)m.
Ainsi, deux éléments a, b e lPk sont équivalents (a b) si et seulement s’il existe un
e E Fk tel que a = bern. Si un seul résultat doit être retourné, comme c’est le cas
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dans les applications cryptographyques, on a besoin d’éliminer la mme puissance.
Ceci est effectué en élevant la valeur du résultat du couplage de Tate à la puissance
(qk
— 1)/m, car qk_1 = 1 pour 2 tout c e Fqk
Par conséquent, la valeur obtenue après cette exponentiation est une miè racine
de l’unité notée
.
Ceci conduit à une définition alternative du couplage de Tate
connue sous l’appellation du couplage de Tate réduit, en se servant des données de la
section (1.6.2) du chapitre précédent, tm t E(]Fqk)[m] X E(Fqk)/mE(lFqk) i’m
défini par
tm(P, Q) = i, ()(qk_1)/m (3.4.1)
3.4.2 Elimination des facteurs non-pertinents
Nous avons vu dans la section précédente que le paramètre de sécurité k satisfait
les conditions m (qk — 1) et m (qS — 1) pour O < s < k. Le lemme suivant permet,
en faisant usage du théorème de Fermat, l’élimination des facteurs du corps F.
Lemme 3.4.1. (BaTreto et aï. [BLSO3J) q — 1 est un JacteuT de (qk — 1)/m
Démonstration. Considérons la factorisation de q’ — 1 = (q — 1) Z1’ q’. Puisque le
paramètre de sécurité k> 1 satisfait m (qk
— 1) et m (q5
— 1) pour O < s < k, d’où
k—1 j km q , et q — 1 demeure un facteur de q — 1. Z
À partir du lemme 3.4.1, on en déduit que pour tout a Wqk, a(’ (a_1)(’)
Ï.
2Ceci est expliqué pleinement dans la prochaine section
3Dans la littérature, plusieurs noms sont attribués au paramètre k. On trouve embeeding dcgree,
security parameter, MOV degree, security muttiptier et extension degree.
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Lorsque l’argument du couplage P est restreint au corps de base lFq, par opposi
tion à avoir les deux points P et Q dans l’extension de corps Fqk, l’évaluation de la
fonction du couplage fv1 pourrait être restreinte au point Q au lieu des deux point
(Q + U) et U comme évoqué clans la section (2.3). Ce résultat a été proposé initia
lement par [BKLSO2] pour les courbes supersingulières et puis généralisé par la suite
dans [BLSO3].
Théorème 3.4.2. ([BLSO3J) Soit P e E(F)[m] etQ e E(Fqk) dezzx points linéairement
indépendants. Ators tm(P,Q) f(Q)(qk_1)/m
Démonstration. voir [BLSO3]. U
Le corollaire suivant permet de se débarrasser des facteurs non-pertinents dans
l’algorithme de Miller.
Corollaire 3.4.3. On peut muttiptier fv1 (Q) par tout i Fq sans affecter ta vateur
du couplage.
Démonstration. Pour calculer le couplage, on doit élever fv1 à la puissance (qk —
1)/m. A partir du lemme 3.4.1, cette puissance contient un facteur (q — 1), d’où
(qk_1)/m 1.
Le théorème suivant introduit des simplifications à l’algorithme de IViiller en
éliminant les dénominateurs.
Théorème 3.4.4. (/BLSOS]) Soit P E E(Fq)[mj. Supposons que Q = (X,Y) E
E(Fqk) et X e ]Fq. Ators les dénominateurs g27 et gvp dans l’algorithme de Mitler
peuvent être éliminés sans changer la valeur de tm(P, Q).
Démonstration. Dans l’algorithme de Miller, Les dénominateurs ont la forme u(Q) =
x — u (la ligne verticale passant à travers le point U) où x E F est l’abscisse de Q et
u est l’abscisse de U. D’où, gu(Q) E Fq. Par conséquent, à partir du corrolaire 3.4.3,
ils peuvent être éliminés sans changer la valeur du couplage. U
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3.4.3 Modification du couplage de Tate afin d’obtenir une
application bilinéaire
Jusque-là, nous avons supposé que le couplage de Tate satisfait la propriété 2
évoquée dans la section 1.6.2, à savoir la propriété en lien avec la non-dégénérescence
du couplage. Or, ceci n’est pas systématiquement vrai. Lorsque P et Q appartiennent
au même sous-groupe E[’m] on a bel et bien t(P, Q) = 1, car les deux points sont
toujours dépendants par une relation du genre Q [x]P pour un certain x E Zm.
Nous montrons une façon de modifier le couplage de Tate afin d’obtenir une ap
plication bilinéaire non-dégénérée. Ainsi, lorsque P et Q E E[rn] sont linéairement
indépendants d’ordre m, alors tm(P, Q) est une mième racine de l’unité. Ceci nous
conduit à introduire la notion d’application de distorsion distorsion map [JNO1],
[VerOl] clans la définition suivante.
Définition 3.4.1. Soit ra un entier relativement premier avec q, E/Wq une courbe
elliptique et P E E(F)[rn]. Une apptication de distorsion par rapport à P est un en
domorphisme çb E End(E) qui associe au point P le point ç5(P) qui est linéairement
indépendant de P.
Barreto et al. [BLSO3] proposent une méthode pour construire de telles appli
cations. Joux et al. [JNO1J proposent des applications de distorsion pour certaines
courbes elliptiques supersingulières récapitulées dans le tableau 3.1.
Lorsqu’une application de distorsion existe, ce qui est le cas pour la plupart des
courbes supersingulières [VerOl], on peut modifier le couplage de Tate de telle façon
qu’il satisfait la propriété de non-dégénérescence. En voici la définition du couplage
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Corps Courbe Endomorphisme Conditions Ordre du groupe
(x,y) (—x,iy)lf y2=x3+aX j21 p3(mod4) p+1
(x,y) (x,y)
IF y2=x3+x p2(mod3) p+1
‘
P yP(x, y) “ (WT(2p_1),3, )
F2 y2=x3+a T2’=’a, 7’EIF2 p2 (mod3) p2—p+1
. 3_W —T’, WEF6
TAB. 3.1 — Applications de distorsion pour certaines courbes supersingulières
de Tate modifié.
Définition 3.4.2. Soit in un premier et E/]Fq une courbe supersingulière sur laquelle
une application de distorsion existe par rapport aux points dans E(]Fq) [in] autre
que O.
Soit P E(Fq)[mj et Q E E(Fqk)/mE(Fqk).
Alors le couplage de Tate modifié de P et Q est défini par tm : E(Fqk)[ifl] X
E(’qk)/inE(’qk) —* , défini par
rn(P, Q) = tm(P, «Q)) (3.4.2)
3.4.4 Le couplage de Tate et la courbe E1,0
Nous avons mentionné précédemment que les courbes supersingulières présentent
un intérêt remarquable pour les couplages bilinéaires. Ceci est particulièrement dû
à l’existence d’une application de distorsion sur de telles courbes. Nous étudions
présentement la courbe supersingulière E1,0” y2 = + x définie sur le corps fini
lF avec p 3 (mod 4). On définit l’application de distorsion E/F), —f E/F2
«P) = «x,y) = (—x,iy) avec i2 = —1. Cette application de distorsion permet
4Cctte courbe fait l’objet de notre étude pour implanter le cryptosystè;ue basé sur l’identité
Les éléments du corps d’extension 1F2 sont représentés sous la forme e + ib où e, b JF, et
= -1.
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d’obtenir la propriété de non-dégénérescence pour le couplage de Tate t t(P, q5(P))
1 pour tout P, autre que O et P1(O,O), car b(Pi) = P1.
3.4.4.1 Simplification du couplage
L’ordre de la courbe E1,0 est n = p + 1. Soit ru un entier relativement premier
avec p tel que ru p + 1. Considérons un élément du corps d’extension t lF avec
t = u + iv où u, y E lF et i satisfait j2 + 1 0 (ou i2 = —1). L’exposant du couplage
de Tate dans l’équation (3.4.1) est z
=
(2
— 1)/ru
=
((p + 1)/m) (p — 1). Pour
calculer s = mod p, on calcule tout d’abord t (p+1)/m u + iv puis on met
s = (u + iv) = (u + zv)/(u + ‘iv)
= (u—v)/(u+iv).
En utilisant le fait que (X±Y)’ X+Y modp et i = —i pour p 3 (mod 4).
3.4.5 Exemple
Dans cette section, nous présentons un exemple de calcul du couplage de Tate
accompagné des résultats intermédiaires à chaque étape de l’algorithme de IViiller. On
utilise la courbe supersingulière E1,0 : y2 = x3 + x définie sur le corps fini lF, avec le
nombre premier p = 43. L’ordre de cette courbe est #E(lF) = p + 1 44, avec le
paramètre de sécurité k = 2 et m 11.
Comme évoqué précédemment, pour ce genre de courbe, on peut utiliser l’appli
cation de distorsion (x,y) = (—x,iy) avec i2 —1 E F2 pour envoyer les points de
m-torsion sur E(F) aux points de m-torsion sur E(F2).
Nous utilisons les points de 11-torsion P (xp,yp) = (31,18) E E(W,) et Q =
= (x, yQ) = (12, 18i) E E(F2), calculons les couplages de Tate t(P, Q) et
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t([3]P, Q) séparément, ensuite décidons si t([3]P, Q) = t(P, Q)3.
Pour la représentation binaire de m = 11 = 10112, nous utilisons l’approche
itérative de l’algorithme de Miller, telle qu’illustrée dans l’algorithme (1), avec les va
leurs intermédiaires de V, f et f2• Pour chaque élément binaire rn de m, l’opération
courante est soit doubler et additionner (DBL suivie de ADD) si m = 1, soit seule
ment additionner si m = O (l’opération ADD).
Pour la dernière étape, il s’agit de multiplier la valeur intermédiaire du couplage
avec g_p,p(Q) qui est égale à 1, ce qui fait que la valeur finale du couplage reste
inchangée.
Notons que les dénominateurs g2u(Q) et u+(Q) font partie du corps IF, et de ce
fait, sont éliminés de l’algorithme de Miller en vertu du théorème 3.4.4.
Pour obtenir la valeur finale du couplage de Tate, rappelons le résultat obtenu dans la
section précédente pour simplifier Fexposant (p2 — 1)/m en procédant en deux étapes
- La première consiste à calculer le résultat intermédiaire s f(?+1)/m
= f4 rt + iv
- La deuxième étape calcule la valeur du couplage en effectuant l’opération t s?’ =
(u - v)/(u + iv).
3.4.5.1 Calcul de t(P,Q)
Pour illustrer l’évolution du calcul du couplage t(P, Q), avec P = (31, 18) et
Q (12, 18i), présentons succinctement les valeurs V, f et f2 pour chaque étape de
l’algorithme de Miller. Il convient, au préalable, de donner les multiples du point P
auxquels on a besoin durant le calcul, en l’occurrence, [2]? = (4, 38), [4]P (13, 19),
[5jP = (14,36), [10]? = (31,25) et [11]? = O.
Le résultat du calcul de t(P, Q) est récapitulé dans le tableau (3.2). La dernière
valeur de f égale à 25 + 36i. D’après la section (2.4.4), une manière simplifiée pour
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Etape i Op. V f f2
mit
— P = (31, 18) 1 1
2 : = O DBL [2]P = (4, 38) 23 + 1$i 33 + iii
1 1 DBL [41F = (13, 19) 5 + 3h 10 + 9i
1 t = 1 ADD [5]P (14, 36) 18 + 32i —
0 : 1 DBL {10P = (31, 25) 25 + 36i —
0 : in0 1 ADD [Ï1]P = 0 25 + 36i —
T.n. 3.2 — Calcul de t(P, Q)
obtenir la valeur du couplage à partir de la valeur de est de mettre t(P, Q) =
tel que . = f(P+1)/m = (25 + 36i)4 38 + iii. Par conséquent, t(p, Q) =
(38 — 11)/(38 + iii) = 7 + 9i. Cette méthode est beaucoup plus efficace que celle qui
consiste à mettre t(P, Q) = f(P2_l)/m = (25 + 36i)’6° 7 + 9i.
3.4.5.2 Calcul de t([3]P, Q)
Posons P’ [3]P = (23, 35). Le calcul de t(P’, Q) s’effectue de la même manière
que celui de t(P, Q). En voici les multiples du points P’ auxquels on a besoin durant
le calcul du couplage selon le principe de la chaîne d’addition du nombre m = 11,
[2]P’ = (14, 7), [4]P’ = (31, 18), [5]P’ (13, 19), [101F’ = (23,8) et [11]P’ = 0. La
dernière valeur de f = 24 + lOi. Ainsi, t(P’, Q) = sP’ tel que s = f4 = 3 + 42i. En
conséquence, t(P’, Q) = (3 — 42)/(3 + 42i) = 18 + 35i.
Nous avons t(P, Q)3 = (7 ± 9i)3 = 18 + 35i = t([3]P, Q). Ceci est vérifié à cause
de la propriété de la hilinéarité de l’application (le couplage de Tate) t. Le calcul de
t([3]P, Q) est récapitulé dans le tableau (3.3).
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Etape i Op. V f f2
mit
— P’ (23, 35) 1 1
2 t m2 = 0 DBL [21F’ = (14, 7) 2 + 18i 24 + 29i
1 t = 1 DBL [41F’ = (31, 18) 21 + 40i 2 + 3i
1 t rn1 = 1 ADD [51F’ = (13, 19) 16 + 2h —
O t m0 1 DBL [1O]F’ = (23,8) 24 + lOi —
O : ru0 = 1 ADD [hl]P’ = 0 24 + lOi —
TAn. 3.3 — Calcul de t([3]P, Q)
3.5 Conclusion
Ce chapitre a montré le calcul du couplage de WeiI ainsi que celui de Tate en
faisant appel à l’algorithme de Miller. Celui-ci évalue, itérativernent, la fonction d’un
diviseur principal de degré zéro sur un point précis de la même courbe elliptique.
Nous avons décidé de favoriser l’utilisation du couplage de Tate à celui de Weil pour
sa rapidité de calcul et de proposer des améliorations au calcul du couplage de Tate
afin de rendre celui-ci plus efficace. Le chapitre est terminé par un exemple concret
sur les étapes de calcul du couplage de Tate et la vérification de sa propriété de
bilinéarité.
Chapitre 4
Le chiffrement basé sur l’identité
En 2001, la cryptographie a réalisé un pas important lorsque Boneh et frank
lin [BFO1] dévoilaient concrètement le premier système de chiffrement basé sur l’iden
tité en utilisant les couplages bilinéaires. Dans le souci d’élucider ce système, nous
traitons dans ce chapitre les points suivants. La première section est réservée au
problème du logarithme discret et les autres problèmes qui s’y réfèrent, tel que le
Diffie-Heilman Bilinéaire. Dans la deuxième section, nous définissons les systèmes
de chiffrement basés sur l’identité (13E)’ et leurs notions de sécurité. À travers la
troisième section, nous dressons une comparaison d’un système 13E relativement à
un système de chiffrement à clé publique usuel. Nous finalisons le chapitre par une
présentation succincte du système 13E de Boneh et franklin en se basant sur sa
sécurité sémantique.
‘Identity-Bascd Enciyption
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4.1 Le Problème du Logarithme Discret et les problèmes
connexes
La sécurité de plusieurs cryptosystèmes repose sur la difficulté du problème de
logarithme discret (DL)2. Nous définissons le problème (DL) et les problèmes qui
lui sont liés, discutons les attaques les plus connues et décrivons certains protocoles
standards qui sont basés sur ces problèmes.
4.1.1 Définitions
Soit (G, *) un groupe multiplicatif fini d’ordre n. On considère que n est premier,
ainsi, le groupe est cyclique et généré par un générateur g e G.
Définition 4.1.1. Soit h e G, tel que h gX pour un certain x C Z inconnu. Étant
donnés g et h, le problème du logarithme discret (DL) est de trouver x. Nous utilisons
la notation DL9(h) x.
Un autre problème étroitement lié au problème de logarithme discret est le problème
de Diffie-Hellman calculatoire.
Définition 4.1.2. Soient a,b e Z,. Etant donnés g ga,gb, le problème de Diffie
Hellman calculatoire (CDH) est de trouver l’élément h E G tel que h = g. Nous
utilisons la notation GDH2(g’, gb) = h.
Évidemment, le CDH n’est pas plus difficile que le DL; la possibilité de calculer le
logarithme discret conduit à la résolution du problème de Diffie-Heilman calculatoire.
Cependant, l’inverse n’est généralement pas sûr. IViaurer et Wolf [MW99] montrent
que les deux problèmes sont équivalents si on peut construire une courbe elliptique
sur iF avec certaines propriétés.
En outre du problème de Diffie-Hellman calculatoire, il existe un problème plus
facile connu sous le nom de Diffie-Hellman décisionnel.
2Discrete Logarithm
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Définition 4.1.3. Soient a, b, c e Z. Étant donnés g, g, gb, gC, le problème de Diffie
Heliman décisionnel (DDH) est de décider si gC = gab(nodn). On utilise la notation
DDBq(ga,gb,gc) 1 si CDH(ga,gb) = gC et DDHg(ga,gb,gc) O sinon.
Il est clair que le problème de Diffie-Heilman calculatoire est au moins aussi difficile
que sa version décisionnelle; une méthode qui permet de calculer h GDH9(ga,gj
et vérifie gC = h résout ainsi le problème DDH. Réciproquement.. pour la plupart
des groupes, il n’est pas clair que le DDH est plus facile que le CDH. Les groupes
qui remplissent une telle propriété (c.-à-.d., le CDH est difficile mais le DDH est
facile) sont appelés les groupes de Cap Diffie-Hellman (GDH). Les relations entre
DL, GDH, et DDH sont montrées comme suit.
DL —f CDH —+ DDH
où A — B signifie que le problème A est au moins aussi difficile que le problème B.
4.1.2 Les attaques sur le problème du logarithme discret
Plusieurs attaques sont connues sur le problème du logarithme discret (voir [OdlOO]
et [DouO3]). Parmi celles-ci, nous citons les deux méthodes génériques Baby-Step
Giant-$tep de Shanks et Rho de Pollard. Le fait que ces méthodes n’exigent aucune
propriété particulière des groupes, elles peuvent ainsi être appliquées à n’importe quel
groupe. Toute méthode générique prend environ O(/) opérations pour résoudre le
problème dn logarithme discret, où n est l’ordre premier du groupe. Notons que la
quantité de travail nécessaire pour résoudre le logarithme discret avec une méthode
générique est exponentielle dans la taille des entrées. Cela fait que les groupes qui
n’ont pas d’attaques connues, autres que les niéthodes génériques, sont appropriés
pour la construction de protocoles cryptographiques basés sur le logarithme discret.
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4.1.3 Certains protocoles basés sur le CDH
Nous présentons ci-après, le protocole d’échange de clés de Diffie-Heilman et le chif
frement El-Gamal.
4.1.3.1 Le Protocole d’Échange de clés de Diffie-Heliman
Afin de partager une clé secrète commune sur un canal non sécuritaire, deux
participants A et B, ne disposant d’aucun secret au préalable, peuvent utiliser le
protocole d’échange de clés de Diffie-Hellman. Soit G un groupe d’ordre n premier
et g son générateur (G =< g >). Le secret commun partagé par A et B serait un
élément de G. Le protocole est le suivant
1. A sélectionne aléatoirement un entier a E Z, calcule g’ et transmet g(l à B.
2. B sélectionne aléatoirement un entier b E Z. calcule 9b et transmet gb à A.
3. A calcule (g et B calcule (g la clé secrète partagée est h = g.
La sécurité du protocole d’échange de clés de Diffie-Hellman est basée sur la dif
ficulté du problème de Diffie-Hellman calculatoire. Précisément, un adversaire qui
intercepte les messages ga et gb serait obligé de résoudre CDHg(ga, gb) pour trouver
le secret 9,2b, où g est connu publiquement. Notons que ce protocole est exposé à
l’attaciue man-in-the-middte, car les participants A et B ne s’authentifient pas.
4.1.3.2 Le chiffrement El-Gamal
Soit G un groupe généré par g. Dans le schéma de chiffrement El-Gamal, l’usager
A possède une clé privée s E Z et une clé publique correspondante h = g8. Ainsi, B
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peut chiffrer un message M, qui est représenté comme étant un élément de G, avec
la clé publique h de A comme suit
1. B sélectionne aléatoirement un entier T e Z et calcule a gr et b = hTM
2. B envoie le texte chiffré (a, b) à A.
3. A calcule b/a = (hTM)/g = (hr1I)/hr = M
Le message M est caché par le masque hT, qui est uniformément distribué dans
car r est choisi aléatoirement. En effet, le destinataire A peut calculer le masque
a8 = hT puisqu’il connaît la clé secrète s. Un adversaire n’ayant pas cette
connaissance a besoin de résoudre CDH9(a, h) = = h pour trouver le masque
qui lui permet de déchiffrer le message. Ainsi, on dit que le schéma de chiffrement
ElGamal est basée sur la difficulté du problème de Diffie-Heilman calculatoire.
4.1.4 Le logarithme discret sur les courbes elliptiques
Bien que la majorité des protocoles basés sur le logarithme discret avaient ini
tialement été définis sur le groupe multiplicatif d’un corps fini 1F, le problème du
logarithme discret (et les autres problèmes qui lui sont liés) peut être utilisé sur
n’importe quel autre groupe (multiplicatif). Aussi bien, ces protocoles peuvent être
implantés sur des groupes qui offrent beaucoup plus de sécurité ou plus d’efficacité
tels que les groupes de points des courbes elliptiques où on pense que le problème du
logarithme discret est plus difficile que dans le corps F. Par conséquent, les crypto
systèmes basés sur les courbes elliptiques peuvent offrir le même niveau de sécurité
que ceux définis sur en utilisant des clés plus courtes. Cependant, les courbes
supersingulières qui sont adaptées pour l’implantation des cryptosystèmes (voir la
section 2.4.4 du chapitre précédent) à cause de leur structure particulière, présentent
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un inconvénient dans le sens où il existe une réduction efficacement calculable à des
groupes où le logarithme discret peut être calculé en temps sous-exponentiel.
4.1.4.1 La réduction de MOV
La réduction de MOV (Menezes, Okamoto et Vanstone) [M0V93] vise à réduire le
problème du logarithme discret d’un groupe de points d’une courbe elliptique super
singulière, définie sur le corps Fq, à un problème de logarithme discret dans le groupe
multiplicatif de l’extension de corps Fqk de degré k.
Soit E/iFq une courbe elliptique et P, Q e E(lFq) des points de m-torsion sur la
courbe tels que Q ÏP. L’algorithme de IVIOV qui est utilisé pour réduire le loga
rithme discret de P et Q fait usage du couplage de Weil em : E[m] x E[m] —* et
est donné comme suit [KKSUOO] [SUO1]
1. Déterminer le plus petit entier k tel que E[m] C E(Fqk).
2. Trouver s E E[m] tel que c em(P, s) a un ordre m.
3. Calculer /3 = em(Q, s).
4. Calculer t = DL(/3), le logarithme discret de /3 en base c dans lFk
Il en résulte de cette réduction que pour une meilleure sécurité, aussi bien dans le
groupe de points de la courbe elliptique que dans le groupe de réduction correspon
dant, on doit choisir la taille des paramètres suffisamment grande dans les courbes
elliptiques. Cette même structure est utilisée pour construire des groupes appelés Gap
Diffie-Hellman.
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4.1.5 Les groupes de Gap Diffie-Heliman
Dans cette section nous définissons les groupes de Ga.p Diffie-Heilman (GDH),
expliquons comment ils peuvent être construits en utilisant les couplages bilinéaires
et décrivons le problème de Diffie-Hellrnan bilinéaire.
4.1.5.1 Les groupes de Gap Diffie-Heflrnan
Le problème de gap Diffie-Heilman résulte des deux problèmes de DH décisionnel
et calculatoire. Soit (G, *) un groupe cyclique d’ordre n premier et généré par g. Le
problème de GDH est défini comme suit.
Définition 4.1.4. Soient a,b E Z,. Étant donnés g,gagb, le problème de gap
Diffie-Hellman (GDH) est de résoudre le problème de Diffie-Hellman calculatoire
CDH9(ga, gb), probablement. à l’aide de l’oracle de Diffie-Heilman décisionnel.
Il est évident que le GDH n’est pas plus difficile que le CDH. Naturellement, le
gap Diffie-Hellman survient dans les groupes où le CDH est difficile mais le DDH
est facile. Les groupes qui satisfont cette propriété sont appelés les groupes de Gap
Diffie-Hellrnan.
4.1.5.2 Réalisation avec les couplages
Soit un couplage bilinéaire non dégénéré e : G1 x G1 .‘ G2, où G1 est un
groupe cyclique d’ordre n premier, G2 est un groupe cyclique d’ordre n, où les
opération peuvent être écrits multiplicativernent. Montrons qu’un tel couplage permet
de résoudre le problème de DDH dans G1, donné par DDHp(aP, bP, e?) (décider si
abP = e?). Précisément, en utilisant la bilinéarité du couplage e, on a
e(aP, b?) = e(.P, bP)” e(P, abP) = e(P, cP) si et seulement si ab e.
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Ainsi, si un tel couplage existe, le problème de DDH dans G1 est facile et le
groupe G1 est un groupe GDH. Joux et Nguyen [JNOÏ] montrent comment construire
des courbes elliptiques où le CDH est équivalent au DL mais le DDH est facile,
permettant ainsi de représenter des groupes GDH.
4.1.6 Le problème de Diffie-Heliman Bilinéaire
La bilinéarité des couplages offre la possibilité de construire des applications cryp
tographiques. Précisément, la propriété de bilinéarité e(aP, Q) = e(P, Q) = e(P, aQ)
peut être utilisée pour véhiculer la valeur de a (éventuellement un secret) à partir
d’une coordonnée vers l’autre sans révéler la valeur réelle de a. Ainsi, la sécurité de la
plupart des protocoles basés sur les couplages dépend d’un nouveau type de problème
connu par le problème de Diffie-Heliman Bitiné’aire (BDH)3 (voir {YacO2] et [CLO2] ).
Soit (G1, +) un groupe additif cyclique d’ordre n et généré par P, (G2, *) un groupe
multiplicatif lui aussi d’ordre n et e G1 x G1
— G un couplage bilinéaire. Ainsi,
h = e(P, P) est un générateur de G2 et le problème de Diffie-Hellrnan bilinéaire est
défini comme suit.
Définition 4.1.5. Soient a,b,c e Z. Étant donnés P,aP,bP,cP, le problème de
Diffie-Heliman bilinéaire (BDH) est de calculer e(P, P)’. On utilise la notation
BDHp(aP, bP, cP) = e(P, p)abc.
Certainement, le BDH n’est pas plus difficile que le CDH. Précisément, si on
peut obtenir Q = CDHp(aP, bP) = abP, on pourrait facilement calculer e(Q, cP)
e(P, P)°. En outre, le BDH dépend de la difficulté du CDH dans G2. Ainsi, la
difficulté du problème BDH dépend de la difficulté du CDH dans les deux groupes
G1 et G2. Les relations entre les différents problèmes de Diffie-Heliman sont décrites
3Bilinear Diffle-Hcllman
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dans la figure (4.1).
DLG1 > CDHG1 > DDHG1
N
BDHG1
DLG2 CDHG2 > DDHG2
FIG. 4.1
— Les groupes GDH et les couplages ([CLO2]
4.2 La cryptographie basée sur l’identité
Évidemment l’application la pius marquante des couplages est la réalisation de
la cryptographie à clé publique basée sur l’identité (ID-PKC), le concept qui a été
proposé par Sharnir [Sch84] en 1984. Le but de Shamir était de soulager l’embarras
des certificats qui sont essentiels da.ns les systèmes de chiffrement à clé publique
conventionnels pour garantir l’authenticité des clés publiques.
Bien que l’idée de ID-PKC remonte à 1984, sa réalisation complète demeurait un
problème ouvert durant plusieurs années. Dans son article original [Sch84], Shamir
donne un exemple concret d’un schéma de signature basé sur l’identité. Le chiffrement
basé sur l’identité, par contre, s’est avéré une tâche beaucoup plus difficile. En 2001,
Boneh et Franklin [BFO1] proposaient la première implémentation complète d’un
système de chiffrement basé sur l’identité, en utilisant la bilinéarité des couplages.
Nous présentons ce système dans la section 4.4.
o
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4.2.1 Définitions
Dans cette partie, nous discutons de la cryptographie à clé publique en général,
donnons la définition de la cryptographie basée sur l’identité. et définissons certaines
notions en lien avec la cryptographie basée sur l’identité.
4.2.1.1 La cryptographie à clé publique
Dans la cryptographie à clé publique, chaque utilisateur U possède une paire de
clés (Pu, Su) qui consiste en une clé publique et une clé secrète. la paire de clés est
générée soit par l’utilisateur lui-même, ou par une certaine autorité centrale. Dans ce
dernier cas, un canal sécuritaire est. nécessaire pour acheminer cette paire de clés à
l’utilisateur. La génération d’une paire de clés est effectuée, tout d’abord, en choisis
sant aléatoirement une clé secrète Su Puis on applique une fonction à sens unique à
Su pour obtenir Pu.
Ainsi, les autres usagers ne peuvent pas obtenir la clé secrète à partir de la clé pu
blique Pu. Par exemple, dans le système de chiffrement ElGamal, la clé secrète s est
choisie aléatoirement et la clé publique correspondante est définie par h g8, où g est
un générateur du groupe publiquement connu. Calculer s à partir de h et g revient à
calculer le logarithme discret.
Les autres participants utilisent la clé publique de l’utilisateur U afin de lui envoyer
des messages chiffrés, ou bien pour vérifier ses signatures. Ceci peut être effectué par
n’importe qui, étant donné que la clé Pu est une connaissance publique. D’autre part,
pour déchiffrer un texte chiffré ou signer un message, U utilise sa clé secrète 5u Le
secret du texte chiffré et l’authenticité de la signature proviennent alors du fait que
l’utilisateur U est le seul qui connaît Su
4. Le chiffrement basé sur l’identité 48
Cependant, le souci principal dans un schéma à clé publique est l’authenticité de
la clé publique. Clairement, si une personne malveillante peut convaincre d’autres
participants que la clé publique de U est une certaine clé de son choix au lieu de la
vraie clé Pu, il peut déchiffrer les messages envoyés à U et forger les signatures sous
le nom de U. Cependant, il est important que les participants dans un système PKC
parviennent à vérifier l’authenticité ries clés publiques des autres usagers.
La solution traditionnelle à ce problème d’authentification consiste à utiliser une
infrastructure à clé publique (PKI). Une PKI fonctionne souvent avec un tiers de
confiance appelé une Autorité de Certification tAC), qui peut garantir l’exactitude
des clés publiques de la façon suivante : l’utilisateur U s’identifie à l’autorité de cer
tification (en suivant une certaine procédure d’authentification) et présente sa clé
publique Pu. Ensuite, U fournit une preuve de possession de la clé secrète corres
pondante; ceci est souvent effectué par le biais d’une signature de la demande de
certification avec la clé secrète. Si l’AC est convaincue que l’utilisateur U possède
réellement la clé secrète correspondante à la clé publique Pu, elle publie un certificat
contenant l’identité de U, sa clé publique et possiblement d’autres informations, et
signe toute cette information avec sa clé secrète. Les participants qui veulent commu
niquer secrètement avec U doivent alors rechercher le certificat délivré par l’AC. Une
signature valide émise par l’AC convaincra les autres usagers de l’authenticité de la
clé publique Pu.
4.2.1.2 La cryptographie basée sur l’identité
En 1984 Shamir [Sch$4] a inventé le concept de la cryptographie basé sur l’identité
qui s’adresse au problème de l’authenticité de différentes manières. Son idée originale
avait pour objectif d’éviter le besoin pour l’authentification, en s’assurant que la valeur
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réelle de la clé publique d’un utilisateur est dérivée directement à partir d’une infor
mation disponible publiquement cyui identifie uniquement et incontestablement cet
utilisateur. Cette information est désignée par une identité (digitale) d’un utilisateur.
Dépendamment de l’application, l’identité peut être composée de (une ou une combi
naison de) nom de l’utilisateur, numéro de l’assurance sociale, numéro de téléphone,
adresse de courriel et possiblement d’autres informations personnelles. Dans ce cas,
une clé publique d’un utilisateur est aisément disponible à n’importe qui connaissant
son identité. Ainsi, on n’a pas besoin de rechercher sa clé publique. D’ailleurs, le fait
qu’il n’y a pas de doute sur l’authenticité de la clé publique évite le recours à des
certificats comme dans le cas des PlU. Cependant, la réalisation du lien entre les usa
gers et leurs identités digitales est loin d’être évident. Citons le cas où il y a plusieurs
usagers qui possèdent le même nom. ... etc. Rappelons que clans les systèmes à clé
publiciue conventionnels, la paire de clés est générée en choisissant aléatoirement une
clé secrète et en appliquant une certaine fonction à sens unique pour calculer la clé
publique. Dans le cas de la cryptographie basée sur l’identité, la paire de clés est obte
nue différemment. Tout d’abord, La clé publique est déterminée uniquement à partir
de l’identité de l’usager, au lieu d’être calculée à partir d’une clé secrète. Ainsi, la
génération de clés ne peut pas être effectuée par les usagers eux-mêmes. Précisément,
si un usager sait comment générer la clé privée correspondante à sa clé publique (son
identité), il pourrait aussi générer les clés privées des autres usagers. Cependant, nous
avons besoin d’un tiers appelé Générateur de Clés Privées (PKG)4. Après une cer
taine procédure d’authentification (similaire à l’authentification à l’AC dans le cas
de PKI), le PKG génère la clé privée de l’usager. Le PKG détient ce privilège (la
4Privatc Key Generator
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génération des clés privées) car il possède une information secrète communément ap
pelée la clé maître. L’information correspondant à la clé maître et qui est disponible
publiquement est appelée tes paramètres du système. Une clé privée d’un usager est
clone calculée par une fonction à sens unique de la clé publique et de la clé maître.
Notons que ce schéma exige toujours un canal sécuritaire pour acheminer la clé privée
à partir du PKG vers le bon usager.
Dans [BFO1J, Boneh et al. révèlent que la bilinéarité des couplages peut être utilisée
pour transformer le système de chiffrement ElGamal en une variante du chiffrement
basé sur l’identité.
4.2.2 La Sécurité des Systèmes de chiffrement basés sur l’Iden
tité
Dans un schéma de chiffrement à clé publique, il y a plusieurs concepts de sécurité.
Les plus importants sont la sécurité sémantzque et la sécurité de texte chiffré choisi.
Cette derniere est une notion de sécurité suffisamment forte et acceptable pour la
plupart des applications y compris les systèmes de chiffrement traditionnels (non
basés sur l’identité). Les notions de la sécurité sémantique et la sécurité du texte
chiffré choisi sont décrites ci-après.
4.2.2.1 La Sécurité sémantique
Un système de chiffrement à clé publique traditionnel est sérnantiquement sécuritaire
si un adversaire qui est. donné un texte chiffré avec une clé publique connue n’apprend
rien au sujet du texte clair correspondant.
Plus particulièrement, considérons le jeu suivant entre un challengeur et un adver
saire
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1. l’adversaire reçoit une clé publique aléatoirement choisie par le challengeur
2. l’adversaire produit cieux messages clairs de même taille M0 et M1 et reçoit, à
partir du challengeur, le texte chiffré du message Mb, où b est choisi aléatoirement
dans {O, 1},
3. l’adversaire produit (devine) b’ et gagne le jeu si b b’.
Le système à clé pub1icue est dit sérnantiquement sécuritaire (IND-CPA)5 s’il
n’existe pas d’adversaire capable de gagner ce jeu en temps polynomial avec une
probabilité non-négligeable.
4.2.2.2 La Sécurité du texte chiffré choisi
Pour la définition de la sécurité du texte chiffré choisi, un jeu similaire est considéré,
sauf que cette fois-ci, on attribue à l’adversaire une possibilité supplémentaire de pou
voir lancer au challenger un certain nombre de requêtes de déchiffrernent. C’est-à-dire.
l’adversaire présente au challenger un texte chiffré de son choix et le challenger lui
renvoie le texte clair correspondant en utilisant la clé privée correspondante à la clé
publique donnée à l’adversaire. La seule restriction est que l’adversaire ne peut pas
lancer une requête de chiffrement sur le texte chiffré (produit par le challenger) sur le
quel on vettt le tester. Un système de chiffrement à clé publique standard (non basé sur
l’identité) est appelé sécuritaire contre une attaque à texte chiffré choisi (IND-CCA)6
s’il n’existe pas d’adversaire capable de gagner le jeu précédent avec une probabilité
non-négligeable et en temps polynomial. La sécurité du texte chiffré choisi implique
qu’étant donné un texte chiffré et une clé publique, un adversaire n’apprend rien au
sujet du texte clair même s’il peut obtenir les textes clairs d’un certains nombre de
5IND-CPA Indistinguishability against Chosen Plaintext Attack
6lNDistinguishability against Chosen Ciphcrtext Attack
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textes chiffrés de son choix.
Ces notions de sécurité doivent être renforcées pour satisfaire les besoins des
systèmes de chiffrement ba.sés sur l’identité, où toute valeur (comme une chaîne de
caractères) peut servir comme étant une clé publique. En particulier, la clé publique
n’est pas aléatoire. Ainsi, l’adversaire pourrait déjà avoir accès à un certain nombre (le
clés privées correspondant aux clés publiques de son choix. En outre, un système basé
sur l’identité devrait être sécuritaire contre une attaque sur une clé publique (une
identité) choisie par l’adversaire au lieu d’être aléatoire. Ci-après, nous présentons
les notions de la sécurité sémantique et la sécurité du texte chiffré choisi pour les
systèmes (le chiffrement basés sur l’identité. Ces notions sont utilisées par Boneh et
franklin ( [BFO1]) afin de prouver la sécurité de leur système IBE.
4.2.2.3 La Sécurité sémantique d’un schéma basé sur l’identité
Considérons un adversaire et un challengeur dans un jeu similaire au IND-CPA
précédent. Cependant, avec un schéma de chiffrement basé sur l’identité, l’adversaire
peut choisir la clé publique (l’identité) sur laquelle il veut être testé, au lieu de recevoir
une clé publique aléatoire à partir du challenger. En outre, l’adversaire est autorisé
à effectuer un certain nombre de requêtes d’extraction de clés privées. C’est-à-dire,
l’adversaire présente une clé publique (une identité) de son choix, au challenger, et ob
tient la clé privée correspondante. La seule contrainte est ciue l’adversaire ne peut pas
lancer une requête d’extraction de clé privée sur laquelle on veut le tester. En particu
lier, cette identité ne devrait pas figurer dans la liste des requêtes d’extraction lancées
précédemment. Un schéma basé sur l’identité serait sémantiquement sécuritaire (IND
ID-CPA) s’il n’existe pas d’adversaire pouvant gagner le jeu en temps polynomial et
avec une probabilité non-négligeable plus que la moitié.
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4.22.4 La Sécurité du texte chiffré choisi d’un schéma IBE
Pour la sécurité du texte chiffré choisi dans un schéma de chiffrement basé sur
l’identité, l’adversaire et le challenger jouent encore un jeu similaire à celui de IND
ID-CPA précédent. L’aclversaire peut choisir l’identité sur laquelle il veut être testé.
En plus, l’adversaire peut lancer des requêtes de déchiffrement comme dans le jeu
IND-CCA. Dans ce cas, chaque recluête de déchiffrement consiste en une paire de
texte chiffré choisi et d’une identité. En réponse à cette requête, l’adversaire recevra,
à partir du challenger, le texte clair correspondant. Évidemment, après le choix d’une
identité et la réception d’un texte chiffré comme un challenge, un adversaire n’est plus
autorisé à lancer une requête de déchiffrement sur cette combinaison en particulier.
Un schéma ba.sé sur l’identité est appelé sécuritaire contre une attaque de type texte
chiffré choisi s’il n’existe pas d’adversaire capable de gagner le jeu en un temps
polynomial et avec une probabilité non-négligeable supérieure à un demi (voir [BFO1]
pour une description formelle).
4.3 Comparaison avec la cryptographie à clé pu
blique traditionnelle
La principale différence entre la cryptographie à clé publique basée sur l’iden
tité (ID-PKC)7 et la cryptographie à clé publique traditionnelle (PKI)8 réside dans
la manière de générer une paire de clés (privée, publique), et les moyens de les
vérifier [PPO3]. Dans une PKI traditionnelle, ceci est réalisé par le biais de certificats.
Tandis que dans un système de chiffrement basé sur l’identité, le lien entre l’identité
et la clé privée est géré par l’autorité de confiance PKG, alors que l’authenticité de
7ldentity-bascd Public Key Cryptography
8Puhlic Koy Infrastructure
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l’identité peut être vérifiée publiquement.
Dans ce qui suit, nous comparons les systèmes de chiffrement basés sur l’identité aux
systèmes à PlU traditionnels, en examinant les aspects suivants l’authenticité des
paramètres (publiques) du système, l’enregistrement à une autorité, la révocation des
clés, la distribution des clés, la sécurité de la clé maître, et enfin la délégation des clés
privées.
4.3.1 L’authenticité des paramètres du système
Dans un système IBE, nous supposons qu’un attaquant génère sa propre clé maître
et les paramètres système correspondants, et trompe les usagers en leur faisant croire
que les paramètres du système “forgés” sont les vrais. Il s’en suit que, pour toute
identité, il peut dériver la clé privée correspondant à sa clé maître. Cependant, il
pourrait personnifier le PKG et générer des clés privées aux usagers en réponse à
leurs requêtes. Dès lors, il peut déchiffrer tout message chiffré avec ces paramètres
forgés. En conclusion, il est important que le PKG garantisse, d’une manière ou
d’autre, l’authenticité des vrais paramètres du système.
Un problème similaire peut se produire dans une situation de PlU, où les usagers
ont besoin d’être sûrs de l’authenticité de la clé publique de l’autorité de certification.
Précisément, si un attaquant peut faire croire aux usagers qu’une certaine clé publique
de son choix est la clé publique de l’AC9, il pourrait alors créer des certificats contenant
les clés publiques forgés pour lesquelles il possède la clé secrète. Par conséquent,
l’attaquant pourrait lire les messages chiffrés par les clés publiques forgées et créer
des signatures qui ont l’air d’être valides. La seule différence avec le schéma IBE est
que l’attaquant ne peut pas personnifier l’AC, car les usagers se rendront compte que
9Autorité de Ccrtification
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leur certificat demandé contient une clé publique incorrecte.
4.3.2 Enregistrement à une autorité
Dans les deux systèmes, un usager qui veut participer a besoin de s’enregistrer à
une autorité d’enregistrement10, qui est souvent considérée comme étant une partie
de 1’AC, respectivement le PKG. Après l’opération d’authentification, l’autorité d’en
registrement choisit une identité numérique unique à l’usager, par exemple sous forme
d’une adresse de courriel. Dans un système à PKI, un usager peut ainsi présenter son
identité et une clé publique à l’AC avec une preuve de possession de la clé secrète
correspondante. L’AC publie ensuite un certificat contenant l’identité numérique et
la clé publique. Similairement, dans un schéma IBE. l’usager présente son identité au
PKG. L’autorité d’enregistrement est responsable de l’unicité de l’identité numérique
et le lien entre l’identité et l’usager. Le PKC génère ensuite la clé privée correspon
dante à cette identité.
Les systèmes basés sur l’identité exigent un canal sécuritaire pour transmettre la clé
privée du PKG à l’usager. Cependant, les systèmes IBE semblent fonctionner mieux
dans les applications où il est facile de réaliser un canal sécuritaire, ou là où les usagers
demandent moins souvent les clés privées.
4.3.3 La révocation des clés
Dans un schéma à PKI, lorsqu’un certificat est révoqué, les autres usagers sont
informés par le biais d’une liste de révocation de certificats (CRL)”. Par exemple,
10Registration Authority
“Certificate revocation list
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cela se produit lorsque un usager quitte un groupe de travail ou qu’une clé privée est
compromise. Dans ce dernier cas, lorsqu’une paire de clés a besoin d’être remplacée
après l’expiration du certificat’2, un usager peut tout simplement générer une nouvelle
paire de clés et obtenir un certificat. Ainsi, la liste de révocation peut bien être utilisée
clans un schéma IBE. Cependant, étant donné que la clé publique cFun usager est
dérivée à partir de son identité, il ne peut pas changer d’identité à chaque fois qu’une
nouvelle clé privée est exigée. Une solution proposée dans [BFO1] consiste à concaténer
l’identité avec une certaine information publiquement connue. Par exemple, lorsque
l’année courante est ajoutée à l’identité, les usagers peuvent seulement utiliser leurs
clés durant l’année en cours. Ainsi, les clés privées expirent annuellement et chaque
usager devrait demander une autre clé privée chaque année. IViais, que se passe-t-il si
une clé privée vient d’être compromise? Dans ce cas, l’usager devrait attendre jusqu’à
la fin de l’année pour pouvoir avoir une autre clé privée. Cette situation pourrait être
beaucoup plus rudimentaire en concaténant, par exemple, l’identité avec la date en
cours au lieu de l’année en cours. Avec cette approche, la révocation de clés est plus
simple; lorsque un usager quitte la compagnie et sa clé privée a besoin d’être révoquée,
la compagnie informe le PKG de ne plus générer de clés pour cet usager.
4.3.4 La distribution des clés
Incontestablement, le plus grand apport de la cryptographie basée sur l’identité
est la simplification de la distribution des clés (publiques). À savoir, toutes les clés
publiques peuvent être dérivées à partir de l’identité des usagers. Ainsi, l’obtention de
la clé publique d’un autre usager, pour un chiffrement ou une vérification de signature,
devient une procédure plus simple et plus transparente. En revanche, dans un schéma
‘2kcy rollover
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à PKI, on doit rechercher la signature de l’AC et la date d’expiration qui pourrait
être accomplie en utilisant une CRL mise à jour.
4.3.5 La sécurité de la clé maître
Dans un schéma IBE, le PKG représente le seul point de faiblesse. Un attaquant
qui est capable de trouver la clé maître du PKG pourrait générer toutes les clés privées,
et subséquemment, lire tous les messages chiffrés. Il est ainsi extrêmement important
pour le PKG de garder secrètement la clé maître. Afin d’empêcher la sauvegarde de
la clé maître dans un seul endroit, {BFO1] propose d’utiliser le calcul multipartie, en
se servant de la caractéristique de la bilinéarité des couplages, pour distribuer la clé
maître sur plusieurs PKGs. Similairement, un attaquant qui peut obtenir la clé secrète
d’une autorité de certification aurait la possibilité de créer des signatures au nom de
l’AC pour les nouvelles clés publiques de son choix. Cependant. la connaissance de
la clé secrète de l’AC n’a aucun effet sur les messages chiffrés sous les clés publiques
précédentes.
4.3.6 Délégation des clés
L’une des applications de la cryptographie basée sur l’identité est la délégation
de clés de déchiffrement (voir [BfOl]). Supposons qu’un usager U qui joue en même
temps le rôle d’un PKG, donc il a la possibilité d’extraire les clés privées de son choix,
veut partir en voyage pour quelques jours, il installe sur son laptop les clés privées de
ces jours-ci et non pas la clé maître. Si le laptop est volé, seulement les clés privées
qui y sont installées sont compromises et non pas la clé maître qui reste secrète.
Pour une autre application, l’usager U peut déléguer d’autres usagers à utiliser la
tigne d’objet d’un courriel comme étant l’identité servant au chiffrement. Supposons
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que U a plusieurs employés sous sa responsabilité, chacun est responsable d’une tâche
différente (achats, comptabilité,
...). U donne à chaque employé une clé privée corres
pondant à son identité qui est en lien avec sa tâche. De cette manière, U est sûr que
chaque employé peut seulement déchiffrer le courriel qui lui est destiné.
4.4 Réalisation avec les couplages
Dans cette section, nous présentons le schéma de chiffrement basé sur l’identité
(13E) de Boneh et franklin [BFO1].
4.4.1 Le schéma Basicldent
le schéma Basicldent de IBE proposé par Boneh et franklin dans [BFO1] consiste
en quatre algorithmes t $etup, Extract, Encrypt, et Decrypt. L’algorithme Setnp est
exécuté par le PKG (le générateur de clés privées) pour générer la clé maître et les
paramètres (publiques) du système. Ceci est effectué sur l’entrée d’un paramètre de
sécurité k, qui spécifie la taille , en nombre de bits, des groupes. L’algorithme Extraet
est exécuté, lui aussi, par le PKG à l’entrée d’une identité d’un usager, pour générer
la clé privée correspondant à cette identité. Tout comme avec la cryptographie à clé
publique, l’algorithme Encrypt prend en entrée un texte clair et une clé publique (une
identité) et produit un cryptogramme. Similairement, Decrypt permet au détenteur
de la clé privée correspondante de déchiffrer le cryptogramme qui lui est destiné. La
version Basicldent de IBE est donnée comme suit
Setup : Sur l’entrée d’un paramètre de sécurité k, l’algorithme procède comme suit
1. générer un nombre premier aléatoire de k bits, deux groupes (G1, +),
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(G2, *) d’ordre q, et un couplage bilinéaire e G1 x G1 —* G2. Choi
sir un générateur arbitraire P e G1.
2. Sélectionner un nombre aléatoire s e et mettre Ppub sP.
3. Choisir des fonctions de hachage cryptographiques H1 {O, 1}*
.‘ G et
H2 : G2
— {O, 1}’ pour un certain entier n.
L’espace des messages est M {O, 1}’ et l’espace des cryptogrammes est C =
G x {O, 1}”. Les paramètres du système sont params =< q, G1, G2, e, n, P, Pb, H1, H2 >.
La. clé maître est s e Z.
Extract : Pour une identité (une chaîne de caractères) ID e {O, 1}*, l’algorithme
fonctionne comme suit
1. Calculer QID H1(ID) E G.
2. lVlettre la clé privée dID comme étant dJD = 5QJD où s est la clé maître.
Encrypt Pour chiffrer un message M e M en utilisant la clé publique ID, l’algo
rithme fonctionne comme suit
1. Calculer QID = H1(ID) e G.
2. Choisir un nombre aléatoire T e Z.
3. Mettre le cryptogramme comme étant C =< rP, MH2(g) > où 91D =
e(QJD,PlLb) e G.
Decrypt Soit C =< U, V >e C le cryptogramme chiffré en utilisant la clé publique
ID. Pour déchiffrer C en utilisant la clé privée dJD E G, on effectue le calcul
V H2(e(dJD, U)) lvi.
Notons que dans la phase de chiffrement, le message M est en on excÏusif bit-à-bit
avec le masque H(gij) pour former la composante V. Dans la phase de déchiffrement,
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cette même composante V est en ou exclusif avec le masque H2(e(dID, U)). En utili
sant la propriété de bilinéarité du couplage e, on a
e(dID, U) = e(5QJD, rP) = e(QID, P)ST = e(QID, Pp,tb)T
=
Ainsi, les deux masques de chiffrement et de déchiffrement sont les mêmes. La
bilinéarité est utilisée pour transporter le secret. s de la première coordonnée à la
deuxième, sans connaître la valeur réelle de s. Cette propriété est essentielle clans ce
schéma basé sur l’identité, vu qu’elle permet à la clé maître s de demeurer secrète,
alors que les clés privées dJD 5QID sont suffisantes pour que les usagers puissent
déchiffrer leurs messages.
La sécurité de Basicldent est considérée dans le modèle de l’oracle aléatoire,
c’est-à-dire, l’analyse de la sécurité considère les deux fonctions de hachage H1 et
H2 comme étant des oracles aléatoires. La sécurité de Basicldent est basée sur le
Problème de Diffie-Heliman Bilinéaire (BDH)’3. Précisément, [BF01] démontre que si
le BDH est difficile, alors Basicldent est un schéma de chiffrement basé sur l’identité
sémantiquernent sécuritaire (IND-ID-CPA). Ceci est effectuée par une démonstration
par l’absurde; un adversaire qui est capable de gagner le jeu IND-ID-CPA avec une
probabilité non-négligeable de plus d’un demi peut être utilisé pour construire un
algorithme qui est capable de résoudre le problème de BDH avec une probabilité
non-négligeable. D’où le théorème suivant
Théorème 4.4.1. (Bondi et Franklin /BFOÏ], théorème .1) Supposons que tes deux
fonctions de hachage H1 et FI2 sont des oractes aléatoires. A tors Basicldent est un
schéma de chiffrement basé sur l’identité sémantiquement sécuritaire (IND-ID-CPA)
en supposant que te BDH est difficile dans tes groupes générés par Ç. Concrètement,
supposons qu’il existe un adversaire IND-ID-CFA Â qui a une probabilité e(k) contre
13Bilinear Diffic-Helirnan
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te schéma Basicldent Supposons que A effectue au ptus qE> O requêtes d’extraction
de ctés privées et qj-j, > O requêtes de hachage à la fonction H2. Alors il existe un
atgorithme B qui résout te BDH dans tes groupes générés par Ç avec une probabitité
au moins égale à
Probg,B(k)> 2e(k)
e(1 ± q)
Où e 2.71 est ta base du togarzthme naturet. Le temps d’exécution de B est O(temps(A)).
4.4.2 Le schéma Fullldent
Lorsqu’un adversaire connaît le déchiffrement de certains textes chiffrés connus,
la sécurité de IND-ID-CPA n’est pas suffisante. On aura plutôt besoin d’une notion
de sécurité pius forte telle que IND-ID-CCA. Cependant, Boneh et franklin {BfO1]
utilisent une technique de fujisaki et Okamoto [F099] afin de convertir le schéma
Basicldent précédent en Fullldent; un schéma de chiffrement basé sur l’identité IND
ID-CCA sécuritaire. Le résultat suivant montre comment convertir un schéma IND
ID-CPA sécuritaire en un schéma IND-ID-CCA sécuritaire.
Théorème 4.4.2. (fujisaki et Okamoto /F099J, Théorème 1) Soit x un schéma de
chiffrement à clé publique IND-OPA sécuritaire et soit E?k(M; r) te chiffrement de
M en utilisant la chaîne de bits aléatoires r sous la clé publique pk. Alors le schéma
hybride r’ défini par
E(M) =< E(u; H(u, M)), G(u) M>
est IND-CCA sécuritaire. Où u est une chaîne aléatoire choisie à partir d’un domaine
approprié et G et H sont des fonctions de hachage.
Boneh et franklin appliquent cette transformation au schéma Basicldent afin d’ob
tenir le schéma fullldent suivant.
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Setup Comme dans le schéma Basicldent. En plus, on sélectionne deux fonctions
de hachage H3 : {O, 1} x {O, 1} —* et H4 : {O, 1} —* {O, 1}
L’espace des messages est M = {O, l}fl et l’espace des cryptogrammes est
C G x {O, l}n x {D, Les paramètres du système sont params =<
q,Gy,G2,e,n,P,Pb,Hl,H2,H3,H4 >. La clé maître ests E Z.
Extract : Comme dans le schéma Basicldent.
Encrypt Pour chiffrer un message M E M en utilisant la clé publiciue ID, l’algo
rithme fonctionne comme suit
1. Calculer QID = H1(ID) E G.
2. Choisir une chaîne aléatoire u {O, 1}.
3. Mettre T = H3(u, M). Le cryptogramme est donné par
C =< rP, u © H2(g), M H4(u) > OÙ 9i e(QID, PPb) E G.
Decrypt Soit C =< U, V W >e C le cryptogramme chiffré en utilisant la clé pu
blique ID. Pour déchiffrer C en utilisant la clé privée d1 G, l’algorithme
fonctionne comme suit
1. Calculer V H2(e(dID, U)) = u.
2. Calculer I1 Ht(u) = M.
3. Mettre r = H3(u, M). Vérifier si U = rP. Sinon, refuser le texte chiffré.
4. Produire M comme étant le déchiffrement de C.
Dans la phase de chiffrement, le message jVi est masqué par la valeur aléatoire u.
En outre, u est en ou exclusif bit-à-bit avec le masque H2(g) pour former V. Dans la
phase de déchiffrement, V est en ou exclusif avec H2(e(dJD, U)). Cela génère la valeur
de u, car la valeur du couplage gD = e(dID, U) est la même que celle du schéma
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Basicldent. Enfin le masque H4(u) peut être supprimé à partir de W = M 114(u)
pour reproduire le message M.
Nous remarquons que la première partie du cryptogramme <TP, u H2(gD) >
correspond au chiffrement Basicldent de u en utilisant la chaîne de bits aléatoires
r = H3(u, M). En outre, la dernière partie M C H4(u) est un chiffrement à masque
jettabte du message M avec les bits aléatoires H4(u). Dun autre coté, remplaçons
H3 et 114 par les deux fonctions de hachage H et G respectivement, nous constatons
que Fullldent est un schéma hybride à l’instar du schéma annoncé dans le théorème
(4.4.2).
La sécurité de Fullldent est considérée dans le modèle de l’oracle aléatoire, c’est-
à-dire, les fonctions de hachage H1, H2,H3, H4 sont perçues comme des oracles
aléatoires. Boneh et Franklin [BfO1] montrent que, sous l’hypothèse que le BDH
est un problème difficile. fullldent est un schéma basé sur l’identité sécuritaire contre
une attaque de type texte chiffré choisi (IND-ID-CCA). Précisément, si un adversaire
gagne le jeu IND-ID-CCA avec une probabilité non négligeable plus que la moitié.
alors on peut construire un algorithme qui est capable de résoudre le problème du
BDH avec une probabilité non négligeable. Ceci est étalé dans le prochain théorème.
Théorème 4.4.3. (Boneh et Franktin /BFO1J, théorème et .5) Supposons que
tes fonctions de hachage H1, H2, H3, PI4 sont des oractes atéatoires. Supposons qu’un
adversaire A gagne te jeu IND-ID-CCA dans te schéma futtldent avec une pro babitité
1/2 + e pour un e non négligeabte et A s’exécute, au ptus, en temps t. Supposons que
A effectue au ptus q > O requêtes d ‘extractzon de ctés privées et qj-2, qn, qH4 requêtes
aux fonctions de hachage 112, 113, H4 respectivement. Ators it existe un atgorithme B
capabte de résoudre te BDH avec une pro babitité au moins
1
_____
+1)(1-2/q)-1]
qH2(qH3+qH4) 1 + q + D
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Le temps d’exécution de B est au plus t + O((qji4 + qij3) n). Avec e 2.71 est la
base du logarithme naturel. n est ta taille de u et q est t’OTdre des groupes G1 et G2.
Après la présentation du système de chiffrement basé sur l’identité (IBE) proposé
par Boneh et Franklin [BfOl], nous abordons dans le prochain chapitre l’environne
ment Java 2 micro-edition (J2ME) et son utilisation pour l’implantation des applica
tions de la messagerie texte mobile SIVIS. Cela représente également l’outil que nous
utiliserons pour implanter le système de chiffrement fullldent.
Chapitre 5
la messagerie $MS dans J2ME
Java a pris pieds dans de nombreux domaines, particulièrement celui de l’informa
tique embarquée. Sa version J2ME (Java 2 IViicro Edition) consiste en la technologie,
APIs, les outils et les normes requis pour créer des applications destinées aux ap
pareils ayant des capacités limitées de stockage et traitement tels que les téléphones
mobiles et les assistants personnels. Il fournit ainsi une solution complète pour créer
des produits dynamiques et extensibles. Le présent chapitre a pour objectif d’expliquer
l’architecture de J2ME et le développement des applications sous cette plate-forme
pour les téléphones mobiles. Tout en ayant à l’esprit que l’objectif primordial de ce
projet a trait à la messagerie texte mobile (SMS), nous allons surtout mettre l’accent
sur les outils et APIs de J2ME qui traitent ce domaine. Pour de plus ample infor
mation sur ce sujet, on suggère [YuaO4], [TreO2] et les manuels de JCP’ [ProO3].
‘Java Community Process
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5.1 Modules de J2ME
J2ME fournit une gamme rie technologies de machines virtuelles optimisées pour
les dispositifs limités en termes de ressources. Pour ce genre de dispositifs, J21VIE
propose une configuration minimale (le la machine virtuelle Java (JVvI) et des APIs
appropriés. Pour chaque type d’appareil, ces configurations peuvent être étendues
avec de nouveaux APIs ou par des programmes utilisateurs J2ME (MIDiets). Ainsi,
l’architecture de J2IVIE est composé de plusieurs couches, comme le montre la figure
5.1
La machine virtuelle Java (JVM) Cette couche est une implémentation d’une
JVM adaptée pour un type d’appareil particulier.
La couche Configuration t Définit la plate-forme minimale pour une catégorie ho
rizontale d’appareils ayant des capacités de mémoires et traitements similaires. Elle
définit, entre autres, les dispositifs de la JVIVI et les classes et librairies minimales re
cluises par une même catégorie d’appareils. Par exemple, une configuration fournit les
APIs génériques Java d’entrée/sortie, réseau et de la sécurité d’une MIDlet [WhiOÏ].
La couche Profiles Représente la couche au-dessus de la couche de configuration.
Un profile définit les conditions spécifiques d’une certaine catégorie verticate de dis
positifs. Le but principal d’un profile est de définir une plate-forme standard de Java
pour une certaine famille de dispositifs et garantir l’interopérahilité entre eux. Ty
piquement, les profiles incluent les bibliothèques de classes spécifiques au sein d’une
même famille de dispositifs. Par exemple, la gestion des événements et les fonctiona
lités de l’interface utilisateur.
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5.1.1 Les Configurations CLDC
Rappelons que les configurations définissent les caractéristiques de base d’un en
vironnement d’exécution pour un certain nombre de machines possédant un ensemble
de caractéristiques et de ressources similaires. Ainsi, J2ME connaît actuellement cieux
configurations; CLDC (Connected Lirnitecl Device Configuration) et CDC (Connec
teci Device Configuration). La CLDC concerne les appareils possédant des ressources
faibles comme les téléphones cellulaires (moins de 512ko de RAM, faible vitesse de
processeur, connexion réseau limitée et intermittente [ProOO]) et une interface utili
sateur réduite. Elle est utilisée sur une machine virtuelle appelée KVM (Kilo Virtual
Machine). La CDC concerne les appareils possédant des ressources plus importantes
(au moins 2 méga octets de RAM, un processeur 32 bits,
...) comme les assistants
personnels. Elle s’utilise sur une machine virtuelle appelée CVM (Compact Virtual
Machine). Comme notre système de chiffrement vise les appareils téléphoniques mo
biles, nous nous limitons à étudier la configuration CLDC.
L’API de la CLDC se compose des packages suivants
java.io implémente les classes pour la gestion des entrées/sorties par flux.
java.lang : Les classes de base du langage Java (les types de données Integer,
...)
java.util Les classes utilitaires, notamment pour gérer les collections, la date et
l’heure.
javax.microedition.io : Les classes pour gérer des connections génériques.
La version actuelle de la CLDC ne permet pas la gestion des nombres flottants.
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5.1.2 Les Profils MIDP
Les profils se composent d’un ensemble d’API particulier à une famille d’appareils
ayant une certaine caractéristique commune. Ainsi, le profil MIDP (Mobile Infor
mation Device Profile), combiné avec la configuration CLDC, offre un environne
ment Tuntnne de Java pour les appareils mobiles tels que les téléphones mobiles. Les
spécifications du MIDP ont été définies à travers le programme de JCP2. L’objec
tif principal d’un MIDP est le développement d’applications sur des machines aux
ressources et interfaces limitées. L’API du MIDP comporte les packages suivants
javax.microedition.midlet définit le cycle de vie d’une application MIDP (une
rnidlet).
javax.microedition.lcdui : fournit les outils nécessaires pour le développement d’une
interface utilisateur.
javax.microedition.rms définit la persistance (le stockage permanent) de données.
5.2 Une application J2ME: une MIDiet
Les applications développées pour les appareils mobiles sont appelées des MID
lets. A l’instar des Applets, les MIDlets sont contrôlées par le programme qui les a
démarré. Dans le cas d’une Applet, ce programme est le navigateur ou encore l’outil
Appletviewer, et dans le cas d’une MIDlet, le programme en question est l’AMS (Ap
plication Management Software) qui est un environnement sur lequel une MIDIet est
démarrée, arrêtée et désinstallée.
2Java Community Process
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5.2.1 Cycle de vie d’une MIDlet
Une MIDiet passe par un cycle de vie bien défini qui consiste en trois phases en
pause, actif et détruit. Une fois créée, l’état d’une IVIIDiet est en pause, puis le système
(l’AIVIS) invoque la méthode startApp() qui change l’état en actif. Le retour à l’état
en pause se produit lors de l’invocation de la méthode pauseAppQ. finalement, à
tout moment, l’exécution de la méthode destroyApp() conduit la MIDiet à l’état
détruit. Le cycle de vie d’une MIDlet est montré sur la figure 5.2
5.2.2 L’interface utilisateur
La réalisation d’interfaces graphiques pour les téléphones cellulaires diffère large
ment de celle des ordinateurs. Ceci est dû principalement à la différence des dimen
sions des deux écrans et leurs résolutions. Ainsi, dans J2ME, l’ensemble des outils
graphiques se trouvent dans le package javax.microedition.tcdui. La classe Display est
startApp()
startApp() destroy App( boolean
FIG. 5.2
— Cycle de vie d’une MIDlet
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considérée comme étant la plus importante. Elle permet en fait de modifier le contenu
de l’interface. Pour obtenir une instance de cette classe, il est nécessaire d’employer
la méthode statique getDisplay(MIDIet midiet). Il est à noter qu’un seul objet de type
Disptayable peut être activé à la fois.
5.2.3 Bouncy Castie et JAVA
Les librairies de Bouncy Castle3 sont, entre autres, une implémentation en Java
des algorithmes cryptographiques, qui ressemble quelque peu au JCE (Java Cryp
tography Extension) de Sun. Ces librairies sont destinées à être utilisés (importées)
par des programmes Java (et J2ME). Comme J2ME est une plateforme minimale
ne disposant pas de tels algorithmes cryptographiques de base, l’apport de Bouncy
Castle est de très grande importance. Clairement, nous pouvons importer toute classe
de Bouncy Castle jugée utile pour une application (eg. la classe Biginteger). Ceci est
souvent accompagné de l’opération d’obfuscation qui élimine toutes les classes non
utilisées avant de générer le byte code. Bouncy Castle implémente, entre autres, les
fonctions de hachages usuelles (eg. MD5, SHA1) les chiffrement symétriques (eg. DES)
et quelques chiffrements a clé publique. Cependant, le chiffrement basé sur l’identité
n’y existe pas. On y trouve également une implémentation de base des courbes el
liptiques. Concernant notre projet, nous avons exploité l’implémentation des courbes
elliptiques, la classe Biglnteger pour générer de grands nombres premiers et la fonc
tion de hachage standard SHAÏ qui sont disponibles dans les packages de Bouncy
Castle.
3accessible au www.bouncycastle.org
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5.3 La messagerie SMS
$MS (Short Message Service) est un système qui permet d’envoyer et recevoir sur
un téléphone mobile OSIVI un message court d’environ 160 caractères. Actuellement,
sous certaines conditions, il est également possible d’envoyer des messages SMS à
partir d’un ordinateur.
Le réseau GSIVI est capable de sauvegarder les message SIVIS pour un acheminement
différé. Cela veut dire que si le téléphone mobile destinataire est éteint ou hors de la
zone de couverture, les messages qui lui sont destinés sont sauvegardés de telle sorte
qu’on peut les recevoir lors de la mise en marche de l’appareil.
Dans cette section, nous montrons les principales APIs de la messagerie sans-fil
(WMA)5, plus particulièrement celles qui sont en lien avec l’envoi et la réception
des messages SMS.
5.3.1 Les APIs de la messagerie sans-fil
Les WMA de J2IVIE spécifient un ensemble d’APIs standards permettant aux ap
plications J2IVIE s’exécutant sur des appareils téléphoniques sans-fil de communiquer
aux abonnés du réseau via le protocole de SMS.
La propriété importante de WMA est cependant le fait qu’il permet aux appareils
J2ME d’exécuter des applications serveurs basés sur le SMS. On pourrait utiliser un
serveur SMS pour traiter et répondre automatiquement aux messages SMS reçus par
une application J2ME. Enfin, contrairement aux serveurs HTTP qui sont basés sur
des adresses IP, les adresses des serveurs SMS sont identifiées par leurs numéros de
4lorsque un message SMS dépasse 160 caractères, il est possible de le diviser en plusieurs segments
avant de l’envoyer
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téléphone respectifs.
5.3.2 Les classes de WMA
On peut accéder aux services offerts par Les APIs de la messagerie sans-fil (WMA)
à travers les trois interfaces du package javax.wireless.messaging. Ces interfaces sont
expliquées dans le tableau 5.1
Interface Description
Cette interface représente un message.
Message Les interfaces TextMessage et BinaTyl’vlessage sont dérivées à
partir de Message
Cette interface représente une connect.ion réseau pour les
messages. Elle définit les méthodes fondamentales pour
envoyer et recevoir les messages. En l’occurrence, la méthode
MessageConnecfion MessageGonnection.newMessage() crée une instance
d’un nouveau message sortant, alors que
Message Connection. receive (] attrape, d’une manière
asynchrone, un message entrant.
Cette interface a une seule méthode : notifyIncomingMessage.
MessageListener Cette méthode est invoquée lorsqu’on détecte l’arrivée
d’un message entrant
TAn. 5.1 — Le package javax.viireless.messaging
La figure 5.3 montre le diagramme UML décrivant les relations entre les interfaces
du package j avax.wireless.messaging.
5.3.3 URLs et connections des messages
L ‘instanciation de la classe j avax.microedition .io. Connector crée MessageConnec
tion. La connection qu’on veut ouvrir est déterminée par l’URL passée à la méthode
Connector.openQ. WMA supporte les types de connections et d’URL suivants
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Connector ‘interface’
Message
+getddress()
+open() +setAddress()
+getTimestamp()
“interface” “interface”
TextMessage BinaryMessage
÷getPayloadText() +getPayloadData()
+setPayloadText() +setPayloadData()
‘J,
“interface”
MessageConnectïon newMessageQ
receive()
+getPayloadData() I
+setPayloadData()
“interface”
MessageListner
+notifyl ncomingMessage()
Fia. 5.3 — Interfaces WMA dans le package javax.wireless.messaging
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— L’URL sms ://+18005555555 spécifie une connection pour envoyer des messages
SIVIS au numéro de téléphone 1-800-555-5555.
L’URL sms ://18005555555 :1234 spécifie une connection pour envoyer des mes
sages $MS au port numéro 1234 sur le numéro de téléphone 1-800-555-5555.
— L’URL sms :// :1234 spécifie une connection de type serveur pour envoyer et
recevoir des messages sur le pour 1234. Lors de l’envoie, on spécifie également
le numéro de téléphone du destinataire.
Sans utilisation de port, un message reçu est intercepté par le système natif d’un
téléphone. Aucune connection serveur de WIVIA n’est capable d’attraper de tels mes
sages. Par contre, les paires de WIVIA échangent des messages SM$ à travers des ports
SIVIS privés pré-définis. Par exemple, lors de la réception d’un message SIvlS chiffré,
on a intérêt à le recevoir par une application qui soit capable de le déchiffrer sur un
port bien déterminé car le système natif est incapable de déchiffrer ces messages.
5.3.4 Envoi des messages SMS
On peut envoyer un message SMS à un numéro de téléphone mobile quelconque
à travers la connection MessageConnection construite à partir de l’adresse URL du
destinataire. Les codes des tableaux (5.2) et (5.3) montrent l’envoi des messages SIVIS.
String addr “sms ://+123456789 :1234”
1/ ou String addr = ‘sms ://+123456789”
MessageConnection conn (MessageConnection) Connector.open(adr)
TextMessage msg = (TextMessage) sconn .newMessage(
MessageConnection
. TEXTJ1ESSAGE)
msg. setPayloadText(”Bonjour SMS”)
conn.send(msg)
TAB. 5.2
— Envoi d’un message SMS
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String port = “sms :1/ :1234”
MessageConnection sconn = (MessageConnection) Connector.open(port)
TextMessage msg = (TextMessage) sconn.newMessage(
MessageConnection
. TEXT_MESSAGE)
msg.setAddress(”sms ://+123456789 :1234”)
msg. setPayloadText(”Bonjour SMS”)
conn.send(msg)
TAB. 5.3 — Envoi d’un message SM$ via une connection serveur
5.3.5 Reception des messages SMS
Dans une application J2ME, afin de recevoir des messages SMS, on a besoin
d’avoir une IViessageConnection serveur qui écoute l’arrivée des messages sur le port
spécifié. Pour ce faire, il existe deux manière synchrone et asynchrone. La méthode
synchrone appelle la méthode MessageConenction.receive() itérativement pour trai
ter un message au moment de son arrivée. La méthode asynchrone, qui est beau
coup plus pratique, est basée sur l’utilisation des événements fournis par WI\’IA. La
méthode notifylncomingMessage() de l’interface MessageListener est invoquée lors
qu’il y a détection d’une arrivée d’un message $IVIS.
5.3.6 Reception des messages via PUSH Registry
La méthode précédente de réception de messages SMS exige que l’application (la
IVIIDlet), qui traite l’arrivé des messages, soit déjà démarrée. Dans le cas contraire, le
message reçu, via un port spécifié, ne sera pas traité, ni par le système natif, ni par
l’application car celle-ci n’est même pas démarrée. De ce fait, à partir de la version
MIDP 2.0, on a un nouveau concept appelé PU$H Registry, qui permet à une MIDlet
d’être démarrée automatiquement sur un appareil téléphonique lorsqu’un message
$MS vient d’être reçu.
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5.4 Conclusion
L’édition J2ME de Java avait été créée pour des appareils ayant une capacité
de traitement et de stockage limitée, une connection en réseau (souvent sans fil), et
d’une interface utilisateur graphique. Elle est unanimement adoptée sur la plupart des
appareils téléphoniques mobiles, malgré leur diversité. En particulier, J2ME, combinée
avec la configuration CLDC et le profil MIDP, fournit des APIs de la messagerie
sans-fil (WMA) qui nous offrent la possibilité de développer notre propre lVIIDlet,
appelée TateSM$, d’échange de messages SMS entre deux téléphones mobiles. Le
prochain chapitre propose des mécanismes cryptographiques à apporter à TateSMS
afin d’assurer la sécurité de ces messages.
Chapitre 6
Implémentation du système de
chiffrement basé sur l’identité
L’objectif de ce chapitre est de décrire les algorithmes essentiels qui permettent
de concrétiser le système de chiffrement Fullldent évoqué dans le chapitre 4. Les algo
rithmes sont présentés succinctement dans l’ordre prévu t Setup, Extract, Encrypt et
Decrypt. Nous y trouverons, en particulier, l’algorithme de construction de la fonction
de hachage H1, qui transforme une identité (une chaîne de caractères) en un élément
du groupe G1, et l’algorithme décrivant le calcul du couplage de Tate qui associe aux
points P, Q e G1 un élément a e Fr2. Nous terminons ce chapitre par la présentation
du diagramme de classes Java.
6.1 Algorithme $etup
L’algorithme $etup accepte en entrée un paramètre k, qui représente la taille en
nombre de bits des groupes G1, G2, et génère les paramètres (publiques) du système
params =< q,Gi,G2,,n,P,P1,H1,H2,H3,H4 > et la clé maître s qui demeure
secrète. Cet algorithme est exécuté par le générateur de clés privées (PKG). Dans ce
qui suit, nous allons détailler la manière dont chacun de ces paramètres est créé
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— q : Un nombre premier de k bits représentant l’ordre des groupes G1,G2.
— G1 : Le sous-groupe de q-torsion du groupe de la courbe elliptique supersin
gulière E10/F, où p 3 rnod 4 est un nombre premier qui satisfait q I (i-2 — 1)
et. q
-
(p — 1). Pour alléger l’écriture, E désignera la courbe E1,0.
G2 : Le sous-groupe de F2 d’ordre q.
E: G x G — G2 est le couplage rie Tate réduit. expliqué clans le chapitre 3.
Ce couplage est implémenté dans l’algorithme 8 (section 6.3.2).
n : La taille du message en clair, en nombre de bits.
P : Est un point de la courbe E/F de q-torsion (e G) généré aléatoirement.
Son algorithme rie génération est expliqué dans la section 6.1.6.
Ppub : Est également un point du groupe G lié au point P par la relation
Ppub = sP, où s est la clé maître.
— H1, H2, H3, H4 : Des fonctions de hachage du modèle rie l’oracle aléatoire. Leurs
algorithmes respectifs sont décrits dans les sous-sections suivantes. En plus,
nous avons implémenté une fonction de hachage, nommée H, sur la base de la
fonction rie hachage standard SHA1, qui accepte en entrée une valeur de taille
variable et retourne une valeur hachée de taille n.
6.1.1 La fonction de hachage H
Cette fonction de hachage est construite pour répondre aux exigences des deux
fonctions de hachage H2 et FI4 devant retourner des valeurs hachées de n bits (la taille
du message source). Nous avons ainsi décidé de construire H à partir de la fonction
de hachage standard SHA1 qui retourne une valeur hachée de 160 bits sur l’entrée
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d’une chaîne de taille quelconque [DouO3].
Etant donnée L une chaîne quelconque à hacher, le principe de la construction de H
est le suivant
Soit n = 160i + j avec j > O et j <j.
iviettre L,, “I2’IL et
H(L) SHAl(L)II$HAl(Lo)HSHA1(Li)l...SHAltL_i) bits
La construction de la fonction H est décrit dans l’algorithme 2. Ainsi, H est bel et
bien à sens unique, efficacement calculable et retourne une valeur aléatoire mais pas
plus sécuritaire de la fonction SHA1 elle-même.
Algorithme 2 Fonction de hachage H
Entrées: un entier n O et une chaîne à hacher L
Sorties: une valeur hachée de n bits : {0, 1}’
Si n> 160 Alors
//n= 160i+j
H(L) := SHA1(L)l$HA1(”0” IL)IISHA1Ç’ 1” HL)H...$HA1(”i — 1” L) bits
Sinon
H(L) $HA1(L) bits
Fin Si
retourner H(L)
6.1.2 La fonction de hachage H1
Rappelons que la fonction de hachage H1 transforme une identité ID e {0, 1}* en
un point Qin e G d’ordre q. Afin de construire cette fonction, nous utilisons une idée
de Boneh et franklin [Bf01] qui consiste à construire une fonction de hachage H11
{ 0, 1} — et une fonction de codage H12 : 1F —* G. La fonction de hachage H11
est construite à partir de SHA1 et transforme une chaîne de caractères quelconque
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en une empreinte digitale de 160 bits. Celle-ci est ensuite convertie en un élément de
x0 e IF. La fonction de codage H12 recherche un point Qo = ro,yo) e E/F qui
satisfait l’équation y = x + x0. Pour déterminer ce point, on calcule tout d’abord
y et on tente de trouver une racine carrée Yo de y dans 1F. Cette racine existe si et
seulement si y est un résidu quadratique. Pour le test de résiduosité de y, on utilise
le symbole de Legencire (2) y1. Ainsi, y possède des racines si et seulement si le
symbole de Legendre égal à 1. Dans le cas contraire, les racines sont inexistantes et
on procède par incrémentation (le r jusqu’à ce que ce point soit trouvé.
Pour déterminer QID d’ordre q à partir de Qo, on multiplie ce dernier par
Si Qrn = O, zo est attribué la valeur de l’incrément et tout l’algorithme est à re
commencer jusqu’à ce que QID soit différent du point O. L’algorithme 3 montre le
fonctionnement de la fonction de hachage H1.
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Cette fonction transforme un élément de G, qui est un élément de F2 d’ordre q
en une chaîne de n bits. Rappelons qu’un élément de F2 est écrit sous la forme a + bi
où a, b e F et i2 = —1. Cette fonction procède comme suit : les chaînes binaires des
deux composantes a, b sont concaténées puis hachées par le biais de la fonction de
hachage H pour générer une valeur hachée de n bits.
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Celle-ci accepte en entrée deux chaînes de n bits chacune, et produit un élément
de Z. L’algorithme 4 montre son fonctionnement.
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Algorithme 3 fonction de hachage H1
Entrées: les points ID e {O, 1}
Sorties: QJD e G
x0 := (F)SHA1(ID)
j :r 1; more : true
Repeter
Tant que (more) Faire
more
= faise
y := x + X0
Si (z?) = 1 Alors
Yo SQRT(y)
Sinon
X0 := X0 + 1
more : trzte
Fin Si
Fin Tant que
Qo (xo,yo)
1ID
Si QiD = O Alors
X0 := j
Fin Si
i:=i+1
Jusqu’a QID O
retourner QID
Algorithme 4 Fonction de hachage H3
______ _____________ _____
Entrées: o, M e {O, 1}’
Sorties: r e
res’uit := H(uUM)
r := (int)resutt mod p
retourner r
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6.1.5 La fonction de hachage H4
Cette fonction transforme une chaîne de n bits en une chaîne aléatoire de même
taille en nombre de bits; H4 : {O, 1} — {O, 1}ni. Elle est construite à partir de la
fonction de hachage H.
6.1.6 Génération d’un point aléatoire de q-torsion
Le couplage de Tate utilisé dans le système de chiffrement IBE (voir le chapitre
3) requiert, en plus du point QID généré à partir d’une identité ID, un autre point
F E G généré aléatoirement. Ce point génère le groupe G1. En effet, son algorithme
de génération diffère de celui de la fonction H1 par le fait que x0 est attribué une
valeur initiale aléatoire au lieu d’une valeur hachée de l’identité ID.
6.1.7 Extraction d’une racine carrée dans IP
L’extraction des racines carrées dans F est une opération nécessaire durant les
deux algorithmes Setnp et Extract du système fullldent. Pour extraire une racine
carrée d’un élément a E iF’, on regarde tout d’abord si celui-ci est un résidu qua
dratique en examinant son symbole de Legendre. Si c’est le cas, les deux racines
carrees sont (r, —r) avec r = a 4 mod p lorsque p 3 mod 4. Pour plus de details
voir [‘IvOV97].
6.1.8 Opérations arithmétiques sur
Nous avons évoqué dans le premier chapitre les opérations arithmétiques effectuées
sur les courbes elliptiques, soient l’addition et la multiplication par un scalaire. Dans
l’implantation de notre système de chiffrement, ces opérations sont effectuées durant
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les phases de génération des paramètres et d’extraction de clés privées (les algorithmes
$etup et Extract) et aussi lors du calcul du couplage de Tate (Encrypt et Decrypt).
L’algorithme 5 décrit, la multiplication d’un point. P E10/F par un élément ni F73
en faisant usage de la méthode doubler et additionner. Cet algorithme s’exécute en
temps O(tog(rn)) Rappelons que la multiplication par un scalaire clans le groupe
G C E1,0/F7. est une loi interne, et tout élément P G est un générateur de
celui-ci.
Algorithme 5 Multiplication par un scalaire dans E1,0/F
Entrées: P e E10/F et in e 1F
Sorties: Q = [rn]P
// soit m rnj e {0, 1} , = 1
Q:=P
Pour i:n—1 —*0 Faire
Q:=Q+Q
Si m = 1 Alors
Q:=Q+P
Fin Si
Fin Pour
retourner Q
6.2 Algorithme Extract Génération d’une clé privée
Cet algorithme est exécuté, lui aussi, par le générateur de clés privées (PKG) sur
réception d’une identité ID. Le PKG procède comme suit
— Calcule QID H1(ID).
— Génère la clé privée dJD = sQjn, où s est la clé maître.
Dans le cas de la délégation des clés privées, déjà expliquée dans le chapitre 4,
cette étape est sautée car la clé privée dJD est disponible chez l’usager ayant l’identité
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ID et qui demeure valide pendant une durée bien déterminée; disons, le jour, le mois
ou l’année en cours. Cette façon de procéder se prête bien pour l’implantation du
système de chiffrement sur la messagerie cellulaire SMS, vu la difficulté d’extraction
instantanée des clés privées au moment de la réception d’un message SMS crypté.
Dans le cas où la délégation des clés privées est effectuée pendant le mois courant,
l’algorithme Extract est décrit ci-après.
Algorithme 6 Algorithme Extract
Entrées: une identité ID
Sorties: la clé privée correspondante à ID :
QID Hi(IDI7noisCourantQ)
dID := [s]QID
retourner dID
6.3 Algorithme de chiffrement Encrypi
Nous disposons dès à présent de tous les éléments qui nous permettent d’implanter
l’algorithme de chiffrement Encrypt. Reprenons les étapes de l’algorithmes de chiffre
ment fuflldent, telles quelles sont présentées dans le chapitre 4
Pour chiffrer un message M M en utilisant la clé publique ID et les paramètres
(publiques) du système para’ms < q,Gl,G2,,n,P,Pb,Hl,H2,H3,H4 >, l’algo
rithme fonctionne comme suit
1. Calculer Qrn = H1(ID) E G.
2. Choisir un nombre aléatoire u e {O, 1}’.
3. Mettre r = H3(u,M). Le cryptogramme est donné par
C =< rP, H2(gD), M 114(u) > OÙ 91D = (Qrn, Pb) E G.
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L’algorithme Encrypt est présenté clans l’algorithme Z
Algorithme 7 Algorjthme Encrypt
Entrées: M M, ID E {O, 1}*, avec MI
params < q, G1, G2, , n, P, Ppb, H1, H2, H3, H4 >
Sorties: C < U, V, W >e C, avec , U E G, V, W E {O, 1}
QID := Hi(IDIIlnoisCouTantQ)
U randorn_strng(n)
r H3(u. M)
gID : fastTate(F)Ub, q5(Q’n))
U triP
V j
W M
retourner C =< U, V, W>
6.3.1 Opérations sur l’extension de corps I’p2
Nous avons évoclué dans le chapitre 2 qu’un élément du corps F2 est représenté
sous la forme a + ib où a, b E iF et j2 = —1. De ce fait, les opérations arithmétiques
effectuées dans ce corps ressemblent à celles du corps des nombres complexes. Plus
particulièrement, soit x,y E fr2, avec z = a + ib et y = u’ + ib’. D’où, x + y =
ta + a’) + i(b + b’), z.y = (a.a’ — b.b’) + i(a.b’ + b.a’) et x’ est calculée successivement
en 10g tn) opérations à l’aide de l’algorithme square anti muttiply.
6.3.2 Calcul du couplage de Tate
Nous avons vu, au cours du chapitre 3, que le couplage de Tate de P, Q E G1
est obtenu en une seule invocation de l’algorithme de IViiller. Précisément, Q) =
tP, (Q)). Le point P est généré aléatoirement, Q est dérivé à partir d’une iden
tité ID connue publiquement, soit Q = QJD = H1(ID). L’algorithme de Miller
permet, sur l’entrée de P et tQ), de générer un élément a E G C Fr2, où est
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l’application de distorsion : E/]F —* E/F2,b(x,y) = (—x,iy). L’élévation à la
puissance zi pourrait être simplifiée en tenant compte d’une idée vue dans la section
4.4.4 du chapitre 4.
La principale différence entre l’algorithme de Miller présenté clans le chapitre 4 et
celui clans l’algorithme 8 réside dans le fait que ce dernier ne prend pas en compte les
dénominateurs qui sont des facteurs non pertinents’ pour le résultat final.
Algorithme 8 Algorithme de calcul du couplage de Tate : FastTate
Entrées: P e E(F)[q], Q E E(F)[q] et un entier q Z’— b2t
Sorties: t(P, Q) fp(Q) E F2
f:=1; f,:=1
Z:=Q
Pour i:n—1 —O Faire
Si b = 1 Alors
f :=D(f,fi,Z,P,Q)
Z := Z+P
Fin Si
Si i > O Alors
f := D(f,f,Z, Z, Q)
Z := [2]Z
Fin Si
Fin Pour
J:=J
retourner f
L’algorithme D(V1, 172, P1, P2, Q) est une représentation de la fonction f: fa+b(Q) =
fa(Q) f(Q) gap,bp(Q)/g(a÷b)P(Q) du lemme 3.1.1 clans le chapitre 3. Il retourne
V1 V2 tigne(Pi, P2). L’algorithme ligne, décrit dans l’algorithme 9, évalue l’équation
de la ligne qui passe à travers les deux points P,, P2 sur le point Q.
Pour obtenir la valeur du couplage, qui est un élément essentiel dans l’algorithme
‘La non-pertinence des dénominateurs ( lF7) vient du fait que leurs valeurs respectives seront
égales à 1 après l’élévation à la puissance Rl
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Algorithme 9 Evaluation de la ligne ligne
Entrées: P1,P2 e E(F),Q e E(F2),V1,V2 e lF2
Sorties: tigne(Py, P2) e F2 évaluation de la ligne à travers Pi(xi, y) et P2(x2, Y2)
sur le point Q(xQ, yQ)
t:=1
Si P1 = O Alors
retourner t
Sinon Si P1 P2 Alors
stope 1LEi
X2X1
t yQ
—
y — siope(xQ
—
Sinon
/ / la tangente au point P1
/ / a 1 TOUT E1,0
3X2+a
si ope :=
t JQ
— Yi — stope(XQ — x1)
Fin Si
retourner t
de chiffrement, la valeur f, retournée par l’algorithme de Miller, est élevée à la puis
sance P_z!
q
6.4 Algorithme de déchiffrement : Decrypt
L’algorithme Decrypt effectue l’opération inverse de l’algorithme Encrypt, sauf
que cette fois-ci, on aura besoin de l’intervention de l’autorité de génération des
clés privées (PKG). Decrypt accepte en entrée un cryptogramme G =< U, V W >,
généré à l’aide de l’algorithme Encrypt en utilisant l’identité ID, et la clé privée dID
correspondant à cette identité 2 et, après vérification rIe Fintegrité du texte chiffré,
produit le texte clair M correspondant au cryptogramme C. En voici les étapes de
l’algorithme Decrypt
1. Calculer V H2(t(dID, U)) = u.
2d1 = s QID, où s est la clé maître connue seulement par le (PKG)
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2. Calculer W fIt(u) =
3. Mettre r = H3(, M). Vérifier si U = rP. Sinon, refuser le texte chiffré.
4. Produire M comme étant le déchiffrement de C.
Algorithme 10 Algorithme Decrypt
Entrées: C =< U V, W >E C, dJD
pararns=<q.Gy,G2,Î,7l., F,Pb,Hl,H2,H3.Ht >
Sorties: le texte clair M, ou erreur cf intégrité
u := V H2(t(dID, U))
M W 114(u)
r H3(u, M)
Si U [rJP Alors
Erreur d ‘integrité
Fin Si
retourner M
6.5 Diagramme de classes
La concrétisation des algorithmes précédents conduit à l’élaboration des princi
pales classes Java suivantes
TateSMS : est la principale classe du projet avec comme attributs port le port par
lequel transitent les messages SIVIS entrant et sortant, Message : le message à
envoyer, k t la taille, en nombre de bits, des groupes G1, G2 à créer. Parmi ses
méthodes, on trouve SendMessage(String Num_Tel, String message) chargée d’en
voyer le chiffrement du message désigné au numéro de téléphone NumTeI. Pour
cela, elle fait appel à la méthode de chiffrement Encrypt(SParams params, String
TexteClair, ECCPoint Qid) qui implémente l’algorithme 7 et retourne le crypto
gramme associé au TexteClair. Par ailleurs, la méthode notifylncomingMessage()
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implémente un écouteur (tistener) de messages (chiffrés) reçus sur le port port
et déclenche, à cet effet, un événement qui instancie la classe ReceiveMessageQ.
ReceivelVlessage : Cette classe fait appel à la méthode Decrypt(SParams params,
String CipherText, ECCPoint du), où cljj est la clé privée associée à l’identité ID
clui représente le numéro de téléphone du destinataire.
SParams implémente l’algorithme Set’up. Elle prend en entrée l’attribut k et pro
duit tous les paramètres du système params =< q, G1, G2, , n, P, P5, H1, H2, II3 H4 >
évoqués précédemment. Rappelons que cet algorithme est exécuté par l’autorité
de génération des clés privées.
FastTate implémente l’algorithme de calcul du couplage de Tate réduit (voir l’algo
rithme 8). Celle-ci est instanciée deux fois; au moment du chiffrement
FastTate t = new FastTate(q, Ppub, Qd, courbe)
et lors du cléchiffrement
FastTate t = new FastTate(q, dID, U, courbe)
D’autres classes sont utilisées, comme ECCurve(p, a, b) et ECCPoint(ECCurve courbe,
P, P0) qui implémentent les courbes elliptiques et les opérations arithmétiques as
sociées. Celles-ci sont inspirées, en partie, de celles fournies par l’organisation Boun
cyCastie .
3p est la caratéristique du corps , o., b les coeffecients de la courbe elliptique Eb
4www.bouncycastle.org
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FIG. 6.1 — Le diagramme de classes
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6.6 Exemple d’exécution et de fonctionnement
Pour montrer un exemple d’utilisation du système de chiffrement implanté, sup
posons que Alice et Bob décident, cette fois-ci, d’échanger des messages SM$ confi
dentiels sur leurs téléphones mobiles. Ils décident ainsi d’utiliser le système fullldent
installé clans leurs cellulaires sous forme d’une application (MIDIet) appelée TateSMS.
Leur admiration pour ce système provient du fait qu’on n’exige aucun mot de passe,
ni pendant le chiffrement, ni à la réception d’un message chiffré.
IViontrons le déroulement des quatre algorithmes fondamentaux du système de chif
frement, soient Setup, Extract, Encrypt et Decrypt.
L’algorithme Setup : Cet algorithme est exécuté par le générateur de clés privées
(PKG), sur l’entrée d’un paramètre k, égal à 97 clans cet exemple. On génère
ainsi les paramètres publiques du système params =< q, G1, G2, t, n, P, Ppb, H1,
II2. H3. H4 > comme montré dans la section (6.1). Notamment, q est un nombre
premier de k bits représentant l’ordre des groupes G1 et G2, est le couplage
de Tate réduit. Cet algorithme génère également la clé maître s E Z gardée
secrètement par le PKG.
L’algorithme Extract : Le PKG procède à la génération de la clé privée de Bob
dID pour que ce dernier puisse déchiffrer les messages SMS reçus. Cette clé est
dérivée à partir de l’identité (le numéro de téléphone) de Bob et de la clé maître
s. En adoptant la notion de délégation des clés privées {BFO1], dID serait valide
uniquement pendant une période bien déterminée, par exemple le mois en cours
(eg. 1204). Le PKG effectue donc les opérations suivantes
- Calcule Qrn = H1(IDII”1204”)
- Génère la clé privée dID = 5QID
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Les paramètres publiques pararns et la clé privée associée à l’identité de Bob
feront désormais partie de la MIDiet Tate$MS déployée sur le téléphone mobile
de Bob.
L’algorithme Encrypt : Lorsque Alice décide d’envoyer un message chiffré à Bob,
tout ce qu’elle a besoin d’introduire est le numéro de téléphone (ID) de Bob et
le message SM$ source M, de taille n bits, à lui envoyer. Pour générer le cryp
togramme, le système ayant les paramètres publiques params, procède comme
suit
- Calculer QID Hy(IDmoisConrantQ)
- Générer une chaîne aléatoire u E {0, lin
- Mettre r = H3(u, M) E
- Envoyer le cryptogramme C à Bob sous forme d’un message $MS, où C =<
rP, u H2(gD), M e i4(u)> avec 91D (QJD, Ppnb) E G;
La fonction moisCourant() retourne le mois en cours sous la forme “IVIMAA”
(eg. “1204”).
L’algorithme Decrypt : En utilisant les paramètres publiques params et la clé privée
dJD (valide) de Bob, le système serait capable d’effectuer l’opération de déchiffrement
du cryptogramme reçu. Pour générer le message SMS source, le système procède
comme indiqué dans l’algorithme 10 de ce chapitre.
Nous présentons dans l’annexe A les instructions Java à exécuter et les résultats
obtenus pour chaque algorithme cité plus haut.
La figure 6.2 montre l’exécution de la MIDiet TateSM$ sur un émulateur de cellulaire
de J2ME Wiretess TooÏkit.
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Envoi d’un message SMS chiffré en utilisant TateSMS
TateSMS: Send Secure SMS TateSMS Report
number Ericryption ucceïuI uino 5E
÷15 149 632045 Overat message sise n 50 and
message — s uses lsegments
est un messaqaSM
____Z
Znd
-
Réception d’un message SMS chiffré en utilisant TateSMS
TateSMS:ReceiuedSMS TateSMS Report
eceved message trom Decoded messacie: Ceci est un
sms:ll+l 5149632046; 6535
message SMS [
3ck Decode Back —
FIG. 6.2
— Fonctionnement de TateSMS
Chapitre f
Analyse de performances
Pour une MIDIet, les deux préoccupations majeures sont son délai d’exécution et
sa taille en kilo octet. Si la taille maximale d’une IVIIDiet est spécifiée au sein de la
configuration CLDC, le délai d’exécution doit rester plutôt raisonnable surtout pour
une application interactive.
Les performances de notre système se focalisent sur les facteurs suivants
- La vitesse d’exécution, qui est étroitement liée au choix des deux paramètres q et p.
- La sécurité du système, qui lui aussi dépend des tailles rIes deux nombres premiers
q etp.
- Le nombre de caractères pouvant être envoyés/reçus au sein d’un message SMS.
Nous étudions les différents scénarios qui permettent de maximiser le nombre de
caractères dans un message SMS tout en assurant une sécurité acceptable pour celui
ci. Les tests effectués sont relatifs à un émulateur de cellulaire Nokia 6230 et peuvent,
à cet effet, changer sur un autre modèle d’appareil téléphonique mobile.
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7.1 Structure du cryptogramme
Le cryptogramme généré par le système Fullldent, à partir d’un message source
AI de taille n caractères, est un triplet C =< U, V, W > où U e G1 et V 117 sont
ries chaînes de n caractères chacune. En outre, la trame envoyée (le cryptogramme)
est accompagnée du nombre entier n. On réserve cieux octets pour représenter ri afin
de pouvoir envoyer, quand cela est possible, un cryptogramme dont le nombre de
caractères dépasse 256. La structure d’un cryptogramme à envoyer sous la forme d’un
message SMS est décrit sur la figure suivante
zJz÷L
2 octets Iog(xU)/8 + Iog(yU)/8 n octets n octets
octets
Fic. 7.1
— La structure d’un cryptogramme
Sachant que le nombre maximal de caractères pouvant être envoyés au sein d’un
message SMS est souvent limité, disons à L caractères, nous pouvons en déduire la
relation suivante
2 + 2n +
b09(xu) + tog(yu)
<L
Avec xu, Yu e F, on a tog(xu) + tog(yu) 2tog(p), d’où 2 + 2n < L —
Afin de garantir l’envoi de n caractères sans éventuelle perte de données, nous avons:
4L—tog(p)—8
7117tmax 8
.
. )
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Par exemple, pour un premier p de 256 bits et L = 160 caractères, nous avons
= 47 caractères.
Par conséquent, la taille de p, en nombre de bits, est un choix déterminant pour le
nombre maximal de caractères pouvant être envoyés dans un message SMS.
7.2 Compressiou du cryptogramme
Par souci d’optimisation, nous proposons une méthode clui permet de réduire la
taille du cryptogramme, étant donnée la contrainte liée à la taille maximale d’un
message SMS. Pour cela, nous optons pour la compression du point U (xU, Yu)
à l’envoi du cryptogramme et sa décompression à la réception. Cette compression
consiste à envoyer seulement la composante xu de U, en y ajoutant une information
supplémentaire B, représentée sur un octet, permettant de déterminer la composante
Yu tel que y 4j+xu lors de l’opération rie décompression. Pour cela, on sauvegarde
clans B le bit le moins significatif de yu La structure du cryptogramme compressé
est montrée sur la figure 7.2
LU
2 octets og(xU)/8 + 1 n octets n octets
octets
FIG. 7.2
— La structure d’un cryptogramme compressé
Ainsi, nous obtenons une nouvelle formule reliant le nombre maximal de caractères
clans un message SMS à la taille, en nombre de bits, du nombre premier p. Soit
2+ toq(xu) +1+ 2n = L
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ou
— 8L — log(xu) — 24
Par conséquent, le nombre maximal de caractères pouvant être envoyés dans un mes
sage SIVIS sans risque de perte de données est
8L — tog(p) — 24
rnax
= 16 (7.2.1)
Par exemple, pour L = 160 caractères, et p de taille 256 bits, nous avons umax 62
caractères.
7.3 Analyse de la sécurité du système
La sécurité du système de chiffrement proposé repose sur la difficulté du problème
de Diffie-Heilman Bilinéaine (BDH)’ présenté dans le chapitre 4. En effet, aucune
solution n’est actuellement connue à ce problème, apart sa réduction en un problème
de logarithme discret traditionnel. Rappelons que le BDH est exprimé comme suit
Étant donnés P, aP, bP, cF e G1 avec a, b, c E Z, et un couplage bilinéaire t non
dégénéré, il est difficile de calculer t(P, P).
Dans le cas du système proposé, nous disposons des paramètres publiques suivants
P, Ppub, U, QID e G1, avec2 P un générateur dans G1. Respectivement, ces paramètres
peuvent être exprimés par P, sP, rP, xP, avec s, r, x E Z des paramètres inconnus.
Le problème du BDH recherche à calculer t(P, P)8T3 = t(dID, U) = t(QJD, Pb)T =
gD•
‘Bilinear Diffie-Heliman
2U fait partie du cryptogramme, et QID = Hi(ID) est publique car H, et ID sont publiques
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Notamment, cette valeur nous permet de déchiffrer un cryptogramme sans même
connaître la valeur de la clé privée dID.
Étant donnée l’hypothèse de difficulté du DBH, nous explorons une autre piste liée à
un problème traditionnel; il s’agit du logarithme discret.
7.3.1 Logarithme discret dans le groupe G1
Étant donnés les deux paramètres publiques P et Ppub = sP, où s est la clé
maître secrète, appartenant au groupe G1. Une attaque contre le logarithme discret
sur les courbes elliptiques (ECDLP3) vise à déterminer s E Z à partir de P et sP.
Cependant, la force cryptographique du chiffrement basé sur les courbes elliptiques
découle de la difficulté pour une cryptanalyse de déterminer le secret s. En effet, le
meilleur algorithme pour résoudre ce problème est Rho de Pollard qui s’exécute en
un temps exponentiel de l’ordre de (Vi) et nécessite très peu d’espace mémoire
{MvOV97] [LVO1]. Par ailleurs, Certicom4 montre clans [Cer] le nombre d’opérations
nécessaires et le délai global pour pouvoir calculer le logarithme discret dans un groupe
de points d’une courbe elliptique. Par exemple, le calcul du logarithme discret sur une
courbe elliptique d’ordre premier q de 131 bits demande 3, 5 x iO’ opérations dans
le groupe. Soit environ 8, 55 x 1O jours de calcul sur un ordinateur Pentium IV 2,66
GHZ.
Le tableau 7.1 montre l’estimation de la durée à consommer pour pouvoir calculer le
logarithme discret dans un groupe de points d’une courbe elliptique d’ordre q variable.
3ECDLP t Elliptic Curve Discrete Logarithrn Problem
1www. cert icom. com
7. Analyse de performances 100
log(q) Nombre d’opérations Nombre d’itération/sec. Nombre de Jours
dans le groupe de calcul
89 1,8 x 1013 1276800 163
97 3, 14 x io’ 1276800 2719
109 2, 1 x 1016 718200 338423
131 3, 5 x 474012 8, 55 x 106
163 2,4 x 1024 319200 8,7 x
TAu. 7.1 — Estimation du temps de calcul du ECDLP en utilisant la méthode Rho
de Pollard sur un Pentium IV 2,66 GHz
Lorsque la courbe elliptique est supersingulière, le problème de logarithme discret.
dans le groupe G1 est beaucoup moins facile à calculer. Ceci est dû à la réduction
de MOV, en utilisant le couplage de Weil, ou fR en utilisant le couplage de Tate
(voir chapite 4). À l’aide de cette réduction, le problème du logarithme discret dans
le groupe G1 est ramené au même problème dans le groupe G2.
7.3.2 Logarithme discret dans le groupe G2
Le calcul du logarithme discret dans le groupe G2 C F2 est beaucoup moins facile.
La raison en est qu’il existe, dans ce groupe, des algorithmes qui permettent de calculer
efficacement ce problème en un temps sous-exponentiel. Parmi ces algorithmes, on
cite Index Calculus Method (1CM) et Number Field Sieve (NFS) avec un temps
d’exécution de l’ordre de L2[, ] [MvOV97], [OdlOO].
Soit N1 Flog2 q et N2 = rlog2p21.
Pour que les deux groupes G1 et G2 aient des sécurités similaires, [1GN99] propose
G
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une dérivation de N1 à partir de N2
N1 4.91N3(ln(N2 in 2))2/3 (7.3.1)
Par conséquent, La sécurité du système de chiffrement basé sur l’identité dépend à la
fois de N1 et N2 suivant la relation 7.3.1. Par exemple, Les tailles des clés q de 109,
131 et 163 bits dans le groupe G1 doivent correspondre à des valeurs de p de 140, 271
et 444 bits respectivement dans G2. Autrement dit, des tailles de l’ordre de 280, 245
et $8$ bits, étant donnée que la taille (lu groupe G2 C lF2 égale à 2p.
7.4 Impact de q sur l’efficacité du système
Un regard sur l’algorithme de calcul du couplage de Tate nous permet de déterminer
qu’il y a une corrélation certaine entre la taille et la nature du nombre q et les délais
de chiffrement/déchiffrement. Rappelons que q est l’ordre des groupes G1 et G2. En
effet, nous remarquons qu’il y a moins d’opérations lorsque le nombre d’éléments bi
naires dans q est minimal et vice-versa. Barreto et al. [BLSO3Ï proposent l’utilisation
des nombres premiers pseudo-Mersenne, appelés aussi de type Solinas [So199]. Ces
nombres premiers sont de la forme 2 ± 2’ ± 1 avec x > y > 0. Le tableau 7.2 montre
l’amélioration du délai de chiffrement pour un q de taille 9$ bits de type Solinas, et un
autre q aléatoire de même taille. Dans les deux cas, p est un nombre premier aléatoire
de taille 140 bits.
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kil = 98bits Délai de chiffrement en ms
aléatoire 6064
2 + 216 + 1 4895
TAn. 7.2
— Influence des nombres q $olinas sur le délai de chiffrement
7.5 Sauvegarde de la valeur du couplage
Une autre idée pour améliorer davantage les délais de chiffrement consiste à sauve
garder la valeur du couplage associée à une identité ID donnée5. En effet, nous savons
que, sous les mêmes paramètres du système params, une identité ID détermine de
façon unique la valeur intermédiaire du couplage associé. Plus précisément, la valeur
YJD ttPpub, QID) peut être sauvegardée clans la mémoire du cellulaire aussi bien que
l’identité ID elle-même. Cette dernière jouera le rôle de la clé de recherche.
En faisant ainsi, lors d’un prochain chiffrement avec la même identité ID, la valeur 9JD
est tout simplenient restaurée de la mémoire au lieu d’être recalculée. Ceci épargne
une bonne partie du temps de chiffrement consommé pendant cette opération.
Le tableau 7.3 montre le gain en délai de chiffrement obtenu après implantation de
cette méthode.
Avec q un nombre premier de type Solinas, et p = 3 mod 4 lui aussi un nombre pre
mier tel que q p2 — 1 et q { p — 1. En plus, q et p sont choisis de telle sorte que les
deux groupes G1 et G2 aient des sécurités équivalentes selon la relation 7.3.1.
Intuitivement, cette méthode est pratique lorsque le nombre d’identités manipulées
est raisonnable.
5Ici ID représente un numéro de téléphone
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JW délai de chiffrement avant délai de chiffrement après
sauvegarde de 91D en ms sauvegarde de gID en ms
89 116 3775 2519
98 ï 4895 327$
109 180 7510 5061
ïT f 18643 11480
160 426 49737 30921
TAB. 7.3 — Impact de la sauvegarde de 91D sur le délai de chiffrement
Quant à la réception, la valeur cia couplage à calculer est t(U, dID) = t(rP, dJD) =
g qui dépend, en plus de l’identité ID, d’une valeur r choisie aléatoirement
à l’envoi. Cependant, il est inutile de se servir de la valeur gj car, en tout cas, la
valeur de r reste inconnue. Ceci dit, la sauvegarde des valeurs tic (ID, gj) améliore
certes le délai de chiffrement mais non pas celui du déchiffrernent.
o
Chapitre 8
Conclusion et travaux futurs
8.1 Conclusion
Dans ce mémoire, nous avons montré que l’insécurité de $MS nous incite à réfléchir
sur une solution adéquatement sécuritaire et simple à utiliser. Dès lors, nous avons
passé en revue les différents modes de chiffrement existants, pour enfin choisir le
chiffrement basé sur l’identité (IBE) pour ses avantages intangibles. Un système IBE
utilise l’identité du destinataire (dans notre cas. son numéro de téléphone mobile)
comme clé publique de chiffrement. De ce fait, on n’a pas besoin de la certification
des clés publiques, ni d’une autorité de certification à l’envoi. En outre, ce mode de
chiffrement incarne la possibilité de révocation des clés privées et est parfaitement
extensible.
Les couplages hilinéaires représentent la pierre angulaire dans la construction du
système de chiffrement proposé. À cet effet, nous avons développé, à travers les pre
miers chapitres, la théorie nécessaire qui mène à la construction du couplage de Tate
réduit, dont le calcul comporte le moins d’opérations arithmétiques possibles compa
rativement à d’autres couplages.
La sécurité de notre système repose sur la difficulté du logarithme discret, à la
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fois sur le groupe G1 et sur G2. Plus précisément, sur le groupe le moins faible.
Toutefois, un compromis doit se faire entre la sécurité et l’efficacité qui sont, en
principe, diamétralement opposées.
Le déploiement de l’application J2IVIE (la IVIIDiet) TateSMS que nous avons
développé suppose l’existence d’un canal sécuritaire entre l’autorité PKG et le téléphone
mobile d’un usager. Pour cela, on suggère, à titre d’exemple, de télécharger la MIDiet,
à travers une connection HTTPS, sur un ordinateur local, ensuite de l’installer sur
l’appareil mobile. En principe, cette opération s’effectue à la toute première installa
tion et à chaque renouvellement d’une clé privée expirée.
3.2 Travaux futurs
Bien que la MIDlet TateSIVIS fonctionne d’appareil mobile à appareil mobile, une
solution de type client-serveur ou appareil mobile à PC est une piste envisageable.
Dans ce cas, les délais de traitement (chiffrement et déchiffrement) seront plus ou
moins négligeables sur le serveur.
La version actuelle de Tate$MS ne permet pas la diffusion simultanée d’un message
SIVIS vers plusieurs destinataires. Cette solution pourrait être explorée en ayant re
cours aux couplages multi-linéaires [3f01J. Par contre, la diffusion ou l’envoi séquentiel
d’un SMS vers plusieurs destinataires est simple à implanter mais le délai de chiffre
ment serait linéaire dans le nombre de destinataires.
Le système implanté pourrait facilement être incorporé dans un système de chif
frement de courriels basé sur l’identité. Dans ce cas, il convient de prendre l’adresse
de courriel du destinataire, et possiblement concaténée avec d’autres informations
comme la ligne d’objet, comme étant une identité de chiffrement. Ceci facilitera la
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délégation des tâches des employés comme expliqué dans le chapitre 4. Seuls les em
ployés concernés par une ligne d’objet déterminée pourront alors consulter les courriels
qui leur sont destinés.
Par souci de rapidité de l’arithmétique des points des courbes elliptiques, et donc
l’accélération des délais de chiffrement et cléchiffrernent, il a été conclu dans [1T03] et
[CMO9$] que l’utilisation d’une autre représentation des coordonnées de points des
courbes elliptiques, telle que la représentation projective ou jacobienne. accélère d’une
manière significative les délais de calcul des opérations arithmétiques dans ces courbes,
et donc aussi bien du couplage de Tate. Ceci est dû principalement à l’opération de
calcul de l’inverse dans le corps lF nécessaire dans la représentation affine.
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Annexe A
Exemple d’exécution et de
fonctionnement
Nous présentons ci-après un exemple concret de fonctionnement du système de
chiffrement Fullldent que nous avons implanté dans le chapitre 6. Pour chaque étape,
nous donnons les principales instructions Java à exécuter suivi des résultats obtenus.
Rappelons que q est un nombre premier de k bits, p est un nombre premier qui
satisfait les conditions p 3 mod 4 et q (2 — 1) et q {p — 1, G1 est le sous-groupe
E10[q], G2 est le sous-groupe de l’extension du corps F2 d’ordre q.
Setup Génération des paramètres du système params et la clé maître s
/ / instructions
int k 9$;
SParams params new $Pararns(k);
params.computeQ;
ECPoint Ppub = params.getPointPpubQ;
ECPoint P = pararns.getPointPQ;
Biglnteger q = params.getQQ;
ECCurve curve = params.getCurveQ;
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// retourne les parametres suivants
q = 158456325028528675187087966209
p = 905327559507353101221673621309864491143443
P = 273 125392916460484311122291570911550859183.
838810782608997261617443190373962790779628
Ppub = 245980764011655079571580673337558915203414,
687905965440138481878245900916670177083570
// la clé maître, gardée secrètement par l’autorité PKG
s = 12120520076985523964553742682
Extract ECPoint Qid = pararns.H1(”srns : // : ±15149632045.6535”+”1204”, curve, q);
7/ la clé privée sera valide seulement pendant le mois en cours
ECPoint Did Qid.multiply(s);
//Résultats
Qid 666846327429231354205520710578199961314342,
504884429443746102613822377500755457999811
Did = 633540397642690118034808388549596945945260,
95775638393479541976252025125456865764698
Encrypt : String Message = “Ceci est un message SMS”
byte cipherText []=encrypt (params, Message, Qid);
la valeur aléatoire r = 143403817963603912152772667775
ECPoint Qid=params.H1 (“ sms :7/ :+15149632045 .6535” + rnois-courantQ, curve
q);
la valeur du couplage de Tate t1 t(Pb, QIDY
Q
A. Exemple d’exécution et de fonctionnement 115
=240494746192388050438221386298372801677266+
i7003 1954245991224233023811021626247917302
Decrypt String ClearText = decrypt(params, cipherText, dJD);
la valeur du couplage de Tate t2 = t(dID, U)
24049474619238805013822138629$372801677266+
i7003195424599122423302381 1021626247917302
=tl
ClearText = “Ceci est un message SIVIS”
Vérification des propriétés mathématiques
P, Ppnb, Qid, Did e G1 sont tous des points de q—torsion: [q]P [q]Ppub = [q]Qid =
[q]Did = O.
La bilinéarité du couplage est vérifiée : t1 = t2, voir ci-haut.
q ième racine de l’unité La valeur du couplage t = t2 est supposée être la qième
racine de l’unité dans l’extension de corps Fr2. Effictivernent, on a t = 1 + iO.
