INTRODUCTION
As waves approach the breakpoint, wave-induced velocities increase and dissipation due to the bottom friction and/or percolation becomes increasingly important. But once the waves start to break, turbulent dissipation of the wave energy is the dominant dissipative mechanism, and breaking processes dominate the wave transformation. In contrast to monochromatic waves, there is no well-defined breakpoint for random waves. The largest waves tend to break farthest offshore and small waves closer to shore. At each spatial point there are both broken and unbroken waves (sometimes having the same height), and the percentage of broken waves varies as a function of position.
Most nearshore dynamical models for longshore currents, rip currents, and flow over irregular bottom describe the waves as monochromatic and of constant amplitude at each location. An improvement in these models would be to more realistically include the random nature of the waves. The objective of this paper is to characterize the transformation of the wave height probability density function (pdf) from offshore to the shoreline with a simple model as a first step in the evolution of dynamical models having a probabilistic description for waves. Both analytical and' numerical models are developed for describing the transformation of wave heights. The models are compared with results from random wave experiments in the laboratory and from an extensive set of field measurements.
Earlier models of random wave transformation are reviewed in the first section. Then the transformation of waves, including dissipation due to breaking and bottom friction, is described by an energy flux balance model. The wave height pdf of all waves (broken and unbroken) is shown by the field data to be well described by the Rayleigh distribution everywhere. The observed distributions of breaking and broken wave heights are fitted to simple analytical forms, and breaking wave dissipation is calculated by using a periodic bore formulation. The energy flux equation is integrated to yield local values of Hrms as a function of offshore wave conditions. Both analytical and numerical models are developed. In the last section the models are compared with results from random wave experiments in the laboratory and from an extensive set of field measurements. Kuo and Kuo [1974] modeled the effect of breaking on wave statistics by using a sharply truncated conditional Rayleigh pdf with the breaking wave height simply proportional to local water depth (3). They assumed the waves generally have some height smaller than H• after breaking and redistributed the broken waves across the range of heights in proportion to the probability of unbroken waves at each height. Stated in terms of the conditional wave height pdf,
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where po(H) is the pdf prior to truncation; p(H) is simply a truncated Rayleigh distribution renormalized to unity. Table 1 shows the original Rayleigh distribution with dotted lines and the truncated, renormalized Rayleigh distribution (4) in solid lines. The distribution by Kuo and Kuo is more realistic (as will be seen later) in that the delta function at a particular breaking wave height [Collins, 1970; Battjes, 1972 ] is removed, but the sharp cutoff at H• is still nonphysical. Goda [1975] assumed that wave breaking occurs with linearly varying probability over a range of wave heights, resulting in a modified distribution with a gradual cutoff of the distribution around H• (Table 1 ). The spreading of breakers over a range of heights crudely compensates for the simplification of using a single wave period in the breaker height criterion and is certainly more realistic than models which assert that breakers are all the same height. Goda [1975] used a breaker criterion based on laboratory data which takes into account bottom slope and wave .steepness in deep water Hd/La [Goda, 1970] and calculated the wave shoaling using the monochromatic nonlinear theory of $huto [1974] . We note that the use of monochromatic, nonlinear theories to shoal random waves (which have been characterized by a single frequency) is theoretically unjustifiable and introduces unnecessary numerical complications into already relatively crude models.
The common idea of these studies is to cut off the portion of the wave height pdf beyond a breaker height, which is controlled by the water depth and other factors. The methods differ in the techniques of cutoff and the formulae used to define breaker heights. A shortcoming of these earlier models is that the calculated wave heights depend only on the local depth. In application to cases where the depth is not monotonically decreasing, such as a barred coast, the predicted wave heights where E is the energy density, Cg is the group velocity, x is the onshore coordinate, and (e) is the average dissipation per unit area. The energy density and group velocity are given by using linear theory relationships. Specification of the dissipation term requires consideration of breaking wave dynamics. In general, wave breaking occurs as a result of kinematic instability as the fluid velocity at the creast exceeds the wave speed, resulting in the crest curling over and injecting fluid at the surface. Dissipation rates and depth of turbulent penetration are dependent on the strength and size of vortices generated at the surface, which vary with the breaker type [Miller, 1976] . Turbulence can penetrate to the bottom under plunging breakers. For spilling breakers the turbulence is confined to a surface layer, primarily between the crest-trough region which at least qualitatively resembles the processes of a bore. For this reason the rate of energy dissipation due to shallow water wave breaking is usually modeled after a bore, an approach originally suggested by LeMehaut6 [1962] . The details of the turbulence dynamics in the bore (spilling breaker) is avoided by applying conservation of mass and momentum at regions of uniform flow upstream and downstream of the bore (Figure 1) . The average rate of energy dissipation per unit area is calculated [Stoker, 1957] :
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(h 2 -h,)3 1 (BH) 3 where the wave height H is measured as the maximum to minimum of the bore, O is the volume discharge per unit area across the bore, and B is a breaker coefficient of 0(1). The coefficient B accounts for the differences in various breaker types and is considered as a function of the proportion of the foam region on the face of the breaker. The coefficient B will be the only unspecified parameter in the model and will be determined from the data.
Various formulations have been suggested for the bore discharge Q in (6). The simplest description of Q for waves is for a linear periodic bore [Hwang and Divoky, 1970] :
L where C is the wave speed and L is the wave length. The bore dissipation function is used to describe only the breaking waves of the random wave distribution. Battjes and Janssen [1978] use the dissipation function (6) with (7), but they reduce the dependence on the depth by assuming that H/h = 0(1)= 1. They specify the percent of breaking waves at a particular location as simply the area under the delta function at H• of the truncated Rayleigh wave height pdf. The dissipation function applied to the broken waves is substituted into the energy flux equation (5) where Cg,, is the x component of the group velocity.
The total energy flux in (8) is properly described by using an energy density spectrum with group velocities integrated over all frequencies and directions. Unfortunately, there is little theoretical guidance concerning how to calculate energy fluxes for a broad-banded (in direction and frequency) nonlinear wave field with some wave breaking. Thornton and Guza [1982] showed, for this same field data set, that the waves shoreward of with the dependence of EC•,, on H,ms and h given by (9) and (10). The dissipation rate (eo) as a function of H and h, for a wave known to be breaking, is given by (6) with the bore discharge described by (7). In the following sections, we complete the determination of % by specifying the pdf of wave heights and the probability that a wave.of a given height will be breaking. Equation ( Thornton and Guza [1982] . The beach is gently sloping and composed of moderately sorted, fine-grained sand. The beach profile shows no well-developed bar structure and is remarkably free from longshore topographic inhomogeneities. An extensive array of instruments was deployed to study nearshore wave dynamics. Measurements described here are from sensors located along an on-offshore transect from 10-m depth to the inner surf zone. A cross section of a typical instrument transect inside 3-m depth is shown in Figure 2 Therefore the data were also low pass filtered with a high frequency cutoff (0.3 or 0.5 Hz) depending on sensor type and depth, as discussed below. Note that the choice of the range of frequencies examined will affect the results and leads to some subjectivity.
The filtering was accomplished by Fourier transforming the signals, zeroing out the Fourier amplitude coefficients in the filtered-out frequencies, and inverse transforming the complex spectrum to obtain the filtered time series. The entire 68-minute record was transformed at one time to minimize the end effects which result in spectral leakage and to obtain maximum resolution giving very sharp roll-off at the filter cutoffs.
Since the average wave period was about 14 s, the total The complex surface elevation spectrum X(f) was calculated applying the linear wave theory transfer function H(f)'
Only the sea swell band of frequencies is considered, so that the wave approach is almost normal to shore. Therefore it is assumed in the vector addition that U(f) >> V(f), and the phase of the surface elevation is associated with the phase of U(f) only. It is assumed that wave reflection is negligible. The complex surface elevation spectrum was then inverse transformed to obtain the surface elevation time series from which the wave height distribution was calculated. Surface elevations were also inferred from pressure signals by transforming the pressure records using linear theory. With increasing frequency and depth, the signal to noise ratio of the surface wave-induced velocity and pressure signals decreases due to hydrodynamic filtering. Simultaneously, the spectral transfer functions H(f) for both velocity and pressure exponentially increase. Therefore the surface elevation spectra obtained from pressure and current meter data first decrease in energy density from the peak frequency to higher frequencies, but 'turn up' at high frequencies (e.g., above 0.3 Hz for pressure signals measured in 10-m depth). The turn up is due to noise being amplified by the exponentially increasing transfer function H(f). Thus the highfrequency filter cutoff was set at the frequency at which the inferred surface elevation spectrum turns up, which varied with depth; the signals measured using deeper instruments had to be more severely filtered (,,•0.3 Hz for 10-m-depth instruments) than shallow water instruments. A high frequency cutoff of 0.5
Hz was applied to all instruments shallower than about 3-m depth for Hrm s calculations.
Comparison with Rayleigh Distribution
Six days were selected for analysis covering a wide range of conditions (see Table 2 Figure 3) is because the wave heights inferred using current meters are low pass filtered with the highfrequency cutoff at 0.5 Hz, which has the effect of rounding off the peaks of the waves.
Directly measured wave heights using wave staffs compare slightly better with the Rayleigh distribution. For model comparisons of observed and predicted Hrm s described later, the wave staffs were low-pass filtered with a high frequency cutoff at 0.5 Hz to be consistent with the other sensors. But for comparisons here with Rayleigh statistics, the wave staff measurements were low-pass filtered with a higher highfrequency cutoff of 1 Hz in order to minimize filtering affects. The wave staffs were usually located around the mean breaker point and within the surf zone. The wave staff measurements give a most severe test of the necessity to satisfy the strict theoretical requirements of linearity and narrow bandedness for the Rayleigh distribution to be applicable. Table 2 
Thornton and Guza [1982] showed that for Torrey Pines in the inner surf zone, an envelope curve relating rms wave height to depth was well approximated by
Hrm s '• 0.42 h (22)
A value of 7 --0.42 was also found for the Soldiers Beach waves and suggests similarity of the breaking wave processes in the inner surf zone at the two sites. Therefore a value of y --0.42 is used. 
Energy Dissipation
The energy dissipation is considered primarily due to the conversion of potential wave energy to turbulent kinetic energy, which is eventually lost to heat during wave breaking, and secondarily due to bottom frictional losses. The energy dissipation in a breaking wave is modeled after a periodic bore. The rate of energy dissipation per unit area for each bore using the description for Q given by (7) is f (BH) 3
•, = -• pg • (23)
The average rate of energy dissipation is found by adding up the dissipation for each broken wave calculated using (23) obtained for laboratory beaches. The solution indicates that frictional dissipation is negligible compared with the dominant wave breaking dissipation, except in the very shallowest water as h • 0, say, in the run-up region, where the boundary layer effects dominate. Our analysis is not concerned with the run-up region so that frictional dissipation will be neglected.
Numerical Model
For the complete solution starting in arbitrary depth, for general bottom profiles, numerical integration must be used. For the numerical solution the more accurate description of pb(H), described using (21) resulting in breaking wave dissipation (26), will be employed. The energy flux balance equation (8) is solved by substituting the bore dissipation function (and bottom friction dissipation function) and numerically integrating from offshore to the shoreline. Several numerical schemes were investigated. A fourth-order Runge-Kutta coupled with a fourth-order Adams-Moulton extrapolation scheme [Gerald, 1978] In the application of the model, the coefficient ? = 0.42 has been applied as determined from the data. The only underdetermined coefficient then is B, which is found by model fitting. B and ? could have been combined into one coefficient to be determined from the data, but it was felt that greater insight is retained by treating them separately. It is expected that B = 0(1) if the model is performing properly. The analytical solution is not applied to the plane sloping laboratory beach because the shallow water solution is not applicable until the depth is 15 cm (h/Ha = 1.2 in Figure 13 ) for the short, 2.5-s-period waves. However, the analytical model does have application to the field. For example, for the relatively long-period waves incident at Torrey Pines Beach with mean period ranging between 13 and 18 s, the corresponding shallow water depth limits are 4 and 8 m.
Model Comparisons with Field Data
For comparison purposes the bottom contours at Torrey Pines can be considered straight and parallel and the waves normally incident. Guza and Thornton [1980] performed refraction and shoaling sensitivity model testing using linear refraction. Waves of 0.067 Hz and varying angle of incidence from 0 ø to + 15 ø were refracted from 10-to 3-m depth using the measured bathymetry at Torrey Pines Beach. The tests showed the percent difference between linearly shoaled wave heights (within the 15 ø angular spread) on the measured topography and normally incident waves on plane parallel contours was less than 5% for any directional band. Therefore the waves can be approximated as normally incident and shoaled over the measured bathymetry on the instrument transect. This simplifies the analysis, since C• = Cg in (8).
The model M2 is compared with the 6 days of data representing a relatively broad range of wave conditions (see Table  2 ). Optimal model coefficients B determined by iteration were sought to represent individual days and also a single value was sought to represent all days. The sums of the square error of the model Hrm s compared with the measured Hrm s were calculated for all sensors for each of 6 days and for all 6 days using various values of B. The optimal values of B, the number of instruments, and the standard error compared with the field data are given in Table 3 . The value of B obtained for the laboratory data of Battjes and Janssen [1978] is also given. Since most of the instruments were located from just outside the surf zone to the beach, B is weighted to fit the data better in this region; this also coincides with the zone in which most of the dissipation and change occur. Model M1 was also run and an optimal value was found for B = 1.72 with a standard error of 8.3% for all days. Even though model M 1 gives a slightly less error than M2, the latter is the preferred model because the breaking wave distribution used appears to be more appropriate (Figure 12 ). Therefore model M2 will be used to demonstrate the data comparisons.
Examples of model M2 comparisons with measurements for the 10th and 20th of November are shown in Figures 14 and 15 . A value of B equal to 1.5, the average for all days, has been used. Using optimal B values for the particular days given in Table 3 would pation function have been suggested. Several of these other dissipation forms were investigated, but it was decided that the physical rationale for using these other bore dissipation functions was not justified on the basis of the data presently available. Therefore the simplest physical model has been presented and compared with data.
SUMMARY AND CONCLUSIONS
The Rayleigh distribution is shown to give surprisingly good estimates of wave height statistics, even Hmax, for the spilling breakers measured at Torrey Pines Beach. A model describing the transformation of random wave heights was developed based on energy flux balance. Dissipation is considered due to wave breaking and bed friction. Wave breaking is characterized after periodic bores. The random nature of the wave heights is described using the Rayleigh distribution everywhere, as suggested by the data. An empirical breaking wave height distribution based on the field data is used to define which waves the bore dissipation function is applied. The model is capable of predicting the increase in averaged wave height due to shoaling and subsequent decrease due to wave breaking. Bottom friction dissipation using c s -0.01 results in a maximum wave decrease of 3% occurring about the mean breaker line compared with the inviscid shoaling. Because it is of secondary importance and introduces a second unspecified coefficient, bed friction is not included. The model has only one adjustable parameter, B, which is a measure of the intensity of wave breaking.
The model is compared both with laboratory data and the extensive set of field measurements collected at Torrey Pines Beach, California. The model is able to predict rms wave heights to within a standard error of 8.6% throughout the region from offshore to the beach. Although good comparisons are obtained, the results suggest simple bore theory underestimates the dissipation. The underestimates are compensated by adjusting the B coefficient. 
