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Abstract
We study the spaces BMOp of functions of bounded mean oscillation modeled on a p-adic martingale,
and determine their relationship with the ordinary, continuous space BMO of functions of bounded mean
oscillation. Somewhat surprisingly, these results are related to information about the distribution of primes.
© 2006 Elsevier Inc. All rights reserved.
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0. Introduction
In this paper we do all our work on the real line R. We let f denote a locally integrable
function, I ⊆ R an interval, |I | the Lebesgue linear measure of I , and fI = [1/|I |]
∫
I
f (x) dx
the average of f over I .
The classical space BMO of functions of bounded mean oscillation was first defined by John
and Nirenberg [7] as
BMO(R) =
{
f on R: sup
I
1
|I |
∫
I
∣∣f (x) − fI ∣∣dx ≡ ‖f ‖∗ < ∞
}
.
Fefferman [2,3] established the lasting significance of BMO by proving that (H 1)∗ = BMO,
where H 1 is the classical Hardy space (see, for instance, [12]). In harmonic analysis, BMO
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bounded on BMO (see [3,12]).
Certainly the space BMO is frequently more tractable than H 1. Its definition does not involve
delicate cancellation conditions, nor indirect properties of singular integrals (as does the defin-
ition of H 1). Works [4,9–11] demonstrate what a flexible tool BMO can be. Nonetheless, it is
often convenient to first prove a result on a “discretized” version of the BMO space. Thus the
p-adic BMO spaces BMOp have assumed some prominence. These spaces are also of some util-
ity in the study of harmonic analysis by way of Brownian motion—see [1]. The space BMOp is
sometimes easier to study than BMO because the intersections of intervals are so much simpler
in the p-adic setting (see [5] for an instance of this philosophy).
The present paper concerns itself with the relationship between BMO and BMOp . This issue
is of some interest—as already indicated—from the point of view of harmonic analysis. But it
also turns out to have interesting number-theoretic connections. We are particularly interested in
BMOp ∩ BMOq when p and q are distinct primes and also in
BMOP ≡
⋂
p∈P
BMOp.
Here, of course P denotes the collection of all prime integers.
1. Basic definitions
Fix a positive prime integer p. Let I˜p denote the collection of open subintervals of [0,1]
having the form
Ij,k,p ≡
(
j − 1
pk
,
j
pk
)
for some k = 1,2, . . . and some integer 1 j  pk . Of course, for fixed k and p,
[0,1] = I1,k,p ∪ I2,k,p ∪ · · · ∪ Ipk,k,p
semi-disjointly (i.e., the intervals overlap only at the endpoints). In addition, if k′ > k, and if
1 j ′  pk′ , then the interval Ij ′,k′,p is a subset of Ij,k,p for some 1 j  pk . Finally, if I,k,p
and Im,n,p are two intervals modeled on the same prime p, and if I,k,p ∩ Im,n,p = ∅, then one of
these intervals is entirely contained in the other. It is this last “enveloping property” that makes
p-adic/martingale analysis particularly attractive. We extend our definitions to the entire real line
by considering intervals of the form
Imj,k,p ≡
(
m + j − 1
pk
,m + j
pk
)
for m an integer and 1 j  pk . We denote the collection of all such intervals by Ip .
Now if f is a locally integrable function on R then we say that f ∈ BMOp if
‖f ‖∗,p ≡ sup
I∈Ip
1
|I |
∫
I
∣∣f (x) − fI ∣∣dx < ∞.
Next we shall define a p-adic 1-Hardy space (called H 1p ), and record the fact that it is the pre-dual
of BMOp .
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the so-called real variable approach to Hardy spaces—see [12].] For motivation let us quickly
recall the atomic definition of the classical Hardy space H 1 (see [12] for details). A bounded,
measurable function a on R is called a 1-atom if (1) a is supported in an interval I , (2) |a(x)|
1/|I | for each x, and (3) ∫ a(x) dx = 0. We say that f ∈ H 1 if there are constants αj and atoms
aj such that
∑
j |αj | < ∞ and f =
∑
αjaj , with convergence both pointwise and in L1.
Now fix a prime integer p. Let a be a bounded, Lebesgue measurable function on R. We say
that a is a p-adic 1-atom if:
(i) The function a is supported in an interval I = Ia taken from Ip .
(ii) The function a satisfies∣∣a(x)∣∣ 1|I | .
(iii) The function a satisfies∫
a(x) dx = 0.
We define an integrable function f on R to be in H 1p if there are complex constants αj and p-adic
1-atoms aj such that
(a)
∞∑
j=1
|αj | < ∞;
(b) f (x) =
∞∑
j=1
αjaj (x) for almost every x,
with convergence both pointwise and in L1.
Theorem 1. We have the duality relationship(
H 1p
)∗ = BMOp.
Of course we cannot prove this theorem here. See [1] for background and details.
2. Elementary results about BMO and BMOp
We begin by observing that, for any prime integer p, BMO ⊆ BMOp . This is true because
the supremum that defines BMO is over a larger collection of intervals than the supremum that
defines BMOp . It follows then that H 1 ⊇ H 1p . This last is also evident because the collection of
atoms that makes up H 1p is strictly smaller than the collection that composes H 1.
We first must say a few words about the norm on H 1. One possible norm is
‖f ‖H 1,at ≡ inf
{∑
|αj |:
∑
αjaj = f, aj atoms
}
.
This is the “atomic norm.” The more traditional “singular integrals” norm is
‖f ‖H 1,si ≡ ‖f ‖L1 + ‖Hf ‖L1,
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are comparable. That is, there exist constants C1,C2 such that
C1 
‖f ‖H 1,at
‖f ‖H 1,si
 C2.
The following technical fact will be of use in our arguments:
Lemma 2. Let a be an atom, supported on the interval I , with sup |a| = 1/|I |. Then ‖a‖H 1 ∼= 1.
Proof. One may calculate directly that the singular integral H 1 norm of an atom as specified is
independent of the particular atom. The result follows from the preceding discussion. Note that
the content of this lemma is similar in spirit to the classical Stein/Weiss theorem (see [14]). 
Lemma 3. Fix a positive prime integer p. Then H 1p is nowhere dense in H 1.
Proof. For simplicity let us focus attention on p = 2. Consider the function
a(x) =
{
1 if 1/6 x  1/2,
−1 if 1/2 < x  5/6.
Certainly this a is a classical 1-atom. But it is not a p-atom since it is not supported on the right
kind of interval.
An H 12 function approximating a will have to be composed of atoms having supports in[5/32,3/16], [3/16,1/4], [1/4,1/2], etc., and in their dual intervals [1/2,3/4], [3/4,13/16],
[13/16,27/32], etc. Each such atom makes a contribution of size 1 to the H 12 norm of the ap-
proximating function. But of course a has Hardy space norm of fixed size about 1. This is a
contradiction. 
In fact this argument shows that there is a metric ball centered at a that does not intersect H 12 .
It is important to note that the argument we have given in fact works for every H 1p . Thus we have
identified an element of H 1 that is the center of a metric ball that does not intersect any H 1p .
Corollary 4. The union⋃
p∈P
H 1p
is nowhere dense in H 1.
Proof. Immediate from the Baire category theorem. 
It is important to note, in the proof of Lemma 2, that we actually show that there is an entire
ball in H 1 that is missed by H 1p for each p. This observation is useful in establishing the next
result.
Proposition 5. We have that⋂
p∈P
BMOp ≡ BMOP = BMO.
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from every H 1p . Now the Hahn–Banach theorem may be applied to establish our result. 
3. Number-theoretic consequences
The last result, which we have established by purely analytical means, in fact has some inter-
esting number-theoretic interpretations. We present those in the present section.
In order to understand the number-theoretic significance of the results presented thus far, it is
worth examining a more tactile proof that BMO2 ∩ BMO3 = BMO. This argument is inspired by
an idea of Peter W. Jones [8].
We exploit the fact that 2 and 3 are relatively prime. Select positive integers m and n so that
1
3
· 1
2n
 1
3m
 3 · 1
2n
.
Of course there exist integers j and k so that
j · 3m − k · 2n = 1.
Thus ∣∣∣∣ j2n − k3m
∣∣∣∣= 12n · 3m .
We may assume without loss of generality that
k
3m
<
j
2n
,
as the other case is handled in just the same way.
Now define
fn(x) =
{
log |x| if |x − j/2n| < 2−n,
0 if |x − j/2n| 2−n.
We claim that
‖fn‖BMO2 C, (1)
‖fn‖BMO3 C, (2)
while
‖fn‖BMO  c · n. (3)
We know of course that BMO ⊆ BMO2 ∩ BMO3. If the opposite inclusion was valid, then the
closed graph theorem implies that it would in fact be continuous. But the last three inequalities
show that this cannot be the case.
In fact inequality (3) is the easiest to verify. To show this let I = [j/2n − 2−n+1, j/2n +
2−n+1]. Let us for simplicity denote fn by just f . Observe that |fI | c · n. But f is identically
equal to 0 on one half of the interval I , say on J ⊆ I . Then
1
|I |
∫
|f − fI |dx  1|I |
∫
c · ndx  c′ · n.
I J
1442 S.G. Krantz / J. Math. Anal. Appl. 326 (2007) 1437–1444Also inequality (2) is easy. For John and Nirenberg [7] have shown that the function g(x) =
log |x| is in ordinary BMO. Truncating log |x| at a dyadic point is invisible to dyadic BMO. It
follows immediately that f ∈ BMO2.
So the only interesting assertion to verify is that f = fn ∈ BMO3 boundedly (with a norm
bound independent of n). To verify this result, we of course must estimate
1
|I |
∫
I
|f − fI |dx
for any triadic interval I . The majorization depends on the size and position of I :
(i) If I lies in the interval [j/2n − 2−n, j/2n + 2−n] and to the left of j/2n, then the estimate
follows from the argument of John and Nirenberg [7].
(ii) If I lies in the interval [j/2n − 2−n, j/2n + 2−n] and to the right of j/2n, then the estimate
follows from the argument of John and Nirenberg [7].
(iii) If |I | < 2−n and I contains the point j/2n, then the required estimate is a special case of
the John/Nirenberg result [7].
(iv) If |I | > 2−n then I is comparable to a dyadic interval, so the estimate follows from the
result for BMO2.
(v) The only really interesting case is |I | < 2−n and I contains an endpoint j/2n − 2−n or
j/2n + 2−n. Then a simple but tedious calculation verifies the needed assertion. It is here
where the proximity of 1/2n and 1/3m plays a role.
Now imagine that we wish to produce a proof that⋂
p∈P
BMOp ≡ BMOP = BMO
using these same elementary number-theoretic ideas.
Let us say that two positive numbers A and B are comparable (written A ∼ B) if
1
10
 A
B
 10.
Now fix a large positive integer n and consider all primes pj such that there is an integer αj with
p
αj
j ∼ 2n.
Let  > 0 be arbitrarily small. We would like to know that, for each positive integer k, there is a
point βk/p
αj
j such that∣∣∣∣ k2n − βkpαjj
∣∣∣∣< 2n . (4)
If it were the case that the prime integers were strongly randomly distributed, in the sense that the
number of primes in the interval [2n,2n+1] were very nearly 2n/n for large positive n (Ref. [6]
for the prime number theorem), then one could certainly prove (4). Our functional analytic proof
that
⋂
p BMOp = BMO lends credence to this randomness statement.
4. Further results about p-adic BMO
Here we collect some other structural results about the p-adic BMO spaces that should be of
utility in further studies.
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We define BMOS to be the BMO space modeled on intervals having endpoints which are rational
numbers having denominators of the form s for s ∈ S. Thus, for example, the space BMOp dis-
cussed earlier in the present paper is in fact BMO{pj : j∈Z+}, that is, it is the BMO space modeled
on S = {pj : j ∈ Z+}.
Proposition 6. Let f ∈ BMO2 and suppose that, for any two adjacent dyadic intervals J1, J2 of
equal length we have |fJ1 − fJ2 | C ( for a universal constant C). Then f ∈ BMO.
Proof. Let I ⊆ R be any interval. We may as well suppose that I ⊆ [0,1]. Let J be the smallest
dyadic interval which contains I . There are now several possibilities:
(a) The interval I is contained in the left half of J . It is then easy to see that there are at most
four dyadic intervals J1, J2, J3, J4 of equal length whose union contains I and such that
|Jj | 14 |I | for each j . The result then follows.(b) The interval I is contained in the right half of J . This is handled as in case (a).
(c) The interval I contains the midpoint of J , and at least 3/4 of I is contained in the right half
of J . This is handled as in part (a).
(d) The interval I contains the midpoint of J , and at least 3/4 of I is contained in the left half
of J . This is handled as in part (a).
(e) The interval I is (essentially) centered inside J . Again, this is handled as in part (a). 
We note that a result related, at least philosophically, to the preceding proposition appears
in [13].
Proposition 7. Let p1, p2 be distinct prime integers. Let S = {pj1 · pk2}, where j , k range over
the nonnegative integers. Then BMOS = BMO.
Proof. The proof is similar to that of the last proposition. 
Proposition 8. Let S ⊆ N have positive density in the sense that
lim inf
N→∞
#({1,2, . . . ,N} ∩ S)
#S
= c > 0.
Then BMOS = BMO.
Proof. Similar to the proofs of the last two propositions. 
Proposition 9. Let T ⊆ N have positive density. Let p be a prime integer. Let S = {pk: k ∈ T }.
Then BMOS = BMOp .
Proof. Similar to the proofs of the preceding propositions. 
Proposition 10. Let f be a locally integrable function on R such that
1
|I |
∫ ∣∣f (x) − fI ∣∣dx  C
I
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Then f ∈ BMO.
Proof. Similar to the above. 
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