Abstract Assessing and predicting car type choices are important for policy analysis. Car type choice models are often based on aggregate alternatives. This is due to the fact that analysts typically do not observe choices at the detailed level that they are made. In this paper, we use registry data of all new car purchases in Sweden for two years where cars are observed by their brand, model and fuel type. However, the choices are made at a more detailed level. Hence, an aggregate (observed) alternative can correspond to several disaggregate (detailed) alternatives. We present an extensive empirical study analyzing estimation results, in-sample and out-of-sample fit as well as prediction performance of five model specifications. These models use different aggregation methods from the literature. We propose a specification of a two-level nested logit model that captures correlation between aggregate and disaggregate alternatives. The nest specific scale parameters are defined as parameterized exponential functions to keep the number of parameters reasonable. The results show that the in-sample and out-of-sample fit as well as the prediction performance differ. The best model accounts for the heterogeneity over disaggregate alternatives as well as the correlation between both disaggregate and aggregate alternatives. It outperforms the commonly used aggregation method of simply including a size measure.
Introduction
Models that analyze and forecast car type choice are of interest to policy makers due to the high contribution of car usage in energy consumption and greenhouse gas emissions. For this reason, car type choices have been extensively studied during the previous decades. For example, Jong et al. (2004) and Potoglou and Kanaroglou (2008) provide reviews of the related literature. These models can be used to evaluate policies that aim at influencing the composition of the car fleet towards energy and emissions efficient alternatives. For instance, Hugosson et al. (2016) , Hensher and Plastrier (1985) , Mannering (1983) and Page et al. (2000) analyze policies in Sweden, Australia, the United States and the United Kingdom. In order to design effective policies, consumer valuations of important attributes like fuel efficiency are necessary. However, studies on such consumer valuations are not conclusive. Brownstone et al. (2015) suggest that discrepancy in the results may be partially due to the practice of aggregation of alternatives.
Car type choice models are often based on aggregate alternatives. This is due to the fact that analysts typically do not observe choices at the detailed level that they are made. In this paper, we use registry data from Sweden where cars are characterized by their brand, model and fuel type. However, the choices are made at a more detailed level considering e.g. the version of the model. Hence, an aggregate (observed) alternative can correspond to several disaggregate (detailed) alternatives. The associated modeling challenge resides in how to accurately model the true choice set of disaggregate alternatives while estimating models using observations of aggregate alternatives.
The objective of this paper is to empirically analyze different aggregation methods and compare estimation results, in-sample fit, out-of-sample fit and prediction results. We use two years of registry data from Sweden that contains all new car purchases in 2006 and 2007. For the same 2 years, we also have detailed information on all car alternatives available in the Swedish market. This rich data set allows us to perform an extensive empirical study where we can account for the characteristics of disaggregate alternatives in different manners. We also analyze correlation between disaggregate and aggregate alternatives.
Early studies which address aggregation of alternatives in choice models are mainly situated in the context of residential location choice. Lerman (1977) includes a size measure which represents the number of disaggregate alternatives (house units) within an aggregate alternative (neighborhood) into the utility function to correct for the aggregation problem. His method, often used in the literature, is based on a multinomial logit assumption on the choice of disaggregate alternatives if the parameter associated with the size measure equals one. McFadden (1978) , also in the residential location choice context, discusses that perceived similarities between disaggregate alternatives may violate the multinomial logit assumption, and therefore, he proposes nested logit models. This nested logit model has not been frequently used in the literature, probably due to the lack of data on disaggregate alternatives. Instead, several studies use an approximation that is valid when the number of disaggregate alternatives that correspond to each aggregate alternative is large, also proposed by McFadden (1978) . Daly (1982) discusses algorithmic challenges associated with maximum likelihood estimation of models that make use of aggregation methods. He proposes an algorithm that allows to simultaneously estimate all model parameters which was a challenge at the time when that paper was published. Since then, there have been extensive developments on non-linear optimization algorithms, along with an exponential increase in computational power, which allows us to simultaneously estimate the parameters of the models in this paper.
There have also been efforts to model other spatial choices at the level of disaggregate alternatives. In this setting, one particular challenge is to construct the universal choice set and impute the attributes of non-chosen alternatives, see e.g., Bayer et al. (2004) and the recent work of Zolfaghari et al. (2016) . This paper focuses on another issue related to the fact that choice observations are recorded at an aggregate level. In our case, the universal choice sets are known along with the attributes of the alternatives.
Several studies emphasize that using aggregate alternatives without correcting the model accordingly may lead to biased parameter estimates (e.g. Parsons and Needelman 1992; Haener et al. 2004) . Brownstone et al. (2015 ) compare McFadden's (1978 approach to Brownstone and Li's (2017) , where the choice probability of an aggregate alternative is defined as the sum of the choice probabilities of the disaggregate alternatives. Their results show that aggregation affects the point estimates and associated standard errors of the models. In a car type choice application using Danish registry data, Mabit (2011) includes the measurement for the size into the model. The parameter for this variable becomes positive and significant, explaining the influence of the supply side in the car type choice, which is usually not considered in the related literature. Spiller (2012) shows that the elasticity of demand for gasoline changes significantly under different assumptions of aggregation. Train and Winston (2007) estimates a mixed logit model for vehicle choice, which handles unobserved heterogeneity and correlation at an aggregate level, yet not accounting for the same issues related to, and typically propagated from, a more disaggregate level of choice. Mabit (2014) also estimates a mixed logit model for vehicle choice and includes the measure of the size. This paper makes several contributions to the literature. The rich data set allows us to conduct an extensive empirical study where we do not only analyze estimation results and in-sample fit but also assess out-of-sample fit and prediction results. The aggregation methodology is based on the work by Brownstone and Li (2017) and McFadden (1978) and we define different choice models for disaggregate alternatives that we estimate using observations of choices reported at an aggregate level. These models range from multinomial logit to different nested logit structures accounting for correlation between disaggregate and aggregate alternatives. We propose a two-level nested logit model where the nest specific scale parameters are given by parameterized exponential functions. This model has the best results in terms of in-sample, out-of-sample and prediction results.
The remainder of the paper is structured as follows. In Sect. 2 we present the data sources and some descriptive statistics. We present aggregation methodology in Sect. 3 and the different choice models in Sect. 4. The empirical results are reported in Sect. 5 and finally, Sect. 6 concludes.
Data
In this paper, we use two different data sources covering two years of interest, namely 2006 and 2007. The first data source is the Swedish car registry that contains all passenger cars in the Swedish fleet. The second data source contains detailed information about all car types available on the Swedish market during the two years. In this section, we start by describing the registry data followed by the data on alternatives and finally, we present how we merge the two data sources.
Swedish car registry data
The car registry data contains all passenger cars in Sweden that are owned privately or by a company. We focus on new car purchases done by persons (not companies). We hence need to extract these observations from the registry and exclude imports. We use three attributes that should all be equal to the same year in order to identify new cars: model year, production year and first registration date. Combining these attributes is important since, in a given year, the registry contains older cars that are purchased and registered for the first time. 
Data matching
The two data sources that we describe in Sects. 2.1 and 2.2 do not define cars at the same level of detail. On the one hand, we have the registry data that define a car by its brand, model and fuel type (for example, Volvo S40 diesel). On the other hand, we have the data on alternatives that define cars at a detailed version level (for example Volvo S40 diesel 2.0 Bass DPF). Figure 1 illustrates the matching issue.
Henceforth, we use aggregate alternatives to refer to the level of detail of the registry data (observations) and disaggregate alternatives the level of detail of the choice sets. It is important to account for these different levels of details because certain attributes, such as price, can vary over disaggregate alternatives corresponding to a same aggregate one. We illustrate this fact in Fig 123
Aggregation methodology
The aggregation methodology is motivated by the fact that only aggregate alternatives are observed on the demand side, and each such aggregate alternative corresponds to possibly many disaggregate alternatives. Thus, the data describes choices at an aggregate level, yet the actual cars that are available to consumers are described with their attributes at the disaggregate level. In this section, we describe how we make use of this data when estimating random utility models. The method of aggregation presented here is consistent with the model proposed by Brownstone and Li (2017) for broad choice data. It is also consistent with the approach in McFadden (1978) . It is assumed that an individual n chooses a disaggregate alternative l 2 C, from a universal choice set. However, we observe that individual n chooses an aggregate alternative i 2 A, where the elements of A represent a partition of C. That is, each aggregate alternative i corresponds to a set of disaggregate alternatives, 
is obtained by grouping elements of C based on some main characteristics such as make, model, and fuel-type. Therefore, each L i consists of disaggregate alternatives which share some main characteristics but differ in others, e.g. weight and body type. We note that the choice sets can be individual specific although we do not index the choice sets by n in order to be consistent with our application. Since we have information regarding attributes at the more detailed level of disaggregate alternatives l, and we assume that individuals make choices from the universal choice set C, we wish to utilize this information to estimate a choice model P(l|C) specified at the disaggregate level. However, our observations of choices are at the aggregate level of i. Hence, for an aggregate alternative i we define L(i|A) as the likelihood, or probability, of observing the aggregate choice i, given that behavior is described by the disaggregate choice model PðljC; bÞ where b is a vector of parameters. Observing a choice i means that the individual has chosen one of the alternatives in L i , and the probability of this occurring is given by
The model parameters b can be estimated by maximum likelihood and the log-likelihood function over the sample n ¼ 1; . . .; N is
where y ni ¼ 1 if person n chose i and zero otherwise. In the following section we describe the choice models PðljC; bÞ. In order to make the notation lighter, we omit b and henceforth write P(l|C).
Choice models
The objective of this article is to empirically analyze different ways to model aggregation and assess the in-sample and out-of-sample fit as well as prediction performance. In this section, we present five discrete choice models that account for aggregation and correlation across alternatives in different manners. In the following two subsections we present multinomial logit (MNL) and nested logit (NL) models. In this case, the NL models capture correlation across disaggregate alternatives and hence present alternative ways to model aggregation compared to MNL. In Sect. 4.3 we present a two-level NL model that is designed to capture the correlation across both disaggregate and aggregate alternatives. We keep the presentation brief since these models are not new to the literature. The only novelty that we introduce is that we specify scale parameters in one of the NL models as an exponential function. The same trick is used by Mai et al. (2015) to allow scale parameters to vary while avoiding the estimation of a large number of parameters.
Multinomial logit
If the probability of choosing a disaggregate alternative is a multinomial logit model 
then we can write the likelihood of observing an aggregate choice i using (1) as
Here m i denotes the number of alternatives in L i , and V i denotes the mean of V l over l 2 L i . The above reformulation displays the idea that the utility of the aggregate alternative can be seen as a combination of the average utility that the aggregate choice provides plus a size factor lnðm i Þ and finally a measure of the heterogeneity of the disaggregate alternatives within the aggregate (McFadden 1978) .
Nested logit models
The disaggregate alternatives are grouped into aggregate alternatives because they share certain observed characteristics. Since they are similar, they may also share unobserved characteristics. In this case, the independence from irrelevant alternatives property of the MNL model does not hold. McFadden (1978) proposes to model the correlation between utilities of disaggregate alternatives using a nested logit model where there is one nest per aggregate alternative. This nesting structure is illustrated in Fig. 3 . The probability of choosing l 2 C is PðljCÞ ¼ PðljiÞLðijAÞ and can be written as
where k i are nest specific scale parameters (sometimes called logsum parameters). We combine (1) and (5) to write the likelihood of observing an aggregate choice i
Comparing (6) and the MNL model (4), we note that the correlation of disaggregate alternatives affects the probability of observing an aggregate choice through the scale Brand/model/fuel-type i l 1 , ..., l m i Fig. 3 Nesting structure parameters. The latter are interacting with both the size factor lnðm i Þ and the measure of heterogeneity. In the results Sect. 5 we present estimation and prediction results for three models that are different versions of 6. We present these three versions in the following.
We call the first model NL without Heterogeneity (NLwH) which results from the assumption that the deterministic utilities of disaggregate alternatives are equal, i.e.
In other words, there is no heterogeneity, and the corresponding term in (6) equals zero. Moreover, we assume that the scale parameters are equal for all nests k i ¼ k8i 2 A. In this case, (6) simplifies to
Even though the underlying assumptions may seem restrictive, we include this model because it is used in the literature, for example, when there is no data on disaggregate utilities (Lerman 1977; Mabit 2011) . In the second model Nested Logit (NL), we include the term capturing the heterogeneity in disaggregate utilities, but we keep the assumption that the scale parameters are equal for all nests k i ¼ k8i 2 A. Accordingly, (6) becomes
Finally, in the third model Nested Logit with Nest Specific Scale Parameters (NLP), we allow the scale parameters to be nest specific which hence corresponds to (6). Since the number of aggregate alternatives can be large (in our application 398), we reduce the number of scale parameters to estimate by assuming that they follow a parameterized exponential function (a similar idea is used in Mai et al. 2015) . In our case, we use one parameter a and the number of disaggregate alternatives m i , k i ¼ e Àami . The probability of observing aggregate alternative i is hence
where
Modeling correlation between aggregate alternatives
In the previous section, we define nested logit models that can capture the correlation between disaggregate alternatives. In this section, we present a two-level nested logit model that is designed to capture the correlation between aggregate alternatives as well. Such multi-level nested structures are known as network MEV models (Daly and Bierlaire 2006; Mai et al. 2017) . Transportation (2019) 46:563-582 571 We illustrate the nesting structure in Fig. 4 . The bottom level nests correspond to aggregate alternatives i 2 A, which in turn are grouped in upper level nests, in our case, according to brand. Let B k denote aggregate alternatives that share the same brand k 2 K. Then the probability of choosing disaggregate alternative l 2 C can be written as PðljCÞ ¼ PðljiÞPðijkÞPðkjCÞ, or equivalently,
We note that we we use a parametrized exponential function for the different scales. The model is consistent with random utility maximizing behavior if k k \1, and k i \k k for all i and k. This is the case if a and c are positive. Using (1) we can write the likelihood of observing an aggregate alternative as
Empirical results
In this section, we present estimation results and assess forecasting performance. We start by presenting the model specifications and the corresponding estimation results. We then present a cross-validation study to assess out-of-sample fit followed by forecasting results where we compared predicted market shares to actual ones.
Estimation results
We use the same linear-in-parameters utility specifications for all the models P(l|C) that we present in Sect. 4. Since the choice models are defined for the disaggregate alternatives, but only aggregate ones are observed, it is important to consider issues related to the identification of parameters. With this issue in mind, we have chosen to include a series of constants for brand, fuel type and body type while avoiding a full set of alternative specific Fig. 4 Nesting structure of the two-level nested logit model constants that would not be identifiable. We also include a number of explanatory variables: price, tax, tank volume and weight divided by power (Table 3) . We estimate the parameters by maximum likelihood using MATLAB and a QuasiNewton method for the non-linear optimization problem. Table 4 reports the parameter estimates and t-test values with respect to zero. We start by analyzing the parameter estimates. A Volvo station-wagon petrol car is used as reference alternative, and the corresponding constants are fixed to zero. Cars of this type have the highest market share in Sweden. According to expectation, and with few exceptions, the estimated constants for other brands, body types and fuel types are negative. The positive constants are associated with brands and fuel types having few observations, namely, luxury brands (Bentley, Ferrari, and Lamborghini) and E85 fuel type. The parameter estimates associated with explanatory variables are significant and have their expected signs. The tax parameter associated with diesel cars is positive but we note it should be interpreted together with the general tax parameter and the sum of the two remain negative. Hence, there is a higher sensitivity to paying tax for alternative fuel vehicles (AFV) than petrol ones while it is the other way around for diesel cars. We also note that the parameter estimates are highly significant, except for some luxury cars with small market shares. 
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We now turn our attention to the scale parameters. The scale parameter estimate b k of the NL model without (NLwH) and with heterogeneity (NL) are significantly different from one (t test 8. 07 and 19.19 respectively) . This is consistent with the finding in Mabit (2011) . The scale parameters of models NLP and NL2 are less straightforward to analyze since they are given by an exponential function that depends on b a and b c. For the NLP function showing the correlation among disaggregate alternatives increases with the number of disaggregate alternatives. This finding is consistent with Haener et al. (2004) . Table 5 reports ratios of some parameters divided by price. The ratio values are similar in all models except for NL2 where they are higher. This can be explained by the difference in scale parameters as NL2 captures correlation between aggregate alternatives.
We can compare the in-sample fit (final log-likelihood value) of some of the models. It is not meaningful to compare NLwH with the others because it is not a restricted version of them, nor can any of the other models be formulated as a restriction of it. This can clearly be seen from the final log-likelihood values since the value is higher for MNL compared to NLwH while the latter has one more degree of freedom. We can, however, statistically compare MNL, NL, NLP and NL2 using a likelihood ratio test. The NL2 has a significantly better fit than the other three models showing that there is a significant correlation between aggregate and disaggregate alternatives and that this correlation is not the same across nests. Moreover, NLP has a significantly better fit than NL, but NL has significantly better fit than MNL. In the following section, we present a cross-validation study with the purpose to compare the out-of-sample fit of the five models.
Cross-validation study
We use the same data as in the previous section, namely the 103,155 observations from 2006. We repeatedly and randomly divide the data into two sets, one that is used for estimation and the other one to compute predicted choice probabilities. The latter are aggregated into a function, in our case predicted log-likelihood. We use two methods to define these sets of observations: random sampling (Monte Carlo) and tenfold. The sample sizes of the random sampling method are 82,524 (estimation) and 20,631 (prediction) which correspond to a 80%/20% division of the full set. We do 20 cross-validation iterations using this method and report the average predicted log-likelihood values in the first row of Table 6 .
In the case of the tenfold method, the data is partitioned into 10 equally sized subsets (10,315 observations). These sets are used one by one to compute predicted log-likelihood values. The remaining 9 subsets are used for estimation. The second row of Table 6 reports the predicted log-likelihood averaged over the 10 iterations. Similar to in-sample fit, a higher value means better performance. Since the sample sizes and methods are different, the values in the two rows cannot be compared. Instead, we focus on the ordering of the models and note that it is the same for the two methods. The NL2 model has the best outof-sample fit followed by NLP, NL, MNL, and NLwH.
Prediction results
In Sect. 2 we present data from two years: 2006 and 2007. The estimation and crossvalidation results in the previous sections concerned only the observations from 2006. In this section, we use the models estimated on the 2006 data to predict brand market shares in 2007 after a clean car purchase subsidy of 1000 euros was introduced. We report the actual and predicted market shares in Table 7 as well as the root mean squared error of prediction (RMSE) for each model. The results show that NL2 provides the most accurate forecasts according to the RMSE performance measure and the second-best model is NLP. These two models have the same ordering according to in-sample and out-of-sample fit as well. NL and NLwH have similar performance, and the MNL model has the worst prediction performance (although it has better in-sample and out-of-sample fit than NLwH). We note that all the models under predict the market share of Volvo. This may be due to brand loyalty in the Swedish market that the models do not capture. Furthermore, all the models except NL2 over predict the market share of BMW which could be explained by the fact that the number of disaggregate alternatives corresponding to this brand increased by 133% from 2006 to 2007. NL2 has brand specific nests and has more accurate substitution patterns between brands.
Conclusion
In this paper, we presented an extensive empirical analysis of aggregation methods for discrete choice models in a new car choice application. We used registry data covering all new car purchases in the Swedish market in 2006 and 2007 as well as detailed data on car alternatives available on the market in those years. In this context, the observations are at an aggregate level while actual alternatives are disaggregate.
We presented several different models of aggregation from the literature (McFadden 1978; Brownstone and Li 2017) as well as a new model specification where we allow scale parameters to vary over nests while keeping the number of parameters to estimate low. More precisely, we model scale parameter values with a parameterized exponential function.
We compared estimation results, in-sample, and out-of-sample fit as well prediction performance of five different models for the choice of disaggregate alternatives. The results showed that a two-level nested logit model that accounts for heterogeneity and correlation between disaggregate and aggregate alternatives with nest-specific scale parameters has the best performance in all aspects. The results also showed that the commonly used model where aggregation is only captured through a ''size measure'' has the worst out-of-sample fit and two other models have better prediction performance. Their findings are different from Haener et al. (2004) . They report that accounting for heterogeneity did not improve the results compared to only including a size measure. They, however, focus on in-sample results and state that assessing prediction performance is an important topic for future research. The findings of this paper suggest that it is important to account for correlation and heterogeneity between disaggregate alternatives when choice observations are at aggregate levels. We hope that the paper can stimulate more research in this direction, for example, modeling more complex substitution patterns and unobserved heterogeneity using logit mixture models. A key issue in that context is related to parameter identification.
