Abstract: Protein functional site prediction is closely related to drug design, hence to public health. In order to save the cost and the time spent on identifying the functional sites in sequenced proteins in biology laboratory, computer programs have been widely used for decades. Many of them are implemented using the state-of-the-art pattern recognition algorithms, including decision trees, neural networks and support vector machines. Although the success of this effort has been obvious, advanced and new algorithms are still under development for addressing some difficult issues. This review will go through the major stages in developing pattern recognition algorithms for protein functional site prediction and outline the future research directions in this important area.
INTRODUCTION
There are two types of protein sequence analyses, namely protein annotation (or homologous detection) and functional site recognition. The former is to annotate a newly sequenced protein while the latter is to determine where the functional sites are in the sequence. Protein annotation commonly involves sequence homologous detection. For instance, when the severe acute respiratory syndrome (SARS) virus was sequenced scientists identified the type of the virus through sequence homologous alignment [1] [2] [3] [4] [5] . This helped the fast recognition of the virus and the effective medical treatment of the disease. A commonly used method for protein annotation is based on the use of homology alignment algorithms which determine how similar two sequences are [6, 7] . If the homology alignment score between the sequence of a novel protein and the sequences of known proteins from an existing databank is large enough, the novel protein is classified as a member of the family of the known proteins. Many computational algorithms and tools have therefore been developed for protein annotation using this principle with success. For instance, the Smith-Waterman dynamic programming algorithm [8] is the most accurate, while heuristic algorithms like BLAST [6] and FASTA [9] trade reduced accuracy for improved efficiency. Later on, the methods using aggregate statistics from a family of sequences, such as profile-based method [10] were used for improving the accuracy of sequence homology detection. Recently, iterative methods such as PSI-BLAST [11] and SAM-T98 [12] were used in large databases of positive protein sequences for decision making.
Within a sequence, there will be one or more functional sites for chemical activity, such as protease cleavage, signal peptide cleavage or glycoprotein linkage. Shown in (Fig. 1) is the diagram of the HIV structure, where there are nine *Address correspondence to this author at the Department of Computer Science, University of Exeter, UK; E-mail: z.r.yang@ex.ac.uk cleaved functional proteins, namely p17, p24, p9, p6, protease, reverse transciptase, integrase, gp120 and gp41. The Aspartyl protease works on the polyproteins "gag" and "pol" while cellular protease works on the polyprotein "env".
The specificity of functional sites in protein sequences is important to drug design. The effective design of an inhibitor (drug) against cleavage activity, and hence the possibility of preventing maturation of viruses, largely depends on the understanding of the specificity of the virus cleavage activity. For instance, HIV protease can be inhibited using specially designed inhibitors. Fig. 2 shows the working principle that how inhibitors block the newly produced protease from getting out the cell to function.
As seen in (Fig. 2) , the following two approaches can be used to block the newly produced protease: one is to inhibit the reverse transcriptase (see, e.g., [13] [14] [15] [16] [17] [18] [19] ); and the other is to inhibit the HIV protease. For the latter, many studies were focused on finding the peptides that can be cleaved by HIV protease (see, e.g., [20] [21] [22] [23] [24] [25] [26] [27] [28] [29] ), followed by modifying these peptides according to the distorted key theory [22, 23] to convert them to a potential inhibitor against HIV protease, as illustrated in Fig. 3 . (Fig. 3) is a subsequence obtained from a whole protein sequence. Fig. 4 shows a sliding window of size 2K used for scanning a whole sequence to generate sub-sequences. The window is moving along the whole sequence from the N-terminal to the C-terminal residue by residue. All the residues within one scan constitute one sub-sequence. In (Fig. 4) , the residues are denoted as R K …R 2 -R 1 -R 1' -R 2' …R K' . The sub-sequence is functional if there is a cleavable site between R 1 and R 1' . Sometimes, the functional site occurs at only one residue like phosphorylation site [30] and O-linkage site [106, 107] . In this situation, the residues within a window of size 2K+1 are denoted as R K …R 2 -R 1 -R 0 -R 1' -R 2' …R K . The functional site is at R 0 . Functional activity is very substrate-selective, i.e., depending on the size and shape of the substrate for chemical reaction. A small region around a functional site is therefore the focus of the study. For instance, eight residues surrounding the cleavage site are used for analysing the specificity of HIV protease cleavage [22, 23, 27] . The residues within such a small region constitute a sub-sequence (SS) in contrast to a whole sequence. Function occurs only when certain amino acid compositions regarded as functional patterns are present in SSs. The recognition of functional sites in protein sequences can be determined experimentally, but it is time-consuming and costly. To automate this process, a computer program can be implemented with the observed functional patterns embedded for efficient detection of the functional sites in proteins. Based on the frequency matrix of 20 amino acids on the eight sub-positions R 4 , R 3 , R 2 , R 1 , R 1' , R 2' , R 3' , R 4' derived from a set of known SSs cleavable by HIV protease, various prediction algorithms were developed, such as h-function algorithm [27] , Γ-function algorithm [26] , Θ-function algorithm [21] , Markov-chain model [25] , alternate-subsite-coupled model [29] , vectorized sequencecoupled model [22] , and discriminant function algorithm [24] . Comments on each of these algorithms can be found in a comprehensive review [23] .
CODING METHOD
Prior to using a machine-learning algorithm for building a model for protein functional site prediction, an important issue is how to represent amino acids in SSs because amino acids are non-numerical attributes, i.e., how to code amino acids to numerical values. One of the most commonly used encoding methods is the distributed encoding [35] . With this method, each amino acid is encoded by a 20-bit long binary vector with one bit setting as one and the rest zeros. In some cases, a 21-bit binary vector is used for including the "unknown" amino acid. The use of this method has made applications of most pattern recognition algorithms to the analysis of protein sequences much easier. For instance, the method has been used in the prediction of protease cleavage sites [28] , signal peptide cleavage sites [36] , linkage sites in glycoproteins [37] , enzyme active sites [38] , phosphorylation sites [30] and water active sites [39] .
However, the distributed encoding method is unable to effectively code biological content in SSs. The distance (dissimilarity) between two binary vectors encoded from two different amino acids is always a constant (it is 2 if using the Hamming distance) while the similarity (mutation or substitution probability) between any two amino acids varies [11, 40, 41] .
The other difficulty of the distributed encoding method is the model size. The number of input variables in a protein sequence is enlarged 20 (or 21) times. Fig. 5 shows an application when the distributed encoding method is used in a neural network model. This will make the free parameter ratio very small. The free parameter ratio is defined as a proportion of the number of training vectors over the number of the parameters (weights) used in a model. The larger the ratio, the more significant the training data is. As the number of input nodes increases dramatically, the number of model parameters therefore increases significantly and the free parameter ratio decreases significantly.
In order to overcome this difficulty, the bio-basis function was proposed in 2003 [42, 43] . The basic principle of the bio-basis function is the normalisation of pairwise homology alignment scores. Shown in (Fig. 6) , a query sub-sequence (IPRS) will be aligned with two template SSs (KPRT and YKAE) to produce two homology alignment scores a (24+56+56+36=172) and b (28+28+24+32=112) respectively. The values are from the Dayhoff matrix [41] . Because a>b, it is believed that the query sub-sequence shares more functional similarity with the first template SS.
SUPPORT VECTOR MACHINES
Classification analysis is to find a mapping function between input vector x and a class membership
where w is the parameter vector, ) , ( w x f the mapping function and y the output. With most classification algorithms other than support vector machines (SVM) [44] , the distance (error) between y and t is minimised to optimise w. This can lead to a biased hyper-plane for discrimination. In Fig. (3) . Schematic illustration to show (a) a cleavable octapeptide is chemically effectively bound to the active site of HIV protease, and (b) although still bound to the active site, the peptide has lost its cleavability after its scissile bond is modified from a hybrid peptide bond to a single bond by some simple routine procedure. Reproduced from K.C. Chou [23] with permission.
Fig. (4).
Sliding window [31] [32] [33] [34] for scanning a whole sequence to generate sub-sequences, where the amino acid "A" is at the position R 1 and the amino acid "D" at position R 1' . Adapted with permission from [33] . ( Fig. 7) , four open circles of class A and four filled circles of class B are distributed in balance. When a shaded circle is included as noise, the hyper-plane (the dashed line) will be biased because the error (distance) between the nine circles and the hyper-plane has to be minimised. When using such a hyper-plane for testing the novel data with the similar distribution as the training data (eight small circles in this case), the bias will occur. For instance, the test using this biased hyper-plane on the data with four test pints denoted by the triangles will lead to 50% of the accuracy compared with 100% of the accuracy on the eight small circles. In searching for the best hyper-plane, SVMs find a set of data points which are most difficult to classify. These data points are referred to as support vectors. In constructing a SVM classifier, the support vectors are closest to the hyper-plane and are located on the boundaries of the margin between two classes. The advantage of using SVMs is that the hyperplane is found through maximising this margin. Because of this, the SVM classifier is the most robust, hence has the best generalisation ability in many applications among all classifiers. In (Fig. 7) , two open circles on the upper boundary and two filled circles on the lower boundary are selected as support vectors. The use of these four circles can form the boundaries of the maximum margin between the two classes.
The trained SVM classifier carries out a linear combination of the similarity between an input and the support vectors. The similarity between an input vector x and a support vector is quantified by a kernel function defined as
where i x is the ith support vector. The decision is made using the following equation SVMs have been widely applied to the prediction of functional sites in proteins. For instance, it was used for the prediction of translation initiation sites [45] . Interestingly, the work designed a novel kernel function which simply counted the number of nucleotides that coincide between two sequences. The kernel function was further improved based on the biological knowledge that local correlation information is important for translation initiation sites. It was also used for the classification of proteins with a selective kernel scaling method [46] , the prediction of the alpha and beta turns [47] , the prediction of phosphorylation sites [48] , the prediction of T-cell receptor [49] , the prediction of proteinprotein interaction sites [50] , the prediction of protein subcellular location [51] , the prediction of enzyme active site [52] , the prediction of signal peptides [53] , the prediction of HIV protease cleavage sites [54] , and the prediction of membrane protein type [55] [56] [57] [58] . A detailed review can be seen in [59] .
NEURAL NETWORKS
Neural networks, known as the multi-layer perceptron (MLP) with the error back-propagation algorithm [60] is one of the most popular pattern recognition algorithms used in bioinformatics covering many areas. The basic principle of the MLP is to treat a mathematical model as a "black-box". This is true in many real applications as prior knowledge of the exact mathematical model of a real system is commonly unknown. An MLP model is a fully-connected three (or more) layer network shown as in (Fig. 5) . If a numerical vector n x is encoded from the nth input sub-sequence n s each hidden neuron's output is defined as ) (
where h w is the weight vector connecting the hth hidden neuron to all the input neurons and f() is a sigmoid function defined as
The output function in terms of the hidden neurons is defined as ) (
where o w is the weight vector connecting the output neuron to all the hidden neurons and n ŷ is the model output corresponding to the target value n y . An error function is defined as
where N is the total number of input vectors. The error backpropagation algorithm optimises the model parameters (weights h w and o w ) through minimising the error function using a gradient descent method. With the gradient de- scent method, the weights are updated progressively using the following equation e ∇ − = ∆ η w (8) where old new w w w − = ∆ is the change on the weights, η is a learning rate and e ∇ is the partial derivative of the error function with respect to the weights. This update process will proceed until the validation error is increasing or the learning cycle exceeds a limit.
The function of hidden neurons is to decompose the complicated (nonlinear) input space so that the hidden space (also called feature space) is simpler. Fig. 8 shows a typical nonlinear case where two points belong to one class and the other two belong to the other one. Obviously, these two classes in this input space is non-separable using any linear function. With two hidden neurons, the hidden space is demonstrated on the right side in Fig. 8 . It can be seen that four points become linearly separable.
The applications of MLP to the prediction of functional sites in proteins are huge. To name a few, for instance, the prediction of HIV protease cleavage sites [61, 62] , the prediction of specificity of GalNAc-transferase [63, 64] , the prediction of β-turn types [65] and α-turn type [66] , the prediction of protein domain structural class [67] , the prediction of Hepatitis C virus protease cleavage sites [68] and the prediction of phosphorylation sites [69] .
BIO-BASIS FUNCTION CLASSIFIER
The introduction of bio-basis function classifier (BBC) is based on the use of the bio-basis function [42, 43] . BBC is a linear mathematical model of the bio-basis functions with the assumption that the space spanned by the bio-basis functions is linearly separable as shown in (Fig. 9) , where there are two bio-bases (BBs) supported by two template SSs. Fig. (9) . The bio-basis function classifier with two bio-basis functions. The dark circles represent one class while the grey circles the other class. X 1 is the BB supported the template SSs KPRT while X 2 is the BB supported the template SSs YKAE. W 0 is the bias while W 1 and W 2 are two parameters associated with two BBs.
In order to demonstrate that such an assumption is valid. Two examples are given for the HIV-1 protease cleavage data, where there are 362 octapeptides, of which 114 are cleaved and the rest non-cleaved. Fig. 10 shows two contours using two cleaved (positive) octapeptides. On the left side, all the cleaved octapeptides are aligned with these two cleaved ones showing large values. One the right side, all the non-cleaved (negative) octapeptides are aligned with these two cleaved ones demonstrating small values. This evidence shows that the use of bio-basis function is able to conduct discrimination tasks using a proper pattern recognition algorithm.
BBC is composed of K inputs for K bio-bases. Each biobasis is supported by a sub-sequence with a known property, i.e., with or without a functional site. The sub-sequence used by a bio-basis is referred to as a template sub-sequence (tSS). We refer to a sub-sequence as m . A vector-matrix notation of BBC is defined as y = φw + e (10) Assuming that the error follows a Gaussian distribution, the pseudo-inverse method [70] can be used to solve the system
where φ t means the transpose of φ and (φ t φ)
The BBC has been used for the prediction of Trypsin cleavage sites [42] , HIV cleavage sites [43] , Hepatitis C virus protease cleavage sites [71] , disordered protein prediction [72, 73] , phosphorylation site prediction [69] , the prediction of the O-linkage sites in glycoproteins [74] , the prediction of Caspase cleavage sites [75] and the prediction of SARS-CoV protease cleavage sites [76] . In all cases, the BBC outperformed the other classification algorithms, such as decision trees and neural networks with the backpropagation algorithm.
It should be noted that the system described in Eq (11) is based on the assumption that there is no prior knowledge of the model parameters (weights). A lot of work has been done to deal with parameter priors. For instance, the weights are assumed to follow one Gaussian in the Bayesian net [77] while each weight is assumed to follow one Gaussian in relevance vector machine (RVM) [78] .
However, we surprisingly found that the weights in a BBC model followed two approximate Gaussians for a discrimination task (Fig. 11) . When conducting further experiments, we found that this phenomenon generally holds true. This is contrary to our original belief that the weights should follow a single Gaussian or each weight should follow a single Gaussian. It is then questioned whether the performance of the model can be improved if the true weight distribution can be recognised through automatic learning.
We then use Bayesian method to re-construct BBCs. We use λ for the hyper-parameters governing the error structure prior and weight structure prior. The Bayes formula of the posterior probability is as follows Fig. (10) . The contours showing the discriminating capability of using bio-bases.
Fig. (11).
The weight distribution for a discriminant analysis using BBC. Reproduced from Yang and Chou [74] with permission.
where p(w,λ | y) is the posterior, p(y | w,λ) the conditional probability and ) (y p the normalisation factor and p(w,λ) = p(w | λ) p(λ) (13) where ) | ( ë w p is the posterior probability of the weights and ) (ë p the a priori probability of the hyper-parameters. The posterior probability can be re-written as L ∝ p(y | w,λ) p(w,λ) = p(y | w,λ) p(w | λ) p(λ) . (14) The method called MAP (maximum a posteriori) can be used for parameter estimation.
We use α and β to refer to non-functional and functional SSs, respectively. The weights of the bio-bases supported by non-functional SSs follow one Gaussian (16) where C is a constant, u α = µ α i Kα and u β = µ β i Kβ . Letting the partial derivative of % L with respect to γ e be zero leads to
We use τ to represent either α or β. Letting the partial de- 
Suppose : φ = γ e φ t φ + γ τ I and υ = γ e φ t y + γ τ Iu . Eq (21) can be re-written as
The estimation of the weights is :
As the partial derivatives of L with respect to some parameters are not in the closed forms, learning of the parameters including hyper-parameters can be implemented using the principle of the expectation-maximisation (EM) algorithm. Each parameter is assigned a random value at the beginning. In the tth learning cycle of the E-step, hyperparameters are estimated as follows
is the newly estimated value for ë at tth learning cycle. In the tth cycle of the M-step, network parameters are estimated as follows : φ(t + 1) = γ e (t + 1)φ t (t + 1)φ(t + 1) + γ τ I(t + 1),
The stop criterion can be defined as ε < 2 || || e (26) The alternative is to measure if the system has approached the steady state where the system parameters do not change too much for a certain period L, i.e., (27) where ε and δ are two small positive values.
CASE STUDY: CASPASE CLEAVAGE SITE PREDICTION
Programmed cell death (apoptosis) is a common phenomenon of cell death. Its function is to maintain adult tissues and assist embryonic development. Apoptosis can balance cell proliferation and maintain the number of cells in tissues constant [79, 80, 81, 82, 83] . It is estimated that about 5 _ 10 11 blood cells are eliminated by programmed cell death daily in humans. The other important role of apoptosis is that it can eliminate potential dangerous cells which may cause diseases. For instance, the frequent elimination of the virusinfected cells is one of the main tasks of apoptosis. Through the programmed death of these cells, the production of new virus particles can be prevented and the spread of the virus in the body through the host organism can be stopped [84] . The other example of apoptosis is the mammalian nervous system where neurons are normally produced in excess and about 50% of newly developed neurons are eliminated by programmed cell death to ensure that the survived are the best for making the correct connections with their target cells [85] .
In the process of apoptosis, chromosomal DNA is first fragmented. The nucleus is then broken into small pieces. From this, the cell shrinks and is also broken into membraneenclosed fragments called apoptosis bodies. Fig. 12 is the diagram. They will be removed from the tissues [86] . Leading to apoptosis are the protease called caspases because they have cysteine (C) residue at their active sites and cleave after aspartic acid (A) residue in their substrate proteins [87] . The caspases are synthesized as inactive precursors that are converted to the active form by proteolytic cleavage, catalyzed by other caspases. The first cleavage activity therefore starts a chain of cleavage activities.
It can be seen that the study of caspase is critically important to many disease studies [82, 88, 89, 90, 91, 92, 93] . When apoptosis over-acts, some disease like Parkinson's or Alzheimer will occur [94] , on the other hand when apoptosis is blocked or slowed down cancer could happen [95, 96] . We download 13 sequences from NCBI (http://www.ncbi. nih.gov) for the experiment. These 13 proteins are O00273, Q07817, P11862, P08592, P05067, Q9JJV8, P10415, O43903, Q12772, Q13546, Q08378, O60216, and O95155. In total, there are 18 experimentally determined cleavage sites. Protein-oriented jackknife simulation is used. The protein-oriented jackknife means that one protein is ruled out and the remaining proteins are used for constructing a classifier in each run of simulation. The constructed classifier is used to test the singled-out protein. Each protein sequence will be scanned using a sliding window with a fixed size is 10. Fig. (12) . The apoptosis process.
Decision trees, neural networks and support vector machines are used for the comparison with bio-basis function classifiers. Neural networks did not work with totally biased prediction accuracy towards non-cleaved sub-sequences when we used different number of hidden neurons. This coincides with the phenomenon in [97] , where the prediction accuracy was always biased towards the class with the majority of the inputs known as "the problem of small disjuncts" in machine learning, e.g., Frayman and Wang, 1999 [98] . In this study, the ratio of the non-cleaved SSs over the cleaved ones is 2025.
In the simulation, the maximum learning cycle is 1000 unless the stopping criterion or the steady state of the mean parameters is satisfied when estimating parameters for BBC. The Blosum62 matrix [99] was used to calculate pairwise homology alignment with SVM, all non-linear kernel functions produced results similar to neural networks while linear kernel worked the best with C as 100 for trading off between training error and regularisation ability. The package SVM light [100] (http://svmlight.joachims.org/] was used.
Shown in (Fig. 13) is the performance comparison. The sub-sequence is represented by R 5 -R 4 -R 3 -R 2 -R 1 -R 1' -R 2' -R 3' -R 4' -R 5' , where the cleavage occurs between R 1 -R 1' . It can be seen that although BBC0 (original BBC) demonstrated higher total accuracy than BBC2 (Bayesian BBC with two Gaussians), BBC0 demonstrated a very low true positive fraction rate. Note that BBC1 represents Bayesian BBC with one Gaussian. Two best models are BBC2 and SVM, their TNfs are 96% and 94%, their TPfs are 92% and 90%, their precisions are 96% and 93%. The p-values of the T-test on TNf, TPf and precision between BBC2 and SVM are 0.0001, 0.8181 and 0.0002, respectively. The hypotheses that BBC2 shows similar TNf and precision as SVM have been denied. At the same time the hypothesis that BBC2 shows similar TPf as SVM cannot be denied because the p-value is approaching one (0.8181). This means that BBC2 outperformed SVM in reducing the false cleaved sub-sequences significantly while maintaining the similar performance in recognising the cleaved sub-sequences. The experiments showed the true negative fraction, true positive fraction and the total accuracy of BBC2 are 95.86 ± 1.11%, 92.31 ± 2.66% and 95.83 ± 1.10%, respectively. Fig. 14 shows a comparison among all models using two measurements, TNf and TPf. The best model should be located at the top-right corner and the worst one would be located at the left-bottom corner. Any model whose location is below the diagonal line from the top-left corner to the rightbottom corner is regarded a failure. In terms of this, it can be seen that the BBC2 models outperformed all the other models because they are most close to the top-right corner. Fig. 15 shows the evolution of the mean values of two Gaussians for the Bayesian BBC with two Gaussians. It can be seen that they evolve to two distinct Gaussians through learning. Note that the hyper-parameters are unknown in advance and can be learned through a MAP process. The upper lines represent the mean value of the Gaussian for the bio-bases supported by cleaved tSSs while the lower lines the mean value of the Gaussian for the bio-bases supported by non-cleaved tSSs. This is not surprising as the non- Fig. (14) . The comparison among all the models using TNf and TPf. Adapted with permission from [75] .
cleaved SSs tend to have no conserved patterns leading to very diverged values of the bio-bases. Fig. 16 shows that how the error evolves with the learning process. After about 70 iterations, the system approaches at the steady state.
FUTURE RESEARCH DIRECTION
Although the development and the applications of pattern recognition algorithms to the prediction of functional sites in proteins have been successful, some hard issues still remain unsolved.
The first issue is the use of the mutation matrices. It has been reported in [43] that the use of different mutation matrices led to the models with different performance. Fig. 17 shows that the performance of BBC using six different mutation matrices, where the circles represent the true negative fraction, the cross the true positive fraction and the triangles Fig. (13) . The performance comparison for window size of 10. The horizontal axis denotes the three measurements while the vertical axis the performance. Adapted with permission from [75] . Fig. (15) . The mean values of the two Gaussians evolved through learning. Fig. (16) . The evolved errors through learning. Fig. (17) . The performance of BBC for using different mutation matrices and different number of bio-bases. The triangles represent the mean accuracy while the circles and crosses the upper and low bound of one standard deviation. Adapted with permission from [43] . the total accuracy. Dayhoff, Doolittle, Fitch, Gonnet, Grantham and Henikoff are six mutation matrices. The graph also shows the performance variation when using different number of bio-bases. The optimisation of mutation matrix for the purpose of functional site prediction is then a difficult issue which has not yet been well answered.
The second issue is the ratio of the non-functional SSs over the number of the functional ones. In this paper, it can be seen that the ratio is 2025. With this kind of ratio, it is desired to have a systematic method to handle the uncertainty in using the data for modelling. The common method is to randomly select non-functional SSs with roughly the same number as the functional SSs. However, this kind of randomness raises uncertainty. Feature selection methods used in pattern recognition could be a way to approach.
SUMMARY
The applications of pattern recognition algorithms to the prediction of protein functional sites have been briefly reviewed. Along with the algorithms based on the frequency matrix developed in early 1990's, the linear discriminant analysis, quadratic discriminant analysis, neural networks, decision trees, support vector machines and bio-basis function classifiers have played different roles in this area making their contribution towards the final goal, computer-aided drug design and hence benefit the humans.
It has to be noted that the development of using pattern recognition algorithms for the prediction of protein functional sites has gone through a very interesting period. At first, the frequency matrix approaches were inspired by biochemical observations that the frequency occurs in subsequences is regarded the natural law. After that, some statistical methods like linear discriminant analysis and quadratic discriminant analysis which regard the residues in subsequences as variables were developed. With this kind of development, the work proceeds towards more mathematical description of the specificity of protein functional sites. Along with the occurrence of neural networks and support vector machines, more focus was shifted to computer capability. Although the development of the distributed encoding method has made many applications of the state-of-the-art pattern recognition algorithms to protein functional site prediction easier, its success in coding biological content in sequences has been challenged. Recently, the development of the bio-basis function classifiers aimed to make a model for the prediction of protein functional sites more biologically sound. However, the introduction of the bio-basis function classifiers also posed new difficulties which need further studies. Nevertheless, it is encouraging to note that using the distorted key theory that was originally proposed for finding peptide inhibitors against HIV protease [22, 23] has been effectively used to find inhibitors against SARS (severe acute respiratory syndrome) enzyme very recently [101] [102] [103] [104] [105] .
