Abstract-This paper presents a real-time vision system for telerobotic manipulator with large time delay. This system consists of a number of subsystems, including image acquisition system, image transmission system, object tracking system and pose estimation system. Furthermore, a pose estimation algorithm is proposed and developed to estimate the motion for tele-robotic manipulator by the 3D reconstruction uncertainty. In order to estimate the pose of the robotic manipulator, a new cooperative target is designed for tracking the manipulator. We validate our method through the experiments and comparison with the state-of-art methods. The performance of the vision system is validated in real teleoperation with a simulated large time delay.
INTRODUCTION
A vision system is an important part of the intelligent robotic manipulator [1] [2] [3] . Such system can implement interaction with the environment using visual data captured by sensors. The visual feedback from the sensor can enhance the reliability and stability of the robotic manipulator [4] . With the development of computer, many vision systems were proposed for positioning in the unknown environment [5] .
A telerobotic manipulator with large time delay has many applications, such as tele-operation in medicine and space remote manipulation. Taking space remote manipulation as an example, many space tasks have involved much complexity due to the unknown environment. Ground control by tele-operation can supply safety operation for the tasks. However, the high precision operation by humanbeing is required at the mission. Even though a most skilled operator performs the tasks, the safety and precision cannot be guaranteed, especially in the case of large time delay. Moreover, the high cost by manned operation should be concerned. Thus, the autonomous capability of robotic manipulator is necessary to be developed.
A vision system can assist the robotic manipulator to accomplish some missions automatically. This kind of system should track the target, estimate position and guide robotic manipulator in the case of large time delay.
In this paper, we designed a real-time vision system for telerobotic manipulator with large time delay. Our vision system functions are listed as follows: 1) Capturing the scene images 2) Simulating the dynamic large time delay of communication. 3) Tracking a cooperative object 4) Estimating the pose of the robotic manipulator by a binocular vision algorithm.
III. SYSTEM ARCHITECTURE AND MODELINGE
In order to achieve above goal, our vision system for telerobotic manipulator consists of some subsystems including image acquisition, image transmission, object tracking and measurement system. The image acquisition system consists of image sensor, image acquisition card, image process unit. The image transmission system includes communication card and software module for communication. The object tracking subsystem is composed of a cooperative target and unit of object tracking algorithm. The measurement subsystem is composed of a series of pose estimation algorithms.
In practice, we built the vision system in a simulated experiment environment. A solar light is used to simulate space illumination environment. Figure.1 shows the hardware configuration of the proposed system, which consists of ABB robotic manipulator, two cameras, cooperative target on end effecter of the robotic manipulator. Our vision system includes four main parts. The part I contains a stereo camera and two process units. The stereo cameras consist of two BASLER AVA1000-120kc industrial cameras and images data are transferred by camera-link lines. The part II is composed of object tracking algorithm, image compression algorithm and pose estimation algorithm. The part III is the transmission module based on TCP and UDP protocol. The last part is the controller module. The architecture of the vision system is given by Figure. 2. When an image is captured by the acquisition subsystem and is transferred by camera-link lines, the position and the pose of the end effecter for the robotic manipulator is estimated by the object tracking and pose estimation algorithm. Then the pose data is sent to the controller subsystem by the TCP protocol. Meanwhile, the images of the robotic manipulator are also transferred by the UDP protocol. The controller subsystem receives data including the pose data and image data. Such data can assist the operator to make decision. It can also guide the robotic manipulator to accomplish some high precision tasks. The specific functions about each subsystem are presented as follows:
A. The Image Acquisition SubsystemTemplate
The image acquisition subsystem consists of two process unit. Each process unit includes a calibrated video cameras and a computer. It is shown as Figure. 3.
There are two CCD cameras. That is because we want to estimate the pose of the robotic manipulator. Therefore, stereo images of the robotic manipulator are needed. The stereo images are captured and sent to image process workstation for further processing. To meet the real-time capturing the stereo images, one camera corresponds to a single process unit in our system. In addition, the multithreads technology is introduced for parallel computing. Two parallel threads are launched for sampling the original images by the image process unit. 
B. Image Transmission Subsystem
The image transmission subsystem is responsible for communication with the control system. It consists of two modules which include TCP and UDP transmission modules.
In our system, transmission data includes image data and measurement data of the pose for the telerobotic manipulator. As a result of the reliability, UDP protocol is used to transmit the pose data of the robotic manipulator. In other words, the pose data is guaranteed to arrive at the other side. TCP protocol is used for the application that requires fast transmission of data. In order to meet real-time transmission for the data, the UDP protocol is used to transmit the image data because of its efficiency and lightweight. Although UDP protocol is used to improve the transmission speed, the size of the image data is still too large. Therefore, to reduce the system load and save the transmission time, we sample and compress the images by the image process unit.
Such data is transferred into the control system. Meanwhile, the image data is uncompressed and display on the LED screen for operator. Figure.4 shows the control subsystem. 
C. The Cooperative Target Tracking Subsystem
In order to track the end of the robotic manipulator, a cooperative target is designed in our system. The object tracking subsystem processes images captured by calibrated video cameras and tracks the cooperative target.
There are many kinds of method for the object tracking, such as tracking base on region, tracking based on features, tracking based on template and tracking based on model respectively. The image template matching has become major method for object tracking. The main idea of the method is calculating the correlation values between the template image and the image to be matched. According to The image template matching methods include the similarity sequential detection algorithm (SSDA) [6] , the absolute balance search (ABS) [7] method, and the mean absolute differences (MAD) [8] , Normalized Cross Correlation algorithm (NCC) [9] and so on. These methods calculate the correlation values with the template image and the image to be matched.
In our system, we designed a cooperative target for tracking the robotic manipulator. The cooperative target is showed in Fig.5 . It consists of seven circles with different diameter. NCC algorithm is often used to measure similarity due to its robustness with respect to photometric variations. In our system, we track the cooperative object by NCC algorithm. The correlation values are calculated between the template image and the images captured by the stereo cameras. It is calculated by: When the position of cooperative target is known, we calculate the coordinate of the circle center by the gravity center method. Before we compute the coordinate of the circle center, we make some preprocessing for the detected image, which includes image binarization, connectedcomponent labeling. Finally, the gravity center of circle is calculated by:
where , g i j equals 0 or 1 according to the above processing result.
D. Relative Pose Estimation Subsystem
The pose estimation subsystem provides global observation and motion estimation during the whole operation mission by a calibrated stereo vision system. We estimate the motion of manipulator by observing a cooperation target. The proposed method is composed of two parts: image processing and pose estimation. The steps of image processing are described in the above section. The pose estimation algorithm is presented as follows:
1) The reconstruction of cooperative target According to the feature points extracted from the cooperative target, we reconstruct the coordinate of the feature points in space and compute their 3D reconstruction uncertainty. Then the pose of the robotic manipulator is estimated by the Weighted Least-squares method.
Based on the above result of image processing in section II, the 2D image plane coordinate of the feature point is known. Assuming two cameras are accurately calibrated, the projection of a world point is calculated by:
where K is the matrix of intrinsic parameters, is the matrix of extrinsic parameters, denotes the corresponding image points of i P .
From (5) From (9) and (10), the M is rewritten as 
IV. EXPERIMENT AND RESULTS
We test the vision system for the robotic manipulator in a simulated environment with large time dely.
To evaluate the performance of vision system, the images from different position are taken as the test samples. Due to the fact that ABB manipulator can supply the precise pose data, we make such data as the ground truth. Thus we compare our experiment results with the ground truth.
In order to evaluate the proposed method, the world coordinate system is set as shown in Figure. 6. Then we set Z-axis of the world coordinate system coinciding with Zaxis of the robotic manipulator coordinate system in order to reduce the errors which is introduced by the robotic manipulator running. The initial pose of the robotic manipulation is given by: 
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The experiment results and the absolute error of translation values are shown in Table I . As shown in Table II , the attitude angles are also very close to the ground truth. The errors of the attitude angles are less than 2 D . We also compared our method with the pose measurement method of vision system proposed in [10] . They proposed a pose estimated method for vision system in a simulated environment. Compared with the method in [10] , we estimate the pose of the robotic manipulator by 3D reconstruction uncertainty of the feature points. The maximum relative errors (MRE) of pose parameters are calculated. The comparison results are shown in Table III . [10] . However, we note that the error of the x T is somewhat larger than that of the method in [10] . This may be due to the introduced noise in preprocessing of the image.
IV. CONCLUSUIONS
A vision system is designed for the telerobotic manipulator to accomplish some mission automatically. Such vision system can interact with the environment by visual feedback. Thus the pose estimation of the object is an important task. In this paper, we proposed a pose measurement method by the stereo vision system. The effectiveness of the proposed method is demonstrated with the experiments. The results show that the values of the pose parameters are very close to the ground truth. The experiment results and some comparisons validate that our algorithm and system outperform the state-of-art methods.
