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THE SPACE OF ALMOST CALIBRATED (1, 1) FORMS
ON A COMPACT KA¨HLER MANIFOLD
JIANCHUN CHU, TRISTAN C. COLLINS, AND MAN-CHUN LEE
Abstract. The space H of “almost calibrated” (1, 1) forms on a
compact Ka¨hler manifold plays an important role in the study of
the deformed Hermitian-Yang-Mills equation of mirror symmetry
as emphasized by recent work of the second author and Yau [7], and
is related by mirror symmetry to the space of positive Lagrangians
studied by Solomon. This paper initiates the study of the geometry
of H. We show that H is an infinite dimensional Riemannian
manifold with non-positive sectional curvature. In the hypercritical
phase case we show that H has a well-defined metric structure, and
that its completion is a CAT(0) geodesic metric space, and hence
has an intrinsically defined ideal boundary. Finally, we show that
in the hypercritical phase case H admits C1,1 geodesics, improving
a result of the second author and Yau [7]. Using results of Darvas-
Lempert [10] we show that this result is sharp.
1. Introduction
Let (X,ω) be a compact n-dimensional Ka¨hler manifold and [α] be
a class in H1,1(X,R). We use θˆ to denote the argument of the complex
number
∫
X
(ω +
√−1α)n, i.e.,
(1.1)
∫
X
(ω +
√−1α)n ∈ R>0e
√−1θˆ.
which is well-defined modulo 2π provided the above integral does not
vanish, an assumption we shall make throughout the paper. The de-
formed Hermitian-Yang-Mills (dHYM) equation seeks a smooth func-
tion φ on X such that the (1, 1) form αφ := α +
√−1∂∂φ satisfies the
non-linear partial differential equation
(1.2)
Im
(
e−
√−1θˆ (ω +√−1αφ)n) = 0,
Re
(
e−
√−1θˆ (ω +√−1αφ)n) > 0.
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The dHYM equation plays a fundamental role in mirror symmetry
[19, 20] and its solvability is expected to be related to deep notions
of stability in algebraic geometry. We refer the reader to [6] and the
references therein for an introduction to the physical and mathemat-
ical aspects of the dHYM equation. Understanding the solvability of
the dHYM equation has recently generated a great deal of interest, be-
ginning with the work of Jacob-Yau [17], and the second author with
Jacob and Yau [5]. Inspired by work of Solomon [24], Thomas [26]
and Thomas-Yau [27] in symplectic geometry the second author and
Yau [7] recently introduced an infinite dimensional GIT (Geometric
Invariant Theory) approach to the dHYM equation. In this approach
a fundamental role is played by the following space
Definition 1.1. The space of almost calibrated (1, 1) forms in the class
[α] is defined to be
(1.3) H = {φ ∈ C∞(X) | Re
(
e−
√−1θˆ(ω +
√−1αφ)n
)
> 0}.
The space H is a (possibly empty) open subset of the space of
smooth, real valued functions on X , and hence inherits the structure
of an infinite dimensional manifold. Under mirror symmetry the space
H is mirror to the space of positive (or almost calibrated) Lagrangians
studied by Solomon [24, 23]; this is the motivation for name we have
attached to H. Assuming, as we shall do throughout the paper, that
H is non-empty, we can define a Riemannian structure on H in the fol-
lowing way; for any φ ∈ H, the tangent space TφH = C∞(X). Define
a Riemannian metric on H by
〈ψ1, ψ2〉φ =
∫
X
ψ1ψ2Re
(
e−
√−1θˆ(ω +
√−1αφ)n
)
,
for ψ1, ψ2 ∈ TφH. Let φ(t) (t ∈ [0, 1]) be a smooth path in H. The
length of φ is given by
length(φ) :=
∫ 1
0
(∫
X
φ˙2Re
(
e−
√−1θˆ(ω +
√−1αφ)n
)) 12
dt,
where φ˙ = ∂φ
∂t
. Therefore, for any φ0, φ1 ∈ H, the Riemannian metric
H defines a “distance” function on H×H:
d(φ0, φ1) := inf{length(φ) | φ is a smooth path in H joining φ0, φ1}.
The corresponding geodesic equation is [7]
(1.4)
φ¨Re
(
e−
√−1θˆ(ω +
√−1αφ)n
)
+ n
√−1∂φ˙ ∧ ∂φ˙ ∧ Im
(
e−
√−1θˆ(ω +
√−1αφ)n−1
)
= 0.
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This equation is a fully nonlinear degenerate elliptic PDE, and hence
in general, we cannot expect the existence of smooth solutions. In
other words, for any φ0, φ1 ∈ H, there may not exist a smooth geodesic
between φ0, φ1. Instead, the second author and Yau [7] introduced an
ǫ-regularized version of geodesic equation which is a fully nonlinear
elliptic equation whose solution φǫ is an approximate geodesic, which
we refer to as an ǫ-geodesic. Assuming that the class [α] satisfies a
hypercritical phase condition (see Section 2 for a definition), the second
author and Yau proved the existence of smooth ǫ-geodesics, and weak
geodesics with C1,α regularity, for any α ∈ (0, 1). We remark that a
real version of (1.4), originating from Solomon’s work in symplectic
geometry [24] has recently been studied by several groups [11, 12, 22].
In the hypercritical phase case, Jacob extended the techniques of [22] to
prove the existence of weak geodesics in the space H with C0 regularity
[16]. The purpose of this paper is to study more detail the space (H, d).
Our first result shows that, in the hypercritical phase case, d is actually
a distance function on H and that the distance d can be approximated
by the length of ǫ-geodesics.
Theorem 1.2. Assume that [α] has hypercritical phase. Then (H, d)
is a metric space, and for any φ0, φ1 ∈ H, we have
d(φ0, φ1) = lim
ǫ→0
length(φǫ),
where φǫ is the ǫ-geodesic joining φ0, φ1. Furthermore, d : H×H → R
is C1 differentiable away from the diagonal.
In fact, we give an explicit formula for the derivative, which is useful
in its own right; see equation (3.6). Next we consider the curvature
of the infinite dimensional Riemannian manifold (H, 〈·, ·〉). We show
that there exists a Levi-Civita connection on (H, 〈·, ·〉) and the corre-
sponding sectional curvature is non-positive. Besides being of intrinsic
interest, this result strengthens the analogy with finite dimensional
GIT.
Theorem 1.3. The Riemannian manifold (H, 〈·, ·〉) can be equipped
with a Levi-Civita connection, and the sectional curvature is non-positive,
i.e., for any φ ∈ H and ψ, η ∈ TφH = C∞(X), we have
K(ψ, η) :=
〈R(ψ, η)η, ψ〉
〈ψ, ψ〉〈η, η〉 − 〈ψ, η〉2 6 0.
This result is closely related, by mirror symmetry, to a result of
Solomon [23], which shows that the infinite dimensional manifold of
positive Lagrangians admits a metric with negative sectional curvature.
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As a metric space, (H, d) is not complete, and so it is natural to
consider its completion (H˜, d˜). We show that that the non-positive
curvature of (H, 〈, ·, ·〉) carries over to the completion. Namely, we
show that (H˜, d˜) is a geodesic metric space with non-positive curvature
in the sense of Alexandrov. Precisely, we prove
Theorem 1.4. Suppose [α] has hypercritical phase. Then (H˜, d˜) is a
CAT(0) space.
One upshot of this result is that, at least when [α] has hypercitical
phase, the space (H, d) has a intrinsically defined ideal boundary. Ac-
cording to GIT and the work in [7], the ideal boundary is intimately
connected to both the existence of solutions to the dHYM equation,
and algebraic stability conditions.
Finally, we obtain an improved regularity result for geodesics in the
space H, under the hypercritical phase assumption.
Theorem 1.5. Suppose [α] has hypercritical phase. Then for any
φ0, φ1 ∈ H, the weak geodesic whose existence is established in The-
orem 2.2 is C1,1.
We demonstrate that this result is optimal, by using work of Darvas-
Lempert [10] to construct examples of points in H which cannot be
joined by a C2 geodesic. Recently, the first author, Tosatti andWeinkove
[4] proved the C1,1 regularity of geodesics in the space of Ka¨hler met-
rics.
It is worth pointing out that there is a largely parallel, but much
better developed, theory for the space of Ka¨hler metrics equipped
with the Donaldson-Mabuchi-Semmes Riemannian metric. Indeed, if
(X,ω) is a compact Ka¨hler manifold and HPSH := {φ ∈ C∞(X,R) :
ω +
√−1∂∂φ > 0} denotes the space of ω-PSH functions, then the
Donaldson-Mabuchi-Semmes Riemannian metric is given by
〈ψ1, ψ2〉φ =
∫
X
ψ1ψ2ω
n
φ .
With this metric HPSH is a negatively curved infinite dimensional Rie-
mannian manifold. The properties of HPSH, as well as its completions
(with respect to certain Finsler norms) have played an important role
in the study of Ka¨hler metrics with constant scalar curvature; we re-
fer the reader to [3, 2, 1, 8, 14, 21], and the references therein for an
introduction to this circle of ideas.
THE SPACE OF ALMOST CALIBRATED (1, 1) FORMS 5
The organization of this paper is as follows. Section 2 consists of
background concerning the space H and its geodesics. Section 3 es-
tablishes Theorem 1.2. In Section 4 we introduce the Levi-Civita con-
nection on H, and prove that H has non-positive sectional curvature,
establishing Theorem 1.3. In Section 5 we study the completion of H
with respect to the Riemannian distance, and show that this space is
a CAT(0) space. Finally, in Section 6 we prove that geodesics in the
space H are in fact C1,1, and using work of Darvas-Lempert [10] we
show that this result is sharp by constructing geodesics which are not
C2.
Acknowledgements: The authors thank Jake Solomon and Tama´s
Darvas for helpful comments.
2. Background
In this section we recall some of the basic properties of the infinite
dimensional Riemannian manifold H. Given a smooth, real (1, 1) form
α, for any point p ∈ X we can choose local holomorphic coordinates so
that
ω(p) =
∑
i
√−1dzi ∧ dz¯i α(p) =
∑
i
√−1λidzi ∧ dz¯i
for λi ∈ R, 1 6 i 6 n. More intrinsically, λi are the eigenvalues of the
hermitian endomorphism ω−1α. We define the phase operator to be
(2.1) Θω(α) :=
∑
i
arctan(λi).
It is straightforward to check that Θω(α) is a smooth map from X to
(−nπ
2
, nπ
2
) and that the dHYM equation (1.2) is equivalent to
Θω(αφ) = β where β = θˆ mod 2π is constant
and we recall that θˆ ∈ [0, 2π) is the topological quantity defined by (1.1).
The space H defined in (1.3) can then be written as
(2.2) H =
⊔
{β∈(−nπ
2
,nπ
2
):β=θˆ mod 2π}
{φ ∈ C∞(X) | |Θω(αφ)− β| < π
2
}
An easy argument using the maximum principle shows that either H
is empty, or the disjoint union on the right hand side of (2.2) collapses
to only one branch [6]. That is, there is a unique β ∈ (−nπ
2
, nπ
2
) such
that β = θˆ mod 2π and
{φ ∈ C∞(X) | |Θω(αφ)− β| < π
2
} 6= ∅
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In this situation we identify θˆ with this uniquely defined lifted phase
θˆ ∈ (−nπ
2
, nπ
2
).
Definition 2.1. We say that [α] has hypercritical phase (with respect
to ω) if the lifted phase θˆ ∈ ((n− 1)π
2
, nπ
2
).
Let X = X×A, A = {t ∈ C | e−1 6 |t| 6 1} and π be the projection
from X to X . We use D,D to denote the complex differential operators
on X and ∂, ∂ to denote the operators on X . For a path φ in H, define
a function Φ on X by
Φ(x, t) = φ(x,− log |t|).
As noted in [7], the path φ is a geodesic joining φ0 and φ1 if and only
if Φ solves the following equation
Im
(
e−
√−1θˆ (π∗ω +√−1(π∗α+√−1DDΦ))n+1) = 0,
Re
(
e−
√−1θˆ (ω +√−1(α+√−1∂∂Φ))n) > 0,
Φ(·, 1) = φ0, Φ(·, e−1) = φ1,
on X . To study this degenerate elliptic equation, for any ǫ > 0, the
second author and Yau [7] introduced the ǫ-geodesic equation
(2.3)
Im
(
e−
√−1θˆ (π∗ω + ǫ2dt ∧ dt+√−1(π∗α+√−1DDΦǫ))n+1) = 0,
Re
(
e−
√−1θˆ (ω +√−1(α +√−1∂∂Φ))n) > 0,
Φǫ(·, t)∣∣{|t|=1} = φ0, Φǫ(·, t)∣∣{|t|=e−1} = φ1.
Introduce the Ka¨hler metric ωˆǫ := π
∗ω + ǫ2
√−1dt ∧ dt¯ on X . Then it
is straightforward to check that the ǫ-geodesic equation is equivalent
to the PDE
Θωˆǫ(π
∗α +
√−1DDΦǫ) = θˆ
Φǫ(·, t)∣∣{|t|=1} = φ0, Φǫ(·, t)∣∣{|t|=e−1} = φ1,
where Θ is the operator defined in (2.1). An application of the maxi-
mum principle shows that the solution Φǫ is S1-invariant, i.e.,
Φǫ(x, t) = Φǫ(x, |t|).
Define a path φǫ in H by
φǫ(x,− log |t|) = Φǫ(x, t).
The path φǫ is said to be the ǫ-geodesic joining φ0, φ1. In [7], the
second author and Yau proved that the ǫ-geodesic equation admits a
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unique, smooth smooth solution. More precisely, the following result
was proved
Theorem 2.2 (Collins-Yau, [7]). For any φ0, φ1 ∈ H there exists a
unique, S1 invariant solution to (2.3), and the following estimate holds:
there is a constant C depending on α,X, ω, φ0, φ1, but not ǫ, such that
(2.4) sup
X
(|Φǫ|+ |DΦǫ|+ |DDΦǫ|)+ sup
∂X
|D2Φǫ| 6 C,
or equivalently
(2.5)
sup
X×[0,1]
(|φǫ|+ |φǫt|+ |∇φǫ|+ |φǫtt|+ |∇φǫt|+ |∂∂φǫ|)+ sup
∂(X×[0,1])
|∇2φǫ| 6 C.
As ǫ→ 0, the paths Φǫ (or equivalently φǫ) converge to a C1,α geodesic
in H.
For later use, we derive the ǫ-geodesic equation for φǫ.
Lemma 2.3. The ǫ-geodesic φǫ satisfies the following equation:
φ¨ǫRe
(
e−
√−1θˆ(ω +
√−1(α +√−1∂∂φǫ))n
)
+ n
√−1∂φ˙ǫ ∧ ∂φ˙ǫ ∧ Im
(
e−
√−1θˆ(ω +
√−1(α +√−1∂∂φǫ))n−1
)
= −4e−2tǫ2Im
(
e−
√−1θˆ(ω +
√−1(α+√−1∂∂φǫ))n
)
.
Proof. Recall the ǫ-geodesic equation (2.3) is given by
Im
(
e−
√−1θˆ(π∗ω + ǫ2
√−1dt ∧ dt¯+√−1(π∗α +√−1DDΦǫ))n+1
)
= 0.
Expanding this equation gives
(2.6)
Im
(
e−
√−1θˆ(π∗ω +
√−1(π∗α +√−1DDΦǫ))n+1
)
+ ǫ2Im
(
e−
√−1θˆ(n+ 1)
√−1dt ∧ dt¯ ∧ (π∗ω +√−1(π∗α +√−1DDΦǫ))n
)
= 0.
At the same time, by counting the number of dt, dt¯ components the
term on the second line is equal to
ǫ2Im
(
e−
√−1θˆ(n+ 1)
√−1dt ∧ dt¯ ∧ (π∗ω +√−1(π∗α + ∂∂Φǫ))n
)
.
On the other hand, if we set s = − log |t| and denote
φ˙ǫ =
∂φǫ
∂s
, φ¨ǫ =
∂2φǫ
∂s2
,
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then we have
∂tΦ
ǫ = − 1
2t
φ˙ǫ, ∂tΦ
ǫ = − 1
2t
φ˙ǫ, ∂t∂tΦ
ǫ =
1
4|t|2 φ˙
ǫ, ∂∂Φǫ = ∂∂φǫ.
It then follows that
Im
(
e−
√−1θˆ(π∗ω +
√−1(π∗α +√−1DDΦǫ))n+1
)
= (n + 1)
√−1dt ∧ dt¯
4|t|2 ∧ φ¨
ǫRe
(
e−
√−1θˆ(ω +
√−1(α +√−1∂∂φǫ))n
)
+ (n + 1)
√−1dt ∧ dt¯
4|t|2 ∧ n
√−1∂φ˙ǫ ∧ ∂φ˙ǫ ∧ Im
(
e−
√−1θˆ(ω +
√−1(α +√−1∂∂φǫ))n−1
)
.
Combining this with (2.6) and |t| = e−s, we obtain
φ¨ǫRe
(
e−
√−1θˆ(π∗ω +
√−1(π∗α+√−1∂∂φǫ))n
)
+ n
√−1∂φ˙ǫ ∧ ∂φ˙ǫ ∧ Im
(
e−
√−1θˆ(π∗ω +
√−1(π∗α +√−1∂∂φǫ))n−1
)
= −4e−2sǫ2Im
(
e−
√−1θˆ(π∗ω +
√−1(π∗α +√−1∂∂φǫ))n
)
.
Restricting this equation on X and replacing s by t, we obtain the
lemma. 
Before proceeding we make the following definition, whose only pur-
pose is to ease notation, and shorten some otherwise lengthy formulae.
Definition 2.4. Given φ ∈ C∞(X), we set
Ωφ := ω +
√−1αφ.
3. Metric structure of H
3.1. Some estimates for ǫ-geodesic. For any φ0, φ1 ∈ H, let φǫ be
the ǫ-geodesic joining φ0, φ1. For t ∈ [0, 1], define Eǫ(t) by
Eǫ(t) :=
∫
X
(φ˙ǫ)2Re
(
e−
√−1θˆ(ω +
√−1(α+√−1∂∂φǫ))n
)
.
We have the following estimates for φǫ and Eǫ.
Lemma 3.1. There exists a constant C, depending only on φ0, φ1, α
and (X,ω) such that
φ¨ǫ > −Cǫ2.
Proof. Recalling the relationship between φǫ and Φǫ, it suffices to prove
∂t∂tΦ
ǫ
> −Cǫ2.
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Let µ0, · · · , µn be the eigenvalues of π∗α+
√−1DDΦǫ with respect to
π∗ω + ǫ2
√−1dt ∧ dt¯. Then the ǫ-geodesic equation (2.3) implies
n∑
i=0
arctan(µi) = θˆ.
Let λ1, · · · , λn be the eigenvalues of α +
√−1∂∂Φǫ with respect to ω.
By the Schur-Horn theorem (see [15]) and [7, Lemma 3.1 (7)], we have
arctan
(
Φǫtt¯
ǫ2
)
+
n∑
i=1
arctan(λi) >
n∑
i=0
arctan(µi) = θˆ.
Thanks to estimate (2.4),
|λi| 6 C, for 1 6 i 6 n.
Thus,
arctan
(
Φǫtt¯
ǫ2
)
> θˆ − n arctan(C) > −π
2
,
where we used that θˆ ∈ ((n−1)π
2
, nπ
2
). We can therefore apply tangent
to both sides to obtain
Φǫtt¯ > −Cǫ2,
as desired. 
Lemma 3.2. Let φǫ(t) be an ǫ-geodesic between φ0, φ1 ∈ H. There
exists a constant C, depending only on φ0, φ1, α and (X,ω) such that
(i)
∣∣∣∣dEǫdt
∣∣∣∣ 6 Cǫ2.
(ii) Eǫ(t) has the following lower bound:
Eǫ(t) > max
{∫
{φ0>φ1}
(φ0 − φ1)2Re
(
e−
√−1θˆ(ω +
√−1αφ0)n
)
,∫
{φ1>φ0}
(φ1 − φ0)2Re
(
e−
√−1θˆ(ω +
√−1αφ1)n
)}
− Cǫ2.
Proof. We use the notation Ωφ introduced in Definition 2.4. For (i), by
direct computation we have
dEǫ
dt
= 2
∫
φ˙ǫφ¨ǫRe
(
e−
√−1θˆΩnφǫ
)
+ 2
∫
φ˙ǫn
√−1∂φ˙ǫ ∧ ∂φ˙ǫ ∧ Im
(
e−
√−1θˆΩn−1φǫ
)
.
Therefore, by Lemma 2.3, we obtain
dEǫ
dt
= −8e−2tǫ2
∫
φ˙ǫIm
(
e−
√−1θˆΩnφǫ
)
.
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Using the estimate (2.5), we have
|φ˙ǫ| < C, |∂∂φǫ| < C.
It then follows that ∣∣∣∣ ∫ φ˙ǫIm(e−√−1θˆΩnφǫ) ∣∣∣∣ < C,
and hence we obtain (i).
For (ii), by Lemma 3.1, we have
φ¨ǫ > −Cǫ2,
which implies
φ˙ǫ(0) 6 φǫ(1)− φǫ(0) + Cǫ2 = φ1 − φ0 + Cǫ2.
Together with the bound |φ˙ǫ| < C, we get that for any point p ∈ {φ0 >
φ1} there holds (
φ˙ǫ(p, 0)
)2
> (φ1(p)− φ0(p))2 − Cǫ4.
Thus,
Eǫ(0) =
∫
X
(φ˙ǫ(0))2Re
(
e−
√−1θˆΩnφ0
)
>
∫
{φ0>φ1}
(φ0 − φ1)2Re
(
e−
√−1θˆΩnφ0
)
− Cǫ4.
By a similar argument, we obtain
Eǫ(1) >
∫
{φ1>φ0}
(φ1 − φ0)2Re
(
e−
√−1θˆΩnφ1
)
− Cǫ4.
Using
∣∣dEǫ
dt
∣∣ 6 Cǫ2, it is clear that
Eǫ(t) > max(Eǫ(0), Eǫ(1))− Cǫ2.
Combining the above estimates, we get (ii). 
3.2. Proof of Theorem 1.2. In this subsection, we give the proof
of Theorem 1.2. The general structure of the argument follows that of
[1, 3]. The first step is to prove a weak version of the triangle inequality.
Lemma 3.3. Suppose ψ(t) is a smooth curve in H, for t ∈ [0, 1]. Fix
a point ψ˜ /∈ ψ([0, 1]), ψ˜ ∈ H. For each t ∈ [0, 1], lets φ(s, t) be an
ǫ-geodesic joining ψ(t) to ψ˜. Then there is a constant C > 0 depending
only on ψ˜, ψ(·), (X,ω) and α so that
length(φ(·, 0)) 6 length(ψ) + length(φ(·, 1)) + Cǫ.
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Proof. Define
ℓ1(t) = length(ψ
∣∣∣∣
[0,t]
) ℓ2(t) = length(φ(·, t)).
It suffices to prove ℓ′1 + ℓ
′
2 > −Cǫ. We have
ℓ′1(t) =
[∫
X
(ψ˙(t))2Re
(
e−
√−1θˆΩnψ
)]1/2
.
We also have
ℓ′2(t) =
∫ 1
0
1
2E(s, t)1/2
∂tE(s, t)ds,
where
E(s, t) =
∫
X
(
∂φ
∂s
)2Re
(
e−
√−1θˆΩnφ
)
.
Write ∂φ
∂s
= φs and similarly for t. Then we have (using the notation
of Definition 2.4)
∂E(s, t)
∂t
=
∫
X
2φsφstRe
(
e−
√−1θˆΩnφ
)
+ 2
∫
X
φsn
√−1∂φs ∧ ∂φt ∧ Im
(
e−
√−1θˆΩn−1φ
)
.
At the same time we have
∂
∂s
∫
X
φsφtRe
(
e−
√−1θˆΩnφ
)
=
∫
X
φsφstRe
(
e−
√−1θˆΩnφ
)
− n
∫
X
φsφtIm
(
e−
√−1θˆΩn−1φ
)
∧√−1∂∂φs
+
∫
X
φssφtRe
(
e−
√−1θˆΩnφ
)
.
Integrating by parts on the second term and applying the ǫ-geodesic
equation we obtain
∂
∂s
∫
X
φsφtRe
(
e−
√−1θˆΩnφ
)
=
1
2
∂E(s, t)
∂t
− e−2sǫ2
∫
X
φtIm
(
e−
√−1θˆΩnφ
)
.
Therefore
ℓ′2 =
∫ 1
0
E−1/2
(
∂s
∫
X
φsφtRe(e
−√−1θˆΩnφ)
)
ds
−
∫ 1
0
1
2E(s, t)
1
2
e−2sǫ2
∫
X
φtIm
(
e−
√−1θˆΩnφ
)
ds.
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Integration by parts on the the first term yields[
E−
1
2
∫
X
φsφtRe(e
−√−1θˆΩnφ)
] ∣∣∣∣s=1
s=0
−1
2
∫ 1
0
E−3/2∂sE
∫
X
φsφtRe(e
−√−1θˆΩnφ)ds.
Now, by definition we have φt(1, ·) = 0, φt(0, ·) = ∂tψ. If we set
η = φs(0, ·), then we have
(3.1)
ℓ′2 = −
∫
X
ηψtRe(e
−√−1θˆΩnψ)(∫
X
η2Re(e−
√−1θˆΩnψ)
) 1
2
− 1
2
∫ 1
0
E−3/2∂sE
∫
X
φsφtRe(e
−√−1θˆΩnφ)ds
−
∫ 1
0
1
2E(s, t)
1
2
e−2sǫ2
∫
X
φtIm
(
e−
√−1θˆΩnφ
)
ds.
Using the Cauchy-Schwarz inequality we have
ℓ′2 > −
(∫
X
ψ2tRe(e
−√−1θˆΩnψ)
) 1
2
− 1
2
∫ 1
0
E−3/2∂sE
∫
X
φsφtRe(e
−√−1θˆΩnφ)ds
−
∫ 1
0
1
2E(s, t)
1
2
e−2sǫ2
∫
X
φtIm
(
e−
√−1θˆΩnφ
)
ds.
Therefore, by the formula for Es we have
ℓ′1 + ℓ
′
2 >
∫ 1
0
E−3/2e−2sǫ2
∫
X
φsRe(e
−√−1θˆΩnφ)
∫
X
φsφtRe(e
−√−1θˆΩnφ)ds
−
∫ 1
0
1
2E(s, t)
1
2
e−2sǫ2
∫
X
φtIm
(
e−
√−1θˆΩnφ
)
ds.
On the other hand, by Lemma 3.2 (ii), we have E > c > 0 for ǫ
sufficiently small. Furthermore, φs uniformly bounded by the uniform
estimates for ǫ-geodesics in Theorem 2.2. We claim that φt is uniformly
bounded by the maximum principle. To see this observe that the asso-
ciated S1-invariant functions Φ(s, t) on X yield a t-dependent family
of solutions to the ǫ-geodesic equation, which is elliptic. Differentiat-
ing in T shows that ∂tΦ solves the linearized ǫ-geodesic equation with
boundary data 0 and ∂tψ. The result now follows from the maximum
principle. The uniform estimates in Theorem 2.2 also imply an upper
bound for Re(e−
√−1θˆΩφ), and so the result follows. 
Lemma 3.4. There is a constant C > 0 depending only on [α], [ω]
such that, for any φ0, φ1 ∈ H we have,
lim sup
ǫ→0+
length(φǫ) 6 C‖φ0 − φ1‖∞
where φǫ(s), s ∈ [0, 1] is the ǫ-geodesic from φ0 to φ1.
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Proof. To begin, since φ0, φ1 ∈ H we may fix a constant ǫ0 > 0 such
that
(3.2) Re
(
e−
√−1θˆ(ω +
√−1αφi)n
)
> ǫ0
for i = 0, 1. We will estimate φ˙ǫ uniformly. By Lemma 3.1,
φ˙ǫ(0) 6 φ˙ǫ(s) + sCǫ2 6 φ˙ǫ(1) + Cǫ2
on [0, 1]. Therefore, it suffices to estimate the lower bound of φ˙ǫ(0) and
the upper bound of φ˙ǫ(1). We will work with Φǫ(t), t ∈ [e−1, 1] instead.
Define
v(t) = Aǫ2(|t|2 − e−2) + 2B log(e|t|)
where A,B to be determined. Furthermore, we have vtt¯ = Aǫ
2. Hence
for ωˆǫ = π
∗ω + ǫ2
√−1dt ∧ dt¯,
Θωˆǫ(α +
√−1DD(φ1 + v)) = Θω(αφ1) + arctan(A)
> θˆ + δǫ0 −
π
2
+ arctan(A).
(3.3)
Therefore we can choose A sufficiently large depending only on ǫ0 such
that
Θωˆǫ(α +
√−1DD(φ1 + v)) > θˆ = Θωˆǫ(α +
√−1DDΦǫ).
We then choose B depending on A, ǫ so that Aǫ2(1 − e−2) + 2B =
−‖φ1 − φ0‖∞. Note that as ǫ→ 0 we have B → −12‖φ1 − φ0‖∞. With
these choices Φǫ > φ1 + v on ∂X , and Φǫ = φ1 + v when |t| = ǫ−1. By
the comparison principle we conclude that φ1+v 6 Φ
ǫ on X and hence
for s = − log |t|, φ1+Aǫ2(e−2s− e−2)−2Bs+2B 6 φǫ(s) on X× [0, 1].
Therefore,
φ˙ǫ(1) 6
d
ds
∣∣∣
s=1
(
Aǫ2 · e−2s − Bs)
= −2eAǫ2 − B.
(3.4)
The lower bound of φ˙ǫ(0) is similar. Plugging these estimates into the
definition of length(φǫ) yields the result. 
Proposition 3.5. For any φ0, φ1 ∈ H, we have
d(φ0, φ1) = lim
ǫ→0
length(φǫ),
where φǫ is the ǫ-geodesic joining φ0, φ1.
Proof. This follows from the argument in the proof of [1, Theorem 15]
using Lemma 3.4 and Lemma 3.3. 
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We state an immediate Corollary of Proposition 3.5 which will be
helpful later. In essence, this corollary says that (weak) geodesics have
constant speed.
Corollary 3.6. Suppose φ0, φ1 ∈ H, and let φǫ(t), t ∈ [0, 1] be an
ǫ-geodesic from φ0 to φ1. Then we have
lim
ǫ→0
‖φ˙ǫ(t)‖2 = d(φ0, φ1)2.
Proof. The corollary is an easy consequence of Lemma 3.2 and Propo-
sition 3.5. Let
Eǫ(t) = ‖φ˙ǫ(t)‖2 =
∫
X
(φ˙ǫ(t))2Re
(
e−
√−1θˆΩnϕ
)
.
By the uniform estimates of Theorem 2.2 and Lemma 3.2 (i) there is a
constant C independent of ǫ so that |Eǫ(t)| 6 C and |dEǫ
dt
| 6 Cǫ2. By
Arzela-Ascoli, after passing to a subsequence we have Eǫ(t) → A for
some constant A. On the other hand, by Proposition 3.5 we have
d(φ0, φ1) = lim
ǫ→0
∫ 1
0
√
Eǫ(t)dt =
√
A
thus Eǫ(t)→ d(φ0, φ1)2 as ǫ→ 0 and the result follows. 
The next proposition gives a lower bound for d(φ0, φ1), establishing
that d is a non-degenerate distance function.
Proposition 3.7. For any φ0, φ1 ∈ H, we have
d(φ0, φ1)
2 > max
(∫
{φ0>φ1}
(φ0 − φ1)2Re
(
e−
√−1θˆ(ω +
√−1αφ0)n
)
,∫
{φ1>φ0}
(φ1 − φ0)2Re
(
e−
√−1θˆ(ω +
√−1αφ1)n
))
.
In particular if φ0 6= φ1 ∈ H are distinct, then d(φ0, φ1) > 0.
Proof. Let φǫ be the ǫ-geodesic joining φ0, φ1. By Lemma 3.2, we have
(length(φǫ))2 =
(∫ 1
0
√
Eǫ(t)dt
)2
> max
(∫
{φ0>φ1}
(φ0 − φ1)2Re
(
e−
√−1θˆ(ω +
√−1αφ0)n
)
,∫
{φ1>φ0}
(φ1 − φ0)2Re
(
e−
√−1θˆ(ω +
√−1αφ1)n
))
− Cǫ2.
Combining this with Proposition 3.5 and letting ǫ→ 0, we obtain the
proposition. 
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Now we are in a position to prove Theorem 1.2.
Proof of Theorem 1.2. By Proposition 3.5, it suffices to prove (H, d) is
a metric space. The positivity of d is a consequence of Proposition 3.7.
The triangle inequality follows from Lemma 3.3 and Proposition 3.5.
It remains only to prove the differentiability. Fix a point φ0 ∈ H and
let ψ(t) be a smooth curve in H with ψ(0) 6= φ0. For each t let φǫ(s, t),
s ∈ [0, 1] be an ǫ-geodesic from ψ(t) to φ0. In the proof of Lemma 3.3
we proved the following result for ℓǫ(t) = length(φ
ǫ(s, t)) (see (3.1))
(3.5)
ℓ′ǫ(t) = −
∫
X
φǫs(0, t)ψt(t)Re(e
−√−1θˆΩnψ)(∫
X
φǫs(0, t)
2Re(e−
√−1θˆΩnψ)
) 1
2
− 1
2
∫ 1
0
(Eǫ)−3/2∂sEǫ
∫
X
φǫsφ
ǫ
tRe(e
−√−1θˆΩnφǫ)ds
−
∫ 1
0
1
2Eǫ(s, t)
1
2
e−2sǫ2
∫
X
φǫtIm
(
e−
√−1θˆΩnφǫ
)
ds.
As in the proof of Lemma 3.3 the maximum principle gives the estimate
|φǫt(s, t)| 6 C for a uniform constant C independent of ǫ. Moreover, by
Lemma 3.2 (i) we have
|∂sE| 6 Cǫ2
for a uniform constant C. By Corollary 3.6 Eǫ(s, t)→ d(φ0, ψ(t)) > 0
(for |t| sufficiently small) as ǫ→ 0. Thus, by the uniform estimates for
ǫ-geodesics from Theorem 2.2 we have∣∣∣∣12
∫ 1
0
(Eǫ)−3/2∂sEǫ
∫
X
φǫsφ
ǫ
tRe(e
−√−1θˆΩnφǫ)ds
∣∣∣∣ 6 Cǫ2∣∣∣∣ ∫ 1
0
1
2Eǫ(s, t)
1
2
e−2sǫ2
∫
X
φǫtIm
(
e−
√−1θˆΩnφǫ
)
ds
∣∣∣∣ 6 Cǫ2
Integrating (3.5) from 0 to 0 < t0 ≪ 1 and using the above estimates
yields
1
t0
ℓǫ(t0) = − 1
t0
∫ t0
0
∫
X
φǫs(0, t)ψt(t)Re(e
−√−1θˆΩnψ)(∫
X
φǫs(0, t)
2Re(e−
√−1θˆΩnψ)
) 1
2
dt− Cǫ2
Taking the limit as ǫ → 0, using Proposition 3.5 and Theorem 2.2
yields
1
t0
d(ψ(t0), φ0) = − 1
t0
∫ t0
0
∫
X
φs(0, t)ψt(t)Re(e
−√−1θˆΩnψ)(∫
X
φs(0, t)2Re(e−
√−1θˆΩnψ)
) 1
2
dt
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where φ(s, t) is the C1,α geodesic from ψ(t) to φ0. Taking the limit as
t0 → 0 yields the result
(3.6)
d
dt
∣∣
t=0
d(φ0, ψ(t)) =
∫
X
φs(0)ψt(t)Re(e
−√−1θˆΩnψ)(∫
X
φs(0)2Re(e−
√−1θˆΩnψ)
) 1
2
where φ(s) is the geodesic from ψ(0) to φ0. 
4. Levi-Civita connection and curvature
4.1. Levi-Civita connection. First, let us recall the Riemannian
structure, for any φ ∈ H and ψ1, ψ2 ∈ C∞(X), we have
〈ψ1, ψ2〉φ =
∫
X
ψ1ψ2Re
(
e−
√−1θˆ(ω +
√−1αφ)n
)
.
We hope to define a connection ∇ which is compatible with the above
Riemannian structure, i.e., for a smooth path φ(t) ∈ H, we have
∂
∂t
〈ψ1, ψ2〉φ = 〈∇φ˙ψ1, ψ2〉φ + 〈ψ1,∇φ˙ψ2〉φ.
We compute (using again the notation of Definition 2.4)
∂
∂t
〈ψ1, ψ2〉φ =
∫
X
(ψ˙1ψ2 + ψ1ψ˙2)Re
(
e−
√−1θˆΩnφ
)
+
∫
X
ψ1ψ2Re
(
n
√−1e−
√−1θˆΩn−1φ ∧
√−1∂∂φ˙
)
.
(4.1)
To deal with the second term on the right hand side, we observe∫
X
(ψ1ψ2) ∧
√−1∂∂φ˙ ∧ Ωn−1φ
= −1
2
∫
X
(√−1∂(ψ1ψ2) ∧ ∂φ˙+√−1∂φ˙ ∧ ∂(ψ1ψ2)) ∧ Ωn−1φ ,
and the term (√−1∂(ψ1ψ2) ∧ ∂φ˙+√−1∂φ˙ ∧ ∂(ψ1ψ2))
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is real. Thus,∫
X
ψ1ψ2Re
(
n
√−1e−
√−1θˆΩn−1φ ∧
√−1∂∂φ˙
)
= Re
(
n
√−1e−
√−1θˆ
∫
X
(ψ1ψ2) ∧
√−1∂∂φ˙ ∧ Ωn−1φ
)
= − Im
(
ne−
√−1θˆ
∫
X
(ψ1ψ2) ∧
√−1∂∂φ˙ ∧ Ωn−1φ
)
=
n
2
Im
(
e−
√−1θˆ
∫
X
[√−1∂(ψ1ψ2) ∧ ∂φ˙+√−1∂φ˙ ∧ ∂(ψ1ψ2)] ∧ Ωn−1φ )
=
n
2
∫
X
[√−1∂(ψ1ψ2) ∧ ∂φ˙+√−1∂φ˙ ∧ ∂(ψ1ψ2)] ∧ Im(e−√−1θˆΩn−1φ )
=
n
2
∫
X
ψ2
(√−1∂ψ1 ∧ ∂φ˙+√−1∂φ˙ ∧ ∂ψ1) ∧ Im(e−√−1θˆΩn−1φ )
+
n
2
∫
X
ψ1
(√−1∂ψ2 ∧ ∂φ˙+√−1∂φ˙ ∧ ∂ψ2) ∧ Im(e−√−1θˆΩn−1φ ) .
Substituting this into (4.1), we see that
∂
∂t
〈ψ1, ψ2〉φ = 〈ψ˙1 +Q(∇φ˙,∇ψ1), ψ2〉φ + 〈ψ1, ψ˙2 +Q(∇φ˙,∇ψ2)〉φ,
where
Q(∇ψ,∇η) := n
2
(
√−1∂ψ ∧ ∂η +√−1∂η ∧ ∂ψ) ∧ Im
(
e−
√−1θˆ(ω +
√−1αφ)n−1
)
Re
(
e−
√−1θˆ(ω +
√−1αφ)n
) ,
for ψ, η ∈ C∞(X). Then we have the following definition.
Definition 4.1. For a smooth path φ ∈ H and ψ ∈ C∞(X), the
Levi-Civita connection is defined by
∇φ˙ψ = ψ˙ +Q(∇φ˙,∇ψ).
4.2. Curvature Operator. Let φ be a smooth map from [0, 1]× [0, 1]
to H and η ∈ C∞(X). We write φt = ∂φ∂t , φs = ∂φ∂s and φst = φts = ∂
2φ
∂s∂t
.
In this subsection, we aim to obtain an explicit expression of R(φt, φs)η.
By the definition of Levi-Civita connection ∇ (see Definition 4.1), we
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have
R(φt, φs)η = ∇φt∇φsη −∇φs∇φtη
= ∇φt (ηs +Q(∇φs,∇η))−∇φs (ηt +Q(∇φt,∇η))
= ηst +Q(∇φt,∇ηs) + ∂
∂t
Q(∇φs,∇η) +Q(∇φt,∇Q(∇φs,∇η))
− ηts −Q(∇φs,∇ηt)− ∂
∂s
Q(∇φt,∇η)−Q(∇φs,∇Q(∇φt,∇η)).
We compute
∂
∂t
Q(∇φs,∇η) = ∂
∂t
n
2
(
√−1∂φs ∧ ∂η +
√−1∂η ∧ ∂φs) ∧ Im
(
e−
√−1θˆΩn−1φ
)
Re
(
e−
√−1θˆΩnφ
)

= Q(∇φst,∇η) +Q(∇φs,∇ηt)
+
n
2
(
√−1∂φs ∧ ∂η +
√−1∂η ∧ ∂φs) ∧ ∂
∂t
Im
(
e−
√−1θˆΩn−1φ
)
Re
(
e−
√−1θˆΩnφ
) .
Since
∂
∂t
Im
(
e−
√−1θˆΩn−1φ
)
= Im
(
(n− 1)√−1e−
√−1θˆΩn−2φ ∧
√−1∂∂φt
)
= (n− 1)√−1∂∂φt ∧ Re
(
e−
√−1θˆΩn−2φ
)
and
∂
∂t
Re
(
e−
√−1θˆΩnφ
)
= Re
(
n
√−1e−
√−1θˆΩn−1φ ∧
√−1∂∂φt
)
= − n√−1∂∂φt ∧ Im
(
e−
√−1θˆΩn−1φ
)
,
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we have
∂
∂t
Q(∇φs,∇η)
= Q(∇φst,∇η) +Q(∇φs,∇ηt)
+
n
2
(
√−1∂φs ∧ ∂η +
√−1∂η ∧ ∂φs) ∧
(n− 1)√−1∂∂φt ∧ Re
(
e−
√−1θˆΩn−2φ
)
Re
(
e−
√−1θˆΩnφ
)
− n
2
(
√−1∂φs ∧ ∂η +
√−1∂η ∧ ∂φs) ∧
Im
(
e−
√−1θˆΩn−1φ
)
Re
(
e−
√−1θˆΩnφ
) · ∂tRe
(
e−
√−1θˆΩnφ
)
Re
(
e−
√−1θˆΩnφ
)
= Q(∇φst,∇η) +Q(∇φs,∇ηt)
+
n
2
(
√−1∂φs ∧ ∂η +
√−1∂η ∧ ∂φs) ∧
(n− 1)√−1∂∂φt ∧ Re
(
e−
√−1θˆΩn−2φ
)
Re
(
e−
√−1θˆΩnφ
)
+Q(∇φs,∇η)
n
√−1∂∂φt ∧ Im
(
e−
√−1θˆΩn−1φ
)
Re
(
e−
√−1θˆΩnφ
) .
For ∂
∂s
Q(∇φt,∇η), switching t and s, we have similar expression:
∂
∂s
Q(∇φt,∇η)
= Q(∇φts,∇η) +Q(∇φt,∇ηs)
+
n
2
(
√−1∂φt ∧ ∂η +
√−1∂η ∧ ∂φt) ∧
(n− 1)√−1∂∂φs ∧ Re
(
e−
√−1θˆΩn−2φ
)
Re
(
e−
√−1θˆΩnφ
)
+Q(∇φt,∇η)
n
√−1∂∂φs ∧ Im
(
e−
√−1θˆΩn−1φ
)
Re
(
e−
√−1θˆΩnφ
) .
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Combining the above equations, we obtain the expression of R(φt, φs)η:
R(φt, φs)η
=
n(n− 1)
2
(
√−1∂φs ∧ ∂η +
√−1∂η ∧ ∂φs) ∧
√−1∂∂φt ∧ Re
(
e−
√−1θˆΩn−2φ
)
Re
(
e−
√−1θˆΩnφ
)
− n(n− 1)
2
(
√−1∂φt ∧ ∂η +
√−1∂η ∧ ∂φt) ∧
√−1∂∂φs ∧ Re
(
e−
√−1θˆΩn−2φ
)
Re
(
e−
√−1θˆΩnφ
)
+Q(∇φs,∇η)
n
√−1∂∂φt ∧ Im
(
e−
√−1θˆΩn−1φ
)
Re
(
e−
√−1θˆΩnφ
)
−Q(∇φt,∇η)
n
√−1∂∂φs ∧ Im
(
e−
√−1θˆΩn−1φ
)
Re
(
e−
√−1θˆΩnφ
)
+Q(∇φt,∇Q(∇φs,∇η))−Q(∇φs,∇Q(∇φt,∇η)).
(4.2)
4.3. Sectional Curvature. In this subsection, we consider the sec-
tional curvature:
K(φt, φs) =
〈R(φt, φs)φs, φt〉
〈φt, φt〉〈φs, φs〉 − 〈φt, φs〉2 .
We focus on the numerator 〈R(φt, φs)φs, φt〉. By (4.2), we compute
〈R(φt, φs)φs, φt〉
=
n(n− 1)
2
∫
X
φt
[√−1∂φs ∧ ∂φs +√−1∂φs ∧ ∂φs] ∧√−1∂∂φt ∧ Re(e√−1θˆΩn−2φ )
− n(n− 1)
2
∫
X
φt
[√−1∂φt ∧ ∂φs +√−1∂φs ∧ ∂φt] ∧ √−1∂∂φs ∧ Re(e√−1θˆΩn−2φ )
+ n
∫
X
φtQ(∇φs,∇φs)
√−1∂∂φt ∧ Im(e
√−1θˆΩn−1φ )
− n
∫
X
φtQ(∇φt,∇φs)
√−1∂∂φs ∧ Im(e
√−1θˆΩn−1φ )
+
n
2
∫
X
φt
[√−1∂φt ∧ ∂Q(∇φs,∇φs) +√−1∂Q(∇φs,∇φs) ∧ ∂φt] ∧ Im(e√−1θˆΩn−1φ )
− n
2
∫
X
φt
[√−1∂φs ∧ ∂Q(∇φt,∇φs) +√−1∂Q(∇φt,∇φs) ∧ ∂φs] ∧ Im(e√−1θˆΩn−1φ ),
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where we used the definition of Q for the last two terms. For con-
venience, we denote the terms on the right hand side by Ii for i =
1, 2, 3, 4, 5, 6.
For I1 and I2, we have
2I1
n(n− 1) =
∫
X
φt
√−1∂φs ∧ ∂φs ∧
√−1∂∂φt ∧ Re(e
√−1θˆΩn−2φ )
+
∫
X
φt
√−1∂φs ∧ ∂φs ∧
√−1∂∂φt ∧ Re(e
√−1θˆΩn−2φ )
= (
√−1)2
∫
X
∂(φt∂φs ∧ ∂φs) ∧ ∂φt ∧ Re(e
√−1θˆΩn−2φ )
− (√−1)2
∫
X
∂(φt∂φs ∧ ∂φs) ∧ ∂φt ∧ Re(e
√−1θˆΩn−2φ )
= −
∫
X
√−1∂φt ∧ ∂φt ∧
√−1∂φs ∧ ∂φs ∧ Re(e
√−1θˆΩn−2φ )
+
∫
X
√−1∂φt ∧ ∂φs ∧
√−1∂∂φs ∧ Re(e
√−1θˆΩn−2φ )
−
∫
X
√−1∂φt ∧ ∂φt ∧
√−1∂φs ∧ ∂φs ∧ Re(e
√−1θˆΩn−2φ )
+
∫
X
√−1∂φs ∧ ∂φt ∧
√−1∂∂φs ∧ Re(e
√−1θˆΩn−2φ ),
which implies
I1+I2 = −n(n−1)
∫
X
√−1∂φt∧∂φt∧
√−1∂φs∧∂φs∧Re(e
√−1θˆΩn−2φ ).
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For I3 and I5, we have
I3 = n
∫
X
φtQ(∇φs,∇φs)
√−1∂∂φt ∧ Im(e
√−1θˆΩn−1φ )
=
n
2
∫
X
φtQ(∇φs,∇φs)
√−1∂∂φt ∧ Im(e
√−1θˆΩn−1φ )
− n
2
∫
X
φtQ(∇φs,∇φs)
√−1 ∂∂φt ∧ Im(e
√−1θˆΩn−1φ )
= − n
2
∫
X
Q(∇φs,∇φs)
√−1∂φt ∧ ∂φt ∧ Im(e
√−1θˆΩn−1φ )
− n
2
∫
X
φt
√−1∂Q(∇φs,∇φs) ∧ ∂φt ∧ Im(e
√−1θˆΩn−1φ )
− n
2
∫
X
Q(∇φs,∇φs)
√−1∂φt ∧ ∂φt ∧ Im(e
√−1θˆΩn−1φ )
− n
2
∫
X
φt
√−1∂φt ∧ ∂Q(∇φs,∇φs) ∧ Im(e
√−1θˆΩn−1φ ),
which implies
I3 + I5 = − n
∫
X
Q(∇φs,∇φs)
√−1∂φt ∧ ∂φt ∧ Im(e
√−1θˆΩn−1φ )
= −
∫
X
Q(∇φs,∇φs)Q(∇φt,∇φt)Re(e
√−1θˆΩnφ),
where we used the definition of Q:
Q(∇φt,∇φt) := n
2
(
√−1∂φt ∧ ∂φt +
√−1∂φt ∧ ∂φt) ∧ Im(e
√−1θˆΩn−1φ )
Re(e
√−1θˆΩnφ)
.
Similarly, we have
I4 + I6 =
∫
X
Q(∇φt,∇φs)Q(∇φt,∇φs)Re(e
√−1θˆΩnφ).
Therefore, we obtain the expression of 〈R(φt, φs)φs, φt〉:
〈R(φt, φs)φs, φt〉
= − n(n− 1)
∫
X
√−1∂φt ∧ ∂φt ∧
√−1∂φs ∧ ∂φs ∧ Re
(
e−
√−1θˆΩn−2φ
)
−
∫
X
Q(∇φs,∇φs)Q(∇φt,∇φt)Re
(
e−
√−1θˆΩnφ
)
+
∫
X
Q(∇φs,∇φt)Q(∇φs,∇φt)Re
(
e−
√−1θˆΩnφ
)
,
(4.3)
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where the definition of Q is
Q(∇ψ,∇η) := n
2
(
√−1∂ψ ∧ ∂η +√−1∂η ∧ ∂ψ) ∧ Im
(
e−
√−1θˆΩn−1φ
)
Re
(
e−
√−1θˆΩnφ
) .
4.4. Non-positivity of sectional curvature. We claim that the sec-
tional curvature is non-positive. For any φ ∈ H and ψ, η ∈ C∞(X), we
define φ(t, s) = φ + tψ + sη. Then φt = ψ and φs = η. It suffices to
show that
R(ψ, η, η, ψ) = 〈R(φt, φs)φs, φt〉
is non-positive. We will write each expression appearing on the right
hand side of (4.3)) in local coordinates. Fix a point p and choose
coordinates so that ωij¯ = δij¯ and (αφ)ij¯ = λiδij¯ . We will use the
notation
r =
n∏
i=1
√
1 + λ2i , Θ =
n∑
i=1
arctan(λi),
and write
̂(i1 · · · iℓ) =
∧
k 6=i1,...,iℓ
√−1dzk ∧ dz¯k.
We begin with the first term of (4.3). Expanding yields
Re
(
e−
√−1θˆ(ω +
√−1αφ)n−2
)
= (n−2)!Re
(
e−
√−1θˆ∑
i<j
∏
k 6=i,j
(1 +
√−1λk)
)
(̂ij).
Now write∏
k 6=i,j
(1 +
√−1λk) =
(∏
k
(1 +
√−1λk)
)
(1−√−1λi)(1−
√−1λj)
(1 + λ2i )(1 + λ
2
j)
= re
√−1Θ (1−
√−1λi)(1−
√−1λj)
(1 + λ2i )(1 + λ
2
j)
.
Therefore(
e−
√−1θˆ∑
i<j
∏
k 6=i,j
(1 +
√−1λk)
)
= (r cos(Θ− θˆ) +√−1r sin(Θ− θˆ))
(∑
i<j
1− λiλj −
√−1(λi + λj)
(1 + λ2i )(1 + λ
2
j)
)
.
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Taking the real part of this expression yields
Re
(
e−
√−1θˆ(ω +
√−1αφ)n−2
)
= (n− 2)!r cos(Θ− θˆ)
∑
i<j
(1− λiλj)
(1 + λ2i )(1 + λ
2
j)
(̂ij)
+ (n− 2)!r sin(Θ− θˆ)
∑
i<j
(λi + λj)
(1 + λ2i )(1 + λ
2
j)
(̂ij).
On the other hand, the coefficient of
√−1dzi ∧ dz¯i ∧
√−1dzj ∧ dz¯j
appearing in
√−1∂ψ ∧ ∂ψ ∧√−1∂η ∧ ∂η is given by
|∂iψ|2|∂jη|2 + |∂jψ|2|∂iη|2 − ∂jψ∂j¯η∂iη∂i¯ψ − ∂iψ∂i¯η∂jη∂j¯ψ
= |∂iψ|2|∂jη|2 + |∂jψ|2|∂iη|2 − Re(∂jψ∂j¯η∂iη∂i¯ψ)− Re(∂iψ∂i¯η∂jη∂j¯ψ).
Thus, after dividing by Re(e−
√−1θˆ(ω +
√−1α)n) we arrive at an
expression for the first term, suppressing the minus sign, and cancelling
common factors of n!
(4.4)
n(n− 1)√−1∂ψ ∧ ∂ψ ∧√−1∂η ∧ ∂η ∧ Re
(
e−
√−1θˆ(ω +
√−1αφ)n−2
)
Re(e−
√−1θˆ(ω +
√−1α)n)
=
∑
i 6=j
(1− λiλj)|∂iψ|2|∂jη|2
(1 + λ2i )(1 + λ
2
j)
−
∑
i 6=j
(1− λiλj)Re(∂jψ∂j¯η∂iη∂i¯ψ)
(1 + λ2i )(1 + λ
2
j)
+ tan(Θ− θˆ)
∑
i 6=j
(λi + λj)|∂iψ|2|∂jη|2
(1 + λ2i )(1 + λ
2
j )
− tan(Θ− θˆ)
∑
i 6=j
(λi + λj)Re(∂jψ∂j¯η∂iη∂i¯ψ)
(1 + λ2i )(1 + λ
2
j)
.
Before proceeding we will simplify this expression. First observe that
we can extend all sums over i = j, since the new terms cancel exactly
in the top row, and the bottom row. Next we observe that
(tan(Θ−θˆ)−λi)(tan(Θ−θˆ)−λj) = tan(Θ−θˆ)2−(λi+λj) tan(Θ−θˆ)+λiλj.
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Therefore, we can write the expression on the right hand side of (4.4)
as
(4.5)
(1 + (tan(Θ− θˆ))2)
∑
ij
|∂iψ|2|∂jη|2
(1 + λ2i )(1 + λ
2
j)
− (1 + (tan(Θ− θˆ))2)
∑
i,j
Re(∂jψ∂j¯η∂iη∂i¯ψ)
(1 + λ2i )(1 + λ
2
j)
−
∑
i,j
(tan(Θ− θˆ)− λi)(tan(Θ− θˆ)− λj)|∂iψ|2|∂jη|2
(1 + λ2i )(1 + λ
2
j)
+
∑
i,j
(tan(Θ− θˆ)− λi)(tan(Θ− θˆ)− λj)Re(∂jψ∂j¯η∂iη∂i¯ψ)
(1 + λ2i )(1 + λ
2
j )
.
Next we consider the term Q(∇ψ,∇η) appearing in (4.3). Again we
expand in coordinates
Im
(
e−
√−1θˆ(ω +
√−1αφ)n−1
)
= (n− 1)!Im
(
e−
√−1θˆ∑
i
∏
k 6=i
(1 +
√−1λk)
)
(̂i)
= (n− 1)!Im
(
re
√−1(Θ−θˆ)∑
i
(1−√−1λi)
1 + λ2i
)
(̂i)
= (n− 1)!
∑
i
(r sin(Θ− θˆ)− λir cos(Θ− θˆ))
1 + λ2i
(̂i).
The
√−1dzi∧dz¯i component of (
√−1∂ψ∧∂η+√−1∂η∧∂ψ) is given
by
∂iψ∂i¯η + ∂iη∂i¯ψ = 2Re(∂iψ∂i¯η).
Therefore
Q(∇ψ,∇η) =
∑
i
(tan(Θ− θˆ)− λi)Re(∂iψ∂i¯η)
1 + λ2i
.
From this we obtain
(4.6)
Q(∇ψ,∇ψ)Q(∇η,∇η)
=
(∑
i
(tan(Θ− θˆ)− λi)|∂iψ|2
1 + λ2i
)(∑
j
(tan(Θ− θˆ)− λj)|∂jη|2
1 + λ2j
)
=
∑
i,j
(tan(Θ− θˆ)− λi)(tan(Θ− θˆ)− λj)|∂iψ|2|∂jη|2
(1 + λ2i )(1 + λ
2
j)
.
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Similarly we have
(4.7)
Q(∇ψ,∇η)2 =
∑
i,j
(tan(Θ− θˆ)− λi)(tan(Θ− θˆ)− λj)Re(∂iψ∂i¯η)Re(∂jψ∂j¯η)
(1 + λ2i )(1 + λ
2
j)
.
Suppressing the integration and the volume form, we need to esti-
mate −(4.5) −(4.6) + (4.7). Note that (4.6) cancels exactly the term
on the third line of (4.5). In order to proceed further, we note that
(4.8)
Re(∂jψ∂j¯η∂iη∂i¯ψ) = Re(∂jψ∂j¯η)Re(∂iψ∂i¯η) + Im(∂jψ∂j¯η)Im(∂iψ∂i¯η).
Therefore, (4.7) can be used to cancel the term containing Re(∂jψ∂j¯η)Re(∂iψ∂i¯η))
appearing on the third line of (4.5) after applying (4.8). Putting every-
thing together we get the following expression for −(4.5) −(4.6) + (4.7)
(4.9)
− (1 + (tan(Θ− θˆ))2)
∑
i,j
|∂iψ|2|∂jη|2
(1 + λ2i )(1 + λ
2
j)
+ (1 + (tan(Θ− θˆ))2)
∑
i,j
Re(∂jψ∂j¯η∂iη∂i¯ψ)
(1 + λ2i )(1 + λ
2
j)
−
∑
i,j
(tan(Θ− θˆ)− λi)(tan(Θ− θˆ)− λj)Im(∂jψ∂j¯η)Im(∂iψ∂i¯η)
(1 + λ2i )(1 + λ
2
j)
.
The third line can be written as a square, and is therefore clearly
negative. We claim that the first line controls the second. To do this
we symmetrize the first sum to get
(1 + (tan(Θ− θˆ))2)
∑
ij
1
2
(|∂iψ|2|∂jη|2 + |∂jψ|2|∂iη|2)
(1 + λ2i )(1 + λ
2
j )
.
Then it suffices to show that
1
2
(|∂iψ|2|∂jη|2 + |∂jψ|2|∂iη|2)− Re(∂jψ∂j¯η∂iη∂i¯ψ) > 0.
Write Xji = ∂jψ∂iη. Then we have
1
2
(|Xij|2 + |Xji|2) > |Xij||Xji| > Re(XjiXij)
which is the desired inequality. Let us now consider the equality case
R(ψ, η, η, ψ) = 0. In the above notation we must have |Xij| = |Xji|
and |Xij||Xji| = Re(XjiXij) and hence Xij = Xji. From this it easily
follows that ∂ψ ∧ ∂η = 0, and hence ∂ψ, ∂η are parallel, in the sense
that for each p ∈ X where ∂ψ 6= 0 there is a number c(p) ∈ C such
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that ∂ψ = c(p)∂η (and vice versa whenever ∂η 6= 0). Finally, if ∂ψ, ∂η
are parallel, then the third term in (4.9) becomes(∑
i
(tan(Θ− θˆ)− λi)Im(c)|∂jη|2
(1 + λ2i )
)2
and hence R(ψ, η, η, ψ) = 0 if and only if ∂ψ, ∂η are parallel and at
each point p ∈ X either Q(∇η,∇η) = 0, or c ∈ R. It is rather easy
to generate such “flat 2-planes” in TφH. For example, by taking η =
a ◦ ψ + b where a : R→ R is smooth.
Remark 4.2. The formula for the sectional curvature (4.9) appears to
be somewhat different from the formula obtained by Solomon for the
curvature of the space of positive Lagrangians [23]. This is somewhat
surprising given that the two spaces are related under mirror symmetry.
To understand their relation it is important to recall the real Fourier-
Mukai transform of [19]; for this purpose we will restrict to the case of
[α] ∈ H1,1(X,Z), but the reader can check that everything we will say
is true for general classes after appropriately including the B-field. We
will briefly recall this construction, but refer the reader to [19] and the
references therein for a thorough treatment. Recall that in semi-flat
mirror symmetry a pair of mirror Calabi-Yau manifolds X, Xˇ of real
dimension 2n are given by the following construction. There is a base
B of real dimension n, and a lattice Λ so that
Xˇ = T ∗B/Λˇ, X = TB/Λ.
Here Xˇ has a natural symplectic structure, and X has a natural com-
plex structure. The latter is constructed in the usual way: if (x1, . . . , xn)
are coordinates on the base B, and (y1, . . . , yn) are the natural coordi-
nates on the fibers of TB, then the complex structure makes xi+
√−1yi
holomorphic coordinates on X . Under the real Fourier-Mukai trans-
form a Lagrangian section of the SYZ fibration of Xˇ is mapped to a
holomorphic line bundle L → X with a hermitian metric h such that
h(x, y) = h(x). That is, h does not depend on the fiber coordinates of
the SYZ fibration on X . Therefore the true SYZ transform of the space
of positive Lagrangian sections of Xˇ would be the space Hinv consisting
of metrics on L constant along the fibers of X → B. The tangent space
to Hinv consists of real functions constant along the fibers, and hence
for any ψ ∈ TφHinv we have (in the natural coordinates on X)
∂
∂zi
ψ =
1
2
∂
∂xi
ψ =
∂
∂z¯i
ψ
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With this restriction, one can then easily check that under the trans-
formation in [19] the first two terms in (4.9) yield exactly the formula
in [23], while the third term in (4.9) vanishes identically.
5. Completion of (H, d)
In this section, we will show that the completion of (H, d) is a CAT(0)
space. Denote by C(H) the set of Cauchy sequence (φi) inH and define
a equivalence relation on C(H) by
(φi) ∼ (ϕi) ⇐⇒ lim
i→+∞
d(φi, ϕi) = 0.
Denote the completion of H by H˜ = C(H)/ ∼ and define the metric
on H˜ by
d˜ ([φi], [ϕi]) = lim
i→+∞
d(φi, ϕi).
First let us isolate the main ingredient of the proof of Theorem 1.4.
Proposition 5.1. Let P , Q and R be three points in H. For each
i ∈ N let ϕi(s), s ∈ [0, 1] be the i−1-geodesic from P to Q. Then for all
λ ∈ [0, 1], we have
(5.1)
lim sup
i→+∞
d (R,ϕi(λ))
2
6 (1−λ)d(R,P )2+λd(R,Q)2−λ(1−λ)d(P,Q)2.
We will follow closely the argument in [2]. To begin with, we first
show that the convergence in classical sense will coincide with the con-
vergence in metric d˜.
Lemma 5.2. Suppose (ϕi) is a sequence in H such that ϕi → ϕ∞
uniformly, then (ϕi) is a Cauchy sequence with respect to metric d.
Proof. This follows from Lemma 3.4, Theorem 1.2 and the definition
directly. 
Lemma 5.3. Let P,Q,R be three points in H. Suppose ϕ(s, t), s, t ∈
[0, 1] is a two parameter family of curves in H such that ϕ(s, 1) is a
smooth curve from P to Q and for each s0 ∈ [0, 1], ϕ(s0, t) is a δ-
geodesic from R = ϕ(s0, 0) to ϕ(s0, 1) for some δ > 0. Then
∂
∂t
‖ϕs‖
∣∣∣
t=1
> ‖ϕs‖
∣∣∣
t=1
Proof. Let Y = ϕs and X = ϕt. Then
1
2
∂
∂t
‖Y ‖2 = 〈∇XY, Y 〉 = 〈∇YX, Y 〉.
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Then
1
2
∂
∂t
‖Y ‖2 = 〈∇X∇YX, Y 〉+ 〈∇YX,∇XY 〉
= |∇XY |2 + 〈∇Y∇XX, Y 〉 −K(X, Y )
> |∇XY |2 + 〈∇Y∇XX, Y 〉.
Noted that from δ-geodesic equation, we have
∇XX = ϕtt +Q(∇ϕt,∇ϕt)
= ϕtt + n
√−1∂ϕt ∧ ∂¯ϕt ∧ Im
(
e−
√−1θˆΩn−1ϕ
)
Re
(
e−
√−1θˆΩnϕ
)
= −4δ2e−2t
Im
(
e−
√−1θˆΩnϕ
)
Re
(
e−
√−1θˆΩnϕ
) .
Hence, (using the notation introduced in Definition 2.4)
∇Y (∇XX)
= ∂s∇XX +Q(∇ϕs,∇∇XX)
= −4δ2e−2t
 ∂
∂s
Im
(
e−
√−1θˆΩnϕ
)
Re
(
e−
√−1θˆΩnϕ
) +Q
∇Im
(
e−
√−1θˆΩnϕ
)
Re
(
e−
√−1θˆΩnϕ
) ,∇ϕs

= −4δ2e−2t (I + II) .
where
I =
n
√−1∂∂ϕs ∧ Re
(
e−
√−1θˆΩn−1ϕ
)
Re
(
e−
√−1θˆΩnϕ
)
+
Im
(
e−
√−1θˆΩnϕ
)
Re
(
e−
√−1θˆΩnϕ
) n√−1∂∂ϕs ∧ Im
(
e−
√−1θˆΩn−1ϕ
)
Re
(
e−
√−1θˆΩnϕ
)
= III + IV.
In particular,
− 4δ2e−2t〈III, Y 〉
= −4nδ2e−2t
∫
X
ϕs
√−1∂∂ϕs ∧ Re
(
e−
√−1θˆΩn−1ϕ
)
= 4nδ2e−2t
∫
X
√−1∂ϕs ∧ ∂¯ϕs ∧ Re
(
e−
√−1θˆΩn−1ϕ
)
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Write F =
Im(e−
√
−1θˆΩnϕ)
Re(e−
√
−1θˆΩnϕ)
= tan(Θω(αφ)− θˆ) for convenience, then
− 4δ2e−2t〈IV, Y 〉
= −4nδ2e−2t
∫
X
ϕsF
√−1∂∂ϕs ∧ Im
(
e−
√−1θˆΩn−1φ
)
= 4nδ2e−2t
∫
X
√−1∂ (ϕsF ) ∧ ∂¯ϕs ∧ Im
(
e−
√−1θˆΩn−1φ
)
= 4nδ2e−2t
∫
X
√−1 (ϕs∂F + F∂ϕs) ∧ ∂¯ϕs ∧ Im
(
e−
√−1θˆΩn−1φ
)
= 4nδ2e−2t
∫
X
F
√−1∂ϕs ∧ ∂¯ϕs ∧ Im
(
e−
√−1θˆΩn−1ϕ
)
+ 4nδ2e−2t
∫
X
ϕs
√−1Re (∂F ∧ ∂¯ϕs) ∧ Im(e−√−1θˆΩn−1ϕ )
To summarize, we get
− 4δ2e−2t〈I, Y 〉
= 4nδ2e−2t
∫
X
√−1∂ϕs ∧ ∂¯ϕs ∧ Re
(
e−
√−1θˆΩn−1ϕ
)
+ 4nδ2e−2t
∫
X
F
√−1∂ϕs ∧ ∂¯ϕs ∧ Im
(
e−
√−1θˆΩn−1ϕ
)
+ 4nδ2e−2t
∫
X
ϕsRe
(√−1∂F ∧ ∂¯ϕs) ∧ Im(e−√−1θˆΩn−1ϕ )
For II:
− 4δ2e−2t〈II, Y 〉
= −4δ2e−2t
∫
X
ϕsL(∇F,∇ϕs)Re
(
e−
√−1θˆΩnϕ
)
= −4δ2e−2tn
2
∫
X
ϕs
√−1(∂F ∧ ∂¯ϕs + ∂ϕs ∧ ∂¯F ) ∧ Im
(
e−
√−1θˆΩn−1ϕ
)
= −4nδ2e−2t
∫
X
ϕsRe
(√−1∂F ∧ ∂¯ϕs) ∧ Im(e−√−1θˆΩn−1ϕ )
Therefore,
〈∇Y∇XX, Y 〉
= 4nδ2e−2t
∫
X
√−1∂ϕs ∧ ∂¯ϕs ∧ Re
(
e−
√−1θˆΩn−1ϕ
)
+ 4nδ2e−2t
∫
X
F
√−1∂ϕs ∧ ∂¯ϕs ∧ Im
(
e−
√−1θˆΩn−1ϕ
)
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To see the inequality, take a coordinate at p ∈ X such that gij¯ = δij
and αϕ = λiδij . Then
√−1∂ϕs ∧ ∂¯ϕs ∧ Re
(
e−
√−1θˆΩn−1ϕ
)
= r(n− 1)!Re
(
n∑
i=1
|ϕsi|2 e
√−1(Θω(αφ)−θˆ)(1−√−1λi)
1 + λ2i
)
= r(n− 1)!
n∑
i=1
|ϕsi|2 cos(Θω(αφ)− θˆ) + λi sin(Θω(αφ)− θˆ)
1 + λ2i
On the other hand,
Im
(
e−
√−1θˆΩnϕ
)
Re
(
e−
√−1θˆΩnϕ
)√−1∂ϕs ∧ ∂¯ϕs ∧ Im(e−√−1θˆΩn−1ϕ )
= r(n− 1)! tan(Θ− θˆ)Im
(
n∑
i=1
|ϕsi|2 e
√−1(Θω(αφ)−θˆ)(1−√−1λi)
1 + λ2i
)
= r(n− 1)! tan(Θ− θˆ)
n∑
i=1
|ϕsi|2 sin(Θω(αφ)− θˆ)− λi cos(Θω(αφ)− θˆ)
1 + λ2i
= r(n− 1)!
n∑
i=1
|ϕsi|2 sin
2(Θω(αφ)− θˆ) sec(Θω(αφ)− θˆ)− λi sin(Θω(αφ)− θˆ)
1 + λ2i
Summing up, we have
〈∇Y∇XX, Y 〉 > 0
since Θ− θˆ ∈ (−π
2
, π
2
) from the definition of H. Therefore, 1
2
∂2
∂t2
‖Y ‖2 >
‖∇XY ‖2 and hence from Cauchy inequality that
∂2
∂t2
‖Y ‖ > 0.
Since ϕ(s, 0) ≡ R, Y (0) = 0, we have
∂
∂t
∣∣∣
t=1
‖Y ‖ > ‖Y (s, 1)‖.
This completes the proof. 
Now we are ready to prove Proposition 5.1.
Proof of Proposition 5.1. Let ϕi(s), s ∈ [0, 1] be a i−1-geodesic from
P to Q. By estimates in [7], for all j > i >> 1 there exist a two
parameter family ϕi,j(s, t), s, t ∈ [0, 1] such that ϕi,j(s, 1) = ϕi(s) and
ϕi,j(s0, t), t ∈ [0, 1] is a j−1-geodesic from R to ϕi(s0) for each s0 ∈ [0, 1].
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Let Etoti,j (s) be the total energy of the j
−1-geodesic ϕi,j(s, t), t ∈ [0, 1]
connecting R to ϕi(s); ie.
Etoti,j (s) :=
∫ 1
0
E(ϕi,j)(s, t)dt =
∫ 1
0
‖∂tϕi,j(s, t)‖2dt
=
∫ 1
0
∫
X
|ϕt|2Re
(
e−
√−1θˆΩnϕ
)
dt.
where ‖ · ‖ denotes the length with respect to the metric on H. To
ease notation we will drop the index i, j when the meaning is clear.
Furthermore, we denote X(s, t) = ϕt(s, t) and Y (s, t) = ϕs(s, t).
Our goal is to estimate from below d
2
ds2
Etot(s). Compute
1
2
dEtot(s)
ds
=
∫ 1
0
〈∇YX,X〉dt
=
∫ 1
0
〈∇XY,X〉dt
=
∫ 1
0
X〈Y,X〉 − 〈Y,∇XX〉dt
= 〈X, Y 〉(s, t)|t=1 + 4j−2
∫ 1
0
∫
X
e−2tϕs(s, t)Im
(
e−
√−1θˆΩnϕ
)
dt
=: I(s) + j−2II(s)
(5.2)
where we have used ǫ-geodesic equation and that ϕ(s, 0) ≡ R.
Next we compute,
d
ds
I =
d
ds
〈X, Y 〉
∣∣∣
t=1
= 〈∇YX, Y 〉
∣∣∣
t=1
+ 〈X,∇Y Y 〉
∣∣∣
t=1
=
1
2
d
dt
∣∣∣
t=1
‖Y ‖2 + 〈X,∇Y Y 〉
∣∣∣
t=1
> ‖Y (s, 1)‖2 + 〈X,∇Y Y 〉
∣∣∣
t=1
= ‖φis(s)‖2 + 〈X,∇Y Y 〉
∣∣∣
t=1
,
(5.3)
here we have used Lemma 5.3. Since ϕ(s, 1), s ∈ [0, 1] is a i−1-geodesic
we have
〈X,∇Y Y 〉
∣∣∣
t=1
= −4i−2e−2
∫
X
ϕt(s, 1)Im
(
e−
√−1θˆΩnϕ
)
.(5.4)
Consider the 1-form on H given by
TφH ∋ ψ −→ δJ (ψ) := −
∫
X
ψIm
(
e−
√−1θˆΩnϕ
)
.
THE SPACE OF ALMOST CALIBRATED (1, 1) FORMS 33
It was shown in [7] that, after fixing a base point in H, δJ integrates to
a well-defined function J : H → R. Furthermore, in [7] it was shown
that J is convex along ǫ-geodesics. Fix P ∈ H as the basepoint, for
convenience. Since φ(s, t) is a j−1-geodesic in t, the convexity of J
implies
−
∫
X
ϕt(s, 1)Im
(
e−
√−1θˆΩnϕ
)
=
d
dt
∣∣∣∣
t=1
J (φ(s, t))
> J (φ(s, 1))− J (φ(s, 0))
= J (φi(s))− J (R).
Now, since φi(s) is a i−1-geodesic between P,Q ∈ H, the uniform
estimates in Theorem 2.2 imply
|J (φi(s))| 6 C
for a constant C independent of i. Thus we obtain
〈X,∇Y Y 〉
∣∣∣
t=1
> −Ci−2
for a uniform constant C.
It remains to consider the term II(s) above. Since φ(s, t) is a j−1
geodesic in t for each fixed s, the function φs(s, t) solves the linearized
j−1-geodesic equation. Thus, arguing in the same way as the proof of
Lemma 3.3 we have
sup
(x,t)∈X×[0,1]
|φs(s, t)| 6 sup
x∈X
|φis(s)|.
Thus, applying the C2 estimates in Theorem 2.2, we obtain that there
is a constant Ci depending on i so that |II(s)| 6 Ci. Consider the
quantity
Fi,j(s) = E
tot
i,j (s)−2j−2
∫ s
0
IIi,j(ξ)dξ−2
∫ s
0
∫ ξ
0
‖∂ηφi(η)‖2dηdξ+Ci−2s2
The above calculation shows that F ′′i,j(s) > 0, and so Fi,j(s) 6 sFi,j(1+
(1−s)Fi,j(0). We will now pass to the limit as j →∞, and then i→∞.
First, by the j-independent bounds for II, and Corollary 3.6 we get
that
lim
j→∞
Fi,j(s)→ d(R, φi(s))2 − 2
∫ s
0
∫ ξ
0
‖∂ηφi(η)‖2dηdξ + Ci−2s2.
Next we take the limit as i → ∞. Only the second term needs to be
understood. Again, by Corollary 3.6 we obtain
lim
i→∞
∫ s
0
∫ ξ
0
‖∂ηφi(η)‖2dηdξ = d(P,Q)2
∫ s
0
ξdξ =
s2
2
d(P,Q)2
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Putting everything together we obtain
lim sup
i→∞
d(R, φi(s)) 6 sd(R,Q)2 + (1− s)d(R,P )2 − s(s− 1)d(P,Q)2
which is the desired result.

Proposition 5.4. Let P,Q be two points in H and ϕi(s), s ∈ [0, 1]
be the unique i−1-geodesic from P to Q. Then, for each s ∈ [0, 1],
(ϕi(s))i∈N is an element in H˜. Furthermore, ϕ(s) = [ϕi(s)], s ∈ [0, 1]
is a geodesic connecting [P ] and [Q] in H˜, and ϕ(s) satisfies
d˜(ϕ(s), ϕ(t)) = |t− s|d˜(P,Q)
Proof. For each λ ∈ [0, 1] and k > j ∈ N, we apply Proposition 5.1
with R = ϕj(λ),
lim sup
k→+∞
d(ϕj(λ), ϕk(λ))
2 6 (1− λ)d(ϕj(λ), P )2 + λd(ϕj(λ), Q)2
− λ(1− λ)d(P,Q)2.
(5.5)
Since ϕj is a j
−1-geodesic from P to Q, Corollary 3.6 implies
lim
j→∞
d(ϕj(λ), P )
2 = λ2d(P,Q)2.
Similarly,
lim
j→∞
d(ϕj(λ), Q)
2 = (1− λ)2d(P,Q)2.
In fact, for all 0 6 s 6 t 6 1,
(5.6) lim
j→∞
d(ϕj(s), ϕj(t))
2 = (s− t)2d(P,Q)2.
Therefore, for any λ ∈ [0, 1],
(5.7) lim sup
j→+∞
lim sup
k→+∞
d(ϕj(λ), ϕk(λ))
2 = 0.
Together with pre-compactness following from Theorem 2.2 and Lemma
5.2, we have (ϕi(·)) ∈ H˜. On the other hand, using above estimates
and triangle inequality,
d˜([P ], [Q]) 6 lim sup
j→∞
d(ϕj(s), P ) + lim sup
j→∞
d(ϕj(s), ϕj(t)) + lim sup
j→∞
d(ϕj(t), Q)
6 d(P,Q).
(5.8)
Since P,Q ∈ H, it follows that d(P,Q) = d˜([P ], [Q]) and thus
(5.9) d˜([ϕi(s)], [ϕi(t)]) = |s− t|d(P,Q)
for any 0 6 s 6 t 6 1. Thus, [ϕi(·)] is a geodesic from [P ] to [Q]. 
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Corollary 5.5. (H˜, d˜) is a CAT(0) space.
Proof. We first show that (H˜, d˜) is a geodesic metric space. Let P and
Q be two points in H˜ where P = [Pi] and Q = [Qi] are represented
by two Cauchy sequences in (H, d). We will also regard each Pi, Qi as
elements in H˜. By Proposition 5.4, for each i we can find a geodesic
ϕi(s), s ∈ [0, 1] in H˜ connecting Pi to Qi. We first claim that ϕi(s) is
Cauchy with respect to d˜ for each s ∈ [0, 1]. By applying Proposition
5.1 together with Proposition 5.4 and (5.9), for each i, j,
d˜(ϕi(λ), ϕj(λ))
2 6 (1− λ)d˜(ϕj(λ), Pi)2 + λd˜(ϕj(λ), Qi)2
− λ(1− λ)d˜(Pi, Qi)2
6 (1− λ)
(
λd˜(Pj, Qj) + d˜(Pj , Pi)
)2
+ λ
(
(1− λ)d˜(Pj , Qj) + d˜(Qj , Qi)
)2
− λ(1− λ)d˜(Pi, Qi)2.
(5.10)
The right hand side converges to 0 as i, j → +∞ since Pi and Qi are
Cauchy sequence in H and hence H˜. This shows that ϕi(·)→ ϕ(·) on
[0, 1] as i→ +∞. In particular, P and Q can be connected by a curve
ϕ(s), s ∈ [0, 1]. Moreover, from (5.9) we get that for 0 6 s 6 t 6 1,
d˜(ϕi(t), ϕi(s)) = |s−t|d˜(Pi, Qi) and hence d˜(ϕ(t), ϕ(s)) = |s−t|d˜(P,Q)
for any P,Q ∈ H˜. The structure of CAT(0) follows from the inequality
inherited form Proposition 5.1, see [28] for example. 
6. C1,1 regularity of geodesics
In this section, we obtain an improved regularity result for geodesics
in the space H. Namely, we improve the regularity in Theorem 2.2 to
full C1,1 regularity. Recall from Section 2 that the ǫ geodesic equation
can be written as PDE on X = X × A. Namely, consider the ωˆǫ :=
π∗ω + ǫ2
√−1dt ∧ dt. Then the ǫ geodesic equation is
Θωˆǫ(π
∗α +
√−1DDΦ) = θˆ.
Since the metric ωˆǫ becomes degenerate when ǫ → 0 it is more conve-
nient to rescale. Define
Xǫ = X ×Aǫ, Aǫ = {t ∈ C | e−1ǫ 6 |t| 6 ǫ}.
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After rescaling t 7→ ǫt, the ǫ-geodesic equation becomes the deformed
Hermitian-Yang-Mills equation on Xǫ with boundary data, and back-
ground metric ωˆ := ωˆ1;
Im
(
e−
√−1θˆ (π∗ω + dt ∧ dt+√−1(π∗α+√−1DDΦǫ))n+1) = 0,
Re
(
e−
√−1θˆ (ω +√−1(α +√−1∂∂Φǫ))n) > 0,
Φǫ(·, 1) = ϕ0, Φǫ(·, e−1) = ϕ1.
In order to study the existence and regularity of the above equa-
tion, the second author and Yau [7] considered the specified Lagrangian
phase equation on (Xǫ, ωˆ):
(6.1)
{
F (α˜ϕ) := Θωˆ(α˜ϕ) =
∑n
i=0 arctan(µi) = h,
ϕ(·, t)||t|=ǫ = ϕ0, ϕ(·, t)|t=e−1ǫ = ϕ1,
where α˜ϕ = π
∗α+
√−1DDϕ, µi are eigenvalues of α˜ϕ with respect to ωˆ,
h : Xǫ →
(
(n− 1)π
2
+ η, (n+ 1)π
2
− η) is a S1 invariant function on Xǫ,
and ϕ0, ϕ1 ∈ H, and have introduced the notation F for convenience
(and to be consistent with [7]).
The second author and Yau [7] proved that there exists a constant
C independent of ǫ such that
(6.2) sup
Xǫ
|ϕ|+ sup
Xǫ
|∇Xϕ|+ sup
Xǫ
|∇X∇Xϕ| 6 C,
sup
Xǫ
|∇X∇tϕ|+ sup
Xǫ
|∇tϕ| 6 Cǫ−1,
sup
Xǫ
|∇t∇tϕ| 6 Cǫ−2.
To prove Theorem 1.5, it suffices to prove the following real Hessian
estimate for ϕ:
Theorem 6.1. Let ϕ solve the specified Lagrangian phase equation
(6.1). Then there exists a constant C depending only on supXǫ |∇Xϕ|,
supXǫ |∇X∇Xϕ|, h, α and (X,ω) such that
sup
Xǫ
|∇X∇Xϕ| 6 C.
6.1. Some properties of Lagrangian operator. For convenience,
we denote α˜ϕ by α˜, and use the following notations:
F ij =
∂F
∂α˜ij
, F ij,kl =
∂2F
∂α˜ij∂α˜kl
.
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For any point x0 ∈ Xǫ, let {zi}ni=0 be a local coordinate system centered
at x0 such that
gˆij = δij, α˜ij = δijµi, µ0 > µ1 > · · · > µn at x0.
Then at x0, we have (see e.g. [13, 25])
F ij =
δij
1 + µ2i
and
F ij,kl =
{
F ij,ji if i = l, k = j;
0 otherwise,
where
F ij,ji = − µi + µj
(1 + µ2i )(1 + µ
2
j)
.
Lemma 6.2. Suppose that µ0 > µ1 > · · · > µn satisfy
n∑
i=0
arctan(µi) > (n− 1)π
2
+ η
for some η > 0. We have
(1) µ0 > µ1 > · · · > µn−1 > 0 and µn−1 + µn > 0.
(2) µn−1 > tan(
η
2
) and µn > − cot(η).
(3) If µn < 0, then
µn−1 > tan(η1) and
n∑
i=0
1
µi
< − tan(η1).
Proof. We refer the reader to [7, Lemma 3.1]. 
6.2. Proof of Theorem 6.1.
Proof of Theorem 6.1. We consider the following quantity:
Q(p, t, ξ) = log(ϕξξ) + f(|∇Xϕ|2),
where (p, t) ∈ Xǫ and ξ is a g-unit vector in TpX and
f(s) = − log
(
1 + sup
Xǫ
|∇Xϕ|2 − s
)
.
Let (p0, t0, V ) be the maximum point of Q. Near p0 ∈ X , we choose
holomorphic normal coordinates {wi}ni=1 for (X,ω) centered at p0. We
define w0 = t − t0, then {wi}ni=0 becomes a holomorphic coordinates
for (Xǫ, ωˆ) centered at (p0, t0). For convenience, we denote (p0, t0) by
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x0. After making a linear change of coordinates, we obtain a new
holomorphic coordinates {zi}ni=0 such that
∂gˆij
∂zk
= 0, gˆij = δij, α˜ij = δijµi, µ0 > µ1 > · · · > µn at x0,
where α˜ij = (α˜ϕ)ij .
We extend V ∈ Tp0X to be vector field near x0 by taking the compo-
nents to be constant. For convenience, we use the following notations:
∂i =
∂
∂zi
, ∂i =
∂
∂zi
, Wi =
∂
∂wi
, Wi =
∂
∂wi
and
gV V = g(V, V ), gWiWj = g(Wi,Wj), g
WiWj = (gWiWj)
−1.
We note that W0 = ∂t is time vector field, and V , Wi (1 6 i 6 n)
are spatial vector fields. By the definitions of {wi}ni=0 and {zi}ni=0, the
components of ∂i in the basis {Wi}ni=0 are constants and vice versa. We
assume
V =
n∑
j=1
(vjWj + vjWj), ∂i =
n∑
j=0
ρijWj , Wi =
n∑
j=0
ρij∂j ,
where vi are constants, (ρij) and (ρ
ij) is a constant unitary matrices,
and (ρij) is the inverse of (ρij).
Near x0, we define
Qˆ = log(g−1V V ϕV V ) + f(|∇Xϕ|2)
It is clear that Qˆ achieves its maximum at x0.
Lemma 6.3. At x0, we have
(1) |WiWj(ϕ)| 6 C for 1 6 i, j 6 n.
(2) |W0W0(ϕ)| = |W0W0(ϕ)| 6 Cµ0.
(3) |WiW0(ϕ)| = |WiW0(ϕ)| 6 C√µ0 for 1 6 i 6 n.
Proof. (1) follows from the uniform estimate (6.1) for the spatial second
order derivatives. For (2), recalling µ0 is the largest eigenvalue and
combining this with Lemma 6.2 (2), we obtain
max
06i6n
|µi| 6 Cµ0,
which implies
|W0W0(ϕ)| 6 Cµ0.
Since ϕ is S1-invariant, so we have
|W0W0(ϕ)| = |W0W0(ϕ)| 6 Cµ0.
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For (3), by Lemma 6.2 (2), we obtain α˜ > −Cωˆ. Then there exists a
uniform constant C such that ϕij+Cδij is positive definite. Combining
this with (1) and (2), we see that
|WiW0(ϕ)|2 6 (W0W0(ϕ) + C)(WiWi(ϕ) + C) 6 Cµ0.
Since ϕ is S1-invariant, we obtain
|WiW0(ϕ)| = |WiW0(ϕ)| 6 C
√
µ0.

Lemma 6.4. At x0, there exists a uniform constant C such that
(1) |µi| 6 C for 1 6 i 6 n.
(2) |ρ0i|+ |ρi0| 6 C√µ0 for 1 6 i 6 n.
(3) |ρ0i|+ |ρi0| 6 C√
µ0
for 1 6 i 6 n.
Proof. At x0, since the first derivative of gˆ is zero, we have
|α˜WiWj | 6 |WiWj(ϕ)|+ C, for 0 6 i, j 6 n.
Combining this with Lemma 6.3,
|α˜WiWj | 6 C for 1 6 i, j 6 n,
|α˜WiW0 | = |α˜W0Wi| 6 C
√
µ0, for 1 6 i 6 n.
(6.3)
We first prove (1). Since the trace of matrix is invariant under change
of basis,
(6.4) µ0 +
n∑
i=1
µi = α˜W0W0 +
n∑
i=1
α˜WiWj .
Using the fact that µ0 is the largest eigenvalue, we obtain
α˜W0W0 6 µ0.
Combining this with (6.3) and (6.4),
(6.5)
n∑
i=1
µi =
(
α˜W0W0 − µ0
)
+
n∑
i=1
α˜WiWj 6
n∑
i=1
α˜WiWj 6 C.
Then (1) follows from (6.5) and Lemma 6.2 (2).
Since the matrix (ρij) is unitary, (2) and (3) are equivalent. It suffices
to prove (2). Without loss of generality, we assume that µ0 > 1. Using
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(6.3) and (6.4), we compute
µ0 = α˜00 =
n∑
i,j=0
ρ0iρ0jα˜WiWj
= |ρ00|2α˜W0W0 +
n∑
i=1
ρ0iρ00α˜WiW0 +
n∑
j=1
ρ00ρ0jα˜WiW0 +
n∑
i,j=1
ρ0iρ0jα˜WiWj
6 |ρ00|2α˜W0W0 + C
√
µ0
n∑
i=1
|ρ0i|+ C
= |ρ00|2
(
µ0 +
n∑
i=1
µi −
n∑
i=1
α˜WiWj
)
+ C
√
µ0
n∑
i=1
|ρ0i|+ C
6 |ρ00|2µ0 + C√µ0
n∑
i=1
|ρ0i|+ C.
Applying |ρ00|2 = 1−
∑n
i=1 |ρ0i|2, we get
µ0 6
(
1−
n∑
i=1
|ρ0i|2
)
µ0 + C
√
µ0
n∑
i=1
|ρ0i|+ C,
It then follows that
µ0
n∑
i=1
|ρ0i|2 6 C√µ0
n∑
i=1
|ρ0i|+ C,
which implies
(6.6)
n∑
i=1
|ρ0i|2 6 C
µ0
.
Then (2) follows. 
Lemma 6.5. At x0, we have
(6.7) L(|∇Xϕ|2) >
n∑
i=0
n∑
k=1
F ii
(|∂iWk(ϕ)|2 + |∂iWk(ϕ)|2)− C
and
(6.8) L
(
g−1V V ϕV V
)
>
n∑
i,j=0
µi + µj
(1 + µ2i )(1 + µ
2
j )
|V (α˜ij)|2 − CϕV V .
Proof. First, we have
|∇Xϕ|2 =
n∑
k,l=0
gWkWlWk(ϕ)Wl(ϕ).
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For (6.7), we compute
L(|∇Xϕ|2) =
n∑
i=0
n∑
k=1
F ii
(|∂iWk(ϕ)|2 + |∂iWk(ϕ)|2)
+
n∑
i=0
F ii∂i∂i(g
WkWl)Wk(ϕ)Wl(ϕ)
+ 2Re
(
n∑
i=0
F ii∂i∂iWk(ϕ)Wk(ϕ)
)
.
(6.9)
To deal with the last term, we apply Wk to the equation (6.1), and
obtain
n∑
i=0
F iiWk(α˜ii) = Wk(h),
which implies
n∑
i=0
F ii∂i∂iWk(ϕ) = Wk(h)−
n∑
i=0
F iiWk((π
∗α)ii) > −C,
where we used F ii 6 1 in the last inequality. Substituting this into (6.9)
and the uniform estimate (6.2) for the spatial second order derivatives,
we have
L(|∇Xϕ|2) =
n∑
i=0
n∑
k=1
F ii
(|∂iWk(ϕ)|2 + |∂iWk(ϕ)|2)− C|∇Xϕ|2 − C|∇Xϕ|
>
n∑
i=0
n∑
k=1
F ii
(|∂iWk(ϕ)|2 + |∂iWk(ϕ)|2)− C,
as required.
For (6.8), we compute
L(g−1V V ϕV V )
=
n∑
i=0
F ii∂i∂i(ϕV V ) +
n∑
i=0
F ii∂i∂i(g
−1
V V )ϕV V
>
n∑
i=0
F ii∂i∂iV V (ϕ) +
n∑
i=0
F ii∂i∂i(∇V V )(ϕ)− C
n∑
i=0
F ii
>
n∑
i=0
F iiV V ∂i∂i(ϕ) +
n∑
i=0
F ii∂i∂i(∇V V )(ϕ)− C,
(6.10)
where we used F ii 6 1 in the last inequality.
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For the first term on the right hand of (6.10), we apply V V to the
equation (6.1) and obtain
n∑
i=0
F iiV V (α˜ii)−
n∑
i,j=0
µi + µj
(1 + µ2i )(1 + µ
2
j)
|V (α˜ij)|2 = V V (h),
which implies
n∑
i=0
F iiV V ∂i∂i(ϕ)
=
n∑
i,j=0
µi + µj
(1 + µ2i )(1 + µ
2
j)
|V (α˜ij)|2 −
n∑
i=0
F iiV V ((π∗α)ii) + V V (h)
>
n∑
i,j=0
µi + µj
(1 + µ2i )(1 + µ
2
j)
|V (α˜ij)|2 − C.
(6.11)
For the second term on the right hand of (6.10), we have∣∣∣∣∣
n∑
i=0
F ii∂i∂i(∇V V )(ϕ)
∣∣∣∣∣ 6
n∑
i=0
|∂i∂i(∇V V )(ϕ)|
=
n∑
i,k,l=0
|ρikρilWkWl(∇V V )(ϕ)| .
(6.12)
We claim
(6.13)
n∑
i,k,l=0
|ρikρilWkWl(∇V V )(ϕ)| 6 CϕV V .
Substituting (6.11), (6.12) and (6.13) into (6.10), we obtain (6.8).
Now we prove the claim (6.13). It suffices to prove each term can be
controlled by ϕV V . There are four cases:
Case 1: k = l = 0.
In this case, since W0 = ∂t is time vector field and ∇V V is a spatial
vector field, then we have
[W0,∇V V ] = 0, [W0,∇V V ] = 0.
Combining this with (∇V V )(x0) = 0, we obtain
W0W0(∇V V )(ϕ) = (∇V V )W0W0(ϕ) = 0,
which implies
|ρi0ρi0W0W0(∇V V )(ϕ)| = 0.
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Case 2: k = 0, l 6= 0.
In this case, we compute
W0Wl(∇V V )(ϕ) = Wl(∇V V )W0(ϕ) = [Wl,∇V V ]W0(ϕ),
where we used that ∇V V (x0) = 0. Since Wl and ∇V V are spatial
vector field, the Lie bracket [Wl,∇V V ] is still a spatial vector field. We
assume
[Wl,∇V V ] =
n∑
p=1
(
sp
l
Wp + s
p
l
Wp
)
.
By Lemma 6.4, we obtain
|W0Wl(∇V V )(ϕ)| 6
n∑
p=1
(
|sp
l
WpW0(ϕ)|+ |splWpW0(ϕ)|
)
6 C
n∑
p=1
(|WpW0(ϕ)|+ |WpW0(ϕ)|)
6 C
√
µ0.
Combining this with Lemma 6.3, we have
|ρi0ρilW0Wl(∇V V )(ϕ)| 6 |ρi0| |W0Wl(∇V V )(ϕ)| 6 C.
Case 3: k 6= 0, l = 0.
This case is similar to Case 2.
Case 4: k 6= 0, l 6= 0.
In this case, we compute
WkWl(∇V V )(ϕ)
= Wk[Wl,∇V V ](ϕ) +Wk(∇V V )Wl(ϕ)
= [Wl,∇V V ]Wk(ϕ) + [[Wl,∇V V ],Wk](ϕ) + [Wk,∇V V ]Wl(ϕ).
SinceWk, Wl, [Wl,∇V V ] and [Wk,∇V V ] are spatial vector fields, using
uniform estimate (6.2) for the spatial second order derivatives and the
definition of V , we see that
|WkWl(∇V V )(ϕ)| 6 CϕV V .
Thus,
|ρikρilWkWl(∇V V )(ϕ)| 6 CϕV V .

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Lemma 6.6. At x0, we have
n∑
i,j=0
(µi + µj)|V (α˜ij)|2
(1 + µ2i )(1 + µ
2
j)ϕ
2
V V
−
n∑
i=0
F ii|∂i(ϕV V )|2
ϕ2V V
> (f ′)2
n∑
i=0
F ii|∂i(|∇Xϕ|2)|2 − C.
(6.14)
Proof. First, at x0, we have
0 = ∂iQˆ =
∂i(ϕV V )
ϕV V
+ f ′∂i(|∇Xϕ|2),
which implies
n∑
i=0
F ii|∂i(ϕV V )|2
ϕ2V V
= (f ′)2
n∑
i=0
F ii|∂i(|∇Xϕ|2)|2.
Next we use the idea of [7] to deal with the first term on the left
hand side of (6.14). If µn > 0, then
n∑
i,j=0
(µi + µj)|V (α˜ij)|2
(1 + µ2i )(1 + µ
2
j)ϕ
2
V V
> 0,
which implies (6.14). Hence we assume that µn < 0. By Lemma 6.2
(1), we have
n∑
i,j=0
(µi + µj)|V (α˜ij)|2
(1 + µ2i )(1 + µ
2
j)ϕ
2
V V
>
n∑
k=0
2µk|V (α˜kk)|2
(1 + µ2k)
2ϕ2V V
=
n−1∑
k=0
2µk|V (α˜kk)|2
(1 + µ2k)
2ϕ2V V
− 2|µn||V (α˜nn)|
2
(1 + µ2n)
2ϕV V
.
Since we assume ϕV V > 1, it suffices to prove
|µn||V (α˜nn)|2
(1 + µ2n)
2
6
n−1∑
k=0
µk|V (α˜kk)|2
(1 + µ2k)
2
.
Applying V to the (eqn), we obtain
F iiV (α˜ii) = V (h),
which implies
V (α˜nn)
1 + µ2n
= V (h)−
n−1∑
k=0
V (α˜kk)
1 + µ2k
.
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Using the Cauchy-Schwarz inequality twice, we see that
|µn||V (α˜nn)|
(1 + µ2n)
2
6 (1 + δ)|µn|
∣∣∣∣∣
n−1∑
k=0
V (α˜kk)
1 + µ2k
∣∣∣∣∣+
(
1 +
1
δ
)
|µn||V (h)|
6 (1 + δ)|µn|
(
n−1∑
k=0
1
µk
)(
n−1∑
k=0
µk|V (α˜kk)|2
(1 + µ2k)
2
)
+
C
δ
,
where δ is a constant to be determined later.
On the other hand, by Lemma 6.2 (2), we have
n−1∑
k=0
1
µk
6
n
tan(η)
.
Applying Lemma 6.2 (2) again, we obtain
n−1∑
k=0
1
µk
6
n∑
k=0
1
µk
− 1
µn
6 − tan(η) + 1|µn| .
Hence,
|µn|
(
n−1∑
k=0
1
µk
)
6 min
(
n|µn|
tan(η)
, 1− |µn| tan(η)
)
6
n
n+ tan2(η)
.
Now we choose δ = tan
2(η)
n
, it then follows that
|µn||V (α˜nn)|2
(1 + µ2n)
2
6
n(1 + δ)
n + tan2(η)
n−1∑
k=0
µk|V (α˜kk)|2
(1 + µ2k)
2
+
C
δ
6
n−1∑
k=0
µk|V (α˜kk)|2
(1 + µ2k)
2
+ C,
as desired. 
Now we complete the proof of Theorem 6.1. By the maximum prin-
ciple, at x0, we have
0 > LQˆ =
L(g−1V V ϕV V )
ϕV V
−
n∑
i=0
F ii|∂i(ϕV V )|2
λ21
+ f ′L(|∇Xϕ|2) + f ′′
n∑
i=0
F ii|∂i(|∇Xϕ|2)|2
>
n∑
i,j=0
µi + µj
(1 + µ2i )(1 + µ
2
j)
|V (α˜ij)|2 + (f ′′ − (f ′)2)
n∑
i=0
F ii|∂i(|∇Xϕ|2)|2
+ f ′
n∑
i=0
n∑
k=1
F ii
(|∂iWk(ϕ)|2 + |∂iWk(ϕ)|2)− Cf ′ − C
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Using Lemma 6.6, f ′′ − (f ′)2 = 0 and f ′ 6 C, we obtain
(6.15)
n∑
i=0
n∑
k=1
F ii
(|∂iWk(ϕ)|2 + |∂iWk(ϕ)|2) 6 C.
We claim
(6.16)
n∑
i,j=1
|WiWj(ϕ)| 6 C.
Given this claim, by the definition of V and Lemma, we have
ϕV V 6 C
n∑
i,j=1
(|WiWj(ϕ)|+ |WiWj(ϕ)|) 6 C,
as required.
It suffices to prove the claim (6.16). Recalling Lemma 6.4, there
exists a constant C0 such that
|η0i|+ |η0i| 6 C0√
µ0
, for 1 6 i 6 n.
The proof of the claim (6.16) splits into two cases:
Case 1: µ0 6 4C
2
0 .
In this case, we have F ii > C−1 for 0 6 i 6 n. From (6.15), we
obtain
n∑
i=0
n∑
k=1
|∂iWk(ϕ)| 6 C.
Therefore,
n∑
i,k=1
|WiWk(ϕ)| =
n∑
i,k=1
∣∣∣∣∣
n∑
p=0
ρip∂pWk(ϕ)
∣∣∣∣∣ 6 C
n∑
i=0
n∑
k=1
|∂iWk(ϕ)| 6 C.
Case 2: µ0 > 4C
2
0 .
In this case, we have F ii > C−1 for 1 6 i 6 n. From (6.15), we
obtain
n∑
i=1
n∑
k=1
|∂iWk(ϕ)| 6 C.
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Combining (6.15) and Lemma 6.4, we compute
n∑
i,k=1
|WiWk(ϕ)| =
n∑
i,k=1
∣∣∣∣∣
n∑
p=0
ρip∂pWk(ϕ)
∣∣∣∣∣
6
n∑
i,k,p=1
|ρip∂iWk(ϕ)|+
n∑
i,k=1
|ρi0∂0Wk(ϕ)|
6 C +
C0√
µ0
n∑
k=1
|∂0Wk(ϕ)|.
(6.17)
Using Lemma 6.3, we have
n∑
k=1
|∂0Wk(ϕ)| 6
n∑
k=1
n∑
p=0
|ρ0pWpWk(ϕ)|
6
n∑
k,p=1
|WpWk(ϕ)|+
n∑
k=1
|W0Wk(ϕ)|
6
n∑
i,k=1
|WiWk(ϕ)|+ C√µ0.
(6.18)
Substituting (6.18) into (6.17), we conclude that
n∑
i,k=1
|WiWk(ϕ)| 6 C0√
µ0
n∑
i,k=1
|WiWk(ϕ)|+ C.
Since µ0 > 4C
2
0 , we obtain
n∑
i,j=1
|WiWj(ϕ)| 6 C.

6.3. Examples. In this subsection we construct some examples which
show that the weak geodesics in H are not C2 in general.
6.3.1. Manifolds of dimension n = 1. Let (X,ω) be a compact 1-
dimensional Ka¨hler manifold and α = ω. Recalling the definition of
θˆ, it is clear that θˆ = π
4
, and hence [ω] has hypercritical phase. We
consider the space of Ka¨hler potentials with respect to 2ω:
HPSH := {φ ∈ C∞(X) | 2ω +
√−1∂∂φ > 0}.
Since
Re
(
e−
√−1θˆ(ω +
√−1ωφ)
)
=
√
2
2
(2ω +
√−1∂∂φ),
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we have
H = HPSH.
In this case one can easily check that the Riemannian structure on
H studied here agrees exactly with the Donaldson-Mabuchi-Semmes
Riemannian structure. In particular, they have the same geodesics.
Let Φ denote this common geodesic.
Consider the following concrete example. Let (T, ωT ) be the standard
1-dimensional complex torus and f be the holomorphic isometry in-
duced by z 7→ −z in C. By [10, Theorem 1.1] (see also [18, 9]), there ex-
ist φ0, φ1 ∈ HPSH such that the weak geodesic Ψ joining them is not C2.
Combining this with the above argument, we obtain Φ /∈ C2(T ×A).
6.3.2. Manifolds of dimension n > 1. Let (M,ωM) be a compact (n−
1)-dimensional Ka¨hler manifold. We consider the product manifold
T ×M , where T is the torus from before, and denote the projection
from T ×M to T , M by p1, p2 respectively. Then
(X,ω) := (T ×M, p∗1ωT + p∗2ωM)
is a compact n-dimensional Ka¨hler manifold. We define
α = p∗1ωT + Ap
∗
2ωM ,
where A is a positive constant to be determined. It is clear that
θˆ =
π
4
+ (n− 1) arctanA.
Choosing A sufficiently large, θˆ satisfies the “hypercritical phase” con-
dition:
θˆ ∈
(
(n− 1)π
2
, n
π
2
)
.
For convenience, we use φ0, φ1, Φ denote the same functions as above.
It is not hard to check that p∗1φ0, p
∗
1φ1 ∈ H and p∗Φ is the unique weak
geodesic joining p∗1φ0, p
∗
1φ1, where p is the projection X ×A → T ×A.
Since Φ /∈ C2(T ×A), we have p∗Φ /∈ C2(X ×A).
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