Abstract. Live Sequence Charts (LSCs) are an established visual formalism for requirements in formal, model-based development, in particular aiming at formal verification of the model. The model-checking problem for LSCs is principally long solved as each LSC has an equivalent LTL formula, but even for moderate sized LSCs the formulae grow prohibitively large. In this paper we elaborate on practically relevant subclasses of LSCs, namely bonded and time bounded, which don't require the full power of LTL model-checking. For bonded LSCs, a combination of observer automaton and fixed small liveness property and for additionally time bounded LSCs reachability checking is sufficient.
Introduction
Scenario-based approaches in general and Live Sequence Charts (LSCs) [1] in particular have shown adequate for the formal specification of inter-object requirements on distributed systems in formal, model-based development [2] [3] [4] [5] [6] [7] [8] . That is, requirements on a system under design are formally specified by LSCs before a model of the system is built. Model-checking can then automatically check whether the model satisfies the requirements to find errors early, before the actual implementation.
The model-checking problem of LSCs vs. Kripke structures is principally solved since universal LSCs translate to equivalent LTL formulae [9] and existential LSCs translate to observer automata, i.e. 1-acceptance [10] , or CTL * thus corresponding model-checkers can directly be employed. Accordingly there are proof-of-concept results for the formal verification of LSCs against Statemate [11, 8] and UML [12, 13] models. In particular with the industrial case study considered in [11] it turned out that the LTL formulae grow large even for LSCs of moderate size. That is, formal verification becomes expensive due to the size of the requirements (for details cf. [9, 14] ). Our subject is efficient formal verification of LSCs. We identify two sub-classes of LSCs for which techniques that are faster but less powerful than LTL model-checking are sufficient, or help in finding errors fast. Related Work. Model-checking LSCs against system models has been first investigated by [6] . They manually derive a selection of small, local LTL properties from an LSC and check whether they hold for a model of a bus protocol. The limited size of the checked properties didn't raise the need to consider more efficient procedures. In [15, 16] , model-checking is used as a technique to obtain satisfying paths for a set of LSCs in the context of playing-out LSCs [17] . Their representation of LSCs employs one automaton per instance-line. Similarly, [18] check a set of LSCs for consistency using a CSP semantics of LSCs, namely one CSP process per instance line, and the FDR model-checker. Both are particularly tailored for checking LSCs against each other and don't discuss the relation to general system model. Furthermore, both discuss only a limited subset of the dialect [11] , in particular excluding time. We use the term "LSC verification" similar to, for instance, "LTL verification" which means checking a formula against a model. The observer based approach for LSC model-checking has been introduced in [19] and further studied in the context of Symbolic Timing Diagrams (STDs) in [20] . Our results slightly extend [20] since we have to discuss the case of non-deterministic automata which are needed for non-bonded LSCs while deterministic automata are sufficient for the scope of [20] . An observer approach has also been applied to testing in the domain of UML [21] and SystemC [22] .
The remainder of the paper is structured as follows. In Sect. 2 we briefly recall LSCs. Section 3 introduces Timed Symbolic Automata (TSA), the semantical foundation of LSCs, together with the notions of determinism and time boundedness. It provides the basic strategy for efficient verification of TSAs. The application to LSC model-checking is discussed in Sect. 4 . Section 5 supplies experimental results and Sect. 6 concludes.
Live Sequence Charts
The visual formalism LSCs has been introduced in [1] to overcome several shortcomings of the well-known Message Sequence Charts (MSC) wrt. a formal usage. It is a conservative extension of basic MSCs that gains increased expressive power by adding modalities to charts, locations, and elements (cf. Table 1 ).
The mode of a chart can be either existential or universal. An existential LSC is satisfied by a system if there is at least one system run adhering to the LSC. Conversely, a universal LSC is satisfied if all runs of the system adhere to it. A location's mode, either hot or cold, expresses liveness requirements. An element following a hot location has to be observed finally in order to satisfy the LSC. A cold location doesn't enforce progress. Conditions are, in contrast to MSCs, semantically relevant in LSCs and have a mode. If a mandatory (or hot) condition isn't satisfied when supposed to according to the scenario, the chart is violated. If a possible (or cold) condition isn't satisfied, the whole chart is immediately considered satisfied. It is legally exited. This interpretation applies alike to local invariants. They have been introduced in [11] to state requirements on spans of time instead of only single points in time as with conditions. The mode of a message, either mandatory (hot) or possible (cold), denotes whether the message may get lost. The reception of a hot message has to be observed to satisfy the LSC, for a cold message it needn't be observed.
In addition to modes, LSCs add to MSCs means that characterise the situations to which the scenario applies, i.e. its activation. Activation in general is characterised by a prefix of the LSC called pre-chart meaning whenever the pre-chart is observed then the system shall adhere to the rest of the LSC, the main-chart. The activation condition is a shortcut for pre-charts with a single condition only. For formal verification, [11] adds the activation mode -one of initial, invariant, or iterative -to further restrict activation. Initial LSCs may only be activated in initial system states. Iterative LSCs disregard violations of reactivating LSCs, i.e. LSCs that comprise a sequence that adheres to the LSC's own pre-chart again. Furthermore, both [11, 17] have added the notion of strict vs. tolerant (or weak ) interpretation. The strict interpretation requires that messages used in the chart don't occur at other points in time than the ones given by the LSC. The tolerant interpretation ignores additional messages. For example, a system sending red on once again before expiration of the timer would not satisfy the LSC from Fig. 1 strictly. Fig. 1(a) is a simplified requirement on a level crossing controller. It is activated when the crossing controller receives an asynchronous message 'secreq' from the environment. The crossing controller shall finally, as indicated by the solid segment of its instance line, start the lights and barrier controllers by synchronous messages 'lights on' and 'barrier down'. The timing interval [5, 15] requires lowering the barrier to take between 5 and 15 units of time and the hot local invariant ¬MvUp requires the barrier not to move up from 'barrier down' reception up to and including the point in time where 'barrier ok ' is sent. If the traffic lights controller is not operational when receiving 'lights on', the LSC is legally exited at the cold condition 'Operational '. Otherwise timer t is started. Timeout of t shall occur when sending 'lights ok ', i.e. switching on the lights shall take exactly 7 units of time. The order of 'lights ok ' and 'barrier ok ' is explicitly relaxed by enclosing them in a coregion as indicated by the dotted line. The messages may occur in any order, even simultaneously. When both have been received, the crossing controller may send 'done' back to the environment as no hot location enforces progress at this position.
We postpone recalling the formal semantics of LSC following [11] to Sect. 4, thus after the introduction of Timed Symbolic Automata in Sect. 3. Note that we discuss the LSC dialect of [11] 
(b) sec xing's body TSA (Sect.3). formal verification in contrast to the play-engine dialect of [17] . This is not an exclusive choice as both share a large common sublanguage. LSC specifications may well be played in following [17] and then strengthened for formal verification using the features from [11] . Furthermore we assume well-formed LSCs [23] , i.e. LSCs without internal contradictions.
3 Efficient TSA Model-Checking
Preliminaries
We use Expr S to denote the propositional logic formulae over signature S, and I |= ψ to denote that interpretation I satisfies ψ ∈ Expr S with fixed nonempty universe U. Let C be a set of clocks. A clock valuation is a mapping τ : C → N 0 , and T (C) denotes the set of all clock valuations. The update of a time valuation τ ∈ T (C) by a value x ∈ N 0 , written τ + x, is pointwise defined as (τ + x)(c) := τ (c) + x for all c ∈ C. The set of clock constraints Φ(C) is defined by the grammar φ ::
We write τ |= ϕ to denote that the clock valuation τ ∈ T (C) satisfies the clock constraint ϕ ∈ Φ(C). The definition of satisfaction is standard.
Timed Symbolic Automata
Timed Symbolic Automata (TSA) are a variant of timed Büchi automata where transitions are labelled by expressions from Expr S instead of just an element of an alphabet (cf. [20] for references). The new notion of default transitions significantly eases the formal definition of the clock propagation introduced below.
Formally, a TSA over a signature S is a tuple A = (Q, q s , C, , D, F ) with a finite set of states Q, initial state q s ∈ Q, a finite set of clocks C, transition relation
A TSA is called Partially Ordered TSA (POTSA) if the reflexive transitive closure of → is a partial order, i.e. → * is anti-symmetric. Note that all loops in a POTSA are consequently self-loops.
Let S be a signature and U a fixed universe. A timed interpretation sequence is a sequence r = ((ι i , t i )) i∈N0 with ι i an interpretation of S and t i ∈ N 0 a timestamp such that t i < t i+1 , i ∈ N 0 . Let ((q i , τ i )) i∈N0 be a sequence with q i ∈ Q a state and τ i ∈ T (C) a valuation of the clocks, i ∈ N 0 . It is called timed run of A over r iff it starts in the initial state, i.e. q 0 = q s , the clocks initially have value zero, i.e. τ 0 (c) = 0, c ∈ C, and states are A-successors. That is, for i ∈ N 0 either there is a transition (q i , ψ i , ϕ i , ρ i , q i+1 ) ∈ such that the boolean and clock constraints hold, ι i |= ψ i and (τ i + (t i+1 − t i )) |= ϕ i , and the clock valuations are updated according to ρ i , i.e. τ i+1 | ρi = 0 and
, is the set of timed interpretation sequences for which an accepting run exists.
In the following we introduce two subclasses of TSAs, namely deterministic and time-bounded ones. In Sect. 3.4 we will see how membership in these classes determines the efficiency of the model-checking procedure.
We call a state q ∈ Q determinstic if the constraints on all outgoing transitions are mutually disjoint, i.e. for each two transitions (q,
for any ι and τ . It is called reaching-deterministic if all q ′ ∈ Q with q ′ → * q are deterministic. We call A determinstic iff all its states are deterministic.
Given a set of clocks C, the set of upper bounded clock constraints Φ ⊳ (C) ⊆ Φ(C) is defined by the grammar φ ::= x 1 ≤ c∧c ≤ x 2 , ϕ ::= φ | ϕ 1 ∧ϕ 2 | ϕ 1 ∨ϕ 2 , c ∈ C, x 1 , x 2 ∈ N 0 . We call a state q ∈ Q time bounded iff the clock constraints on all outgoing transitions are from Φ ⊳ (C). We call A time bounded iff all states from Q \ F are time bounded. Now let A be a POTSA and q a state of it s.t. all outgoing transitions impose a finite upper bound on clock c. Let q ′ be a state from which an accepting state is only reached by visiting q and let c not be reset along the path from q ′ to q. Then the boundedness of c transitively induces bounds on all transitions between q ′ and q, including self-loops [20] . For example, clock constraint c 0 = 7 at the transition from state q 4 to q 6 in Fig. 1(b) propagates to the transition from q 2 to q 4 and to the self-loops at q 4 and q 2 . Consequently, the number of time bounded states can be increased by propagating clock constraints backwards through the automaton, i.e. making the implicit constraints explicit. In [20] we give an algorithm which performs clock propagation on POTSAs and yields a language-equivalent POTSA.
Another operation of interest is the failure state completion [20] of A. For each reaching-deterministic state in Q, it adds a default transition to a designated fail-ure state 'q fail ', i.e. it yields the language equivalent [20] 
Then reaching 'q fail ' with sequence r is a sufficient criterion for r / ∈ L(A).
Timed Symbolic Automata as Specification
A Kripke Structure is a tuple K = (AP, S, S 0 , R, L) with atomic propositions AP, states S, initial states S 0 ⊆ S, transition relation R ⊆ S × S, and labelling function L : S → 2 AP , AP and S finite. As TSAs are defined using interpretation sequences, we assume that each subset ℓ ⊆ AP defines an interpretation ι ℓ of S. The TSA and the model are then called compatible. A run s 0 , s 1 , . . . of K induces the timed interpretation sequence ((ι i , t i )) i∈N0 with ι i = L(s i ), t i = i. The set of all timed interpretation sequences induced by the runs of K is denoted by R(K).
Using a TSA A as a specification on K means relating R(K) to L(A). To increase precision of the specification, here we always consider an activation condition ν ∈ Expr S and an activation mode of initial, invariant, and iterative together with A. We say K satisfies A initially wrt. ν, denoted by
. Iterative satisfaction, denoted by K |= ν,iter A, is special to POTSAs. It is similar to invariant but excludes overlapping activations of A. The motivation to introduce this mode was to ease the understanding of counter-examples. It is easier to uniquely identify where activation takes place if there are no overlapping activations. But this mode has the serious drawback that if it is used for a TSA that actually has an overlapping activation, a violation may be shadowed. Checking whether a TSA doesn't have an overlapping activation (it is then called non-reactivating) or not is an additional non-trivial task.
Note that by the definition above we choose model steps as time units. In general, other notions of time have to be supported, for instance, the supersteps of Statemate models. In [20] , the approach presented here has been extended to support two notions of time by assuming that the passing of time is observable on the model, for instance by a special signal of the model which is raised whenever a superstep is completed. To keep the discussion focused and to adhere to space restrictions, we only consider step time. Adding the more general treatment of time following [20] is actually straightforward.
Efficient POTSA Model-Checking
Each non-iterative POTSA with step clocks has an equivalent LTL formula [24] in negative normal form, thus LTL model-checking can be applied to decide whether K satisfies A. For all POTSAs, there is an additional approach based on composing in parallel to the model a number of time counters, one for each clock, and a kind of transition system view of the TSA, i.e. dismissing the Büchi criterion. This parallel composition is then checked for reachability of certain states or for a small fixed liveness formula. In this section we introduce the parallel composition of K with observers. Section 3.4.3 discusses when to apply which approach.
Timer Extension.
In model-checking timed TSA properties, we can't directly employ the sequences from R(K) as the time stamps are unbounded. By [20] it is sufficient for the observer approach to consider finite time counters for each clock of the (not necessarily time bounded) TSA and these bounds are effectively computable. These time counters are transition systems that count model steps until their finite upper bound is reached and that may reset themselves any time and then set a reset flag (cf. 
with
The timer extension K c is by the same procedure extended to K c,c
..,cn to denote the timer extension of K for all clocks from C. A state s ∈ K C canonically defines a clock valuation τ s as τ s (c) :
Observer Extension.
Let A = (Q, q s , C, , D, F ) be a TSA compatible with K and K C the timer extension of K. Using s C to denote the components of states that are introduced by the timer extension, the observer extension of K for activation expression ν and initial activation A is
For invariant activation, the observer K A /inv is activated non-deterministically thus additionally all (s, s C , q idle ) are in S A 0 independent from satisfaction of ν. Furthermore there is a transition from q = q idle to q ′ = q s whenever ι L(s) |= ν. For iterative activation, the initial states of the observer extension are as in K A /init. K A /iter remains in q idle only if ν is not satisfied and takes the transition to q s whenever possible. In addition there are transitions back to q idle and q s from each accepting state with only a self-loop. The transition is to q s if ν is satisfied and to q idle otherwise. Thus K A /iter is slightly smaller than K A /inv.
Note that K
A /m, m a mode, restricts the behaviour of the clocks, but not the behaviour of the model. In K A /m, clocks are only reset if there is a transition in the TSA with a corresponding reset set. K A /m sets the flag 'fail ' iff the failure state of the TSA is reached and 'fair ' iff the TSA is in an accepting state. We call a state s
3.4.3 Putting It All Together. Now we can devise a strategy for deciding whether a given Kripke structure satisfies a failure state completed POTSA using four different standard model-checking procedures of different worst-case complexity, namely reachability checking with safety observer, ACTL modelchecking with and without observer, and LTL model-checking. The following Lemma states that the less powerful techniques are helpful for finding violations early and that they are sufficient for deterministic (time bounded) POTSAs.
Lemma 1. Let A be a POTSA, K a Kripke structure, ν a condition, m a mode.
[20] If a failure state of K
If A is deterministic and time bounded then K |= ν,m A implies reachability of a failure state.
If A is non-deterministic, then there is no LTL formula λ using only atomic proposition 'fair' s.
3) Assuming such a formula λ, exploit non-determinism in observer to construct a Kripke structure K s.t. K A /m doesn't satisfy λ but K |= ν,m A. ⊓ ⊔ Note that Lemma 1.3 implies that there is no known procedure to decide satisfaction of iterative non-deterministic TSAs because within an LTL formula we cannot, as with observer extensions, refer to the own state of activation.
Using that the ACTL formula obtained from an LTL formula in negative normal form by prefixing all modal operators by 'A ' implies the LTL formula, we devise the strategy depicted in the following control flow diagram for the verification of POTSA specifications. The idea is to apply the procedure with the best worst-case complexity first to find contradictions early. Only if no errors are unveiled and the procedure is too weak for the POTSA, the next expensive procedure is applied. The increasing prevalence of multi-processor or multi-core hosts allows to apply the procedures in parallel and stop all other procedures once a significant result is obtained. The refinement of steps 1 and 2 into (a) and (b) is a minor optimisation using the expectation that checking A iteratively is less expensive (cf. 3.4.2). An initial TSA is treated like an interative one, as the time of activation is then uniquely determined to be an initial state.
Note that the time and space resource consumption of certain observer based tasks can be reduced by applying a POTSA version of the decomposition algorithm presented in [14] and conducting the decomposed, smaller tasks in parallel.
Efficient LSC Model-Checking
The following transfer of the results from the previous section to the domain of LSCs is effective as most practically used LSCs yield deterministic POTSAs. Furthermore, unbounded liveness requirements typically only occur in early and rather abstract parts of a system's LSC specification and are restricted by bounds in later, more detailed versions thus most LSCs yield time-bounded TSAs. Section 4.1 briefly recalls the LSC semantics in terms of TSA and relates the TSA classes identified in Sect. 3 to LSCs. For a complete definition of the LSC language, its abstract syntax, and the semantics-giving unwinding procedure the reader is referred to [11] . The discussion of LSC verification starts in Sect. 4.2 with the simplest case, namely invariant universal LSCs without pre-chart or
Step L (α, Scln) αexit . . . assumptions. The additional features of LSCs are then discussed in isolation in the subsequent sections.
LSC Semantics and TSA Properties
The central concept of the LSC semantics [11] is the notion of the cut, i.e. a set of at least one location per instance line (more than one for coregions). The gray line in Fig. 1(a) indicates a cut. Each TSA state corresponds to one cut of the LSC, e.g. the example cut in Fig. 1(a) corresponds to state q 6 in Fig. 1(b) . Intuitively, a system satisfies the LSC if for each system run suffix with a prefix in the language of the pre-chart TSA, the rest of the run is in the language of the main-chart TSA. The algorithm of [11] translates the pre-and main-chart of each commitment and assumption LSC of a requirement into separate TSAs. Fig. 3(a) schematically shows a state of the TSA obtained by the unwinding procedure [11] . It has a self-loop awaiting the subsequent LSC elements and one transition for each combination of occurrence and non-occurrence of awaited elements. Violations of cold conditions lead to the accepting state α exit . Fig. 3(b) shows the overall structure of the TSA. The state α ⊥ corresponds to the cut with all instance heads and α fin to complete traversal. Fig. 1(b) gives the TSA of the main-chart from Fig. 1(a) . (The initial TSA state α 0 is omitted for brevity.)
Following [9] , each TSA of an LSC is a POTSA. The timer propagation algorithm of [20] applies directly. In [9] , we have introduced a sufficient criterion on LSCs that implies determinism of the corresponding TSAs. The TSAs are deterministic if all conditions and local invariants occur bonded in the LSCs. That is, if they are in a simultaneous region with at least one message, timeout, or instance head. Then the evaluation time for the condition is well-defined. This criterion is easily [23] checkable on the abstract syntax of the LSC. The observer automaton construction of [20] as introduced in Sect. 3 applies directly as LSCs share activation modes initial, invariant, and iterative with TSAs.
LSC Model-Checking
Note that an LSC's strict or tolerant interpretation is mostly orthogonal to the issues discussed below. In the TSA, strictness is expressed by strenghtening the transition annotations. Each expression is additionally conjoined with a term that excludes all messages that are not referred to by the expression. Thus the strict TSA doesn't introduce new non-determinism and as it only considers messages, non-determism is not resolved except for few pathological cases. Consequently we needn't treat the interpretation explicitly below.
4.2.1 Universal, no Pre-chart or Assumption. In the easiest case, we only have to consider the TSA A of the main-chart and an activation condition. Then the algorithm from Sect. 3.4.3 applies directly.
Pre-Chart.
For the pre-chart of an LSC, a separate TSA is constructed. The slightly different algorithm adjusts transitions to the special interpretation of pre-charts which don't have a notion of violation. Using the ACTL/LTL way there are two options for checking an LSC with pre-chart. Let ϕ pc and ϕ L be the LTL formulae corresponding to the pre-chart and the whole LSC, i.e. preand main-chart together. Following [25] , we can check G (ϕ pc → ϕ L ). This formula tends to grow large since the pre-chart part occurs twice, even if the more compact formulae also presented in [25] is usable.
As the semantics of the pre-chart is indication of complete traversal of its scenario, the Büchi criterion is actually not needed. Finite automaton acceptance is sufficient. This can be exploited by composing in parallel with the observer extension of a model a (non-deterministically activating) observer for the prechart that drives an additional proposition 'pc' which holds iff the pre-chart has just been observed. By changing the main-chart observer such that its activation expression is 'pc' the algorithm from Sect. 3.4.3 still applies directly.
If the observer way is too weak, then G (pc → ϕ mc ) (or the ACTL correspondence) is checked in steps 3 and 4; ϕ mc being the main-chart's LTL formula.
Assumptions.
The semantics of LSC assumptions is standard. A system satisfies a universal LSC with assumptions iff all runs satisfying all assumptions also satisfy the commitment. Thus, iff
with ϕ a 1 , . . . , ϕ a m the LTL formulae for the assumptions, 'pc' the pre-chart observer from Sect. 4.2.2, and ϕ mc the main-chart's LTL formula.
To avoid representing the assumption part as (again large) formulae, we can start with properties which are stronger than (1), i.e. that imply (1), but are easier to check. On the downside, obtaining a counter-example is then no longer directly significant as the counter-example may be a false negative. It has to be checked not to be spurious, for example by simulation.
An approach stronger than (1) is to consider the tableau of the parallel composition of all assumptions as an additional observer, i.e. parallel composed to the observer extension. The formula to check is then (AG AF afair) → (AG AF fair) (2) where 'afair' holds iff the tableau is in an accepting state. If (2) passes and if the LSC and all assumptions are bonded, then the system satisfies the LSC. A failure may be a false negative.
An approach stronger than (2) is to check for reachability of a state with ¬afail ∧ fail in the parallel composition of K A with one iteratively activated observer automaton per assumption, i.e. not the tableaux. If such a state isn't reachable and if the LSC and all assumptions are bonded and time-bounded and no assumption is invariant, then the system satisfies the LSC.
With these three (non exhaustive) options, the algorithm from Sect. 4.2.1 can be extended as follows. Pragmatically we don't consider all of the possible combinations with procedures for the commitment. In step 1, only the first option is used for assumptions in order to obtain a reachability property. In each substep of 2, the first option for assumptions can be tried first, followed by the second option from above. In steps 3 and 4, all three options can be tried subsequently, trading size of the formula for size of the model.
Note that a non-bonded assumption is typically easily violated by "clever choice" of transitions in the TSA. Therefore non-bonded assumptions in general are of limited use as an easily violated assumption excludes too many system runs from consideration; the requirement may even be trivially satisfied if all system runs are excluded. As a consequence, all LSCs used in assumption/guarantee style verification should be bonded.
Existential LSCs.
Recall from Sect. 2 that an existential LSC is satisfied by a system iff there is at least one system run that adheres to the LSC. Using CTL * , we obtain an equivalent formula by prefixing the LTL formula with the existential quantifiers 'E ' or 'EF ' [9] .
But the existential mode is different from the universal mode in that one wants to obtain a witness if the formula is satisfied. That is, similar to precharts, the Büchi criterion isn't used and thus the ACTL/LTL way is practically not relevant. Furthermore, in practice one is typically interested in an example system run that traverses the LSC completely [26] instead of taking a legal exit on a cold condition. To achieve all this, the states of the main-chart TSA are turned into non-accepting states except for the state corresponding to the final cut. If the LSC has a pre-chart, the main-chart TSA is again activated by the pre-chart observer 'pc' as discussed in Sect. 4.2.2. Verifying the existential LSC is then equivalent to reachability of the remaining unique accepting state under all given assumptions.
5 Figures, please. Table 2 supports our claims with exemplary experimental results. It lists pure model-checking time, i.e. without constructing and loading the transition relation BDD, and without counter-example post processing, for all techniques discussed in Sect. 4 4 . The pre-chart is always an observer and the tableau is used for assumptions. The implementation is taken from [11] and [20] . To isolate the effects under discussion, all experiments use a model that first solves a puzzle to provide some complexity and then adds one or two paths relevant for the LSC.
rch/iter rch/inv AGAF/iter AGAF/inv ACTL LTL Fig.1 All experiments use a model which first solves a puzzle to provide some complexity and then adds one or two paths relevant for the LSC.
The first (singleton) group is a time bounded version of the LSC from Fig. 1 on a model not satisfying it due to a condition violation. From the table we can see that the reachability-based approach is significantly faster than the others.
The second group uses a model satisfying the LSC. Its first row is the LSC from Fig. 1, ' as' is a variant with an assumption, and 'nd' is a non-determistic variant where the condition Operational is moved downwards such that it is no longer bonded. In this group, the table indicates that the reachability approach is not always faster, in particular if the property actually holds. In case 'nd' we remain inconclusive whether the system satisfies the LSC or not. The ' ' results of the reachability way only indicate that there is no safety violation. The following two '$' results only indicate that it's possible to avoid a fair state.
The last group is the example from [14] , an untimed but highly concurrent LSC with extraordinary large corresponding formulae. It uses only 6 (9) messages to require that 2 (3) agents are started concurrently, then work concurrently, and then report back concurrently. This LSC is bonded, but not time bounded. From the table we can see that the observer approach allows to establish the property in the given amount of time and space while the formula doesn't.
Noticeable in the table is that the LTL way is always terminated prematurely, even if the preceding puzzle is removed. If the model has only a single trace and the LSC is changed s.t. it comprises no timing requirements and no concurrency, the task completes within ∼1h, thus the LTL way seems rather impractical.
Conclusion
Although LSC model-checking is basically solved as each LSC has an equivalent temporal logic formula, in practice direct model-checking of the formula is prohibitively expensive due to its size. Our results indicate that full model-checking power is only necessary for non-bonded LSCs which occur seldom in practice. In contrast, bonded, time-bounded LSCs are as easy as a reachability problem. To the practically most relevant class of bonded, non-time-bounded LSCs, an approach in between both techniques applies that uses an observer automaton and a small fixed liveness formula. Experimental data indicates that it's beneficial to apply the reachability approach even to non-time-bounded LSCs as contradictions are found faster.
Although our criteria classify most practically occurring LSCs correctly, it is of academic interest to have an algorithm deciding time boundedness. It would be a minor improvement to identify more states as deterministic by more sophisticated procedures.
A Proofs

Claim of Lemma 1.3 (corrected):
For non-deterministic A there is in general no LTL formula λ using only atomic proposition 'fair' s.t. K A |= λ implies K |= A. ♦
In the following we actually prove the more general case of CTL * . The counter-example constructed in the proof follows the idea that in case of a deterministic observer, all non-determinism in the observer extension of K is contributed by K. Thus path quantifiers in CTL * always chose between model behaviour.
When the observer is non-deterministic, then it adds non-determinism to the overall observer extension that doesn't stem from the model. By the Büchi semantics, it is accectable to neglect some of the observer paths but all model paths have to be taken into account. These two cases are not distinguishable in CTL * . Assuming there was a formula using only 'fair' for each POTSA, we construct a model which satisfies the formula but actually violates the requirements or fails to satisfy the formula but actually satisfies the requirements.
While this observation affects only a small particular subset of POTSAs, it is actually tragic for LSC verification. The POTSA we use as a counter-example actually is the POTSA of the LSC with one non-bonded hot condition with expression p 1 at a hot location. That is, there is no general procedure to check LSCs using the observer way.
Although, the correspondence between bondedness of conditions and applicability of the observer approach is not exact. For instance, the special case that the first non-bonded condition in an LSC is located at a cold cut has the consequence that after reaching this cut, chaos is accepted (the self-loop of the accepting state is annotated by true). Thus, as it is the first such condition, there is a language equivalent bonded LSC which may be verifyable using the observer way.
Note that this result is only relevant for LSCs. The non-determistic POTSAs obtained for certain Timing Diagrams have a different structure and may not lie in the class of POTSAs that aren't checkable the observer way. = {(q 0 , true, true, ∅, q 0 ), (q 1 , true, true, ∅, q 1 ), (q 0 , p 1 , true, ∅, q 1 )}, where p 1 is an atomic proposition. Note that A is actually untimed as its clock set is empty.
Let p 2 = p 1 be another atomic proposition used. Assume there were a formula ϕ for A such that for each Kripke structure K compatible with A we had
CTL * over AP = {fair} is constructed by the following grammar.
Without loss of generality we can assume that ϕ is in the following particular disjunctive normalform
distinguishing non-modal terms ϕ i , and universally and existentially quantified terms ϕ A i and ϕ E i . Consider the following Kripke structure.
We obviously have K |= p2,inv A, thus by assumption K |= ϕ. Let φ ∧ Eφ E ∧ Aφ A be a sub-term of ϕ that is satisfied by K.
-The A -termφ
A is trivially satisfied since otherwise there were a positive occurrence of 'fair' relevant to the satisfaction ofφ A , i.e. a run r of the observer extension where 'fair' has to be present to satisfyφ A . By the non-deterministic choice of the observer automaton not to change to q 1 and thus not to drive 'fair' there is a path of the observer extension which has the same prefix as r but decides not to change to q 1 . This run doesn't satisfyφ A and thus Aφ A isn't satisfied in contradiction to the assumption.
-The E -termφ E is not trivially satisfied. Otherwise only the non-modal term ϕ would be relevant, i.e. satisfaction would be decided by the (labelling of the) initial state of the Kripke structure. Consequently, for
with L(S 0 ) the conjunction of labels of the initials states of K assumed above, we had K 1 |=φ and thus K 1 |= ϕ while K 1 |= p2,inv A.
-Consider the following modification of K.
As K 2 only adds runs to the behaviour of K, the observer extension K This section presents the complete set of our experimental results for efficient LSC verification. The eso core model first solves a puzzle to provide some complexity and then adds paths relevant to the LSC. In the mini core model the puzzle is removed.
The mode of the model describes small modifications of the models in order to fulfill or violate the LSC requirements:
-the 'timefail' variant doesn't satisfy the timing constraints of the LSC, -the 'savefail' variant doesn't satisfy the safety properties of the LSC, -the 'livefail' variant satisfies the safety but not the liveness properties of the LSC, and -the 'nondet' variant provides paths satisfying different runs of the LSC.
The combination of puzzle and model is given in the section name.
The 'spec' column of each table names the checked LSC. They are provided in the following section. For each model, mode and LSC the six different ways -reach/iter, -reach/inv, -AGAF/iter, -AGAF/inv, -ACTL, and -LTL were checked, the outcome is shown in column 'result' (the task may pass, fail, or be terminated due to a timeout).
The five last columns list the duration (in seconds) of loading the model into the VIS ('load'), actually checking the model ('check'), translating the error-path into a simulation script ('er2er'), and back-simulating the error-path ('sim') The rightmost column 'total' gives the duration of the total task in seconds. This time is typically larger than the sum of the figures to the left as these four times are only the most significant phases of the checking procedure. Yet there are other (fast) phases which don't dominate the total time but contribute to it. 
C LSCs
Note that the tool LSCEditor(1) we use to draw LSCs graphically separates the charts for the Pre-and Main-Chart. Thus unlike in Fig. 1 , the precharts in the following printouts appear as separate charts and are linked to the main-chart by name references in the instance head.
C.1 'sec xing'
(denoted as ' Fig. ? ?' in Table 2 in the paper) The original 'sec xing' LSC (the mainchart's TSA is determistic but not time bounded).
Pre-Chart:
Name: pc_sec_xing Table 2 ) sec xing bl ass: 'sec xing bl' with assumption of a particular message order (the mainchart's TSA is deterministic and time bounded) Pre-Chart: 
C.4 sec xing mini
Very reduced version without any timing requirements, without pre-chart, and without coregion (the mainchart's TSA is deterministic but not time bounded).
Main-Chart:
Name Table 2 in the paper) The condition 'Conditional' turned hot and moved from the simregion such that it is floating now (the mainchart's TSA is not deterministic and not time bounded).
Pre-Chart:
Name Three times two concurrent messages; cold messages and instances (the mainchart's TSA is deterministic but not time bounded).
Main-Chart:
Name Three times three concurrent messages; cold messages and instances (the mainchart's TSA is deterministic but not time bounded).
Name: a3 Table 2 ) Three times two concurrent messages; hot messages and instances (the mainchart's TSA is deterministic but not time bounded). Table 2 ) Three times three concurrent messages; hot messages and instances (the mainchart's TSA is deterministic but not time bounded). 
