Introduction
Todays complex systems generate vast amounts of data from the external environment in order to provide an informed decision to the user. This data is collected through sensors, cameras, computers and by many other input devices, thus, equipping us with intelligent services. However, this sheer amount of data may cause the system effectiveness to be lost in hyper-space if not classified into useful and meaningful preference based set of choices [33] . In the domain of ubiquitious computing, developers are faced with plethora of techniques [6] . Some of these are well-established, others are reasonably new. Some researchers even combined multiple approaches as an integrated process [32] . This article looks at commonly used approaches, an established technique like case-based reasoning (CBR) and a newly more ad-hoc development like context-awareness reasoning (C-AR). The question we want to examine in this paper is whether contextawareness brought something truly new to ubiquitous computing in terms of knowledge presentation and reasoning. More specifically we are exploring how the synergies between C-AR and CBR can improve the quality of users' interaction with IE system.
Ubiquitous computing may use context-awareness or a case-based reasoning to develop a personalised recommendation, may be looking at the past history of the user, or may be by understanding his attempt to search and find a product [36] . To illustrate this: we may say, a user can visit Amazon to find a book for himself, in this case the recommendation set for the user will be those books that the user has bought in the past. However, if the user is willing to purchase book as a gift for his wife, then the choice set of recommendation will be different than the books he buys for himself. So, we would see these two disjoint events as an application of case base reasoning or may be an application of context awareness. This article presents first a brief description of C-AR and CBR in section 2 and 3, we compare them conceptually in section 4 and 5 and we illustrate the conceptual comparison in section 6 with a case study.
Concept of Context Awareness (C-AR)
Contextual awareness stemmed from the desire of Ubiquitous Computing to increase the usability of computerised systems through the implicit interpretation of what the user wants. The concept of Context-awareness was introduced by Schilit and Theimer [34] when they proposed information mapping for a network system. Context-awareness deploys an environmental information set that is available for a given circumstances in order to perform an act that assists a user to make a decision [15] . The ambition is to embed human-like contextual awareness into systems, to make the interaction with them more natural. It has to be mentioned that there is a lack of agreement on the definition of context [3] . The theory of context varies as it has been defined in different research areas, for example, Schilit and Theimer identified a context by means of location, identities, neighbourhood objects and people and any variations on the objects [34] . It presents the multifarious dimensionality towards identifying a context and these are: physical factors dimension, human factors dimension and time dimension. Whereas, Benerecetti et al. [11] classified context into two subsets, namely, 'physical context' and 'cultural context'. The cultural context includes the users personal data, social and belief information.
Dey and Abowd [14] defined the context as 'any information that can be used to characterise the situation of an entity, where an entity can be a person, place, physical or computational object that is considered relevant to the interaction between a user and an application, including the user and the application themselves'. Dey extends his work by proposing a framework where context values will be obtained from four types of context, i.e., location, identity, time and activity. Abowd et al. [2] considered these as 'primary context'. Furthermore, they considered secondary context any context that can be found using primary context. Perera et al. [31] classified the context into operational and conceptual. In the operational view, context is considered either primary if the information is retrieved without using other existing context information or secondary, if it can be computed using existing context. In the conceptual perspective, context is classified into activity, time, identity and location [14] . The rest of the contexts in this perspective can be obtained combining the elements between themselves. He proposed the context aware application as 'a system is context-aware if it uses context to provide relevant information and/or services to the user, where relevancy depends on the users task'.
Dey [15] suggested that the three main activities that context aware applications should perform are: (i) the presentation of information and services to a user, (ii) automatic execution of a service, and (iii) tagging of context to information for later retrieval. C-AR have been closely related to human interaction since its inception. Alegre et al. [4] studied the way the system can interact with the users, classifying it into the Execution and Configuration phases. The first one refers to the actions/behaviours of the system when a specific situation arises. The second one is related to the adjustment of actions/behaviours that a system will be exhibiting in the future. These two independent modalities of interaction can have a degree of active/passiveness. By 'active', they refer to the interactions in which the system changes its content autonomously. By 'passive', they mean those where the user has explicit involvement in the actions taken by the system. By observing the interaction modalities of users with context-aware systems, they extended Dey and Abowds [15] classification of the features of a C-AR as: a) Presentation of information to the stakeholders; b) Active or passive execution of a service; c) Active or passive configuration of a service; d) Tagging context to information [3] .
Typically, the information of a context-aware system has four stages [31] . They are:
1. Acquisition: where the data considered as context is retrieved from the sources. These sources can be very disparate, including any type of physical, logical or virtual sensors [20] . 2. Modelling: after the data is acquired, it needs to be Modelled, formatting the values from the sensors into something that can be used by an application (e.g., from coordinates to the name of a city). 3. Reasoning: this data can also be used to create higher level information by Reasoning. 4. Dissemination: Low and high level context information has to be available to the different applications, through a process known as Dissemination.
The next two sections focus on the techniques available for context modelling and reasoning.
Context Modelling
One important aspect of a C-AR, is how the information will be processed and stored. Typically, these kind of applications use a context model, which identifies a concrete subset of the context that is realistically attainable from sensors, applications and from users and then subsequently are exploited in the execution of the task [19] . 
Concept of Case-based Reasoning (CBR)
CBR is an artificial intelligence approach to determine a similarity amongst a set of cases Kolodners [25] CBR method of similarity indexing is foundation of many intelligent systems. This method entails, indexing cases, retrieving the best past case from memory, adapting the old solution to conform to the new situation, testing whether the proposed solution is successful, and learning to prohibit solution fails. CBR has been viewed as a technology for automated, intelligent problem solving based on cases that present a circumstance. CBR is based on the notion that the similar cases will have similar solutions. Hence, this method looks into the previous cases, analyse the similarity of cases, analyse the previous solutions of those cases and then propose a new solution based on the similarity of the previous cases and solutions [38] . The knowledge base contains the general domain knowledge, which is the set of rules needed for reasoning in this domain and sometimes some general facts (i.e., which are known to be always true). In a rule-based system, these IF-THEN rules and general facts represent the knowledge of the system. However, one of the important advantages of CBR is its ability to evolve by accumulating cases and each time a new solution set is emerged from the evolving case base. The nearest neighbour algorithm determines the similarity or dissimilarity of a new case with the case base and follows a cyclical process of Retrieve-Reuse-Revise-Retain [1] .
However, the overall objective of this case based reasoning is to build up context reasoning, in other words, representing knowledge. Therefore, the concept of context awareness underpins the context reasoning for knowledge representation. Context reasoning system development paradigm uses two types of symbolic knowledge as a context: Facts and Rules. The facts and rules are then used for reasoning within the domain of a given problem. The reasoning process is based on logic, and allows the rule-based system to search through the problem space and arrive to a conclusion or a solution of a given problem based on the initial conditions (initial facts). The initial condition can be, for example, a set of facts describing a fault in a system, and the conclusion may be another fact stating the reason of that fault. Unlike conventional programs in which the precise steps are defined in clear algorithmic terms, rule-based systems are largely declarative and parallel in nature.
Perera at al. [31] describes the knowledge reasoning as a process of giving high-level context deductions from a set of contexts. The most fundamental aspects of building up reasoning involves: i. propositions: description of facts, ii. Logical operators: negate, conjunction and disjunction and iii. Inference: deriving conclusion about one fact based on a set of rules, in other words, fact is the implication of rules which are derived from context data. However, one crucial aspect of reasoning inference is conflict resolution [7] , therefore, there should be a strategy to select one fact from the conflict set. There are different strategies for conflict resolution, for example, i. Refraction: once the rule has fired it will not be used, ii. Recency: use the fact that has been used recently in such a situation, iii. Specificity: use the fact with the more specific contexts, iv. Priority: ranking the factors and selection of priority with the highest rank, and and v. Parallel: all facts are contributed as a different set of reasoning.
CBR and C-AR in IE Development
In the Intelligent Environment development paradigm, sensors are utilised to capture contexts to produce cases. Therefore, capturing all these contexts for reasoning is not feasible [31] . The case based system implementation relies on decision making based on three parameters: pattern recognition-conflict resolutionaction. The Recognition-action cycle is repeated until the solution is reached or no applicable rule can be found in the knowledge base. The reasoning build up by the environment is very similar to those of human experts. Basically, there are two ways to carry out the reasoning process: forward chaining (or data-driven) and backward chaining (or goal-driven). In both reasoning processes, we need to use the search strategies to guide the reasoning. Because a practical rule-based system normally contains a high volume context information which creates a large searching space.
There is much evidence where we see CBR is applied to the development of context aware applications and vice-versa [32] . It is demonstrated in Leakes work [27] that CBR can benefit developing a context aware system in designing smart homes where users can customise the requirements by building a case and system can gain knowledge from the context of the environment and then match a case. Kofod and Aamondt [21] [22] developed a mobile context aware system where context information is embedded into cases for a situations assessment. Kumar et al. [26] developed an interesting system for e-commerce applications where two distinctive cases are created, i.e., user cases and product cases. These two cases are built upon the context of users and products to incorporate multiple context dimensions to the cases. Lee and Lee [28] developed a music recommendation system where users behaviour, demographics and context details are used for a case base recommendation. However, it can be argued that incorporating CBR into C-AR depends on the availability of contextual knowledge of an action, if the requisite contextual data is not available CBR can support C-AR by recalling previous case. This integration can improve quality of IE system when domain knowledge is limited.
CBR and C-AR Distinctions and Dynamic Relationship
This section focuses on the synergies and differences between the aspects of CBR and C-AR. Some of the techniques for CBR could also be used in C-AR and vice versa. On one hand, the origins of context-awareness stemmed from the need of different areas such as Ubiquitous Computing, Ambient Intelligence or Intelligent environ-ments of having an enhanced human-computer interaction. On the other hand, the CBR method is used to solve problems that are based on similar solutions applied before. Applied to context-aware systems, this could help its configuration, enabling the evolution of the system after its implementation. At a first sight, it looks like CBR could be used to develop the configuration of context-aware systems in both its active and passive modalities.
Also, the information in CBR and C-AR is treated in a different way. C-AR need to acquire the information from distributed and heterogeneous sources. All this data needs to be modelled and translated in a meaningful way, so that it can be reasoned to obtain higher level information. Finally, the data needs to be ready for different applications on demand. On the contrary, CBR follows a different process. The first step is similar to the acquisition of context, but instead of using different distributed sources, it retrieves the information from a memory of existing cases. Then, this process is followed by the reuse stage, where the solution is mapped from the previous case to the target problem. This stage can also involve an adaptation to the solution according to the circumstantial needs. Once the solution is mapped to the target situation, it is tested and revised until it has been successfully adapted to the target problem. At this point the solution is stored in the case memory. As it can be observed, these two process are quite different.
The context modelling stage is related to the knowledge representation of the system. These techniques are currently used to assign a meaning to the information that comes from the sensors but it could also be used to store the different cases in the memory. Case based reasoning supported by a rich knowledge model could be a promising approach to assess situations by being context aware [22] [23] . Markup scheme and Ontology based modelling seem the most promising ones for CBR. Reasoning techniques in context-aware systems, are used for pre-processing, sensor data fusion and context inference. On the other hand, CBR takes an alternative view. Rather than seeing reasoning as primarily a composition process, it looks at it as remembering one or concrete set of concrete instances or cases and basing decisions on comparisons between the new situation and the old instance [25] . Nevertheless, most of the reasoning techniques used in context-awareness have been also used in CBR approaches [10] .
Kofod-Petersen [21] identified the main challenges for using CBR in Ambient Intelligence are: i. Acquiring the initial cases , ii. Coping with the vast number of case being constructed during run time, iii. Knowing when to initiate a casebased reasoning cycle and iv. Knowing whether a case was classified correctly.
In Table 1 , we summarise the pros and cons of both the C-AR and CBR methods of problem solving. We also attempt to identify the synergies between these two methods and derived a distinction between C-AR and CBR (Table  2) . Table 2 points out how these two reasoning development methodologies are complementary to each other.
Case Study
In an effort to understand the differences and synergies between both C-AR and CBR, let us consider a case study based on an EU Project named POSEIDON [5] . The project is aimed at increasing the social independence and integration of people with Downs Syndrome through the use of IE technologies. An approach taken in POSEIDON to help better integrate our user group in society is through the improvement of individual effectiveness at navigating their environment, for example from home to work. In Table 3 , we summarize the user driven situations within our case study where C-AR and CBR can be applied as a solution.
Uses of Context-Awareness in POSEIDON
Services developed in the POSEIDON project include a mobile element. This mobile element is composed of multiple services, including an app for navigation and calendaring, and a mobile context reasoner. The context reasoning for the mobile is designed to be a centralized entity for providing context-awareness Heavy-weight operations: CBR requires to compare all the possible cases at runtime, which can be computationally expensive.
C-AR typically operates with devices that do not have plentiful resources.
Conflict resolution: validity of the resolution depends on real data sets. New set of data are generated without the context facts. Table 2 . Synergies between C-AR and CBR methods for IE development
Synergies
Configuration interaction modality of C-AR could be based on the solutions to similar cases. Internal and external contexts can be added in an intelligent environment system to derive reasoning for a case in order to represent knowledge.
Context reasoning enables to build up a case for a fact and can represent knowledge. Cases are modelled by deploying context mapping based knowledge representation.
Data storage for C-AR and CBR is domain specific and establishes a relationship amongst the facts. It is supported by meta logic and follows the same principles of data acquisition Context modelling involves knowledge acquisition knowledge representation and knowledge extraction; thus, build a case for a problem. Context distribution is achieved when a reasoning is generated from a set of contextual facts, thus, represent the knowledge Goal driven case based reasoning can be supported by multidimensional context acquisition and by supplying personalised and localised context reasoning services to multiple mobile applications on a single device. This reasoner can infer contexts using data from mobile sensors, data from web services, and data from other applications on the device. Context information is inferred over by the use of stream reasoning, using C-SPARQL [9] for atomic level contexts, and forward reasoning [4] for context aggregations. These rules enable the rea-soner to infer contexts, which are then broadcasted to each of the requiring applications. In POSEIDON, context-awareness is used predominantly to provide information that can benefit the user, and also detect and provide options if the system suspects the user requires assistance. Different examples of the use of context include:
-Clothing advice based on weather conditions at planned destination. This can include to wear a coat if it is particularly cold, or take an umbrella if rain is expected. Lastly, we suggest to apply sunblock if the day is especially hot and sunny. -Offering to call their carer if the system finds they deviate from the route, or are standstill for too long. Deviations requiring the offering of help include large single deviations where rerouting is required, or when the primary user makes small deviations too often. Being standstill for too long can be sign that their connection service e.g. a bus has not arrived, and may require further assistance. -Determining when to begin giving navigational instructions based if they are indoors or outdoors. Instructions should be given when they are required. If the user is not outside ready to begin, it is of little benefit informing them make a particular turn.
Possible Uses of Case Based Reasoning
When considering possible uses of CBR within our project, we can foresee both isolated uses, and uses in conjunction with the context-awareness technologies already adopted. Firstly, in our project part of improving the independence of our user group is through navigation assistance. A second way that we can assist is helping our user group in daily tasks. This can include job related tasks, and leisure/home related tasks e.g. making lunch, cleaning. For our user group, they can have difficulty with abstraction, which can make learning tasks difficult, even if similar to each other. Often, minor differences in the context can render a task as a completely different one. Already, video based instructions are used for different task including making a coffee. One problem that arises is that new videos are required for different coffee machines and equipment they might use. A user friendly expert system could be useful for these situations assist the users by applying the knowledge of other similar tasks. This will be helpful in situations such as the ones described as only differing fragments of the task will be needed to be added to the system. In terms of supporting the creation/maintenance of cases, this will need to be an ongoing task of the primary user, and their carers.
Researchers have in the past used CBR in context-aware systems [22] [23]. These approaches tend to have strengths on the ability to deal with new situations at runtime, where approaches based on predefined adaptation paths can struggle. In terms of context-aware development, CBR can be more useful in the adaptation/result phase, after context inference. The reason for this is that when adding additional contexts will often require developer intervention. This can include implantation of components to acquire new raw data from a sensor/data source, and specific rules on what situations that raw data represents, including aggregations with others. How the system behaves and/or adapts when in that collection of context situations can however change. For example, when considering navigational assistance, it is possible as the individual becomes more independent, other conditions in conjunction with the system determining the user needs assistance could determine a different action is taken. This could include not providing them the ability to call their carer, if they know the way home. Using CBR for adaptation strategies could also help prevent the issues with too many cases caused by arbitrary raw data including time.
Discussion
This article aims to initiate the further study of two different approaches that could potentially be used for strengthen each other. On one hand, C-AS aims to improve HCI by using of context, on the other hand, CBR tries to solve problems by using similar solutions used before to solve alike problems. C-AS can benefit from retrieving simi-lar cases to provide different services or information. This could enable this kind of systems to solve problems that are partially understood since it can enable the creation of a better understanding in each case. On the other hand CBR could benefit from the pattern recognition, conflict resolution knowledge representation and knowledge bases of C-AS. The foremost challenges we identified are: i. Lack of methodical description of why context awareness or case based rea-soning is adopted for the implementation of intelligent systems, ii. Can we perform the same task by deploying either of these two methods, and iii. If there is a set of synergy in between these two approaches where they can supplement each other to derive reasoning.
There are challenges when trying to use CBR in C-AR. The first one will be to acquire the initial cases and coping with a high amount of cases constructed. Also, knowing when to initiate a case-based reasoning cycle and if it was correctly classified. Involvement from the users could be required for this purpose, such as feedback. On the other hand, when using C-AR in CBR, the challenge will be to infer facts from cases and storing the inferences in a meaningful way. The term 'context' mainly used when contexts are derived when sensors perceive an environment and when there are complex method of acquiring data that can add more semantics to the data set in order to perceive an environment, i.e., cameras, move around sensing devices. The heterogeneous sources of information that elicit physical contexts as well as cultural contexts, an intelligent environment can build and use a contextual picture of the situation to perceive the environmental change [5] . Whereas, 'context reasoning' terms are used when high degree of meaningful information is extracted from the context data and provide a fact for an action to be taken [30] . This context awareness is middleware that supplies necessary feedback to the interface to adapt a situation for better services. Interestingly, contextual information can be used to derive a set of higher level contexts to deal with domain specific cases, which has then be termed as case based reasoning in several applications. The ap-proach of higher degree of context awareness to build up a fact are evident in many intelligent systems, i.e., CARISMA [12] , SOCAM [18] etc. Context-aware systems can be configured in order to evolve for adapting the changing needs of the users. We acknowledge that the adaptation of a context-aware system can be supported by CBR.
The challenge of building IE systems is to know exactly what reasoning method to use, however, it is still not very clear if context awareness and case base reasoning performs the same services or the concepts can be used interchangeably depending on the problem solution that we sought for. However, we can reach to a consensus that context awareness deals with continuous environment adap-tation when contextual data are captured in real time, case based reasoning is the knowledge representation from a set of the facts. In our case study, context awareness predominantly assists the users by capturing atomic level context and then aggregating them to enable users to adapt specific situations. We can see that the use of CBR can help improve systems like POSEIDON by use of features in isolation, e.g., to assist task learning, but also in the current context-awareness system through use in each application on selecting the correction adaptation path for that set of context situations it is in. This solution can improve how the system deals in particular situations by allowing the adaptation strategy to change, but also helps keep the number of cases smaller than using it in the context inference itself.
Conclusion
In this paper we attempted to compare context-aware reasoning and case-based reasoning in order to build an argument how their dynamic relationship can assist scientists developing intelligent environment system. The applicability of these approaches is used in problem solving, but, it is not clear their range of applicability in the area of IEs. We have studied the main points where contextaware computing can benefit of case-based reasoning. We have provided a first insight on the distinction between when to use of context-awareness or case based reasoning and the key synergies for merging these approaches. In this review, with the use of literature and a case study, we made a case that expectation on intelligent system usability influence the selection of the methodologies. However, it is evident from our discussion that the fundamental development paradigm for such an intelligent system must consider multi-dimensional context data capture and then making these context data available to middleware in order to build up the context awareness and this context awareness gradually develops the cases and facts for knowledge representation. In other words, we can say the synergies between case based reasoning and context awareness are the fundamentals for the success of an intelligent system where contextual data is acquired for immediate situation adaptation.
