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Abstract: the problem of posture detection is of considerable significance for assisted living (AL). In most 
cases, radio channel models for WBANs are fixed when a specific body posture is considered. To the best 
of our knowledge, little work has been done on the reverse body posture information extraction using 
WBAN radio channel characteristics. This paper aims to classify human postures from on-body 
narrowband wireless channel information. It is demonstrated that by applying the random forest (RF) 
classification technique, the action of the human body can be detected. The classification error is perfectly 
acceptable for RF algorithm. Two propagation environments were compared and the results indicate that 
the classification error is less in the anechoic chamber (21.39%). In summary, this paper provides a novel 
approach to detect human body postures by using body-centric wireless channel information, and will be 
beneficial for AL. 
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1. Introduction 
1.1 Motivation 
  Miniaturization of electronic devices and advanced research and development in body-worn hardware, 
embedded software, digital signal processing and biomedical engineering have made the concept of body-
centric wireless communication (BCWC) practically possible [1]. BCWC has a wide range of potential 
application such as in smart home, healthcare and so forth. In recent years, assisted living (AL) is gaining 
more and more interest, both in academia and industry. AL is very useful in preventing, curing, and 
improving the wellness and health conditions of older adults [2]. Daily activity monitoring, which can be 
used for detecting non-normal behaviour of older adults, is the key issue in AL technology. Posture 
detection, which is the key point in monitoring of activities, plays an important role in AL. By collecting 
on-body channel data (or received signal strength), a home care robot can response in time and take 
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necessary actions; on the other hand, the data collected by a potential smart home will be transmitted to a 
corresponding doctor to make a timely diagnosis (Figure 1).  
 
 
Figure 1 Posture detection using on-body narrowband wireless channels in assisted living 
 
  In this paper, we aimed at classifying postures from on-body narrowband channel parameters. The 
posture of the subject can be detected from the channel-path gain information of on-body nodes. The paper 
is organized as follows. The rest of this section introduces some related work about on-body narrowband 
wireless communications and posture recognition. Section 2 gives the basics of decision-tree combination. 
Section 3 realizes activity classification by using random forest. In section 4, conclusions are given. 
1.2 Related work 
  Human-posture detection is now widely explored in some literatures. In this section, these works are 
reviewed. Then the necessity and importance of the work are discussed. Computer-vision approach, 
wireless sensor network techniques, and other advanced techniques are now widely used in human-posture 
detection. Tahir et al. [3] developed a framework to efficiently match the human postures. In [4], the 
authors proposed a novel method to detect various posture-based events in a typical elderly monitoring 
application in a home surveillance scenario. Akmeliawati et al. [5] introduce the gesture and hand posture 
tracking systems for a prototype real-time New Zealand sign language recognition system. In [6], a finite 
state and fuzzy logic based approach to hand gesture learning and recognition is proposed. Bilal et al. [7] 
introduced an algorithm that is capable to recognize hand posture in a sophisticated background. In [8], the 
traditional worm’s detection approaches is introduced. In [9], Bilal et al. show that extracting features 
from hand shape is so essential during recognition stage for applications such as SL translators. In [10], 
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the development of an abnormal posture detection device intended for home use is described. Gjoreski et 
al. [11] present an approach to fall detection with accelerometers that exploits posture recognition to 
identify postures that may be the result of a fall. In [12], the authors propose a method to automatically 
detect human poses in a single image, based on a 2D model combined with anthropometric data. Marek et 
al. [13] describe the approach used to detect hand postures in computationally undemanding manner. In 
[14], a model to reconstruct 3D virtual humans based on a single and spontaneous image is presented. 
Putchana et al. [15] proposed a simple wireless intelligent system prototype for fall detection and 
movement classification for real-time monitoring of the elderly. In [16], the authors have designed and 
implemented a wireless EMG, which can acquire the signal from six muscles in the back. Alvaro et al. [17] 
implemented a tool for detecting posture variation of seated person in front of a computer with the goal of 
monitoring when it deviated from its correct position. In [18], the authors present a novel appearance 
based method to recognize and track human hand in an unknown environment without any constraints on 
hand in an unknown environment without any additional devices. Shiravandi et al. [19] present a method 
for hand gesture recognition using dynamic Bayesian networks. In [20], a prototype system of fall 
detection application designed for smart phone is proposed. Sawasdee et al. [21] propose a hand posture 
recognition as an assistive tool for elderly care. In [22], a drowsy driver detection system has been 
developed, using video processing analyzing eyes blinking concepts for measuring eyes closure duration 
and head posture estimation to verify the driver vigilance state. In [23],a motion capture system was 
developed using the Microsoft Kinect depth camera, results are included for different hand postures of 
participating pianists.  
The related works presented above provide us with important inspiration regarding human-posture 
detection. It is found that there are few works achieving posture recognition using body-centric wireless 
channel information which can be obtained through frequency domain channel measurement. As a new 
mechanism of detecting human-posture changes, the approach and train of thought presented in this paper 
can be seen as an important supplement of the available ways of achieving human-posture detection. 
2. Basics of random forest (RF) framework 
  Decision tree is a method of dividing the space using hyper plane; for each segmentation, the current 
space is divided into two parts. Therefore, each leaf node is located in a disjoint region in the space; in the 
process of decision-making, the feature value for each dimension of the input samples will be considered. 
Finally, the sample would fall into one of the N regions (It is assumed that there are N leaf nodes). The 
random forests (RF), first proposed by Leo Breiman [24], are composed of many decision trees; each 
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decision tree is independent from the others. To construct random forests [24], firstly, samples are selected 
from the original training set using bootstrap; then, decision tree models should be established to match 
the number of samples; finally, the ultimate classification results can be decided according to the voting 
results of the previous classification. In the process of establishing each decision tree, sampling and 
complete segmentation should be noticed. For row sampling, there might be repeated samples in the 
obtained sample set. We assume that there are N input samples, then, the number of samples for sampling 
is N. Thus, the input samples for each tree are not all the samples, avoiding the over-fitting. In the column 
sampling, features should be selected; it should be noted that the number of selected features should be 
much less than that of total features. Then the decision tree can be established in the way of complete 
segmentation for the data after sampling; thus, either a leaf node in the decision tree is indivisible or all the 
samples in it belong to the same classification. RF is a data-driven non-parametric approach; it does not 
need any prior knowledge.  
The basic steps to construct an RF are summarized as follows: 
Step 1: Selected samples, which are also the samples at the root nodes of decision tree, are used to train a 
decision tree. 
Step 2: If each sample has L  properties, in the process of split, l  ( l << L ) properties are selected from 
L properties randomly. Then a certain strategy is employed to decide the split property for the 
corresponding node. 
Step 3: Every node in a decision tree should split following the approach presented in step 2; it should be 
noted that pruning does not take place in the whole process of decision-tree forming. Finally, random 
forest is formed by constructing a large number of decision trees.  
In this work, the number of trees is defined as 1000; and l  properties, is defined as 3 ( l is usually taken as 
the root mean square of L ). The framework of random forest-based posture detection is given below 
(Figure 2). 
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Figure 2 Random-forest framework for posture detection considering on-body narrowband wireless channels 
 
Table 1(a) Confusion matrix for the anechoic chamber environment (number of trees=1000, number of variables tried at each 
split=2).  
The OOB estimate of error rate is 21.39%. 
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Table 1(b) Confusion matrix for the indoor environment (number of trees=1000, number of variables tried at each split=2).  
The OOB estimate of error rate is 25.83%. 
 
 
3. Posture detection using random forest 
3.1 Out-of-bag (OOB) error 
Random forest is the combination of decision trees. The training set is generated by using a bagging 
approach; the probability that each sample in the original training set will not be selected is ( )1 1/ NN− , 
where N  is the number of samples. This indicates that almost 1/3 of the samples in the original sample 
set will not be in the bootstrap sample set. These data are known as out-of-bag (OOB) data and can be 
used to evaluate the performance of the model. For each decision tree, an OOB error estimation can be 
obtained. The generalization error estimation of the random forest can be obtained by taking the average of 
all OOB error estimations. It has been demonstrated [25, 26] that OOB estimation can be considered as the 
method for generalization error estimation. Breiman [27] investigated the error estimation for bagged 
classifier, and demonstrated that the precision for OOB estimation is the same with the test set. Therefore, 
in this work, OOB error estimation is used as the primary method for model performance assessment. 
The steps to obtain OOB estimation can be summarized as follows: 
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Step 1: For the given RF, use out-of-bag data to test its performance. Assume that the number of 
OOB data is S ; these OOB data are the input. Substitute these data into the RF classifier; the classifier 
would give the corresponding classification. 
Step 2: Because the type of data is known, compare the RF classification results with the correct 
classification; compute the false classification number ( P ) by RF; and then, the OOB error is /P S . It has 
been proven that it is an unbiased estimation; therefore, in RF, it is not necessary to apply cross validation 
to get the unbiased estimation for a test set error.  
3.2 Measurement  
The microstrip patch antenna, which is insensitive to the human body, is used for on-body channel 
measurement at 2.45GHz. The antenna is fabricated on an RT/Duroid board of dielectric constant 3rε =  
and thickness of 1.524 mm. The board size is 60*80 mm2 and the patch size is 34.95*39.5 mm2. A 
HP8720ES vector network analyzer was used to obtain the 21S  between two patch antennas. Two identical 
antennas were used and the distance from the human body is 4mm. At specified frequency, 21S magnitude 
is measured every second. Each posture or scenario lasts for 20 seconds. The positions of the receiving 
antenna are listed in Table 2(a) and the different scenarios are given in Table 2(b).  
3.3 Prediction results and analysis 
The confusion matrices for the two environments are listed in Table 1. The classification errors are very 
small except for marginal cases. This is due to the fact that there is a crisscross between two different 
postures.  
Figure 3 showed that the total error is affected by the number of trees in the random forest. It is known 
that when the number of trees in the forest is not too large (≤ 200), the prediction error, both for anechoic 
chamber and indoor environment, would experience fluctuations; then, with the increase in the number of 
trees, the error will flatten out. Note that for the anechoic chamber, the fluctuation is more aggressive and 
the average error is smaller. The reason is that the multipath scattering in the ordinary laboratory will 
increase the prediction error and weaken the effect from the number of trees. This important finding 
indicates that the posture detection approach presented in the paper is more appropriate for weak scattering 
environment.  
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Table 2(a) On-body antenna positions 
 
 
Table 2(b) Human body postures and corresponding symbols 
 
 
 
Figure 3(a) Change of errors with the increase of number of trees (anechoic chamber) 
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Figure 3(b) Change of errors with the increase of number of trees (indoor environment) 
 
 
(a) Anechoic chamber 
 
 
(b) Indoor environment. 
Figure 4 The rank of on-body position importance 
 
It can be anticipated that different receiving positions will play various roles in predicting human body 
postures; therefore, it is necessary and interesting to investigate the rank of importance of different on-
body positions. In Figure 4, six on-body receiving positions were ranked in order of importance. In this 
work, “Mean Decrease Accuracy” was selected as the index to evaluate the importance of the variable (on-
body position) [28]. “Mean Decrease Accuracy” can assess the reduction of RF prediction accuracy when 
a variable is taken as random number. A higher “Mean Decrease Accuracy” means more importance. 
Comparing horizontal axis in Figure 4 with Table 2(a), it is important to note that the receiving positions 
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near the head are the most influential to posture detection, both for anechoic chamber and indoor 
environment. Slight changes of the order of importance can be observed for these two different 
propagation environments; however, the main sequences are the same.  
 
(a) Anechoic chamber 
 
 
(b) Indoor environment 
 
Figure 5 Mtry parameters in RF and their influence on the OOB errors, the number of trees=1000 
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The initial value for mtry parameter is 2, we search the optimal value for the parameter, and the number 
of trees in the random forest is set to 1000. It is found that the general trends for the two propagation 
environment are the same; however, in the anechoic chamber, since there is less effects from surroundings, 
the OOB errors are less, indicating higher prediction accuracy. 
 
 
(a) Anechoic chamber 
 
 
(b) Indoor environment 
Figure 6 Specific structures for the 1000th trees considering different environment 
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(a) Anechoic chamber. 
 
(b) Indoor environment 
Figure 7 Size for trees in the random forest considering different environment 
 
The sizes of trees in the random forest are given in figure 7. In the calculation process, only terminal 
nodes are considered.  
4. Conclusion 
Posture detection is very significant in assisted living, which is an important component of a smart 
home. In previous WBANs studies, to the best of authors’ knowledge, channel models are determined for 
specific body postures. Although some non-parametric models have been proposed to consider different 
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propagation scenarios, it is still very difficult to extract body posture information from available on-body 
radio channel characteristics. Under these circumstances, this paper presents a novel approach to detect 
human body postures from on-body radio propagation information. The framework of the method is based 
on the combination of decision trees. It is found that the precision of the recognition is perfectly acceptable 
for the two typical propagation environments. Therefore, in most cases, a subject’s postures can be timely 
detected from on-body sensor nodes. 
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7. Appendices  
According to Leo’s definitions [24]: { } 1,2...k kθ = is the independent and identical distributed random 
vectors, x is the input and ( ), , 1, 2...kh x kθ = is the classifier. 
The generalization error is defined as: 
( )( )
( )( ) ( )( )
,
,
* , 0
, max , 0
X Y
X Y j Y
PE P mg X Y
P P h X Y P h X jθ θθ θ≠
= <
 = = − = < 
 
.                                                (1) 
The margin function is defined as: 
( ) ( )( ) ( )( ), maxk k k kmg X Y a I h X Y a I h X jν ν= = − = ,                                                 (2) 
in the random forest [24], the margin function is defined as: 
( ) ( )( ) ( )( ), , max ,
j Y
mr X Y P h X Y P h X jθ θθ θ≠= = − = .                                                 (3) 
The strength for the classifier is: 
( ), ,X Ys E mr X Y= .                                                                                 (4) 
The expectation of ( ),mr X Y  is: 
( )( ),* , 0X YPE P mr X Y= < .                                                                         (5) 
The prototype for the Chebyshev inequality is: 
( ) 2
DXP X EX ε
ε
− ≥ ≤ ,                                                                            (6) 
where EX  is the expectation, DX  is the variance, ε  stands for any constant which is greater than 0.Then 
we have: 
( )( ) ( )( )2
var ,
,
mr X Y
P mr X Y s s
S
− ≥ ≤ ,                                                             (7) 
where ( )( )var ,mr X Y  is the variance of ( ),mr X Y . Therefore: 
( ) ( )( ) ( )( )2
var ,
, 2 , 0
mr X Y
P mr X Y or mr X Y
S
≥ ≤ ≤ ,                                                    (8) 
Then: 
( )( ) ( )( )2
var ,
, 0
mr X Y
P mr X Y
S
≤ ≤ ,                                                               (9) 
finally, 
16 
 
( )( )
2
var ,
*
mr X Y
PE
S
≤ .                                                                          (10) 
It is worth mentioning that the derivation process from (7) to (10) can be used as the additional remarks 
of the Chebyshev inequality and they are not mentioned by Leo’s original algorithms. We substitute the 
definition of variance into the previous definition of margin function for random forest, by changing the 
sequence of expectations and extracting the same part in the formulas, we obtain: 
( )( )
( )( )
( ) ( )( )( )
( ) ( ) ( )( )
( )( )( )
( )
2 2
, ' ,
, '
2
2
var ,
,
co v , , , ', ,
, ' '
1
X Y
mr X Y
E mr X Y S
E rmg X Y rmg X Y
E sd sd
E sd
S
θ θ
θ θ
θ
θ θ
ρ θ θ θ θ
ρ θ
ρ
= −
=
=
=
≤ −
.                                              (11) 
In inequality (11), we omit the definition of ρ  by Leo: 
( ) ( ) ( )( ) ( ) ( )( ), ' , ', ' ' / 'E sd sd E sd sdθ θ θ θρ ρ θ θ θ θ θ θ= .                                            (12) 
Therefore, finally we have: 
( )2
2
1
*
S
PE
S
ρ −
≤ .                                                                                (13) 
 
