Abstract. A general class of linear self-adjoint random boundary value problems with weakly correlated coefficients is considered. The earlier result that the distribution function of the solution approaches the normal as the correlation length e tends to zero is generalized somewhat. Correction terms are derived that yield estimates for the distribution function when e is small but nonzero. The results are also applied to the eigenvalues and eigenfunctions of a corresponding class of random eigenvalue problems. The discussion is given in terms of second-order equations, but extensions to higher-order problems are readily apparent.
1. Introduction. For many years it has been of interest to find conditions under which the distribution of the solution of a random differential equation tends to the normal. In 1930, while studying Brownian motion, Uhlenbeck and Ornstein [8] Randomness entered the problem (1.2), (1.3) only through the forcing function/, which was assumed to be weakly correlated with correlation length e 1. The solution y(x) was shown to satisfy equations similar to (1.1), with the approximation becoming exact as e -> 0. This means that the distribution of ^xV^/e approaches a normal distribution as e-> 0. Combining the methods of [7] and [1] with a perturbation expansion, Purkert and vom Scheidt [4, 7] generalized this result to the case in which f r0,..., rm_ t are independent and weakly correlated processes. In Sec. 2 we extend this result still further so as to permit rm also to be a weakly correlated stochastic process. In many problems arising in applications the correlation length £ is small, but not vanishingly so. This raises the question of how far the solution y(x) departs from normality when e is a small positive number. To answer this question we calculate the second nonzero term in the Hermite-Chebyshev expansion of the distribution function of y{x)-, this is the most important contribution of the present paper. It turns out that two cases must be considered, depending on whether the correction term is of order ,/e or of order e, and these are discussed in Sees. 3 and 4 respectively. Sec. 5 is devoted to an example that gives some feeling for the orders of magnitude of the terms. Purkert and vom Scheidt [3, 5, 6, 7] have also considered self-adjoint eigenvalue problems L[u] = Xu, 0 < x < 1, (1.5) Vi M = 0, (1.6) where the coefficients in L are weakly correlated processes with common correlation length e. They showed in [5] that (A, -Hj)/y/e approaches a normal random variable as e ->0. Here //, is the 7'th eigenvalue of the mean problem obtained by replacing each random coefficient in L by its mean. At the same time they established the asymptotic normality of the eigenfunctions of (1.5), (1.6) . By proceeding much as in Sees. 3 and 4 it is possible to determine correction terms for the distributions of the eigenvalues and eigenfunctions for small positive values of e. These matters are discussed briefly in Sec. 6. In [3] and [5] , in particular, Purkert and vom Scheidt have also developed much necessary background material in a detailed and formal manner. We will use their definitions and nomenclature in this paper without explicit reference.
2. Boundary-value problems with weakly correlated coefficients. Although the same methods can be applied to higher-order problems, in this section we consider the nonhomogeneous two-point boundary-value problem consisting of the second-order differential equation Liy] = -0(*, «)>'']' + <l(x, oj)y = fix, co), 0 < x < 1, (2.1) and the boundary conditions
2)
The coefficients in the differential equation (2.1) are stochastic processes defined on an underlying probability space (ft, J5", P). Except possibly on an a>-set of probability zero, the sample functions of p, q, and/satisfy the standard conditions:/and q are continuous, p is continuously differentiable, and p is never zero in 0 < x < 1. The emphasis here will be on the consequences of assuming that the leading coefficient p(x, co) is random, since this extends the results of [4] . This section also provides a framework for the following sections. The boundary conditions (2.2) are deterministic and are such that the problem is self-adjoint. For example, for the problem (2.1), (2.2) it is sufficient that the boundary conditions be separated, in which case = a iXO) + a2 /(0) = 0, (2.3a)
where au a2, bl5 and b2 are given constants. We can express p, q, and / as a sum of their respective means and a random fluctuation:
where <Pi(x, co)> = {q^x, co)} = </i(x, co)) = 0 (2.5)
and r] is an indexing parameter; sometimes rj = 1. In addition, we assume that pu qu and /i are pairwise independent wide-sense stationary processes. We are interested in the case in which p1, qu and/x are also weakly correlated, a term that has been defined by Purkert and vom Scheidt [4, 5] in the following way. Let S = (xj,..., x") be an n-tuple of real numbers and let e > 0 be a positive constant. Let S1 = (x^, ..., xik) be a subset of S, and suppose that xh < xh < ■ ■ ■ < xik; this ordering can always be attained by relabeling the elements of Sl if necessary. Then S1 is said to be £-neighboring if I xfl -xi21 < e, |xi2 -xl3| < e,1*^, -xik\< e.
A single element subset is always e-neighboring. The subset S, is maximally eneighboring, with respect to S, if Sj is e-neighboring, but is not contained in any larger e-neighboring subset of S. It can be shown [5] that S can be separated into disjoint maximally e-neighboring subsets in a unique way. Then a stationary process h(x, co) is said to be weakly correlated with correlation length e if, for each n,
where the n-tuple S has been separated into the maximally e-neighboring subsets(x11;..., Xipi), ■ • ■, (xkl, ... xkpk) and i Pi = n.
Thus we assume that pu qu and have the property (2.6). In the particular case where n = 2 this reduces to
<4i(*i)4i(*2)> = 0, |x2-x1|>g; = Pq(*2 ~ *i), I x2 -Xi | < e; (2.8)
In (2.7) through (2.9) <7p, o2q, and aj are the (constant) variances and pp, pq, and pf are the autocorrelation functions of pu qu and/x respectively. Eq. (2.7) says that p^Xj) and p,(x,) are uncorrelated except in a strip of width J2z about the line x, = x2, and similarly for (2.8) and (2.9).
Finally, we assume that the distributions of pt, q1( and /x are such as to allow all of the analytical procedures that we will use without specific justification. This includes the interchange of the order of various types of limiting processes.
It is convenient to write y(x, co) as a perturbation series in rj,
Substituting this expression for y in (2.1) and (2.2) and equating coefficients of like powers of tj, we find that y0(x) satisfies Jo where G(x, xj is the (deterministic) Green's function associated with L0 and the given boundary conditions. In the same way
where gx is the expression on the right-hand side of (2.13):
Similar formulas can be written down for y2(x, co), y3(x, co), -Our primary interest is the calculation of moments of yx(x, co). These are given by the expressions <>>i(x, <y)> = J G(x, ®)> dxu (2.20) 
To evaluate these expressions it is necessary to consider some properties ofg^x, co). Hereafter, for the sake of brevity, we will usually omit explicit indication of co as an independent variable.
In the first place, we have <*(*» -(ta + Using (2.19) to form the product gi(xl)gl(x2) and then taking the mean, we obtain
we have used (2.5) and the independence of fu pu and qr to eliminate cross-product terms such as </i(x1)q1(x2))>'o(x2). The last term in (2.26) involves the quantities <Pi(x1)p1(x2)), <p,(x1)p'1(x2)), <p'i(x1)p1(x2)), and <p'i(x1)p'1(x2)). The first of these is given by (2.7), so let us consider the others. We will need to assume that the correlation function pp is twice differentiate. First we have 
This, in turn, gives <^?(x)) from (2.21). To simplify the latter expression it is convenient to introduce the new coordinates ( Fig. 1 )
Then, since the integrand is even in s, we can write
where Jx and J2 are the integrals of the same integrand over the triangular regions Tt and T2 respectively. Note that J, and J2 are of order e2. By expanding the integrand in powers of s and keeping only the first terms, we obtain the contribution to <y?(x)> that is linear in £, namely,
where
To evaluate higher moments it is necessary to use (2.22). It is possible, although somewhat tedious, to show that even though g^x, co) is not stationary, it nevertheless has the property (2.6). It is also helpful to define the set Rk by
it is clear that the volume of Rk is of order e*-1. Examining (2.22) first for n = 3, we note that the only contribution to <(y?(x)> comes from points in R3; thus
Next, consider <}^(x)>. There is a contribution to this quantity from points in RA, and there are other contributions from points where x1; x2, x3, and x4 are £-neighboring in pairs. Thus
(2.37)
The coefficient 3 in the first and last terms on the right side of (2.37) arises from the number of ways that four objects can be separated into two parts, while the last term is needed to compensate for the duplication occurring in the first two terms. In the last term, note that the integrand is zero in the part of R4 that is not in R2 x R2. More briefly, we can rewrite (2.37) as
where /4(x) refers to the last two terms in (2.37), which are of order e3. The quantity IA(x) will be important later, but for the present we need to keep only the e2 term. Thus we obtain
Similarly,
In general, we find that
We now define the normalized random variable
A"e 2n\
Thus, as e-> 0, the distribution F( of £ approaches the standard normal distribution O. In other words,
To the extent that the second-and higher-order terms in (2.10) can be neglected, we have shown that the distribution of
approaches <D as e-* 0.
This generalizes the results in [1] , [4] , and [7] to the case in which the leading coefficient p in (2.1) is random. The further extension to higher-order self-adjoint boundaryvalue problems is straightforward.
3. The distribution function; first correction term. In the preceding section we showed that the distribution function Ft of the random variable £ = yJ-jAys approaches the standard normal distribution $ as the correlation length e->0. We can look upon this result as generating the first term in an asymptotic expansion of F( in terms of s. In order to investigate more carefully the behavior of F( for small but nonzero e, it is natural to try to determine at least the second term in this expansion. We will do this by means of an expansion in terms of Chebyshev-Hermite polynomials, as outlined by Gnedenko and Kolmogorov [2] , Let p((u) be the density function of £, and consider the representation Our goal is to determine the contribution to the series (3.11) that is of lowest order in e. This can be done formally by relating the coefficients ck to the moments of again using some results given in [2] ,
The characteristic function i/^(r) of £, is defined by = ei,u dF((u). On the other hand, we also have the expansions where ak = <£''>, and = I S (3-14)
where pk is the /cth semi-invariant of Starting from the expressions (2.43) and (2.44) for a2" and oc2n+1, we will first determine fik and then find ck. Throughout this process we will keep terms of order Je and neglect terms of order e. To relate {/3k} with {at} we need to calculate the logarithm of ip((t) from (3.14). We first substitute for ak from (2.43) and (2.44), letting B = AJA^2 and w = it. Then log il/((t) = log X 77 The second term on the right side of (3.21) gives the dominant contribution to F((u) -<t(«) when e is nonzero but small; at least this is so when A3 / 0. Unfortunately, there are important cases in which A3 = 0. For example, this will occur when the distribution of £ is symmetric about £ = 0. To deal with this situation we must calculate the 0(e) term in (3.21), and this is done in the next section.
Before turning to that problem, let us briefly consider the calculation of <y3(x)>, which leads to the coefficient A3 in (3.21) and (3.22). The only nonzero contribution to the integral *i pi pi
comes from the region where at least one of the following sets of inequalities is satisfied:
|x, -x2|<e and |x2 -x3|<e; where 6 e2 is the area of S. The calculation of <gf3(z)> is greatly simplified by the assumption that pj, (jfj, and/t are independent and the fact that <?!>, <pi>, <<h>, and </t) are all zero. Thus most of the terms in <g\(z)) are zero, and <0fr)> = </?> -<ql>y3o + <{CPiy'oD'}3>-(3-29)
Since A3 is the coefficient of e2 in (3.28), we have
where <g?(z)> is given by (3.29) . A further determination of A3 requires some specific hypotheses about the distributons of pu qu and fv 4. The distribution function; second correction term. In order to deal with the case in which A3(x) = 0, and hence <Vi(x)) = 0(e3), we must determine the 0(e) term on the right side of (3.21). In turn, this requires the determination of higher-order terms in I2(x) and also a consideration of /4(x). We write I2(x) = Aj(x)e + A2(x)e2 + 0(e3), (4.1)
U(x) = /l4(x)e3 + 0(e4), (4.3) where A^x) is the same as before, /l3(x) has been set equal to zero, and the calculation of A2(x) and A4(x) will be discussed later. We will follow the same line of argument as in Sec.
3. We will first determine the moments <>'*(x)) or <^k(x)), which give the coefficients ak in the series (3.14) for the characteristic function i/^(t). Next we find the semi-invariants flk, and finally the coefficients ck in the series (3.11) for F((u). Throughout the derivation we will keep the terms that contribute to order e in F^u).
By keeping the 0(e" + 1) term in <y?") we obtain, for n>2, <y?"(x)> = r2W + r-\n-2)\4\ r^x)Ux) + °{E" + 2)-
The first term on the right side was obtained in (2.40) and is 0(e"). The second term is the contribution of order e"+1; its coefficient comes from a consideration of the number of ways that one set of four and n -2 pairs can be chosen from a set of 2n objects. Note that if v43(x) were not zero, then there would be another contribution of order e" + 1 of the form I"2~ 3{x)ll(x). From (4.1) and the binomial theorem it follows that where the triangle is indicated in Fig. 1 ; note that the area of T, is e2/4. Thus, if we expand the integrand in powers of s and z about the point z = 1, s = 0, we need keep only the first, or constant, term in the expansion in order to obtain thee2 contribution to Jt. at a discontinuity point, G' refers to a one-sided derivative. Further, from (4.19) and (4.24) it follows that 0i( 2 -^Wz + ^)) ~= 0(£2). where (gf(z)) is given by (4.18). Thus A^x) and A2(x) in (4.1) are the coefficients of e and e2 respectively in (4.33); of course, A^(x) is the same as given by (2.35). The preceding derivation assumes tacitly that x is not within a distance e/2 of either endpoint. If this is not so, then the argument must be modified slightly, but the result is the same. Now we turn to the calculation of the coefficient A4 in (4.3). From (2.37) and (2.38) we have
where the region of integration is that portion of the four-dimensional cube 0 < xu x2, x3, x4 < 1 satisfying |xj -x2|<e, |x2 -x3|<s, and |x3 -x4|<e, (4.35) or one of eleven other sets of inequalities obtained from (4.35) by permuting the variables. If we remove the absolute value bars, then we can replace (4.35) by twenty-four sets of inequalities, of which 0 < Xj -x2 < e, 0 < x2 -x3 < e, 0 < x3 -x4 < e (4.36)
is typical. The integration region is a portion of a cylinder whose axis is the line xl = x2 = x3 = x4. It is convenient to introduce new coordinates s1( s2, s3, s4 by the transformation S! = (Xj -I-x2 + x3 + x4)/2, s2 = (xt -x2 + x3 -x4)/2, s3 = (*1 + X2 -x3 -x4)/2, s4 = (xt -x2 -x3 + x4)/2, (4.37a)
or its inverse Xl = (st + s2 + s3 + s4)/2, x2 = (S! -s2 + s3 -s4)/2,
The SiS2s3s4-coordinate system is an orthogonal system, and is oriented so that the sraxis lies along the axis of the cylinder. A straightforward calculation shows that
To find the part of /4 that is of lowest order in e we can expand the integrand in the transverse variables and then keep only the first term. This amounts to evaluating the integrand on the s^axis, so that
where V is the volume of the three-dimensional cross-section of the cylindrical integration region R4, and V is the volume of the cross-section of the smaller cylinder (R2 x R2) n R4. The cross-section of RA is a star-shaped region with twenty-four points, as shown in Fig. 3 . It is bounded by twelve identical plane faces, one of which is shaded in the figure. The inequality sets typified by (4.36) divide the region into twenty-four congruent subregions, each of which is a parallelepiped. For example, in an s2 s3 s4-subspace corresponding to Sj = constant, the inequalities (4.36) yield the parallelepiped with vertices (0, 0, 0), (0, e, 0), (e, e, 0), (e, 2e, 0), (e/2, e/2, e/2), (e/2, e/2, -e/2), (e/2, 3e/2, e/2), (e/2, 3e/2, -e/2).
The volume of this parallelepiped is readily found to be e3/2, so the volume of the entire cross-section is 12e3. A further examination reveals that V = V/2. Substituting these values in ( the statistical properties of q, and /, will be specified later. The coefficient p(x, co) was chosen to be nonrandom in order to simplify the necessary calculations. As in Sec. 2 we assume that y(x, co) = y0(x) + rjy^x, co) + 0(r/2), ( The analytical calculation of AJx) from (4.41), while not difficult in principle, requires a rather lengthy integration process, which ultimately yields a polynomial of degree twenty whose coefficients depend on </f), o2 a2, and (qf). In most cases it is probably better to evaluate A4(x) numerically for those values of x that are of interest.
Since A2(x) = 0 in this example, the expression (4.16) for p^u) reduces to p^u) = cj)(u) + eCe~u2/2(u* -6 u2 + 3) + 0(e3'2) The solid and dashed curves in Fig. 4 show the normal density function </>(u) and the correction term respectively. The curves in Fig. 5 are plots of p£u) from (5.10) when e = 0, 0.1, and 0.5 respectively. In this example, at least, the actual density function is close to the normal even for fairly large values of e.
6. The corresponding eigenvalue problem. Purkert and vom Scheidt [5, 7] have established properties similar to those in Sec. 2 for a large class of eigenvalue problems. Here we describe briefly the extension of the results in Sees. 3 and 4 to this kind of problem. For simplicity we consider an eigenvalue problem analogous to the boundaryvalue problem of Sec. 2; it will be apparent that the derivation can be extended to a much larger class of problems, such as that investigated in [5] We assume that the coefficients p(x, to) and q(x, co) satisfy the conditions given in Sec. 2, and that the boundary conditions again have the form (2.3). The coefficient r(x, co) is continuous and positive on 0 < x < 1 except possibly for an co-set of probability zero. We assume that p(x, co) and q(x, co) again have the form (2.4a, b), and that r(x, co) = r0(x) + rjrt(x, co), r0(x) = <r(x, co)>, (6.3) where r0(x) > 0 on 0 < x < 1. The random perturbations pu qx, and r, have mean zero, and we assume them to be pairwise independent and wide-sense stationary with correlation length s. Thus pt and qx satisfy (2.7) and (2.8) respectively, while <ri(xi>i(x2)> = 0, \x2-xj>e = a? Pr(x2 ~ ^i), I x2 -X! | < £. (6.4) Under the given assumptions the problem (6.1), (6.2) has a sequence of eigenvalues for y"0, 1"0 and _ynl, lnl respectively. Let us denote the nth eigenvalue of (6.6) by n" and the corresponding eigenfunction, normalized with respect to the weight function r0, by w". Then An analysis similar to that in Sees. 2, 3, and 4 can be based on (6.8) through (6.11).
If we compare (6.8) with (2.18) we see that they are of the same form with h"(x, co) corresponding to gi(xl, co) and w"(x) to Gx(x, xx). Thus we can obtain estimates for the distribution function of /nl similar to (3.21) and (4.15), provided that we can determine the coefficients corresponding to Ax, A2, A3, and Aa. To do this, define /J, I*, and /J analogously to I2, I3, and /4, respectively. To evaluate we again introduce the variables z and s by (2.32) so that •i /? = 2 ' K ( 2 -0 K (z + ^ J) w" (Z -w" (z + 0 ds dz -2(JX + Jf), (6.12) where J* and J* are the integrals of the same integrand over the triangles and T2
in Fig. 1 . To evaluate the main integral up to terms of order e2 we expand the integrand in powers of s and keep the first two terms. This requires that hn be differentiable, and this in turn requires the additional hypothesis that p\, qA, and r, be differentiable with probability one. Assuming this to be true, we have 2j -n y ■ = [\(z) ~ ^ K(Z) + 0(.S2)J^"(2) + ^ h'Jz) + 0(s2)j = h2n(z) + 0(s2) (6.13) and similarly for w"(z -s/2)wn(z + s/2). Since there is no term of order s in (6.13), it follows that there is no s2 term in the main integral. To evaluate Jj" and J\ we need keep only the first term in the expansion of the integrand in s, since the area of the triangular region is e2/4 in each case. The result is hnlz-^)hn(z + S It = 2s
= Afe + A\e2 + 0( g3). (6.14)
To obtain the integrand in (6.14) more explicitly, we can start from (6.9) and use some of the results of Sec. 2, thereby obtaining Finally, we define the normalized random variable £ by c = ij^aXe.
Then (3.21) and (4.15) can be used to give the distribution function for ( simply by replacing At by Af, A2 by A\, and so on.
The analysis of (6.10) and (6.11) for the eigenfunctions is similar, but is rendered more complicated in practice by the summation in (6.10). Let Finally we define the normalized random variable v"(x, CO) = ynl(x, toVV^xje.
Then (3.21) and (4.15) can be used again to estimate the distribution function for v"(x) provided that Ax is replaced by Al and so forth.
Note added in proof: We mention here two extensions of the results in this paper that were obtained after the preparation of the original manuscript.
First, suppose that the coefficients p, q, and / are weakly correlated but not necessarily with a corresponding result for F((u). Of course, (A. 11) reduces to (4.16) when A3 = 0 and to (3.22) when only the 0(e1/2) term is retained.
