Causal inference─that is, determining the "root cause(s)" of an observed anomaly─is one of the most fundamental audit tasks. This study develops an analytical framework to formally model conditions present in many audit settings and provides illustrations related to performing substantive analytical procedures. We examine four conditions not fully considered in prior research: multiple hypotheses about what may cause an anomaly; multiple items of evidence with varying diagnosticity; observed effects that may not be certain; and hypotheses sets that may not be exhaustive. The results reveal when the following phenoma should occur: (1) discounting or inflating of posterior probabilities; (2) superadditive probabilities of various causes; and (3) unchanged probability of a potential cause given evidence in support of a different cause. The analytical findings have implications for the design and interpretation of experimental auditing research, for educating novice auditors, and for potentially improving audit practice.
I. INTRODUCTION
I would rather discover one true cause than gain the kingdom of Persia.
−Democritus (460 B.C. -370 B. C.) Causal inference-that is, determining the root cause(s) of an observed event-is a pervasive and crucial component of many audit tasks, such as analytical procedures. Auditing standards stress the need to approach audit tasks with professional skepticism, encouraging the consideration of multiple hypotheses or causes, and the careful evaluation of evidence. For example, International Standard on Auditing 200 (IAASB 2009, Paragraph 13(l) ) defines "professional skepticism" as "an attitude that includes a questioning mind, being alert to conditions which may indicate possible misstatement due to error or fraud, and a critical assessment of audit evidence."
As Fornelli and Desmond (2011) note: "Skepticism involves the validation of information through probing questions, critical assessment of evidence, and attention to inconsistencies."
Analytical procedures are particularly useful in focusing auditor attention on determining the causes of inconsistencies or anomalies. For U.S. public companies, analytical procedures are required as a risk assessment procedure (PCAOB 2010a) and at the overall review stage of the audit (PCAOB 2010b). They may also be used as substantive tests (AICPA 2009, AU 329) . As large audit firms began using more powerful technology and business risk-based audit methodologies, the use of analytical procedures increased and grew more sophisticated (Curtis and Turley 2007; Knechel 2007; Knechel et al. 2010; Trompeter and Wright 2010) .
Findings in operations research, management science, psychology, business, and auditing (e.g., MacDuffie 1997; Van Wallendael 1989; Bonner and Pennington1991) have shown that the consideration of potential causes ("hypothesis evaluation") is critical to successful performance of a diagnostic task. Further, research in psychology and auditing indicates that individuals have 4 difficulty performing hypothesis evaluation (e.g., Van Wallendael and Hastie 1990; Jamal et al. 1995; Asare and Wright 1997a , 1997b , 1995 Anderson and Koonce 1998; Johnson et al.2001; Mock et al. 2008) . Such tasks are often quite complex, since the relationship between the hypothesized causes may vary dramatically across different settings.
Causal inference tasks in auditing share four important characteristics:
 First, there are typically multiple potential causes for an observed effect, that is, the decision-maker inherits or generates multiple hypotheses. For example, Wright et al. (2004) found that auditors considered operational changes, a change in economic conditions, unintentional errors, and deliberate fraud as potential causes of an unexpected fluctuation in an account balance. Several studies demonstrate that auditors readily generate and test multiple hypotheses (e.g., Libby 1985; Ismail and Trotman 1995; Kida and Luippold 2009) .
 Second, hypotheses may be non-exclusive, that is, more than one cause may contribute to an observed effect. For example, Coglitore and Berryman (1988) presented archival evidence that financial statement fluctuations often have multiple causes, and Mock et al. (2008) provided verbal protocol evidence that auditors frame their hypotheses as non-mutually exclusive. Practitioner and educator materials provide many specific examples. For example, Blocher and Willingham (1993) offer over 30 potential causes for a change in gross margin and Knapp (2011) provides examples of recent fraud cases where losses were hidden by simultaneously manipulating multiple accounts.
 Third, the hypotheses set under consideration may be non-exhaustive -that is, the auditor acknowledges not all potential causes may have been identified. Bedard et al. (1998) , Asare and Wright(2003) . and Green and Trotman (2003) reported experimental evidence that auditors do not always include the correct candidate cause in their initial hypotheses set, yet may still identify the correct cause as audit evidence is reviewed. As one auditor in Mock et al. (2008, 133) said, "there is always the possibility of other causes."
 Finally, causal inference tasks usually entail relying on evidence that is not perfectly diagnostic, that is, evidence that may be convincing but does not establish the cause(s) with certainty.
Multiple research approaches can contribute to our understanding of causal inference.
Archival studies provide evidence about the existence and association of certain potential causes and effect. However, causal inference is difficult to examine in archival studies since control 5 over extraneous and confounding factors can be quite difficult to achieve. Experimental studies have the advantage of being able to control such factors and thus focus our attention more clearly on causal paths, but are often limited in complexity (and therefore generalizability) by practical constraints on participant availability or time. For instance, many experimental studies of analytical procedures limit complexity by instructing auditors to assume there is only one cause of an observed financial statement fluctuation (e.g., Libby 1985; Bedard and Biggs 1991; Asare and Wright 1997a, 1997b) . The purpose of this study is to extend prior research by providing an analytical framework for causal inference in which we address common complexities present in professional audit settings. Such a framework provides an alternative, but complementary, research method to both archival and experimental research.
The genesis of this study was a debate about how to interpret the results of a prior study (Asare and Wright 1997b) where subjects were instructed to assume there was a single cause for a material unexpected fluctuation in the gross margin of an audit client. The participants were presented with five hypotheses (candidate causes) which were described as coming from competent audit staff. The subjects then received 12 pieces of audit evidence (some confirming, some disconfirming, and some neutral) and were asked to update their assessments of the likelihoods (posterior probabilities) of each candidate cause being the reason for the fluctuation.
Given the instructions, the authors expected that as auditors adjusted the likelihood for one cause up (down), they would balance this with an equal adjustment in the opposite direction to the other candidate causes. However, instead of summing to 1, the posterior probabilities summed to greater than 1 (an assessment process known as "superadditive").
Asare and Wright (1997b) interpreted these findings as evidence of suboptimal behavior resulting from cognitive strain, as suggested in prior psychology research. On the other hand, an 6 alternative interpretation is possible: in spite of the instruction to assume a single cause for the fluctuation in gross margin, the participants' audit experience may have led them to consider the possibility of multiple causes and/or to perceive interrelationships among the hypotheses; in this case, the superadditive results could be rational and appropriate because multiple hypotheses can co-occur as we will illustrate with examples later in this paper. The irresolvable debate about which interpretation was correct led to the our decision to develop an analytical framework that could address the complexities present in many audit judgment tasks. This paper describes the resulting framework, including appendices containing the key proofs and derivations related to the debate. The framework provides valuable insights for conducting experimental audit judgment research on causal inference and for developing the skills of novice auditors.
Specifically, we extend and generalize past research by Morris and Larrick (1995) and Srivastava et al. (2002) by presenting a framework for causal inference in auditing. We examine four realistic conditions that are present in audit practice but have not been fully considered in prior research: multiple hypotheses about what may cause an anomaly; multiple uncertain items of evidence pertaining to a single hypothesis; observed effects that may not be certain; and hypotheses sets that may not be exhaustive.
The remainder of the paper is divided into five sections. The next section provides an overview of the causal inference task in an audit setting, discusses two important issues relevant to hypotheses evaluation, and introduces the theoretical framework chosen to deal with these issues. Section III develops a framework for analyzing multiple non-exclusive non-exhaustive hypotheses. Section IV analyzes discounting and inflation, and section V illustrates the model for several special cases of interest. The final section discusses implications for designing and 7 interpreting experimental research and offers suggestions for use of the framework in educating novice auditors and potentially improving audit practice. The focus of the current study is on hypothesis evaluation, the final two phases. We illustrate this framework in the context of performing substantive analytical procedures, an audit task that has been critiqued as deficient by the Public Company Accounting Oversight Board (PCAOB 2008) . Additionally, prior research has shown that one of the most difficult phases of analytical procedures is hypothesis evaluation (Asare and Wright 1995 , 1997a , 1997b Mock and Turner 2005) . To develop a framework for hypotheses evaluation, we must first consider the representation of cause-effect relationships (causal schemas) and representation of the diagnostic strength of the evidence pertaining to each hypothesis. For convenience, Table 1 summarizes terms used throughout the discussion of the framework.
II. ISSUES IN HYPOTHESES EVALUATION
----- Table 1 here ----- Morris and Larrick(1995, 347) Our model takes the ascription approach. This approach is appropriate when there is a lack of rich data to determine the co-variation across multiple cases to infer a causal schema. Many audit settings lack such data and thus better fit the ascription approach.
Causal schemas may be modeled as the joint probability distribution of all the causes under consideration. To illustrate, several examples of causal schemas are presented in Figure 1 in terms of Venn diagrams and joint probabilities of the causes before and after observing an 9 effect. Assume that there are only two independent and "sufficient" potential causes, A and B, for effect F. A "sufficient" cause is one that always results in the effect (i.e., P(F|A) = 1 and P(F|B) = 1). For example, overstatement of sales revenue and overstatement of ending inventory are independent causes that would each always result in overstatement of gross margin. This is the most simple case and is depicted in Panels A and B where P(A)=.20, P(B)=.10 and P(AB)=.02.
While some sufficient causes exist in audit settings, non-sufficient causes are also relevant. Non-sufficient causes sometimes, but not always, result in the effect. ----- Figure 1 here -----For our more general analysis, we use likelihood ratios (to express the nature and strength of evidence (e.g., see Edwards 1984; Pearl 1990; Dutta and Srivastava 1993, 1996; Srivastava et al. 2002) about the potential causes of an effect F 1 . For an individual item of positive evidence supporting that cause A is present, the likelihood ratio takes values between 1 and infinity (1<<). A value of  is equivalent to saying the evidence conclusively establishes A as the cause, the situation discussed by Morris and Larrick (1995) 
III. ANALYTICAL FORMULA FOR MULTIPLE HYPOTHESES EVALUATION
In this section we develop our analytical framework by deriving a formula for the posterior probability of a potential cause, H i , after observing an anomalous effect F, and gathering evidence pertaining to multiple potential causes. We begin by considering the general case where there are n potential causes (hypotheses) of F as depicted in Figure 2 . For this model, we assume there is one piece of evidence pertaining to each hypothesis and the presence of the effect F is not known with certainty. In other words, there is evidence E F about the presence of the effect F, but not absolute assurance. The likelihood ratio corresponding to this evidence,  F = P(E F |F)/P(E F |~F), is assumed to be between one and infinity.
----- Figure 2 here -----This model may be extended to the situation of multiple items of evidence for each hypothesis by first combining all the items of evidence pertaining to a hypothesis using the multiplicative model described in the previous section and then treating this combined evidence set similarly to a single piece of evidence. Let E i represent the evidence pertaining to hypothesis 11 H i and the corresponding strength of evidence E i pertaining to H i will be expressed in terms of the likelihood ratio  i = P(E i |H i )/P(E i |~H i ). The posterior probability that a particular potential cause is present given that we have evidence about the other potential causes and the effect F can now be stated in terms of Theorem 1 (see Appendix A for the proof):
Theorem 1: The posterior probability that hypothesis H k is present given that we have knowledge about the presence or absence of various hypotheses and the effect F through the evidence pertaining to each hypothesis and the effect F is:
where N k and D k are defined in Appendix A (see equations A9b and A9c).
Theorem 1 is the direct result of Bayes' rule of updating probabilities, which at first yields a rather daunting expression that simplifies nicely to Equation (1). Intuitively, the N k in Equation (1) is developed in Appendix B:
IV. DISCOUNTING OR INFLATING POSTERIOR PROBABILITIES
This formula generalizes the expression for the magnitude of discounting for: 1) any relationship between two candidate causes A and B, whether they are independent, positively correlated or negatively correlated, 2) whether B is known with certainty or not, 3) whether A and B are sufficient or non-sufficient causes of effect F, and 4) whether A and B are the only possible causes of F or not. Consider the following special cases.
A and B are the Only Possible Causes of the Effect F
While auditors are not often in a situation to consider an exhaustive set of hypotheses due
to the large number of potential causes for many anomalies such as an increase in gross margin, it is helpful to understand that discounting will always occur in this situation, as analytically demonstrated in Appendix B. Later, we will contrast this result with the more common situation in audit practice, where the set of causes under consideration is not exhaustive.
An example of such a situation in an audit context is a retailer with an unexpectedly high gross margin where we assume there are only two potential reasons, overstated sales revenue (Cause A) and understated cost of sales (Cause B). Although it is somewhat counterintuitive, discounting occurs even when A and B are positively correlated under the situation when A and B are the only possible causes. However, the magnitude of discounting is lower than when they are either negatively correlated or independent.
2 Recall the example of the retailer with unexpectedly high gross margin and two potential causes (sales revenue overstated and cost of sales understated). These causes could be positively correlated if the cost of sales includes material purchase discounts because of a higher than usual volume of purchases to fill the higher sales demand. If the auditor finds evidence supporting the overstated revenue hypothesis, then discounting means the chance of cost of sales being understated is reduced.
----- Figure 3 here -----
A and B are Not the Only Possible Causes of F
Next, consider a common situation in audit practice: there are more than two potential causes, A and B, of effect F which may be related in different ways. Discounting will occur in some situations, for example when A and B are positively correlated before observing F, but conditionally negatively correlated given F.
Discounting's opposite, inflation, will occur in other situations, for example when A and B are positively correlated both before observing F and given F. Yet in other situations, there will be neither discounting nor inflation -for example, when A and B are positively correlated before observing F, but independent given F. Figure 4 provides numerical illustrations of these three possibilities and we illustrate the third possibility with an auditing example.
----- Figure 4 here -----In Case 1 of Figure 4 , the discounting of A increases as the strength of evidence in support of B increases, since in this case, A and B are negatively correlated given that the auditor has observed the effect F ( AB|F =  0.258). However, in Case 2, discounting of A is zero for all values of the strength of evidence in support of B. In this case, A and B are independent given that the auditor has observed the effect F ( AB|F = 0).
In Case 3 of Figure 4 , the discounting of A decreases as the strength of evidence in support of B increases. This result implies that when there is evidence in support of an alternative cause B which is conditionally positively correlated to A, then the probability that A is present increases. This inflating phenomenon is the inverse of discounting. In this case, the correlation between A and B given F is positive and equal to 0.258.
To illustrate Case 3 with an example, suppose the auditor is considering two potential causes for an unexpected increase in gross margin: higher sales and lower cost of goods sold.
The introduction of a marketing program may increase sales, leading to a higher gross margin and may also result in greater raw material discounts due to larger purchases, which simultaneously results in an increase in the gross margin.
V. ALTERNATIVE SCENARIOS IN MULTIPLE HYPOTHESES EVALUATION
In this section, the goal is to finish with an illustration of a complex realistic scenario, a non-exhaustive and non-exclusive case with mixed correlations and increasing amounts of evidence. As before, we first consider the simpler case of an exhaustive set of two potential causes, A and B, of an observed effect F and then add more realistic complexity. In general, we 16 assume the causes are non-sufficient, that is A and B would not always cause the effect. We will now investigate the changes in the probability of the presence of each cause as new items of evidence are gathered. An auditing example of non-exclusive and exhaustive schema would be a situation where the auditor thinks the sales revenue for the current period is unusually high compared to prior periods (representing the effect F) and has reason to suspect deliberate overstatement. The auditors considering two hypotheses: prematurely recording the sales (Cause A), and creating fictitious sales (Cause B). The causes are clearly not mutually exclusive in that management can do both. Figure 5 represents such a case, where we observe that the revised probabilities of A and B increase as the strength of evidence, pertaining to cause A (i.e.,  A ) and the strength of evidence pertaining to cause B (i.e.,  B ) increase. The sum of the two revised probabilities is more than one, referred to as "superadditive," and increases as the values of  A and  B increase.
Starting
In the extreme case when the items of evidence are extremely strong, i.e.,  A  and  B , the sum of the two revised probabilities would be two as seen in Figure 5 . This is an important result as it demonstrates superadditivity is consistent with a Bayesian approach under these circumstances, whereas experimental research, including Asare and Wright (1997b) that started our debate, has sometimes viewed superadditivity as inconsistent with a Bayesian model.
----- Figure 5 here -----
Final Case: Non-Exclusive and Non-Exhaustive Hypotheses with Mixed Correlations
Finally, we show how the model presented above can be extended to deal with even more complex situations that occur in auditing. In particular, we consider cases where there are several interrelated potential causes of an effect. Some of these hypotheses may be positively correlated, some negatively correlated, and some independent. Further, the auditor may recognize that not all potential causes are known.
Consider again an auditor investigating F, an unexpected increase in gross margin, and assume the auditor identified the following initial hypotheses:
 H 1 = greater sales discounts yielded increased sales volume;  H 2 = price increases yielded a better profit margin;  H 3 = greater raw material discounts due to higher volume purchases;  H 4 = improper sales cutoff; and  H O = other non-identified reasons.
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Note that H 1 and H 3 are expected to be positively correlated; that is a marketing strategy offering greater sales discounts is likely to result in greater raw material price discounts due to volume purchases. In contrast, H 1 and H 2 would be expected to be negatively correlated; greater sales discounts would be expected to increase sales quantity while a price increase would be expected to yield a higher profit margin on the existing volume and perhaps even a decreased volume.
Moreover, since H 1 and H 3 are positively correlated, H 2 and H 3 would be negatively correlated.
H 4 is expected to be independent of the set of hypotheses {H 1 , H 2 , H 3 } given F (the observed increase in gross margin). This independence means finding evidence that there are greater sales discounts (H 1 ), price increases (H 2 ), or greater raw materials price discounts (H 3 ), does not provide any information about whether there has been an improper sales cutoff (H 4 ). Also, for simplicity of modeling, we assume H O will not co-occur with {H 1 , H 2 , H 3 , H 4 }. A schema of the above relationships with a numerical illustration is represented through a Venn diagram in Figure   6 .
----- Figure 6 here ----- Figure 7 shows how the revised probabilities of these various hypotheses change as additional evidence is collected, assuming for illustration that each piece of evidence is moderately strong. The lower five lines show the changes in the probability of each hypothesis.
As the graph indicates, when evidence E 1 is observed, the probability of H 1 and H 3 goes up, the probability of H 2 and H O goes down, and the probability of H 4 remains unchanged. This result is what one intuitively expects based on the correlation among the hypotheses.
Similarly, from Figure 7 , note that when E 2 is observed, the probability of H 1 and H 3 decrease, the probability of H 2 increases, and the probability of H 4 remains unchanged.
Importantly, not only does the model provide results consistent with directional expectations, it
19 also determines the magnitude of probability revision, which entails a very complex cognitive task that individuals are likely to have great difficulty performing.
When evidence E 3 is obtained, we have similar results to that of evidence E 1 , the probabilities of H 1 and H 3 go up, the probability of H 2 goes down, but the probability of H 4 remains unchanged. However, when evidence E 4 is observed, the probability of H 4 goes up, but the probabilities of H 1 , H 2 , and H 3 remain unchanged. This result is because the hypotheses in the set {H 1 , H 2 , H 3 } are independent of H 4 . That is, evidence that there is an improper sales cutoff does not tell us anything about whether H 1 , H 2 , or H 3 are likely causes.
The top solid line in Figure 7 represents the sum of all the five probabilities. It is important to note that under the assumed scenario, the sum of all the five probabilities is greater than one at each stage, once again illustrating superadditivity is possible under the Bayesian framework. Superadditivity will occur if some of the hypotheses are positively correlated and some hypotheses are independent of others.
----- Figure 7 here -----
VI. CONCLUSIONS
In this paper we develop a general framework for auditing causal inference and explore the implications for various cases an auditor may encounter. Our key analytical findings include: Similar questions could be asked in debriefings to be sure experimental subjects viewed the interrelationships among the hypotheses as intended. If hypotheses are self-generated, participants could be asked to describe any expected relationships. Knowing these interdependencies will allow clearer prediction and interpretation of the results.
In the classroom we have also found the framework useful in instructing novice auditors.
For example, one coauthor uses a five hypothesis case with students in both master's and Based on classroom experience using the framework to teach novice auditors, it is possible a decision support tool based on our framework could be beneficial in auditor training or in the field when investigating potential causes for a material fluctuation, including consideration of fraud hypotheses. As the Center for Audit Quality (2010, 31) recently noted in its call for improvements in deterring and detecting fraud, the development of tools to enhance "the review and analysis of a company's financial results and related complex information" has the potential to strengthen professional skepticism.
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Finally, while this paper has focused on finding the root cause or causes of client anomalies, the same type of analysis might be useful when analyzing audit firm deficiencies. As James Doty, Chairman of the PCAOB, predicted in an April 2011 address to the Council of Institutional Investors, the future of audit oversight includes an enhanced PCAOB focus on the root causes of audit deficiencies. In particular, PCAOB inspections will "press firms to identify root causes of deficiencies and address them" (Doty 2011).
27

APPENDIX A: PROOF OF THEOREM 1
We use the induction approach to prove Theorem 1. First we develop analytical formulas for two potential causes (hypotheses), H 1 and H 2 , of an effect F and then by induction we derive the formula for n causes (hypotheses) of an effect F. In general, we assume the presence of effect F to be not known with certainty. That is, there is uncertainty in knowing whether the effect F is present. The presence of effect F is observed through a piece of evidence E F .
Two Hypotheses Case
Consider a situation where there are two hypotheses, H 1 and H 2 . We want to determine the posterior probabilities of the two hypotheses after observing the evidence, E F , pertaining to an observed effect F, and two other items of evidence, E 1 , pertaining to H 1 , and E 2 , pertaining to H 2 . In the present discussion we assume the three variables, H 1 , H 2 , and F, to be binary, i.e.,
either they are present represented by their names or not present represented by the symbol '~' in front of the name. For example, H 1 represents the state that hypothesis H 1 is present or true and ~H 1 represent the state that the hypothesis H 1 is not present or not true.
To derive the formulas for the posterior probabilities of H 1 and H 2 based on Bayes' Rule, we use Shenoy and Shafer (1990) approach of combining probability information. Under this approach we first need to identify all the probability information relevant in our problem.
Probability information on a variable (variables being H 1 , H 2 , and F) is expressed in terms of
what Bayesian literature refers to as probability potentials (Shenoy and Shafer, 1990 ). The probability potentials at a variable essentially are probabilities or conditional probabilities associated with the variable, but are not necessarily normalized, i.e., they do not necessarily add to one. For example, the conditional probabilities associated with variable F due to the evidence 28 E F could be expressed as potentials at F with two values, one for 'F' that it is present and the other for '~F' that it is not present, and represented as P(E F |F) and P(E F |~F). In general, we use the symbol  to express the potential for the argument given in the parenthesis. For example, the potentials on the state space {F, ~F} of the binary variable 'F' based on the conditional probabilities can be expressed as: (F) = P(E F |F), and (~F) = P(E F |~F). The following discussion provides the details of combining all the potentials and finally determining the overall potentials at H 1 , and H 2 , the variables of interest.
Step 1: Identify all the Probability Potentials for two hypotheses case in Figure 2 Probability Potentials at 'F 'due to Evidence E F :
Probability Potentials at variable H 1 due to Evidence E 1 :
Probability Potentials at Variable H 2 due to evidence E 2 :
Probability Potentials related to Causal Schemata:
The most general form of the relationship among three variables, H 1 , H 2 , and F, can be written in terms of the joint probability distribution over the entire joint space {H 
Step 2: Combination of Potentials
We use Shenoy and Shafer (1990) approach to combine various potentials defined on different state spaces. First the potentials need to be vacuously extended to a common state space of the joint space and then they need to be point-wise multiplied. Under point-wise multiplication, each element of a potential is multiplied with the same element of another potential. Given below is an example of the vacuous extension of the potential at F. Next, we point-wise multiply the four sets of potentials (three sets from the three variables H 1 , H 2 , and F, and one set from the Causal Schemata P(E |H )P(E |~H )P(E |~F)P(H H~F)
P(E |~H )P(E |H )P(E |F)P(~H H F)
P(E |~H )P(E |H )P(E |~F)P(~H H~F)
P(E |~H )P(E |~H )P(E |F)P(~H H F)
To determine the combined potentials at variable H 1 , we marginalize the above potential in (A2) onto the state space of H 1 . The marginalization process yields the following potentials at
where T1, T2, … T8 are defined below: 
We can rewrite the above posterior probabilities as a combined equation as follows:
(A8a)
where i = 1, 2, j = 1, 2, and i ≠ j. Equations (A8a) -(A8c) represent the desired posterior probabilities for the two hypotheses in terms of the likelihood ratios, 's, given the evidence E 1 , E 2 , and E F . Equations (A8a-A8c) are general expressions for the revised probabilities of H 1 and H 2 . The joint probabilities, P(H 1 H 2 E F ), P(H 1 H 2~EF ), P(H 1~H2 E F ), P(H 1~H2~EF ), P(~H 1 H 2 E F ), P(~H 1 H 2~EF ), P(~H 1~H2 E F ) and P(~H 1~H2~EF ), in (A8b) and (A8c) fully determine the causal schema for the two causes, H 1 and H 2 . Next we extend the above for the situation where there are 'n' potential causes for the effect F.
Extension to 'n' Causes or Hypotheses of an Effect F
As we can see from (A8a)(A8c), the two-cause case, that there is a definite pattern in the formula. For example, whenever an element of the joint space contains a hypothesis in its negation form, the probability of that element is divided by the corresponding likelihood ratio.
For example, consider the second and fourth terms in (A8b). The probability of the second 32 element (H i H j~F ) is divided by  F , the likelihood ratio pertaining to H F , and the probability of the fourth element (H i~Hj~F ) is divided by  j  F , the product of the likelihood ratios for H j and F.
This pattern continues in all the terms in (A8b), and (A8c). Thus, by induction we can generalize the results for the case where we have n causes as follows:
QED
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APPENDIX B: DERIVATION OF DISCOUNTING OR INFLATING OF POSTERIOR PROBABILITIES
In this section we derive a general formula for the discounting or inflating of the posterior probability of a cause, say A, of an effect F, when we have evidence about another cause, say B.
Mathematically, one can express discounting of cause A in relation to cause B as:
Discounting of A = P(A|F) -P(A|FE B ) (B1) Morris and Larrick (1995) analyzed discounting under the condition where B is known with certainty. Here, we extend their model to the more likely audit situation where B is not known with certainty using Theorem 1 and Equation B1. This is achieved by setting the number of hypotheses n = 2; H 1 = A; H 2 = B; E 2 = E B ;  1 = (no direct evidence that A is present);  2 =  B ; and  F →  (we assume here the effect F is observed with certainty) in (1)-(3). This process yields the following expression for P(A|FE B ):
Combining Equations (B1) and (B2), one obtains the following expression for discounting:
Under the condition where A and B are the only causes of F, one can show 3 that discounting will always occur whether A and B are sufficient or non-sufficient causes of F, as long as we have a positive piece of evidence pertaining to cause B (i.e.,  B >1). One can also *These values were chosen to fit the example used by Asare and Wright(1997a) . The joint probability distribution is obtained in two steps. In the first step, we determine the joint probability distribution for H 1 , H 2 , and H 3 , based on their marginal probabilities, and their correlation coefficients. In the second step we cross-multiply the distribution obtained in the first step with the probability distributions for H 4 for them to be independent of each other. 
