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MINIMAL MODEL OF GINZBURG ALGEBRAS
STEPHEN HERMES
Abstract. We compute the minimal model for Ginzburg algebras associated
to acyclic quivers Q. In particular, we prove that there is a natural grading on
the Ginzburg algebra making it formal and quasi-isomorphic to the preprojec-
tive algebra in non-Dynkin type, and in Dynkin type is quasi-isomorphic to a
twisted polynomial algebra over the preprojective with a unique higher A∞-
composition. To prove these results, we construct and study the minimal model
of an A∞-envelope of the derived category Db(Q) whose higher compositions
encode the triangulated structure of Db(Q).
Introduction
Calabi-Yau categories have been enjoying a growing interest in geometry, rep-
resentation theory, and mathematical physics. These are triangulated k-categories
(where k is an algebraically closed ground field) equipped with bifunctorial isomor-
phisms
Hom(X,Y ) ∼= DHom(Y, SnX)
where D denotes k-linear dual and S is the suspension functor of the triangu-
lated category. Here, n is a fixed integer called the Calabi-Yau dimension. Such
categories have appeared in diverse areas of mathematics in many different guises.
They have appeared as everything from derived categories of sheaves on noncom-
mutative spaces, to categories of D-branes in string theory, and to cluster mutation
in the representation theory of finite dimensional algebras.
The eponymous instance of such categories comes from algebraic geometry: Serre
duality implies that the derived category of coherent sheaves for an n-dimensional
Calabi-Yau variety X is an n-Calabi-Yau category. In some sense this is the general
situation. By adopting the categorical approach to noncommutative geometry in
the sense of Bondal [3], one should view an arbitrary Calabi-Yau category as the
derived category of coherent sheaves of some noncommutative Calabi-Yau space.
Dimension three is of particular interest. String theory requires an extra six spa-
tial dimensions taking the form of a complex Calabi-Yau 3-fold. Three-Calabi-Yau
categories are an essential ingredient in Kontsevich’s homological picture of mirror
symmetry [17]. The motivic DT-invariants of Kontsevich and Soibelman are framed
as invariants of 3-Calabi-Yau categories [18]. In the direction of representation the-
ory, 3-Calabi-Yau categories appear in Amiot’s construction of cluster categories [1],
extending the construction of Buan, Marsh, Reiten, Reineke, and Todorov, which
themselves are 2-Calabi-Yau [5].
In his seminal work, [8] Ginzburg introduced a class of differential graded algebras
called Calabi-Yau algebras which have the remarkable property that their derived
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categories are Calabi-Yau triangulated categories. For dimension three, one can
associate a Ginzburg algebra to an arbitrary quiver with potential in the sense of
Derksen, Weyman, and Zelevinsky [6]. Conversely, Keller (and Van den Bergh in
the appendix) proved in [16] that the Ginzburg algebra is 3-Calabi-Yau while Van
den Bergh proved a converse result in [22].
Despite their growing mathematical importance, surprisingly little has been done
in the study of Ginzburg algebras from the point of view of quiver representations.
In this paper we study the A∞-structure of the Ginzburg algebras associated to
acyclic quivers and compute their minimal models. In particular, we give a complete
description of the A∞-structure of the minimal models for all acyclic quivers.
0.1. Results. Fix a ground field k, which we will assume to be algebraically closed
and characteristic 0. Throughout, all categories are assumed to be k-categories, all
functors are k-linear, and all unadorned tensor products are over k. For a category
C denote by C(X,Y ) the space of morphisms from X to Y in C.
Recall a quiver is a tuple Q = (Q0, Q1, s, t) where Q0 is the vertex set, Q1 is
the arrow set, and s, t : Q1 → Q0 are respectively the source and target functions.
A path in Q is a sequence α1α2 · · ·αn of arrows with t(αi) = s(αi+1) for each
1 ≤ i < n.
Definition 0.1.1. The Ginzburg algebra ΓQ associated to an acyclic quiver Q is
the dg path algebra kQ̂ where Q̂ is the graded quiver obtained from Q as follows:
(1) the arrows of the original quiver have degree 0,
(2) for each α : i→ j in Q adjoin a reversed arrow α∗ : j → i having degree 1,
(3) and for each vertex i ∈ Q0 adjoin a loop ti at the vertex i of degree 2.
The differential d on ΓQ is given by:
(1) dα = dα∗ = 0 for α ∈ Q1,
(2) and dti = ρi where
ρi =
∑
α:i→j
in Q
αα∗ −
∑
β:j→i
in Q
β∗β.
Remark 0.1.2. The restriction to acyclic quivers is not necessary in the above
definition provided one also chooses a potential W on Q, i.e., a linear combination
of cycles in Q considered up to cyclic equivalence; for such (Q,W ) the formula for
dα∗ involves terms in W . However acyclic quivers admit only the trivial potential
and so we take the simplified definition above in our setup.
We will want to view the Ginzburg algebra as bigraded where the arrows α have
bidegree (0, 0), the α∗ have bidegree (1, 0) and the loops ti have bidegree (1, 1). The
usual grading of the Ginzburg algebra is given by total degree of this bigrading.
Theorem A (Corollary 4.2.2). If Q is non-Dynkin then ΓQ is formal, the homology
H∗ΓQ is concentrated in degree 0, and is isomorphic to the preprojective algebra ΛQ.
Remark 0.1.3. We emphasize that the formality of ΓQ in the above theorem is
with respect to the second component of the bigrading, and not total degree.
In the Dynkin setting, the minimal model is more subtle. The Nakayama functor
ν of Mod -kQ can be extended to an automorphism of the preprojective algebra
ΛQ, and the underlying associative algebra of the minimal model is a polynomial
algebra over ΛQ twisted by ν (see Section 5.2).
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Theorem B (Theorem 5.3.1). If Q is Dynkin, then there is an A∞-structure
(µn)n≥2 on the twisted polynomial algebra Λ
ν
Q[u] making it a minimal model of ΓQ.
Moreover, this A∞-structure is u-invariant, generates Λ
ν
Q[u] over ΛQ, and µn = 0
for n 6= 2, 3.
The higher composition µ3 can be explicitly computed using the triangulated
structure of the bounded derived category Db(Q). In general we find that the A∞-
structure of the Ginzburg algebra ΓQ is intimately related to the triangulated struc-
ture of Db(Q):
Theorem C (Theorem 4.2.1). If Q is acyclic, there is a quasi-isomorphism of
algebras
ΓQ →
⊕
n≥0
Pdg(Q)(kQ, τ−nkQ)
where Pdg(Q) is the (dg) category of bounded complexes of projective kQ-modules
and τ is the Auslander-Reiten translate.
This theorem is proven by constructing a differential graded Galois Z-covering
Γ˜Q of the algebra ΓQ, together with a quasi-fully-faithful functor R : G˜ → P
dg(Q)
from the path category G˜ of Γ˜Q. In Section 2 we describe how to recover ΓQ in
terms of the cover Γ˜Q, providing the quasi-isomorphism of the Theorem.
The derived category Db(Q) can be viewed as the zeroth homology of the dg
category Pdg(Q), and the total homology category H∗P
dg(Q) is equivalent to the
orbit category Db(Q)Z of Db(Q) under the Z-action induced by the shift functor.
This determines a minimal A∞-structure on the category D
b(Q)Z by homotopy
perturbation. The theorem above then reduces the computation of the minimal
model of ΓQ to the computation of the A∞-structure of the category D
b(Q)Z.
Theorem D (Theorem 3.8.2). If Q is acyclic, the A∞-structure (µn)n≥2 has the
following properties:
(1) the compositions µn are equivariant with respect to the canonical degree 1
maps sX : X → X [1],
(2) if X
f
−→ Y
g
−→ Z
h
−→ X [1] is a non-split triangle in Db(Q) then µ3(h, g, f) =
sX ,
(3) µn = 0 for n 6= 2, 3.
0.2. Outline of the paper. We begin in Section 1 by recalling the notions of
differential graded and A∞-structures on algebras and categories. In particular,
we recall the Homotopy Transfer Theorem (Theorem 1.5.4) and give an explicit
formula of the transferred A∞-structure in terms of planar binary rooted trees.
Next in Section 2 we next adapt the covering theory of Bongartz-Gabriel [4] to
accommodate dg and A∞-structures using techniques from and Bautista-Liu [2]. We
define section subcategories and use these to recover categories from their covers.
This will be used extensively in the proofs of Theorems B and C.
In Section 3 we construct an explicit model of an A∞-structure on the orbit
category Db(Q)Z. In order to apply the Homotopy Transfer Theorem, we need to
construct a suitable small replacement. This procedure is surprisingly subtle, and
requires us to develop the notion of a pseudo-skeleton. With this technology in place
we give the proof of Theorem D.
4 STEPHEN HERMES
The proofs of Theorems A and C are given in Section 4. This section begins with a
computation of the A∞-structure of the algebra U(Q) =
⊕
n≥0 P
dg(Q)(kQ, τ−nkQ)
using Theorem D. The quasi-isomorphism of Theorem C is then constructed using
the dg covering theory developed in Section 2.
Finally in Section 5 we specialize to the case where Q is Dynkin and prove
Theorem B. In order to do so, we briefly develop twisted polynomial algebras, and
introduce the Nakayama involution ν on the preprojective algebra ΛQ of Q. The
proof of Theorem B is given by constructing an isomorphism ΛQ
∼
−→ U(Q) using
covering theory.
1. Differential graded and A∞-structures
To fix notation, we recall the theory of graded and differential graded algebras,
modules, and categories as well as and A∞-algebras and categories. For more de-
tailed accounts we direct the reader to [13, 14].
1.1. Differential graded categories. A graded k-vector space is a k-vector space
V with a fixed direct sum decomposition V =
⊕
n∈Z Vn. Elements of the subspace
Vn are said to be homogeneous of degree n, and write |v| = n for v ∈ Vn.
A k-linear map f : V → W between graded spaces is homogeneous of degree
n if f(Vp) ⊆ Wp+n for every p ∈ Z. Graded spaces form a category C
gr(k) with
morphisms
Cgr(k)(V,W ) =
⊕
n∈Z
Cgrn (k)(V,W )
where Cgrn (k)(V,W ) denotes the space of homogeneous degree n linear maps f :
V →W . A degree 0 homogeneous graded map will be called a chain map.
The shift of a graded space V is the graded space V [1] with V [1]n = Vn−1. In
particular, if V is concentrated in degree n, the shift V [1] is concentrated in degree
n + 1. Similarly, given a homogeneous linear map f : V → W of degree n, one
defines f [1] : V [1] → W [1] by f [1] = (−1)nf . In this way, shift [1] determines an
automorphism of Cgr(k).
A graded category is a category C enriched over the category of graded spaces
and chain maps. That is, for any two objects X and Y of C the space of morphisms
C(X,Y ) =
⊕
n∈Z
Cn(X,Y )
is a graded k-vector space, and the composition map
C(Y, Z)⊗ C(X,Y )→ C(X,Z)
is a chain map. A graded functor is a functor F : C → D so that for any two
objects X and Y of C the induced map FXY : C(X,Y ) → D(FX,FY ) is a chain
map. A contravariant graded functor is a graded functor F : Cop → D. The opposite
category Cop is endowed with the composition g•f = (−1)|f ||g|f ◦g for homogeneous
f and g.
A differential on a graded space V is a degree −1 linear map d : V → V
satisfying d2V = 0. A pair (V, dV ) where dV is a differential on V is a differential
graded (dg for short) space. Denote by Cdg(k) the full subcategory of Cgr(k) whose
objects are differential graded spaces. Note that we impose no compatibility between
the morphisms of Cdg(k) and differentials. Homogeneous degree 0 graded maps
f : V →W such that dW ◦ f = f ◦ dV are called chain maps.
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Let A be a differential graded algebra, i.e., an associative algebra object in Cdg(k).
The subcategory Cdg(A) of Cdg(k) whose objects are dg A-modules and whose
morphisms are A-linear graded maps is closed under tensor products and shifts.
Again, there is no imposed compatibility between the morphisms of Cdg(A) and
differentials. Homogeneous degree 0 morphisms commuting with differentials are
again called chain maps.
A differential graded category is a category A enriched over the category of dg
spaces and chain maps. More explicitly, for any two objects X and Y of A, the set
of morphisms
A(X,Y ) =
⊕
n∈Z
An(X,Y )
is a graded space and endowed with a differential dXY of degree −1. Moreover for
any three objects X , Y , and Z the composition map
A(Y, Z)⊗A(X,Y )→ A(X,Z)
is a chain map, and so for any two morphisms f : X → Y and g : Y → Z with g
homogeneous, the Leibniz law
dXZ(g ◦ f) = dY Z(g) ◦ f + (−1)
|g|g ◦ dXY (f)
is satisfied. A dg functor is a functor F : A → B so that for any two objects X and
Y of A the induced map
FXY : A(X,Y )→ B(FX,FY )
is a chain map. A contravariant dg functor is a dg functor F : Aop → B.
Examples 1.1.1. (1) The category Cdg(k) is a dg category, when the mor-
phism space Cdg(k)(V,W ) is equipped with the commutator differential
dVW (f) = dW ◦ f − (−1)
|f |f ◦ dV
where dV and dW are the differentials of the dg spaces V and W .
(2) For a dg algebra A, Cdg(A) is a full dg subcategory of Cdg(k).
(3) Any full subcategory of a dg category is a dg category as well. In partic-
ular, the full category Pdg(A) of Cdg(A) whose objects are bounded chain
complexes of projective modules is a dg category.
(4) The (graded) opposite category of a dg category A is a dg category in the
evident manner.
1.2. Underlying, homology and homotopy categories. There are several aux-
iliary categories which can be attached to a dg category.
Definition 1.2.1. (1) The underlying category ofA is the category Z0A whose
objects are the same as the objects of A, but with morphisms Z0A(X,Y )
given by the 0-cycles of A(X,Y ).
(2) The homology of A is the graded category H∗A whose objects are the same
as the objects of A, but morphism spaces
(H∗A)(X,Y ) = H∗A(X,Y )
where H∗A(X,Y ) = ker dXY / imdXY is the homology of the dg space
A(X,Y ).
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(3) The homotopy category of A is the degree 0 subcategoryH0A of the homol-
ogy H∗A. Equivalently, it is the quotient of the underlying category Z0A
by the ideal B0A of 0-boundaries.
All of these constructions are functorial in the category of (small) dg categories,
i.e., a dg functor A → B induces (graded) functors between the underlying, homol-
ogy, and homotopy categories.
If A is a dg algebra, then The 0-cycles of Cdg(A)(X,Y ) are the degree 0 maps
f : X → Y so that dXY (f) = dY ◦f−f ◦dX = 0, i.e, the chain maps. The morphism
spaces H0C
dg(A)(X,Y ) in the homotopy category of Cdg(A) are just the spaces of
homotopy classes of chain maps f : X → Y . Indeed, the morphisms in B0A(X,Y )
are of the form dXY (s) = dY ◦ s+ s ◦ dX for some degree −1 morphism s : X → Y .
By a theorem of Happel [10], the derived category Db(A) is equivalent to Z0P
dg(A)
modulo homotopy, and hence is equivalent to H0P
dg(A).
1.3. A∞-Algebras and categories. An A∞-algebra is a graded space A together
with a collection of degree n − 2 maps µn : A
⊗n → A for n ≥ 1 satisfying the
relation
(1.1) 0 =
∑
p+q+r=n
p,r≥0, q≥1
(−1)p+qrµp+1+r ◦ (id
⊗p ⊗ µq ⊗ id
⊗r)
for each n. The maps µn are called the higher products or A∞-structure maps of
A∞-algebra A.
A morphism f : A → B of A∞-algebras (A, µn) and (B, νn) is a collection of
graded maps fn : A
⊗n → B for n ≥ 1 of degree n− 1 satisfying the identities∑
p+q+r=n
p,r≥0, q≥1
(−1)p+qrfp+1+r ◦(id
⊗p⊗µq⊗ id
⊗r) =
∑
1≤d≤n
i1+···+id=n
(−1)Dνd ◦(fi1⊗· · ·⊗fid)
for each n where D = (d−1)(i1−1)+(d−2)(i2−1)+ · · ·+2(id−2−1)+(id−1−1).
An A∞-algebraA is in particular a dg space, so we can form the homologyH∗A =
kerdA/ imdA. The structure map µ2 of A descends to an associative multiplication
on H∗A, making it into a graded algebra. For an A∞-morphism f : A → B, the
map f1 is a chain map and so induces a map (f1)∗ : H∗A → H∗B in homology.
A morphism f is an A∞-quasi-isomorphism if f1 is a quasi-isomorphism, i.e., the
induced map (f1)∗ is an isomorphism, and f is strict if fn = 0 for n 6= 1. The
identity morphism of an A∞-algebra A is the strict morphism idA whose n = 1
component is the identity on A.
Similarly one can extend the notion of a homotopy between dg morphisms to
the A∞-setting. An advantage of studying homotopy theory in the category of A∞-
algebras is that A∞-quasi-isomorphisms are invertible up to homotopy—that is, if
f : A→ B is an A∞-quasi-isomorphism, it necessarily admits a homotopy inverse.
1.4. Minimal models. An A∞-algebra (A, µn) is minimal if µ1 = 0. An A∞-
algebra B is a minimal model for A if B is minimal and there is an A∞-quasi-
isomorphism f : A→ B. The A∞-algebra A is formal if it admits a minimal model
whose higher multiplications vanish for n ≥ 3.
If A is any A∞-algebra, the homology H∗A is minimal. The following theorem of
Kadeiˇsvili makes H∗A into a minimal model of A in the case that A is a dg algebra.
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Theorem 1.4.1 (Kadeiˇsvili [12]). Let A be a differential graded algebra. Then there
is a minimal A∞-algebra structure (µn)n≥2 on the homology H∗A with µ2 equal the
usual multiplication map together with an A∞-quasi-isomorphism H∗A→ A.
Moreover, this A∞-structure on H∗A is unique up to a (non-unique) isomorphism
of A∞-algebras.
In particular, Kadeiˇsvili’s Theorem shows that the minimal model of a dg al-
gebra is unique up to A∞-isomorphism. By abuse of terminology, we will refer to
H∗A with the above A∞-structure as the minimal model of A, and (µn)n≥2 as the
minimal A∞-structure of H∗A.
Much of the theory of A∞-structures on algebras can be directly generalized to
the categorical setting. These A∞-categories were first introduced by Fukaya [7],
and further developed by Seidel [21].
Definition 1.4.2. An A∞-category is an A∞-algebra with multiple objects. More
precisely, an A∞-categoryA consists of the data of a class of objects, a graded space
A(X,Y ) for every pair of objects X and Y of A, together with n-airy compositions
µX0,...,Xnn : A(Xn−1, Xn)⊗ · · · ⊗ A(X1, X2)⊗A(X0, X1)→ A(X0, Xn)
satisfying relations analogous to (1.1).
Many of the theorems and techniques available for A∞-algebras pass with mini-
mal modification to the categorical setting. In particular, every (small) dg category
A admits its homology category H∗A as a minimal model.
1.5. Homotopy Transfer Theorem. In order to explicitly construct the minimal
A∞-structure from Kadeiˇsvili’s Theorem we will need the Homotopy Transfer The-
orem as presented in Loday-Vallette [19]. To state the Homotopy Transfer Theorem
concretely, we will need some elementary facts about planar binary rooted trees.
Definition 1.5.1. A planar binary rooted n-tree (PBR n-tree for short) is a triva-
lent planar graph T with n + 1 external edges, one of which is distinguished and
called the root edge. The other n external edges are called the leaves of T . We think
of an external edge as being adjacent to only one vertex; all edges adjacent to two
vertices are internal edges.
Deleting a small neighborhood of a vertex v of T breaks T into three connected
components: the component containing the root edge, and the left and right subtrees
of T−(v) and T+(v) of T at v. The left/right subtrees of T are PBR trees with
planar embedding induced from that of T and root edge given by the edge formerly
connected to v.
There is a standard bijection between PBR trees and (231)-avoiding permuta-
tions. Given a PBR tree T , one can construct a (231)-avoiding permutation σT as
follows. Choose an embedding of T in the plane R2 so that for each vertex of T the
left subtree lies below the right subtree, and no two vertices have the same (x, y)-
coordinates. This induces two total orderings on the vertices: a horizontal ordering
and a vertical ordering, and hence horizontal and vertical order-preserving bijections
h, v : T0 → {1, 2, . . . , n} from the set of vertices T0 of T . Then σT (i) = v(h
−1(i)).
Definition 1.5.2. The sign of a PBR tree T is sgn(T ) = sgn(σT ) where σT is the
corresponding permutation.
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Recall that a dg space V is a homotopy retract of a dg space A if there is a
diagram
A
q
))
ϕ 88 V
j
ii
such that qj = idV and ϕ : idA ≃ jq is a homotopy equivalence. Every dg space A
admits its homology H∗A as a homotopy retract (cf. e.g., [19] Lemma 9.4.7).
Let V be a homotopy retract of a dg algebra A. For each PBR n-tree T define a
map µT : V
⊗n → V as follows: place the map j on the leaves of T , q on the root,
ϕ on each internal edge, and the multiplication µA on each (internal) vertex. The
maps are directed towards the root of T . The map µT has degree n− 2 since there
is a copy of the degree 1 map ϕ for each of the n− 2 internal edges of T .
A more formal construction of the maps µT for can be provided by induction
on PBR trees. To do so, we define degree n − 2 maps νT : A
⊗n → A such that
µT = q ◦ νT ◦ j
⊗n for each PBR tree T .
Construction 1.5.3. For the unique PBR 2-tree Y , νY is simply the multiplication
map µ. If T is an arbitrary PBR tree, deleting a small neighborhood of the internal
vertex adjacent to the root edge gives two smaller PBR trees T− and T+ (the left
and right subtrees). Define
νT = µ ◦ (ν
′
T− ⊗ ν
′
T+)
where ν′T = ϕ ◦ νT if T 6= ∅ and is idA otherwise. (Recall that in our convention,
leaves are only adjacent to one edge.)
Theorem 1.5.4 (Homotopy Transfer). The maps
µn =
∑
T∈PBRn
sgn(T )µT
endow V with the structure of an A∞-algebra. Moreover, the maps q and j can be
extended to A∞-quasi-isomorphisms, and ϕ can be extended to an A∞-homotopy.
Remark 1.5.5. The A∞-extensions of q and ϕ are due to Markl [20].
The construction of the minimal model of Kadeiˇsvili’s Theorem given by the
Homotopy Transfer Theorem readily generalizes to the categorical setting. Given
a small dg category A, one needs to choose homotopy retractions of A(X,Y ) for
each pair of objects of X and Y . Associated to each PBR n-tree T , one constructs
homogeneous maps
µX0,...,XnT : A(Xn−1, Xn)⊗ · · · ⊗ A(X1, X2)⊗A(X0, X1)→ A(X0, Xn)
analogously to 1.5.3, and the higher compositions
µX0,...,Xnn =
∑
T∈PBRn
sgn(T )µX0,...,XnT
define an A∞-structure on H∗A.
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2. Differential graded covering theory
The goals of this section are the twofold. First, we adapt the dictionary between
algebras and (small) categories to the differential graded setting. Moreover, we mod-
ify the covering theory of Bongartz and Gabriel [4] to accommodate dg structures.
Secondly we discuss how to recover a dg/graded algebra from a covering and show
that this recovery process is compatible with passing to quotients and homology.
We begin by recalling the relationships between quivers, algebras, and locally
finite dimensional categories.
2.1. Path categories. The associated algebra of a small category C is the algebra
k[C] with underlying vector space
⊕
X,Y C(X,Y ) where the direct sum is taken over
all pairs of objects X , Y in C. The product in k[C] is given by composition if the
elements are composeable, and is 0 otherwise.
If A is a small dg (resp. graded) category, then the associated algebra k[A]
inherits the a dg (resp. graded) algebra with dk[A] =
∑
dXY . The associated algebra
construction is compatible with homology in the sense that H∗k[A] = k[H∗A].
A functor F : C → D between small categories induces a (not necessarily unital)
algebra homomorphism between the associated algebras whose components are the
canonical maps
FXY : C(X,Y )→ D(FX,FY )
which is a dg (resp. graded) homomorphism if f is a dg (resp. graded) functor.
The path category of a quiver Q is the small category CQ whose objects are
the vertices of Q and whose morphism spaces are given by CQ(i, j) = ejkQei.
Composition is given by concatenation of paths. It is immediate that the algebra
k[CQ] associated to the small category CQ is isomorphic to the path algebra kQ.
When Q is acyclic, the category CQ is locally finite dimensional in the sense that:
(1) distinct objects are non-isomorphic,
(2) morphism spaces are finite dimensional,
(3) and all endomorphism algebras are one dimensional.
In fact all such categories arise as the path category of a quiver modulo an ideal
[4].
Definition 2.1.1. A differential graded quiver is a quiver Q whose arrow set is
Z-graded together with a degree −1 function d : Q1 → kQ2 between Q1 and the
span of the paths of length 2, such that d is compatible with the source and target
maps in the sense that d(α) ∈ es(α)kQet(α) for any arrow α.
A morphism f : (Q, d) → (Q′, d′) of dg quivers is a quiver morphism satisfying
d′ ◦ f = f∗ ◦ d where f∗ : kQ2 → kQ
′
2 is the induced k-linear map.
The differential d of a dg quiver Q can be extended by the Leibniz law to a
derivation of the path algebra kQ, making it into a dg algebra, and a dg quiver
morphism induces a dg homomorphism between path algebras. Likewise, the path
category CQ of a dg quiver is naturally a dg category. One readily verifies that for
such a quiver, the natural isomorphism k[CQ] ∼= kQ is a dg isomorphism.
Remark 2.1.2. The path algebra and path category of a graded quiver Q are
naturally bigraded: one grading is induced by the grading on Q while the other
grading is by path length. The Leibniz law guarantees that the differential on is
automatically homogeneous of degree −1 with respect to the induced grading. The
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condition that the differential of a dg quiver take image in kQ2 ⊂ kQ ensures that
the differential is homogeneous of degree +1 with respect to the length grading.
2.2. Modules. Given a category A, a (right) A-module is a contravariant functor
M : A → C(k); a homomorphism of C-modules is a natural transformation f :M →
N . Denote by C(A) the category of A-modules. For a dg (resp. graded) category, a
dg (resp. graded) A-module is a dg (resp. graded) functor M : A → Cdg(k) (resp.
M : A → Cgr(k)). Denote by Cdg(A) (resp. Cgr(A)) the category of dg (resp. graded)
A-modules.
The categories C(k[A]) and C(A) are naturally equivalent, and likewise for their
graded/dg cousins. Hence, we may view A-modules and k[A]-modules interchange-
ably.
Examples 2.2.1. (1) For any object X of A, the functor A(−, X) : A → C(k)
determines a projective A-module.
(2) For a quiver Q, Pi(−) = CQ(−, i) is the canonical projective module with
simple top supported at the vertex i.
2.3. Ideals. If I is an ideal of the small category C then k[I] =
⊕
X,Y I(X,Y ) is
an ideal of the algebra k[C]. The induced algebra homomorphism π∗ : k[C]→ k[C/I]
has kernel k[I] and hence induces an isomorphism
k[C]/k[I]
∼
−→ k[C/I].
If the category C has a graded or dg structure, we say I is a graded ideal if each
I(X,Y ) is generated over C0(X,Y ) by homogeneous elements, and is a dg ideal
if moreover each of the subspaces I(X,Y ) are closed under the differential dXY .
The quotient category of a dg (resp. graded) category by a dg (resp. graded) ideal
remains dg (resp. graded).
In particular for a dg category A, the space of boundaries B∗A form a graded
ideal of the category of cycles Z∗A and so there is an isomorphism
(2.1) H∗k[A] ∼= k[Z∗A]/k[B∗A]
∼
−→ k[H∗A].
Suppose that A is a small A∞-category. Analogous to the situation of ordinary
categories, we can form the associated A∞-algebra k[A] =
⊕
X,Y A(X,Y ). The
structure maps are given by the higher compositions if defined, and are 0 otherwise.
If A is a small dg category, Kadeiˇsvili’s Theorem endows H∗A with the structure
of a (small) minimal A∞-category A∞-quasi-isomorphic to A. Hence the space
k[H∗A] inherits the structure of an A∞-algebra quasi-isomorphic to k[A]. Applying
the isomorphism (2.1) yields the following:
Lemma 2.3.1. The homology A∞-algebra H∗k[A] is a minimal model for k[A],
and thus A∞-isomorphic to H∗k[A].
2.4. Coverings. We now recall the notion of a covering of quivers as developed
in Bongartz-Gabriel [4]. A quiver morphism p : Q˜ → Q is a covering if for every
vertex i ∈ Q˜0 the induced maps
(2.2) p∗ : s˜
−1(i)
∼
−→ s−1(p(i)) and p∗ : t˜
−1(i)
∼
−→ t−1(p(i))
are bijective.
Given a covering p : Q˜ → Q, the induced functor p∗ : CQ˜ → CQ is a covering of
locally finite dimensional categories in the sense that the induced maps
MINIMAL MODEL OF GINZBURG ALGEBRAS 11
(2.3)
⊕
j′∈p−1∗ (j)
CQ˜(i, j
′)
∼
−→ CQ(p∗(i), j) and
⊕
i′∈p−1∗ (i)
CQ˜(i
′, j)
∼
−→ CQ(i, p∗(j))
are isomorphisms.
Definition 2.4.1. A dg quiver morphism p : (Q˜, d˜)→ (Q, d) which is also a cover-
ing will be called a dg covering. Note that the induced maps (2.3) are automatically
dg isomorphisms, and the induced functor p∗ : CQ˜ → CQ is a dg functor.
We will mainly be interested in coverings arisings from a group action on a
quiver Q, i.e., a homomorphism G → Aut(Q) from G to the group of (orientation
preserving) automorphisms of Q. A G-quiver is a quiver with a fixed free G-action.
For a dg quiver (Q, d), the G-action is said to be differential graded if it acts by dg
quiver automorphisms.
For a G-quiver Q, the orbit quiver Q/G is the quiver with vertex set (Q/G)0 =
Q0/G the set of G-orbits of the vertices Q0, and arrow set (Q/G)1 = Q1/G the set
of G-orbits of the arrows Q1. The source and target maps s, t : (Q/G)1 → (Q/G)0
are defined by
s(Gα) = Gs(α) and t(Gα) = Gt(α)
which are independent of the orbit representatives.
There is a canonical quiver morphism π : Q → Q/G that sends a vertex/arrow
to the corresponding orbit. It is universal among quiver morphisms f : Q → Q′
such that f(gi) = f(i) and f(gα) = f(α) for every i ∈ Q0, α ∈ Q1, and g ∈ G.
If (Q, d) is a dg quiver with dg G-action, the orbit quiver Q/G can be equipped
with a differential dG given by dG(Gα) = Gd(α), and the morphism π : Q→ Q/G
is a morphism of dg quivers.
Definition 2.4.2. If Q˜ is a G-quiver, a covering p : Q˜ → Q is said to be a Galois
G-cover if the action of G preserves fibers p−1(i) and is fiberwise transitive.
The canonical morphism π : Q→ Q/G is a Galois G-covering, provided that G
acts freely.
Bongartz and Gabriel develop their covering theory in the language of locally
finite dimensional categories. This notion is not well-adapted to dg covering theory,
as is not a homotopy invariant concept. To circumvent this issue, we use Bautista-
Liu’s covering theory of linear categories [2].
Recall that an action of a group G on a category C is a group homomorphism
G → Aut(C) where Aut(C) is the group of k-linear automorphisms of C. The G
action is free if the objects gX andX are non-isomorphic for anyX indecomposable
and g 6= 1. For brevity, a category with a fixed free G-action will be called a G-
category.
The orbit category of a G-category is the category CG with the same objects as
C, and morphism spaces
CG(X,Y ) =
⊕
g∈G
(X, gY )
with composition determined by
v ◦ u = (gv) ◦ u
for u : X → gY and v : Y → hZ in C. There is an evident functor π : C → CG
acting as the identity on objects and morphisms.
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Definition 2.4.3 (Bautista Liu [2] Definition 2.3). A functor F : C → D is G-stable
if there is a collection γ = {γg : F ◦ g
∼
−→ F} of invertible natural transformations
so that
F (ghX)
γgh
X //
γg
hX !!❉
❉❉
❉❉
❉❉
❉
FX
F (hX)
γhX
@@✁✁✁✁✁✁✁✁
commutes for every object X ; the collection γ is called a stabilization of F .
In CG, there are distinguished morphisms σgX ∈ C
G(gX,X) whose g-component
is idgX : gX → gX , and all others are 0. The morphism σ
g
X is clearly invertible, with
inverse σg
−1
gX = idX : g
−1gX → X . The collection of natural transformations σg
satisfy the commutativity property of Definition 2.4.3 and so the functor π : C → CG
is G-stable.
Remark 2.4.4. If γ is a stabilization of F and χ : G → k× is any character of
G, one can twist the stabilization γ by χ to obtain a new stabilization γχ with
γχ,g = χ(g)γg.
We will frequently need the following well-known proposition (cf. e.g. [15]).
Proposition 2.4.5. The pair (π, σ) is universal among G-stable functors F : C →
D with a fixed stabilization. Precisely, if F : C → D is G-stable with stabilization γ,
there is a unique functor F¯ : CG → D so that γgX = F¯ (σ
g
X) for each X and g ∈ G
and
C
F //
✸
✸✸
✸✸
✸ D
CG
F¯
EE✡✡✡✡✡✡
commutes up to natural isomorphism.
Proof. The functor F¯ is given by sending a morphism u : X → gY to the compo-
sition γgY ◦ Fu, where γ is a G-stabilization of F . Note that necessarily F¯ (σ
g
X) =
γgX . 
A G-action on a quiver Q induces actions on both the path algebra kQ and the
path category CQ by g · u = g∗(u) for a path/morphism u. If (Q, d) is a dg quiver,
the condition of a G-action being dg is equivalent to the above actions on kQ and
CQ commute with differentials.
The induced action on CQ is free provided the action of G on Q was free. The
induced functor π∗ : CQ → CQ/G is manifestly G-stable with stabilization γ
g :
π∗◦g
∼
−→ π∗ given by γ
g
i : Ggi = Gi, and so there is an induced functor C
G
Q → CQ/G.
Proposition 2.4.6. The induced functor
CGQ
∼
−→ CQ/G
is an equivalence (but not necessarily an isomorphism).
Proof. It is clear that the functor is surjective on objects, so we only need to show
that the maps
CGQ(i, j)→ CQ/G(Gi,Gj)
MINIMAL MODEL OF GINZBURG ALGEBRAS 13
are isomorphisms. Clearly the above map is surjective. Suppose that two paths u
and v ending at i lie in the same G orbit, i.e., u = gv for some g ∈ G. Since
t(u) = t(gv) = gt(v) we have i = gi, which implies g = 1 as G acts freely. But then
u = v proving injectivity. 
In order to work with Galois coverings between not necessarily locally finite di-
mensional categories, we need the more general notion of a Galois covering between
Krull-Remak-Schmidt categories in the sense of Bautista-Liu.
Definition 2.4.7 ([2] Definition 2.8). A functor F : C → D is a Galois G-covering
if
(1) F is G-stable with stabilization γ so that the maps
⊕
g∈G
C(X, gY )
∼
−→ D(FX,FY )
(ug)g∈G 7→
∑
g∈G
γgY ◦ F (ug)
⊕
g∈G
C(gX, Y )
∼
−→ D(FX,FY )
(vg)g∈G 7→
∑
g∈G
F (vg) ◦ (γ
g
X)
−1
(2.4)
are isomorphisms,
(2) F is essentially surjective,
(3) FX is indecomposable for any indecomposable X ,
(4) and if X , Y are indecomposable with FX ∼= FY , then there is some g ∈ G
so that Y = gX .
The group G is said to be the Galois group the covering.
Examples 2.4.8. (1) If C is a G-category the covering π : C → CG is a Galois
G-covering.
(2) If C and D are locally finite dimensional categories, then a Galois covering
is a Galois covering in the sense of Bongartz-Gabriel.
(3) By virtue of Proposition 2.4.6, the functor CQ → CQ/G is a Galois G-
covering.
Definition 2.4.9. A G-action on a category C is directed if for any two indecom-
posable objectsX and Y , there is at most one g so that both C(gY,X) and C(X, gY )
are nontrivial.
Remark 2.4.10. If the action of G on C is directed, then the group element g ∈ G
as per (4) of Definition 2.4.7 is necessarily unique.
2.5. Sections of coverings. Given small categories C and D and a Galois G-
covering F : C → D, an equivalence F¯ : CG
∼
−→ D does not in general induce
an isomorphism between the associated algebras k[CG] and k[D]. Indeed, a neces-
sary condition for the algebras to be isomorphic is that the equivalence F¯ gives a
bijection between the sets of objects of CG and D. Hence the functor F induces
an isomorphism k[CG]
∼
−→ k[D] if and only if the equivalence F¯ is a categorical
isomorphism, i.e., an equivalence that is bijective on object sets.
We would like a way of recovering the associated algebra k[D] from k[CG], and
in particular, recover k[CQ/G] from k[C
G
Q ] for a quiver Q. To this end, we introduce
the notion of a section subcategory.
Definition 2.5.1. A section of a Galois G-covering F : C → D is an additive
section S of the map F : Ob C → ObD. The section subcategory CS is the full
subcategory of CG generated by the image of S.
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Remark 2.5.2. Any covering functor F between small categories admits a section.
Indeed, for F : C → D to be a covering, the induced map on object sets must be
surjective, and so we can choose any additive set theoretic section of this map.
Proposition 2.5.3. The restriction of the induced functor F¯ : CG → D to a section
subcategory CS induces an isomorphism
CS
∼
−→ D
of small categories for any section S of F . In particular, the induced algebra homo-
morphism k[CS]
∼
−→ k[D] is an isomorphism.
Proof. For every pair of objects X , Y of D there is by definition an isomorphism⊕
g∈G
C(SX, gSY )
∼
−→ D(X,Y )
which just so happens to be the canonical map induced by the functor F¯ : CG → D.
Extend the association X 7→ SX to a functor S : D → CG by sending a morphism
u : X → Y to the unique element S(u) of CG(SX, SY ) mapping to u under F¯SX,SY .
By construction, F¯ ◦ S = IdD, and the restriction of S ◦ F¯
∣∣
CS
= IdCS , since the
objects of CS are of the form SX for X in D. 
2.6. Quotients and homology. We now want to study the behavior of coverings
and sections under quotienting by ideals and passing to homology. An ideal I of a
G-category C is G-stable if gu ∈ I(gX, gY ) for every u ∈ I(X,Y ) and g ∈ G. The
G-action on C descends to a well-defined G-action on the quotient category C/I in
the obvious manner when I is G-stable.
Let IG(X,Y ) =
⊕
g∈G(X, gY ), which determines an ideal in the orbit category
CG.
Lemma 2.6.1. The categories CG/IG and (C/I)G are naturally equivalent.
Proof. The functor F : C/I → CG/IG is G-stable and induces a functor F¯ :
(C/I)G → CG/IG by the universal property of orbit categories. The composition
C → C/I → (C/I)G is G-stable and the induced functor CG → (C/I)G annihilates
IG, hence induces a functor CG/IG → (C/I)G by the universal property of quotient
categories. It inverse to F¯ by universality. 
Lemma 2.6.2. Suppose F : C → D is a Galois G-covering and I and J ideals of
C and D respectively such that I is G-invariant and the isomorphisms (2.4) restrict
to isomorphisms ⊕
g∈G
I(X, gY )
∼
−→ J (FX,FY ).
Then the induced functor F¯ : C/I → D/J is a Galois G-covering.
Proof. The composition C → D → D/J annihilates I, and so there is an induced
functor F¯ : C/I → D/J , which we claim is a Galois covering. Since I is G-
stable, there is an induced G-action on C/I, and the maps γgY + I(gY, Y ) give a
G-stabilization of F¯ .
To show that F¯ is Galois, we need to show that for any two objects X and Y of
C the map
(2.5)
⊕
g∈G
(C/I)(X, gY )→ (D/J )(FX,FY )
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is an isomorphism. The map (2.5) fits into a commutative diagram
0 //
⊕
g∈G I(X, gY )
//

⊕
g∈G C(X, gY )
//

⊕
g∈G(C/I)(X, gY )
//

0
0 // J (FX,FY ) // D(FX,FY ) // (D/J )(FX,FY ) // 0
where the first and second vertical map are isomorphisms by assumption. By the
Five Lemma (2.5) is an isomorphism. 
The following proposition is immediate.
Proposition 2.6.3. Given the setup of the previous Lemma and a section S of
F , the association S is also a section of F¯ and the section category (C/I)S is
isomorphic to CS/IS where IS = IG ∩ CS. 
Suppose now that F : A → B is a dg G-Galois covering, and the stabilization
γg is given by homogeneous cycles in B. The action of G descends to an action on
Z∗A preserving the ideal B∗A of boundaries, and hence gives a graded G-action on
the homology category H∗A.
Lemma 2.6.4. In the situation above, the induced homology functor
H∗F : H∗A → H∗B
is a Galois G-covering.
Proof. First consider the restricted map
⊕
g∈G Z∗A(X, gY ) → Z∗B(FX,FY ). It
indeed takes image in the cycles of B, since the γgY are cycles and FXY is a dg map.
It is injective as it is the restriction of an isomorphism to a subcategory of A. If
v : FX → FY is a cycle, let u = (ug : X → gY ) be the morphisms in A with
v =
∑
γg ◦ F (ug). Then
0 = dv =
∑
(−1)|γ
g|γg ◦ F (dug)
and so du = 0 by injectivity. Hence, F restricts to a Galois covering Z∗A → Z∗B.
For two objects X and Y of A ,we claim that the inverse image of B∗B(FX,FY )
is (B∗A)
G(X,Y ), and so the Lemma will follow from Lemma 2.6.2. Clearly a bound-
ary X → gY maps to a boundary, since γgY is a cycle. If u : X → gY maps to a
boundary, then γgY ◦ F (u) = ds. Let s
′ be the unique element of A(X, gY ) with
γgY ◦ F (s
′) = s. Then
γgY ◦ F (ds
′) = (−1)|γ
g
Y
|d(γgF ◦ F (s)) = (−1)
|γg
Y
|ds
and hence u = ±ds′ by injectivity. 
Proposition 2.6.5. Given a section S of F , the section category AS is a dg cat-
egory. Moreover, S defines a section of H∗F , and the section category (H∗A)
S is
isomorphic to H∗(A
S). 
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3. Derived categories via differential graded categories
The shift functor of the bounded derived category Db(A) of an Abelian category
endows it with a Z-action. Moreover this action is free since we are working with
bounded complexes. The goal of this section is to study the orbit category T Z of
a general triangulated category T whose translation functor S acts freely, and in
particular the case where T = Db(A) is the bounded derived category of a (skeletally
small) Abelian category A. Using the covering theory developed in the previous
section and homotopy perturbation theory, we endow Db(A)Z with a minimal A∞-
structure having desirable compatibility properties with respect to the stabilization
morphisms SX → X . Finally, we prove Theorem D.
3.1. Graded categories via actions. When G = Z, the orbit category T Z is a
graded category. A category with free Z-action is just a category with a distin-
guished automorphism S given by the action of 1 ∈ Z. A category T with fixed
automorphism S will be called a Z-category. In order to minimize confusion be-
tween composition in T and composition in T Z, we denote g • f = Sp(g) ◦ f for
f ∈ T Zp (X,Y ).
If F : T → D is Z-stable, any stabilization γ is uniquely determined by the
natural isomorphism γ1 : F ◦ S
∼
−→ F ; conversely, any natural isomorphism γ :
F ◦ S
∼
−→ F determines a Z-stabilization of F by setting
γnX = γSn−1X ◦ γSn−2X ◦ · · · ◦ γX .
The canonical Z-stabilization σ of π : T → T Z is determined by the degree
+1 morphisms σX : SX → X of T
Z, so σ : π ◦ S
∼
−→ π is a degree +1 natural
transformation. By slight abuse of terminology, such stabilization will be said to
have degree +1.
Definition 3.1.1. The “canonical” stabilization σ is only canonical up to twisting
by a character χ : Z → k×. In particular, twisting by χ(n) = (−1)n gives a stabi-
lization σ¯ = σχ with σ¯X = −σX . We refer to σ¯ as the anticanonical stabilization.
If D is a graded category, and F : T → D is a Z-stable graded functor where
we view T as a graded category concentrated in degree 0, the induced functor
F¯ : T Z → D is graded as well provided that the stabilization γ : F ◦ S → F is
homogeneous with degree +1.
A functor F : (T , S)→ (T ′, S′) between Z-categories is a Z-functor if it strictly
commutes with the automorphisms S and S′. The following is an immediate corol-
lary of the above lemma.
Corollary 3.1.2. A Z-functor F : (T , S) → (T ′, S′) induces a graded functor
F Z : T Z → (T ′)Z so that the diagram
T
F //
π

T ′
π′

T Z
F Z // (T ′)Z
of categories and functors commutes. 
The action of the automorphism S extends to a graded automorphism SZ of T Z
with the same action on objects as S, and action on morphisms determined by the
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maps
SZXY : T
Z
n (X,Y )→ T
Z
n (S
ZX,SZY )
f 7→ (−1)nSX,SnY (f)
where SX,SnY : T (X,S
nY )→ T (SX, Sn+1Y ) is the canonical map.
We now record some elementary properties about morphisms in the associated
graded category T Z.
Lemma 3.1.3. (1) The functor SZ : T Z → T Z is induced by the Z-functor
S : T → T provided that the functor π : T → T Z is stabilized by the
anticanonical stabilization σ¯.
(2) If f is homogenous of degree n then f • σX = (−1)
nσY • S
Z(f).
Proof. By universality of the associated graded category, S¯(σX) = −σX . Given a
degree n morphism f , the composition σ−nY • f is a degree 0 morphism, and so lies
in T . But then
S¯(f) = S¯(σnY ) • S(σ
−n
Y • f) = (−1)
nσnY • S(f) = (−1)
nS(f)
as a degree n morphism X → Y in T Z. Hence S¯(f) = SZ(f), completing the proof.
The second statement follows immediately from the definitions. 
3.2. DG structures on orbit categories. Let A be a graded category such that
the degree 0 subcategory A0 is a Z-category with automorphism S.
Definition 3.2.1. The category A is said to be generated over degree 0 if there is
a degree +1 natural isomorphism s : S
∼
−→ Id0 where Id0 is the restriction of the
identity functor IdA to the degree 0 subcategory A0. Here by a degree +1 natural
transformation s : S → Id0 we mean a natural transformation with degree +1
components, i.e., sX ∈ A1(SX,X).
If A is a dg category, it is said to be dg generated over degree 0 if the components
sX : SX → X of the natural isomorphism s are cycles in A(SX,X).
Remark 3.2.2. Note that an isomorphism s in a dg category is a cycle if and only
if the same is true for its inverse. Indeed, for such s one has d(s) = −(−1)|s|s ◦
d(s−1) ◦ s.
Example 3.2.3. If T is a Z-category, the orbit category T Z is generated over
degree 0.
Generation over degree 0 imposes a great deal of structure on the graded category
A. Roughly, generation over degree 0 means that most of A can be recaptured from
its degree 0 subcategory.
Lemma 3.2.4. If A is generated over degree 0, then the automorphism S of A0
extends to a graded automorphism SZ of A with
sY ◦ S
Z(f) = (−1)nf ◦ sX
for f : X → Y homogeneous of degree n. Moreover, if A is a dg category dg
generated over degree 0, the automorphism SZ is a dg automorphism.
Proof. We first remark that any degree 0 morphism f necessarily satisfies S(f) =
s−1Y ◦ f ◦ sX by naturality of s. For a homogeneous degree n morphism f : X → Y ,
define SZ(f) = (−1)ns−1Y ◦ f ◦ sX . The association S
Z is clearly functorial, and
satisfies the condition of the Lemma.
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Suppose now that A is dg, and f : X → Y is homogeneous of degree n. Then
dXY (S
Zf) = (−1)ndXY (s
−1
Y ◦ f ◦ sX) = (−1)
n−1s−1Y ◦ dXY (f) ◦ sX = S
Z(dXY (f))
since s−1Y and sX are cycles and the degree of s
−1
Y is−1. Hence S
Z is a dg functor. 
Lemma 3.2.5. If A is a (differential) graded category (dg) generated over degree
0, then the maps
s∗ : A(X,Y )→ A(X,S
ZY )[1]
f 7→ s−1Y ◦ f
s∗ : A(X,Y )→ A(SZX,Y )[−1]
f 7→ (−1)|f |f ◦ sX
are degree 0 (differential) graded isomorphisms. Moreover, the diagram
A(X,Y )
s∗ //
s∗

SZXY
''❖❖
❖❖❖
❖❖❖
❖❖❖
❖❖❖
❖❖❖
(X,SZY )[1]
s∗[1]

A(SZX,Y )[−1]
s∗[−1]
// A(SZX,SZY )
of (differential) graded spaces and (differential) graded homomorphisms commutes.
Proof. It is clear that s∗ and s
∗ are graded isomorphisms; let us show that they
are compatible with differentials. Indeed, for a homogeneous degree n morphism
f : X → Y one calculates
dX,SY [1](s∗(f)) = −dX,SY (s
−1
Y ◦ f) = sY ◦ dXY (f) = s∗(dXY (f))
dSX,Y [−1](s
∗(f)) = −(−1)ndSX,Y (f ◦ sX) = (−1)
n+1dXY (f) ◦ sX = s
∗(dXY (f))
since d[±1] = −d.
Since SZ(f) = (−1)nsX ◦ f ◦ s
−1
Y , in the following diagram
An(X,Y ) //
 ((◗◗
◗◗◗
◗◗◗
◗◗◗
◗◗
An−1(X,S
ZY )

An+1(S
ZX,Y ) // An(SZX,SZY )
the-top right triangle commutes, while the bottom-left triangle anti-commutes.
After shifting, the map s∗[−1] : A(SZX,Y )[−1] → A(SZX,SZY ) sends a degree
n + 1 morphism g : SZX → Y of T Z to (−1)ng ◦ sX since such g has degree n in
the shifted morphism space A(SZX,Y )[−1]. Therefore the diagram commutes after
shifting gradings, completing the proof. 
Corollary 3.2.6. The morphisms s∗ and s
∗ induce a pair of mutually inverse
natural transformations of respective degrees −1 and 1 between SZ and the identity
functor. 
The above corollary implies that the inclusion functor A0 → A is Z-stable, and
so induces a graded functor (A0)
Z → A.
Proposition 3.2.7. If A is generated over degree 0, the induced functor
(3.1) (A0)
Z ∼−→ A
is an equivalence of graded categories.
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Proof. Recall that the functor (A0)
Z → A is given by the degree 0 maps
(A0)
Z(X,Y )→ A(X,Y )
f 7→ (−1)nsnY ◦ f
for f : X → SnY in A0. By repeated application of Lemma 3.2.5, this map is an
isomorphism, hence the functor is fully faithful. Since both (A0)
Z and A have the
same objects as A0, it is an equivalence. 
When A is a dg category, the equivalence (3.1) induces a differential on the asso-
ciated graded category which we now explicitly describe. The degree 1 isomorphisms
sX : SX → X induce isomorphisms
sn∗ : An(X,Y )
∼
−→ A0(X,S
nY )[n]
for each n ∈ Z. The differential ∂ of (A0)
Z is given by
∂XY : A0(X,S
nY )→ A0(X,S
n−1Y )
f 7→ (−1)nsSn−1Y ◦ dX,SnY (f)
on the space (A0)
Z(X,Y ).
Proposition 3.2.8. The maps ∂XY endow (A0)
Z with the structure of a dg cate-
gory, and the equivalence (A0)
Z ∼−→ A is a dg functor.
Proof. We first verify that the maps ∂XY are differentials. Indeed,
∂2XY = ∂XY (sSn−1Y ◦ dX,SnY f)
= sSn−2Y ◦ dX,Sn−1Y (sSn−1Y ◦ dX,SnY f) = −s
2
Sn−2Y d
2
X,SnY f = 0
since sSn−1Y is a cycle and d
2 = 0.
Next we verify the Leibniz law for ∂. Let f : X → SpY and g : Y → SqZ be
morphisms in A0, and set n = p+ q. Then
∂XZ(g • f) = (−1)
nsSn−1Z ◦ dX,SnZ(S
p(g) ◦ f)
= (−1)nsSn−1Z ◦ dSpY,SnZ(S
p(g)) ◦ f + (−1)nsSn−1Z ◦ S
p(g) ◦ dX,SpY (f)
= (−1)nsSn−1Z ◦ S
p(dY,SqZ(g)) ◦ f + (−1)
nsSn−1Z ◦ S
p(g) ◦ dX,SpY (f)
since S is a dg functor. On the other hand,
∂Y Z(g) • f + (−1)
qg • ∂XY (f)
= (−1)q(sSq−1Z ◦ dY,SqZ(g)) • f + (−1)
ng • (sSp−1Y ◦ dX,SpY (f))
= (−1)qSp(sSq−1Z ◦ dY,SqZ(g)) ◦ f + (−1)
nSp−1(g) ◦ sSp−1Y ◦ dX,SpY (f).
The first summand equals (−1)nsSn−1Z◦dSpY,SnZ(S
p(g)), and the second summand
equals (−1)nsSn−1Z◦S
p(g)◦dX,SpY (f) by Lemma 3.2.4. Hence the Leibniz law holds
and so (A0)
Z is a dg category.
To see that the functor (A0)
Z → A is a dg functor, we need to show that the
diagram
A0(X,S
nY )
sn
∗ //
∂XY

An(X,Y )
dXY

A0(X,S
n−1Y )
sn−1
∗ // An−1(X,Y )
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commutes. One calculates that
(sn−1∗ ◦ ∂XY )(f) = (−1)
ns1−nY ◦ sSn−1Y ◦ dX,SnY (f)
= (−1)nsnY ◦ dX,SnY (f) = dXY (s
n
Y ◦ f) = (dXY ◦ s
n
∗ )(f)
so the equivalence is a dg equivalence. This completes the proof of the proposition.

Proposition 3.2.9. For A as in the previous proposition, the homology H∗A is
generated over degree 0.
Proof. The previous proposition implies that there is an isomorphism of chain com-
plexes
(A0)
Z(X,SnY )
∼
−→ A(X,SnY ).
Inspection at degree 0 gives a commutative diagram
A1(X,S
nY ) //

A0(X,S
nY ) //

A−1(X,S
nY )

A0(X,S
n+1Y ) // A0(X,SnY ) // A0(X,Sn−1Y )
where the vertical maps are isomorphisms and the rows are chain complexes. Ac-
cordingly, (H0A)(X,S
nY ) is isomorphic to the homology of the bottom row, which
is evidently Hn(A0)
Z(X,Y ). Hence there is a chain of graded equivalences
(H0A)
Z ∼−→ H∗((A0)
Z)
∼
−→ H∗A
proving that H∗A is generated over degree 0. 
3.3. Skeleta. Recall that a category is skeletal if all isomorphisms are automor-
phisms. A skeleton of a category C is a skeletal full subcategory sk(C) such that the
inclusion sk(C) →֒ C is essentially surjective, and C is skeletally small if it admits a
small skeleton.
Definition 3.3.1. If T is a Z-category, a skeleton sk(T ) is Z-stable if it is closed
under the action of the automorphism S.
Lemma 3.3.2. Suppose T is a directed skeletally small Z-category. Then T admits
a Z-stable small skeleton sk(T ).
Proof. Choose a skeleton sk(T Z) of the orbit category. Let π−1 sk(T Z) be the full
subcategory of T whose objects X map to objects in sk(T Z) under the functor π,
and define sk(T ) to be the full subcategory of T such that SnX is in π−1 sk(T Z)
for some n ∈ Z. Note the category sk(T ) is manifestly Z-stable; we claim it is in
fact a Z-stable skeleton of T .
Suppose that f : X → Y is an isomorphism in sk(T ). Let p, q ∈ Z so that SpX
and SqY are in π−1 sk(T Z). Then πSpX and πSqY are in sk(T Z), and
σ−qY • f • σ
p
X : πS
pX → πSqY
is an isomorphism in T Z. Hence it is an automorphism, and so SpX = SqY .
Then T (X,Sq−pY ) and T (Sq−pY,X) are both non-zero, as they contain the shift
of idSpX = idSqY . But T (X,Y ) and T (Y,X) are non-zero, containing f and its
inverse respectively. Since T is directed, we must have q − p = 0, so X = Y and f
is an automorphism. 
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The notion of a skeleton is too rigid for the study of Z-categories. Upon passing
to a skeleton of the orbit category T Z one loses the stabilization isomorphisms
σX : SX → X . To retain this structure we introduce the following notion.
Definition 3.3.3. Let γ be a distinguished collection of isomorphisms in C. A
γ-pseudo-skeleton of C is a full subcategory pskγ(C) (or simply psk(C) if γ is un-
derstood) of C in which
(1) all isomorphisms are compositions of automorphisms and isomorphisms in
γ and
(2) the inclusion pskγ(C) →֒ C is essentially surjective.
Examples 3.3.4. (1) If γ is the collection of automorphisms in C, then a γ-
pseudo-skeleton is simply a skeleton.
(2) If γ is the collection of all isomorphisms, then any category equivalent to C
is a γ-pseudo-skeleton.
Lemma 3.3.5. Let T be a Z-category with Z-stable skeleton sk(T ) and let γ be a
stabilization of the functor π : T → T Z. Then
psk(T Z) = π(sk(T ))
is a γ-pseudo-skeleton for T Z. In particular, if T is directed, it admits a γ-pseudo-
skeleton.
Proof. Suppose that f : X → Y is an isomorphism in T Z, with X and Y in sk(T ).
Note that f = σnY • f¯ for some f¯ : X → S
nY in T , namely f¯ = σ−nY • f . Since f
is invertible in T Z, f¯ is invertible in T with inverse f¯−1 = f−1 • σnY , and so is an
automorphism, i.e., SnY = X . Hence f is the composition of an automorphism f¯
of X with σnY , proving the Lemma. 
3.4. Minimal model of the derived category. We now specialize to the case
T = Db(A) of an Abelian category A.
Lemma 3.4.1. If A is an abelian (ordinary, graded, or dg) category, then the
category Cgr(A) (resp. Cdg(A)) is (resp. dg) generated over degree 0.
Proof. Note that it suffices to prove the claim for Cgr(A), since Cdg(A) is a full
subcategory of Cgr(A) closed under suspension. For a graded space X , the identity
map of the underlying ungraded space gives a canonical degree 1 isomorphism
sX : X [1]→ X between graded spaces, and sY ◦ f [1] = (−1)
nf ◦ sX for f : X → Y
a degree n graded map. In particular, if f has degree 0, then sY ◦ f [1] = f ◦ sX ,
so the isomorphisms sX : X [1] → X give a natural equivalence s : [1]
∼
−→ Id0.
Thus Cgr(A) is generated over degree 0. The morphisms sX are cycles in C
dg(A)
completing the proof. 
The subcategory Pdg(A) of projective complexes in Cdg(A) is closed under sus-
pension, and hence is also dg generated over degree 0. Since the bounded derived
category of A is equivalent to H0P
dg(A), the above Lemma combined with Propo-
sition 3.2.9 gives the following:
Corollary 3.4.2. There is a graded equivalence of categories
H∗P
dg(A)
∼
−→ Db(A)Z.

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Thus by Kadeiˇsvili’s Theorem, Db(A)Z admits the structure of a minimal A∞-
category. The orbit category Db(A)Z can be thought of as an A∞-envelope of the
triangulated category Db(A), in the sense that it contains Db(A) as its degree zero
subcategory, and the composition in Db(A) is given by the A∞-composition µ2 of
Db(A)Z.
We wish to construct an explicit model of this A∞-structure by applying the
Homotopy Transfer Theorem, but this requires us to replace the category Pdg(A)
by a small dg category. In order for the resulting A∞-structure to be compatible
with the stabilization σ : [1]
∼
−→ Id, we use σ-pseudo-skeleta.
3.5. Invariant splittings. Suppose A is a small dg category dg generated over
degree 0, and γ a stabilization of the inclusion A0 → A by cycles.
Definition 3.5.1. A collection of homotopy retractions (jXY , qXY , ϕXY ) of the
morphism spaces A(X,Y ) is γ-invariant if in the following diagram of homotopy
retractions
A(X,SY )
(γY )∗ //
qX,SY

ϕX,SY

A(X,Y )
qXY

γ∗X //
ϕXY

A(SX, Y )
qSX,Y

ϕSX,Y

H∗A(X,SY )
[γY ]∗ //
jX,SY
UU
H∗A(X,Y )
[γX ]
∗
//
jXY
UU
H∗A(SX, Y )
jSX,Y
UU
the equalities
qXY ◦ (γY )∗ = [γY ]
∗ ◦ qX,SY
jXY ◦ [γY ]∗ = γ
∗
Y ◦ jX,SY
ϕXY ◦ (γY )∗ = (γY )∗ ◦ ϕX,SY
qSX,Y ◦ (γX)∗ = [γX ]
∗ ◦ qXY
jSX,Y ◦ [γX ]∗ = γ
∗
X ◦ jXY
ϕSX,Y ◦ γ
∗
X = γ
∗
X ◦ ϕXY
(3.2)
hold.
If the degree zero subcategory of A is directed, then by Lemma 3.3.5 it ad-
mits a σ-pseudo-skeleton for the isomorphisms given by the stabilization σ of the
suspension functor.
Lemma 3.5.2. If A0 is directed and skeletally small, then the dg category psk(A)
admits σ-invariant homotopy retractions.
Proof. Since A0 is directed, Lemma 3.3.5 gives a σ-pseudo-skeleton for A. By con-
struction, the objects of pskA are of the form SnX for some X with πX an object
of a fixed small skeleton sk(A). Choose homotopy retractions (jXY , qXY , ϕXY ) for
such X and Y . For arbitrary SpX and SqY , the equations (3.2) uniquely determine
σ-invariant homotopy retractions of each A(X,Y ). 
3.6. Suspension invariance. Let (µn)n≥2 be the minimal A∞-structure on the
pseudo-skeleton of H∗A given by applying the Homotopy Transfer Theorem to the
splittings of Lemma 3.5.2.
Proposition 3.6.1. The A∞-compositions µn are [σ]-invariant in the sense that
[σ]∗ ◦ µn = µn ◦
(
[σ]∗ ⊗ id
⊗(n−1)
)
[σ]∗ ◦ µn = µn ◦
(
id⊗(n−1) ⊗ [σ]∗
)
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and
µn ◦
(
id⊗(k−1) ⊗ ([σ]∗ ⊗ id)⊗ id⊗(n−k−1)
)
= µn ◦
(
id⊗(k−1) ⊗ (id⊗ [σ]∗)⊗ id
⊗(n−k−1)
)
for 0 < k < n.
Proof. Recall that µn is given as a sum of maps µT over PBR n-trees T so it suffices
to show that the maps µT satisfy the formulae of the proposition. The idea of the
proof is simple: The map µT is made by replacing the edges of T by morphisms
which are all σ-equivariant. So, a [σ] term can be freely pushed through the tree
from one leaf to another.
To prove the proposition formally, let νT be the map constructed in Construction
1.5.3 so that µT = q ◦ νT ◦ j
⊗n. Since the splittings (j, q, ϕ) are σ-invariant, it
suffices to show that the νT satisfy formulae analogous to those of the proposition.
We proceed by induction on T .
Note that for the unique PBR 2-tree Y , the map νY is just ordinary composition
in A, which manifestly satisfies the above formulae.
For arbitrary T , we are done by induction except for the following cases:
(1) If the left subtree of T is a leaf we still need to show
[σ]∗ ◦ νT = νT ◦
(
[σ]∗ ⊗ id
⊗(n−1)
)
,
(2) if 0 < k < n and the k-th leaf is on the left subtree of T and the (k + 1)-st
leaf is on the right subtree of T , we still need to show
νT ◦
(
id⊗(k−1) ⊗ ([σ]∗ ⊗ id)⊗ id⊗(n−k−1)
)
= νT ◦
(
id⊗(k−1) ⊗ (id⊗ [σ]∗)⊗ id
⊗(n−k−1)
)
,
(3) and if the right subtree of T is a leaf we still need to show
[σ]∗ ◦ νT = νT ◦
(
id⊗(n−1) ⊗ [σ]∗
)
.
Let us prove the second case; the other two are similar. Recall that the left and
right subtrees T− and T+ of T are the PBR trees obtained from T by deleting a
small neighborhood around the unique vertex adjacent to the root edge of T (cf.
Section 1.5). Since νT = µ◦ (ϕ◦ νT−)⊗ (ϕ◦ νT+), the left-hand side of the equation
is
νT ◦
(
id⊗(k−1)([σ]∗ ⊗ id)⊗ id⊗(n−k−1)
)
= µ ◦ (ϕ ◦ νT−)⊗ (ϕ ◦ νT+) ◦
(
id⊗(k−1) ⊗ [σ]∗ ⊗ id⊗(n−k)
)
= µ ◦
(
ϕ ◦ νT− ◦ (id
⊗(k−1) ⊗ [σ]∗)⊗ (ϕ ◦ νT+ ◦ id
⊗(n−k))
)
= µ ◦
(
ϕ ◦ νT− ◦ (id
⊗(k−1))⊗ ([σ]∗ ◦ ϕ ◦ νT+ ◦ id
⊗(n−k))
)
by induction. Similarly, the right-hand side is equal to
µ ◦
(
ϕ ◦ νT− ◦ (id
⊗(k−1))⊗ (ϕ ◦ [σ]∗ ◦ νT+ ◦ id
⊗(n−k))
)
,
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which equals the left-hand side by σ-equivariance of the homotopy ϕ. This completes
the proof of the proposition. 
3.7. Triangles. The homology H∗P
dg(A) is equivalent to Db(A)Z by Corollary
3.4.2, so µ3 maps triples of morphisms in D
b(A) into Db(A)Z1 . A slight rephrasing
of Lemma 3.7 from [21] to our situation gives the following.
Proposition 3.7.1 ([21] Lemma 3.7). If X
f // Y
g // Z h // X [1] is a non-split
triangle in Db(A) then
µ3(h, g, f) = sX
where sX : X → X [1] is the canonical degree 1 map. 
3.8. Vanishing of higher compositions. Recall that an abelian category A is
hereditary if ExtnA(X,Y ) vanishes for n > 1 and any two objects X and Y . We
say an abelian category is directed if its bounded derived category is directed with
respect to the shift functor.
For hereditary A, every indecomposable object of Db(A) is of the form X [d] for
some d ∈ Z and indecomposable object X of A (cf. e.g., [9]). Thus, if X [p] and Y [q]
are objects of Db(A) with X and Y in A,
Db(A)(X [p], Y [q]) = Extq−pA (X,Y ).
A hereditary category is directed, since the non-vanishing of both ExtnA(X,Y ) and
Ext−nA (Y,X) implies n = 0.
Proposition 3.8.1. If A is a hereditary category with enough projectives, then µn
vanishes for n > 3.
Proof. Consider a sequence
X0
f1 // X1
f2 // · · ·
fn // Xn
of non-zero composeable morphisms in Db(A)Z. By additivity of µn, we may assume
that all Xk are indecomposable. Since A is directed, all the fk are of non-negative
degree, say dk. Then X0 is concentrated in degree d0, X1 is concentrated in degree
d0 + d1, and in general Xk is concentrated in degree d0 + d1 + · · ·+ dk.
Thus, µn(fn, . . . , f1) : X0 → Xn is a degree d1 + · · · + dn + n − 2 morphism,
and so determines a degree 0 morphism X0 → Xn[−(d1 + · · · + dn) − n + 2]. But
X ′0 = X0[−d0] and X
′
n = Xn[−(d0 + · · · + dn)] are in A , and so this morphism
represents class in
Db(A)(X ′0, X
′
n[−n+ 2]) = Ext
n−2
A (X
′
0, X
′
n),
which is 0 whenever n > 3. 
By Lemma 3.5.2, if A is hereditary the orbit category Db(A)Z admits a σ-
invariant A∞-structure. Putting Propositions 3.6.1, 3.7.1, and 3.8.1 together and
specializing to the bounded derived category of a hereditary abelian category A
with enough projectives we get the following.
Theorem 3.8.2. If A is a hereditary abelian category with enough projectives then
the minimal A∞-structure on D
b(A)Z satisfies
(1) the compositions µn are s-equivariant for the maps sX : X → X [1],
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(2) if X
f
−→ Y
g
−→ Z
h
−→ X [1] is a non-split triangle in Db(A) then µ3(h, g, f) =
sX ,
(3) the higher compositions µn vanish for n 6= 2, 3.

4. Acyclic Ginzburg algebras
The covering theory of Section 2 will allow us to compute the minimal model
for the Ginzburg algebra ΓQ using the A∞-structure of D
b(Q)Z as constructed in
Theorem 3.8.2.
4.1. The derived translation algebra. In order to relate the A∞-structure of
ΓQ to D
b(Q)Z, we will need the following algebra.
Definition 4.1.1. The derived translation algebra of Q is the algebra
UQ =
⊕
n≥0
Db(Q)Z(kQ, τ−nkQ)
where the product of f : kQ→ τ−pkQ and g : kQ→ τ−qkQ is given by
f · g = τ−q(f) ◦ g.
The derived translation algebra is naturally bigraded: in addition to grading by
morphism degree, we define the weight of a morphism f : kQ→ τ−nkQ to be n.
The isomorphism kQ = Db(Q)(kQ, kQ) makes kQ a subalgebra of UQ. This
endows the derived translation algebra with the structure of a graded right kQ-
module.
Proposition 4.1.2. Let U totQ denote the (singly) graded kQ-module given by con-
sidering UQ as graded by total degree, and set F = τ
−[1]. Then there is a graded
isomorphism of kQ-modules
U totQ
∼=
⊕
n≥0
Fn(kQ)
where the right-hand side is graded by the usual degree of chain complexes. Moreover,
under this isomorphism the submodule Fn(kQ) maps to the weight n component of
U totQ .
Proof. Denote by Pi the indecomposable projective kQ-module corresponding to
the vertex i. Since
Db(Q)Z(kQ, τ−nkQ) =
⊕
i∈Q0
Db(Q)Z(kQ, τ−nPi)
it suffices to compute the graded kQ-module structure of Db(Q)Z(kQ, τ−nPi).
Since kQ is hereditary, there are integers n0 and d such that τ
−nPi is quasi-
isomorphic to τ−n0Pi[d] with τ
−n0Pi concentrated in degree 0. (If Q is not Dynkin,
then n0 = n and d = 0.) Hence D
b(Q)Z(kQ, τ−nPi) is concentrated in degree −d.
Moreover there are isomorphisms
Db(Q)Z−d(kQ, τ
−nPi) = D
b(Q)(kQ, τ−nPi[−d]) = D
b(Q)(kQ, τ−n0Pi) = τ
−n0Pi.
But the complex Db(Q)Z−d(kQ, τ
−nPi) lives in degree −d, so D
b(Q)Z(kQ, τ−nPi)
is isomorphic to τ−n0Pi[d] = τ
−nPi. Therefore the summand D
b(Q)Z(kQ, τ−nPi)
lies in total degree n−d, and so Db(Q)Z(kQ, τ−nPi) = F
nPi as graded modules. 
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Remark 4.1.3. The proof of Proposition 4.1.2 actually shows that UQ is a pre-
projective algebra for Db(Q) in the sense that it is a graded algebra containing kQ
as a subalgebra, and it splits as a direct sum into all indecomposable preprojective
objects in the derived category Db(Q). If Q is not Dynkin then every preprojective
object of Db(Q) is in fact a preprojective module (i.e., concentrated in degree 0).
By Corollary 3.4.2 the algebra UQ is the homology of the dg algebra⊕
n≥0
Pdg(Q)(kQ, τ−nkQ)
and hence is naturally a minimal A∞-algebra by Kadeiˇsvili’s Theorem. (Here we
really mean the quasi-isomorphic algebra obtained by replacing each τ−nkQ by a
chosen projective resolution.)
The identity morphisms idX : X → X give rise to canonical degree 1 maps σX :
X [1] → X in Pdg(Q) and hence give a degree 1 natural equivalence σ : [1]
∼
−→ Id.
Denote by sX the image of the degree −1 map σ
−1
X : X → X [1] in UQ.
Proposition 4.1.4. The A∞-algebra UQ has the following properties:
(1) the compositions µn are sX-invariant,
(2) if f , g, and h are homogeneous of degree 0 and form a non-split distin-
guished triangle in Db(Q) then µ3(h, g, f) = sX ,
(3) µn = 0 for n 6= 2, 3.
Proof. Consider the full subcategory p(Q) of Pdg(Q) whose objects are given by
choosing a fixed projective resolution for each of the objects τ−nPi with n ≥ 0. It is
a small dg category. Since the homology H∗p(Q) is a full subcategory of D
b(Q)Z, its
A∞-structure satisfies the properties of the proposition by Theorem 3.8.2. Clearly
the associated algebra k[p(Q)] is dg isomorphic to
⊕
n≥0 P
dg(Q)(kQ, τ−nkQ) and
hence its homology is A∞-isomorphic to UQ. The proposition follows by applying
Lemma 2.3.1. 
4.2. Acyclic Ginzburg Algebras. Recall that the Ginzburg algebra can be en-
dowed with a bigrading such that the arrows α, α∗ and ti have bidegrees (0, 0), (1, 0)
and (1, 1) respectively. We call the first and second components of the bidegree of
a homogeneous element γ the weight and degree of γ respectively, and denote the
weight of γ by wt(γ) and total degree by |γ|.
We will view the Ginzburg algebra as graded by degree (not total degree), where
each degree homogeneous component is itself graded by weight. That is,
(4.1) ΓQ =
⊕
n≥0
(ΓQ)∗,n
with (ΓQ)∗,n =
⊕
k≥0(ΓQ)k,n and Γk,n is the subspace spanned by the paths in Q̂
of weight k and degree n.
The differential of ΓQ has bidegree (0,−1) so the grading (4.1) descends to a
grading in homology
H∗ΓQ =
⊕
n≥0
H∗,nΓQ
where H∗,nΓQ is the subspace of degree n homology classes. It is itself graded by
weight. Note that with this bigrading
H∗,0ΓQ = kQ/(ρi : i ∈ Q0) = ΛQ
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so the homology H∗ΓQ contains the preprojective algebra in degree 0 (cf. Section
5).
We now turn to our main technical result:
Theorem 4.2.1. For acyclic Q, there is a bigraded quasi-isomorphism
ΓQ →
⊕
n≥0
Pdg(Q)(kQ, τ−nkQ)
inducing a bigraded k-algebra isomorphism H∗ΓQ
∼
−→ UQ. In particular, the A∞-
structure on H∗ΓQ arising from Kadeiˇsvili’s Theorem is A∞-quasi-isomorphic to
the A∞-structure on UQ arising from Proposition 4.1.4.
Modulo the proof of Theorem 4.2.1, we can compute the minimal model of ΓQ
for Q a non-Dynkin quiver.
Corollary 4.2.2 (See [15] Section 4.2). If Q is a non-Dynkin quiver, then the
homology H∗ΓQ is isomorphic to the preprojective algebra ΛQ of Q, and ΓQ is a
formal A∞-algebra.
Proof. By Theorem 4.2.1 the homology
H∗ΓQ ∼= UQ =
⊕
n≥0
Db(Q)Z(kQ, τ−nkQ).
Since Q is not Dynkin, τ−nkQ is quasi-isomorphic to a complex concentrated in
degree 0, so
Db(Q)Z(kQ, τ−nkQ) = Db(Q)(kQ, τ−nkQ) ∼= τ−nkQ
as kQ-modules. Thus, H∗ΓQ is concentrated in degree 0 and hence is isomorphic
to ΛQ as a graded algebra.
The A∞-structure maps µn have degree n − 2, and hence are zero for n 6= 2,
taking image in the 0 vector space. 
4.3. Proof of Theorem 4.2.1. Denote by G = CQ̂ the dg path category of Q̂.
The idea of the proof is to construct a Galois dg Z-cover G˜ of G and a dg func-
tor R : G˜ → Pdg(Q) inducing a quasi-isomorphism between k[G˜S ] ∼= ΓQ and⊕
n≥0 P
dg(Q)(kQ, τ−nkQ), where S is a section of the covering. The cover G˜ is
closely related to the mesh category of Q whose construction we now recall.
Definition 4.3.1. The repetitive quiver of an acyclic quiver Q is the bigraded
quiver Q× Z with vertex set Q0 × Z and two families of arrows:
(1) For each α : i→ j in Q and n ∈ Z there is an arrow (α, n) : (i, n)→ (j, n)
of bidegree (0, 0),
(2) and for each α : i → j in Q and n ∈ Z there is an arrow (α∗, n) : (j, n) →
(i, n+ 1) of bidegree (1, 0).
The first component of the bidegree will be referred to as the weight and we
denote the weight of an arrow γ by wt(γ). The second component of the bidegree
at the moment carries no additional information. In the sequel, we will construct
honest bigraded quivers obtained from Q×Z by adjoining extra arrows. We denote
the total degree of an arrow γ by |γ|; at the moment |γ| = wt(γ
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The repetitive quiver has an (orientation preserving) automorphism τ defined
by
τ(i, n) = (i, n+ 1) and τ(α, n) = (α, n+ 1)
and an automorphism σ of the arrow set uniquely determined by the property
that σγ : τy → x for an arrow γ : x → y. The automorphism τ is a bigraded
automorphism of Q× Z, while σ satisfies the identity |σγ|+ |γ| = 1.
Let IQ be the ideal of the path category CQ×Z generated by the mesh relators
ρx =
∑
f :y→x
(−1)|f |f ◦ (σf)
for x ∈ Q0 × Z. The mesh category of Q is the quotient category
HQ = CQ×Z/IQ.
Theorem (Happel [9]). There is a fully faithful functor
h : HQ →֒ indD
b(Q)
where indDb(Q) is the full subcategory of Db(Q) obtained by choosing representa-
tives from each isomorphism class of indecomposable objects. For every object x,
the sequence
h(τx) //
⊕
f :y→x h(y)
// h(x) // h(τx)[1]
is a triangle. Moreover, h is an equivalence of categories if and only if Q is Dynkin,
and in general, the image of h is the transjective component of Db(Q), i.e., those
objects X such that τnX is projective for some n ∈ Z.
Up to isomorphism, the functor h can be described explicitly by introducing
coordinate functions on the objects of Q × Z. Denote by q : Q0 × Z → Q0 and
ℓ : Q0 × Z → Z the projections onto the first and second coordinates respectively.
With this notation, the functor h : HQ → D
b(Q) sends an object x to τ ℓ(x)Pq(x).
We are now ready to construct the covering category G˜. Let Q̂×Z be the quiver
obtained from the repetitive quiver Q × Z by adjoining arrows (ti, n) : (i, n) →
(i, n + 1) of bidegree (1, 1). The automorphism τ of Q × Z extends to Q̂ × Z by
setting τ(ti, n) = (ti, n+ 1). There is a unique degree 1 arrow tx : x→ τx for each
vertex x of Q̂×Z. The quiver Q̂×Z is a dg quiver with differential determined by
dγ = 0 for γ : x→ y in Q× Z
dtx = ρx =
∑
γ:x→y
in Q×Z
(−1)|γ|γ · (σγ) for tx : x→ τx
and the automorphism τ is a dg automorphism. Thus the path category G˜ = CQ̂×Z
is dg category, and τ endows G˜ with the structure of a dg Z-category.
There is an evident dg quiver homomorphism q : Q̂ × Z → Q̂ by given by
projection onto the first coordinate. It is a Z-Galois covering of quivers, and hence
induces a dg Galois Z-covering functor q : G˜ → G. The section S of q given by the
objects (i, 0) of G˜ for i ∈ Q0 induces an isomorphism
G˜S
∼
−→ G
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by Proposition 2.5.3. In the path category G˜, one has G˜(x, y) = 0 if ℓ(x) > ℓ(y),
and so
(4.2) k[G˜S ] =
⊕
x,y∈S
n≥0
G˜(x, τ−ny).
The inclusion of quivers Q →֒ Q̂ × Z given by i 7→ (i, 0) induces a functor
ι : CQ → G˜. For an object x of G˜
R(x) = G˜(−, x) ◦ ι : CQ → C
dg(k)
is a dg CQ-module. This in turn defines a dg functor
R : G˜ → Cdg(Q)
x 7→ R(x)
into the category of dg CQ-modules. More concretely, for a vertex j ∈ Q0, one
has R(x)(j) = G˜((j, 0), x), which is bigraded and equipped with a degree (0,−1)
endomorphism d. We think of R(x)(j) as a chain complex of graded vector spaces,
where the internal degree is given by weight. Hence, the shift functor [1] is taken
with respect to the external grading only, and a homogeneous morphism f skew-
commutes with differentials in the sense that d ◦ f = (−1)|f |f ◦ d.
Denote by G˜− the full subcategory of G˜ consisting of objects x = (i, n) with
n ≤ 0.
Proposition 4.3.2. Let x = (i, n) be an object of G˜−. The complex R(x) is a
projective resolution of τnPi, and so in particular the image of R lies in P
dg(Q).
Proof. Let {f : x→ y} be the set of irreducible degree 0 morphisms mapping to x.
We first claim that R(x) is isomorphic to the mapping cone of the morphism
ϕ : R(τx)→
⊕
f :y→x
R(y)
given by ϕ(s) =
∑
f :y→x(σf) ◦ s.
With our grading conventions, the mapping cone of ϕ is equipped with the
differential
dCone =
(
−(−1)|σf |d
ϕ d
)
on the R(τx)[1]⊕R(y) component. Here, the shift is taken with respect to degree.
We claim that
ψ : Cone(ϕ) = R(τx)[1]⊕
⊕
f :y→x
R(y)→ R(x)
(s, g) 7→ tx ◦ s+
∑
f :y→x
f ◦ g
is a chain isomorphism. Note it is an isomorphism of underlying graded spaces
since any morphism with target x factors through some y or τx. So, we only need
to verify that its components are chain maps.
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On the one hand,
(ψ ◦ dCone)(s, g) = Φ(−(−1)
|σf |ds,
∑
f :y→x
(σf) ◦ g + dg)
= −(−1)|σf |tx ◦ ds+
∑
f :y→x
(f ◦ (σf) ◦ s+ f ◦ dg)
= (−1)|f |tx ◦ ds+
∑
f :y→x
f ◦ (σf) ◦ s+
∑
f :y→x
f ◦ dg
Since |f |+ |σf | = 1. On the other hand
(d ◦ ψ)(s, g) = d(tx ◦ s+
∑
f :y→x
f ◦ g)
= dtx ◦ s+ tx ◦ ds+
∑
f :y→x
(−1)|f |f ◦ dg
=
∑
f :y→x
(−1)|f |f ◦ (σf) ◦ s+ tx ◦ ds+
∑
f :y→x
(−1)|f |f ◦ dg
and so dCone◦ψ = (−1)
|f |ψ◦d. Hence ψ is a graded chain map since it’s restriction
to each R(y) has degree |f |.
Let Lj(x) denote the length of any degree 0 morphism (j, 0) → x in G˜, and
L(x) = min {Lj(x) : j ∈ Q0}. We proceed by induction on L(x). Note L(x) = 0
implies n = 0. Thus for any vertex j ∈ Q0
R(x)(j) = G˜((j, 0), (i, 0)) = CQ(j, i) = Pi(j)
and so R(x) = Pi is a projective resolution of Pi.
Suppose now that L(x) > 0. Since L(y), L(τx) < L(x) we may assume by induc-
tion that R(y) and R(τx) are projective complexes quasi-isomorphic to τ ℓ(y)Pq(y)
and τn+1Pi respectively. But R(x) is quasi-isomorphic Cone(ϕ) which is an acyclic
projective complex. Moreover, R(x) is quasi-isomorphic to the cokernel of
τn+1Pi →
⊕
f :y→x
τ ℓ(y)Pq(y)
and so R(x) is a projective resolution of τnPi. 
As a corollary we get that the complexes R(τ−x) and τ−R(x) are quasi-iso-
morphic for x in G˜−. Using this fact and the presentation of the sectional algebra
from (4.2), we get that the functor R induces a dg algebra homomorphism
(4.3) k[G˜S ]→
⊕
x,y∈S
n≥0
Pdg(Q)(R(x), τ−nR(y))
where the algebra on the right hand side is quasi-isomorphic to the derived trans-
lation algebra UQ.
The following Lemma originally appeared in [11]. We record the proof with slight
modification to incorporate dg structures.
Lemma 4.3.3. Let x be an object of G˜ and {f : y → x} the set of irreducible
degree 0 morphisms mapping to x. Then there is a short exact sequence of functors
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of graded chain complexes
0 //
⊕
f :y→x G˜(−, y)
ϕ // G˜(−, x) δ // G˜(−, τx)[1] // 0
where [1] denotes shift with respect to the external (i.e. chain) grading.
Proof. The map ϕ is defined on the component G˜(z, y) by ϕ(g) = f ◦ g. It is a
graded chain map since d ◦ ϕ = (−1)|ϕ|ϕ ◦ d.
Any morphism h : z → x can be uniquely decomposed as
(4.4) h = tx ◦ s+
∑
f :y→x
f ◦ g
for s : z → τx and g : z → y. (Recall that the morphisms in G˜ go in the opposite
direction of the arrows in Q̂ × Z.) Define δ(h) = s, which is again a graded chain
map:
dh = tx ◦ ds+
∑
f :y→x
f ◦
(
σf ◦ s+ (−1)|f |dg
)
and so δ(dh) = ds = dδ(h). In other words, δ ◦ d = (−1)|δ|d[1] ◦ δ.
The uniqueness of the decomposition (4.4) implies that the sequence is exact. 
We now show that the homomorphism (4.3) induces an isomorphism in homology,
completing the proof of Theorem 4.2.1.
Proposition 4.3.4. The bigraded functor
H∗R : H∗G˜
− → H∗P
dg(Q)
induced in homology is fully faithful.
Proof. Let x, y be objects in G˜− and define L(x, y) to be the minimal length among
degree 0 morphisms x→ y in G˜. We show that the (weight) graded map
HnRxy : HnG˜(x, y)→ D
b(Q)Zn(R(x), R(y))
is an isomorphism for every n by induction on n and L(x, y).
For n = 0, one has H0G˜(x, y) = HQ(x, y) and
Db(Q)Z(R(x), R(y)) = Db(Q)(R(x), R(y)).
By Proposition 4.3.2, R(x) and R(y) are quasi-isomorphic to h(x) and h(y) respec-
tively, where h : HQ → D
b(Q) is Happel’s functor (cf. Theorem 4.3). If L(x, y) = 1,
then there is exactly one morphism x → y in G˜, and moreover this morphism has
weight 0. Thus the complexes H∗G˜(x, y) and D
b(Q)Z(R(x), R(y)) are concentrated
in degree 0, and hence isomorphic by Happel’s Theorem.
Suppose now that L(x, y) > 1, and consider the degree 0 irreducible morphisms
f : z → y. Note L(x, τy), L(x, z) < L(x, y) since every degree 0 morphism x → y
in G˜ factors through τy or some such z. By Lemma 4.3.3 there is a short exact
sequence
0 //
⊕
f :z→y G˜(x, z)
// G˜(x, y) // G˜(x, τy)[1] // 0
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of complexes of graded spaces. It induces a long exact sequence in homology and
so there is a commutative diagram
HnG˜(x, τy) //

⊕
HnG˜(x, z) //

HnG˜(x, y) //

Hn−1G˜(x, τy) //

⊕
Hn−1G˜(x, z)

DZn(Rx, τRy)
//⊕DZn(Rx,Rz) // DZn(Rx,Ry) // DZn−1(Rx, τRy) //
⊕
DZ
n−1
(Rx,Rz)
where the direct sums are taken over all degree 0 irreducible morphisms f : z → y.
The first, second, fourth, and fifth vertical maps are isomorphisms by induction, and
so by the Five Lemma HnG˜(x, y)→ D
b(Q)Z(R(x), R(y)) is an isomorphism. 
5. The Dynkin case
We now specialize to Dynkin quivers. Somewhat surprisingly, ΓQ has a richer
A∞-structure in this setting.
5.1. The twisted polynomial algebra. Let K be a bialgebra with comultiplica-
tion ∆ and suppose A is a (left) K-module algebra. That is, A is equipped with an
associative product µ : A⊗A→ A and a left K-action satisfying
xµ(a, b) =
∑
µ(x(1)a, x(2)b)
for all a, b ∈ A and x ∈ K. Here we use the Sweedler notation ∆(x) =
∑
x(1)⊗x(2).
The smash product is the algebra A♯K whose underlying k-vector space is A ⊗K
with multiplication given by
(5.1) (a⊗ x) · (b ⊗ y) =
∑
(a · x(1)b)⊗ x(2)y
for a, b ∈ A and x, y ∈ K. One readily checks that this defines an associative
multiplication making A♯K into an associative k-algebra.
If x is a group-like element of K in the sense that ∆(x) = x⊗x, then the product
(5.1) simplifies to a(xb)⊗ xy.
Definition 5.1.1. The polynomial ring k[t] is a bialgebra having t as a group-
like element for the comultiplication. If A is an ordinary algebra and ϕ an algebra
endomorphism of A, then A is a module over the bialgebra k[t], where t acts by ϕ.
We call the smash product A♯k[t] the ϕ-twisted polynomial algebra and denote it
by Aϕ[t].
Using a standard filtration argument, one obtains the following alternative de-
scription of the algebra Aϕ[t].
Lemma 5.1.2. Let A be a k-algebra with automorphism ϕ. Let A[t] denote the
vector space of polynomials with (left) coefficients in A, and let R be the ideal of
the tensor algebra T (A[t]) generated by the tensors
atp ⊗ btq − aϕp(b)tp+q
for a, b ∈ A. Then there is an isomorphism
T (A[t])/R
∼
−→ Aϕ[t]
of k-algebras. 
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Suppose that A = kQ/I is a bound path algebra and ϕ is an endomorphism of A
induced by an automorphism of Q that preserves the ideal I. We want to describe
the twisted polynomial algebra Aϕ[t] as a bound path algebra.
Definition 5.1.3. Define a quiver Ω by adjoining to Q an arrow ui : ϕ(i)→ i for
each vertex i ∈ Q0. Let J be the ideal of kΩ generated by I and the elements
ωα = uiα− ϕ(α)uj
for arrows α : i→ j in Q.
Proposition 5.1.4. The twisted polynomial algebra (kQ/I)ϕ[t] is isomorphic to
kΩ/J .
Proof. We first prove in the case A = kQ, i.e. I = 0. Let θ : kΩ → Aϕ[t] be the
k-algebra homomorphism determined by θ(ui) = tei and the requirement that the
restriction of θ to kQ ⊂ kΩ is the identity. The relator ωα maps to
teiα− ϕ(α)tej = tα− tα = 0
under θ. Hence J ⊂ ker θ, and so there is an induced algebra homomorphism θ¯ :
kΩ/J → Aϕ[t]. We now provide an inverse to θ¯.
Let R be the ideal of T (A[t]) as in Lemma 5.1.2 so that Aϕ[t] ∼= T (A[t])/R. The
map A[t]→ kΩ evaluating a polynomial at u determines a k-algebra homomorphism
ψ : T (A[t])→ kΩ. The homomorphism ψ sends a generator αtp⊗βtq −αϕp(β)tp+q
of R to
αupβuq − αϕp(β)up+q
which lies in J by induction on p. Hence, ψ descends to a homomorphism ψ¯ :
T (A[t])/R→ kΩ/J , which is readily checked to be inverse to θ¯.
Now suppose that A = kQ/I with I possibly non-zero. We note that Aϕ[t] ∼=
kQϕ[t]/I[t] where I[t] is the ideal of kQϕ[t] generated by polynomials with coeffi-
cients in I. The homomorphism kQϕ[t]→ kΩ/(ωα : α ∈ Q1) sends the ideal I[t] to
J/(ωα), and so there are isomorphisms
Aϕ[t] ∼=
kΩ/(ωα)
J/(ωα)
∼= kΩ/J.

5.2. Preprojective algebras. Of particular interest to us will be a twisted poly-
nomial algebra with coefficients in the preprojective algebra of a Dynkin quiver Q,
whose construction we now recall. Denote by Q the degree 0 subquiver of Q̂. The
preprojective algebra is the graded algebra
ΛQ = kQ/(ρi : i ∈ Q0)
where ρi are as in Section 4.2. Evidently ΛQ = H∗,0ΓQ, which we can think of as
determining a bigrading on ΛQ.
There is an isomorphism
(5.2) ΛQ
∼
−→
⊕
n≥0
HomkQ(kQ, τ
−nkQ)
given by sending an arrow α : i→ j of Q to an irreducible morphism Pj → Pi (resp.
Pj → τ
−Pi) if α ∈ Q1 (resp. α
∗ ∈ Q1). The product on the right-hand side of is
defined analogously to that of UQ. The Nakayama functor ν(−) = DHomkQ(−, kQ)
and its inverse determine an involution ν of ΛQ under the isomorphism (5.2).
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From Proposition 5.1.4 the twisted polynomial algebra ΛνQ[u] is isomorphic to
the bound path algebra kΩ/J where Ω is the quiver obtained from Q by adding
arrows ui : ν(i) → i and J = (ωα, ρi : α ∈ Q1, i ∈ Q0). The involution ν naturally
extends to kΩ by defining ν(ui) = uν(i). It satisfies ν(ωα) = ων(α) and so descends
to an involution of kΩ/J .
Example 5.2.1. Consider the preprojective algebra of type A3, with quiver
3
β
((
2
α
((
β∗
hh 1
α∗
hh
and relators ρ1 = −αα
∗, ρ2 = αα
∗ − β∗β, and ρ3 = ββ
∗. The involution ν sends
ν(e1) = e3, ν(e2) = e2, and ν(α) = β
∗; the rest of the action of ν is determined by
the fact that it commutes with (−)∗ and the involution property.
Thus, the quiver Ω and generators of J are given by
3
β
((
u1

2
α
((
β∗
hh
u2
1
α∗
hh
u3
SS
ωα = u2α− β
∗u1 ωβ = u3β − α
∗u2
ωα∗ = u1α
∗ − βu2 ωβ∗ = u2β
∗ − αu3
ρ1 = −αα
∗ ρ2 = αα
∗ − β∗β ρ3 = ββ
∗.
We now extend the bigrading of Q →֒ Q̂ to a bigrading of Ω in the a priori bizarre
manner as follows: Define a function N : Q0 → N determined by the condition
τ−N(i)Pν(i) = Pi[1]
where Pi is the indecomposable projective kQ-module corresponding to the vertex
i. The bidegree of the arrow ui is defined to be (N(i), 1).
Lemma 5.2.2. The relators ωα are homogeneous with respect to this bigrading,
and so the bigrading of kΩ descends to Λν [u] = kΩ/J .
Proof. It is clear that ωα is homogeneous with respect to degree so it suffices to show
that N(i)+wt(α) = N(j)+wt(ν(α)). We will show N(i)−N(j) = wt(ν(α))−wt(α)
by a case-by-case analysis of the weights of α and ν(α). If wt(α) = 0 and ν(α) = 1
the arrows α : i→ j and ν(α)∗ : ν(j)→ ν(i) are in Q, and so there are irreducible
morphisms
Pj → Pi and Pν(i) → Pν(j)
in mod -kQ. Hence in the Auslander-Reiten quiver of Db(Q) there is a subquiver of
the form

Pν(j)

Pj [1]
❄
❄❄
❄❄
❄❄
❄❄
· · ·
Pν(i)
==④④④④④④④④④④
CC
Pi[1]
CC
so N(i)−N(j) = 1 = wt(ν(α))−wt(α). The other three cases for the weights of α
and ν(α) are similar. 
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5.3. The minimal model in Dynkin type. We are now ready to prove the main
theorem computing the minimal model of ΓQ in Dynkin type.
Theorem 5.3.1. Suppose Q is Dynkin. Then there is a bigraded k-algebra isomor-
phism
ΛνQ[u]
∼
−→ UQ
sending ui to si : Pi → Pi[1].
Combining with Theorems 4.2.1 and 3.8.2 we get the following Corollary:
Corollary 5.3.2. If Q is Dynkin, the twisted polynomial algebra ΛνQ[u] admits a
minimal A∞-structure so that:
(1) the maps µn are u-equivariant,
(2) ΛνQ[u] is generated as an A∞-algebra by Λ,
(3) µn = 0 for n 6= 2, 3.
Moreover, ΛνQ[u] with this A∞-structure is a minimal model for the Ginzburg algebra
ΓQ.
The strategy to prove the Theorem is analogous to that used to prove Theorem
4.2.1. We construct a Galois Z-cover O˜ of the path category O := CΩ/J of Λ
ν [u] =
kΩ/J and a functor E : O˜ → Db(Q)Z inducing an isomorphism between k[O˜S ] ∼=
ΛνQ[u] and UQ for some section S of the covering.
Let Ω˜ = Ω×Z be obtained from the repetitive quiver Q×Z by adjoining arrows
(ui, n) : (ν(i), n − N(i)) → (i, n) of bidegree (N(i), 1). The automorphism ν of Ω
lifts to Ω˜ by setting
ν(i, n) = (ν(i), n−N(i)) and ν(γ, n) = (ν(γ), n−N(sγ))
for γ an arrow of Ω. Note that for every x there is a unique degree 1 morphism
ux : x → ν(x) in the path category C˜Ω := CΩ˜ provided by the arrow (ui, n) :
ν(i, n)→ (i, n).
The automorphism τ of Q × Z extends to Ω˜ in the evident manner, and com-
mutes with the automorphism ν. This defines a ν-equivariant Z-action on the path
category C˜Ω. There is an evident covering morphism q : Ω˜→ Ω given by projection
onto the first factor which induces a ν-equivariant Galois Z-covering q : C˜Ω → CΩ.
The section S of q given by the objects (i, 0) for i ∈ Q0 induces a ν-equivariant
isomorphism
C˜SΩ
∼
−→ CΩ.
Let J˜ be the ideal of the category C˜Ω generated by the morphisms
ρx =
∑
f :y→x
in Q×Z
(−1)|f |f ◦ (σf) and ωf = uy ◦ f − ν(f) ◦ ux
for objects x and degree 0 irreducible morphisms f : x→ y, and set O˜ = C˜Ω/J˜ .
The ideal J˜ is preserved by the automorphisms τ and ν, and the restriction of
the coving q : C˜Ω → CΩ to J˜ is a covering of the ideal J of CΩ. Thus by Lemma 2.6.2
there is an induced Galois Z-covering O˜ → O, and hence an algebra isomorphism
k[O˜S ]
∼
−→ k[O]
by Proposition 2.5.3.
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The inclusion of quivers Q →֒ Ω˜ induces an embedding of path categories ι :
CQ → O˜. For an object x of O˜, there is a contravariant functor
E(x) = O˜(−, x) ◦ ι : CQ → C
gr(k)
which we think of as a bigraded kQ-module. This in turn defines a functor
E : O˜ → Db(Q)Z
x 7→ E(x)
with image in the augmented derived category, since O˜ has morphisms of non-zero
degree. Denote by C˜−Ω and O˜
− the full subcategories of C˜Ω and O˜ whose objects
x = (i, n) have n ≤ 0. The functor ν preserves both C˜−Ω and O˜
−, but it’s inverse
does not.
Lemma 5.3.3. Suppose x is an object of O˜−. Composition with ux induces an
isomorphism of graded functors
O˜−(−, x)[1]
∼
−→ O˜−(−, ν(x))
where shift is taken with respect to degree. Hence, the kQ-modules E(ν(x)) and
E(x)[1] are isomorphic.
Proof. Composition with ux induces a natural transformation
C˜Ω(−, x)[1]→ C˜Ω(−, ν(x))
which when restricted to C˜−Ω sends the subfunctor J˜ (−, x)[1] surjectively onto
J˜ (−, ν(x)). Hence it induces a natural transformation of the Lemma.
For any z in O˜− the restriction O˜−0 (z, x)→ O˜
−
1 (z, ν(x)) is an isomorphism: any
degree 1 morphism z → ν(x) factors through a single uy : y → ν(y) modulo I˜ and
so uniquely factors through ux : x → ν(x) modulo J˜ . The proof is completed by
induction on degree. 
The mesh category HQ is manifestly a ν-invariant subcategory of O˜ whose mor-
phisms are the degree 0 morphisms of O˜. Denote by H−Q the corresponding subcat-
egory of O˜−.
Lemma 5.3.4. The restriction of E to H−Q is naturally equivalent to Happel’s
functor h.
Proof. The full subcategory of H−Q whose objects are the x = (i, n) with 0 ≥
n > −N(ν(i)) is equivalent to mod -kQ where the restriction of h is equivalent to
HQ(−, x) ◦ ι for ι : CQ → HQ the embedding induced by Q →֒ Q× Z. For such x
HQ(−, x) = O˜(−, x)
since the morphisms of the form ux map to objects y = (j,m) with m ≤ −N(ν(j)).
Given arbitrary x = (n, i) in H−Q one has ν(x) = (ν(i), n−N(i)), and so
h(ν(x)) = τn−N(i)Pν(i) = τ
nPi[1] = h(x)[1].
Thus the Proposition holds by the previous Lemma and induction. 
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The functors τ and E commute up to isomorphism, and hence E induces a
bigraded k-algebra homomorphism
(5.3) k[O˜S ]→
⊕
x,y∈S
n≥0
Db(Q)Z(E(x), τ−nE(y)) = UQ.
Proposition 5.3.5. The functor E : O˜− → Db(Q)Z is fully faithful, and so (5.3)
is an isomorphism.
Proof. Recall that the morphisms in Db(Q)Z are generated by the morphisms in
Db(Q) together with the degree 1 suspension morphisms sX : X → X [1]. By
Proposition 5.3.4, the induced map Exy maps onto D
b(Q). Moreover,E(ux) = sE(x)
and so E is full.
Suppose now that f : E(x)→ E(y) is a homogeneous morphism inDb(Q)Z. It can
be uniquely written as f = g ◦ snX for some degree 0 morphism g : X [n]→ Y . Thus,
there is a unique g′ mapping to g under Happel’s functor h, which is equivalent to
E on degree 0 morphisms. Thus g′ ◦ unx is the unique morphism of O˜
− mapping to
f under Exy. 
Example 5.3.6. We illustrate how the results of this paper can be used to com-
pute the higher multiplications of ΛνQ[u] in the example where Q is the quiver
3
β // 2
α // 1 . Let us show that µ3(βα, α∗, α) = e3ue1. Similar calculations
show that µ3(α, α
∗β∗, β) = e2ue2 and µ3(α
∗, α, α∗β∗) = e1ue3.
The category Db(Q) has irreducible morphisms
f : P1 → P2 g : P2 → P3 f
∗ : P2 → S2 g
∗ : P3 → I2
and all other irreducible morphisms are τ− translates of these. Denote by ϕ : ΛQ
∼
−→
UQ the isomorphism of Theorem 4.2.1. It sends α, β, α
∗ and β∗ to f , g, f∗ and g∗
respectively.
By Theorem 5.3.1 we have
ϕ(µ3(βα, α
∗, α)) = µ3(ϕ(βα), ϕ(α
∗), ϕ(α)) = µ3(g ◦ f, f
∗, f)
which we claim equals the morphism s1 : P1 → P1[1] = τ
−P3. Indeed, in terms of
Db(Q) the right hand side is µ3 applied to the non-split triangle
P1
f // P2
f∗ // τ−P1
τ−(g◦f)// τ−P3
and hence equals s1 by Theorem 3.8.2. Since s1 : P1 → τ
−P3 it follows that
ϕ−1(s1) = e3ue1 and so µ3(βα, α
∗, α) = e3ue1.
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