Gaussian-type quadrature formulae are derived for a rectangular region of two or three dimensions.
Sets of points selected
The integrand J\x { , . . ., x N ) will be evaluated at the following sets of abscissae: In each case the non-zero abscissae are fully permuted with respect to the N coordinates. The sums of the function values at these sets of points will be denoted by By symmetry no term involving odd powers of any variable can contribute to the approximation. Approximations using the first three sets are given in Miller (1960) with all error terms of order h 6 .
The case N = 2
Here the summation in (1.2) must give the integral exactly for / == 1, x 2 , x\, x\x\, x\, x\x\, leaving terms of the eighth and higher degree in the Taylor expansion for general/incompletely allowed for. Terms x\, x\, x\, x\ x\ are allowed for by symmetry. In order to yield enough equations (3.1)-(3.6) below, two sets B{\\) and B(\ 2 ) are used. By applying (1.2) to each of the six polynomials cited in turn, it follows from (3.7)
The leading error term, obtained in using (3.7) in (1.2), may be found by considering/= x*, x\x\, x\x\. Usi ng S 8 to denote ^ + ^ and S 6 , 2 for t he partial derivatives being evaluated at the origin, the error may be written as 4,536,000 ' 189,000
It may be noted that the expected additional error term involving S 4r4 happens to be zero.
The case N = 3
For N> 3, seven conditions must be satisfied. Again, by setting/equal to the appropriate polynomials, the relation For a given value of N > 3 the last three equations may be solved for bX 6 , cyfi and dv 6 , in which they are linear.
If we then write, say, p = -p, q = -5 and r = -j , equations (4.2), (4.3) and (4.4) may be written as
These last three equations may be solved to give, in general, two sets of solutions for p, q and r, and hence the original equations (4.1)-(4.7) are solved for a, b, c, d, X, [x. and v. For N -3 the two solutions of these equations are
).q The twelve-point formula of Section 3 will be compared with the five-point formula
the nine-point formula, due to Miller (1960) , 81 324 and also with a twenty-five-point formula given in Meister (1966). Meister's formula is a summation of the integrand over a symmetrical diagonal grid of points and has a leading error term of order h s . With h = i, the five-point formula gives 0-793 628 040 with an error of -0-000 268 919 (5 points), the ninepoint formula an error of 0-000 043 328 (9 points) and the twelve-point formula an error of 0-000 006 550 (12 points). For h = i these three formulae yield errors of -0 -0 0 0 053 072 (20 points), 0 0 0 0 000 092 (36 points) and 0-000 000 003 (48 points), respectively. Meister's formula, using 25 points, gives an error of -0 • 000 000 406.
Secondly, let us approximate to I will distinguish between the two formulae labelled (4.11) by referring to them respectively as the upper and lowersign formulae. These may be compared with Miller's (1960) formula 64 40
(5.3)
All three formulae use twenty-seven points per subinterval. With h = \, (5.3) gives the approximation and lower-sign formulae give errors of -0-000 011 343 and 0-000 007 835, respectively. For h = \, when each formula uses 216 points, (5.3) gives an error of 0-000 000 067 and the two formulae (4.11) give errors of 0-725 524 912 with error 0-000 034 104, while the upper 0-000000 002 and 0-000 000 003, respectively.
Gaussian numerical integration of a function depending on a parameter
By H. Tompa* It is shown that the advantages claimed for Romberg integration for the computation of definite integrals as functions of a parameter can also be obtained by using Gaussian integration, and that the latter is usually more economical in terms of computer time than the former.
In a recent note Rabinowitz (1966) drew attention to the advantages of using Romberg's technique (Romberg, 1955 , and references given by Rabinowitz) for the integration of a set of functions depending on a parameter a if the integrand is of the form h(x, a) =f(x).g(x, a). The advantage of Romberg's technique lies in the fact that the value of the integrand is required at fixed values Xj of the abscissa and so /(*,) can be stored after it has been first computed and need not be recomputed for each value of a; Rabinowitz gives the outline of a very ingenious FORTRAN program for putting this idea into effect. Gauss' H-point formula for numerical integration has the advantage of giving higher precision for a given number of points at which the integrand is computed, but has the disadvantage of using different values of the abscissa for different values of n; at first sight this disadvantage seems to be overwhelming when the function to be integrated depends on a parameter. It is, however, possible to use an algorithm with a series of w-point Gaussian formulae with a fixed set of increasing values of n, so that the part f{x) of h(x, a) which does not depend on a need only be computed once, but now at the abscissae corresponding to all the w-point formulae used; the abscissae and weight factors are available for all values of n up to 64 (Gawlick, 1958) and for some higher values (Davis and Rabinowitz, 1958) .
It is the purpose of this note to show that the total number of points at which the integrand has to be computed is usually smaller in this scheme than in Romberg integration or in adaptive Simpson integration quoted by Rabinowitz.
It seems reasonable to take a set of values of n forming a geometric series, nj = n x q j~l , and we assume that the required precision of the integral be reached with the Ar-point formula. Then the integral has to be evaluated (i + 1) times to confirm the precision, where «,• is the first integer of the set of n which equals or exceeds k. The integrand is computed N times where
and if we put n^q l~x equal to k, which is approximately so, we have N = (kq 2 -n x )l{q -1).
The value of N is a minimum for given k and «, if q = 1 -f-(1 -njk) 112 , which is just below 2 since k will usually be much larger than n v
The integrals from 0 to 1 of the seven functions which Rabinowitz has evaluated by Romberg integration and by adaptive Simpson integration to a precision of 10 ~3 and of 10~6 have been evaluated using a set of n-point Gaussian formulae with three series of values of n. In the first two series the values of n form a geometric series with q = 2, in series A with n, = 2 (2, 4, 8, 16, . . .) , in series B with w, = 3 (3, 6, 12, 24, . . .); the third series, C, consists of the values of n of both series A and B in increasing order so that the ratio of successive values is alternatively 3/2 and 4/3 (2, 3, 4, 6, 8, . . .) . Table 1 gives the total number of points at which the integrand has been computed until two successive values of the integral agreed with a relative error of less than 10 ~3 or 10~6, respectively; the corresponding figures for Union Carbide European Research Associates, 95, rue Gatti de Gamond, Brussels 18, Belgium. 
