Abstract. ¿From the viewpoint of rational homotopy theory, we introduce an iterated cyclic homology of connected commutative differential graded algebras over the rational number field, which is regarded as a generalization of the ordinary cyclic homology. Let T be the circle group and F (T l , X) denote the function space of continuous maps from the l-dimensional torus T l to an l-connected space X. It is also shown that the iterated cyclic homology of the differential graded algebra of polynomial forms on X is isomorphic to the rational cohomology algebra of the Borel space ET × T F (T l , X), where the Taction on F (T l , X) is induced by the diagonal action of T on the source space T l .
Introduction
Let T be the circle group and F(T, X) the function space equipped with the T-action induced from the multiplication on the source space T. The results of Goodwillie [5] and of Burghelea and Fiedorowicz [2] assert that the cyclic homology of the singular chain C * (ΩX; R) on the Moore loop space of a path-connected space X can be identified with the homology of the Borel space E T × T F(T, X) with coefficients in R, where R denotes a commutative ring with unit. Jones [8] has proved that the (negative) cyclic homology of the singular cochain C * (X; R) of a simply-connected space X is isomorphic to the cohomology of E T × T F(T, X) with coefficients in R as a module over H * (BT; R) = R [u] . In the case where R is the rational number field Q, the cyclic homology of C * (X; Q) is isomorphic to that of the differential graded commutative algebra A PL (X) of polynomial differential forms on X. In [11] , Vigué-Poirrier and Burghelea have proved that a complex which computes the cyclic homology of A PL (X) is quasi-isomorphic to a Sullivan minimal model for E T × T F(T, X) if dim π i (X) ⊗ Q is finite for any i. Thus the model allows us to calculate the cyclic homology of a space explicitly [11, Theorem B] . Under such a background, it is natural to generalize the cyclic homology of a differential graded commutative algebra (DGA) over Q requiring that the homology is isomorphic to the cohomology H * (E T × T F(T l , X); Q) when A PL (X) for an appropriate l-connected space X is chosen as the input DGA. Here the T-action on F(T l , X) is defined by (f · a)(t 1 , ..., t l ) = f (at 1 , ..., at l ) for a ∈ T, f ∈ F(T l , X) and (t 1 , ..., t l ) ∈ T l .
The purpose of this paper is to define such a generalized cyclic homology and to investigate fundamental properties of the homology. We shall refer to the homology as the iterated cyclic homology with iteration degree l and denote it by HC {l} * (A, d) .
In what follows, we assume that a DGA (A, The definition of the derivation β is quite algebraic. However,
if the input DGA (A, d) is l-connected, then the derivation β is related to a model for the T-action on F(T l , |(A, d)|).
The relationship, which is described more precisely in Proposition 5.5, is the key to completing the proof of the following theorem.
Theorem 1.2. For any integer l ≥ 2 and any
This paper is organized as follows. In Section 2, after defining explicitly the iterated cyclic homology, we show that the homology can be regarded as a functor from the category of DGA's to the category of Q[u]-algebras. In Section 3, fundamental properties of the iterated cyclic homology are described. We also introduce a natural transformation from HC {l} * to HC {l+1} * −1 . By applying it, we prove Theorem 1.2. Section 4 is devoted to computing the iterated cyclic homology with iteration degree 2 of the polynomial algebra generated by a single element. In Section 5, Theorem 1.1 is proved. We present in the last section the proof of Proposition 5.5.
Definition of the iterated cyclic homology
The free algebra generated by a graded vector space V will be denoted by ∧V or Q[V ]. Let (∧V, d) be a free DGA and (B, d B ) a DGA. Let B * denote the differential graded coalgebra defined by B q = Hom(B −q , Q) for q ≤ 0 together with the coproduct D and the differential d B * which are dual to the multiplication of B and to the differential d B , respectively. Let I be the ideal of the free algebra Q[∧V ⊗ B * ] generated by 1 ⊗ 1 − 1 and all elements of the form
The result [1, Theorems 3.3] asserts that the differential [1, Theorem 3.5] implies that the composition map Let D (m−1) be the (m − 1)-fold iterated coproduct on B * and the dual base of
Proposition 2.1. β 2 = 0 and δβ + βδ = 0.
Proof. By a straightforward computation, we can check that the first equality holds. As for the second one, it suffices to prove that (δβ We define maps on the iterated Hochschild and cyclic homologies, which are induced from a DGA map between free DGA's. Let φ : (∧V, d) → (∧W, d) be a DGA map. Then we can define a DGA map 
Accordingly the DGA map φ gives a morphism of graded algebras
is homotopy commutative. Observe that the isomorphism, which makes the triangle homotopy commutative, is determined uniquely up to homotopy. It is readily seen that ∼ is an equivalence relation.
We now define the iterated cyclic homology HC
Here M A denotes the set consisting of all minimal models for (A, d). It follows that, for any element 
.
is uniquely determined without depending on the choice of minimal models.
In order to show that the cyclic homology can be viewed as a functor, we need a lemma.
We consider the following diagram in the category of DGA's: 
Moreover a simple calculation enables us to deduce that
+ * and i = 0, 1. Thus we see that the DGA map
The same argument works well to show that
We define a map between the iterated cyclic homologies induced from a DGA map. Let φ :
This fact allows us to define a map HC (φ) :
In similar fashion, we can define the iterated Hochschild homology HH One may regard that Theorem 2.4 follows from Theorem 1.1 by using the realization of a given DGA. This is valid if the DGA is an l-connected. We wish to stress that the 0-connectedness of DGA's is only assumed in Theorem 2.4. As is seen in the previous section, the iterated Hochschild and cyclic homologies are regarded as functors from the category DGA to the category GA. By restricting the functors to each dimension, we can get functors HH We begin by introducing the Connes exact sequence for the iterated Hochschild and cyclic homologies. Let (∧V, d) be a connected free DGA. With the notations in the previous section, we have a short exact sequence:
w 0 , respectively, where w i ∈ C {l} * (∧V ). The short exact sequence gives rise to a long exact sequence, which is called the Connes exact sequence, 
., t s ). We define a derivation
(ii) τ (I) ⊂ I, where I denotes the ideal defined in Section 2.
Proof. It is straightforward to check (i) and (ii). The rest of this section is devoted to proving Theorem 1.2. We mention here that an idea of the proof of [12, Theorem] due to Vigué-Poirrier and Sullivan underlies our proof of the theorem. We first prove the following proposition, which asserts that Theorem 1.2 holds for a special case. 
Lemma 3.1 allows us to obtain a derivation C(τ
) = ρ −1 Vτ ρ V : C {l} i (∧V ) → C {l+1} i−1 (∧V ) which satisfies the condition that C(τ )δ l = −δ l+1 C(τ ). In particular, we have C(τ )(v ⊗ (t ε1 1 · · · t ε l l ) * ) = (−1) |v|+ε1+···+ε l v ⊗ (t ε1 1 · · · t ε l l t l+1 ) * for v ⊗ (t ε1 1 · · · t ε l l ) * ∈ V ⊗ B l * . Define a derivation E(τ ) : E {l} i (∧V ) → E {l+1} i−1 (∧V ) by E(τ ) = C(τ ) ⊗ 1. It is not hard to verify that βC(τ ) = −C(τ )β. Thus we see that D l+1 E(τ ) = −E(τ )D l . ¿From0 C {l} * (∧V ) o o C(τ ) E {l} * (∧V ) π o o E(τ ) E {l} * −2 (∧V ) i o o E(τ ) 0 o o 0 C {l+1} * −1 (∧V ) o o E {l+1} * −1 (∧V ) π o o E {l+1} * −3 (∧V ) i o o 0 oHH {s} * +1 (∧Z, d) τHH / / HH (ι) HH {s+1} * (∧Z, d) HH (ι) HH {s} * +1 (A, d) τHH / / B HH {s+1} * (A, d) B HC {s} * (A, d) τHC / / π HC {s+1} * −1 (A, d) π HH {s} * (A, d) τHH / / HH (p) HH {s+1} * −1 (A, d) HH (p) HH {s} * (∧Z, d) τHH / / HH
Lemma 3.4. There exists a graded subspace
Thus Proposition 3.3 follows from Lemma 3.4. In fact the sequence
is unbounded. 
when |a| is odd and d ≡ 0,
when |a| is even and 
generated by the elements a ⊗ 1 * and a ⊗ (t
s+1 ) * with ε 1 + · · · + ε s+1 < s + 1 and ε
s+1 ) * ) are in the ideal I s (see (2.1)) and hence Im δ is a vector subspace of I s . By definition we see that
2 ) has a term (−1) We choose a basis In what follows, we put a {k} = a ⊗ (t 1 · · · t k ) * for a ∈ S. We assume that n ≥ 2. Let us deal with the case where l is even. We choose an element z = 
is not in Im δ l . Suppose that there exists an element γ in C (w) . If the element x 1{l−1} in πβ(w) can be detected by some factor q of a term of γ with δ l , then, by definition, the factor q has the form
This fact enables us to deduce that if the element x 1{l−1} is detected with δ l , then v ′ or v ′ ⊗(t l ) * is also detected in the same term, as well. Here v ′ denotes an element of V which appears as a factor of a term dv. This is a contradiction. By the same argument as above, we see that the elements x 1{l} , x 2{l−1} and x 2{l} in πβ(z) are never detected with δ l . Hence it follows that the elements β(
We prove Theorem 1.2 in the case where n = 1 and there is at least one element with odd degree. In such a case, if d(y 1 ) ̸ = 0, then the result follows from Proposition 3.3. This completes the proof.
A computational example
In this section, we compute the iterated cyclic homology with iteration degree 2 of the polynomial algebra Q[x] generated by a single element x.
By definition, we see that
Put α =x 1 +x 2 . It is readily seen that the complex which computes HC 
Therefore we see that
as an algebra. It follows from the definition of the filtration that d 1 (x) = αu and
,
There is no element whose filtration degree is increased by more than or equal to 2 by the differential. Thus the spectral sequence collapses at the E 2 -term and hence E 2 ∼ = E ∞ as a bigraded algebra. We have to solve the extension problems. The straightforward calculation enables us to conclude that
2 ). Thus we have
, More computations of the iterated cyclic homologies will be made in [13] .
A model for E T × T F(T l , X)
With the same notations as in Section 2, we construct the extension
in which j(u) = u and π( i≥0 w i u i ) = w 0 . We relate the extension with a topological object in terms of rational homotopy theory. More precisely, we shall establish the following theorem.
→ BT the Borel fibration. Then there exists a commutative diagram (5.1):
A PL (BT)
As an immediate corollary, we have the following result which yields Theorem 1.1.
Corollary 5.2. Under the same hypotheses as in Theorem 5.1, there are an isomorphism of Q[u]-algebras
and an isomorphism of algebras
We argue by induction on the integer l in the diagram (5.1). In the case l = 1, The result follows from [11, Theorem A] .
Assume that Theorem 5.1 holds for the case
) be a Sullivan model for the map A PL (p)n. Then we have a commutative diagram:
where the mapq is obtained from q by reducing the elements in the ideal of ∧Z⊗Q [u] generated by u. The result [4, Proposition 15.3] enables us to deduce that the map q is a minimal model for F(T N , X) (see also [7] ). Choose the minimal model 
N −1 ) * , it follows that the correspondence w →w gives an isomorphism between W and W .
Let η : T N → T N −1 be the natural projection on the first N − 1 factors. Observe that η is a T-equivariant map. There exists a commutative diagram
Moreover quasi-isomorphisms c l connecting A PL (F(T l , X)) with (∧W l , δ l ) mentioned above are natural with respect to A PL (η) andη for l = N and N − 1. These facts enable us to obtain a homotopy commutative diagram:
is the map induced by η and k is a DGA map defined by k(w) = w for w ∈ W and k(w) = 0 forw ∈ W .
Consider the following commutative diagram: 
=p ∆ andp is the identity map on W , it follows that, for w ∈ W ,
The equality enables us to conclude thatpδ N (w) = δ N −1 (w) for w ∈ W . By definition of φ, we see that φ(∧W ) = ∧W and henceδ Then we have the result.
In order to complete the induction, we have to prove the following proposition. 
