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Abstract
We consider the impact of a weakly coupled environment comprising a light scalar field on the open
dynamics of a quantum probe field, resulting in a master equation for the probe field that features corrections
to the coherent dynamics, as well as decoherence and momentum diffusion. The light scalar is assumed to
couple to matter either through a nonminimal coupling to gravity or, equivalently, through a Higgs portal.
Motivated by applications to experiments such as atom interferometry, we assume that the probe field can
be initialized, by means of external driving, in a state that is not an eigenstate of the light scalar-field–probe
system, and we derive the master equation for single-particle matrix elements of the reduced density operator
of a toy model. We comment on the possibilities for experimental detection and the related challenges, and
highlight possible pathways for further improvements. This derivation of the master equation requires
techniques of non-equilibrium quantum field theory, including the Feynman-Vernon influence functional and
thermo field dynamics, used to motivate a method of Lehmann-Symanzik-Zimmermann-like reduction. In
order to obtain cutoff-independent results for the probe-field dynamics, we find that it is necessary to use
a time-dependent renormalization procedure. Specifically, we show that non-Markovian effects following
a quench, namely the violation of time-translational invariance due to finite-time effects, lead to a time-
dependent modulation of the usual vacuum counterterms.
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I. INTRODUCTION
The fundamental explanation for the evolution of the Universe on its largest scales remains a
mystery, and there are many suggestions that light fields, beyond those present in the Standard
Model (SM) of particle physics, could play an important role, not least in connection to the
cosmological constant problem, the nature of dark energy” [1, 2] and the missing dark matter” mass
in the Universe [3, 4]. If such cosmologically light fields exist, they can provide an environment in
which ordinary matter is coupled as an open (quantum) system.
In this work, we restrict our attention to the introduction of light scalar fields. Light scalar
fields often arise in modifications to general relativity [1, 2, 5] and in attempts to understand the
dark energy problem, where they may be introduced directly to explain the observed accelerated
expansion [6], as well as the dark matter problem, where such fields can form condensates around
galaxies and play the role of the missing mass” in the Universe [3, 4, 7–15].1
1 Attempts have also been made to understand galactic dynamics through modifications of gravity mediated by a
light scalar field [16–20].
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Additional scalar fields will, in general, develop interactions with the SM fields, unless there is
a symmetry to prevent such couplings (or we invoke fine-tuning), and they can therefore mediate
long-range fifth forces. The latter can have implications on all scales, from the cosmological to the
subatomic [21]. However, any such forces are tightly constrained within the Solar System [22]. In
order to have avoided experimental and observational detection to date, the couplings between the
light scalars and SM matter must be weak, at least locally. If the scalar field theory is nonlinear
then it is not necessary to fine-tune these couplings, with the fifth force instead being suppressed
dynamically in the local environment through so-called screening mechanisms [5, 23].
The aim of this work is to develop an approach for describing the open quantum dynamics of
a quenched subsystem of matter fields, e.g., cold atoms, coupled to an environment composed of
such a light scalar field.
The reason for considering atoms as concrete motivation, or quantum objects more generally,
such as molecules or optomechanical systems, is that they are at the forefront of precision metrology,
using relatively small and cheap tabletop experiments. They are exploited to explore a wide range
of phenomena. These include probing the time evolution of fundamental constants and searching
for new forces [24–28], testing gravitationally induced decoherence [29–31], realizing macroscopic
quantum superpositions [32] to probe so-called collapse models [33–37], and constraining models
of dark matter and dark energy, using dielectric nanospheres levitated in laser beams [38, 39], as
well as atom-interferometry searches for fifth forces mediated by light scalar fields [40–46].
Working in the quantum field theory context, we develop a framework to derive quantum master
equations for the matrix elements of the reduced density matrix of the probe field (our proxy for
the atom/atomic system) in Fock space, which allows for quantitative and cutoff-independent
predictions of the matter dynamics. We draw on a combination of techniques of non-equilibrium
field theory, namely the path-integral-based Feynman-Vernon influence-functional approach [47–50]
and the operator-based approach of thermo field dynamics [51–53] (see also Ref. [54]). The latter is
used to motivate a variant of Lehmann-Symanzik-Zimmermann (LSZ) reduction [55], which allows
us to project into Fock space and extract the relevant matrix elements of the density operator. In
this way, we obtain the evolution equation for the single-particle matrix element that is of interest
in the low-energy limit.
Our approach has the advantage that it allows us to establish a direct connection between pow-
erful quantum field theory techniques, including those that can account for the finite-temperature
of the environment, and master equations of a form customary in atomic and condensed matter
physics.
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The Feynman-Vernon influence functional and similar field-theoretic approaches have been used
previously, e.g., in studies of quantum Brownian motion [56, 57], interacting quantum field theories
(both in vacuum [58] and at finite temperature [59]) and decoherence during inflation in the early
Universe [60–66] (see also Refs. [67–70] for the Hamiltonian approach), as well as quarkonium
suppression in heavy-ion collisions [71, 72].
A key ingredient of our approach is a novel renormalization scheme that ensures the cancellation
of ultra-violet divergences for all times, also in the deeply non-Markovian regime following the
quench. Here, by quench, we mean an evolution of the state of the system which is typically not an
eigenstate of either the total system composed of the matter field and the light scalar or the matter
field alone. Such an approach is motivated by the possibility to drive externally and initialize
the matter system in an, in principle, arbitrary initial state, for instance by a sudden change of
the parameters of the Hamiltonian. In the context of atom interferometry, this amounts to the
initialization of the atomic state by means of external laser driving, which — in the absence of an
environment — preserves the unitary dynamics of the atoms. Another example where quantum
quenches are widely exploited is the closed (unitary) dynamics of cold atomic gases [73, 74].
We note that extra care has to be taken when considering quantum quenches in quantum field
theory. So far, most attention has been devoted to integrable theories, such as critical systems in
1+1 dimensions, which are amenable to analytical treatment [75–79]. It has been argued in the
context of the sine-Gordon [80]2 and sinh-Gordon models [83, 84] that, in order to avoid divergences
in the postquench observables, one needs to introduce a regulating function in the quench protocol,
which introduces a characteristic time-scale. While this is reminiscent of regularization, it is not
equivalent as it does not introduce a single regularization scale but rather weighs the contribution
of different momenta in the evaluation of the observables to make the result finite, cf. Refs. [80, 83].
The procedure that we develop amounts to a modification of the on-shell renormalization
scheme, wherein we obtain weighted integrals of the usual vacuum counterterms over the renor-
malization scale. This can be seen as a consequence of the Heisenberg uncertainty principle, which
prevents us from determining the precise energy scale for the renormalization when the dynamics
occur in a finite interval of time. Importantly, we show that the standard on-shell renormaliza-
tion is recovered in the Markovian limit, when the time-scale for the quench of the subsystem
becomes long compared to its characteristic relaxation time and initial transients are neglected
(see, e.g., Ref. [85]). For other discussions of renormalization in open quantum systems, see, e.g.,
Refs. [86–88].
2 See also Refs. [81, 82] for further discussion of quantum quenches in sine-Gordon model.
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The evolution of the system following a quench should be contrasted with a scenario where
a subsystem is evolving out-of-equilibrium from initial conditions which are consistent with the
dynamics of this interacting subsystem, or, in other words, where we do not assume an external
impetus implementing the quench. This requires us to choose particular non-Gaussian initial
states [89, 90] (see also Ref. [88]). Such a choice ensures that unphysical transients and initial
miscancellations of divergences are eliminated, while still using only the usual vacuum counterterms.
Taking the chameleon model [91, 92] as a simple example of the light and weakly coupled fields
that we have in mind, the master equation that we obtain features a coherent shift (i.e. a correction
to the unitary dynamics of the ‘atoms’), decoherence and momentum diffusion. These effects are,
as one would anticipate, small and far beyond the reach of current atom-interferometry searches.
However, the master equation for the single-particle matrix element of the reduced density operator
serves as an important guide for future experimental design, illustrating, for instance, the need to
maximize the momentum difference between the components of the pure initial atomic state.
The approach developed herein for describing open quantum dynamics is sufficiently general
and robust that it might lead to new studies of quantum decoherence due to other long-range
forces. In the context of gravitational decoherence (see, e.g., Ref. [85, 93, 94]), it provides a new
method of renormalization that should be compared with those that have been applied previously
in the literature. It also allows for the analysis of the finite temperature of the light scalars on the
system dynamics, as we describe in Sec. III D and Sec. IV, the inclusion of which is in principle
crucial for accurate quantitative predictions. We leave this interesting application for future work.
We begin in Sec. II by introducing the light scalar-field models that we have in mind, discussing,
in particular, the ways in which they can be coupled to SM matter. In addition, we describe their
potential screening mechanisms, focusing on the so-called chameleon mechanism, which we take
as an archetype of this class of theories. We then proceed in Sec. III to describe the derivation of
the quantum master equation of the single-particle matrix element of the reduced density operator
for a toy system, through which the effects of the scalar environment can be analyzed. This
section includes discussions of the Feynman-Vernon influence functional and the LSZ-like reduction
technique that we employ, as well as our approach to the renormalization of the loop corrections
in the non-Markovian, postquench regime. We discuss the possible implications of our results for
experiments in Sec. IV. Our conclusions are presented in Sec. V.
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II. LIGHT SCALAR FIELDS
Two types of couplings that can lead to long-range fifth forces are commonly introduced between
light, gauge-singlet scalar fields and SM matter: (i) Higgs-portal couplings and (ii) conformal
(nonminimal) couplings to the Ricci scalar.
Higgs-portal couplings are often considered in the context of dark matter theories, and in
extensions of the SM more generally, where they allow hidden sectors to communicate with the SM
via a scalar mediator, which may itself play a role as a dark matter component. The new scalar
couples directly to the Higgs field through terms of the form
L ⊃ − αn
n
m2−nXnH†H , n ∈ {1, 2} , (1)
where the αn are dimensionless constants, m is a mass scale, H is the SM Higgs doublet and X is
the additional scalar.
On the other hand, conformal couplings are commonly considered in the context of dark energy
and modified theories of gravity, although they have recently been discussed also for light scalar dark
matter [95–99], where such nonminimal couplings can impact upon the production mechanism of
the relic abundance. In the case of modified gravity, matter fields move on geodesics of a spacetime
metric g˜µν = A
2(X)gµν , where g˜µν is the so-called Jordan-frame metric (see, e.g., Ref. [100]) and
A2(X) is a coupling function. While the Higgs-portal and nonminimal gravitational couplings
would appear very different at a first glance, they are, in fact, equivalent up to second order in the
scalar field X (for the SM). The two descriptions are related, up to field redefinitions, by a change
of conformal frame [101].
An additional light scalar field, which couples to matter, will mediate a fifth force, and the
latter will arise at tree level so long as the coupling function A2(X) or, equivalently, the Higgs-
portal interaction does not respect a Z2 symmetry (X → −X). This can be seen by considering
the geodesic equation for a matter particle moving with respect to the metric g˜µν = A
2(X)gµν .
Alternatively, it can be seen by computing the contribution of scalar exchange to two-to-two fermion
scattering in the Higgs-portal picture [101], wherein the coupling to fermions results from the mass
mixing with the would-be SM Higgs field. The existence of long-range fifth forces is constrained
by both experiments and observations, and, for a simple Yukawa force law, any such force must
couple to matter approximately 5 orders of magnitude more weakly than gravity within the Solar
System [102].
However, the scalar field can have a much more varied phenomenology in general, which can
6
allow it to evade local tests of gravity. Specifically, whenever the scalar field theory contains
nonlinearities (in the potential, in the coupling to matter, or in the kinetic structure) its properties
can change depending on the environment in such a way that the fifth force it mediates can be
suppressed dynamically [2]. This gives rise to the phenomenon of screening. There is a zoo of
theories that behave in this way, and this includes the Galileons [103], chameleons [91, 92] and
symmetrons [104, 105] (see Refs. [106–110] for similar and related models), all of which fall within
the Horndeski class of scalar-tensor theories [111, 112].
For the sake of concreteness, we consider a specific chameleon model in this work, but the results
that follow can be adapted readily to other models.
A. Einstein-frame action
For our purposes, it is convenient to work in the Einstein frame, wherein the gravitational sector
is of canonical Einstein-Hilbert form and the action involving the conformally coupled scalar can
be written in the general form [91, 92]
S =
∫
d4x
√− g
[
1
2
M2PlR −
1
2
gµν∂µX∂νX − V (X)
]
+
∫
d4x
√− gA4(X)L˜m({φ˜i}, A2(X)gµν) . (2)
Herein, gµν is the Einstein-frame metric, R is the associated Ricci scalar, MPl is the reduced Planck
mass, V (X) is the potential for the scalar X and L˜m is the Lagrangian density of the SM/matter
fields, which we denote by the set {φ˜i} and which feel the rescaled metric g˜µν = A2(X)gµν .
Throughout this article, we use the (−,+,+,+) signature convention.
In lieu of a realistic model of the probe atom, we will take the Jordan-frame matter action to
be that of a single scalar field of mass m˜2:
L˜m = − 1
2
g˜µν ∂µφ˜ ∂ν φ˜ − 1
2
m˜2φ˜2 . (3)
The Einstein-frame Lagrangian then takes the form
Lm ≡ A4(X)L˜m = − 1
2
A2(X) gµν ∂µφ˜ ∂ν φ˜ − 1
2
A4(X) m˜2φ˜2 . (4)
After redefining the scalar matter field via
φ ≡ A(X)φ˜ , (5)
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we obtain
Lm = − 1
2
gµν ∂µφ∂νφ − 1
2
φ2 gµν ∂µ lnA(X) ∂ν lnA(X)
+ φ gµν ∂µφ∂ν lnA(X) − 1
2
A2(X) m˜2φ2 . (6)
Assuming that the coupling to matter is controlled by some mass scale M and that X/M  1,
the coupling function can be expanded as
A2(X) = a + b
X
M + c
X2
M2 + O
(
X3
M3
)
, (7)
where a, b and c are model-specific coefficients. Keeping only operators up to dimension four (since
the higher-dimension operators are suppressed by higher powers of the scaleM), the matter action
then contains
Lm = − 1
2
gµν ∂µφ∂νφ − 1
2
(
a+ b
X
M + c
X2
M2
)
m˜2φ2 . (8)
We take the following effective potential for the X field:
V eff(X) = ± 1
2
µ2X2 +
λ
4!
X4 + A(X)ρext , (9)
where ρext is the covariantly conserved energy density of some external matter source (e.g. the vac-
uum chamber in an atom-interferometry experiment), approximated here as a pressureless perfect
fluid. The interplay between the bare mass µ (which may be tachyonic and drive spontaneous sym-
metry breaking), the self-interactions and the coupling to the background density will, in general,
lead to a nontrivial background field configuration 〈X〉 6= 0,3 satisfying the classical equation of
motion
 〈X〉 ∓ µ2 〈X〉 − λ
3!
〈X〉3 = dA(X)
dX
∣∣∣∣
X = 〈X〉
ρext . (10)
Expanding X = 〈X〉+ χ, and assuming that the background is constant, i.e. ρext and 〈X〉 are
constant, we can redefine the mass of the matter scalar via
m2 ≡
(
a+ b
〈X〉
M + c
〈X〉2
M2
)
m˜2 , (11)
and the full Lagrangian of the two-scalar system becomes
L = − 1
2
gµν ∂µφ∂νφ − 1
2
m2φ2 − 1
2
α1mχφ
2 − 1
4
α2χ
2φ2
− 1
2
gµν ∂µχ∂νχ − 1
2
M2χ2 − λ
4!
(
χ4 + 4〈X〉χ3) − V (〈X〉) , (12)
3 In order to keep our notation as simple as possible, we use 〈X〉 to denote the classical expectation value of the
field X, as given by the solution to Eq. (10).
8
where (up to terms of order 〈X〉2 /M2)
α1 ≡ mM
[
b
a
(
1− b
a
〈X〉
M
)
+ 2
c
a
〈X〉
M
]
, (13a)
α2 ≡ 2 c
a
m2
M2 , (13b)
and we have defined the squared mass
M2 ≡ λ
2
〈X〉2 ± µ2 + c ρ
ext
M2 . (14)
In advance of our later analysis, we can now isolate the free and (self-)interaction parts of the
action for the field φ of the “atom” and the fluctuations χ of the chameleon, defining
Sφ[φ] =
∫
x
[
− 1
2
gµν ∂µφ∂νφ − 1
2
m2φ2
]
, (15a)
Sχ[χ] =
∫
x
[
− 1
2
gµν ∂µχ∂νχ − 1
2
M2χ2
]
, (15b)
Sχ,int[χ] =
∫
x∈Ωt
[
− λ
4!
(
χ4 + 4 〈X〉χ3)] , (15c)
Sint[φ, χ] =
∫
x∈Ωt
[
− 1
2
α1mχφ
2 − 1
4
α2χ
2φ2
]
, (15d)
where we omit the term arising from V eff(〈X〉) [cf. Eq. (46)] and use the shorthand notation∫
x
≡
∫
d4x . (16)
The terms in Sint[φ, χ] should be compared with Eq. (1), illustrating the connection with portal
couplings discussed earlier.
In Eqs. (15c) and (15d), we have accounted for the fact that we will later restrict the interactions
to take place over a finite period of time between the quench of the initial state of the system
and its subsequent measurement. The spacetime integrals in the interaction parts of the action
are therefore restricted to the hypervolume Ωt = [0, t] × R3. We emphasize that the free parts
nevertheless have support for all times (see Refs. [113, 114]).
In order to make the quench manifest, one could instead extend the limits of the time integrals
to the full real line and replace the coupling constants α1, α2 and λ by time-dependent couplings,
which then parametrize the effective switching on and off of the interactions by the experimental
apparatus. (We might imagine preparing the system in a screened environment, before allowing it
to evolve unscreened.) While we consider instantaneous switching here, we might more generally
introduce a switching function that reflects the realistic preparation and quenching of the system
over some finite time-scale.
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B. Chameleons
The scalar field theory described by Eq. (2) is a chameleon model if, in the presence of a
nonrelativistic matter distribution, the scalar field X is stabilized at the minimum of its effective
potential and the mass of small fluctuations about this minimum depends on the local energy
density. It is this variation in the mass which allows the scalar fifth force to be suppressed, or
screened, from local tests of gravity. Specifically, near dense sources of matter, the minimum of
the effective potential V eff(X) [see Eq. (9)] lies at a finite value 〈X〉 = Xmin and the mass becomes
large, such that the fifth force is Yukawa suppressed. Instead, in the cosmological vacuum, the
fluctuations are essentially massless, allowing them to propagate a long-range force of a strength
comparable to gravity. It is common to consider polynomial potentials of the form V eff(X) =
Λ4(Λ/X)n +A(X)ρext, with integer n, giving a chameleon model if n > 0 or if n is a negative even
integer strictly less than −2.
In this work, we consider the case n = − 4, in which a factor λ/4! is usually introduced by hand
in the self-coupling term, giving the effective potential
V eff(X) =
λ
4!
X4 + A(X)ρext , (17)
with
A(X) = eX/M . (18)
This corresponds to taking a = 1, b = c = 2 and µ = 0 in the results of the preceding subsection,
giving, for instance, the coupling constants
α1 = 2
m
M , α2 = α
2
1 . (19)
The quartic chameleon model, with the potential given by Eq. (17), is currently under pressure
from atom-interferometry and torsion-balance experiments, with only a small window of parameter
space remaining for λ close to one andM close to the Planck scale [21]. However, we shall consider
this model with screening, since it is a particularly useful prototype for evaluating the effect of the
chameleon fluctuations on the dynamics of the matter fields.
In a constant-density environment, the expectation value of the chameleon field is given (to
leading order in ρext/M) by
Xmin(ρ
ext) = −
(
6ρext
λM
)1/3
, (20)
10
(a) (b)
FIG. 1: The effective potential V eff , Eq. (17), at zero density (solid blue lines), the contribution
from the linear coupling to matter at nonzero density (solid red lines) and the effective potential
at nonzero density (black dashed lines). The panes (a) and (b) correspond to the potential in
regions with lower and higher matter densities ρext, respectively.
and the corresponding squared mass of small fluctuations around the minimum is
m2min(ρ
ext) =
(
λ
2
)1/3(3ρext
M
)2/3
. (21)
The situation is summarized in Fig. 1. The solid blue, solid red and black dashed lines correspond
to the effective potential V eff(X) at zero external density ρext = 0, the contribution from the linear
coupling to matter at nonzero density, and the effective potential at nonzero density, respectively.
The panes (a) and (b) correspond to the potential in regions with lower and higher matter densities,
respectively. In higher-density environments, the chameleon is more massive; in lower-density
environments, it is less massive.
To see how this variation in the mass of the scalar leads to a suppression of the scalar fifth force,
we now consider situations where the background matter density is not uniform. Specifically, we
consider a uniform sphere of constant density ρext and radius R embedded in a background of lower
density ρbg. For sufficiently large spheres, the scalar field can reach the value Xmin that minimizes
its effective potential at the center of the sphere. It therefore has a large mass in the interior of the
sphere and does not roll from Xmin apart from in a thin shell near the surface. It is only matter in
this thin shell (whose thickness is proportional to 1/mmin) that sources the chameleon fifth force
in the exterior. As only a small fraction of the mass of the sphere gives rise to the fifth force, it is
much weaker than we would naively expect. This is known as the thin shell effect (see, e.g., Ref.
[91]).
To see this mathematically, a sphere of radius R and density ρext, embedded in a background
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of density ρbg has a thin-shell at position RTS, if there exists a real solution to
1 − R
2
TS
R2
=
( M
MPl
)2 6M2Pl
R2ρext
(
Xmin(ρ
bg)−Xmin(ρext)
M
)
. (22)
If there is no real solution to this equation, the field cannot minimize its potential inside the sphere,
and the chameleon fifth force is unscreened. The chameleon field profile around the sphere is
〈X〉 =

Xmin(ρ
ext) , 0 < r < RTS ,
Xmin(ρ
ext) + R
2ρext
6M
r3−3R2TSr+2R3TS
rR2
, RTS < r < R ,
Xmin(ρ
bg)− R2ρext3M
(
1− R3TS
R3
)
R
r e
−mmin(ρbg)r , R < r .
(23)
The fifth force felt by a test particle outside the sphere is ~F = −~∇〈X〉 /M. It is now clear that as
RTS approaches R, the fifth force is suppressed. In the limit where RTS → 0, which corresponds to
small (or very diffuse) spheres, the force is unsuppressed. More details on how chameleons screen
can be found in Ref. [21].
III. OPEN DYNAMICS
We now turn our attention to deriving the quantum master equation describing the open dy-
namics of the matter field φ in contact with an environment composed of the chameleon and its
fluctuations χ. Our strategy is to begin with the powerful path-integral techniques based on the
Feynman-Vernon influence functional, before making connection with the matrix elements of the
reduced density operator in Fock space by means of an LSZ-like reduction technique, motivated
by the operator-based approach of thermo field dynamics. In effect, we apply a strategy familiar
for deriving matrix elements of the scattering operator in the usual in-out formalism to the case of
the in-in formalism of non-equilibrium field theory.
A. The Feynman-Vernon influence functional
Our aim is to trace over the states of the conformally coupled scalar field χ, so as to leave us
with an open scalar system, whose reduced density matrix evolves subject to a quantum master
equation. In order to derive this master equation, we could proceed directly at the operator
level, by taking a partial trace of the quantum Liouville equation of the coupled scalar system.
Alternatively, but equivalently, we can make use of the path-integral description provided by the
Feynman-Vernon influence functional [47], having the advantage that we can exploit the power of
the diagrammatic expansions to which functional approaches lend themselves.
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Our starting point is the reduced density operator of the scalar system
ρˆφ(t) = trχ ρˆ(t) . (24)
We can evaluate the partial trace on the right-hand side by inserting complete sets of eigenstates
of the Heisenberg-picture field operators χˆ at time t.4 In this way, we obtain
ρˆφ(t) =
∫
dχ±t δ(χ
+
t − χ−t )ρˆ[χ±t ; t] , (25)
where
ρˆ[χ±t ; t] ≡ 〈χ+t |ρˆ(t)|χ−t 〉 , (26)
which includes a functional delta function that sets χ+ = χ− at the time t. We have introduced
the measure ∫
dχ±t ≡
∫
dχ+t dχ
−
t (27)
and suppress the spatial dependence of the field eigenstates |χ±t 〉 for notational convenience. Notice
that we have introduced two copies of the eigenstates at the time t, distinguished by the superscript
±; this amounts to the usual doubling of degrees of freedom needed to write a path-integral
representation of the trace of an operator, giving rise to the Schwinger-Keldysh closed-time-path
formalism [115, 116] (see also Sec. III B). We can now take matrix elements of the reduced density
operator in the basis of φ field eigenstates, defining the reduced density functional
ρφ[φ
±
t ; t] ≡ 〈φ+t |ρˆφ(t)|φ−t 〉 =
∫
dχ±t δ(χ
+
t − χ−t )ρ[φ±t , χ±t ; t] , (28)
where
ρ[φ±t , χ
±
t ; t] ≡ 〈φ+t , χ+t |ρˆ(t)|φ−t , χ−t 〉 . (29)
In order to proceed further, we assume that the state of the full system at the initial time ti,
i.e. before the quench, is a product state of the form
ρˆ(ti) = ρˆφ(ti)⊗ ρˆχ(ti) . (30)
For the setup that we have in mind, this is the assumption that the initial momentum configuration
of the “atom” subsystem can be prepared as a pure state. The state of the subsystem at time t is
then given by
ρφ[φ
±
t ; t] =
∫
dφ±i I[φ±t , φ±i ; t, ti]ρφ[φ±i ; ti] , (31)
4 Note that we have allowed for an explicit time dependence of the density operator in the Heisenberg picture in
order to account for external driving of the system by the apparatus implementing the quench.
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FIG. 2: Schematic representation of the time evolution of the system density matrix. Here, +
and − label the two branches of the closed-time-path contour.
where
I[φ±t , φ±i ; t, ti] =
∫ φ±t
φ±i
Dφ± e i~ Ŝeff [φ;t] (32)
is the influence functional (IF) propagator. The latter arises from inserting complete sets of field
and conjugate-momentum eigenstates into Eq. (28) at all intermediate times from the final time
t, to the initial time ti and back again, giving rise to the closed-time path [115, 116], pictured in
Fig. 2.
The master equation follows straightforwardly from taking the partial time derivative of
Eq. (31). If only local interactions are induced within the open subsystem, the master equa-
tion takes the form
∂tρφ[φ
±
t ; t] =
i
~
∂tŜeff[φ; t]ρφ[φ
±
t ; t] , (33)
where the effective action Ŝeff arises from tracing out the χ field. It takes the general form
Ŝeff [φ; t] = Ŝφ[φ; t] + ŜIF[φ; t] , (34)
where we use a ̂ to indicate functionals (and later operators; cf. Sec. III B) that depend on both
of the doubled field variables φ+ and φ−. Contributions to the effective action associated with
unitary evolution can be written in terms of the usual action, e.g.,
Ŝφ[φ; t] =
∑
a=±
aSφ[φ
a; t] = Sφ[φ
+; t] − Sφ[φ−; t] . (35)
On the other hand, the influence action ŜIF[φ; t], which, in general, describes nonunitary dynamics,
cannot be constructed in this way. Instead, it will contain terms that mix + and − field variables.
The partial time derivative of −Ŝeff is nothing other than the Liouvillian Ĥeff , such that Eq. (33) is
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just the functional expression of the quantum Liouville equation, including both the Hamiltonian
and Lindblad terms. In the case of unitary evolution, we have
− ∂tŜ =
∑
a=±
aφ˙apia − L̂ ≡ Ĥ , (36)
where pia = φ˙a are the canonical conjugate momenta.
The explicit form of ŜIF depends on the particular interactions and is defined by means of the
Feynman-Vernon influence functional [49]
F̂ [φ; t] = exp
{
i
~
ŜIF[φ; t]
}
=
∫
dχ±t dχ
±
i δ(χ
+
t − χ−t )ρχ[χ±i ; ti]
∫ χ±t
χ±i
Dχ± exp
{
i
~
(
Ŝχ[χ; t] + Ŝχ,int[χ; t] + Ŝint[φ, χ; t]
)}
.
(37)
The influence action does not, in general, include only local interactions, however, and the func-
tional master equation for the model in Eqs. (15a)–(15d) cannot be written as in Eq. (33).
If the system is weakly coupled to the environment, ŜIF can be obtained perturbatively by
expanding the right-hand side of Eq. (37), in our case with respect to the small parameters
{λ,m/M, X/M}  1. Expanding to quadratic order in the action, we obtain
ŜIF[φ] =
∑
a=±
a
[
〈Sint[φa, χa]〉+ 〈Sχ,int[χa]〉
]
+
i
2~
∑
a,b=±
ab
[
〈Sint[φa, χa]Sint[φb, χb]〉′
+ 〈Sχ,int[χa]Sχ,int[χb]〉′ + 2 〈Sχ,int[χa]Sint[φb, χb]〉′
]
, (38)
where
〈A[χa]〉 ≡
∫
dχ±t dχ
±
i δ(χ
+
t − χ−t )ρχ[χ±i ; ti]
∫ χ±t
χ±i
Dχ± A[χa] exp
{
i
~
Ŝχ[χ; t]
}
(39)
and
〈A[χa]B[χb]〉′ ≡ 〈A[χa]B[χb]〉 − 〈A[χa]〉 〈B[χb]〉 . (40)
We suppress the time arguments of the contributions to the action when convenient to do so.
In general, it may not be possible to thermally isolate the chameleon fluctuations from the walls
of the vacuum chamber. We remark, however, that any such thermal corrections to the dynamics
of the screening field are usually assumed to be negligible in atom-interferometry tests. We will
comment on this further in Sec. IV. Nevertheless, in order to keep track of potentially important
thermal corrections, we take the initial state of the environment to be a thermal state (with respect
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to the fluctuations χ around the background field 〈X〉, taken here to be in equilibrium with the
vacuum chamber), in which case
ρχ[χ
±
i ; ti] =
1
Tr e−βHˆχ
〈χ+i |e−βHˆχ |χ−i 〉 , (41)
where β = 1/T is the inverse thermodynamic temperature and Hˆχ is the free Hamiltonian of the
χ fluctuations. We work in units where the Boltzmann constant is unity. The various correlation
functions can be evaluated by means of Wick’s theorem, and we have (see, e.g., Ref. [117])
χ+x χ
+
y = 〈T[χxχy]〉 = ∆++xy = ∆Fxy
= − i~
∫
k
eik·(x−y)
[
1
k2 +M2 − i + 2piif(|k
0|)δ(k2 +M2)
]
, (42a)
χ−x χ
−
y = 〈T¯[χxχy]〉 = ∆−−xy = ∆Dxy
= + i~
∫
k
eik·(x−y)
[
1
k2 +M2 + i
− 2piif(|k0|)δ(k2 +M2)
]
, (42b)
χ+x χ
−
y = 〈χyχx〉 = ∆+−xy = ∆<xy = ~
∫
k
eik·(x−y)2pisgn(k0)f(k0)δ(k2 +M2) , (42c)
χ−x χ
+
y = 〈χxχy〉 = ∆−+xy = ∆>xy = ∆<yx = (∆<)∗xy , (42d)
where ∆
F(D)
xy is the Feynman (Dyson) propagator, ∆≷ are the Wightman propagators, and T and
T¯ are the time- and anti-time-ordering operators, respectively, and we have used the shorthand
notation ∫
k
≡
∫
d4k
(2pi)4
. (43)
The thermal contributions are encoded in the on-shell terms proportional to the Bose-Einstein
distribution function
f(k0) =
1
eβk0 − 1 . (44)
Here, sgn(k0) = θ(k0) − θ(−k0) is the signum function, and the form of the positive-frequency
Wightman propagator ∆>xy follows from the identity
f(−k0) = −[1 + f(k0)] . (45)
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The various terms in ŜIF, Eq. (38), can then be expressed as follows:
〈Sint[φa, χa]〉 = − m
2
M2
∫
x
(
φax
)2
∆Fxx , (46a)
〈Sint[φa, χa]Sint[φb, χb]〉′ = 〈Sint[φa, χa]Sint[φb, χb]〉 = m
4
M2
∫
xy
(
φax
)2(
φby
)2
∆abxy , (46b)
〈Sχ,int[χa]〉 = − λ
4!
∫
x
[
3
(
∆Fxx
)2
+ 〈X〉4
]
, (46c)
〈Sχ,int[χa]Sχ,int[χb]〉 = λ
2
(4!)2
∫
xy
[
24
(
∆abxy
)4
+ 72
(
∆Fxx
)2(
∆abxy
)2
+ 96 〈X〉2 (∆abxy)3
+ 144 〈X〉2 (∆Fxx)2∆abxy + 9(∆Fxx)4 + 6 〈X〉4 (∆Fxx)2 + 〈X〉8 ] , (46d)
〈Sχ,int[χa]Sχ,int[χb]〉′ = λ
2
(4!)2
∫
xy
[
24
(
∆abxy
)4
+ 72
(
∆Fxx
)2(
∆abxy
)2
+ 96 〈X〉2 (∆abxy)3
+ 144 〈X〉2 (∆Fxx)2∆abxy] , (46e)
〈Sχ,int[χa]Sint[φb, χb]〉′ = 〈Sχ,int[χa]Sint[φb, χb]〉 = λ 〈X〉m
2
2M
∫
xy
∆Fxx∆
ab
xy
(
φby
)2
, (46f)
where we have restored the factors arising from V eff(〈X〉), omitted in Eq. (15c), in order to illustrate
that these do not contribute to ŜIF. Hereafter, we leave it implicit that all time integrals run over the
domain [0, t]. We note that we work in a regime where α22  α2, α21, i.e. where 〈X〉 /M,m/M 1.
Putting everything together, we have
ŜIF[φ; t] = − m
2
M2
∑
a=±
∫
x
a
(
φax
)2
∆Fxx +
i
2~
∫
xy
∑
a, b=±
ab
{
m4
M2
(
φax
)2(
φby
)2
∆abxy
+
λ2
24
[(
∆abxy
)4
+ 3
(
∆Fxx
)2(
∆abxy
)2
+ 4 〈X〉2 (∆abxy)3 + 6 〈X〉2 (∆Fxx)2∆abxy]
+
λ 〈X〉m2
M ∆
F
xx∆
ab
xy
(
φby
)2}
. (47)
We hereafter work in natural units, setting ~ = 1.
The terms in square brackets in the second line of Eq. (47) do not involve any fields φ. Since it
involves only χ propagators, the sum over all a and b is equivalent to a sum over all underlinings
in the sense of the largest time equation [118, 119], yielding a vanishing contribution; that is to say
∀ n ∈ N0 :
∑
a, b=±
ab
(
∆abxy
)n
= 0 . (48)
Thus, we have that
ŜIF[φ; t] = − m
2
M2
∑
a=±
∫
x
a
(
φax
)2
∆Fxx +
i
2~
∫
xy
∑
a, b=±
ab
{
m4
M2
(
φax
)2(
φby
)2
∆abxy
+
λ 〈X〉m2
M ∆
F
xx∆
ab
xy
(
φby
)2}
. (49)
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B. Operator-based approach
Next, we wish to extract from the functional expression of the quantum Liouville equation, as
obtained from the partial time derivative of Eq. (31) via Eqs. (32) and (37), matrix elements of the
reduced density operator in the bases of momentum eigenstates. In analogy with scattering-matrix
calculations, we therefore need a method of LSZ reduction. In order to guide such a procedure in
the non-equilibrium setting, it is helpful to consider the corresponding canonical, operator-based
formulation of non-equilibrium field theory. This is known as thermo field dynamics (TFD) [51–
53] (see also Ref. [54]), and the doubling of field degrees of freedom needed to describe relativistic
quantum statistical systems requires us to construct this canonical formalism over a doubled Hilbert
space Ĥ ≡H + ⊗H −. The usual scalar field operator φˆ is then embedded by defining the plus-
and minus-type field operators
φˆ+(x) ≡ φˆ(x) ⊗ Iˆ , φˆ−(x) ≡ Iˆ ⊗ φˆT (x) , (50)
with analogous expressions for the embeddings of the usual scalar creation and annihilation op-
erators. Here, the T indicates time reversal. The interaction-picture field operators can then be
written in the usual plane-wave decompositions
φˆ±(x) =
∫
dΠk
[
aˆ±k e
∓iEkt±ik·x + aˆ±†k e
±iEkt∓ik·x
]
, (51)
where we use the notation ∫
dΠk ≡
∫
k
1
2Ek
,
∫
k
≡
∫
d3k
(2pi)3
, (52)
for the Lorentz-invariant phase-space integrals. When no time arguments are provided, it is as-
sumed that the operators and states are evaluated at t = 0. Notice that the minus-type field is built
from the time-reversed field operator, reflecting the anti-time-ordering of the negative branch of the
closed-time path in the path-integral formulation. We also note that, by virtue of the Kronecker
product structure, the plus- and minus-type operators commute with one another.
The plus- and minus-type creation and annihilation operators act on states in the corresponding
Hilbert spaces (and Fock spaces), that is, by acting on the doubled vacuum state |0〉〉 ≡ |0〉 ⊗ |0〉,
we have
aˆ+†k |0〉〉 = |k〉 ⊗ |0〉 ≡ |k+〉〉 , aˆ−†k |0〉〉 = |0〉 ⊗ |k〉 ≡ |k−〉〉 , (53)
and
aˆ+k |p+,p−〉〉 = (2pi)32Ekδ(3)(p− k)|p−〉〉 , aˆ−k |p+,p−〉〉 = (2pi)32Ekδ(3)(p− k)|p+〉〉 , (54)
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where |p+,p−〉〉 ≡ |p〉 ⊗ |p〉 and so on.
The density operator of an isolated system can be embedded as
ρˆ+(t) ≡ ρˆ(t) ⊗ Iˆ , (55)
where Iˆ is the unit operator. Its trace can then be expressed in the following form:
tr ρˆ(t) = 〈〈1|ρˆ+(t)|1〉〉 , (56)
where the state (see Ref. [52])
|1〉〉 ≡ |0〉〉 +
∫
dΠp1 |p1+,p1−〉〉 +
1
2!
∫
dΠp1 dΠp2 |p1+,p2+,p1−,p2−〉〉 + . . . . (57)
The trace of an operator Oˆ(t) can be written
tr Oˆ(t)ρˆ(t) = 〈〈1|Oˆ+(t)ρˆ+(t)|1〉〉 . (58)
In this way, one is able to recast the (unitary) quantum Liouville equation (in the Schro¨dinger
picture)
∂tρˆ(t) = − i
[
Hˆ, ρˆ(t)
]
(59)
in the Schro¨dinger-like form
∂tρˆ
+(t)|1〉〉 = − iĤρˆ+(t)|1〉〉 , (60)
where
Ĥ ≡ Hˆ ⊗ Iˆ − Iˆ ⊗ Hˆ (61)
is the Liouvillian operator.
Moving to the interaction picture, we take a density operator of the form
ρˆ(t) =
∫
dΠk dΠk′ ρ(k,k
′; t) |k; t〉 〈k′; t| . (62)
We recall that state and basis vectors evolve respectively with the interaction and free parts of the
Hamiltonian in the interaction picture. We assume that the single-particle term dominates in the
low-energy, nonrelativistic limit for the matter scalar and set the occupancy of all multiparticle
states to zero. We are therefore interested in the matrix element
〈p; t|ρˆ(t)|p′; t〉 = ρ(p,p′; t) . (63)
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Notice that all of the basis states and operators are evaluated at equal times, and the matrix
element ρ(p,p′; t) is therefore picture independent (see Refs. [113, 114]). In the TFD language,
this can be written as
tr |p′; t〉〈p; t| ρˆ(t) = 〈〈1(t)|(|p′; t〉〈p; t| ⊗ Iˆ)(ρˆ(t)⊗ Iˆ)|1(t)〉〉 , (64)
and we draw attention to the time dependence of the state |1(t)〉〉. Using the fact that
〈〈1(t)|(|p′; t〉〈p; t| ⊗ Iˆ) = 〈〈p+,p′−; t| (65)
and
(ρˆ(t)⊗ Iˆ)|1(t)〉〉 =
∫
dΠk dΠk′ ρ(k,k
′; t)|k+,k′−; t〉〉 , (66)
it follows that
∂tρ(p,p
′; t) = − i
∫
dΠk dΠk′ ρ(k,k
′; t)〈〈p+,p′−; t|Ĥ(t)|k+,k′−; t〉〉 . (67)
This can be rewritten as
∂tρ(p,p
′; t) = − i
∫
dΠk dΠk′ ρ(k,k
′; t)〈〈0|aˆ+p (t)aˆ−p′(t)Ĥ(t)aˆ+†k (t)aˆ−†k′ (t)|0〉〉 . (68)
In our case, Ĥ → Ĥeff = − ∂tŜeff , cf. Eq. (36) is the effective (and non-Hermitian) Liouvillian
that comes from tracing out the chameleon degrees of freedom. Allowing for the fact that Ĥeff
is a nonlocal, but time-ordered operator, and after accounting for the free-phase evolution of the
rightmost creation operators, the expectation value on the right-hand side of Eq. (68) can be time
ordered as
∂tρ(p,p
′; t) = − i
∫
dΠk dΠk′ e
i(Ek−Ek′ )tρ(k,k′; t)〈〈0|T[aˆ+p (t)aˆ−p′(t)Ĥeff(t)aˆ+†k (0)aˆ−†k′ (0)]|0〉〉 .
(69)
Continuing, we can recast the expression in terms of field operators by using
aˆ+p (t) = + i
∫
x
e−ip·x∂t,Ep φˆ
+(t,x) , aˆ+†p (t) = − i
∫
x
e+ip·x∂∗t,Ep φˆ
+(t,x) , (70)
where
∂t,Ep ≡
→
∂ t − iEp , (71)
along with
aˆ−p (t) = − i
∫
x
e+ip·x∂∗t,Ep φˆ
−(x) , aˆ−†p (t) = + i
∫
x
e−ip·x∂t,Ep φˆ
−(x) . (72)
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Specifically, we have
∂tρ(p,p
′; t) = − i lim
x0(′)→ t+
y0(′)→ 0−
∫
dΠk dΠk′ e
i(Ek−Ek′ )tρ(k,k′; t)
∫
xx′yy′
e−i(p·x−p
′·x′)+i(k·y−k′·y′)
× ∂x0,Ep∂∗x0′,Ep′∂
∗
y0,Ek
∂y0′,Ek′ 〈〈0|T[φˆ+(x)φˆ−(x′)Ĥeff(t)φˆ+(y)φˆ−(y′)]|0〉〉 , (73)
where x0(′) approaches t from above and y0(′) approaches 0 from below to ensure that the time
ordering of the operators is equivalent to the original ordering in Eq. (69). Notice that the role
of the differential operators is to chop off external propagators and replace them with plane-wave
factors. The procedure outlined here for projecting into the single-particle subspace therefore
amounts to an LSZ-like reduction [55] of the four-point function
〈〈0|T[φˆ+(x)φˆ−(x′)Ĥeff(t)φˆ+(y)φˆ−(y′)]|0〉〉 . (74)
We remark that this procedure readily generalizes to density matrices that include momentum
elements of different multiplicity. For instance, projecting onto the up-to-two-particle subspace,
one could obtain additional elements ρ(p; t), ρ(p,p′,p′′; t) and ρ(p,p′,p′′,p′′′; t), which would
be obtained respectively from the reduction of two-, six- and eight-point functions analogous to
Eq. (74).
In the path-integral language, Eq. (73) can be recast as
∂tρ(p,p
′; t) = − i lim
x0(′)→ t+
y0(′)→ 0−
∫
dΠk dΠk′ e
i(Ek−Ek′ )tρ(k,k′; t)
∫
xx′yy′
e−i(p·x−p
′·x′)+i(k·y−k′·y′)
× ∂x0,Ep∂∗x0′,Ep′∂
∗
y0,Ek
∂y0′,Ek′
∫
Dφ± eiŜφ[φ]φ+(x)φ−(x′)Ĥeff(φ±)φ+(y)φ−(y′) , (75)
which can be expanded in terms of the 2× 2 matrix propagator. The latter is of the diagonal form
Dabxy =
DFxy 0
0 DDxy
 , (76)
since, by virtue of the fact that Eq. (73) is a vacuum expectation value, there can be no +−
contractions, and the off-diagonal elements of this 2×2 matrix propagator are zero. We emphasize
that, while 〈〈1|φˆ+(−)x φˆ−(+)y |0〉〉 = D<(>)xy (as arises at zero temperature when we do not restrict to
the single-particle subspace), 〈〈0|φˆ+(−)x φˆ−(+)y |0〉〉 = 0.
The Feynman and Dyson propagators of the φ field are
〈〈0|T[φˆ+x φˆ+y ]|0〉〉 = D++xy = DFxy = − i~
∫
k
eik·(x−y)
k2 +m2 − i , (77a)
〈〈0|T[φˆ−x φˆ−y ]|0〉〉 = D−−xy = DDxy = + i~
∫
k
eik·(x−y)
k2 +m2 + i
, (77b)
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Since we have restricted to the single-particle subspace, we necessarily assume that the φ field
remains at zero temperature and therefore out of equilibrium with the environment formed by the
conformally coupled scalar χ [cf. Eq. (42)].
C. Quantum master equation
After projecting into the single-particle subspace, as described in Sec. III B, we arrive at the
following quantum master equation:
∂tρ(p,p
′; t) = i lim
x0(′)→ t+
y0(′)→ 0−
∫
dΠφk dΠ
φ
k′ e
i(Eφk−Eφk′ )tρ(k,k′; t)
∫
xx′yy′
e−i(p·x−p
′·x′)+i(k·y−k′·y′)
× ∂
x0,Eφp
∂∗
x0′,Eφ
p′
∂∗
y0,Eφk
∂
y0′,Eφ
k′
∫
Dφ± eiŜφ[φ]φ+(x)φ−(x′)
(
∂tŜeff [φ; t]
)
φ+(y)φ−(y′) , (78)
which we have expressed in terms of the partial time derivative of Ŝeff ; cf. Eq. (36). Substituting for
the explicit form of the effective action from Eqs. (34), (35), and (49) in Sec. III A, and performing
the remaining Wick contractions, we arrive at
∂tρ(p,p
′; t) = − i(Eφp − Eφp′)ρ(p,p′; t) − im2M
(
1
Eφp
− 1
Eφp′
)
ρ(p,p′; t)
×
{
∆Fxx
M +
[
m2
MD
F
xx +
λ
2
〈X〉∆Fxx
] ∫
x0
sin[M(x0 − t)]
M
}
− 4m
4
M2
∫
x0
∫
k
{[
ρ(p,p′; t)
cos
[
Eφp(t− x0)
]
exp
[− iEφp−k(t− x0)]
Eφp2E
χ
k2E
φ
p−k
− ρ(p− k,p′ − k; t) exp
[
i
(
Eφp−k − Eφp
)
(t− x0)]
2Eχk2E
φ
p−k2E
φ
p′−k
]
×
[
exp
[− iEχk(t− x0)]+ 2 cos [Eχk(t− x0)]f(Eχk)] + (p←→ p′)∗
}
− 4m
4
M2 ρ(p,p
′; t)
∑
s=±
∫
x
∫
k1k2
cos
[(
Eφk1 + E
φ
k1−k2 + sE
χ
k2
)
(x0 − t)]
2Eφk12E
φ
k1−k22E
χ
k2
× s[1 + f(sEχk2)] . (79)
The right-hand side of this expression is represented diagrammatically in Fig. 3. Figures 3(a)
and 3(b) correspond to the χ tadpole insertion arising from the first term in the second line of
Eq. (79), and 3(c) and 3(d) correspond to the χ (lollipop) tadpole from the third term in the
second line. Figures 3(e) and 3(f) correspond to the φ tadpoles, arising from the second term
in the second line, and the remaining Figs. 3(g)-3(i) are the χ-φ bubble diagrams, appearing in
the third to fifth lines of Eq. (79). The final two lines of Eq. (79) contain a contribution from
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the absorptive part of the disconnected vacuum diagram shown in Fig. 3(j). The disconnected
diagrams could be absorbed order by order in a redefinition of the matrix element ρ(p,p′; t) →
ρ(p,p′; t)(1+disconnected diagrams), taking into account that the time derivative on the left-hand
side counts at a finite order in the coupling constants. For our present discussions, however, we
leave the vacuum diagram explicit throughout for completeness.
The terms in the third to seventh lines of Eq. (79) include decay (i.e., χ→ φφ) and production
processes (i.e., φφ → χ), which we would not expect to be present for realistic atoms, which are
complex and stable configurations of many elementary particle fields rather than a simple scalar
one. The decay and production processes arise here, because such processes are permitted in the
simple scalar field theory that we have used as a toy proxy for the atom.
After performing the remaining x0 integral, we obtain
∂tρ(p,p
′; t) = − i(Eφp − Eφp′)ρ(p,p′; t) − im2M
(
1
Eφp
− 1
Eφp′
)
ρ(p,p′; t)
×
{
∆Fxx
M +
[
m2
MD
F
xx +
λ
2
〈X〉∆Fxx
]
cos(Mt)− 1
M2
}
+ i
4m4
M2
∑
s=±
∫
k
{[
ρ(p,p′; t)
1
Eφp2E
χ
k2E
φ
p−k
s(
sEχk + E
φ
p−k
)2 − (Eφp)2
×
[(
sEχk + E
φ
p−k
)(
1− exp [− i(sEχk + Eφp−k)t] cos (Eφpt))
− iEφp exp
[− i(sEχk + Eφp−k)t] sin (Eφpt)][1 + f(sEχk)]
+ ρ(p− k,p′ − k; t) 1
2Eχk2E
φ
p−k2E
φ
p′−k
s
sEχk + E
φ
p−k − Eφp
×
(
1− exp [i(sEχk + Eφp−k − Eφp)t])f(sEχk)
]
− (p←→ p′)∗}
− 4m
4
M2 ρ(p,p
′; t)
∑
s=±
∫
x
∫
k1k2
sin
[(
Eφk1 + E
φ
k1−k2 + sE
χ
k2
)
t
]
Eφk1 + E
φ
k1−k2 + sE
χ
k2
s
[
1 + f
(
sEχk2
)]
2Eφk12E
φ
k1−k22E
χ
k2
,
(80)
Here, we have introduced the dummy parameter s = ± in order to simplify the sum over the
two energy flows in the thermal contributions (see, e.g., Ref. [117]), making use of the identity in
Eq. (45). Specifically, we have written
exp
[− iEχk(t− x0)]+ 2 cos [Eχk(t− x0)]f(Eχk) = ∑
s=±
s exp
[− isEχk(t− x0)][1 + f(sEχk)] . (81)
Notice that all contributions on the right-hand side of Eq. (80) that arise from nonlocal inser-
tions, i.e. all but the first term in the second line, vanish identically in the limit t = 0. This is as one
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would expect, since the nonlocal insertions contain a residual time integral whose support vanishes
in the limit t→ 0. In addition, the right-hand side is real in the limit p′ → p and consistent with
ρ(p,p′, t) = ρ∗(p′,p, t), again as it should be.
The disconnected vacuum diagram of the final line of Eq. (80) vanishes at t = 0. The T = 0
(s = +1) part also vanishes in the limit t→∞, since
1
pi
sin
[(
Eφk1 + E
φ
k1−k2 + sE
χ
k2
)
t
]
Eφk1 + E
φ
k1−k2 + sE
χ
k2
−→
t→∞ δ
(
Eφk1 + E
φ
k1−k2 + sE
χ
k2
)
, (82)
the argument of which is strictly positive. At any finite time t, the T = 0 contribution accounts
for particle creation out of the vacuum, as permitted by the uncertainty principle. The T 6= 0
part (s = ±1) accounts for particle-number changing interactions with the χ thermal bath. Note
that this is also vanishing in the limit t → ∞ for the present setup, since M2 < 4m2 is below
threshold (for s = −1). As noted above, such number-changing processes would not be present for
real atoms.
We recall that we have worked in terms of states with a rescaled mass defined by Eq. (11),
which depends on the background value of the chameleon field. If we are sensitive to the absolute
value of the mass of the matter field, i.e. we can predict the phase evolution based on the mass
measured in a vanishing ambient value of the chameleon field, then we can capture the leading
effect on the dynamics by expanding
Eφp − Eφp′ = E˜φp − E˜φp′ +
m˜2 〈X〉
M
(
1 +
〈X〉
M
)(
1
E˜φp
− 1
E˜φp′
)
− m˜
4 〈X〉2
2M2
(
1
(E˜φp)3
− 1
(E˜φp′)
3
)
+ O
(〈X〉3
M3
)
, (83)
where E˜φp =
√
p2 + m˜2. A quantitative estimate of the leading effect will be given later in Sec. IV.
In addition, we can expand the term
− im
2λ 〈X〉
2M
(
1
Eφp
− 1
Eφp′
)
ρ(p,p′; t)∆Fxx
cos(Mt)− 1
M2
= − im˜
2λ 〈X〉
2M
[(
1 +
〈X〉
M
)(
1
E˜φp
− 1
E˜φp′
)
− m˜
2 〈X〉
M
(
1 +
〈X〉
M
)(
1
(E˜φp)3
− 1
(E˜φp′)
3
)]
ρ(p,p′; t)∆Fxx
cos(Mt)− 1
M2
+ O
(〈X〉3
M3
)
. (84)
We remark, however, that a naive expansion about m2 ∼ m˜2 cannot be made in the time-dependent
exponentials in the third to seventh lines of Eq. (80).
24
(a) (b)
(c) (d)
(e) (f)
(g)
(h) (i)
(j)
FIG. 3: Diagrammatic representation of the various terms contributing to the right-hand side of
the quantum master equation (79): (a)-(d) χ tadpoles [line 2]; (e) and (f) φ tadpoles [line 2];
(g)-(i) χ-φ bubbles [lines 3-5]; and (j) the disconnected vacuum diagram [lines 6 and 7]. Solid
lines represent φ propagators, dashed lines represent χ propagators, crossed boxes indicate
insertions of the matrix element of the density operator ρˆ, and crosses indicate insertions of the
background field 〈X〉.
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D. Renormalization
The terms in Eq. (80) yield quadratic and logarithmic ultraviolet divergences. At this order,
there are three relevant counterterms: the mass counterterms for the φ and χ fields, and the tadpole
counterterm for the χ field.
The tadpole divergences in the second line of Eq. (80) can be renormalized by the standard
counterterms, calculated in vacuum. On the other hand, the logarithmic divergence arising in the
third to fifth lines has acquired a non-trivial time-dependent modulation by virtue of the fact that
the interactions have a finite domain of support in time due to the quench, as have the divergences
arising from the vacuum diagram in the final line. In particular, we see that the contributions
vanish identically in the limit t→ 0. As such, and were we to subtract t-independent contributions
from the vacuum counterterms, the divergence would persist for all times, except in the limit
t→∞. It follows therefore that the contributions from the relevant counterterms must also vanish
in the limit t→ 0 and carry the same t dependence.
In order to see this more explicitly, it is instructive to rewrite the divergent terms in the third
to fifth lines of Eq. (80) in terms of the more familiar expression for the self-energy. Proceeding in
this way and ignoring the thermal corrections (i.e. the terms which vanish at zero temperature),
since these are ultraviolet finite and therefore not relevant to the renormalization, we find that
∂tρ(p,p
′; t) ⊃ ρ(p,p′; t)
{
1
Eφp
∫
p0
sin
[(
p0 − Eφp
)
t
]
p0 − Eφp
iΠ
(T=0)
non−loc(− p2) −
(
p←→ p′)∗} , (85)
where
iΠ
(T=0)
non−loc(− p2) =
(
− 2im
2
M
)2 ∫
k
− i
k2 +M2 − i
− i
(k − p)2 +m2 − i (86)
is the usual nonlocal, bubble self-energy. (Here, we refer to self-energies that depend on the
external momentum flow as nonlocal, and those that are independent of the external momentum
flow, i.e., tadpoles, as local.) We see that the convolution integral over p0 in Eq. (85) accounts for
the finite-time effects, and it must be present also for the counterterm if the divergence is to be
removed for all times t. In particular, it encodes our inability to know precisely the energy scale
at which processes are occurring, due to the uncertainty principle, since the external preparation,
quench and measurement of the system take place over a finite interval of time.
It follows then that the relevant contribution to the counterterm action must have the same
temporal support, i.e.
δŜIF ⊃ − 1
2
∑
a=±
a
∫
xy ∈Ωt
δm2xyφ
a
xφ
a
y , (87)
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with δm2xy having the double Fourier transform
δm2(p, p′) =
∫
x
∫
y
e−ip.xeip
′.yδm2xy = (2pi)
4δ4(p− p′)Re Π(T=0)(− p2)
∣∣∣
p= p¯
, (88)
which maintains a nontrivial dependence on p0 and therefore x0 − y0. Here,
iΠ(T=0)(− p2) = iΠ(T=0)loc + iΠ(T=0)non−loc(− p2) (89)
also contains the local, tadpole self-energy given by
iΠ
(T=0)
loc = −
2im2
M2 ∆
F(T=0)
xx = −
2im2
M2
∫
k
−i
k2 +M2 − i . (90)
Since iΠloc is independent of the four-momentum p, it yields a time-independent contribution
to the quantum master equation. We note that only the dispersive (real) part of the one-loop
self-energy is subtracted, since this is where the divergence resides. The subtraction point for
the renormalization must be taken at a fixed three-momentum p¯, since both time-translational
and Lorentz invariance are broken by the external maniplulation of the system. One cannot, for
instance, straightforwardly apply on-shell renormalization, since the loop corrections to the master
equation do not depend only on the Lorentz scalar p2.
The resulting contribution to the master equation from the mass counterterm involves the
integral ∫
p0
sin
[(
p0 − Eφp
)
t
]
p0 − Eφp
δm2(p0) , (91)
where δm2(p0) ≡ ∫p′ δm2(p, p′), carrying the same modulation as in Eq. (85). We see that this
amounts to a weighted integral over counterterms evaluated at different energy scales, consistently
renormalizing the divergences from all competing scales permitted by the uncertainty principle in
processes occuring in a finite interval of time. Most importantly, in the limit t→∞, we have
1
pi
sin
[(
p0 − Eφp
)
t
]
p0 − Eφp
−→
t→∞ δ(p
0 − Eφp) , (92)
setting − p2 = m2 on-shell, such that we recover the usual on-shell renormalization, with the
counterterm fixed at a single energy scale. The t-dependent factors appearing throughout should be
compared with those that arise in the modified Feynman rules of the interaction-picture formulation
of nonequilibrium field theory [113, 114].
The addition of bilocal terms, as in Eq. (87) (that is, terms that depend on two spacetime
coordinates), to the action of an open system is not so unusual. Specifically, we can regard the
27
modification of the temporal support of the counterterm above as arising from a correction to
the usual bilocal source (see, e.g., Refs. [113, 120, 121]) that can be used to encode the impact
of the environment on the quadratic fluctuations of the open system in approaches based on the
(two-particle irreducible) quantum effective action [122], as embedded in the Schwinger-Keldysh
closed-time-path formalism [115, 116].
Putting everything together, the full form of the counterterm action (including only the terms
relevant at the order we are working) is
δŜIF = −
∑
a=±
a
[ ∫
x
δαχax +
1
2
∫
xy
δm2xyφ
a
xφ
a
y +
1
2
∫
xy
δM2xyχ
a
xχ
a
y
]
, (93)
with
δm2xy = −
2m2
M2 ∆
F(T=0)
xx δ
(4)
xy +
∫
pp′
eip.x−ip
′.y(2pi)4δ4(p− p′)Re Π(T=0)non−loc(− p2)
∣∣∣
p= p¯
, (94a)
δM2xy = −
[
2m2
M2 D
F(T=0)
xx +
λ
2
∆F(T=0)xx
]
δ(4)xy
+
∫
pp′
eip.x−ip
′.y(2pi)4δ4(p− p′)Re Σ(T=0)non−loc(− p2)
∣∣∣
p= p¯
, (94b)
δα = − m
2
M D
F(T=0)
xx −
λ 〈X〉
2
∆F(T=0)xx , (94c)
for any given regularization procedure (e.g. dimensional regularization). Here, we have introduced
the nonlocal chameleon self-energy
iΣnon−loc(− p2) =
(
− 2im
2
M
)2 ∫
k
− i
k2 +m2 − i
− i
(k − p)2 +m2 − i . (95)
After making the subtraction, all that remains of the tadpole diagrams in the second line of
Eq. (80) are the thermal parts for the χ field, given by the integral
∆F(T 6=0)xx ≡ 2
∫
dΠk f
(
Eχk
)
=
T 2
2pi2
∫ ∞
M/T
dξ
√
ξ2 − (M/T )2
eξ − 1 , (96)
which reduces to T 2/12 in the limit M = 0 and ∼ T 2/29 for M/T ∼ 1. The vacuum diagram
is renormalized by the two mass counterterms at the level of its two subdiagrams: the nonlocal
one-loop φ and χ self-energies. Since the loop integrals arising from the nonlocal diagrams cannot
be performed in closed form, we do not present these explicitly.
IV. DISCUSSION
The expression (80) after the renormalization [see Eq. (93)] provides the one-loop master equa-
tion describing the open quantum dynamics of a scalar matter field φ induced by the light scalar
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χ. To discuss the content and implications of this dynamics, we first rewrite the master equation
as
∂tρ(p,p
′; t) = − [iu(p,p′; t) + Γ(p,p′; t)]ρ(p,p′; t) + ∫
k
γ(p,p′,k; t)ρ(p− k,p′ − k; t) , (97)
where we have defined
u(p,p′; t) ≡ Eφp − Eφp′ +
m2
M
(
1
Eφp
− 1
Eφp′
)
∆F(T 6=0)xx
{
1
M +
λ
2
〈X〉 cos(Mt)− 1
M2
}
−
{
1
Eφp
∫
p0
sin
[(
p0 − Eφp
)
t
]
p0 − Eφp
[
Re Πnon−loc(− p2)
− Re Π(T=0)non−loc(− p2)
∣∣
p= p¯
]
− (p←→ p′)} , (98a)
Γ(p,p′; t) ≡ 1
Eφp
∫
p0
sin
[(
p0 − Eφp
)
t
]
p0 − Eφp
Im Πnon−loc(− p2) +
(
p←→ p′) , (98b)
γ(p,p′,k; t) ≡ i 4m
4
M2
∑
s=±
{
1
2Eχk2E
φ
p−k2E
φ
p′−k
s
sEχk + E
φ
p−k − Eφp
×
(
1− exp [i(sEχk + Eφp−k − Eφp)t])f(sEχk)− (p←→ p′)∗
}
. (98c)
We have omitted the contribution from the disconnected vacuum diagram. We note that the
nonlocal self-energy Πnon−loc(− p2) appearing here contains also the thermal corrections, i.e.
iΠnon−loc(− p2) =
(
− 2im
2
M
)2 ∫
k
[ − i
k2 +M2 − i + 2pif(|k
0|)δ(k2 +M2)
] − i
(k − p)2 +m2 − i .
(99)
The coefficients u and Γ are real, whereas γ is complex. This decomposition provides a clear
interpretation of the resulting master equation: u corresponds to coherent evolution, resulting from
the mass shifts, Γ corresponds to decays and, together with the real part of γ, is responsible for
decoherence; γ also accounts for momentum diffusion, due to the coupling between the different
momentum states. We note that u(p,p; t) = 0, as it should, since diagonal elements of the density
matrix must be real.
The master equation (97) is time local, but with time-dependent coefficients. In general, such
master equations do not necessarily preserve the trace and positivity of the density matrix, unless
they are in Lindblad form [123].5 It is anticipated that any violation of trace preservation and
positivity will be of the same order of magnitude as the number-changing processes that have been
5 The possible mapping of time-local master equations to master equations in Lindblad form has been considered in
Ref. [124] by coupling the system described by the non-Lindblad master equation to an ancilla.
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neglected by restricting to the single-particle subspace for the probe system. In the non-relativistic
limit, relevant, for instance, to atomic probes, such processes are expected to be highly suppressed.
Before concluding, we provide an indicative estimate of the order of magnitude of the effects
induced by the light scalar. We consider the effects on a system of atoms in a chameleon scalar
environment in an idealized experimental setup, wherein the thermal corrections are assumed to
be negligible.
Tests of the coherence and decoherence of atomic systems typically take place in high-quality
vacuum chambers. If we assume the vacuum chamber is spherical then we can predict the form of
the background chameleon field profile inside the chamber. The walls of the chamber are dense,
and so the chameleon is massive, and we can take the chameleon field to be constant in the walls
of the chamber. Inside the vacuum chamber, the chameleon can be much lighter, and the field
evolves toward the value that minimizes the effective potential, Eq. (17), when ρext is the density
of the residual gas in the chamber. However, over a large part of the chameleon parameter space,
and for typical vacuum chamber sizes, there is not enough space for the chameleon to reach the
minimum of the effective potential. In this case, the field adjusts its value so that its Compton
wavelength becomes of order the size of the vacuum chamber, and, at the center of the spherical
chamber, the expectation value of the chameleon field and the mass of its fluctuations are given
by [40]
〈X〉 = − q√
λL
, M =
q√
2L
, (100)
where q = 1.287 [40, 91] and L is the radius of a spherical vacuum chamber. The form of the
chameleon profile inside the chamber is illustrated schematically in Fig. 4.
In experiments with microscopic test masses, one will typically be in the regime m˜/M 1.
Therefore, in order to provide a conservative upper estimate on the order of magnitude of the
effects, we assume that we are sensitive to the dominant coherent shift arising from the change in
the effective mass of the matter field due to the background value of the chameleon. We consider the
leading contribution in the first power of m˜/M, and ignore the subdominant thermal corrections.
As identified in Sec. III C, the relativistic loop corrections obtained for the toy scalar model used
here to facilitate the main formal developments are not expected to be reliable proxies for diagrams
involving nonrelativistic and extended probes, such as atoms, and we therefore refrain from using
these for the indicative estimate that follows. The application of the present formalism to more
realistic probe models will be presented elsewhere.
Motivated primarily by using precision atom-interferometry measurements, we rewrite the free-
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FIG. 4: Schematic of the experimental setup. The green line represents the profile of the
chameleon field 〈X(x)〉 across a cross section of the spherical vacuum chamber of radius L (in
grey). At a given time t, the test mass is in a superposition of two momenta p and p (and in
general at different positions as in atom interferometers) and its evolution is described by the
master equation (80).
phase part of Eq. (98a) via Eq. (83), performing the non-relativistic expansion of the 1/E˜ terms
to find
|∆u| ≈
∣∣∣∣ 〈X〉2M m˜
[
1 − λT
2
29M2
]
v2
c
∣∣∣∣ . (101)
Here, we have defined the characteristic velocity scale by v2 =
∣∣|p|2−|p′|2∣∣/m˜2, taken the maximum
value of 1− cos(Mt) = 2, used the relation (96) for ∆F(T 6=0)xx , and restored the dimensions, so that
[u] = Hz for T expressed in mass units and 〈X〉 expressed in units of inverse length, as it should
for a rate of change. The thermal correction, included here for illustration, corresponds to the
thermal shift in the background chameleon field to smaller values, arising from the third term in
the second line of Eq. (80).
As a concrete example, we consider the quantum test mass to be the 87Rb isotope with m˜ =
87mu (where mu is an atomic mass unit) and choose λ = 1/10 and M = MPl, L = 1 m for the
radius of the vacuum chamber and v = 10 m s−1 (velocities of up to 6 m s−1 were reported in
atomic transport experiments [125]) for the characteristic velocity scale. We further consider the
vacuum chamber to be in a thermal equilibrium at temperature T = 1 mK. The chosen values
imply M ≈ 10−16mu and M/T ∼ 1,6 in which case the thermal shift to the chameleon background
field value is subleading. We then obtain |∆u| ≈ 10−23 Hz, which is far out of reach of the current
6 Noticing that we are in a regime T ∼ M , we might be concerned about non-perturbative effects arising from the
thermal corrections to the dynamics of the chameleon field itself. A comprehensive study of this is beyond the
scope of the present work.
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atom-interferometry sensitivity of order 10−8 Hz.7
The conservative value of M = MPl is motivated by constraints on chameleon theories [127],
and the value of λ < 1 was chosen to remain well within the regime of perturbative validity.
We reiterate, however, that the chosen parameters are in tension with the current experimental
bounds for the chameleon potential considered here, as discussed earlier in Sec. II A. Even so, our
aim is to provide a conservative estimate of the order of magnitude of the effects. We see that
the effects induced by the quartic chameleon considered here are negligibly small and potentially
out of reach of any near-future experiment. This is consistent with the fact that the classical fifth
force, i.e. which also depends on the classical background field value 〈X〉, is constrained to be very
small.
It therefore seems that, while atom interferometry provides a powerful tool in the search for
fifth forces due to light scalar fields, a direct detection of the effects induced by the quantum
fluctuations of the light fields remains extremely challenging. Here, it would be interesting to
apply the present theory to the other light scalar field models discussed in Sec. II in order to
obtain quantitative estimates. While it is likely that the induced effects will remain elusive also
in these cases, we note that possible pathways for improvements include using more massive test
masses to increase the ratio m˜/M, provided they do not affect the screening mechanism. In this
context, we note that a Bell test was recently performed with levitated nanoparticles containing
1010 silica atoms [128], amounting to an increase of m˜ by 10 orders of magnitude as compared to
single-atom interferometry. Other possibilities include, for example, considering the effects induced
in other detection platforms, in particular in optical atomic clocks, which provide the most accurate
measurement tool currently being developed, with reported relative precision reaching 10−19 [129].
Alternatively, one could consider modifying the experimental setup so that each branch of the
interferometer experiences a different background value of the light field together with its gradient.
In such a case, the description provided here [Eq. (97)] has to be extended so as to account for
the spatially inhomogeneous background provided by the screening field. We leave this and related
extensions for future work.
Finally, we would like to comment on the difference of the current analysis with that of Ref. [40],
where a proposal of testing the modification of gravitational acceleration g → g + δg induced by
the chameleon scalar fields has been put forward. Specifically, the change δg predicted in Ref. [40]
scales as δg ∝ ∂XV (X), i.e., with the gradient of the chameleon potential. This is a classical effect
7 This value is inferred from Ref. [126], which reported a phase measurement with statistical uncertainty of 10−8
rad obtained after ∼ 1 day of integration time and for a duration of the order of 1 s for each experimental run.
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that arises because the length of the paths that the atoms explore in the interferometer depends
on the fifth force due to the gradients of the background chameleon field configuration. This is
not the same experimental setup as considered in this work, since, in order to detect the classical
fifth force due to the chameleon, a macroscopic source mass must also be placed inside the vacuum
chamber. For the choices of the chameleon potential λ ≈ 1/10 and M ∼ MPl, and a vacuum
chamber similar to the simplified chamber we consider here, a phase shift of order 10−3 would
be induced if the interferometry experiment were performed with rubidium atoms held within 1
cm of a massive sphere of radius 1 cm and density 1 g cm−3. This should be contrasted with the
prediction of Eq. (98a) for the coherence shift, which scales with the background field value instead,
i.e. u ∝ 〈X〉; see also Fig. 1.
V. CONCLUSIONS AND OUTLOOK
Light scalar fields, which couple to matter either conformally or through a Higgs portal, are
well motivated as extensions of the Standard Model and/or general relativity. Models such as the
chameleon, discussed here, possess a screening mechanism that allows them to avoid local searches
for fifth forces while remaining light on cosmological scales and coupling to matter with at least
gravitational strength. In this work, we have developed, from first principles, a novel approach
for describing how an environment composed of such a scalar field affects the dynamics of a probe
field. This is, to the best of our knowledge, the first work in which the quantum dynamics of
both a probe field and the (conformally coupled) light scalar are studied; excepting Ref. [130],
previous work looking at the effects of screened scalar fields in, for example, atom-interferometry
experiments treated the scalar only classically.
Herein, we have used a second scalar field as a proxy for the quantum probe, imagining, for
instance, an atom in an atom-interferometry experiment. While this simple scalar field theory
provides a convenient playground in which to develop the necessary techniques, it nevertheless has
some shortcomings as a toy model of an atom, such as allowing for physically unrealistic decay
and production processes, and the extension of this work to more realistic models of probe systems
may be presented elsewhere.
Beginning from the path-integral approach of the Feynman-Vernon influence functional, we have
employed an LSZ-like reduction technique, constructed in the operator-based framework of thermo
field dynamics, which allows us to make use of diagrammatic techniques from (nonequilibrium)
quantum field theory, while also making a concrete connection with the single-particle matrix
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elements of the reduced density operator of interest for quantum probes. In addition, we have
shown that the consistent renormalization of the resulting master equation in the non-Markovian,
postquench regime requires the introduction of time-modulated counterterms, allowing us to make
quantitative predictions that are independent of any ultraviolet cutoff.
The final master equation describes the coherent dynamics of the probe field, as well as deco-
herence and momentum diffusion. Having access to quantitative estimates of these effects, we have
confirmed that their experimental observation remains a challenge. Even so, the present formalism
allows us to identify possible pathways for improvements in future searches, including the use of
more massive probe fields and the studies of the effects in optical atomic clocks or nonhomogeneous
scalar-field backgrounds. Importantly, the present work provides a robust and complementary ap-
proach for studying open quantum dynamics, which may shed new light on, e.g., the contentious
area of gravitational decoherence.
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