We show that the addition of correlated phases to the recently developed method of randomized dynamical decoupling pulse sequences [Physical Review Letters 122, 200403 (2019)] can improve its performance in quantum sensing. In particular, by correlating the relative phases of basic pulse units in dynamical decoupling sequences, we are able to improve the suppression of the signal distortion due to π pulse imperfections and spurious responses due to finite-width π pulses. This enhances selectivity of quantum sensors such as those based on NV centers in diamond.
I. INTRODUCTION
Dynamical decoupling (DD) techniques [1] have important applications in quantum information [2, 3] , quantum simulation [4] and quantum sensing [5] [6] [7] [8] . In particular, a sequence of DD π pulses is able to adjust the resonance frequency of a qubit in a controlled manner by periodically flipping its quantum state. In this manner, the qubit can be detuned from resonance with respect to the frequencies of its surrounding noise, which results in an extended coherence time. At the same time, when a DD sequence imprints a qubit flipping rate that matches the frequency of a certain electromagnetic signal, the internal quantum state of the qubit gets modified leading to quantum detection. For example, under DD control the nitrogen-vacancy (NV) center qubit [9] in diamond has already demonstrated long coherence times [10] [11] [12] [13] , and an excellent sensitivity to AC magnetic fields [14] . This makes NV centers under DD control highly promising probes to detect, identify, and control nearby single nuclear spins [15] [16] [17] [18] [19] [20] [21] [22] [23] and spin clusters [24] [25] [26] [27] .
One of the major factors limiting the performance of DD techniques is the unavoidable presence of errors in the applied control, which includes detuning and amplitude deviations on the applied pulses. The effects of these errors can be partially compensated by robust DD sequences that make use of different pulse phases [10, [28] [29] [30] . In addition, even if control pulses were ideally displayed (i.e. in absence of detuning and amplitude errors) the finite-width character of each pulse will introduce a spurious harmonic response [31] [32] [33] [34] . Importantly, this spurious response accumulates coherently when a basic DD pulse unit is repeated M > 1 times. At this point, it is important to remark that repeating several DD pulse units is the standard manner to achieve longer detection times. The accumulated spurious response can lead to a false identification of certain nuclear spins, e.g. the presence of 13 C nuclei in a sample can be interpreted as the existence of 1 H nuclei as the ratio of the magnetic moments is almost precisely an integer. All this has a negative impact on the reliability of general DD methods. In this respect, a recent theoretical and experimental study shows that the application of random global phases to each basic DD pulse unit of DD sequences suppress, up to some extent, the spurious harmonic response while enhances the sequence robustness against control errors [35] .
In this work, we introduce correlated phases to further enhance the performance of DD sequences for quantum sensing purposes. In particular, instead of using M uncorrelated random phases (one for each of the M basic DD pulse units present in a DD sequence) we impose constraints over these M phases. This leads to a superior suppression of accumulated errors and spurious responses even when the number M of basic DD pulse units is small.
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II. RESULTS
A. Effect of control imperfection
Let us consider the periodic repetition of a basic pulse unit with a time duration T and containing a number N of π pulses [see Fig. 1(a) ]. In the case of ideal pulse sequences, each π pulse is instantaneous and rotates the qubit by an angle π along an axis in the x−y plane. In realistic situations, however, the control Hamiltonian for the π pulses in the rotating frame readsĤ
whereσ α (α = x, y, z) is a Pauli matrix, Ω is the Rabi frequency, and φ is the pulse phase of the control. Here the frequency detuning ∆ introduces rotation axis and rotation angle errors. In addition, amplitude fluctuations on the control field change the value of the Rabi frequency Ω, thus further alters the rotation angle of the π pulse.
For the sake of simplicity in the presentation, we do not consider the environment (e.g., a nuclear spin bath) of the qubit, and directly show the effect of pulse errors. However, the presence of nuclear spins will be taken into account in our numerical simulations of quantum sensing. Using Eq. (1), the evolution matrix of a single π pulse has the general form [30, 35] 
where the real numbers α, β, and depend on the explicit realization of the π pulse but are independent of the pulse phase φ. We assume that each pulse has the same static errors, that is, α, β, and are the same for all the π pulses. When = 0 the pulse corresponds to a perfect π pulse up to a drift β (which can be caused by the detuning error ∆) on the pulse phase. The pulse phase φ is fully tunable by changing the phase of the applied control field, and we assume that the phases of the pulses are applied in order with the values φ 1 , φ 2 , . . ., φ N . We consider widely-used basic DD π pulse units leading to the identity operation on the qubit after their application. Typical examples of these basic DD π pulse units are the π pulse arrangements belonging to the XY family [28] , the YY8 sequence [34] , and the Carr-Purcell sequence [36] , which contain an even number of π pulses. To the first order of , the evolution matrix of a DD pulse unit reads [30, 35] 
where C is a complex number that depends on the structure of the employed DD pulse unit. One example of a DD pulse unit (i.e. the widely used XY8 sequence) can be found in the lower panel of Fig. 1(a) . In addition, we note that if one introduce a global phase shift Φ to the phases of all pulses the constant C changes as C → Ce −iΦ .
Standard protocol
In the standard protocol where the basic pulse unit is repeated M times asÛ = (Û unit ) M , the control errors accumulate coherently. Using Eq. (3), we obtain the evolution matrix of the whole sequence, i.e. ofÛ, this is:
In this equation (4) one can observe that the error MC scales linearly with M. This is illustrated in Fig. 1(b) .
Randomisation protocol
In the randomisation protocol [35] , a random global phase Φ r,m is imposed to all π pulses of each mth basic DD pulse unit. Now, by using Eq. (3), the evolution matrix of the whole sequence reads [35] 
where Z r,M = 1 M M m=1 exp(−iΦ r,m ), with {Φ r,m } being a set of phases. Due to the random value that each phase Φ r,m takes, the quantity Z r,M becomes a (normalised) 2D random walk with |Z r,M | 2 = 1/M ≤ 1 [35] . This suppresses the effect of control errors [see Fig. 1(c) ].
Correlated randomisation protocol
Now, we impose a constraint on the random phases Φ r,m , such that Z r,M = 1 M M m=1 exp(−iΦ r,m ) = 0. In this manner, the effect of control errors will be suppressed more efficiently as compared to a fully random scheme, and irrespective of the value of M. Note that, in the randomization protocol in Ref. [35] a larger M provides a better improvement as is demonstrated in the previous section with the expression |Z r,M | 2 = 1/M ≤ 1. To cancel the effect of slowly fluctuating errors more efficiently, we choose a smaller number 1 < G ≤ M of subsequent random phases such that z r,G = G j=1 exp(−iΦ r,k+ j ) = 0 for some integer k. Our method also improves the performance of the method over static errors since, by developingÛ M in the perturbative parameter , one can see that: Sequences with a low number G better cancel high-order-error terms in .
An example of a possible target sequence is in Fig. 1(d) . Here we impose a constraint for every three subsequent random phases (i.e. G = 3) such that the sum of their phase factors vanishes. Note that it is not necessary to choose the same value of G for all the subsequent random phases in a single DD sequence. But for simplicity, we will use one fixed G for each DD sequence in our simulations and call the value of G as the elimination size. 
B. Comparison of different protocol performances
In Fig. 2 , we compare the robustness of different protocols against control imperfections by numerically simulating the sequence fidelity. In particular, the fidelity is defined as the survival probability of the quantum sensor in the initial state (note this is initialised in an eigenstate of σ x ) after the application of the whole sequence. We use this definition because, in the absence of an external signal to detect, the quantum state of the sensor should remain unaffected after the application of the protocol. In addition, we clarify that white regions in these figures have lower fidelities (out of the range of each plot) such that their values are not shown for clarity.
An inspection to the panels in Fig. 2 shows that: Even with a small number of repetitions M = 6 for the DD sequences, our method using correlated random phases presents an improved fidelity over the standard protocol and the randomisation protocol in Ref. [35] . For larger M the fidelities of the randomisation protocol and our correlated random phases protocol are expected to be similar. However, still for M = 24 our protocol is better than the randomisation protocol (see Fig. 3 ). We have also observed that our protocol using correlated random phases performs slightly better when one uses a small elimination size G which is consistent with our theory [compare the results of G = 2 and 3 in Figs. (2) and (3)] .
In Fig. 4 XY8 sequences. In these simulations, we considered an NV quantum sensor in diamond. The target is to sense a proton ( 1 H) spin outside of the diamond sample. Due to limited control power, the Rabi frequency Ω of control pulses has a finite value and, consequently, the π pulses are not instantaneous and have a non-zero time duration. In addition, in our numerical simulations we also consider static errors on the control (see caption). The non-zero pulse duration can leads to spurious resonances [31] of sensing signal at the presence of other nuclear spins (e.g., a 13 C spin in our simulation) [see Fig. 4 (a) for a simulation]. This signal error can be suppressed by the use of randomisation protocol [Figs. 4(b) ]. As shown in Figs. 4(c), (d) , the enhancement of the control robustness by using the correlated randomisation protocol can significantly further improve the signal fidelity in quantum sensing.
III. CONCLUSION
We showed that the robustness of randomisation DD protocol can be further improved if the random phases of the DD pulse units are chosen such that their phase factors have an average of zero. This reduces harmful effects due to amplitude fluctuations, and frequency detuning of the DD control. In addition, we have demonstrated that our correlated randomisation DD protocol provides better signals in DD based quantum sensing, even at the presence of nuclear spins that otherwise generate spurious peaks.
