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It is shown that if the edges of a 2-connected graph G are partitioned into two 
classes so that every vertex is incident with edges from both classes, then G has an 
alternating cycle. The connectivity assumption can be dropped if both subgraphs 
resulting from the partition are regular, or have only vertices of odd degree. 
Let G be a loopless finite graph, each of whose edges is coloured either red 
or blue. We say that a cut vertex v of G separates colours if no component 
of G - V is joined to v by both red and blue edges. We call a walk after- 
nating if the successive edges in it alternate in colour. For other terminology 
we follow [3]. 
We shall find simple conditions which guarantee the existence of alter- 
nating cycles. For a random sample of other works on alternating paths and 
cycles, see [ 1,2,4-71. 
THEOREM. Let G be a graph whose edges are coloured red and blue so 
that every vertex is incident with at least one edge of each colour. Then 
either G has a cut vertex separating colours, or G has an alternating cycle. 
Proof: We assume the existence of a minimal counterexample G, 
containing neither a cut vertex separating colours nor an alternating cycle, 
and derive a contradiction. 
Note first that, being minimal, G has in fact no cut vertex at all. 
Otherwise, let v be a cut vertex. Since v does not separate colours, there 
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exists a component G, of G - u joined to u by both red and blue edges. Then 
G - (G - G, - u) is a counterexample with fewer vertices than G. 
Now fix a vertex x in G. We shall construct a strictly increasing sequence 
G’cG’c... of connected subgraphs of G, such that each G’ consists only 
of points that can be reached from x by alternating paths beginning in red. 
Such an infinite sequence is a contradiction, since G is finite. 
Each G’ will come with the following structure (see Fig. 1 for a typical 
G’): 
(*) G’ consists of 
(1) x, which is incident with no blue edges, 
(2) a set of blocks Bf ,..., Bii, ni > 1, each block containing a 
distinguished vertex xj and at least one edge of each colour, 
and 
(3) a set of alternating paths Pi, 0 < j < ni, some possibly of 
length zero, where for j> 1, path Pj goes from Bi - xj to 
xj+,, and Pf, begins in red (if not of length zero) and goes 
from x to xf . 
The blocks and paths intersect only as implied by (3). 
To facilitate the discussion, we shall colour the vertices of these 
subgraphs. A vertex ZJ of G’, u # x, is to be coloured red (resp. blue) if there 
is an alternating path in G’ from x to u, beginning with a red edge and 
ending with a red (resp. blue) edge; a vertex coloured both red and blue will 
be said to be coloured violet. We shall show inductively that each G’ has the 
following property: 
(**) Every vertex in a block Bj, other than the distinguished vertex 
xj, is coloured violet. In particular, if Pj- 1 is of length zero, so that xj is 
in block Bj-, as well as in block Bj, then xj is coloured violet as well. 
Every other vertex in G’, except x, is coloured either red or blue. We 
leave x uncoloured. 
- 
PO - p1 I 03 
01 82 
. . l .  .  .  .  .  .  .  .  .  .  .  .  .  * 
blue red 
FIG. 1. A typical G’ in the proof of the theorem. The superscripts i have been suppressed. 
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To construct G’, we follow an alternating path from x, beginning in red, 
colouring the vertices we encounter alternately red and blue, until we reach a 
vertex which either is x or is already coloured. We take this vertex as x: . We 
have thus constructed a cycle, which by assumption must be odd; it 
alternates at every vertex except xi. Every vertex in this cycle (which is our 
B:), except xi, can in fact be coloured violet, since the cycle could be 
traversed in either direction. The path we took from x to xi becomes Pi. 
Thus the structure of G’ conforms to (*), with n, = 1, and property (**) is 
satisfied. 
Finally, as the inductive step we construct G’+ ’ from G’. Loosely, we 
shall do so by growing an alternating path from an undistinguished vertex of 
the last block Bai of G’ until this path encounters either itself or G’. In the 
former case, a new block-at the end of a new alternating path-has been 
formed. In the latter case, it is possible that several blocks of G’ are 
coalesced into a new last block BL:+‘, of G”‘. 
We sketch the construction in more detail. Since xii is not a cut vertex of 
G, there must be an edge e not in G’ with one end, say u, in Bb, -xii. (In 
particular, if xii = x, we use the fact that x is incident with no blue edge in 
G’.) Note that u is coloured violet by (**). We follow an alternating path P 
of edges in G - G’, emanating from vertex u, beginning with edge e, 
colouring the vertices of P red or blue (to match the colour of the edge of P 
just traversed), until we encounter a vertex t which either is x or is already 
coloured. We set G”’ = G’U P and note that every vertex of Gif ’ (other 
than x) has been coloured. There are three possibilities for t; the reader can 
construct examples of each case by adding to Fig. 1. 
Case 1. f =x. In this case the final edge of P must have been red, for if 
it were blue we would have an alternating cycle-from x to u within G’ and 
then back to x via P. In particular x is still incident with only red edges of 
Git ‘. Clearly G’+’ consists of only one block, so (*) is trivially satisfied, 
and it is enough to show that each vertex in Git ‘, other than x = xf+‘, can 
now be coloured violet. The only possible nonviolet vertices are those in P or 
in Pi, where 0 < j < ni. However, these all lie on the odd cycle we have 
formed (from x to u within G’ and then back to x via P), which alternates 
except for the two red edges at x. By considering traversal of this cycle 
backwards, we see that each such vertex becomes violet. 
Case 2. t is coloured violet but is not an xi and hence is in a unique 
block Bj. The structure (*) of Git ’ is thus clear: n,, , = j and Bj’ ’ includes 
all points beyond xj in G’, as well as P; furthermore XL” = XL for k <j; and 
B 1;’ ’ = B: for k < j. The argument that every vertex in Bjt ’ - xjt ’ can be 
coloured violet is similar to the argument in Case 1. A blue vertex on P, for 
example, can be reached by an alternating path from x to t in G’ (ending 
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with an edge of the opposite colour to the last edge of P), and then 
backwards along P to the blue vertex, necessarily ending with a red edge. 
Case 3. t is on P, or t is on some Pj (but not in Bf or Bj, 1), or t is some 
xj. In all these situations, xz+‘, = t. The details, similar to Case 2, are left to 
the reader. 1 
COROLLARY 1. Let A4 be a perfect matching in a graph G. If no edge of 
A4 is a cut edge of G, then G has a cycle whose edges are taken alternately 
from M and G - M. 
Proox It suffices to observe that if M is coloured red and G -M is 
coloured blue, then G has no cut vertex separating colours. I 
COROLLARY 2. Let G be an Eulerian graph whose edges are coloured 
red and blue so that every vertex is incident with an odd number of edges of 
each colour. Then G has an alternating cycle. 
ProoJ: A simple parity argument shows that under the hypotheses, G can 
have no cut vertex separating colours. I 
COROLLARY 3. Let G be a graph whose edges are coloured red and blue 
so that both monochromatic subgraphs are regular and nontrivial. Then G 
has an alternating cycle. 
Proof: Let the degrees of the red and the blue subgraphs be k > 1 and 
I> 1, respectively. It suffices to consider the case in which both k and 1 are 
even, for every edge of G can be replaced by a pair of parallel edges of the 
same colour, and no alternating cycle can use both members of such a pair. 
Furthermore, since every regular graph of even degree contains a 2-factor 
[6], we may assume that k = l= 2. If G is 2-connected, then the theorem 
immediately implies Corollary 3. Otherwise, let B be an end block of G with 
attaching vertex x; that is, the intersection of block B with any other block 
of G is either {x} or 0. If x is incident with both red and blue edges of B, 
then the theorem can be applied to B to yield an alternating cycle. 
Otherwise, without loss of generality, we assume that x is incident with no 
red edges and exactly two blue edges of B; x cannot be incident with only 
one edge of B, since B is a block, and for the same reason these two blue 
edges cannot be parallel. If B -x has no cut vertex separating colours, then 
the theorem can be applied to B - x, since every vertex in B - x is incident 
with both red and blue edges of B -x. Finally we rule out the other 
possibility, that B - x contains a cut vertex u separating colours. Indeed, 
since x has only two edges to B - x, it would then be the case that B - x - u 
consisted of two components, say U and V, where the UU edges were all red 
and the uV edges were all blue, with exactly one blue edge from x to each of 
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FIG. 2. A graph with no alternating cycle. 
U - u and V- u. But then U would violate parity, since it would have 
exactly one vertex of odd degree in its blue subgraph. 1 
Examples such as the graph in Fig. 2 show that we cannot drop the 
connectivity assumption in the theorem or Corollary 1, the parity assumption 
in Corollary 2, or the regularity assumption in Corollary 3. 
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