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On Dynamic Deviation Measures and Continuous-Time Portfolio Optimisation
Martijn Pistorius∗ Mitja Stadje†
Abstract. In this paper we propose the notion of dynamic deviation measure, as a dynamic time-
consistent extension of the (static) notion of deviation measure. To achieve time-consistency we
require that a dynamic deviation measures satisfies a generalised conditional variance formula. We
show that, under a domination condition, dynamic deviation measures are characterised as the
solutions to a certain class of backward SDEs. We establish for any dynamic deviation measure
an integral representation, and derive a dual characterisation result in terms of additively m-stable
dual sets. Using this notion of dynamic deviation measure we formulate a dynamic mean-deviation
portfolio optimisation problem in a jump-diffusion setting and identify a subgame-perfect Nash
equilibrium strategy that is linear as function of wealth by deriving and solving an associated
extended HJB equation.
1 Introduction
One traditional way of thinking about risk is in terms of the extend that random realisations deviate
from the mean. In portfolio theory as initiated in Markowitz (1952), for instance, risk is quantified as
the variance or standard deviation of the return. In the setting of the Black-Scholes (1973) model, it
is the volatility parameter, which is equal to the standard deviation of the log-stock price at unit time,
that is often taken as description of the risk. Alternative approaches to quantification of risk that
have emerged more recently also take into account other aspects of the return distribution such as
heavy tails and asymmetry. In this context an axiomatic framework for (general) deviation measures
was introduced and developed in Rockafellar et al. (2006a), which form a certain class of non-negative
positively homogeneous (static) operators acting on square-integrable random variables. General de-
viation measures allow to distinguish between upper and lower deviations from the mean, generalising
standard deviation. Various aspects of portfolio optimisation and financial decision making under
general deviation measures have been explored in the literature, in particular regarding CAPM, asset
betas, one- and two-fund theorems and equilibrium theory; see also among many others Cheng et
al. (2004), Rockafellar et al. (2006b, 2006c, 2007), Ma¨rket and Schultz (2005), Stoyanov et al. (2008),
Grechuk et al. (2009), or Grechuk and Zabarankin (2013, 2014). In this paper we present an axiomatic
approach to deviation measures in dynamic continuous-time settings. We show that such dynamic
deviation measures admit in general a dual robust representation and are linked to a certain family
of backward stochastic differential equations (BSDEs), if a certain domination conditon is satisfied.
Subsequently, we use this notion of dynamic deviation measure to phrase a mean-deviation portfolio
optimisation problem in a jump-diffusion setting and identify for this problem a subgame-perfect Nash
equilibrium portfolio allocation strategy by means of an associated novel type of extended Hamilton-
Jacobi-Bellman equation, which complements the ones studied in Bjo¨rk and Murgoci (2010).
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(Conditional) deviation measures. Dynamic deviation measures are given in terms of condi-
tional deviation measures, which are in turn a conditional version of the notion of (static) deviation
measure defined in Rockafellar et al. (2006a) that we describe next. On a filtered probability space
(Ω,F , (Ft)t∈[0,T ],P), where T > 0 denotes the horizon, consider the (risky) positions described by
elements in Lp(Ft), t ∈ [0, T ], p ≥ 0, the space of Ft-measurable random variables X such that
E [|X|p] <∞); by Lp+(Ft), L∞(Ft) and L∞+ (Ft) are denoted the subsets of non-negative, bounded and
non-negative bounded elements in Lp(Ft). The definition is given as follows:
Definition 1.1 For any given t ∈ [0, T ], Dt : L2(FT )→ L2+(Ft) is called an Ft-conditional deviation
measure if it is normalised (Dt(0) = 0) and the following properties are satisfied:
(D1) Translation Invariance: Dt(X +m) = Dt(X) for any m ∈ L∞(Ft);
(D2) Positive Homogeneity: Dt(λX) = λDt(X) for any X ∈ L2(FT ) and λ ∈ L∞+ (Ft);
(D3) Subadditivity: Dt(X + Y ) ≤ Dt(X) +Dt(Y ) for any X,Y ∈ L2(FT );
(D4) Positivity: Dt(X) ≥ 0 for any X ∈ L2(FT ), and Dt(X) = 0 if and only if X is Ft-measurable.
If F0 is trivial, D0 is a deviation measure in the sense of Definition 1 in Rockafellar et al. (2006a).
The value Dt(X) = 0, we recall, corresponds to the riskless state of no uncertainty, and axiom (D1)
can be interpreted as the requirement that adding to a position X a constant (interpreted as cash)
should not increase the risk. Furthermore, it follows similarly as in Rockafellar et al. (2006a) that,
if D satisfies (D2)–(D3), (D1) holds if and only if Dt(m) = 0 for any m ∈ L2(Ft). In other words,
constants do not carry any risk. Moreover, it is well known that if (D2) holds, (D3) is equivalent to
conditional convexity, that is, for any X,Y ∈ L2(FT ) and any λ ∈ L∞(Ft) that is such that 0 ≤ λ ≤ 1
Dt(λX + (1− λ)Y ) ≤ λDt(X) + (1− λ)Dt(Y ).
The property of convexity is often given the interpretation that diversification of a position should
not increase its riskiness. We also note that (D2) implies that, for any X1,X2 ∈ L2(FT ), Dt(IAXi) =
IADt(Xi), i = 1, 2, where IA denotes the indicator of the set A, so that
∗
Dt(IAX1 + IAcX2) = IADt(X1) + IAcDt(X2), A ∈ Ft. (1.1)
In the analysis typically also a lower semi-continuity condition is imposed, the conditional version of
which is given as follows:
(D5) Lower Semi-Continuity: If Xn converges to X in L2(FT ) then Dt(X) ≤ lim infnDt(Xn).
Dynamic deviation measures. We impose additional structure on a given family of Ft-conditional
deviation measures in order to ensure it satisfies a form of time-consistency. One recursive structure
that has been succesfully deployed in among others the case of mean-variance portfolio optimisation
is the one embedded in the conditional variance formula; see for instance Basak and Chabakauri
(2010), Wang and Forsyth (2011), Li et al. (2012) or Czichowsky (2013). Inspired by this recursive
structure we require that a collection (Dt)t∈[0,T ] of conditional deviation measures satisfy the following
generalisation of the conditional variance formula:
(D6) Time-Consistency: For all s, t ∈ [0, T ] with s ≤ t and X ∈ L2(FT )
Ds(X) = Ds(E [X|Ft]) + E [Dt(X)|Fs] . (1.2)
∗To see that (1.1) holds note that by (D2) IADt(1AX1 +1AcX2) = Dt(IA(IAX1 + 1AcX2) = Dt(IAX1) = IADt(X1);
similarly, we have IAcDt(1AX1 + 1AcX2) = IAcDt(X2).
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Remark 1.2 (i) As D(X) ≥ 0, (D6) implies that (Ds(X))s∈[0,T ] is a supermartingale, which implies
in particular that D has a ca`dla`g modification.
(ii) It follows by standard arguments that (D6) for s = 0 already uniquely determines a dynamic
deviation measure D. For suppose that D0 and X ∈ L2(FT ) are given and besides (Dt(X))t∈[0,T ]
there exists a collection of square-integrable Fs-measurable random variables (D′t(X))t∈[0,T ] satisfying
(D6) for s = 0, then Dt(X) = D
′
t(X) for all t ∈ [0, T ]. Indeed, if the Ft-measurable set A′ :=
{D′t(X) > Dt(X)} were to have non-zero measure, then by (1.1) and (D6) we find
E [IA′Dt(X)] = E [Dt(IA′X)] = D0(IA′X)−D0(E [IA′X|Ft]) = E
[
D′t(IA′X)
]
= E
[
IA′D
′
t(X)
]
,
which is a contradiction to the definition of the set A′. Similarly, it may be seen that the set {D′t(X) <
Dt(X)} has measure zero.
(iii) SinceD0 is convex, lower semi-continuous and finite, D0 is continuous in L
2(FT ) (see Proposition 2
in Rockafellar et al. (2006)).
We arrive thus at the following definition of dynamic deviation measure:
Definition 1.3 A family (Dt)t∈[0,T ] is called a dynamic deviation measure if Dt, t ∈ [0, T ], are Ft-
conditional deviation measures satisfying (D5) and (D6).
One way to construct examples of dynamic deviation measures is in terms of the solutions of a cer-
tain type of BSDEs. Such solutions, when seen as function of the corresponding random variable,
we will call g-deviation measures (where g is the driver function of the BSDE in question). We show
in Theorem 3.2 that, under a domination condition, any dynamic deviation measure is equal to a
g-deviation measure for some driver function g. This result may be considered to be an analogue of
the link between the dynamic coherent and convex risk measures and g-expectations; see Coquet et
al. (2002) and Royer (2006) (for contributions on convex risk measures and g-expectations and their
generalizations see for instance Barrieu and El Karoui (2005,2009), Rosazza Gianin (2006), Klo¨ppel
and Schweizer (2007), Jiang (2008), El Karoui and Ravenelli (2009), Bion-Nadal and Magali (2012) or
Pelsser and Stadje (2014)). By drawing on dual robust representation results we also establish char-
acterisations of general dynamic deviation measures that are valid without the domination condition
(see Theorems 4.1, 4.3 and 4.4).
Remark 1.4 (Relation to dynamic coherent risk-measures) By generalising arguments given
in Rockafellar et al. (2006) to the Ft-conditional context, we note that any Ft-conditional deviation
measure is equal to the sum of a conditional expectation and a risk-measure ρt that satisfies a (Ft-
conditional) lower range dominance condition (that is, ρt(X) ≥ E [X|Ft] for all t ∈ [0, T ] and X ∈
L2(FT ) with equality on sets in Ft on which X is constant). As the notions of time-consistency differ
in cases of dynamic deviation and dynamic risk measures this relation does not carry over to the
dynamic case. A collection (ρt)t∈[0,T ], ρt : L
2(FT )→ L2+(Ft), forms a family of dynamic coherent risk
measures, we recall, if, for every t ∈ [0, T ], ρt is positively homogeneous and subadditive (as in (D2)
and (D3)), and is (dynamically) monotone and translation invariant in the following sense:
Translation Invariance: For all X ∈ L2(FT ) and m ∈ L∞(Ft) we have ρt(X +m) = ρt(X)−m.
Monotonicity: If X,Y ∈ L2(FT ) and X ≤ Y then ρt(X) ≥ ρt(Y ).
For a discussion of these axioms see Artzner et al. (1999). Note that by (D1)–(D2) Dt(m) = 0 for any
m ∈ L2(Ft), so that dynamic deviation measures do not satisfy the axiom of monotonicity. While for
dynamic deviation measures time-consistency is defined in terms of the generalised conditional variance
formula (1.2), in the theory of dynamic coherent and convex risk measures a recursive tower-type
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property is the relation strongly time-consistent dynamic risk-measures should satisfy. Specifically, a
dynamic coherent or convex risk measures is called strongly time-consistent, we recall, if
ρs(ρt(X)) = ρs(X) for s ≤ t, (1.3)
see for instance among many others Chen and Epstein (2002), Riedel (2004), Delbaen (2006), Artzner
et al. (2007), Fo¨llmer and Schied (2011), Cheridito and Kupper (2011). Note that a dynamic deviation
measure D is not strongly time-consistent (in view of the fact that Dt(DT (X)) = Dt(0) = 0 for t < T ).
Interestingly, as shown in Proposition 4.9, a collection of conditional deviation measures satisfies (D6)
if and only if in their dual representations the dual sets are convex, closed, and additively m-stable,
which is a result naturally complementing the well-known fact in the literature that the property of
time-consistency for coherent risk measures (defined by (1.3)) may be characterised in terms of convex,
closed, multiplicatively m-stable sets (see Delbaen (2006)).
Contents. The remainder of the paper is organised as follows. We present in Section 2 the definition
of g-deviation measures, its properties and a number of examples. With these results in hand, we
turn in Section 3 to the characterisation of dynamic deviation measures under a domination condition
(Theorem 3.2). and proceed to establish in Section 4 an integral representation for general dynamic
deviation measures, removing the aforementioned domination condition, (Theorem 4.1) and a dual
robust representation result. (Theorems 4.3 and 4.4). In Section 5 we phrase a dynamic mean-
deviation portfolio-optimisation problem and present an equilibrium solution. It is of interest to
investigate other (financial) optimisation problems in terms of dynamic deviation measures, such as
optimal hedging problems, capital allocation problems and optimal stopping problems; in the interest
of brevity, we leave these as topics for future research.
2 g-deviation measures
In the sequel we assume that the probability space (Ω,F ,P) is equipped with (i) a standard d-
dimensional Brownian motion W = (W 1, . . . ,W d)⊺ and (ii) a Poisson random measure N(dt× dx) on
[0, T ] × Rk \ {0}, independent of W , with intensity measure Nˆ(dt × dx) = ν(dx)dt, where the Le´vy
measure ν(dx) satisfies the integrability condition∫
Rk\{0}
(|x|2 ∧ 1)ν(dx) <∞,
and let N˜(dt × dx) := N(dt × dx) − Nˆ(dt × dx) denote the compensated Poisson random measure.
Further, let U denote the Borel sigma-algebra induced by the L2(ν(dx))-norm, (Ft)t∈[0,T ] the right-
continuous completion of the filtration generated by W and N , and P and O the predictable and
optional sigma-algebras on [0, T ]×Ω with respect to (Ft). We denote by L2d(P,dP× dt) the space of
all predictable d-dimensional processes that are square-integrable with respect to the measure dP×dt
and we let S2 = {Y ∈ O : E [sup0≤t≤T |Ys|2] <∞} denote the collection of square-integrable ca`dla`g
optional processes. Further, let B(Rk\{0}) be the Borel sigma-algebra on Rk\{0}. For anyX ∈ L2(FT )
we denote by (HX , H˜X) the unique pair of predictable processes with HX ∈ L2d(P,dP × dt) and
H˜X ∈ L2(P × B(Rk \ {0}),dP × dt× ν(dx)), subsequently referred to as the representing pair of X,
satisfying†
X = E [X] +
∫ T
0
HXs dWs +
∫ T
0
∫
Rk\{0}
H˜Xs (x)N˜ (dt× dx), (2.1)
where
∫ T
0 H
X
s dWs :=
∑d
i=1
∫ T
0 H
X,i
s dW is.
We consider the following class of driver functions:
†See e.g. Theorem III.4.34 in Jacod and Shiryaev (2013)
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Definition 2.1 We call a P ⊗ B(Rd)⊗ U-measurable function
g : [0, T ] × Ω × Rd × L2(ν(dx)) → R+
(t, ω, h, h˜) 7−→ g(t, ω, h, h˜)
a driver function if for dP× dt a.e. (ω, t) ∈ Ω× [0, T ]:
(i) (Positivity) For any (h, h˜) ∈ Rd × L2(ν(dx)) g(t, h, h˜) ≥ 0 with equality if and only if (h, h˜) = 0.
(ii) (Lower semi-continuity) If hn → h, h˜n → h˜ L2(ν(dx))-a.e. then g(t, h, h˜) ≤ lim infn g(t, hn, h˜n).
Definition 2.2 We call a driver function g convex if g(t, h, h˜) is convex in (h, h˜), dP × dt a.e.;
positively homogeneous if g(t, h, h˜) is positively homogeneous in (h, h˜), i.e., for λ > 0, g(t, λh, λh˜) =
λg(t, h, h˜), dP× dt a.e. and of linear growth if for some K > 0 we have dP× dt a.e.
|g(t, h, h˜)|2 ≤ 1 +K2|h|2 +K2
∫
Rk\{0}
h˜(x)2ν(dx). (2.2)
To such a driver function g one may associate a corresponding dynamic deviation measure given in
terms of the solution to a certain BSDE.
Definition 2.3 Let g be a convex and positively homogeneous driver function of linear growth. The
g-deviation measure Dg = (Dgt )t∈[0,T ] is equal to the collection Dt : L
2(FT ) → L2+(Ft), t ∈ [0, T ],
given by
Dgt (X) = Yt, X ∈ L2(FT ),
where (Y,Z, Z˜) ∈ S2 × L2d(P,dP × dt)× L2(P × B(Rk \ {0}),dP × dt× ν(dx)) is the unique solution
of the BSDE given in terms of the representing pair (HX , H˜X) of X by
dYt = −g(t,HXt , H˜Xt )dt+ ZtdWt +
∫
Rk\{0}
Z˜t(x)N˜ (dt× dx), t ∈ [0, T ), (2.3)
YT = 0, (2.4)
Any g-deviation measure admits an integral representation in terms of g.
Proposition 2.4 Let g be a convex and positively homogeneous driver function of linear growth.
(i) For given X ∈ L2(FT ), we have
Dgt (X) = E
[∫ T
t
g(s,HXs , H˜
X
s )ds
∣∣∣∣Ft
]
, t ∈ [0, T ]. (2.5)
(ii) Dg is a dynamic deviation measure. In particular, Dg satisfies (D6).
Proof. (i) Letting Yt be equal to the right-hand side of (2.5) we note that YT = 0, while we have
Yt =Mt −
∫ t
0
g(s,HXs , H˜
X
s )ds, Mt = E
[∫ T
0
g(s,HXs , H˜
X
s )ds
∣∣∣∣Ft
]
.
Letting (Z, Z˜) = (ZMT , Z˜MT ) the representing pair of MT we have that Yt satisfies (2.3).
(ii) To verify that (D6) holds we note that the representation (2.5) implies that, for any s, t ∈ [0, T ]
with s ≤ t,
Dgs(E [X|Ft]) = E
[∫ t
s
g(u,HXu , H˜
X
u )du
∣∣∣∣Fs
]
,
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which yields that Dgs(E [X|Ft]) + E [Dgt (X)|Fs] is equal to
E
[∫ t
s
g(u,HXu , H˜
X
u )du
∣∣∣∣Fs
]
+ E
[
E
[∫ T
t
g(u,HXu , H˜
X
u )du
∣∣∣∣Ft
]∣∣∣∣Fs
]
= E
[∫ T
s
g(u,HXu , H˜
X
u )du
∣∣∣∣Fs
]
,
which is equal to Dgs(X). We show next that the axioms (D1)–(D5) are satisfied. We note from (2.5)
that Dgt (X+m) = D
g
t (X) for any X ∈ L2(FT ), m ∈ L∞+ (Ft) while Dgt (m) = 0 as g(t, 0, 0) = 0, so that
(D1) holds. Using (2.5) we see that Dg inherits the properties of convexity and positive homogeneity
from g, so that (D2) and (D3) are satisfied. Positivity (D4) is straightforward to verify by using that
g is nonnegative and strictly positive for (h, h˜) 6= 0. Finally, noting that (a) if Xn → X in L2(FT ),
(HX
n
, H˜X
n
) converges to (HX , H˜X) in L2d(dP × dt) × L2(dP × dt × ν(dx))-norm and that (b) g is
nonnegative and lower semi-continuous, we have by an application of Fatou’s Lemma
lim inf
n
Dgt (X
n) = lim inf
n
E
[∫ T
t
g(s,HX
n
s , H˜
Xn
s )ds
∣∣∣∣Ft
]
≥ E
[∫ T
t
lim inf
n
g(s,HX
n
s , H˜
Xn
s )ds
∣∣∣∣Ft
]
≥ E
[∫ T
t
g(s,HXs , H˜
X
s )ds
∣∣∣∣Ft
]
= Dgt (X),
which shows that also the lower-semicontinuity condition in (D5) is satisfied. ✷
The linear growth condition and convexity guarantee that a g-deviation measure is continuous in L2.
Lemma 2.5 Let g be a convex driver function of linear growth. If Xn converge to X in L2(FT ) then
limnD
g
0(X
n) = Dg0(X).
Proof. If Xn converge to X in L2(FT ) then, as noted before, HXn and H˜Xn converge to HX and
H˜X in L2d(dP × dt) and L2(dP × dt× ν(dx)) norms. Next note that |g(s,HX
n
s , H˜
Xn
s )| is a uniformly
integrable sequence by the growth-condition (2.2) and the convergence of the processes |HXn |2 and∫
Rk\{0} |H˜X
n |2(x)ν(dx) in L1(dP×dt)-norm. As g is continuous (as it is convex and locally bounded, cf.
Theorem 2.2.9 in Zalinescu (2002)) it follows thus that limnD
g
0(X
n) = limn E
[∫ T
0 g(s,H
Xn
s , H˜
Xn
s )ds
]
=
E
[∫ T
0 g(s,H
X
s , H˜
X
s )ds
]
= Dg0(X). ✷
We list a number of properties of a g-deviation measure that are characterised in terms of those of
the driver function g.
Proposition 2.6 Let g and g˜ be driver functions of linear growth.
(i) Dg is conditionally convex if and only if g is convex.
(ii) Dg satisfies (D2) if and only if g is positively homogeneous.
(iii) Dg is symmetric, that is, Dgt (X) = D
g
t (−X) for all t, if and only if g is symmetric in (h, h˜).
(iv) Dg ≥ Dg˜ if and only if g ≥ g˜ dP× dt a.e.
To simplify notation we denote, for s, t ∈ [0, T ] with s ≤ t and (H, H˜) ∈ L2d(P,dP×dt×L2(P×B(Rk \
{0}),dP × dt× ν(dx)), (H ·W )s,t :=
∫ t
s HudWu and (H˜ · N˜)s,t :=
∫
(s,t]×Rk\{0} H˜u(x)N˜ (du× dx), and
moverover (H ·W )t := (H ·W )0,t and (H˜ · N˜)t := (H˜ · N˜)0,t.
Proof of Proposition 2.6. First, we prove (i)‘⇒’ by contradiction. Suppose that there exist predictable
processes Bi and B˜i for i = 1, 2, a nonzero predictable set C and a λ ∈ (0, 1) such that for (s, ω) ∈ C
g(s, λB1s + (1− λ)B2s , λB˜1s + (1− λ)B˜2s ) > λg(s,B1s , B˜1s ) + (1 − λ)g(s,B2s , B˜2s ).
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Set H is(ω) = B
i
s(ω), i = 1, 2, if (s, ω) ∈ C and zero otherwise, define H˜ i, i = 1, 2, similarly and set
X = (H1 ·W )T + (H˜1 · N˜)T , Y = (H2 ·W )T + (H˜2 · N˜)T and Cs = {ω ∈ Ω : (s, ω) ∈ C}. using that
g(s, 0, 0) = 0 it follows that Dg0(λX + (1− λ)Y ) is equal to
E
[∫ T
0
g(s, λICsH
1
s + (1− λ)ICsH2s , λICsH˜1s + (1− λ)ICsH˜2s )ds
]
= E
[∫ T
0
ICsg(s, λH
1
s + (1− λ)H2s , λH˜1s + (1− λ)H˜2s )ds
]
> λE
[∫ T
0
ICsg(s,H
1
s , H˜
1
s )ds
]
+ (1− λ)E
[∫ T
0
ICsg(s,H
2
s , H˜
2
s )ds
]
= λE
[∫ T
0
g(s, ICsH
1
s , ICsH˜
1
s )ds
]
+ (1− λ)E
[∫ T
0
g(s, ICsH
2
s , ICsH˜
2
s )ds
]
. (2.6)
The right-hand side of (2.6) is equal to λDg0(X) + (1− λ)Dg0(Y ), in contradiction to the convexity of
Dg0 . The directions ‘⇒’ in (ii), (iii) and (iv) follow by similar lines of reasoning. The implications ‘⇐’
in (i)–(iv) follow from (2.5) in Proposition 2.4. ✷
Examples. We give next a number of examples of g-deviation measures.
Example 2.7 The family of g-deviation measures with driver functions given by
gc,d(t, h, h˜) = c |h|+ d
√∫
Rk\{0}
|h˜(x)|2ν(dx), c, d ∈ R+\{0}, (2.7)
corresponds to a measurement of the risk of a random variable X ∈ L2(FT ) by the integrated mul-
tiples of the local volatilities of the continuous and discontinuous martingale parts in its martingale
representation (2.1).
Example 2.8 In the case of a g-deviation measure with driver function given by
g(ω, t, h, h˜) = CVaRνt,a(h˜), a ∈ (0, ν(Rk\{0})),
the risk is measured in terms of the values of the (large) jump sizes under CV aRνt,a. Here CV aR
ν
t,a(h˜) =
1
a
∫ a
0 V aR
ν
t,b(h˜)db is given in terms of the left-quantiles V aR
ν
t,a(h˜), a ∈ (0, ν(Rk\{0})) of h(J) under
the measure ν(dx), that is,
V aRνt,a(h˜) := V aR
ν
a(h(J)) := sup{y ∈ R : ν({x ∈ Rk\{0} : h˜(x) < −y}) < a}.
In the next example we deploy the following auxiliary result:
Proposition 2.9 Let I := {t0, t1, . . . , tn} ⊂ [0, T ] be strictly ordered. D = (Dt)t∈I satisfies (D1)–
(D4) and (D6) if and only if for some collection D˜ = (D˜t)t∈I of conditional deviation measures we
have
Dt(X) = E

 ∑
ti∈I:ti≥t
D˜ti
(
E
[
X|Fti+1
]− E [X|Fti ])
∣∣∣∣∣∣Ft

 , t ∈ I, X ∈ L2(FT ). (2.8)
In particular, a dynamic deviation measure D satisfies (2.8) with D˜ti = Dti , ti ∈ I.
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Proof. ‘⇐’: We will only show that Dt satisfies (D6), as it is clear that (D1)–(D4) are satisfied. Let
X ∈ L2(FT ) and note that as D˜t, t ∈ I, satisfy (D1) and (D4) we have for any s, t ∈ I with s > t that
Dt(E [X|Fs]) =
∑
ti∈I:t≤ti<s
E
[
D˜ti(E
[
X|Fti+1
]
)|Ft
]
. Thus, we have that Dt(X) is equal to
∑
ti∈I:t≤ti<s
E
[
D˜ti(E
[
X|Fti+1
]
)
∣∣∣Ft]+ ∑
ti∈I:s≤ti
E
[
D˜ti(E
[
X|Fti+1
]
)
∣∣∣Ft] = Dt(E [X|Fs])+E [Ds(X)|Ft] .
‘⇒’: For X ∈ L2(FT ) and ti−1 ∈ I, i ≥ 1, we have by (D6) and (D1)
Dti−1(X) = Dti−1(E [X|Fti ]) + E
[
Dti(X)|Fti−1
]
= Dti−1(E [X|Fti ]− E
[
X|Fti−1
]
) + E
[
Dti(X)|Fti−1
]
. (2.9)
An induction argument based on (2.9) then yields that (2.8) holds with D˜t = Dt, t ∈ I. ✷
Example 2.10 The formula (2.8) in Proposition 2.9 gives a way to define a collection D = (Dt)t∈I
satisfying axioms (D1)–(D6) for s, t ∈ I, which we call a dynamic deviation measure on the grid I.
Comparison of (2.8) and (2.5) suggests that one may obtain the values of a dynamic deviation measure
as limit of the values of (suitably chosen) dynamic deviation measures on grids with vanishing mesh
sizes. We next illustrate this for the g-deviation measures D¯λ := Dgλ , λ > 0, corresponding to the
driver functions gλ given by
gλ(ω, t, h, h˜) := λ
√
|h|2 +
∫
Rk\{0}
|h˜(x)|2ν(dx), λ > 0, (2.10)
and random variables X ∈ L2(FT ) of the form
X = x+
∫ T
0
f(t)dWt +
∫
[0,T ]×Rk\{0}
g(t, y)N˜ (dt× dy) (2.11)
with x ∈ R, f ∈ C([0, T ],Rd) and g ∈ C0([0, T ] × Rk,R)‡. We construct approximating sequences
in terms of the conditional CV aR-deviation measures given by D˜t(Y ) := CV aRt,α(Y − E [Y |Ft]) for
Y ∈ L2(FT ), t ∈ [0, T ], α ∈ (0, 1), where for Z ∈ L2(FT )
CV aRt,α(Z) =
1
α
∫ α
0
V aRt,b(Z)db, V aRt,b(Z) = sup{y ∈ R : P(Z < −y|Ft) < b},
see Rockafellar et al. (2006a).
Specifically, the expression in (2.8) suggests to scale the value of conditional deviation measures cor-
responding to small time units in order to obtain in the limit a dynamic deviation measure. Denoting
for X of the form (2.11)
Mti+1 := E
[
X|Fti+1
]
, ∆Mi+1 :=Mti+1 −Mti , ti = T i/2n, i = 0, . . . , 2n − 1,
with t2n = T and following this suggestion we specify the contribution to the total risk of
∆Mi+1 =
∫ ti+1
ti
f(s)dWs +
∫
(ti,ti+1]×(Rk\{0})
g(s, y)N˜ (ds× dy), i = 0, . . . , 2n − 1,
‡C([0, T ],Rd) and C0([0, T ]×R
k,R) denote the sets of continuous functions f : [0, T ] 7→ Rd, and of continuous functions
g : [0, T ]× Rk 7→ R that are such that supt∈[0,T ] |g(t, x)| → 0 as |x| → ∞ and supx∈Rk\{0} supt∈[0,T ]{|g(t, x)|/|x|
2} <∞.
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by D˜ti(∆Mi+1) :=
√
∆ti+1CV aRti,α(∆Mi+1), ∆ti+1 = ti+1 − ti, which gives rise to the dynamic
deviation measure D(n) = (D
(n)
t )t∈In on In := {ti, i = 0, . . . , 2n} given by
D
(n)
t (X) =
∑
ti≥t
E
[
D˜ti(∆Mi+1)
∣∣∣Ft] =∑
ti≥t
√
σ2(ti)∆ti+1E
[
CV aRti,α
(
∆Mi+1√
σ2(ti)∆ti+1
)∣∣∣∣∣Ft
]
,
with σ2(t) := |f(t)|2 +
∫
Rk\{0}
|g(t, x)|2ν(dx), t ∈ In, (2.12)
where we used that CV aRti,α is positively homogeneous. As ∆Mi+1 is infinitely divisible and f
and g are bounded, we have by an application of Lindeberg-Feller Central Limit Theorem (see e.g.,
Durrett (2004), p.129) that, when we let n→∞ while keeping ti fixed the ratio ∆Mi+1/
√
σ2(ti)∆ti+1
converges in distribution to a standard normal random variable ξ. By uniform integrability and the
independence of ∆Mi+1 from Fti we have
CV aRα,ti
(
∆Mi+1√
σ2(ti)∆ti+1
)
= CV aRα
(
∆Mi+1√
σ2(ti)∆ti+1
)
→ CV aRα(ξ) = 1
α
∫ α
0
Φ−1(u)du =: cα,
where CV aRα(·) = CV aRα,0(·) and Φ−1 denotes the inverse of the standard normal distribution
function Φ. Hence, letting n→∞ in (2.12) and deploying the uniform continuity of f and g we have
for any t ∈ [0, T ] of the form t = k/2m, k,m ∈ N,
D
(n)
t (X)→ cα E
[∫ T
t
√
|f(s)|2 +
∫
Rk\{0}
|g(t, x)|2ν(dx)ds
∣∣∣∣∣Ft
]
= D¯cαt (X). (2.13)
3 Characterisation theorem
We show next that any dynamic deviation measure that satisfies a domination condition is a g-
deviation measure for some driver function g.
Definition 3.1 A dynamic deviation measure D = (Dt)t∈[0,T ] is called λ-dominated if for all t ∈ [0, T ]
and X ∈ L2(FT ) we have
Dt(X) ≤ D¯λt (X).
Theorem 3.2 Let D = (Dt)t∈[0,T ] be a collection of maps Dt : L
2(FT )→ L2+(Ft), t ∈ [0, T ]. Then D
is a dynamic deviation measure that is λ-dominated for some λ > 0 if and only if there exists a convex
and positively homogeneous driver function g of linear growth such that D = Dg. Furthermore, this
driver function g is unique dP× dt a.e.
Proof. We first verify uniqueness: If g¯ is a driver function that satisfies Dg = Dg¯, it follows from
Proposition 2.6(iv) that g = g¯ dP × dt a.e. We note next that the implication ‘⇐’ follows from
Proposition 2.4. The remainder is devoted to the proof of the implication ‘⇒’, which is established
using a number of auxiliary results (the proofs of which are deferred to the end of the section).
Thus, let D be a given dynamic deviation measure that is λ-dominated, so that in particular D0
is finite. We identify next a candidate driver function g. For the remainder of the proof we assume
for the ease of presentation that d = 1. For fixed h ∈ R and h˜ ∈ L2(ν(dx)) consider the mapping
µh,h˜ : P ×P → R given by
µh,h˜ : C1 × C2 7→ D0
(
(IC1h ·W )T + (IC2 h˜ · N˜)T
)
.
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Lemma 3.3 Let (h, h˜) ∈ R× L2(ν(dx)).
(i) C 7→ µh,h˜(C, ∅), C 7→ µh,h˜(∅, C) and C 7→ µh,h˜(C,C) are σ-finite measures on ([0, T ] × Ω,P).
(ii) For any C1, C2 ∈ P we have
µh,h˜(C1, C2) = µh,h˜(C1 \ C2, ∅) + µh,h˜(∅, C2 \ C1) + µh,h˜(C1 ∩ C2, C1 ∩ C2). (3.1)
As D0 is λ-dominated C 7→ µh,h˜(C,C) is absolutely continuous with respect to the measure dP×dt and
we conclude from the Radon-Nikodym theorem that there exist an integrable non-negative density,
say Rh,h˜(s, ω), that is such that R0,0 = 0 and for any set C ∈ P
µh,h˜(C,C) = E
[∫ T
0
ICsRh,h˜(s)ds
]
, (3.2)
where Cs = {ω ∈ Ω : (ω, s) ∈ C}. In particular, we note that µh,h˜(C, ∅) = µh,0(C,C) and µh,h˜(∅, C) =
µ0,h˜(C,C) satisfy (3.2) with Rh,h˜ replaced by R0,h˜ and Rh,0 respectively. We define the candidate
driver function g in terms of R by
g(t, ω, h, h˜) := Rh,h˜(t, ω), (t, ω) ∈ [0, T ]× Ω. (3.3)
The next result confirms that g is a driver function.
Lemma 3.4 There exists a version of g such that, for dP × dt a.e. (t, ω), (h, h˜) 7→ g(t, ω, h, h˜) is
continuous, convex, positively-homogeneous and dominated by gλ.
Note that (t, ω) 7→ g(t, ω, h, h˜) is predictable for every (h, h˜) ∈ R × L2(ν(dx)) and by Lemma 3.4
(h, h˜) 7→ g(t, ω, h, h˜) is continuous in (h, h˜), so that by standard arguments g can be approximated
by P ⊗ B(R) ⊗ U -measurable step functions and g itself may seen to be P ⊗ B(R) ⊗ U -measurable.
Note further that g(t, ω, h, h˜) is non-negative as Rh,h˜(t, ω) is so for each (h, h˜), and g(s, ω, 0, 0) = 0
since the density R0,0(s, ω) of the measure µ0,0 is zero. In the next result we show that D0 may be
identified with Dg0.
Lemma 3.5 Let g be as in Lemma 3.4. For X ∈ L2(FT ) we have D0(X) = Dg0(X).
Lemma 3.5 and Remark 1.2(ii) imply that Dt = D
g
t not only for t = 0 but also for all other t ∈ (0, T ].
The proof is complete. ✷
Proofs of Lemmas 3.3, 3.4 and 3.5
The proof of Lemma 3.3 is based on the following auxiliary result:
Proposition 3.6 Let D be a dynamic deviation measure and t ∈ [0, T ]. If A1, . . . , An ∈ Ft and
Ai ∩Aj = ∅ for i 6= j and X1, . . . ,Xn ∈ L2(FT ), then for any t ∈ [0, T ]
Dt
(
n∑
i=1
IAiXi
)
=
n∑
i=1
Dt(IAiXi). (3.4)
Proof. Set Sk :=
∑k
i=1 IAiXi and Bk = ∪ki=1Ai, k = 1, . . . , n. Let us first show by an induction
argument that
Dt (Sn) =
n∑
i=1
IAiDt(Xi). (3.5)
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Eqn. (3.4) is a direct consequence of (3.5) and (1.1). Using (1.1) and the fact Bn−1 ∩An = ∅ we have
Dt (Sn) = Dt(IBn−1Sn−1 + IBcn−1IAnXn) = IBn−1Dt(Sn−1) + IBcn−1Dt(IAnXn)
= IBn−1
n−1∑
i=1
IAiDt(Xi) + IBcn−1IAnDt(Xn) =
n∑
i=1
IAiDt(Xi),
where we used (1.1) and the induction assumption in the third equality. This completes the proof of
(3.5) and hence of the Lemma. ✷
Proof of Lemma 3.3. (i) Let us first show that C 7→ µh,h˜(C, ∅) constitutes a σ-finite measure. Clearly,
µh,h˜(·, ∅) is non-negative and µh,h˜(∅, ∅) = 0. Next we verify that C 7→ µh,h˜(C, ∅) is additive for disjoint
sets of the form C1 := (t1, t2] × A and C2 := (t3, t4] × B with A ∈ Ft1 and B ∈ Ft3 . We consider
first the case t1 ≤ t3 ≤ t2 ≤ t4 and A ∩ B = ∅ (note that in this case C1 ∩ C2 = ∅). By deploying
Propositions 2.9 and 3.6 we note that µh,h˜ (((t1, t2]×A) ∪ ((t3, t4]×B), ∅) is equal to
D0 (IAh ·W )t1,t3 + (IA∪Bh ·W )t3,t2 + (IBh ·W )t2,t4)
= E [Dt1((IAh ·W )t1,t3)] + E [Dt3((IA∪Bh ·W )t3,t2)] + E [Dt2((IBh ·W )t2,t4)]
= E [Dt1 ((IAh ·W )t1,t3)] + E [Dt3 ((IAh ·W )t3,t2)]
+E [Dt3 ((IBh ·W )t3,t2)] + E [Dt2 ((IBh ·W )t2,t4)]
= D0 ((IAh ·W )t1,t2) +D0 ((IBh ·W )t3,t4) ,
which is equal to µh,h˜((t1, t2]× A, ∅) + µh,h˜((t3, t4]×B, ∅). The cases t1 ≤ t2 < t3 ≤ t4 and t1 ≤ t3 ≤
t4 ≤ t2 may be verified in a similar manner. Thus, we may conclude that µh,h˜ is additive on disjoint
sets of the form (t1, t2]×A and (t3, t4]×B. As D0 is continuous in L2(FT ) (see Remark 1.2(iii)) and
the collection of sets considered above is a semi-algebra generating the predictable σ-algebra it follows
that µh,h˜(·, ∅) is σ-finite. The proofs that C 7→ µh,h˜(∅, C) and C 7→ µh,h˜(C,C) are σ-finite measures
are analogous, replacing in the equations above the term h ·W by h˜ ·N˜ and (h ·W + h˜ ·N˜), respectively.
(ii) Define C1, C2 as in (i) and consider the case t1 ≤ t3 ≤ t2 ≤ t4 with general (not necessarily
disjoint) A ∈ Ft1 and B ∈ Ft3 . Expressing X = IA(h ·W )t1,t2 + IB(h˜ · N˜ )t3,t4 as the sum of martingale
increments
X = IA(h ·W )t1,t3 + IA\B(h ·W )t3,t2 + IA∩B[(h ·W )t3,t2 +(h˜ · N˜)t3,t2 ] + IB\A(h˜ · N˜)t3,t2 + IB(h˜ · N˜)t2,t4
and using Propositions 2.9 and 3.6 we have that µh,h˜(C1, C2) = D0(X) is equal to
E [Dt1(IA(h ·W )t1,t3)]+E
[
Dt3
(
IA\B(h ·W )t3 ,t2 + IA∩B[(h ·W )t3 ,t2 +(h˜ · N˜)t3,t2 ]+ IB\A(h˜ · N˜ )t3,t2
)]
+ E
[
Dt2(IB(h˜ · N˜)t2,t4)
]
= E [Dt1(IA(h ·W )t1,t3)] + E
[
Dt3(IA\B(h ·W )t3,t2)
]
+ E
[
Dt3(IA∩B[(h ·W )t3,t2 + (h˜ · N˜)t3,t2 ])
]
+ E
[
Dt3(IB\A(h˜ · N˜)t3,t2)
]
+ E
[
Dt2(IB(h˜ · N˜)t2,t4)
]
.
Thus, using Proposition 2.9 again we have
µh,h˜ (C1, C2) = D0(IA(h ·W )t1,t3 + IA\B(h ·W )t3,t2) +D0(IB∩A[(h ·W )t3,t2 + (h˜ · N˜)t3,t2 ])
+D0(IB\A(h˜ · N˜)t3,t2 + IB(h˜ · N˜)t2,t4)
= µh,h˜ (C1 \ C2, ∅) + µh,h˜(C1 ∩ C2, C1 ∩ C2) + µh,h˜ (∅, C2 \ C1) .
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The cases t1 ≤ t2 < t3 ≤ t4 and t1 ≤ t3 ≤ t4 ≤ t2 may be verified in a similar manner. By the
continuity of D0 (Remark 1.2(iii)) and monotone class arguments (by keeping first C1 and then C2
fixed) it follows that (3.1) holds for all predictable sets, as asserted. ✷
Proof of Lemma 3.4. First of all, note that the predictable σ-algebra is generated by countable many
sets, say A1, A2, . . . . Fix n ∈ N and denote Pn := σ(A1, . . . , An). By considering finer partitions we
may after relabeling assume without loss of generality that the Ai are disjoint. Denote by η the
measure η := dP× dt on (Ω× [0, T ],P) and let Rn
h,h˜
= Eη[Rh,h˜|Pn].§ Since the filtration is generated
by the disjoint sets A1, A2, . . . , An it is standard to note that
Rn
h,h˜
(s, ω) =
∑
i:ν(Ai)6=0
IAi(s, ω)
η(Ai)
µh,h˜(Ai, Ai) for dP× ds a.e. (s, ω). (3.6)
By possibly modifying Rn
h,h˜
on a zero-set we may assume that (3.6) holds for all (s, ω) ∈ [0, T ] × Ω.
It follows from (3.6) and the convexity and positive homogeneity of (h, h˜)→ µh,h˜(Ai, Ai) that, for all
fixed (s, ω), Rn
h,h˜
(s, ω) is convex and positively homogeneous in (h, h˜). Furthermore, we claim that
|Rn
h,h˜
| ≤ gλ(h, h˜). For suppose this were not the case, that is, for some (h, h˜) and Ai, |Rnh,h˜| > gλ(h, h˜)
for all (s, ω) ∈ Ai. Then we would have for X = (H ·W )T + (H˜ · N˜)T with Hs = hIAi and H˜s = h˜IAi
that D0(X) = µh,h˜(Ai, Ai) = E
[∫ T
0 IAi(s)Rh,h˜(s)ds
]
satisfies
D0(X) > E
[∫ T
0
IAi(s)gλ(h, h˜)ds
]
= E
[∫ T
0
gλ(Hs, H˜s)ds
]
= D¯λ0 (X),
which is in contradiction with the fact that D is λ-dominated.
Since Pn is an increasing sequence of σ-algebras with ∪∞n=1Pn = P it follows from the martingale
convergence theorem that Rn
h,h˜
(t, ω) = Eη[Rh,h˜|Pn](t, ω) converges to Eη[Rh,h˜|P](t, ω) = Rh,h˜(t, ω)
for dP × dt a.e. (t, ω). This convergence only holds up to a zero set. On this zero set, we may set
Rh,h˜(t, ω) equal to lim supnR
n
h,h˜
(t, ω). Hence, this version of Rh,h˜ is dominated by gλ and is convex
and positively homogeneous in (h, h˜) for every (t, ω) ∈ [0, T ]×Ω as the limit of convex and positively
homogeneous functions. The asserted continuity follows since every convex function that is locally
bounded is continuous (see Theorem 2.2.9 in Zalinescu (2002)). ✷
Proof of Lemma 3.5. We split the proof in four steps.
Step 1: For X = ((hIC1) ·W )T + ((h˜IC2) · N˜T for (h, h˜) ∈ R× L2(ν(dx)) and C1, C2 ∈ P, we find by
using g(t, ω, 0, 0) = 0 that Dg0 (X) = E
[∫ T
0 g(s, hIC1(s), h˜IC2(s))ds
]
is equal to
E
[∫ T
0
IC1\C2(s)g(s, h, 0)ds
]
+ E
[∫ T
0
IC2\C1(s)g(s, 0, h˜)ds
]
+ E
[∫ T
0
IC1∩C2(s)g(s, h, h˜)ds
]
= µh,h˜(C1 \ C2, ∅) + µh,h˜(∅, C2 \ C1) + µh,h˜(C1 ∩ C2, C1 ∩ C2), (3.7)
which is by (3.1) equal to µh,h˜(C1, C2) = D0 (X) (note that we only have to integrate over C1 ∪C2 as
g(t, ω, 0, 0) = 0).
Step 2: Fix ti, ti+1 ∈ [0, T ] with ti < ti+1 and let X =
(
(hiI(ti,ti+1]) ·W
)
ti,ti+1
+
(
(h˜iI(ti,ti+1]) · N˜
)
ti,ti+1
with hi :=
∑m
j=1 cjIAj , h˜i =
∑m
j=1 c˜jIAj , and cj ∈ R, c˜j ∈ L2(ν(dx)), and disjoint sets Aj ∈ Fti ,
§Specifically, Rn
h,h˜
is the Pn-measurable random variable satisfying Eη[Rh,h˜U ] = Eη[R
n
h,h˜
U ] for all bounded Pn
random variables U , with Eη[Z] =
∫ T
0
E[Z(s)]ds for Z ∈ L1(η).
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j = 1, . . . ,m, satisfying ∪jAj = Ω (we may assume w.l.o.g. that the Aj are the same for h and h˜ by
setting some cj and c˜j equal to zero). By step 1, denoting ∆Wi+1 =Wti+1 −Wti ,
E
[∫ ti+1
ti
g(s, IAj cj , IAj c˜j)ds
]
= D0
(
IAjcj∆Wi+1 +
∫
Rk\{0}
IAj c˜j(x)N˜((ti, ti+1]× dx)
)
= E
[
Dti
(
IAjcj∆Wi+1 +
∫
Rk\{0}
IAj c˜j(x)N˜ ((ti, ti+1]× dx)
)]
.
Hence by Proposition 2.9 D0(X) is equal to
m∑
j=1
E
[
Dti
(
IAjcj∆Wti+1 +
∫
Rk\{0}
IAj c˜j(x)N˜ ((ti, ti+1]× dx)
)]
= E

 m∑
j=1
∫ ti+1
ti
g(s, IAj cj , IAj c˜j)ds

 ,
which is equal to E
[∫ T
0 g(s, hs, h˜s)ds
∣∣∣∣Ft
]
= Dg0(X).
Step 3: Let 0 ≤ t1 < . . . < tn = T be given. For simple functions X =
(
(
∑l
i=1 hiI(ti,ti+1]) ·W
)
T
+(
(
∑l
i=1 h˜iI(ti,ti+1]) · N˜
)
T
for l ∈ N, with hi and h˜i as in step 2 we have by Proposition 2.9, step 2 and
Proposition 2.4
D0(X) =
l∑
i=1
E
[
Dti
((
(hiI(ti,ti+1]) ·W
)
ti,ti+1
+
(
(h˜iI(ti,ti+1]) · N˜
)
ti,ti+1
)]
=
l∑
i=1
E
[
Dgti
((
(hiI(ti,ti+1]) ·W
)
ti,ti+1
+
(
(h˜iI(ti,ti+1]) · N˜
)
ti,ti+1
)]
= Dg0(X).
Hence, we have D0(X) = D
g
0(X) for all simple functions X.
Step 4: That D0(X) = D
g
0(X) not only for simple functions but also for general X ∈ L2(FT ) follows
by the continuity of Dg0 and D0 in Lemma 2.5 (note that g is of linear growth) and Remark 1.2(iii).✷
4 Representation results, m-stability and time-consistency
We next turn to a dual representation result for general dynamic deviation measures which is, as
we show in Theorem 4.4, given in terms of additively m-stable representing sets (see Definition 4.2).
Specifically, we show that additive m-stability is in some sense necessary and sufficient to obtain
the time-consistency axiom (D6)—see Proposition 4.9. The proof of these results rests on auxiliary
dual representation results. Using these results we first establish in Theorem 4.1 that an integral
representation of the form (2.5) holds for any dynamic deviation measure even if the domination
condition is not satisfied.
In particular, we may strengthen the characterisation of dynamic deviation measures given in
Theorem 3.2 as follows:
Theorem 4.1 Let D = (Dt)t∈[0,T ] be a collection of maps Dt : L
2(FT ) → L0(Ft), t ∈ [0, T ]. Then
D is a dynamic deviation measure if and only if there exists a convex positively homogeneous driver
function g such that for any t ∈ [0, T ] and X ∈ L2(FT )
Dt(X) = E
[∫ T
t
g(s,HXs , H˜
X
s )ds
∣∣∣∣∣Ft
]
(4.1)
and E
[∫ T
0 g(s,H
X
s , H˜
X
s )
2ds
]
<∞.
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The mentioned notion of additive m-stability is the requirement of stability under additive pasting of
subsets of the collections of (conditionally) zero-mean random variables given by
QFt := {ξ ∈ L2(FT )|E [ξ|Ft] = 0}, Q := QF0 = {ξ ∈ L2(FT )|E [ξ] = 0}.
Definition 4.2 A set S ⊂ Q is called additively m-stable if for any ξ1, ξ2 ∈ S and t ∈ [0, T ],
ξ2 + E
[
ξ1 − ξ2|Ft
]
defines an element of S.
Denoting for a given set S ⊂ Q
Ss,t := {E [ξ|Ft]− E [ξ|Fs] |ξ ∈ S}, s, t ∈ [0, T ],
we note that S = S0,T and that a necessary and sufficient condition for S to be additively m-stable is
S = S0,t + St,T , for any t ∈ [0, T ],
where A+B denotes the direct sum of the sets A and B.¶
Theorem 4.3 Let D = (Dt)t∈[0,T ] be a collection of maps Dt : L
2(FT )→ L0(Ft), t ∈ [0, T ], satisfying
(D4). Then D is a dynamic deviation measure if and only if for some convex, bounded, closed subset
SD of Q that contains zero and is additively m-stable we have
Dt(X) = ess supξ∈SD∩QFt
E [ξX|Ft] , t ∈ [0, T ]. (4.2)
In the next result we call a P ⊗ B(Rd) ⊗ U -measurable subset C = (Ct)t∈[0,T ] of [0, T ] × Ω ×
Rd × L2(ν(dx)) closed, convex or non-empty if for dP× dt a.e. (t, ω) ∈ [0, T ] × Ω, the sets Ct(ω) are
closed, convex or non-empty. and we denote by int(C) the collection of interiors of the sets Ct(ω),
(t, ω) ∈ [0, T ]× Ω.
Theorem 4.4 Let D = (Dt)t∈[0,T ] be a collection of maps Dt : L
2(FT ) → L0(Ft), t ∈ [0, T ]. Then
D is a dynamic deviation measure if and only if there exists a P ⊗ B(Rd) ⊗ U-measurable set CD =
(CDt )t∈[0,T ] that is convex, closed with 0 ∈ int(C), such that D satisfies the representation in (4.2) with
a bounded set SD given in terms of CD by
SD =
{
ξ ∈ Q
∣∣∣∣(Hξt , H˜ξt ) ∈ CDt for all t ∈ [0, T ]}. (4.3)
The proofs of Theorems 4.1, 4.3 and 4.4 are given below.
Remark 4.5 (Relation to strong time-consistency of dynamic risk-measures) The character-
isation in Theorem 4.4 is reminiscent of analogous characterisation results of (strong) time-consistency
of dynamic risk measures available in the literature. If we call a set S ′ ⊂ M multiplicatively m-
stable if for every ξ1, ξ2 ∈ S ′ and t ∈ [0, T ] the element Lt := ξ1t ξ2T /ξ2t is contained in S ′, we note
that under multiplicative m-stability of S ′ we have the decomposition S ′ = S ′0,T = S ′0,tS ′t,T with
S ′s,t := {E [ξ|Ft] /E [ξ|Fs] |ξ ∈ S ′} (with 0/0 = 0), so that the set S ′ is stable under ‘multiplica-
tive’ pasting. It is well-known that coherent risk measures are (strongly) time-consistent precisely
if the representing sets in the corresponding dual representations are multiplicatively m-stable; see
among many others Chen and Epstein (2002) (where multiplicative m-stablility is called ‘rectangu-
lar property’), Riedel (2004), Delbaen (2006), Artzner et al. (2007) or Fo¨llmer and Schied (2011).
¶That is, A+B := {a+ b : a ∈ A, b ∈ B}
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Specifically, in a Brownian setting it is shown in Delbaen (2006) that multiplicative m-stability
of a convex and closed set S ′ ⊂ M := {ξ ∈ L1+(FT )|E [ξ] = 1} containing 1 corresponds to
the existence of a P ⊗ B(Rd) ⊗ U -measurable, closed and convex set C ′ containing 0 such that
S ′ = {ξ ∈ M|(qξs , ψξs) ∈ C ′s for all s ∈ [0, T ]}, where (qξ, ψξ) is related to the stochastic logarithm of ξ
by ξ = E
(
(qξ ·W )T +(ψξ · N˜)T
)
with E(·) denoting the Dole´ans-Dade exponential. This result implies
that time-consistent coherent risk measures on L∞ satisfy the representation
ρt(X) = ess supξ∈S′∩MFt
E [−ξX|Ft] , with MFt := {ξ ∈ L1+(FT )|E [ξ|Ft] = 1} and
S ′ =
{
ξ ∈ L1+(FT )|(qξs , ψξs) ∈ C ′s for all s ∈ [0, T ]
}
. (4.4)
This result is generalized in Delbaen et al. (2010) to convex risk measures. As a counterpart of
Theorem 3.1 in Delbaen (2006), which concerns multiplicatively m-stable sets in a Brownian filtration,
we have from Theorem 4.4 and Propositions 4.6–4.9 below that a closed and convex set S ⊂ Q
containing 0 is additively m-stable if and only if, for some P ⊗ B(Rd) ⊗ U-measurable set C∗ =
(C∗t )t∈[0,T ] that is convex, closed and contains 0, we have S = {ξ ∈ Q|(Hξt , H˜ξt ) ∈ C∗t for all t ∈ [0, T ]}.
Auxiliary representation results. Our starting point is the Ft-conditional version of the duality
result given in Theorem 1 in Rockafellar et al. (2006a).
Proposition 4.6 Let t ∈ [0, T ] and let the map Dt : L2(FT )→ L0(Ft) be given.
(i) Dt satisfies (D1)-(D3) and (D5) and maps L
2(FT ) to L2+(Ft) if and only if there exists a bounded,
closed and convex set SDt ⊂ QFt containing zero such that
Dt(X) = ess supξ∈SDt
E [ξX|Ft] , X ∈ L2(FT ). (4.5)
The set SDt is uniquely determined by its (convex) indicator function JSDt : L2(FT ) → {0,∞} given
by
JSDt (ξ) := ess supX∈L2(FT ){E [ξX|Ft]−Dt(X)}. (4.6)
(ii) Assume the conditions in (i) are satisfied. Then Dt satisfies (D4) if and only if for every X ∈
L2(FT ) with X /∈ L2(Ft) there exists ξ ∈ SDt such that P[E [ξX|Ft] > 0] > 0.
Remark 4.7 Note that by (4.6) we have for any set A ∈ Ft and ξ1, ξ2 ∈ SDt that IAξ1+IAcξ2 ∈ SDt .
Sets having this property are directed.‖
Hence, Dt(X) admits a robust representation with representing set given by a collection of signed
measures. This proposition is stated in Rockafellar et al. (2006a) in a static setting but it can be seen
to also hold true conditionally on Ft—see for instance Riedel (2004), Ruszczyn´ski and Shapiro (2006),
or Cheridito and Kupper (2011) for related arguments.
For dynamic deviation measures the property (D6) induces a specific structure of the sets SDt ,
t ∈ [0, T ], which we specify in the next results. A first observation is as follows:
Proposition 4.8 Let t ∈ [0, T ] and let D be a dynamic deviation measure and denote SD := SDT .
We have that the set SDt in the representation (4.5) of Dt is such that SDt = SD ∩ QFt = SDt,T .
Proof of Proposition 4.8. Let ξ ∈ L2(FT ) and t ∈ [0, T ]. For brevity we denote throughout the proof
S = SD, St = SDt and St,T = SDt,T . As it is clear that S ∩ QFt = St,T (noting that St,T ⊂ QFt), the
remainder of the proof is concerned with showing that the sets S ∩ QFt and St are equal.
‖A set S is called directed if for any ξ1, ξ2 ∈ S there exists ξ¯ ∈ S with ξ¯ ≥ ξ1 ∨ ξ2.
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Noting that E [Dt(X)] ≤ D0(X) (by (D6)), recalling (4.6) and deploying (D6), (D1) and the fact
that L2(FT ) is directed, we have for ξ ∈ St ⊂ QFt
JS(ξ) = sup
X∈L2(FT )
{E [ξX]−D0(X)} ≤ sup
X∈L2(FT )
{E [ξX]− E [Dt(X)]}
= sup
X∈L2(FT )
E [E [ξX|Ft]−Dt(X)] = E
[
ess supX∈L2(FT ){E [ξX|Ft]−Dt(X)}
]
= 0,
where in the last equality we used (4.6). As JS(ξ) is either zero or infinity it follows from the previous
display that JS(ξ) = 0 implying that ξ ∈ S and thus ξ ∈ S ∩ QFt . This shows St ⊂ S ∩QFt .
On the other hand, if ξ ∈ Sct := L2(FT )\St then we have either (a) ξ ∈ (L2(FT )\QFt) ∩ Sct or (b)
ξ ∈ QFt ∩ Sct . In case (a) we have ξ /∈ S ∩ QFt , while in case (b) (4.6) in Proposition 4.6 yields that
there exists X ′ ∈ L2(FT ) such that E [ξX ′|Ft]−Dt(X ′) > 0 on a non-zero set, say A. Hence by using
(D6) and that ξ ∈ QFt we have (from (4.6) with t = 0)
JS(ξ) ≥ E
[
ξIAX
′
]− E [Dt(X ′IA)]
= E
[
IA(ξX
′ −Dt(X ′))
]
= E
[
IA(E
[
ξX ′|Ft
]−Dt(X ′))] > 0.
Thus, JS(ξ) = ∞ and we have that ξ /∈ S ∩ QFt , also in case (b). Hence, Sct ⊂ L2(FT )\(S ∩ QFt).
Combined with the inclusion derived in previous paragraph this yields that St = S ∩ QFt . ✷
The following result shows that stability under ‘additive pasting’ of the representing set in the
form of additive m-stability is a necessary and sufficient condition for (D6) to hold.
Proposition 4.9 Let S ⊂ Q be a convex, closed set containing zero. S is additively m-stable if and
only if the collection Dt(X) := ess supξ∈S∩QFt
E [ξX|Ft], t ∈ [0, T ], X ∈ L2(FT ), satisfies (D6).
Proof. We first show ‘⇒’. We only give the proof that (D6) holds for s = 0 as the proof for s ∈ (0, T ]
is analogous. Let X ∈ L2(FT ) and t ∈ [0, T ]. Denoting ξt = E [ξ|Ft] and ξt,T = ξ − ξt for ξ ∈ L2(FT )
we have
D0(X) = sup
ξ∈S
E [ξX] = sup
ξ∈S
E [E [ξtX + (ξ − ξt)X|Ft]]
= sup
ξ=ξt+ξt,T∈S0,t+St,T
{E [ξtX] + E [E [ξt,TX|Ft]]} = sup
ξt∈S0,t,ξt,T∈St,T
{E [ξtX] + E [E [ξt,TX|Ft]]}.
Hence by the directedness of St,T (Remark 4.7) and Proposition 4.8 we obtain
D0(X) = sup
ξt∈S0,t
E [ξtE [X|Ft]] + sup
ξt,T∈St,T
E [E [ξt,TX|Ft]]
= sup
ξ∈S
E [ξE [X|Ft]] + E
[
ess supξt,T∈St,T E [ξt,TX|Ft]
]
= D0(E [X|Ft]) + E
[
ess supξ∈S∩QFt
E [ξX|Ft]
]
= D0(E [X|Ft]) + E [Dt(X)] .
To see that we have ‘⇐’ suppose that ξ1, ξ2 ∈ S such that ξ1t + (ξ2 − ξ2t ) /∈ S for some t ∈ [0, T ].
Then by the Hahn-Banach Theorem there exists a random variable X ∈ L2(FT ) such that we have
E := E
[
(ξ1t + (ξ
2 − ξ2t ))X
]
> sup
ξ∈S
E [ξX] = D0(X). (4.7)
Using Proposition 4.8 we note E = E
[
ξ1tE [X|Ft]
]
+ E
[
E
[
(ξ2 − ξ2t )X|Ft
]]
may be bounded above by
D0(E [X|Ft]) + E
[
ess supξ∈St,T E [ξX|Ft]
]
= D0(E [X|Ft]) + E [Dt(X)] = D0(X).
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This bound is a contradiction to (4.7), which proves the implication ‘⇐’. ✷
Proof of Theorem 4.3. The assertion follows by combining Propositions 4.6, 4.8 and 4.9. ✷
In the proofs of Theorems 4.1 and 4.9 we deploy, for a given dynamic deviation measure D, the
sequence (D(n))n∈N of dynamic deviation measures D
(n) = (D
(n)
t )t∈[0,T ], D
(n)
t : L
2(FT ) → L2(Ft)
defined by
D
(n)
t (X) := ess supξ∈(SD∩QFt )∩An
E [ξX|Ft] , with (4.8)
An :=
{
ξ ∈ L2(FT )
∣∣∣∣∣ sups∈[0,T ]
{
|Hξs |2 +
∫
Rk\{0}
|H˜ξs (x)|2ν(dx)
}
≤ n2
}
. (4.9)
Lemma 4.10 Let t ∈ [0, T ] and X ∈ L2(FT ) and, for a given dynamic deviation measure D, let
(D(n))n∈N and (An)n∈N be as in (4.8)–(4.9).
(i) for any n ∈ N, we have D(n)t (X) ≤ D(n+1)t (X) and An+1 = n+1n An. Moreover, D
(n)
t (X)ր Dt(X)
in L2(Ft) as n→∞.
(ii) for any n ∈ N, S ∩ An contains zero and is closed, bounded, convex and additively m-stable.
(iii) For any n ∈ N, D(n) is a dynamic deviation measure that is n-dominated.
Proof. (i) It is easily verified that An+1 = n+1n An so that An ⊂ An+1 for n ∈ N. Hence, by (4.8)
we have D
(n)
t (X) ≤ D(n+1)t (X) for t ∈ [0, T ] and X ∈ L2(FT ). Furthermore, as (An)n∈N is dense in
L2(FT ) and the set SD in Theorem 4.3 is bounded, we have that D(n)t (X)ր Dt(X) as n→∞.
(ii) Let n ∈ N. It is straightforward to verify that An contains zero and is closed, bounded and
convex. Let us show next that An is additively m-stable. Let t ∈ [0, T ] and ξ1, ξ2 ∈ An and
denote L = ξ2 + E
[
ξ1 − ξ2|Ft
]
. Then the representing pair (HL, H˜L) of L ∈ L2(FT ) is expressed
in terms of the representing pairs (H i, H˜ i), i = 1, 2, of ξ1, ξ2 by HLs = H
1
s I[0,t](s) +H
2
s I(t,T ](s) and
H˜Ls = H˜
1
s I[0,t](s)+ H˜
2
s I(t,T ](s). In particular, we have sups∈[0,T ]
{|HLs |2+ ∫Rk\{0} |H˜Ls (x)|2ν(dx)} ≤ n2
so that L ∈ An. Thus, An is additively m-stable. Since the set SD is also closed, convex and additively
m-stable, the same holds for An ∩ S.
(iii) Let n ∈ N. From Proposition 4.6 and part (ii) we conclude that D(n) satisfies (D1)–(D3) and
(D5). Furthermore, from Proposition 4.9 and part (ii) we have that D(n) satisfies (D6). Let us show
next that D(n) satisfies positivity (D4). Let t ∈ [0, T ] and X ∈ L2(FT )\L2(Ft). By Propositions 4.6
and 4.8 there exists a ξ˜ ∈ SD ∩ QFt such that E
[
ξ˜X|Ft
]
> 0 on a non-zero set. As (An)n∈N is
increasing and dense in L2(FT ) (as noted in the proof of part (i)), we can find a sequence (ξm)m
such that ξm ∈ SD ∩ QFt ∩ Am converges to ξ˜ in L2(FT ) as m → ∞. Next, choose m′ sufficiently
large such that on a non-zero set, say A, we have E
[
ξm
′
X|Ft
]
> 0 (which is possible since ξmX
converges to ξ˜X in L1 as m →∞). Define ξ∗ ∈ SD ∩ QFt ∩ An by ξ∗ := nm′ ξm
′
. Since on A we have
E [ξ∗X|Ft] = nm′E
[
ξ˜m
′
X|Ft
]
> 0 we conclude from (4.8) that D(n) satisfies (D4).
Finally, by deploying the Cauchy-Schwarz inequality we note that D
(n)
t (X) may be bounded above
by
sup
ξ∈An
E [ξX|Ft] = sup
ξ∈An
E
[∫ T
0
(
(Hξs )
⊺HXs +
∫
Rk\{0}
H˜ξs (x)H˜
X
s (x)ν(dx)
)
ds
∣∣∣∣∣Ft
]
≤ nE
[∫ T
0
√
|HXs |2 +
∫
Rk\{0}
|H˜Xs (x)|2ν(dx)ds
∣∣∣∣∣Ft
]
= D¯nt (X), (4.10)
where we denote by v⊺ the transpose of the column vector v ∈ Rd. ✷
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4.1 Proof of Theorem 4.1
With the previously established results in hand we can now complete the proof of Theorem 4.1.
As the arguments in the proof of the implication ‘⇐’ in Theorem 3.2 carry over for the proof of
‘⇐’ in Theorem 4.1, the remainder of the proof is concerned with the proof of ‘⇒’. Let D be a
dynamic deviation measure, X ∈ L2(FT ) and denote by (D(n))n∈N the approximating sequence of
dynamic deviation measures from Lemma 4.10. By Lemma 4.10(i,iii) and Theorem 3.2 the sequence
(D(n)(X)n∈N is monotone increasing and there exists a sequence (g
n)n∈N of convex and positively
homogeneous driver functions such that (4.1) holds (withD and g replaced byD(n) and gn). Therefore,
by Proposition 2.6(iv), gn ≤ gn+1 for n ∈ N, so that we can define g := limn→∞ gn. Clearly, g
is convex, positively homogeneous and lower semi-continuous as the limit of functions having these
properties. Furthermore, for (h, h˜) 6= 0 we have g(ω, t, h, h˜) ≥ g1(ω, t, h, h˜) > 0 and g(ω, t, 0, 0) =
limn→∞ g
n(ω, t, 0, 0) = 0 dP×dt a.e. Hence, g is a convex and positively homogeneous driver function.
Finally, as (gn)n is an increasing sequence of functions an application of the monotone convergence
theorem yields
Dt(X) = lim
n
D
(n)
t (X) = limn
E
[∫ T
t
gn(s,HXs , H˜
X
s )ds
∣∣∣∣∣Ft
]
= E
[∫ T
t
g(s,HXs , H˜
X
s )ds
∣∣∣∣∣Ft
]
.
This completes the proof of Theorem 4.1.
4.2 Proof of Theorem 4.4
In the proof of Theorem 4.4 we deploy the following auxiliary result:
Lemma 4.11 (i) Let g be a convex and positively homogeneous driver function and let the P⊗B(Rd)⊗
U-measurable set C = (Ct)t∈[0,T ] be determined by
JCt(u, u˜) = r(t, u, u˜) := sup
u∈Rd,u˜∈L2(ν(dx))
{u⊺h+
∫
Rk\{0}
u˜(x)h˜(x)ν(dx)− g(t, u, u˜)}
for u ∈ Rd and u˜ ∈ L2(ν(dx)). Then 0 ∈ int(Ct)(ω) dP× dt a.e.
(ii) Let CD = (CDt )t∈[0,T ] be a P ⊗ B(Rd) ⊗ U-measurable set and let SD be given by the right-hand
side of (4.3). If 0 ∈ int(CDt )(ω) dP× dt a.e. then, for any t ∈ [0, T ] and X ∈ L2(FT )\L2(Ft), there
exists a ξ′ ∈ SD such that P(E [ξ′X|Ft] > 0) > 0.
Proof. To simplify notation we denote z := (h, h˜) and y = (q, ψ) for elements (h, h˜), (q, ψ) in the
Hilbert space Rd × L2(ν(dx)). Further we denote 〈y, z〉∗ = qh +
∫
Rk\{0} ψ(x)h˜(x)ν(dx) and |z|∗ =√
|h|2 + ∫
Rk\{0} |h˜(x)|2ν(dx).
(i) Set Z := {z ∈ Rd × L2(ν(dx))||z|∗ = 1} and for z ∈ Z and λ ∈ R we denote zλ := λz. By the
positive homogeneity of g and the symmetry of the set Z we have for fixed y ∈ Rd × L2(ν(dx)) that
r(t, y) = supz∈Z,λ∈R{〈y, zλ〉∗ − g(t, zλ)} is equal to
r(t, y) = sup
z∈Z,λ≥0
{
〈y, zλ〉∗ − g(t, zλ)
}
= sup
z∈Z,λ≥0
λ
{
〈y, z〉∗ − g(t, z)
}
. (4.11)
The supremum in (4.11) is finite if and only if for all z ∈ Z 〈y, z〉∗ ≤ g(t, z). Letting (yn)n be a
sequence such that |yn|∗ → 0 and using the Cauchy-Schwarz inequality, we have that
sup
z∈Z
|〈y, z〉∗| ≤ |yn|∗ sup
z∈Z
|z|∗ = |yn|∗ → 0.
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Since by assumption g(t, z) > 0 for every fixed z ∈ Z we have that from a certain n onwards 〈yn, z〉∗ ≤
g(t, z) so that r(t, yn) = 0. As r(t, ω, yn) = JCt(ω)(yn) this entails that yn ∈ Ct(ω) from a certain n
onwards for every sequence yn that is such that |yn|∗ → 0. Hence, 0 ∈ int(Ct(ω)).
(ii) Let t ∈ [0, T ] and X ∈ L2(FT )\L2(Ft). For any s ∈ [0, T ], we note that if 0 ∈ int(CDs (ω)) then
there exists ε′s(ω) ∈ (0, 1] such that |y|∗ ≤ ε′s(ω) implies y ∈ CDs (ω). Define λs(ω) := |(HXs (ω), H˜Xs (ω))|2∗,
A = {(s, ω) ∈ [t, T ] × Ω : λs(ω) > 0} and denote by ε = (εs)s∈[0,T ] the process given by εs(ω) :=
IA(s, ω)ε
′
s(ω)/λs(ω). Then ξ
′ := (εHX · W )t,T + (ε H˜X · N˜)t,T is element of SD. Since X ∈
L2(FT )\L2(Ft), the set A has positive dP× dt-measure so that
E
[
E
[
Xξ′|Ft
]]
= E
[
E
[∫ T
t
IAε
′
sds
∣∣∣∣Ft
]]
= E
[∫ T
t
IAε
′
sds
]
> 0,
which implies, as E [Xξ′|Ft] is nonnegative, that P(E [Xξ′|Ft] > 0) > 0. ✷
Proof of Theorem 4.4. Let us first show the implication ‘⇐’: We note first that, as is straightforward to
verify, SD given in (4.3) is additively m-stable, convex, bounded, closed and contains zero. Moreover,
Lemma 4.11 and Proposition 4.6(ii) imply that, for any t ∈ [0, T ], Dt : L2(FT ) → L2(Ft) defined by
(4.2) satisfies (D4). Hence, by Theorem 4.3 D = (Dt)t∈[0,T ] is a dynamic deviation measure.
We next turn to the proof of ‘⇒’. In view of Theorem 4.3 it suffices to show that SD is given by
the expression in (4.3). For any n ∈ N let D(n) be defined as in (4.8). As noted before (D(n))n∈N
is a collection of dynamic deviation measures increasing to D (Lemma 4.10) and the corresponding
sequence (gn)n∈N of driver functions is increasing and satisfies g
n ≤ g (Proposition 2.6(iv)), where g is
the function in the representation (4.1) of D (in Theorem 4.1). For u ∈ Rd, u˜ ∈ L2(ν(dx)) and n ∈ N
define
rn(s, u, u˜) := sup
h∈Qd,h˜∈{h1,h2,h3,...}
{
u⊺ h+
∫
Rk\{0}
u˜(x)h˜(x)ν(dx)− gn(s, h, h˜)
}
,
where {h1, h2, h3, . . .} denotes a countable basis of L2(ν(dx)). Note that for any n ∈ N we have (i) rn
lower semi-continuous and convex in (u, u˜) and (ii) rn is a (convex) indicator function of some convex
and closed set, say Cn = (Cns )s∈[0,T ]. Furthermore, we note the following observations: (a) since r
n is
the supremum of a P ⊗B(Rd)⊗U measurable process and Cn is the set where rn is equal to zero, we
have that Cn is also P ⊗ B(Rd) ⊗ U -measurable and (b) as the functions gn(s, h, h˜) is continuous in
(h, h˜), rn coincides with the dual conjugate of gn, so that we have dP× dt a.e.
gn(s, ω, h, h˜) = sup
(u,u˜)∈Cns (ω)
{
u⊺ h+
∫
Rk\{0}
u˜(x)h˜(x)ν(dx)
}
. (4.12)
Moreover, we have that (c) as the sequence (gn)n is increasing, (r
n)n is a decreasing sequence so that
Cn ⊂ Cn+1 for any n ∈ N. Denote C = ∪∞n=1Cn and note that C is convex and measurable as the
increasing union of convex and measurable sets.
Let us next establish the representation (4.2) for D(n)(X) for given n ∈ N and X ∈ L2(FT ). As
D(n)(X) = Dg
n
(X) we have
D
(n)
0 (X) = E
[∫ T
0
sup
(u,u˜)∈Cns
(
u⊺HXs +
∫
Rk\{0}
u˜(x)H˜Xs (x)ν(dx)
)
ds
]
≥ sup
{(H,H˜)|(Hs,H˜s)∈Cns ,s∈[0,T ]}
E
[∫ T
0
(
H⊺sH
X
s +
∫
Rk\{0}
H˜s(x)H˜
X
s (x)ν(dx)
)
ds
]
(4.13)
= sup
ξ∈Mn
E
[∫ T
0
(
(Hξs )
⊺HXs +
∫
Rk\{0}
H˜ξs (x)H˜
X
s (x)ν(dx)
)
ds
]
, (4.14)
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with Mn := {ξ ∈ Q|(Hξs , H˜ξs ) ∈ Cks , s ∈ [0, T ] }, where the supremum in (4.13) is taken over pairs
(H, H˜) ∈ L2d(P,dP × dt)× L2(P × B(Rk \ {0}),dP × dt× ν(dx)).
Let us show next that the inequality in (4.13) is in fact an equality. It is well known (see for
instance Theorem 2.4.9 in Zalinescu (2002)) that the subgradients of continuous and convex functions
are non-empty so that the suprema in the dual representations of the functions gn, n ∈ N, are attained.
Hence, we can apply a measurable selection theorem to the set
Gn :=
{
(s, ω, u, u˜)
∣∣∣∣∣gn(s, ω,HXs , H˜Xs )− u⊺HXs −
∫
Rk\{0}
u˜(x)H˜Xs (x)ν(dx) + JCns (ω)(u, u˜) = 0
}
,
obtaining P × P ⊗ U -measurable processes (Un, U˜n) such that, for every s, (Uns , U˜ns ) ∈ Cns and
gn(s,HXs , H˜
X
s ) = (U
n
s )
⊺HXs +
∫
Rk\{0} U˜
n
s (x)H˜
X
s (x)ν(dx). This implies (4.13) holds with equality, and
yields the desired representation for D(n).
To see that we also get a representation for D let us first prove that the set C defined above
(our natural candidate to satisfy (4.2)–(4.3)) is closed. Note that from (4.14) it follows that for any
X ∈ L2(FT )
sup
ξ∈S∩An
E [ξX] = D
(n)
0 (X) = sup
ξ∈Mn
E
[∫ T
0
(
(Hξs )
⊺HXs +
∫
Rk\{0}
H˜ξs (x)H˜
X
s (x)ν(dx)
)
ds
]
. (4.15)
As S ∩ An and Mn are both convex and closed sets, we conclude from (4.15) S ∩ An = Mn. In
particular, for m ≥ n we have Mn = Mm ∩ An. As there is a one-to-one correspondence between
ξ ∈ Q and square-integrable predictable processes (H, H˜) this entails that
Cn = Cm∩
{
(H, H˜) ∈ L2(dP× dt)× L2(dP× dt× ν(dx))
∣∣∣∣∣ supt∈[0,T ]{|Ht|2 +
∫
Rk\{0}
|H˜t(x)|2ν(dx)} ≤ n2
}
.
Hence, dP× dt a.e.
Cnt (ω) = C
m
t (ω) ∩
{
(h, h˜) ∈ Rd × L2(ν(dx))
∣∣∣∣∣|h|2 +
∫
Rk\{0}
|h˜(x)|2ν(dx) ≤ n2
}
.
Taking the union over all m ∈ N on the right-hand side of previous display yields
Cnt (ω) = Ct(ω) ∩
{
(h, h˜) ∈ Rd × L2(ν(dx))
∣∣∣∣∣|h|2 +
∫
Rk\{0}
|h˜(x)|2ν(dx) ≤ n2
}
.
Since the sets Cnt (ω), n ∈ N, are closed in Rd × L2(ν(dx)), we have that also Ct(ω) is closed.
As gn, n ∈ N, are convex positively homogeneous driver functions it follows by Lemma 4.11 that
0 ∈ int(Cn). As Cn ⊂ C we have thus that 0 ∈ int(C).
Finally, to show that C satisfies the desired representation (4.2)–(4.3) we note that D0(X) is equal
to
sup
n∈N
D
(n)
0 (X) = sup
n∈N
sup
{(H,H˜)|(Hs,H˜s)∈Cns ,s∈[0,T ]}
E
[∫ T
0
(
H⊺sH
X
s +
∫
Rk\{0}
H˜s(x)H˜
X
s (x))ν(dx)
)
ds
]
= sup
{(H,H˜)|(Hs,H˜s)∈Cs,s∈[0,T ]}
E
[∫ T
0
(
H⊺sH
X
s +
∫
Rk\{0}
H˜s(x)H˜
X
s (x)ν(dx)
)
ds
]
= sup
{ξ∈Q|(Hξs ,H˜
ξ
s )∈Cs,s∈[0,T ]}
E [ξX] ,
where in the first and second line the suprema are taken over pairs (H, H˜) ∈ L2d(P,dP× dt)×L2(P ×
B(Rk \ {0}),dP × dt × ν(dx)). This yields (4.2)–(4.3) for s = 0, and hence for all s ∈ [0, T ] by
Remark 1.2(ii). Thus, the implication ‘⇒’ is shown, and the proof is complete. ✷
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5 Dynamic mean-deviation portfolio optimisation
We turn next to the stochastic optimisation problem of identifying a dynamic portfolio allocation
strategy that maximizes the sum of the expected return and a penalty for its riskyness given in terms
of a dynamic deviation measure of the final wealth achieved under this allocation strategy. Throughout
this section we impose the following conditions:
Assumption 5.1 (i) The Le´vy measure ν is such that ν({x ∈ Rk\{0} : mini=1,...,k xi ≤ −1}) = 0,
and
ν2 :=
∫
Rk\{0}
|x|2ν(dx) <∞. (5.1)
(ii) D is a g-deviation measure with non-random, time-independent driver gˆ : Rd × L2(ν(dx))→ R+.
Under (5.1), L = (L1t , . . . , L
k
t )
⊺
t∈[0,T ] with L
j
t =
∫
[0,t]×Rk\{0} xjN˜(ds× dx), j = 1, . . . , k, where xj is the
jth coordinate of x ∈ Rk, is a vector of pure-jump (Ft)-martingales.
The financial market that we consider consists of a bank-account that pays interest at a fixed rate
r ≥ 0 and n risky stocks (with 1 ≤ n ≤ min{d, k}) with price processes Si = (Sit)t∈[0,T ], i = 1, . . . , n,
satisfying the SDEs given by
dSit
Sit−
= µi dt+
d∑
j=1
σij dW
j
t +
k∑
j=1
ρij dL
j
t , t ∈ (0, T ], (5.2)
where Si0 = si ∈ R+\{0}, µi ∈ R, σij ∈ R+ and ρij ∈ R+ such that
∑k
j=1 ρij ≤ 1 denote the rates of
appreciation, the volatilities and the jump-sensitivities. By π = (π1, . . . , πn)⊺ we denote the dynamic
allocation process that indicates the fraction of the total wealth that is invested in the stocks 1, . . . , n
(that is, if Xπ(t−) denotes the wealth just before time t, πi(t)Xπ(t−) is the cash amount invested
in stock i at time t under allocation strategy π). We adopt the standard frictionless setting (no
transaction costs, infinitely divisible stocks, continuous trading, etc.) and restrict to the case that
short-sales and borrowing are not permitted, by only considering allocation processes π = (πt)t∈[0,T ]
that take values in the set
B =
{
x ∈ R1×n : min
i=1,...,n
xi ≥ 0,
n∑
i=1
xi ≤ 1
}
.
Such an allocation process π is said to be admissible if (i) π is predictable, (ii) the associated wealth
process Xπ is non-negative (that is, Xπ satisfies the insolvency constraint inft∈[0,T ]X
π
t ≥ 0) and (iii) π
is a self-financing portfolio such that Xπ satisfies the SDE (with µ = (µ1, . . . , µn)
⊺, Σ = (σij) ∈ Rn×d
and R = (ρij) ∈ Rn×k) given by
dXπt
Xπt−
= [r + (µ− r1)⊺πt] dt+ π⊺tΣdWt + π⊺tRdLt, t ∈ (0, T ], (5.3)
with initial wealth Xπ0 = x ∈ R+\{0}, where 1 ∈ Rn×1 denotes the column vector of ones. We denote
by Π the collection of admissible allocation strategies and let γ > 0 denote a risk-aversion parameter.
To a given allocation strategy π ∈ Π we associate the following dynamic performance criterion:
Jπt := E[X
π
T |Ft]− γDt(XπT ), t ∈ [0, T ]. (5.4)
Due to the fact that, unlike the conditional expectation, Dt(X) is a non-linear function of X, the
Dynamic Programming Principle is not satisfied for this objective. There is a growing literature
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exploring alternative solution approaches to dynamic optimisation problems for which the Dynamic
Programming Principle is not applicable. One alternative dynamic solution concept is that of subgame-
perfect Nash equilibrium—in such a game-theoretic approach the problem (5.4) may informally be
seen as a (non-cooperative) game with infinitely many players, one for each time t, which may be
interpreted in terms of the changing preferences of one person over time; see Ekeland and Pirvu
(2008) and Bjo¨rk and Murgoci (2010) for background, and see Basak and Chabakauri (2010), Bjo¨rk
and Murgoci (2010), Wang and Forsyth (2011), Czichowsky (2013), Bjo¨rk et al. (2014), Bensoussan
et al. (2014), and references therein, for studies of dynamic mean-variance portfolio optimisation
problems. Following Ekeland and Pirvu (2008) and Bjo¨rk and Murgoci (2010) we have the following
formalisation of this equilibrium solution concept in our setting:
Definition 5.2 (i) An allocation strategy π∗ ∈ Π is an equilibrium policy for the dynamic mean-
deviation problem with objective (5.4) if
lim inf
hց0
Jπ
∗
t − Jπ(h)t
h
≥ 0 (5.5)
for any t ∈ [0, T ) and any policy π(h) ∈ Π satisfying, for some π ∈ Π,
π(h)s = πsI[t,t+h)(s) + π
∗
sI[t+h,T ](s), s ∈ [t, T ].
(ii) An equilibrium policy π∗ is of feedback type if, for some feedback function π∗ : [0, T ] × R+ → B
such that (5.3) with πt replaced by π∗(t,Xt−) has a unique solution X
∗ = (X∗t )t∈[0,T ], we have
π∗t = π∗(t,X
∗
t−), t ∈ [0, T ],
with X∗0− = X
∗
0 .
For a given equilibrium policy π∗ = (π∗t )t∈[0,T ] of feedback type we have by the Markov property that
Jπ
∗
t = V (t,X
∗
t ) and E
[
Xπ
∗
T |Ft
]
= h(t,X∗t ), t ∈ [0, T ], for some functions V : [0, T ] × R+ → R+ and
h : [0, T ] × R+ → R+. Furthermore, if h is sufficiently regular (e.g., h ∈ C1,2([0, T ] × R+,R+) and
h′ ≡ ∂h∂x is bounded) we find by an application of Itoˆ’s lemma that the representing pair of X∗T is given
by
H
X∗T
s = a
∗,h(s,X∗s−), H˜
X∗T
s (y) = b
∗,h(s,X∗s−, y), s ∈ [0, T ], y ∈ Rk\{0}, with
a∗,h(s, x) := h′(s, x)xπ∗(s, x)
⊺Σ, b∗,h(s, x, y) := h(s, x+ xπ∗(s, x)
⊺Ry)− h(s, x),
so that Dt(X
∗
T ), t ∈ [0, T ], takes the form Dt(X∗T ) = D˜t,X∗t (X∗T ), where
D˜t,x(X
∗
T ) = Et,x
[∫ T
t
gˆ(a∗,h(s,X∗s−), b
∗,h(s,X∗s−, · ))ds
]
, (t, x) ∈ [0, T ]× R+, (5.6)
with Et,x[ · ] = E [·|X∗t = x]. To any vector π ∈ B we associate the operators Lπ : f 7→ Lπf and
Gπ : f 7→ Gπf that map C0,2([0, T ] ×R+,R) to C0,0(R+,R) and are given by
Lπf(t, x) = µπxf ′(t, x) + σ
2
pi
2 x
2f ′′(t, x) +
∫
Rk\{0}
[f(t, x+ xπ⊺Ry)− f(t, x)− xπ⊺Ryf ′(t, x)]ν(dy), (5.7)
Gπf(t, x) = gˆ(xf ′(t, x)π⊺Σ, δxπ⊺RIf(t, x)), (5.8)
for (t, x) ∈ [0, T ]× R+, where δyf : R+ → R and I : Rk×1 → Rk×1 are given by
δyf(x) = f(t, y + x)− f(t, x), I(z) = z, z ∈ Rk×1, x ∈ R+, y ∈ R,
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and where
µπ = r + (µ − r1)⊺π, σ2π = π⊺ΣΣ⊺π, π ∈ B.
Given the form of the objective and Definition 5.2 we are led to consider the extended Hamilton-Jacobi-
Bellman equation for a triplet (π∗, V, h) of a feedback function π∗, the corresponding value function V
and auxiliary function h given by (denoting V˙ = ∂V∂t ):
V˙ (t, x) + sup
π∈B
{LπV (t, x)− γGπh(t, x)} = 0, (t, x) ∈ [0, T )× R+\{0}, (5.9)
h˙(t, x) + Lπ∗(t,x)h(t, x) = 0, (t, x) ∈ [0, T )× R+\{0}, (5.10)
V (T, x) = h(T, x) = x, x ∈ R+, (5.11)
V (t, 0) = h(t, 0) = 0, t ∈ [0, T ], (5.12)
where, for any t ∈ [0, T ] and x ∈ R+, π∗(t, x) is a maximiser of the supermum in (5.9) (note that the
continuity of LπV (t, x) and Gπh(t, x) in π for each fixed t ∈ [0, T ] and x ∈ R+\{0} in conjunction
with the compactness of B guarantees that the maximum in (5.9) is attained).
We have the following verification result:
Theorem 5.3 Let (π∗, h, V ) be a triplet satisfying the extended HJB equation (5.9)–(5.12), let X
∗
be the unique solution of (5.3) with πt replaced by π∗(t,Xt−) and define π
∗
t = π∗(t,X
∗
t−), t ∈ [0, T ].
Assume h, V ∈ C1,2([0, T ] × R+,R) with h′, V ′ bounded and that π∗ = (π∗t )t∈[0,T ] ∈ Π. Then π∗ is an
equilibrium policy of feedback type and h and V are given by V (t, x) = Et,x[X
π∗
T ] − γD˜t,x(Xπ
∗
T ) and
h(t, x) = Et,x[X
π∗
T ] for (t, x) ∈ [0, T ]× R+.
Proof. We first verify the stochastic representations. Let π = (πs)s∈[0,T ] ∈ Π, t ∈ [0, T ) and τ ∈
(0, T − t) be given and denote Ξπ,V,h(s, x) := (V˙ + LπsV − γGπsh)(s, x), aπ,V (s, x) := V ′(s, x)xπ⊺sΣ
and bπ,V (s, x, y) = V (s, x+ xπ⊺sRy)− V (s, x). An application of Itoˆ’s lemma to V (t+ τ,Xπt+τ ) shows
that
V (t+ τ,Xπt+τ )− V (t,Xπt )− γ
∫ t+τ
t
Gπsh(s,Xπs−)ds =
∫ t+τ
t
Ξπ,V,h(s,Xπs−)ds
+
∫ t+τ
t
aπ,V (s,Xπs−)dWs +
∫
(t,t+τ ]×Rk\{0}
bπ,V (s,Xπs−, y)N˜ (ds× dy). (5.13)
Similarly, it follows h(t+ τ,Xπt+τ ) satisfies (5.13) with V , Gπsh and Ξπ,V,h replaced by h, 0 and Ξπ,h,0,
respectively. In particular, choosing π equal to π∗, and taking expectations, the three terms on the
right-hand side of (5.13) vanish in view of (5.9), the fact that π∗(t, x) is a maximiser in (5.9) and as
the stochastic integrals are martingales (in view of the boundedness of V ′, h′ and B). Then, letting
τ ր T − t and using the boundary conditions (5.11), we obtain the asserted stochastic representations
of h and V .
Next we turn to the proof that π∗ is an equilibrium solution. By an application of the tower-
property of conditional expectation and (D6) we have for any π ∈ Π, t ∈ [0, T ) and τ ∈ (0, T − t)
Jπt = E [E [X
π
T |Ft+τ ] |Ft]− γE [Dt+τ (XπT )|Ft]− γDt(E [XπT |Ft+τ ])
= E
[
Jπt+τ |Ft
]− γDt(E [XπT |Ft+τ ]). (5.14)
Fixing (ǫn)n, ǫn ց 0, and strategies πn := π(ǫn) ∈ Π as in Definition 5.2 (with π∗ as asserted in
the theorem) and noting that the Markov property (which is in force as π∗ is a feedback strategy)
implies
Jπnt+ǫn = V (t+ ǫn,X
πn
t+ǫn), E
[
XπnT |Ft+ǫn
]
= h(t+ ǫn,X
πn
t+ǫn), (5.15)
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and that (5.15) remains valid with πn replaced by π
∗, we have from (5.13) and (5.14) and the fact
Dt(h(t+ ǫn,X
πn
t+ǫn)) = E
[∫ t+ǫn
t gˆ(a
πn,h
s , b
πn,h
s )ds
∣∣∣Ft] that
Jπ
∗
t − Jπnt = E
[∫ t+ǫn
t
[Ξπ
∗,V,h(s,Xπ
∗
s−)− Ξπn,V,h(s,Xπns−)]ds
∣∣∣∣Ft
]
. (5.16)
Since Ξπ∗(s,x),V,h(s, x) = 0 and Ξπn,V,h(s, x) ≤ 0 for s ∈ [0, T ], x ∈ R+, (by (5.9) and the fact that
π∗(t, x) is the maximiser in (5.9)) we have lim infn→∞(J
π∗
t −Jπnt )/ǫn ≥ 0, and the proof is complete.✷
We next identify an explicit equilibrium policy for the mean-deviation portfolio optimisation prob-
lem, under the following regularity assumption on Σ, R and gˆ, assumed to be in force in the sequel:
Assumption 5.4 For some countable set A and any a ∈ [0, γ−1]\A, the function Ta : B → R given
by
Ta(c) := a (µ− r1)⊺c− gˆ(c⊺Σ, c⊺RI), c ∈ B, (5.17)
achieves its maximum over ∂B at a unique c∗ ∈ ∂B.∗∗
To define the optimal policy we deploy the following auxiliary result:
Lemma 5.5 For any f : [0, T ]→ B denote by Af , df , bf , Ff : [0, T ]→ R the functions given by
bf (t) := exp
(∫ T
t
{r + (µ− r1)⊺f(s)}ds
)
, (5.18)
df (t) := bf (t)
∫ T
t
gˆ(f(s)⊺Σ, f(s)⊺RI)ds, (5.19)
Af (t) := γ
−1 − (bf (t))−1df (t), (5.20)
Ff (t) := ACf (t), with (5.21)
Cf (t) :=


arg supc∈∂B
{
Tf(t)(c)
}
, if f(t) /∈ A,
Centroid(arg supc∈∂B
{
Tf(t)(c)
}
), if f(t) ∈ A,
(5.22)
where for any Borel set A′ ⊂ Rd, Centroid(A′) is equal to the mean of U ∼ Unif(A′). Then there
exists a continuous non-decreasing function a∗ : [0, T ]→ R+ such that a∗ = Fa∗ .
The proof of Lemma 5.5 is provided below. With this result in hand we identify an equilibrium policy
as follows:
Theorem 5.6 With Ta(c) and a
∗ given in (5.17) and in Lemma 5.5, we let s(a) := supc∈∂B Ta(c), a− :=
sup{a ∈ [0, γ−1] : s(a) ≤ 0}, and t∗ := sup{t ∈ [0, T ] : a∗(t) ≤ a−} (where sup ∅ := −∞).
(i) If s(1/γ) ≤ 0 then π∗ ≡ 0 with value-function given by V (t, x) = x exp(r(T − t)) for (t, x) ∈
[0, T ]× R+.
(ii) If s(1/γ) > 0 define the function C∗ : [0, T ]→ B by
C∗(t) =
{
Ca∗(t), if t ∈ [t∗ ∨ 0, 1],
0, otherwise,
where Ca∗(t) is given in (5.22) with f = a
∗. Then π∗ = C∗ is an equilibrium policy with value function
given by V (t, x) = x(bC∗(t)− γdC∗(t)) for (t, x) ∈ [0, T ]× R+, where bC∗ and dC∗ are given in (5.18)
and (5.19) with f = C∗.
∗∗∂B denotes the boundary of B, that is, ∂B = cl(B)\int(B) where cl(B) and int(B) denote the closure and interior of
B.
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Remark 5.7 Under the equilibrium policy π∗ given in Theorem 5.6 it is optimal to invest in the n
stocks according to the proportions C∗ = (C∗1 , . . . , C
∗
n) of the current wealth, which are non-random
functions of t only. Hence, it is optimal to invest at time t an amount Xπ
∗
(t−)C∗i (t) in stock i,
i = 1, . . . , n.
Proof of Theorem 5.6. The proof consists in verifying that the triplet (π∗, V, h), with π∗ and V
as stated and with h : [0, T ] × R+ → R given by h(t, x) = x bC∗(t), satisfies the extended HJB
equation (5.9)–(5.12); the assertions then follow by an application of Theorem 5.3.
(i) Once we verify that the supremum in (5.9) is attained at π∗ ≡ 0 it is easily checked that V and h
are equal and satisfy (5.9)–(5.12), using that g is positively homogeneous. To see that the former is
the case note that the left-hand side of (5.9) is equal to x exp(r(T − t)) [−r + γ supc∈B T1/γ(c)]; since
s(1/γ) ≤ 0, the latter supremum is zero and it is attained at c = 0 (as T1/γ(0) = 0).
(ii) Assume for the moment that the supremum in (5.9)is attained at π∗. Then the positive homo-
geneity of g and the fact (which is straightforward to verify) that functions bC∗ and dC∗ satisfy the
system of equations
b˙+ (r + µC∗)b = 0, t ∈ [0, T ), b(T ) = 1,
d˙+ (r + µC∗)d+ bgˆ((C
∗)⊺Σ, (C∗)⊺RI) = 0, t ∈ [0, T ), d(T ) = 0,
where as before I : Rk×1 → Rk×1 is given by I(y) = y, imply that h and V satisfy (5.9)–(5.12).
Next we verify that the supremum in (5.9) is attained at π∗. Inserting the forms of h and V and
using that γ inft∈[0,T ] bC∗(t) > 0 we have for any t ∈ [0, T ] that
arg sup
π∈B
{LπV (t, x)− γGπh(t, x)} = arg sup
π∈B
{µπ(bC∗(t)− γdC∗(t)) − γbC∗(t)gˆ(π⊺Σ, π⊺RI)}
= arg sup
π∈B
{µπAC∗(t)− gˆ(π⊺Σ, π⊺RI)}. (5.23)
If t ≤ t∗, then AC∗(t) = a− so that s(AC∗(t)) ≤ 0 and 0 is included in the argsup in (5.23), while if
t > t∗, then AC∗(t) > a− and we have that s(AC∗(t)) = supπ∈B{(µπ − r)AC∗(t)− gˆ(π⊺Σ, π⊺RI)} > 0
is attained at π = CAC∗ (t) = Ca∗(t) = C
∗(t). ✷
Proof of Lemma 5.5. The proof relies on an application of Schauder’s fixed point theorem†† to the
map F : A → C([0, T ],R) given by f 7→ Ff , where A denotes the set of continuous functions f ∈
C([0, T ],R) that are such that (a) f(T ) = γ−1 and (b) for all s, t ∈ [0, T ] with s ≤ t we have
f(t)− f(s) ∈ [χ−(t− s), χ+(t− s)] where
χ+ := sup{gˆ(c⊺Σ, c⊺RI) : c ∈ ∂B}, χ− := inf{gˆ(c⊺Σ, c⊺RI) : c ∈ ∂B}.
We note that both χ+ and χ− are strictly positive, by positivity of the driver function gˆ. It is
straightforward to verify that F maps A to A and that the set A is a non-empty, closed, bounded and
convex subset of C([0, T ],R). Since F is compact (as we prove below), Schauder’s fixed point theorem
yields that there exists an element a∗ ∈ A such that a∗ = Fa∗ .
We next prove that F is compact by showing that (i) F is continuous (with respect to the supremum
norm on [0, T ]) and (ii) the set F (A) = {Ff : f ∈ A} is relatively compact in C([0, T ],R).
(i) Let (fn)n ⊂ A converge to f ∈ A in the supremum-norm. Then we have that Tfn(t)(c) → Tf(t)(c)
as n → ∞ uniformly in t ∈ [0, T ] for any c ∈ ∂B, and supc∈∂B Tfn(t)(c) → supc∈∂B Tf(t)(c) for any
t ∈ [0, T ]. As (fn)n and f are strictly monotone increasing and Assumption 5.4 is in force, we have for
all but countably many t that Tfn(t)(c) and Tf(t)(c) attain their maxima over ∂B at unique c. Thus, it
follows that arg supc∈∂B Tfn(t)(c) → arg supc∈∂B Tf(t)(c), for a.e. t ∈ [0, T ]. Hence, by the dominated
††see e.g. Theorem 1.C in Zeidler (1995)
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convergence theorem Ffn(t) = ACfn (t)→ ACf (t) = Ff (t) for any t ∈ [0, T ]. Since the functions ACfn
and ACf are non-decreasing, the convergence Ffn → Ff holds in the supremum norm.
(ii) Using the boundedness of B and the continuity of gˆ it is straightforward to verify that the
collection of functions F (A) is equi-continuous. Hence we have by an application of the Arzela-Ascoli
theorem‡‡ that for any sequence (A(n))n ⊂ F (A) there exists a continuous function A∗ : [0, T ] → R
such that, along a subsequence (nk), (A
(nk))k converges uniformly to A
∗, hence establishing that F (A)
is relatively compact. ✷
Example 5.8 (i) For driver function gˆ = g1 (given in Example 2.10 with λ = 1) and for a ∈ R+ we
have that Ta(c) in (5.17) is given by
Ta(c) = a (µ − r1)⊺c−
√
c⊺ΣΣ⊺c+ c⊺RR⊺cν2.
If ΣΣ⊺ +RR⊺ν2 is invertible, then it is straightforward to verify that Assumption 5.4 is satisfied.
(ii) Let us identify explicitly the equilibrium portfolio allocation strategy given in Theorem 5.6 in the
case the driver function gˆ is as in part (i) and we have 2 risky assets (n = 2), whose dynamics we
suppose are given by (5.2) with d = k = 2, µ1 > µ2 > r, r ≥ 0 and s12 := (Σ2+R2ν2)12 < 0. In terms
of s2i := (Σ
2 +R2ν2)ii, i = 1, 2, let us denote
d+ := s
2
1 + s
2
2 − 2s12, e+ := s12 − s22,
c+(a) := −e+
d+
+
√(
e+
d+
)2
− η(a), η(a) := a
2(µ1 − µ2)2s22 − e2+
d+(a2(µ1 − µ2)2 − d+) ,
for a ∈ [0,√d+/(µ1−µ2)). By convexity of g it follows that the supremum of T˜ (c) := Ta((c, 1− c)) =
a(µ2 − r) + a(µ1 − µ2)c −
√
d+c2 + 2e+c+ s22 over c ∈ R is attained at the c satisfying T˜ ′(c) = 0 ⇔
c = c+(a) and we have
T˜ ′(1) > 0⇔ a > a+ := 1
µ1 − µ2
(
s21 − s12√
s21
)
.
As a consequence, the equilibrium allocation strategy π∗ = (π∗t )t∈[0,T ] in Theorem 5.6 is given as
follows:
π∗t = C
∗(t) =


(1, 0), if a∗(t) > a− ∨ a+,
(c+(a∗(t)), 1 − c+(a∗(t))), if a− < a∗(t) ≤ a− ∨ a+,
(0, 0), if a∗(t) ≤ a−,
where a− and a∗(t) are as in Theorem 5.6. Hence, if the risk-aversion parameter γ is sufficiently small
and/or t is sufficiently close to the horizon T the equilibrium strategy is to be fully invested in risky
asset 1, which has the highest expected return; at times t further away from the horizon or for higher
risk-aversion parameter, the dynamic deviation penalty term starts to play a more important role and
the policy is to invest part of the wealth into asset 2, while, if γ is sufficiently large or t is sufficiently
small, the equilibrium strategy is to invest all the wealth in the bank account.
(iii) Restricting next to the case of a single risky asset (n = 1) with d = k = 1, µ := µ1 > r, we
find by a direct calculation that the value function V in Theorem 5.6 and he auxiliary function h are
explicitly given in terms of
t∗ =
(
T +
1
µ− r −
1
γ
√
Σ2 +R2ν2
)
∧ T
‡‡see e.g. p.35 in Zeidler (1995)
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by V (t, x) = V (t∗∧T, x exp{r(t∗∧T−t)}) and h(t, x) = h(t∗∧T, x exp{r(t∗∧T−t)}) for t ∈ [0, t∗∧T )
and
V (t, x) = h(t, x)[1 − (T − t)γ
√
Σ2 +R2ν2], h(t, x) = x exp{µ(T − t)}, t ∈ [t∗ ∧ T, T ],
where the equilibrium policy π∗ is given by
π∗t = C
∗(t) =

1, if a(t) =
1
γ
1
1+(µ−r)(T−t) >
√
Σ2+R2ν2
µ−r = a− ⇔ t ∈ (t∗ ∧ T, T ],
0, if a(t) ≤ a− ⇔ t ∈ [0, t∗ ∧ T ].
To see that π∗ takes this form we observe that t ≤ t∗ holds precisely if (µ− r − γ√Σ2 +R2ν2)− (µ−
r)γ(T − t)√Σ2 +R2ν2 ≤ 0 ⇔ 0 ∈ arg. supπ∈[0,1]{(LπV )(t, x) − γ(Gπh)(t, x)}, where Lπ and Gπ are
given in (5.7) and (5.8).
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