Abstract. In this paper, we introduce two di¤erent Kantorovich type generalization of the q Chlodowsky operators. For the …rst operators we give some weighted approximation theorems and a Voronovskaja type theorem. Also, we present the local approximation properties and the order of convergence for unbounded functions of these operators . For second operators, we obtain a weighted statistical approximation property.
Introduction
In 1997, G. Phillips [21] introduced the generalization of Bernstein polynomials based on q integers. The author estimated the rate of convergence and obtained a Voronovskaja-type theorem for the generalization of Bernstein operators. Recently, generalizations of positive linear operators based on q integers were de…ned and studied by several authors. For example; Karsli and Gupta [3] introduced the following q Chlodowsky polynomials de…ned as:
; 0 6 x 6 b n ;
where b n is a positive increasing sequence with b n ! 1. They investigated the rate of convergence and the monotonicity property of these operators. For more works, see references [4, 5, 6, 7, 8, 9, 10] . In this study, we de…ne Kantorovich type generalization of q Chlodowsky operators. We examine the statical approximation properties of our new operator by the help of Korovkin-type theorem in weighted space. Further, we present the local approximation properties and the order of convergence for unbounded functions of Assume that f is a monotone increasing function on [0; b n ], then using (1.2) one can easily veri…ed that C q n (f ; x) are linear and positive operators for 0 < q 6 1. Let us recall some de…nitions and notations regarding the concept of q calculus. For any …xed real number q > 0 and non-negative integer, the q integer of the number n is de…ned by
[n] q := (1 q n )=(1 q), q 6 = 1 1;
The q factorial [n] q ! is de…ned as following
The q binomial coe¢ cients are also de…ned as
The q analogue of the integration in the interval [0; b] is de…ned as (see [11] )
Over a general interval [a; b], one can write
Further results related to q calculus can be found in [1, 2] .
Some Basic Results
We need the following lemmas for proving our main results.
Lemma 2.1. By the de…nition of q integral, we have
Lemma 2.2. The following equalities hold.
Proof. Using the equality
Finally, we have
Lemma 2.3. The operators de…ned by (1.1) satisfy the following properties:
for all x 2 [0; b n ], where Proof. By using de…nition of C q n (f; x), Lemma 2.1 and Lemma 2.2, we get
For t 3 , we get
and …nally
Weighted approximation
We consider the following class of functions: Let H x 2 [0; 1) be the set of all functions f de…ned on [0; 1) satisfying the condition jf (x)j 6 M f 1 + x 2 ; where M f is a constant depending only on f: By C x 2 [0; 1), we denote the subspace of all continuous functions belonging to H x 2 [0; 1) : Also, let C x 2 [0; 1) be the subspace of all functions f 2 C x 2 [0; 1) ; for which lim
Now, we shall discuss the weighted approximation theorem, where the approximation formula holds true on the interval [0; 1) : Theorem 3.1. Let q = q n satisfy 0 < q n 6 1 and for n su¢ ciently large q n ! 1 and
and f be a monotone increasing function on [0; 1) : Then we have
Proof. Setting the operators
and using the theorem in [15] for the operators C qn n ; we see that it is su¢ cient to verify the following three conditions
Since C qn n (1; x) = 1 the …rst condition of (3.1) is ful…lled for = 0 : Using Lemma 2.3, we can write
which implies that
Thus the proof is completed.
We know that for f 2 C x 2 [0; 1) Theorem 3.1 is not true (see [15] ). But we can give following property of C q n : Theorem 3.2. Let q = q n satisfy 0 < q n 6 1 and for n su¢ ciently large q n ! 1 and
Proof. f is continuous function we can write
if jt xj < and jt xj > we have Thus we can write
for x 2 [0; b n ] and t 2 [0; 1) : Since C qn n linear and positive operator we have
From Lemma 2.3, we have
which proves the theorem.
Voronovskaja type theorem
Now, we give a Voronovskaja type theorem for C q n (f; x). Lemma 4.1. Let q := (q n ), 0 < q n 6 1, be sequence such that q n ! 1 as n ! 1. Then, we have the following limits:
Proof. (i) From Lemma 2.3, we have
Then, we get
Let us take the limit of both sides of the above equality as n ! 1, then we have
(ii) Again from Lemma 2.3 and by the linearity of the operators C qn n (f; x), we get
where 2 n + 11q n + 5 q 4 n + q 3 n + q 2 n + q n + 1 ;
By (2.1), we get
Again, by using (2.1), we have
Taking the limit of both sides of the above equality, we get 
Finally, using (2.1), we get
[n] By combining (4.2)-(??), we reach the desired the result.
Proof. We write Taylor's expansion of f as follows:
where "(t; x) ! 0 as t ! x. By linearity of the operators C qn n (f; x) we get
From Lemma 2.3, we have For the last term on the right hand side, using Cauchy-Schwartz inequality, we get
Since lim n!1 C qn n " 2 (t; x); x = 0 and by Lemma 4.1(ii) lim n!1
is …nite, we have lim n!1
[n]q n bn C qn n "(t; x)(t x) 2 ; x = 0. Therefore, we obtain
This step completes the proof.
Local approximation
In this section, we give a local approximation theorem regarding the our operators. The Peetre's K-functional is de…ned by By using Devore-Lorentz theorem (see [19] , Thm 2.4, pp.177), for f 2 C B [0; 1) and C > 0 we have
where ! 2 is the second modulus of continuity of f . In this section, we need the following lemmas for proving our main theorem.
The following inequality holds:
where n (x) =
Proof. Let us de…ne auxiliary operators
It is easy to see thatC q n (t x; x) = 0: Let g 2 C 2 B [0; 1). By using Taylor expansion of g, we obtain
Applying the operatorC q n to the above equality, we get
Thus, we have
We can write
Then, by using Lemma 2.3, we may write
where C > 0 is a constant.
Proof. Assume that f 2 C B [0; 1) by using the de…nition ofC q n (f ; x), we get jC
and using Lemma 5.1,
Taking the in…mum over all g 2 C 2 B [0; 1) on the right hand side of above inequality and using (5.1), the proof is …nished.
Rete of convergence in weighted space
We know that usual …rst modulus of continuity ! ( ) does not tend to zero, as ! 0; on in…nite interval. Thus we use weighted modulus of continuity (f; ) de…ned on in…nite interval R + (see [18] ). Let
Now some elementary properties of (f; ) are collected in the following Lemma.
From the inequality (6.1) and de…nition of (f; ) we get
for every f 2 C x 2 [0; 1) and x; t 2 R + .
Theorem 6.2. Let 0 < q 6 1 and f 2 C x 2 [0; 1). Then, we have
where C is an absolute constant.
Proof. Using (6.2) , we get
also we can write that
From (4.1) and (??), we know that
which proves the theorem. [14] and Steinhaus [22] de…ned the notion of statistical convergence for sequences of real numbers as:
Let M be a subset of the set of natural numbers N. Then, M n = fk 6 n : k 2 M g. The natural density of M is de…ned by (M ) = lim n 1 n jM n j provided that the limit exists, where jM n j denotes the cardinality of the set M n . A sequence x = (x k ) is called statistically convergent to the number`2 R, denoted by st lim x =`. For each > 0; the set M " = fk 2 N : jx k `j > g has a natural density zero, that is
This concept was used in approximation theory by Gadjiev and Orhan [16] in 2002. They proved the Bohman-Korovkin type approximation theorem [12] for statistical convergence. Currently, researchers studying statistical convergence have devoted their e¤ort to statistical approximation.
In this section, we examine the statistical approximation properties of the C q n (f ; x). Theorem 7.1. q := (q n ) ; 0 < q n 6 1 be a sequence satisfying the following conditions:
Let f be a monotone increasing function on [0; 1) then,
Proof. Since C Let " > 0, then we de…ne the following set:
One can obtain that fk 6 n : kC
Thus, we get st lim n!1 kC qn n (e 1 ) e 1 k x 2 = 0:
Using (2.3), we can write
Thus, we get
Let " > 0; we de…ne the following sets:
n (e 2 ) e 2 k x 2 > "g ;
and since (q n ) satis…es (7.1), we obtain st lim n!1 kC qn n (e 2 ) e 2 k x 2 = 0:
Hence, by using statistical Korovkin theorem, the desired result follows from (7.2)-(7.4).
Note: It is obvious that f (x) > 0 does not guarantee the positivity of the operators C q n (f ; x). Thus, we assumed that f is a monotone increasing function on [0; b n ]. By using this assumption, we showed the statistical convergence of the operators via Korovkin theorem. However, this assumption is not su¢ cient to investigate the rate of convergence and order of approximation because of the usual de…nition of q integral. In order to solve this problem, there are two ways proposed by Gauchman [17] and Marinkovic [20] . They de…ned di¤erent types of q integrals namely, restricted q integral and Riemann type q integral respectively. In this study, we rede…ne q Chlodowsky-Kantorovich operators by using Riemann type q integral. De…nition 1. (Riemann type q integral) Let 0 < q < 1 and 0 < a < b. The Riemann type q integral is de…ned as follows:
The modi…ed version of C q n (f ; x) via Riemann type q integral is as follows:
Lemma 7.2. Let 0 < q < 1 and 0 < a < b,
Proof. : Given in [13] .
Remark 7.3. From ( [13] ), we can obtain the following integrals via making necessary computations .
Lemma 7.4. By using the above q Riemann type integrals, we can obtain the following formulas for the moments ofĈ Now, for a given " > 0, we de…ne the following sets:
> " o
From (7.6), we see that L L 1 [ L 2 : So, we get, n k 6 n : Ĉ q k n (e 1 ) e 1
> " o 6 k 6 n :
Since st lim Similarly, for a given " > 0, we de…ne the following sets:
> " o ;
It is obtained that N N 1 [ N 2 [ N 3 : So, we may write, n k 6 n : Ĉ q k n (e 2 ; :) e 2
Thus, we obtain st lim n!1 Ĉ qn n (e 2 ; :) e 2 x 2 = 0:
The proof is …nished using (7.5), (7.7) and (7.8) via statistical Korovkin's theorem.
