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POINTED HOPF ALGEBRAS OVER NON ABELIAN
GROUPS WITH DECOMPOSABLE BRAIDINGS, I
IVÁN ANGIONO AND GUILLERMO SANMARCO
Abstract. We describe all finite-dimensional pointed Hopf algebras
whose infinitesimal braiding is a fixed Yetter-Drinfeld module decom-
posed as the sum of two simple objects: a point and the one of transpo-
sitions of the symmetric group in three letters. We give a presentation
by generators and relations of the corresponding Nichols algebra and
show that Andruskiewitsch-Schneider Conjecture holds for this kind of
pointed Hopf algebras.
1. Introduction
The theory of Hopf algebras has grown recently, focused especially in the
finite dimensional case. The idea of classifying these algebras leads to sepa-
rate into families that share certain invariants, mainly associated with their
coalgebra structure. The first invariant to take in care is the coradical (the
sum of all simple subcoalgebras). The first distinguished family is that of
cosemisimple Hopf algebras, those which coincide with the coradical. A sec-
ond important family is constituted by pointed Hopf algebras (those whose
coradical coincides with the subalgebra generated by group-like elements)
and was intensively studied after the introduction of quantized enveloping
algebras by Drinfeld and Jimbo.
A turning point in the classification of pointed Hopf algebras was given by
the introduction of the Lifting Method by Andruskiewitsch and Schneider
[AS1]: a sequence of steps proposed to systematically describe all the defor-
mations of a graded Hopf algebra attached to a fixed finite group Γ (giving
the coradical) and a Yetter-Drinfeld module V over Γ (describing the infini-
tesimal braiding). At this point an algebra B(V ) universally contrusted from
V appears: the so-called Nichols algebra of V , cf. §2.4. The steps of this
method are the following:
(a) Classify all Yetter-Drinfeld modules V over Γ such that dimB(V ) <∞.
(b) Give a presentation by generators and relations of B(V ).
(c) Check if, given H with H0 ≃ kΓ, the associated graded Hopf algebra
satisfies grH ≃ B(V )#kΓ (generation in degree one problem).
(d) Compute all Hopf algebras obtained as deformations of B(V )#kΓ.
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The Lifting Method was succefully applied to classify finite-dimensional
pointed Hopf algebras over abelian groups Γ of order not divisible by small
primes [AS2]. After the appeareance of this result, Masouka [Ma] was able
to prove that all these pointed Hopf algebras are cocycle deformations of
their associated graded Hopf algebras.
For general finite abelian groups Γ, Heckenberger [H] gave a complete
answer of (a) and Angiono [An1] finished (b) and (c). The final step was
recently completed in [AG], based on a strategy to construct Hopf algebras
using cocycle deformations developed in [A+, AAG].
If we turn towards non-abelian groups, the first step (a) was almost com-
pleted [HV2, HV3]. The authors gave all non-simple Yetter-Drinfeld modules
over non-abelian groups such that the associated Nichols algebras are finite-
dimensional. They describe their root systems and compute the dimensions.
At the moment there is no general answers for the remaining steps of the Lift-
ing Method. Anyway the method was applied successfully on certain pairs
of non-abelian groups and infinitesimal braidings whose Nichols algebras are
finite dimensional, see e.g. [GV, GV2]
The present work starts the computation of all liftings of Nichols algebras
of Yetter-Drinfeld modules classified in [HV2, HV3]. We fix a brainding (that
we call HV1) decomposable as the sum of two simple Yetter-Drinfeld mod-
ules, one related with the so-called Fomin-Kirillov algebra [MS, AG] over the
symmetric group in three letters and another of dimension one. We complete
the answer for steps (b), (c) and (d). Indeed, we give a presentation by gen-
erators and relations of B(HV1) in §3. Next we give a positive answer to the
generation-in-degree-one problem in §4: the unique finite-dimensional post-
Nichols algebra of HV1 is the Nichols algebra B(HV1) itself. We also introduce
a distinguished pre-Nichols algebra of HV1, whose behavior is analogous to
those pre-Nichols algebras in [An2] for braidings of diagonal type. Finally,
the main result of this paper is contained in §5 and gives a complete list of all
finite-dimensional pointed Hopf algebras whose group of group-like elements
is a group Γ such that HV1 admits a principal realization over Γ. We follow
the strategy of [A+, AAG] and prove at the same time that all of them are
cocycle deformations of B(HV1)#kΓ.
Acknowledgements. We thank Nicolás Andruskiewitsch for posing us the
problem and contributing with ideas for its solution. Many interesting dis-
cussions with him helped us to improve the paper.
2. Preliminaries
2.1. Notation. If ℓ < θ ∈ N0, then we set Iℓ,θ = {ℓ, ℓ+ 1, . . . , θ}, Iθ = I1,θ.
Throughout this work k denotes an algebraically closed field of character-
istic zero. All vector spaces, algebras and tensor products are over k. Let
GN be the group of roots of unity of order N in k and G
′
N the subset of
primitive roots of order N ; G∞ =
⋃
N∈NGN and G
′
∞ = G∞ − {1}.
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Let A be an algebra. The ideal generated by a subset (ai)i∈I is denoted
by 〈ai : i ∈ I〉 while the subalgebra generated by this set is denoted by
k〈ai : i ∈ I〉.
Let H be a Hopf algebra (or a Hopf algebra in a braided tensor category).
We will use the Sweedler notation for the coalgebra structure and for co-
modules; e.g. the coproduct of h ∈ H is denoted ∆(h) = h(1) ⊗ h(2). Let
G(H) = {x ∈ H× : ∆(x) = x⊗ x} be the group of group-like elements. For
each g, h ∈ G(H), Pg,h(H) is the subspace of (g, h)-primitive elements; in
particular P(H) := P1,1(H) is the set of primitive elements.
2.2. Braided vector spaces, Yetter-Drinfeld modules and braided
Hopf algebras. A pair (V, c), where V is a vector space and c ∈ GL(V ⊗V ),
is a braided vector space if c satisfies the braid equation:
(c⊗ id)(id⊗c)(c⊗ id) = (id⊗c)(c⊗ id)(id⊗c).
Let H be a Hopf algebra with bijective antipode. Attached to H there is
a braided tensor category HHYD. An object of
H
HYD, called a Yetter-Drinfeld
module over H, is a left H-module and left H-comodule V such that
δ(h · v) = h(1)v(−1)S(h(3))⊗ h(2) · v(0) for all h ∈ H,v ∈ V.(2.1)
The monoidal structure on HHYD comes from the usual tensor product of
modules and comodules over a Hopf algebra. The left dual of a finite di-
mensional V ∈ HHYD is the vector space V
∗, where H acts via the antipode
(h · f)(v) = f(S(h) · v) and the coaction δ(f) = f(−1)⊗ f(0) is determined by
f(−1)f(0)(v) = S
−1(v(−1))f(v(0)), f ∈ V
∗, v ∈ V.
For V,U ∈ HHYD, the braiding cV,U : V ⊗ U → U ⊗ V is given by
cV,U (v ⊗ u) = v(−1) · u⊗ v(0), v ∈ V, u ∈ U.(2.2)
The pair (V, cV,V ) is a braided vector space.
Reciprocally, let (V, c) be a braided vector space. A realization of V overH
is an structure on V of Yetter-Drinfeld module over H such that the braiding
c is the categorical braiding cV,V . The realization is principal if there exists
a basis {vi}i∈I of V and {gi}i∈I ∈ G(H) such that δ(vi) = gi ⊗ vi, i ∈ I.
There is a monoidal structure in the category of algebras in HHYD. Namely,
if (A,µA) and (B,µB) are algebras in
H
HYD, then A⊗B = (A ⊗ B,µA⊗B)
also is, where the multiplication is given by
µA⊗B = (µA ⊗ µB)(idA⊗cA,B ⊗ idB).(2.3)
We are mainly interested in Yetter-Drinfeld modules over a group algebra
kΓ. Let V be simultaneously a left kΓ-comodule and a left kΓ-module.
Then V = ⊕g∈ΓVg, where Vg = {v ∈ V : δ(v) = v ⊗ g}. In this setting the
Yetter-Drinfeld compatibility (2.1) is read as
δ(g · v) = ghg−1 ⊗ g · v for all g, h ∈ Γ,v ∈ Vh.(2.4)
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Thus V ∈ kΓkΓYD means that g · Vh ⊂ Vghg−1 for all g, h ∈ Γ.
We recall that the support of V is the subset
suppV := {g ∈ Γ : Vg 6= 0} ⊂ Γ.(2.5)
We denote by Γ̂ the group of characters of Γ. For each χ ∈ Γ̂,
V χ := {v ∈ V : g · v = χ(g)v for all g ∈ Γ}.(2.6)
We also use the following notation: V χg = Vg ∩ V
χ.
We recall that a Hopf algebra in HHYD is a collection (R,µ,∆,S), where
R is an object HHYD with structures (R,µ) of algebra in
H
HYD and (R,∆) of
coalgebra in HHYD that are compatible in the sense that ∆: R→ R⊗R and
ε : R→ k are algebra maps, and such that S is a convolution inverse of the
identity of R. In this case, the left adjoint action of R on itself is the linear
map adc : R→ End(R),
(adc x)y = µ(µ⊗ S)(id ⊗ c)(∆ ⊗ id)(x ⊗ y), x, y ∈ R,
so the action of a primitive element x ∈ R is
(adc x)y = xy − (x(−1) · y)x(0), y ∈ R.
2.3. Racks. We recall now a prototypical example of Yetter-Drinfeld mod-
ules over groups. A rack X = (X,⊲) is a pair where X is a non-empty set
and ⊲ : X ×X → X is an operation such that
x⊲ (y ⊲ z) = (x⊲ y)⊲ (x⊲ z), for all x, y, z ∈ X
and the maps φx : X 7−→ X, φx(y) = x ⊲ y, y ∈ X, are bijective for all
x ∈ X. A quandle is a rack such that x⊲ x = x for all x ∈ X.
Let Γ be a group. An example of a rack (which is moreover a quandle) is
given by X a union of conjugacy classes inside Γ and the operation given by
g ⊲ h = ghg−1, g, h ∈ O.
A 2-cocycle on X is a function q : X ×X → k×, (x, y) 7→ qx,y, such that
qx,y⊲zqy,z = qx⊲y,x⊲zqx,z, for all x, y, z ∈ X.(2.7)
Let (X,⊲) be a rack and q a 2-cocycle on X. Let V be the vector space with
basis {vx : x ∈ X}. Let c : V ⊗ V → V ⊗ V be the linear map
c(vx ⊗ vy) = qx,yvx⊲y ⊗ vx, x, y ∈ X.(2.8)
The pair (V, c) is a braided vector space denoted by V (X, q).
Next we recall the definition of a principal realization of a braided vector
space V (X, q) (here we restrict to the case of group algebras as in [AG,
Definition 3.2], see [GV2, §4] for the case of an arbitrary Hopf algebra). It
is given by the data (·, (gi)i∈X , (χi)i∈X) consisting of:
• an action · : G×X → X of G on X;
• a family of elements gi ∈ G, i ∈ X, such that gh·i = hgih
−1 and gi·j = i⊲j,
for all i, j ∈ X, h ∈ G;
• a family of functions χi : G → k
×, i ∈ X, called 1-cocycles, such that
χi(g(j)) = qji, i, j ∈ X, χi(ht) = χi(t)χt·i(h), for all i ∈ X, h, t ∈ G.
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This data defines a Yetter-Drinfeld structure on V (X, q) by
δ(vi) = gi ⊗ vi, g · vi = χi(g)vg·i, i ∈ X, g ∈ G.(2.9)
2.4. Nichols algebras. Let V ∈ HHYD. The Nichols algebra of V is the
unique quotient of the tensor algebra B(V ) = T (V )/J (V ) in HHYD that is
a graded braided Hopf algebra and such that V is the space of primitive
elements. Among the several descriptions of the universally defined ideal
J (V ) = ⊕n≥2Jn(V ), we recall the most useful for our purposes: J (V ) is
the unique maximal element in the class of graded Hopf ideals and Yetter-
Drinfeld submodules of T (V ) with zero components on degree 0 and 1.
We recall that a pre-Nichols algebra B˜ of V is a graded braided Hopf
algebra B˜ = ⊕n≥0B˜
n such that B˜0 = k1, B˜1 = V and B˜ is generated as an
algebra by V ; that is, a graded braided Hopf algebra, intermediate between
T (V ) and B(V ). By definition, the inclusion V →֒ B˜ induces graded Hopf
algebra epimorphisms T (V )։ B˜ and B˜ ։ B(V ).
Fix (xi)i∈I a basis of V , then we use the following notation:
xi1...in := (adc xi1) . . . (adc xin−1)xin , n ≥ 2, i1, . . . , in ∈ I.(2.10)
Dually, a post-Nichols algebra L of V is a graded braided Hopf algebra,
intermediate between T c(V ), the free associative coalgebra of V , and B(V );
that is, a graded braided Hopf algebra L = ⊕n≥0L
n such that L0 = k1,
L1 = V and P(L) = L1.
Suppose V has a basis (xi)i∈I where the coaction is given by δ(xi) = gi⊗xi
for some (gi)i∈I ⊂ G(H). Let (fi)i∈I be the dual basis of (xi)i∈I. Define a
skew derivation ∂i : T (V )→ T (V ) by ∂i(1) = 0, ∂i|V = fi and recursively
∂i(xy) = x∂i(y) + ∂i(x)gi · y, x, y ∈ T (V ).
It descends to every pre-Nichols algebra B and gives a criterion to charac-
terize Nichols algebras:
B = B(V ) ⇐⇒
⋂
i∈I
ker ∂i = k1.
In particular every x ∈ B such that ∂i(x) = 0 for all i ∈ I projects to 0 onto
the Nichols algebra B(V ).
2.5. Cocycle deformations, cleft objects. A normalized 2-cocycle on a
Hopf algebra H is a convolution invertible map σ : H ⊗H → k such that
σ(x, 1) = σ(1, x) = ε(x),
σ(x(1), y(1))σ(x(2)y(2), z) = σ(y(1), z(1))σ(x, y(2)z(2)),
x, y, z ∈ H.
This allows to modify the multiplication of H to a new associative multipli-
cation ·σ : H ⊗H → k given by
x ·σ y = σ(x(1), y(1))x(2)y(2)σ
−1(x(3), y(3)), x, y ∈ H.
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The antipode S of H can also be modified via σ to produce certain Sσ in
such a way that Hσ := (H, ·σ , 1,∆, ε,Sσ) is a Hopf algebra. We denote the
set of 2−cocycles on H by Z2(H,k).
A cocycle deformation of H is a Hopf algebra isomorphic to some Hσ.
A right cleft object for H is a right H-comodule algebra C that satisfies
CcoH = k and admits a convolution invertible comodule map γ : H → C.
In this case, γ can be normalized to γ(1) = 1 and is called a section. We
denote by Cleft(H) the set of iso-classes of cleft objects.
There exists an analogous notion of left cleft object. Also, given K,H
two Hopf algebras, A is a (K,H)-bicleft object if A is simultaneously a right
H-cleft object and a left K-object, and the two coactions commute.
These two notions are equivalent. Indeed each cocycle σ gives raise to a
right cleft object A such that A is a (Hσ,H)bicleft object. Reciprocally for
each right H-cleft object A there exists a Hopf algebra L := L(A,H), called
the Schauenburg algebra, such that A is (L,H)-bicleft and L(A,H) ≃ Hσ
for some σ, see [S] for details; L is unique up to isomorphism.
2.6. Liftings of the Fomin-Kirillov algebra FK3. Let O
3
2 be the rack of
transpositions in S3. Let (V, c) be the braided vector space determined by
O32 with cocycle q ≡ −1. Thus V has a basis (xi)i∈I3 such that
c(xi ⊗ xj) = −x2i−j ⊗ xi, i, j ∈I3,(2.11)
where 2i− j means the class modulo 3.
By [FK, MS], the Nichols algebra FK3 := B(V ) is presented by generators
xi, i ∈ I3, with relations
x2i = 0, i ∈ I3,
x1x2 + x3x1 + x2x3 = 0, x2x1 + x1x3 + x3x2 = 0.
(2.12)
Also, dimFK3 = 12. Indeed, the following set is a basis of FK3:
{xn11 x
n2
2 x
n3
3 : 0 ≤ n1, n2, n3 ≤ 1} ∪ {x
n1
1 x2x1x
n3
3 : 0 ≤ n1, n3 ≤ 1}.
Let Γ be a group such that V admits a principal realization (gi, χi)i∈I3
over H = kΓ, see §2.3. For example we may take Γ = S3. By [GV2, Theorem
1.2] L is a lifting of FK3 over H if and only if L is (isomorphic to) the quotient
of T (V )#H by the relations
x21 = λ1(1− g
2
i ), x1x2 + x3x1 + x2x3 = λ2(1− g1g2),(2.13)
where the deformation parameters λ1, λ2 ∈ k satisfy the constraints
λ1 = 0 if either χ
2
i 6= ε or g
2
i = 1 for some i ∈ I3,
λ2 = 0 if either χiχj 6= ε or gigj = 1 for some i 6= j ∈ I3.
(2.14)
Notice that (2.12) implies that the following relations also hold:
x2i = λ1(1− g
2
i ), i ∈ I2,3, x2x1 + x1x3 + x3x2 = λ2(1− g2g1).
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3. The Nichols algebra B(HV1)
In this section we introduce the Nichols algebra B(HV1). We recall the
definition of principal realization for the associated braided vector space, de-
scribe the root system of HV1 and give a (minimal) presentation by generators
and relations of this Nichols algebra.
3.1. The problem. Our aim is to study the Nichols algebra B(HV1), cf.
[HV2, Example 1.10]. Here HV1 = V1⊕ V2, where V1 is as in §2.6 and V2 has
dimension one: we fix x4 ∈ V − 0. Let q1, q2 ∈ k
× be such that
ω := −q1q2 ∈ G
′
3.(3.1)
The braiding of HV1 is determined by
• (V1, c) is a braided vector subspace;
• V2 is a point with label −ω
2, so c(x4 ⊗ x4) = −ω
2x4 ⊗ x4;
• the braiding between them is
c(xi ⊗ x4) = q1x4 ⊗ xi, c(x4 ⊗ xi) = q2xi ⊗ x4, i ∈ I3.(3.2)
The braided vector space HV1 is associated to the rack O
3
2 × {4} and the
matrix q :=
(
−1 q1
q2 −ω
2
)
, cf. [A, Example 38].
The root system of HV1 is of standard type B2, cf. [HS2, HV2]. We fix
the following notation for the set of positive roots: ∆+ = {1, 112, 12, 2}
3.2. Principal realizations. Let Γ be a group. We assume that there exist
gi ∈ Γ, i ∈ I4, and 1-cocycles χi : Γ→ k, such that
gΓi = {g1, g2, g3}, g
Γ
4 = {g4} g
2
i = g
2
j , gigj = g2i−jgi, i,j ∈ I3;(3.3)
χi(gj) =
{
−1, j ∈ I3,
q2, j = 4
, i ∈ I3, χ4(gj) =
{
q1, j ∈ I3,
−ω2, j = 4
.(3.4)
Thus the conjugation induces an action ⊲ : Γ × I4 → I4 given by gg⊲i =
ggig
−1. Following [AG, Definition 3.2] we obtain a principal YD-realization
of (O32 × 4, q) over Γ: HV1 is realized in
kΓ
kΓYD by defining
γ · xi = χi(γ)xγ⊲i, δ(xi) = gi ⊗ xi, i ∈I4.(3.5)
Example 3.1. Let Γ3 be the group generated by ν, γ, ζ with relations
γν = ν2γ, γζ = ζγ, νζ = ζν, ν3 = 1.
It is isomorphic to the enveloping group of the quandle O32 [HV1, Section 2].
The elements gi := γν
i−1, i ∈ I3, and g4 = ζ generate Γ3 and satisfy (3.3).
There exist 1-cocycles χi : Γ3 → k
×, i ∈ O32 × 4, determined by
χi(gj) =
{
−1, j ∈ O32
q2, j = 4
for i ∈ O32, and χ4(gj) =
{
q1, j ∈ O
3
2
−ω2, j = 4
.(3.6)
Hence Γ3 provides a principal YD-realization of our quandle.
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We restrict now to a group Γ as above and consider HV1 ∈
kΓ
kΓYD. For a
shorter notation, we set
V12 = (adc V1)V2, V112 = (adc V1)
2V2.
Theorem 3.2. [HV2, Theorem 8.2] The multiplication map
B(V2)⊗ B(V12)⊗ B(V112)⊗B(V1)→ B(HV1)(3.7)
is an isomorphism of N20-graded objects in
kΓ
kΓYD. Hence
dimB(HV1) = 10368 = 3
427.
Remark 3.3. The algebra B(V2) is presented by a single generator x4 and
the relation x64 = 0. Since V1 and V2 are Yetter-Drinfeld submodules of HV1,
we have inclusions of Hopf algebras in kΓkΓYD
B(V1) →֒ B(HV1) ←֓ B(V2),
thus the relations (2.12) and x64 = 0 hold in B(HV1).
3.3. Structure of V12 = (adc V1)V2. Let
xi4 = (adc xi)x4 ∈ V12, i ∈ I3.(3.8)
Some general features of the Yetter-Drinfeld module V12 are given in [HV2,
Lemma 6.1]. Next we describe explicitly this structure for our realization.
Lemma 3.4. (a) The subspace V12 is a Yetter-Drinfeld submodule of B(HV1)
with basis (xi4)i∈I3 . The action, coaction and braiding satisfy
gi · xj4 = −q1x2i−j 4, g4 · xj4 = −q2ω
2xj4,
δ(xj4) = gjg4 ⊗ xj4, c(xi4 ⊗ xj4) = −x2i−j 4 ⊗ xi4,
i, j ∈ I3.(3.9)
(b) The inclusion induces an algebra map B(V12)→ B(HV1).
Proof. (a) Since g4 in central in G and gi ·x4 = q1x4 for i ∈ I3, we have that
xi4 = (adc xi)x4 = xix4 − q1x4xi
is homogeneous of degree gig4. The set (xi4)i∈I3 spans V12, hence it is enough
to show that they are linearly independent. This is achieved computing their
skew derivations:
∂j(xi4) = δij(gj · x4 − q1x4) = 0, ∂4(xi4) = xi − q1g4 · xi = −ω
2xi,(3.10)
for i, j ∈ I3, so they are linearly independent. The action of Γ is given by
gi · xj4 = gi · (xjx4 − q1x4xj) = −q1x2i−jx4 + q
2
1x4x2i−j = −q1x2i−j 4,
g4 · xj4 = −q2ω
2xjx4 + q1q2ω
2x4xj = −q2ω
2xj4,
and the formula for the braiding of V12 follows from the action of Γ.
Now (b) follows by [HS1, Theorem 2.6, Corollary 2.7(2)]. 
Remark 3.5. By [FK, MS] the following set is a basis of B(V12):
{xn1414 x
n24
24 x
n34
34 : 0 ≤ n14, n24, n34 ≤ 1} ∪ {x
n14
14 x24x14x
n34
34 : 0 ≤ n14, n34 ≤ 1}.
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3.4. Structure of V112 = (adc V1)
2V2. We set
xij4 = adc xi(xj4) ∈ V112, i, j ∈ I3.(3.11)
Lemma 3.6. (a) The subspace V112 is a Yetter-Drinfeld submodule of B(HV1)
with basis {x124, x134}. The action and the coaction satisfy
gh · x1j4 = q1ω
(h+2)(1−j)x1 5−j 4,
g4 · x1j4 = −q
2
2ω
2x1j4,
δ(x1j4) = g1gjg4 ⊗ x1j4,
h ∈ I3, j ∈ I2,3.(3.12)
The braiding is of diagonal type, with matrix and Dynkin diagram(
−1 −ω2
−ω2 −1
)
,
−1
◦
ω −1
◦ .
Hence V112 is of super type A(ω|I2) [AA, Section 5.1].
(b) The inclusion induces an algebra map B(V112) → B(HV1). Hence the
following relations hold:
x21j4 = 0, j ∈ I2,3, (x124x134 + ω
2x134x124)
3 = 0.
Proof. (a) Since the xi’s are primitive in B(HV1), we have
xij4 = xixj4 −m(gi · xj4 ⊗ xi) = xixj4 + q1x2i−j 4xi, i,j ∈ I3.
As x2i = 0, we have that xii4 = (adc xi)
2x4 = 0. Hence V112 is spanned by
xij4, i 6= j ∈ I3.
Claim. If i 6= j ∈ I3, then
xij4 = ω
(j−i)(1−i)x1 j−i+14(3.13)
Hence V112 is spanned by {x124, x134}.
We have to compute the skew derivations ∂h of both sides. If h 6= i ∈ I3,
then ∂h(xij4) = 0 by (3.10). For h = i, 4,
∂i(xij4) = gi · xj4 + q1x2i−j 4 = 0,
∂4(xij4) = xi∂4(xj4) + q1∂4(x2i−j 4)g4 · xi = −ω
2xixj + x2i−jxi.
Hence (3.13) follows using (2.12). Thus V112 is spanned by {x124, x134}. Now
x124 and x134 are nonzero because ∂j∂4(x1i4) = −ω
2xi 6= 0, and linearly
independent since g1gig4 6= g1gjg4 if i 6= j. The action of G and the braiding
are obtained by direct computation.
Now (b) is a consequence of [HS1, Theorem 2.6, Corollary 2.7(2)] and
[AA, Section 5.1]. 
Remark 3.7. By [AA, Section 5.1.11], B(V112) has a PBW basis:
{xn13134(x124x134 + ω
2x134x124)
n1213xn12124 : 0 ≤ n1213 < 3, 0 ≤ n12, n13 < 2}.
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3.5. Defining relations. Recall that
xh4 = xhx4 − q1x4xh, xij4 = xixj4 + q1x2i−j 4xi, h, i, j ∈ I3.
The aim of this subsection is to give a minimal presentation of the Nichols
algebra B(HV1). We start by stating the main result.
Theorem 3.8. The Nichols algebra B(HV1) is presented by generators xi,
i ∈ I4, and relations
x2i = 0, i ∈ I3,(3.14)
x1x2 + x3x1 + x2x3 = 0, x2x1 + x1x3 + x3x2 = 0,(3.15)
x64 = 0,(3.16)
(x124x134 + ω
2x134x124)
3 = 0,(3.17)
xi14 − ωx1 2−i 4 = 0, i ∈ I2,3,(3.18)
x4xh4 − q2xh4x4 = 0, h ∈ I3.(3.19)
Let G be the set of generators (3.14)–(3.19) of the ideal J (HV1). Then G is
minimal. The set
xn44
{
xn1414 x
n24
24 x
n34
34
xn1414 x24x14x
n34
34
}
xn124124 x
n124134
124134 x
n134
134
{
xn11 x
n2
2 x
n3
3
xn11 x2x1x
n3
3
}
,(3.20)
with 0 ≤ n4 < 6, 0 ≤ n14, n24, n34, n124, n134, n1, n2, n3 < 2, 0 ≤ n124134 < 3
is a basis of B(HV1), where x124134 = x124x134 + ω
2x134x124.
Here the brackets mean that we choose either an element of the first line
or else one of the second, with the restrictions for the nα.
3.5.1. A first presentation of B(HV1). We start with a set of defining relations
of the Nichols algebra B(HV1). This set is far from being minimal but will
help to prove Theorem 3.8.
By Remark 3.3 and Lemmas 3.4, 3.6, the following relations hold in
B(HV1): (3.14), (3.15), (3.16), (3.17), (3.18),
x2h4 = 0, h ∈ I3,(3.21)
x14x24 + x34x14 + x24x34 = 0, x24x14 + x14x34 + x34x24 = 0,(3.22)
x21j4 = 0, j ∈ I2,3,(3.23)
xij4 − ω
(j−i)(1−i)x1 j−i+14 = 0, i ∈ I2,3, j ∈ I3, i 6= j,(3.24)
xix1j4 − q1ω
(i+2)(1−j)x1 5−j 4xi = 0, i ∈ I3, j ∈ I2,3.(3.25)
Lemma 3.9. The algebra B(HV1) is presented by generators xi, i ∈ I4, with
relations (3.14)–(3.25).
Proof. Let B˜ be the algebra presented by generators x˜i, i ∈ I4, with relations
(3.14)–(3.25), replacing xh4 and xij4 by
x˜h4 = x˜hx˜4 − q1x˜4x˜h, x˜ij4 = x˜ix˜j4 + q1x˜2i−j 4x˜i, h, i, j ∈ I3.
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Claim 1. There exists a surjective algebra map φ : B˜ → B(HV1).
Proof. We already know that relations (3.14)–(3.18), and (3.21)–(3.25) hold
in B(HV1). Hence it suffices to show that (3.19) also hold in B(HV1). Notice
that ∂i, i ∈ I3, vanish both sides of (3.19). Now
∂4(x4xh4) = −q2ω
2xh4 − ω
2x4xh ∂4(xh4x4) = ω
4xhx4 + xh4.
Hence
∂4(x4xh4 − q2xh4x4) = −q2ω
2xh4 − ω
2x4xh − q2(ω
4xhx4 + xh4)
= −q2ω
2(xhx4 − q1x4xh)− ω
2x4xh − q2(ωxhx4 + xhx4 − q1x4xh)
= −q2(1 + ω + ω
2)xhx4 − (1 + ω + ω
2)x4xh = 0.
so (3.19) holds in B(HV1). 
Let S2 = {x˜4}, S12 = {x˜14, x˜24, x˜34}, S112 = {x˜124, x˜134}, S1 = {x˜1, x˜2, x˜3};
let B˜α be the subalgebra of B˜ generated by Sα and denote by φα the restric-
tion of φ to B˜α, α ∈ ∆+.
Claim 2. φα : B˜α → B(Vα) is an algebra isomorphism, α ∈ ∆+.
Proof. Since Sα generates B˜α and is mapped by φ onto the set of generators of
B(Vα), it follows that φ(B˜α) = B(Vα). Moreover, since (3.14)–(3.25) hold in
B˜, the defining relations of B(Vα) are satisfied by the corresponding elements
of Sα. This yields an algebra map B(Vα)→ B˜α that is a section of φα. 
Claim 3. The multiplication B˜2 ⊗ B˜12 ⊗ B˜112 ⊗ B˜1 → B˜ is surjective.
Proof. We start with an auxiliar relation, that holds either in B˜ or B(HV1):
x1j4xh4 = q1xj+h−1 4x1j4, h ∈ I3, j ∈ I2,3.(3.26)
In fact, by (3.24) we may rewrite x1j4 = ω
mxih4, where i = h − j + 1 and
m ∈ I0,2 depends on h and j. Using (3.21) twice,
x1j4xh4 = ω
mxih4xh4 = ω
m(xixh4 + q1xj+h−1 4xi)xh4
= ωmq1xj+h−14(xih4 − q1xj+h−1 4xi) = ω
mq1xj+h−1 4xih4
= q1xj+h−1 4x1j4.
Let D2 = B˜2, D12 = B˜2B˜12, D112 = B˜2B˜12B˜112, D1 = B˜2B˜12B˜112B˜1. Our
goal is to prove that B˜ = D1. Since D1 contains 1, this can be achieved
showing that D1 is a left ideal of B˜, which reduces to prove that x˜iD1 ⊂ D1
for all i ∈ I4: The case i = 4 is straightforward. We proceed by steps.
Step 1. D112S12 ⊂ D112, D1S112 ⊂ D1.
We start with the first inclusion. We have to prove that D112x˜h4 ⊂ D112
for all h ∈ I3. The subspace D112 is spanned by monomials
y = x˜n4 x˜h14 · · · x˜hk4x˜1j14 · · · x˜1jl4, n, k, l ≥ 0, hi ∈ I3, jt ∈ I2,3.
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Fix h ∈ I3. If l = 0, then yx˜h4 ∈ D112. If l > 0, then
yx˜h4 = q
l
1x˜
n
4 x˜h14 · · · x˜hk4x˜h′4x˜1j14 · · · x˜1jl4 for some h
′ ∈ I3,
by repeated applications of (3.26). Thus yx˜h4 ∈ D112.
Now we notice that D1 is spanned by elements
z = x˜n4 x˜h14 · · · x˜hk4x˜1j14 · · · x˜1jl4x˜i1 · · · x˜im , n,k, l ≥ 0, hr, is ∈ I3, jt ∈ I2,3.
If m = 0, then yx˜1j4 ∈ D1 by definition. If m > 0, then
zx˜1j4 = q
m
1 ω
bx˜n4 x˜h14 · · · x˜hk4x˜1,j14 · · · x˜1,jl4x˜1j′4x˜i1 · · · x˜im
for some b ∈ N0, j
′ ∈ I2,3, by (3.25). Hence yx˜1j4 ∈ D1.
Step 2. For all i ∈ I3,
k〈x˜i〉B˜2 ⊂ D12 k〈x˜i〉, k〈x˜i〉B˜12 ⊂ D112 k〈x˜i〉, k〈x˜i〉B˜112 ⊂ D1 k〈x˜i〉.
For the first inclusion, we only need to show that x˜iB˜2 ⊂ D12 k〈x˜i〉 since
x˜2i = 0 and B˜2 ⊂ D12. The claim holds by the following formula, which
follows inductively from (3.19):
x˜ix˜
k
4 =
k−1∑
h=0
(q
h−(k−1)
2 q
h
1 )x˜
k−1
4 x˜i4 + q
k
1 x˜
k
4x˜i, i ∈ I3, k ≥ 1.
For the second, it suffices to prove that x˜iB˜12 ⊂ D112 k〈x˜i〉. We prove by
induction on k that x˜ix˜h14 · · · x˜hk4 ∈ D112 k〈x˜i〉. The case k = 0 is trivial,
while k = 1 is just the definition of the x˜ij4’s. We assume it holds for k.
Then, for any h ∈ I3,
x˜ix˜h14 · · · x˜hk4x˜h4 ∈ D112 k〈x˜i〉x˜h4 ⊂ D112 (S112 + S12k〈x˜i〉) ⊂ D112k〈x˜i〉,
where we use inductive hypothesis, Step 1 and the following facts:
k〈x˜i〉x˜h4 ⊂ S112 + S12k〈x˜i〉, D112S112 ⊂ D112.
The last inclusion follows from (3.25).
Step 3. D2D12 ⊂ D12, D12D112 ⊂ D112.
The first inclusion can be written as B˜2B˜2B˜12 ⊂ B˜2B˜12, and the proof
follows since B˜2 is a subalgebra. The proof of the second inclusion is similar
since B˜12B˜2 = B˜2B˜12, and B˜12, B˜2 are subalgebras.
Step 4. x˜iD112 ⊂ D112 k〈x˜i〉, i ∈ I3.
By (3.25), k〈x˜i〉B˜112 = B˜112k〈x˜i〉. Now we have
x˜iD112 = x˜iB˜2B˜12B˜112 ⊂ D12k〈x˜i〉B˜12B˜112 ⊂ D12D112k〈x˜i〉B˜112
⊂ D112B˜112k〈x˜i〉 = D112k〈x˜i〉,
where the first two inclusions follow from Step 2, the third from Step 3 and
k〈x˜i〉B˜2 ⊂ B˜2k〈x˜i〉, and the last equality from D112B˜112 = D112.
Step 5. x˜iD1 ⊂ D1, i ∈ I3.
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Indeed, by Step 4 and the fact k〈x˜i〉B˜1 = B˜1 it follows
x˜iD1 = x˜iD112B˜1 ⊂ D112k〈x˜i〉B˜1 = D112B˜1 = D1.
This concludes the proof of Claim 3. 
By Claim 3 in ∗, Claim 2 and Theorem 3.2 in ⋆ and Claim 1 in †, we have
dim B˜
∗
≤ dim B˜2 dim B˜12 dim B˜112 dim B˜1
⋆
= dimB(HV1)
†
≤ dim B˜.
Since φ is surjective it must be an isomorphism. 
3.5.2. Proof of Theorem 3.8. The statement about the basis follows from
Theorem 3.2 and Lemmas 3.4, 3.6.
We seek now for a minimal set of generators of the ideal J (HV1). Hence
we need to obtain relations in Lemma 3.9 from relations in Theorem 3.8.
Lemma 3.10. Let S be a quotient algebra of T (HV1) such that (3.14), (3.15),
(3.18) and (3.19) hold in S. Then (3.21), (3.22), (3.24), (3.25) and (3.23)
also hold.
Proof. Let h, j ∈ I3. As we assume that (3.19) holds, untwining (3.19) we
get x4(xhx4 − q1x4xh) = q2(xhx4 − q1x4xh)x4, which can be rewritten as
(1− ω)x4xhx4 = q2xhx
2
4 + q1x
2
4xh.
Using this equality we compute
(1− ω)xh4xj4 = (1− ω)(xhx4 − q1x4xh)(xjx4 − q1x4xj)
= xh(q2xjx
2
4 + q1x
2
4xj)− q1(1− ω)xhx
2
4xj−
− q1(1− ω)(x4xhxjx4) + q
2
1(q2xhx
2
4 + q1x
2
4xh)xj
= q2xhxjx
2
4 − q1(1− ω)(x4xhxjx4) + q
3
1x
2
4xhxj.
(3.27)
Now (3.21) follows from (3.27) for j = h and (3.14).
For (3.22), let i ∈ I2,3. Using (3.27) again and (3.15),
x14xi4+x5−i 4x14 + xi4x5−i 4 = q2(x1xi + x5−ix1 + xix5−i)x
2
4−
− q1(1− ω)x4(x1xi + x5−ix1 + xix5−i)x4
+ q31x
2
4(x1xi + x5−ix1 + xix5−i) = 0.
Next we prove (3.24). Let i ∈ I2,3. By (3.15), x1i4 + x5−i 14 + xi 5−i 4 = 0, so
xi 5−i 4 = −x1i4 − x5−i 14
(3.18)
= −(1 + ω)x1i4 = ω
2x1i4.
Now we turn to (3.25). Let i, j ∈ I3. Since x
2
i = 0 we have that
xixij4 = q1xi 2i−j 4xi.(3.28)
We now split the proof of the six relations of (3.25) in different cases. Assume
first i = 1. Then (3.25) means x1x1j4 = q1x1 2−j 4x1 for any j ∈ I3, which is
(3.28). Now assume i ∈ I2,3. By (3.24) and (3.28) we get
xix1i4 = ωxixi 5−i 4 = q1ωxi14xi = q1ω
2x1 5−i 4xi,
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xix1 5−i 4 = ω
2xixi14 = q1ω
2xi 5−i 4xi = q1ωx1i4xi.
Finally we consider (3.23). By (3.14), x114 = (adc x
2
1)x4 = 0. Hence
x21j4 = (x1xj4 + q1x2j−1 4x1)x1j4 = q
−1
1 x1x1j4x14 + q
2
1x5−j 4x1 5−j 4x1
= x1 5−j 4x1x14 + q1x1 5−j 4x14x1 = x1 5−j 4x114 = 0,
for all j ∈ I2,3. 
We proceed with the proof of the statement about the presentation of
J (HV1). By Lemmas 3.9 and 3.10 G generates J (HV1) as an ideal. Hence
it remains to show the minimality: It is enough to show that if r ∈ G,
then the ideal Ir generated by G \ r is not the whole J (HV1). The tensor
algebra T (HV1) has a N
2
0-grading with x1, x2, x3 sitting on degree (1, 0) and
x4 on degree (0, 1). The relations (3.14)–(3.19) are homogeneous and the
kΓ-coaction is of the shape δ(r) = gr ⊗ r for some gr ∈ Γ. The next table
contains N20-degrees and gr for all r ∈ G.
Relation N20-degree gr
(3.14) x2i , i ∈ I3, (2, 0) g
2
i
(3.15) x1xi + x5−ix1 + xix5−i, i ∈ I2,3, (2, 0) g1gi
(3.16) x64, (0, 6) g
6
4
(3.17) (x124x134 + ω
2x134x124)
3, (12, 6) g121 g
6
4
(3.18) xi14 − ωx1 5−i 4, i ∈ I2,3, (2, 1) g1g5−ig4
(3.19) x4xh4 − q2xh4x4, h ∈ I3 , (1, 2) ghg
2
4
Consider on N20 the partial order (a, b)  (a
′, b′) if and only if a ≤ a′ and
b ≤ b′. This induces an order on the set of homogeneous elements of T (HV1).
If r is (3.16) then it is minimal in G, so r /∈ Ir since its N
2
0-degree is
minimal. Now fix r one of the words with degree (2, 0). Since no element in
G has degree less than (2, 0), the only way to have r ∈ Ir is to write it as
a linear combination of the other elements in G with degree (2, 0). This is
impossible since the gr are pairwise different so they are linearly independent.
The same argument holds if r is one of (3.19).
Now we fix a relation ri = xi14−ωx1 5−i 4 in (3.18). Suppose that ri ∈ Ir:
By N20-degree restrictions we must have
ri = ν r5−i +
∑
r∈G,deg r=(2,0)
λr x4r + µr rx4, ν, λr, µr ∈ k.
Now we look at the kΓ-coaction. Since gri = g1g5−ig4, it follows that ν = 0
and µr = λr = 0 if gr 6= g1g5−i. So our sum becomes
ri = λx4(x1x5−i + xix1 + x5−ixi) + µ(x1x5−i + xix1 + x5−ixi)x4.(3.29)
But untwining the definition we get
ri = xi14 − ωx1 5−i 4 = (−ωx1x5−i + xix1)x4 + q
2
1x4(ωxix1 − x5−ixi)
+ q1(ωx1x4x5−i + ω
2xix4x1 + x5−ix4xi),
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and the term of the form x1x4x5−i does not appear on the right-hand side
of (3.29). This contradiction shows that r /∈ Ir.
Finally, we show using GAP that (3.17) is not in the ideal generated by
the other relations. 
4. Pre-Nichols algebras of HV1
We have two purposes in this §. On the one hand, we study finite-
dimensional pre-Nichols algebras of HV1 to conclude that any pointed Hopf
algebra with infinitesimal braiding HV1 is generated by skew-primitive and
group-like elements. On the other hand, we introduce a pre-Nichols algebra
B˜(HV1) of HV1 which plays the role of distinguished pre-Nichols algebras for
braidings of diagonal type [An2]: the Gelfand Kirillov dimension of B˜(HV1)
is finite and B˜(HV1) has a skew central Hopf subalgebra Z(HV1) such that
B(HV1) is the quotient of B˜(HV1) by the ideal generated by Z(HV1).
4.1. Generation in degree one. Here we study finite-dimensional pre-
Nichols algebras B˜ of HV1. We recall that there exists a homomorphism
T (HV1) ։ B˜ of graded Hopf algebras in
kΓ
kΓYD. In the following lemmas we
proceed as in [AS2, Lemma 5.4] to show that this map factors through some
relations of the defining ideal J (HV1). We start by looking at those relations
which are primitive in T (HV1).
Remark 4.1. By direct computation,
x2i , x1xi + x5−ix1 + xix5−i, x
6
4 ∈ P(T (HV1)).
For (3.19) and (3.18), the comultiplication in T (HV1) is
∆(x4xh4 − q2xh4x4) = (x4xh4 − q2xh4x4)⊗ 1 + 1⊗ (x4xh4 − q2xh4x4),
∆(xi14 − ωx1 5−i 4) = (xi14 − ωx1 5−i 4)⊗ 1 + 1⊗ (xi14 − ωx1 5−i 4)
+ (x1x5−i + xix1 + x5−ixi)⊗ x4.
Indeed, these formulas follow from the following ones:
∆(xh4) = xh4 ⊗ 1 + 1⊗ xh4 − ω
2xh ⊗ x4,
∆(xij4) = xij4 ⊗ 1 + 1⊗ xij4 + xi ⊗ xj4 + ωxj ⊗ x2i−j 4 + ω
2x2i−j ⊗ xi4
+ (x2i−jxi − ω
2xixj)⊗ x4.
Lemma 4.2. Let B˜ be a finite-dimensional pre-Nichols algebra of HV1. Then
(3.14), (3.15), (3.16) and (3.19) hold in B˜.
Proof. First we note that the Nichols algebra of the primitive elements P(B˜)
is finite dimensional. Indeed, P(B˜)#kΓ is contained in the first term of the
coradical filtration of B˜#kΓ, see [AS2, Lemma 5.4].
Since T (HV1) → B˜ is a homomorphism of braided Hopf algebras, the
elements (3.14), (3.15), (3.16) and (3.19) are primitive in B˜. The strategy
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now is to build braided subspaces of P(B˜) which are either zero or generate
an infinite-dimensional Nichols algebra. By direct computation, if r is one of
the relations in (3.14), (3.15) or (3.16), then c(r ⊗ r) = r ⊗ r. Hence r = 0.
Now we turn to (3.19). Fix h ∈ I3 and set rh = x4xh4 − q2xh4x4 ∈ P(B˜).
Since g4 is central, rh is homogeneous of degree ghg
2
4 . Suppose that rh is non-
zero, we may consider the 2-dimensional subspace Wh = kxh ⊕ krh ⊂ P(B˜).
The braiding of Wh is diagonal, with braiding matrix and Dynkin diagram(
−1 −q21
−q22 −ω
)
,
−1
◦
ω2 −ω
◦ , − ω ∈ G′6.
This diagram does not appear in [H, Table 1]. Hence dimB(Wh) = ∞ and
we have a contradiction since B(Wh) →֒ B(P(B˜)). Thus rh = 0. 
Lemma 4.3. Let B˜ be as above. Then (3.18) holds in B˜.
Proof. Set y1 = x314−ωx124, y2 = x214−ωx134 and W = ky1+ky2; we have
W ⊂ P(B˜) by Lemma 4.2. The kΓ-coaction is given by g1g2g4 and g1g3g4
respectively. Let us compute the Γ-module structure of W . As (3.15) holds
in B˜ by the previous step, x1i4 + x2−i 14 + xi 2−i 4 = 0, i ∈ I2,3. Then
g1 · y1 = q1(x214 − ωx134) = q1y2,
g2 · y1 = q1(x134 − ωx324) = q1((1 + ω)x134 + ωx214) = q1ωy2,
g3 · y1 = q1(x324 − ωx214) = q1(−x134 + (−1− ω)x214) = q1ω
2y2,
g4 · y1 = −q
2
2ω
2y1,
(4.1)
and similarly
g1 · y2 = q1y1, g2 · y2 = q1ω
2y1, g3 · y2 = q1ωy1, g4 · y2 = −q
2
2ω
2y2.
Assume W 6= 0. Since g1 permutes the generators, we have y1, y2 6= 0;
moreover they are linearly independent since they have different Γ-degrees.
A straightforward computation shows thatW has not Γ-stable 1-dimensional
subspace, so W is a simple Yetter-Drinfeld module over Γ.
As suppV ⊕W generates the subgroup Γ′ generated by gi, i ∈ I4, we may
realize our Nichols and pre-Nichols algebras over Γ′. Hence we may (and will)
assume that Γ = Γ′. We may now evoke the classification theorem on [HV2].
Indeed, consider the pair (V,W ) of simple objects in kΓkΓYD. As W ⊂ B˜
2, we
have V ∩W = 0. By Remark 4.1 and Lemma 4.2, we have V ⊕W ⊂ P(B˜),
so dimB(V ⊕W ) <∞. Thus V ⊕W is one of the five-dimensional braided
vector spaces in [HV2, Theorem 2.1]; moreover it is one of [HV2, Examples
1.9–1.11] since V is the quandle of transpositions of S3. Next we compute
the action of Γ on V ⊕W :
POINTED HOPF ALGEBRAS OVER NON ABELIAN GROUPS, I 17
x1 x2 x3 y1 y2
g1 −x1 −x3 −x2 q1y2 q1y1
g2 −x3 −x2 −x1 q1ωy2 q1ω
2y1
g3 −x2 −x1 −x3 q1ω
2y2 q1ωy1
g1g2g4 q2x2 q2x3 q2x1 −ω
2y1 −y2
g1g3g4 q2x3 q2x1 q2x2 −y1 −ω
2y2
Hence cW,V cV,W 6= idV⊗W and the braiding of W is diagonal, with matrix(
−ω2 −1
−1 −ω2
)
, −ω2 ∈ G′6. But all the W ’s in [HV2, Examples 1.9 - 1.11]
have vertices labeled with −1, which is a contradiction. Thus W = 0. 
We can now prove the main result of this section, which states that B(HV1)
is the unique finite dimensional pre-Nichols, respectively post-Nichols, alge-
bra of HV1. In particular, we will show that the top degree relation (3.17)
holds in any finite dimensional pre-Nichols algebra.
Theorem 4.4. (a) Let B˜ = ⊕n≥0B˜
n be a finite-dimensional pre-Nichols
algebra of HV1. Then B˜ ≃ B(HV1).
(b) Let L = ⊕n≥0L
n be a finite-dimensional post-Nichols algebra of HV1.
Then L ≃ B(HV1).
Proof. For (a) we proceed as in [An1, Theorem 4.1]. By definition, we may
identify B˜ = T (HV1)/I, where I is a graded Yetter-Drinfeld submodule and
Hopf ideal of T (HV1) generated by homogeneous elements of degree ≥ 2,
and I ⊆ J (HV1). Let π : B˜ ։ B(HV1) be the canonical projection of graded
braided Hopf algebras. Assume J (HV1) ) I, hence one of the generators
in Theorem 3.8 does not belong to I. By Lemmas 4.2 and 4.3, it must be
r = (x124x134+ω
2x134x124)
3 /∈ I. As G is a minimal set of defining relations
of J (HV1) and this ideal is graded, r has minimal degree ≥ 2 among non-
trivial elements in ker π. Then r is primitive in B˜ by [An1, Lemma 3.2]. For
the braiding on r, we claim that c(r ⊗ r) = r ⊗ r. Indeed r is homogeneous
of degree g121 g
6
4 and
g121 g
6
4 · x1j4 = (−q
2
2ω
2)6g121 · x1j4 = (−q
2
2ω
2)6q121 x1j4 = x1j4, j ∈ I2,3,
so we have g121 g
6
4 ·r = r. Hence kr is a braided vector subspace corresponding
to an infinite dimensional Nichols algebra, and r ∈ B(P(B˜)), a contradiction.
Thus I = J (HV1) and B˜ ≃ B(HV1).
Now we prove (b). Let us compute HV1
∗ ∈ kΓkΓYD. Denote by (fi)i∈I4 the
basis of HV1
∗ dual to (xi)i∈I4 . Then δ(fi) = g
−1
i ⊗fi, so c(fi⊗fj) = g
−1
i ·fj⊗fi.
Straightforward computations shows that
g−1i · fj = −f2i−j, g
−1
i · f4 = q1f4,
g−14 · fj = q2fj, g
−1
4 · f4 = −ω
2f4,
i, j ∈ I3.(4.2)
Hence HV1 → HV1
∗, xi 7→ fi, i ∈ I4, is an isomorphism of braided vector
spaces.
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Let L = ⊕n≥0L
n be a finite-dimensional post-Nichols algebra of HV1. By
[AS1, Lemma 5.5], L∗ is a finite-dimensional pre-Nichols algebra of HV1
∗ ≃
HV1. By (a), L
∗ ≃ B(HV1
∗), hence L ≃ B(HV1). 
Theorem 4.5. Let H be a finite-dimensional pointed Hopf algebra over Γ
with infinitesimal braiding HV1. Then H is generated by its group-like and
skew-primitive elements.
Proof. Working as in [AS2, Theorem 5.5], we reduce to prove that the unique
finite-dimensional post-Nichols algebra of HV1 is the Nichols algebra, which
follows by Theorem 4.4 (b). 
4.2. The dintinguished pre-Nichols algebra. Now we introduce a pre-
Nichols algebra of HV1 which mimics those given in [An2] for braidings of
diagonal type.
Definition 4.6. The distinguished pre-Nichols algebra B˜(HV1) of HV1 is the
quotient of T (HV1) by the ideal J˜ (HV1) generated by the elements (3.14),
(3.15), (3.18) and (3.19).
Remark 4.7. J˜ (HV1) is a Hopf ideal by Remark 4.1, and there exists a canon-
ical projection π : B˜(HV1) ։ B(HV1). Also, (3.21)–(3.25) hold in B˜(HV1) by
Lemma 3.10. Let Z(HV1) be the subalgebra of B˜(HV1) generated by
z4 := x
6
4 and z124134 := x
3
124134.(4.3)
Then B(HV1) is the quotient of B˜(HV1) by the ideal generated by Z(HV1).
Next we will prove that Z(HV1) is a normal Hopf subalgebra of B˜(HV1). In
order to do so, we need an auxiliar computation.
Lemma 4.8. Let j ∈ I2,3. The following relations hold in B˜(HV1):
(adc x4)x1j4 = q2ω
2x14xj4 − q2x5−j 4x14,(4.4)
x1j4x4 + q
2
1ω
2x4x1j4 = q
−1
2 x14xj4 + q1x5−j 4x14.(4.5)
Proof. Fix j ∈ I2,3. For (4.4), we compute
(adcx4)x1j4 = x4x1j4 − (g4 · x1j4)x4 = x4x1j4 + q
2
2ω
2x1j4x4
= x4(x1xj4 + q1x5−j 4x1) + q
2
2ω
2(x1xj4 + q1x5−j 4x1)x4
= x4x1xj4 + q1q2x5−j 4x4x1 + q2ω
2x1x4xj4 − q2x5−j 4(x14 + q1x4x1)
= q2ω
2(x1x4 − q1x4x1)xj4 − q2x5−j 4x14
= q2ω
2x14xj4 − q2x5−j 4x14.
Now (4.5) follows from (4.4) by multiplying both sides by q21ω
2. 
Lemma 4.9. (a) Z(HV1) is a normal Hopf subalgebra of B˜(HV1).
(b) Z(HV1) =
coπ B˜(HV1) = B˜(HV1)
co π.
POINTED HOPF ALGEBRAS OVER NON ABELIAN GROUPS, I 19
(c) Z(HV1) is presented by generators z4, z124134, which satisfy the relation
z4z124134 = q
72
2 z124134z4.
The set B˜ = {zm4 z
n
124134 : m,n ∈ N0} is a basis of Z(HV1).
Proof. (a) We show that the generators of Z(HV1) are vanished by the braided
adjoint action of B˜(HV1).
We start with z4. Clearly (adc x4)z4 = x4x
6
4−(−ω
2)6x64x4 = 0. Let i ∈ I3.
By [AS1, Equation (A.8)] we have
(adc x4)
6xi =
6∑
k=0
(−1)k
(
6
k
)
−ω2
(−ω2)k(k−1)/2qk2 x
6−k
4 xix
k
4 = x
6
4xi − q
6
2xix
6
4
= −q62(xix
6
4 − q
6
1x
6
4xi) = −q
6
2(adc xi)z4.
On the other hand, (adc x4)
2xi = 0 by (3.19), hence (adc xi)z4 = 0.
Now turn to z124134. By Lemma 3.10, we have x
2
1j4 = 0 for j ∈ I2,3, so
z124134 = (x124x134 + ω
2x134x124)
3
= x124x134x124x134x124x134 + x134x124x134x124x134x124.
Let i ∈ I3. By (3.25), (adc xi)x1j4 = 0 for j ∈ I2,3. Since adc xi is a braided
derivation, it follows that (adc xi)z124134 = 0.
By Lemma 3.10, (3.26) holds in B˜(HV1) since this relation follows from
(3.21) and (3.24). By repeated applications of (4.5) and (3.26) we get
z124134x4 = x124x134x124x134x124(−q
2
1ω
2x4x134 + q
−1
2 x14x34 + q1x24x14)+
+ x134x124x134x124x134(−q
2
1ω
2x4x124 + q
−1
2 x14x24 + q1x34x14)
= −q21ω
2x124x134x124x134(−q
2
1ω
2x4x124 + q
−1
2 x14x24 + q1x34x14)x134
+ q−12 q
10
1 x24x14x124x134x124x134x124 + q
11
1 x34x24x124x134x124x134x124
− q21ω
2x134x124x134x124(−q
2
1ω
2x4x134 + q
−1
2 x14x34 + q1x24x14)x124
+ q−12 q
10
1 x34x14x134x124x134x124x134 + q
11
1 x24x34x134x124x134x124x134
= · · · = (−q21ω
2)6x4z124134+
+ q111 (x14x24 − (ω + ω
2)x34x14 + x24x34)x134x124x134x124x134
+ q111 (x14x34 − (ω + ω
2)x24x14 + x34x24)x124x134x124x134x124.
By (3.22) we have that
(adc x4)z124134 = x4z124134 − q
12
2 z124134x4 = 0.(4.6)
Hence Z(HV1) is a normal subalgebra. Also Z(HV1) is a Hopf subalgebra
since z4, z124134 ∈ P(B˜(HV1)) by Remark 4.1 and [An1, Lemma 3.2]
(b) This fact follows from [A+, Proposition 3.6 (c)].
(c) Note that z4, z124134 6= 0 since (3.14)-(3.19) minimally generate J (HV1).
Also, z4 and z124134 q-commute by (4.6), so Z(HV1) is spanned by B˜.
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Let K be the subalgebra of B˜(HV1)#kΓ generated by z4, z124134 and Γ:
K is a Hopf subalgebra, which is a pointed Hopf algebra since z4 is (1, g
6
4)-
primitive and z124134 is (1, g
12
1 g
6
4)-primitive. As z4, z124134 are linearly inde-
pendent, the infinitesimal braiding contains the braided vector space gener-
ated by them, which is of diagonal type with matrix
(
1 q721
q722 1
)
so the set
{zm4 z
n
124134γ : m,n ∈ N0, γ ∈ Γ} is linearly independent. Thus B˜ is linearly
independent. 
Proposition 4.10. (a) We have an extension of braided Hopf algebras:
k→ Z(HV1) →֒ B˜(HV1)։ B(HV1)→ k.
(b) GK-dim B˜(HV1) = 2.
(c) The following set is a basis of B˜(HV1):
xn44
{
xn1414 x
n24
24 x
n34
34
xn1414 x24x14x
n34
34
}
xn124124 x
n124134
124134 x
n134
134
{
xn11 x
n2
2 x
n3
3
xn11 x2x1x
n3
3
}
,
n14, n24, n34, n124, n134, n1, n2, n3 ∈ I0,1, n4, n124134 ∈ N0.
(4.7)
Proof. (a) This fact follows by Lemma 4.9 and Remark 4.7, cf. [AN, §2.5].
(b) By [A+, Proposition 3.6 (d)] there exists a right Z(HV1)-linear isomor-
phism B(HV1)⊗Z(HV1) ≃ B˜(HV1), hence B˜(HV1) is finitely generated as right
Z(HV1)-module. By [KL, Proposition 5.5],
GK-dim B˜(HV1) = GK-dimZ(HV1) = 2.
(c) First, B˜(HV1) is spanned by the set (4.7): this follows using the defining
relations and arguing as in Lemma 3.9.
Let {bi}i∈I10368 be an enumeration of (3.20). Let b˜i be the corresponding
element viewed in B˜(HV1); thus π(˜bi) = bi. Since the elements of Z(HV1)
q-commute with all the elements of B˜(HV1), the set (4.7) coincides with
B = {zm4 z
n
124134 b˜i : m,n ∈ N0, i ∈ I10368}
up to non-zero scalars. Hence it suffices to prove that B is linearly indepen-
dent. Suppose that 0 =
∑
m,n∈N0
∑
i∈I10368
amniz
m
4 z
n
124134b˜i, where not all
the scalars amni’s are zero. Let i0 ∈ I10368 be such that amni0 6= 0 for some
m,n ∈ N0 and bi is of maximal degree N . Let f ∈ B(HV1)
∗, f(bi) = δii0 ,
i ∈ I10368. Since ∆ and π are N0-graded, (id⊗f)(id⊗π)∆(˜bi) = 0 for all b˜i
of degree less than N ; for those b˜i of degree N , (id⊗f)(id⊗π)∆(˜bi) = δii01
since ∆(˜bi) ∈ 1⊗ b˜i +
∑
j>0 B˜(HV1)
j ⊗ B˜(HV1)
N−j . Hence
0 = (id⊗f)(id⊗π)∆
( ∑
m,n∈N0
∑
i∈I10368
amniz
m
4 z
n
124134b˜i
)
=
∑
m,n∈N0
∑
i∈I10368
amni(id⊗f)(id⊗π)
(( ∑
j∈I0,m
(
m
j
)
zj4 ⊗ z
m−j
4
)
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×
( ∑
k∈I0,n
(
n
k
)
zk124134 ⊗ z
n−k
124134
)
∆(˜bi)
)
=
∑
m,n∈N0
∑
i∈I10368
amni(id⊗f)
(
(zm4 z
n
124134 ⊗ 1)(id⊗π)∆(˜bi)
)
=
∑
m,n∈N0
∑
i∈I10368
amni(z
m
4 z
n
124134 ⊗ 1)(id⊗f)(id⊗π)∆(˜bi)
=
∑
m,n∈N0
amni0z
m
4 z
n
124134,
which is a contradiction by Lemma 4.9 (c). 
5. Liftings of HV1
We fix a group Γ and a principal realization of HV1 as in §3.2. In order
to compute the liftings of B(HV1) over Γ we follow the strategy developed in
[A+, AAG]. The procedure gives rise to a family of liftings which are cocycle
deformations of B(HV1)#kΓ. Moreover, it provides a criterion to check if we
have an exhaustive list of liftings of B(HV1) over Γ.
The starting point of the strategy is a suitable chosen chain of subsequent
quotients of pre-Nichols algebras of HV1:
T (HV1) =: B0 ։ B1 ։ · · ·։ Bl+1 = B(HV1).
After bosonization with kΓ we obtain graded Hopf algebras Hk := Bk#kΓ,
k ∈ Il+1, related by a corresponding chain of quotients. If A ∈ Cleft(Hk),
then the left Schauenburg Hopf algebra L(A,Hk) is (isomorphic to) a quo-
tient of T := H0 = T (HV1)#kΓ by [A+, Proposition 5.10]; this yields a filtra-
tion F on L(A,Hk), induced by the filtration coming from the N0-graduation
of T (HV1). We denote by grF the associated graded object. Let
Cleft′(Hk) := {A ∈ Cleft(Hk) : grF L(A,Hk) ≃ Hk}, k ∈ Il+1.
Recursively, the strategy begins with Cleft′(T ) = {T } and compute the set
Cleft′(Hk+1) from Cleft
′(Hk) using the ideas in [Gu].
Since B(HV1) is coradically graded, if L is a lifting of HV1 then F above
coincides with the coradical filtration and we have
Cleft′(H) = {A ∈ Cleft(H) : grL(A,H) ≃ H},
so the last step of the recursion leaves us with a family of liftings that are
cocycle deformations of B(HV1).
We mention particular features of the strategy that will clarify the up-
coming computations. Fix k ∈ Il+1.
• All cleft objects of Hk+1 arise as quotients of cleft objects of Hk [Gu].
• If A ∈ Cleft′(Hk), there is an algebra map T ։ A. The Hk-colinear
section γk : Hk → A restricts to an algebra map (γk)|kΓ ∈ Alg(kΓ,A).
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• Each A ∈ Cleft′(Hk) can be obtained as A = E#kΓ where E is a kΓ-
module algebra [A+, Proposition 5.8]. Moreover, the section γk restricts
to a braided Bk-comodule isomorphism γk : Bk → E [AnG2].
• As algebras, each E is a quotient of some E ′ of the previous step.
• L0 = T and, if A։ A
′, then L(A,Hk)։ L(A
′,Hk+1).
5.1. Stratification. The first task proposed by the strategy is to obtain a
convenient stratification G = G0⊔G1⊔· · ·⊔Gl of the minimal set of generators
of the ideal J (HV1) found in Theorem 3.8. We need that the elements of Gk
are primitive in the braided Hopf algebra Bk := T (HV1)/〈∪
k−1
j=0Gj〉, k ∈ Il+1.
In our setting, we also require that the vector space spanned by Gk is a
Yetter-Drinfeld submodule of T (HV1) over kΓ.
By Remark 4.1 we may consider the following stratification:
G0 ={x4xh4 − q2xh4x4 : h ∈ I3}, G1 = {x
2
h : h ∈ I3},
G2 ={x1xi + x5−ix1 + xix5−i : i ∈ I2,3}, G3 = {xi14 − ωx15−i 4 : i ∈ I2,3},
G4 ={x
6
4, (x124x134 + ω
2x134x124)
3}.
5.1.1. Realization of the strata. To describe the liftings we need to determine
the braided vector space structure of each step of the stratification. To this
end, it is enough to describe the action of gi ∈ Γ, i ∈ I4.
Recall (cf. §3.2) that we have elements gi ∈ Γ, 1-cocycles χi : Γ → k,
i ∈ I4, and an action ⊲ : Γ× I4 → I4 such that
xh ∈ T (HV1)gh , g · xh = χh(g)xg⊲h, g ∈ Γ, h ∈ I4.
We summarize the structure of the submodules kGk ⊂ T (HV1) ∈
kΓ
kΓYD,
k ∈ I0,4, for later reference.
Let ⊲˜ : I4 × I2,3 → I2,3 such that j ⊲˜ i =
{
5− i if j ∈ I3,
i if j = 4.
♥ G0: structure determined by x4xh4 − q2xh4x4 ∈ T (HV1)ghg24 , h ∈ I3,
g · (x4xh4 − q2xh4x4) = χhχ
2
4(g)(x4xg⊲h4 − q2xg⊲h4x4), g ∈ Γ, h ∈ I3.
♥ G1: Here x
2
h ∈ T (HV1)g2h
and the action satisfies
g · x2h = χ
2
h(g)x
2
g⊲h, g ∈ Γ, h ∈ I3.
♥ G2. Put ri := x1xi+ x5−ix1+ xix5−i, i ∈ I2,3. In this case ri ∈ T (HV1)g1gi
and the action satisfies
gj · ri = χ1χi(gj)rj ⊲˜ i, j ∈ I4, i ∈ I2,3.
♥ G3. Let pi := xi14 − ωx15−i 4. Then pi ∈ T (HV1)g1g5−ig4 , i ∈ I2,3. By (4.1),
there are maps ηi : I4 → k
×, i ∈ I2,3 such that
gj · pi = ηi(j)pj ⊲˜ i, j ∈ I4, i ∈ I2,3.(5.1)
♥ G4. Here x
6
4 ∈ T (HV1)
χ6
4
g6
4
, and (x124x134 + ω
2x134x124)
3 ∈ T (HV1)
χ12
1
χ6
4
g12
1
g6
4
.
For r ∈ G, we denote by gr the element of Γ such that r ∈ T (HV1)gr .
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Lemma 5.1. If r ∈ G, then gr 6= gi for all i ∈ I4.
Proof. Suppose first r ∈ G0, so gr = ghg
2
4 for some h ∈ I3. Since g4 is central
and gh is not, we have ghg
2
4 6= g4. Also ghg
2
4 6= gh, because g
2
4 ·x4 = ωx4 and
ω 6= 1. If ghg
2
4 = gi for some i ∈ I3, i 6= h, then −xi = gi · xi = ghg
2
4 · xi =
−q22x2h−i, a contradiction.
Next, let r ∈ G1, so gr = g
2
h for some h ∈ I3. Since g
2
h = g
2
i for all i ∈ I3,
it follows g2h 6= gi, i ∈ I3. If g
2
h = g4 then
xh = g
2
h · xh = g4 · xh = q2xh, −ω
2x4 = g4 · x4 = g
2
h · x4 = q
2
1x4,
hence ω = (q1q2)
10 = −ω, contradicting ω ∈ G′3.
Suppose r ∈ G2, so gr = g1gi for some i ∈ I2,3. Clearly g1gi 6= g1, gi;
since g5−ig1 = g1gi, it also follows g1gi 6= g5−i. If g1gi = g4 then we have
xi = g1gi · x1 = g4 · x1 = q2x1, a contradiction.
Assume now r ∈ G3 and let i ∈ I2,3 such that gr = g1g5−ig4. Since
g1g5−i = gig1 = g5−igi, we have g1g5−ig4 6= g1, gi, g5−i, because g5−i, g1, gi,
respectively, are non-central. We also have g1g5−ig4 6= g4, since g1g5−i acts
non-trivially on x1.
Turn now to G4. We have g
6
4 6= gh for h ∈ I3 because gh is non-central; also
g44 6= g4, because g
5
4 · x4 = −ωx4 and −ω 6= 1. Finally, assume gr = g
12
1 g
6
4 .
If g121 g
6
4 = gh for some h ∈ I3, then for any j ∈ I3 different from h we
have −x2h−j = gh · xj = g
12
1 g
6
4 · xj = g
12
j g
6
4 · xj ∈ kxj, a contradiction. If
g121 g
6
4 = g4, we compute
x1 = g
12
1 g
5
4 · x1 = q
5
2, x4 = g
12
1 g
5
4 · x4 = −q
12
1 ωx4,
so q52 = 1, q
12
1 = −ω
2. Then 1 = (q1q2)
60 = (−ω2)5 = −ω, a contradiction.

5.2. Computing cleft objects. The second task of the strategy is the
introduction of a suitable family of cleft objects of H. To this end we define
a family of kΓ-module algebras such that, after bosonization with kΓ, give
the desired cleft extensions.
The set of deformation parameters RHV1 consists of 4-uples of scalars λ =
(λi)i∈I4 ∈ k
4 such that
λ1 = 0 if either χ
2
i 6= ε or g
2
i = 1 for some i ∈ I3,
λ2 = 0 if either χiχj 6= ε or gigj = 1 for some i 6= j ∈ I3,
λ3 = 0 if either χ
6
4 6= ε or g
6
4 = 1,
λ4 = 0 if either χ
12
1 χ
6
4 6= ε or g
12
1 g
6
4 = 1.
(5.2)
Let λ ∈ RHV1 . We define E0(λ) = B0 = T (HV1), E1(λ) = B1, but we
change the labels of the generators to (yi)i∈I4 in order to differentiate with
generators (xi)i∈I4 of the pre-Nichols algebras Bk. Let
Ei+1(λ) := Ei(λ)/ 〈r − λi : r ∈ Gi〉 , i ∈ I2,
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E4(λ) := E3(λ)/ 〈r − λ2y4 : r ∈ G3〉 .
Remark 5.2. Each Ei(λ) is a kΓ-module algebra since the ideal is stable by
the Γ-action by (5.2). Thus we may introduce Ai(λ) := Ei(λ)#kΓ.
Lemma 5.3. Let k ∈ I4. Then Ek(λ) 6= 0 and each Ak(λ) is a Hk-cleft
object. There exists an Hk-colinear section γk : Hk → Ak which restricts to
an algebra map (γk)|kΓ ∈ Alg(kΓ,Ak).
Proof. Fix λ ∈ R(HV1); we prove the claim recursively on k. For the sake of
simplicity of the notation, we call Ek = Ek(λ), Ak = Ak(λ). For k = 1 the
claim is clear since E1 = B1, A1 = H1 so we take γ1 = idH1 .
♥ For k = 2, we notice that E2 6= 0 (and a fortiori A2 6= 0) since there
exists an algebra map E2 ։ E(λ1, λ2), where E(λ1, λ2) is the corresponding
non-trivial algebra given in [GV2, Proposition 7.2]: the map identifies the
generators yi for i ∈ I3 and annihilates y4. As
g3(y
2
1 − λ1)g
−1
3 = y
2
2 − λ1, g2(y
2
1 − λ1)g
−1
2 = y
2
3 − λ1,
we have that 〈y2i − λ1 : i ∈ I3〉 = 〈y
2
1 − λ1〉. Using [A+, Proposition 5.8] and
this equality of ideals, we have that
A2 ≃
(
E1#kΓ
)
/〈y2i − λ1 : i ∈ I3〉 = A1/〈y
2
1 − λ1〉.
Let Y ′1 be the subalgebra of H1 generated by x
2
1. Then Y
′
1 is isomorphic
to a polynomial ring in one variable since x21 ∈ P(B1)g2
1
− 0 and g21 ·x
2
1 = x
2
1.
As in [AAG] we set Y1 = S(Y
′
1). Notice that
H1/〈Y
+
1 〉 = H1/〈x
2
1〉 = H1/〈x
2
i : i ∈ I3〉 ≃ H2.
Since Y1 is also a polynomial algebra generated by x
2
1g
−2
1 , there exists an
algebra map φ : Y1 → A1 such that φ(x
2
1g
−2
1 ) = y
2
1g
−2
1 − λ1g
−2
1 , which is
H1-colinear. We notice that
A1/〈φ(Y
+
1 )〉 = A1/〈y
2
1 − λ1〉 ≃ A2.
Hence A2 is a H2-cleft object by [Gu, Theorem 8]. The claim about the
section γ2 follows from [A+, Proposition 5.8].
♥ For k = 3, E3 6= 0 (and a fortiori A3 6= 0) since the algebra map E2 ։
E(λ1, λ2) descends to an algebra map E3 ։ E(λ1, λ2).
Let ri = y1yi + y5−iy1 + yiy5−i, i ∈ I2,3. As g1(r2 − λ2)g
−1
1 = r3 − λ2, we
have that 〈ri − λ2 : i ∈ I2,3〉 = 〈r2 − λ2〉. Hence
A3 ≃
(
E2#kΓ
)
/〈ri − λ2 : i ∈ I2,3〉 = A2/〈r2 − λ2〉.
Let Y ′2 be the subalgebra ofH2 generated by r2 = x1x2+x3x1+x2x3. Then
Y ′2 is isomorphic to a polynomial ring in one variable since r2 ∈ P(B2)g1g2−0
and g1g2 · r2 = r2. As in [AAG] we set Y2 = S(Y
′
2). Notice that H2/〈Y
+
2 〉 ≃
H3. Since Y2 is also a polynomial algebra generated by r2g
−1
2 g
−1
1 , there exists
an algebra map φ : Y2 → A2 such that φ(r2g
−1
2 g
−1
1 ) = r2g
−1
2 g
−1
1 −λ2g
−1
2 g
−1
1 ,
which is H2-colinear. Hence A3 is a H3-cleft object by [Gu, Theorem 8],
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since A2/〈φ(Y
+
2 )〉 = A2/〈r2 − λ2〉 ≃ A3. The claim about the section γ3
again follows from [A+, Proposition 5.8].
♥ For k = 4, we check that E4 6= 0 (and a fortiori A4 6= 0) using GAP.
Let pi = y5−i 14 − ωy1i4 − λ2y4, i ∈ I2,3. As g1p2g
−1
1 = q1p3, we have that
〈pi : i ∈ I2,3〉 = 〈p2〉. Hence A4 ≃ A3/〈p2〉.
Let Y ′3 be the subalgebra of H3 generated by p2 = x314 − ωx124. Using
GAP we check that p62 6= 0. Thus, by [A+, Lemma 5.13], Y
′
3 is isomorphic to
a polynomial ring in one variable since p2 ∈ P(B3)g1g2g4−0 and g1g2g4 ·p2 =
−ω2p2. As in [AAG] we set Y3 = S(Y
′
3). Notice that H3/〈Y
+
3 〉 ≃ H4. Since
Y3 is also a polynomial algebra generated by p2g
−1
4 g
−1
2 g
−1
1 , there exists an
algebra map φ : Y3 → A3 such that φ(p2g
−1
4 g
−1
2 g
−1
1 ) = p2g
−1
4 g
−1
2 g
−1
1 , which
is H3-colinear. Hence A4 is a H4-cleft object by [Gu, Theorem 8], since
A3/〈φ(Y
+
3 )〉 = A3/〈p2〉 ≃ A4. The claim about the section γ4 again follows
from [A+, Proposition 5.8]. 
Next we define
E(λ) := E4(λ)/
〈
y64 − λ3, γ4
(
(x124x134 + ω
2x134x124)
3
)
− λ4
〉
.
Again, E(λ) is a kΓ-module algebra, so we may consider A(λ) := E(λ)#kΓ.
Lemma 5.4. A(λ) is a H-cleft object. There exists an H-colinear section
γ : H → A which restricts to an algebra map (γ)|kΓ ∈ Alg(kΓ,A).
Proof. Notice that B4 = B˜(HV1). We keep the notation from Remark 4.7:
z4 = x
6
4, z124134 = (x124x134 + ω
2x134x124)
3. Let B5 = B4/〈z4〉, hence
B(HV1) = B5/〈z124134〉. We denote the canonical projections as follows:
π1 : B4 ։ B5, π2 : B5 ։ B(HV1), hence π = π2 ◦ π1.
We proceed in two steps, one for each relation.
♥ By Lemma 4.9 and [A+, Proposition 3.6 (c)], k[z4] = B
coπ1
4 , so X
′
4 :=
Hcoπ1#id4 = k[z4]#1; set X4 = S(X
′
4). There exists an algebra map φ : X4 →
A4, φ(z4g
−6
4 ) = y
6
4g
−6
4 − λ3g
−6
4 , which is H4-colinear. Working as in [AAG,
Theorems 4.7 & 5.15] we check that this map is also H4-linear. Indeed,
yiy
6
4 = q
6
1y
6
4yi for all i ∈ I3 since (3.19) is not deformed; hence, by (5.2),
φ(gi · z4g
−6
4 ) = q
6
1(y
6
4g
−6
4 − λ3g
−6
4 ) = gi · φ(z4g
−6
4 ),
φ(xi · z4g
−6
4 ) = 0 = yi(y
6
4g
−6
4 − λ3g
−6
4 )− q
6
1(y
6
4g
−6
4 − λ3g
−6
4 )yi
= xi · φ(z4g
−6
4 ),
φ(g4 · z4g
−6
4 ) = y
6
4g
−6
4 − λ3g
−6
4 = g4 · φ(z4g
−6
4 ),
φ(x4 · z4g
−6
4 ) = 0 = x4 · φ(x4g
−6
4 ).
Let H5 := B5#kΓ, E5 := E4/〈y
6
4 − λ3〉, A5 := E5#kΓ. By [Gu, Theorem
4] A5 is a H5-cleft object.
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♥ By Lemma 4.9 and [A+, Proposition 3.6 (c)], k[z124134] = B
coπ2
5 , so X
′
5 :=
Hcoπ2#id = k[z124134]#1; set X5 = S(X
′
5). There exists an algebra map
φ : X5 → A5, φ(z124134g
−12
1 g
−6
4 ) = γ4(z124134)g
−12
1 g
−6
4 − λ4g
−12
1 g
−6
4 , which
is H5-colinear. We claim that this map is also H5-linear. Indeed, φ(gi ·
z124134g
−12
1 g
−6
4 ) = gi · φ(z124134g
−12
1 g
−6
4 ) by (5.2). Set y124134 = γ4(z124134).
By Lemma 4.9 (a), φ(xi · z124134g
−12
1 g
−6
4 ) = 0. Notice that
xi · φ
(
z124134g
−12
1 g
−6
4
)
=
(
yiy124134 − χ
12
1 χ
6
4(gi)y124134yi
)
g−121 g
−6
4 .
By direct computation,
ρ
(
yiy124134 − χ
12
1 χ
6
4(gi)y124134yi
)
=
(
yiy124134 − χ
12
1 χ
6
4(gi)y124134yi
)
⊗ 1,
hence yiy124134 − χ
12
1 χ
6
4(gi)y124134yi = µ for some µi ∈ k, i ∈ I4.
On the other hand, γ4 is Γ-linear by [A+, Proposition 5.8 (c)]. If i ∈ I3,
gi ·
(
yiy124134 − χ
12
1 χ
6
4(gi)y124134yi
)
= −q21
(
yiy124134 − χ
12
1 χ
6
4(gi)y124134yi
)
,
g4 ·
(
yiy124134 − χ
12
1 χ
6
4(gi)y124134yi
)
= q52ω
(
yiy124134 − χ
12
1 χ
6
4(gi)y124134yi
)
.
If µi 6= 0 we get −q
2
1 = 1 = q
5
2ω, thus ω = ω
10 = (q1q2)
10 = −ω, a
contradiction. Hence µi = 0 for i ∈ I3. Analogously, if µ4 6= 0, then
−q42 = 1 = q
3
1 , a contradiction since q1q2 ∈ G
′
6. Thus φ is H5-linear.
By [Gu, Theorem 4] A is a H-cleft object. The claim about the section γ
follows from [A+, Proposition 5.8]. 
5.3. Computing the liftings. Let λ ∈ RHV1 and define L1 = H1, but we
change the labels of the generators to (ai)i∈I4 ,
L2(λ) = L1(λ)/
〈
a21 − λ1(1− g
2
1)
〉
,
L3(λ) = L2(λ)/ 〈a1a2 + a3a1 + a2a3 − λ2(1− g1g2)〉 ,
L4(λ) = L3(λ)/ 〈a214 − ωa134 − λ2a4〉 .
Notice that, in L2(λ),
a2i − λ1(1− g
2
i ) = g5−i(a
2
1 − λ1(1− g
2
1))g
−1
5−i = 0, i ∈ I2,3.
The same happens for the other sets of relations in L3(λ) and L4(λ).
Lemma 5.5. Let λ ∈ RHV1 , i ∈ I4. Then Ai(λ) is a (Li(λ),Hi)-biGalois
object.
Proof. For i = 1, 2, 3, Li(λ) ≃ L(Ai(λ),Hi) by [A+, Corollary 5.12], since
all the involved relations are skew-primitive elements of T .
For i = 4, we use Remark 4.1 to compute
ρ3
(
y214 − ωy134 − λ2y4
)
=
(
a214 − ωa134 − λ2a4
)
⊗ 1
+ g2g1g4 ⊗
(
y214 − ωy134 − λ2y4
)
.
Hence L4(λ) ≃ L(A4(λ),H4), again by [A+, Corollary 5.12]. 
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Thanks to the previous Lemma and [A+, Corollary 5.12], there exists a
(g121 g
6
4 , 1)-primitive element a124134 ∈ L4
1 such that
a124134 ⊗ 1 = δ4
(
γ4(z124134)
)
− g121 g
6
4 ⊗ γ4(z124134).(5.3)
Next we define
L(λ) := L4(λ)/〈a
6
4 − λ3(1− g
6
4), a124134 − λ4(1− g
12
1 g
6
4)〉.(5.4)
Theorem 5.6. Let Γ be a group with a principal realization of HV1 as in
§3.2. Let λ ∈ RHV1, see (5.2). Then
(a) L(λ) ≃ L(A(λ),B(HV1)#kΓ).
(b) L(λ) is a lifting of B(HV1) over kΓ.
(c) L(λ) is a cocycle deformation of B(HV1)#kΓ.
Conversely, if L is lifting of B(HV1) over kΓ, then there exist λ ∈ RHV1
such that L ≃ L(λ).
Proof. First, (a) follows again by [A+, Corollary 5.12] since z4 and z124134
are skew primitive in H4, and this implies that (c) holds. Now (b) is a
consequence of Lemma 5.4 and [A+, Proposition 4.14. (c)].
Conversely, assume that L is a lifting of B(HV1) over kΓ. Let φ : T =
T (HV1)#kΓ։ L be a lifting map as in [AV, Proposition 2.4]. As in [AAG,
Theorem 3.5], we shall attach to φ a family of scalars λ ∈ RHV1 as follows.
Since HV1#Γ ⊂
∑
i∈I4, g∈Γ
kgig ∧ kg, it follows that the first term of the
coradical filtration of L satisfies
L1 = φ(kΓ⊕ HV1#kΓ) = kΓ +
∑
i∈I4, g∈Γ
kgig ∧ kg.(5.5)
Let r ∈ G0 ∪ G1 ∪ G2. Since r ∈ T is (gr, 1)-primitive, (5.5) implies that
φ(r) ∈ k(1− gr) + kgr ∧ k ⊂ L1. By Lemma 5.1, gr 6= gi for all i ∈ I4. Thus
φ(r) = λr(1− gr) for some λr ∈ k.
Let r = a4ah4 − q2ah4a4 ∈ G0, for h ∈ I3. Suppose that λr 6= 0. Then
1 = χhχ
2
4(g4) = ωq2, 1 = χhχ
2
4(gh) = −q
2
1,
which implies that q1q2 ∈ G
′
12, a contradiction. Hence λr = 0.
Next we consider a2h ∈ G1: we denote φ(a
2
h) = λ1h(1− g
2
h). For h ∈ I2,3,
λ11(1− g
2
1) = φ(a
2
1) = φ(g5−hahg
−1
5−h) = g5−hφ(ah)g
−1
5−h = λ1h(1− g
2
h),
where we use that g21 = g
2
h. Hence λ11 = λ1h, and we denote the common
scalar simply by λ1. A similar computation shows that λ1 satisfies (5.2).
A similar argument shows that φ(a1a2 + a3a1 + a2a3) = λ2(1 − g1g2)
for some λ2 ∈ k satisfying (5.2). Thus φ descends to a Hopf algebra map
φ : L3(λ)։ L for any choice of λ3 and λ4.
Next, a214 − ωa134 − λ2a4 ∈ L3(λ) is (g1g3g4, 1)-primitive. By Lemma
5.1 there exists µ ∈ k such that φ(a214 − ωa134 − λ2a4) = µ(1 − g1g3g4).
1We performed an algorithm in GAP to compute explicitly a124134 and γ4(z124134) but
the program did not finish the computation.
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Suppose that µ 6= 0. Conjugation by g1 and g4 (as we applied for the
previous relations) imply that q1 = 1 and −q
2
2ω
2 = 1 respectively, but this
is a contradiction since q1q2 = −ω. Thus µ = 0 and φ descends to a Hopf
algebra map φ : L4(λ)։ L for any choice of λ3 and λ4.
Finally, a64 is (g
6
4 , 1)-primitive and a124134 is (g
12
1 g
6
4 , 1)-primitive. An ar-
gument analogous to the previous relations shows that
φ(a64) = λ3(1− g
6
4), φ(a124134) = λ4(1− g
12
1 g
6
4),
for some λ3, λ4 ∈ k satisfying (5.2). Thus φ descends to a Hopf algebra map
φ : L(λ)։ L; as the restriction of φ to the first term L(λ)1 of the coradical
filtration is injective, φ is an isomorphism by [Mo, Theorem 5.3.1]. 
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