Present spline-tting methods used in computer vision do not fully address the main issues of developing an automatic and reliable algorithm, which are discussed in this paper. A paradigm for spline tting is proposed, with features of the algorithm selected such that the main issues are resolved. This is achieved through the use of Bspline active contours, the minimum description length principle, and in conjunction with a control point insertion strategy based on the Potential for Energy-Reduction Maximisation (PERM). This strategy selects control points such that the formation of compatible collapse mechanisms for the splines is encouraged. An implementation of the algorithm is carried and tested on various images. A comparison with one of the better existing methods for spline tting demonstrates that there is considerable potential for the algorithm to outperform current algorithms.
Introduction
Representing curves by analytic functions instead of sets of data points has many uses in computer vision. It allows the geometry of curves to be exploited in various ways 13] , and may also be used for data smoothing 5] or for storing data e ciently. Yet despite the long existence of many B-spline curve tting techniques, there remains a need to nd a fully automated spline-tting method which consistently performs as well as methods based on human assistance.
One of the reasons of this problem lies in that much of the classical work done on spline tting, as described in 6], is applied to curve functions, for which the spline parameter is taken to be identical to the curve parameter { we will call this the parameter identity criterion. Although it is possible to use techniques based on this criterion for image curves, simpler and better spline ts may be obtained if the parameterisation can be optimally chosen.
A number of schemes have been proposed for tting analytic functions to image curves. Duda and Hart 7] suggested a polygonal representation scheme based on the subdivision of joined line segments, while Bartels et al. 1 ], Saint-Marc et al. 13 ], Gu eziec and Ayache 8] , and Lu and Milios 10] have all suggested various methods for tting B-splines. They however do not fully address the main issues of spline-tting which are discussed in next section.
Main Issues in Fitting B-Splines
The important issues to consider when tting image contours with B-splines are:
Parameterisation When there is no unique curve function to be recovered, the parameter identity criterion does not apply and the B-spline model may be simpli ed by having control points uniformly spaced at unit intervals along the spline parameter (it does not follow that the control points are uniformly spaced in the image domain). A measure typically used for the quality of a t is the sum-of-squared-errors (the`error energy') given by
where x i are the data samples with associated spline parameter values t i , and S(t) is the spline with parameter t 1 . Since E may be minimised through reparameterisation of S such that the (x i ? S(t i ))'s are perpendicular to the tangents S 0 (t i )'s of the spline, the problem may be stated as that of assigning the optimal spline parameter value t i to each of the sampled points x i . Bartels et al. 1] proposed the use of normalised arc-length distances between data points for the parameterisation, while Gu eziec and Ayache 8] suggested using arc-length distances along a polygonal representative curve. However in both cases, the assigned parameter values are only heuristic estimates. If iterative tting strategies 8, 10] are further used, the parameter values may be further re ned numerically but these are computationally expensive and may produce erroneous results if the initial estimates are weak. There are also spline-tting algorithms which do not take this into account (eg. 13]), and are likely to employ the common solution of assigning consecutive data points to a uniformly increasing sequence of parameter values which unsurprisingly gives poor results.
Degree of Spline The spline degree 2 refers to the degree of the piecewise polynomials used. The choice re ects our assumption of the structure of the contours being tted, eg. the image contours of a polyhedral scene is best tted with linear splines, while cubic splines are useful when contours when the curvature is expected to vary continuously.
Number of Control Points The number of control points in a spline model determines the number of degrees of freedom available in the tting process, and an optimal choice for this is needed to maintain both smoothness and closeness of t.
A number of statistical tests have been proposed including tests for the constancy of an unbiased error variance estimate 6] and Powell's test for trends 11]. More commonly, a empirical error threshold is used, which does not take into account the amount of noise present nor the scale of the curves. Distribution of Control Points Regions which are poorly modelled by polynomials of the given spline order require a greater concentration of control points to re ect the greater information density. This is analogous to the ShannonNyquist sampling theorem 3] applied to local regions, and also with the exception that instead of frequencies we consider the amount of information per unit length.
Hence it is incorrect to assume that the optimal distributions of control points are similar between splines of di erent order, or that control points cluster around regions of higher curvature. Although the initial positions of the control points may be numerically improved, it is likely that only a local minimum for E will be found (Jupp's`lethargy' theorem 9]), and hence good initial estimates for the control points have to be obtained. However in 8], initial control points estimates are based on Duda and Hart's polygonal representation. Figure 1(c,d) show how the polygonal representation may be used to produce a control-point distribution which will give rise to control points clustering around higher curvature regions. This is clearly weaker than what is possible as shown in gure 1(b). Others 10] assume that some initial distribution of control points is available or may be obtained heuristically. Some control point insertion strategies, elaborated in section 3.2, have also been proposed but which are not satisfactory in our experience. (b) a spline with two control points which is tted manually and deemed optimal to the eye; thè +'s mark the boundaries between piecewise polynomials rather than the control points. (c) shows the best polygonal representation which is used to produce the distribution of control points in (d). It is clear that clustering control points around high curvature regions is not necessarily optimal. Data Sampling Regions of curves which require a higher proportion of control points to model should have the same higher proportion of sampled points in the vicinity in order to achieve the same rate of oversampling, by further drawing on the analogy with the Shannon-Nyquist sampling theorem. Many algorithms however treat all available data points equally or weigh them according to their accuracies 8, 6] . Doing this unfortunately results in simple regions of the curve (eg. long straight sections) being modelled with too much precision, at the cost of poorly representing the complex (high information) regions of the curve. Lu and Milios 10] attempted to overcome this problem using curvature-dependent weighing of data points, which fails to take into account the source of the problem.
Theoretical Approach to B-Spline Fitting
The top-level paradigm for tting splines proposed here is based on the continual evolution of a spline such that the spline deforms to approximate the curve to be represented. The three mechanisms in the deformation are: a process which optimises the positions of current control points; a test to determine the su ciency of the current spline t; and a strategy to introduce additional control points if necessary.
A sequence of images depicting the evolution of the spline in our nal tting algorithm is shown in gure 2. Over the next few sections, we describe these features in detail and discuss how they address the B-spline tting issues better than current methods.
Least-Squares Regression
In a least-squares formulationfor spline-tting, it is often impossible to analytically assign the optimal parameter values to the data points, and therefore an iterative solution is required, where at each iteration the optimal parameter values may be estimated with increasing accuracy. For such a solution, B-spline active contours are used.
B-Spline Active Contours
Instead of using point-based models for active contours which involves minimisation over a high-dimensional state space, Cipolla and Blake 2] developed a B-spline active contour with sparse control points but on which there are large a number of sampling points. The crucial di erence between point-based and B-spline active contours is that instead of including an internal energy term, regularisation is intrinsic through the fewer degrees of freedom available in deformation.
Active contours provide visual feedback of the iterative minimisation processes used in curve-tting. The characteristics of active contours allow two tting issues to be explicitly addressed:
Data Sampling Instead of using all available data points, the data is resampled according to some preferred distribution of sampling points on the active contour.
This distribution of sampling points may be changed for each iteration. In the proposed model, the number of sampling points per piecewise polynomial is xed, and is given by R = N M ? 1 > 1
(2) where R is the oversampling ratio, N is the number of sampling points and M is the number of control points. Hence if during the minimisation process two control points are drawn closer, the sampling also becomes proportionally denser in that region. Since the control points of the B-spline are uniformly distributed along the spline parameter, the ratio may be achieved by sampling at xed intervals of the spline parameter, as shown in gure 3.
Parameterisation Given a distribution of sampling points, data samples are obtained by searching perpendicularly to the spline tangent at each sampling point. These data samples therefore are associated with the spline parameter values at the corresponding sampling points.
Since the original curve is originally represented as densely sampled but discrete data points, it is convenient to model the curve as an initial polygonal curve obtained by joining all data points with line segments 3 . The data point associated with a sampling point may then be found by solving for the intersection of the tangent perpendicular and the polygonal curve. See gure 3.
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Figure 3: The gure shows that the number of sampling points per piecewise polynomial, ie. the oversampling ratio, is constant. Also, all data points associated with the sampling points is found by intersecting the spline perpendiculars with the initial polygonal curve representation.
Control Point Insertion
Iterative tting schemes which involve gradually increasing the number of control points during the tting process 6, 8, 10] usually require a control point insertion strategy. In this paper, the insertion of control points is considered in its dual form of inserting hinges, which are the boundaries between polynomial pieces.
The shortcomings of two current strategies are discussed here:
1. Interval Midpoint Strategy. Dierckx 6] proposed that a control point be introduced in the middle of the piecewise-polynomial which has large displacements from the data points. However if these displacements are skewed to one side of the piecewise-polynomial, the optimisation routine may be trapped in a weak local minimum.
2. Largest Displacement Strategy. Lu and Milios 10] suggested that the control point be introduced such that a hinge is formed at the point on the spline which has the maximum displacement from a data point. However it is possible that this maximum displacement may correspond to a position on or close to a hinge. Introducing a hinge at the position gives very unstable results. Observation of the failure of the largest displacement strategy reveals that control points must be introduced such that compatible collapse mechanisms 4] (related to the plastic deformation of structural beams) must be formed.
The Potential for Energy-Reduction Maximisation (PERM) Strategy
In this strategy we attempt to estimate the position on the spline to introduce a hinge such that the potential for reducing the error energy E is maximised. Consider a polynomial piece of the spline. By mapping the polynomial piece onto a horizontal line segment, the residual displacements between the sampling points and the data points are also mapped such that they become perpendicular to the line segment. The new vertical displacements d i may be written as
See gure 4. The hinges on either side of the polynomial piece are also noted as either xed (for end-points) or free.
By allowing the line segment to be completely broken at some point, we proceed to calculate the maximum error energy reduction possible on both the smaller line segments which can be achieved by moving the break point and free hinges vertically, as in gure 4. For a given break point, the error-energies are quadratic. If the error energy to the left of the break point at t i is E l , then (5) where (rE) is the gradient of E and H l is the Hessian which is constant with respect to and .
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Figure 4: The diagrams shows the mapping of a piecewise polynomial to a horizontal straight line, with the displacements similarly mapped as well. By testing with di erent break locations in the straight line segment to form two separate line segments, and checking how well the smaller line segments are able to minimise the residual displacements purely by moving the break point and any free hinges vertically, the maximum energy-reduction potential may be found.
The Energy-Reduction Potential for a particular point is de ned as the sum of the left and right maximum energy reductions if a break is introduced at that point P i = m E li + m E ri (6) Intuitively, this potential does not necessarily refer to the immediate potential for energy minimisation. Instead it measures the energy-reduction potential for a hinge at the point to be part of a compatible collapse mechanism likely to be formed after an additional number of control point (hinge) insertions.
The PERM strategy is therefore to insert a hinge at the point on the spline corresponding the maximum energy-reduction potential P. Results based on the PERM strategy have shown that the control points are introduced in near-optimal regions, and compatible collapse mechanisms are formed.
Minimum Description Length (MDL)
The minimum description length (MDL) criterion by Rissanen 12] provides a generic method for comparing the optimality of di erent models tted to a particular set of data, where models may have di erent dimensionality and structure.
Model-tting may be expressed in a Bayesian framework as maximising the aposteriori probability P( jX) where X is the matrix of data points given by X = x 1 x 2 : : : x N ], and is a variable-length vector containing all model parameters. Then with the application of Bayes' rule we obtain a function to be minimised: L(X; ) = ? log P(Xj ) ? logP( ) (7) where L(X; ) may be considered the ideal code length to describe both X and . Under circumstances in which no prior information is available about the dimensionality of the model, it is unsatisfactory to assume that all models are equally probable by eliminating P( ) { raising the dimensionality of the model to that of the total data achieves an exact t complete with the known problems of over tting.
The analysis by Rissanen 12] produced an expression for estimating the ideal coding length which is accurate to within O(log N) where N, the number of data samples, is assumed to be large. When P(Xj ) is Gaussian, this expression (to be minimised) is given by: L(X; ) = loge 2 (y ? y ) T K ?1 (y ? y ) + M logN (8) where y = x T 1 x T 2 : : : x T N ] is a vector containing the elements of X, K is the covariance matrix of y, and M is the number of control points.
The minimum description length criterion is therefore satis ed when L is minimised. This not only allows an objective gauge of the optimal number of control points to use for the spline approximation , but also allows the degree of the spline to be optimally determined.
Implementation and Experimental Results
The speci c problem considered here is that of tting B-splines to chains of edgels obtained from any edge-detection and linking algorithm. The implemented algorithm will t cubic B-splines to these chains of edgels although the MDL criterion allows the optimal degree of spline to be chosen.
For the purpose of comparing the performance of our PERM-based algorithm to the latest spline-tting methods, we implemented Gu eziec and Ayache's algorithm 8] which in our opinion addresses the main spline-tting issues most thoroughly among the other published methods. The algorithms were tested on the contours shown in gures 5(a) and 6(a,e). The results are compared in terms of errors for the same number of control points, as shown in gures 5(f) and 6(d,h). For the rst curve, the t obtained by Gu eziec and Ayache's algorithm when errors are similar to our t for 9 control points is also shown in gure 5(d).
The results indicate that the PERM control-point insertion strategy is superior compared to using Duda and Hart's polygonal representation scheme, since our algorithm performs better for any number of control points. However as would be expected, this advantage reduces when linear splines are used. Additionally, Gu eziec and Ayache's algorithm requires less computation time. The evolution of (e) (f) (g) (h) Figure 6 : (a,e) show the initial curves to be tted. In (b,f), the splines obtained by using the G&A algorithm up to 10 control points. (c,g) show the same curves tted using our algorithm at 10 control points. A graph providing comparison of squared errors to number of control points for both algorithms is shown in (d,h). The image in (e) has been provided courtesy of Jun Sato. our active contours take considerably longer since at each time-step the data needs to be resampled, and convergence is slow in some situations for a gradient-descent based optimisation.
Conclusions
We have shown that by explicitly describing the main issues in B-spline tting, a model designed to resolve these issues may be developed. Many of the features in our proposed algorithm are not new. B-spline active contours and the minimum description length principle have been used in various ways but have rarely been applied to spline-tting, while the PERM control-point insertion strategy is inspired by structural mechanics analysis. However when these features are combined in the paradigm, it is possible to produce a good performance, fully automatic spline-tting algorithm, which is capable of outperforming existing methods used in computer vision. The caveat however lies in the amount of time active contours require to converge on the optimal curve-representation solutions. This may be improved by using more complex methods (eg. conjugate-gradient methods) in the optimisation process, and will form part of our plans for future work.
