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Abstract
We present a useful proposition for discovering extended Laplace-Runge-Lentz vectors of certain
quantum mechanical systems. We propose a new family of superintegrable systems and construct their
integrals of motion. We solve these systems via separation of variables in spherical coordinates and
obtain their exact energy eigenvalues and the corresponding eigenfunctions. We give the quadratic
algebra relations satisfied by the integrals of motion. Remarkably these algebra relations involve the
Casimir operators of certain higher rank Lie algebras in the structure constants.
1 Introduction
Superintegrable systems are extremely important in classical and quantum mechanics due to their rich
applications. A D-dimensional quantum system described by the Hamiltonian
Hˆ = −
D∑
i=1
∂2
∂x2i
+ V (x1, · · · , xD) (1)
is said to be integrable if there exist D − 1 algebraically independent linear operators Ia satisfying[
Ia, Hˆ
]
= 0, [Ia, Ib] = 0, a, b = 1, · · · ,D − 1. (2)
It is said to be superintegrable if there exist additional k (1 ≤ k ≤ D − 1) operators {J1, · · · , Jk}
commuting with Hˆ [
Ji, Hˆ
]
= 0, i = 1, · · · , k, (3)
such that {Hˆ, I1, · · · ID−1, J1, · · · , Jk} is algebraically independent. Ji’s need not commute with Ia’s or
with each other.
A well-known example is the D-dimensional hydrogen atom (a Kepler-Coulomb system). The hydro-
gen atom is superintegrable because its Hamiltonianthe commutes with the generators of Lie algebra
so(D + 1) [1–3]. Another famous example of superintegrable systems is the D-dimensional harmonic
oscillator, whose Hamiltonian commutes with the generators of su(D) [4, 5]. Superintegrable systems
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continue to be a very active research field. Classification of two-dimensional superintegrable systems
and associated quadratic algebras were given in [6]. Classification of three-dimensional superintegrable
systems has not been completed, but some quadratic algebras have been obtained from their integrals of
motion [7–11]. To our knowledge, no classification has so far been available for D-dimensional superin-
tegrable systems with D > 3.
The authors in [12] and [13] independently introduced a D-dimensional generalization of the three-
dimensional superintegrable Kepler-Coulomb system with non-central terms considered in [14–16]. This
D-dimensional system is maximally superintegrable with quadratic integrals of motion. It was solved
in [12] by means of separation of variables in the parabolic and spherical coordinates, and its wave func-
tions were given in terms of orthogonal polynomials. In [17] the underlying symmetry algebra structure
of the system was obtained and used to derive the energy spectrum algebraically.
In this work, we introduce a new family of superintegrable systems in D-dimensional space which con-
tains the model in [12] as a special case. Our systems possess quadratic integrals of motion and can be
solved by means of separation of variables in the spherical coordinates. We give some quadratic algebra
relations satisfied by these integrals. Some of the integrals are the extended Laplace-Runge-Lenz vectors
which can be obtained directly from application of the proposition presented in section 2 below.
This work is organized as follows. In section 2, we give an useful proposition which demonstrates the
existence of extended Laplace-Runge-Lenz vectors in certain quantum systems. In section 3, we present
new family of quantum systems in D-dimesnional space, and show that they are superintegrable systems
by identifying their integrals of motion. In section 4, we solve the systems by means of separation of
variables in spherical coordinates and obtain their energy eigenfunctions and eigenvalues. In section 5,
we derive the underlying quadratic algebras satisfied by the integrals of motion. Sections 5 is devoted to
conclusions and comments for future work.
2 Extended Laplace-Runge-Lenz vectors
Let us consider the D-dimensional hydrogen atom
Hˆh = −
D∑
i=1
∂2
∂x2i
− η
r
, r =
√√√√ D∑
i=1
x2i , (4)
where η is a real parameter. Hˆh commutes with D(D + 1)/2 linear operators [12], namely
Lij = xipj − xjpi, pi = ∂
∂xi
, i, j = 1, 2, · · · ,D, (5)
and
Mi =
D∑
a=1
(paLia + Liapa) + xi
η
r
, i = 1, 2, · · · ,D. (6)
Lij ’s are the angular momenta, and Mi’s are the so-called Laplace-Runge-Lenz vectors. They satisfy
following commutation relations[
Hˆh, Lij
]
=
[
Hˆh,Mi
]
= 0,
[Lij, Lkl] = δjkLil + δilLjk − δikLjl − δklLik,
[Lij,Mk] = δjkMi − δikMj ,
[Mi,Mj ] = −4HˆhLij .
(7)
Now we consider the extension of Hˆh,
Hˆ = Hˆh + V, (8)
where V is some potential function to be determined later. We impose two conditions for V
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(i) V is independent of the last m coordinates, i.e.
[pi, V ] =
∂V
∂xi
= 0, i = D −m+ 1, · · · ,D. (9)
(ii) V is an eigenfunction of the Euler operator
∑D
i=1 xi
∂
∂xi
= r ∂∂r with eigenvalue −2
D∑
i=1
xi
∂V
∂xi
= −2V = r∂V
∂r
. (10)
From the conditions (9) and (10), it is not difficult to conclude V is of the form
V =
1∑D−m
i=1 x
2
i
f(φ1, φ2, · · · , φD−m−1), (11)
where, f is an arbitrary function of the variables φ1, φ2, · · · , φD−m−1 from the spherical coordinates
xD = r cosφD−1,
xD−1 = r sinφD−1 cosφD−2,
· · · · · ·
x2 = r sinφD−1 sinφD−2 · · · sinφ2 cosφ1,
x1 = r sinφD−1 sinφD−2 · · · sinφ2 sinφ1.
(12)
So the extended hamiltonian (8) with V satisfying the conditions (9) and (10) is given by
Hˆ = −
D∑
i=1
∂2
∂x2i
− η
r
+
1∑D−m
j=1 x
2
j
f(φ1, φ2, · · · , φD−m−1). (13)
This Hamiltonian possesses m extended Laplace-Runge-Lenz vectors given by
Xi =Mi − 2xiV
=
D∑
a=1
(paLia + Liapa) + xi
(
η
r
− 2∑D−m
j=1 x
2
j
f(φ1, φ2, · · · , φD−m−1)
)
, i = D −m+ 1, · · · ,D. (14)
This is easily shown as follows. Using the conditions (9) and (10), we have
[
Xi, Hˆ
]
=
[ D∑
a=1
(paLia + Liapa), V
]
+
[
− 2xiV,−
D∑
a=1
∂2
∂x2a
]
=
[ D∑
a=1
{
2xi
∂2
∂x2a
− 2xa ∂
∂xa
∂
∂xi
}
, V
]
− 2xi
[ D∑
a=1
∂2
∂x2a
, V
]
− 4V ∂
∂xi
=2xi
[ D∑
a=1
∂2
∂x2a
, V
]
+ 4V
∂
∂xi
− 2xi
[ D∑
a=1
∂2
∂x2a
, V
]
− 4V ∂
∂xi
= 0.
(15)
Thus we arrive at the main result of this section:
Proposition 2.1 A D-dimensional quantum system with Hamiltonian given by (13) admits m extended
and conserved Laplace-Runge-Lenz vectors
Xi =
D∑
a=1
(paLia + Liapa) + xi
[
η
r
− 2∑D−m
j=1 x
2
j
f(φ1, φ2, · · · , φD−m−1)
]
,
[Xi, Hˆ ] = 0, i = D −m+ 1, · · · ,D.
(16)
When the function f is equal to zero (for which the conditions (9) and (10) hold trivially), Xi’s reduce
to the Laplace-Runge-Lenz vectors (6) for the D-dimensional hydrogen atom.
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3 New family of superintegrable systems in D dimensions
Let {x1, x2, · · · , xD} denote the D coordinates in the D-dimensional space. We divide the D coordinates
into N (1 ≤ N ≤ D) disjoint and nonempty blocks, say
B1 = {xn0+1 = x1, · · · , xn1}, n0 = 0,
B2 = {xn1+1, · · · , xn2},
· · ·
Bi+1 = {xni+1, · · · , xni+1},
· · ·
BN−1 = {xnN−2+1, · · · , xnN−1},
BN = {xnN−1+1, · · · , xnN = xD}, nN = D
(17)
and throughout let
di = |Bi| = ni − ni−1 ≥ 1, i = 1, 2, · · · , N. (18)
We have di ≥ 1 because Bi is nonempty.
We now propose the following new family of quantum systems
Hˆ = −
D∑
i=1
∂2
∂x2i
− η
r
+
α1
x21 + · · ·+ x2n1
+
α2
x2n1+1 + · · ·+ x2n2
+ · · · + αN−1
x2nN−2+1 + · · ·+ x2nN−1
, (19)
where α1, α2, · · · , αN−1 are real parameters. Introducing the notation
ri =
√∑
x∈Bi
x2, i = 1, 2, · · · , N, (20)
then (19) can be expressed in the more compact form
Hˆ = −
D∑
i=1
∂2
∂x2i
− η
r
+
N−1∑
i=1
αi
r2i
, . (21)
Note that in terms of ri, we have r =
√∑D
i=1 x
2
i =
√∑N
i=1 r
2
i . When N = 1 the above system reduces to
the hydrogen atom (4), while when N = D, i.e. each block contains exactly one coordinate, we recover
the D-dimensional system introduced in [12]
H = −
D∑
i=1
∂2
∂x2i
− η
r
+
D−1∑
i=1
αi
x2i
. (22)
So our system (21) contain both the hydrongen atom and the model in [12] as special cases.
The first set of integrals of the system (21) consists of the angular momenta from each block Bk
Lij = xipj − xjpi, pi = ∂
∂xi
, pj =
∂
∂xj
xi, xj ∈ Bk, k = 1, · · · , N. (23)
Notice that V =
∑N−1
i=1 αi/r
2
i satisfies the conditions (9) and (10) for m = dN and takes the form of (11).
This is seen as follows.
N−1∑
i=1
αi/r
2
i =
1∑D−dN
j=1 x
2
j
N−1∑
i=1
αi/r
2
i ×
D−dN∑
j=1
x2j =
1∑D−dN
j=1 x
2
j
N−1∑
i=1
nN−1∑
j=1
αix
2
j
r2i
. (24)
In terms of the coordinates (12), it is then obvious from (17) and (20) that the double summation on
the right hand side of the above equation is some function of angles φ1, φ2, · · · , φD−dN−1 only. So our
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Hamiltonian (21) has the form (13), and we can apply the proposition (2.1) to obtain dN extended and
conserved Laplace-Runge-Lenz vectors of the system
Xˆj =
D∑
a=1
(paLja + Ljapa) + xj
(
η
r
−
N−1∑
i=1
2αi
r2i
)
, j = D − dN + 1, · · · ,D. (25)
For convenience, we also define
Xˆj = 0, j = 1, 2, · · · ,D − dN . (26)
It can be checked that the system (21) has also the following two sets of integrals of motion
Zˆl =
∑
1≤i<k≤nl
L2ik −
( l∑
i=1
r2i
)( l∑
i=1
αi
r2i
)
, l = 2, · · · , N − 1, (27)
Yˆp =
∑
np−1+1≤i<k≤D
L2ik −
( N∑
i=p
r2i
)(N−1∑
i=p
αi
r2i
)
, p = 1, · · · , N − 1, (28)
where the numbers nl and np−1+1 are the largest and smallest indices in Bl and Bp, respectively. Together
with Hˆ, (23), (25), (27) and (28) give D +N + dN − 2 algebraically independent integrals of motion in
total, and thus the system (21) is superintegrable.
Some remarks are in order. When N = D, only one extended and conserved Laplace-Runge-Lenz
vector survives, and (25), (27) and (28) reduce to the integrals obtained in [12] for the superintegrable
system (22),
X =
D∑
k=1
(pkLDk + LDkpk) + xD
(
η
r
−
D−1∑
i=1
2αi
x2i
)
, (29)
Zl =
∑
1≤i<k≤l
L2ik −
( l∑
i=1
x2i
)( l∑
k=1
αi
x2i
)
, l = 2, · · · ,D − 1, (30)
Yp =
∑
p≤i<k≤D
L2ik −
( D∑
i=p
x2i
)(D−1∑
k=p
αi
x2k
)
, p = 1, 2, · · · ,D − 1, (31)
In this case the total number of independent integrals of motion becomes 2D − 1.
4 Separation of variables and energy spectrum
In order to solve the eigenvalue problem HˆΨ = EΨ, we use the polar coordinates in each Bi, i =
1, 2, · · · , N ,
xni = ri cosφ
(i)
di−1,
xni−1 = ri sinφ
(i)
di−1 cosφ
(i)
di−2,
· · · · · ·
xni−1+1 = ri sinφ
(i)
di−1 sinφ
(i)
di−2 · · · sinφ
(i)
1 .
(32)
In these coordinates, we have
−
∑
x∈Bi
∂2
∂x2
= − ∂
2
∂r2i
− di − 1
ri
∂
∂ri
− 1
r2i
Lˆ2i , i = 1, 2, · · · , N, (33)
where Lˆ2i is the total angular momenta associated with the block Bi
Lˆ2i =
∑
k<l
(
xk
∂
∂xl
− xl ∂
xk
)2
, xk, xl ∈ Bi. (34)
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The Hamiltonian (21) is transformed to
Hˆ =
N∑
i=1
{
− ∂
2
∂r2i
− di − 1
ri
∂
∂ri
− 1
r2i
Lˆ2i
}
− η
r
+
N−1∑
i=1
αi
r2i
. (35)
We write
Ψ = R(r1, · · · , rN )
N∏
i=1
r
− di−1
2
i
N∏
i=1
Y (i), (36)
where Y (i) are the spherical harmonics in di-dimensional space, which satisfy
(−Lˆ2i + αi)Y (i) =[li(li + di − 2) + αi]Y (i),
i = 1, 2, · · · , N, li = 0, 1, 2, · · · , αN = 0.
(37)
R(r1, · · · , rN ) is determined by
[
−
N∑
i=1
∂2
∂r2i
− η
r
+
N∑
i=1
λi
r2i
]
R(r1, · · · , rN ) = ER(r1, · · · , rN ),
λi = li(li + di − 2) + αi + 1
4
(di − 1)(di − 3).
(38)
To solve (38), we regard it as a N -dimensional system and use the polar coordinates
rN = r cos θN−1,
rN−1 = r sin θN−1 cos θN−2,
· · · · · ·
r1 = r sin θN−1 sin θN−2 · · · sin θ1.
(39)
Above coordinates allow us to factorize R(r1, · · · , rN )
R(r1, · · · , rN ) = r−
N−1
2 F (r)
N−1∏
i=1
yi(θi), (40)
where yi(θi) and F (r) are determined by the differential equations[
− ∂
2
∂θ2N−1
− (N − 2)cos θN−1
sin θN−1
∂
∂θN−1
+
bN−2
sin2 θN−1
+
λN
cos2 θN−1
]
yN−1(θN−1) = bN−1yN−1(θN−1),[
− ∂
2
∂θ2N−2
− (N − 3)cos θN−2
sin θN−2
∂
∂θN−2
+
bN−3
sin2 θN−2
+
λN−1
cos2 θN−2
]
yN−2(θN−2) = bN−2yN−2(θN−2),
· · · · · ·[
− ∂
2
∂θ22
− cos θ2
sin θ2
∂
∂θ2
+
b1
sin2 θ2
+
λ3
cos2 θ2
]
y2(θ2) = b2y2(θ2),[
− ∂
2
∂θ21
+
λ1
sin2 θ1
+
λ2
cos2 θ1
]
y1(θ1) = b1y1(θ1)
(41)
and [
− ∂
2
∂r2
− η
r
+
bN−1 + (N − 1)(N − 3)/4
r2
]
F (r) = EF (r) (42)
The equations for the angles can be solved in terms of Jacobi polynomials
yi(θi) = (sin θi)
κi−1+1− i2 (cos θi)γi+1+
1
2P
(κi−1,γi+1)
Ji
(cos 2θi), i = 1, 2, · · · , N − 1, (43)
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with bi given by bi = κ
2
i − (i−1)
2
4 , where Ji = 0, 1, · · · , and
κi = 2
i∑
s=1
Js + i+
i+1∑
s=1
γs, γs =
√
1 + 4λs
2
. (44)
Solution to the radial part F (r) is given by
F (r) = rκe−
√−ErL(2κ−1)Nr (2
√−Er), κ = 2
N−1∑
s=1
Js +N − 1
2
+
1
2
N∑
s=1
√
1 + 4λs, (45)
where L
(2κ−1)
Nr
is the Laguerre polynomial. The final expression for the eigenfuntion Ψ is
ΨNr,J1,··· ,JN−1,l1,··· ,lN = r
κ−N−1
2 e−
√−ErL(2κ−1)Nr (2
√−Er)×
N−1∏
i=1
(sin θi)
κi−1+1− i2 (cos θi)γi+1+
1
2P
(κi−1,γi+1)
Ji
(cos 2θi)×
N∏
i=1
r
− di−1
2
i ×
N∏
i=1
Y (i)
(46)
The corresponding energy spectrum is given by the shifted Balmer formula
E = − η
2
(2Nr + 4
∑N−1
s=1 Js + 2N − 1 + 2
∑N
s=1 γs)
2
, Nr = 0, 1, · · · . (47)
5 Quadratic algebra structure
It can be shown that the integrals (25), (27) and (28) satisfy following commutation relations[
Yˆi, Yˆj
]
= 0 =
[
Xˆi, Zˆj
]
,
[
Yˆ1, Zˆi
]
= 0 =
[
Zˆi, Zˆj
]
, (48)
The partition of the coordinates implies the system (21) admits Lie algebra so(d1)⊕ so(d2) · · · ⊕ so(dN )
symmetry, where so(dp) is generated by angular momenta Lij (23) associated with the block Bp,
[Lij , Lkl] = δjkLil + δilLjk − δikLjl − δjlLik. (49)
In addition, for the conserved angular momenta Lij and Xˆk’s, we have[
Lij, Xˆk
]
= δjkXˆi − δikXˆj ,[
Xˆi, Xˆj
]
= −4HˆLij.
(50)
In what follows, we present the quadratic algebra relations among the integrals. Recall that the total
angular momenta for block Bp is
Lˆ2p =
∑
i<j
(
xi
∂
∂xj
− xj ∂
∂xi
)2
, xi, xj ∈ Bp. (51)
We define the number Np
Np =
( p∑
i=1
di − 2
)( p∑
i=1
di − 1
2
)
−
( p∑
i=1
di − 1
2
)2
, p = 2, · · · , N − 1 (52)
and the number Mp
Mp =
( N∑
i=p
di − 2
)(N−1∑
i=p
di − 1
2
)
−
(N−1∑
i=p
di − 1
2
)2
, p = 1, · · · , N − 1, (53)
We now state the main result in this section.
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Proposition 5.1 For j = D − dN + 1, · · · ,D, Yˆ1 and Xˆj satisfy the commutation relations[
Yˆ1, Xˆj
]
=Wˆj,[
Yˆ1, Wˆj
]
=− 2
{
Yˆ1, Xˆj
}
+ (D − 3)(D − 1)Xˆj ,[
Xˆj, Wˆj
]
=2Xˆ2j − 8Hˆ(ZˆN−1 −NN−1) + 16(Yˆ1 −M1)Hˆ − 2(N + dN − 2)2Hˆ − 2η2.
(54)
For 2 ≤ p ≤ N −1, the integrals Yˆp and Zˆp overlap in block Bp. They obey the quadratic algebra relations[
Zˆp, Yˆp
]
=Cˆp,[
Zˆp, Cˆp
]
=− 8(Zˆp −Np)2 − 8
{
Zˆp −Np, Yˆp −Mp
}
− 4
[
(p− 2)(N + dN − 1)− p2 + p+ 4 + 2
(
− Lˆ2p + αp +
1
4
(dp − 1)(dp − 3)
)]
(Zˆp −Np)
+ 4(N + dN − p)(N + dN − p− 4)(Yˆp −Mp) + 8(Yˆ1 −M1 + Zˆp−1 −Np−1)(Zˆp −Np)
− 4
[
N + dN − p− 4 + 2
(
− Lˆ2p + αp +
1
4
(dp − 1)(dp − 3)
)]
(Yˆ1 −M1)
− 4
[
(N + dN − p− 1)(N + dN − p− 4)− 2
(
− Lˆ2p + αp +
1
4
(dp − 1)(dp − 3)
)]
(Zˆp−1 −Np−1)
+ 4(N + dN − p)(N + dN − 5)
(
− Lˆ2p + αp +
1
4
(dp − 1)(dp − 3)
)
+ 4(p − 1)(N + dN − p)(Yˆp+1 −Mp+1)− 8(Yˆ1 −M1)(Yˆp+1 −Mp+1)
+ 8(Zˆp −Np)(Yˆp+1 −Mp+1) + 8(Zˆp−1 −Np−1)(Yˆp+1 −Mp+1),
(55)[
Yˆp, Cˆp
]
=+ 8(Yˆp −Mp)2 + 8
{
Zˆp −Np, Yˆp −Mp
}
− 4p(p− 4)(Zˆp −Np)
+ 4
[
(p − 2)(N + dN − 1)− p2 + p+ 4 + 2
(
− Lˆ2p + αp +
1
4
(dp − 1)(dp − 3)
)]
(Yˆ1 −Mp)
− 8(Zˆp−1 −Np−1)(Yˆp −Mp)− 8(Yˆ1 −M1)(Yˆp −Mp)
+ 4
[
p− 4 + 2
(
− Lˆ2p + αp +
1
4
(dp − 1)(dp − 3)
)]
(Yˆ1 −M1) + 8(Zˆp−1 −Np−1)(Yˆ1 −M1)
− 4p(N + dN − p− 1)(Zˆp−1 −Np−1)− 4p(N + dN − 5)
(
− Lˆ2p + αp +
1
4
(dp − 1)(dp − 3)
)
+ 4
[
(p − 4)(p − 1)− 2
(
− Lˆ2p + αp +
1
4
(dp − 1)(dp − 3)
)]
(Yˆp+1 −Mp+1)
− 8(Zˆp−1 −Np−1)(Yˆp+1 −Mp+1)− 8(Yˆp+1 −Mp+1)(Yˆp −Mp).
(56)
It should be understood that Z1 = −α1 and YN = 0.
In the remaining space of this section we outline the steps of proof of this proposition. Let us first of
all recall that when N = D, the integrals (25), (27) and (28) reduce to (29), (30) and (31) for the system
(22) in [12]. As shown in [17], these later integrals satisfy the quadratic algebra relations:
[Y1,X ] =C1,
[Y1, C1] =− 2{Y1,X}+ (D − 3)(D − 1)X,
[X,C1] =2X
2 − 8HZD−1 + 16Y1H− (D − 1)2H− 2η2,
(57)
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and for each pair (Zp, Yp) with 2 ≤ p ≤ D − 1,
[Zp, Yp] =Cp,
[Zp, Cp] =− 8Z2p − 8{Zp, Yp} − 4((p − 2)D − p2 + p+ 4 + 2αp)Zp
+ 4(D − p+ 1)(D − p− 3)Yp + 8(Y1 + Zp−1)Zp − 4(D − p− 3 + 2αp)Y1
− 4((D − p)(D − p− 3)− 2αp)Zp−1 + 4(D − p+ 1)(D − 4)αp
+ 4(p− 1)(D − p+ 1)Yp+1 − 8Y1Yp+1 + 8ZpYp+1 + 8Zp−1Yp+1,
(58)
[Yp, Cp] = + 8Y
2
p + 8{Zp, Yp} − 4p(p − 4)Zp + 4((p − 2)D − p2 + p+ 4 + 2αp)Yp
− 8Zp−1Yp − 8Y1Yp + 4(p − 4 + 2αp)Y1 + 8Zp−1Y1 − 4p(D − p)Zp−1
− 4p(D − 4)αp + 4((p − 4)(p − 1)− 2αp)Yp+1 − 8Zp−1Yp+1 − 8Yp+1Yp.
(59)
In the above relations, it is understood that Z1 = −α1 and YD = 0.
Step 1: We introduce the operators Si,j for integers j > i and parameters qi, · · · , qj ,
Si,j(qi, · · · , qj) =(x2i + · · · + x2j)
(
∂2
∂x2i
+ · · ·+ ∂
2
∂x2j
)
−
(
xi
∂
∂xi
+ · · · + xj ∂
∂xj
)2
− (j − i− 1)
(
xi
∂
∂xi
+ · · · + xj ∂
∂xj
)
− (x2i + · · ·+ x2j)
(
qi
x2i
+ · · ·+ qj
x2j
)
,
(60)
and expand (30) and (31) in the form
Zp =(x
2
1 + · · · x2p)
(
∂2
∂x21
+ · · · + ∂
2
∂x2p
)
−
(
x1
∂
∂x1
+ · · · + xp ∂
∂xp
)2
− (p− 2)
(
x1
∂
∂x1
+ · · ·+ xp ∂
∂xp
)
− (x21 + · · · + x2p)
(
α1
x21
+ · · ·+ αp
x2p
)
,
Yp =(x
2
p + · · · x2D)
(
∂2
∂x2p
+ · · ·+ ∂
2
∂x2D
)
−
(
xp
∂
∂xp
+ · · ·+ xD ∂
∂xD
)2
− (D − p− 1)
(
xp
∂
∂xp
+ · · ·+ xD ∂
∂xD
)
− (x2p + · · ·+ x2D)
(
αp
x2p
+ · · ·+ αD−1
x2D−1
+
0
x2D
)
.
(61)
In terms of Sij, the integrals Zp and Yp can be expressed as
Zp = S1,p(α1, · · · , αp), Yp = Sp,D(αp, · · · , αD = 0), (62)
where 2 ≤ p ≤ D − 1. Then the commutation relations (58) and (59) can be written as
[S1,p, [S1,p,Sp,D]] = Q1(p,D, αp,S1,D,Sp,D,Sp+1,D,S1,p−1,S1,p),
[Sp,D, [S1,p,Sp,D]] = Q2(p,D, αp,S1,D,Sp,D,Sp+1,D,S1,p−1,S1,p),
(63)
where Q1 and Q2 represent the expressions on the right hand side of (58) and (59), respectively.
Step 2: We use the polar coordinates in B1, · · · ,BN−1 to transform the integrals (27) and (28) into
Zˆp =
( p∑
i=1
r2i
){ p∑
i=1
(
∂2
∂r2i
+
di − 1
ri
∂
∂ri
+
1
r2i
Lˆ2i
)}
−
( p∑
i=1
r2i
)(
α1
r21
+ · · ·+ αp
r2p
)
−
( p∑
i=1
ri
∂
∂ri
)2
−
( p∑
i=1
di − 2
)( p∑
i=1
ri
∂
∂ri
)
,
(64)
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Yˆp =
(N−1∑
i=p
r2i + x
2
D−dN+1 + · · ·+ x2D
)
×
{N−1∑
i=p
(
∂2
∂r2i
+
di − 1
ri
∂
∂ri
+
1
r2i
Lˆ2i
)
+
∂2
∂x2D−dN+1
+ · · ·+ ∂
2
∂x2D
}
−
(N−1∑
i=p
ri
∂
∂ri
+ xD−dN+1
∂
∂xD−dN+1
+ · · ·+ xD ∂
xD
)2
−
( N∑
i=p
di − 2
)(N−1∑
i=p
ri
∂
∂ri
+ xD−dN+1
∂
∂xD−dN+1
+ · · ·+ xD ∂
∂xD
)
−
(N−1∑
i=p
r2i + x
2
D−dN+1 + · · ·+ x2D
)(
αp
r2p
+ · · ·+ αN−1
r2N−1
+
0
x2D−dN+1
+ · · · + 0
x2D−1
)
.
(65)
Step 3: Using similarity transformations to cancel the terms of first order derivatives, we have
N−1∏
i=1
r
(di−1)/2
i Zˆp
N−1∏
i=1
r
−(di−1)/2
i =
( p∑
i=1
r2i
)( p∑
i=1
∂2
∂r2i
)
−
( p∑
i=1
ri
∂
∂ri
)2
− (p− 2)
( p∑
i=1
ri
∂
∂ri
)
−
( p∑
i=1
r2i
)(
c1
r21
+ · · · + cp
r2p
)
+Np = S1,p(c1, · · · , cp) +Np,
(66)
where
c1 = −Lˆ21 + α1 +
1
4
(d1 − 1)(d1 − 3), · · · · · · cp = −Lˆ2p + αp +
1
4
(dp − 1)(dp − 3)
Similarly,
N−1∏
i=1
r
(di−1)/2
i Yˆp
N−1∏
i=1
r
−(di−1)/2
i =
(N−1∑
i=p
r2i + x
2
D−dN+1 + · · ·+ x2D
)
×
{N−1∑
i=p
(
∂2
∂r2i
)
+
∂2
∂x2D−dN+1
+ · · ·+ ∂
2
∂x2D
}
−
(N−1∑
i=p
ri
∂
∂ri
+ xD−dN+1
∂
∂xD−dN+1
+ · · · + xD ∂
xD
)2
− (N + dN − 3)
(N−1∑
i=p
ri
∂
∂ri
+ xD−dN+1
∂
∂xD−dN+1
+ · · · + xD ∂
∂xD
)
−
(N−1∑
i=p
r2i + x
2
D−dN+1 + · · · + x2D
)
×
(
cp
r2p
+ · · · + cN−1
r2N−1
+
cN
x2D−dN+1
+ · · ·+ cN+dN−2
x2D−1
+
0
x2D
)
+Mp
(67)
where cN = cN+1 = · · · = cN+dN−1 ≡ 0 and
cp = −Lˆ2p + αp +
1
4
(dp − 1)(dp − 3), · · · , cN−1 = −Lˆ2N−1 + αN−1 +
1
4
(dN−1 − 1)(dN−1 − 3), (68)
which can be regarded as constants since they are central elements. Moreover we can conveniently treat
the variables xD−dN+1, xD−dN+2, · · · , xD in (67) as rN , rN+1, · · · , rN+dN−1, respectively. Then
the right hand side of (67) = Sp,N+dN−1(cp, · · · , cN+dN−1 = 0) +Mp. (69)
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Step 4: Substituting into (63), it is not hard to conclude
[
Zˆp,
[
Zˆp, Yˆp
]]
= Q1(p,N + dN − 1, cp, Yˆ1 −M1, Yˆp −Mp, Yˆp+1 −Mp+1, Zˆp−1 −Np−1, Zˆp −Np),[
Yˆp,
[
Zˆp, Yˆp
]]
= Q2(p,N + dN − 1, cp, Yˆ1 −M1, Yˆp −Mp, Yˆp+1 −Mp+1, Zˆp−1 −Np−1, Zˆp −Np),
(70)
which are nothing but the commutation relations (55) and (56), respectively. The quadratic algebra
relations (54) generated by Yˆ1 and Xˆj can be derived in a similar way. This completes our proof to the
proposition.
6 Conclusions
We have derived a novel result (proposition 2.1) that allows us to obtain extended Laplace-Runge-Lenz
vectors in a straightforward way for a quantum system of certain form. We have presented a new family
of superintegrable systems which contain the one introduced previously in [12] as a member. We have
obtained the exact solutions of the new systems by means of separation of variables in polar coordinates.
We have obtained the integrals of motion of the systems and found the quadratic algebraic relations
satisfied by these integrals.
The quadratic algebra relations (54), (55) and (56) found in section 5 for our model (21) is useful.
They can be applied to algebraically obtain the energy spectrum of (21) by an approach similar to that
used in [17] to find the spectrum for the special N = D case (22). Let us emphasis that the higher rank
quadratic algebra and in particular the quadratic subalgebras generated by {Yp, Zp}, p ∈ {2, ..., N}, have
a very interesting form: the structure constants involve polynomials of the Casimir operators of higher
rank Lie algebras so(dp). Such quadratic algebra structures are non-trivial deformations of the so(D+1)
symmetry algebra of the Kepler-Coulomb system.
Our approach uses the Euler operator and block of variables which preserve the symmetry algebras
⊕iso(di), and differs from other approaches such as co-algebras [21] and symplectic reduction scheme [22]
that have been developed in context of classical superintegrable systems. This allows us not only to build
new superintegrable systems, but also from a mathematical perspective to obtain new quadratic algebras
and their explicit realizations. Classification, universal enveloping algebras and representation theory for
such algebraic structures remain to be developed.
It is also worth pointing out that one can generalize our models by replacing the coupling constants
αi in (21) by suitable functions of angles associated with the blocks Bi. In such cases, the equations for
the angular parts can be solved in terms of so-called Xm Jacobi polynomials [18–20].
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