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ABSTRACT
Looking at the world from above, it is possible to estimate
many properties of a given location, including the type of land
cover and the expected land use. Historically, such tasks have
relied on relatively coarse-grained categories due to the diffi-
culty of obtaining fine-grained annotations. In this work, we
propose an easily extensible approach that makes it possible
to estimate fine-grained properties from overhead imagery.
In particular, we propose a cross-modal distillation strategy
to learn to predict the distribution of fine-grained properties
from overhead imagery, without requiring any manual anno-
tation of overhead imagery. We show that our learned models
can be used directly for applications in mapping and image
localization.
Index Terms— multi-task learning, weak supervision, se-
mantic transfer, data fusion
1. INTRODUCTION
Traditional approaches to pixel-level labeling of remote
sensed imagery rely on the manual specification of seman-
tic categories. In our view, this limits the ability to predict
categories for which a human annotator has low confidence.
This means that we are unable to learn to make predictions
about less certain categories. We propose to overcome this
problem using a weakly-supervised learning strategy that
uses manually specified labels in a domain for which humans
are confident (ground-level imagery) but allows us to make
less confident predictions for overhead imagery. With this
strategy we are able to estimate probability distributions over
categories that would normally be considered too difficult for
overhead imagery understanding, due to the lack of available
training data.
In particular, using large numbers of GPS-tagged con-
sumer photographs, we use off-the-shelf networks for image
classification, scene classification, and object detection in
ground-level images to build a sparse training dataset for
overhead image understanding. We extend the approach
in [1] by modeling the distribution of labels. The previous
work assumed that the predictions of the ground-level images
were distributed in a Gaussian manner, and only learned to
predict the mean of the distribution. This is problematic when
Fig. 1: An overview of our network architecture.
a particular overhead image could have multiple possible in-
terpretations from a ground-level perspective. For example,
if the overhead image contains a beach and a parking lot, then
the ground-level image may be of a beach or a parking lot,
depending on the orientation. To capture such uncertainty,
we model the distribution of ground-level image labels as
samples from a Dirichlet distribution. We use a multi-task
approach and predict the parameters of prior distributions
over three label spaces: scene categorization [2], image clas-
sification [3], and object detection [4].
2. RELATEDWORK
Many recent works jointly reason about ground-level and
overhead image viewpoints. Zhai et al. [5] incorporate a
transformation between co-located ground-level and over-
head images to learn semantic features for overhead imagery.
Cross-view image geolocalization strategies [1, 6, 7, 8] learn a
feature mapping between the two viewpoints in order to lever-
age densely available overhead imagery. Other works have
used large-scale image collections to map properties of the
world. For example, Lee et al. [9] estimate geo-informative
attributes such as population density and demographic proper-
ties. Another work by Salem et al. [10] proposed an approach
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Fig. 2: For a given ground image, we show the top-3 overhead images that give the highest probability for the given image. The
top row is based on Places, the second on ImageNet, and the last on object counts.
for constructing an aural atlas, which captures the geospatial
distribution of soundscapes. Most similar to our work, Work-
man et al. [1] proposed an approach for cross-view training to
learn similar feature representation for co-located ground and
overhead images and use this for geolocalization. Greenwell
et al. [11] proposed a similar cross-view learning approach
to learn a model that is capable of predicting the type and
count of objects that are likely to be seen from a ground-level
perspective conditioned on the overhead image. The previous
two methods work on a single ground-level distribution. We
propose a general architecture that can learn all labels that we
can get from the ground perspective.
3. APPROACH
We propose a cross-view training strategy (Figure 1) that
uses pre-existing CNNs to extract categorical distributions
of ground-level images to provide a weak signal for predict-
ing the parameters of probabilistic models conditioned on
co-located overhead imagery. We simultaneously learn three
such probabilistic models that model separate ground-level
distributions.
3.1. Dataset
In our work, we use the 551 851 Flickr geotagged ground-
level images, and corresponding overhead images, contained
in the Cross-View USA (CVUSA) dataset [1]. For each
ground-level image, we extracted two categorical distribu-
tions: the first over 365 categories using a VGG16-Places365
scene recognition model trained on Places2 [2], and the sec-
ond over 1000 categories using VGG16-ImageNet trained
for the task of image classification [3]. We also use the
histogram of object counts in each image. Following the
approach of Greenwell et al. [11], we use the Faster R-CNN
ResNet 101 [4] detector trained on the MS-COCO challenge
dataset [12]. We split this dataset into 93% training, 2%
validation, and 5% testing subsets.
3.2. Distribution Representation
We use two common distributions to model priors over
ground-level image features: Dirichlet and Poisson. The
Dirichlet distribution is the conjugate prior of the categor-
ical distribution, meaning samples drawn from a Dirichlet
distribution are themselves categorical distributions. Given
parameters αi, the probability density function is given by
the following equation:
f(x1, ..., xk;α1, ..., αk) =
1
B(α)
k∏
i=1
xαi−1i
where B(α) is a normalizing constant. Using this we can
model the one-to-many relationship between overhead im-
agery and potential ground-level scene and object probabil-
ities through a discrete set of parameters. The Poisson distri-
butions describe the likelihood of an event happening k times
in some fixed interval. In our case, this will be the probability
of k objects of a class being present in the spatial extent of
the scene. For each object class, the probability of k objects
of that class appearing is given by the following equation:
P (k) = e−λ
λk
k!
where λ is the interval rate, which varies per class. Using
a Poisson distribution, we can directly model probabilities of
not only the types of objects expected in a ground-level scene,
but also the number of expected occurrences.
3.3. Network Architecture
Our network (Figure 1) has two main components. The first
is a collection of pre-trained models that we use for extract-
ing ground-level predictions. The second is a shared CNN
which takes an overhead image as input and produces a fea-
ture which is passed to 3 separate prediction heads. These
heads separately predict 1) parameters of a Dirichlet distribu-
tion over scene categories, 2) parameters of a Dirichlet distri-
Fig. 3: Overhead images with the highest scores for the car
label. The park label score is increased from left to right,
transitioning the images from industrial to rural scenes while
focusing on roads. Each column represents multiple images
with similar scores for the query labels.
bution over ImageNet classes, and 3) parameters of Poisson
distributions over the histogram of objects in the image for
each overhead image. Each head consists of two fully con-
nected layers. The first layer of each head contains 1024 neu-
rons. The second layer is different for each task, 365, 1000,
and 91 respectively. During training we use three losses, one
for each distribution, that minimize the mean negative log-
likelihood of the resulting probability distributions as in the
following equation:
L = min
1
N
∑
a
−log(p(g|a,w))
where g represents the features (categorical distributions, ob-
ject counts) coming from the ground-level image, a is the
overhead imagery, and w represents the learned weights .
3.4. Implementation Details
Our model is implemented in TensorFlow. We initialize
ResNet-v2-50 [13] by pre-training it to predict two distri-
butions over image-level scene and object categories from
overhead imagery using the KL-divergence as a loss function.
The trained ResNet is then frozen for subsequent fine-tuning
of three prediction heads. The heads are initialized randomly
using Xavier initialization. We optimize each head simultane-
ously by minimizing the negative log-likelihood as explained
in Section 3.3. For both ResNet pre-training and training
of the prediction heads, we use the Adam optimizer with a
learning rate of 0.001 and a weight decay factor of 0.0005 for
6 epochs with batch size 32. The input images are re-sized
to 224 × 224, scaled to [−1, 1], and augmented by random
horizontal and vertical flipping.
Fig. 4: Given a query ground-level image (left), we can con-
struct a heatmap (right) that represents the score where the
greener the dot on the map the more likely the image was
taken in that location.
4. EVALUATION
After we trained our proposed model using the dataset de-
fined in Section 3.1, we conducted several experiments that
highlight potential applications of our model.
4.1. Cross-View Image Retrieval
Using the test-set defined in Section 3.1, we extract the output
parameters that define the three distributions for each over-
head image. The distributions are used to compute the log-
probability for any query ground-level image to identify the
top-3 overhead images with highest probability. Two qualita-
tive examples are shown in Figure 2. The left image shows
the query ground-level image and on the right we show the
top-3 overhead images for each distribution (from top to bot-
tom row: Places, ImageNet, and object counts). For example,
in (a) the top row shows the top-3 matching overhead images
that seem to contain highways and baseball field where in the
middle and bottom contain runways.
4.2. Location Search Using Joint Attributes
Using our trained model, we can identify locations that con-
tain specific types of scenes, objects, or some combination of
the two. For example, in Figure 3, images with high scores
for car (an ImageNet label) are shown. The images are fur-
ther sorted from left to right by increasing score for park (a
Places label). This results in a set of images centered around
roads, with a smooth transition from industrial to rural as the
Fig. 5: Localization accuracy of the different learned proba-
bilistic models on the test-set of the ground-level imagery
park score increases. This highlights the ease of specifying
location-search query parameters using the fine-grained se-
mantics available in our model.
4.3. Cross-View Localization
In this experiment, we constructed a reference database by
taking all the overhead images in our dataset (training and
testing), and for each we predict the parameters for the three
different distributions. Then for every ground-level image in
the test-set, we can get a score for every overhead image in
the reference database. In Figure 4, we show some qualita-
tive results based on the Places-Dirichlet distribution. The
heatmap (right) represents the likelihood that an image was
captured at a specific location, where the greener the dot, the
more likely the given ground-level image (left) was taken at
that location. In the middle row, our method clearly identifies
the query image as having been captured along the coast of
USA. Similarly, we can generate the heatmap based on the
other two distributions.
We also quantitatively evaluated the model for this task by
calculating the localization accuracy on the test-set. In Fig-
ure 5, we show the percent of the correctly localized query
ground-level images (y-axis) at various error thresholds (x-
axis), percentages of overhead images ranked higher than the
true overhead image. The localization accuracy of the dif-
ferent learned probabilistic models show that using the dis-
tribution based on Places gives the highest accuracy followed
by ImageNet, and the worst performance (but still better than
random) is the Poisson distribution defined based on the ob-
ject counts. We suspect the low performance of the Poisson
is because most of the 91 object categories are not geograph-
ically discriminative attributes and some of these object cate-
gories are difficult to learn from the overhead imagery.
5. CONCLUSION
We created a location-dependent model for mapping different
ground-level properties using overhead imagery. We show
how our model can be used to generate maps at varying
spatial scales. In the future, we will extend this work to be
conditioned on time, because what you can expect to see and
experience at a location are highly dependent on when and
where the image was captured.
Acknowledgments We gratefully acknowledge the support
of NSF CAREER award (IIS-1553116).
6. REFERENCES
[1] Scott Workman, Richard Souvenir, and Nathan Jacobs, “Wide-
area image geolocalization with aerial reference imagery,” in
ICCV, 2015. 1, 2
[2] Bolei Zhou, Agata Lapedriza, Aditya Khosla, Aude Oliva, and
Antonio Torralba, “Places: A 10 million image database for
scene recognition,” IEEE Transactions on Pattern Analysis and
Machine Intelligence, 2017. 1, 2
[3] Alex Krizhevsky, Ilya Sutskever, and Geoffrey E Hinton, “Im-
agenet classification with deep convolutional neural networks,”
in NIPS, 2012, pp. 1097–1105. 1, 2
[4] Shaoqing Ren, Kaiming He, Ross Girshick, and Jian Sun,
“Faster r-cnn: Towards real-time object detection with region
proposal networks,” in NIPS, 2015, pp. 91–99. 1, 2
[5] Menghua Zhai, Zachary Bessinger, Scott Workman, and
Nathan Jacobs, “Predicting ground-level scene layout from
aerial imagery,” in CVPR, 2017. 1
[6] Tsung-Yi Lin, Serge Belongie, and James Hays, “Cross-view
image geolocalization,” in CVPR, 2013. 1
[7] Sixing Hu, Mengdan Feng, Rang M. H. Nguyen, and Gim
Hee Lee, “Cvm-net: Cross-view matching network for image-
based ground-to-aerial geo-localization,” in CVPR, 2018. 1
[8] Tsung-Yi Lin, Yin Cui, Serge Belongie, and James Hays,
“Learning deep representations for ground-to-aerial geolocal-
ization,” in CVPR, 2015. 1
[9] Stefan Lee, Haipeng Zhang, and David J Crandall, “Predict-
ing geo-informative attributes in large-scale image collections
using convolutional neural networks,” in WACV, 2015. 1
[10] Tawfiq Salem, Menghua Zhai, Scott Workman, and Nathan Ja-
cobs, “A multimodal approach to mapping soundscapes,” in
IGARSS, 2018. 1
[11] Connor Greenwell, Scott Workman, and Nathan Jacobs, “What
goes where: Predicting object distributions from above,” in
IGARSS, 2018, pp. 4375–4378. 2
[12] Tsung-Yi Lin, Michael Maire, Serge Belongie, James Hays,
Pietro Perona, Deva Ramanan, Piotr Dolla´r, and C Lawrence
Zitnick, “Microsoft coco: Common objects in context,” in
ECCV. Springer, 2014, pp. 740–755. 2
[13] Kaiming He, Xiangyu Zhang, Shaoqing Ren, and Jian Sun,
“Identity mappings in deep residual networks,” in ECCV.
Springer, 2016, pp. 630–645. 3
