Abstract: Measurements are sometimes affected by excessively large round-off errors. Small rounding-off may safely be ignored for purposes of statistical inference however large rounding-off may have an effect. The importance of the round-off is determined by the ratio between the standard deviation  and the instrument's
Introduction
Measured and archived data are sometimes roundedoff. Ignorance of the nature of the rounding-off process can lead to statistical estimation errors and can render elementary methods of statistical inference inappropriate and misleading [1] .
In general both the mean and the variance are unknown and need to be estimated. There are situations where the mean can be controlled by the user by adjusting the instrument to a desirable value [2] while the standard deviation is a feature of the instrument and may be estimated using a special measurements scheme ( 5 . 0
 
). In such case the ongoing statistical process control (SPC) of the process variance (S or S 2 control-chart) has to be modified.
When a measuring instrument is of a digital type, the readings have a discrete scale with step h, a measure for the instrument's level of quantization. With an analogical measuring instrument, readings are made from a marked scale and typically measurement results are rounded off to the nearest half of the interval between the adjacent scale marks. The value of h depends on the measuring instrument's precision. The desired precision must depend on the distribution of the measurement results within the population [3] .
Sometimes rounding-off may safely be ignored for purposes of elementary statistical inference and naïve parameter estimation using the rounded data is adequate (regular estimation procedure). The extent of inadequacy is determined mostly by the ratio of the process standard deviation, , to the instrument's scale step, h, which we denote by h /    . A rule of the thumb for the desired relation between the scale step h and the estimated standard deviation S is that the scale step should not exceed one half of the standard deviation in the sample namely, 2 /
Special measurements are defined as those made while using a measuring instrument with a scale step greater than two process standard deviations (2), namely, a measurement scheme with 5 . 0
. If a measurement is special, then estimates of the population mean and standard deviation have to be modified.
The objective of this paper is to suggest a point estimator of the standard deviation using roundedoff data coming from a normally distributed process with a known mean in cases where is excessively small.
In order to estimate the variance, a combination of the method of moments (MoM) and the calibration technique is suggested. The usual MoM approach is based on equating the observed (sample) moment(s) with its (their) respective population moment(s) and solving for the estimate(s). In our suggested method we estimate a monotonic relationship between the observed variance, calculated from rounded measurements, and the true population variance (unknown). We fit a curve that relates the true variance to the calculated variance and solve for the true variance. Hence -the resemblance to the calibration approach.
The estimators developed by the MoM approach are compared with the Maximum Likelihood Estimator (MLE) via simulation.
The rest of the paper is organized as follows. In the following section we provide a brief overview of measurement error theory, particularly large roundoff errors assuming a normal distribution of the measurand. Section 3 introduces the MLE point estimation method. In section 4 we present the new MoM approach for point estimation. Next, a brief description of our simulation study is provided. Section 6 provides the simulation results and the comparisons between the suggested estimators developed by the MoM approach and the MLE. The last section provides a summary and some conclusions.
Round-off Errors in Normally Distributed Measurements
Measurement is the process of assigning a number to a random variable (the measurand). Measurements can be used to estimate the "true" value of the measurand using a special measuring instrument and a specified technical procedure [3] . The relationship between the "true" value of the measurand, X, and the resulting outcome of the measurement, Y, can be expressed as:
(1) where X  is the mean value of the corresponding measurand X and  is the "pure" measurement error. The measurement error  can be decomposed into two components 1  and 2  which are called "systematic" and "random" errors, respectively. By definition the systematic component 1  remains constant for repeated measurements of the same object carried out by the same measuring instrument under the same conditions. Round-off error is typically systematic. Every measuring instrument displays roundedoff readings y i , which are the rounded values of the corresponding measurands x i . Namely, Y is the random variable which represents the rounded values of the measurand X. The readings have a discrete scale with step h, which is usually assumed to be known, and y i are multiples of h. Large roundoff errors occur in special measurements schemes which have excessively small  (
Equation (1) does not specify any distributional assumptions. However most of our future analyses are based on the assumption that the random variable X follows the normal distribution. Box and Luceno [5] and Krylov [6] justify the use of the normal distribution in measurements and explain why random errors tend to have a distribution that can be approximated by the normal rather than by some other distribution [3] .
The relationship between the measurand X and the rounded values of the measurand, Y, can be expressed as:
where  is the round-off error. Assuming a measuring instrument with a discrete step h, the probability distribution function of the random variable Y is given by:
where  is the standard normal cumulative distribution function (cdf). Apparently, Y is a discrete random variable which should take all possible values that are multiples of h. However, in a special measurements scheme with 
. The probability of observing Y values which are more than two steps away from h 0 is approximately zero. Practically, determining  and h 0 and knowing X  and X  , the probability of observing each one of the five possible values of Y is explicitly given by equation (3) . Accordingly, the mean and the variance of Y can be easily calculated and are given by:
A cornerstone of all published estimation methods quoted in this paper is the assumption that the round-off error (denoted by  in equation (2)), which is typically systematic, is the only measurement error. Gertsbakh [3] justifies this assumption by claiming that the random error is relatively small relative to the variance of X, and that 2  is modeled typically by a zero-mean normal random variable.
Variance Point Estimation from Rounded Data
The natural starting point is the naïve estimator. The naïve estimator treats the observed data, the Y's, as true values and therefore uses 2 Y S , the sample variance of the Y's, to estimate the variance of X. The bias of the estimate of using the naïve estimator (even with known mean), has led researchers to derive estimation procedures by other methods with better properties.
Sheppard's correction to the naïve estimator [7] is the most popular point estimator of a process standard deviation from rounded data due to its simplicity and to its being non-parametric: 
As opposed to the non-parametric Sheppard's correction, the maximum likelihood estimation (henceforth MLE) methods rely on the measurand's distribution which is assumed to be normal.
According to Schader and Shmid [8] and Gertsbakh [3] , the MLE estimates of X  and X  using rounded-off data are calculated as follows. Let us consider a size-n sample of rounded-off measurements, y= y 1 ,y 2 ,…,y n . The likelihood function of the sample y is derived from equation (3), and can be expressed as:
Referring to section 2 in special measurements scheme with 5 . 0   , the observed y i can practically get five distinct values at the most. We expect that the sample y will include each specific measurement y i more than once. Therefore the likelihood function can be simplified and expressed as follows: The ML estimator for the standard deviation of the normal distribution is more accurate than the Sheppard's correction [9] .
A similar ML-based procedure for the estimation of the exponential distribution parameter is presented in [10] and in [11] .
The MoM Model for Variance Point Estimation

The basic assumptions
The MoM technique relies on four basic assumptions: 1. The level of quantization (h) is known. (2)) is the only measurement error. 3. The measurand X (equation (2)) is assumed to follow the normal distribution with a known mean. 
The round-off error ( in equation
A calibration curve
In general A calibration curve ) (x f y  describes the relationship between a measurand x and its measurement y [3] . Generally, the calibration curve ) (x f is unknown and has to be estimated and then used for estimating x for a new observed value of Y. The steps are: first, preliminary data series (exact 
The MoM approach for point estimation
Following equation (3) and assuming a measuring instrument with a discrete step h and known mean f . Then by equation (10) we get:
(11) The fitted polynomial can explicitly be expressed as:
where m is the polynomial degree and a is the vector of the polynomial coefficients. Following equations (11) and (12) (5)) and fitting the polynomial using the least squares estimation (i.e., determining the vector a).
After determining a, the most appropriate real root out of the n resultant 2 X  solutions of equation (13)  The sample size: large n=1000, medium n=100, small n=30.  The number of simulated samples: L=1000. The measurand variance is estimated for each data set j of size n, using both competitive estimators:
Simulation Description for Point Estimation
with known X  , see section 3 for details. 
Comparison of the Methods
The most popular criterion for comparison is the Mean Squared Error (MSE) which is the expected squared deviation of the estimator  from the parameter  :
Our comparison was based on two criteria: the MSE and the bias:
We now display the results of the simulation described in Figure 1 gets further from the half point the two MSEs coincide with a slight superiority to the MLE. This phenomenon is consistent for all the configurations of parameters we studied, where the only difference is the size of the superiority, which is larger as n decreases: as n decreases both MSEs increase, but the MLE suffers more. The most significant results of our comparisons can be summarized as follows:  MLE is more sensitive to changes in the sample size than the MoM estimator.  The estimators perform best around the mode value.  In most cases the MSEs of the MoM and the MLE estimators are similar. The main differences are found at the half point and around it. As 
Conclusions
Rounding is a common practice. Although statistical monitoring of the process variance can technically be carried out by an accurate and expensive measuring instrument, in practice it is sometimes carried out by a cheaper and faster instrument with excessively larger round-off errors. This cheap and fast way has a price tag ─ the estimates based on rounded-off data are less accurate.
Whenever one uses a measuring instrument with a scale step greater than two population standard deviations, namely, a measurement scheme with 5 . 0 /   h   , the naïve estimation procedure is not valid and the rules for computing the estimates of the population standard deviation should be modified.
In this paper we suggested a new estimator, which is based on the Method of Moments (MoM) principle, for variance point estimation of a normal process with a known mean in cases where is excessively small. By running a comprehensive simulation procedure, the new suggested MoM estimator was compared to the ML-estimator.
The main finding of this research is that in special measurement schemes with large round-off errors, the new suggested MoM estimator can improve the estimation, especially under certain circumstances in which the ML-estimator is not accurate or not applicable. Although fitting a polynomial requires special computer programming, the MoM estimator outperformed or equally performed as the MLE. Furthermore, the superiority of the MoM estimator as X  approaches the half point (where MLE usually does not provide a solution) makes the MoM method safe to use over all cases. Noteworthy is that when X  is at or close to the half point (which is not an uncommon situation), the MoM estimator is highly superior compared to MLE.
