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Abstract In this work, we study the stability prop-
erties of a delay-differential neoclassical model of eco-
nomic growth, based on the original model proposed by
Solow in 1956. We consider a logistic-type production
function, which comes from combining a Cobb-Douglas
function and a linear pollution effect caused by increas-
ing concentrations of capital. The difference between
the production function and the classical logistic map
comes from the presence of a parameter γ ∈ (0, 1) in
the exponent of one factor. We call this new function
the gamma-logistic map. Our main purpose is to ob-
tain sharp global stability conditions for the positive
equilibrium of the model and to study how the stabil-
ity properties of such equilibrium depend on the rel-
evant model parameters. This study is developed by
using some properties of the gamma-logistic map and
some well-known results connecting stability in delay
differential equations and discrete dynamical systems.
Finally, we also compare the obtained results with the
ones written in related articles.
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In 1956, R. M. Solow [21] proposed a model of economic
growth in terms of capital accumulation and labor. He
supposed there is a unique commodity and a production
function P ≡ P (K,L) depending on the capital stock
K and the labor force L. In his model, the evolution of
the economic system is studied via the introduction of
a new variable: the capital-labor ratio x = K/L. The
principal equation in the Solow’s work is
x′(t) = −αx(t) + s(x(t))p1(x(t)), (1)
where α > 0 is the rate of labor growth, s(x(t)) is the ra-
tio of saving in each instant and p1(x(t)) := P (x(t), 1),
with P assumed to be homogeneous. If s(x) is constant,
an appropriate choice of P for an economic growth
model leads to the existence of a unique equilibrium,
which is a global attractor [2].
Day [4] showed how rich the dynamics of a neoclas-
sical model can be by studying the difference equation




, n ∈ N, (2)
where p2 is a pollution function that appears due to
the accumulation of capital and N denotes the set of
nonnegative integer numbers.
The discrete model (2) includes a dependence on
past states. For a continuous model, the consideration
of time delays leads to a functional delay differential
equation of the type
x′(t) = −αx(t) + sP1(xt)P2(xt), (3)
where xt : [−h, 0]→ R is defined as xt(θ) = x(t+θ), for
some h ≥ 0, and P1, P2 : C+ → R are certain functionals
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defined in the Banach space
C+ = {φ : [−h, 0]→ [0,∞) : φ is continuous},
endowed with the supremum norm. In this way, (3) be-
comes a “continuous” version of (2).
In addition to the former assumptions and accord-
ing to [15], production takes time to take place after
decisions are made, and such decisions also need time
because they depend on the information about the mar-
ket, which is not obtained instanteneously. Following
this direction (taking P1(φ) =
β
sφ(−h), β > 0, and
P2(φ) = 1 − φ(−h)), the authors of [15] proposed a
model with a logistic term and fixed delay, i.e.,
x′(t) = −αx(t) + βx(t− h)(1− x(t− h)), (4)
and they analyzed the local stability of its unique pos-
itive equilibrium.
As recognized in [15], equation (4) is a simplification
of a more general model
x′(t) = −αx(t) + βxγ(t− h)(1− x(t− h)), (5)
where the term βxγ(1− x), γ ∈ (0, 1], comes from con-
sidering the Cobb-Douglas production function p1(x) =
βxγ , as in [4,21], and multiplying it by a factor (1− x)
which reflects a linear influence of pollution on per-
capita output. As highlighted in [15,16], such produc-
tion function may lead to solutions that take negative
values. Then, the equation
x′(t) = −αx(t) + max{0, βxγ(t− h)(1− x(t− h))}, (6)
can be used to avoid such problem. We remark that
every solution of (6) starting above 1 will clearly enter
in (0, 1) for a time interval of length greater than or
equal to h. Hence we can focus on the study of the
dynamics of (6) in (0, 1), which is just the case of (5).
Following the approach used in the recent paper [3]
for some related neoclassical models, we study the sta-
bility properties of the positive equilibrium of (5). We
also consider the more general case of variable delay,
which may be used for the cases of temporal variation
in production lags.
The proof of our main results are based on the in-
terplay between delay differential equations and scalar
maps (see, e.g., [9,13,14] and references therein). In par-
ticular, we need to study some dynamical properties of
the discrete dynamical system
xn+1 = g(xn) := δx
γ
n(1− xn), n ∈ N. (7)
where the function g : (0, 1)→ R is defined by g(x) :=
δxγ(1 − x) and δ := βα . We refer to g as the gamma-
logistic map, in analogy with other related models re-
cently considered in [11,12]. This map has been used
by Avilés [1] in the framework of cooperative interac-
tion in a group of individuals (for 1 ≤ γ ≤ 2), and
by Eskola and Parvinen [6] in the context of popula-
tions with Allee effects (for γ = 2). We analyze the
case γ ∈ (0, 1), which represents a generalization of the
famous quadratic map (γ = 1), and has an independent
interest to improve its flexibility to fit population data,
in the line of [11].
The paper is organized as follows: in Section 2, we
analyze the discrete dynamical system (7) generated by
g. In Section 3, we study the delay-differential model
using a result from [3] (stated as Theorem 2), which
provides a relationship between the stability properties
of the equilibria of both dynamical systems (5) and (7).
2 Discrete dynamical system
In this section we discuss some important properties of
the dynamical system
xn+1 = g(xn) = δx
γ
n(1− xn), n ∈ N. (8)
In other words, we are interested in the behaviour of
the sequence xn = g
n(x0), for any x0 ∈ (0, 1), where
gn =
n︷ ︸︸ ︷
g ◦ · · · ◦ g
(see Figure 1 for a sketch of g with different values of
the parameters). This notation will be employed in the
context of any discrete dynamical system.
In Proposition 1, we show some basic features of the
function g such as the existence of a unique fixed point.
In Theorem 1, a global stability condition is provided.
Finally, the influence of the parameter γ on the stability
and the size of the equilibrium is respectively analyzed




Fig. 1 The function g for δ = 1.55 and γ = 0.2 (dashed),
γ = 0.5 (solid) and γ = 0.925 (dotted). The figure was made
by using the LATEX package tikz.
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We recall an important tool for the global stabil-
ity analysis of scalar maps: the Schwarzian derivative.
For a given C3 map f : (a, b) → (a, b), the Schwarzian












Proposition 1 The function g has the following prop-
erties:
1. g is C∞, nonnegative and g(0+) = g(1−) = 0.
2. g is concave and has a unique critical point c :=
γ
γ+1 , which is a global maximum.
3. Provided the condition






then g((0, 1)) ⊂ (0, 1).
4. g has a unique fixed point p in (0, 1) and
(g(x)− x)(x− p) ≤ 0
for any x ∈ (0, 1).
5. Sg(x) < 0, for all x > c.
Proof Assertion 1 is trivial by the definition of g.
It can be checked by an inductive argument that the
n-th derivative of g is




The first, second and third derivatives of g are, respec-
tively,
g′(x) = δxγ−1[γ − (γ + 1)x],
g′′(x) = δγxγ−2[γ − 1− (γ + 1)x],
g′′′(x) = δγ(γ − 1)xγ−3[γ − 2− (γ + 1)x].
It is easy to check that g′′ is negative using that 0 <
γ < 1. It is also trivial that g′(c) = 0 is equivalent to
c = γγ+1 . By using that g
′(x) > 0 while x < c and
g′(x) < 0 while x > c, one can prove that c is a global
maximum. This proves Assertion 2.
As c is a global maximum and g is nonnegative,
g((0, 1)) ⊂ (0, 1) is equivalent to








which proves Assertion 3.
Let z(x) := g(x) − x. Then, z(0) = 0, z′(0+) = ∞
and z(1) = −1, so there exists at least one fixed point
of g in (0, 1). Take p as the lowest of the positive fixed
points of g, which exists because z′(0+) = ∞, which
also implies that g(x)− x > 0, for 0 < x < p. Moreover
z′(p) ≤ 0 or, equivalently, g′(p) ≤ 1. As g′′(x) < 0, p
is the unique fixed point of g in (0, 1) and the proof of
Assertion 4 finishes.
By doing some calculations, one can reach
Sg(x) =
γ(γ + 1)q(x)
2x2[γ − (γ + 1)x]2
, x 6= c,
where q is a polynomial of degree two defined by
q(x) := −(γ+ 1)(γ+ 2)x2 + 2(γ+ 2)(γ−1)x−γ(γ−1).
As q′′(x) = −2(γ + 1)(γ + 2) < 0, for all x ∈ (0, 1),
q(0+) > 0 and q′(0+) < 0, then there is at most one
root of q in (0, 1). By checking q(c) = − 3γγ+1 < 0, we
conclude that there is a unique positive root x∗ of q in
(0, 1) and it satisfies x∗ < c < 1. Then q(x) < 0, while
x > c. This implies Sg(x) < 0, for all x > c, and proves
Assertion 5.
Remark 1 Condition (9) becomes relevant to continue
the study because it ensures that the solutions of the
difference equation (8) are well defined for all x0 ∈ (0, 1)
and n ≥ 0. Hence, in the following, we will assume that
(9) holds. Although we have only supposed that δ > 0,
condition (9) implies that δ < 4.




for every x ∈ (0, 1). By using Corollaries 2.9 and 2.10
in [5], we can assure that p is a global attractor for (8)
if −1 ≤ g′(p) < 1 and Sg(x) < 0, for any x > c. We can
apply those results due to Assertion 4 in Proposition 1.
Theorem 1 Let p be the unique fixed point of g in
(0, 1). This point is a global attractor for (8) if and
only if






In the former case, for (8), convergence to p is even-








Proof First we will check the sufficient condition for p to
be a global attractor. By Corollary 2.10 in [5], checking
that −1 ≤ g′(p) < 1 and Sg(x) < 0 for all x > c, is
sufficient to prove that p is a global attractor. As the
negativity condition of the Schwarzian derivative was
checked in Assertion 5 of Proposition 1, it only remains
to obtain a condition equivalent to −1 ≤ g′(p) < 1.
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On the one hand, if p is an equilibrium of (8), then
it satisfies
p = g(p) = δpγ(1− p)
or, equivalently,
δpγ−1(1− p) = 1. (12)
On the other hand,
g′(p) = δpγ−1[γ(1− p)− p] = γ − δpγ , (13)
where the last identity can be deduced by using (12).
Now, the required condition is equivalent to
−1 ≤ γ − δpγ < 1. (14)
The second inequality of (14) is always fulfilled because






























By doing some calculations one can reach that (15) is
equivalent to (10).
In a scalar discrete dynamical system generated by
a continuous function, global attraction implies local
asymptotic stability (see [18]), that is, the condition
|g′(p)| ≤ 1 must hold. We have seen that g′(p) < 1 for
any value of the parameters. Hence, g′(p) ≥ −1, which
is equivalent to (10), is a necessary condition for the
local asymptotic stability of p.
Now, we proceed with the second part of the Theo-
rem. It is easy to see that (11) is equivalent to g′(p) ≥ 0.
In particular, (11) implies (10). If x0 ∈ (0, p), then x0 <
x1 = g(x0) < p and therefore (xn) is strictly increas-
ing. Analogously, if x0 ∈ (p, c], then p < g(x0) < x0 and
(xn) is strictly decreasing. Finally, if x0 ∈ (c, 1), then
g(x0) ∈ (0, c) and the subsequence (xn)n≥2 is included
in the former cases. If (11) does not hold, then one can
take the solution of starting at the critical point c to
prove that there is no monotonicity.
Remark 2 For (8), asymptotic stability and global at-
traction of p are equivalent due to the negativity of Sg
in (c, 1) and Corollary 2.10 of [5].




is possible for some values of the parameters and initial
conditions. The next proposition shows that this cannot
occur.
Proposition 2 The discrete dynamical system (8) is
uniformly persistent (in the sense of [20]), that is, there
exists α > 0 such that
lim inf
n→∞
xn ≥ α, (16)
for any x0 ∈ (0, 1).
Proof First, we will suppose that c < p. In such case,
I := [g2(c), g(c)] is an invariant interval for g. This can
be checked by the properties of g in Proposition 1. It
is obvious that g(x) ≤ g(c), for any x ∈ (0, 1). We also
have that g(x) ≥ x for any x ∈ [g2(c), p] and g(x) ≥
g2(c) if x ∈ (p, g(c)]. Then, g(I) ⊂ I. Moreover, I is
also an attractor for (8). For each x ∈ (0, g2(c)), there
exists n ∈ N such that gn(x) ∈ I. This last assertion





We finish this case by noting that g(x) ∈ [0, g2(c)) if
x ∈ (g(c), 1). Therefore, (16) holds with α = g2(c) > 0.
If c ≥ p, then g′(p) ≥ 0 due to Assertion 2 of Propo-
sition 1. An application of the second part of Theorem
1 leads us to conclude that every sequence xn = g
n(x0)
converges to p, and therefore (16) holds with α = p > 0.
By using Theorem 1 and its main expression (10),
we can write a result about the influence of γ on the
stability of p, for each fixed δ ∈ (0, 4), and obtain the
values of δ for which γ produces a stability switch in p.
Proposition 3 The equilibrium p is stable if δ ≤ 1,
unstable if δ ≥ 3 and increasing γ stabilizes p if δ ∈
(1, 3).
Proof Let T : (0, 1)→ R be defined as






T is trivially positive. By taking logarithms in its defi-
nition, one can check that
T ′(γ) = T (γ)
(
2










T (γ) = 1, lim
γ→1−
T (γ) = 3.











Fig. 2 The function T provides the curve of stability switches
for each γ ∈ (0, 1). The figure was made by using the LATEX
package tikz.
Since T (γ) is the right-hand side of (10), which pro-
vides the stability condition for p, the assertions in the
statement of the theorem will hold (see Figure 2).
We have also obtained that the capital-labor ratio
decreases as the production function tends to be logistic
(γ → 1−).
Proposition 4 For any γ ∈ (0, 1), let p := p(γ) be the
unique fixed point of g in (0, 1). Then p is decreasing in
γ.
Proof We recall that p is an equilibrium of g if (12) is
satisfied. Let F : D := (0, 1)× (0, 1)→ R be defined as
F (p, γ) = δpγ−1(1− p)− 1.
Then, the fixed points p of g are characterized by the
equation F (p, γ) = 0. As F is a C1 map, if we guarantee
that ∂F∂p 6= 0 in D, we can apply the Implicit Function









It is easy to check that
∂F
∂p
(p, γ) = δpγ−2[(1− p)γ − 1] < 0,
for any (p, γ) ∈ D. Then, (17) becomes
p′(γ) =
−δpγ−1(1− p) ln p
δpγ−2[(1− p)γ − 1]
=
−(1− p)p ln p
(1− p)γ − 1
< 0
and p is decreasing.
3 Stability properties of the delay differential
model
Let h be a nonnegative real number and τ be a contin-
uous function such that τ(t) ∈ [0, h]. The delay differ-
ential equation
x′(t) = −αx(t) + βxγ(t− τ(t))(1− x(t− τ(t))). (18)
belongs to the class of equations
x′(t) = −g1(x(t))f2(x(t−τ(t)))+f1(x(t−τ(t)))g2(x(t)),
considered in [3, Section 2].
Indeed, take f2 = g2 ≡ 1, g1(x) = αx and f1 =
βxγ(1− x) for (a, b) = (0, 1). All of these functions are
continuous and g1 is strictly increasing. Assertions 3
and 4 of Proposition 1, respectively, ensure that g =
g−11 ◦ f1 maps (0, 1) into (0, 1) and there is only one
solution of g(x) = x, named p, in such interval. As
g1 and g2 are Lipschitz continuous functions, for any
φ ∈ C(0,1) := {ϕ ∈ C+ : ϕ(t) ∈ (0, 1), t ∈ [−h, 0]}, there
is a unique solution x(t, φ) of (18) with initial condition
φ and it is defined for t ≥ 0 (see [8]). Finally, due to
the thesis of Theorem 1, p is a global attractor for (8)
if we suppose that condition (10) holds.
Theorem 3.2 of [3] connects the global stability of
the discrete dynamical system generated by (8) and the
global attraction of the positive equilibrium of (18).
That result uses the notion of strong attractor given
by Liz and Ruiz-Herrera [14], which is equivalent to
the concept of global attractor in the scalar case. Such
theorem is stated as follows.
Theorem 2 If p is a global attractor of (8) on (0, 1),
then p is a global attractor of (18), that is, if x(t) =




x(t, φ) = p.
The previous result allows us to write another one
about the global stability of p in (18).
Theorem 3 Let p be the unique fixed point of g in
(0, 1). If










In the particular case of τ(t) = h, for every t, we can
provide more information about the stability of p for
(18). Then, the following results will be related to the
study of the equation
x′(t) = −αx(t) + βxγ(t− h)(1− x(t− h)). (20)
First, we will show a local stability result (Theorem 4)
and then a sharper global stability result (Theorem 5)
is given.
Theorem 4 For a given γ ∈ (0, 1), let p be the unique
fixed point of g in (0, 1). Then, p is an asymptotically
stable equilibrium for (20) if either (19) holds or (19)









−1 + (γ − δpγ)2
. (21)
Proof We recall that the equilibria of (20) are given by
the equilibria of (8). Consider the linearized equation
of (20) about the positive equilibrium p:
x′(t) = −αx(t) + αg′(p)x(t− h).
Applying Theorem 4.7 in [19] with A = −α and B =
αg′(p), it follows that p is asymptotically stable if either









hold. By (13), we can replace g′(p) by γ − δpγ .
Remark 3 When γ = 1, the equilibrium of (20) is p =
1 − α/β. As a limit case of Theorem 4 as γ → 1−, we
recover the results for γ = 1 established in Theorems 2
and 3 of [15].
The invariance principle [9, Theorem 2.3] establishes
that an invariant and attracting interval [a, b] for g is
also invariant and attracting for (20) for all values of
the delay h, that is,
a ≤ lim inf
t→∞
x(t) ≤ lim sup
t→∞
x(t) ≤ b,
for any solution of (20) starting at φ ∈ C(0,1). In view
of Proposition 2, we can choose a = min{p, g2(c)}, b =
g(c).
Using this invariance principle, we can derive some
other dynamical properties of (20) from the results of
[7]. Although in the framework of [7] the analogous g
(ϕ with their notation) is defined in (0,∞) and satisfies
g(x) > 0, it is clear that for large t any solution of (20)
coincides with one solution of
x′(t) = −αx(t) + βf(x(t− h)),
for some continuous function f : (0,∞)→ (0,∞), with




which is in the framework of [7].
Another consequence of the invariance principle is
that (20) is uniformly persistent.
In Theorem 5, we show a condition for p to become
a global attractor. As in Theorem 3, we can write an
absolute stability condition, but the difference is that
we can also give a delay-dependent stability condition.
Theorem 3 and Corollary 17 in [7] are used for proving
it.
Theorem 5 Let p be the unique fixed point of g in






1 + γ − δpγ
)
, (22)
then p is a global attractor for the delay differential
equation (20).
Proof The first part comes from a direct application of
Theorem 3. The second part comes from [7, Corollary
17]: if p is a global attractor for the discrete dynamical
system
xn+1 = ζ(xn) := e
−αhp+ (1− e−αh)g(xn), n ∈ N, (23)
then p is a global attractor of (20). The unique equilib-
rium of (23) is also p. Then, by an application of Corol-
lary 2.10 in [5], it is sufficient for ζ to satisfy Sζ < 0 in
(c, 1) and −1 ≤ ζ ′(p) < 1. The first condition is trivially
satisfied because Sζ = Sg. The second one is equivalent
to (22).
In Figure 3 we present a stability diagram for (20)
in the plane (γ, h). For each δ = β/α, we recall that
these diagrams only make sense if (9) holds. Moreover,
provided (19) holds, p is a global attractor for (20) for
every h.
4 Discussion
In the last decades, Solow’s model of economic growth
[21] has achieved a large recognition by the economists
[2]. It is a model that tries to explain the long-run
behaviour of a market for which it is supposed there
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Fig. 3 Diagram of stability for (20) in the plane (γ, h) for
α = 1 and β = 2.7. The dashed line represents the threshold
value for γ to ensure that p is a global attractor (absolute
stability). Below the lower solid curve, the equilibrium p is
a global attractor (delay-dependent condition). The upper
solid curve represents the local stability switch of p. Both
solid curves were numerically calculated and are shown for
the parameter values for which (9) holds. The graphics were
made by using MATLAB.
is only one commodity. Through the study of Solow’s
model, one can show how the relation between cap-
ital and labor changes in time. The evolution of the
capital-labor ratio depends inversely on labor growth
and directly on a production function. The production
function picks up the information about how increas-
ing relation capital-labor ratio affects to the commod-
ity. By taking into account the Cobb-Douglas function,
xγ can be chosen as the production function. Another
remarkable feature about Solow’s neoclassical model is
the consideration of a pollution function because of cap-
ital accumulation. This function reduces the positive
effect of the production on the above-mentioned ratio.
An example for the pollution function is 1−x, which is
decreasing in x, but not positive all over (0,∞). Hence,
we have needed to consider a normalized variable x in
order to work in the set (0, 1), where the pollution func-
tion is positive. Then, our differential model includes a
logistic-type term. Finally, although Sollow’s original
model was proposed in terms of an ordinary differen-
tial equation, the presence of delays in the logistic-type
term is justified by delays in production [15]. We state
here again the model we have worked with:
x′(t) = −αx(t) + βxγ(t− τ(t))(1− x(t− τ(t))). (24)
It is known that, in the ordinary case, a unique equi-
librium appears if we take reasonable hypotheses on
the production function and this equilibrium becomes
a global attractor [2]. A relevant question is if the pres-
ence of delays affects the stability of our model. The
authors of [15] have dealt with the study of local sta-
bility of some particular cases of the delay-differential
model (24). In this paper, following the lines of [3], we
have extended the study in [15] by providing global sta-
bility results for the delay-differential model (24). We
have seen that, for some values of the parameters, the
global attraction properties of the positive equilibrium
are preserved for (24). The key idea is studying aux-
iliar discrete dynamical systems due to its connection
to continuous dynamical systems [7,9]. The particular
conditions for (24) to have a global attractor can be
found in Theorem 3 and, in the case of a constant τ ,
in Theorem 5, where a sharper condition is provided.
The parameter γ provides more flexibility [1,3,11,12]
for data fitting, and allows changes in the discrete dy-
namical behaviour of xγ(1 − x) as γ is varied. Then,
the behaviour of the delay-differential model (24) can
change accordingly as well.
For example, Proposition 4 explains how γ affects
the equilibrium size, and it applies to the delay differ-
ential equation (24) because the positive equilibrium
is the same as in equation (8). Roughly speaking, in
terms of economics, it says that the capital-labor ratio
decreases as the marginal productivity of capital rises,
which is a typical characteristic of economic models
based on the Cobb-Douglas function. Another interest-
ing fact is that, in view of Proposition 3, an increasing
value of the marginal productivity of capital tends to
stabilize the model, thus preventing growth cycles in
the capital-labor ratio.
Our results can also be applied in population dy-
namics. Indeed, for constant delay and γ = 1, equa-
tion (24) is known as the blowfly logistic equation, and
it was introduced by Maynard Smith [17] to model an
age-structured population with two stages; see [10, Sec-
tion 4] for more references. Thus, equation (24) can
be viewed as a generalization of the blowfly equation,
which allows a greater flexibility to fit the recruitment
function to field data. In particular, the global stability
conditions given in Theorems 3 and 5 provide in the
limit case γ = 1 the stability results for the blowfly
equation given in Section 4.2 of [10].
Future work should be done in order to investigate
if (20) satisfies “L.A.S. implies G.A.S.” property. Other
interesting problem would be to study equation (18)
with state-dependent delay.
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