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Abstract
There is a growing cross-disciplinary effort in the broad domain of optimization and learning
with streams of data, applied to settings where traditional batch optimization techniques cannot
produce solutions at time scales that match the inter-arrival times of the data points due to com-
putational and/or communication bottlenecks. Special types of online algorithms can handle this
situation, and this article focuses on such time-varying optimization algorithms, with emphasis
on Machine Leaning and Signal Processing, as well as data-driven Control. Approaches for the
design of time-varying or online first-order optimization methods are discussed, with emphasis
on algorithms that can handle errors in the gradient, as may arise when the gradient is estimated.
Insights on performance metrics and accompanying claims are provided, along with evidence of
cases where algorithms that are provably convergent in batch optimization may perform poorly
in an online regime. The role of distributed computation is discussed. Illustrative numerical
examples for a number of applications of broad interest are provided to convey key ideas.
I. OPTIMIZATION AND LEARNING WITH INFORMATION STREAMS
Convex optimization underpins many important Statistical Learning, Signal Processing (SP),
and Machine Learning (ML) applications. From the dawn of these fields, where least squares
and kernel-based regression were prevalent across many research domains [1], 1 to contemporary
Big Data applications for online social media, the Internet, and complex infrastructures, convex
optimization enabled the development of core SP and ML algorithms and provided means to
uncover fundamental insights on implementation trade-offs. Modern Big Data problems, involving
tasks as diverse as kernel-based learning, sparse subspace clustering, support vector machines,
and subspace tracking via low-rank models, have stimulated a rich set of research efforts that led
to breakthrough approaches for the development of scalable, efficient, and parallelizable data-
processing and learning algorithms. Many of these algorithms come with a precise analysis of
the convergence rates in various settings [2].
1Due to strict submission policies, we provide only a set of representative references.
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2Despite these advances, the advent of streaming data sources in many engineering and science
domains poses severe computational strains on existing algorithmic solutions. The ability to store,
process, and leverage information from heterogeneous and high-dimensional data streams using
solutions that are grounded on batch optimization methods [3], [4] can no longer be taken for
granted. Timely application areas that strive for real-time and distributed data processing and
learning methods include networked autonomous vehicles, power grids, communication systems
and the emerging Internet-of-Things (IoT) infrastructure, among many others.
In this article, we review the recent time-varying optimization framework [5]–[8], which poses
a sequence of optimization problems, and departs from batch optimization on a central processor
in favor of computationally-light algorithmic solutions where data points are processed on-the-
fly and without central storage. A first goal is to illustrate how the time-varying optimization
formalism can naturally provide means to model SP and ML tasks with streams of data (with
a number of instances provided in Table I). The paper then addresses key questions pertaining
to the design and analysis of first-order algorithms that can effectively solve these time-varying
optimization problems; in particular, key aspects that will be highlighted include: i) challenges
in the design of online algorithms, along with concepts that relate the inter-arrival time of the
data and the computational time of the algorithmic steps; ii) relevant metrics that can be utilized
to analyze the performance of the algorithms; in particular, guidelines for the selection of given
performance metrics (based on the mathematical structure of the time-varying problem) will be
provided; and, iii) challenges related to distributed implementation of the online algorithms.
Before proceeding, we also point out that, beyond SP and ML, the time-varying optimization
setting considered here is relevant also for emerging data-driven control (DDC) architectures,
where learning applications are tightly-integrated components of closed-loop control systems.
In this case, learning components may provide means to evaluate or approximate on-the-fly
constraints and costs [7], [9], or to drive the output of dynamical systems to solutions of time-
varying optimization problems by learning first-order information of the cost functions [10], [11]
(see Table I for some examples of instances); this is an area that is rooted at the crossroads of SP,
ML, Optimization and Control, with a natural cross-fertilization of tools and methods developed
by different communities (and the divisions can be somewhat arbitrary).
Batch/convergence vs online/tracking. A central question related to ML and DDC applica-
tions pertains to the ability of existing iterative optimization algorithms — especially first-order
methods [2], [4] — to handle data streams effectively. Suppose that data points arrive sequentially
at intervals of δ > 0 seconds; discretize the temporal axis as t ∈ T := {kδ : δ > 0, k ∈ N},
where δ can be selected as the inter-arrival time of data, and suppose that a given ML task
involves the solution of the following problem at time t ∈ T , based on data Zt = {zτ , τ ∈ Wt}
3TABLE I
EXAMPLE OF INSTANCES OF ROBUST ONLINE ALGORITHMS (?: ILLUSTRATED IN THIS ARTICLE ).
Machine Learning / Signal Processing Data-driven Closed-loop Control
Subspace tracking?, robust subspace tracking [12] Measurement-based online algorithms? [7]
Subspace clustering, sparse subspace clustering? [1], [13] Extremum seeking [11]
Sparse [2], kernel-based [1], robust, linear regression [1] Online optimization as feedback controller [10]
Zeroth-order methods [14], bandit methods [15], [16] Predictive control with Gaussian Processes [9]
Support vector machines [1]
Learning problems over networks [17]
gathered over a (possibly sliding) window Wt ⊂ T :
Find f∗t := min
xt∈Xt
ft(xt;Zt) or x∗t ∈ argmin
xt∈Xt
ft(xt;Zt) (1)
where x∗t ∈ Rn is the parameter of interest, Xt ⊆ Rn is a non-empty closed convex set, and the
time-varying function may take the form ft(xt;Zt) := ht(xt;Zt) + gt(xt), with ht convex and
Lt-smooth (i.e, ∇ht is Lt-Lipschitz continuous) and gt convex but not necessarily smooth. For
example, to illustrate the temporal variability of the function as well as the explicit dependency of
the cost on the data stream, for an `1-regularized least-squared problem one may have ft(xt;Zt) =∑
τ∈Wt ‖Aτxt − bτ‖22 + λt‖xt‖1, with λt > 0 a time-varying sparsity-promoting parameter,
Zτ = {Aτ ,bτ , τ ∈ Wt}, and Wt = {t −W, . . . , t}. As another example, problem (1) could be
used for subspace tracking based on a sliding window of (vectorized) video images, by setting
ht to be a least-squares term, and gt a nuclear norm regularization [12] (these examples will be
illustrated shortly). Hereafter, to simplify the notation, we drop Zt from the cost function, letting
the dependency of ft on the data be implicit.
Supposing that (1) is solved using a proximal gradient method or an accelerated proximal gradi-
ent method (proximal gradient methods are generalizations of projected gradient methods, see [2],
[4]), it is known that when ft is convex and ht is L-smooth, the number of iterations required to
obtain an objective function within an error  is O(L‖xt,0−x∗t ‖2/) and O(
√
L‖xt,0 − x∗t ‖2/),
respectively, with xt,0 the starting point for the algorithm, and x∗t the optimal solution at time
t [2], [4] (O refers to the big O notation). If one can computationally afford a number of proximal
gradient steps in the above order within an interval δ, then it is clear that x∗t can be identified,
within an acceptable error, at each step t. However, what if data points arrive at a rate such that
only a few steps (or even just one step) can be performed before a new datum arrives?
Continuing to use the proximal gradient method as a running example, and taking the extreme
(yet realistic) case where only one step can be performed within an interval δ, conventional
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Fig. 1. Example of a 50 dimensional time-varying least-squares problem, defined using a sliding window of 50 data
points, for 950 time points; two big jumps in the solution near time indices 250 and 550 (by design). Left: Convergence
in the static case; Right: plot shows the performance of various algorithms on tracking the optimal objective value.
Nesterov ver. 1 does not use knowledge of strong convexity, while ver. 2 does. The non-linear conjugate gradient exploits
the quadratic objective to have an exact line-search (usually impractical), and is the variant from [3, Eq. (5.49)].
wisdom would suggest to utilize the following online implementation:
xt = proxαtgt,Xt{xt−1 − αt∇xht(xt−1)}, t = 1, 2, . . . (2)
where proxαg,X {y} := arg minx∈X
{
g(x) + 12α‖x− y‖22
}
is the proximal operator [4], {αt} is a
given step-size sequence, and ft is built based on new data up to time t (and possibly discarding
older data, as in a sliding window mode)2. Relevant questions in this setting revolve around the
definition of suitable metrics to analytically characterize the performance of the algorithm (2),
since the classical notions of convergence and -accurate solutions for batch optimization are no
longer suitable. Viewing (1) under the lens of a time-varying optimization formalism [6]–[8],
[12], [17], metrics that are related to tracking of the sequence {f∗t , t ∈ N} or sequences of
optimal solutions {x∗t , t ∈ N} will be discussed in Section III.
Before proceeding, we bring up a point that highlights another challenge in designing and
analyzing online algorithms. One may surmise that a naı¨ve online implementation of algorithms
conceived for batch computation may just work well, with algorithms that are faster for batch
optimization still being faster in time-varying optimization. However, this is not always the case.
Surprisingly, the best algorithms in the static case may be the worst algorithms in the dynamic
case, as shown in our illustrative numerical results in Fig. 1. The heavy ball method can even
diverge for a simple time-varying least-squares problem.
Time-varying optimization vis-a`-vis online learning. The time-varying optimization for-
malism is closely aligned with existing works on “online learning in dynamic environments”
2We stress that it may be possible to perform multiple proximal-gradient steps within an interval δ, but we consider
the case of one step to simplify the notation.
5[12], [18]–[21] from a basic mathematical standpoint. However, a key conceptual difference
is that the online algorithms for time-varying optimization described here are “computation
limited,” whereas online learning is “data limited” or “information limited” (but not necessarily
computation limited). To understand the term “data limited,” take as an example the online
learning framework in a learner-environment setting outlined in [18], [19]. In this case, the online
learning counterpart of (2) could be written as xt = proxαtgt−1,X {xt−1−αt∇xht−1(xt−1)}; that
is, a typical online learning algorithm produces a “prediction” xt based on information of the
cost function (in the form of functions or functional evaluations) and data that are available up to
the time t− 1 (although there is no consensus on the terminology “learning” vs “optimization”
in the literature for this learner-environment setting, we will hereafter use the term “learning” for
algorithms that predict xt based on ft−1; we will use the term “optimization” for the case where
ft is known at time t). Once the prediction xt is computed, partial or full feedback regarding
the function ft is revealed. The performance of online learning is therefore evaluated relative
to the best action in hindsight; that is, relative to the case where ft is available to the learner.
Furthermore, the majority of the online learning frameworks assume that the set Xt is static; this
is to avoid infeasibility of xt that one may have if Xt is unknown to the learner at time t.
On the other hand, the time-varying optimization setting outlined here is mainly driven by
computational bottlenecks. At time t, information regarding the function ft to be minimized is
available in terms of either its functional form or (an estimate of) its gradients. The algorithm
then seeks to obtain an optimal solution {x∗t }; however, because of complexity and data rate
considerations, only one or a few algorithmic steps can be performed within δ seconds, before a
new datum zt+1 arrives (and the process then restarts in order to seek a new optimizer {x∗t+1}).
While we allow for multiple algorithmic steps within δ seconds, online learning methods such
as the online mirror descent [18], [19] typically consider only one step. As explained shortly in
Section III, the performance of a time-varying algorithm is measured against the solution that
would have been obtained had we had the time to run an algorithm to convergence at each
interval δ. In this time-varying setting, concepts that relate the inter-arrival time of the data,
the sampling time δ, and the computational time of the algorithms play a key role, and clearly
assumptions must be made about how ft varies over time. For example, there might be enough
time to compute two gradients of ft, or one gradient and two function evaluations (for a line
search), so an algorithm can choose how to spend computational resources.
It is also worth mentioning that, while the considered online learning example involved a
proximal-gradient step (to highlight the subtleties relative to (2)), computationally-heavier learning
algorithms can be utilized to produce the prediction xt, with the computational effort between
time-slots not necessarily being a concern [20], [21]. For example, the popular follow-the-leader
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Fig. 2. Online learning and time-varying optimization are both sequential, but in online learning data is limited
in the sense that ft is not available. In time-varying optimization, there is no restriction of information, but the
full problem cannot be solved within a single time step due to computational cost. The right-most plot provides
an illustrative distinction between: (i) time-varying algorithms, that have knowledge of ft, but are computationally-
limited; (ii) classical learning methods (such as the follow-the-leader method) that do not necessarily have computational
limitations [20], [21]; and, (iii) online learning, where only one algorithmic step is performed per time interval (such
as the online mirror descent method [19]). In both (ii) and (iii), no knowledge of ft is available.
method requires a batch solution of an optimization problem at each time step if the cost functions
are not linear [20]. In Fig. 2, we refer to this setting as “classical learning”.
We focus here on algorithms implemented with a constant step-size; this is a natural choice
for cases where the optimal solution {x∗t } remains transient and the algorithm runs indefinitely.
This is another distinction relative to online learning with a time-invariant optimizer, where
the step-size may depend on the time-horizon or a “doubling trick” [20, Sec. 2.3.1] is utilized
(with the latter still involving changes in the algorithm based on how many iterations have been
taken). An example to distinguish standard online learning from time-varying optimization is
spam filtering. At time t, a user receives an email message with features zt, and their email
software must decide whether to label the email as a spam message or a legitimate message.
An online learning problem in this scenario is to make the best use of prior emails (and their
correct labels) to make a prediction for the new email, after which the user will supply the correct
answer, and the software will take this into account at time t+ 1. A time-varying problem in this
scenario is the case where we assume that all users receive the same type of spam email and
thus do not need an individually trained classifier, but that the nature of email spam evolves over
time, and hence the email provider must update the spam classifier every day. The email provider
has access to all the emails of their users, and thus plenty of data, but might use a complicated
classifier that cannot be completely trained in one day.
II. TIME-VARYING ALGORITHMS
We will overview online algorithms to track solutions of time-varying problems of the form (1)
that are designed based on three key principles:
7[P1] First-order methods. First-order methods are computationally-light, they facilitate the deriva-
tion of parallel and distributed architectures, and they can handle non-smooth objectives by
leveraging the proximal mapping [2], [4]. In the context of this article, they exhibit robustness
to inaccuracies in the gradient information — an important feature further explained next3.
[P2] Approximate first-order information. We consider first-order algorithms that are robust to
inaccurate gradient estimates; more precisely, the online algorithm is executed using a sequence
{vt, t ∈ N}, with well-posed assumptions on the sequence of differences et := ∇xht(xt−1)−vt.
For example, assumptions relative to et in existing literature involve boundedness of ‖et‖ (in a
given norm) [22], [23], as explained in Section III. In a stochastic case, boundedness of E[‖et‖]
(where E[·] denotes expectation) is presumed [12]. This setting finds important applications in
ML and DDC with data streaming, with prime examples outlined shortly.
[P3] Distributed computation. We cover problems of the form (1) or suitable reformulations that
are to be solved collaboratively by a network.
We start by revisiting the proximal gradient method (2) under the lens of [P1]–[P2]. This
algorithm is relevant for a number of instances listed in Table I, in particular when Xt = Rn
or projection onto the sets {Xt, t ∈ T } is computationally cheap. We then turn the attention to
primal-dual methods and variants [24]; these methods are naturally applicable to the case where
the set Xt in (1) is expressed as Xt = Yt ∩ {x : ct(x) ≤ 0}, with Yt convex (and involving a
computationally-cheap projection), and ct a vector-valued convex function; here, the constraint
ct(x) ≤ 0 is dualized to construct the Lagrangian function. This setting is relevant, for example,
in network optimization problems with data streams [7], [17], [24]. On the other hand, a similar
structure emerge in consensus-based reformulations of (1), where Xt = Yt ∩{x : Cx = 0}, with
C a given consensus matrix constructed based on the communication graph [25]–[27].
A. Proximal gradient method
The online algorithm (2) with approximate first-order information amounts to the sequential
execution of the following step:
xt = proxαtgt,Xt{xt−1 − αtvt}, t = 1, 2, . . . (3)
where we recall that vt ≈ ∇ht(xt). If gt = 0, (3) reduces to the online projected gradient method
with approximate gradient information. We focus our attention to algorithms with a constant step-
size; that is, αt = α > 0 for all t ∈ N; this is reasonable when no prior on the evolution of
the problem is available, and the algorithm is executed indefinitely (as opposed to a given finite
3In some scenarios, second-order information is computationally cheap to obtain and then second-order methods are
competitive (cf. [8] in the context of prediction-correction methods) but we do not pursue these methods here.
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Fig. 3. Results of robust PCA on traffic footage. Left: 2 iterations of proximal gradient per time video clip. Right:
10 iterations of proximal gradient per video clip.
interval). The algorithm (3) is the starting point for all variants we consider, and handles the key
issues of the time-varying setting, namely functions and constraints (and hence the optimizers)
possibly changing at each step t, and inexact gradients. The algorithm (3) is utilized in the
examples of applications presented in Section II-B. Section II-C will discuss a more general
algorithm based on Lagrangian functions, and Section III will elaborate on performance metrics.
B. Examples of applications of the proximal gradient method
• ML example #1: Subspace tracking for video streaming. Robust principal component anal-
ysis (PCA) can be used to separate foreground from background in video, among many other
applications. The model is that a matrix Z ∈ Rp2×T , which encodes a video as p2 pixels by
T video-frames, can be decomposed as Z ≈ S + L where S is sparse (foreground) and L is
low-rank (background). Now suppose Zt is a video clip, and Zt+1 is the subsequent video clip,
and the objective is to decompose all video clips into foreground and background in a streaming
and real-time fashion. This form of robust subspace tracking was considered by [12], and is
modeled by solving the following problem (for parameters λ, ρ > 0):
min
Lt,St
λ‖St‖1 + ‖Lt‖∗ + ρ
2
‖Lt + St − Zt‖2F = min
St
λ‖St‖1︸ ︷︷ ︸
gt(St)
+ min
Lt
‖Lt‖∗ + ρ
2
‖Lt + St − Zt‖2F︸ ︷︷ ︸
ht(St)
(4)
where the term ‖Lt‖∗ is the nuclear norm.
Identifying gt and ht as in Eq. (4), then ht is differentiable and ∇ht is ρ-Lipschitz continu-
ous [28, Prop. 12.30], and ∇ht(St) = ρ(L + St − Zt) where L solves the inner minimization
problem and can be computed using the singular value decomposition (SVD) of Z˜ := Zt−St [28,
Ex. 24.69]. To speed up computation, the SVD algorithm may be allowed to produce small errors,
such as in randomized SVD methods [29], iterative methods like Lanczos, or in methods with
9large roundoff error. In particular, if T  p2, an efficient SVD algorithm is to compute the
eigenvalue decomposition (EVD) of Z˜T Z˜; this multiplication and EVD operation have the same
asymptotic flop count as the usual SVD, but is faster since it has smaller constants and can exploit
well-tuned matrix multiply algorithms (especially true on the GPU). It has higher numerical error
due to squaring the condition number of Z˜. There are other choices for defining gt and ht, such
as those in [12], but our choices fit into the approximate gradient framework which comes with
guarantees. Eq. (4) fits into Eq. (1) by letting xt be a vectorized version of St with X = Rn and
n = p2T , and ft = gt + ht.
To illustrate the example, we took a dataset of 254 traffic video clips from [30], of resolution
48×48 so p2 = 2304, and T in the range of 48 to 52, and chose λ = 1/p and ρ = 10. Most video
clips are from subsequent times, but there is a jump between the last clip in the evening and the
first clip in the morning. On a 2-core laptop, a single proximal gradient step takes about 0.0022
seconds. Thus for real-time processing, assuming a frame rate of 25 frames/second, one could
take just under 20 iterations per video clip. Fig. 3 illustrates the proximal gradient algorithm
taking just 2 iterations per clip (left) and 10 iterations per clip (right). Obviously taking more
iterations per video clip leads to better results. The quality of the background component is much
better for clip 160 than it is for clip 40, also as expected.
• ML example #2: Online sparse subspace clustering. Subspace tracking identifies a shared
low-dimensional subspace that explains most of the data [1]; on the other hand, subspace clus-
tering is a key ML application utilized to group data points that lie in low-dimensional affine
spaces [1]. Subspace clustering is useful when data points lie near low-dimensional affine spaces
and represent qualitatively different real-world objects based on their respective affine spaces.
Fig. 4. The average image of data points labeled as representing a certain person as “time” increases and convergence
to tracking error is reached, for times {1, 40, 80, 120, 160, 200}. “Time” refers to which sliding window of the data
set is being used.
Here we illustrate an approach referred to as sparse subspace clustering [13]; it involves the
solution of a sparse representation problem, followed by spectral clustering applied to the graph
corresponding to the similarity matrix formed using the minimizer of the sparse representation
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Fig. 5. Example of measurement-based online algorithm, with application to power systems (adapted from [22]).
The numerical results correspond to the case where xt = [xT1,t, . . . ,xTN,t]
T are power commands for N distributed
energy resources (DERs), wt collects the powers consumed by non-controllable loads, and st is in this case a scalar
representing the setpoint for the aggregate power of both DERs and loads; i.e., st = 1Txt + 1Twt. Left: example of
tracking performance for the real power of three representative DERs (in W). Right: with vt computed by a central
network operator, the update (3) decouples across nodes when gt(xt) =
∑N
i=1 gi,t(xi,t) (with N the number of DERs,
and Xt = X1,t ×X2,t × . . .×XN,t) .
problem. In particular, the sparse representation problem [13] is
min
Xt∈RN×N
λ‖Xt‖1︸ ︷︷ ︸
gt(Xt)
+
1
2
‖ZtXt − Zt‖2F︸ ︷︷ ︸
ht(Xt)
s.t. diag(Xt) = 0 and XTt 1 = 1︸ ︷︷ ︸
Xt
(5)
where ‖ · ‖1 is the vector `1-norm, diag(Xt) is the vector consisting of the diagonal elements
of Xt, and 0 and 1 are vectors of all zeros and ones respectively. Letting xt be a vectorized
version of Xt with n = N2, this fits in the framework of (1). Zt is a sliding window so that the
clustering problem does not grow in the number of data points that need to be labeled, in order
to avoid creating a growing computational demand. Fig. 4 visually represents the evolution of the
center of one subspace, by averaging the data points of one cluster and showing how it changes
over time, starting with a mixture of faces and then converging on the identity of a single person.
• DDC example #1: Measurement-based online network optimization. Consider a physical
network (e.g., a power system, a transportation network, or a communication network) described
by a input-output map st = Axt +Bwt, with xt a vector of control inputs, wt ∈ Rw (possibly
unknown) exogenous inputs, and A ∈ Rs×n, B ∈ Rs×w known network matrices; the vector
st collects network outputs. For example, in power systems, wt collects the power consumed
by uncontrollable loads throughout the (possibly very large) network, xt collects controllable
power injections, st collects power flows, and the network map is based on a linearized power
flow model [22]. As an illustrative example, suppose that the function ht in (1) is ht(x) =
1
2‖Axt+Bwt−stargett ‖22 in an effort to drive the network output towards a time-varying reference
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point stargett . The gradient of ht in this case reads ∇xht(xt) = AT(Axt+Bwt−stargett ). Evaluating
the gradient requires one to measure or estimate the vector wt at each step of the algorithm, and
this task can be problematic (if not even impossible) in many real-world applications. If, on the
other hand, sensors are deployed to measure the network output st, then a proxy of the gradient
can be constructed as vt = AT(ŝt − stargett ), with ŝt a measurement of st [7]. Because of the
inherent measurement errors, but also because of a possibly inaccurate knowledge of the model
matrix A, vt is a noisy version of ∇xht(xt). An example of measurement-based architectural
framework is illustrated in Figure 5, for an application to power systems (adapted from [22]).
C. Handling Lagrangian functions
Consider now the case where Xt = Yt ∩{x : ct(x) ≤ 0}; we recall that his setting is relevant,
for example, in network optimization problems with data streams [7], [24] or in SP and ML
applications where the projection onto Xt can be computationally intensive. Focusing first on the
case where ft(xt) is strongly convex, we consider the design of first-order algorithms based on
the time-varying saddle-point problem [24]:
min
xt∈Yt
max
λt∈Rm+
Lt(xt,λt) := ft(xt) + λTt ct(xt)−
r
2
‖λt‖22 (6)
where Lt(xt,λt) is a regularized Lagrangian function, r ≥ 0 is a regularization parameter, and
λt ∈ Rm+ is the vector of multipliers associated with the constraint ct(x) ≤ 0. Accordingly, based
on the principles [P1]–[P2], an approximate online primal-dual method is of the form [7]:
xt = proxαgt,Yt{xt−1 − αv
(L)
t }, λt = projRm+
{
(1− r)λt−1 + αv(c)t
}
(7)
where v(c)t is a proxy for the gradient of Lt with respect to λt, and v(L)t is an estimate of
∇xht(x) +JTct(x)λt−1, with Jct denoting the Jacobian of ct (i.e., an estimate of the gradient of
the smooth part of the regularized Lagrangian). It is important to notice that if r = 0, then (6)
reverts to the standard Lagrangian function; then, (7) can be utilized to track optimal primal-dual
trajectories of (1) based on metrics grounded on the notion of regret, but there are no linear
convergence results due to the lack of strong convexity of the dual problem [24], [31]. When
r > 0, then Lt(xt,λt) becomes r-strongly concave in λt and linear convergence results are
available at the cost of tracking an approximate solution. This will be discussed in Section III.
III. PERFORMANCE ANALYSIS: WHICH METRICS?
Given the temporal variability of the underlying optimization problems, the so-called dynamic
regret [12], [16]–[19], [32], and (a slightly modified notion of) Q-linear convergence [7], [8],
[12] are metrics that can be used to characterize the performance of time-varying algorithms. This
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section discusses these metrics and relevant bounding techniques. Further, this section provides
guidelines on the adoption of given performance metrics, based on the mathematical structure of
the time-varying problem.
It is first necessary to make assumptions on (i) a “measure” of the temporal variability of (1),
and (ii) the “correctness” of the first-order information {vt}. Measures of the latter include [23]:
Et :=
t∑
τ=1
eτ and/or E′t :=
t∑
τ=1
e2τ , where et := ‖∇xht(xt−1)− vt‖, (8)
with Et and E′t representing the error accumulated up to time t. Stochastic counterparts of (8)
of the form E[et] are also considered as discussed in, e.g., [12].
Temporal variability of the problem (1) could be measured based on how fast its optimal
solutions evolve; more precisely, assuming first that the cost in (1) is strongly convex at all times
(and, therefore, the trajectory {x∗t , t ∈ T } is unique), one can consider [7], [8], [12]:
σt := ‖x∗t − x∗t−1‖, Σt :=
t∑
τ=1
στ , (9)
with Σt referred to as “path length” or “cumulative drifting.” The metric (9) can be utilized
also when ft is a function of random parameters drawn from a time-varying distribution; see,
e.g., [33]. When the cost is convex but not strongly convex, (9) refers to a non-unique path and its
respective length; however, an alternative measure that resolves this ambiguity involves a notion
of worst-case path length [16]:
Σmt := max{x∗τ∈X ∗τ ,τ=1,...,t}
t∑
τ=1
‖x∗τ − x∗τ−1‖ , (10)
where X ∗τ denotes the set of optimal solutions at time τ .
Additional metrics have been considered to capture the temporal variability of the underlying
problem; for example, a variant of (9) involving a dynamical model is proposed in [19]. As
another example, the metric Σct(w) :=
∑t
τ=1 ‖w − xτ‖2, where w is a suitable “comparator”;
for example, w could be the center of the solution trajectory w = (1/τ)
∑τ
i=1 x
∗
i to capture the
diameter of the minimizer sequence. For completeness, we also mention that, assuming that the
constraint set Xt is static (that is, Xt = X for all t), then additional metrics are [16], [18]
Σft :=
t∑
τ=1
sup
x∈X
|fτ (x)− fτ−1(x)|, and Σgt :=
t∑
τ=1
sup
x∈X
|∇hτ (x)−∇hτ−1(x)|, (11)
where, however, compactness of X is needed to ensure finite value of Σft.
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A. Strongly convex time-varying functions: Linear convergence
We start by considering the case where the function ht in the cost of (1) is µt-strongly convex4
and Lt-smooth, with µt ≤ Lt. Strong convexity implies that the sequence of optimal solutions
{x∗t , t ∈ T } is unique; therefore, a pertinent performance assessment involves the analysis of
the tracking error sequence {‖xt − x∗t ‖2, t ∈ T } [7], [8]. To this end, one can obtain a slightly
modified notion of Q-linear convergence of the form [7], [8]:
‖xt − x∗t ‖2 ≤ qt‖xt−1 − x∗t−1‖2 + Bt(et, σt) (12)
for some t ≥ t0 (that is, without considering the transient behavior of the algorithm), where
qt ∈ (0, 1) is the contraction coefficient, and Bt : R2 → R is a function of the drifting σt and
the gradient error et. Assuming that there exists a scalar B(e, σ) that upper bounds the elements
of the sequence {Bt(et, σt)}, where σ < +∞ and e < +∞ are bounds for σt and et for all t,
respectively, (12) naturally leads to the following asymptotic result:
lim sup
t→+∞
‖xt − x∗t ‖2 ≤
B(e, σ)
1− q (13)
where q := sup{qt}, which bounds the maximum tracking error.
Concrete expressions for (13) are provided in the following two examples.
• Online proximal method and projected gradient method. For the example (3), one has
that qt = max{|1 − αtµt|, |1 − αtLt|} [4]; therefore, (12) is a contraction (i.e., qt < 1) when
αt < 2/Lt. Taking a constant step-size α < 2/ sup{Lt}, one has that the bound (13) is given by
lim sup
t→+∞
‖xt − x∗t ‖2 ≤
αe+ qσ
1− q . (14)
When σ = 0, one recovers results for the convergence of batch algorithms with errors in the
gradient. Note also that this result allows for an approximate gradient (e > 0) calculation.
We refer the reader to [34] for more results on linear convergence in the static setting when
the cost function satisfies some relaxed strong convexity conditions.
• Online primal-dual method. We now turn the attention to primal-dual gradient methods
based on the Lagrangian function (6). The linear convergence results above are modified in this
case to account for both primal and dual variables; that is, we consider the tracking error sequence
{‖zt − z∗t ‖2, t ∈ T }, where zt := [xTt ,λTt ]T. In this case, the definition of the drifting σt is also
modified accordingly as σpdt := ‖z∗t − z∗t−1‖.
Still assuming that ft is strongly convex, the traditional (un-regularized) Lagrangian function
is not strongly concave in λt and thus no linear convergence results of the form (13) may be
4If gt is µt-strongly convex, we can assume ht is µt-strongly convex without loss of generality since we can add
q(xt) := µt/2‖xt‖2 to ht and subtract q from gt, and calculation of gradients and proximity operators of the new
functions are given by standard formulas [28].
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possible [24], [31] (we notice also that in [31] ft is not strongly convex, but a special structure
of the regularized Lagrangian is assumed). When r > 0, then the regularized Lagrangian in (6)
is a strongly-convex strongly-concave function, and linear convergence results becomes available
for both static [24], [31] and time-varying optimization problems [7]; the price to pay, though,
is tracking of the unique saddle-point of the regularized Lagrangian function, which does not
coincide in general with an optimal primal-dual pair of (1); see, for example, the results in [24].
Sacrificing optimality for convergence is often appropriate in a time-varying setting, since if the
regularization error is small compared to the drift σt and gradient error et, then a time-varying
regularized algorithm would achieve very similar performance as a non-regularized one, with the
added value of linear convergence.
Letting z∗t be the saddle-point of the regularized Lagrangian when r > 0, and focusing first on
the case where gt = 0, the primal-dual operator At : (x,λ) 7→ (∇ht(x),−ct(x)+rλ) is strongly
monotone with strong-monotonicity constant µt = min{µt, r} (i.e., At−µtI , with I the identity,
is monotone), and Lipschitz continuous with a given constant Lpdt whenever ct is convex and
continuously differentiable, and with a Lipschitz continuous gradient (a precise derivation of Lpdt
is available in e.g., [7], [24]). Under these premises, lim supt→+∞ ‖zt− z∗t ‖2 can be bounded as
in (14) with σt replaced by σ
pd
t , e an upper bound on the norm of the error in the computation
of the gradient of both primal and dual steps [7], and qt = [1− 2αµt + (Lpdt )2]
1
2 . Clearly, qt < 1
if α is selected as α < 2µt/(L
pd
t )
2. These results hold also for the case with non-differentiable
function gt and the proximal operator in the primal step, as shown in Eq. (7).
B. Dynamic regret
The dynamic regret is defined as [15], [16], [18], [19]:
Regt :=
t∑
τ=1
ft(xt)−
t∑
τ=1
f∗t (15)
where we recall that f∗t = ft(x∗t ) is in our case the optimal value function obtained by utilizing a
batch algorithm. For strongly convex functions, boundedness of ‖xt − x∗t ‖ implies boundedness
of the instantaneous regret ft(xt)− ft(x∗t ) when ft is Lipschitz continuous uniformly in t (e.g.,
the (sub-)gradient of ft is bounded over the set Xt) [12]; therefore, a recursive application of (12)
gives a bound on the dynamic regret. For the algorithm (3) and its projected gradient counterpart,
it holds that Regt = O(1 +Et + Σt) [12]. If the path length and the cumulative error are linear
in t, no sublinear regret is possible as is confirmed by the lower bounds provided in, e.g., [16].
When the cost function is not strongly convex and the relaxed conditions for linear convergence
explained in e.g, [34] (for example, a quadratic functional growth condition) are not satisfied,
the dynamic regret then becomes a key performance metric. This is also the case for constrained
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problems, when the un-regularized Lagrangian is utilized to design the algorithm (that is, when
i.e., r = 0 in (6)), since even if the cost is strongly convex, the primal-dual operator is monotone
(but not strongly monotone) if r = 0. A number of results in the literature are available for step-
sizes αt ∝ 1/t; here, on the other hand, we recall that we consider regret bounds for algorithms
with a constant step-size since they more naturally fit the time-varying setting. As an example,
consider a smooth cost and set α = 1/L, with Lt ≤ L for all t; then, for an arbitrary “comparator”
wt (i.e., reference for the performance analysis), a bound for the dynamic regret amounts to:
Regt ≤
L
2
(‖x0 −wt‖2 + Σct(wt))+ 12LE′t . (16)
For example, if wt = (1/τ)
∑τ
i=1 x
∗
i , then Σ
c
t(wt) is the diameter of the minimizing sequence.
Other bounds could be derived for approximate first-order information by extending the results
of [16], [19]; they are close in spirit to (16), and they imply that no sublinear regret is achievable if
the metric utilized to capture the time-variability of the problem grows linearly. For completeness,
we refer the reader to the lower bounds in, e.g., [16], [32], and the bounds for primal-dual methods
designed based on the standard Lagrangian function in, e.g., [15] and [7].
IV. DISTRIBUTED COMPUTATION FOR INFORMATION STREAMS
Another key aspect of data streams is that they can be distributed across different locations
and sources. With the increasing sheer amount of data, possibly coupled with privacy concerns,
distributed computation plays a crucial role to ensure that the data points are processed as close as
possible to where they are generated. We focus on two key features and challenges in distributed
time-varying optimization with distributed information streams: (i) step-size conditions; and, (ii)
asynchronicity of the updates. Other aspects (e.g., communication vs. convergence, quantization,
federated architectures) are also important in distributed optimization, in par with standard static
processing; we will comment on these aspects in Section V as part of the outlook.
Step-size conditions and synchronicity of the updates are two key differentiators between
traditional static and online distributed optimization; if not handled properly, they may jeopardize
performance and even convergence of standard distributed algorithms when applied to information
streams. Take, for example, decentralized (sub)-gradient descent (DGD): unless the step-size
vanishes, convergence to the optimizer is not assured. On the other hand, as we discussed, if
the step-size vanishes, then tracking of a time-varying optimizer becomes challenging. When
considering cost functions that change over time, synchronicity becomes an even more important
aspect; in principle, nodes at different locations are required to sample cost functions at the
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same instant, otherwise we would be solving problems that pertain to different time instances at
different nodes (jeopardizing performance at best, convergence at worst)5.
A. Example of time-varying consensus problem
To outline the ideas, consider a simplified version of (1) for a prototypical consensus problem:
h∗t := min
xt∈Rn
N∑
i=1
hi,t(xt) . (17)
Consider N spatially distributed nodes labeled as i = 1, . . . , N , each one with a private cost
hi,t(·), which for simplicity of exposition we consider Lt-smooth and strongly convex. The nodes
can communicate via a communication graph G and we will be looking at algorithms that would
allow the nodes to agree on an optimizer x∗t of (17) at any time t, while communicating only with
their neighboring nodes. In the static setting, where the cost functions hi,t do not change over
time, many algorithms have been developed to solve (17) [26], [27], such as gradient tracking,
exact first-order algorithm (EXTRA), dual averaging, dual decomposition, and ADMM (see,
e.g., [35] and references therein) in addition to DGD. We emphasize that the convergence claims
of [26], [27], [35] are for static optimization; a goal of this section is to highlight challenges
in the design and analysis of distributed algorithms when moving from static optimization to
time-varying optimization. Because of space limitations, we refer the reader to the work [36] for
a comprehensive literature review on several aspects on time-varying distributed optimization, as
well as [37]–[39] for examples of online and time-varying algorithms over networks.
DGD involves copies of the variable x to each node, denoted as yi, and generates the sequence
yi,t =
∑
i∼j
wijyj,t−1 − αtvi,t, t = 1, 2, . . . (18)
where i ∼ j means that the sum is carried over all the neighbors of i and i itself, wij are
non-negative weights (which are often chosen as the relative degree between the nodes), αt is
the step-size, while vi,t is in this case the gradient of hi,t(·) at yi,t−1, i.e., vi,t = ∇xhi,t(yi,t−1),
or a proxy of the gradient as discussed in Section II. In the static setting, even in the strongly
convex and Lt-smooth setting, the sequence {yi,t} can be proven to converge, in the sense that
limt→∞ ‖yi,t−x∗‖, only when the step-size is vanishing:
∑
t αt =∞,
∑
t α
2
t ≤ ∞ (under some
extra but standard and mild assumptions on the communication graph, e.g., connectedness). When
the step-size is constant, then convergence is achieved only within a ball around of the optimizer.
To understand this result, stack the variables yi,t in a vector yt and rewrite the recursion (18) as
5We focus on DGD, instead of distributed methods with possibly superior performance, for its simplicity, its
chronological precedence, and because a number of current methods still employ it in some ways at their core.
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yt = Wyt−1 − αtvt, t = 1, 2, . . . (19)
where now W is the matrix that contains the weights wij , while vt is the vector that contains all
the local gradients. In particular, the matrix I−W has maximum eigenvalue equal to 1, with the
corresponding eigenvector with all entries equal to 1. Then, one can interpret (19) as a standard
gradient algorithm to solve the modified problem
min
yt∈Rn
N∑
i=1
hi,t(yi,t) +
1
2αt
yTt (I−W)yt, (20)
whose optimizer is different from (17) if αt stays constant, showing that then exact convergence
can never be achieved if αt is constant. It is also apparent that synchronicity must be enforced
otherwise it is not clear what objective is being minimized; if the costs were sampled at different
t’s at different nodes, the first term would read
∑N
i=1 hi,ti(yi,t) which is not the original objective.
0 50 100 150 200 250 300
Time index
10 2
10 1
100
101
Tr
ac
ki
ng
er
ro
r:
P ik
y
i,
t
 
x
⇤ tk
/N
Time-varying asynchronous case
DGD with vanishing stepsize
DGD with constant stepsize
EXTRA
Dual decomposition
ADMM
0 50 100 150 200 250 300
Time index
10 2
10 1
100
101
Tr
ac
ki
ng
er
ro
r:
P ik
y
i,
t
 
x
⇤ tk
/N
Time-varying synchronous case
DGD with vanishing stepsize
DGD with constant stepsize
EXTRA
Dual decomposition
ADMM
0 50 100 150 200 250 300
Time index
10 4
10 3
10 2
10 1
100
Tr
ac
ki
ng
er
ro
r:
P ik
y
i,
t
 
x
⇤ tk
/N
Time-invariant case
DGD with vanishing stepsize
DGD with constant stepsize
EXTRA
Dual decomposition
ADMM
T
im
e-invariant!
T
im
e-varyin
g
<latexit sha1_base64="Y1QbW34Du5AL4ELIvDepPFm6U/U=">AAARMXicddjJbttGGAdwJl2SukuU9NgLUTtALzWkXFKgl3iV7cgBbUuyHcswZsihODa3cEabCT5Mn6EP0Wt7zKUoeu1LdCh9Yy4fIyDIDH9/kuKQ84ljGvtcyHb746PHn33+xZdPnn619vU33373rPX8xVBEk8RmAzvyo+SCEsF8HrKB5NJnF3HCSEB9dk7vdnI/n7JE8Cjsy0XMrgMyDrnLbSLVppvWrxsjyeYyCdI+D9jPPJyShJNQZuYo4WNPkiSJZmYloxILHo6zjZvWenuzvfyYuNGBxroBH+vm+bO/R05kTwIWStsnQlx12rG8Tkkiue2zbG00ESwm9h0ZsyvVDEnAxHW6vMrMfKm2OKYbJepfKM3l1vIeKQmEWARUJQMiPVG3fGOTXU2k+8t1ysN4Illor07kTnxTRmY+ZKbDE2ZLf6EaxE64+q6m7ZGE2FIN7NraKGQzOwoCEjrpaCJnPLvqXKejgEbzdEQj38nPaG6sdzayrBrey1KVU0ppupfV1Y6mucPQ5716Qt2JUmKoevWElUS0FLFwQqrrYKVIH0cSEt6VEstuPeMwNRilkOrnmZfVECfjPLP8v36ApS1HQ7gpJNZGCSuHPCJVZsYdlrfqKrnvMPBVu3Zz7N387DbxzV002EeajhD1gNIevkfv9G7vEFmaLERCk0BEl5Y/Rg+JeqSr9+4i2tK0hehM0xmiU02niPqa+oh2NO0g2tO0h+hQ0yGifU37iLY1bSMaaBogOtZ0jOhA0wGioaYhoktNl4guNF3gW2pVb6mVZfUnk8Z5DSR+HqSuOdLd2qGoDQEbCQEhSCgIRRKABEgcEAcJA2H4PC6Qi2gMgmY99UA8JBFIhCQGiZF8APmAJAFJkAgQNBXpHGSOZAIyQTIFmSKZgcyQcBCO5B7kHskCZIFkCwRVALoNguYQ3QFBM5nugqCCSfdA0BSnXRBUnugRCKqx9C3IWyQHIGii0h5ID8kxCJr3q6moBNVkegqCaiA9A0GFk56AnCDpg6CySQ9BUP2jFyCogtD3IO+RnIOcIxmAoLJIL0FQEaNDEFT5KPP9oojlHVyA/NgjRWbVRSnpMVlKrbq4lFRCtDHjML8cWnXx81tN7TanWCy4H4WlK4QNuJIR1Spyqy6uD/XjTT51PF+9qjulA0K/4WrLl9E4IOGkCKg2Lpu8cNXGLsoB0ZCwygmrKRF75WN4TccoJ6zGRDnQ4POSzxs88aIikHfwhObj8k1cdXEpJ0nlcqCPf5PLIbspEZTuTNBwZ+4rN/e+8e7mZ699mYYzqc21GfawBZfp6qPcbX6Ue7UHtPeJB1SdR1SH9WELftXPUo5+7kP9ZtHJ346qC4dbon7v9NLitn68ld4u13f1JVR4qyhSK+B8gVxf1zDii+xhBYZffqMgLvkOemsT7gF8LbVkQb9Pwu0X2m/Yeb9g9MYr3G6hXbwzk8WA5B10aePC807N4yS6LVZbVt7DQzctEraHvoJaogWVBZt6i7xprXfq63/cGL7a7LQ3Oyev1t9sw98Gnho/GD8aPxkd47XxxjgwLGNg2MZvxh/Gn8Zfrd9bH1v/tP5dRR8/gn2+Nyqf1n//A5fdsyM=</latexit><latexit sha1_base64="Y1QbW34Du5AL4ELIvDepPFm6U/U=">AAARMXicddjJbttGGAdwJl2SukuU9NgLUTtALzWkXFKgl3iV7cgBbUuyHcswZsihODa3cEabCT5Mn6EP0Wt7zKUoeu1LdCh9Yy4fIyDIDH9/kuKQ84ljGvtcyHb746PHn33+xZdPnn619vU33373rPX8xVBEk8RmAzvyo+SCEsF8HrKB5NJnF3HCSEB9dk7vdnI/n7JE8Cjsy0XMrgMyDrnLbSLVppvWrxsjyeYyCdI+D9jPPJyShJNQZuYo4WNPkiSJZmYloxILHo6zjZvWenuzvfyYuNGBxroBH+vm+bO/R05kTwIWStsnQlx12rG8Tkkiue2zbG00ESwm9h0ZsyvVDEnAxHW6vMrMfKm2OKYbJepfKM3l1vIeKQmEWARUJQMiPVG3fGOTXU2k+8t1ysN4Illor07kTnxTRmY+ZKbDE2ZLf6EaxE64+q6m7ZGE2FIN7NraKGQzOwoCEjrpaCJnPLvqXKejgEbzdEQj38nPaG6sdzayrBrey1KVU0ppupfV1Y6mucPQ5716Qt2JUmKoevWElUS0FLFwQqrrYKVIH0cSEt6VEstuPeMwNRilkOrnmZfVECfjPLP8v36ApS1HQ7gpJNZGCSuHPCJVZsYdlrfqKrnvMPBVu3Zz7N387DbxzV002EeajhD1gNIevkfv9G7vEFmaLERCk0BEl5Y/Rg+JeqSr9+4i2tK0hehM0xmiU02niPqa+oh2NO0g2tO0h+hQ0yGifU37iLY1bSMaaBogOtZ0jOhA0wGioaYhoktNl4guNF3gW2pVb6mVZfUnk8Z5DSR+HqSuOdLd2qGoDQEbCQEhSCgIRRKABEgcEAcJA2H4PC6Qi2gMgmY99UA8JBFIhCQGiZF8APmAJAFJkAgQNBXpHGSOZAIyQTIFmSKZgcyQcBCO5B7kHskCZIFkCwRVALoNguYQ3QFBM5nugqCCSfdA0BSnXRBUnugRCKqx9C3IWyQHIGii0h5ID8kxCJr3q6moBNVkegqCaiA9A0GFk56AnCDpg6CySQ9BUP2jFyCogtD3IO+RnIOcIxmAoLJIL0FQEaNDEFT5KPP9oojlHVyA/NgjRWbVRSnpMVlKrbq4lFRCtDHjML8cWnXx81tN7TanWCy4H4WlK4QNuJIR1Spyqy6uD/XjTT51PF+9qjulA0K/4WrLl9E4IOGkCKg2Lpu8cNXGLsoB0ZCwygmrKRF75WN4TccoJ6zGRDnQ4POSzxs88aIikHfwhObj8k1cdXEpJ0nlcqCPf5PLIbspEZTuTNBwZ+4rN/e+8e7mZ699mYYzqc21GfawBZfp6qPcbX6Ue7UHtPeJB1SdR1SH9WELftXPUo5+7kP9ZtHJ346qC4dbon7v9NLitn68ld4u13f1JVR4qyhSK+B8gVxf1zDii+xhBYZffqMgLvkOemsT7gF8LbVkQb9Pwu0X2m/Yeb9g9MYr3G6hXbwzk8WA5B10aePC807N4yS6LVZbVt7DQzctEraHvoJaogWVBZt6i7xprXfq63/cGL7a7LQ3Oyev1t9sw98Gnho/GD8aPxkd47XxxjgwLGNg2MZvxh/Gn8Zfrd9bH1v/tP5dRR8/gn2+Nyqf1n//A5fdsyM=</latexit><latexit sha1_base64="Y1QbW34Du5AL4ELIvDepPFm6U/U=">AAARMXicddjJbttGGAdwJl2SukuU9NgLUTtALzWkXFKgl3iV7cgBbUuyHcswZsihODa3cEabCT5Mn6EP0Wt7zKUoeu1LdCh9Yy4fIyDIDH9/kuKQ84ljGvtcyHb746PHn33+xZdPnn619vU33373rPX8xVBEk8RmAzvyo+SCEsF8HrKB5NJnF3HCSEB9dk7vdnI/n7JE8Cjsy0XMrgMyDrnLbSLVppvWrxsjyeYyCdI+D9jPPJyShJNQZuYo4WNPkiSJZmYloxILHo6zjZvWenuzvfyYuNGBxroBH+vm+bO/R05kTwIWStsnQlx12rG8Tkkiue2zbG00ESwm9h0ZsyvVDEnAxHW6vMrMfKm2OKYbJepfKM3l1vIeKQmEWARUJQMiPVG3fGOTXU2k+8t1ysN4Illor07kTnxTRmY+ZKbDE2ZLf6EaxE64+q6m7ZGE2FIN7NraKGQzOwoCEjrpaCJnPLvqXKejgEbzdEQj38nPaG6sdzayrBrey1KVU0ppupfV1Y6mucPQ5716Qt2JUmKoevWElUS0FLFwQqrrYKVIH0cSEt6VEstuPeMwNRilkOrnmZfVECfjPLP8v36ApS1HQ7gpJNZGCSuHPCJVZsYdlrfqKrnvMPBVu3Zz7N387DbxzV002EeajhD1gNIevkfv9G7vEFmaLERCk0BEl5Y/Rg+JeqSr9+4i2tK0hehM0xmiU02niPqa+oh2NO0g2tO0h+hQ0yGifU37iLY1bSMaaBogOtZ0jOhA0wGioaYhoktNl4guNF3gW2pVb6mVZfUnk8Z5DSR+HqSuOdLd2qGoDQEbCQEhSCgIRRKABEgcEAcJA2H4PC6Qi2gMgmY99UA8JBFIhCQGiZF8APmAJAFJkAgQNBXpHGSOZAIyQTIFmSKZgcyQcBCO5B7kHskCZIFkCwRVALoNguYQ3QFBM5nugqCCSfdA0BSnXRBUnugRCKqx9C3IWyQHIGii0h5ID8kxCJr3q6moBNVkegqCaiA9A0GFk56AnCDpg6CySQ9BUP2jFyCogtD3IO+RnIOcIxmAoLJIL0FQEaNDEFT5KPP9oojlHVyA/NgjRWbVRSnpMVlKrbq4lFRCtDHjML8cWnXx81tN7TanWCy4H4WlK4QNuJIR1Spyqy6uD/XjTT51PF+9qjulA0K/4WrLl9E4IOGkCKg2Lpu8cNXGLsoB0ZCwygmrKRF75WN4TccoJ6zGRDnQ4POSzxs88aIikHfwhObj8k1cdXEpJ0nlcqCPf5PLIbspEZTuTNBwZ+4rN/e+8e7mZ699mYYzqc21GfawBZfp6qPcbX6Ue7UHtPeJB1SdR1SH9WELftXPUo5+7kP9ZtHJ346qC4dbon7v9NLitn68ld4u13f1JVR4qyhSK+B8gVxf1zDii+xhBYZffqMgLvkOemsT7gF8LbVkQb9Pwu0X2m/Yeb9g9MYr3G6hXbwzk8WA5B10aePC807N4yS6LVZbVt7DQzctEraHvoJaogWVBZt6i7xprXfq63/cGL7a7LQ3Oyev1t9sw98Gnho/GD8aPxkd47XxxjgwLGNg2MZvxh/Gn8Zfrd9bH1v/tP5dRR8/gn2+Nyqf1n//A5fdsyM=</latexit><latexit sha1_base64="Y1QbW34Du5AL4ELIvDepPFm6U/U=">AAARMXicddjJbttGGAdwJl2SukuU9NgLUTtALzWkXFKgl3iV7cgBbUuyHcswZsihODa3cEabCT5Mn6EP0Wt7zKUoeu1LdCh9Yy4fIyDIDH9/kuKQ84ljGvtcyHb746PHn33+xZdPnn619vU33373rPX8xVBEk8RmAzvyo+SCEsF8HrKB5NJnF3HCSEB9dk7vdnI/n7JE8Cjsy0XMrgMyDrnLbSLVppvWrxsjyeYyCdI+D9jPPJyShJNQZuYo4WNPkiSJZmYloxILHo6zjZvWenuzvfyYuNGBxroBH+vm+bO/R05kTwIWStsnQlx12rG8Tkkiue2zbG00ESwm9h0ZsyvVDEnAxHW6vMrMfKm2OKYbJepfKM3l1vIeKQmEWARUJQMiPVG3fGOTXU2k+8t1ysN4Illor07kTnxTRmY+ZKbDE2ZLf6EaxE64+q6m7ZGE2FIN7NraKGQzOwoCEjrpaCJnPLvqXKejgEbzdEQj38nPaG6sdzayrBrey1KVU0ppupfV1Y6mucPQ5716Qt2JUmKoevWElUS0FLFwQqrrYKVIH0cSEt6VEstuPeMwNRilkOrnmZfVECfjPLP8v36ApS1HQ7gpJNZGCSuHPCJVZsYdlrfqKrnvMPBVu3Zz7N387DbxzV002EeajhD1gNIevkfv9G7vEFmaLERCk0BEl5Y/Rg+JeqSr9+4i2tK0hehM0xmiU02niPqa+oh2NO0g2tO0h+hQ0yGifU37iLY1bSMaaBogOtZ0jOhA0wGioaYhoktNl4guNF3gW2pVb6mVZfUnk8Z5DSR+HqSuOdLd2qGoDQEbCQEhSCgIRRKABEgcEAcJA2H4PC6Qi2gMgmY99UA8JBFIhCQGiZF8APmAJAFJkAgQNBXpHGSOZAIyQTIFmSKZgcyQcBCO5B7kHskCZIFkCwRVALoNguYQ3QFBM5nugqCCSfdA0BSnXRBUnugRCKqx9C3IWyQHIGii0h5ID8kxCJr3q6moBNVkegqCaiA9A0GFk56AnCDpg6CySQ9BUP2jFyCogtD3IO+RnIOcIxmAoLJIL0FQEaNDEFT5KPP9oojlHVyA/NgjRWbVRSnpMVlKrbq4lFRCtDHjML8cWnXx81tN7TanWCy4H4WlK4QNuJIR1Spyqy6uD/XjTT51PF+9qjulA0K/4WrLl9E4IOGkCKg2Lpu8cNXGLsoB0ZCwygmrKRF75WN4TccoJ6zGRDnQ4POSzxs88aIikHfwhObj8k1cdXEpJ0nlcqCPf5PLIbspEZTuTNBwZ+4rN/e+8e7mZ699mYYzqc21GfawBZfp6qPcbX6Ue7UHtPeJB1SdR1SH9WELftXPUo5+7kP9ZtHJ346qC4dbon7v9NLitn68ld4u13f1JVR4qyhSK+B8gVxf1zDii+xhBYZffqMgLvkOemsT7gF8LbVkQb9Pwu0X2m/Yeb9g9MYr3G6hXbwzk8WA5B10aePC807N4yS6LVZbVt7DQzctEraHvoJaogWVBZt6i7xprXfq63/cGL7a7LQ3Oyev1t9sw98Gnho/GD8aPxkd47XxxjgwLGNg2MZvxh/Gn8Zfrd9bH1v/tP5dRR8/gn2+Nyqf1n//A5fdsyM=</latexit>
Asynchronous Synchronous
<latexit sha1_base64="uKOGH0MxSvvqNjixDKgXi yevrW8=">AAARLXicddjLbttGFAZgJr2l7iVKu+yGqB2gK0PKJl3GV9mOHNC2JNuxDGOGHIq0eQtnKMkm+Ch9h j5Et+2yiwJFtn2NDqUz5pCHERBkht9PUhxyjjimSeBz0e3+8+TpZ59/8eVXz75e++bb775/3nnxw5jHWWqzkR0 HcXpBCWeBH7GR8EXALpKUkZAG7Jze7ZR+PmMp9+NoKO4Tdh2SaeS7vk2E3HTTeb0xEWwh0jDf4veR7aVxFGe8M CcBcwVJ03huqsCZ5hs3nfXuZnf5MXGjB411Az7WzYvnHydObGchi4QdEM6vet1EXOckFb4dsGJtknGWEPuOTNm VbEYkZPw6X15hYb6UWxzTjVP5LxLmcqu+R05Czu9DKpMhER5vWrmxza4y4f56nftRkgkW2asTuVlgitgsh8t0/ JTZIriXDWKnvvyupu2RlNhCDura2iRiczsOQxI5+SQTc7+46l3nk5DGi3xC48Apz2hurPc2iqIe3itymZNKab5 XNNWOZ6XDyJe9ZmJGUi0xlr1mwkpjqkUsnBDyOpgWGeJISqI7LbHsNjMOk4OhhWS/zLysh3wyLTPL/5sHWNpyN LibQ2JtkjI95BEhM3PfYWWrqcIPHAa+ajdujr1bnt0mgbmLBvtI0RGiAVA+wPfondrtHSJLkYWIK+KI6NLKx+g x0Yz01d59RFuKthCdKTpDdKroFNFQ0RDRjqIdRHuK9hAdKjpEtK9oH9G2om1EI0UjRMeKjhEdKDpANFY0RnSp6 BLRhaILfEut+i21iqL5ZNKkrIEkKIPUNSeq2zgUtSFgIyEgBAkFoUhCkBCJA+IgYSAMn8cFchFNQdCspx6IhyQ GiZEkIAmSDyAfkKQgKRIOgqYiXYAskGQgGZIZyAzJHGSOxAfxkTyAPCC5B7lHsgWCKgDdBkFziO6AoJlMd0FQw aR7IGiK0z4IKk/0CATVWPoW5C2SAxA0UekAZIDkGATN+9VUlIJqMj0FQTWQnoGgwklPQE6QDEFQ2aSHIKj+0Q sQVEHoe5D3SM5BzpGMQFBZpJcgqIjRMQiqfJQFQVXEyg4uQEHikSqz6qKU8JjQUqsuLiW1EG3NOCzQQ6sufn7r qd32FEu4H8SRdoWwAVcyIltVbtXF9aF5vOxTxwvka7qjHRD6LVerX0brgERZFZBtXDb9ymUbO9cDvCVh6QmrLZ F4+jG8tmPoCas1oQdafKH5osVTL64CZQdPaH+q38RVF5dyktYuB/r4N1kP2W2JULszYcudeajd3IfWu1uevfFl Ws4kNzdm2OMWXKbrj3K//VEeNB7QwSceUHkeXh/Wxy34Vb/IffRzH6k3i175dlRfONwS+Xunlha3zeOt9Ha5vm suoaJbSbFc/ZaL4+a6hpGAF48rMPzyG4eJ5jvorY27B/C15JIF/T5xd1jpsGXn/YrRGy93+5X28c5MVANSdtCl TSsvOw1P0vi2Wm1ZZQ8P3axK2B76CnKJFtYWbPIt8qaz3muu/3Fj/Gqz193snbxaf7MNfxt4Zvxk/Gz8YvSM18 Yb48CwjJFhG78Zfxh/Gn91fu/83fm383EVffoE9vnRqH06//0P57Sx+w==</latexit><latexit sha1_base64="uKOGH0MxSvvqNjixDKgXi yevrW8=">AAARLXicddjLbttGFAZgJr2l7iVKu+yGqB2gK0PKJl3GV9mOHNC2JNuxDGOGHIq0eQtnKMkm+Ch9h j5Et+2yiwJFtn2NDqUz5pCHERBkht9PUhxyjjimSeBz0e3+8+TpZ59/8eVXz75e++bb775/3nnxw5jHWWqzkR0 HcXpBCWeBH7GR8EXALpKUkZAG7Jze7ZR+PmMp9+NoKO4Tdh2SaeS7vk2E3HTTeb0xEWwh0jDf4veR7aVxFGe8M CcBcwVJ03huqsCZ5hs3nfXuZnf5MXGjB411Az7WzYvnHydObGchi4QdEM6vet1EXOckFb4dsGJtknGWEPuOTNm VbEYkZPw6X15hYb6UWxzTjVP5LxLmcqu+R05Czu9DKpMhER5vWrmxza4y4f56nftRkgkW2asTuVlgitgsh8t0/ JTZIriXDWKnvvyupu2RlNhCDura2iRiczsOQxI5+SQTc7+46l3nk5DGi3xC48Apz2hurPc2iqIe3itymZNKab5 XNNWOZ6XDyJe9ZmJGUi0xlr1mwkpjqkUsnBDyOpgWGeJISqI7LbHsNjMOk4OhhWS/zLysh3wyLTPL/5sHWNpyN LibQ2JtkjI95BEhM3PfYWWrqcIPHAa+ajdujr1bnt0mgbmLBvtI0RGiAVA+wPfondrtHSJLkYWIK+KI6NLKx+g x0Yz01d59RFuKthCdKTpDdKroFNFQ0RDRjqIdRHuK9hAdKjpEtK9oH9G2om1EI0UjRMeKjhEdKDpANFY0RnSp6 BLRhaILfEut+i21iqL5ZNKkrIEkKIPUNSeq2zgUtSFgIyEgBAkFoUhCkBCJA+IgYSAMn8cFchFNQdCspx6IhyQ GiZEkIAmSDyAfkKQgKRIOgqYiXYAskGQgGZIZyAzJHGSOxAfxkTyAPCC5B7lHsgWCKgDdBkFziO6AoJlMd0FQw aR7IGiK0z4IKk/0CATVWPoW5C2SAxA0UekAZIDkGATN+9VUlIJqMj0FQTWQnoGgwklPQE6QDEFQ2aSHIKj+0Q sQVEHoe5D3SM5BzpGMQFBZpJcgqIjRMQiqfJQFQVXEyg4uQEHikSqz6qKU8JjQUqsuLiW1EG3NOCzQQ6sufn7r qd32FEu4H8SRdoWwAVcyIltVbtXF9aF5vOxTxwvka7qjHRD6LVerX0brgERZFZBtXDb9ymUbO9cDvCVh6QmrLZ F4+jG8tmPoCas1oQdafKH5osVTL64CZQdPaH+q38RVF5dyktYuB/r4N1kP2W2JULszYcudeajd3IfWu1uevfFl Ws4kNzdm2OMWXKbrj3K//VEeNB7QwSceUHkeXh/Wxy34Vb/IffRzH6k3i175dlRfONwS+Xunlha3zeOt9Ha5vm suoaJbSbFc/ZaL4+a6hpGAF48rMPzyG4eJ5jvorY27B/C15JIF/T5xd1jpsGXn/YrRGy93+5X28c5MVANSdtCl TSsvOw1P0vi2Wm1ZZQ8P3axK2B76CnKJFtYWbPIt8qaz3muu/3Fj/Gqz193snbxaf7MNfxt4Zvxk/Gz8YvSM18 Yb48CwjJFhG78Zfxh/Gn91fu/83fm383EVffoE9vnRqH06//0P57Sx+w==</latexit><latexit sha1_base64="uKOGH0MxSvvqNjixDKgXi yevrW8=">AAARLXicddjLbttGFAZgJr2l7iVKu+yGqB2gK0PKJl3GV9mOHNC2JNuxDGOGHIq0eQtnKMkm+Ch9h j5Et+2yiwJFtn2NDqUz5pCHERBkht9PUhxyjjimSeBz0e3+8+TpZ59/8eVXz75e++bb775/3nnxw5jHWWqzkR0 HcXpBCWeBH7GR8EXALpKUkZAG7Jze7ZR+PmMp9+NoKO4Tdh2SaeS7vk2E3HTTeb0xEWwh0jDf4veR7aVxFGe8M CcBcwVJ03huqsCZ5hs3nfXuZnf5MXGjB411Az7WzYvnHydObGchi4QdEM6vet1EXOckFb4dsGJtknGWEPuOTNm VbEYkZPw6X15hYb6UWxzTjVP5LxLmcqu+R05Czu9DKpMhER5vWrmxza4y4f56nftRkgkW2asTuVlgitgsh8t0/ JTZIriXDWKnvvyupu2RlNhCDura2iRiczsOQxI5+SQTc7+46l3nk5DGi3xC48Apz2hurPc2iqIe3itymZNKab5 XNNWOZ6XDyJe9ZmJGUi0xlr1mwkpjqkUsnBDyOpgWGeJISqI7LbHsNjMOk4OhhWS/zLysh3wyLTPL/5sHWNpyN LibQ2JtkjI95BEhM3PfYWWrqcIPHAa+ajdujr1bnt0mgbmLBvtI0RGiAVA+wPfondrtHSJLkYWIK+KI6NLKx+g x0Yz01d59RFuKthCdKTpDdKroFNFQ0RDRjqIdRHuK9hAdKjpEtK9oH9G2om1EI0UjRMeKjhEdKDpANFY0RnSp6 BLRhaILfEut+i21iqL5ZNKkrIEkKIPUNSeq2zgUtSFgIyEgBAkFoUhCkBCJA+IgYSAMn8cFchFNQdCspx6IhyQ GiZEkIAmSDyAfkKQgKRIOgqYiXYAskGQgGZIZyAzJHGSOxAfxkTyAPCC5B7lHsgWCKgDdBkFziO6AoJlMd0FQw aR7IGiK0z4IKk/0CATVWPoW5C2SAxA0UekAZIDkGATN+9VUlIJqMj0FQTWQnoGgwklPQE6QDEFQ2aSHIKj+0Q sQVEHoe5D3SM5BzpGMQFBZpJcgqIjRMQiqfJQFQVXEyg4uQEHikSqz6qKU8JjQUqsuLiW1EG3NOCzQQ6sufn7r qd32FEu4H8SRdoWwAVcyIltVbtXF9aF5vOxTxwvka7qjHRD6LVerX0brgERZFZBtXDb9ymUbO9cDvCVh6QmrLZ F4+jG8tmPoCas1oQdafKH5osVTL64CZQdPaH+q38RVF5dyktYuB/r4N1kP2W2JULszYcudeajd3IfWu1uevfFl Ws4kNzdm2OMWXKbrj3K//VEeNB7QwSceUHkeXh/Wxy34Vb/IffRzH6k3i175dlRfONwS+Xunlha3zeOt9Ha5vm suoaJbSbFc/ZaL4+a6hpGAF48rMPzyG4eJ5jvorY27B/C15JIF/T5xd1jpsGXn/YrRGy93+5X28c5MVANSdtCl TSsvOw1P0vi2Wm1ZZQ8P3axK2B76CnKJFtYWbPIt8qaz3muu/3Fj/Gqz193snbxaf7MNfxt4Zvxk/Gz8YvSM18 Yb48CwjJFhG78Zfxh/Gn91fu/83fm383EVffoE9vnRqH06//0P57Sx+w==</latexit><latexit sha1_base64="uKOGH0MxSvvqNjixDKgXi yevrW8=">AAARLXicddjLbttGFAZgJr2l7iVKu+yGqB2gK0PKJl3GV9mOHNC2JNuxDGOGHIq0eQtnKMkm+Ch9h j5Et+2yiwJFtn2NDqUz5pCHERBkht9PUhxyjjimSeBz0e3+8+TpZ59/8eVXz75e++bb775/3nnxw5jHWWqzkR0 HcXpBCWeBH7GR8EXALpKUkZAG7Jze7ZR+PmMp9+NoKO4Tdh2SaeS7vk2E3HTTeb0xEWwh0jDf4veR7aVxFGe8M CcBcwVJ03huqsCZ5hs3nfXuZnf5MXGjB411Az7WzYvnHydObGchi4QdEM6vet1EXOckFb4dsGJtknGWEPuOTNm VbEYkZPw6X15hYb6UWxzTjVP5LxLmcqu+R05Czu9DKpMhER5vWrmxza4y4f56nftRkgkW2asTuVlgitgsh8t0/ JTZIriXDWKnvvyupu2RlNhCDura2iRiczsOQxI5+SQTc7+46l3nk5DGi3xC48Apz2hurPc2iqIe3itymZNKab5 XNNWOZ6XDyJe9ZmJGUi0xlr1mwkpjqkUsnBDyOpgWGeJISqI7LbHsNjMOk4OhhWS/zLysh3wyLTPL/5sHWNpyN LibQ2JtkjI95BEhM3PfYWWrqcIPHAa+ajdujr1bnt0mgbmLBvtI0RGiAVA+wPfondrtHSJLkYWIK+KI6NLKx+g x0Yz01d59RFuKthCdKTpDdKroFNFQ0RDRjqIdRHuK9hAdKjpEtK9oH9G2om1EI0UjRMeKjhEdKDpANFY0RnSp6 BLRhaILfEut+i21iqL5ZNKkrIEkKIPUNSeq2zgUtSFgIyEgBAkFoUhCkBCJA+IgYSAMn8cFchFNQdCspx6IhyQ GiZEkIAmSDyAfkKQgKRIOgqYiXYAskGQgGZIZyAzJHGSOxAfxkTyAPCC5B7lHsgWCKgDdBkFziO6AoJlMd0FQw aR7IGiK0z4IKk/0CATVWPoW5C2SAxA0UekAZIDkGATN+9VUlIJqMj0FQTWQnoGgwklPQE6QDEFQ2aSHIKj+0Q sQVEHoe5D3SM5BzpGMQFBZpJcgqIjRMQiqfJQFQVXEyg4uQEHikSqz6qKU8JjQUqsuLiW1EG3NOCzQQ6sufn7r qd32FEu4H8SRdoWwAVcyIltVbtXF9aF5vOxTxwvka7qjHRD6LVerX0brgERZFZBtXDb9ymUbO9cDvCVh6QmrLZ F4+jG8tmPoCas1oQdafKH5osVTL64CZQdPaH+q38RVF5dyktYuB/r4N1kP2W2JULszYcudeajd3IfWu1uevfFl Ws4kNzdm2OMWXKbrj3K//VEeNB7QwSceUHkeXh/Wxy34Vb/IffRzH6k3i175dlRfONwS+Xunlha3zeOt9Ha5vm suoaJbSbFc/ZaL4+a6hpGAF48rMPzyG4eJ5jvorY27B/C15JIF/T5xd1jpsGXn/YrRGy93+5X28c5MVANSdtCl TSsvOw1P0vi2Wm1ZZQ8P3axK2B76CnKJFtYWbPIt8qaz3muu/3Fj/Gqz193snbxaf7MNfxt4Zvxk/Gz8YvSM18 Yb48CwjJFhG78Zfxh/Gn91fu/83fm383EVffoE9vnRqH06//0P57Sx+w==</latexit>
Network connectivity
<latexit sha1_base64="xsBLT8z61/HhWPZMfMp+CZ BF8r8=">AAACzHicbVHLbtNAFJ2YVzGvFJbdWESVWEVxqQTLFliwoSoSaSvFUTQzvklGmYc1c902Gs2CDf/AF7C Fz+FvGDuWIC1XsnR87mvOPaySwuFo9LuX3Ll77/6DnYfpo8dPnj7r7z4/c6a2HMbcSGMvGHUghYYxCpRwUVmgi kk4Z6v3Tf78EqwTRn/BdQVTRRdazAWnGKlZf69AuEZ/Anhl7CrjRmvgKC4FrsOsPxgNR21kt0HegQHp4nS22/te lIbXCjRySZ2b5KMKp55aFFxCSIvaQUX5ii5gEqGmCtzUtypCth+ZMpsbGz+NWcv+2+Gpcm6tWKxUFJfuZq4h/5e b1Dh/O/VCVzWC5ptF81pmaLLmJFkpbNQs1xFQbkV8a8aX1FKO8XDpftF2eqRyNVOxwLiwTS6BlrEypGmh4Yobpa gufcHYnCoh18EXjaC42pRCL/w4tP+bpGfMyDIU0cH4hoYP21MaexgLk3zq/44c5CGWfYB4ZAufouBjWS0pA/RF I5/Fhrimm+1V8LoxM79p3W1wdjDMXw8PPh8Ojt51tu6QPfKSvCI5eUOOyEdySsaEk6/kB/lJfiUnCSY+CZvSpNf 1vCBbkXz7Ax2257A=</latexit>
Fig. 6. Numerical simulations for a time-varying optimization problem solved in a distributed way. Top left: the
communication graph consisting of 20 nodes; Top right: tracking error in the time-invariant case; Bottom right: tracking
error in the time-varying synchronous case; Bottom left: tracking error in the time-varying asynchronous case.
In Figure 6, we illustrate the average tracking error
∑
i ‖yi,t − x∗t ‖/N for a time-varying
problem defined over N = 20 nodes (connectivity shown in upper left corner). The optimiza-
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tion problem is strongly convex and strongly smooth uniformly in time, and it has the form
minxt∈R
∑N
i=1
1
2‖xt −A cos(ωt+ ϕi − bt)‖2 + log(1 + exp(xt − ai)), where {ai} and {ϕi} are
drawn i.i.d. from uniform probability distribution of support [−10, 10] and [0, 2pi), respectively,
while A = 2.5, ω = pi/80. We study the performance of DGD with vanishing step-size (α = 1/t),
DGD with constant step-size, EXTRA, dual decomposition on the adjacency matrix of the
graph, and distributed ADMM. Note that in this setting, the latter three methods have linear
convergence in the static setting, and the latter two converge to an error bound in the time-
varying setting [25], [40]. In the static setting (i.e., ω = b = 0), EXTRA, dual decomposition,
and ADMM maintain their theoretical promises and converge linearly. DGD with vanishing step-
size converge slower, while DGD with constant step-size converge to an error bound. When we
consider a time-varying setting, DGD with vanishing step-size diverges, while the other methods
converge to an error bound as expected. Note that even if EXTRA has not been shown to converge
in the time-varying setting, it is expected to do so, since it is linearly converging in the static
setting. Having better performance in static setting does not clearly predict better performance
in the time-varying setting: for example, it seems that dual decomposition does much better in
the time-varying scenario, while in the static setting it is worse than EXTRA and ADMM.
Finally, the lower left corner of Fig. 6 illustrates the case where we introduce asynchronicity
in the sampling of the cost function (in this case nodes can sample functions asynchronously up
to 10 time instances in the past, meaning that each node has an hi,ti , with ti randomly generated
and 0 ≤ t − ti ≤ 10). The error is higher for all the algorithms, but it seems that DGD with
constant step-size is the most robust. This is striking since DGD with constant step-size is the
worst performing algorithm in the static setting, and shows once more that results in a static
scenario cannot be easily translated into time-varying settings.
V. OUTLOOK
Streams of heterogeneous and spatially distributed data impose significant communication and
computational strains on existing algorithmic solutions. Deploying hardware with more powerful
computational means is simply not a viable choice in many applications, and communication con-
straints still create severe bottlenecks in massively distributed settings. Time-varying optimization
is rapidly emerging as an attractive solution. This article emphasizes that we must revisit key
design principles for batch optimization to enable an online processing of data without losing
information or optimization capabilities.
Figure 7 lists a number of key open questions in the time-varying optimization domain. For
example, motivated by the representative results in Figure 1, we expect research efforts to explore
the feasibility of accelerated methods in time-varying settings, along with efforts to characterize
19
● Proximal Gradient Method
○ Projected Gradient Method
● Primal-dual Method
● Dual Method
● ADMM
● Online asynchronous algorithms
● Online accelerated algorithms
● Online nonconvex optimization
● Time-varying communication graphs
● Prediction-correction methods
● Power and energy
● Transportation systems
● Autonomous vehicles
● Internet of Things (IoT)
● Robotics
● Communication systems
Existing robust time-varying algorithms Challenges and opportunities Application domains
Fig. 7. Outlook for analytical tools and application domains
the performance of time-varying accelerated methods. Based on our discussion in Section IV,
we also expect lines of research dealing with performance analysis of asynchronous time-varying
algorithms, possibly operating with dynamic communications graphs. Lastly, while the present
paper focuses on time-varying convex programs, we point out that a number of key research
problems pertain to the development of approximate online algorithms for time-varying nonconvex
problems. This is driven by emerging applications such IoT and connected vehicles. Figure 7
also lists a number of application domains beyond the ML and SP areas.
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