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Abstract. For a given labelled transition system (LTS), synthesis is
the task to find an unlabelled Petri net with an isomorphic reachabil-
ity graph. Even when just demanding an embedding into a reachability
graph instead of an isomorphism, a solution is not guaranteed. In such
a case, label splitting is an option, i.e. relabelling edges of the LTS such
that differently labelled edges remain different. With an appropriate la-
bel splitting, we can always obtain a solution for the synthesis or embed-
ding problem. Using the label splitting, we can construct a labelled Petri
net with the intended bahaviour (e.g. embedding the given LTS in its
reachability graph). As the labelled Petri net can have a large number
of transitions, an optimisation may be desired, limiting the number of
labels produced by the label splitting. We show that such a limitation
will turn the problem from being solvable in polynomial time into an
NP-complete problem.
Keywords: Labelled Transition Systems, Petri Nets, System Synthesis, Regions,
Label Splitting, NP-Completeness.
1 Introduction
There are two general approaches to investigate the behaviour of Petri nets
[16,14]. Analysis is used to construct a variety of descriptions from sets of fir-
ing sequences [10] to event structures [15]. One of the most common forms for
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⋆⋆ Supported by DFG (German Research Foundation) through grant Be 1267/16-1
ASYST (Algorithms for Synthesis and Pre-Synthesis Based on Petri Net Structure
Theory).
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Fig. 1. Left: The sequence abbaa is embedded in this LTS, which is the reachability
graph of an unlabelled Petri net. Right: An LTS that cannot be embedded into the
reachability graph of any unlabelled Petri net, as every reachability graph will identify
the states s2 and s5 due to ab and ba producing the same marking.
describing the sequential behaviour is the reachability graph, containing the
reachable markings as states together with edges denoting transitions that fire
to reach one marking from another. In the reverse direction, i.e. synthesis, we
try to build an unlabelled Petri net that behaves like a given specification, e.g.
a labelled transition system (LTS). In Process Mining [1], this can be used to
find a small model covering a large set of observable behaviours. While all those
behaviours must be allowed by the model, exact synthesis is often difficult to
achieve. E.g., there is no unlabelled Petri net that produces the sequence abbaa
and nothing else. We might overapproximate the behaviour by the LTS shown
on the left of Fig. 1, which can be synthesised into an unlabelled Petri net and
embeds the sequence abbaa, but this approach is not always possible. The right
LTS of Fig. 1 is not embedded in any reachability graph. As ab and ba have the
same effect in any Petri net, the states s2 and s5 represent the same marking
and will necessarily be identified in its reachability graph. Identifying the two
states leads to additional behaviour, i.e. abb and baa.
As an alternative, we may split the label a into a and a′, relabel e.g. abbaa to
a′bbaa, and find a Petri net for the new sequence a′bbaa. With a labelling function
a, a′ 7→ a and b 7→ b we obtain a labelled Petri net with the sought behaviour.
Label splitting [7,6,13,17], as indicated above, may lead to large Petri nets with as
many transitions as there are edges in the LTS. We hope to avoid this by allowing
over-approximations of behaviour, i.e. embeddings into reachability graphs, as
well as by optimising the label splitting itself by limiting the number of newly
introduced labels. Essentially, we are interested in the following problem:
For a given LTS, is there a label splitting producing at most n
different labels such that the relabelled LTS is embedded in the
reachability graph of some (arbitrary) unlabelled Petri net?
or equivalently
Can we find an arbitrary, labelled Petri net with at most n transi-
tions such that a given LTS is embedded in its reachability graph?
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An optimal solution can be determined by incrementing n (starting at the alpha-
bet size of the LTS) until the problem is solved. While, in general, synthesis and
finding an embedding can be done in polynomial time using Region theory [9,2],
we will show that finding an appropriate label splitting solving our problem is
already NP-complete.
In the next section, we introduce the basic concepts around labelled transition
systems and Petri nets as well as label splitting and a short description of synthe-
sis. We also show that the state separation property of Region theory, requiring
different Petri net markings for different states in the LTS, is equivalent to the
existence of a reachability graph embedding the LTS. Section 3 formalises our
label splitting problem, shows membership in NP, and provides the construction
necessary to prove its NP-hardness. The construction is a generic LTS, consisting
of six rather independent parts, the first four of which are auxiliary in nature. We
take a closer look at these in Section 4 and explain how region values (i.e. mark-
ing changes) of labels are determined. In Section 5 we show that our construction
is a polynomial-time reduction, which proves the NP-completeness. Finally, we
give a summary and an outlook in Section 6.
2 Basic concepts
Definition 1. LTS
A labelled transition system (LTS) with initial state is a tuple TS = (S,Σ,E, s0)
with nodes S (a countable set of states), edge labels Σ (a finite set of letters),
edges E ⊆ (S × Σ × S), and an initial state s0 ∈ S. An edge (s, t, s
′) ∈ E may
be written as s[t〉s′. A walk σ ∈ Σ∗ from s to s′, written as s[σ〉s′, is given
inductively by s = s′ for the empty word σ = ε and by ∃s′′ ∈ S: s[w〉s′′[t〉s′ for
σ = wt with w ∈ Σ∗ and t ∈ Σ. A walk s[σ〉s′ is a cycle if and only if s = s′.
The Parikh vector P(σ) : Σ → Z of a word σ ∈ Σ∗ maps each letter t ∈ Σ to its
number of occurrences in σ, it will often be written as an element of the group
spanned by Σ. The neutral element is written as 0 and comparisons are done
componentwise. We map to Z here instead of N to be able to extend the notion
of a Parikh vector later and to handle differences of Parikh vectors more easily.
A spanning tree Θ of TS is a set of edges Θ ⊆ E such that for every s ∈ S
there is a unique walk from s0 to s using edges in Θ only. This implies that
Θ is cycle-free. A walk in Θ is a walk that uses edges in Θ only (and not any
of E\Θ). Edges in E\Θ are called chords. The Parikh vector of a state s in a
spanning tree Θ is PΘ(s) = P(σ) where s0[σ〉s is the unique walk in Θ. The
Parikh vector of an edge s[t〉s′ in TS is PΘ(s[t〉s
′) = PΘ(s) + 1t − PΘ(s
′),
see Fig. 2 for an example. Note that Parikh vectors of edges in Θ always
evaluate to zero; for chords the Parikh vector may even contain negative val-
ues. For a chord s[t〉s′, s and s′ have a latest common predecessor r in E,
t′, t′′ ∈ T with t′ 6= t′′, σ, σ′ ∈ T ∗ with two walks r[t′σ〉s[t〉s′ and r[t′′σ′〉s′ in Θ.
These two walks form a cycle in the LTS’ underlying undirected graph, called
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Fig. 2. Two LTS (all solid and dashed edges count) with spanning trees Θ (solid edges
only), the left spanning tree being unique, in the middle we have a choice between
the edges s1[b〉s3 and s2[a〉s3 for Θ. States s2, s3, s4, and s7 have Parikh vectors
PΘ(s2) = 1b, PΘ(s3) = 1a + 1b, PΘ(s4) = 2b, and PΘ(s7) = 1a + 3b. This yields
PΘ(s2[a〉s3) = PΘ(s2) + 1a − PΘ(s3) = 0 and PΘ(s7[c〉s4) = PΘ(s7) + 1c− PΘ(s4) =
1a + 1b + 1c for the chords s2[a〉s3 and s7[c〉s4 in the middle LTS. The other chords
s5[c〉s2 and s3[c〉s0 yield the same result as s7[c〉s4. The cycle base Γ contains the only
non-zero Parikh vector of a chord, 1a + 1b + 1c. The Petri net on the right can be
synthesised from the middle LTS, which in turn embeds the LTS on the left, making it
PN-embeddable. The left LTS is not PN-synthesisable due to unsolvable ESSPs (s2, a)
and (s4, a).
a generalised cycle, with the Parikh vector the same as the chord’s, PΘ(s) +
1t − PΘ(s
′). The Parikh vector of a walk s1[t1〉s2 . . . sn[tn〉sn+1 is defined as
PΘ(s1[t1 . . . tn〉sn+1) =
∑n
i=1 PΘ(si[ti〉si+1). Obviously, PΘ(s1[t1 . . . tn〉sn+1) =
PΘ(s1)+P(t1 . . . tn)−PΘ(sn+1). If the walk is a cycle (with s1 = sn+1), we thus
find P(t1 . . . tn) =
∑n
i=1 PΘ(si[ti〉si+1) where all non-zero Parikh vectors in the
sum stem from chords. The set {PΘ(s[t〉s
′) | (s, t, s′) ∈ E\Θ} is then a generator
for all Parikh vectors of cycles (the latter being linear combinations of its ele-
ments). By simple linear algebra, we can compute a basis from this generator.
This cycle base Γ contains at most |Γ | ≤ |Σ| different Parikh vectors.
An LTS TS = (S,Σ,E, s0) is finite if S is finite and it is deterministic if s[t〉s
′ ∧
s[t〉s′′ implies s′ = s′′ for all s ∈ S and t ∈ Σ. We call TS reachable if for every
state s ∈ S exists some σ ∈ Σ∗ with s0[σ〉s. Reachability implies the existence
of a spanning tree. Two labelled transition systems TS1 = (S1, Σ1, E1, s01) and
TS2 = (S2, Σ2, E2, s02) are isomorphic if Σ1 = Σ2 and there is a bijection
ζ : S1 → S2 with ζ(s01) = s02 and (s, t, s
′) ∈ E1 ⇔ (ζ(s), t, ζ(s
′)) ∈ E2, for all
s, s′ ∈ S1. TS1 can be embedded into TS2 if Σ1 ⊆ Σ2 and there is an injection
ζ : S1 → S2 with s 6= s
′ implies ζ(s) 6= ζ(s′), such that ζ(s01) = s02 and
(s, t, s′) ∈ E1 ⇒ (ζ(s), t, ζ(s
′)) ∈ E2 for all s, s
′ ∈ S1. 1
Figure 2 shows an LTS an the left that can be embedded into the LTS in the
middle but is not isomorphic to it (due to s5 and three additional edges). All
shown edges, whether solid or dashed, belong to the LTS in question. The solid
edges present a spanning tree of the LTS.
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Definition 2. Petri nets
An (initially marked) Petri net is denoted as N = (P, T,W,M0) where P is
a finite set of places, T is a finite set of transitions, W is the weight function
W : ((P × T ) ∪ (T × P )) → N specifying the arc weights, and M0 is the initial
marking (where a marking is a mapping M : P → N, indicating the number of
tokens in each place). A transition t ∈ T is enabled at a marking M , denoted
by M [t〉, if ∀p ∈ P : M(p) ≥ W (p, t). Firing t leads from M to M ′, denoted by
M [t〉M ′, if M [t〉 and M ′(p) =M(p)−W (p, t) +W (t, p). This can be extended,
by induction as usual, to M [σ〉M ′ for words σ ∈ T ∗, and [M〉 = {M ′ | ∃σ ∈
T ∗ : M [σ〉M ′} denotes the set of markings reachable from M . The reachability
graph RG(N) of a Petri net N is the labelled transition system with the set of
nodes [M0〉, initial state M0, label set T , and set of edges {(M, t,M
′) |M,M ′ ∈
[M0〉 ∧M [t〉M
′}.
If a labelled transition system TS is isomorphic to the reachability graph RG(N)
of a Petri net N we say that N PN-solves (or simply solves) TS or that TS is
synthesisable (to N). If TS can be embedded into RG(N), we say that N over-
approximates TS or that TS is PN-embeddable (into N), and write TS EN .
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The LTS in the middle of Figure 2 is synthesisable to the Petri net on the right,
which can easily be seen by playing the token game, e.g. state s1 corresponds
to the marking with one token on the upper left place and three on the lower
one, which can be obtained by firing a. The synthesisability of the middle LTS
implies that the left LTS is PN-embeddable into this Petri net via the embedding
between the two LTS. If an LTS is not synthesisable or embeddable to any Petri
net, we might opt to modify the LTS. One way to do this is label splitting.
Definition 3. Label Splitting
Let TS = (S,Σ,E, s0) be an LTS. A label splitting for TS is a quadruple
(Σ′, E′, ̺, ϕ) of a finite alphabet Σ′ ⊇ Σ, a set E′ ⊆ S × Σ′ × S, a surjec-
tive mapping ̺ : Σ′ → Σ, and a bijection ϕ : E′ → E such that ϕ((s, t, s′) ∈
E′) = (s, ̺(t), s′) ∈ E. The result of the label splitting (Σ′, E′, ̺, ϕ) is the LTS
(S,Σ′, E′, s0).
The label splitting (Σ′, E′, ̺, ϕ) is called optimal for TS = (S,Σ,E, s0) if (S, Σ
′,
E′, s0) is PN-embeddable (to an arbitrary Petri net) and every label splitting
(Σ′′, E′′, ̺′, ϕ′) with a PN-embeddable LTS (S,Σ′′, E′′, s0) yields |Σ
′| ≤ |Σ′′|.
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If an LTS (S,Σ,E, s0) is synthesisable or embeddable, an optimal label splitting
is (Σ,E, id, id). This is the case for the two LTS in Fig. 2. For the right LTS
in Fig. 1 (written as (S = {s0, . . . , s6}, Σ = {a, b}, E, s0)), which is not PN-
embeddable, it is necessary to make the Parikh vectors of the paths s0[ab〉s2 and
s0[ba〉s5 distinguishable. One optimal label splitting would be ({a, b, c}, E
′, ̺, ϕ)
with ̺(a) = ̺(c) = a, ̺(b) = b, E′ = {(s0, c, s1), (s1, b, s2), (s2, a, s3), (s0, b, s4),
5
(s4, a, s5), (s5, b, s6)}, ϕ((s, t, s
′)) = (s, t, s′) for s, s′ ∈ S, t ∈ {a, b}, and ϕ((s0, c,
s1)) = (s0, ̺(c), s1) = (s0, a, s1). Optimality of a label splitting leads to an
over-approximating Petri net with a minimal number of transitions, in this case,
three. The situation can become much more complicated when the LTS contains
cycles.
Definition 4. Synthesis [2]
A region r = (R,B, F ) of an LTS (S,Σ,E, s0) consists of three functions R:
S → N, B: Σ → N, and F : Σ → N such that for all edges s[t〉s′ in the LTS
we have R(s) ≥ B(t) and R(s′) = R(s) − B(t) + F (t). The difference E(t) =
F (t)−B(t) is called the effect of the label t. The defining conditions of a region
mimic the firing rule of Petri nets and make regions essentially equivalent to
places, i.e. a place p can be defined from r via M0(p) = R(s0), W (p, t) = B(t),
and W (t, p) = F (t) for all t ∈ Σ. When a Petri net is constructed from a set
of regions of a reachable LTS, this implies a uniquely defined marking M(s) for
each state s with M(s)(p) = M0(p) +
∑
t∈Σ P(σ)(t) · (W (t, p)−W (p, t)) for an
arbitrary walk s0[σ〉s.
The construction of a Petri net N = (P, T,W,M0) with one place in P for
each region of the LTS guarantees s[t〉 ⇒ M(s)[t〉, but has three issues: (1)
P might become infinite, (2) M may not be injective, and (3) M(s)[t〉 ⇒ s[t〉
need not hold. Failing (2) means that there are states s, s′ ∈ S with s 6= s′
that are identified in RG(N) (leading to non-isomorphism). A state separation
problem (SSP) is a pair (s, s′) ∈ S × S with s 6= s′. A region r solves an SSP
(s, s′) if R(s) 6= R(s′) (and thus M(s) 6= M(s′)).3 Failing (3) results in an
edge M(s)[t〉 in RG(N) but not in the LTS, ¬s[t〉. An event/state separation
problem (ESSP) is a pair (s, t) ∈ S × Σ with ¬s[t〉. A region r solves an ESSP
(s, t) if R(s) < B(t) (and thus ¬M(s)[t〉).4 The set of all separation problems,
{(s, s′) ∈ S × S | s 6= s′} ∪ {(s, t) ∈ S × Σ | ¬s[t〉}, is finite for finite LTS, and
finding a solution for every separation problem solves all three issues, making
the synthesis successful with RG(N) isomorphic to the finite LTS. 4
SSPs and ESSPs can be written as linear inequality systems over variables F ≥ 0,
B ≥ 0, and R(s0) ≥ 0. These systems are generally polynomial in the size of the
LTS, see e.g. [5,18].
If the LTS is finite, the linear inequality systems are also finite, and we may
employ standard means, e.g. an ILP- or SMT-solver [8], to solve them. If an LTS
is not reachable, it is not structurally isomorphic to a reachability graph, i.e. no
Petri net solving it exists. The LTS may still be embeddable, but possibly into
3 An example for an SSP in Fig. 2 (both LTS) is (s3, s7). Any region r = (R,B, F )
with E(b) 6= 0 solves this SSP, as this implies R(s3) = R(s0) + E(a) + E(b) 6=
R(s0) + E(a) + 3E(b) = R(s7). We might choose R(s0) = 0, E(a) = 1 = E(b), and
E(c) = −2, for example, to obtain R(s3) = 2 6= 4 = R(s7).
4 The left LTS of Fig. 2 has two unsolvable ESSPs, but ESSPs will not be important
in this paper.
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Fig. 3. The LTS with unreachable states on the left can be embedded into the other two
LTS, which are both synthesisable. The unique markingM for the left LTS (as far as it
can be derived) must distinguish each pair of states, especially the states s1 and s2, and
determines the effect of a asM(s3)−M(s1). Then,M(s0) = M(s1)−(M(s3)−M(s1))
must be different fromM(s0) = M(s2)−(M(s3)−M(s1)), showing thatM(s0) needs
different values in the middle and right LTS. This contradicts the uniqueness of M for
the left LTS, i.e. we cannot distinguish the states in the left LTS without knowing how
they will be embedded
many different reachability graphs. Depending on how the unreachable parts of
the LTS will be connected after the embedding, states must be mapped to other
markings, so we may not be able to find a unique marking M(s) for every state
s, see Fig. 3 for an example. For these reasons, we assume all LTS to be finite
and reachable in the remainder of this paper.
If we just aim at embedding an LTS into a Petri net, dealing with ESSPs is not
necessary. For elementary net systems this is already known [2]. For arbitrary
Petri nets a similar result can be derived.
Lemma 1. Embedding and SSP
Let TS = (S,Σ,E, s0) be a finite, reachable LTS. TS is PN-embeddable if and
only if every SSP (s, s′) (with s, s′ ∈ S, s 6= s′) is solvable.
Proof: ⇒: Let (s, s′) be an SSP and let N = (P, T,W,M0) be a Petri net
with TS E N by an injective morphism ζ : S → [M0〉. If s 6= s
′, we also have
ζ(s) 6= ζ(s′), i.e. there is a place p ∈ P with ζ(s)(p) 6= ζ(s′)(p). We find a region
r = (R,B, F ) for RG(N) with R(s0) = M0(p) and ∀t ∈ T : B(t) = W (p, t) and
F (t) = W (t, p) such that R(ζ(s)) 6= R(ζ(s′)). As ζ is a morphism, (ζ ◦R,B, F )
is a region for TS. Thus, the SSP (s, s′) is solved by the region (ζ ◦R,B, F ).
⇐: Assume all SSPs (s, s′) are solvable. Each solution forms a region r =
(R,B, F ), giving rise to a place p ∈ P with M0(p) = R(s0), W (p, t) = B(t),
and W (t, p) = F (t) for all t ∈ Σ. Construct a Petri net N = (P,Σ,W,M0)
with all these places. For every state s ∈ S, we then obtain the uniquely de-
fined markingM(s) withM(s)(p) =M0(p)+
∑
t∈Σ P(σ)(t) · (W (t, p)−W (p, t))
for every place p and walk s0[σ〉s in TS. M is obviously injective, as two dif-
ferent states s and s′ are distinguished at least by the region solving the SSP
(s, s′) and the place p constructed from it. Let (s, t, s′) ∈ E, so M(s)(p) =
M0(p) +
∑
t∈Σ PΘ(s)(t) · (W (t, p)−W (p, t)) = R(s0) +
∑
t∈Σ PΘ(s)(t) · E(t) =
R(s0)+E
T ·PΘ(s) = R(s) ≥ B(t) and alsoM(s
′)(p) = R(s′) = R(s)+E(t) by the
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definition of the region r = (R,B, F ) corresponding with p. Thus,M(s)[t〉M(s′)
in RG(N) and with M(s0) =M0 we conclude that M is an injective morphism
embedding TS in RG(N), i.e. TS EN . 1
3 A Reduction for Near-Optimal Label Splittings
For finding an optimal label splitting, we must determine the minimal number
of labels required to make an LTS PN-embeddable, i.e. solve an optimisation
problem. If we turn this number into an input parameter of our problem, we can
convert the latter into a decision problem:
Definition 5. A Decision Problem
Let TS = (S,Σ,E, s0) be a finite, reachable LTS and q ∈ N a number. The
near-optimal label splitting problem (TS, q) is the question whether there exists
a label splitting (Σ′, E′, ̺, ϕ) with |Σ′| ≤ q such that TS′ = (S,Σ′, E′, s0) is
PN-embeddable, i.e. all SSPs in it are solvable (cf. Lemma 1). 5
If the decision problem is decidable, the optimisation problem is also decidable
with only polynomial overhead. Take TS and check for |Σ| ≤ q ≤ |E| whether
(TS, q) can be positively decided, starting with q = |Σ| and incrementing. When
we get a positive answer (which must happen with q = |E| at the latest), we
have found an optimal label splitting. We need to make at most |E| − |Σ| + 1
decisions, a number polynomial in the size of TS.
Theorem 1. Near-optimal Label Splitting is in NP
For finite, reachable LTS TS = (S,Σ,E, s0) and q ∈ N, the near-optimal label
splitting problem (TS, q) is in NP.
Proof: Guess Σ′ with |Σ′| ≤ q and mappings ̺ and ϕ for a label splitting
(Σ′, E′, ̺, ϕ). This takes O(q+ |E|) time, which is polynomial in the size of TS.
To check if the guess is correct, the at most |S|2 SSPs of TS need to be solved
according to Lemma 1. An SSP is represented by an inequality system polyno-
mial in the size of TS, which in turn can be solved by Karmarkar’s algorithm5
in polynomial time [12]. 1
We now want to show that such a near-optimal label splitting is also NP-hard.
5 Karmarkar’s algorithm finds a rational solution of an inequality system (if it exists)
in O(|S|3.5 · L2 · logL · log logL) time with L = |S| · |Σ′| · log |c|, where c is the
largest coefficient. Our inequality systems do not contain constant terms, allowing
for multiplication with the common denominator to find an integer solution. The
inequality system for an SSP contains one true inequality relation ( 6=), which can be
avoided to apply Karmarkar’s algorithm by solving two separate systems, replacing 6=
by < and >. Alternatively, dual systems without 6= may be solved in the rationals [5].
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Theorem 2. Near-optimal Label Splitting is NP-hard
For finite, reachable LTS TS = (S,Σ,E, s0) and q ∈ N, the near-optimal label
splitting problem (TS, q) is NP-hard.
To prove this theorem, we construct a polynomial-time reduction from some
NP-complete problem to our problem. There are various NP-complete problems
on graphs known, but even when edge labels occur in such problems, they are
typically cost functions and the optimisation problem usually is to minimise
the cost for some walk. A direct translation to markings and regions does not
look easy, especially since we need to distinguish markings for an SSP and not
minimise them. We chose to start our reduction at the problem of subset sums
instead, which allows us to construct our own graph rather freely:
Definition 6. NP-Complete Subset Sum Problem [11]6
Decide for n ∈ N, b ∈ N 6=0, and C = {c1, . . . , cn} ⊆ N 6=0, whether there is an
index set I ⊆ {1, . . . , n} such that
∑
i∈I ci = b. 6
We make a reduction from the subset sum problem to our near-optimal label
splitting problem. For an input (n, b, {c1, . . . , cn}) of a subset sum problem we
determine two parameters: the unique k ∈ N such that 2k ≤ 1+2b+2
∑n
i=1 ci <
2k+1 and q = 2n+ k + 11. With the parameter k, we construct the LTS shown
in Fig. 4. The value q is the parameter for the label splitting problem.
4 Units and Region Values
Let us assume a fixed subset sum problem with constructed parameters k, q,
and the LTS TS = (S,Σ,E, s0) from Fig. 4. At the initial state s0, there are
six edges with labels hi (1 ≤ i ≤ 6). Everything following such an edge hi (but
without the hi-edge) will be called the strand hi. The strand h1 defines a unit
u0 and some multiples, in the following sense:
Lemma 2. Units
Let TS′ be any reachable LTS embedding the strand h1 of TS in Fig. 4. Let
r = (R,B, F ) be a region of TS′ and let s[v〉s′ by any walk in TS′ with v ∈
{u0, u1, . . . , uk}
∗. Then, E(v) = R(s′)−R(s) =
∑k
i=0 P(v)(ui) · 2
i · E(u0).
6 This problem is called Knapsack in [11] and defined with Z instead of N 6=0, but
the construction for the NP-hardness proof produces non-negative numbers only.
Without loss of generality, we may even assume that all ci and b are non-zero. If
some ci is zero, it can simply be excluded from C, and if b = 0 the problem is trivially
solvable (and we can replace it e.g. with n = 1, c1 = 2, b = 2).
9
s0
h1
u0 u0 u1 u1 u2 u2 uk−1 uk−1
u1 u2 u3 uk
h2
u(1 + 2b+ 2
∑
ci) o
(n+ 1 times)
o
O
o
h3
u(
∑
ci)
α
h4
u(2b)
β
h5
u(c1) u(c2) u(cn)
γ1
γ1
γ2
γ2
γn
γn
h6
o α o γ1 o γ2 o γn O
β
Fig. 4. The LTS constructed for a subset sum problem (n, b, {c1, . . . , cn}) consists of six
strands starting with h1, . . . , h6. The strands do not interact, they are only connected
by the fact that the same label must have the same effect (on a potential marking) even
in different strands. A term u(x) denotes a binary encoding of some x ∈ N where each
bit with value 2j (0 ≤ j ≤ k) is expressed by the presence or absence of uj in the word
u(x). The value of k is chosen (just) high enough such that for every occurring value x
we get some valid binary encoding u(x). Dotted lines denote a canonical enumeration
(up to k or n or n + 1), dashed lines, together with the edges before and after them,
denote a sequence of edges inscribed with some u(x). The first four strands are auxiliary,
they define units of measurement ui, assert distances via o and O, and allow to express
the two values
∑
i∈I ci and b to be compared for the subset sum problem via α and β.
The strand h5 will force the selection of some ci for an index set I and strand h6 will
assert the correct choice for the index set I , guaranteeing
∑
i∈I ci = b
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Proof: Let us name the states of strand h1 as si, s
′
i for 1 ≤ i ≤ k with a last state
sk+1 such that si[ui〉si+1 (the lower, curved edges) and si[ui−1〉s
′
i[ui−1〉si+1 (the
upper edges) for 1 ≤ i ≤ k. Clearly, E(u0) = F (u0) − B(u0) = R(s
′
1) − R(s1).
By definition of a region, edges with the same label have the same effect, e.g.
R(s2)−R(s
′
1) = E(u0). Thus, R(s2)−R(s1) = 2E(u0) = E(u1) as s1[u1〉s2, so u1
has the effect 2E(u0). The same reasoning for s2[u1〉s
′
2[u1〉s3 and s2[u2〉s3 yields
the effect 4E(u0) for u2. Recursively, we obtain 2
i·E(u0) as the effect E(ui). As the
effects are added up over a walk, E(v) = R(s′)−R(s) =
∑k
i=0 P(v)(ui)·2
i ·E(u0).
2
We define now a function allowing us to compute the effect on region values for
most edges in TS.
Definition 7. Unit Mapping
Let x ∈ N with x < 2k+1. Let x =
∑k
i=0mi · 2
i with mi ∈ {0, 1} be a binary
encoding of x. Define u(x) = xk . . . x1x0 ∈ {u0, . . . , uk}
∗ to be the word with
xi = ui if mi = 1 and xi = ε if mi = 0. 7
As an example, u(25) = u4u3u0 since 25 is written 11001 as a binary number.
When we annotate a combination of an edge, a dashed line, and another edge
in TS by a word u(x), this shall denote a sequence of states and edges where
the edges have the letters of u(x) as labels. This occurs once in each strand h2,
h3, and h4 (with u(1 + 2b + 2
∑n
i=0 ci), u(
∑n
i=1 ci), and u(2b) as inscription,
respectively), as well as n times in the strand h5 (with u(ci) for 1 ≤ i ≤ n). We
can now determine the effects on region values for most of the functional labels
occurring in TS.
Lemma 3. Region Values
Let TS′ be any reachable LTS embedding the strands h1 through h4 of TS in
Fig. 4. Let r = (R,B, F ) be a region of TS′ and E(u0) be the effect of u0. Then,
E(α) =
∑n
i=1 ci · E(u0), E(β) = 2b · E(u0), E(o) = (1 + 2b + 2
∑n
i=1 ci) · E(u0),
and E(O) = −(n+ 1) · E(o).
Proof: As walks between the same two states yield the same effect on the region
value, the first part of strand h2 enforces directly E(o) = (1+2b+2
∑n
i=1 ci)·E(u0)
when applying Definition 7 and Lemma 2. The remaining parts of the lemma
are derived analogously. 3
Let us try to determine the region effect of the labels γi in strand h5 now. We
find that there are pairs of γi forming cycles (asserting E(γi) = 0) and γi can also
be expressed in units, yielding E(u0) = 0. This collapses our choice of regions
and makes any pair of states from the same strand indistinguishable. The only
remedy is to relabel one of the γi’s:
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Lemma 4. Required Label Splitting for γi
Let s, s′ ∈ S be two states in strand h5 of TS such that s[γi〉s
′[γi〉s is fulfilled
for some i ∈ N. Then, the SSP (s, s′) is unsolvable. The only way to make this
SSP solvable is to relabel one of the two γi-edges via label splitting.
Proof: The lower γi-label in strand h5 lets us determine E(γi) = ci ·E(u0), while
the upper γi-label yields E(γi)+ci ·E(u0) = 0 due to the cycle via u(ci). The only
solution for both equations is E(γi) = E(u0) = 0 (since we assumed ci 6= 0 in
the beginning). So, in every region r = (R,B, F ) of TS, R(s′) = R(s) +E(γi) =
R(s), i.e. the two states cannot be distinguished. Therefore, the SSP (s, s′) is
unsolvable.
Since no other edges are involved in the cycle s[γiγi〉s, the SSP (s, s
′) can only
become solvable by relabelling one (or both) of these two edges, giving the edges
different labels. The only way to relabel an edge is via a label splitting. Re-
labelling exactly one of the two γi-edges in strand h5 to a new label γi will
potentially allow regions with E(γi) 6= 0 6= E(u0). 4
5 Proving the polynomial-time reduction
Let us count the number of different labels in TS, i.e. the alphabet size. We have
k + 1 labels ui, n labels γi, and one each of: α, β, o, O, h1, h2, h3, h4, h5, h6.
Summing these up, we come to |Σ| = n+k+11. We will show now the following
statements:
1. The construction of TS can be done in polynomial time.
2. If a label splitting applied to TS introduces less than q = 2n+ k+11 labels,
some SSP instances will be unsolvable. To be more precise, each label γi
(1 ≤ i ≤ n) needs a new, “opposite” label γi. This also means that all other
labels must remain “unsplit”, as we are not allowed to have more than q
labels.
3. There is at least one label splitting with exactly q labels making all SSPs
solvable if and only if the corresponding subset sum problem has a solution.
This will show that our construction is a polynomial-time reduction, concluding
the proof of Theorem 2.
Lemma 5. Polynomial-Time Construction
The construction of TS can be done in polynomial time (of the size of the input
subset sum problem (n, b, {c1, . . . , cn})).
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Proof: Note first that the value of numbers occurring in the input, i.e. b and the
ci, can be exponentially larger than the size of the input in its binary encoding.
The function u : N→ {u0, . . . , uk}
∗ can be directly applied to the binary encod-
ing of the input and uses only linear time. Using this function in the strands h2
to h6 reduces the values b and ci to a logarithmic number of states and edges,
matching it with the size of the input. The parameter k is logarithmic in the
value 1+ 2b+2
∑n
i=1 ci, which is the largest occurring number.
7Strands h2 and
h6 contain sequences of states and edges of length O(n), this can be matched
with the n coefficients ci of the input. Overall, TS has a size linear in the input
and can be constructed in polynomial time. 5
We now take a look at the conditions a label splitting must fulfill to make SSPs
solvable. We partition the SSPs into three sets, pairs of states in strand h6, pairs
in one of the other five strands, and pairs from different strands (including the
initial state). We start with the latter case.
Lemma 6. Inter-strand SSPs are always Solvable
Let s, s′ ∈ S be two states that do not lie in the same strand of TS. Let TS′ be
the result of some label splitting of TS. Then, the SSP (s, s′) is solvable in TS′.
Proof: Since the events hi each appear only once in TS, we can without loss of
generality assume that they still appear in TS′ and were not split/renamed. We
define a region r = (R,B, F ) that assigns R(s′′) = i to all states s′′ in strand
hi and R(s0) = 0. This already determines R and guarantees that SSP (s, s
′)
is solved. To extend this into a region, it suffices to set B(t) = 0 for all t, F is
F (hi) = i for i = 1, . . . , 6, and F (t) = 0 otherwise.
r satisfies the requirements of a region, because B(t) = 0 ≤ R(s) ∈ N for all t
and s, and the only events with non-zero effect each appear on a single edge and
satisfy R(s′) = R(s) + E(t), thus this holds for all s[t〉s′. 6
Lemma 7. Effects in Strand Five
Let TS′ be the result of some label splitting of TS that relabels exactly one in-
stance of each γi in strand h5 and nothing else. Let r = (R,B, F ) be a region
of TS′ and E(u0) be the effect of u0. Then, E(γi) = ci · E(u0) if the upper edge
with label γi was relabelled and otherwise E(γi) = −ci · E(u0).
Proof: Assume that the upper edge was relabelled. Then there are two walks
s[u(ci)〉s
′ and s[γi〉s
′ in strand five. These two walks must have the same effect,
so E(γi) = E(u(ci)) = ci · E(u0) when applying Definition 7 and Lemma 2.
In the other case, there is a cycle s[u(ci)γi〉s, thus E(γi) = −E(u(ci)) = −ci ·
E(u0). 7
7 For all occurring u(x) in TS, x is less or equal to this value.
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Lemma 8. SSPs in the First Five Strands
Let TS′ be the result of some label splitting of TS that relabels exactly one in-
stance of each γi in strand h5 and nothing else. Assume a region r = (R,B, F )
of TS′ with E(u0) 6= 0. For every pair (s, s
′) of states with s 6= s′ inside one of
the strands hi with 1 ≤ i ≤ 5 we obtain R(s) 6= R(s
′).
Proof: Since s and s′ are in the same strand, there is a walk v ∈ {u0, . . . , uk, o}
∗
(cf. Fig. 4 and Definition 7) with either s[v〉s′ or s′[v〉s. W.l.o.g. assume s[v〉s′.
We compute R(s′) = R(s)+E(v) where the effect of each letter in {u0, . . . , uk, o}
is a positive multiple of E(u0) (see Lemma 2 and 3). Thus, we find somem ∈ N 6=0
with R(s′) = R(s) +m · E(u0) and due to E(u0) 6= 0, also R(s) 6= R(s
′) is true.
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Lemma 9. SSPs in the Strand h6
Let TS′ be the result of some label splitting of TS that relabels exactly one in-
stance of each γi in strand h5 and nothing else. Assume a region r = (R,B, F )
of TS′ with E(u0) 6= 0. For every pair of states (s, s
′) with s 6= s′ inside the
strand h6 we get R(s) 6= R(s
′).
Proof: Without loss of generality, assume that E(u0) > 0 (otherwise negate all
values to obtain a region “−r”). Note that E(o) > 2E(α)+E(β) by Lemma 3, as
well as E(o) > 2E(γi) for 1 ≤ i ≤ n by Lemma 7. In any walk s1[x〉s2[o〉s3[y〉s4
with x, y ∈ {α, γ1, . . . , γn}, the difference R(s3) − R(s2) = E(o) is so big that
all four states must have pairwise different region values, with R(s3) and R(s4)
being greater than both R(s1) and R(s2). The same holds with s2[β〉s1 and
s2[o〉s3[α〉s4 and also for the case s4[γn〉s3[O〉s2 and s1[β〉s2 where E(O) <
−E(o). If we order the states of strand h6 into pairs connected by an edge label
from {α, β, γ1, . . . , γn}, the pair at β has the lowest region values, and the values
increase through the α and γ1 pairs up to the states adjacent to γn. The two
states inside a pair also have different values since E(u0) 6= 0 (see Lemmas 3
and 7). 9
To be a region, a triple of mappings r = (R,B, F ) must fulfill the two conditions
R(s) ≥ B(t) and R(s′) = R(s)−B(t)+F (t) for every edge s[t〉s′. If R(s) < B(t)
for some s[t〉, we can determine c := B(t) − R(s) and modify the mappings to
r′ = (R+ c, B, F ). The new triple r′ distinguishes the same pairs of states as r,
so it solves the same SSPs. We can easily see that the second condition holds in
the first five strands if E satisfies the requirements of Lemmas 2, 3, and 7.
Lemma 10. u0 provides Region Effects in the First Five Strands
Take only the first five strands of TS, apply a label splitting that relabels exactly
one instance of each γi in strand h5 (and nothing else), and call the resulting
LTS TS′. Let E be a mapping E : Σ → Z that fulfills the equations given in
Lemma 2, 3, and 7. There is a region (R,B, F ) of TS′ such that F −B = E.
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Proof: Assume an arbitrary, fixed spanning tree of TS′. Remember that this
assigns a unique walk s0[σs〉s to each state s. Define R(s0) = max{0}∪{−E(σs) |
s ∈ S} and extend this via R(s) = R(s0) + E(σs) to all states. The choice of
R(s0) guarantees R(s) ≥ 0 for all states. Next, define F (t) = E(t) and B(t) = 0
for all t with E(t) ≥ 0, and F (t) = 0 and B(t) = −E(t) otherwise. We can now
see that (R,B, F ) is a region, i.e. that for all s[t〉s′ we have R(s) ≥ B(t) and
R(s′) = R(s) + E(t). Both conditions follow trivially for edges in the spanning
tree. Assume s[t〉s′ to be a chord. Every chord completes a (generalised) cycle,
therefore the effects defined via such cycles in Lemmas 2, 3, and 7 ensure R(s′) =
R(s) + E(t). 10
As a consequence, all SSPs becoming solvable depends on only two points now:
That we use a label splitting that relabels one of each γi for 1 ≤ i ≤ n in strand
h5 and that the two walks in strand h6 from the leftmost to the rightmost state
have the same region effect, i.e. that the (generalised) cycle formed by these two
walks has effect zero. We will see next that this is equivalent to finding a solution
to the subset sum problem.
Theorem 3. Subset Sum Solution is Equivalent to Solvable SSPs
Let S = (n, b, {c1, . . . , cn}) be a subset sum problem and TS (with the computed
k ∈ N) be the LTS constructed from it as per Figure 4. S has a solution if and
only if there is a PN-embeddable LTS TS′ (i.e. all SSPs are solvable) resulting
from TS by a label splitting with at most q = 2n+ k + 11 labels.
Proof: Let I be an index set of our subset sum problem S (not necessarily a
solution, though). Define a label splitting (Σ′, E′, ̺, ϕ) with Σ′ = Σ ∪ {γi | 1 ≤
i ≤ n}, ̺(t) = t for t ∈ Σ, and ̺(γi) = γi for 1 ≤ i ≤ n. Relabel in strand h5
of TS the upper γi to γi if i ∈ I, and relabel the lower γi to γi if i /∈ I. Note
how this changes the region effect of γi: If i ∈ I, E(γi) = ci · E(u0), and if i /∈ I,
then E(γi) = −ci · E(u0) (see Lemma 7). The relabelled LTS has now exactly
q = 2n+ k + 11 different labels.
Let us take a look at the strand h6 now. The upper walk from the leftmost
to the rightmost state contains exactly n + 1 o’s and one O. By Lemma 3,
E(O) = −(n+ 1) · E(o), thus the region effects of these labels cancel each other
out. The remaining effect of the upper walk is then E(αγ1 . . . γn) with E(α) =∑n
i=1 ci · E(u0). Therefore, if E(γi) = −ci · E(u0) it will cancel out the ci · E(u0)
in E(α), while a positive E(γi) = ci ·E(u0) will double the effect. Overall, we get
E(αγ1 . . . γn) = 2
∑
i∈I ci · E(u0).
If I is a solution of the subset sum problem, we have
∑
i∈I ci = b and we obtain
E(αγ1 . . . γn) = 2
∑
i∈I ci · E(u0) = 2b · E(u0) = E(β). By defining E(u0) = 1
and E(hi) = 0 and extending this to a mapping Σ → Z via the requirements
from Lemma 2 (for ui), Lemma 3 (for α, β, o, and O), and Lemma 7 (for γi),
the preconditions of Lemma 10 are fulfilled. This provides us with a region r
for our effects E. For strand h6, we can derive the effect of s[β〉s
′ via the upper
chain of edges as R(s′) = R(s) +E(αγ1 . . . γn) = R(s) +E(β) as required. Thus,
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r = (R,B, F ) is a region with E(u0) 6= 0, and according to the Lemmas 8, and 9
it solves all SSPs inside of the same strand. SSPs between strands are always
solvable by Lemma 6. We conclude that the LTS is PN-embeddable.
Assume for the other direction that we find a label splitting with at most q =
2n+ k + 11 different labels that leads to a PN-embeddable, relabelled LTS, i.e.
all SSPs are solvable. Any label splitting yielding less than q different labels
has a guaranteed unsolvable SSP by Lemma 4. Therefore, the alphabet size is
exactly q, which means that one of each pair of γi has been relabelled, and
nothing else.8 Thus, we have used a label splitting as constructed in the first
paragraph of this proof, which stems from some arbitrary index set I. Let s, s′
be the first two states in strand h1, with s[u0〉s
′. There is a region r = (R,B, F )
with R(s′) − R(s) = E(u0) 6= 0 solving the SSP (s, s
′). Strand h2 provides
again E(O) = −(n + 1) · E(o), so that in strand h6 we find 2
∑
i∈I ci · E(u0) =
E(αγ1 . . . γn) = E(β) = 2b · E(u0). Dividing by 2E(u0) we get
∑
i∈I ci = b,
therefore the index set I is a solution of the subset sum problem. 3
6 Concluding remarks
Synthesising a small model like a Petri net from a large LTS or a set of observable
processes can be done in more than one way. For Process Mining [1], Badouel and
Schlachter [3] have constructed an incremental over-approximation algorithm.
This allows behaviour that has not been observed essentially by adding edges
to the LTS. Carmona [7] introduced a heuristic label splitting algorithm that
can relabel a finite LTS to make it the reachability graph of a Petri net. For
neither of the two approaches the time complexity is known. Both could well be
exponential. A first polynomial-time label splitting algorithm has been shown
in [19], but it will not always generate optimal results.
In this paper, we have investigated a case where both over-approximation (by
embedding into a Petri net reachability graph) and label splitting are allowed
in the synthesis procedure. Finding a Petri net with a minimal alphabet size or
even only limiting the alphabet size makes this problem NP-complete, therefore
a small model is not easily obtainable. The NP-completeness proof could be
modified in certain ways, e.g. we can ask whether the removal of a certain number
of edges (instead of label splitting) can make an LTS embeddable into a Petri net
reachability graph. This leads to a model with a fault tolerance, i.e. a few desired
behaviours may be missing and additional ones will exist at the same time. A
problem instance would be (TS, n), where n edges may be removed from an LTS
TS to make it PN-embeddable. The construction for our reduction remains the
same, but we would need to remove one of each pair of γi-edges in strand h5
now to allow for a solution (instead of relabelling them). The remainder of the
proof will stay the same, so this problem is also NP-complete.
8 We exclude simple renamings without loss of generality.
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We believe that label splitting aiming at exact synthesis, making the LTS iso-
morphic to a Petri net reachability graph, should not be easier than embedding,
since the exact synthesis additionally demands all ESSPs to be solvable. We have
no proof for this conjecture, though. In our construction, a label x in any of the
six strands of TS has the effect E(x) = m · E(u0) for some m ∈ N and the unit
label u0. If an edge s[x〉s
′ occurs, the solvability of all ESSPs demands that also
s[um0 〉s
′ must be possible. Here, m has essentially the same size as the parameter
values of the input, a subset sum problem. As the subset sum problem can be
written in a binary encoding, our constructed LTS TS with m u0-edges will be
exponential in the size of the input. Therefore, our construction cannot be done
in polynomial time anymore.
Finally, observe that the embebbing problem for unlabelled Petri nets is a special
case of our problem, where the parameter q for an input instance (TS, q) must
be set so that no label splitting can occur. Our reduction only works for trivial
instances of the subset sum problem in this case, and indeed the unlabelled
embedding problem is a subproblem of the exact synthesis problem for unlabelled
nets, solvable with a polynomial-time algorithm.
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