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tain outliers and influential observations. The outliers can have dramatic e 
on the results of an analysis and on the conclusions based on them. 
therefore important for the data analyst to be able to identify outliers, 
Bhclh attention has ‘been paid in the literature during the last two decades to 
the problem of assessing the influence of observations on the 1 
estimates in linear regression modek; see, for example, the books 
al. [3], Cook and. Weisberg [5], Atkinson [2], and Chatterjee and 
contrast, only a few articles (e.g. Refs. [B 3,16,8,9,15] ) have been d 
problem of assessing the idhence of observations on the maximum l~~e~i~o~~ 
esknates of the center and scatter matrix of multkariate &tit. This pa 
proposes some diagnostic measures for multivariate data. 
Let X be an n x p matrix whose rows are observations independently chwn 
from a population with mean vector p and finite covariance matrix C. Let xi be 
the transpose of the ith row of %. The sample mean vector and smple co- 
variance matrix are 
These are often used as estimators of j4 and C, respectively, and appear as 
inputs to further data analysis, such as principal components analysis, factor 
analysis, etc. 
In large samples a (1 - a) 100% confidence region for j4 is given by 
~(~-~)Tt-‘(~-/i)<F(l -a;p,n-p), (1) 
where F(I - a;~,~1 -p) is the B - 01 percentile of the F distribufion with p and 
n - p degrees of freedom. The region in Eq. (1) is an ellipsoid whose center is fi 
and whose shape, orientation, and volume are determined by 2 and 
F(1 - x;p,n -0). 
It is known that b, 2 , and hence the confidence ellipsoid in Eq. (1) are 
sensitive to small perturbations in the data. That is, one or few observations 
can exert an undue influence on these estimates. To assess the influence of the 
ith observation on fi, one may use the Mahalanobis distance of &), where FCi, is 
the estimate of p when the ith observation is omitted, 
Thus MD&,) can be thought of as the distance between the center of the 
ellipsoid based an the full data and the center of the eitlipsoid based on the 
reduced data. This distance is measured relative to 2. Alternatively, one may 
replace 2 in Eq. (2) by t(i) and obtain 
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& = 
3 r ( > and 22 = s -r r s ( > y -r s 
Itcanbeseen that measures (2)aad(3)a 
equal) and that measure (4) is also zero ( As 
shall see later, the Frechet distance between the ~~s~~b~~~Q~s of these t 
sets is 
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The second equality folllows because 
i,& = ( s* - a2 0 ” 0 -?’ s* ) 
hence tr{ (i&)*‘2) = 2&G? Thus, udike the other measures, Frechet 
distance reveaPs the fact hat the two data sets are distinctly 4% 
The rest of the paper is organized as BbllBows. Section 2 
Frechet distance as a metric for measuring the distances bet 
variate distributions. Section 3 discusses how to measure the e 
tesimal perturbations. Section 4 presents diagnostics for the 
observations on a distribution. Section 5 illustrates the diagnostics by two 
examples, 
Suppose that a distribution F is contaminated by adding a ~ist~~~~t~o~ A, 
with unit mass at the point z and that the fraction of mass being contaminated 
is c. Denote the contaminated distribution by F(e) = (1 - E)F + E& so that 
F(O) is the distrihtion when there is no contamination. We find that the mean 
vector and covariamce matrix of the distribution F(E) are 
respectively. An assessment of the change in the distribution when a contam- 
ination is introduLGed is then d{F(s),F(O)) for some appropriate distance d 
defhed on a space of probability distributions. 
As an example, let us take d( .,.) to the Freshet distance [q. For two 
random variables Bf and V with distribution functions G and H, the he&et 
distance between G and H is defined by 
d{F(e), F(O)} = [(U(E) - jfl(a>)T(p(e) - p(0)) + tr Z(E) + I-2(Z(qy 
z= 
[ 
t?(z - p)*(z - p) -I- ts (I -E){z+E(Z-p)(E-p)T 
+ c - 2((1 - E) c -I- E(Z - p)(z - pyp) oP 
Hw the univariate case Eq. (7) reduces to 
sin O(E) = (O(E) - o)/d{F(c),F(O)), 
One possibility of assessing the eflect on the distribution F when an inhi- 
tesimd contamination is introduced is through the influewe function S, 
fined by 
(see Refs. [ 12,114, IO]). The next theorem gives an expression for S. 
show, however, a lemma which simplifies the proof of the theorem. 
their square rmts 
invertible. T..en, tr 
quadratic matrices of the same urder. Alssme that 
V2 exist and that the matrix A”i2 
= tr[(A13)“2] ??
where the secsnd equality follows since the order of multiplication within the 
trace operator can be changed. Cl 
and using Lemma B shows that the second term on the right-side of Eq. (13) 
can be written as 
which when inserted into Eq. (13) yieIds the desired resdt. El 
Corolfary 2 is of come an immediate consequence 0 
also be seen by letting E tend to zwo in Eqs. (9) and (IO). 
we obtain 
Bin”!! sin Q(E) = sin Q(Q) = o’(Q)/S, 
c+o+ 
fin3 cos Q(E) = co!3 0(Q) = $(Q)/S, 
E--tO_t 
where p’(Q) and d(O) are the derivatives of p(c) and O(E) evahated at i5 = 0, 
P’(Q) = (2 - P), 
d(0) = ((2 - /A)2 - S}/(20). 
From the trigonometric identity cm* O(0) + sin* 8(O) = 1 we obtain 
or, equivalently, 
s = [{/i(Q)}’ -I- d(Q))*] l’*
which proves the coroljary. It also follows that 
s _ MQH2 + (d(03~’ - 
s s = p’(Q) cos Q(Q) + d(Q) sin Q(Q). 
This suggests that the angle Q(Q) can be interpreted as an assessment of the 
relative importance of changes in Q as compared to changes in p when the 
perturbation E is introduced. If 8(O) equals -n/4 or n/4 the perturbation affects 
p and 0 with an equal. magnitude, while 6 is more affected relative to p if 
O(0) > n/4 or O(Q) < -z/4 and vice versa if -n/4 < Q(O) < n/4. 
Pmd. Suppose X is a p x 1 random vector with mean vector p and positively 
definite cova,riance matrix C. Let 23 be a p x 1 vector of constants, Q a p x p 
orthogonal matrix and define Y = -I- QX. Then Y has mean vector 
and covarianee matrix QZQ *. The influence function for assessing an 
infinitesimal contamination u I + Qz to the distribution of I’ is then 
& = (a + Qz - a - Q#(a + 
+ ;tr{((a + Qz - a - Q/i)@ + Qz - a - Q& QXQT)*(QZQT)-' 
w 
- - (z - p)'Q"a(z tr{ (Q(z - p)(z - ,# 
- Za')'QZ-' = & 
$ = (Xi - jq’(Xi - ji) + &{((Xj - qT(Xi - j+t)28-1 
i= f,2 ,“., pt. 
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where 
Ht can be seen that Eq. (18) is much easier to compute than IQ. (17) 
the square-root of the trace is much easier to compute than the trace of the 
square-root. 
To compute the bsunds in Eq. (IS), straightforward cakulations shmv that 
P - b(i) = (Xi - h) j(fi - 1)~ 
(?I - 1)2[ij = I22 - (iz/(l2 - I)}(& - jl+)(Xi - fi)‘, 
from which it follows that the upper and lower bounds on d2 {I$?, PI are given by 
u2 i = ((2 n - l)T - IlXi -fi~~2}j(la- I), i= 1,2 ‘I...) 4 
and z = tr(2). 
Lower and upper bounds on the measure _“T in Eq. (16) are therefore 
(n- l)Li<§f<(n- I)&, i= I,...,n, 
With Li and Ui defined iI3 ECp. (19) and (20). 
Hn this section we ihstrate the proposed diagnostics by two examples, one 
real and one csnstructed. 
5.1. Fimnciffl data 
The data set, shown in Table 1, is taken from Ref. [Ii I). It consists of 26 
observations (hanciaI companies) and the following three variables: 
Xl: Book value in dofhrs per share at the end of 1992. 
X2: Net sales in millions OF dollars in 1992. 
X3: Sales to assets ratio in 1992. 
Fig. 1 shows the trivasiate scatter plot of the data after it has been rotate 
show the outliers in the data. Observations I, 5, 1 II, and 26 are outliers. The 
mean and covariance matrix of the data are 
22.06 MU4 23.44 4.51 
5.86 (21) 
0.24 
14.58 26.961 
21.15 4.886 
19.26 3.394 
39.93 5.455 
6.12 I A95 
32.25 9.112 
32.43 I I .078 
5.30 0.806 
16.58 4.46 B 
24.79 14.559 
19.26 I.II4 
19.42 4.190 
27.02 2.009 
14 2.46 
15 15.75 
16 25.19 
17 34.30 
18 39.26 
19 30.80 
20 13.51 
21 z 5.96 
22 4.75 
23 31.84 
24 I.52 
25 17.70 
26 57.44 
0.247 
2.213 
2.825 
7.28 1 
3.382 
9.228 
respectively. When the outlien are deleted, the mean and t x 
come 
Fig. 2. Financia! data: Bivariate scatter plot of Xl versus X2 with two ellipses (expected to contain 
95oio of the hervations). The larger ellipse is based on the mean and covariance matrix of the full 
data (al126 observations) and the smaller elIipse is based on the mean and covariance matrix of the 
data kthout the outliers (indicated by their numbers). 
contain 95% of the abservations, are shown ira Fig. 2. The larger ellipse is based 
on the mean and covariarnce matrix of the full data in Eq. (21) and the smaller 
elIlpse is based on the mean and covariance matrix of the data without the 
mtliers (idicated by their numbers on the scatter plot). Observe the huge 
difference between the two ellipses in terms of their sizes, orientations, and 
shapes. Note also how the larger dlipse is affected by the mtliers. The larger 
ellipse detects ~mly me observation 8s m outkx, whereas the sidles ellipse 
declares four observations as outliers. 
*Fs assess the eflect of a single observatkm, we 
measures: 
@ Maha8anobis distance between an observation and 
compute the foh:hg 
the sample meagl: 
a Hotehgs like distance for comparing the meanm of all n points and the mean 
with all points except point xi: 
e The measure SF in Eq. (15). 
Q The Sf measure defined in Eqs. (16) ad (97). 
To compute the diagnostic measure SF iltll Eq. (I 5), we need to compute an 
estimate of p axad C. The estimates of p and C proposed by Hadi [9] are 
21.65 211.30 54.98 -0.76 
5.36 and .98 31.17 -0.19 
0.12 -0.76 -0.19 0.01 
(23) 
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respectively. Note that the estimate of C in this case is the covariance matrix i
Eq. (22) multiplied by the correction factor 
CF- 1-t ( 2 +pii 2 n-l-3p n_ > = B.69, 
as suggested by Madi [9]. We use the estimates of p and C in E 
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Tabk 3 
Constmcted data 
1 
2 
3 
4 
5 
6 
7 
8 
9 
10 
11 
-5.6568 5.6568 12 
5.6568 -5.6568 13 
I.4900 0.4027 14 
- E ,402 I -2. I077 I5 
0.7852 -0.2526 16 
I .@954 I.2493 17 
-1.om 0.7356 E8 
0.3650 Ll9OS f9 
- 1.9954 - 1.2883 20 
0.0548 0.0027 21 
0.1677 -0.9449 22 
B .3956 2.1685 
-0.766 I -0.7991 
2.3247 2.0958 
0.6840 -0.9415 
- 1.0209 -0.0534 
0.247 1 I .6238 
-0.6982 -1.2956 
-0.6617 -0.1199 
2.1958 L36B4 
0.5712 0.2286 
-I .8278 -2.1175 
Table 4 
=Cmstrwted data: Diagnostic measures for a single observation 
Ohs laa, Hi SE i ss i 
B 
2 
3 
4 
5 
6 
7 
8 
9 
10 
I1 
12 
13 
14 
15 
I6 
17 
18 
19 
20 
21 
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3.16 I.82 39.39 
3.13 1.81 38.78 
0.83 0.93 1.81 
B.62 1.30 3.82 
0.33 0.59 1.36 
0.97 1.01 1.76 
a53 0.74 1.94 
0.67 0.83 I.56 
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0.85 0.95 2.05 
0.95 LOO 1 .SQ 
O&I 0.68 1.34 
1.52 1.26 2.90 
8.30 0.56 1.25 
1.80 1.37 3.35 
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Table 5 
Constructed data: The 10 pairs of observations xi and Xi with the highest values of 3; and the 
corresponding values of I$ 
i ffij 
1 
1 
1 
2 
1 
1 
I 
1 
2 
2 
0.03 1.90 
0.86 0.83 
0.85 0.82 
0.84 0.8 1 
0.82 0.80 
0.87 0.80 
0.86 0.80 
0.81 0.79 
0.81 0.79 
0.82 0.79 
1.6 
I.2 
0.8 
0.4 

