Abstract
Introduction
Genetic algorithms (GAS) are stochastic search algorithms that have been successfully applied to a variety of optimization problems [ 5 ] . Unlike most other optimization procedures, GAS maintain a population of individuals (set of solutions) that are competitively selected to generate new candidates for the global optima. Parallel GAS have been developed for a variety of parallel architectures [4, 7, 141. These GAS have been used to solve a variety of difficult optimization problems, and the algorithmic modifications needed to efficiently parallelize GAS have provided insight into the dynamics of GAS' search [ 61.
Several arguments are commonly used to justify parallelism in GAS. First, parallelism can reduce the cost of function evaluations, which may dwarf other costs in the optimization process. Second, parallelism enables the use of larger population sizes. Empirical evidence suggests that large population sizes are needed to reliably solve certain types of difficult optimization problems. Here, parallelism is used to distribute the cost of the additional function evaluations needed for the large population size.
Another argument used to justify parallelism in GAS is that parallel GAS improve the quality of the solution found. Serial GAS have been observed to "prematurely converge" to nonoptimal solutions. Many parallel GAS are designed in such a way that competitive selection is localized between subsets of the total population. A consequence of this localization is that parallel GAS often reliably converge to optimal solutions.
The last two arguments for parallelism in GAS concern the observed superior numerical performance of these GAS. Gordon and Whitley [6] make a similar observation and argue that the algorithmic structure of parallel GAS is of interest, independent from their implementation on a particular piece of hardware. They experimentally compared the performance of several parallel GAS, all of which were emulated on a sequential architecture. They observed that the emulations of parallel GAS were often more efficient than many serial GAS. This paper complements the work of Gordon and Whitley by carefully examining the effects of relaxed synchronization on both the numerical efficiency and parallel efficiency of a parallel GA. Numerical efficiency measures the numerical costs associated with the GA, while the parallel efficiency measures the costs associated with the parallelization of the GA. We demonstrate that asynchronous parallel GAS can have a lower run time than synchronous parallel GAS. Further, we show that this improvement in performance is *Scott Baden and Scott Kahn were supported by ONR conWactNOO0 14- 2.1 6.7 9.9 4.6 0.8
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This paper considers GAS that minimize functions of the form f : D --+ R, where D is a compact subset of R". The aim is to find z* such that f(z*) = minZED f(z). Let zf be the ith solution in the population at iteration t, so zr E R" . Figure 1 describes the general process a GA.
Competitive selection determines which solutions in the current population will be used to generate solutions for the next iteration. A standard selection mechanism is pmportional selection, which stochastically selects individual i with probability pi = f(zi)/ Cj f(x;), where xi" is the ith individual and f(zk) is thefitness of the individualthe value of the objective function at xi. This selection method assumes that the GA is maximizing f(z) and that f(z) 2 0 for all z, but it can be easily modified to perform selection when minimizing or when the fitnesses are negative. A related selection mechanism is rank selection which stochastically selects x,: with a probability that is linearly related to the rank of f(xi) in the population.
Initialize population (with randomly generated solutions) Repeatt= 1 , 2 . . . New individuals are generated by applying genetic operators that take one or more individuals from the population and generate one or more new individuals. The two operators commonly used in GAS are mutation and crossover. Figure 2 illustrates the types of new solutions generated by these two operators. Crossover combines pieces of two solutions to generate a new solution, and it is typically applied with high frequency. Mutation makes a small change to a solution, and it is typically used with low frequency. For example, mutation might add a normally distributed random value to a single dimension of a solution.
Geographically Structured Genetic Algorithms
GAS can be distinguished by the manner in which competitive selection is performed. Geographically structured GAS (GSGAs) perform a structured selection in which solutions compete against a fixed subset of the population that partially overlaps with subsets used by other individuals. Thus the crossover operator is applied to two individuals selected from a subset of the population. Panmictic GAS perform a global competitive selection that allows any pair of individuals to be selected for the crossover operator. An example of panmictic GAS are those that use proportional selection.
Parallel GSGAs are typically implemented as fine grain algorithms in which each processor is responsible for evaluating and processing a single individual. Among fine grain GSGAs, two classes of algorithms can be distinguished: GSGAs designed for MIMD architectures [7] and GSGAs designed for SIMD architectures [4, 11, 141. The method of structuring the competitive selection differs between these two classes based on differences in the hardware that are exploited by these algorithms to achieve high utilization. For example, the most common method of structuring the competitive selection for SIMD fine grain GSGAs uses a toroidal grid like the one in Figure 3 [4, 11, 141. Every individual in the population is assigned to a location on the grid in an arbitrary manner.
The grid is used to determine subsets of solutions that compete for a location on the grid. There are distinct notions of locality with respect to the population grid and the search space; neighbors on the grid may represent solutions that are quite different. Two methods have been used to determine these subsets of solutions in GSGAs: (1) fixed size neighborhoods have been used to define the set of individuals about a given point on the grid, (2) random walks have been used to stochastically sample neighboring locations on the grid. For example, the dashed lines adjacent to point A in Figure 3 Recently, Hart [8] has described a coarse grain design for parallel GSGAs. Like SIMD GSGAs, this parallel GA uses a two-dimensional toroidal grid that is distributed across the set of available processors. Thus each processor typically processes a set of solutions that is located on a subgrid of the entire grid. Communication of grid elements is performed to update the neighborhoods of individuals whose neighborhoods span two (or more) processors.
Methods

Parallel Design of Coarse-Grain GSGAs
Coarse grain GSGAs use a toroidal, two-dimensional population grid that is distributed across p processors. We examine GSGAs using HPF-style block decompositions [2] . Communication between processors is required to (1) perform selection and recombination, and (2) check for termination signals. Because the grid is toroidal, periodic boundary conditions are required. Hence, every processor communicates with the same number of processors. Each processor may terminate independently by satisfying a termination criterion (e.g., by exceeding a specified time limit or finding a solution with a specified fitness). Communication is required to terminate all of the processors when any of them satisfy the termination criterion.
Performing selection and recombination at a given 10-cation on the grid requires access to the fitness and genotypes of neighboring individuals, which may be located on other processors. Fixed size neighborhoods are used in our coarse-grain GSGAs, which lets us predetermine the size of the border regions that need to be communicated between processors. The number of border regions that need to be communicated depends on the structure of the neighborhoods.
Coarse grain GSGAs can be distinguished by the manner in which interprocess communication is performed: (globally) synchronized or asynchronous. Synchronized GSGAs guarantee that all border regions for all of the processors have been communicated before any of the processors can proceed in the next iteration. By comparison, the asynchronous algorithm does not require that all border regions be filledprior to starting the next iteration [3] . Asynchronous GSGAs will probably have a higher utilization of the parallel hardware, but processors may frequently be using border regions that are inconsistent with the state of the neighboring processors.
Experimental Design
The GSGAs used in our experiments are similar to the those described by Hart [8] . Mutation was performed by adding a value from a normally distributed random variable to a coordinate of a solution. We used a minimal neighborhood that included the two immediate neighbors along each dimension of the population grid (see Figure 3) . The crossover rate was 0.8 and the mutation rate was 0.01. Rank selection was used to competitively select individuals within each neighborhood. Following Gordon and Whitley [6] , we use the best individual in the neighborhood as one of the parents when performing crossover. Additional checks were added to avoid repeating a function evaluation on individuals that were not modified by the crossover or mutation operations.
Communication in our parallel GSGAs was coded using LPARX [ lo] . LPARX provides distributed 2D grid classes that handle block copies and global synchronization. LPARX was extended to create labeled block copies that are used to perform asynchronous communication.
The function that is optimized in our experiments is the two-dimensional molecular conformation problem described by Judson et al. [9] . This problem concerns a molecule composed of a chain of identical atoms that are connected with rigid rods of length one. The energy of the molecule is modeled van der Walls forces. The energy eauation used bv Judson et al. is
angles for a molecule, which can be used to calculate the coordinates 2; and yi (see Hart [SI) . A molecule with 37 atoms was used in our experiments, which requires 35 bond angles to specify its conformational space. The optimal conformation has an energy of approximately -98.3. The GSGAs were run on Sandia National Laboratories' 1824 node Intel Paragon under the SUNMOS operating system. Our reported results are averages over 20 trials with different seeds for the random number generator. Unless otherwise specified, all experiments were terminated when a solution with energy -70.0 was found.*
Performance Analysis
There are several properties of parallel GAS that make the evaluation of their performance particularly challenging.
Randomization GAS are randomized algorithms that rely on random number generators to determine steps that the they make. Consequently the results of a parallel GA for two different sets of processors are not strictly comparable because the number of processors affects the sequence of a l g o r i t h c steps used by the algorithm. However, we conjecture that the expected performance of synchronized parallel GAS should not be affected. The expected behavior of synchronous parallel GAS does not depend upon the random number generators themselves, but on the distribution of search behaviors that they induce. This distribution is independent of the way in which the randomization is provided. It also seems reasonable that asynchronous parallel GAS are not affected by the different random number generators, but in this case the delays in interprocessor communication may influence the expected performance of parallel GAS in subtle ways.
Termination Criteria A weakness of GAS is the lack of a stopping criteria that can reliably terminate the algorithm near a local or global optimum. Consequently, researchers typically terminate GAS after a fixed number of iterations or when the distribution of solutions in the population appears to have converged near a single point (total convergence typically never occurs due to the effects of mutation). These rules terminate GAS with solutions whose fitnesses vary. Consequently, researchers typically report the mean and standard deviation of the fitnesses of the best individuals found.
Pcrformancc measwes for parallel algorithms are typically defined in terms of the cost required to find a solution with a given accuracy. Thus the performance analysis typically performed for GAS is inconsistent with the performance measures used for parallel algorithms. To analyze the performance of parallel GAS it is necessary to run the algorithm until a given accuracy is achieved since this is the only way of comparing results when the number of iteration varies with the number of processors.
Synchronization An interesting feature of many parallel GAS is that strictly speaking, synchronization is not required. The reason is tjhat the search performed by each processor can proceed independent of the searches performed *The threshold of -70.0 is difficult to achieve. In Judson's experiments, this accuracy level was achieved in less than 25% of his random trials after I .5 million function evaluations.
by the other processors. The role of communication is simply to prevent processors from searching "bad" parts of the space for too long. A processor that is searching a bad part of the space will eventually receive individuals from other processors that are relatively superior, thereby leading the processor to begin searching in the neighborhood of the new individuals. Consequently, asynchronous parallel GAS work well. This implies that a good performance measure for parallel GAS should be able to compare the performance of asynchronous and synchronous algorithms.
Performance Measures
The selection of a performance measure for parallel GAS is clearly influenced by the previous observations. For example, the so-called "grind" measures appear to have limited use for parallel GAS. Grind measures take the ratio between the total time used by a parallel algorithm and the number of iterations (or some other convenient algorithmic unit). This measure fails because the cost per iteration of parallel GAS can vary dramatically as the computation progresses.
A commonly applied performance measure is the speedup ap = TIIT,, where TI is the run time for the best sequential GA and Tp is the run time for p processors from the start of execution until the last processor has terminated. The randomization of parallel GAS complicates the calculation of these performance measures because the sequence of algorithmic steps varies between a sequential implementation of the algorithm and its parallel implementation. Further, the value of TI is difficult to determine for asynchronous GAS. Although the the speedup measure is not immediately applicable, the run time Tp can be used to provide a relative comparison between the speedups of two algorithms. If g ; and are the speedups for two algorithms, then ck < U; if and only if Ti > T:. Thus Tp is the ultimate measure of performance for these algorithms.
erimental Analysis
Our experimental analysis examines the numerical and parallel efficiency for parallel GSGAs. In particular, we examine the effect that synchronization has on both parallel and numerical efficiency. Our experiments compare the performance of synchronous and asynchronous coarse-grain GSGAs using a 160x160 toroidal population grid. remains fixed as the number of processors changes, these results may be comparable for different processor sizes if our conjecture concerning the effect of randomization in Section 4 is true. We tested this conjecture by comparing the distribution of the total number of function evaluations used on all processors for each of the processor size, using a method of multiple comparisons (the GH procedure [ 161). This test confirmed that expected performance of the synchronized parallel GAS is not affected by randomization with a 5% confidence level. Figure 4b shows that as the number of processors increases, the run time decreases almost linearly for the asynchronous GSGAs and decreases sublinearly for synchronous GSGAs. Figure Sa The difference between the run times of asynchronous and synchronous GSGAs can also be attributed to differences in the numerical efficiency of the synchronous and asynchronous algorithms. Figure 5b graphs the total number of function evaluations used by all processors during the optimization runs. This figure clearly shows that the asynchronous GA terminates after fewer function evaluations than the synchronous GA. The total number of function evaluations is a reasonable metric for evaluating numerical efficiency in our experiments because the function evaluations account for 70-90% of the total time across all processors. An inspection of our experimental results shows that the reduction in the number of function evaluations shown in Figure 5b accounts for a substantial fraction of the relative improvement between the synchronous and asynchronous GSGAs.
One possible explanation of the improved performance of the asynchronous GSGAs is that the delayed updates to the border regions caused by the asynchronous communication actually improve the search performed by the parallel algorithm. Intuitively, delayed communication allows each processor to search longer with its current population before becoming influenced by the solutions communicated by neighboring processors. To evaluate this hypothesis, we examined synchronous GSGAs that were synchronized at different frequencies. These results show that infrequent synchronization decreases the run time of coarse-grain GSGAs over fully synchronized GSGAs. This improvement can be attributed to improvements in both ithe parallel and numerical efficiency of the algorithm. The decrease in communication overhead is a natural consequence of a decrease in the synchronization frequency. The total number of function evaluations exhibit a sharp decline as the synchronization frequency is increased. These results are consistent with research on Island Model GAS (IMGAs) [ 151, which decompose the population into subpopulations, each of which is processed panmictically. The results confirm our hypothesis that delays in communication can improve the performance of parallel GAS, and they provide one explanation for the superior numerical efficiency of asynchronous GSGAs.
Finally, we consider how the performance of GSGAs is affected by the accuracy threshold. Table 2 shows the run time and communication overhead of GSGAs with 256 processors. The communication overhead is nearly constant as the accuracy threshold varies. The run time increases as the accuracy is tightened, which reflects the increased difficulty of the optimization problem. Furthermore, the standard deviation of the run time also increases. We interpret this to mean that the reliability of the algorithm's ability to quickly find a near-optimal solution decreases as the accuracy is tightened.
Async 0.07 1 2.22 Table 2 . Effects of performance accuracy on communication overhead and run time.
Discussion and Conclusions
Our empirical results show that the numerical behavior of parallel GAS can be improved by altering the way that communication is implemented. This effect is independent of any reductions in processor idle time due to reduced communication overhead or load imbalance. We have examined two related strategies for altering interprocessor communication:
(1) asynchronously dependent updates and (2) synchronous updates with reduced frequency. Both of these strategies delay the updates of border regions. Our experiments show that this type of delay improves the rate of convergence of the parallel GAS.
Because the performance of parallel GAS is sensitive to the way that communication is implemented, traditional measures of parallel efficiency are not particularly meaningful for these algorithms. Consequently, our analysis has used the run time to distinguish the relative performance of algorithms, along with measurements that distinguish improvements in the communication overhead and the numerical performance. In this study, we used the number of function evaluations as a measure of the relative numerical performance of GAS. This is a standard metric for GAS, and it is a reasonable measure of the numerical performance when the total cost of function evaluations dominates the total cost of the computation.
The analysis of parallel GAS is complicated by several factors. Because GAS are probabilistic, a single trial of the algorithm is not particularly meaningfbl. Instead, the expected run time must be computed. Further, the implementation of randomization may vary with the number of processors, though our analysis indicates that this is not a factor that affects the expected performance of these algorithms. Another factor is the fact that GAS are only probabilistically guaranteed to terminate, and the run times may be highly variable for a given problem. This variability may prevent the performance analysis for very tight accuracy thresholds, since prohibitively long trials might be required to find near-optimal solutions. In our experiments the relative performance of the parallel GSGAs was consistent at different accuracy thresholds, which suggests that performance comparisons based on measurements with loose accuracy thresholds may apply for tighter accuracy thresholds.
Given our critique of traditional parallel performance measures, we expect that previous analyses of parallel GAS will need to be reconsidered. For example, claims of superlinear speedup for parallel GAS [l, 12, 131 have used speedup measures that do not directly relate the the computation performed on p processors and the computation performed on p' processors. Consequently, the meaning of this type of superlinear speedup is not clear.
Our experiments examine a single implementation issue for parallel GAS: the effect of synchronization on the parallel and numerical efficiencies of parallel GAS. There are a variety of other implementation issues whose effects need to be carefully examined. These include the topology of the population grid, the size of the population, and the type of neighborhoods used to perform competitive selection. Empirical evidence indicates that these issues can affect the numerical performance of GAS. For example, larger population sizes can sometimes improve the rate of convergence of GAS, particularly for difficult optimization problems.
While many of these issues have been independently examined by researchers, a careful analysis of their interactions in parallel GAS has not been conducted. Although we do not expect that a single formulation of parallel GAS will be best for solving all problems, this analysis is important for understanding what types of parallel GAS are likely to perform well. For example, our work in progress indicates that the shape of the population grid interacts with the synchronization method. Narrow grids appear to have better numerical performance, especially for asynchronous parallel GAS.
