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WEIGHTED HARDY SPACES ASSOCIATED WITH ELLIPTIC OPERATORS.
PART III: CHARACTERIZATIONS OF H
p
L(w) AND THE WEIGHTED HARDY SPACE
ASSOCIATED WITH THE RIESZ TRANSFORM.
CRUZ PRISUELOS-ARRIBAS
Abstract. We consider Muckenhoupt weights w, and define weighted Hardy spaces HpT (w), where
T denotes a conical square function or a non-tangential maximal function defined via the heat or the
Poisson semigroup generated by a second order divergence form elliptic operator L. In the range
0 < p < 1, we give a molecular characterization of these spaces. Additionally, in the range p ∈
Ww(p−(L), p+(L)) we see that these spaces are isomorphic to the Lp(w) spaces. We also consider the
Riesz transform ∇L− 12 , associated with L, and show that the Hardy spaces Hp∇L−1/2 ,q(w) and H
p
SH ,q(w)
are isomorphic, in some range of p′s, and q ∈ Ww(q−(L), q+(L)).
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1. Introduction
This work ends a series of three papers, started by [31] and [32], and dedicated to the study of
weighted Hardy spaces associated with operators that arise from a second order divergence form el-
liptic operator L. In particular, we consider conical square functions, (2.15)–(2.20), non-tangential
maximal functions, (2.21), and the Riesz transform, ∇L− 12 . This generalized Hardy space theory
has been started by P. Auscher, X.T. Duong, and A. McIntosh in an unpublished work, [3]. Besides,
P. Auscher and E. Russ in [8] considered the case on which the heat kernel associated with L is
smooth and satisfies pointwise Gaussian bounds, this occurs for instance for real symmetric opera-
tors. There, among other things, it was shown that the corresponding Hardy space associated with
L agrees with the classical Hardy space. The question of replacing the Laplacian with another sec-
ond elliptic operator L was also considered in dimension one by P. Auscher and P. Tchamitchian in
[9]. In the setting of Riemannian manifolds satisfying the doubling volume property, Hardy spaces
associated with the Laplace-Beltrami operator are introduced in [7] by P. Auscher, A. McIntosh,
and E. Russ and it is shown that they admit several characterizations. Simultaneously, in the Eu-
clidean setting, the study of Hardy spaces related to the conical square functions and non-tangential
maximal functions associated with the heat and Poisson semigroups generated by divergence form
elliptic operators, was taken by S. Hofmann and S. Mayboroda in [26], for p = 1. The new point
was that only a form of decay weaker than pointwise bounds, and satisfied in many occurrences,
was enough to develop a theory. Later on S. Hofmann, S. Mayboroda, and A. McIntosh in [27]
studied that theory for a general p, and simultaneously R. Jiang and D. Yang in [28] also consid-
ered this case. In the context on weighted Lebesgue measure spaces some progress has been done
in [13], [14], and [32]. The results obtained in [14] in the particular case ϕ(x, t) := tw(x), where
w is a Muckenhoupt weight, give characterizations of the weighted Hardy spaces which, however,
only recover part of the results obtained in the unweighted case by simply taking w = 1. In [32],
we present a different approach to the theory of weighted Hardy spaces H1L(w) associated with a
second order divergence form elliptic operator, which naturally generalizes the unweighted setting
developed in [26]. We define weighted Hardy spaces associated with the conical square functions
considered in (2.15)–(2.20) which are written in terms of the heat and Poisson semigroups gener-
ated by the elliptic operator. Also, we use non-tangential maximal functions as defined in (2.21).
We show that the corresponding spaces are all isomorphic and admit molecular characterizations.
This is particularly useful to prove different properties of these spaces as happens in the classical
setting and in the context of second order divergence form elliptic operators considered in [26].
Some of the ingredients that were crucial in [32] and also in the present work are taken from the
first part of this series of papers [31], where we already obtained optimal ranges for the weighted
norm inequalities satisfied by the heat and Poisson conical square functions associated with the
elliptic operator. In [32] we obtain analogous results for the non-tangential maximal functions as-
sociated with the heat and Poisson semigroups. All these weighted norm inequalities for the conical
square functions and the non-tangential maximal functions, along with the important fact that our
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molecules belong naturally to weighted Lebesgue spaces, allow us to impose natural conditions
that in particular lead to fully recover the results obtained in [26] and [27] by simply taking the
weight identically one. It is relevant to note that in [13, 14] their molecules belong to unweighted
Lebesgue spaces and also their ranges of boundedness of the conical square functions are smaller.
This makes their hypothesis somehow stronger (although sometimes they cannot be compared with
ours) and, despite making a very big effort to present a very general theory, the unweighted case
does not follow immediately from their work.
In this paper we continue with the study of weighted Hardy spaces associated with conical square
functions and non-tangential maximal functions HpT (w), where p is an exponent different from one.
In Section 7, we give a molecular characterization when 0 < p < 1 (the case p = 1 was consider
in [32]). The proofs of these results are analogous to those done in [32]. Therefore, we just sketch
them highlighting the main changes.
In Section 8, we obtain that the Hardy spaces HpT (w) are isomorphic to the L
p(w) spaces for
p ∈ Ww(p−(L), p+(L)). The result is the following.
Theorem 1.1. Given w ∈ A∞, ifT is any of the square functions in (2.15)-(2.20) or a non-tangential
maximal function in (2.21), then, for all p ∈ Ww(p−(L), p+(L)), the spaces HpT (w) and Lp(w) are
isomorphic with equivalent norms.
Finally, in section 9, we consider another operator: the Riesz transform ∇L− 12 , and study the
Hardy spaces associated with it. In particular, we characterize the Hardy space associated with the
Riesz transform through the one associated with the square function SH (see below for definitions).
The result is the following.
Theorem 1.2. Given w ∈ A∞ such that Ww(q−(L), q+(L)) , ∅, for all max
{
rw,
nrw p̂−(L)
nrw+p̂−(L)
}
<
p <
q+(L)
sw
and q ∈ Ww(q−(L), q+(L)), the spaces HpSH,q(w) and H
p
∇L−1/2,q(w) are isomorphic with
equivalent norms.
We observe that in view of Theorem 1.1, the dependence on q in the above isomorphism can be
omitted when p ∈ Ww(q−(L), q+(L)) ⊂ Ww(p−(L), p+(L)).
In order to prove Theorem 1.2 we need to use interpolation between Hardy spaces. We obtain
this from an interpolation result between weighted tent spaces T pq (w), and showing that our Hardy
spaces are retracts of them (see Section 5).
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2. Preliminaries
First of all we note that along this work, C or c represent general constant independent of the
decisive parameters.
2.1. Weights. We work with Muckenhoupt weights w, which are locally integrable positive func-
tions. We say that a weight w ∈ A1 if, for every ball B ⊂ Rn, there holds
−
∫
B
w(x) dx ≤ Cw(y), for a.e. y ∈ B,
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or, equivalently, Muw ≤ C w a.e. where Mu denotes the uncentered Hardy-Littlewood maximal
operator over balls in Rn. For each 1 < r < ∞, and r′ such that 1/r+ 1/r′ = 1, we say that w ∈ Ar if(
−
∫
B
w(x) dx
)(
−
∫
B
w(x)1−r
′
dx
)r−1
≤ C, ∀B ⊂ Rn.
The reverse Hölder classes are defined as follows: for each 1 < s < ∞, w ∈ RHs if(
−
∫
B
w(x)s dx
) 1
s
≤ C−
∫
B
w(x) dx ∀B ⊂ Rn.
For s = ∞, w ∈ RH∞ provided that there exists a constant C such that for every ball B ⊂ Rn
w(y) ≤ C−
∫
B
w(x) dx, for a.e. y ∈ B.
Note that we have excluded the case s = 1 since the class RH1 consists of all the weights, and that
is the way RH1 is understood in what follows.
Besides, if w ∈ Ar, 1 ≤ r < ∞, for every ball B and every measurable set E ⊂ B, if we denote by
w(E) =
∫
E
w(x) dx, then
w(E)
w(B)
≥ [w]−1Ar
( |E|
|B|
)r
.(2.1)
This implies in particular that w is a doubling measure:
w(λB) ≤ [w]Ar λn rw(B), ∀ B, ∀ λ > 1.(2.2)
Moreover, if w ∈ RHs, 1 < s ≤ ∞,
w(E)
w(B)
≤ [w]RHs
( |E|
|B|
) 1
s′
,(2.3)
We sum up some of the properties of these classes in the following result, see for instance [21],
[20], or [22].
Proposition 2.4.
(i) A1 ⊂ Ap ⊂ Aq, for 1 ≤ p ≤ q < ∞.
(ii) RH∞ ⊂ RHq ⊂ RHp, for 1 < p ≤ q ≤ ∞.
(iii) If w ∈ Ap, 1 < p < ∞, then there exists 1 < q < p such that w ∈ Aq.
(iv) If w ∈ RHs, 1 < s < ∞, then there exists s < r < ∞ such that w ∈ RHr.
(v) A∞ =
⋃
1≤p<∞
Ap =
⋃
1<s≤∞
RHs.
(vi) If 1 < p < ∞, w ∈ Ap if and only if w1−p′ ∈ Ap′ .
For a weight w ∈ A∞, define
rw := inf{1 ≤ r < ∞ : w ∈ Ar}, sw := inf{1 ≤ s < ∞ : w ∈ RHs′}.(2.5)
Note that according to our definition sw is the conjugated exponent of the one defined in [4, Lemma
4.1]. Given 0 ≤ p0 < q0 ≤ ∞, w ∈ A∞, and according to [4, Lemma 4.1] we have
Ww(p0, q0) :=
{
p : p0 < p < q0,w ∈ A p
p0
∩ RH( q0
p
)′
}
=
(
p0rw,
q0
sw
)
.(2.6)
This interval could be empty. Throughout this paper, when we take a point in Ww(p0, q0), we
implicitly understand that we are working with a weight w ∈ A∞ such that Ww(p0, q0) , ∅, and
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therefore we can take that point. If p0 = 0 and q0 < ∞ it is understood that the only condition that
stays is w ∈ RH( q0
p
)′ . Analogously, if 0 < p0 and q0 = ∞ the only assumption is w ∈ A p
p0
. Finally
Ww(0,∞) = (0,∞).
Besides, by [4, Lemma 4.4], we have that
p ∈ Ww(p0, q0)⇔ p′ ∈ Ww1−p′ (p′0, q′0).(2.7)
2.2. Weighted tent spaces. The weighted tent spaces that we consider are defined as follows:
given w ∈ A∞, for 0 < q, p < ∞,
T pq (w) := { f measurable in Rn+1+ : Aq( f ) ∈ Lp(w)},(2.8)
endowed with the norm ‖ f ‖T pq (w) := ‖Aq f ‖Lp(w), when q = 2 we just write T p(w), (these spaces
were also considered in [16]). We denote by Rn+1+ = {(y, t) : y ∈ Rn, 0 < t < ∞}, the upper half
space, and, for all α > 0 and 0 < q < ∞, the operator Aαq ,
Aαq f (x) :=
(∫∫
Γα(x)
| f (y, t)|q dy dt
tn+1
) 1
q
,
where Γα(x) := {(y, t) ∈ Rn+1+ : |x − y| < αt} is the cone of aperture α > 0 with vertex at x. We write
A f and Γ(x) when q = 2 and α = 1. By [31, Proposition 3.39] (see also [30, 16]) we have that the
definition of T pq (w) does not depend on the aperture of the cone Γ use to define the operatorA. This
is, for all 0 < α, β < ∞,
‖Aαq f ‖Lp(w) ≈ ‖Aβq f ‖Lp(w),(2.9)
with constant depending on the weight α and β. Besides, in the same way as in the unweighted
case, we can see that these spaces are quasi-Banach spaces for 1 ≤ q, p < ∞.
Additionally, note that in our definition of weighted tent spaces the operator A is the same
operator as in the unweighted case, i.e. it does not depend on the weight w. Consequently, we
can not see Rn with a doubling measure given by a weight w and apply the interpolation results
obtained for tent spaces defined in metric measure spaces or spaces of homogeneous type (X, µ),
since in the definition of those spaces the operator A is modified to depend on the measure µ. See
for instance [1], [24, Lemma 4.6, Proposition 4.9], or [33]. That is why, in Section 5, we also give
an interpolation result for these weighted tent spaces.
2.3. Elliptic operators. Let A be an n × n matrix of complex and L∞-valued coefficients defined
on Rn. We assume that this matrix satisfies the following ellipticity (or “accretivity”) condition:
there exist 0 < λ ≤ Λ < ∞ such that
λ |ξ|2 ≤ ReA(x) ξ · ξ¯ and |A(x) ξ · ζ¯ | ≤ Λ |ξ| |ζ |,
for all ξ, ζ ∈ Cn and almost every x ∈ Rn. We have used the notation ξ · ζ = ξ1 ζ1 + · · · + ξn ζn
and therefore ξ · ζ¯ is the usual inner product in Cn. Note that then A(x) ξ · ζ¯ = ∑ j,k a j,k(x) ξk ζ¯ j.
Associated with this matrix we define the second order divergence form elliptic operator
L f = − div(A∇ f ),(2.10)
which is understood in the standard weak sense as a maximal-accretive operator on L2(Rn, dx) with
domain D(L) by means of a sesquilinear form. The operator L has a square root L 12 , defined as the
unique maximal-accretive operator such that
L
1
2 L
1
2 = L
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as unbounded operators (see [2] for a deeper discussion in the operator L
1
2 , and, for a explicit
construction, the two references recommended there: [17, Chapter XIV] and [29, p. 281]). We use
the following formula to compute L
1
2 :
L
1
2 =
2√
π
∫ ∞
0
tLe−t
2L dt
t
.(2.11)
Moreover, the operator −L generates a C0-semigroup {e−tL}t>0 of contractions on L2(Rn) which
is called the heat semigroup. As in [2] and [5], we denote by (p−(L), p+(L)) the maximal open in-
terval on which this semigroup is uniformly bounded on Lp(Rn), and by (q−(L), q+(L)) the maximal
open interval on which the gradient of the heat semigroup, { √t∇ye−tL}t>0, is uniformly bounded on
Lp(Rn):
p−(L) := inf
{
p ∈ (1,∞) : sup
t>0
‖e−t2L‖Lp(Rn)→Lp(Rn) < ∞
}
,
p+(L) := sup
{
p ∈ (1,∞) : sup
t>0
‖e−t2L‖Lp(Rn)→Lp(Rn) < ∞
}
;
q−(L) := inf
{
p ∈ (1,∞) : sup
t>0
‖t∇ye−t2L‖Lp(Rn)→Lp(Rn) < ∞
}
,
q+(L) := sup
{
p ∈ (1,∞) : sup
t>0
‖t∇ye−t
2L‖Lp(Rn)→Lp(Rn) < ∞
}
.
Note that in place of the semigroup {e−tL}t>0 we are using its rescaling {e−t2L}t>0. We do so since
all the “heat” square functions, defined below, are written using the latter, and also because in the
context of the off-diagonal estimates it will simplify some computations. Furthermore, for every
N ∈ N and 0 < q < ∞, let us set
qN,∗ :=

q n
n − N q , if N q < n,
∞, if N q ≥ n.
(2.12)
Corresponding to the case N = 1, we write q∗.
Besides, from [2] (see also [5]) we know that p−(L) = 1 and p+(L) = ∞ if n = 1, 2; and if n ≥ 3
then p−(L) < 2 nn+2 and p+(L) >
2 n
n−2 . Moreover, q−(L) = p−(L), q+(L)
∗ ≤ p+(L), and we always have
q+(L) > 2, with q+(L) = ∞ if n = 1.
As in [6], given a weight w ∈ A∞, we also consider the intervals J˜w(L) and K˜w(L) which
are, respectively, (possibly empty) intervals of p ∈ [1,∞) such that {e−t2L}t>0 is a bounded set in
L(Lp(w)) and {t∇e−t2L}t>0 is a bounded set in L(Lp(w)), (where L(X) denotes the space of linear
continuous maps on a Banach space X).
2.4. Off-diagonal estimates. We briefly recall the notion of off-diagonal estimates. Let {Tt}t>0 be
a family of linear operators and let 1 ≤ p ≤ q ≤ ∞. We say that {Tt}t>0 satisfies Lp(Rn) − Lq(Rn)
off-diagonal estimates of exponential type, denoted by {Tt}t>0 ∈ F∞(Lp → Lq), if for all closed sets
E, F, all f , and all t > 0 we have
‖Tt( f 1E) 1F‖Lq(Rn) ≤ Ct−n
(
1
p
− 1
q
)
e
−c d(E,F)2
t2 ‖ f 1E‖Lp(Rn).
Analogously, given β > 0, we say that {Tt}t>0 satisfies Lp(Rn) − Lq(Rn) off-diagonal estimates of
polynomial type with order β > 0, denoted by {Tt}t>0 ∈ Fβ(Lp → Lq) if for all closed sets E, F, all
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f , and all t > 0 we have
‖Tt( f 1E) 1F‖Lq(Rn) ≤ Ct−n
(
1
p
− 1
q
)(
1 +
d(E, F)2
t2
)−(β+ n2( 1p− 1q))
‖ f 1E‖Lp(Rn).
The heat and Poisson semigroups satisfy respectively off-diagonal estimates of exponential and
polynomial type. The parameters p−(L), p+(L), q−(L), and q+(L) besides giving the maximal in-
tervals on which either the heat semigroup or its gradient are uniformly bounded, they characterize
the maximal open intervals on which off-diagonal estimates of exponential type hold (see [2] and
[5]). More precisely, for every m ∈ N0, there hold
{(t2L)me−t2L}t>0 ∈ F∞(Lp − Lq) for all p−(L) < p ≤ q < p+(L)
and
{t∇ye−t
2L}t>0 ∈ F∞(Lp − Lq) for all q−(L) < p ≤ q < q+(L).
From these off-diagonal estimates we have, for every m ∈ N0 := N ∪ {0},
{(t
√
L )2me−t
√
L}t>0, ∈ Fm+ 12 (L
p → Lq),
for all p−(L) < p ≤ q < p+(L), and
{t∇y(t2L)me−t
2L}t>0, {t∇y,t(t2L)me−t
2L}t>0 ∈ F∞(Lp → Lq),
{t∇y(t
√
L )2me−t
√
L}t>0 ∈ Fm+1(Lp → Lq), {t∇y,t(t
√
L )2me−t
√
L}t>0 ∈ Fm+ 12 (L
p → Lq),
for all q−(L) < p ≤ q < q+(L), (see [31, Section 2]).
Besides, ifWw(p−(L), p+(L)) , ∅, there exists a maximal interval of [1,∞] denoted by Jw(L) =
(p̂−(L), p̂+(L)); and ifWw(q−(L), q+(L)) , ∅, there exists a maximal interval of [1,∞] denoted by
Kw(L) = (q̂−(L), q̂+(L)), where for all p, q ∈ Jw(L) or p, q ∈ Kw(L) and for all m ∈ N0, we have
that {(t2L)met2L}t>0 or {t∇(t2L)met2L}t>0 satisfy respectively off-diagonal estimates on balls and are
bounded sets in L(Lp(w)), (see [6, Definition 3.2 and Propoition 3.4]).
Moreover, in [6] the authors proved the following: Ww(p−(L), p+(L)) ⊂ Jw(L) ⊂ J˜w(L),
Ww(q−(L), q+(L)) ⊂ Kw(L) ⊂ K˜w(L), IntJw(L) = IntJ˜w(L), IntKw(L) = IntK˜w(L), infJw(L) =
infKw(L), and (supKw(L))∗w = supJw(L), where
q∗w :=
{
qnrw
nrw−q , nrw > q,
∞, otherwise.(2.13)
2.5. Operators. Using the heat semigroup and the corresponding Poisson semigroup {e−t
√
L}t>0,
one can define different conical square functions which all have an expression of the form
Qα f (x) =
(∫∫
Γα(x)
|Tt f (y)|2
dy dt
tn+1
) 1
2
, x ∈ Rn,(2.14)
when α = 1 we just write Q f (x), (Γα(x) was defined on page 5). More precisely, we introduce the
following conical square functions written in terms of the heat semigroup (hence the subscript H):
for every m ∈ N,
Sm,H f (x) =
(∫∫
Γ(x)
|(t2L)me−t2L f (y)|2 dy dt
tn+1
) 1
2
,(2.15)
and, for every m ∈ N0,
Gm,H f (x) =
(∫∫
Γ(x)
|t∇y(t2L)me−t
2L f (y)|2 dy dt
tn+1
) 1
2
,(2.16)
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Gm,H f (x) =
(∫∫
Γ(x)
|t∇y,t(t2L)me−t2L f (y)|2 dy dt
tn+1
) 1
2
.(2.17)
In the same way, let us consider conical square functions associated with the Poisson semigroup
(hence the subscript P): given K ∈ N,
SK,P f (x) =
(∫∫
Γ(x)
|(t
√
L )2Ke−t
√
L f (y)|2 dy dt
tn+1
) 1
2
,(2.18)
and for every K ∈ N0,
GK,P f (x) =
(∫∫
Γ(x)
|t∇y(t
√
L )2Ke−t
√
L f (y)|2 dy dt
tn+1
) 1
2
,(2.19)
GK,P f (x) =
(∫∫
Γ(x)
|t∇y,t(t
√
L )2Ke−t
√
L f (y)|2 dy dt
tn+1
) 1
2
.(2.20)
Corresponding to the cases m = 0 or K = 0 we simply write GH f := G0,H f , GH f := G0,H f ,
GP f := G0,P f , and GP f := G0,P f . Besides, we set SH f := S1,H f and SP f := S1,P f .
We also consider the following non-tangential maximal functions.
NH f (x) = sup
(y,t)∈Γ(x)
(∫
B(y,t)
|e−t2L f (z)|2 dz
tn
) 1
2
and NP f (x) = sup
(y,t)∈Γ(x)
(∫
B(y,t)
|e−t
√
L f (z)|2 dz
tn
) 1
2
;
(2.21)
and denote the Riesz transform associated with the operator L by ∇L− 12 . We have the following
representation for it
∇L− 12 f = 2√
π
∫ ∞
0
t∇ye−t2L f dt
t
.(2.22)
From [6] we know the following boundedness result for ∇L− 12 .
Theorem 2.23. [6, Theorem 5.2] Let w ∈ A∞ be such that Ww(q−(L), q+(L)) , ∅. For all p ∈
IntKw(L) and f ∈ L∞c (Rn),
‖∇L− 12 f ‖Lp(w) . ‖ f ‖Lp(w).
Hence ∇L− 12 has a bounded extension to Lp(w).
2.6. Complex interpolation. Let us defined the interpolation space described in [15] by A.P.
Calderón.
Let A, B be Banach spaces embedded in a complex topological vector space V , and such that
‖ · ‖A and ‖ · ‖B denote the norm in A and B, respectively. Now, consider the space A + B = {x =
y + z : y ∈ A, z ∈ B} endowed with the norm
‖x‖A+B := inf{‖y‖A + ‖z‖B : x = y + z, y ∈ A, z ∈ B}.
Then, the space A + B becomes a Banach space.
Now, consider the linear space of functions F := F (A, B) as the space of all functions f (ξ),
ξ = θ + it, defined in the strip 0 ≤ θ ≤ 1 of the ξ − plane, with values in A + B continues and
bounded with respect to the norm of A + B in 0 ≤ θ ≤ 1 and analytic in 0 < θ < 1, and such that
f (it) ∈ A is A-continuous and tends to zero as |t| tends to infinity and f (1 + it) ∈ B is B-continuous
and tends to zero as |t| tends to infinity. The norm that we consider in this space is the following
‖ f ‖F := max
{
sup
t
‖ f (it)‖A, sup
t
‖ f (1 + it)‖B
}
,
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under this norm F becomes a Banach space.
Finally, for a given θ, 0 ≤ θ ≤ 1, we define the space [A, B]θ := {x ∈ A + B : x = f (θ), f ∈ F }
endowed with the norm
‖x‖[A,B]θ := inf{‖ f ‖F : x = f (θ)}.
Then [A, B]θ is a Banach space continuously embedded in A + B.
2.7. Extrapolaion. In some proofs we shall use the following extrapolation result that appear in
[19].
Theorem 2.24. Let F be a given family of pairs ( f , g) of non-negative and not identically zero
measurable functions.
(a) Suppose that for some fixed exponent q0, 1 ≤ q0 < ∞, and every weight w ∈ RHq′0 ,∫
Rn
f (x)
1
q0 w(x) dx ≤ Cw
∫
Rn
g(x)
1
q0 w(x) dx, ∀ ( f , g) ∈ F .
Then, for all 1 < q < ∞ and for all w ∈ RHq′ ,∫
Rn
f (x)
1
q w(x) dx ≤ Cw,q
∫
Rn
g(x)
1
q w(x) dx, ∀ ( f , g) ∈ F .
(b) Suppose that for some fixed exponent r0, 0 < r0 < ∞, and every weight w ∈ A∞∫
Rn
f (x)r0 w(x) dx ≤ Cw
∫
Rn
g(x)r0 w(x) dx, ∀ ( f , g) ∈ F .
Then, for all 0 < r < ∞, and for all w ∈ A∞,∫
Rn
f (x)r w(x) dx ≤ Cw,r
∫
Rn
g(x)r w(x) dx, ∀ ( f , g) ∈ F .
Part (a) is not written explicity in [19] but can be easily obtained using [4, Theorem 4.9] and [19,
Theorem 3.31] (see also [31, Lemma 3.3, part (b)]); part (b) appears in [19, Corollary 3.15] assum-
ing that the left-hand sides in the inequalities are finite. Here we do not take such assumptions, and
in particular, we have that the infiniteness of the left-hand side will imply that of the ride-hand one.
To prove (b) in the present form just proceed as in the proof of [31, Lemma 3.3, part (a)] but using
[19, Corollary 3.15] instead of [19, Theorem 3.9].
3. Weighted Hardy spaces
For w ∈ A∞, q ∈ Ww(p−(L), p+(L)), and 0 < p < ∞. We define the weighted Hardy spaces
associated with operators and the molecular weighted Hardy space.
3.1. Weighted Hardy spaces associated with operators.
Definition 3.1. Given a sublinear operator T acting on functions of Lq(w) we define the weighted
Hardy space HpT ,q(w) as the completion of the set
H
p
T ,q(w) :=
{
f ∈ Lq(w) : T f ∈ Lp(w)} ,
with respect to the semi-norm ‖ f ‖
H
p
T ,q(w)
:= ‖T f ‖Lp(w).
In our results T will be any of the square functions in (2.15)–(2.20), or a non-tangential maximal
function in (2.21).
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Remark 3.2. In [27], where the unweighted case was considered, the Hardy spaces are defined
taking the completion of a set of functions in L2(Rn). Here we take functions in Lq(w), where
q ∈ Ww(p−(L), p+(L)) because we don’t know whether 2 is in Ww(p−(L), p+(L)) or not. In any
case, we shall show that for 0 < p ≤ 1 or p ∈ Ww(p−(L), p+(L)) this choice of q is irrelevant since
all the spaces HpT ,q(w) are isomorphic for all q ∈ Ww(p−(L), p+(L)).
3.2. Molecular weighted Hardy spaces. In order to define the molecules and the molecular de-
compositions we introduce the following notation: given a cube Q ⊂ Rn we set
Qi := 2
i+1Q, for all i ≥ 1, C1(Q) := 4Q and, for i ≥ 2, Ci(Q) := 2i+1Q\2iQ.(3.3)
Besides, ℓ(Q) denotes the side length of Q.
We next define the notion of molecule and molecular representation. These objects are a weighted
version of those defined in [27] in the unweighted case.
Definition 3.4. Apart from the conditions stated at the beginning of the section for w, q, and p, let
us take ε > 0, and M ∈ N such that M > n2
(
rw
p
− 1
p−(L)
)
.
(a) Molecules: We say that a function m ∈ Lq(w) (belonging to the range of LM in Lq(w)) is a
(w, q, p, ε,M) −molecule if there exists a cube Q ⊂ Rn such thatm satisfies
‖m‖mol,w :=
∑
i≥1
2iεw(2i+1Q)
1
p− 1q
M∑
k=0
∥∥((ℓ(Q)2L)−km) 1Ci(Q)∥∥Lq(w) < 1.
Henceforth, we refer to the previous expression as the molecular w-norm ofm. Besides, any
cube Q satisfying that expression, is called a cube associated withm.
Note that ifm is a (w, q, p, ε,M) −molecule, for all associated cubes Q:∥∥((ℓ(Q)2L)−km) 1Ci(Q)∥∥Lq(w) ≤ 2−iεw(2i+1Q) 1q− 1p i = 1, 2, . . . ; k = 0, 1, . . . ,M.(3.5)
(b) Molecular representations: For any function f we say that
∑
i∈N λimi is a (w, q, p, ε,M) −
representation of f , if the following conditions are satisfied:
(i) {λi}i∈N ∈ ℓp.
(ii) For every i ∈ N,mi is a (w, q, p, ε,M) −molecule.
(iii) f =
∑
i∈N λimi in L
q(w).
We finally define the molecular weighted Hardy spaces.
Definition 3.6. Let w, q, p, ε, and M be as in the previous definition, we define the molecular
weighted Hardy space HpL,q,ε,M(w) as the completion of the set
H
p
L,q,ε,M(w) :=
{
f =
∞∑
i=1
λimi :
∞∑
i=1
λimi is a (w, q, p, ε,M) − representation of f
}
,
with respect to the quasi-norm,
‖ f ‖
H
p
L,q,ε,M (w)
:= inf

( ∞∑
i=1
|λi|p
) 1
p
:
∞∑
i=1
λimi is a (w, q, p, ε,M) − representation of f
 .
Remark 3.7. Although we shall just show molecular characterization for weighted Hardy spaces
in the range 0 < p ≤ 1, we have given the definition of the molecular weighted Hardy spaces for
all 0 < p < ∞. This is because we can always obtain a molecular decomposition of functions
f ∈ HpT ,q. This is easily seen by following the proof and noticing that there is not restriction over p.
In particular, we have that HpT ,q(w) ⊂ HpL,q,ε,M(w), with ‖ f ‖HpL,q,ε,M (w) . ‖ f ‖HpT ,q(w) for all 0 < p < ∞.
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Remark 3.8. We shall show below that, for 0 < p ≤ 1, the Hardy space HpL,q,ε,M(w) does not depend
on the choice of the allowable parameters q, ε, and M. Hence, at this point, it is convenient for us to
make a choice of these parameters and define the weighted Hardy space as the one associated with
this choice: from now on for every w ∈ A∞, we fix q0 ∈ Ww(p−(L), p+(L)), ε0 > 0, and M0 ∈ N
such that M0 > n2
(
rw
p
− 1
p−(L)
)
, and set HpL(w) := H
p
L,q0,ε0,M0
(w), for 0 < p ≤ 1.
3.3. Weighted Hardy space associated with the Riesz transform.
Definition 3.9. Given w ∈ A∞, q ∈ Ww(q−(L), q+(L)), and 0 < p < ∞, we define the weighted
Hardy space associated with the Riesz transform Hp∇L−1/2,q(w), as the completion of the set
H
p
∇L−1/2,q(w) := { f ∈ Lq(w) : ‖∇L−
1
2 f ‖Lp(w) < ∞},
with respect to the norm ‖ f ‖
H
p
∇L−1/2
:= ‖∇L− 12 f ‖Lp(w).
Remark 3.10. By [6, Remark 3.5], we know that, for q ∈ Ww(p−(L), p+(L)), e−tL has an infin-
itesimal generator Lq,w, on Lq(w). In particular e−tLq,w and e−tL agree in Lq(w) ∩ L2(Rn). In our
definitions of weighted Hardy spaces, we consider functions f ∈ Lq(w), q ∈ Ww(p−(L), p+(L))
(q ∈ Ww(q−(L), q+(L)) ⊂ Ww(p−(L), p+(L)) in the case of the Riesz transform), such that some
operator that depends on L, let us write OL, satisfies that OL f ∈ Lp(w), 0 < p < ∞. Abusing
notation we write OL, but it should be understood that, when f ∈ Lq(w) \ L2(Rn), OL f is in fact
OLq,w f . On the other hand, in the case that f ∈ Lq(w) ∩ L2(Rn) note that OLq,w f = OL f .
4. Auxiliary results
The proofs of our main results are long and with a lot of technical details. Therefore, in order to
facilitate a smooth reading of those proofs, we include some of those technicalities in this section.
We also introduce the following notation. Let E ⊂ Rn be a cube or a ball, for any function f and
weight w ∈ A∞, recalling the notation in (3.3), we set
−
∫
E
f (x)dw :=
1
w(E)
∫
E
f (x)w(x)dx and −
∫
C j(E)
f (x)dw :=
1
w(2 j+1E)
∫
C j(E)
f (x)w(x)dx, ∀ j ≥ 2.
Proposition 4.1. Given w ∈ A∞ such that Ww(p−(L), p+(L)) , ∅, for 0 < t, s < ∞, p, q ∈ Jw(L),
p ≤ q, M ∈ N, and a ball B ⊂ Rn with radius rB, we have that {T Mt,s := (e−t
2L − e−(t2+s2)L)M}t>0
satisfies the following Lp(w) − Lq(w) off-diagonal estimates on balls: there exist θ1, θ2 > 0 such
that, for all j ≥ 2,
(4.2)
(
−
∫
C j(B)
|T Mt,s ( f1B)(y)|qdw
) 1
q
. 2 jθ1 max
{
2 jrB
t
,
√
s2 + t2
2 jrB
}θ2 (
s2
t2
)M
e
−c 4
j r2
B
t2+s2
(
−
∫
B
| f (y)|pdw
) 1
p
;
and, (
−
∫
B
|T Mt,s ( f1B)(y)|qdw
) 1
q
. max
{
rB
t
,
√
s2 + t2
rB
}θ2 (
s2
t2
)M (
−
∫
B
| f (y)|pdw
) 1
p
.(4.3)
Proof. We have for j ≥ 2,(
−
∫
C j(B)
|T Mt,s ( f1B)(y)|qdw
) 1
q
= w(2 j+1B)−
1
q
∥∥∥∥∥∥
(∫ s2
0
∂re
−(r+t2)L dr
)M
f1B
 1C j(B)
∥∥∥∥∥∥
Lq(w)
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≤ w(2 j+1B)− 1q∫ s2
0
· · ·
∫ s2
0
∥∥∥∥∥∥
(( M∑
i=1
ri + Mt
2
)
L
)M
e−(
∑M
i=1 ri+Mt
2)L( f1B)
 1C j(B)
∥∥∥∥∥∥
Lq(w)
dr1 · · · drM
(
∑M
i=1 ri + Mt
2)M
. 2 jθ1
∫ s2
0
· · ·
∫ s2
0
Υ
 2 jrB√∑M
i=1 ri + Mt
2
θ2 e−c 4 jr2B∑Mi=1 ri+Mt2 dr1 · · · drM
(
∑M
i=1 ri + Mt
2)M
w(B)−
1
p ‖ f1B‖Lp(w)
. 2 jθ1 max
{
2 jrB
t
,
√
s2 + t2
2 jrB
}θ2 (
s2
t2
)M
e
−c 4
jr2
B
t2+s2
(
−
∫
B
| f (y)|pdw
) 1
p
,
where θ1, θ2 > 0, Υ(u) := max{u, u−1}, and we have used the fact that (tL)Me−tL satisfies Lp(w) −
Lq(w) off-diagonal estimates on balls (see [5]). The proof of (4.3) follows similarly. 
In the unweighted case we have a similar result to the previous one, see [32, (5.12)] (see also
[25, Proof of Lemma 2.2]).
Proposition 4.4. For 0 < t, s < ∞, p ∈ (p−(L), p+(L)), M ∈ N, and for E1, E2 closed subsets
in Rn, and f ∈ Lp(Rn) such that supp( f ) ⊂ E1, we have that {T Mt,s }t>0 satisfies the following
Lp(Rn) − Lp(Rn) off-diagonal estimates:∥∥T Mt,s f∥∥Lp(E2) .
(
s2
t2
)M
e
−c d(E1 ,E2)2
t2+s2 ‖ f ‖Lp(E1).
We next give a change of angle result similar to [31, Proposition 3.30], but with the difference
that in the one below we keep some control on the support by imposing another condition over the
radius of the ball.
Proposition 4.5. Let 1 ≤ q ≤ s < ∞, w ∈ RHs′ , and 0 ≤ α ≤ 1. Then, for every ball B with radius
rB, and 0 < t ≤ rB, there hold, for j ≥ 2,∫
C j(B)
(∫
B(x,αt)
|h(y, t)| dy
) 1
q
w(x)dx . α
n
s
∫
2 j+3B\2 j−2B
(∫
B(x,t)
|h(y, t)| dy
) 1
q
w(x)dx;(4.6)
and, ∫
4B
(∫
B(x,αt)
|h(y, t)| dy
) 1
q
w(x)dx . α
n
s
∫
6B
(∫
B(x,t)
|h(y, t)| dy
) 1
q
w(x)dx.(4.7)
Proof. Note that for every 0 < t ≤ rB, x ∈ C j(B), and 0 < α ≤ 1, we have that B(x, αt) ⊂
2 j+2B \ 2 j−1B, for all j ≥ 2, and B(x, αt) ⊂ 5B, for j = 1. Besides, if y ∈ 2 j+2B \ 2 j−1B and
0 < t ≤ rB, then B(y, t) ⊂ 2 j+3B \ 2 j−2B, for all j ≥ 2; on the other hand if y ∈ 5B and 0 < t ≤ rB,
then B(y, t) ⊂ 6B, for j = 1. Therefore, following the proof of [31, Proposition 3.30] but keeping
the above conditions on the support of the integral in x we conclude the proof. 
We next establish some results for a general 0 < p < ∞ that were proved in [32] for p = 1. The
following lemma related to (w, q, p, ε,M) −molecules is analogous to that of [32, Lemma 4.6].
Lemma 4.8. Given p0 < q, 0 < p < ∞, w ∈ A q
p0
, ε > 0, and M ∈ N. Letm be a (w, q, p, ε,M) −
molecule and let Q be a cube associated withm. For every i ≥ 1 and every 0 ≤ k ≤ M, k ∈ N0,
there holds∥∥((ℓ(Q)2L)−km) 1Ci (Q)∥∥Lp0 (Rn) . 2−iεw(2i+1Q)− 1p |2i+1Q| 1p0 .
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Proof. First of all, recall that ifm is a (w, q, p, ε,M) −molecule, in particular we have (3.5). That,
Hölder’s inequality, and the fact that w ∈ A q
p0
imply∥∥((ℓ(Q)2L)−km) 1Ci(Q)∥∥Lp0 (Rn)
≤
(∫
Ci(Q)
|(ℓ(Q)2L)−km(y)|qw(y) dy
) 1
q
(
−
∫
2i+1Q
w(y)
1−
(
q
p0
)′
dy
) 1
q
(
q
p0
−1
)
|2i+1Q|
1
p0
− 1
q
. 2−iεw(2i+1Q)−
1
p |2i+1Q|
1
p0 .

The following propositions are generalizations of [32, Proposition 5.2, Proposition 5.3]. They
give us uniform boundedness of the norm on Lp(w), for 0 < p ≤ 1, of the square functions applied
to (w, q, p, ε,M) −molecules.
Proposition 4.9. Let w ∈ A∞ and let {Tt}t>0 be a family of sublinear operators satisfying the
following conditions:
(a) {Tt}t>0 ∈ F∞(Lp0 → L2) for all p−(L) < p0 ≤ 2.
(b) Ŝ f (x) :=
(∫∫
Γ(x) |Tt f (y)|2 dy dttn+1
) 1
2
is bounded on Lq(w) for every q ∈ Ww(p−(L), p+(L)).
(c) There exists C > 0 so that for every t > 0 there holds Tt = CT t√
2
◦ e− t
2
2 L.
(d) For every λ > 0, there exists Cλ > 0 such that for every t > 0 it follows that
T√1+λ t = Cλ Tt ◦ e−λt
2L.
Then, for everym a (w, q, p, ε,M) − molecule with q ∈ Ww(p−(L), p+(L)), 0 < p ≤ 1, ε > 0, and
M > n2
(
rw
p
− 1
p−(L)
)
, it follows that ‖Ŝm‖Lp(w) . 1, with constants independent ofm.
The proof of this proposition follows line by line that of [32, Proposition 5.2] (i.e for the case
p = 1). It suffices to replace p with q, the L1(w) norm with the Lp(w) norm, [31, Lemma 4.6] with
Lemma 4.8, and [32, (3.3)] with (3.5); apart from other minor and easy changes as consequences
of the above replacements. From this result we have:
Proposition 4.10. Let S be any of the square functions considered in (2.15)–(2.20). For every
w ∈ A∞ and m a (w, q, p, ε,M) − molecule with q ∈ Ww(p−(L), p+(L)), 0 < p ≤ 1, ε > 0, and
M > n2
(
rw
p
− 1
p−(L)
)
, there hold
(a) ‖Sm‖Lp(w) ≤ C.
(b) For all f ∈ H1L,q,ε,M(w), ‖S f ‖Lp(w) . ‖ f ‖H1L,q,ε,M (w).
Proof. Note that, in view of [31, Theorems 1.14 and 1.15, and Remark 4.22] and the fact that
SH f ≤ 12GH f , to prove part (a) it suffices to show the desired estimate for GH. To this end,
we observe that |t∇y,te−t2L f |2 = |t∇ye−t2L f |2 + 4|t2Le−t2L f |2. Besides, both Tt := t∇ye−t2L and
Tt := t2Le−t2L satisfy the hypotheses of Proposition 4.9: (a) follows from the off-diagonal estimates
that the families Tt := t∇ye−t2L and Tt := t2Le−t2L satisfy (see Section 2.4); (b) is contained in [31,
Theorem 1.12, part (a)]; and finally (c) and (d) follow from easy calculations. Thus, we can apply
Proposition 4.9 and obtain the desired estimate.
As for part (b), fix w ∈ A∞ and take q ∈ Ww(p−(L), p+(L)), 0 < p ≤ 1, ε > 0, and M ∈ N such
that M > n2
(
rw
p
− 1
p−(L)
)
. Then, for f ∈ HpL,q,ε,M(w), there exists a (w, q, p, ε,M)− representation of
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f , f =
∑∞
i=1 λimi, such that ( ∞∑
i=1
|λi|p
) 1
p
≤ 2‖ f ‖
H
p
L,q,ε,M (w)
.
On the other hand, since
∑∞
i=1 λimi converges in L
q(w) and since for any choice of S , we have that
S is a sublinear operator bounded on Lq(w) (see [31, Theorems 1.12 and 1.13]). This, part (a), and
the fact that 0 < p ≤ 1 imply
‖S f ‖Lp(w) =
∥∥∥∥∥S
( ∞∑
i=1
λimi
)∥∥∥∥∥
Lp(w)
≤
( ∞∑
i=1
|λi|p ‖Smi‖pLp(w)
) 1
p
≤ C
( ∞∑
i=1
|λi|p
) 1
p
. ‖ f ‖HpL,q,ε,M (w),
as desired. 
As for the non-tangential maximal functions considered in (2.21), we generalize [32, Proposition
7.22].
Proposition 4.11. Let w ∈ A∞, 0 < p ≤ 1, q ∈ Ww(p−(L), p+(L)), ε > 0, and M ∈ N such that
M > n2
(
rw
p
− 1
p−(L)
)
, and letm be a (w, q, p, ε,M)-molecule. Then,
(a) ‖NHm‖Lp(w) + ‖NPm‖Lp(w) ≤ C
(b) For all f ∈ HpL,q,ε,M(w),
‖NH f ‖Lp(w) + ‖NP f ‖Lp(w) ≤ ‖ f ‖HpL,q,ε,M (w).
The proof of part (a) follows as [32, Proposition 7.22, part (a)], computing the norms ‖NHm‖pLp(w)
and ‖NPm‖pLp(w) instead of the L1(w) norms, replacing p with q, and using Lemma 4.8 instead of
[32, Lemma 4.6]. The only mayor change comes when, while computing ‖NPm‖pLp(w), this integral
appears ∫
Rn
(∫ ∞
1
4
e−u S4
√
u
H m(x)du
)p
w(x)dx,
(see (2.14) and (2.15) for the deinition of S4
√
u
H ). In order to estimate it, note that for all w0 ∈ A∞,
r0 > rw, applying Minkowski’s integral inequality and [31, Proposition 3.2], we have∫
Rn
(∫ ∞
1
4
e−u S4
√
u
H m(x)du
)2
w0(x)dx ≤
(∫ ∞
1
4
e−u
(∫
Rn
(S4
√
u
H m(x))
2w0(x)dx
) 1
2
du
)2
≤
(∫ ∞
1
4
e−u(4
√
u)
nr0
2
(∫
Rn
(SHm(x))2w0(x)dx
) 1
2
du
)2
.
∫
Rn
(SHm(x))2w0(x)dx.
Hence, applying Theorem 2.24, part (b), we obtain for all 0 < r˜ < ∞ and w˜ ∈ A∞∫
Rn
(∫ ∞
1
4
e−u S4
√
u
H m(x)du
)r˜
w˜(x)dx .
∫
Rn
(SHm(x))˜rw˜(x)dx.
In particular, for every 0 < p ≤ 1 and w ∈ A q
p−(L)
∩RH( p+(L)
q
)′ , and by Proposition 4.10, part (a), we
have that ∫
Rn
(∫ ∞
1
4
e−u S4
√
u
H m(x)du
)p
w(x)dx .
∫
Rn
(SHm(x))pw(x)dx ≤ C.
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The proof of part (b) follows as the proof of Proposition 4.10, part (b), but using [32, Proposition
7.1] instead of [31, Theorems 1.12 and 1.13].
Finally, let us see that the Riesz transform applied to (w, q, p, ε,M)−molecules is also uniformly
bounded.
Proposition 4.12. For every w ∈ A∞, q ∈ Ww(q−(L), q+(L)), 0 < p ≤ 1, ε > 0, M ∈ N such that
M > n2
(
rw
p
− 1
p−(L)
)
, andm a (w, q, p, ε,M) − molecule, there hold
(a) ‖∇L− 12m‖Lp(w) ≤ C.
(b) For all f ∈ HpL,q,ε,M(w), ‖∇L−
1
2 f ‖Lp(w) . ‖ f ‖HpL,q,ε,M (w).
Proof. Assuming part (a) the proof of part (b) follows as the proof of Proposition 4.10, part (b), but
using Theorem 2.23 instead of [31, Theorems 1.12 and 1.13].
We next prove part (a). Fix w, p, q, ε, and M as in the statement of the proposition. Note
that since w ∈ A q
q−(L)
∩ RH( q+(L)
q
)′ and M > n2
(
rw
p
− 1
q−(L)
)
(recall that p−(L) = q−(L)), we can
take r0 > rw, p0, and q0, q−(L) < p0 < q < q0 < q+(L), close enough to rw, q−(L), and q+(L),
respectively, so that w ∈ A q
p0
∩ RH( q0
q
)′ and
M >
n
2
(
r0
p
− 1
p0
)
.(4.13)
Besides, takem a (w, q, p, ε,M)−molecule and Q ⊂ Rn one of its associated cubes, with sidelength
ℓ(Q), and consider BQ :=
(
I − e−ℓ(Q)2L
)M
and AQ := I − BQ. Additionally, recalling the notation
given in (3.3) and considering A˜kQ :=
(
kℓ(Q)2L
)M
e−kℓ(Q)
2L, for every k ∈ {1, . . . ,M}, we can write
(4.14) ∇L− 12m = ∇L− 12 BQm + ∇L−
1
2AQm = ∇L−
1
2 BQm +
M∑
k=1
Ck,M∇L−
1
2 A˜kQm˜
=
∑
i≥1
(
∇L− 12 BQmi +
M∑
k=1
Ck,M∇L−
1
2 A˜kQm˜i
)
,
where m˜ := (ℓ(Q)2L)−Mm and for any function f , we denote fi := f1Ci(Q), for all i ≥ 1. Thus, we
have
‖∇L− 12 BQmi‖pLp(w) .
∑
j≥1
‖1C j(Qi)(∇L−
1
2 BQmi)‖pLp(w) =:
∑
j≥1
Ii j.(4.15)
Then, for j = 1, applying Hölder’s inequality, the boundedness of ∇L− 12 and BQ on Lq(w) (see
Theorem 2.23 and [5]), and by (3.5) and (2.2), we obtain
(4.16) Ii1 . w(2
i+1Q)1−
p
q
(∫
4Qi
∣∣∣∇L− 12 BQmi(x)∣∣∣q w(x)dx) pq . ‖mi‖pLq(w)w(2i+1Q)1− pq ≤ 2−ipε.
As for j ≥ 2, denoting Tt := t∇ye−t2L, using (2.22) and splitting the integral in t, we obtain
Ii j ≤
∫
C j(Qi)
∣∣∣∣∫ ℓ(Q)
0
TtBQmi(x)dt
t
∣∣∣∣p w(x)dx + ∫
C j(Qi)
∣∣∣∣∫ ∞
ℓ(Q)
TtBQmi(x)dt
t
∣∣∣∣p w(x)dx =: I1i j + I2i j.
(4.17)
The estimate of I1i j, follows applying twice Hölder’s inequality, the fact that w ∈ RH( q0
q
)′ , and
Mikowski’s integral inequality. Besides, we expand the binomial, apply respectively the Lp0 (Rn) −
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Lq0 (Rn) and the Lp0 (Rn)−Lp0(Rn) off-diagonal estimates that the families {t∇ye−t2L}t>0 and {e−t2L}t>0
satisfied, (see Section 2.4), and also [31, Lemma 2.1] (see also [25, Lemma 2.3]), Lemma 4.8, and
(2.2). Then,
I1i j . w(2
j+1Qi)
1− p
q
(∫
C j(Qi)
∣∣∣∣ ∫ ℓ(Q)
0
TtBQmi(x)dt
t
∣∣∣∣qw(x)dx
) p
q
(4.18)
. w(2 j+1Qi) |2 j+1Qi|−
p
q0
∫ ℓ(Q)
0
(∫
C j(Qi)
∣∣TtBQmi(x)∣∣q0 dx
) 1
q0 dt
t
p .
. w(2 j+1Qi) |2 j+1Qi|−
p
q0
∫ ℓ(Q)
0
(∫
C j(Qi)
∣∣∣t∇ye−t2Lmi(x)∣∣∣q0 dx
) 1
q0 dt
t
+
M∑
k=1
Ck,M
∫ ℓ(Q)
0
ℓ(Q)−1
(∫
C j(Qi)
∣∣∣√kℓ(Q)∇ye−kℓ(Q)2Le−t2Lmi(x)∣∣∣q0 dx
) 1
q0
dt
p
. ‖mi‖pLp0 (Rn)w(2 j+1Qi)|2 j+1Qi|
− p
q0
(∫ ℓ(Q)
0
(
e
−c 4i+ jℓ(Q)2
t2 t
−
(
n
p0
− n
q0
)
+
te−c4
i+ j
ℓ(Q)
ℓ(Q)
−
(
n
p0
− n
q0
))
dt
t
)p
. e−c4
i+ j
.
As for I2i j, we proceed as before but also changing the variable t into
√
M + 1t =: CMt and consider-
ing BQ,t :=
(
e−t
2L − e−(t2+ℓ(Q)2)L
)M
. Next, we apply [31, Lemma 2.1] using that the families {Tt}t>0
and {BQ,t}t>0 satisfy respectively Lp0(Rn) − Lq0(Rn) and Lp0(Rn) − Lp0(Rn) off-diagonal estimates
(see Section 2.4 and Proposition 4.4). Besides, note that ℓ(Q) ≤ tCM. Then, by Lemma 4.8 and
changing the variable t into 2
j+iℓ(Q)
t
, we get
I2i j . w(2
j+1Qi)|2 j+1Qi|−
p
q0
∫ ∞
ℓ(Q)
CM
(∫
C j(Qi)
∣∣TtBQ,tmi(x)∣∣q0 dx
) 1
q0 dt
t
p
. w(2 j+1Qi)|2 j+1Qi|−
p
q0 ‖mi‖pLp0 (Rn)
(∫ ∞
ℓ(Q)
CM
(
ℓ(Q)2
t2
)M
t
−n
(
1
p0
− 1q0
)
e
−c 4i+ jℓ(Q)2
t2
dt
t
)p
. 2−ip(2M+ε)2− jp
(
2M+ n
p0
− r0n
p
)
.
Hence, by this, (4.15), (4.16), (4.17), (4.18), and (4.13), we have∑
i≥1
‖∇L− 12 BQmi‖pLp(w) ≤ C.(4.19)
Now, proceeding as in the estimate of Ii1, since the Riesz transform and A˜kQ are bounded on L
q(w)
(see Theorem 2.23 and [5, Proposition 5.9]), and by (3.5), we get
‖14Qi∇L−
1
2 A˜kQm˜i‖Lp(w) . w(4Qi)
1
p
− 1
q ‖m˜i‖Lq(w) . 2−iε.(4.20)
Next, for j ≥ 2, we use (2.22), and proceed as in the estimate of Ii j,
‖1C j(Qi)∇L−
1
2 A˜kQm˜i‖pLp(w) . w(2 j+1Qi)|2 j+1Qi|
− p
q0
∫ ℓ(Q)
0
(∫
C j(Qi)
∣∣∣TtA˜kQm˜i(x)∣∣∣q0 dx
) 1
q0 dt
t
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+
∫ ∞
ℓ(Q)
(∫
C j(Qi)
∣∣∣TtA˜kQm˜i(x)∣∣∣q0 dx
) 1
q0 dt
t
p
=: w(2 j+1Qi)|2 j+1Qi|−
p
q0
(
II1i j + II
2
i j
)p
.
We first estimate II1i j, proceeding as in the estimate of I
1
i j in (4.18). We apply [31, Lemma 2.1]
with the families {t∇y(t2L)Me−t2L}t>0 and {e−t2L}t>0 that satisfy respectively Lp0 (Rn) − Lq0(Rn) and
Lp0 (Rn) − Lp0 (Rn) off-diagonal estimates (see Section 2.4). Then, by Lemma 4.8, we obtain
(4.21) II1i j =
ck,M
ℓ(Q)
∫ ℓ(Q)
0
(∫
C j(Qi)
∣∣∣k 12 ℓ(Q)∇yA˜kQe−t2Lm˜i(x)∣∣∣q0 dx
) 1
q0
dt
. e−c4
j+i
ℓ(Q)
−n
(
1
p0
− 1
q0
)
‖m˜i‖Lp0 (Rn) . w(Qi)−
1
p ℓ(Q)
n
q0 e−c4
i+ j
.
Now consider skQ,t := kℓ(Q)
2 + t2. Then changing the variable t into
√
2t, and proceeding as in the
estimate of I2i j but applying this time [31, Lemma 2.1] with the families {Tt}t>0 and {(t2L)Me−t
2L}t>0
that satisfy respectively Lp0 (Rn) − Lq0 (Rn) and Lp0 (Rn) − Lp0 (Rn) off-diagonal estimates, we have
that
II2i j .
∫ ∞
ℓ(Q)√
2
(
ℓ(Q)2
t2
)M (∫
C j(Qi)
∣∣∣Tt (skQ,tL)M e−skQ,tLm˜i(x)∣∣∣q0 dx
) 1
q0 dt
t
. ‖m˜i‖Lp0 (Rn)
∫ ∞
ℓ(Q)√
2
(
ℓ(Q)2
t2
)M
t
−n
(
1
p0
− 1
q0
)
e
−c 4 j+iℓ(Q)2
t2
dt
t
. 2
− j
(
2M+n
(
1
p0
− 1
q0
))
ℓ(Q)
n
q0 w(Qi)
− 1
p 2
−i
(
2M− n
q0
+ε
)
.
Therefore, from this inequality and (4.21), we have that
‖1C j(Qi)∇L−
1
2 A˜kQm˜i‖pLp(w) . e−c4
i+ j
+ 2
− jp
(
2M+ n
p0
− r0n
p
)
2−ip(2M+ε).
This, (4.20), and (4.13) give us
∑
i≥1 ‖∇L−
1
2 A˜kQm˜i‖pLp(w) ≤ C, which together with (4.19) and in
view of (4.14), allows us to conclude the proof. 
5. Interpolation results
The aim of this section is to prove the following interpolation result for Hardy spaces.
Theorem 5.1. Given w ∈ A∞ and q ∈ Ww(p−(L), p+(L)), suppose 1 ≤ p0 < p1 < p+(L)
2,∗
sw
and
1
p
= 1−θ
p0
+ θ
p1
, 0 < θ < 1. Then
[Hp0SH,q(w),H
p1
SH ,q(w)]θ = H
p
SH,q(w).
We denote by [ , ]θ the complex interpolation method described in [15] (see Section 2.6). As we
explained in the introduction we obtain this result from the corresponding one for the weighted tent
spaces defined in (2.8) , (a real interpolation result involving weighted tent spaces was proved in
[16]):
Theorem 5.2. Suppose 1 ≤ p0 < p1 < ∞ and 1p = 1−θp0 +
θ
p1
, 0 < θ < 1. Then
[T p0 (w), T p1 (w)]θ = T
p(w).
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Remark 5.3. In the proof of the inclusion T p ⊂ [T p0 , T p1 ]θ, in [18, Lemma 5, Section 7] (following
the notation there) the authors claim that the support of the functionA( fk) is contained in O∗k \Ok+1.
It is easy to see that suppA( fk) ⊂ O∗k, but it is not clear that the support ofA( fk) is away from Ok+1.
In fact, we can construct 1-dimensional examples which show that this is false in general. This was
noticed by A. Amenta in [1, Remark 3.20].
We refer to [12] and [23] for a different proof of that inclusion and hence, of [18, Theorem 4,
Section 7].
Here, we give a prove of Theorem 5.2 based on the proof of [18, Lemma 4 , Section 7] to
show that [T p0 (w), T p1 (w)]θ ⊂ T p(w), and on the proof of [18, Lemma 5 , Section 7] to show that
T p(w) ⊂ [T p0(w), T p1 (w)]θ. However, in view of Remark 5.3, in order to show this last inclusion,
we need to complete and slightly modify the proof given in [18, Lemma 5, Section 7].
5.1. Tent spaces interpolation: proof of Theorem 5.2. As we said a few lines above, following
the proof of [18, Lemma 4 , Section 7], but using interpolation between Lp(w) spaces (note that the
proof in [11, Theorem 5.1.1] also works in the weighted case), instead of the usual interpolation in
Lp(Rn) spaces, we get
[T p0 (w), T p1 (w)]θ ⊂ T p(w), 1 ≤ p0 < p < p1 < ∞,
1
p
=
1 − θ
p0
+
θ
p1
, 0 < θ < 1.
As for the converse inclusion, fix 1 ≤ p0 < p < p1 < ∞ and 0 < θ < 1 such that 1p = 1−θp0 +
θ
p1
, and
take a function f ∈ T p(w) such that ‖ f ‖T p(w) ≤ 1. Then, we need to find a function F, z → F(z),
from the closed strip 0 ≤ Re(z) ≤ 1 to the Banach space T p0 (w) + T p1 (w) (see Section 2.6 for
definitions). The function F must be continuous and bounded on the full strip, with respect to the
norm of T p0 (w)+T p1(w) , and analytic on the open strip, and such that F(iy) ∈ T p0 (w) is continuous
in T p0(w) and tends to zero as |y| → ∞, and F(1 + iy) ∈ T p1 (w) is continuous in T p1(w) and tends
to zero as |y| → ∞. Besides, F must satisfy that F(θ) = f in T p(w), and
‖F(iy)‖Lp0 (w) + ‖F(1 + iy)‖Lp1 (w) ≤ C,
uniformly on f . To this end fix α > 1, to be determined during the proof, and, for each k ∈ Z,
consider the sets Ok := {x ∈ Rn : Aα( f )(x) > 2k}, Ek := Rn \ Ok, and, for some fixed γ, 0 <
γ < 1, the set E∗k :=
{
x ∈ Rn : ∀ r > 0, |Ek∩B(x,r)||B(x,r)| ≥ γ
}
and its complement O∗k := R
n \ E∗k = {x ∈
R
n : M(1Ok )(x) > 1 − γ}, where M is the centred Hardy-Littlewood maximal operator over balls.
Besides, for every k ∈ Z, we can consider the “tent” over O∗k, define by Ô∗k := {(y, t) ∈ Rn+1+ :
d(y,Rn \ O∗k) ≥ t}. Note that R(E∗k) :=
⋃
x∈E∗k Γ(x) = R
n+1
+ \ Ô∗k. Additionally, note that supp f ⊂(⋃
k∈Z Ô
∗
k \ Ô∗k+1
)⋃
F, where F ⊂ Rn+1+ and
∫ ∞
0
∫
Rn
1F(y, t)
dy dt
tn+1
= 0. This follows proceeding as in
the proof of [32, Proposition 5.1, part (a)]. Then, we can write f =
∑
k∈Z f1Ô∗k\Ô∗k+1
=:
∑
k∈Z fk in
T p(w).
Now, consider the function F(z) := ez
2−θ2∑
k∈Z 2
k(α(z)p−1) fk, where α(z) := 1−zp0 +
z
p1
. We shall
see that F satisfies all the conditions that we mentioned above. First note that F(θ) = f in T p(w).
Moreover, for all z ∈ C such that 0 < Rez < 1, applying Young’s inequality, we have that
|F(z)| =
∣∣∣∣∣ez2−θ2∑
k∈Z
2k(α(z)p−1) fk
∣∣∣∣∣ ≤ e∑
k∈Z
2
k
(
p
1−Re(z)
p0
+p
Re(z)
p1
−1
)
| fk |(5.4)
= e
∑
k∈Z
(
2
k
(
p
p0
−1
)
| fk |
)1−Re(z)(
2
k
(
p
p1
−1
)
| fk |
)Re(z)
≤ e(1 − Re(z))
∑
k∈Z
2
k
(
p
p0
−1
)
| fk | + eRe(z)
∑
k∈Z
2
k
(
p
p1
−1
)
| fk |
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≤ e
∑
k∈Z
2
k
(
p
p0
−1
)
| fk | + e
∑
k∈Z
2
k
(
p
p1
−1
)
| fk |.
Besides, for all −∞ < y < ∞,
|F(iy)| ≤ e−y2
∑
k∈Z
2
k
(
p
p0
−1
)
| fk | and |F(1 + iy)| ≤ e1−y
2∑
k∈Z
2
k
(
p
p1
−1
)
| fk |.(5.5)
Then, in order to see that F satisfies the desired conditions, it suffices to show that∥∥∥∥∥∑
k∈Z
2
k
(
p
p0
−1
)
| fk |
∥∥∥∥∥
T p0 (w)
+
∥∥∥∥∥∑
k∈Z
2
k
(
p
p1
−1
)
| fk |
∥∥∥∥∥
T p1 (w)
≤ C.(5.6)
Indeed, combining this with (5.5), we obtain that F(iy) ∈ T p0 (w) is continuous in T p0 (w) and
tends to zero as |y| → ∞, and F(1 + iy) ∈ T p1 (w) is continuous in T p1 (w) and tends to zero as
|y| → ∞. On the other hand, by (5.4), (5.5), and (5.6), we easily obtain that F is a continuous
and bounded function with respect to the norm of T p0 (w) + T p1 (w) on the full strip. Finally, to see
that F is analytic on the open strip we apply Morera’s theorem for Banach-space valued functions.
We have that F(z) is continuous, so it just remains to show that for all triangle T in the open set
Ĉ := {z ∈ C : 0 < Rez < 1}, we have that ∫
T
F(z) = 0. To see this, consider for each k ∈ Z
gk(z) := ez
2−θ22k(pα(z)−1) fk, we have that these functions are analytic on Ĉ. Then, for all T triangle
in Ĉ and each k ∈ Z, by Cauchy’s theorem, ∫
T
gk(z) = 0. Hence, it suffices to justify that we can
take the sum in k ∈ Z out of the integral. This follows by the dominated convergence theorem for
Bochner integrals. Note that ∫
T
F(z) =
3∑
j=1
∫ t j
0
F(γ j(t))γ
′
j(t)dt,
where γ j is a parametrization of each side of the triangle T , and that, by (5.4) and (5.6), for j =
1, 2, 3, ∫ t j
0
‖F(γ j(t))γ′j(t)‖T p0 (w)+T p1 (w)dt .
∫ t j
0
‖F(γ j(t))‖T p0 (w)+T p1 (w)dt < ∞.
Consequently the function t → F(γ j(t))γ′j(t), for all t ∈ [0, t j] is Bochner integrable. Moreover, for
all M > 0 and j = 1, 2, 3, again by (5.4) and (5.6),∥∥∥∥∥∥
∑
|k|≤M
eγ j(t)
2−θ22k(α(γ j(t))p−1) fkγ′j(t)
∥∥∥∥∥∥
T p0 (w)+T p1 (w)
. C,
which implies that we can apply the dominated convergence theorem for Bochner integrals and
then conclude that F is analytic. Besides (5.5), (5.6), and the fact that F(θ) = f in T p(w) with
‖ f ‖T p(w) ≤ 1, imply that f ∈ [T p0 (w), T p1 (w)]θ and that ‖ f ‖[T p0 (w),T p1 (w)]θ . ‖ f ‖T p(w). Thus, let us
prove (5.6). Let q be p0 or p1, then, since supp(A fk) ⊂ O∗k and Ok+1 ⊂ O∗k+1 ⊂ O∗k, we have∥∥∥∥∥∑
k∈Z
2
k
(
p
q
−1
)
| fk |
∥∥∥∥∥
T q(w)
≤ sup
‖ψ‖
Lq
′
(w)
≤1
∑
k∈Z
2
k
(
p
q
−1
) ∫
O∗k
|A fk(x)||ψ(x)|w(x)dx
≤ sup
‖ψ‖
Lq
′
(w)
≤1
∑
k∈Z
2
k
(
p
q
−1
) ∫
O∗k\Ok+1
|A fk(x)||ψ(x)|w(x)dx
+ sup
‖ψ‖
Lq
′
(w)
≤1
∑
k∈Z
2
k
(
p
q
−1
) ∫
Ok+1
|A fk(x)||ψ(x)|w(x)dx =: sup
‖ψ‖
Lq
′
(w)
≤1
I + sup
‖ψ‖
Lq
′
(w)
≤1
II.
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Using that for α > 1, A fk ≤ Aα fk, and that for x ∈ O∗k \ Ok+1, Aα fk(x) ≤ 2k+1, we obtain
I . 2k
p
q
∫
O∗k
|ψ(x)|w(x)dx. Next we see that II is controlled by the same expression in the right-hand
side of the previous inequality. For every k ∈ Z, sinceM : Lr(w)→ Lr,∞(w), for all r > rw, we have
that w(O∗k) . w(Ok) < ∞. Then, we can take a Whitney decomposition of O∗k+1: O∗k+1 =
⋃
j∈N Q
j
k+1,
which satisfies √
nℓ(Q jk+1) ≤ d(Q jk+1,Rn \ O∗k+1) ≤ 4
√
nℓ(Q jk+1),
and the Q jk+1 have disjoint interiors. Now, for every x ∈ Q jk+1, we split A fk(x) as follows
A fk(x)≤
(∫ ℓ(Q jk+1)/2
0
∫
B(x,t)
| fk(y, t)|2 dy dt
tn+1
) 1
2
+
(∫ ∞
ℓ(Q j
k+1)/2
∫
B(x,t)
| fk(y, t)|2 dy dt
tn+1
) 1
2
=:G1(x)+G2(x).
On one hand, note that
E
⋂(
Ô∗k \ Ô∗k+1
)
:=
{
(y, t) ∈ Γ(x) : x ∈ Q jk+1, 0 < t < ℓ(Q jk+1)/2
}⋂(
Ô∗k \ Ô∗k+1
)
= ∅.
Indeed for (y, t) ∈ E, since d(y,Q jk+1) ≤ t, we have
d(y,Rn \ O∗k+1) ≥ d(Q jk+1,Rn \ O∗k+1) − d(y,Q jk+1) ≥
√
nℓ(Q jk+1) − t > (2
√
n − 1)t ≥ t,
which implies that (y, t) ∈ Ô∗k+1. Hence G1(x) = 0, for all x ∈ Q jk+1.
On the other hand, take x j ∈ Rn \ O∗k+1 such that d(x j,Q jk+1) ≤ 4
√
nℓ(Q jk+1), and note that if
ℓ(Q jk+1)/2 ≤ t < ∞ and x ∈ Q jk+1, then B(x, t) ⊂ B(x j, αt), for α ≥ 11
√
n. Indeed, for x0 ∈ B(x, t),
we have
|x0 − x j| ≤ |x0 − x| + |x − x j| < t +
√
nℓ(Q jk+1) + 4
√
nℓ(Q jk+1) ≤ t(1 + 2
√
n + 8
√
n) ≤ 11√nt.
Hence, G2(x) ≤ Aα fk(x j) ≤ 2k+1, ∀ x ∈ Q jk+1. Therefore, since Ok+1 ⊂ O∗k+1 ⊂ O∗k
II ≤ 2k
(
p
q
−1
)∑
j∈N
∫
Q
j
k+1
|A fk(x)||ψ(x)|w(x)dx
≤ 2k
(
p
q
−1
)∑
j∈N
(∫
Q
j
k+1
|G1(x)||ψ(x)|w(x)dx +
∫
Q
j
k+1
|G2(x)||ψ(x)|w(x)dx
)
. 2k
p
q
∑
j∈N
∫
Q
j
k+1
|ψ(x)|w(x)dx = 2k pq
∫
O∗k+1
|ψ(x)|w(x)dx ≤ 2k pq
∫
O∗k
|ψ(x)|w(x)dx.
Now consider respectively Md and Mc the dyadic maximal function and the centred maximal
function over cubes. For some dimensional constant cn, we have thatM(1Ok )(x) ≤ cnMc(1Ok )(x).
Next, for each k ∈ Z, we define the set O˜1−γ,k :=
{
x ∈ Rn :Md(1Ok )(x) > 1−γ4ncn
}
; and we take a
Calderón-Zygmud decomposition of this set at height 1−γ4ncn : O˜1−γ,k =
⋃
l∈N Q˜
l
k, where {Q˜lk}l∈N is a
collection of disjoints dyadic cubes such that
−
∫
Q˜lk
1Ok (x)dx ≈ 1 − γ.
Then, since
O∗k ⊂
{
x ∈ Rn :Mc(1Ok )(x) >
1 − γ
cn
}
⊂
⋃
l∈N
2Q˜lk,
(see [20, proof of Lemma 2.12]), for r > rw, we have that
∫
O∗k
|ψ(x)|w(x)dx ≤
∑
l∈N
1
(1 − γ)r
∫
2Q˜lk
(1 − γ)r |ψ(x)|w(x)dx
(5.7)
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≈ 1
(1 − γ)r
∑
l∈N
∫
2Q˜lk
(
−
∫
Q˜lk
1Ok (y)dy
)r
|ψ(x)|w(x)dx
≤ 1
(1 − γ)r
∑
l∈N
∫
2Q˜lk
(
−
∫
Q˜lk
1Ok (y)w(y)dy
)(
−
∫
Q˜lk
w1−r
′
(y)dy
)r−1
|ψ(x)|w(x)dx
.
1
(1 − γ)r
∑
l∈N
∫
2Q˜lk
(∫
Q˜lk
1Ok (y)w(y)dy
)
w(Q˜lk)
−1|ψ(x)|w(x)dx
.
1
(1 − γ)r
∑
l∈N
∫
Q˜lk
1Ok (y)Mw(ψ)(y)w(y)dy
≤ 1
(1 − γ)r
∫
Ok
Mw(ψ)(y)w(y)dy,
where
Mw f (x) := sup
Q∋x
1
w(Q)
∫
Q
| f (y)|w(y)dy.(5.8)
Moreover, by (2.2) and since 1 < q′ ≤ ∞, Mw : Lq′(w) → Lq′(w). Therefore, by the estimates
obtained for I and II, by (5.7), and by (2.9), we conclude∥∥∥∥∥∑
k∈Z
2
k
(
p
q
−1
)
| fk |
∥∥∥∥∥
T q(w)
. sup
‖ψ‖
Lq
′
(w)
≤1
∑
k∈Z
2k
p
q
∫
Ok
Mw(ψ)(x)w(x)dx
. sup
‖ψ‖
Lq
′
(w)
≤1
∑
k∈Z
∫ 2k
2k−1
λ
p
q
∫
{x∈Rn:Aα f (x)>λ}
Mw(ψ)(x)w(x)dxdλ
λ
= sup
‖ψ‖
Lq
′
(w)
≤1
∫ ∞
0
λ
p
q
∫
{x∈Rn:Aα f (x)>λ}
Mw(ψ)(x)w(x)dxdλ
λ
≈ sup
‖ψ‖
Lq
′
(w)
≤1
∫
Rn
|Aα f (x)| pqMw(ψ)(x)w(x)dx
. sup
‖ψ‖
Lq
′
(w)
≤1
‖Aα f ‖
p
q
Lp(w)‖ψ‖Lq′ (w) . ‖A f ‖
p
q
Lp(w) = ‖ f ‖
p
q
T p(w) ≤ 1.

5.2. Hardy spaces interpolation: proof of Theorem 5.1. As we explained above, in view of
Theorem 5.2, it is enough to show that the Hardy spaces are retracts of the weighted tent spaces, i.e.
that there exists an operator from any tent space to the corresponding Hardy space having a right
inverse.
Fix q ∈ Ww(p−(L), p+(L)). Note that for a function f ∈ Lq(w) and m ∈ N, we have the following
Calderón reproducing formula of f ,
f = Cm
∫ ∞
0
(
(t2L)me−t
2L
)2
f
dt
t
in Lq(w),(5.9)
where Cm is a positive constant and the equality is in Lq(w).
Remark 5.10. A priori, by L2(Rn) functional calculus we have the above equality for functions in
L2(Rn). But, as in Remark 3.10, for q ∈ Ww(p−(L), p+(L)), we consider the infinitesimal gener-
ator Lq,w of the e−tL on Lq(w) (see [6, Remark 3.5]). Hence, by abuse of notation, we have the
above Calderón reproducing formula for functions in Lq(w), understanding that in Lq(w) \ L2(Rn),
L denotes Lq,w.
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Besides, if we define for each (y, t) ∈ Rn+1+ , F (y, t) := (t2L)me−t
2L f (y) and the operator QL,m f :=
F acting over functions in Lq(w), by [31, Theorem 1.12, part (b)],
‖QL,m f ‖T p(w) = ‖Sm,H f ‖Lp(w) ≤ ‖SH f ‖Lp(w),
then QL,m is bounded from HpSH,q(w) to T p(w), for all q ∈ Ww(p−(L), p+(L)) and 1 ≤ p < ∞.
Thus, by the definition of HpSH,q(w), it can be extended to a bounded operator, denoted by QL,m
from HpSH,q(w) to T
p(w). Similarly if we consider QL∗,m, defined for all functions f ∈ Lq′(w1−q′) by
QL∗,m f (y, t) := (t2L∗)me−t2L∗ f (y), for all (y, t) ∈ Rn+1+ . Again by [31, Theorem 1.12, part (b)], by [4,
Lemma 4.4], and since p±(L∗) = p∓(L)′, see [2], we have that QL∗,m : Lq′(w1−q′) → T q′(w1−q′) for
all q′ ∈ Ww1−q′ (p−(L∗), p+(L∗)). Moreover, for all F ∈ T 2(Rn), its adjoint operator (QL∗,m)∗, has the
following representation
(QL∗,m)∗F(y) =
∫ ∞
0
(t2L)me−t
2LF(y, t)
dt
t
.(5.11)
Then since for all F ∈ T 2(Rn) and g ∈ L2(Rn),∣∣∣∣∫ ∞
0
(t2L)me−t
2LF(y, t)
dt
t
∣∣∣∣ = ∣∣∣∣∫
Rn
∫ ∞
0
F(y, t)(t2L∗)me−t2L∗g(y)
∫
B(y,t)
dx
dt dy
tn+1
∣∣∣∣
≤
∫
Rn
|||F|||Γ(x) |||(t2L∗)me−t2L∗g|||Γ(x)dx,
where |||F|||Γ(x) =
(∫∫
Γ(x) |F(y, t)|2 dy dttn+1
) 1
2
. By a density argument, we conclude that (QL∗,m)∗ has a
bounded extension, denoted by Q˜L,m, from T q(w) to Lq(w), for all q ∈ Ww(p−(L), p+(L)). If we
replace L by Lq,w, this extension satisfies the equality (5.11) for functions on T q(w). But, abusing
notation (see Remarks 3.10 and 5.10), we just write L.
Besides we shall show that for all functions F ∈ T p(w) ∩ T q(w) and m ∈ N big enough,
‖SHQ˜L,mF‖Lp(w) . ‖F‖T p(w), for all 1 ≤ p <
p+(L)2,∗
sw
,(5.12)
where p+(L)2,∗ is defined in (2.12). Assuming this, since T p(w)∩T q(w) is dense in T p(w), Q˜L,m|T p(w)
can be extended to a bounded operator, denoted by Q˜L,m, from T p(w) to H
p
SH,q(w). Then, by (5.9),
we have that CmQ˜L,m ◦ QL,m = I in HpSH,q(w), and by density in H
p
SH,q(w). Hence, for w ∈ A∞,
1 ≤ p < p+(L)2,∗
sw
, and q ∈ Ww(p−(L), p+(L)) the Hardy spaces HpSH,q(w) are retracts of the tent
spaces T p(w).
Therefore, to finish the proof it just remains to show (5.12). Applying Minkowski’s integral
inequality we obtain
‖SHQ˜L,mF‖Lp(w)
≤
∫
Rn
∫ ∞
0
(∫ t
0
(∫
B(x,t)
|t2Le−t2L(s2L)me−s2LF(y, s)|2dy
) 1
2 ds
s
)2
dt
tn+1

p
2
w(x)dx

1
p
+
∫
Rn
∫ ∞
0
(∫ ∞
t
(∫
B(x,t)
|t2Le−t2L(s2L)me−s2LF(y, s)|2dy
) 1
2 ds
s
)2
dt
tn+1

p
2
w(x)dx

1
p
=: I + II.
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We first show by extrapolation that II . ‖F‖T p(w), for every p as in (5.12) and every m ∈ N. To this
end, in view of Theorem 2.24, part (a), (or part (b) if p+(L)2,∗ = ∞) it is enough to consider the
case p = 2 and w ∈ RH( p+(L)2,∗
2
)′ . That is, to prove that, for every w ∈ RH( p+(L)2,∗
2
)′ and m ∈ N,
II :=
∫
Rn
∫ ∞
0
(∫ ∞
t
(∫
B(x,t)
|t2Le−t2L(s2L)me−s2LF(y, s)|2dy
) 1
2 ds
s
)2
dt
tn+1
w(x)dx
 12 . ‖F‖T 2(w).
Under this assumption, note that we can find q0 and r so that 2 < q0 < p+(L),
q0
2 ≤ r < ∞, w ∈ RHr′ ,
and
2 +
n
2r
− n
q0
> 0.(5.13)
Indeed, if n > 2p+(L), since w ∈ RH( p+(L)2,∗
2
)′ , we have that sw < np+(L)2(n−2p+(L)) . Therefore, there exist
ε1 > 0 small enough and 2 < q0 < p+(L) close enough to p+(L) so that
sw <
nq0
2(1 + ε1)(n − 2q0)
.
Besides, there exists ε2 > 0 so that
q0 <
nq0
(1 + ε2)(n − 2q0)
.
Hence, taking ε0 := min{ε1, ε2} and r := nq02(1+ε0)(n−2q0) , we have that 2 < q0 < p+(L), q0/2 ≤ r < ∞,
and w ∈ RHr′. Moreover
2 +
n
2r
− n
q0
= ε0
(
n
q0
− 2
)
> ε0
(
n
p+(L)
− 2
)
> 0.
If now we consider n ≤ 2p+(L), we have that p+(L)2,∗ = ∞. Then, note that the assumption w ∈
RH( p+(L)2,∗
2
)′ becomes w ∈ A∞. Hence, we fix r > sw, and q0 satisfying max
{
2, 2rp+(L)
p+(L)+2r
}
< q0 <
min {p+(L), 2r} if p+(L) < ∞, and q0 = 2r if p+(L) = ∞. Therefore, we have that 2 < q0 < p+(L),
q0/2 ≤ r < ∞, and w ∈ RHr′ . Besides,
2 +
n
2r
− n
q0
> 2 − n
p+(L)
≥ 0.
Keeping these choices in mind, we apply the L2(Rn) − L2(Rn) off-diagonal estimates satisfied by
{e−t2L}t>0, change the variable s into st, and apply Jensen’s inequality and Minkowski’s integral
inequality. Then, we have
II .
∑
j≥1
e−c4
j
∫
Rn
∫ ∞
0
(∫ ∞
t
t2
s2
(∫
B(x,2 j+1t)
|(s2L)m+1e−s2LF(y, s)|2dy
) 1
2 ds
s
)2
dt
tn+1
w(x)dx
 12
.
∑
j≥1
e−c4
j
∫ ∞
1
s−2
(∫
Rn
∫ ∞
0
(∫
B(x,2 j+1t)
|((st)2L)m+1e−(st)2LF(y, st)|q0 dy
tn
) 2
q0 dt
t
w(x)dx
) 1
2
ds
s
=:
∑
j≥1
e−c4
j
∫ ∞
1
s−2
(∫
Rn
J(x, s)2w(x)dx
) 1
2 ds
s
.
Note now that, applying Fubini’s theorem, [31, Proposition 3.30], and changing the variable t
into t/s; and next, applying the L2(Rn) − Lq0 (Rn) off-diagonal estimates satisfied by the family
24 CRUZ PRISUELOS-ARRIBAS
{(t2L)m+1e−t2L}t>0 and [31, Proposition 3.2], taking r0 > rw, and also recalling our choices of q0 and
r, we obtain that, for every s > 1,∫
Rn
J(x, s)2w(x)dx . s− nr
∫ ∞
0
∫
Rn
(∫
B(x,2 j+1st)
|((st)2L)m+1e−(st)2LF(y, st)|q0 dy
tn
) 2
q0
w(x)dx
dt
t
≈ s−
n
r
+ 2n
q0
∫
Rn
∫ ∞
0
(∫
B(x,2 j+1t)
|(t2L)m+1e−t2LF(y, t)|q0 dy
tn
) 2
q0 dt
t
w(x)dx
. s
− n
r
+ 2n
q0
∑
l≥1
e−c4
l
∫
Rn
∫ ∞
0
∫
B(x,2 j+l+2t)
|F(y, t)|2 dy dt
tn+1
w(x)dx
. 2 jnr0
∑
l≥1
e−c4
l
s
− n
r
+ 2n
q0 ‖F‖2
T 2(w).
Hence, by (5.13), we have
II .
∑
j≥1
e−c4
j
∫ ∞
1
s
−2− n2r+ nq0 ds
s
‖F‖T 2(w) . ‖F‖T 2(w)
which, as we observed above, implies that II . ‖F‖T p(w), for all 1 ≤ p < p+(L)
2,∗
sw
and all m ∈ N.
Next, in order to estimate I we apply the L2(Rn) − L2(Rn) off-diagonal estimates satisfied by
{(t2L)m+1e−t2L}t>0 and {e−s2L}s>0, and [25, Lemma 2.3] recalling that, in this case, s < t. Then,(∫
B(x,t)
|t2Le−t2L(s2L)me−s2LF(y, s)|2dy
) 1
2
=
(
s2
t2
)m(∫
B(x,t)
|(t2L)m+1e−t2Le−s2LF(y, s)|2dy
) 1
2
.
(
s2
t2
)m∑
j≥1
e−c4
j
(∫
B(x,2 j+1t)
|F(y, s)|2dy
) 1
2
.
Using this, changing the variable s into st, applying Minkowski’s integral inequality twice, chang-
ing the variable t into t/s, applying [31, Proposition 3.2], and taking 2m > nr0
p
− n2 , where r0 >
max{p/2, rw}, we obtain that
I .
∑
j≥1
e−c4
j
∫
Rn
∫ ∞
0
(∫ 1
0
s2m
(∫
B(x,2 j+1t)
|F(y, st)|2dy
) 1
2 ds
s
)2
dt
tn+1

p
2
w(x)dx

1
p
.
∑
j≥1
e−c4
j
∫ 1
0
s2m
(∫
Rn
(∫ ∞
0
∫
B(x,2 j+1t)
|F(y, st)|2 dy dt
tn+1
) p
2
w(x)dx
) 1
p
ds
s
=
∑
j≥1
e−c4
j
∫ 1
0
s2m+
n
2
(∫
Rn
(∫ ∞
0
∫
B(x,2 j+1t/s)
|F(y, t)|2 dy dt
tn+1
) p
2
w(x)dx
) 1
p
ds
s
.
∑
j≥1
2 j
nr0
p e−c4
j
∫ 1
0
s
2m+ n2−
nr0
p
ds
s
‖F‖T p(w) . ‖F‖T p(w),
which finishes the proof. 
6. Boundedness improvement for conical square functions
In [6] the authors observed that if L is a real operator and w ∈ A∞ such thatWw(p−(L), p+(L)) ,
∅, then Ww(p−(L), p+(L)) = IntJw(L) =: (p̂−(L), p̂+(L)) (see page 6 for definitions). However, in
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the case of complex operators we do not know whetherJw(L) andWw(p−(L), p+(L)) have different
end-points.
Therefore, motivated by getting the expected lower exponent in Proposition 9.1 in the case of
complex operators (see for instance [6, Theorem 6.2]), we improve the range of boundedness,
obtained in [31, Theorem 1.12], of SH in the case that w ∈ A∞ withWw(p−(L), p+(L)) , ∅.
Theorem 6.1. Given w ∈ A∞ such thatWw(p−(L), p+(L)) , ∅, for all p ∈ (p̂−(L),∞), there hold:
(a) SH is bounded on Lp(w).
(b) Given m ∈ N, Sm,H, Gm,H, and Gm,H are bounded on Lp(w).
If we further assume thatWw(q−(L), q+(L)) , ∅ we have that, for p ∈ (p̂−(L),∞), GH and GH are
bounded on Lp(w).
Proof. Note that GH ≤ 2SH + GH, then by [31, Theorem 1.14], we just need to prove the theorem
for SH and GH. Let Q be SH or GH
By [6, Theorem 2.4], to conclude our result, it is enough to prove that for every ball B =
B(xB, rB) ⊂ Rn(
−
∫
C j(B)
|QBrB f (x)|pdw
) 1
p
. g( j)
(
−
∫
B
| f (x)|pdw
) 1
p
, for all j ≥ 2;(6.2)
and, (
−
∫
C j(B)
|ArB f (x)|qdw
) 1
q
. g( j)
(
−
∫
B
| f (x)|pdw
) 1
p
, for all j ≥ 1,(6.3)
where ArB := I − (I − e−r
2
BL)M and BrB := I − ArB , for some M ∈ N arbitrarily large, q is such that
Q is bounded on Lq(w), f ∈ L∞c (Rn) such that supp f ⊂ B, and g( j) is such that
∑
j≥1 g( j)2
nr , for
some r > rw.
We start by taking q ∈ Ww(p−(L), p+(L)) when Q = SH and q ∈ Ww(q−(L), q+(L)) when
Q = GH, by [31, Theorem 1.12], we know that, in any case, Q is bounded on Lq(w). Besides, also by
that result, we only need to consider the case p̂−(L) < p ≤ rwp−(L) (we recall that p−(L) = q−(L)).
Next, we fix p0 so that p−(L) < p0 < min{2, q} and w ∈ Aq/p0 .
The proof of (6.3) follows by expanding the binomial and using that, for 1 ≤ k ≤ M, e−
√
krBL
satisfies Lp(w) − Lq(w) off-diagonal estimates on balls, (see [5, 6]).
As for (6.2), first note that it is enough to prove
I :=
(
−
∫
C j(B)
(∫ ∞
0
∫
B(x,t)
|TtBrB f (y)|2
dy dt
tn+1
) p
2
dw
) 1
p
. g( j)
(
−
∫
B
| f (x)|pdw
) 1
p
,
for Tt being t2Le−t
2L or t∇ye−t2L. Splitting the integral in t we have that
(6.4) I ≤
(
−
∫
C j(B)
(∫ rB
0
∫
B(x,t)
|TtBrB f (y)|2
dy dt
tn+1
) p
2
dw
) 1
p
+
(
−
∫
C j(B)
(∫ ∞
rB
∫
B(x,t)
|TtBrB f (y)|2
dy dt
tn+1
) p
2
dw
) 1
p
=: I1 + I2.
In order to estimate I2, consider BrB,t := (e
−t2L − e−(t2+r2B)L)M. Then, changing the variable t into
t
√
M + 1 =: tCM and applying that {Tt}t>0 satisfies Lp0(Rn) − L2(Rn) off-diagonal estimates (see
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Section 2.4), we have
I2 .
−∫
C j(B)
(∫ ∞
rB
CM
∫
B(x,tCM )
|TtBrB,t f (y)|2
dy dt
tn+1
) p
2
dw
 1p
.
∑
i≥1
e−c4
i
−∫
C j(B)
(∫ ∞
rB
CM
(∫
B(x,2i+1tCM )
|BrB,t f (y)|p0
dy
tn
) 2
p0 dt
t
) p
2
dw

1
p
.
Besides, since w ∈ A q
p0
, note that we have the following estimate for the integral in y:(∫
B(x,2i+1CM t)
|BrB,t f (y)|p0
dy
tn
) 2
p0
(6.5)
. 2
i2n
p0
(∫
B(x,2i+1CM t)
|BrB,t f (y)|qw(y)dy
) 2
q
(
−
∫
B(x,2i+1tCM )
w(y)
1−
(
q
p0
)′
dy
) 2
q
(
q
p0
−1
)
(2it)−
2n
q
. 2
i2n
p0
(
−
∫
B(x,2i+1CM t)
|BrB,t f (y)|qdw
) 2
q
.
By (6.5), we can split I2 as follows:
I2 .
j−2∑
i=1
e−c4
i
2
in
p0
−∫
C j(B)
(∫ ∞
rB
CM
(
−
∫
B(x,2i+1tCM )
|BrB,t f (y)|qdw
) 2
q dt
t
) p
2
dw

1
p
+ e−c4
j
∑
i≥ j−1
e−c4
i
2
in
p0
−∫
C j(B)
(∫ ∞
rB
CM
(
−
∫
B(x,2i+1tCM )
|BrB,t f (y)|qdw
) 2
q dt
t
) p
2
dw

1
p
=:
j−2∑
i=1
e−c4
i
I12i + e
−c4 j ∑
i≥ j−1
e−c4
i
I22i.
The sum
∑ j−2
i=1 e
−c4i I12i only appears when j ≥ 3. In this case, we split the integral in t and observe
that for x ∈ C j(B), and rBC−1M < t < rBC−1M 2 j−i−2, we have that B(x, 2i+1CMt) ⊂ 2 j+2B \ 2 j−1B;
besides, for 1 ≤ i ≤ j − 2 and t ≥ rBC−1M 2 j−i−2, B, B(x, 2i+1CMt) ⊂ B(xB, 2 j+2CMt). Then, applying
(2.2), Proposition 4.1, and the fact that tCM ≥ rB, we obtain
I12i . 2
jn
p0
∫ 2 j−i−2rBCM
rB
CM
(rB
t
) 2n
p0
 j+1∑
l= j−1
(
−
∫
Cl(B)
|BrB,t f (y)|qdw
) 1
q
2 dt
t

1
2
+ 2
jn
p0
(∫ ∞
2 j−i−2rB
CM
(
−
∫
B(xB,2 j+2CM t)
|BrB,t( f1B(xB,2 j+2CM t))(y)|qdw
) 2
q dt
t
) 1
2
.
2
j
(
n
p0
+θ2
)
‖ f ‖Lp(w)
w(B)
1
p
2 jθ1
∫ 2 j−i−2rBCM
rB
CM
(rB
t
) 2n
p0
+4M+2θ2
e
−c 4
j r2
B
t2
dt
t
 12+(∫ ∞
2 j−i−2rB
CM
(rB
t
)4M dt
t
) 1
2

. 2i2M2
− j
(
2M− n
p0
−θ1−θ2
)(
−
∫
B
| f (y)|pdw
) 1
p
.
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The estimate of I22i follows applying Proposition 4.1 and the fact that for x ∈ C j(B), j ≥ 2, i ≥ j− 1,
and tCM ≥ rB, we have that B, B(x, 2i+1CMt) ⊂ B(xB, 2i+3CMt)
I22i . 2
in
p0
(∫ ∞
rB
CM
(
−
∫
B(xB,2i+3CM t)
|BrB,t( f1B(xB,2i+3CM t))(y)|qdw
) 2
q dt
t
) 1
2
. 2
i
(
n
p0
+θ2
)(∫ ∞
rB
CM
(rB
t
)4M dt
t
) 1
2 (
−
∫
B
| f (y)|pdw
) 1
p
. 2
i
(
n
p0
+θ2
)(
−
∫
B
| f (y)|pdw
) 1
p
.
Therefore, for all j ≥ 2, we have
I2 .
(
2
− j
(
2M− n
p0
−θ1−θ2
)
+ e−c4
j
)(
−
∫
B
| f (y)|pdw
) 1
p
.(6.6)
In order to estimate I1, we expand the binomial. Then,
(6.7) I1 ≤
(
−
∫
C j(B)
(∫ rB
0
∫
B(x,t)
|Tt f (y)|2
dy dt
tn+1
) p
2
dw
) 1
p
+
M∑
k=1
Ck,M
(
−
∫
C j(B)
(∫ rB
0
∫
B(x,t)
|Tte−kr
2
BL f (y)|2 dy dt
tn+1
) p
2
dw
) 1
p
=: I11 +
M∑
k=1
Ck,MIk.
We first estimate I11 , noticing that Tt = cTt/
√
2e
− t22 L, and applying the Lp0 (Rn)− L2(Rn) off-diagonal
estimates satisfied by T
t/
√
2, we have
I11 .
∑
i≥1
e−c4
i
−∫
C j(B)
(∫ rB
0
(∫
B(x,2i+1t)
|e− t
2
2 L f (y)|p0 dy
tn
) 2
p0 dt
t
) p
2
dw

1
p
.
j−2∑
i=1
e−c4
i
−∫
C j(B)
(∫ rB
0
(∫
B(x,2i+1t)
|e− t
2
2 L f (y)|p0 dy
tn
) 2
p0 dt
t
) p
2
dw

1
p
+ e−c4
j
∑
i≥ j−1
e−c4
i
−∫
C j(B)
(∫ rB
0
(∫
B(x,2i+1t)
|e− t
2
2 L f (y)|p0 dy
tn
) 2
p0 dt
t
) p
2
dw

1
p
=:
j−2∑
i=1
e−c4
i
IIi + e
−c4 j ∑
i≥ j−1
e−c4
i
IIIi,
where the sum
∑ j−2
i=1 e
−c4i IIi only appears if j ≥ 3. Then, proceeding as in (6.5), and noticing that
for x ∈ C j(B), j ≥ 3, 1 ≤ i ≤ j − 2, and 0 < t < rB, we have that B(x, 2i+1t) ⊂ 2 j+2B \ 2 j−1B,
applying the Lp(w)− Lq(w) off-diagonal estimates on balls satisfied by e− t
2
2 L (see [5, 6]), we obtain
that, for some constants θ1, θ2 > 0,
IIi .
∫ rB
0
(
2 jrB
t
) 2n
p0
 j+1∑
l= j−1
(
−
∫
Cl(B)
|e− t
2
2 L f (y)|qdw
) 1
q
2 dt
t

1
2
. 2 jθ1e−c4
j
(
−
∫
B
| f (y)|pdw
) 1
p
(∫ rB
0
(
2 jrB
t
) 2n
p0
+2θ2
e
−c 4
j r2
B
t2
dt
t
) 1
2
. e−c4
j
(
−
∫
B
| f (y)|pdw
) 1
p
.
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Now we split IIIi as follows
IIIi .
−∫
C j(B)
(∫ rB
2i+1
0
(∫
B(x,2i+1t)
|e− t
2
2 L f (y)|p0 dy
tn
) 2
p0 dt
t
) p
2
dw

1
p
+
−∫
C j(B)
(∫ rB
rB
2i+1
(∫
B(x,2i+1t)
|e− t
2
2 L f (y)|p0 dy
tn
) 2
p0 dt
t
) p
2
dw

1
p
=: III1i + III
2
i .
Note that for x ∈ C j(B) and 0 < t < rB/2i+1 we have that B(x, 2i+1t) ⊂ 2 j+2B \ 2 j−1B. Then,
if j ≥ 3, the estimate of III1i follows as the estimate of IIi. If j = 2, we write B(x, 2i+1t) ⊂∑3
l=2Cl(B) ∪ (4B \ 2B) and proceed as in the estimate of IIi, applying [5, Lemma 6.5]. Hence, we
obtain III1i . e
−c4 j (−∫
B
| f (y)|pdw) 1p .
In order to estimate III2i , we observe that for x ∈ C j(B), j ≥ 2, i ≥ j − 1, and rB/2i+1 ≤ t < rB,
we have that B, B(x, 2i+1t) ⊂ 2i+3B. Thus, proceeding as before,
III2i . 2
in
p0
(∫ rB
rB
2i+1
(rB
t
) 2n
p0
(
−
∫
2i+3B
|e− t
2
2 L( f12i+3B)(y)|qdw
) 2
q dt
t
) 1
2
.
(
−
∫
B
| f (y)|pdw
) 1
p
(∫ rB
rB
2i+1
(
2irB
t
)2θ2+ 2np0 dt
t
) 1
2
. 2ic
(
−
∫
B
| f (y)|pdw
) 1
p
.
Consequently, we conclude that
I11 . e
−c4 j
(
−
∫
B
| f (y)|pdw
) 1
p
.(6.8)
Let us now estimate Ik. We shall use extrapolation to show that Ik . e−c4 j
(
−
∫
B
| f (y)|pdw) 1p for all
k ∈ N. To this end, we first show that for every w0 ∈ RH( p+(L)
2
)′ if Tt = t2Le−t2L (or w0 ∈ RH( q+(L)
2
)′
if Tt = t∇ye−t2L), and k ∈ N,
(6.9)
∫
C j(B)
∫ rB
0
∫
B(x,t)
|Tte−kr
2
BL f (y)|2 dy dt
tn+1
w0(x)dx
.
∫
2 j+3B\2 j−2B
(∑
i≥1
e−c4
i
(∫
B(x,2i+1rB)
|e−
kr2
B
2 L f (y)|p0 dy
rnB
) 1
p0
)2
w0(x)dx.
Then, note that since p ≤ rwp−(L) < q < p+(L)sw (or p ≤ rwp−(L) < q <
q+(L)
sw
), we have that
w ∈ RH( p+(L)
p
)′ (or w ∈ RH( q+(L)
p
)′). Hence, (6.9) and Theorem 2.24, part (a), (or part (b) if
q+(L), p+(L) = ∞), imply that for all k ∈ N,
w(2 j+1B)Ipk .
∫
2 j+3B\2 j−2B
(∑
i≥1
e−c4
i
(∫
B(x,2i+1rB)
|e−
kr2
B
2 L f (y)|p0 dy
rnB
) 1
p0
)p
w(x)dx =: II.
Thus, once proved (6.9), to estimate Ik we just need to consider II. Let us postpone the proof of
(6.9) until later and continue with the estimate of Ik. Since w ∈ A q
p0
, proceeding as in (6.5), we
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have
II .
∑
i≥1
e−c4
i
2
in
p0
(∫
2 j+3B\2 j−2B
(
−
∫
B(x,2i+1rB)
|e−
kr2
B
2 L f (y)|qdw
) p
q
dw
) 1
p
p .
For 2 ≤ j ≤ 4, note that if x ∈ 2 j+3B \ 2 j−2B then B, B(x, 2i+1rB) ⊂ 2i+7B. Hence, using (2.2) and
the Lp(w) − Lq(w) off-diagonal estimates on balls satisfied by e−
kr2
B
2 L, we get
II
1
p .
∑
i≥1
e−c4
i
w(B)
1
p
(
−
∫
2i+7B
|e−
kr2
B
2 L( f12i+7B)(y)|qdw
) 1
q
.
∑
i≥1
e−c4
i
(∫
B
| f (y)|pdw
) 1
p
.
(∫
B
| f (y)|pdw
) 1
p
,
And, for j ≥ 5, we proceed as before, but noticing this time that for x ∈ 2 j+3B\2 j−2B, if 1 ≤ i ≤ j−4
then B(x, 2i+1rB) ⊂ 2 j+4B \ 2 j−3B; and if i ≥ j − 3 B, B(x, 2i+1rB) ⊂ 2i+7B. Hence,
II
1
p . 2
jn
p0 w(2 j+1B)
1
p
j−4∑
i=1
e−c4
i
j+3∑
l= j−3
(
−
∫
Cl(B)
|e−
kr2
B
2 L f (y)|qdw
) 1
q
+ e−c4
j
w(2 j+1B)
1
p
∑
i≥ j−3
e−c4
i
(
−
∫
2i+7B
|e−
kr2
B
2 L( f12i+7B)(y)|qdw
) 1
q
. e−c4
j
w(2 j+1B)
1
p
(
−
∫
B
| f (y)|pdw
) 1
p
.
Let us next prove (6.9). When Tt = t2Le−t
2L, for w0 ∈ RH( p+(L)
2
)′ , if p+(L) < ∞, we chose 2 < q˜ <
p+(L) so that w0 ∈ RH( q˜
2
)′ ; if p+(L) = ∞, the condition w0 ∈ RH( p+(L)
2
)′ becomes w0 ∈ A∞. In this
case, we take q˜/2 > sw, consequently w ∈ RH( q˜
2
)′ and q˜/2 > 1. When Tt = t∇ye−t2L, we do the
same but replacing p+(L) with q+(L). Hence, by Proposition 4.5 and applying the Lp0(Rn)− Lq˜(Rn)
off-diagonal estimates satisfied by T√
t2+kr2B/2
, we have that, for η = 2 if Tt = t∇ye−t2L or η = 4 if
Tt = t
2Le−t
2L,∫
C j(B)
∫ rB
0
∫
B(x,t)
|Tte−kr2BL f (y)|2 dy dt
tn+1
w0(x)dx
.
∫ rB
0
(
t
rB
)η ∫
C j(B)
(∫
B(x,rBt/rB)
|T√
t2+kr2B/2
e−
kr2
B
2 L f (y)|q˜ dy
tn
) 2
q˜
w0(x)dx
dt
t
.
∫ rB
0
(
t
rB
)η ∫
2 j+3B\2 j−2B
(∫
B(x,rB)
|T√
t2+kr2B/2
e−
kr2
B
2 L f (y)|q˜ dy
rnB
) 2
q˜
w0(x)dx
dt
t
.
∫ rB
0
(
t
rB
)η
dt
t
∫
2 j+3B\2 j−2B
(∑
i≥1
e−c4
i
(∫
B(x,2i+1rB)
|e−
kr2
B
2 L f (y)|p0 dy
rnB
) 1
p0
)2
w0(x)dx
.
∫
2 j+3B\2 j−2B
(∑
i≥1
e−c4
i
(∫
B(x,2i+1rB)
|e−
kr2
B
2 L f (y)|p0 dy
rnB
) 1
p0
)2
w0(x)dx.
Therefore, we conclude that Ik . e−c4 j
(
−
∫
B
| f (y)|pdw) 1p , for all k ∈ N. This, (6.4), (6.6) with
2M > n/p0 +
nq
p0
+ θ1 + θ2, (6.7), and (6.8), allow us to conclude the proof. 
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Remark 6.10. Note that, from the previous result and [31, Theorem 1.15], in the case that w ∈
A∞ satisfying Ww(p−(L), p+(L)) , ∅, we also improve the lower exponent of the range of p′s
where the conical square function associated with the Poisson semigroup (2.18)-(2.20) are bounded
on Lp(w). With the exception that in the case of GP and GP, we need to assume further that
Ww(q−(L), q+(L)) , ∅.
7. Characterization of HpL(w), 0 < p < 1
In this section we include the case p = 1 in the statement of our results, because they are also true
on that case, but it should be noticed that, as we said above, the case p = 1 was already obtained in
[32].
Theorem 7.1. Given w ∈ A∞ and 0 < p ≤ 1, let HpL(w) be the fixed molecular Hardy space as in
Remark 3.8. For every q ∈ Ww(p−(L), p+(L)), ε > 0, and M ∈ N such that M > n2
(
rw
p
− 1
p−(L)
)
,
the following spaces are isomorphic to H
p
L(w) (and therefore one another) with equivalent norms
H
p
L,q,ε,M(w); H
p
Sm,H ,q(w), m ∈ N; H
p
Gm,H,q
(w), m ∈ N0; and HpGm,H,q(w), m ∈ N0.
In particular, each of the previous spaces does not depend (modulo isomorphisms) on the choice of
the allowable parameters q, ε, M, and m.
Theorem 7.2. Given w ∈ A∞ and 0 < p ≤ 1, let HpL(w) be the fixed molecular Hardy space as in
Remark 3.8. For every q ∈ Ww(p−(L), p+(L)), the following spaces are isomorphic to HpL(w) (and
therefore one another) with equivalent norms
H
p
SK,P,q(w), K ∈ N; H
p
GK,P ,q
(w), K ∈ N0; and HpGK,P,q(w), K ∈ N0.
In particular, each of the previous spaces does not depend (modulo isomorphisms) on the choice of
q, and K.
Theorem 7.3. Given w ∈ A∞ and 0 < p ≤ 1, let HpL(w) be the fixed molecular Hardy space as in
Remark 3.8. For every q ∈ Ww(p−(L), p+(L)), the following spaces are isomorphic to HpL(w) (and
therefore one another) with equivalent norms
H
p
NH,q(w) and H
p
NP,q(w).
In particular, each of the previous spaces does not depend (modulo isomorphisms) on the choice of
q.
The proofs of these theorems are analogous to those of the case p = 1 (obtained in [32]). Hence,
we need similar results to [32, Propositions 5.1, 6.1, and 7.31]. These are the following.
Proposition 7.4. Let w ∈ A∞, q1, q2 ∈ Ww(p−(L), p+(L)), 0 < p ≤ 1, ε > 0, and M ∈ N be such
that M > n2
(
rw
p
− 1
p−(L)
)
, there hold
(a) HpL,q1,ε,M(w) = H
p
Sm,H,q1(w) with equivalent norms, for all m ∈ N,;
(b) the spaces HpSm,H ,q1(w) and H
p
Sm,H,q2(w) are isomorphic, for all m ∈ N,;
(c) HpL,q1,ε,M(w) = H
p
Gm,H,q1
(w) = HpGm,H,q1(w), with equivalent norms, for all m ∈ N0,.
Proposition 7.5. Given w ∈ A∞, q1, q2 ∈ Ww(p−(L), p+(L)), 0 < p ≤ 1 K, M ∈ N such that
M > n2
(
rw
p
− 12
)
, and ε0 = 2M + 2K + n2 − nrwp , there hold
(a) HpL,q1,ε0,M(w) = H
p
SK,P,q1(w), with equivalent norms;
(b) the spaces HpSK,P ,q1(w) and H
p
SK,P ,q2(w) are isomorphic;
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(c) HpL,q1,ε0,M(w) = H
p
GK−1,P,q1(w) = H
p
GK−1,P,q1(w), with equivalent norms.
The proofs of these propositions follow as [32, Proposition 5.1 and Proposition 6.1], respectively,
just doing the obvious changes. In particular, in order to prove Proposition 7.4 we need to change,
in [32, Proposition 5.1], 1 to p, p and q to q1 and q2, respectively, and replace the definition of λ
j
l in
[32, (5.21)] with λ jl := 2
lw(Q jl )
1
p . Proposition 7.5 follows as [32, Proposition 6.1] doing the same
changes as the ones indicated for the proof of Proposition 7.4, and also considering the ε0 defined
in the statement of Proposition 7.5 instead of the one in the statement of [32, Proposition 6.1]. From
these proposition Theorems 7.1 and 7.2 follow at once.
Finally, we characterize the Hardy spaces associated with non-tangential maximal functions. We
need the following result.
Proposition 7.6. Let w ∈ A∞, q ∈ Ww(p−(L), p+(L)), 0 < p ≤ 1, M ∈ N such that M >
n
2
(
rw
p
− 12
)
, and ε0 = 2M + 2 + n2 − rwnp , there hold
(a) H
p
NH,q(w) = H
p
SH,q(w) = H
p
L,q,ε0,M
(w), with equivalent norms.
(b) H
p
NP,q(w) = H
p
GP,q(w) = H
p
L,q,ε0,M
(w), with equivalent norms.
This last proposition follows as Proposition [32, Proposition 7.31], just replacing 1 with p, and
p with q, and obviously using the ε0 defined here. Theorem 7.3 follows at once from Proposition
7.6.
8. Characterization of HpT (w), p ∈ Ww(p−(L), p+(L))
In this section we prove Theorem 1.1. That is, for T being any square function in (2.15)–(2.20) or
a non-tangential maximal function in (2.21), we show that the Hardy spaces HpT (w) are isomorphic
to the Lp(w) spaces, for an appropriate range of p.
8.1. Proof of Theorem 1.1. For w ∈ A∞ and p, q ∈ Ww(p−(L), p+(L)), we claim that Lq(w) ∩
Lp(w) = HpT ,q(w) with
‖ f ‖
H
p
T ,q(w)
≈ ‖ f ‖Lp(w),(8.1)
where T is any function defined in (2.15)-(2.20) or (2.21). Then, taking the closure we would
conclude the desired isomorphism
H
p
T ,q(w) ≈ Lp(w), for all p, q ∈ Ww(p−(L), p+(L)),
with constants independent of q, so we can drop the dependence on q and just write
H
p
T (w) ≈ Lp(w), for all p ∈ Ww(p−(L), p+(L)).
Let us prove our claim. If f ∈ Lp(w) ∩ Lq(w), since ‖T f ‖Lp(w) . ‖ f ‖Lp(w) < ∞, (see [31, Theorems
1.12 and 1.13] and [32, Proposition 7.1]), then f ∈ HpT ,q(w).
In order to show the converse inclusion, let us first consider the particular case of T ≡ Sm,P, for
m ∈ N. Then, take f ∈ HpSm,P,q(w), and consider the operator QL defined by
QLh(x, t) := T ∗t h(x), for all (x, t) ∈ Rn+1+ ,
where T ∗t := (t2L∗)me−t
√
L∗ . This operator is bounded from Lp
′
(w1−p
′
) to T p
′
(w1−p
′
), for all p′ ∈
Ww1−p′ (p−(L∗), p+(L∗)). Indeed, by [31, Theorem 1.13], we have that, for every h ∈ Lp
′
(w1−p
′
),
‖QLh‖T p′ (w1−p′ ) =
∫
Rn
(∫∫
Γ(x)
|(t2L∗)me−t
√
L∗h(y)|2 dy dt
tn+1
) p′
2
w1−p
′
(x)dx
 1p′ . ‖h‖Lp′ (w1−p′ ).
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Then, if Q∗L denotes its adjoint operator with respect to dx, we have that for every H ∈ T 2(Rn)
Q∗LH(x) =
∫ ∞
0
(t2L)me−t
√
LH(x, t)
dt
t
.(8.2)
Similarly as in the proof of Theorem 5.1, we conclude that Q∗L has a bounded extension from
T p(w) to Lp(w), for all p ∈ Ww(p−(L), p+(L)). Next, since the vertical square function defined by
(t2L)me−t
√
L in bounded on Lq(w) (see [32, (6.3)] and [6]), we can consider the following Calderón
reproducing formula of f (see [32, Remark 5.21]),
f (x) = Cm
∫ ∞
0
(
(t2L)me−t
√
L
)2
f (x)
dt
t
,(8.3)
where the equality is in Lq(w). Note that, as we explain in Remarks 3.10 and 5.10, and in the
proof of Theorem 5.1, for q ∈ Ww(p−(L), p+(L)), we have (8.2) and also (8.3), for functions in
T q(w)∩T p(w), and in Lq(w), respectively, understanding that, by abuse of notation, L denotes Lq,w.
Now, since for f ∈ HpSm,P,q(w), we have that f ∈ Lq(w) and that f˜ (x, t) := (t2L)me−t
√
L f (x) ∈
T p(w) ∩ T q(w) (‖ f˜ ‖T p(w) = ‖Sm,P f ‖Lp(w) and ‖ f˜ ‖T q(w) = ‖Sm,P f ‖Lq(w) . ‖ f ‖Lq(w)), we get, for every
g ∈ Lp′(w) ∩ Lq′(w),∣∣∣∣∫
Rn
f (y)g¯(y)w(y) dy
∣∣∣∣ = Cm ∣∣∣∣∫
Rn
∫ ∞
0
f˜ (y, t)(t2L∗)me−t
√
L∗(gw)(y)
dt
t
dy
∣∣∣∣
. ‖Sm,P f ‖Lp(w)‖QL(g¯w)‖T p′ (w1−p′ ) . ‖Sm,P f ‖Lp(w)‖gw‖Lp′ (w1−p′ ) = ‖Sm,P f ‖Lp(w)‖g‖Lp′ (w).
Then, taking the supremum over all g ∈ Lp′(w) ∩ Lq′(w) such that ‖g‖Lp′ (w) = 1 (note that Lq
′
(w) ∩
Lp
′
(w) is dense in Lp
′
(w)), we obtain that
‖ f ‖Lp(w) . ‖Sm,P f ‖Lp(w).(8.4)
Therefore, we have that, for all m ∈ N, HpSm,P,q(w) = Lp(w) ∩ Lq(w), with equivalent norms.
Now noticing that, in the proof of [31, Theorem 1.15, part (b)], the authors showed that, for
every m ∈ N, ‖Sm,P f ‖Lp(w) ≤ ‖Sm,H f ‖Lp(w). From this, (8.4), [31, Theorems 1.14 and 1.15, Remark
4.22], and [32, Lemma 4.4 and Proposition 7.1], we obtain that HpT ,q(w) = L
p(w) ∩ Lq(w) with
equivalent norms, for all p, q ∈ Ww(p−(L), p+(L)) and T being any function in (2.15)-(2.20), or
a non-tangential maximal function in (2.21). From the observations made at the beginning of the
proof, this allows us to conclude the desired isomorphism. 
Remark 8.5. As we explain in the proof we have obtained the isomorphism HpT ,q(w) ≈ Lp(w) for
all p, q ∈ Ww(p−(L), p+(L)). In particular, this implies that
H
p
T ,q1 (w) ≈ H
p
T ,q2(w), for all p, q1, q2 ∈ Ww(p−(L), p+(L)).
for T being any function in (2.15)-(2.20), or a non-tangential maximal function in (2.21).
9. Characterization of the weighted Hardy space associated with the Riesz transform
In order to characterize the weighted Hardy space associated with the Riesz transform we pro-
ceed as in [27], where the unweighted case was consider. First of all, we need to prove the following
weighted versions of [27, Propositions 5.32 and 5.34] from which we obtain at once Theorem 1.2.
Proposition 9.1. Given w ∈ A∞ and q ∈ Ww(q−(L), q+(L)), we have that, for all p satisfying
max
{
rw,
nrw p̂−(L)
nrw+p̂−(L)
}
< p <
p+(L)
sw
and f ∈ Hp∇L−1/2,q(w),
‖SH f ‖Lp(w) . ‖∇L−
1
2 f ‖Lp(w).(9.2)
In particular, we conclude that, for all max
{
rw,
nrw p̂−(L)
nrw+p̂−(L)
}
< p <
p+(L)
sw
, H
p
∇L−1/2,q(w) ⊂ H
p
SH,q(w).
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Proposition 9.3. Given w ∈ A∞ and q ∈ Ww(q−(L), q+(L)), for all 0 < p < q+(L)sw and f ∈ H
p
SH,q(w),
we have that
‖∇L− 12 f ‖Lp(w) . ‖SH f ‖Lp(w).
In particular, we conclude that, for all 0 < p < q+(L)
sw
, H
p
SH,q(w) ⊂ H
p
∇L−1/2,q(w).
We start by proving Proposition 9.1. To this end, consider the following conical square function:
S˜ f (x) :=
(∫∫
Γ(x)
|t
√
Le−t
2L f (y)|2 dy dt
tn+1
) 1
2
.
We show that, in some range of p, its norm is comparable with the norm of SH in Lp(w).
Proposition 9.4. Given w ∈ A∞, for all q ∈ Ww(p−(L), p+(L)) and f ∈ Lq(w), there hold
(a) ‖SH f ‖Lp(w) . ‖S˜ f ‖Lp(w), for all p ∈ Ww(0, p+(L)2,∗);
(b) ‖S˜ f ‖Lp(w) . ‖SH f ‖Lp(w), for all p ∈ Ww(0, p+(L)∗).
In particular
‖S˜ f ‖Lp(w) ≈ ‖SH f ‖Lp(w), for all p ∈ Ww(0, p+(L)∗).
Proof. We first prove part (a). Note that since 2 < p+(L)2,∗, in view of Theorem 2.24, part (a), (or
part (b) if p+(L)2,∗ = ∞), it is enough to prove it for p = 2 and all w ∈ RH( p+(L)2,∗
2
)′ .
Assuming this, note that, proceeding as in the estimate of term II when proving (5.12), given
w ∈ RH( p+(L)2,∗
2
)′ , we can find q0 and r, so that 2 < q0 < p+(L), q0/2 ≤ r < ∞, w ∈ RHr′ , and
2 +
n
2r
− n
q0
> 0.(9.5)
After this observation we show the desired estimate. By (2.11) and Minkowski’s integral inequality,
we obtain that
SH f (x) .
∫ ∞
0
(∫ t
0
(∫
B(x,t)
|sLe−s2Lt2
√
Le−t
2L f (y)|2dy
) 1
2 ds
s
)2
dt
tn+1
 12
+
∫ ∞
0
(∫ ∞
t
(∫
B(x,t)
|sLe−s2Lt2
√
Le−t
2L f (y)|2dy
) 1
2 ds
s
)2
dt
tn+1
 12 =: I + II.
In the case that s < t, use the L2(Rn) − L2(Rn) off-diagonal estimates satisfied by the families
{t2Le−t2L}t>0 and {e−s2L}s>0, and apply [25, Lemma 2.3] to get
I ≤
∫ ∞
0
(∫ t
0
s
t
(∫
B(x,t)
|e−s2Lt2Le− t
2
2 Lt
√
Le−
t2
2 L f (y)|2dy
) 1
2 ds
s
)2
dt
tn+1
 12
.
∑
j≥1
e−c4
j
(∫ ∞
0
(∫ t
0
s
t
ds
s
)2 ∫
B(x,2 j+1t)
|t
√
Le−
t2
2 L f (y)|2 dy dt
tn+1
) 1
2
.
Then, changing the variable t into
√
2t and applying change of angles ([31, Proposition 3.2]), we
conclude that
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‖I‖L2(w) .
∑
j≥1
e−c4
j
(∫
Rn
∫ ∞
0
∫
B(x,2 j+2t)
|t
√
Le−t
2L f (y)|2 dy dt
tn+1
w(x)dx
) 1
2
.
∑
j≥1
e−c4
j‖S˜ f ‖L2(w) . ‖S˜ f ‖L2(w).
As for the estimate of II, consider f˜ (y, s) := s
√
Le−
s2
2 L f (y), apply the L2(Rn)− L2(Rn) off-diagonal
estimates satisfied by the family {e−t2L}t>0 and Jensen’s inequality. Besides, change the variable s
into st, apply Minkowski’s integral inequality, and then change the variable t into t/s. Hence, we
have
II .
∑
j≥1
e−c4
j
∫ ∞
0
(∫ ∞
t
t2
s2
(∫
B(x,2 j+1t)
|s2Le− s
2
2 L f˜ (y, s)|2dy
) 1
2 ds
s
)2
dt
tn+1
 12
.
∑
j≥1
e−c4
j
∫ ∞
0
(∫ ∞
t
t2
s2
(∫
B(x,2 j+1t)
|s2Le− s
2
2 L f˜ (y, s)|q0 dy
tn
) 1
q0 ds
s
)2
dt
t
 12
.
∑
j≥1
e−c4
j
∫ ∞
1
s−2
(∫ ∞
0
(∫
B(x,2 j+1t)
|(st)2Le− (st)
2
2 L f˜ (y, st)|q0 dy
tn
) 2
q0 dt
t
) 1
2
ds
s
.
∑
j≥1
e−c4
j
∫ ∞
1
s
−2+ n
q0
(∫ ∞
0
(∫
B(x,2 j+1t/s)
|t2Le− t
2
2 L f˜ (y, t)|q0 dy
tn
) 2
q0 dt
t
) 1
2
ds
s
=:
∑
j≥1
e−c4
j
∫ ∞
1
s
−2+ n
q0J(x, s)ds
s
.
In order to estimate the norm in L2(w) of the above integral, we first apply Minkowski’s inequality,
[31, Proposition 3.30], and change the variable t into
√
2t. Next, we apply the L2(Rn) − Lq0(Rn)
off-diagonal estimates satisfied by the family {t2Le−t2L}t>0, and recall that q0 and r satisfy 2 < q0 <
p+(L),
q0
2 ≤ r, w ∈ RHr′ , and (9.5). Finally, we apply [31, Proposition 3.2]. Thus, we have, for
r0 > rw,(∫
Rn
(∫ ∞
1
s
−2+ n
q0J(x, s)ds
s
)2
w(x)dx
) 1
2
.
(∫ ∞
1
s
−2− n2r+ nq0 ds
s
)(∫ ∞
0
∫
Rn
(∫
B(x,2 j+2t)
|t2Le−t2Lt
√
Le−t
2L f (y)|q0 dy
tn
) 2
q0
w(x)dx
dt
t
) 1
2
.
∑
l≥1
e−c4
l
(∫
Rn
∫ ∞
0
∫
B(x,2 j+l+3t)
|t
√
Le−t
2L f (y)|2 dy dt
tn+1
w(x)dx
) 1
2
. 2 j
nr0
2
∑
l≥1
e−c4
l‖S˜ f ‖L2(w) . 2 j
nr0
2 ‖S˜ f ‖L2(w).
Consequently, ‖II‖L2(w) . ‖S˜ f ‖L2(w), which, together with the estimate obtained for ‖I‖L2(w), gives
us the desired inequality.
As for proving part (b), note that again it is enough to consider the case p = 2 and w ∈
RH( p+(L)∗
2
)′ . In this case we proceed as in the proof of part (a), so we skip some details. For
n > p+(L), note that (as in the proof of (5.12)) we can take ε0 > 0 small enough and 2 < q0 < p+(L),
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close enough to p+(L) so that for r :=
q0n
2(1+ε0)(n−q0) , we have that 2 < q0 < p+(L), q0/2 ≤ r < ∞,
w ∈ RHr′, and
1 +
n
2r
− n
q0
> 0.
If now n ≤ p+(L), our condition over the weight w becomes w ∈ A∞. Then, we take r > sw, and
q0 satisfying max
{
2, 2rp+(L)
p+(L)+2r
}
< q0 < min {p+(L), 2r} if p+(L) < ∞ and q0 = 2r if p+(L) = ∞.
Therefore, we have that 2 < q0 < p+(L), q0/2 ≤ r < ∞, and w ∈ RHr′. Besides,
1 +
n
2r
− n
q0
> 1 − n
p+(L)
≥ 0.
Hence, we have found q0 and r so that 2 < q0 < p+(L), q0/2 ≤ r < ∞, w ∈ RHr′, and
1 +
n
2r
− n
q0
> 0.(9.6)
Keeping these choices of q0 and r we prove part (b). Using again (2.11) and Minkowski’s integral
inequality, we obtain
S˜ f (x) .
∫ ∞
0
(∫ t
0
(∫
B(x,t)
|tsLe−s2Le−t2L f (y)|2dy
) 1
2 ds
s
)2
dt
tn+1
 12
+
∫ ∞
0
(∫ ∞
t
(∫
B(x,t)
|tsLe−s2Le−t2L f (y)|2dy
) 1
2 ds
s
)2
dt
tn+1
 12 =: I + II.
We first estimate I. Using that s < t and applying the L2(Rn) − L2(Rn) off-diagonal estimates
satisfied by the family {e−s2L}s>0, we have
I ≤
∫ ∞
0
(∫ t
0
s
t
(∫
B(x,t)
|e−s2Lt2Le−t2L f (y)|2dy
) 1
2 ds
s
)2
dt
tn+1
 12
.
∑
j≥1
e−c4
j
(∫ ∞
0
(∫ t
0
s
t
ds
s
)2 ∫
B(x,2 j+1t)
|t2Le−t2L f (y)|2 dy dt
tn+1
) 1
2
.
∑
j≥1
e−c4
j
(∫ ∞
0
∫
B(x,2 j+1t)
|t2Le−t2L f (y)|2 dy dt
tn+1
) 1
2
.
Therefore, applying change of angles ([31, Proposition 3.2]), we get
‖I‖L2(w) .
∑
j≥1
e−c4
j‖SH f ‖L2(w) . ‖SH f ‖L2(w).
As for the second term, we first apply the L2(Rn) − L2(Rn) off-diagonal estimates satisfied by the
family {e−t2L}t>0, change the variable s into st, and apply Jensen’s inequality. Next, we apply
Minkowski’s integral inequality and change the variable t into t/s. Hence, we have
II .
∑
j≥1
e−c4
j
∫ ∞
0
(∫ ∞
1
s−1
(∫
B(x,2 j+1t)
|(st)2Le−(st)2L f (y)|2dy
) 1
2 ds
s
)2
dt
tn+1
 12
.
∑
j≥1
e−c4
j
∫ ∞
1
s
−1+ n
q0
(∫ ∞
0
(∫
B(x,2 j+1t/s)
|t2Le−t2L f (y)|q0 dy
tn
) 2
q0 dt
t
) 1
2
ds
s
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=:
∑
j≥1
e−c4
j
∫ ∞
1
s
−1+ n
q0J(x, s)ds
s
.
Thus, applying first Minkowski’s integral inequality, [31, Proposition 3.30], and changing the vari-
able t into
√
2t; next, applying the L2(Rn) − Lq0(Rn) off-diagonal estimates satisfied by the family
{e−t2L}t>0, recalling our choices of q0 and r and (9.6), and applying [31, Proposition 3.2], we obtain,
for r0 > rw,(∫
Rn
(∫ ∞
1
s
−1+ n
q0J(x, s)ds
s
)2
w(x)dx
) 1
2
.
(∫ ∞
1
s
−1− n2r+ nq0 ds
s
)(∫
Rn
∫ ∞
0
(∫
B(x,2 j+2t)
|e−t2Lt2Le−t2L f (y)|q0 dy
tn
) 2
q0 dt
t
w(x)dx
) 1
2
. 2 j
nr0
2
∑
l≥1
e−c4
l‖SH f ‖L2(w) . 2 j
nr0
2 ‖SH f ‖L2(w).
Using this, we obtain ‖II‖L2(w) . ‖SH f ‖L2(w). Gathering this and the estimate obtained for ‖I‖L2(w)
gives us that, for all w ∈ RH( p+(L)∗
2
)′ ,
‖S˜ f ‖L2(w) . ‖SH f ‖L2(w),
which, from the observations made at the beginning, finishes the proof. 
9.1. Proof of Proposition 9.1. First of all note that if f is such that ‖∇L− 12 f ‖Lp(w) < ∞, then
for h := L−
1
2 f , we have that h ∈ W˙1,p(w) (the space W˙1,p(w) is defined as the completion of
{h ∈ C∞0 (Rn) : ∇h ∈ Lp(w)} under the semi-norm ‖h‖W˙1,p(w) := ‖∇h‖Lp(w)). Additionally, note
that applying Proposition 9.4, Theorem 6.1, and [6, Theorem 6.2], for all w ∈ A∞ such that
Ww(p−(L), p+(L)) , ∅ and max{rw, p̂−(L)} < p < p+(L)sw , we have that
‖S˜
√
Lh‖Lp(w) ≈ ‖SH
√
Lh‖Lp(w) . ‖
√
Lh‖Lp(w) . ‖∇h‖Lp(w).
This gives us that
S˜
√
L : W˙1,p(w)→ Lp(w), ∀ max{rw, p̂−(L)} < p <
p+(L)
sw
.(9.7)
Therefore, if we show that, for every p̂−(L) < p˜ <
q+(L)
sw
, r0 > rw, so that rwq−(L) < r0q−(L) <
q+(L)
sw
,
and for p0 := max
{
r0,
nr0 p˜
nr0+p˜
}
,
S˜
√
L : W˙1,p0(w)→ Lp0,∞(w),(9.8)
then, by interpolation (see [10]), applying Proposition 9.4, and by the observation made at the
beginning of the proof, we will conclude (9.2). Besides, note that Ww(q−(L), q+(L)) , ∅ implies
Ww(p−(L), p+(L)) , ∅ (recall thatWw(q−(L), q+(L)) ⊂ Ww(p−(L), p+(L))).
We fix p˜ and r0 satisfying the above restrictions. Additionally, we take r, q−(L) < r < 2, close
enough to q−(L) so that rr0 <
q+(L)
sw
. Then, if we consider p1 so that max{rr0, p˜} < p1 < q+(L)sw , we
have that w ∈ A p1
r
∩ RH( q+(L)
p1
)′ , and p1 > p0.
Recalling these choices of p˜, r0, r, p1, and p0, note that in order to prove (9.8) it suffices to show
that, for every α > 0 and h ∈ W˙1,p0(w),
w
({
x ∈ Rn : S˜
√
Lh(x) > α
})
.
1
αp0
∫
Rn
|∇h(x)|p0w(x)dx.
To this end, consider the following Calderón-Zygmund decomposition of h (see [6, Lemma 6.6]).
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Lemma 9.9. Let n ≥ 1, w ∈ A∞, µ := wdx, and rw < p0 < ∞ (with the possibility of taking p0 = 1
if rw = 1). Assume that h ∈ W˙1,p0(w), and let α > 0. Then, one can find a collection of balls {Bi}i∈N
(with radii rBi), smooth functions bi, and a function g ∈ L1loc(w) such that
h = g +
∑
i∈N
bi
and the following properties hold
|∇g(x)| ≤ Cα, for µ − a.e. x,(9.10)
supp bi ⊂ Bi and
∫
Bi
|∇bi(x)|p0w(x)dx ≤ Cαp0w(Bi),(9.11)
∑
i∈N
w(Bi) ≤ C
αp0
∫
Rn
|∇h(x)|p0w(x)dx,(9.12)
∑
i∈N
1Bi ≤ N,(9.13)
where C and N depend only on the dimension, the doubling constant of µ, and p0. In addition, for
1 ≤ q < (p0)∗w, where (p0)∗w is defined in (2.13), we have(
−
∫
Bi
|bi(x)|qdw
) 1
q
. αrBi .(9.14)
Applying this lemma to our function h and to our choice of p0, and considering for M ∈ N,
arbitrarily large, and for every i ∈ N, BrBi := (I − e
−r2BiL)M and ArBi := I − BrBi , we can write
bi = BrBibi + ArBibi. Hence,
h = g +
∑
i∈N
BrBibi +
∑
i∈N
ArBibi.
Then,
(9.15) w
({
x ∈ Rn : S˜
√
Lh(x) > α
})
≤ w
({
x ∈ Rn : S˜
√
Lg(x) >
α
3
})
+ w
({
x ∈ Rn : S˜
√
L
(∑
i∈N
ArBibi
)
(x) >
α
3
})
+ w
({
x ∈ Rn : S˜
√
L
(∑
i∈N
BrBibi
)
(x) >
α
3
})
=: I + II + III.
By our choice of p1, we have that p1 ∈ Ww(q−(L), q+(L)) ⊂ Ww(p−(L), p+(L)). Then, applying
Chebychev’s inequality, (9.7), (9.10), (9.11), and (9.12), we obtain
(9.16) I .
1
αp1
∫
Rn
|S˜
√
Lg(x)|p1w(x)dx . 1
αp1
∫
Rn
|∇g(x)|p1w(x)dx
.
1
αp0
(∫
Rn
|∇h(x)|p0w(x)dx + αp0
∑
i∈N
w(Bi)
)
.
1
αp0
∫
Rn
|∇h(x)|p0w(x)dx.
In order to estimate the remaining terms, we take 1 < p < ∞ and u ∈ Lp′(w) such that ‖u‖Lp′ (w) =
1. Besides, we denote by Mw the weighted maximal operator defined as in (5.8) but taking the
supremum over balls instead of over cubes. Then, using a Kolmogorov type inequality and (9.12),
we have that
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(9.17)
(∑
i∈N
∫
Bi
(
Mw(|u|p′ )(x)
) 1
p′
w(x)dx
)p
.
(∫
∪i∈NBi
(
Mw(|u|p′ )(x)
) 1
p′
w(x)dx
)p
. w(∪i∈NBi)‖u‖pLp′ (w) .
1
αp0
∫
Rn
|∇h(x)|p0w(x)dx.
Moreover, note that for p2 := max{r0, p˜}, we have that 1 < p2 < (p0)∗w and hence by (9.14),(
−
∫
Bi
|bi(x)|p2dw
) 1
p2
. αrBi .(9.18)
Additionally, note that since p2 ≥ p˜, applying Hölder’s inequality we also have the above inequality
replacing p2 with p˜.
Let us next prove (9.18). To this end, first assume that r0 > p˜. Then, p0 = r0 and p2 = r0, and it
is easy to see that 1 < r0 < (r0)∗w.
On the other hand, if p˜ ≥ r0, in other words, p2 = p˜ > 1, we assume that nrw > p0, otherwise
(p0)∗w = ∞ > p˜ = p2. Besides, note that nrw > p0 implies nrwr0 > p˜(r0 − rw), consequently
(p0)
∗
w =
nrwp0
nrw − p0
≥ nrwr0 p˜
nrwr0 − p˜(r0 − rw)
> p˜ = p2.
Therefore, in order to estimate II, we first apply Chebychev’s inequality. Next, by (9.7), expand-
ing the binomial, using that { √t∇ye−tL}t>0 satisfies Lp2 (w) − Lp2 (w) off-diagonal estimates on balls
(see [5, 6]), by (2.2), (9.18), and (9.17) with p = p2, we have
II .
1
αp2
∫
Rn
∣∣∣∣∣S˜ √L
(∑
i∈N
ArBibi
)
(x)
∣∣∣∣∣
p2
w(x)dx
(9.19)
.
1
αp2
∫
Rn
∣∣∣∣∣∇
(∑
i∈N
M∑
k=1
Ck,Me
−kr2Bi Lbi
)
(x)
∣∣∣∣∣
p2
w(x)dx
.
1
αp2
sup
‖u‖
L
p′2 (w)
=1
(
M∑
k=1
Ck,M
∑
i∈N
∫
Rn
∣∣∣∣√krBi∇ye−kr2Bi L( birBi
)
(x)
∣∣∣∣ |u(x)|w(x)dx
)p2
.
1
αp2
sup
‖u‖
L
p′2 (w)
=1
 M∑
k=1
Ck,M
∑
i∈N
∑
j≥1
2
jnp1
r w(Bi)
(
−
∫
C j(Bi)
∣∣∣∣√krBi∇ye−kr2BiL( birBi
)
(x)
∣∣∣∣p2dw
) 1
p2 ‖u1C j(Bi)‖Lp′2 (w)
w(2 j+1Bi)
1
p′2
p2
.
1
αp2
sup
‖u‖
L
p′2 (w)
=1
∑
i∈N
∑
j≥1
e−c4
j
w(Bi)
(
−
∫
Bi
∣∣∣∣bi(x)rBi
∣∣∣∣p2 dw) 1p2 infx∈Bi
(
Mw(|u|p′2 )(x)
) 1
p′2
p2
. sup
‖u‖
L
p′2 (w)
=1
(∑
i∈N
∫
Bi
(
Mw(|u|p′2 )(x)
) 1
p′2 w(x)dx
)p2
.
1
αp0
∫
Rn
|∇h(x)|p0w(x)dx.
Next, we estimate III. Note that,
III . w
(⋃
i∈N
16Bi
)
+ w
({
x ∈ Rn \
⋃
i∈N
16Bi : S˜
√
L
(∑
i∈N
BrBibi
)
(x) >
α
3
})
= III1 + III2.
(9.20)
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Applying (9.12) we have that
III1 .
1
αp0
∫
Rn
|∇h(x)|p0w(x)dx.(9.21)
Hence it just remains to control III2. Applying Chebychev’s inequality, we obtain
III2
(9.22)
.
1
αp1
∫
Rn\⋃i∈N 16Bi
∫ ∞
0
∫
B(x,t)
∣∣∣∣∣tLe−t2L
(∑
i∈N
BrBibi
)
(y)
∣∣∣∣∣
2
dy dt
tn+1

p1
2
w(x)dx
.
1
αp1
sup
‖u‖
L
p′1 (w)
=1
∑
i∈N
∑
j≥4
(∫
C j(Bi)
(∫ ∞
0
∫
B(x,t)
∣∣∣tLe−t2L(BrBibi)(y)∣∣∣2 dydttn+1
)p1
2
w(x)dx
)1
p1
‖u1C j(Bi)‖Lp′1 (w)
p1
=:
1
αp1
sup
‖u‖
L
p′
1 (w)
=1
∑
i∈N
∑
j≥4
IIIi j ‖u1C j(Bi)‖Lp′1 (w)
p1 .
Splitting the integral in t (recall that j ≥ 4), we have
IIIi j .
∫
C j(Bi)
(∫ 2 j−2rBi
0
∫
B(x,t)
∣∣∣tLe−t2L (BrBibi) (y)∣∣∣2 dy dttn+1
) p1
2
w(x)dx

1
p1
+
∫
C j(Bi)
(∫ ∞
2 j−2rBi
∫
B(x,t)
∣∣∣∣t2Le−t2L(BrBi ( birBi
))
(y)
∣∣∣∣2 dy dttn+1
) p1
2
w(x)dx

1
p1
= III1i j+III2i j.
We first estimate III1i j. Recall that w ∈ A p1
r
∩RH( q+(L)
p1
)′ . Hence, we can take q0, max{2, p1} < q0 <
q+(L), close enough to q+(L) so that w ∈ RH( q0
p1
)′ . Then, applying Jensen’s inequality, Fubini’s
theorem, and noticing that for x ∈ C j(Bi) and 0 < t ≤ 2 j−2rBi we have that B(x, t) ⊂ 2 j+2Bi \ 2 j−1Bi,
we get
III1i j . |2 j+1Bi|−
1
q0 w(2 j+1Bi)
1
p1
∫
C j(Bi)
(∫ 2 j−2rBi
0
∫
B(x,t)
∣∣∣tLe−t2L (BrBibi) (y)∣∣∣2 dy dttn+1
) q0
2
dx

1
q0
. |2 j+1Bi|−
1
q0 w(2 j+1Bi)
1
p1
(∫
C j(Bi)
∫ 2 j−2rBi
0
(
2 jrBi
t
) q0
2 −1∫
B(x,t)
∣∣∣tLe−t2L (BrBibi) (y)∣∣∣q0 dy dttn+1 dx
) 1
q0
. |2 j+1Bi|−
1
q0 w(2 j+1Bi)
1
p1
(∫ 2 j−2rBi
0
(
2 jrBi
t
) q0
2 −1
t−q0
∫
2 j+2Bi\2 j−1Bi
∣∣∣t2Le−t2L(BrBibi)(y)∣∣∣q0 dy dtt
) 1
q0
.
We estimate the integral in y by using functional calculus. We use the notation in [2] and [6, Section
7]. We write ϑ ∈ [0, π/2) for the supremum of |arg(〈L f , f 〉L2(Rn))| over all f in the domain of L. Let
0 < ϑ < θ < ν < µ < π/2 and note that, for a fixed t > 0, φ(z, t) := e−t
2z(1− e−r2Bi z)M is holomorphic
in the open sector Σµ = {z ∈ C \ {0} : |arg(z)| < µ} and satisfies |φ(z, t)| . |z|M (1 + |z|)−2M (with
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implicit constant depending on µ, t > 0, rBi , and M) for every z ∈ Σµ. Hence, we can write
φ(L, t) =
∫
Γ
e−zLη(z, t)dz, where η(z, t) =
∫
γ
eζzφ(ζ, t)dζ.
Here Γ = ∂Σ π
2−θ with positive orientation (although orientation is irrelevant for our computations)
and γ = R+ei sign(Im(z)) ν. It is not difficult to see that for every z ∈ Γ,
|η(z, t)| . r
2M
Bi
(|z| + t2)M+1 .
Consequently, we can write(∫
2 j+2Bi\2 j−1Bi
∣∣∣t2Le−t2LBrBi (bi) (y)∣∣∣q0 dy) 1q0
.
∫
Γ
(∫
2 j+2Bi\2 j−1Bi
∣∣∣ z
2
Le−
z
2 L
(
e−
z
2 Lbi
)
(y)
∣∣∣q0 dy) 1q0 t2|z| r2MBi(|z| + t2)M+1 |dz|
.
j−3∑
l=1
∫
Γ
(∫
2 j+2Bi\2 j−1Bi
∣∣∣ z
2
Le−
z
2 L
(
1Cl(Bi)e
− z2 Lbi
)
(y)
∣∣∣q0 dy) 1q0 t2|z| r2MBi(|z| + t2)M+1 |dz|
+
∑
l≥ j−2
∫
Γ
(∫
2 j+2Bi\2 j−1Bi
∣∣∣ z
2
Le−
z
2 L
(
1Cl(Bi)e
− z2 Lbi
)
(y)
∣∣∣q0 dy) 1q0 t2|z| r2MBi(|z| + t2)M+1 |dz|.
Note now that since j ≥ 4, for 1 ≤ l ≤ j − 3 we have that d(2 j+2Bi \ 2 j−1Bi,Cl(Bi)) ≥ 2 j−2rBi ≥
2l+1rBi . Then, in that case, applying the fact that
z
2Le
− z2 L satisfies Lr(Rn) − Lq0 (Rn) off-diagonal
estimates (see [2]), splitting the exponential term, using that w ∈ A p1
r
, changing the variable s into
4 jr2Bi/s
2, and applying that e−
z
2 L satisfies L p˜(w)−Lp1(w) off-diagonal estimates on balls (see [5, 6]),
and by (9.18), we obtain∫
Γ
(∫
2 j+2Bi\2 j−1Bi
∣∣∣ z
2
Le−
z
2 L
(
1Cl(Bi)e
− z2 Lbi
)
(y)
∣∣∣q0 dy) 1q0 t2|z| r2MBi(|z| + t2)M+1 |dz|
.
∫
Γ
(∫
Cl(Bi)
∣∣∣e− z2 Lbi(y)∣∣∣r dy) 1r |z|− n2( 1r − 1q0 )e−c 4 j r2Bi|z| t2|z| r2MBi(|z| + t2)M+1 |dz|
. (2lrBi)
n
r
∫
Γ
(
−
∫
Cl(Bi)
∣∣∣e− z2 Lbi(y)∣∣∣p1 dw) 1p1 |z|− n2( 1r − 1q0 )e−c 4 j r2Bi|z| e−c 4l r2Bi|z| t2|z| r2MBi(|z| + t2)M+1 |dz|
. 2lθ1 (2lrBi)
n
r
(
−
∫
Bi
|bi(y)| p˜ dw
) 1
p˜
∫ ∞
0
Υ
(
2lrBi
s
1
2
)θ2
s
− n2
(
1
r
− 1
q0
)
e−c
4 j r2
Bi
s e−c
4l r2
Bi
s t2
r2MBi
(s + t2)M+1
ds
s
. αrBi2
l(θ1+ nr )r
n
q0
Bi
2
− jn
(
1
r
− 1
q0
) ∫ ∞
0
Υ
(
2ls
2 j
)θ2
s
n
(
1
r
− 1
q0
)
e−cs
2
e
−c 4l s2
4 j t2
r2MBi
(4 jr2Bi/s
2 + t2)M+1
ds
s
,
recall that Υ(u) = max{u, u−1}.
If we now consider l ≥ j − 2, in this case, we do not have distance between 2 j+2Bi \ 2 j−1Bi
and Cl(Bi), but we do have between Cl(Bi) and Bi. Indeed, since l ≥ j − 2 ≥ 2, we have that
d(Cl(Bi), Bi) > 2l−1rBi ≥ 2 j−3rBi . Hence, proceeding as in the above computation, we obtain∫
Γ
(∫
2 j+2Bi\2 j−1Bi
∣∣∣ z
2
Le−
z
2 L
(
1Cl(Bi)e
− z2 Lbi
)
(y)
∣∣∣q0 dy) 1q0 t2|z| r2MBi(|z| + t2)M+1 |dz|
.
∫
Γ
(∫
Cl(Bi)
∣∣∣e− z2 Lbi(y)∣∣∣r dy) 1r |z|− n2( 1r − 1q0 ) t2|z| r2MBi(|z| + t2)M+1 |dz|
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. (2lrBi)
n
r
∫
Γ
(
−
∫
Cl(Bi)
∣∣∣e− z2 Lbi(y)∣∣∣p1 dw) 1p1 |z|− n2( 1r − 1q0 ) t2|z| r2MBi(|z| + t2)M+1 |dz|
. 2lθ1 (2lrBi)
n
r
(
−
∫
Bi
|bi(y)| p˜ dw
) 1
p˜
∫ ∞
0
Υ
(
2lrBi
s
1
2
)θ2
s
− n2
(
1
r
− 1
q0
)
e−c
4l r2
Bi
s t2
r2MBi
(s + t2)M+1
ds
s
. αrBi2
lθ1 (2lrBi)
n
r
∫ ∞
0
Υ
(
2lrBi
s
1
2
)θ2
s
− n2
(
1
r
− 1
q0
)
e−c
4 j r2
Bi
s e−c
4l r2
Bi
s t2
r2MBi
(s + t2)M+1
ds
s
. αrBi2
l(θ1+ nr )r
n
q0
Bi
2
− jn
(
1
r
− 1
q0
) ∫ ∞
0
Υ
(
2ls
2 j
)θ2
s
n
(
1
r
− 1
q0
)
e−cs
2
e
−c 4l s2
4 j t2
r2MBi
(4 jr2Bi/s
2 + t2)M+1
ds
s
.
Next, changing the variable t into 2 jrBi t, we have for M˜ > 0 large enough to be chosen later,(∫ 2 j−2rBi
0
(
2 jrBi
t
) q0
2 −1
t−q0
(∫ ∞
0
Υ
(
2ls
2 j
)θ2
s
n
(
1
r
− 1
q0
)
e−cs
2
e
−c 4l s2
4 j t2
r2MBi
(4 jr2Bi/s
2 + t2)M+1
ds
s
)q0
dt
t
) 1
q0
. 2− j(2M+1)r−1Bi
(∫ 1
0
t1+
q0
2
(∫ ∞
0
Υ
(
2ls
2 j
)θ2
s
n
(
1
r
− 1
q0
)
e−cs
2
e
−c 4l s2
4 j
1
(1/s2 + t2)M+1
ds
s
)q0
dt
t
) 1
q0
. 2
−l
(
2M˜−θ2
)
2
− j
(
2M+1−θ2−2M˜
)
r−1Bi
(∫ 1
0
t1+
q0
2
(∫ 1
0
s
n
(
1
r
− 1
q0
)
−2M˜+2M+2−θ2 ds
s
)q0
dt
t
) 1
q0
+
(∫ 1
0
t1+
q0
2
(∫ ∞
1
s
n
(
1
r
− 1
q0
)
−2M˜+2M+2+θ2
e−cs
2 ds
s
)q0 dt
t
) 1
q0
 .
Therefore, taking 2M˜ = θ1 + θ2 + nr + 1, and 2M > 2θ2 + θ1 +
n
r
, we have
III1i j . αw(2 j+1Bi)
1
p1 2
− j
(
2M+ n
r
+1−θ2−2M˜
)∑
l≥1
2−l . αw(2 j+1Bi)
1
p1 2− j(2M−θ1−2θ2).(9.23)
In order to estimate III2i j, we consider θM :=
√
M + 2 and BrBi ,t := (e
−t2L − e−(t2+r2Bi )L)M . Hence,
applying the fact that {t2Le−t2L}t>0 ∈ F (Lr − L2), Proposition 4.4 with s = rBi and p = r, [31,
Lemma 2.1], and next using that w ∈ A p1
r
, applying that {e−tL}t>0 satisfies L p˜(w) − Lp1 (w) off-
diagonal estimates on balls, and by (9.18), we obtain(∫
B(x,θM t)
∣∣∣∣t2Le−t2LBrBi ,t(e−t2L(1B(x,9θM t) birBi
))
(y)
∣∣∣∣2 dytn
) 1
2
.
(
r2Bi
t2
)M∑
l≥1
(∫
Cl(B(x,9θM t))
∣∣∣∣e−t2L(1B(x,9θM t) birBi
)
(y)
∣∣∣∣r dytn
) 1
r
.
(
r2Bi
t2
)M∑
l≥1
2
ln
r
(
−
∫
Cl(B(x,9θM t))
∣∣∣∣e−t2L(1B(x,9θM t) birBi
)
(y)
∣∣∣∣p1 dw) 1p1
.
(
r2Bi
t2
)M∑
l≥1
e−c4
l
(
−
∫
B(x,9θM t)
∣∣∣∣bi(y)rBi
∣∣∣∣p˜ dw
) 1
p˜
. α
(
r2Bi
t2
)M (
w(Bi)
w(B(x, 9θMt))
) 1
p˜
.
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Therefore, changing the variable t into tθM and noticing that, for x ∈ C j(Bi) and t > 2
j−2rBi
θM
, we have
that Bi ⊂ B(x, 9θMt), using the estimate above, we get
III2i j .
∫
C j(Bi)
(∫ ∞
2 j−2rBi
θM
∫
B(x,θM t)
∣∣∣∣t2Le−t2LBrBi ,t (e−t2L( birBi
))
(y)
∣∣∣∣2 dy dttn+1
) p1
2
w(x)dx

1
p1
. αw(2 j+1Bi)
1
p1
∫ ∞
2 j−2rBi
θM
(
r2Bi
t2
)2M
dt
t
 12 . αw(2 j+1Bi) 1p1 2− j2M .
This and (9.23) imply that IIIi j . αw(2 j+1Bi)
1
p1 2− j(2M−θ1−2θ2). Therefore, in view of (9.22), and
by (2.2) and (9.17) with p = p1, taking 2M >
np1
r
+ θ1 + 2θ2, we obtain that
III2 . sup
‖u‖
L
p′1 (w)
=1
∑
i∈N
w(Bi) inf
x∈Bi
(
Mw(|u|p′1 )(x)
) 1
p′
1
∑
j≥4
2− j(2M−
np1
r
−θ1−2θ2)
p1
. sup
‖u‖
L
p′1 (w)
=1
(∑
i∈N
∫
Bi
(
Mw(|u|p′1 )(x)
) 1
p′1 w(x)dx
)p1
.
1
αp0
∫
Rn
|∇h(x)|p0w(x)dx.
Plugging this and (9.21) into (9.20) gives us III . α−p0
∫
Rn
|∇h(x)|p0w(x)dx. Hence, by this, (9.19),
(9.16), and (9.15), we conclude (9.8).
To complete the proof note that for max
{
rw,
nrw p̂−(L)
nrw+p̂−(L)
}
< p <
p+(L)
sw
and q ∈ Ww(q−(L), q+(L)),
if we take f ∈ Hp∇L−1/2,q(w), by (9.2), we have that
‖SH f ‖Lp(w) . ‖∇L−
1
2 f ‖Lp(w),
consequently f ∈ HpSH,q(w). 
9.2. Proof of Proposition 9.3. Given w ∈ A∞ satisfying that Ww(q−(L), q+(L)) , ∅, and q ∈
Ww(q−(L), q+(L)) ⊂ Ww(p−(L), p+(L)), if we take p ∈ Ww(q−(L), q+(L)) and f ∈ HpSH,q(w),
applying Theorems 2.23 and 1.1, we obtain
‖∇L− 12 f ‖Lp(w) . ‖ f ‖Lp(w) ≈ ‖SH f ‖Lp(w) = ‖ f ‖HpSH ,q(w).(9.24)
On the other hand, for 0 < p ≤ 1 by Propositions 4.12, part (b) and 7.4, part (a) (see also [32,
Proposition 5.1, part (a)], where the case p = 1 was considered), we have
‖∇L− 12 f ‖Lp(w) . ‖ f ‖HpSH ,q(w).
Therefore, applying Theorem 5.1 with p0 = 1 and p1 ∈ Ww(q−(L), q+(L)), we conclude, for all
0 < p < q+(L)
sw
, q ∈ Ww(q−(L), q+(L)), and f ∈ HpSH,q(w),
‖∇L− 12 f ‖Lp(w) . ‖SH f ‖Lp(w),
consequently f ∈ Hp∇L−1/2,q(w). 
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