
















あるn変数の2値 論理関数fに 対 して,入 力変数の うち
幾つかは0ま たは1に 確定しているが,残 りの幾つかの値
は不確定,即 ち0か1か 不明であることがある。 この様な
典型的な例 として順序回路の論理 シ ミュレーシ ョンがあ













ロップの出力 は0に なるか1に な るかは不明なので入力
Xs+1,…;x.について は,0か1か 確定 していない値1/2の
ままで論理シ ミュレーションを行わねばならない。
不確定な入力値を含む場合の出力の値をいかに定めるか
ということと,論理関数fが 加法形式 の論理式で表現 され
ている ときの計算アルゴ リズムについては既に報告されて
いる1)。計算機 を用いて論理関数の値 を計算す る場合,計算
に要する時間は論理関数の表現方法に大 きく依存する。文
献1)で は,加 法形式 と呼ばれる論理式に工夫 を加えるこ
とで複数の異なった計算方法を提案 している。加法形式の
論理式は,論 理関数の表現形式 としてはもっとも一般的な












主記憶上 に表現 できない場合 もあ る4,。近 年の研究 で,











アに最構成す ることで計算を高速 に求 められる可能性を示
す。最後に第4章 で まとめを行い,残 された諌題にっいて















不確定 な値 を有 す る入力が一 つで もあ る場合に は,aは
V"-Bnの一つの元 として表 され る。この時,入力に1/2が含
まれていても出力の値 は0か1に定まる場合 もあるし,定 ま
らない場合 もある。出力が0か1か定 まらないことを表す真
理値 を1/2で表わす と,f(a)の値 はO,1,または,1/2のい
ずれか をとることとな り,fは3値論理関数 とみなされ る。
ここで,あ る与えられた完全記述の2値 論理関数f({1)式)




任意 に与 えられた2値 論理関数口)式に対 して,(2}式で表
される3値 論理関数は一意的に定 まらなければならない。
これは,次 のように定義 されるのが最 も自然であるり。即
ち,vnの元8に対 して,aに現れる不確定な入力変数が確定
したと仮定 した とき,つ まりaにおけるすべての1/2を0ま
た は1に 置 き換 え て 得 られ る 入 力a'の す べ て に 対 し て,
f(a')の値 が す べ て 同 じで1(0)な ら ば,aに 対 す る ∫の
値 ∫(a)は1(0)と し,そ れ 以 外 で は1/2とす る。aをvn
の1つ の 元 と し,aに お け る す べ て の1/2を0また は1で 置 き
換 え て 得 られ るBnの 元 か ら な る 集 合 をa"で 表 す こ と とす
る 。 こ こ でaに お け る1/2の 個 数 をs個 とす る と,集 合 バ の
要 素 の 個 数 は2s個 で あ る 。
[例1]a=(1,1/2,0,1/2)の 時,
a・={(1,0,0,0),(1,0,0,1),(L1、o,0),(1,1,0,1)}
2値 論 理 関 数fとvnの 元aに 対 し て,f(aつ を次 の よ う に
定 義 す る 。
f(aつ={f(a')la,∈a亭}






[例2]fを 図2の カ ル ノ ー 図 で 表 さ れ る2値 論 理 関 数 と






f(a1)=1と な る 。
同 様 に 入 力a、=(0,1/2,0,1)に 対 し て は,
a2*={(0,0,0,1),(0,1,0,1)},
f(0,0,0,1)=f(0,1,0,1)ニ0より,
f(a2)=0が 得 ら れ る 。






















に伴 い,VLSI設計時に取 り扱 わなけれ ばならない論理関















後BDDと記述)は ルー トノー ドを持つ有向 グラフによる論
理関 数の表現 方法であ る5)6)。例 えば,図2の 論理関数 を
BDDで表現 した例を図3に 示す。図3で 一番上のノー ド①
がルー トノー ドである。○で示 されるノー ド内の数字は変
数の添 え字 を表 している。辺に添えてある数字0ま たは1
は,そ の辺のす ぐ上側 にっなが るノー ドの変数の とる値 を
示す。終端のノー ド団 と田は2値 論理関数の値0と1を そ
れぞれ表 している。このBDDで は,Xl=1,x2=1,x3=
0,x、=0の時の値 は,ルー トノー ドからalの矢印に沿 って
進むと田に到達するが,こ れはf(1,1,0,0)の値 は1で ある
ことを示 している。BDDにおいては上部にあるノー ドか ら
下のノー ドに向か う有向辺で結 ばれているが,BDDの文献
では慣例で矢印を図に表 さないことが多いので,こ こでも
それにならって矢印を書かないことにする。BDDはシャノ
ン展開を再帰的 に繰 り返す ことで得 られたグラフから,冗
長ノー ドを削除 し,更 に同形なサブグラフの共有を行 った
ものである。シャノン展開において入力変数の展開順序を
固定すれば論理関数に対 してグラフは一意的に決定 され
る。本稿で採用 するBDDはこの展開順序 を固定 した もの
で,こ れはあるノー ドの下につながるノー ドは,親 のイン
デックスよ り必ず大 き くな るよ うす る ことで表 現 で き
るs)6)。展開順序 によってBDDの大 きさが大 きく変わること
が知られてお り,な るべ くグラフの大 きさを小 さくする展
開順序 を求める手法が研究されている桐。 したが って,ど
のインデックスとどの変数 とを1対1対 応 させるかを明 ら
かにしておかねばならないが,こ この例 では簡単のためイ
ンデックスiと変数Xiとを対応させることとする。なお,メ






















本節ではBDDの上 で不確定入力 に対 する論理関数の値
を求める方法 を提案する。すべての入 力変数の値が確定 し
ている場合はBDDの もともとの構成法4}5}から明 らかに,
ルー トノー ドか ら探索を始 めて,そ のノー ドに対応する入
力変数の値に従って進み(そ の値が0な ら0側 の辺に,1
なら1側 の辺に進 む),終端の ノー ド,団または圃に到達す
るまでこの作業 を続ける。終端のノー ド国(回)に 到達 し
た場合はその入力に対 する出力値は1(0)であることを示
している。




ら1側 の辺 につなが るノー ドに進む。すると次のノー ドの
変数はx,である。x,ニ1であるか ら1側 に進む とノー ド③
に到達する。同様に,x3=0であるか ら0側 に進む とノー
ド④に到達 し,更 にx4=0であるか ら0側 に進むと,田 に
到達 し,f(1,1,0,0)=1が求 まる。
{2)確定入力a2==(x1,x2ex3,x4)=(0,0,0,1)について
の計算例 を示すと,ル ー トノー ドか ら始めてx、=0から0
側,X、=0よ り0側 に進む。次のノー ドが④であり,X、=
1であるから1側 に進み0に 到達 し,f(0,0,0,1)=0が求









しては前述の ようにルー トノー ドか ら始めて各 ノー ドに対
応する変数の値に従って葉 まで探索することで出力値 を計
算できた。このことより,不確定入力aの内の不確定な変数
の値1/2を0または1に 展開 して得 られた集合が の各要素
a'に対す る出力値を前述の方法で求め,す べて1(0)に到








1/2が求 まる。 しか し,図4(a)の 探索には以下のような
無駄がある。
(1)a、とa2の経路は全 く同 じで,2回同 じ探索 をしている。
この無駄 は,ノ ー ド③が経路上に無いにもかかわらず変
数x3の1/2を0と1に展開 していることにより生 じている。
(2)仮にa1,a2,a3,a4,の順番 に探索を行うならば,a3の
探索途中でノー ト④ の1側 か ら下は既にal,(a、)の探索
の時に調査済みであ るか らこれ を調べるの は無駄 であ
る。
(3)探索 を行 う場合すべてルー トノー ドか ら探索 をしなお
している。あるノー ドか ら下に続 くノー ドへの移動には
手数がかかるからこれは無駄である。
探索時 に辺を取 り扱 う回数が少ない方が高速に計算でき
るとする。例4の 方法では図4(a)に示す ように13本の辺
を通過 している。上記の様な無駄を無 くすには1/2になって
いる変数が経路上にあるときのみ,そ のノー ドの0側 と1
側の両方を調べ,ま た,調 査済みの探索は行わないように
無駄な く探索 を行 えばよい。こうすると図4(b)の よう
に6本 の辺を取 り扱 うだけで求められ る。入力値が1/2であ
る変数に対応するノー ドが探索経路上に存在するときは一
般にそ こで分枝が生ずる。 ここではその探索方法 にっいて
深 さ優先探索 と巾優先探索 ををそれぞれ採用した2つ の手
法 を提案する。これ らの手法 を説明する前に,入力値が1/2







り,出力値0が 決定 された。つまり,x3の値を1/2に変 えた
入力al=(0,0,1/2,1)に対してもルー トノー ドか ら探索を
(52)
二分決定木を用いた不確定入力に対する論理関数の値の計算アルゴリズム
始めるとx,に対応 するノー ド③が探索する経路上 に存在 し
ないので分枝 することな く処理が進み,!(O,O,1/2,1)=0
が決定 される{図5参照)。つまり探索 中に各ノー ドに対応
する変数の入力値側の辺に沿 って進んで行 き,そ の経路上
に入力が1/2になってい る変数の ノー ドが存在 するときの
み0側 と1側 の両方に分枝す ることとなる。
図 一5∫(0,0,1/2,1)と!(0,0,1/2,1/2)の 計 算
② 探索が終端 ノー ド0ま たは1ま で到達 す る前 に値が
1/2に決定 され る場合
図5の 入力a2=(O,O,1/2,1/2)については,ル ー トノー
ドで0側 に,次 のノー ドで0側 に進み.④ のノー ドに到達
する。 ここで確定入 力についてはすべてそれ に対応する
ノー ドを通過 して きたにもかかわ らず,終 端のノー ド匝]に
もロ]にも到達 していない。 ここで④以降の入力変数はすべ
て1/2であるか ら.もし確定 した と仮定 したときの値を全て
考えると,そ の探索経路 には終端のノー ド回に到達するも
のと,ノ ー ド田 に到達するものが少な くとも1本 つつあ る
はずである。そこで,こ の先を探索することな く,!(0.0,
1/2,1/2)=1/2が決定で きる。 つまり,探 索の途中のある
ノー ドで,そ の ノー ドの下に続 くノー ドに対応する変数の








選 んで匝]ノー ド もし くは田ノー ドまでた どりつ くまで進
み,進 めな くなったら引き返 して別の道を選ぶ とい う方針
による探索法である9}。一方,幅優先探索 は最初 のノー ドを
訪問した後 このノー ドから到達可能 なノード(レ ベル1の
ノー ド)を順番に訪問する。これが終わった後,レ ベル1
の ノー ドのいずれかか ら到達可能 なノー ド(レ ベル2の
ノー ド)を調べ,以 下,同 様 に繰 り返 してい く探索方法で
ある9}。どちらの探索法 も一度訪問 したノー ドを再度訪問
しないようにする。深 さ優先探索を用いた計算アルダリズ
ムω を図6に,幅 優先探索を用いた計算アルゴリズムB)を
図7に 示す。ここでは,ア ルゴリズム㈹ は再帰呼び出しを




出力を,深 さ優先探索 と幅優先探索で求め ときの探索の様




側の両方 とも探索するが,こ の場合0側 を先 に探索 した と
する。すると②のノー ドにぶつか り,x、=・1/2であるか ら,
これも先 に0側 を探索 したとする。次は,④ のノー ドであ
りx、==Oであるから0側 に進 み,団 に到達する。未探索の
② のノー ドまでバック トラックして今度は1側 のノー ドに
進み③のノー ドに移る。x,=1であるか ら1側 に進み田に
到達す る。未探索の①のノー ドまでバック トラックして今
度 は1側 の ノー ドに進み②のノー ドに移 る。x、=・1/2である
からた とえば1側 を探索しようとする と,そ の先につなが
るノー ドはすでに訪問済みであるので,1側 は探索せず0
側のみに進むと田 ノー ドに出会 う。 これですべての探索が
済 ん だ が,す べ て 固 ノー ドに到 達 した の で!〈1/2,
1/2,1,0)=1が求 まる。なお,破 線の矢印はバ ック トラッ
クを示す。
(b)a2=(1/2,1/2,1,1),幅優先探索の場合
Xtとx,が1/2であるから,ル ー トノー ド(①のノー ド)で
0側 と1側 の両方を探索するが,深さ優先探索 とは異な り,
0側の ノー ドにつながる ノー ドに移 った ら,次 に1側 の
ノー ドに移 る。続いて一段つつ下がって探索を続ける。 こ
の際,深 さ優先探索 と同様一度訪問 した ノー ドは再び訪問
しないよ うにする。 すべて国の ノー ドに到達 し 互(1/2,
1/2,1,0)=1が決 まる。
(c)a1=〈1/2,1/2,1,0),深さ優先探索の場合
(a)と同様に探索 を行 うが,ここで匝 ノー ドに到達 した後,
(53)
明治大学理工学部研究報告Nd9(1993)
樗 酷 あ燃 贈潔㌍ 晋 霊灘 臓 えられてレ'るとし・
laは入 力 とす るl
lf(a)を求 め る に はeva1@rootPtr,a)を呼 ぶI
functioneval(nodePtr:BDDのノー ドを指 す 型;a:Vn):V;
varlastValue:V;
varS:入力 変 数 の 集 合 型;
functientraverse(ptr.BDDのノ ー ドを 指 す 型;S=入 力 変 数 の 集 合 型)=V;
begin
































x:=nodePtrが指 す ノ ー ドの 値;
ifx=0ノ ー ドthenreturn(0);
ifx=1ノ ー ドthenretum(1);







蕩 鑑 あ㌍ 灘 締i舞 器羅 鷲 えられているとし・
laは入 力 とす る}
lf(a)を求 め る に はeval(rootPtr,a)を呼 ぶ}
functioneval(nodePtr:BDDのノ ー ドを指 す 型;a=Vn):V;
varlastvalue:V;
varS=入力 変 数 の 集 合 型;
begin
x:=nodePtrが指 す ノー ドの 値;
ifx=Oノ ー ドthenreturn(0);
ifx=1ノ ー ドthenretum(1);
setOfNodes==入力aの う ち確 定 して い る 入 力 変 数 に対 応 す る ノ ー ドの 集 合;
IastValue:=未決 定;




nodeP:=queueの先 頭 の ノ ー ドへ の ポ イ ンタ;
queueの先 頭 の デ ー タ を 削 除;








elseifnodePが指 す ノー ド=初 め て訪 れ る ノ ー ドthen
ifその ノ ー ドへ の 入 力 は1ま た はOthen
setOfNodes==setOfNodes-{nodePが指 す ノ ー ド}
else
begin
inqueue(0側の ノ ー ド);

























図 一ef(a)を 計算するための2つ の探索法の比較例
(56)
二分決定木を用いた不確定入力に対する論理関数の値の計算アルゴリズム
バ ック トラックしてまた探索 を続けると今度は回ノードに
到達する。この時点で,そ の後の探索 を打 ち切 ることがで
き,た だちに!(1/2,1/2,1,1)=1/2が決定 され る。 この探




る。値が決定 され るまでに7本 の辺 を取 り扱 う。
深さ優先探索でも幅優先探索で も,一 つのノー ドや一本
の辺に対する処理 に要する時間は同じであるとす る。利用
するグラフは同 じものであるか ら値が決定 され るまでに取
り扱 う辺の本数が少ないほうが処理時間の点で優 れこてい
ると考えられ る。ただし,出 力値が0,及 び,1の 場合 は
どちらの探索法を用いて も取 り扱 う辺の数 は同数である。
したがって,出力値 が1/2となるときは,回 ノー ドと国ノー
ドの両方 を訪問した時点で探 索を打 ち切 り,出 力値 を決定
で きる。いま,ル ー トノー ドに近いほうのノー ドに対応す
る変数が不確定である場合 を考えてみ よう。深 さ優先探索
と幅優先探索 を同時に始めた とする。深 さ優先探索では圃
ノー ドと回 ノー ドの両方 に到 達 し出力1/2が決定 した時点
で も,幅 は優先探索では一段つつ レベルを下げて探索 して
いくので,まだ,ルー トノー ドの近 くを探索 していて囮ノー
ドに も田 ノー ドにも出会わ ない例 を容易 に考 え られ る。
よって,出力値が1/2となる場合 には一般 に深さ優先探索 を
用いた計算アルゴ リズム㈹の方が⑧ に比べ優れている。た
だし,ど ちらの方法も不確定な変数に対応するノー ドで は
0側と1側 の両側 を探索するがその順番によって探索すべ




ソフトウェアで計算する方法 を考えた。本節では,ハ ー ド
ウェアで値 を直接求 める方法について述べ る。与えられた
BDDからハー ドウェアを再構成 する基本 的なアイディア
はAkersが提案 している5)。ここではBDDの各ノー ドをマ
ルチプ レクサに置 き換 えてい くことでハー ドウェア化する
方法を提案する。
すべての入力変数が確定 してい る時,そ の出力を求める
には3。2で述べ たようにルー トノー ドか ら探索 を始て,各
ノー ドに対応する入力変数の値が0(1)な ら0〈1)側
へ進み,団 に到達すれば出力は0,[]に到達すれば1が 求
まる。 これはルー トノー ドか ら下へ向か って進んで行 くわ
けである。見方 を変えると,各 ノー ドは各入力変数 によっ
て切 り替 えられ るスイッチで,0ま たは1の 値 がルー ト
ノー ドまで下から上へ伝わっていくとも考えられる。この




次 に,不 確定入力に対 して定義1に 従った出力を出す組
合せ論理回路Cfを 構成 してみよう。ある不確定入力aに対
して出力が0(1)で あるとは3.3で述べた ように,a*の要
素すべてについてルー トノー ドから探索 を行った結果が,
囮(田)に 到達することであった。 また,出 力が1/2である
ということはa'の要素の うちす くな くとも1つ は囮 にも
う1っ が田に到達することであった。 このことをふまえて
組合せ回路C,のマルチプレクサに工夫を施 してCfを 実現
してみ よう。各 ノー ド毎 に考えてみると,ノ ー ドに対応す
る変数が0(1)の 時 はCrの時 と同様0(1)側 の値を上
部に伝 える機能が必要 となる。一方,ノ ー ドに対応する変
数が1/2の時は,0側と1側 の値が同じで0(1>なら0(1)
を上部 に伝えればよ く,それ以外のときは1/2を伝える機能
が必要 となる。この機能 を満たす3値 マルチプレクサの真
理値表 を表1に 示 す。 この組合せ論理 回路Cfで は3値
(O,1,及び,1/2)を取 り扱わなければならない。これを実
現するには多値の論理回路を使用するか,マ ルチプレクサ
の入出力線1本 につき2ビ ッ トを割当て,信 号割 り当てな
ども工夫することで2値 の論理回路で も実現できる。2値








算機の外部 に外付けして計算機の1/0を通 じて計算を行 う
表 一13値 の2-1Multiplexerの真 理 値 表
SEL DO D1 Y
0 0 X 0
0 1/2 X 1/2
o 1 X 1
1 X 0 0
1 X 1/2 1/2
1 X 1 1
1/2 0 0 0




































図一tD2値 の論理回路で3値2-lMUXを 実現 した例
ような専用ハー ドウェアを作ることがで きる。
…般 にハー ドウェアで実現す るとソフ トウェアに比べ高
速に値 を求めることがで きるが,そ れは各素子が並列 に動
くことが一つの理由である。各素子や信号線で信号の遅延
が生 じるが,こ の回路Cfで の計算時間は入力が加わって,
0および1ノ ー ドか らルー トノー ドまで伝わる段数分だけ
遅れ る。n変数論理関数のBDDは最大 でn段 あるか ら,論理
関数の規模が増大 し,変 数の個数nが 増大 しても,0(n)
でしか計算時間は増えない。
一方,こ の様 にして得 られた回路Cfを2値 の論理回路
で構成 した場合,そ の論理回路 を論理 シミュレーションし
・てしまい,不 確定入力 に対する論理関数の出力 を求めるこ
ともできる。大規模な論理 回路 を取 り扱 える高速 で実用的
な論理 シミュレータは実現 されている川ので,こ れを利用
すれば,BDDをここで提案 した手法に従 って論理回路 に変
換するだけで不確定入力に対する論理関数の値 を求めるこ
とができる。後述での比較の為にハー ドウェアで値を計算
する手法を手法(C)とし,そ の回路 を論理シ ミュレーショ




理式(2段 のAND・OR論理式)で 表現 し,そ の加法形式に
工夫を加 えることで高速化をね らった手法であった1}。一
般に論理関数の記述 には論理式が用い られるので,従 来手
法は論理式を取 り扱 う他のCADツール との相性 も良い手
法といえる。制御回路のように多変数で もお互いに変数の
関 わ りが少 な く積項 数 も比 較 的少 な い場合 は2段 の
AND'OR論理式で表現 して もそれ ほど問題 はない。 しか
し,変 数同志の関わ りが強 く多段の論理式で実現するとそ
れほどでもないが,2段 にするととたんに積項数が爆発的
に増加 する論理関数 ♂演算回路 な ど)に 対 しては2段 の




ではBDDをその表現形 式 に用 いる こ とが多 くなってい
る4)。従って,本稿で提案 したBDDを表現形式 に用いた計算
手法ω,(B),及び,⑪は,メモリの点か ら従来手法がカバー
している範囲よ り規模の大 きい論理関数に対 しても適用可
能な方法 といえる。
一方,計 算時間についても本稿で提案する手法は従来手
法 よりも優れている。今 までは不確定入力の ことを考えて
きたが,当 然 これ らの手法は確定入力 に対する計算 も行わ
なければな らない。例 えば,論 理回路のシ ミュレータの場





計算時間 はその積項数 にほぼ比例 する1,。積項数 は変数の
個数nに 対 して指数関数的に増大 するから1}2),確定入力に
対する論理関数の評価時間 も変数の個数nの 増加に対 して
指数関数的に増大すると考えてよい。一方,本 稿で提案す
る計算アルゴリズム㈲(B)を用いれば,確 定入力に対す る論
理関数の計算は,ル ー トノー ドから端点(団 ノー ド,また
は,田 の一 ド)に 至るまでの経路 を(枝 別れな く)た どる
だけで求めることがで きる。BDDのルー トノー ドから端点
までの辺の個数は最大nで あるから論理関数の計算時間 も
nに比例 した時間だけで求められる。一方,不 確定入力の




用いれば分枝 をたくさん行 う前に値が決定 してし求う例が
多 くなる。また。3.2で述べたように,Sが 大 きいと探索途
中ですべての確定入力変数に対応 するノー ドを通過 してき
たに もかかわ らず端点 に到 達せず,分 枝 す る こ とな.く
f(a)=1/2が決定 する。 これらの ことにより計算アル ゴ
リズム㈹は,従 来手法 に比べて計算速度の点で も優れた方
法 といえる。
r方,手 法⑪ で2値 論理回路に展開すると,取 り扱 う信
号線数がBDDの辺の個数の数倍になる。また,手 法⑪は既








































号線に接続 されたゲー トのみを計算 して高速化 をはかる。
よって,回路の初期状態(すべての信号線の値が1/?の状態)
に新しい入力を加えたとき更新 しなければいけない信号線
は,手法囚 での辺の個数に比べ多 くな り,イ ベン トドリブ
ン型の良 さがあまりいかされず,計 算速度の点でω より不
利になる。 しか しなが ら,次 のような場合には⑪の手法 も
適している。つまり,あ る論理回路全体のゲー トレベルの
論理シミュレーションを行いたいが,一 部の組合せ論理回
路の部分が まだ機能設計 まで しか終了 しておらず,BDDを
用いた表現形式 で与 えられている場合 であ る。 この場合
BDDで表 された部分 も手法◎ に従 って ゲー トレベルの2
値論理回路に展開することで全体の回路 をすべて一括 して
論理シミュレーションできるという優れた利点が手法⑬に









増加に対 して,確 定入力 と不確定入力の両方に対 して も
0(n)の計算時間の増加で計算 を終了できる。また,ここで
得られた論理回路 を簡単化 し,素 子数,及 び,論 理段数を
減らすことで高速化をはかることが可能である。ただ し,
ここではプログラマブルな論理素子に配線情報な どを渡す
手間 と時間については考慮 していないので,実 際問題への
適用っいてはこれ らを考慮に入れる必要がある。
以上述べたように,本 稿で提案した手法は,論 理式を論
理関数の表現形式に選んだ従来の手法 に比 べ,メ モ リの点
でも計算速度の点で も優れている。
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