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ABSTRACT
In the vicinity of a massive black hole, stars move on precessing Keplerian orbits. The mutual stochastic grav-
itational torques between the stellar orbits drive a rapid reorientation of their orbital planes, through a process
called vector resonant relaxation. We derive, from first principles, the correlation of the potential fluctuations in
such a system, and the statistical properties of random walks undergone by the stellar orbital orientations. We
compare this new analytical approach with effective N -body simulations. We also provide a simple scheme to
generate the random walk of a test star’s orbital orientation using a stochastic equation of motion. We finally
present quantitative estimations of this process for a nuclear stellar cluster such as the one of the Milky Way.
Keywords: Galaxy: center - Galaxy: nucleus - galaxies: nuclei - gravitation - celestial mechanics
1. INTRODUCTION
Most nearby galaxies possess a massive black hole
(MBH) in their center, surrounded by a nuclear stellar
cluster (NSC) (Genzel et al. 2010; Kormendy & Ho 2013;
Graham 2016). The dynamical evolution of the stellar
cluster comprises numerous processes acting on different
timescales (Rauch & Tremaine 1996; Hopman & Alexander
2006; Alexander 2017) (see also Fig. 1 in Kocsis & Tremaine
2011). Since the gravitational potential is dominated by the
central MBH, stars move on nearly Keplerian orbits. The
deviations from a Keplerian potential due to the stellar po-
tential and the relativistic corrections, cause the Keplerian el-
lipses to precess in their orbital plane. Subsequently, through
the non-spherical components of the potential fluctuations,
the orbital orientation of the stars get reshuffled, without
changing the magnitude of their angular momentum nor their
Keplerian energy, through a process called vector resonant
relaxation (VRR) (Kocsis & Tremaine 2015, and references
therein), which is the focus on this work. Resonant torques’
coupling between the precessing stars then lead to a diffusion
of the stars’ angular momentum magnitude, a process called
scalar resonant relaxation (SRR) (Bar-Or & Fouvry 2018,
and references therein). Finally, on longer timescales, close
encounters between stars lead to the relaxation of the stars’
Keplerian energy and angular momentum (Bahcall & Wolf
1976, 1977; Lightman & Shapiro 1977; Cohn & Kulsrud
1978; Shapiro & Marchant 1978).
VRR can be a driving force behind several dynami-
cal phenomena in galactic centers, including the warping
∗ Hubble Fellow
of accretion (Bregman & Alexander 2009, 2012) and stel-
lar (Kocsis & Tremaine 2011) disks, as well as a catalyzer
of binaries mergers (Hamers et al. 2018). Since its first pre-
sentation by Rauch & Tremaine (1996), VRR was studied
numerically both with full (Eilon et al. 2009) and effective
orbit-averaged (Kocsis & Tremaine 2015) N -body simula-
tions. More recently, Roupas et al. (2017); Taka´cs & Kocsis
(2018); Szo¨lgye´n & Kocsis (2018) studied the thermody-
namical equilibria of VRR, and Fouvry et al. (2018) its ax-
isymmetric limit.
In the present paper, building upon these works, we set
out to offer a detailed characterization of the VRR process
in the limit of an isotropic distribution of stars. To do so,
in Section 2, we present the fundamental equations of VRR.
In Section 3, we characterize the properties of the potential
fluctuations in the system, as inferred from estimates of the
correlation function at the initial time. This will allow us then
to describe in Section 4 the random walk of a test particle’s
orientation, and develop an effective stochastic equation of
motion which can efficiently mimic these random motions.
Detailed comparisons of these results with effective numer-
ical simulations are presented throughout these sections. In
Section 5, we detail the important self-consistency existing
between the potential fluctuations and the properties of the
orientations’ random walks. Finally, in Section 6, we use
this new formalism to present the timescales associated with
VRR in a nuclear stellar cluster similar to the Milky Way’s.
We conclude in Section 7.
2. MODEL
We consider a set of N stars orbiting a MBH of mass
M•. On timescales longer than the in-plane precession
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Figure 1. Illustration of the orbit averaged interaction between two
stars orbiting a central supermassive object. Following the average
over the fast Keplerian motion and the in-plane precession, stars are
replaced by annuli, where darker colors indicate a higher surface
density (not to scale). The interaction between two annuli then de-
pends on each star’s conserved parameters K = (m,a, e), as well
as on their respective orbital orientations given by the normal vec-
tors L̂1 and L̂2.
but shorter than the time to change the orbital eccentric-
ity (by SRR) and the time to change the semi-major axis
(by two-body relaxation) the mutual interactions between
two stars can be orbit-averaged over their respective mean
anomalies and in-plane precession angles. As a result, each
star can be replaced by a disk of mass m extending be-
tween rp=(1− e)a and ra=(1 + e)a with surface den-
sity Σ(r)=[2π2a
√
r−rp
√
ra−r]−1, where the semi-major
axis a and eccentricity e can be assumed to be constant
in time (see an illustration in Fig. 1). Following this dou-
ble orbit-average, one can associate to each star a set of
conserved quantities K = (m, a, e) and a time-dependent
normal vector L̂, with L = LL̂ the orbital angular momen-
tum. We introduce the spherical coordinates as (θ, φ), so that
L̂ = (
√
1− u2 cosφ,√1− u2 sinφ, u), with u = cos(θ).
Studying VRR amounts then to studying the long-term dy-
namics of each star’s normal vector L̂.
Following Kocsis & Tremaine (2015), the effective single
particle Hamiltonian of VRR reads
H =
N∑
i=1
〈
− Gmmi|r(t)− ri(t′)|
〉
t,t′
= −L(K)
∑
ℓ≥2
even
ℓ∑
m=−ℓ
Mℓm(K, t)Yℓm(L̂). (1)
with r(t), ri(t) the positions of the test star and the star i, as
they move along their (in-plane) precessing Keplerian orbits,
〈 · 〉t,t′ the double orbit-average over these motions, and K
and Ki their respective conserved parameters. In the second
line of Eq. (1), we introduced the magnetizations
Mℓm(K, t) =
N∑
i=1
Jℓ
[
K,Ki
]
Yℓm(L̂i(t)), (2)
where the coupling coefficients Jℓ[K,Kj ] are defined in
Eq. (A1), and we used real spherical harmonics Yℓm(L̂) (de-
fined in Eq. (B3)). It is also important to note that only even
harmonics with ℓ ≥ 2 contribute the particles’ dynamics, in
virtue of the symmetries of the interaction.
Hamilton’s equations of motion read
∂φ
∂t
=
∂H
∂Lz
;
∂Lz
∂t
= − ∂H
∂φ
, (3)
where Lz = Lu is an action and φ its conjugated angle. The
evolution of the angular momentum of a single test particle
is given by
dL
dt
=
∂
∂L
× (HL) = L
∑
ℓ,m
Mℓm(K, t)Xℓm(L̂(t)), (4)
where Xℓm(L̂) = L̂×∂Yℓm(L̂)/∂L̂ are the real vector
spherical harmonics. Because L is constant, one has
dL̂/dt=L−1dL/dt.
Inspired by Klimontovich (1967), the state of the system
of N stars at time t is fully characterized by the discrete dis-
tribution function (DF)
ϕ(L̂,K, t) =
∑
i
δD(L̂− L̂i(t)) δD(K−Ki), (5)
withδD the Dirac delta, δD(L̂−L̂i)=δD(u−ui)δD(φ−φi),
and δD(K−Ki)=δD(m−mi)δD(a−ai)δD(e−ei), with the
associated volumes dL̂ = dudφ and dK = dmdade. The
continuity equation, ∂ϕ/∂t = −∂/∂L̂·[ϕ∂L̂/∂t], gives us
then
∂ϕ(L̂,K, t)
∂t
= −
∑
ℓ,m
∫
dL̂′dK′ ϕ(L̂′,K′, t)Jℓ
[
K,K′
]
× Yℓm(L̂′)Xℓm(L̂) · ∂ϕ(L̂,K, t)
∂L̂
, (6)
where we used the fact that the vector spherical harmonics
satisfy ∂/∂L̂·X(L̂) = 0. This equation can subsequently be
developed in spherical harmonics, by writing
ϕ(L̂,K, t) = ϕα(K, t)Yα(L̂), (7)
where the sum over the index α = (ℓα,mα) is implied, and
we introduced
ϕα(K, t) =
∑
i
δD(K−Ki)Yα(L̂i(t)). (8)
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Figure 2. Illustration of the random walk in orientation of a sample
of particles from one fiducial simulation. The orientation of the par-
ticles is represented every 20h, with h the integration timestep (see
Appendix C). Particles are colored according to their semi-major
axis (from red for small a to yellow for large a). Particles with
larger a see their orientation evolve slower, as a result of the 1/L
prefactor in the interaction coefficients of Eq. (A1). Section 3 char-
acterizes the properties of the potential fluctutations jointly created
by this large collection of particles.
When expanded in spherical harmonics, Eq. (6) becomes
∂ϕα(K, t)
∂t
= −
∫
dK′Qαγδ(K,K
′)ϕγ(K
′, t)ϕδ(K, t),
(9)
where the sums over the harmonic indices (γ, δ) are im-
plied, and we introduced the time-independent coupling ten-
sor Qαγδ(K,K
′)=Jℓγ [K,K′]Eαγδ, with Eαγδ the (real)
Elsasser coefficients (James 1973) (see Appendix B for their
properties)
Eαγδ =
∫
dL̂ Yα(L̂)Xγ(L̂) · ∂Yδ(L̂)
∂L̂
. (10)
Equation (9) is an exact writing of the fundamental evolution
equation for VRR. Its complexity stems in particular from
being a quadratic matrix differential equation in the fields
ϕα(K, t).
All the upcoming derivations will be illustrated by com-
parisons with directN -body simulations. In Appendix C, we
present the fiducial system considered, as well as the details
of our numerical implementation. In Fig. 2, we illustrate a
subset of trajectories from one such simulation.
3. THE CORRELATION FUNCTION OF THE NOISE
As a first step towards the characterization of the corre-
lated stochastic dynamics of one star in that system, we fo-
cus our interest on describing the properties of the density
fluctuations generated as a whole by the system’s N parti-
cles. In particular, we will show how one can use estimates of
the derivatives of the correlation function of the density fluc-
tuations at the initial time to provide a sensible ansatz (see
Eq. (22)) for the time dependences of this same correlation
function.
The harmonic coefficients ϕα(K, t) (Eq. 8) describe the
full state of the N ≫ 1 particles system at time t and can
therefore be treated as stochastic density fluctuations, as-
sumed to be Gaussian random fields. Assuming that the sys-
tem’s evolution is stationary in time, the properties of these
fluctuations are captured by the correlation function
Cαβ(K,K
′, t− t′) ≡ 〈ϕα(K, t)ϕβ(K′, t′)〉 , (11)
where 〈·〉 is the ensemble average over realizations (initial
conditions and trajectories of the N particles).
The correlation function is even and generically decreases
to zero on a timescale larger than some coherence time Tc.
As a result, as a first approximation, it is therefore reasonable
to replace Cαβ(K,K
′, t− t′) by a Gaussian function, tai-
lored to match the function’s behavior for t≪ Tc, see Fig. 3
for a justification.
In Appendix D, we compute the first two derivatives of the
correlation function, and we show in Eqs. (D14) and (D18)
that
Cαβ(K,K
′, 0) = δβα δD(K−K′)n(K) (12)
and
∂2
∂t2
Cαβ(K,K
′, t)
∣∣∣∣
t=0
= −δβαAℓαδD(K−K′)n(K) Γ2(K),
(13)
with the coefficient
Aℓ = ℓ(ℓ+ 1). (14)
In Eq. (13), we introduced n(K), the DF of the stars
K=(a, e,m) parameters, that satisfies the normalization
convention
∫
dL̂dKn(K)=N . We also introduced the decay
rate of the correlation function Γ(K) as
Γ2(K) =
∫
dK′ n(K′)
∑
ℓ
Bℓ J 2ℓ [K,K′], (15)
with the coefficient
Bℓ =
ℓ(ℓ+ 1)(2ℓ+ 1)
8π
. (16)
Gathering Eqs. (12) and (13), we can approximate the cor-
relation function Cαβ(K,K
′, t) by
Cαβ(K,K
′, t) = δβα δD(K−K′)Cℓα(K, t), (17)
where Cℓ(K, t) is a function decaying like a Gaussian
Cℓ(K, t) = n(K) e
−
Aℓ
2
(t/Tc(K))
2
, (18)
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Figure 3. Correlation of the noise fluctuations,
Cℓ,W (K, t), for ℓ=2 averaged over a window in K such
that (Cmin, T
min
c )≃ (5.0, 142) with εW =0.1, as defined in
Eq. (H58), for which there are on average 9 particles in the window
per simulation. The typical amplitude and torque time are given
by (CW , TW )≃ (0.72, 148) (see Eq. (H61)). The black line was
ensemble-averaged over 1000 realizations of the fiducial system.
The background gray lines illustrate the 10% and 90% spreads
over these realizations. The red line is the Gaussian prediction
from Eq. (H60). The purple line is the updated prediction obtained
by reinjecting the Gaussian prediction into the self-consistency
relation from Eq. (44), as detailed in Eq. (H62), that decays
exponentially at late times.
where we introduced the torque time
Tc(K) =
1
Γ(K)
. (19)
Equations (17) and (18) are the main result of this section,
as they provide us with a simple estimate for the time evo-
lution of the ensemble-averaged correlation function of the
fluctuations in the system. In Fig. 3 we compare this estimate
to the correlations measured in the N -body simulations, and
to shorten the main text, we detail the procedure followed to
obtain that figure in Appendix H.1. As expected, this estima-
tion matches the N -body measurements on short timescales.
Capturing the late-time non-Gaussian behavior of the corre-
lation function requires a self-consistent determination of the
time-dependence of the noise. This is investigated in Sec-
tion 5, and allows for an improved noise prediction in Fig. 3.
Here, such a calculation is made intricate by our accounting
of the ℓ- andK-dependence of the pairwise coupling, as em-
bodied by the sum over ℓ and the integral over dK′ in Eq. (9).
In Section 4, we will use the previous correlation functions
as source terms to describe the dynamics of a test particle em-
bedded in that noisy environment. However, in that section
we will see that the ensemble averaged correlation function
does not capture the full dynamics induced on a test particle.
Indeed, globally conserved quantities (such as the total en-
ergy) prevent the system from being fully ergodic: even after
long times the system will not explore the entire realization
space and therefore time averages are not equivalent to en-
semble averages. For a given realization ‘r’, we therefore
define the time-averaged correlation function
Crαβ(K,K
′, t− t′) ≡ 〈ϕα(K, t)ϕβ(K′, t′)〉T , (20)
where
〈f〉T ≡ 1
T
∫ T
0
dt f(t) (21)
stands for the time average over some long timescale T . As
previously, we will assume that Crαβ(K,K
′, t) can be re-
placed by
Crαβ(K,K
′, t) = δβα δD(K−K′)Crℓα(K, t), (22)
with the Gaussian time dependence
Crℓ(K, t) = n
r
ℓ(K) e
−
Aℓ
2
(t/Tc(K))
2
. (23)
Here, we defined an effective isotropic amplitude nrℓ(K) as
the mean value overmα, so that
nrℓα(K)=
1
2ℓα + 1
∑
mα,β
∫
dKβ C
r
αβ(Kα,Kβ, 0), (24)
and from Eqs. (12), we have〈
nrℓ(K)
〉
= n(K), (25)
that is independent of the considered harmonic. It is impor-
tant to note that nrℓ(K) varies between different realizations.
In Eq. (F48), we illustrate how one can compute its variance,
and show how this originates from the constraint of total en-
ergy conservation.
In Eq. (23), we assumed, for simplicity, that the torque
time, Tc(K), is independent of the considered realiza-
tion. These various choices ensure that the ansatz from
Eq. (22) satisfies the constraints from Eqs. (12) and (13)
when ensemble-averaged. As highlighted by Eqs. (22), this
correlation is diagonal both w.r.t. the harmonic indices (via
δβα) and w.r.t. the considered parameters (via δD(K−K′)).
Following Eq. (23), we note that the time-dependence of
this correlation is controlled by both an isotropic amplitude,
nrℓ(K), and a torque time, Tc(K), that depend on the consid-
ered parameterK.
4. THE RANDOMWALK OF A TEST PARTICLE
In the previous section, we characterized the noise fluctu-
ations resulting from the coupled motions of the system’s N
particles. Assuming that the statistics of this noise follows
the correlation function obtained in Eq. (17), our goal is now
to investigate the stochastic dynamics of one given test par-
ticle embedded in that fluctuating environment. In Fig. 4,
we illustrate one such random walk by highlighting the time
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Figure 4. Illustration of the random walk in orientation of a given
test particle from the fiducial simulations, following the same con-
vention as in Fig. 2, and represented for 0≤ t≤104×20h. In Sec-
tion 4, we characterize the statistical properties of that random walk
on the sphere.
evolution of the orientation of a single particle in one fiducial
simulation.
Throughout this section, we use the test particle limit, i.e.,
we assume that the motion of the test particle is fully de-
termined by the time-dependent density of the background
particles and we neglect any backreaction of the test particle
onto the background particles. We denote the parameters of
the test particle with Kt, and its orientation at time t with
L̂t(t). Similarly to Eq. (5), the current orientation of the test
particle is fully characterized by the single particle DF
ϕt(L̂, t) = δD(L̂− L̂t(t)), (26)
which can be expanded as ϕt(L̂, t) = Yα(L̂)ϕ
t
α(t) (with the
sum over α implied), where
ϕtα(t) = Yα(L̂t(t)). (27)
Since ϕt(1,m)(L̂t) ∝ (yt, zt, xt) ∝ L̂t, characterizing the
random walk of the test particle on the sphere as in Fig. 4,
requires the knowledge of the correlation properties of ϕtα(t)
for ℓα = 1.
The evolution equation for ϕtα(t) follows from Eq. (9), and
reads
∂ϕtα(t)
∂t
= −
∫
dKQαγδ(Kt,K)ϕγ(K, t)ϕ
t
δ(t)
= −Qtαδ(t)ϕtδ(t), (28)
where ϕγ(K, t) is the harmonic coefficients of the back-
ground particles’ field, as defined in Eq. (8), and we intro-
duced Qtαδ(t)=
∫
dKQαγδ(Kt,K)ϕγ(K, t), that is a time-
dependent external forcing term driving the dynamics of the
test particle. The time-dependence of this source only orig-
inates from the background particles (via ϕγ(K, t)), whose
correlation properties were investigated in the previous sec-
tion. We also emphasize that this forcing term also depends
onKt, the parameters of the considered test particle.
Equation (28) takes the form of a time-dependent lin-
ear matrix differential equation for the test particle’s har-
monic coefficientsϕtα(t). In order to guarantee well-behaved
asymptotics of the test particle’s motion for large times,
we approach the resolution of Eq. (28) via Magnus series
(see Blanes et al. (2009) for a review). In that framework,
one can generically solve for the motion of the test particle
as
ϕtα(t) =
[
eΩ(t
′,t)
]
αδ
ϕtδ(t
′), (29)
where the matrix Ω(t′, t) is constructed as a series expansion
of the form Ω(t′, t) =
∑
k≥1Ωk(t
′, t), whose first terms are
Ω1(t
′, t) = −
∫ t
t′
dsQt(s),
Ω2(t
′, t) =
1
2
∫ t
t′
ds1
∫ s1
t′
ds2
[
Qt(s1), Q
t(s2)
]
, (30)
where [A,B] = AB−BA is the matrix commutator. As in
Eq. (20), for a given realization, the statistics of the motion of
the test particle are captured by the stationary time-averaged
correlation function
Ct,rαβ(t− t′) ≡
〈
ϕtα(t)ϕ
t
β(t
′)
〉
T
. (31)
Using Eq. (29), we can write this correlation function as
Ct,rαβ(t) =
〈[
eΩ(t)
]
αδ
〉
T
〈
ϕtδ(0)ϕ
t
β(0)
〉
L̂t
, (32)
where we relied on our test particle’s assumption (i.e. inde-
pendence hypothesis (Corrsin 1959)), which allowed us to
separate the time average (denoted with 〈 · 〉T ) over the back-
ground particles generating the noise, and the average over
the initial location of the test particle (denoted with 〈 · 〉
L̂t
).
We also relied on the hypothesis that the noise is stationary in
time, so that 〈eΩ(t′,t)〉T = 〈eΩ(t−t′)〉T , with Ω(t) ≡ Ω(0, t).
In Appendix E, we rely on the cumulant theorem to com-
pute the two averages appearing in Eq. (32). It allows us to
rewrite the test’s particle correlation function as
Ct,rαβ(t) =
δβα
4π
exp
{
−Aℓα
∑
ℓ
Bℓ
∫
dKnrℓ(K)J 2ℓ
[
Kt,K
]
× T
2
c (K)
Aℓ
χ
[
t
√
Aℓ/2
Tc(K)
]}
(33)
≃ δ
β
α
4π
×
e
−
Aℓα
2
(∑
ℓBℓ
∫
dKnrℓ(K)J
2
ℓ [Kt,K]
)
t2 t≪ Tc,
e
−
√
πAℓα
2
(∑
ℓ
Bℓ√
Aℓ/2
∫
dKnrℓ(K)J
2
ℓ [Kt,K]Tc(K)
)
t
t≫ Tc,
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where we introduced the dimensionless function
χ(τ) =
∫ τ
0
dτ1
∫ τ
0
dτ2 e
−(τ1−τ2)
2
= −1 + e−τ2+τ √π erf( τ)
≃
τ2 τ ≪ 1,√πτ τ ≫ 1. (34)
As can be seen from the time-dependence of the expo-
nent in equation (33), one can note that on short timescales,
t≪ Tc, the correlation Ct,rαβ decays like a Gaussian and the
motion of the particle is ballistic (e.g., (∆L̂)2 ∝ t2). On that
short timescales, the random walk of the test particle is anal-
ogous to the one induced by a time-independent fluctuation.
On long timescales, t≫ Tc, the correlation decays exponen-
tially in time and the motion of the test star is diffusive (e.g.,
(∆L̂)2 ∝ t). On these long timescales, the random walk of
the test particle is analogous to the one induced by fluctua-
tions δD-correlated in time (as in the classical Brownian mo-
tion), leading to a diffusive random walk on the sphere.
Because it involves an integral over K, Eq. (33) remains
difficult to implement. Let us now present a simpler toy
model to generate a stochastic motion on the sphere that
would share correlation properties similar to the ones of
Eq. (33). As such, we will assume that the stochastic mo-
tion of the test particle is generated by an effective dipole
Gaussian noise, and follows the Langevin equation
dL̂
dt
= Γt η(t)× L̂, (35)
where the Gaussian noise η(t) is a 3D vector of zero mean,
〈ηi(t)〉 = 0, and follows 〈ηi(t) ηj(t′)〉 = δij e−[(t−t′)/T tc ]
2
.
We will then choose the amplitude Γt and coherence time
T tc by matching the short and long timescales behavior of the
test particle’s correlation function with the ballistic and diffu-
sive regimes of the generic result from Eq. (33), an approach
already used in Hamers et al. (2018).
Following the same steps as in Eq. (29), we may compute
the correlation function of a test particle, whose dynamics is
imposed by Eq. (35). It reads
Ct,rαβ(t) =
δβα
4π
e−
Aℓα
2
Γ2
t
(T t
c
)2χ(t/T t
c
)
≃ δ
β
α
4π
×
 e−
Aℓα
2
Γ2
t
t2 t≪ T tc ,
e−
√
πAℓα
2
Γ2
t
T t
c
t t≫ T tc ,
(36)
with Aℓ = ℓ(ℓ+ 1). By matching the ballistic and diffusive
regimes of Eq. (36) with the ones of Eq. (33), we may then
constrain the amplitude, Γt, and coherence time, T
t
c , of the
toy model of Eq. (35).
The amplitude, Γt(Kt), varies from realization to realiza-
tion and is given by
Γ2t (Kt) =
∑
ℓ
Bℓ
∫
dKnrℓ(K)J 2ℓ
[
Kt,K
]
, (37)
When ensemble-averaged over realizations, this amplitude
becomes
〈Γ2t (Kt)〉 = Γ2(Kt), (38)
as already defined in Eq. (15). Finally, the coherence time is
given by
〈Γ2t (Kt)〉T tc (Kt)=
∑
ℓ
Bℓ√
Aℓ/2
∫
dKn(K)J 2ℓ
[
Kt,K
]
Tc(K),
(39)
where for simplicity we assumed, similarly to Eq. (23), that
the coherence time, T tc (Kt), is independent of the considered
realization.
Equation (36) is the key result of this section. Indeed, it
provides us with an analytical description of the statistical
properties of the random walk of a test particle’s orientation,
as jointly induced by the fluctuating noise from the back-
ground particles. The test particle’s random walk is char-
acterized by the two quantities (Γ2t , T
t
c ), that both depend on
the test particle’s parameters Kt. The coefficient Γt con-
trols the amplitude of the test particle’s initial ballistic mo-
tion, while the coherence time T tc controls the timescale af-
ter which the test particle enters the diffusive regime. One
strength of the present formalism is that, following Eqs. (37)
and (39), one now has at one’s disposal explicit expressions
for these two parameters. These coefficients can then eas-
ily be computed for various cluster models (by varying the
DF n(K)) and various test particles (by varying Kt). Con-
sidering the same test particle as in Fig. 4, we illustrate in
Fig. 5 one random walk generated using the Langevin equa-
tion (35).
However, as we had already emphasized in Eq. (22), it is
important to note that the present system suffers from being
non-ergodic, i.e. ensemble averages and time averages can-
not be interverted. This is highlighted by the fact that even
for the exact same test particle (i.e. sameKt), the amplitude
Γt varies from realization to realization. In Appendix F, we
compute the associated variance, as given by Eq. (F50), and
show that this effect originates from the constraint of total
energy conservation. Moreover, we show that this variance
remains non-zero even in the limit of a Gaussian noise, and
as such does not vanish in the limit of an infinite number of
background particles generating the fluctuations.
Let us finally use our fiducial numerical simulations to
highlight the result from Eq. (36). This is illustrated in Fig. 6,
and to shorten the main text, we detailed in Appendix H.2 the
procedure followed to obtain that figure. In that figure, we
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Figure 5. Illustration of a random walk generated by the stochas-
tic equation (35) following the same convention as in Fig. 4 and
considering a test particle with the sameKt parameters.
note that the N -body measurements and the analytical pre-
diction from Eq. (36) agree both on short timescales but also
on timescales longer than the coherence time T tWt (defined
in Eq. (H68)). As already stressed in Eq. (33), the second
panel of Fig. 6 clearly exhibits the two successive regimes
of evolution, namely ballistic for t≪ T tc and diffusive for
t≫ T tc . This same panel also emphasizes the importance
of accounting for the variance in Γ2t , to correctly capture
the late-time behavior of the test particles’ stochastic mo-
tions. We recall that this effect that does not vanish in the
limit of an infinite number of background particles. Since
ϕt(1,m)(t) ∝ L̂t, Fig. 6 also offers then an illustration of the
behavior of t 7→ 〈L̂t(t) L̂t(0)〉. It is also straightforward to
adapt that prediction to different test stars (by changing Kt)
or different galactic nuclei (by changing the DF n(K)).
5. THE SELF-CONSISTENCY OF THE NOISE
In the previous derivations, we proceeded in two succes-
sive steps. First, in Section 3, we used estimates of the deriva-
tives of the correlation function of the noise at the initial time
to obtain an ansatz in Eq. (18) for the time-dependence of the
correlation function of the noise generated by the N back-
ground particles. Then, in Section 4, we used this noise as a
source term to study the stochastic dynamics of a test particle.
Yet, if the considered test particle is taken to be one partic-
ular background particle, its random walk in orientation and
the background fluctuations sourcing it have to satisfy some
self-consistency relation. This is what we explore in this sec-
tion.
We start from Eq. (20), and replace ϕα(K, t) by its defini-
tion in terms of a discrete sum over particles, as in Eq. (8), so
Figure 6. Illustration of the correlated random walk of test
particles, as captured by the correlation function Ctℓ,Wt(t) for
ℓ = 1, following the definition from Eq. (H66). The win-
dow function Wt(Kt) (see Eq. (H65)) is characterized by
(Γ2min, T
min
t ) = (1.2×10
−4, 40.0) and εWt = 0.1. The black
line was ensemble-averaged over 1000 realizations of the fidu-
cial system. The background gray lines illustrate the 10%
and 90% spreads over these realizations. The red line follows
the naive approximation from Eq. (H67), for which one finds
(Γ2Wt , T
t
Wt) ≃ (1.3×10
−4, 43.6) (see Eq. (H68)). The blue line
follows the approximation from Eq. (H69), which accounts for the
variance of Γ2t . In the top panel, one can note the initial ballistic
regime and the subsequent saturation of the diffusion. The bottom
panel also illustrates the two successive regimes, namely ballistic
(∝ t2 for t≪ T tWt ) followed by diffusive (∝ t for t≫ T
t
Wt ), as
emphasized in Eq. (33). This panel also highlights the importance
of accounting for the variance in the amplitude Γ2t to correct the
late-time behavior of the test particles’ random walks.
that
Crαβ(K,K
′, t− t′) =
∑
i,j
δD(K−Ki) δD(K′ −Kj)
×
〈
Yα(L̂i(t))Yβ(L̂j(t
′))
〉
T
. (40)
We now assume that each background particle can be treated
as a test particle, and that their long-term motions are decor-
related one from another. Only contributions from i = j re-
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main, and Eq. (40) becomes
Crαβ(K,K
′, t) = δD(K−K′)
∑
i
δD(K−Ki)Ct,rαβ(Ki, t),
(41)
whereCt,rαβ(Ki, t) is the test particle’s correlation function of
the particle i, as defined in Eq. (31). To proceed further, let
us now take the ensemble average of both sides of Eq. (41),
to get
Cαβ(K,K
′, t) = δD(K−K′) 4π n(K)
〈
Ct,rαβ(K, t)
〉
.
(42)
Luckily, in Eq. (32), we have already solved for the cor-
relation function of the random walks of the test particle
through Magnus series. Using Eq. (E24), we generically get
Ct,rαβ(K, t) =
δβα
4π
exp
{
− Aℓα
2
∑
ℓ
Bℓ
∫
dK′ J 2ℓ
[
K,K′
]
×
∫ t
0
dt1
∫ t
0
dt2 C
r
ℓ(K
′, t1 − t2)
}
. (43)
We may then take the ensemble-average of this relation, and
for simplicity, keep only the first cumulant in the cumulant
theorem. Reinjected into Eq. (42), this leads to
Cℓ(K, t) = n(K) exp
{
− Aℓ
2
∑
ℓ′
Bℓ′
∫
dK′ J 2ℓ′
[
K,K′
]
×
∫ t
0
dt1
∫ t
0
dt2 Cℓ′(K
′, t1 − t2)
}
. (44)
Equation (44) takes the form a self-consistent integral equa-
tion satisfied by the correlation of the noise fluctuations in
the system. This relation can be further clarified by defining
Rℓ(K, t) =
1
2
∫ t
0
dt1
∫ t
0
dt2 Cℓ(K, t1 − t2), (45)
and one finally gets the self-consistent differential equation1
d2Rℓ(K, t)
dt2
= n(K) exp
{
−Aℓ
∑
ℓ′
Bℓ′
∫
dK′ J 2ℓ′
[
K,K′
]
× Rℓ′(K′, t)
}
. (46)
Equation (46) is the important result of this section, as it
highlights the self-consistent relation satisfied by the corre-
lation of the noise fluctuations. Yet, as it couples both differ-
ent harmonics (via
∑
ℓ′ ) and different parameters (via
∫
dK′),
such a differential equation appears too intricate to easily be
solved explicitly. This is not pursued further here.
1 Similar self-consistent differential equations were first obtained
in Taylor & McNamara (1971) (see Eq. (22) therein) in the context of plasma
diffusion in the guiding center limit.
One may still proceed iteratively to obtain improved ap-
proximations of the noise correlation function. To do so, one
starts from the Gaussian dependence obtained in Eq. (18).
This (motivated) ansatz may then be reinjected in the r.h.s.
of the self-consistency relation from Eq. (44), leading to a
new expression of the noise correlation function that would
have both a ballistic and a diffusive part. Such a procedure
is illustrated in Fig. 3, where we show how one can better
match the late-time properties of the system’s noise through
this iterative process.
6. APPLICATION
As an illustration of the present formalism, let us now
consider the case of a stellar cusp distribution similar to
the one of SgrA*. The mass of the MBH is taken to be
M•=4×106M⊙, and for simplicity we consider a single-
mass stellar population of individual mass m⋆=1M⊙. We
assume that the stars’ eccentricities follow a thermal distri-
bution, fe(e)=2e (Merritt 2013), and that the number of
stars per unit a follows a power law distribution of the form
na(a)=(N0/a0)(a/a0)
2−γ
, where N0=g(γ)N(<a0), with
g(γ)=2−γ (3− γ)√π Γ(1 + γ)
Γ(γ − 12 )
(47)
and N(<a0) the physical number of stars within a sphere
of radius a0 from the center. For the numerical application,
we assume that a0=rh=2pc and N(<a0)=4×106. The
system being of infinite extent, we write the system’s DF as
n(m, a, e)=fm(m)fe(e)na(a)/(4π).
In Appendix I, we show that the amplitude Γ2, defined in
Eq. (15) and characterizing the ballistic regime of the orien-
tation’s random walk, follows the power law distribution
Γ2(a, e) =
N(<a)
P 2(a)
〈m2〉
M2•
πg(γ)fΓ2(e)
1− e2 , (48)
where P (a) = 2π(a3/(GM•))
1/2 is the orbital period, and
fΓ2(e) ≃ 0.15 is a dimensionless eccentricity function de-
fined in Eq. (I77) and illustrated in Fig. 10. In Fig. 7, we illus-
trate the dependence of the torque time, 1/Γ, for circular or-
bits of different semi-major axes and for different cusp’s pro-
files, and interestingly note that this VRR timescale is similar
to the age of some of the young stars observed in our Galac-
tic center (Habibi et al. 2017). As shown in Fig. 7, should the
S-stars be born in a disk, the VRR process is sufficiently fast
to isotropize their orbital orientations (Hopman & Alexander
2006), but SRR may not be efficient enough to thermalize
their eccentricities (Bar-Or & Fouvry 2018).
One can follow a similar calculation to obtain the expres-
sion of the coherence time, T tc , defined in Eq. (39) and char-
acterizing the diffusive regime of the orientation’s random
walk. It follows the power law distribution
T tc (a, e) =
P (a)√
N(<a)
M•√
〈m2〉
fT (e)√
πg(γ)
, (49)
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Figure 7. Illustration of the torque time, 1/Γ, for circular or-
bits (e = 0) as a function of the semi-major axis, and for different
cusp’s profiles (through the power index γ) similar to the one around
SgrA*. For comparison, black circles with errors show the main se-
quence ages of some of the S-stars (Habibi et al. 2017).
where the dimensionless eccentricity function fT (e) is given
in Eq. (I82) and illustrated in Fig. 10. In that same fig-
ure, we note that for a thermal eccentricity distribution
and a cusp’s power index 1 ≤ γ ≤ 2, one can assume that
f
1/2
Γ2 (e) fT (e) ≃ 0.4, which leads to the torque time and the
coherence time following the approximate relation
T tc (a, e) ≃
0.4√
1− e2
1
Γ(a, e)
. (50)
We note that this simple relation allows for an even sim-
pler generation of samples of random walks in orientations
as given by the toy model from Eq. (35), as one only has to
estimate the test particle’s torque time 1/Γ(a, e), as the asso-
ciated coherence time, T tc (a, e), follows immediately.
7. CONCLUSION
In the present work, we illustrated how one can describe
quantitatively the statistical properties of the stochastic evo-
lutions of star’s orientations in galactic nuclei during the pro-
cess of VRR. The main difficulty of the present derivation
lies in the system being fundamentally degenerate, i.e. hav-
ing a vanishing mean field Hamiltonian, H = 0. This sys-
tem is also non-Markovian, i.e. correlated in time, as well
as non-ergodic, i.e. time- and ensemble-averages cannot be
interverted.
Placing ourselves in the limit of an isotropic distribution of
stars, we circumvented some of these difficulties in Section 3
by assuming that the statistical properties of the noise fluctua-
tions can be derived from estimates of the derivatives of their
correlation function at the initial time. The main result was
obtained in Eq. (22) which provided us with a self-consistent
ansatz for the statistical properties of the time dependence
of the correlation of the fluctuations generated jointly by the
system’s N particles. In Section 4, we used this result to de-
scribe the randomwalk of a test particle’s orientation embed-
ded in this stochastic system, recovering both the ballistic and
diffusive regimes. The main result was obtained in Eq. (36),
which yields quantitative predictions for the statistical prop-
erties of that random walk. The key tools used at that stage
were the Magnus series to solve the linear matrix evolution
equation for the test particle, the independence hypothesis to
separate the statistics of the background noise from that of
the test particle’s random walk, and the cumulant theorem to
estimate ensemble averages. We also emphasized how non-
ergodic effects (associated with the constraint of total energy
conservation) should be accounted for to allow for reliable
long timescales predictions. Throughout the text, all the pre-
dictions were compared with detailed effectiveN -body sim-
ulations offering a quantitative agreement. In Section 5, we
highlighted the self-consistency existing between the sponta-
neous fluctuations in the system and the associated random
walks in orientations. Finally, in Section 6, we presented a
first application of this framework to estimate the timescales
of VRR in a stellar cusp similar to the one of SgrA*.
The present paper is only a first step towards a complete
theory of VRR, and we list below some possible tracks for
future developments. In the current derivation, we relied ex-
tensively on the isotropic assumption, and as such neglected
any effects associated with anisotropic clustering in orien-
tation (Szo¨lgye´n & Kocsis 2018). For binaries, the exact
statistical properties of the VRR random walk in orienta-
tion can lead to enhanced rates of mergers (Hamers et al.
2018), hence the importance for quantitative predictions
for the properties of these random walks, as obtained in
Eq. (36). Building upon Section 4, one could also in-
vestigate how a substructure like a disk stochastically dis-
solves (Kocsis & Tremaine 2011). This asks for a detailed
accounting of the correlations in the potential fluctuations of
a given realization, to characterize how stars with similar ini-
tial orientations or similar parameters get slowly separated.
Finally, here we focused our interest on systems dominated
by a central mass. Provided one updates accordingly the
interaction coupling coefficients, Jℓ[K,K′], similar investi-
gations could be pursued in the context of spherical globular
clusters (Meiron & Kocsis 2018).
We thank Christophe Pichon and Scott Tremaine for re-
marks on an earlier version of this manuscript. JBF acknowl-
edges support from Program number HST-HF2-51374 which
was provided by NASA through a grant from the Space Tele-
scope Science Institute, which is operated by the Association
of Universities for Research in Astronomy, Incorporated, un-
der NASA contract NAS5–26555. BB is supported by mem-
bership from Martin A. and Helen Chooljian at the Institute
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APPENDIX
A. THE COUPLING COEFFICIENTS
Similarly to Eq. (10) in Kocsis & Tremaine (2015), we define the coupling coefficients2
Jℓ
[
Ki,Kj
]
=
Gmimj
aout
1
L[Ki]
sℓ
[
α, ein, eout
]
, (A1)
where L[K] = m
√
GM•a(1− e2) is the magnitude of the angular momentum. We also introduced “out” (resp. “in”) as the
index i or j with the larger (resp. smaller) semi-major axis, and defined accordingly the ratio α = ain/aout ≤ 1. With these
notations, the dimensionless coefficients sℓ[α, ein, eout] are given by
sℓ
[
α, ein, eout
]
=
4π P 2ℓ (0)
2ℓ+ 1
1
α
1
π2
∫ π
0
dφ
∫ π
0
dφ′
(
min
[
α(1 − ein cos(φ)), (1 − eout cos(φ′))
])ℓ+1(
max
[
α(1 − ein cos(φ)), (1 − eout cos(φ′))
])ℓ , (A2)
with Pℓ(u) the usual Legendre polynomials. Because they are independent of the details of the considered system, the coefficients
sℓ[α, ein, eout] can be precomputed on a grid to hasten the numerical evaluation of Jℓ[Ki,Kj ]. For our fiducial simulations,
these coefficients were pre-computed on a linear 3D grid in (α, ein, eout) consisting of 200
3 elements, with 10−2 ≤ α ≤ 1 and
0 ≤ ein, eout ≤ 0.99. We refer to Fig. 1 in Kocsis & Tremaine (2015) for an illustration of the behavior of these coefficients.
B. THE ELSASSER COEFFICIENTS
In this Appendix, we follow James (1973); Ivers & Phillips (2008) and detail some of the properties of the Elsasser coefficients.
We emphasize that we work with real spherical harmonics, hence the need for some identities to be adapted.
The real spherical harmonics are defined with the convention
Yℓm(u, φ) =

√
2K
|m|
ℓ P
|m|
ℓ (u) sin(|m|φ) if m < 0,
K0ℓ P
0
ℓ (u) if m = 0,√
2Kmℓ P
m
ℓ (u) cos(mφ) if m > 0,
(B3)
with Pmℓ (u) the usual associated Legendre polynomials, and the coefficientsK
m
ℓ =
[
2ℓ+1
4π
(ℓ−m)!
(ℓ+m)!
]1/2
. With this convention, the
spherical harmonics follow the normalization
∫
dL̂YℓmYℓ′m′ = δ
ℓ′
ℓ δ
m′
m .
Following Eq. (5.5) of Ivers & Phillips (2008), the real Elsasser coefficients, as defined in Eq. (10), can be decomposed as
Eαγδ = E
L
ℓαℓγℓδ E
M
αγδ, (B4)
where ELℓαℓγℓδ only depends on (ℓα, ℓγ , ℓδ), while E
M
αγδ also depends on (mα,mγ ,mδ). Them-independent coefficients read
ELℓαℓγℓδ = Λℓαℓγℓδ ∆ℓαℓγℓδ
(
ℓα + 1 ℓγ + 1 ℓδ + 1
0 0 0
)
, (B5)
where we introduced the Wigner 3j-symbols (Arfken et al. 2005), and defined
Λℓαℓγℓδ =
√
(2ℓα + 1)(2ℓγ + 1)(2ℓδ + 1)
4π
,
∆ℓαℓγℓδ =
√
(ℓα + ℓγ + ℓδ + 2)(ℓα + ℓγ + ℓδ + 4)
4(ℓα + ℓγ + ℓδ + 3)
√
(ℓα + ℓγ − ℓδ + 1)(ℓδ + ℓα − ℓγ + 1)(ℓγ + ℓδ − ℓα + 1). (B6)
The coefficients EMαγδ are given by
EMαγδ =
∑
εα,εγ ,εδ=±1
Im
[
K
εαεγεδ
αγδ
] ( ℓα ℓγ ℓδ
εαmα εγmγ εδmδ
)
, (B7)
2 With this convention, the definition of Jijℓ from Eq. (10) of Kocsis & Tremaine (2015) is recovered by Jijℓ = L[Ki]Jℓ[Ki,Kj ] (2ℓ+ 1)/(4π).
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where the tensorK
εαεγεδ
αγδ comes from the fact that we are considering real spherical harmonics, and is given by
K
εαεγεδ
αγδ = κ
εα
mα κ
εγ
mγ κ
εδ
mδ
with κ+1m =

i (−1)m/
√
2 ifm < 0
1/2 ifm = 0
1/
√
2 ifm > 0
and κ−1m =

−i/
√
2 ifm < 0
1/2 ifm = 0
(−1)m/
√
2 ifm > 0.
(B8)
The Elsasser coefficients satisfy various exclusion rules (James 1973). In particular, for Eαγδ to be non-zero, one has to satisfy
{C1}: |mα| ≤ ℓα; |mγ | ≤ ℓγ ; |mδ| ≤ ℓδ,
{C2}: ℓα + ℓγ + ℓδ is odd,
{C3}: |ℓα − ℓγ | < ℓδ < ℓα + ℓγ (strict triangular inequality),
{C4}: all pairs (ℓα,mα), (ℓγ ,mγ), (ℓδ,mδ) are different. (B9)
These coefficients also follow the symmetry relations Eαδγ = Eγαδ = −Eαγδ.
Finally, following Varshalovich et al. (1988), the Elsasser coefficients satisfy various contraction identities. In particular,
throughout the derivations, we will rely on∑
mγ ,mδ
EMαγδ E
M
βγδ = δ
β
α
1
2ℓα + 1
for |ℓα − ℓβ| < ℓγ/δ < |ℓα + ℓβ| and ℓα + ℓβ + ℓγ/δ odd,
∑
ℓδ
1
2ℓα + 1
(
ELℓαℓγℓδ
)2
= Aℓα Bℓγ with Aℓ = ℓ(ℓ+ 1), Bℓ =
ℓ(ℓ+ 1)(2ℓ+ 1)
8π
. (B10)
C. N -BODY SIMULATIONS
In this Appendix, we briefly detail the effectiveN -body simulations to which our analytical results are compared. To simulate
a system ofN interacting particles, the starting point is the evolution Eq. (4), that can be used for each of theN particles. In that
form, we note that the velocity vector, dL̂i/dt, is expressed only as a function of the current location of the particle, L̂i(t), and the
instantaneous particle’s magnetizations,Mℓm(Ki, t). There areN such evolution equations, but because the magnetizations vary
from one particle to another, their computation has to be made once per timestep and particle. As a result, the overall complexity
of advancing the particles for one timestep scales like O(N2ℓ2max), with ℓmax the maximum harmonic number considered in
the pairwise interaction3. In our approach, the motion of the particles is integrated by computing the magnetizations, while
in the implementation presented in Kocsis & Tremaine (2015), particles are moved forward by solving successively pairwise
interactions, an approach symplectic by design.
Our N -body implementation proceeds then by (i) computing efficiently the spherical harmonics (and the vector ones) at the
location of the particles, (ii) computing the magnetizations in Eq. (2), (iii) computing the velocity fields in Eq. (4), (iv) advancing
all the particles’ orientation for one timestep. The real spherical harmonics are computed using a reccurence relation for the
renormalized associated Legendre polynomials (see Eq. (6.7.9) in Press et al. 2007), and using the second-order recurrence re-
lation cos(mφ) = 2 cos(φ) cos((m− 1)φ)− cos((m− 2)φ) (similarly for sin(mφ)) for the azimuthal component. To compute
the real vector spherical harmonics, we follow the same recurrence as in Appendix (B.2) of Mignard & Klioner (2012), adapted
to the renormalized associated Legendre polynomials. Once all the velocity vectors dL̂i/dt are computed, particles are advanced
for a timestep h, using a fourth-order Runge-Kutta integrator (see Eq. (17.1.3) Press et al. 2007).
All the derivations presented in the main text are illustrated with comparisons with this direct N -body approach. We consider
a system composed of N = 103 stars, and assume that the particles’ conserved quantities Ki = (mi, ai, ei) satisfy m = mmin,
amin ≤ a ≤ amax, and emin ≤ e ≤ emax. Our units are chosen so that mmin = amin = G = 1, and we pick amax/amin = 100,
emin = 0, and emax = 0.3. These parameters are drawn independently one from another, according to probability distribution
functions (PDFs) proportional to (δD(m−mmin), a1/2, e), which corresponds to a single-mass population in a harmonic profile
with a thermal distribution of small eccentricities. The stars’ initial orientations are drawn uniformly on the sphere, and the
interactions are truncated at ℓmax = 50. The timestep of the simulation is the same for all particles and is determined at the
3 We note the similarities between the evolution Eq. (4) and the evolution equation for the Hamiltonian Mean Field (HMF) model (Antoni & Ruffo 1995). The
main differences are that (i) the present Hamiltonian has no kinetic term, (ii) the magnetizations depend on two harmonic indices (ℓ,m) (versus one for the HMF
model), (iii) the magnetizations are not global but vary from one particle to another because of the parameters K. As a result, the complexity of the integration
of the HMF model scales like O(Nℓmax), versus O(N2ℓ2max) for the present model.
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start of each realization. To do so, we compute the torque exerted on every particle at the initial time, τi = |dL̂i/dt| = 1/tiτ ,
and define tiτ as the associated torque time. The integration timestep is then fixed initially to h = 10
−2×Mini[tiτ ]. With such
choices, integrating the system for one timestep takes approximately 1s on a single core, and simulations are carried out for
2×105 timesteps.
D. COMPUTING THE DERIVATIVES OF THE NOISE CORRELATION
D.1. Computing ensemble averages
We are generically interested in computing ensemble averages at the initial time of the form 〈ϕα(K, 0)ϕβ(K′, 0) ...〉. Such
averages can be carried out explicitly by noting that at the initial time, theN particles are drawn independently one from another,
both for their orientations and their parameters. Following our isotropic assumption, their orientation is drawn uniformly on
the sphere, according to the PDF f(L̂) = 1/(4π), while we assume that their parameter K is drawn according to a PDF, g(K),
normalized so that
∫
dK g(K) = 1.
To illustrate the gist of these calculations, let us consider the case 〈ϕα(K, 0)ϕβ(K′, 0)〉. As they do not contribute to the
dynamics, we never need to consider the harmonics (ℓ,m) = (0, 0), so that
∫
dL̂f(L̂)Yα/β(L̂) = 0. Owing to the particle inde-
pendence at the initial time and following the definition from Eq. (8), we can write
〈
ϕα(K, 0)ϕβ(K
′, 0)
〉
=
∫
dL̂1dK1 ... dL̂NdKN f(L̂1) g(K1) ... f(L̂N ) g(KN )
×
∑
i,j
δD(K−Ki) δD(K′ −Kj)Yα(L̂i)Yβ(L̂j)
=N
〈
ϕα(K, 0)ϕβ(K
′, 0)
〉
c
. (D11)
where non-zero terms only come from i = j, and we introduced the connected average as
〈
ϕα(K, 0)ϕβ(K
′, 0)
〉
c
=
∫
dL̂1dK1 f(L̂1) g(K1) δD(K−K1) δD(K′ −K1)Yα(L̂1)Yβ(L̂1)
= δβα δD(K−K′)
g(K)
4π
. (D12)
When considering averages at the initial time involving more than two fields, we limit ourselves to the dominant contributions
associated with pair couplings (i.e. the limit of Gaussian fields, Wick’s theorem). We can then write
〈
ϕ1(K1, 0) ... ϕn(Kn, 0)
〉
=
Nn/2
( 〈ϕ1 ϕ2〉c ... 〈ϕn−1 ϕn〉c + perm.) if n even,
0 if n odd,
(D13)
where “perm” browses all the possible pair decompositions without repetitions, and averages involving an odd number of fields
are neglected.
D.2. Initial values of the correlation function
Following the method just described, we may now estimate the value and the second derivative of the correlation function at
the initial time, as introduced in Eq. (11).
For the value at the initial time, we can write
Cαβ(K,K
′, 0) =
〈
ϕα(K, 0)ϕβ(K
′, 0)
〉
= δβα δD(K−K′)n(K). (D14)
where we followed Eq. (D11) to compute the last average, and introduced n(K) = g(K)N/(4π) as the DF of the stars’ param-
eters satisfying the normalization
∫
dL̂dKn(K)=N . We emphasize that to compute Eq. (D14), we relied on the assumption of
an isotropic distribution of particles on the sphere, which led to the Kronecker coefficients δβα w.r.t. the harmonic coefficients.
The ensemble average expectation for the first derivative at the initial time reads ∂Cαβ/∂t=〈ϕ˙α ϕβ〉∼〈ϕγ ϕδϕβ〉=0, where
we used the quadratic evolution Eq. (9) once. As it involves an odd number of fields, this correlation is equal to zero, as imposed
by Eq. (D13).
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Let us now turn to the computation of the ensemble-average expectation for the second derivative of the correlation at the initial
time. We write
∂2
∂t2
Cαβ(K,K
′, t)
∣∣∣∣
t=0
=
〈
ϕ¨α(K, 0)ϕβ(K
′, 0)
〉
= − 〈ϕ˙α(K, 0) ϕ˙β(K′, 0)〉
= −
∫
dK1dK2 Jℓγ
[
K,K1
]Jℓδ[K′,K2]EαγλEβδρ
× 〈ϕγ(K1, 0)ϕλ(K, 0)ϕδ(K2, 0)ϕρ(K′, 0)〉 . (D15)
where we injected the evolution Eq. (9) twice. As shown in Eq. (D13), in the limit of Gaussian fluctuations, the average term can
be computed by keeping only averages of pairs. As Eαγγ = 0, only two of the possible couplings remain, namely 〈γδ〉 〈λρ〉 and
〈γρ〉 〈δλ〉, which leads to
∂2
∂t2
Cαβ(K,K
′, t)
∣∣∣∣
t=0
= −Eαγδ Eβγδ
[
Γγ(K,K
′)− Λγδ(K,K′)
]
, (D16)
where we used Eβδγ = −Eβγδ, and introduced
Γγ(K,K
′)=δD(K−K′)n(K)
∫
dK′′ n(K′′)J 2ℓγ
[
K,K′′
]
,
Λγδ(K,K
′)=n(K)n(K′)Jℓγ
[
K,K′
]Jℓδ[K′,K]. (D17)
Following Eq. (B10), one can now perform the sums overmγ andmδ in Eq. (D16). The VRR interactions being limited to even
harmonic numbers ℓ, we may impose at this stage that ℓα is even. Glancing back at the constraint {C2} from Eq. (B9), we note
that ℓα+ℓγ+ℓδ has to be odd, so that the term Λγδ(K,K
′) never contributes to Eq. (D16). For ℓα even, Eq. (D16) becomes
∂2
∂t2
Cαβ(K,K
′, t)
∣∣∣∣
t=0
= − δβαAℓα δD(K−K′)n(K) Γ2(K), (D18)
where the sum over ℓδ was performed following Eq. (B10), and the decay rate Γ
2(K) is given by Eq. (15).
E. COMPUTING THE PROPERTIES OF THE RANDOMWALK
In this Appendix, we compute the two averages appearing in Eq. (32). Assuming that the test particle is initially uniformly
distributed on the sphere, one straightforwardly has〈
ϕtα(0)ϕ
t
β(0)
〉
L̂t
=
∫
dL̂t
4π
Yα(L̂t)Yβ(L̂t) =
δβα
4π
. (E19)
To compute the time average of eΩ(t), we rely on the cumulant theorem,〈
eεΩ
〉
T
=
∞∑
n=0
εn
n!
µn = exp
[ ∞∑
n=1
εn
n!
κn
]
, (E20)
where µn = 〈Ωn〉T are the moment matrices, and κn are the cumulant matrices, with the first two ones given by κ1 = µ1 and
κ2 = µ2 − µ21. Here, we compute the time average of eΩ(t) by keeping only terms that are at most second order in Qt, so
that only 〈Ω1(t)〉T ∝Qt and 〈Ω21(t)〉T ∝〈Ω2(t)〉T ∝(Qt)2 contribute. We note that since 〈ϕα(K, t)〉T =0 and, from stationarity,
〈Qt(t)Qt(t′)〉T =〈Qt(t′)Qt(t)〉T , both 〈Ω1(t)〉T and 〈Ω2(t)〉T vanish. As a result, at the order considered here, only the second
cumulant κ2 = 〈Ω21(t)〉T is non-zero, and from the cumulant theorem we obtain[〈
eΩ(t)
〉
T
]
αβ
=
[
e
1
2
〈Ω2
1
(t)〉T
]
αβ
(E21)
Gathering Eqs. (E19) and (E21) together, we can write the test particle’s correlation function as
Ct,rαβ(t) =
1
4π
[
e
1
2
〈Ω2
1
(t)〉T
]
αβ
. (E22)
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Using Eq. (30), we can write [〈
Ω21(t)
〉
T
]
αβ
=
∫ t
0
ds1
∫ t
0
ds2
∫
dK1
∫
dK2EαγδEδλβ
× Jℓγ
[
Kt,K1
]Jℓλ[Kt,K2] 〈ϕγ(K1, s1)ϕλ(K2, s2)〉T . (E23)
To pursue the calculation further, we may now use our ansatz for the time-dependence of the correlation of the noise fluctuations,
as obtained in Eq. (22). Using the sum identities from Eq. (B10), one gets[〈
Ω21(t)
〉
T
]
αβ
= −δβα Aℓα
∑
ℓ
Bℓ
∫
dKJ 2ℓ
[
Kt,K
]
χrℓ(K, t), (E24)
where χrℓ(K, t) is a double time integral of the noise correlation
χrℓ(K, t) =
∫ t
0
dt1
∫ t
0
dt2 C
r
ℓ(K, t1 − t2).
= nrℓ(K)
2T 2c (K)
Aℓ
χ
[
t
√
Aℓ/2
Tc(K)
]
, (E25)
with the dimensionless function χ(τ) defined in Eq. (34). Since the matrix 〈Ω21(t)〉T is diagonal, one can straightforwardly
compute its exponential, as required by Eq. (E21). This allows us to finally recast the correlation of the test particle’s random
motion from Eq. (E22) under the form of Eq. (33).
F. COMPUTING THE VARIANCE OF THE NOISE AMPLITUDE
In this Appendix, we compute the ensemble-averaged variance of the amplitude of the density fluctuations, Crαβ(Kα,Kβ, 0),
as introduced in Eq. (20). Our goal is to compute an expression of the form〈
Crαβ(Kα,Kβ, 0)C
r
γδ(Kγ ,Kδ, 0)
〉
=
1
T 2
∫ T
0
dt
∫ T
0
dt′
〈
ϕα(Kα, t)ϕβ(Kβ , t)ϕγ(Kγ , t
′)ϕδ(Kδ, t
′)
〉
, (F26)
Because only even harmonics contribute to the interactions, we can limit ourselves to 2 ≤ ℓα, ℓγ even. As estimated in Eq. (23),
we know that for |t− t′| ≫ Tc, the location of the background particles at time t′ can be considered to be decorrelated from
their locations at time t, up to the requirement of satisfying the system’s global conservation constraints. It is fundamental to
account for these global conservation constraints, as they introduce non-ergodic effects, preventing us from interverting time-
and ensemble-averages. Provided that these constraints are satisfied, in the two-dimensional time integral from Eq. (F26), one
can note that the particles are uncorrelated between t and t′ on a surface of size (T − Tc)2, while they are correlated on a surface
of size TTc. As a result, as long as T ≫ Tc and as long as the conservation constraints are satisfied, particles can be considered
as uncorrelated between time t and t′, and therefore distributed uniformly over the sphere at these two times.
Let us now detail how one may carry out the average from Eq. (F26), in the presence of these constraints. At time t, the state
of the system is fully characterized by the set of all fields ϕ={ϕα(Kα, t)}, and similarly, at time t′, the state of the system is
fully characterized by ϕ′={ϕ′α(Kα, t)}. We may then use ϕ and ϕ′ as the random variables over which averages are carried
out. Following Eq. (12), we have〈
ϕα(Kα, 0)
〉
= 0 (for ℓα 6= 0);
〈
ϕα(Kα, 0)ϕβ(Kβ , 0)
〉
= δβα δD(Kα −Kβ)n(Kα), (F27)
and similarly for ϕ′. Placing ourselves within the Gaussian limit, we may then treat ϕ (resp. ϕ′) as uncorrelated Gaussian
random fields, that follow a Gaussian PDF F (ϕ) (resp. F (ϕ′)), with a covariance following from Eq. (F27).
As emphasized above, the two fields ϕ and ϕ′ still remain correlated one with another through global constraints. To shorten
the notation, let us temporarily note these constraints as θ = θ(ϕ). In Eq. (F26), the average must then be carried out according
to the joint PDF F (ϕ,ϕ′) = F (ϕ)F (ϕ′ | θ(ϕ)). The conditional PDF of ϕ′ given the constraint θ(ϕ) follows from Bayes
theorem, and reads
F (ϕ′ | θ(ϕ)) = F (ϕ
′, θ(ϕ))
Fθ(θ(ϕ))
=
F (ϕ′) δD(θ(ϕ)− θ(ϕ′))
Fθ(θ(ϕ))
, (F28)
with Fθ(θ) the PDF of the constraints θ. Therefore, we can write
F (ϕ,ϕ′) =
F (ϕ)F (ϕ′) δD(θ(ϕ)− θ(ϕ′))
Fθ(θ(ϕ))
. (F29)
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In that view, Eq. (F26) can be recast as〈
Crαβ(Kα,Kβ , 0)C
r
γδ(Kγ ,Kδ, 0)
〉
=
∫
dθdθ′
δD(θ − θ′)
Fθ(θ)
Fαβ(Kα,Kβ, θ)Fγδ(Kγ ,Kδ, θ
′), (F30)
where we introduced
Fαβ(Kα,Kβ , θ) ≡
∫
dϕF (ϕ)ϕα(Kα)ϕβ(Kβ) δD(θ(ϕ)− θ)
=
〈
ϕα(Kα)ϕβ(Kβ) δD(θ(ϕ)− θ)
〉
, (F31)
with 〈 · 〉 standing for the ensemble average where the fields ϕ are drawn according to the Gaussian statistics of F (ϕ). Conve-
niently, in that form, Eq. (F30) allows us to carry out independently the averages over ϕ and ϕ′.
To proceed further, let us now detail the global conservation constraints that have to be satisfied throughout the system’s evo-
lution. There are three such constraints, namely the conservation of each particle’s individual parameters (θ0), the conservation
of the system’s total angular momentum (θ1), and the conservation of the system’s total energy (θ2). Luckily, these can all be
expressed as simple functions of the fields ϕ. They read
K-conservation (θ0): ϕ(0,0)(K, t) = cst.,
Angular momentum conservation (θ1):
1
N
∫
dKL
[
K
]
ϕ(1,m)(K, t) = cst. for − 1 ≤ m ≤ 1,
Energy conservation (θ2): E =
1
2N
∑
α
∫
dKdK′Hℓα
[
K,K′
]
ϕα(K, t)ϕα(K
′, t) = cst., (F32)
with L[K]=m
√
GM•a(1− e2) the norm of the angular momentum and Hℓ[K,K′] = L[K]Jℓ[K,K′]. We also note the pref-
actor 1/(2N) in the definition of the energy that was introduced for later convenience. At this stage, it is important to note that
each of these constraints involve different harmonics of the Gaussian random fields, namely ℓ = 0 for the conservation of K,
ℓ = 1 for the angular momentum, and 2 ≤ ℓ even for the energy. In the limit of Gaussian random fields, this implies that only the
energy constraint contributes to a non-zero variance in Eq. (F30), as we will now argue.
Since only even harmonics contribute to the interactions, we can restrict ourselves to 2 ≤ ℓα even when computing
Fαβ(Kα,Kβ, θ). If ℓβ = 0, 1, Eq. (F31) can be rewritten as
Fαβ(Kα,Kβ , θ) =
〈
ϕβ(Kβ) δD(θ0(ϕ)− θ0) δD(θ1(ϕ)− θ1)
〉 〈
ϕα(Kα) δD(θ2(ϕ)− θ2)
〉
, (F33)
where we used the Gaussian assumption, so that fields with different harmonics are uncorrelated. Because the energy is quadratic
in the fields, and because the Gaussian PDF, F (ϕℓ≥2), is an even function of the fields, the last bracket in Eq. (F33) is equal to
zero. As a result, we can assume that ℓβ ≥ 2. In that case, Eq. (F31) becomes
Fαβ(Kα,Kβ , θ) =
〈
δD(θ0(ϕ)− θ0)
〉 〈
δD(θ1(ϕ)− θ1)
〉 〈
ϕα(Kα)ϕβ(Kβ) δD(θ2(ϕ)− θ2)
〉
= Fθ0(θ0)Fθ1(θ1)Fαβ(Kα,Kβ, E), (F34)
where we introduced
Fαβ(Kα,Kβ, E) ≡
〈
ϕα(Kα)ϕβ(Kβ) δD(E(ϕ)− E)
〉
. (F35)
As a result, for ℓα, ℓβ, ℓγ , ℓδ ≥ 2, this allows us to rewrite the needed correlation from Eq. (F30) as〈
Crαβ(Kα,Kβ, 0)C
r
γδ(Kγ ,Kδ, 0)
〉
=
∫
dEdE′
δD(E − E′)
FE(E)
Fαβ(Kα,Kβ, E)Fγδ(Kγ ,Kδ, E
′), (F36)
where we got rid of all occurences of the constraints θ0 and θ1, using the fact that their PDFs satisfy
∫
dθ0 Fθ0 =
∫
dθ1Fθ1 =1. As
a conclusion, in the limit of Gaussian random fields, only the constraint of total energy conservation contributes to the non-ergodic
properties of the system. This is an important result of this calculation.
Let us now compute the ensemble average appearing in Eq. (F35). In the present Gaussian limit, we can rely on Novikov
theorem (Novikov 1965) to compute it.4 One gets
Fαβ(Kα,Kβ , E) =
∑
µ
∫
dKµ
〈
ϕα(Kα)ϕµ(Kµ)
〉 〈 δ
δϕµ(Kµ)
[
ϕβ(Kβ) δD(E(ϕ)− E)
]〉
, (F37)
4 We do not repeat here the general theory of Novikov theorem (Novikov 1965). We refer to Ha¨nggi (1978) for non-Gaussian noises, to Garcia-Ojalvo & Sancho
(1999) for spatially extended noises, and to Fouvry & Bar-Or (2018) for an example of application in stellar dynamics.
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where the first cumulant is absent because ℓα ≥ 2, so that 〈ϕα(Kα)〉 = 0, and only the second cumulant remains as the fields
are assumed to be Gaussian. In Eq. (F37), the sum (resp. integral) over µ (resp. dKµ) runs over all the fields. The functional
gradient appearing in the last term can be computed as
δ
δϕµ(Kµ)
[
ϕβ(Kβ) δD(E(ϕ)− E)
]
= δβµ δD(Kµ −Kβ) δD(E(ϕ)− E)− ϕβ(Kβ)
∂
∂E
[
δE(ϕ)
δϕµ(Kµ)
δD(E(ϕ)− E)
]
, (F38)
where we used the fundamental relation δϕβ(Kβ)/δϕµ(Kµ) = δ
β
µδD(Kβ −Kµ). Glancing back at the definition of the energy
in Eq. (F32), we can also write
δE(ϕ)
δϕµ(Kµ)
=
1
N
∫
dKHℓµ
[
Kµ,K
]
ϕµ(K). (F39)
Injecting these results into Eq. (F37) and using the Gaussian statistics from Eq. (F27), we obtain a self-consistent integro-
differential equation for Fαβ(Kα,Kβ, E), namely
Fαβ(Kα,Kβ, E) = δ
β
α δD(Kα −Kβ)n(Kα)FE(E)−
1
N
n(Kα)
∫
dKHℓα
[
Kα,K
] ∂
∂E
Fαβ(K,Kβ, E), (F40)
where we used that 〈δD(E(ϕ)− E)〉 = FE(E), by definition.
Progress can now be made by accounting perturbatively for the total energy constraint. As such, we introduce the small
parameter ε, make the substitutionHℓ → εHℓ in Eq. (F40), and consider the expansion
F = F(0) + εF(1) + ε2 F(2) + ... (F41)
We can then inject this expansion in Eq. (F40) and match the orders in ε. The first three terms are obtained as
F
(0)
αβ(Kα,Kβ , E) = δ
β
α δD(Kα −Kβ)n(Kα)FE(E),
F
(1)
αβ(Kα,Kβ , E) = −
1
N
δβα n(Kα)n(Kβ)
∂FE(E)
∂E
Hℓα
[
Kα,Kβ
]
,
F
(2)
αβ(Kα,Kβ , E) =
1
N2
δβα n(Kα)n(Kβ)
∂2FE(E)
∂E2
∫
dKHℓα
[
K,Kβ
]
Hℓα
[
Kα,K
]
n(K). (F42)
Owing to these first terms, we can now return to the computation of the variance from Eq. (F36). Keeping only terms at most
second order in ε, this reads
〈Crαβ Crγδ〉 = 〈Crαβ Crγδ〉(0) + ε 〈Crαβ Crγδ〉(1) + ε2 〈Crαβ Crγδ〉(2) + ...
=
∫
dEdE′
δD(E − E′)
FE(E)
[
F
(0)
αβ(E)F
(0)
γδ (E
′)
+ ε
{
F
(0)
αβ(E)F
(1)
γδ (E
′) + F
(1)
αβ(E)F
(0)
γδ (E
′)
}
+ ε2
{
F
(0)
αβ(E)F
(2)
γδ (E
′) + F
(1)
αβ(E)F
(1)
γδ (E
′) + F
(2)
αβ(E)F
(0)
γδ (E
′)
}]
, (F43)
where, for simplicity, we did not repeat the arguments (Kα,Kβ) and (Kγ ,Kδ). The zeroth-order term is straightforward to
compute, and gives
〈Crαβ(Kα,Kβ, 0)Crγδ(Kγ ,Kδ, 0)〉(0) = δβα δδγ δD(Kα −Kβ) δD(Kγ −Kδ)n(Kα)n(Kγ)
= Cαβ(Kα,Kβ , 0)Cγδ(Kγ ,Kδ, 0), (F44)
using
∫
dE FE(E) = 1. It is straighforward to show that the first-order term satisfies
〈Crαβ(Kα,Kβ, 0)Crγδ(Kγ ,Kδ, 0)〉(1) = 0, (F45)
as the energies integrals vanish. Using a similar argument, one finds that terms of the form F(0) F(2) do not contribute to the
second-order term in Eq. (F43). Keeping only the non-zero contribution coming from F
(1)
αβ(E)F
(1)
γδ (E
′), we get
〈Crαβ(Kα,Kβ, 0)Crγδ(Kγ ,Kδ, 0)〉(2) =
1
N2
δβα δ
δ
γ n(Kα)n(Kβ)n(Kγ)n(Kδ)
Hℓα
[
Kα,Kβ
]
Hℓγ
[
Kγ ,Kδ
]
(∆E)2
, (F46)
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Figure 8. Illustration of the variation in Γ2t for the test particles falling in the same window Wt(Kt) as in Fig. 6. The red his-
togram is the distribution of Γ2t,num. measured over 1000 realizations. This distribution is characterized by 〈Γ
2
t 〉num. ≃ 1.1×10
−4 and
κnum.= 〈Γ
2
t 〉
2
num./〈(∆Γ
2
t )
2〉num.≃9.3. The blue histogram has been obtained via a resampling of Γ
2
t following chi-squared distributions
with means and variances predicted in Eqs. (37) and (F50). This distribution is characterized by 〈Γ2t 〉pred. ≃ 1.3×10
−4 and κpred. ≃ 7.7.
where∆E is obtained after straightforward manipulations of the energy integrals, and reads
1
(∆E)2
≡
∫
dE
1
FE(E)
(
∂FE(E)
∂E
)2
. (F47)
It is important to note that ∆E is a single number that depends only on the total energy PDF, FE(E), and therefore only on the
considered DF n(K). In Appendix G, we detail how the needed integral from Eq. (F47) can be estimated. Equation (F46) is an
important result of this Appendix, as it characterizes the variance (over different realizations) of the noise fluctuations’ amplitude
arising from the constraint of total energy conservation.
Following Eq. (24), we can get the variance of nrℓ(K). It reads〈
nrℓ(K)n
r
ℓ′(K
′)
〉
= n(K)n(K′)
{
1 +Mℓ(K)Mℓ′(K
′)
}
, (F48)
where we introduced the dimensionless functionMℓ(K) as
Mℓ(K) =
∫
dK′
n(K′)
N
Hℓ
[
K,K′
]
∆E
. (F49)
The final step of this Appendix is to compute the variance of Γ2t , as defined in Eq. (37). We get
〈(∆Γ2t )2〉 =
{∑
ℓ
Bℓ
∫
dKn(K)J 2ℓ
[
Kt,K
]
Mℓ(K)
}2
, (F50)
with ∆Γ2t =Γ
2
t−Γ2. Equation (F50) is the final result of this section. It expresses the variance (over realizations) of Γ2t , the
amplitude of the randomwalk of a given test star. It is important to note that this since (Γ2)2 and 〈(∆Γ2t )2〉 have the same scaling
with N , the present variance effect does not vanish as the number of particles gets larger.
As it will be needed to obtain the prediction of Fig. 6, let us illustrate the effect associated with this non-zero variance of
Γ2t in our fiducial simulations. We consider the same window, Wt(Kt), as in Eq. (H65). For each test particle falling in that
window, we measure the correlation function 〈ϕtα(t)ϕtα(0)〉T (e.g. for ℓα = 1). The second-order time derivative at t = 0 of this
correlation function is directly proportional to Γ2t,num. (see Eq. (36)), that we can therefore measure numerically. In Fig. 8, we
represent the distribution of these numerically measured initial values, Γ2t,num., and illustrate how these amplitudes vary from
realizations to realizations.
To capture this variance effect seen in Fig. 8, we may use our estimation of the variance of Γ2t obtained in Eq. (F50). To do
so, for every test particle falling in the window, we compute (Γ2, 〈(∆Γ2t )2〉), following Eqs. (38) and (F50). Having determined
this mean and variance, one can draw a sample of Γ2t according to a PDF that shares the same first two cumulants. Similarly to
Eq. (G55), we assume that we can draw this sample according to a chi-squared PDF with these imposed mean and variance. The
result of this procedure is illustrated in Fig. 8. This figure illustrates how the present calculations are able to capture most of the
features associated with the non-vanishing variance of the test particles’ individual amplitudes Γ2t .
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Figure 9. Illustration of the statistical distribution of the system’s total energy. The red histogram has been estimated numerically by com-
puting the initial energy of 2×105 realizations. This histogram is characterized by 〈E〉num. ≃ 6.1×10
−3 and κnum. ≃ 65. The black line
corresponds to the chi-squared PDF prediction from Eq. (G56), for which 〈E〉chi ≃ 6.1×10
−3 and κchi ≃ 81.
G. COMPUTING THE VARIANCE OF THE ENERGY DISTRIBUTION
In this Appendix, we briefly detail how one can estimate the energy spread ∆E introduced in Eq. (F47). Our convention for
the definition of the total energy is spelled out in Eq. (F32). Using the two-point statistics from Eq. (D12), the expected mean
value of the energy reads
〈E〉 = 1
2
∑
ℓ
(2ℓ+ 1)E
(1)
ℓ , (G51)
where we defined
E
(1)
ℓ =
∫
dKHℓ
[
K,K
] n(K)
N
. (G52)
We can proceed similarly to compute the expectation for 〈E2〉. This reads
〈E2〉 = 1
4
∑
α,β
∫
dKαK
′
αdKβdK
′
βHℓα
[
Kα,K
′
α
]
Hℓβ
[
Kβ ,K
′
β
] 〈
ϕα(Kα)ϕα(K
′
α)ϕβ(Kβ)ϕβ(K
′
β)
〉
. (G53)
To compute the average term appearing in the r.h.s., we follow Eq. (D13), placing ourselves in the limit of Gaussian random
fields so that only connected averages involving two fields remain. We get
〈E2〉 − 〈E〉2 = 1
2
∑
ℓ
(2ℓ+ 1)E
(2)
ℓ , (G54)
where we used the symmetry relationHℓ[K,K
′] = Hℓ[K
′,K], and introduced
E
(2)
ℓ =
∫
dKdK′H2ℓ
[
K,K′
] n(K)
N
n(K′)
N
. (G55)
Having estimated the mean and the variance of the energy distribution, we may now return to the evaluation of the energy
spread ∆E introduced in Eq. (F47). As the energy is a quadratic function of Gaussian fields, we will assume that its follows a
(scaled) chi-squared distribution of mean µ = 〈E〉, and variance σ2 = 〈E2〉 − 〈E〉2. The associated PDF then follows
FE(E) =
1
µ
κ
Γ(κ)
(
κ
E
µ
)κ−1
e−κE/µ. (G56)
with κ = µ2/σ2. For our fiducial numerical system, we find 〈E〉 ≃ 6.1×10−3 and κ ≃ 81. In Fig. 9, we illustrate the statistical
distribution of the system’s energy, as well as the approximation from Eq. (G56). Finally, for a chi-squared PDF as in Eq. (G56),
one can explicitly compute∆E, as defined in Eq. (F47), to get
∆E = 〈E〉
√
κ− 2
κ
. (G57)
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We note that this integral is well-behaved only for κ > 2. This is an artefact coming from the perturbative expansion introduced
in Eq. (F41). For our fiducial model, we find∆E ≃ 6.7×10−4.
H. COMPUTING AVERAGES OVER WINDOW
In this Appendix, we briefly detail the procedures used in Figs. 3 and 6 to compare our analytical results with the fiducial
numerical simulations.
H.1. Correlation of the noise fluctuations
Let us detail the method followed to obtain Fig. 3 used to illustrate Eq. (22). One of the key insight from this equation
is that to any particle (of parameter K), we can associate the pair (n(K), Tc(K)) that characterizes the correlation properties
of the density fluctuations generated by background particles with these parameters. As a result, in order to consider only
particles that have similar noise decorrelation properties, it is convenient to introduce, for every realization, theK-averaged fields
ϕα(t)=
∫
dKW (K)ϕα(K, t), withW (K) a window function defined
5 as
W (K)=
1 if 1 ≤
n(K)
Cmin
,
Tc(K)
Tminc
≤ 1 + εW ,
0 otherwise.
(H58)
with (Cmin, T
min
c ) the typical amplitude and torque time considered, and εW a small dimensionless parameter controlling the
size of the window. We then naturally have ϕα(t)=
∑
i∈W Yα(L̂i(t)), with the sum limited to the particles with (n(K), Tc(K))
in the vicinity of (Cmin, T
min
c ). Introducing C
r
ℓα,W
(t− t′) ≡ 〈ϕα(t)ϕα(t′)〉T , Eq. (22) immediately gives
Crℓ,W (t) =
∫
dKW (K)Crℓ(K, t), (H59)
where the function Crℓ(K, t) follows the Gaussian ansatz from Eq. (23). When averaged over realizations, Eq. (H59) can be
approximated with the Gaussian dependence
Crℓ,W (t) ≃ CW e−
Aℓ
2
(t/TW )
2
, (H60)
where we introduced the amplitude CW and torque time TW as
CW =
∫
dKW (K)n(K);
CW
(TW )2
=
∫
dKW (K)
n(K)
(Tc(K))2
. (H61)
Equation (H60) is the analytical Gaussian prediction illustrated in Fig. 3.
In Fig. 3, we also present an updated prediction of the noise correlation obtained by reinjecting the Gaussian prediction from
Eq. (18) into the self-consistency relation from Eq. (44). In that context, when averaged over the window, the prediction takes the
form
Cℓ,W (t) ≃ CW exp
{
− Aℓ
2
∫ t
0
dt1
∫ t
0
dt2 Γ
2
W exp
−[(t1−t2)/T
t
W ]
2
}
, (H62)
with CW as in Eq. (H61), and where the amplitude Γ
2
W and coherence time T
t
W are given by
Γ2W =
〈
Γ2t (K)
〉
W
; T tW =
〈
T tc (K)
〉
W
. (H63)
In these equations, we introduced 〈 · 〉W as the mean over the windowW (K), i.e. it is defined as
〈
f(K)
〉
W
=
∫
dKn(K)W (K) f(K)∫
dKn(K)W (K)
. (H64)
5 As detailed in Appendix C, our fiducial simulations are single-mass, so that n(K)∝δD(m −mmin) ga(a) ge(e). As a consequence, for the definition of
the window functionW (K) in Eq. (H58) to be meaningful, we do not account for the Dirac delta in mass present in n(K).
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H.2. Correlation of the random walks
Let us briefly detail the method followed to obtain Fig. 6, used to illustrate the result from Eq. (36). Following the independence
hypothesis from Eq. (32), we assume that for a given realization, each individual particle can effectively be treated as a test
particle. As such, we neglect the correlations existing between the background fluctuations and the random walk of that one
particular particle.
One important insight from Eq. (36) is that to any test particle (of parameterKt), we can associate the pair (Γ
2(Kt), T
t
c (Kt)),
that characterizes the correlation properties of its random walk in orientation. Similarly to Eq. (H58), in order to investigate these
random walks, it is convenient to introduce the window functionWt(Kt) as
Wt(Kt)=

1 if 1 ≤ Γ
2(Kt)
Γ2min
,
T tc (Kt)
Tmint
≤ 1 + εWt ,
0 otherwise,
(H65)
where (Γ2min, T
min
t ) are the typical amplitude and coherence time of the considered test particles, and εWt is a dimensionless
parameter controlling the size of the window. We may then define the window-averaged correlation function (that can easily be
measured in the numerical simulations) as
Ctℓα,Wt(t) = 4π
〈〈
ϕtα(t)ϕ
t
α(0)
〉
Wt
〉
, (H66)
where 〈 · 〉Wt stands for the mean over the test particles of a given realization falling in the window Wt(Kt), similarly to
Eq. (H64). Following Eq. (36), we also added a prefactor 4π to ensure that this correlation is between 0 and 1.
If one does not account for the variance in Γ2t (see Eq. (F50)), a first (naive) prediction for Eq. (H66) can be obtained from
Eq. (36) by restricting ourselves only to the ensemble-averaged mean prediction-s. This gives
Ctℓ,Wt(t) ≃ exp
{
− Aℓ
2
∫ t
0
dt1
∫ t
0
dt2 Γ
2
Wt e
−[(t1−t2)/T
t
Wt
]2
}
, (H67)
where the amplitude, Γ2Wt , and coherence time, TWt , are computed by direct averages over the particles falling in the window
Wt(Kt), so that
Γ2Wt =
〈
Γ2(Kt)
〉
Wt
; T tWt =
〈
T tc (Kt)
〉
Wt
. (H68)
One can improve the prediction from Eq. (H67) by accounting for the variance in Γ2t . To do so, for every test particle falling
in the window, one can compute the mean expectation for the amplitude, 〈Γ2t (Kt)〉 = Γ2(Kt), and the associated variance,
〈(∆Γ2t (Kt))2〉, as given by Eqs. (38) and (F50). For this same particle, one can then draw an effective value of Γ2t , according to
a chosen PDF with these prescribed mean and variance. This process is illustrated in Fig. 8, where we used a chi-squared PDF.
In that case, the prediction from Eq. (H67) becomes
Ctℓ,Wt(t) ≃
〈
exp
{
− Aℓ
2
∫ t
0
dt1
∫ t
0
dt2 Γ
2
t e
−[(t1−t2)/T
t
Wt
]2
}〉
Wt
. (H69)
Here, the amplitude and coherence time from Eq. (H68) become
Γ2t = PDF
[
Γ2, 〈(∆Γ2t )2〉
]
; T tWt = T
t
c , (H70)
where PDF[µ, σ2] returns a sample from a chosen PDF of mean µ and variance σ2 (which we chose to be a chi-squared PDF as
in Fig. 8). Both predictions from Eqs. (H67) and (H69) are illustrated in Fig. 6, for the particular harmonic ℓ = 1.
I. THE CASE OF A POWER LAW DISTRIBUTION
In this Appendix, we detail all the calculations presented in Section 6 for an infinite power law stellar distribution around a
MBH. We first note that the squared coupling coefficients from Eq. (A1) can be rewritten as
J 2ℓ
[
K,K′
]
=
G
M•
1
a(1− e2)
m′2
a2out
s2ℓ
[
α, ein, eout
]
, (I71)
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where we recall that “out” (resp. “in”) labels the star with the larger (resp. smaller) semi-major axis, and we introduced the
dimensionless ratio α = ain/aout.
Following Eq. (15), we can then compute the amplitude, Γ2, of the background fluctuations. It reads
Γ2(K) =
1
4π
G 〈m2〉
M•
1
a(1− e2)
∑
ℓ
Bℓ
∫
da′de′
fe(e
′)na(a
′)
a2out
s2ℓ
[
ain
aout
, ein, eout
]
, (I72)
where we introduced the second moment of the mass distribution 〈m2〉=∫ dmfm(m)m2. The integral over a′ in Eq. (I72) can
then be split into two regions, a′ ≤ a and a′ ≥ a. For the first region, we write∫ a
0
da′
na(a
′)
a2out
s2ℓ
[
ain
aout
, ein, eout
]
=
∫ a
0
da′
na(a
′)
a2
s2ℓ
[
a′
a , e
′, e
]
=
∫ 1
0
dα
na(aα)
a
s2ℓ
[
α, e′, e
]
=
N0
a20
(
a
a0
)1−γ∫ 1
0
dαα2−γ s2ℓ
[
α, e′, e
]
. (I73)
and a very similar calculation can be carried out for the second region to get∫ +∞
a
da′
na(a
′)
a2out
s2ℓ
[
ain
aout
, ein, eout
]
=
N0
a20
(
a
a0
)1−γ∫ 1
0
dααγ−2 s2ℓ
[
α, e, e′
]
. (I74)
In order to shorten the notations, let us introduce the dimensionless integrals
I
(1)
ℓ [p, e] =
∫
de′ fe(e
′)
∫ 1
0
dααp s2ℓ
[
α, e, e′
]
,
J
(1)
ℓ [p, e] =
∫
de′ fe(e
′)
∫ 1
0
dααp s2ℓ
[
α, e′, e
]
, (I75)
where one should pay attention to the order of the arguments of s2ℓ . This allows us then to rewrite Eq. (I72) as
Γ2(K) = Γ20
fΓ2(e)
1− e2
(
a
a0
)−γ
, (I76)
where we introduced the amplitude Γ0 and the dimensionless function fΓ2(e) as
Γ20 =
1
4π
GN0〈m2〉
M•a30
,
fΓ2(e) =
∑
ℓ
Bℓ
{
I
(1)
ℓ [γ − 2, e] + J (1)ℓ [2− γ, e]
}
. (I77)
In Fig. 10, we illustrate the dependence of fΓ2(e), assuming a thermal eccentricity distribution, fe(e) = 2e, and different cusp’s
profiles.
Let us now pursue a similar approach to compute the coherence time, T tc , as introduced in Eq. (39). When expanding the r.h.s.
of that equation, one gets
Γ2(K)T tc (K) = Γ0
a20
a(1− e2)
∑
ℓ
Bℓ√
Aℓ/2
∫
de′
√
1− e′2 fe(e′)√
fΓ2(e′)
∫
da′
1
a2out
(
a′
a0
)4−γ
2
s2ℓ
[
ain
aout
, ein, eout
]
. (I78)
The integral over da′ can be carried out following the same approach as in Eqs. (I73) and (I74) to get∫ a
0
da′
1
a2out
(
a′
a0
)4−γ
2
s2ℓ
[
ain
aout
, ein, eout
]
=
1
a0
(
a
a0
)2−γ
2
∫ 1
0
dαα
4−γ
2 s2ℓ
[
α, e′, e
]
,
∫ +∞
a
da′
1
a2out
(
a′
a0
)4−γ
2
s2ℓ
[
ain
aout
, ein, eout
]
=
1
a0
(
a
a0
)2−γ
2
∫ 1
0
dαα
γ−4
2 s2ℓ
[
α, e, e′
]
. (I79)
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Figure 10. Illustration of the dimensionless eccentricity functions fΓ2(e) (left axis, full lines) and f
1/2
Γ2
(e) fT (e) (right axis, dashed
lines), for different cusp’s profiles (through the power index γ) and assuming a thermal eccentricity distribution, fe(e) = 2e. We note that
f
1/2
Γ2
(e) fT (e) ≃ 0.4 independently of e and γ. Calculations of the integrals over αwere performed using the same grid in sℓ as in Appendix A.
Similarly to Eq. (I75), in order to shorten the notations, we define the dimensionless integrals
I
(2)
ℓ [p, e] =
∫
de′
√
1− e′2 fe(e′)√
fΓ2(e′)
∫ 1
0
dααp s2ℓ
[
α, e, e′
]
,
J
(2)
ℓ [p, e] =
∫
de′
√
1− e′2 fe(e′)√
fΓ2(e′)
∫ 1
0
dααp s2ℓ
[
α, e′, e
]
, (I80)
where once again, one should pay attention to the order of the arguments of s2ℓ . Gathering all these elements, Eq. (I78) gives us
the needed expression of T tc . It reads
T tc (K) = T0 fT (e)
(
a
a0
)γ/2
. (I81)
where we introduced the amplitude T0 and the dimensionless function fT (e) as
T0 =
1
Γ0
; fT (e) =
1
fΓ2(e)
∑
ℓ
Bℓ√
Aℓ/2
{
I
(2)
ℓ
[
γ−4
2 , e
]
+ J
(2)
ℓ
[
4−γ
2 , e
]}
. (I82)
In Fig. 10, for a thermal eccentricity distribution, we illustrate how one can assume f
1/2
Γ2 (e) fT (e) ≃ 0.4 independent of e and
the considered cups’s power index γ.
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