A new method for estimating the mean and standard deviation from censored exposure data is presented. The method W MAX treats the censored data as variables in a constrained optimization problem. Values for the censored data are calculated by maximizing the Shapiro-Wilk W statistic subject to the constraint that the values are between 0 and the limit of detection (or other censoring limit). The methodology is illustrated here with the Microsoft Excel Solver tool using real exposure data sets subject to repeated censoring. For the data sets explored here, the W MAX estimates are comparable to those obtained using the restricted maximum likelihood method based on bias as the performance index.
INTRODUCTION
In exposure assessments, occupational hygienists are often confronted with the problem of estimating the mean, variance, and quantiles from data sets with measurements below a limit of detection (LOD) . If the proportion of these measurements in a sample is small, then assigning values on the order of half the LOD may be adequate under certain circumstances. However, as the proportion of censored data increases, unbiased estimation with such simple methods becomes problematic, and more rigorous techniques are needed. Estimation in the presence of censored data below a detection limit has been termed 'type I censoring to the left' (Haas and Scheff, 1990) and was studied in some detail initially by Cohen (1950) .
The method of maximum likelihood has been used extensively in statistical estimation problems with censored data. It requires specification of an underlying distribution, and parameter estimates are calculated such that the joint probability density of the observed sample (likelihood) is maximized.
The method, popularized by R. A. Fisher, has had wide application, but is not without criticism. In a seminal paper, Berkson (1980) puts forth the argument that minimizing a chi-square statistic, not maximizing likelihood, is the fundamental principle of statistical estimation. He cites the following quote attributed to Gauss as a rejection of maximum likelihood: ' . . . I must consider it less important in every way to determine the value of an unknown parameter for which the probability is largest, although still infinitely small, rather than that value, by relying on which one is playing the least disadvantageous game . . .' (Berkson, 1980) . Estimation based on a goodness of fit approach is explored here by using the Shapiro-Wilk W statistic (in lieu of a chi-square) and selecting values for the censored data that maximize its value, i.e. produce the 'best-fitting' normal distribution. An underlying assumption is that the data fit a normal or transformed-normal distribution (e.g. log-normal or Johnson S B ). To evaluate which of these distributions should be used as the basis for estimation, a partial W statistic is calculated using the uncensored data. This constrained optimization technique is implemented here conveniently with the Microsoft Excel Solver tool.
Background
The wide variety of methods available to estimate statistical parameters from censored data makes some type of comparison desirable based on meaningful performance metrics. Several different estimators are possible for any given parameter, but perhaps the best is a minimum variance unbiased estimator. Thus, the measures of bias and mean square error have been selected in most comparison studies to evaluate the relative merits of the different estimation techniques. However, both bias and mean square error require specification of the 'true' value in their calculation. The two most common approaches for determining this true value in censored data studies appear to be: (i) specification of a distribution a priori (and consequently the true values of the parameters) with subsequent generation of pseudo-random samples for censoring and evaluation or (ii) the use of a real sample to provide the true values for comparison to estimates obtained from subsequently censored versions of the sample.
A recent study employed a computer-based comparison of several methods for estimating the mean and 95th percentile from simulated data sets subjected to censoring (Hewett and Ganser, 2007) . The study examined a variety of maximum likelihood estimation (MLE) approaches, the log-probit regression method, simple substitution, and some non-parametric approaches. In each case, bias and root mean square error were used as the performance metrics. Although no one method was superior in all cases, when the root mean square error was used, the standard MLE method seemed to outperform the others. When bias was the consideration, the robust MLE method was recommended. In many cases, the logprobit regression method worked well, while the non-parametric methods appeared less competitive.
In a comparison of methodologies for estimating moments and quantiles from censored data, Huybrechts et al. (2002) used actual data sets truncated at various levels to evaluate the performance of alternative techniques. They used bias as the performance metric and concluded that the robust, biascorrected restricted maximum likelihood method performed best for estimating the mean and standard deviation. They stated that for quantile estimation, both parametric and robust parametric techniques could be used. The study suggested that for their data set at censoring levels of up to 80%, summary statistics could be estimated with biases ,10%.
Haas and Scheff (1990) conducted evaluations of competing methods with repeated random samples from a real data set. They were primarily interested in estimation of the mean and used both bias and mean square error as the performance metrics. They found that the restricted maximum likelihood method was least biased with a mean square error only slightly greater than the standard MLE approach. They also noted its ease of calculation.
METHODS
The objective of this study is to present a new method of estimation (W MAX ) for censored data with a focus on the mean and standard deviation. Following the approach of Huybrechts et al. (2002) , the evaluations are done here using actual data sets that have been truncated at various levels; bias is used as the performance criterion. The new estimates are compared with those obtained by the restricted maximum likelihood method, based on its apparent superiority for this type of problem (Haas and Scheff, 1990; Huybrechts et al., 2002) .
Consider an ordered sample of exposure data, x i 5 1,n such that:
x 1 x 2 x 3 . . . x n , where c measurements are less than the censoring level x censor (i.e. LOD or other censoring limit); the problem is how to estimate the mean and standard deviation of the sample with minimal bias. In what follows both normal and lognormal distributions serve as underlying models, and in both instances, f is used as the normally distributed variable; i.e. in the former case f 5 x; in the latter f 5 ln(x).
Estimates obtained using the bias-corrected restricted maximum likelihood estimation (rMLE) method (Haas and Scheff, 1990; Huybrechts et al., 2002) will be used here to compare with those obtained with the new W MAX method. The rMLE method is defined by the following equations using the notation in Huybrechts et al. (2002) :
When the log-normal distribution is the underlying model, the mean and standard deviation of the x data are recovered by:
The term 'robust' is used in the literature to indicate estimation based on the reconstruction of a complete data set as opposed to estimates based on identifying the distribution only (see e.g. Helsel, 2005) . In the case of robust estimation, the complete data set of untransformed data is constructed from the uncensored and the newly estimated data. The mean, standard deviation, and any other statistical parameters are calculated directly using this complete data set. It should be noted that the assignment of values for the censored data that occurs in 'robust' methods is only for the purpose of calculating summary statistics and should not be interpreted as an actual value assigned to any particular measurement. There is evidence that this robust procedure has lower bias for mean and standard deviation estimation (Huybrechts et al., 2002) . In the case of the lognormal distribution, the estimates for the censored data are as follows:
where
The Shapiro-Wilk test is thought by some to be the best test for judging whether or not a sample is from a normal distribution. It has been used widely on both transformed and untransformed data to evaluate normality and log-normality in exposure studies. The Shapiro-Wilk W test statistic is defined as:
The a i weights are approximated with formulae given in Royston (1992) , and as noted, the f values are the presumed normally distributed data. The aweights take into consideration the expected value of the sample order statistics, and their covariance, under the assumption of normality. The closer W is to 1.0, the better the fit, very much as an R 2 would be interpreted.
Initially, the W MAX methodology involves selecting an appropriate underlying distribution based on the maximum W statistic calculated from the noncensored values using competing distributional assumptions (e.g. normal versus log-normal). The use of W values from censored samples is presented in Royston (1993) . Subsequently, the values for the censored data are calculated by maximizing the W statistic with a constrained optimization algorithm. Robust estimation is then done using the complete reconstructed sample. The sensitivity of estimates from censored data to the underlying distributional assumptions has been explored previously (Shumway et al., 2002) .
Three exposure data sets (A, B, and C) were selected such that the full data sets represented a normal, log-normal, and an indeterminate distribution. These data sets were censored by removing 10, 20, 40, and finally 80 of the data points below various specified LOD levels. In each case, the mean and standard deviation were calculated from a reconstructed data set obtained by using a constrained optimization algorithm (Solver in Excel). Data set A consists of 105 personal exposures to isopropanol, Data set B is 130 personal exposures to benzene, and Data set C is 126 personal exposures to naphthalene.
Sample calculation
To illustrate the methodology, a separate data set (n 5 28) of benzene exposures was selected with a mean of 5.82 p.p.m. and a standard deviation of 23.37. The first step is to sort the data from the Analysis of censored exposure data by Shapiro-Wilk W statistic 265 smallest to largest as this ordering is essential for the W MAX procedure which is based on sample order statistics. For this data set, an arbitrary LOD of 0.25 is selected so the first 11 measurements are censored and assigned an initial guess value of 0.125 for use in Solver. Figure 1 shows the spreadsheet set up for this problem; Column A rows 2-29 show the raw data with the sample mean and standard deviation in cells A31 and A32, respectively. The first 11 data points are assigned the initial guess as noted. Column B is the logarithm of the raw data, and Column C contains the a i weights for the Shapiro-Wilk test, which are entered manually into the spreadsheet.
For this data (uncensored data set), the log-normal representation was best (W 5 0.95, P 5 0.29); in addition, this was confirmed with the censored W values calculated with the 17 data points above the LOD which were 0.47 and 0.96, respectively, for the normal and log-normal models. Given these results, the method is illustrated with the log of the raw data, i.e. the f i in equation (14) are the logarithms of the exposures (Column B). Column D is the product of Columns B and C (i.e. the a i f i in equation (14) . Column E contains the square of difference between Column B and the mean of the logarithms [i.e. ðf i À f Þ in equation (14)]. Cell D31 is the sum of the products of the a i f i and cell E31 is the denominator of equation (14). Cell E32 is the Shapiro-Wilk W statistic, i.e. the square of Cell D31 divided by E31. The F column is the exponential of Column B which will contain the complete data set of estimated exposures for robust estimation.
The Solver parameter input dialogue box requires specification of the optimization cell, which in our case is to maximize cell $E$32 subject to the constraint that the data below the detection limit cannot exceed 0.25, or since we are in log space ($B$2:$B$12 À1.38629). Solver is run with this input and the result is shown in Fig. 2 which now contains the newly estimated values (logs) assigned to the 11 exposures below the LOD (highlighted cells $B$2:$B$12) as well as the other untouched data. The estimated mean and standard deviation are calculated from this 'completed' data set in cells F31 and F32, respectively (i.e. robust estimation). All the calculations here were run with initial guesses of half the LOD. The initial guesses were changed to 0 and also to the LOD without any appreciable differences in the estimated values. The Solver defaults were used for all scenarios, i.e. the maximum number of iterations 5 100, precision 5 0.000001, a tolerance level of 5%, convergence to 0.0001, tangent estimation, with forward derivatives, and a Newton search method. Changes to the estimation method, derivative type, and search method did not seem to make much difference. Table 1 along with the results of the Shapiro-Wilk fit tests.
RESULTS

Summary statistics for the full Data sets A-C and their logarithmic transforms are given in
Data set A fits a normal distribution well (W 5 0.98, P 5 0.45), and Data set B fits the log-normal distribution well (W 5 0.97, P 5 0.2). Data set C fits a log-normal distribution somewhat better than a normal (W 5 0.88 versus 0.76) but does not fit either distribution very well (both P values 5 0.05). The censoring levels are given in Table 2 ; these values resulted in 10, 20, 40, and 80 samples being below the LOD in each data set. For each data set (both untransformed and log transformed), and at each level of censoring, the mean and standard deviation were estimated using the W MAX procedure outlined above. The fractional bias was determined for each of these 48 estimates (24 means and 24 SD). A partial W statistic was also calculated for the 24 different censored data sets. These results are displayed in Table 3 .
For Data sets A and B, the censored W statistics correctly identified the appropriate underlying Analysis of censored exposure data by Shapiro-Wilk W statistic 267 distribution, i.e. the normal distribution for Data set A and the log-normal for Data set B. This was useful information since at all levels of censoring the absolute bias was smallest when the distribution identified by the censored W statistic was used. For Data set C, the censored W statistics always suggested the log-normal distribution, but the bias errors were generally greater (in an absolute sense) when using the log-normal model, although not dramatically so.
To evaluate the performance of the W MAX estimators, rMLE methods were also used to estimate the means and standard deviations from the censored data. For Data set A, the normal distribution was used, and the log-normal model was used for Data set B since in both cases these models provided the lowest biases. For Data set C, both normal and lognormal models were explored. However, when using the robust rMLE method with the normal distribution for this data set, negative values of concentration were obtained and no reasonable estimates could be generated for that case. The standard rMLE estimates are in Table 4 and the robust versions are presented in Table 5 , along with the associated biases.
For Data set A, the regular rMLE method was superior to the robust rMLE method for all comparisons, i.e. the absolute value of bias was smaller in all cases. The robust rMLE generally outperformed the regular rMLE method when the log-normal model was used for Data set B. Similarly, the robust rMLE worked best for Data set C when compared to either model using the standard rMLE approach.
Using these 'best' estimates from the rMLE method (standard method for Data set A with the normal model and robust method for B and C with the log-normal model), comparisons were made to the W MAX estimates. For Data set A, the rMLE biases for the means were smaller than the W MAX estimates in three of the four cases; however, the W MAX biases for the standard deviations were much smaller than those of the rMLE method in all cases. For Data set B with the log-normal model in three of four cases, the W MAX bias for the means was smaller, and also in three of four comparisons for the standard deviation. For Data set C, the W MAX biases were smaller in two of four cases for both the mean and the standard deviation. Based on this information, the W MAX method appears comparable to the rMLE methods when bias is the criteria and the mean and standard deviation are being estimated.
DISCUSSION
The data sets selected here are actual exposure samples typical of normal, log-normal, and unspecified distribution types. The levels of censoring ranged from $10 to 80% and the biases ranged from À0.007 to 0.07 for the mean and from À0.145 to 0.001 for the standard deviation. The procedure of calculating a W statistic based on the uncensored data as a method of selecting an underlying model for estimation (i.e. normal or lognormal) seemed to work well in the sense of producing estimates with lower absolute bias when the underlying distribution of the full data set is clear. In the case of Data set C, however, the underlying distribution was neither normal nor lognormal and the utility of the partial W statistics was not evident. Of course in reality when dealing with the censored data, the underlying distribution will not be available and such confirmation will not be possible. However, the use of the censored W statistic seems warranted since it will be of use in some cases, and in indeterminate cases, the differences in the biases may be relatively small.
At present the W MAX methodology is implemented with the Solver optimization tool in Excel. The use of Solver and statistical routines in Excel, in general, has not been without significant criticism (see e.g. McCullough and Heiser, 2008) . For the problems examined here there did not seem to be any major difficulties, as all estimates were reasonable and fairly stable. Some minor changes in the output at very high levels of censoring were noted if the initial guess was changed dramatically (for example, using 0 for all the censored data versus the actual LOD level); however, the changed output seemed minor in most cases. All the cases reported here used half the LOD as the initial guess value.
To confirm the accuracy of the Solver calculations, the constrained optimization algorithm DBCONF (a subroutine from the International Mathematical and Statistical Libraries FORTRAN library) was used to recalculate the W MAX estimates for Data set B with the log-normal model. Very nearly identical results were observed with a maximum difference of 1% in the estimated mean values observed at the highest level of censoring. This would seem plausible given the different algorithms used to achieve the optimization. However, there is always the risk of error and the user should always confirm that the estimated values lie between the theoretical bounds of the problem, i.e. the values obtained by substituting 0 and the LOD for all censored values.
One attractive feature of Solver is the ease with which it is possible to implement multiple censoring levels. For example, if one is confronted with both LOD and limit of quantification (LOQ) censoring levels where LOQ . LOD, then this can be implemented readily in Solver by adding two additional constraints to the problem, i.e. the data between the LOQ and LOD must be ,LOQ and also .LOD. To illustrate this with Data set B, an LOQ of 0.1875 and an LOD of 0.056 are selected. Using the additional constraints Solver returns a W MAX estimate for the mean of 0.91 and 1.71 for the standard deviation, biases on the order of 1 and 0.1%, respectively.
In this study, as well as in several of the cited references, the standard for evaluating the bias in a parameter estimated from a censored data set is the corresponding sample value from the uncensored data. Other studies use computer simulations based on pseudo-random samples generated from normal or log-normal distributions with specified means and standard deviations to serve as the standard for estimating bias (and/or precision) . However, the use of either the normal or the log-normal distribution as an underlying model for generating exposure data is not without problems.
Both normal and log-normal distributions admit impossible and/or unlikely values for exposures since neither distribution is bounded by the physical maximums and/or minimums that concentration data must adhere too. Two distributions that do fit this physical consistency requirement and could serve as more realistic models for exposure data are the beta distribution and the Johnson S B distribution. The advantage of using the Johnson S B distribution over the beta distribution is that it involves a transform to normality, and so maximization of the W statistic is still a possible tool for dealing with censored data sets, although there is additional complexity. At present an implementation has been developed to fit the Johnson S B distribution using constrained maximization of the W statistic (Flynn, 2009) ; it is currently being extended to deal with censored data estimation for further testing of the methodology described here.
CONCLUSIONS
The approach of maximizing the Shapiro-Wilk W statistic by estimating values below a LOD, and subsequently using those values, along with the uncensored data, for robust estimation of the mean and standard deviation appears to be competitive with current methods (rMLE and robust rMLE) based on bias as the metric. Constrained optimization with Solver, or other software platforms, provides a convenient way to accomplish this. Multiple levels of censoring are possible allowing information on both LOD and LOQ values to be integrated into the estimation process. Although the results here seem encouraging, the methodology requires further testing. Present efforts are directed at developing implementations that will allow for large-scale Monte Carlo simulations and permit further valuable information to be obtained on the relative performance of the W MAX method compared to other techniques. The example spreadsheet used here is available upon email request to the author.
