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Abstract
A graph G is bridged if it contains no isometric cycle of length greater than three. A graph
G is strongly dismantlable if its vertices can be linearly ordered x0; : : : ; x so that, for each
ordinal <, there exists a strictly increasing nite sequence (ij)06j6n of ordinals such that
i0 = , in =  and xij+1 is adjacent to xij and to all neighbors of xij in the subgraph of G
induced by fx: 66g. We show that if a connected bridged graph G contains no innite
simplices and, if the vertex set of each ray of G contains an innite bounded subset, then G is
strongly dismantlable. Using this result and some properties of strongly dismantlable graphs, we
obtain several invariant simplex properties and Helly-type theorems for bridged graphs. c© 2000
Elsevier Science B.V. All rights reserved.
1. Introduction
A subgraph H of a graph G is isometric if the distance between any pair of vertices
of H is the same in H as in G. A graph is bridged if it contains no isometric cycles of
length greater than three. Bridged graphs have been the subject of several papers since
it was shown, by Soltan and Chepoi [13] and by Farber and Jamison [5], that these
graphs enjoy important convexity properties. In particular, they showed that bridged
graphs are the graphs in which balls centered on convex sets are convex. Also Anstee
and Farber [1] characterized nite bridged graphs as the graphs with no induced cycles
of lengths 4 and 5 and which are are cop-win, or equivalently, dismantlable (a graph
G is dismantlable if its vertices can be linearly ordered x0; : : : ; xn so that, for each
i<n, there is a vertex of the subgraph Gi induced by fxi; : : : ; xng which is adjacent
to xi and to all neighbors of xi in Gi).
In [9], to study certain problems of invariant simplices in innite graphs, we extended
to innite graphs this concept of dismantlability by introducing the strongly dismant-
lable graphs. In Section 3 of this paper, using an idea of Chepoi [4], we extend part of
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Anstee and Farber's result [1] by giving sucient conditions for a connected bridged
graph to be strongly dismantlable. This result is used, rst in Section 4 to give several
invariant simplex properties, then in Section 5 to prove Helly-type theorems for the
geodesic convexity in bridged graphs.
2. Notation
The graphs we consider are undirected, without loops and multiple edges. A com-
plete graph will be simply called a simplex. If x2V (G), the set NG(x) := fy2V (G):
fx; yg2E(G)g is the neighborhood of x in G, and CG(x) is the (connected) component
of G which contains x. For AV (G) we denote by G[A] the subgraph of G induced
by A, and we set G−A :=G[V (G)− A].
A path P = hx0; : : : ; xni is a graph with V (P) = fx0; : : : ; xng, xi 6= xj if i 6= j, and
E(P) = ffxi; xi+1g: 06 i<ng. A ray or one-way innite path hx0; x1; : : :i is dened
similarly. A graph is rayless if it contains no ray. A path P = hx0; : : : ; xni is called an
(x0; xn)-path, x0 and xn are its endpoints, while the other vertices are called its internal
vertices, n= jE(P)j is the length of P.
The usual distance in a connected graph G between two vertices x and y, that is
the length of an (x; y)-geodesic (i.e., shortest (x; y)-path) in G, is denoted by dG(x; y).
A subset A of V (G) is bounded (in G) if its diameter supfdG(x; y): x; y2Ag is nite.
The graph G is bounded if V (G) is bounded. A subgraph H of G is isometric if
dH (x; y) = dG(x; y) for all vertices x and y of H . If x is a vertex of G and r a
non-negative integer, the set BG(x; r) := fy2V (G): dG(x; y)6 rg is the ball of center
x and radius r in G, and the set SG(x; r) := fy2V (G): dG(x; y) = rg is the sphere of
center x and radius r in G.
The interval IG(x; y) of two vertices x and y of a graph G is the set of vertices
of all (x; y)-geodesics in G. A set A of vertices of a graph G is geodesically convex,
for short convex, if it contains the interval IG(x; y) for all x; y2A. We recall that, by
Soltan and Chepoi [13] and by Farber and Jamison [5], the balls of a bridged graph
are convex.
3. Bridged graphs and strongly dismantlable graphs
We will recall the denition of strongly dismantlable graphs. If x and y are two
vertices of a graph G, then x is dominated (resp. strictly dominated) by y in G if
BG(x; 1)BG(y; 1) (resp. BG(x; 1)BG(y; 1)). The concept of dismantlability can be
straightforwardly extended to innite graphs as follows:
Denition 3.1. A graph G is said to be dismantlable if there is a well-order 6 on
V (G) such that, every vertex x which is not the greatest element of (V (G); 6 ), if
such a greatest element exists, is dominated by some vertex y 6= x in the subgraph
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of G induced by the set fz 2V (G): x6 zg. The well-order 6 on V (G), and the
enumeration of the vertices of G induced by 6 , will be called a dismantling order
and a dismantling enumeration, respectively.
In order to obtain certain properties for these graphs, specially xed-point properties
[8,9] and Helly properties [10], we have limited our study to the particular dismantlable
graphs such that, if 6 is a dismantling order on the vertex set of a graph G, then,
for each vertex x, the subgraph of G induced by the set fz 2V (G): x6 zg is a retract
of G, thus of all preceding such subgraphs. So we introduced the following restricted
concept:
Denition 3.2. A graph G is strongly dismantlable if there is a well-order 6 on
V (G) with a greatest element u such that, for every vertex x 6= u, there is a strictly
increasing nite sequence x = x0<   <xn = u where, for 06 i<n, the vertex xi is
dominated by xi+1 in the subgraph of G induced by the set fz 2V (G): xi6 zg. The
well-order 6 on V (G), and the enumeration of the vertices of G induced by 6 ,
will be called a strongly dismantling order and a strongly dismantling enumeration,
respectively.
Clearly any strongly dismantlable graph is dismantlable. Furthermore, by [8,
Theorem 4.4], any rayless connected dismantlable graph is strongly dismantlable.
Thus in particular the nite strongly dismantlable graphs are the dismantlable ones.
We will say that a ray R in a graph G is partly bounded if some innite subset of
V (R) is bounded in G.
Theorem 3.3. Let G be a connected bridged graph whose rays are all partly bounded
and which contains no innite simplices. Then G is strongly dismantlable.
We need several results to prove this theorem.
Lemma 3.4. If every ray of a graph G is partly bounded; then; for every vertices
u and x of G with dG(u; x)=: n> 1; there exist p> n and a component X of
CG−BG(u; n−1)(x)− BG(u; p− 1) such that V (X ) \ SG(u; p+ 1) = ;.
Proof. Assume that the condition is not true for some u; x2V (G) with dG(u; x)=:
n> 1. Construct sequences X0; X1; : : : ; x0; x1; : : : and y0; y1; : : : such that Xi is a compo-
nent of G[SG(u; n + i)], xi+1; yi 2V (Xi), and the vertices xi+1 and yi+1 are adjacent.
Let x0 := x=:y0, and let X0 be the component of G[SG(u; n)] which contains x.
Suppose that X0; : : : ; Xp; x0; : : : ; xp and y0; : : : ; yp have already been constructed. By
the assumption, there exists a vertex, say xp+1, of Xp which is adjacent to some vertex,
say yp+1, in SG(u; n+p+1). Let Xp+1 be the component of G[SG(u; n+p+1)] which
contains yp+1.
156 N. Polat / Discrete Mathematics 211 (2000) 153{166
Finally, let P be an (u; x)-geodesic and, for every i> 0, let Pi be an (yi; xi+1)-path
of Xi. Then P[
S
i2N Pi is a ray of G, which is partly bounded since, for every k 2N,
dG(u; V (
S
i> k Pi)) = n+ k.
We will use an idea of Chepoi [4] to prove our rst result. For that we will have
to extend to innite graphs the concept of breadth-rst search (BFS). We recall that
a BFS of a given graph G with n vertices produces an enumeration x1; : : : ; xn of the
vertices of G in the following way. We number with 1 some vertex of G and put
it at the head of an empty queue. At the ith step we number and add at the end of
the current queue all still unnumbered neighbors of the head xi of the queue, then we
remove xi.
Denition 3.5. Let G be a connected graph. A well-order 6 on V (G) is called a
BFS-order if there exists a family (Ax)x2V (G) of subsets of V (G) such that, for every
x2V (G);
(i) x2Ax;
(ii) if x6y, then Ax is an initial segment of Ay;
(iii) Ax=A(x)[NG(x) where A(x) := fxg if x is the least element of (V (G); 6 ), and
otherwise A(x) :=
S
y<x Ay.
The vertex x will be called the father of each element of Ax −A(x). We will denote
by  (and, if necessary by G) the self-map of V (G) such that (x) is the father of
x, for every x2V (G).
Note that, by (i) and (ii), x2A(x) for every vertex x of G. Besides, if G is
nite, then the queue whose head is x in the BFS is the linearly ordered set
(fy2A(x): x6yg; 6 ). Also notice that if u is the smallest element of (V (G); 6 ),
then clearly, for every vertices x and y of G, x6y implies dG(u; x)6dG(u; y), and
dG(u; x)<dG(u; y) implies x<y. In particular dG(u; x) = dG(u; (x)) + 1.
Lemma 3.6. There exists a BFS-order on the vertex set of any connected graph.
Proof. Let G be a connected graph. Let / be a well-order on V (G). We will construct
a family (Ax)x2V (G) of subsets of V (G) such that
(i) for every x2V (G), x2Ax and the set Ax is well-ordered by a relation 6 x;
(ii) for every I V (G), the set AI :=
S
x2I Ax is well-ordered by a relation 6 I
such that (Ax; 6 x) is an initial segment of (AI ; 6 I ) for each x2 I ;
(iii) if I 6=V (G), then AI − I is nonempty.
Let u be the least element of (V (G); /), and 6 u the restriction of / to the set
Au := fug [ NG(u). Let I be the set of the vertices x of G such that Ax has already
been constructed.
Suppose that I 6=V (G). By (iii), AI − I is nonempty. Let x be the least element of
(AI − I; 6 I ), and let (Ax; 6 x) be the ordered sum of (AI ; 6 I ) with (NG(x)− AI ; /).
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If I=V (G) we are done, since the well-order 6 I and the family (Ax)x2V (G) clearly
satisfy the conditions (i){(iii) of Denition 3.5.
For nite bridged graphs, Chepoi [4] showed that the dual of a BFS-order is a
dismantling order. We will see that we can have something similar for innite bridged
graphs which contains no innite simplices and whose rays are all partly bounded. In
the following results we will suppose that 6 is a BFS-order on the vertex set of a
connected graph G associated with the family (Ax)x2V (G) of subsets of V (G). We will
denote by u the least element of (V (G); 6 ).
Denition 3.7. A vertex x of G such that NG(x)A(x) will be called an endpoint of
(G; 6 ).
We will show that if G is a bridged graph whose rays are all partly bounded
and which contains no innite simplices, then (G; 6 ) contains an endpoint. First
we recall that a cycle C of a graph G is well-bridged if, for every x2V (C), ei-
ther the neighbors of x in C are adjacent, or dG(x; y)<dC(x; y) for some antipode
y of x in C (an antipode of x in C is a vertex of C at maximum distance from x
in C).
Lemma 3.8 (Farber and Jamison [5, Theorem 3.1]). Every cycle of a bridged graph
is well-bridged.
Lemma 3.9. Suppose that G is bridged and that it contains no innite simplices. Let
(xn)n2N be a sequence of elements of SG(u; r+1) for some r 2N such that, for every
n2N, xn and xn+1 are adjacent and (xn)<(xn+1). Then there exists a strictly
increasing self-map f2NN such that; for every n2N; (xf(n)) and (xf(n+1)) are
adjacent and 2(xf(n))<2(xf(n+1)).
Proof. (a) Note that (xn)<(xn+1) implies that r> 1, and that xn <xn+1 and
xn+1 =2 A(xn). More generally, we can prove that (xn) is not adjacent to xi for
every i>n.
Furthermore, for the same reason, if 2(xn)=2(xp) for some n<p, then 2(xn)=
2(xi) for every i with n6 i6p.
(b) Claim. For every n2N, xn and (xn) are adjacent to (xn+1).
W.l.o.g. we can assume that n=0. Let k be the smallest integer such that k(x0) =
k(x1). Such an integer exists because x0; x1 2 SG(u; r + 1), and k6 r + 1. Since
(x0)<(x1) by hypothesis, we can easily prove by induction that h(x0)<h(x1)
for every h with 06 h<k. The vertices k−1(x0) and k(x0) are the two antipodes
of x1 in the cycle
C := hx0; (x0); : : : ; k(x0); k−1(x1); : : : ; x1; x0i:
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By one of the remarks after Denition 3.5, dG(x1; k(x1)) = dC(x1; k(x1)) = k. Fur-
thermore, since k−1(x0)<k−1(x1),
k − 1 = dG(x1; k−1(x1))<dG(x1; k−1(x0))6dC(x1; k−1(x0)) = k:
Thus dG(x1; k−1(x0))=dC(x1; k−1(x0))= k. Whence, by Lemma 3.8, the two neigh-
bors x0 and (x1) of x1 in C are adjacent.
Now consider the cycle
C0 := hx0; (x0); : : : ; k(x0); k−1(x1); : : : ; (x1); x0i:
The vertex (x0) is the only antipode of x0 in C0, and dG(x0; (x0))=dC′(x0; (x0))=k.
Hence, by Lemma 3.8, the two neighbors (x0) and (x1) of x0 in C0 are adjacent.
This proves the claim.
(c) Claim. Let n<p be such that 2(xn) = 2(xp); and let m be 0 if n = 0 and
n−1 if n6 1. Then (xi) and (xj) are adjacent for every (i; j) with m6 i< j6p.
By (a), 2(xn)=2(xi) for every i with n6 i6p. We will show by induction that,
for m6 i< i + k6p, both xi and (xi) are adjacent to (xi+k).
By (b) we already know that xi and (xi) are adjacent to (xi+1). Let k> 1. Suppose
that the result holds for every (i; k) with n6 i< i + k6p. Let (i; k) be such that
n6 i< i + k <p. Consider the cycle
C := h(xi); 2(xp); (xi+k+1); xi+1; xi; (xi)i:
The vertices xi+1 and (xi+k+1) are the two antipodes of (xi) in C. The distance
in C of (xi) to its antipodes is 2. Furthermore, (xi) cannot be adjacent to xi+1 by
(a), and the two neighbors xi and 2(xp) of (xi) in C are not adjacent. Hence, by
Lemma 3.9, (xi) must be adjacent to (xi+k+1).
Now consider the cycle
C0 := h(xi); (xi+k+1); xi+1; xi; (xi)i:
The vertex (xi) is the only antipode of xi+1 in C0, and, by (a), these two vertices
cannot be adjacent. Hence the two neighbors xi and (xi+k+1) of xi+1 in C0 must be
adjacent, since C0 is well-bridged. This proves the claim.
(d) The graph G contains no innite simplices by hypothesis. Hence, by (c), for ev-
ery n2N, there exists p>n such that 2(xn) 6=2(xp). This implies in particular that
r> 2 since 2(x)=u for every x2 SG(u; 2). Dene inductively the map f2NN as fol-
lows: f(n) is the greatest integer such that 2(xf(n))=2(xf(n−1)+1), with f(−1) := 0.
Let n2N. By the case m = n − 1 of (c), the vertices (xf(n)) and (xf(n+1)) are
adjacent. Moreover (xf(n))<(xf(n+1)) by hypothesis, and in addition 2(xf(n)) 6=
2(xf(n+1)) by the denition of f. Hence 2(xf(n))<2(xf(n+1)) by the denition of
a BSF-order. This completes the proof of the lemma.
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Lemma 3.10. If G is bridged and contains only partly bounded rays and no innite
simplices; then; for every vertex x of G; there exists an endpoint y of (G; 6 ) such
that x6y.
Proof. Let p :=dG(u; x). Then, by Lemma 3.4 since each ray of G is partly bounded,
there exist q>p and a component X of CG−BG(u;p−1)(x) − BG(u; q − 1), with
BG(u;−1) := ; (case where x = u), such that V (X ) \ SG(u; q + 1) = ;. We will show
that there is a vertex y of X which is an endpoint of (G;6) with x6y.
If q=1, then u is the father of every vertex of X , hence we are done since each vertex
of X , thus in particular x, is an endpoint of (G;6). Suppose that q> 1, and assume
that there is no vertex of X which is an endpoint of (G;6) with x6y. Construct a
sequence y0; y1; : : : ; of pairwise distinct vertices of X such that, for every n2N, yn
and yn+1 are adjacent and (yn)<(yn+1). Let y0 := x if x2V (X ). Otherwise let y0
be any vertex of X . Note that x6y0.
Suppose that y0; : : : ; yn have already been constructed. Since yn is not an endpoint of
(G; 6 ), NX (yn)*A(yn). Hence there exists a vertex yn+1 2NX (yn)−A(yn). Therefore,
(yn)<(yn+1). This proves in particular that yn+1 6=yi for every 06 i6 n, since
(yi)<(yn) by the induction hypothesis.
Now, by Lemma 3.9, we can prove by induction that, for every k 2N, there ex-
ists a strictly increasing map fk 2NN such that, for every n2N, k(yfk (n)) and
k(yfk (n+1)) are adjacent, and 
k+1(yfk (n))<
k+1(yfk (n+1)). But this contradicts the
fact that q(yi) = u for every i2N.
We will recall a result of Chepoi [4] which was proved for nite graphs only, but
without use of niteness.
Lemma 3.11. Let x and y be two adjacent vertices of a bridged graph G which are
equidistant to u. Then (x) and (y) either coincide or are adjacent. In addition; if
y<x; then y is adjacent to (x).
Lemma 3.12. If G is bridged; then every endpoint of (G; 6 ) is dominated in G by
its father.
Proof. Let x be an endpoint of (G; 6 ), and y a neighbor of x which is not the father
of x. We have to show that y is adjacent to the father (x) of x. Put n :=dG(u; x).
If dG(u; y)=n, then, by Lemma 3.11, (x) and (y) coincide or are adjacent. If they
coincide or if y<x, then we are done by this lemma. Suppose that they are adjacent
and that x<y. Then (x)<(y). Hence, since x is an endpoint of (V (G); 6 ), y is
adjacent to (x) by the denition of an endpoint.
Now assume that dG(u; y)=n−1=dG(u; (x)). Since dG(y; (x))6 2, the convexity
of the ball BG(u; n−1) implies that y and (x) are adjacent, otherwise x would belong
to this ball, contrary to the denition of n.
We are now able to prove Theorem 3.3.
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Proof of Theorem 3.3. By Lemma 3.6 there exists a BFS-order 6 on V (G) which is
associated with a family (Ax)x2V (G) of subsets of V (G), and that we can choose such
that u is the least element of (V (G); 6 ). We will construct by induction a dismantling
enumeration (x)6  ( := jV (G)j ) of the vertices of G such that, for every ordinal
<, the following properties are satised:
(i) G :=G − fx: <g is an isometric subgraph of G (hence G is a bridged
graph);
(ii) the restriction 6  of 6 onto V (G) is a BFS-order on V (G) such that, for
every x2V (G), a vertex y is the father of x in (G; 6 ) if and only if it is the
father of x in (G; 6 ), i.e., G(x) = G(x);
(iii) x is the least endpoint of (G; 6 ).
Put G0 :=G. By Lemma 3.10, (G; 6 ) has an endpoint. Let x0 be the least of the
endpoints of (G; 6 ) with respect to 6 . Let <. Suppose that x has already been
dened for every <.
Claim 1. G is connected; and 6  is a BFS-order on V (G) such that; for every
x2V (G); a vertex y is the father of x in (G; 6 ) if and only if it is the father of
x in (G; 6 ).
Let x2V (G). By the properties of 6 , there exists a sequence u=y0<   <yn=x
such that yi is the father of yi+1 in (G; 6 ) for all i<n. Let i, 06 i6 n. The in-
duction hypothesis (ii) and (iii) and the denition of an endpoint imply that yi 6= x
for every <. Therefore yi 2V (G) for every i, 06 i6 n. Consequently G is con-
nected, and 6  is clearly a BFS-order on V (G) which is associated with the family
(Ax \ V (G))x2V (G) and which has the desired property.
Claim 2. G is an isometric subgraph of G.
For each ordinal < let f :V (G) ! V (G+1) be dened by f(x) = (x) or
x according as whether x is or is not equal to x. Since, by the induction hypothesis
(iii) and Lemma 3.12, x is dominated by f(x) in G, the map f is a retraction of
G onto G+1 such that the image by f of any geodesic of G joining two vertices
a and b of G+1 is still an (a; b)-geodesic of G.
Let x2V (G), and let u= y0<   <yn = x be such that yi is the father of yi+1 in
(G; 6 ) for all i<n. Let j6 n be the greatest integer such that yj 2V (G). By the
induction hypothesis (ii) and Claim 1, yi 2V (G) for every i6 j. This means that, for
each i with j< i6 n, there is some (i)<, with (i+1)<(i), such that yi=x(i).
Therefore, yj = f( j+1)      f(n)(x)2V (G).
More generally one can prove by induction that, for every nite AV (G), there
exists a sequence 0<   <p< such that fp      f0 (A)V (G).
Now let a; b2V (G), and let P be an (a; b)-geodesic of G. Then, since V (P) is
nite, there exists 0<   <p< such that fp     f0 (P)G. By the rst part
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of this proof, fp      f0 (P) is an (a; b)-geodesic of G. This proves that G is an
isometric subgraph of G.
By Claim 2, the graph G is an isometric subgraph of G. Hence, G is bridged,
without innite simplices and with partly bounded rays only, since so is G. Hence, by
Lemma 3.10, (G; 6 ) has an endpoint. Let x be the least endpoint of (G; 6 ).
Finally put x := u. There remains a last point to check to complete the proof that G
is strongly dismantlable.
Claim 3. x is dominated by G(x) in G[fx: 6 6 g].
By the induction hypothesis (iii), x 2V (G). Hence by (ii), G(x) = G(x).
Furthermore by (i), G = G[fx: 6 6 g] is a bridged graph. The claim is then a
consequence of Lemma 3.12.
Finally, for every <, if  = 0<   <n =  is the sequence such that, for
06 i6 n, the vertex xi+1 is the father of xi in (G; 6 ), then, by Claim 3, xi+1
dominates xi in G[fx: 6 6 g]. Therefore (x)6  is a dismantling enumeration
of the vertices of G.
Remark 3.13. Note that a rayless graph contains no innite simplices, hence a rayless
connected bridged graph is strongly dismantlable.
By Theorem 3.3, the condition that each ray is partly bounded in a connected bridged
graph without innite simplices is a sucient condition for this graph to be strongly
dismantlable, but it is not necessary as is shown by the following example. Let (Rn)n2N
be a family of pairwise disjoint rays with Rn= hxn0 ; xn1 ; : : :i, and let x be a vertex which
belongs to none of these rays. Put G := (
S
n2N Rn) [ (
S
n;p2N
S
06 i6 2hxnp+3; xn+12p+ii) [
(
S
p2Nhx; x0pi). This graph is bridged and contains no innite simplices, but several of
its rays are not partly bounded. In particular the ray hw0; w1; : : :i, where w4n+i := xni for
06 i6 3, is not partly bounded since dG(w0; w4n+i) is equal to i if n = 0 and i< 3,
and to n + 2 otherwise. On the other hand, G is strongly dismantlable. For example
the sequence (v)6!2 , where v!p+n := xnp and v!2 := x, is a strongly dismantling enu-
meration of the vertices of G. Indeed, for =!p+ n, let = 0<   <n+1 =!2 be
such that, for 06 i<n, if i = !k + m then i+1 = !(bk=2c+ 3) + m− 1. Then, for
06 i<n, vi is dominated by vi+1 in the subgraph G[fv: i6 6!2g].
Notice that a strongly dismantlable graph contains no isometric ray [9, Corollary
2.7]. It is then natural to wonder if the converse, which is not true in general, holds
for bridged graph containing no innite simplices. More precisely:
Question 1: Let G be a connected bridged graph containing no isometric rays and no
innite simplices. Is G strongly dismantlable?
As for connected bridged graphs which contain innite simplices, some are strongly
dismantlable while others are not. In particular, as we will see below, there exist
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bounded such bridged graphs (whose rays are a fortiori all partly bounded) which
are not strongly dismantlable. To show this, we need the denition of cop-win graphs
that we will recall. Consider the following game, which is played on a given graph
G. There are two players, the cop and the robber. They move alternatively, start-
ing with the cop. Each player's rst move consists of choosing a vertex at which to
start. At each subsequent move a player may choose either to remain where he is or
to move to an adjacent vertex. The object of the game for the cop is to catch the
robber, that is, occupy the same vertex as him, and for the robber, to prevent this
from happening. The graphs on which the cop can always win are called cop-win by
Nowakowski and Winkler [7], who characterized them. In particular, they showed
that a nite graph is cop-win if and only if it is dismantlable. This result was
independently proved by Quillot [12]. Later we proved [9, Theorem 6.2] that any
strongly dismantlable graph is cop-win. The converse does not hold as we will see
below.
This last result and Theorem 3.3 imply that a connected bridged graph G whose
rays are all partly bounded and which contains no innite simplices is cop-win. This
theorem generalizes a result of Anstee and Farber [1] about nite bridged graphs.
Finally, Hahn et al. [6] showed that there exists a connected bridged (actually chordal)
graph G of diameter two, such that G − NG(u) contains innite simplices for every
vertex u, and which is not cop-win, hence not strongly dismantlable. This proves what
was stated above.
All examples we know of graphs which are cop-win but not strongly dismantlable
are not bridged. So we do not still know if a bridged graph which is cop-win, is also
strongly dismantlable. This gives rise to another question:
Question 2: Is every cop-win bridged graph strongly dismantlable?
To complete this section, we will give a simple example of a graph which is cop-win
but not strongly dismantlable. Let X = fxn: n2Ng, Y = fyn: n2Ng and fzg be three
disjoint sets of vertices. Let G be the graph such that V (G) :=X [ Y [ fzg and
E(G) :=
S
n2N(fxn; xn+1g[ fz; xng[ ffxn; ypg: p6 n6p+3g). This graph (note that
it is bounded but not bridged) is dismantlable. Any dismantling enumeration of the
vertices of G is more or less of the form (un)n6! with u2k=xk , u2k+1=yk and u!=z.
In such a sequence, un is dominated in G[fup: n6pg] by u2k+2 or u2k+4 according
as whether n= 2k or 2k + 1. But no vertex un, for n<!, is dominated by z = u! in
G[fup: n6pg]. Hence G is not strongly dismantlable since, for every n<!, there
is no nite sequence n = n0<   <nk = ! such that uni is dominated by uni+1 in
G[fup: ni6pg]. On the other hand G is cop-win. A winning strategy for the cop is
to choose z as its rst position. The robber has to choose a vertex yn since all xn's
are adjacent to z. Then the cop moves to xn+2, then successively to xn+1, xn, : : : The
robber is then forced to move backwards up to the vertex x0 where he will be caught
by the cop.
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4. Invariant subgraph properties
If G and H are two graphs, a map f: V (G) ! V (H) is a contraction if f pre-
serves or contracts the edges, i.e., if f(x) = f(y) or ff(x); f(y)g2E(H) whenever
fx; yg2E(G). A self-contraction f of G stabilizes (resp. strictly stabilizes) a sub-
graph H of G, or H is invariant (resp. strictly invariant) under f, if f(H)H (resp.
f(H) = H). A subset A of V (G) is invariant (resp. strictly invariant) under a self-
contraction f if the subgraph G[A] is.
In order to use some properties [9, Theorem 4.8] of strongly dismantlable graphs,
we will introduce a subclass of the class of strongly dismantlable graphs.
Denition 4.1. Let G be a graph. Put
D(G) := fx2V (G): x is strictly dominated in G by some y2V (G)g:
For an ordinal , we dene G() inductively as follows:
 G(0) :=G,
 G(+1) :=G() − D(G()),
 G() := T< G() if  is a limit ordinal.
The ordinal d(G) :=minf: G() = G(+1)g is called the depth of G, and the sub-
graph G(1) :=G(d(G)) the base of G. Finally, for x2V (G) the depth of x is
d(x) :=maxf: 6d(G) and x2V (G()g.
Denition 4.2. (i) A graph G is said to be retractable if, for every x2V (G), there
exists a nite sequence x0; : : : ; xn such that x0 = x, xn 2V (G(1)), d(xi)<d(xi+1) and
xi is strictly dominated by xi+1 in G(d(xi)) for every i with 06 i<n (see [9] for a
detailed study).
(ii) A graph G is said to be retract-collapsible if it is retractable and if G(1) is a
non empty simplex.
By [9, 2.4,3.2 and 3.11], retract-collapsible graphs are particular instances of strongly
dismantlable graphs.
Proposition 4.3. A graph G is retractable if it has one of the following properties:
(i) G contains no innite simplices and has a nite depth;
(ii) G contains no innite simplices and no induced rays.
Proof. (i) is Lemma 3.6 of [8]. Suppose now that G contains no innite simplices
and no induced rays, and assume that it is not retractable. Then, by Denition 4.2(i),
there exists a ray R= hx0; x1; : : :i with d(xn)<d(xn+1) and xn is strictly dominated by
xn+1 in G(d(xn)) for every n> 0.
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(a) Suppose that there is an n such that xn is adjacent to innitely many vertices
of R. Then there exists a strictly increasing sequence (ni)i2N of non-negative integers
with n0 = n, and such that xn is adjacent to xni for all i> 0. Now, since xn0 is strictly
dominated by xn0+1 in G
(d(xn0 )), the vertex xn0+1 is also adjacent to xni for all i 6= n0+1.
And analogously, xn0+2 is adjacent to xni for all i 6= n0+2. By induction we obtain that,
xn1 is adjacent to xni for all i 6=1, and more generally that, for all i2N, the vertex xni
is adjacent to all xnj's, j 6= i. Therefore, the subgraph of G induced by the xnj's is an
innite simplex, contrary to the hypothesis.
(b) By (a), every vertex of R is adjacent to only nitely many vertices of R. For
each n2N, denote by ’(n) the greatest integer p such that xn is adjacent to xp. Clearly
’(n)> n+1. Then hx0; x’(0); x’2(0); : : :i is an induced ray of G, which again contradicts
the hypothesis.
By Theorem 3.3, Proposition 4.3 and [9, Theorem 4.8], we obtain:
Theorem 4.4. Let G be a connected bridged graph which contains no innite simplices
and whose rays are all partly bounded. We have the following properties:
(i) For every self-contraction f of G there exists a vertex x of G such that
dG(x; f(x))6 1.
(ii) Every self-contraction of G strictly stabilizes a non empty nite simplex.
(iii) If in addition G has a nite depth or contains no induced rays; then G contains
a non empty simplex which is strictly invariant under every automorphism of G.
Note that, if a graph contains no induced rays, then each of its ray is partly bounded.
Indeed, if R is a ray which is not partly bounded, then, in particular, each vertex
of R is adjacent to only nitely many vertices of R. Hence, as in part (b) of the
proof of Proposition 4.3, we can construct an induced ray. Consequently, assertion (iii)
of Theorem 4.4 gives: A connected bridged graph G which contains neither innite
simplices nor induced rays contains a non empty simplex which is strictly invariant
under every automorphism of G.
In order to prove the following result we need two lemmas. First we will say that
a graph is interval-nite if all its intervals are nite.
Lemma 4.5. Any bridged graph containing no innite simplices is interval-nite.
Proof. Let G be a bridged graph. Suppose that it is not interval-nite, and let a and b
be two vertices of G whose interval IG(a; b) is innite and whose distance d :=dG(a; b)
is minimum with respect to this property. Due to this minimality there exists an innite
family (Wn)n2N of pairwise internally disjoint (a; b)-geodesics in G where, for every
n> 0, Wn = hxn0 ; : : : ; xndi is such that xn0 = a and xnd = b.
Consider two non-negative integers n and p. Then Cnp :=Wn [Wp is a cycle of G,
hence is well-bridged by Lemma 3.8. Since b is an antipode of a in Cnp, and since
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dG(a; b) = dCnp(a; b), the vertices x
n
1 and x
p
1 are adjacent. Therefore, the innite set
fxn1: n2Ng induces an innite simplex in G.
The proof of [11, Theorem 2.3] gives the following result:
Lemma 4.6. Let F be a commuting family of self-contractions of a connected;
interval-nite; rayless graph G. Then there exists an isometric subgraph H of G such
that the restriction of every f2F to V (H) is an automorphism of H .
Theorem 4.7. Let F be a commuting family of self-contractions of a connected ray-
less bridged graph G. Then there exists a non empty nite simplex which is strictly
invariant under every element of F.
Proof. By Lemma 4.5, G is interval-nite, hence, by Lemma 4.6, there exists an
isometric subgraph H of G such that the restriction of every f2F to V (H) is an
automorphism of H . The subgraph H is bridged, connected and rayless since it is
an isometric subgraph of G. Hence H is strongly dismantlable by Theorem 3.3.
Therefore, by Theorem 4.4(iii), H contains a non empty nite simplex which is strictly
invariant under every element of F.
5. Intersection theorems for families of convex sets
The Helly number h(G) of a graph G is the smallest cardinal such that any nite
family of h(G)-wise non-disjoint convex sets has a non empty intersection. This car-
dinal is clearly not smaller than the cardinality of any nite simplex of G, thus than
the supremum of the cardinalities of all simplices of G, the clique number !(G) of
G. Generalizing a result of Bandelt and Mulder [3] about the Helly number of nite
dismantlable graphs, we proved [10, Theorem 4.1] that h(G)=!(G) if G is a strongly
dismantlable graph such that !(G) is nite. We can then give an alternative proof of
a consequence to bridged graphs of a general result of Bandelt and Chepoi [2] for
weakly modular spaces. We recall that the convex hull co(A) of a set A of vertices of
a graph G is the smallest convex set of G containing A.
Proposition 5.1. Let G be a connected bridged graph such that !(G) is nite. Then
h(G) = !(G).
Proof. Assume that !(G)=: n. We have to prove that h(G)6 n. Let I be a set
of cardinality n, and (Ai)i2I a family of (n − 1)-wise non-disjoint convex sets in
G. Let C := fai: i2 Ig where ai 2
T
j2I Aj for every i2 I . For some i2 I , let
r :=maxj2I dG(ai; aj). The convexity of the ball BG(ai; r) implies that co(C)BG(ai; r)
since C BG(ai; r). Therefore, the subgraph H :=G[co(C)] is a connected bounded
bridged graph containing no innite simplices, since !(G) is nite. Thus, by
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Theorem 3.3, H is strongly dismantlable. Consequently, by [10, Theorem 4.1], h(H)=
!(H)6!(G) = n.
For every i2 I , put Bi :=Ai \ co(C). Then all Bi's are (n − 1)-wise non-disjoint
convex sets in H . Hence
T
i2I Bi 6= ; since h(H) = !(H)6 n. Therefore
T
i2I Ai 6= ;,
which proves the result.
The Helly number of a graph G is related to nite families of convex sets only, even
if G is innite. If one omits this condition of niteness by considering any family of
convex sets, nite or innite, then the equality h(G) =!(G) does not hold in general.
Take for example a ray R := hx0; x1; : : :i, which is evidently a bridged graph, and the
family (fxi: n6 ig)n> 0 of convex sets; then these sets are pairwise non-disjoint, but
have an empty intersection. A particular case of [10, Theorem 5.4] is that any family
of convex sets in a rayless strongly dismantlable graph G has a non empty intersection
if and only if each of its subfamilies of cardinality less than !(G) + 1 has a non
empty intersection. By Theorem 3.3, we can then state an immediate consequence of
this property.
Proposition 5.2. Let G be a connected rayless bridged graph. Then any family of
convex sets in G has a non empty intersection if and only if each of its subfamilies
of cardinality less than !(G) + 1 has a non empty intersection.
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