Abstract: Finding the appropriate weight for each criterion is one of the main points in
Introduction
Multiple attribute decision making (MADM) refers to making preference decisions (e.g., evaluation, prioritization, and selection) over the available alternatives that are characterized by multiple, usually conflicting, attributes. The structure of the alternative performance matrix is depicted in Table 1 , where x ij is the rating of alternative i with respect to criterion j and w j is the weight of criterion j (in this paper, we consider the case that the rating of alternative i with respect to criterion j is non-negative). usual entropy weight. In Section 3, by using α-level set, we will obtain interval weight for fuzzy MADM problem in different levels of confidence. We will also use the data of an empirical example for more explanation and showing the validation of the proposed method. The final section will be the conclusion.
Interval Shannon's Entropy

Method
As noted before, Shannon's entropy is a well known method in obtaining the weights for an MADM problem especially when obtaining a suitable weight based on the preferences and DM experiments are not possible. The original procedure of Shannon's entropy can be expressed in a series of steps: S1: Normalize the decision matrix. The raw data are normalized to eliminate anomalies with different measurement units and scales. This process transforms different scales and units among various criteria into common measurable units to allow for comparisons of different criteria. 
S2: Compute entropy
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as the degree of diversification.
S4:
as the degree of importance of attribute i. Now suppose that determining the exact value of the elements of decision matrix is difficult and, as a result, their values are considered as intervals. The structure of the alternative performance matrix in interval data case is expressed as shown in Table 2 When there is interval data, and considering the fact that the value of each alternative with respect to each criterion can change within a range and have different behaviors, it is logically better that weights change in different situations as well (note that here the DM knows that the exact/real value of a criterion is within its data interval and the probability of each point to be the exact value is the same-in other words, a uniform distribution of the interval data is assumed). Therefore, we try to extend Shannon's entropy for these interval data.
Proposed Approach
S'1:
The normalized values (the basic entropy weight). It means if all of the alternatives have deterministic data, then the interval entropy weight leads to the usual entropy weight. As a result, the entropy weight in the case of interval data as the proposed method is well defined, but if at least one of the numbers is interval, all weights will be in the interval form, even for the criteria with crisp data. The reason is that the final entropy weight is dependent on the degree of diversification ( i d ) of all criteria based upon the forth step of the entropy method
. So, if a criterion is in the interval form, its degree of diversification will be obtained in the interval form too. Therefore, the weight of crisp criteria will alter based on the alteration of the degree of diversification of an interval criterion in its interval degree of diversification.
Comparing interval weights
After determining the weights in interval form by using the proposed method, we must rank them. In other words, when considering two interval numbers; we want to know which one is "greater" or "smaller". Various methods can be found in the literature for ranking interval data, each of which is based on a certain theory (for example see [9] [10] [11] [12] [13] [14] ). In this paper we use Sengupta's approach [9] . As we know, interval data can be shown by their first and last points. But an interval number can be shown by its mid-point and its half-width. Sengupta's approach compares two intervals based upon those. Sengupta and Pal introduced the acceptability function to compare two interval numbers D and E as follows:
are the mid-points of interval numbers D and E,
are the half-width of D and E. ) ( Α may be interpreted as the ''first interval to be inferior to the second interval''. This procedure states that between two interval numbers with the same mid-point, the less uncertain interval will be the best choice for both of maximization and minimization purposes.
A numerical example
In this section, the steps of the proposed method are described with a simple example. Suppose that there is an MADM problem with six alternatives and four criteria. Data are presented in Table 3 . As we can see, the first criterion is in the crisp form whereas other criteria are intervals. We want to obtain a weight for each criterion by using the proposed approach. In Table 4 the normalized data are presented. In the first row of Table 5 , interval entropy of each criterion obtained in the second step (S'2) can be seen. The closer the entropy of a criterion to 1, the less important the criterion. In the second and the third rows of Table 5 , the degree of diversification and the weight of each criterion are mentioned. As can be seen, the corresponding weight to the first criterion, which is in the crisp form, is interval. As mentioned before, since other criteria have interval diversification, as their diversification change between intervals, the weight of the first criterion will change within an interval too. Finally we applied Sengupta approaches to rank the criteria. Mid-points and half-widths of interval weights that are used to obtain the final rank of each criterion by using the acceptability function can be seen in raw 4 and raw 5 of Table 5 . To determine the rank of criterion C1 for example, we use acceptability functions for intervals corresponding to C1 and C2, C1 and C3 and also C1 and C4. The obtained values are -0.9461898, -0.9729971 and 0.35378407, respectively. We see that the rank of C1 is just better than the rank of C4. Therefore, C1 locates at rank 3. Other criteria can be ranked in the same way. For problems with more complexity, with a small program (for example Excel) we can determine the rank of each criterion. In the last row of Table 5 , the rank of each criterion can be seen. 
Fuzzy Shannon's Entropy
Fuzzy Shannon's entropy based on α -level sets
In real decision making problem, a lot for data happens to be of fuzzy type. The structure of the alternative performance matrix in fuzzy data case is expressed as shown in Table 6 , where ij x is the rating of alternative i with respect to criterion j, and j w is the weight of criterion j: Table 6 . Structure of the alternative performance in the case of fuzzy data. In the case where all fuzzy data are expressed in triangular and trapezoidal fuzzy numbers, several approaches have been proposed to deal with the fuzzy data. Fuzzy data will be transformed into interval data in this paper by using the α-level sets.
Definition (α-level sets). The α-level set of a fuzzy variable ij x is defined by a set of elements that belong to the fuzzy variable ij x with membership of at least α i.e., ( ) 
The α-level set can also be expressed in the following interval form: In what follows, we find the weights for the criteria of a real MADM problem.
Empirical example
Consider Table 7 in which there are seven alternatives and 16 criteria. Data are taken from [15] . Data are fuzzy triangular numbers in the form of (a,b,c), where the first, second and third components display the left, center and right side of the related numbers. We used the proposed method for five level sets, 0.1, 0.3, 0.5, 0.7 and 0.9. The obtained weights and the corresponding rank of each criterion for different α-level sets are presented in Table 8 . As can be seen in Table 8 , the rankings under different α-levels might be quite different. In this situation, the overall ranking cannot be easily observed. In order to generate an overall ranking, choosing a trade-off between the precision and the confidence is suggested. A higher α means precision of the interval chosen and a lower α means a higher confidence in the result. A risk-averse assessor or DM might choose a high alpha because of strong dislike of uncertainty (fuzziness), while a risk-taking assessor or DM might prefer a low alpha because of seeking risk. In addition, weighted averaging of the interval weights by using alpha as weight is suggested. After obtaining the weighted average, ranks can be obtained by different approaches, for example Sengupta approach. 
Conclusions
There are several methods for obtaining the weights of criteria of an MADM problem, one of which is the entropy method. When data are nondeterministic, like interval data, the method must be modified to show the correct result. In this research we extended Shannon's entropy method for interval data. The new method for obtaining weights yields the interval weight for each criterion, and in the end we show that when data is deterministic, our method is the same as the conventional methods. Also by using α-level method, we obtained weights for criteria in the case of fuzzy data. In this paper we did not consider outlier numbers. Investigation of robustness of the method when some outliers are present in data will be considered in future works.
