We obtain a lower bound for the coarse Ricci curvature of continuous time pure jump Markov processes, with an emphasis on interacting particle systems. Applications to several models are provided, with a detailed study of the herd behavior of a simple model of interacting agents.
Introduction
Let (E , d ) be a Polish space. Fix N ≥ 1 and consider a continuous time pure jump particle system of N particles (X t ) t ≥0 = (X 1 t , . . . , X N t ) t ≥0 evolving in E N . We assume that the process is non-explosive and that its infinitesimal generator L is given, for allx = (x 1 , . . . , We recall that the coarse Ricci curvature of the continuous-time Markov process X is the largest constant σ satisfying, for all t ≥ 0, W d P(X t ∈ · |X 0 =x), P(X t ∈ · |X 0 =ȳ) ≤ e −σt d (x,ȳ), ∀x,ȳ ∈ E N , where W d denotes the Wasserstein distance (see Section 2 for references and details). A lower bound on σ provides a measure of the instantaneous convergence rate to a unique stationary distribution (see for instance [12] ). It also entails spectral gap inequalities and concentration inequalities (see [36, 31, 29, 30, 47, 48, 21] ).
In Section 2.4, as a first application of our main result, we provide a general lower bound for the coarse Ricci curvature of simple (N = 1) continuous time pure jump processes. The time-continuous version of the coarse Ricci curvature has often been considered not practical because of the lack of general and practical lower bounds, see [36] and [15] , contrarily to the discrete time case. The computation of our lower bound mainly requires the computation of a Wasserstein distance between measures, similarly to the discrete time case. We refer the reader to [1] for a different approach based on Kantorovich potentials. In Example 2, we consider the case where d is the discrete distance and where the jump measures admit a density with respect to a common non-negative measure on E . In Example 3, we check that the lower bound provided by our main result in the case of birth and death processes is in fact equal to the coarse Ricci curvature, as computed explicitely in [12, 30] . This entails that, at least in some simple cases, this lower bound is sharp. We also show in Example 4 how to compute non trivial lower bounds for the coarse Ricci curvature of a modified birth and death process, using our result and a slight extension of Vallender's Theorem [44] for the computation of the Wasserstein distance between probability measures on the real line (see Lemma 2.6) .
In Section 3, we study a simple model of interacting agents whose individual behavior is influenced in a non-linear way by the behavior of the other agents: each agent wanders randomly in a complete graph and also changes its position to a new one, depending on a function of the number of agents in this position. This dynamic is modeled by a system of N particles evolving in the complete finite graph E of size #E ≥ 2: we assume that there exist T > 0 and a function f : [0, 1] → R + such that any agent jumps from state x to y ∈ E with the following rate In this model, T is the temperature of the system and f is a preference function. For instance, with an increasing function f with high convexity, the agents will give higher preferences to positions that are already favored by many other agents; with a larger temperature T , the agents act more independently. Our aim is to determine characteristics of f and values of T for which a herd behavior occurs or not in this model. By a herd behavior, we mean a meta-stable state of the whole particle system where a majority of the agents share the same position for a long time. Note that this model can be written in the settings of the present paper, by setting, for all x, y ∈ E andx ∈ E N ,
The existence of the phase without herd behavior is obtained using the results of Section 2, while the existence of the phase with herd behavior is proved using large deviation results obtained in [23, 24] . In Section 4, lower bounds of the coarse Ricci curvature for several models are obtained: we consider zero range dynamics in Subsection 4.1, Fleming-Viot type systems and some natural extensions in Subsection 4.2, birth and death processes in mean-field type interaction in Subsection 4.3 and system of particles whose jump measures admit a density with respect to the Lebesgue measure or the counting measure in Subsection 4.4.
Definitions and main result

Definitions and reminders about the Wasserstein distance
Fix N ≥ 1 and consider the Polish space (E
denotes the set of probability measures (respectively of non-negative finite measures) µ on E N such that, for some (and hence for all)
where the infimum is taken over all probability measures π on [13] ). The Wasserstein distance is also referred to as the Kantorovich metric (which one may consider a more suitable name given the historical precedence [46] ) and is a particular instance of the Kantorovic-Rubistein norm (with d replaced by a suitable cost function and π taken in the set of mea- [39, Chapter 6] for relations between the different types of norms).
The Wasserstein distance can also be easily extended to positive measures with the same mass: for all α > 0 and any probability measures µ, ν on E N , we set Given a continuous time Markov process (X t ) t ≥0 evolving in E N , the coarse Ricci curvature ofX (as coined by Ollivier [36] , see also [29] and [30, Remark 2.3] where this quantity is called the Wasserstein curvature) is the largest constant σ ∈ [−∞, +∞] satisfying, for all t ≥ 0,
In the discrete time setting, we refer the reader to [53, Theorem 2.1 and Lemma 2.1] for a first use of this concept in a general setting and to [36] for a systematic study. If σ is positive, then the completeness of
and that, for all t ≥ 0 and any initial distribution µ ∈ P d (E N ),
Note that this concept is closely related to the optimal coupling theory developed by Chen (see for instance [12, 14] ). Several implications of this notion have been proved in [29, 30] , where Joulin obtains Poisson type deviation inequalities for jump type processes. We also refer the reader to [9, Section 3.2] for a link between coarse Ricci curvature and functional inequalities. For general state space processes and for diffusion processes, we refer the reader to the works of Veysseire, where a systematic study of the coarse Ricci curvature has been conducted (see [47, 48] ) with nice implications on concentration inequalities and spectral gap estimates. Let us also mention that estimates on the coarse Ricci curvature of a continuous time process immediately provides estimates for the curvature of its discrete time included Markov chain, which also implies several interesting properties (see the works of Ollivier [36, 37] and references therein).
Estimates on the coarse Ricci curvature can be obtained using the coupling of Markov processes. Let L be the infinitesimal generator ofX . We recall (see [13, Definition 5.12] ) that a coupling operator L c of L is an operator acting on functions f :
Since L is the infinitesimal generator of a pure jump non-explosive process (see [14, Chapter 2] ), any coupling operator L c is also non-explosive and L c d (x,ȳ) is well defined for allx,ȳ ∈ E N . A common way to prove that the coarse Ricci curvature of a pure jump Markov process is bounded below by a constant c ∈ R is to prove that there exists a coupling oper-
Indeed, standard localization arguments and Dynkin's formula entail that, for a Markov process (Ȳ ,Z ) with generator L c satisfying the above inequality,
Now, since the law of P((Ȳ t ,Z t ) ∈ · |Ȳ 0 =ȳ,Z 0 =z) is a coupling measure for P(X t ∈ · |X 0 =ȳ) and P(X t ∈ · |X 0 =z), we deduce that, for allȳ,
and hence that the coarse Ricci curvature ofX is bounded below by c. Remark 1. The above strategy also applies to Markov processes that are not of pure jump types. However, it is usually far more intricate (or simply wrong, for instance in cases where d (·, ·) is not smooth enough) to prove that L c d is well defined. However, this can be done in several situations. For diffusion processes, we refer the reader to [16] and to [51, Corollary 1.4] for necessary and sufficient conditions in the case where the drift derives from a potential. We also refer the reader to [25, 26] with an introduction to parallel coupling and the construction of ad hoc distances on the state space. Computation of the coarse Ricci curvature for diffusion processes on manifold has also been studied by Veysseire [48] . For piecewise deterministic processes, we refer the reader to [17, Lemma 5.2] and [10, Theorem 2.3] . Original coupling approaches are also provided in [35, 34, 7] .
Main result
We introduce the family of functions (J 
In particular, the coarse Ricci curvature σ of the process (X t ) t ≥0 satisfies 
where e i is the i 
Note that n i can be constructed as a measurable function of (
is the infinitesimal generator of a pure jump process. Let us first check that L c is a coupling operator for L . We have, for any bounded measurable function f :
for allx,ȳ ∈ E N . For each couple x i , y i ∈ E , we observe that the integral with respect to the first marginal of n i x i ,y i ,x,ȳ is equal to the integral with respect to
By symmetry of the roles ofx andȳ, we deduce that L c is indeed a coupling operator for L . Now our aim is to prove that, for allx,
which will conclude the proof of Theorem 2.1. We have
where, by definition of n
and hence, using equality (2.3), 
,
of L + L . Two difficulties arise : first, one needs to ensure that this coupling operator defines a proper Markov process; second, that it is possible to apply this coupling operator to d . Since it is more intricate to check these properties for general Markov processes, we mainly restrict our attention to the case of pure jump type infinitesimal generators. However, the method used here and in the particular examples of the next sections can be adapted to these situations, as in the following example. 
where b > 0 is a constant and L is the pure jump type infinitesimal generator of the introduction. This is the generator of a system of N particles evolving as independent Ornstein Uhlenbeck processes between their jumps (several properties of similar processes with jumps are investigated in [52] ). The jumps occur with respect to a jump measure which depends on the position of the whole system. Now, consider the following coupling generator
where
is the basic coupling (also called the parallel coupling) for Ornstein Uhlenbeck processes (see for instance [16, Example 2.5]), which satisfies, for all
is the coupling for L obtained from Theorem 2.1. Hence if σ is the lower bound provided by Theorem 2.1 for the coarse Ricci curvature of the pure jump part, then
so that the coarse Ricci curvature of the process generated by H is bounded below by b + σ.
Some properties of J x,y d
One of the difficulties of the continuous time setting is that the jump measures do not, in general, share the same mass, contrarily to the discrete time case, where one can use the standard Wasserstein distance to compare transition probabilities [36] . In the definition of J
x,y d
, the quantity W d (m 1 +m 2 (E )δ x , m 2 +m 1 (E )δ y ) is used to compare measures with different masses. However, this is clearly not a proper distance between non-negative measures since this quantity is equal to zero for all couple m 1 , m 2 such that m 1 ∈ R + .δ y and m 2 ∈ R + .δ x . Proper generalizations of the Wasserstein distance exist in the literature (such as the flat metric [22] or the generalized W 1, 1 1 Wasserstein distance [38] ), but are not directly relevant in our context. Fix x, y ∈ E . The aim of this section is to provide some properties of J x,y d , which will be useful to derive upper bounds and hence to apply Theorem 2.1.
Proposition 2.2. For all m
Proof. Equality (2.4) is an immediate consequence of the definition of J x,y d and of (2.2).
Let π 1 and π 2 be two coupling measures realizing the minimum in the definition of W d (m 1 +m 2 (E )δ x , m 2 +m 1 (E )δ y ) and of W d (n 1 +n 2 (E )δ x , n 2 +n 1 (E )δ y ) respectively. Then π 1 + π 2 is a coupling measure for m 1 + n 1 + (m 2 (E ) + n 2 (E ))δ x and m 2 + n 2 + (m 1 (E ) + n 1 (E ))δ y , so that
The following inequality is in general a crude estimate, but it is in some cases useful and sharp (as in Example 3).
Proposition 2.3. We have, for all m
Proof. Since m 1 ⊗δ y +δ x ⊗m 2 is a coupling measure for m 1 +m 2 (E )δ x and m 2 + m 1 (E )δ y , we have
Subtracting (m 1 (E ) + m 2 (E ))d (x, y), one obtains the desired inequality.
The following property implies in particular that, if m 1 and m 2 are two probability measures, then J Let us now prove the converse inequality. Let a and b be two real numbers such that m 1 + aδ x and m 2 + bδ y are non-negative measures on E with equal mass and denote by π a coupling which realizes the minimum in the definition of
If a < m 2 (E ) (and hence b < m 1 (E )), then π +(m 2 (E )− a)δ x ⊗δ y is a coupling measure for m 1 + m 2 (E )δ x and m 2 + m 1 (E )δ y , so that
y is a non-negative measure and it is a coupling measure for m 1 + m 2 (E )δ x and m 2 + m 1 (E )δ y . Since it is a restriction of π and since optimality is inherited by restriction (see [49, Theorem 4.6] ), it is an optimal coupling for its marginals. We deduce that
Subtracting (m 1 (E ) + m 2 (E ))d (x, y) on both sides concludes the proof.
The particular case
In this section, we state our result in the simpler case N = 1. The following corollary is an immediate consequence of Theorem 2.1.
Corollary 2.5. Let L be the infinitesimal generator of a pure jump non-explosive Markov process on E defined, for any bounded measurable function f
where (q(x, d u)) x∈E is a jump kernel of finite non-negative measures. Then the coarse Ricci curvature σ of the Markov process generated by L satisfies
In Example 2, we apply Corollary 2.5 to the case where d is the discrete measure d (x, y) = ½ x =y and q(x, ·) admits a density α(x, y) with respect to a common non-negative measure ζ on E . In Example 3, we show that the lower bound obtained in Corollary 2.5 is in fact equal to the coarse Ricci curvature in the case of birth and death processes. In a second example, we compute a lower bound for a modified version of birth and death processes, using a slight extension of a lemma by Vallender in order to compute the Wasserstein distance between probability measures on the real line.
Example 2. In this example, d is the discrete distance on E . Assume that there exist a non-negative measure ζ on E and a measurable function α :
Without loss of generality, we assume that α(x, x) = 0 for all x ∈ E . Then, using the fact that the Wasserstein distance is one half of the total variation distance, we obtain, for all x = y ∈ E ,
where we used the fact that
Rearranging the terms, we obtain
In particular, the coarse Ricci curvature σ of the process satisfies 
We also assume that the distance d is given by
where (u k ) k≥0 is a sequence of positive numbers. Using Proposition 2.3, we obtain, for all x ≤ y − 1,
with the convention u −1 = 0. Hence Corollary 2.5 entails that the coarse Ricci curvature σ of the process satisfies
In [12] , [30] and [9] , it is shown that there is equality in the above equation. This implies that, at least in some cases, Corollary 2.5 and hence Theorem 2.1 are sharp. Note that, in this case, Proposition 2.3 provides an explicit expression for the quantity J Example 4. The choice of the classical coupling (i.e. the use of Proposition 2.3) in the previous example was judicious because the measures involved for a birth and death process are stochastically ordered : the jumps measures q(x, ·) are such that q(x, ·) + m 2 (E )δ x is always dominated by q(y, ·) + m 1 (E )δ y for x ≤ y, so that an optimal coupling between the measures involved is obtained by the classical coupling (this also explains why, in [30, Theorem 4.3] for instance, the classical coupling is sufficient to recover the exact coarse Ricci curvature). This is not the case in the present example. We assume that
In this case, a similar computation as above shows that, for x ≤ y − 2,
Using the same method (which relies on Proposition 2.3) in the case x = y − 1 would lead to the following bound
Instead, we use Lemma 2.6 below to obtain, when x = y − 1,
and hence
Note that this quantity is always strictly smaller than the bound obtained using Proposition 2.3 (which corresponds to the classical coupling). We deduce that the coarse Ricci curvature of the process satisfies
Lemma 2.6 allowed us to provide a computable bound for the coarse Ricci curvature. This method can be easily generalized to other jump measures on the real line and, although the coupling operator realizing this bound might be quite difficult to build explicitly, our result shows that such a coupling operator indeed exists.
The following lemma, which is a slight extension of [44] , can be useful to compute the Wasserstein distance between laws on the real line when the distance is similar to the one of the two previous examples. Note that in this statement, we define W d (m 1 , m 2 ) as the infimum in (2.1), although d might not be a distance in general. Of course, this result immediately extends to arbitrary nonnegative measures m 1 and m 2 sharing the same mass. 
(U ) where
It is well known that the laws of X 1 and X 2 are m 1 and m 2 respectively. We consider the left-continuous non-decreasing function f : x → µ(−∞, x) and define the random variables Y 1 = f (X 1 ) and Y 2 = f (X 2 ). We denote by G 1 and G 2 their respective cumulative distribution functions, and our first aim is to prove (in Step 1) that
We conclude the proof of the lemma in Step 2, using a well known explicit expression for the Wasserstein distance between the laws of Y 1 and Y 2 when the underlying distance if the euclidean one.
Step 1. Fix p ∈ (0, 1) and i ∈ {1, 2} and let us prove that G
We set
Since p > 0, there exists x ∈ R such that f (x) ≤ y 0 , and, since f is left continuous and non-decreasing, we deduce that there exists x 0 ∈ R which is the largest number such that f (x 0 ) ≤ y 0 . Since, by definition of x 0 , for all x ∈ R, f (x) ∉ ( f (x 0 ), y 0 ], we also observe that
The definition of x 0 also entails that, for all z ∈ R, f (z) ≤ y 0 ⇔ z ≤ x 0 . As a consequence,
This concludes Step 1 of the proof.
Step 2. Let us now conclude the proof of the lemma.
Denoting by | · | the euclidean distance on R and by W |·| the corresponding Wasserstein distance, we obtain using [44] (see also the Addendum by the same author in 1980 and references therein, see also [19] for an anterior look at the problem) that
since Y 1 ≥ 0 and Y 2 ≥ 0 almost surely. But, setting g : y → max{x ∈ R, f (x) ≤ y}, we have, for all y ∈ R + and i ∈ {1, 2},
In order to verify the last equality, one simply checks that, for all t ∈ R, the integral of the function x → ½ x<t with respect to the measure
On the one hand, we deduce from (2.7) that
On the other hand, for any coupling (X 
) is a coupling with the same marginal laws as Y 1 and Y 2 . As a consequence, X 2 ) ).
This and Equation (2.7) entail that
and that the law of (X 1 , X 2 ) realizes the minimum in the definition of W d (m 1 , m 2 ).
A model of interacting agents
In this section, the set E is the complete graph of size #E ≥ 3 endowed with the distance d (x, y) = ½ x =y . In particular, the Wasserstein distance associated to d equals half the total variation distance.
Fix N ≥ 2 and consider the particle system described in the introduction, where each particle represents an agent's choice in the complete graph E . We recall that this model can be written in the settings of Theorem 2.1, by setting, for all x, y ∈ E ,
where f : [0, 1] → R + is a non-negative function and T is a fixed constant (called the temperature of the system). Note that this process is exponentially ergodic, and that the marginal of its empirical stationary distribution is the uniform probability measure on E (this is an immediate consequence of the symmetry of the state space and of the dynamic of the particles).
The following results are proved at the end of this section. In this first proposition, we assume that f is Lipschitz and provide a coarse Ricci curvature's lower bound that does not depend on N .
Proposition 3.1. Assume that f is a Lipschitz function and define the Lipschitz constant of f as f Li
Then the coarse Ricci curvature σ of the particle system described above satisfies
where the infimum is taken over the probability measures µ on E . Moreover, if f is monotone, then
In the next proposition, we assume that f is a non-decreasing strictly convex function and show that, for small values of T , the process exhibits a meta-stable state, so that the agents have a herd behavior for large values of N : if all the agents start with the same choice x ∈ E , then, during a time of order exp(c N ), for some constant c > 0, x is favored by the majority of the agents. Note that this is true despite the fact that, during this very same interval of time, the vast majority of the agents have changed their choices at multiple times.
Proposition 3.2. Assume that f is a strictly convex function such that f
and set
If the temperature is sufficiently small, namely if
then there exists a positive constant δ > 0 such that, for all x ∈ E ,
uniformly in t ≥ 0 and where
In order to check that m * > 0 in the above result, one simply uses the fact that f is strictly convex with f (0) = 0, so that, for all z ∈ (1/2, 1),
Example 5. Assume that f is an affine function : f (x) = ax +b for some a ∈ R and b ≥ 0 such that a+b ≥ 0. Then f is Lipschitz with f Li p = |a| and x∈E f (µ(x)) = a + b #E for any probability measure µ on E . Hence Proposition 3.1 implies that the Wasserstein curvature of the process is bounded below by T +b #E +a − 1 2 |a|. In particular, it is positive since
and hence the system of agents does not exhibit a herd behavior.
Then f Li p = 2 and
Moreover,
and
Hence we deduce from Proposition 3.1 and Proposition 3.2 that
• if T > 1 − 1/#E , then the Wasserstein curvature of the particle system is positive (bounded below by T − 1 + 1/#E ) and the system of agents does not exhibits a herd behavior;
• if 0 ≤ T < 2 #E /((3 12 + 6)#E − 6 12), then the system of agents exhibits a herd behavior. 
In both expressions, we have
and hence, since d (x i , y i ) = 1 in the case x i = y i and d (x i , y i ) = 0 in the case x i = y i , we deduce that
We deduce that 
which, as above, allows to conclude the proof of the second part of Proposition 3.1.
Proof of Proposition 3.2.
The particle system is a mean-field particle system and hence his empirical measure process, defined as
is a Markov process evolving in the simplex of R #E . Denote by (µ t ) t ≥0 the solution to the ODE
with L µ defined as the following operator acting on functions h :
Then (µ N t ) t ≥0 satisfies the following upper bound large deviation principle proved in [23] , where we use the fact that the state space is compact (we also refer the reader to the more recent [24] for more general mean-field interactions with multiple particles jumps) : for any closed set F ∈ D([0, t ], R #E ), and all η > 0, there exists N η ≥ 2 such that, for all n ≥ N η ,
or if ϕ is not absolutely continuous, and, otherwise,
with ℓ defined as
In the following, we choose t = 1 in the definition of I µ N 0 .
Step 1: Our first aim is to prove that there exists a constant C ≥ 1 such that
where · denotes the Euclidean norm. The main difficulty is that we require C to be independent of µ. Otherwise, the property would be directly obtained from the fact that l µ, ν is strictly convex in its second variable, which is a consequence of [ 
where C ≥ 1 is a constant that does not depend on µ, ν nor α. If ζ ≤ 2C , then
. If ζ ≥ 2C , then one can choose α = ζ/ ζ and obtain ℓ µ, ν ≥ −C + ζ . Finally, we deduce that (3.3) holds true.
Step 2: Our aim is to prove that there exists ε
]. Let µ be a probability measure on E such that µ(x) = z * + ε for some ε > 0. We have
Since f is convex with f (0) = 0, we have
Now, since the right hand side of the above term is continuous in ε and strictly positive when ε = 0 (by assumption on T ), we conclude that there exists two positive constants ε * andε such that the above term is larger thanε for all ε ∈ [0, ε * ]. Since one can assume without loss of generality thatε ≤ ε * /2, this concludes Step 2.
Step 3: Let µ 
for some constant δ > 0.
Consider ϕ satisfying the above property. If ϕ(x) = µ N 0 (x) or if ϕ is not absolutely continuous, then I µ and, for all integer t ≥ 1,
Hence, for all t > 0,
Since η can be chosen arbitrarily small uniformly in t , taking the logarithm allow us to conclude the proof of Proposition 3.2.
Application to other models
In this Section, we compute a lower bound for the coarse Ricci curvature of different interacting particle systems. In Subsection 4.1, we consider zero range dynamics. In Subsection 4.2, we study the case of Fleming-Viot type systems and some natural extensions. In Subsection 4.3, we consider birth and death processes in mean-field type interaction. Finally, we conclude in Subsection 4.4 with systems of particles whose jump measures admit a density with respect to the Lebesgue measure or the counting measure (we consider exponential laws on R, Gaussian measures on R d or finitely supported discrete measures on N). For the sake of clarity, we chose F = F i independent of i , but the approach and most computations remain unchanged in the dependent case.
Zero range dynamics
Let E be a finite set of size #E ≥ 2 and let d be the discrete distance defined by d (x, y) = ½ x =y for all x, y ∈ E . Let (P x y ) x,y∈E be a stochastic matrix and consider a particle system whose infinitesimal generator is given by
where, for all x ∈ E , c x : E N → R + is a non-negative function. The particles of this system jump with respect to the transition probability P x at a rate c x i (x).
When c x (x) only depends on x and on the number of components ofx equal to x (i.e. N i =1 ½ x i =x ), this is a zero range dynamic, since the jump rate and distribution only depend on the number of particle that are at the same site. When c x (x) does only depend on x, the jump distribution of a particle in x is P x and it only depends on the position of the particle.
In the following corollary, for all x, y ∈ E , θ P (x, y) is the coarse Ricci curvature (in discrete time) of the transition probability matrix P along (x y), in the sense of [36, Definition 3] :
When d is the discrete distance, θ P (x, y) is thus equal to 1 − 1 2 P x − P y T V . We refer the reader to [36, 37] , where the author provides general properties and explicit bounds of θ P for several choices of P . 
. Remark 4. In the above corollary, we consider the coarse Ricci curvature σ of the particle system. One might also be interested in mixing properties of the empirical measure of the particle system, when the empirical measure is also a Markov process. One checks that σ provides a lower bound for the coarse Ricci curvature of the empirical measure dynamic. Specific tools can also be used to study the mixing properties of the empirical measure dynamic, as in [6] , where P x is the uniform measure on E for all x ∈ E and c x (x) only depends on
In this case, the authors study the entropy dissipation for the empirical measure under mild assumptions and obtain mixing properties under a different set of assumptions.
Proof. With the notation of Theorem 2.1, the jump measures of this interacting particle system are
Using properties (2.5) and (2.4), we obtain for all x, y ∈ E andx,ȳ ∈ E N such that
As a consequence, for allx,
This and Theorem 2.1 allow us to conclude the proof.
Some simple variants of Fleming-Viot type systems
Assume that the distance d is bounded by d ∞ over E × E . We consider the situation where there exist a measurable function β : E → R + and a Markovian kernel (P x ) x∈E such that
3)
is the empirical distribution ofx. In opposition to the zero range dynamics of the previous subsection, the jump rate of a particle only depends on its position and its jump measure depend on the whole position of the system. Note that, in the case where P x = δ x for all x ∈ E , we recover the FlemingViot type system introduced in [4, 20] and whose coarse Ricci curvature with respect to the discrete distance d (x, y) = ½ x =y has been studied in [18] (see also [2, 20, 28, 5, 50] for general properties).
Setting θ * = inf x =y∈E θ P (x, y) ∈ [0, 1], where θ P (x, y) is the discrete time coarse Ricci curvature of P (see Subsection 4.1), we have, for all x, y ∈ E such that
This and Theorem 2.1 entails the following corollary. [45] ). In this case, there exist a function η : N → R + and a constant λ 0 > 0 such that
for all x ≥ 1 (λ 0 and η are the first eigenvalue and the corresponding eigenfunction for the infinitesimal generator of the birth and death process killed when it reaches 0, see [11] where the definition of η clearly implies that it is increasing for birth and death processes).
Let us choose the geodesic distance d on N defined by
and deduce from the computations of Example 3 that the coarse Ricci curvature σ of the particle system satisfies
Consider now the Fleming-Viot type system case, i.e. P x = δ x . In this case, we have θ P = 0, so that
In particular, since this bound does not depend on N and because of the convergence result of [50] , one can deduce that, if c < λ 0 η(1)/ η ∞ , then the coarse Ricci curvature is positive, uniformly in N ≥ 2. As a consequence, a birth and death process with birth and death rates (b x ) x∈N and (d x ) x∈N and absorption rate c½ x=0 , converges exponentially fast and instantaneously toward its unique quasi-stationary distribution, conditionally on non absorption (the details are the same as in [18] , where the total variation norm case is considered).
Example 9. In this example, we consider a piecewise deterministic Markov pro-
and the distance
Each particle in this process evolves following the deterministic dynamic d x t = −x 2 t d t and undergoes jumps of size +1 at rate 1, and jumps with respect to µx P at rate β(x i ). Then, considering the coupling operator
where L c is the coupling generator obtain from Theorem 2.1 for the jump measures F (x,x, d z) = δ x+1 + β(x)µxP and which satisfies (following the above calculations)
We finally deduce that
which entails that
Note that, if β is small enough and smooth enough, this provide a positive lower bound for the coarse Ricci curvature, which does not depend on N . In particular, applying this result to the Fleming-Viot type case and using the convergence result [50] , i.e. P x = δ x , letting N → +∞ and interpreting β as a killing rate, one easily obtains new contraction results in W d for the conditional distribution of this PDMP and also new existence/uniqueness results for the quasi-stationary distribution of this PDMP.
Birth and death processes in mean field type interaction
In [43] , the author studies, among other things, the coarse Ricci curvature of a system of particles evolving as birth and death processes whose birth and death rates depend on the norm of the whole system, with d (x, y) = |x − y|. Similarly as in the cited article, we make use of the notation d x + q − (x,x) for the death rate and b x + q + (x,x) for the birth rate (q − and q + are allowed to depend on the position of the whole system in our case). Using the notation of Theorem 2.1, this means that
The same calculus as in Example 3 (with u k = 1 for all k) shows that, for all x, y ∈ N andx,ȳ ∈ N N , we have, if x < y and x = y respectively,
Hence, if there exist some constants a ∈ R and b > 0 such that
and such that
then, by Theorem 2.1, the coarse Ricci curvature σ of the particle system satisfies
In the particular case of the assumptions and notation of [43, Theorem 1.1], we can take a = −λ + α and b = α, so that σ ≥ λ − 2α and we recover the result of the cited paper. Note that we did not need to explicitly describe a coupling in order to obtain this bound and to slightly relax the assumptions of [43] . Also, this approach can be easily extended to other processes as in Example 4 for instance.
System of particles with absolutely continuous jump measures
In this section, we assume that E = R n , n ≥ 1, endowed with the Euclidean distance and we assume that there exist a probability measure ζ ∈ M d (E ) and two measurable functions α : E × E N × E → R + and β : E × E N → R + such that, for all
is the density of a probability measure with respect to ζ and such that
or equivalently that
For the sake of clarity, we assume that F i does not depend on i (and we will set F := F i in the rest of this subsection). However, most of the calculations considered in this section can be worked out in the general case.
The following lemma will be used together with Theorem 2.1 in order to compute a lower bound for the coarse Ricci curvature of such interacting particle systems. This is particularly interesting if one knows how to find bounds for the first moment of any probability of type α(x,x, z)ζ(d z) and for the Wasserstein distance between any probability distributions of the same type. This is the case for instance if the α(x,x, z)ζ(d z) are exponential laws (see Example 10), Gaussian measures (see Example 11) or finitely supported discrete measures on N (see Example 12) . 
Proof. For all x,x, y,ȳ such that β(x,x) ≥ β(y,ȳ), we obtain from (2.6), (2.5) and (2.4) that Remark 7. Lemma 4.3 is general but usually not sharp, since we used a crude upper bound in (4.4) and (4.5). For instance, the case studied in Subsection 4.3 enters the settings of Lemma 4.3, but we obtain a better bound using a precise computation of the Wasserstein distance between measures with only three atoms. However, in the general case, the computation of the Wasserstein distance between two discrete probability measures with finite support is a difficult task.
Example 10. In this example, we consider a process evolving in R with exponential jump measures α (in particular, the jumps are almost surely positive). More precisely, we assume that α(x,x, z)ζ(d z) = ½ z>0 λ(x,x)e −λ(x,x)z λ(d z), where λ(x,x) is a positive measurable function of x andx. We also assume that β(x,x) and λ(x,x) are anti-monotone (the larger β(x,x), the smaller λ(x,x) ).
Using [44] , we obtain Example 11. We consider a process evolving in R n with Gaussian jump measures. More precisely, we assume that α(x,x, z)σ(d z) is the law of a centered Gaussian vector with covariance matrix Σ(x,x). For simplicity, we assume that the matrices Σ(x,x), x ∈ E ,x ∈ E N all belong to a same commutative family of matrices.
In this case, the W 2 -Wasserstein distance between the probability measures α(x,x, z)σ(d z) and α(y,ȳ, z)σ(d z) is bounded above (see [27, 32, 41, 42] and [8] for a pedagogical account) by Tr(Σ(x,x) + Σ(y,ȳ) − 2(Σ(x,x) 1/2 Σ(y,ȳ)Σ(x,x) 1/2 ) 1/2 ).
In particular, since the W 2 distance dominates the W d distance (this is an easy application of Hölder's inequality) and using the commutation of the product Hence, using [44] , we obtain 
