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Abstract
This paper discusses the approximation by a class of so called exponential-
type multiplier operators. It is proved that such operators form a strongly con-
tinuous semigroup of contraction operators of class (C0), from which the equiv-
alence between approximation for these operators and K-functionals introduced
by the operators is given. As examples, the constructed r-th Boolean of gener-
alized spherical Abel-Poisson operator and r-th Boolean of generalized spherical
Weierstrass operator denoted by ⊕rV γt and ⊕
rWκt separately (r is any positive
integer, 0 < γ, κ ≤ 1 and t > 0) satisfy that ‖ ⊕r V γt f − f‖X ≈ ω
rγ(f, t1/γ)X
and ‖ ⊕r Wκt f − f‖X ≈ ω
2rγ(f, t1/(2κ))X , for all f ∈ X , where X is a Banach
space of continuous functions or Lp-integrable functions (1 ≤ p < ∞) and ‖ · ‖X
is the norm on X and ωs(f, t)X is the moduli of smoothness of degree s > 0 for
f ∈ X . The saturation order and saturation class of the regular exponential-type
multiplier operators with positive kernels are also obtained. Moreover, it is proved
that ⊕rV γt and ⊕
rWκt have the same saturation class if γ = 2κ.
MSC(2000): 42C10; 41A25
Keywords: sphere; semigroup; approximation; moduli of smoothness; multi-
plier
1 Introduction
The study on spherical approximation started early in 1960’s when Butzer, Berens and
Pawelke (see [2]) studied the saturation properties of singular integrals on the sphere.
Since 1980’s, the approximation theory on the sphere has been developed by Nikol’ski˘ı,
Lizorkin et al. and since 1990’s, Wang, Li and Dai et al. pursued the research of
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approximation theory on the sphere (see for example [25]). Some classical theorems
in the case of one dimension, for example, Jackson-type theorem, were generalized to
the sphere (see [23]). The approximation tools then were mainly polynomial operators,
say, spherical Jackson operators (see [22]) and de la Valle´e Poussin means (see [3]).
In recent years, the study on spherical approximation has attracted more and more
attention of researchers. There have been many interesting works in this field, such
as [8]-[13], [17]. In particular, we notice that as a non-polynomial operator on the
sphere, the classical Abel-Poisson operator was studied by Dai and Ditzian [8], where
the equivalence between approximation by Abel-Poisson operators on the sphere and
the K-functional introduced by their infinitesimal generator was given.
This paper is mainly about the approximation by non-polynomial operators on the
sphere, namely, a class of exponential-type operators denoted by {T γp (t)|0 ≤ t < ∞}
with polynomial p(x) and 0 < γ ≤ 1, in the form of T γp (t)f =
∞∑
k=0
e−(p(x))
γ tYkf (f ∈ X ),
where Ykf is the k-th term of the Laplace expansion of f on the sphere. T
γ
p (t) is called
regular if the coefficient of the first item of p(x) is positive, p(0) = 0 and the degree of
p(x) is larger than 0. These regular operators with positive kernels are proved to form
a semigroup of class (C0).
The semigroups of operators were early studied by Hille and Phillips (see [19]).
Later, in 1960’s, Butzer and Berens studied the approximation properties of semigroups
of operators (see [2]). By Ditzian and Ivanov’s method (see [14, Sec.5]), we will prove
that for a class of exponential-type multiplier operators that form a semigroup of class
(C0) and for r ∈ Z+ there holds
‖(T (t)− I)rf‖X ≈ inf
g∈D1(Ar)
(‖f − g‖X + ‖A
rg‖X ) (1)
if {T (s)|s > 0} possesses additive properties that T (t)f ∈ D1(A) for all t > 0 and
f ∈ X and A satisfies the further following Bernstein-type inequality
t‖AT (t)f‖X ≤ N‖f‖X (t > 0, f ∈ X ), (2)
where D1(A
r) = {g ∈ X | Arg ∈ X} and r-th power of multiplier operator A.
It will be proved that the regular T γp (t) with positive kernel also satisfies (2). Hence
(1) holds for T γp (t). Noticing (I − T (t))rf = f − ⊕rT (t)f , here ⊕rT (t) is defined as
the r-th Boolean of T (t), we shall obtain the equivalence between the approximation of
⊕rT γp (t) and K-functional introduced by the multiplier operator, actually infinitesimal
generator of
{
T γp (t)|0 ≤ t <∞
}
. In terms of convolution, we shall also obtain the sat-
uration order and saturation class of Booleans of the regular ⊕rT γp (t). The generalized
spherical Abel-Poisson operators V γt and generalized spherical Weierstrass operators
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W κt that were introduced by Bochner in [5, P. 43-47] and [4, P. 84] respectively, are
actually the examples of regular exponential-type operators with positive kernels. Thus
follows the equivalence between approximation of ⊕rV γt or ⊕
rW κt and the moduli of
smoothness on the sphere. It is also discussed that the saturation properties of ⊕rV γt
and ⊕rW κt .
The paper is structured as follows. In Section 2, some basic concepts will be in-
troduced. Section 3 discusses the properties of some spherical function classes as well
as K-functionals that are introduced by multiplier sequences. Section 4 consists of our
main results and their proofs. In Section 5, the results of previous sections are applied
to ⊕rV γt and ⊕
rW κt . Our main results are Theorem 4.2.3, Theorem 4.2.4, Theorem 5.3,
Theorem 5.4 and Theorem 5.5.
2 Preliminaries
Denote by letters C, Ci or C(i) positive constants, where i is either a positive integer,
variable, function or space on which C depends only. Their values may be different at
different occurrences, even within one formula. The notation a ≈ b means that there
exists a positive constant C such that C−1b ≤ a ≤ Cb. Denote by f(t) = O(t) which
means there exists some constant C independent of t such that |f(t)| ≤ C|t|, here f(t)
is a function with respect to t and we write f(t) = o(t) if f(t)/t tends to zero as t→∞
or as t→ t0 where t0 is a real number. The collection of all positive integers are denoted
by Z+. Let S
n be the unit sphere in (n+ 1)-dimensional Euclidean space Rn+1. x and
y are denoted as the points on Sn and x · y denotes the inner product in Rn+1. Denote
by dωn(x) the elementary surface piece on S
n and by dω(x) for convenience if there’s
no confusion. The volume of Sn is
|Sn| :=
∫
Sn
dω(x) =
2pin/2
Γ(n/2)
.
Denote by Lp(Sn) the Banach space of p-th integrable functions f : Sn → C (C is the
collection of all complexes) with norm ‖f‖∞ := ‖f‖L∞(Sn) := ess sup
x∈Sn
|f(x)| and
‖f‖Lp := ‖f‖Lp(Sn) :=
{∫
Sn
|f(x)|pdω(x)
}1/p
<∞ (1 ≤ p <∞).
Denote by C(Sn) the Banach space consisting of all continuous functions f : Sn → C
with norm ‖f‖C := max
x∈Sn
|f(x)|. Denote by M(Sn) the collection of all finite regular
Borel measures on Sn (the range is also in C) and it is a Banach space with norm
‖µ‖M :=
∫
Sn
|dµ(x)|. Lp(Sn) (1 ≤ p ≤ ∞), C(Sn) and M(Sn) may be replaced by Lp,
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C andM for convenience. Denote by X either Lp(Sn) (1 ≤ p <∞) or C(Sn). The dual
space of X , the collection of all bounded linear functionals on X , is denoted by X ∗.
A function f on Rn+1 is called harmonic if ∆f = 0 where ∆ = ∂
∂x2
1
+ ∂
∂x2
2
+· · ·+ ∂
∂x2n+1
is the classical Laplace operator on Rn+1. The collection of all homogeneous and
harmonic polynomials on Rn+1 is denoted by Ank . And the collection of restrictions on
S
n of all functions in Ank is denoted by H
n
k . Denote by Π
n
k the collection of restrictions
on Sn of all polynomials on Rn+1 which is dense in X and any polynomial restricted on
S
n with degree k ∈ Z+ is in span{H
n
j |0 ≤ j ≤ k}, the linear combination of H
n
1 , H
n
2 ,
. . . , Hnk .
Definition 2.1 The r-th (r ∈ Z+) Boolean of an operator T on X (an operator from
X to X ) is defined as
⊕rT := I − (I − T )r = −
r∑
i=1
(−1)i
(
r
i
)
T i,
where
(
r
k
)
:=
r!
k!(r − k)!
and T 0 := I.
The projection on Hnk of f ∈ L
1(Sn) is defined by (see [2, Chap.1] and [25, Chap.1])
Yk(f)(x) :=
Γ(λ)(k + λ)
2piλ+1
∫
Sn
P λk (x · y)f(y) dωn(y)
and for µ ∈ M(Sn), Yk(dµ)(x) :=
Γ(λ)(k+λ)
2piλ+1
∫
Sn
P λk (x · y) dµ(y), where 2λ = n− 2, and
P νk (t), |t| ≤ 1, k = 0, 1, 2, . . . , ν > −1/2 is the ultraspherical polynomial (Gegenbauer
polynomial) of degree k with ν and is generated by (1− 2tr+ r2)−ν =
∞∑
k=0
P νk (t)r
k (0 ≤
r < 1). {P νk (t)}
∞
k=0 forms an orthogonal system with the weight (1− t
2)ν−1/2, that is,
for ν > −1/2, ν 6= 0 (see [24, P. 81]),∫ 1
−1
P νk (t)P
ν
j (t)(1 − t
2)ν−1/2 dt
=
∫ pi
0
P νk (cos θ)P
ν
j (cos θ)(sin θ)
2ν dθ =
{
(c(k, ν))−1 (k = j),
0 (k 6= j).
(3)
where c(k, ν) := (22ν−1(Γ(ν))2(k + ν)Γ(k + 1))/(piΓ(k + 2ν)). Now let ν = λ :=
(n− 2)/2 > 0, then (see [24, P. 171])∣∣∣P λk (t)∣∣∣ = O(k2λ−1). (4)
A function f ∈ X is called a zonal function with x0 on S
n if for some fixed x0 ∈ S
n,
f(x0 ·y) is a constant when x0 ·y is unchanged. The collection of all zonal functions with
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x0 in L
p or C is denoted by Lpλ(S
n, x0) (1 ≤ p <∞), Cλ(S
n, x0) (L
p
λ, Cλ for convenience
if there’s no confusion). Lpλ(S
n, x0) (1 ≤ p <∞) with norm
‖ϕ‖Lpλ
:=
{∫
Sn
|ϕ(x · y)|pdω(y)
}1/p
=
{∣∣Sn−1∣∣ ∫ pi
0
|ϕ(cos θ)|p(sin θ)2λdθ
}1/p
, (5)
Cλ(S
n, x0) with norm ‖ϕ‖Cλ := sup
0≤θ≤pi
|ϕ(cos θ)|, and Mλ(S
n, x0) with norm ‖µ‖Mλ :=∣∣Sn−1∣∣ ∫ pi
0
|dµ∗(θ)|, where µ∗ is the corresponding function in M[0, pi] of the measure
µ ∈ Sn (actually there is a bijection between Mλ(S
n, x0) and some subset of M[0, pi],
see [15, P. 250-252] and [2, P. 204 and P. 209]), are all Banach spaces.
For f ∈ L1(Sn) and ϕ ∈ L1λ(S
n), the convolution of f and the zonal function ϕ is
defined by
(f ∗ ϕ)(x) :=
∫
Sn
f(y)ϕ(x · y) dω(y) (x ∈ Sn). (6)
The convolution of ψ ∈ L1λ(S
n) and µ ∈ M(Sn) is defined by (ψ ∗ dµ)(x) :=∫
Sn
ψ(x · y)dµ(y). The convolution of f ∈ L1(Sn) and the zonal measure µ ∈ Mλ(S
n)
with x0 is defined by
(f ∗ dµ)(x) :=
∫
Sn
f(y) dϕxµ(y) (x ∈ S
n), (7)
where ϕxµ(E) := µ(ρE), ρx = x0, for all measurable subsets E ⊂ S
n (Please refer to
[2, Chapter 1], [25, Chapter 1] and [15] for further details on convolution).
Remark 2.2 In this paper, we follow the definition of convolution in [25] and Young’s
inequality still holds on the sphere.
Definition 2.3 (see [2, P. 254]) Let two function spaces Y and Z either be C(Sn),
Lp(Sn) (1 ≤ p < ∞) or M(Sn). A sequence {ak ∈ C| k = 0, 1, 2, . . . } is called a
multiplier sequence from Y to Z if for each f ∈ Y, there exists g ∈ Z whose Laplace
expansion is as follows Ykg = λ/(k + λ) akYkf (k = 0, 1, 2, . . . ). The collection of all
multiplier sequences from Y to Z is denoted by (Y,Z). For Y = Z, {ak}
∞
k=0 is called
a multiplier sequence on Y.
Remark 2.4 By [20, P. 222-P. 231]
(M,M) = (C, C) = (L1,L1) ⊂ (Lp,Lp) ⊂ (L2,L2) (1 < p <∞).
Definition 2.5 An operator T on X is called a multiplier operator with a sequence
{ak}
∞
k=0 on X if for each f ∈ X , Tf ∈ X and Yk(Tf) = akYk(f) (k = 0, 1, 2, . . . ). The
operator Tα (α > 0) defined by Tαf ∼
∑∞
k=0−(a(k))
αYk(f), where “ ∼” is in the sense
of distribution (see [12, P. 323-325] and [18, Section.1]), is called the fractional differen-
tial operator if Tαf ∈ X . Denote the domain of Tα by D1(T
α) =
{
f ∈ X
∣∣ Tαf ∈ X}.
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Denote by ‖T‖X the norm of an operator T on X . Then the collection of endomor-
phisms of X denoted by E (X ) is a Banach algebra with norm ‖T‖X (see [6, P. 7]).
Definition 2.6 (see [6, P. 7-8]) If T (t) is an operator function on the non-negative
real axis 0 ≤ t < ∞ to the Banach algebra E (X ), in the following conditions, if (8)
is satisfied, {T (t)| 0 ≤ t <∞} is called one-parameter semigroup of operators in E (X )
and it is said to be of class (C0) if it satisfies the further property (9),
T (t1 + t2) = T (t1) ◦ T (t2) (t1, t2 ≥ 0), T (0) = I, (8)
s−lim
t→0+
T (t) = I, (9)
where A ◦B means the composition of operators A and B, I is the identity operator on
X and s−lim
t→0+
ft = f denotes the strongly convergence which means ‖ft− f‖X tends to
zero as t→ 0+. T (t) is called to have contraction if it satisfies
‖T (t)f‖X ≤ ‖f‖X (f ∈ X ). (10)
Definition 2.7 (see [6, P. 11]) The infinitesimal generator A of the semigroup
{T (t)| 0 ≤ t < ∞} is defined by A := s− lim
t→0+
T (t)f − f
t
, whenever the limit exists;
the domain of A is, in symbols D(A), being the set of elements f ∈ X for which the
limit exists; for r = 0, 1, 2, . . . , the r-th power of A denoted by Ar is defined inductively
by the relations A0 = I, A1 = A, and
D(Ar) :=
{
f | f ∈ D(Ar−1) and Ar−1f ∈ D(A)
}
,
Arf := A(Ar−1f) = s−lim
t→0+
T (t)− I
t
Ar−1f (f ∈ D(Ar)).
(11)
For r ∈ Z+, D(A
r) is a linear subspace and Ar is a linear operator.
If an operator T in E (X ) can be expressed in the form of convolution (6) or (7), then
ϕ, ψ ∈ L1λ or µ ∈ Mλ there is called the kernel of T . The Cesa`ro mean of f ∈ X denoted
by σαk (f) is defined by (see for instance [25, P. 49]) σ
α
k (f) = (1/A
α
k )
∑k
j=0A
α
k−jYjf ,
where α is a complex whose real part is not less than −1, k ∈ Z+ and A
α
k =
(
k+α
α
)
=
Γ(k+α+1)/(Γ(α+1)Γ(k+1)) (k ∈ Z+), is the generalized combination number. For
α > λ = (n− 2)/2, there holds (see for instance Theorem 2.3.10 in [25, P. 54-55])
‖σαk (f)‖X ≤ C(n, α,X )‖f‖X (k ∈ Z+, f ∈ X ). (12)
For any sequence {µk}
∞
k=0, denote δµk = µk−µk+1 (k = 0, 1, . . . ) and δ
i+1µk = δ(δ
iµk)
(i = 1, 2, . . . ).
The definitions of moduli of smoothness on the sphere are given as follows (see
for instance [25, P. 56- P.57, P. 183-184]). The translation operator on L1(Sn) is de-
fined by Sθ(f)(x) :=
(
|Sn−2| sinn−1 θ
)−1 ∫
x·y=cos θ
f(y) dωn−1(y) (0 < θ ≤ pi). Let
6
α > 0, θ > 0. The multiplier operator on X is called the finite difference of de-
gree α with step θ, defined by ∆αθ := (I − Sθ)
α
2 =
∞∑
k=0
(−1)k
(α
2
k
)
(Sθ)
k, where
(α
2
k
)
:=
1
k!
α
2
(
α
2 − 1
)
· · ·
(
α
2 − k + 1
)
.
Definition 2.8 Let f ∈ X , α > 0. The moduli of smoothness of degree α of f is
defined as ωα(f, t)X := sup
{
‖∆αθ f‖X : 0 < θ ≤ t
}
(0 < t ≤ pi).
Definition 2.9 (see for instance [12, P. 323-325]) Let f ∈ X , t > 0. The K-functional
introduced by multiplier operator A with multiplier sequence {ak}
∞
k=0 is defined as
KA(f, t)X := inf
g∈D1(A)
{
‖f − g‖X + t‖Ag‖X
}
, here
D1(A) =
{
f ∈ X |there exists g ∈ X such that a(k)Ykf = Ykg, k = 0, 1, 2, . . .
}
. (13)
Particularly, for theK-functional introduced by (α/2)-th Laplace-Beltrami operator
Dα/2 with the multiplier sequence
{(
− k(k + 2λ)
)α/2}∞
k=0
(α > 0), there holds
KDα/2(f, t
α)X ≈ ω
α(f, t)X , (14)
which was finally proved by Riemenschneider and Wang (see [23]). One might also
define K-functional introduced by infinitesimal generator as follows.
Definition 2.10 (see [6, Section 3.4]) Suppose {T (t)|0 ≤ t < ∞} a semigroup of
operator of class (C0) in E (X ) and let A be its infinitesimal generator. For f ∈ X ,
the r-th K-functional introduced by A is defined by K∗Ar (f, t)X := inf
g∈D(Ar)
{
‖f − g‖X +
t‖Arg‖X
}
, here D(Ar) is defined by Definition 2.7 and Ar denotes the r-th power of
infinitesimal generator A.
Finally, it is worth mentioning here the concept of saturation for operators on X
(see [2, P. 217]), which was first proposed by Favard in [16].
Definition 2.11 Let ϕ(ρ) be a positive function with respect to ρ, 0 < ρ < ∞,
tending monotonely to zero as ρ → ∞. For a sequence of operators {Iρ}ρ>0 if there
exists K j X such that
(i) If ‖Iρ(f)− f‖p = o(ϕ(ρ)), then Iρf = f for all ρ > 0;
(ii) ‖Iρ(f)− f‖p = O(ϕ(ρ)) if and only if f ∈ K;
then Iρ is said to be saturated on X with order O(ϕ(ρ)) and K is called its saturation
class.
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3 Classes and K-Functionals Introduced by Multiplier Se-
quences on the Sphere
Let ψ(x) be a function from R to C, defineH
({
ψ(k)
}∞
k=0
;X
)
:=
{
f ∈ X
∣∣ there exists g ∈
X such that ψ(k)Ykf = Ykg for k = 0, 1, . . .
}
, and denoted by H
(
ψ(k);X
)
for conve-
nience.
Theorem 3.1 Suppose that ψ0(x) and ϕ0(x) are functions from [0,+∞) to C and
there exist v1, v2 ∈ R such that ψ(x) = e
iv1piψ0(x) and ϕ(x) = e
iv2piϕ0(x) are both
real valued functions. And 0 < lim
x→+∞
(
ψ(x)/ϕ(x)
)
= c0 < +∞ and ψ(0) = ϕ(0) = 0,
setting
g(t) :=

ψ(t−1)
ϕ(t−1)
, 0 < t < +∞,
c0, t = 0,
if g(t), (g(t))−1 ∈ C2λ+2[0,+∞) (C2λ+2[0,+∞) is the collection of real functions on
[0,+∞) that are (2λ + 2) times continuously differentiable), then for −∞ < s < +∞,
there holds
H
(
(ψ0(k))
s;X
)
= H
(
(ϕ0(k))
s;X
)
.
Proof. We first prove that for any s ∈ (−∞,+∞),{
Csk =
k + λ
λ
(
ψ(k)
ϕ(k)
)s
, k = 1, 2, . . . ;Cs0 = ϕ(0)
}
belongs to (M,M). In fact, for any k ∈ Z+, g1(t) = (g(t))
s ∈ C2λ+2[0,+∞) allows us
to use Taylor’s formula for g1(t) on [0, 1/k] at t = 0, that is, there exists 0 < ξk < 1/k
such that(
ψ(k)
ϕ(k)
)s
= g1
(
1
k
)
= g1(0) + g
(1)
1 (0)
1
k
+ · · ·+
g
(2λ+1)
1 (0)
(2λ+ 1)!
(
1
k
)2λ+1
+
g
(2λ+2)
1 (ξk)
(2λ+ 2)!
(
1
k
)2λ+2
. (15)
We deduce from the assumption that g
(i)
1 (0), i = 0, 1, . . . , 2λ+1, are constants depend-
ing only on ψ, ϕ, s and n, and∣∣∣g(2λ+2)1 (ξk)∣∣∣ ≤ C(ϕ,ψ, s, n). (16)
Multiply (15) by (n + λ)/λ, then according to Definition 2.3, one can verify that the
sequence consisting of the first term
(
g1(0)(k + λ)
)
/λ =
(
c0(k + λ)
)
/λ (k = 1, 2, . . . )
belongs to (M,M). [1, I, P. 202-203] proved that (k+ λ)/kα (α > 0) are Gegenbauer-
Stieltjes-coefficients of some measure in M. For the last term of (15), we estimate the
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following series that∣∣∣∣∣ 1|Sn|
∞∑
k=1
g
(2λ+2)
1 (ξk)
(2λ+ 2)!
(
1
k
)2λ+2 k + λ
λ
P λk (cos θ)(sin θ)
2λ
∣∣∣∣∣ ≤ C(ϕ,ψ, s, n)
∞∑
k=0
1
k2
<∞,
here the inequality is due to (16) and (4). Thus, there exits µ1 ∈ Mλ(S
n) such that
dµ∗1(θ) =
1
|Sn|
∞∑
k=1
g
(2λ+2)
1 (ξk)
(2λ+ 2)!
(
1
k
)2λ+2 k + λ
λ
P λk (cos θ)(sin θ)
2λdθ.
It follows that the Gegenbauer-Stieltjes-coefficients of µ1 are
µˇ1(j) = |S
n|c(j, λ)
∫ pi
0
P λj (cos θ)dµ
∗
1(θ)
=
j + λ
λ
g
(2λ+2)
1 (ξj)
(2λ+ 2)!
(
1
j
)2λ+2
(j = 1, 2, . . . ).
Lemma 5.3.1 in [2, P. 255] tells us that a sequence is Gegenbauer-Stieltjes-coefficients
of some zonal measure on Sn if and only if it belongs to (M,M), hence,{
k + λ
λ
g
(2λ+2)
1 (ξk)
(2λ+ 2)!
(
1
k
)2λ+2}∞
k=1
are Gegenbauer-Stieltjes-coefficients of µ1, which implies that{
Csk =
k + λ
λ
(
ψ(k)
ϕ(k)
)s
, k = 1, 2, . . . ;Cs0 = 0
}
belongs to (M,M). By Remark 2.4, we obtain{
Csk
}∞
k=0
∈ (M,M) = (C, C) ⊂ (Lp,Lp) (1 ≤ p <∞). (17)
Now we prove H
(
(ϕ(k))s;X
)
= H
(
(ψ(k))s;X
)
. We will just take account of the case
of X = Lp(Sn) (1 ≤ p < ∞) and the proof of the case of X = C(Sn) is analogous.
For f ∈ H
(
(ψ(k))s;Lp(Sn)
)
(1 ≤ p < ∞, s ∈ R), there exists g1 ∈ L
p(Sn) such that
(ψ(k))s Ykf = Yk g1 (k = 0, 1, 2, . . . ). Thus,
(ϕ(k))s Ykf =
λ
k + λ
C−sk Yk g1 (k = 1, 2, . . . ).
It follows from (17) that C−sk ∈ (L
p,Lp). So, there exists g2 ∈ L
p(Sn) such that
λ
k + λ
C−sk Yk g1 = Yk g2 (k = 0, 1, 2, . . . ),
that is, (ϕ(k))s Ykf = Yk g2 (k = 1, 2, . . . ), in addition, (ϕ(0))
sYkf = 0 = Y0 g2, so
f ∈ H
(
(ϕ(k))s;X
)
. Thus, H
(
(ψ(k))s;X
)
⊂ H
(
(ϕ(k))s;X
)
. One will similarly ob-
tain that H
(
(ϕ(k))s;X
)
⊂ H
(
(ψ(k))s;X
)
. Hence, H
(
(ϕ0(k))
s;X
)
= H
(
(ϕ(k))s;X
)
=
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H
(
(ψ(k))s;X
)
= H
(
(ψ0(k))
s;X
)
. This completes the proof of Theorem 3.1. 
Remark 3.2 Define
H1
({
ψ(k)
}∞
k=0
;X
)
:=

{
f ∈ X
∣∣ there exists g ∈ Lp(Sn) such that ψ(k)Ykf = Ykg
for k = 0, 1, . . .
}
(X = Lp(Sn), 1 < p <∞) ,{
f ∈ X
∣∣ there exists µ ∈ M(Sn) such that
ψ(k)Ykf = Yk(dµ) for k = 0, 1, . . .
} (
X = L1(Sn)
)
,{
f ∈ X
∣∣ there exists g ∈ L∞(Sn) such that
ψ(k)Ykf = Ykg for k = 0, 1, . . .
}
(X = C(Sn)) .
Suppose ϕ0(x) and ψ0(x) satisfy the hypothese of Theorem 3.1, then one can analogously
prove that
H1
(
(ϕ0(k))
s;X
)
= H1
(
(ψ0(k))
s;X
)
(−∞ < s <∞),
by the fact (M,M) = (C, C) ⊂ (Lp,Lp) (1 ≤ p ≤ ∞) (see Remark 2.4).
Theorem 3.3 Let a(x) and b(x) be polynomials with the same degree d. Suppose A and
B are operators in X with multiplier sequences {a(k)}∞k=0 and {b(k)}
∞
k=0 respectively and
both possess α-th power (α > 0). If a(x) and b(x) satisfy the hypotheses of Theorem 3.1
and neither of a(x) and b(x) have any zero points on (0,+∞), then there hold
D1(A
α) = D1(B
α), KAα(f, δ)X ≈ KBα(f, δ)X
for all α > 0 and δ > 0.
Proof. The idea comes from [7]. By Theorem 3.1, there holds
D1(A
α) = H((a(k))α;X ) = H((b(k))α;X ) = D1(B
α). (18)
For g ∈ D1(A
α), set h :=
∞∑
k=0
(
b(k)
a(k)
)α
Yk(A
rg) =
∑∞
k=0
(
b(k)
)α
Yk(g) ∼ B
rg. We show
that ‖h‖X ≤ C(a, b, α, n0)‖A
rg‖X . Setting ψ(x) =
(
b(x)/a(x)
)α
(x ∈ [0,+∞)), it can
be verified that
∣∣∣(ψ(x))(l+1)∣∣∣ ≤ C(a, b, α, l)(1 + x)−(l+2) (x ≥ 1), from which it follows
that ∣∣∣δl+1µk∣∣∣ ≤
∣∣∣∣∣
∫ 1
0
· · ·
∫ 1
0
ψ(l+1)(x)
∣∣∣∣
x=k+u1+u2+···+ul+1
du1 · · · du2
∣∣∣∣∣
≤ C(a, b, α, l)
1
(1 + k)l+2
. (19)
Thus, for l > λ, one has
‖h‖X ≤
∞∑
k=0
∣∣δl+1µk∣∣(k + l
l
)∥∥∥σlk(Aαg)∥∥∥
X
≤ C(a, b, α, l) ‖Aαg‖X ,
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here the first inequality uses Abel transformations (l + 1) times, and the second one
is by (12) and (19). That is, ‖Bαg‖X =
∥∥∥∥ ∞∑
k=0
(b(k))αYkg
∥∥∥∥
X
≤ C(a, b, α, l) ‖Aαg‖X . In
the same way, one has ‖Aαg‖X ≤ C(a, b, α, l) ‖B
αg‖X . So, ‖A
αg‖X ≈ ‖B
αg‖X for all
g ∈ X . In addition, taking into account (18), one obtains that for f ∈ X ,
KAα(f, δ) = inf
g1∈D1(Aα)
{
‖f − g1‖X + δ
α‖Aαg1‖X
}
≈ inf
g2∈D1(Bα)
{
‖f − g2‖X + δ
α‖Bαg2‖X
}
= KBα(f, δ) (δ > 0).
This proves Theorem 3.3. 
4 Approximation for Semigroups of Contraction Opera-
tors of Class (C0) on the Sphere
4.1 Equivalence between approximation by semigroups of exponential-
type multiplier operators and K-functional
First, we prove the following lemma.
Lemma 4.1.1 Let {T (t)|0 ≤ t <∞} be a semigroup of class (C0) in E (X ) and also be
multiplier operators with an exponential-type sequence {at(k)}
∞
k=0 on X , that is, there
exits {a(k)}∞k=0 such that at(k) = e
a(k)t (k = 0, 1, . . . ). Then for r ∈ Z+,
D(Ar) ⊂ D1(A
r) (20)
and Arf ∼
∞∑
k=0
(a(k))rYkf (f ∈ D(A
r)). Particularly, D(A) = D1(A). Moreover, for
f ∈ D(Ar) and g ∈ X such that (a(k))rYkf = Ykg (k = 0, 1, . . . ), there holds
(T (t)− I)rf =
∫ t
0
· · ·
∫ t
0
T (u1 + · · ·+ ur)g du1 · · · dur a.e., (21)
here D(A) and D1(A) is defined by (11) and (13) respectively.
Proof. First we prove D1(A) ⊂ D(A). Set f ∈ D1(A) and Tf ∈ X such that
Tf =
∞∑
k=0
a(k)Ykf (f ∈ D1(A)). For each fixed x ∈ S
n, Yk(f)(x) (k = 0, 1, . . . , ) is a
bounded linear functional on X , which can commute with Bochner integral Then, for
k = 0, 1, 2, . . . ,
Yk
(∫ t
0
T (τ)(Tf) dτ
)
(x) =
∫ t
0
Yk (T (τ)(Tf)) (x) dτ =
∫ t
0
ea(k)τYk
(
Tf
)
(x) dτ
=
∫ t
0
ea(k)τa(k) (Ykf) (x) dτ = (e
a(k)t − 1) (Ykf) (x) = Yk (T (t)f − f) (x),
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hence by uniqueness theorem, we have
T (t)− I
t
f =
1
t
∫ t
0
T (τ)
(
Tf
)
dτ a.e.. (22)
{T (t)|0 ≤ t <∞} is of class (C0) then by (9),∥∥∥∥T (t)− It f − Tf
∥∥∥∥
X
=
∥∥∥∥1t
∫ t
0
(
T (τ)
(
Tf
)
− Tf
)
dτ
∥∥∥∥
X
≤ sup
0≤τ<t
∥∥T (τ)(Tf)− Tf∥∥
X
→ 0 (t→ 0+).
Therefore, f ∈ D(A) and Af = s − lim
t→0+
T (t)− I
t
f = Tf ∼
∞∑
k=0
a(k)Ykf (f ∈ D(A)),
thus D1(A) ⊂ D(A).
Conversely, for f ∈ D(Ar) (r ∈ Z+),(
ea(k)t − 1
t
)r
(Ykf) (x) = Yk
((
T (t)− I
t
)r
f
)
(x)
= Yk
(∫ t
0
· · ·
∫ t
0
T (u1 + · · ·+ ur)A
rfdu1 · · · dur
)
(x)
=
∫ t
0
· · ·
∫ t
0
ea(k)(u1+···+ur)du1 · · · durYk (A
rf) (x)
=
(
ea(k)t − 1
t
)r
(a(k))−rYk (A
rf) (x) (k = 0, 1, 2, . . . ).
where the second equality is by Proposition 1.1.6 in [6, P. 11-12]. Hence, Yk (A
rf) (x) =
(a(k))rYkf (k = 0, 1, 2, . . . ). Thus f ∈ D1(A
r). So D(Ar) ⊂ D1(A
r).
To prove (21), we notice that
Yk
(∫ t
0
· · ·
∫ t
0
T (u1 + · · ·+ ur)gdu1 · · · dur
)
(x)
=
∫ t
0
· · ·
∫ t
0
ea(k)(u1+···+ur)(a(k))r (Ykf) (x)du1 · · · dur
=
(
ea(k)t − 1
)r
(Ykf) (x) = Yk
(
(T (t)− I)rf
)
(x) (23)
with which uniqueness theorem for Laplace series yields the result. This completes the
proof of Lemma 4.1.1. 
Remark 4.1.2 Suppose the hypotheses of Lemma 4.1.1 are satisfied, by (20),
KAr(f, t)X ≤ K
∗
Ar(f, t)X (f ∈ X , t > 0).
By Ditzian and Ivanov’s method (see [14, P. 73-76]), we obtain the following theo-
rem.
12
Theorem 4.1.3 Let X and E (X ) be defined in Section 2. Suppose that {T (t)|0 ≤
t < ∞} is a strongly continuous semigroup of contraction operators of class (C0) in
E (X ) and A is its infinitesimal generator and also T (t) is an exponential-type mul-
tiplier operator for each t > 0 defined in Lemma 4.1.1. For f ∈ X and t > 0,
T (t)f ∈ D(A) = D1(A) and there exists some constant N independent of t and f
such that
t‖AT (t)f‖X ≤ N‖f‖X (for all t > 0). (24)
Then, for any r ∈ Z+, there holds
‖ ⊕r T (t)f − f‖X ≈ KAr (f, t
r)X .
To prove Theorem 4.1.3, we need the following remark that are not difficult to
verify.
Remark 4.1.4 Let {T (t)|0 ≤ t <∞} be a semigroup of operators of class (C0). Then
for any f ∈ D(Ar) (r ∈ Z+) and t > 0, there holds T (t)f ∈ D(A
r) and ArT (t)f =
T (t)Arf . If T (t)f ∈ D(A) for all f ∈ X and all t > 0, then for r ∈ Z+, T (t)f ∈ D(A
r)
for all f ∈ X .
Proof of Theorem 4.1.3. The inequality ‖⊕r T (t)f −f‖X ≤ CKAr(f, t
r)X is not
hard to obtain. We just give the proof of the converse inequality ‖ ⊕r T (t)f − f‖X ≥
C(r)KAr(f, t
r). For any g ∈ D1(A
r), there exists h ∈ X such that Ykh = a(k)Ykg (k =
0, 1, 2, . . . ), then by Lemma 4.1.1,
(T (t)− I)rg =
∫ t
0
· · ·
∫ t
0
∫ t
0
T (u1 + u2 + · · ·+ ur)h du1du2 · · · dur, (25)
which is a Bochner integral on [0, t]r. In the rest part of proof of Theorem 4.1.3, we
also view Ar as r-th power of the infinitesimal generator of {T (t)| 0 ≤ t <∞}. By the
corollary of Hahn-Banach theorem, for f ∈ D(Ar+1), there exists ϕ ∈ X ∗ such that
ϕ
(
f +
r∑
k=1
(−1)rT (kt)f − (−1)rtrArf
)
=
∥∥∥∥∥f +
r∑
k=1
(−1)rT (kt)f − (−1)rtrArf
∥∥∥∥∥
X
(26)
and ‖ϕ‖X ∗ = 1. Define F : [0,∞) → C by F (x) = ϕ(T (x)f) (0 ≤ x < ∞), then F ∈
Cr+1[0,∞) (Cr+1[0,∞) is the space consisting of all r times continuously-differentiable
functions on [0,∞)). By induction, we obtain that
F (i)(x) = ϕ
(
T (x)Aif
)
(i = 1, 2, . . . , r + 1). (27)
Thus,
∥∥F (r+1)(x)∥∥
C[0,∞)
≤
∥∥Ar+1f∥∥
X
. Therefore,
sup
x≥0
∣∣∣∣∣F (x) +
r∑
k=1
(−1)k
(
r
k
)
F (x+ kt)− (−1)rtrF (r)(x)
∣∣∣∣∣ ≤ r2 tr+1 ∥∥Ar+1f∥∥X , (28)
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here we use the relation between finite differences and derivatives and the mean value
theorem. Setting x = 0, then for t > 0 and r ∈ Z+, there holds, by (26), (27) and (28)
that ∥∥∥∥f + r∑
k=1
(−1)kT (kt)f − (−1)rtrArf
∥∥∥∥
X
≤
rtr+1
2
∥∥Ar+1f∥∥
X
. (29)
On the other hand,
t‖A2T ((N + 2)t)f‖X ≤
N
N + 1
‖AT (t)f‖X , (30)
here Remark 4.1.4 and (24) are used. Then, there holds
t‖AT ((N + 2)t)f‖X ≤ ‖T ((N + 2)t)f − T ((N + 2)t+ t)f + tAT ((N + 2)t)f‖X
+‖T ((N + 2)t)(T (t)f − f)‖X
≤
t2
2
‖A2T ((N + 2)t)f‖X + ‖T (t)f − f‖X
≤
N
2(N + 1)
t‖AT ((N + 2)t)f‖X +
(
N2
2
+ 1
)
‖T (t)f − f‖X ,
where the second inequality is because of (29) in the case r = 1 and the third is due to
(30). Therefore,
t‖AT ((N + 2)t)f‖X ≤ C(N)‖T (t)f − f‖X , (31)
where C(N) =
(
(N+1)(N2+2)
)
/(N+2). Setm = r(N+2) and g = −
r∑
k=1
(−1)kT (kmt)f .
By T (t)f ∈ D(A) and Remark 4.1.4, there holds g ∈ D(Ak) for any k ∈ Z+. Then, it
is deduced from (31) that
tr‖Arg‖X ≤ 2
rtr
∥∥ArT (mt)f∥∥
X
= 2rtr−1
(
t
∥∥AT ((N + 2)t)(Ar−1T ((m−N − 2)t)f)∥∥
X
)
≤ 2rC(N)tr−1
∥∥Ar−1T ((m−N − 2)t)(T (t) − I)f∥∥
X
. . .
≤ 2r(C(N))r
∥∥(T (t)− I)rf∥∥
X
.
Thus, by Remark 4.1.2, one has KAr (f, t
r)X ≤ K
∗
Ar (f, t
r)X ≤ ‖f − g‖X + t
r‖Arg‖X ≤(
mr + (2C(N))r
)
‖(T (t) − I)rf‖X , which completes the proof of Theorem 4.1.3. 
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4.2 Approximation by operators with exponential-type multiplier se-
quences
Definition 4.2.1 Let p(x) be a polynomial from R to R and 0 < γ ≤ 1, the exponential-
type multiplier operator on X with p(x) and γ defined by
T γp (t)f :=
∞∑
k=0
e−(p(k))
γ tYkf (f ∈ X ) (32)
and
T γp (0)f := f, (33)
is called regular if the coefficient of first term is positive, p(0) = 0 and the degree of
p(x) is larger than 0.
Remark 4.2.2 For f ∈ X , T γp (t)f = f ∗ ϕ
γ
p,t, here
ϕγp,t(cos θ) =
1
|Sn|
∞∑
k=0
e−(p(k))
γ tk + λ
λ
P λk (cos θ).
Then, ϕγp,t(cos θ) ∈ L
1
λ and T
γ
p (t) ∈ E (X ). For r ∈ Z+,
(Aγp)
rf ∼
∞∑
k=0
(−(p(x))γ)rYkf
((
Aγp
)r
f ∈ X
)
. (34)
Theorem 4.2.3 Let {T γp (t)|0 ≤ t <∞} defined by (32) and (33) be regular exponential-
type multiplier operators on X with p(x) and γ. For t ≥ 0, the kernel ϕγp,t(cos θ) of
T γp (t) is positive.Then {T
γ
p (t)|0 ≤ t < ∞} forms a strongly continuous semigroup of
contraction operators of class (C0) and for t > 0 and f ∈ X , T
γ
p (t)f ∈ D(A). Moreover,∥∥Aγp T γp (t)f∥∥X ≤ Nt ‖f‖X , (35)
here N is a constant depending only upon n, γ, p(x) and X .
Proof. For t1, t2 > 0 and f ∈ Z+, one has that
T γp (t1) ◦ T
γ
p (t2)f = T
γ
p (t1 + t2)f, (36)
and
∥∥ϕγp,t(cos(·))∥∥L1λ = ∣∣Sn−1∣∣
∫ pi
0
ϕγp,t(cos θ)(sin θ)
2λ dθ = 1, which is by (5), the posi-
tivity of ϕγp,t(cos θ) and (3). Thus,∥∥T γp (t)f∥∥X ≤ ∥∥ϕγp,t(cos(·))∥∥L1λ‖f‖X = ‖f‖X . (37)
and also,
lim
t→0+
‖T γp (t)f − f‖X = 0 (for all f ∈ X ), (38)
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which is by (37), the contraction of T γp (t) and Banach-Steinhaus theorem as well as the
fact that the collection of all spherical polynomials is dense in X . By Lemma 4.1.1,
there holds for any f ∈ X and t > 0, T γp (t)f ∈ D1(A
γ
p) = D(A
γ
p), and
AγpT
γ
p (t)f =
∞∑
k=0
−(p(k))γYk
(
T γp (t)f
)
=
∞∑
k=0
−(p(k))γe−(p(k))
γ tYkf a.e.. (39)
Then we conclude by (33), (36), (37) and (38) that T γp (t) forms a strongly continuous
semigroup of contraction operators of class (C0).
Now we go to prove (35). There exists constants c and c′ such that
cxβ ≤ (p(x))γ ≤ c′xβ (0 < x <∞, β = dγ), (40)
where d is the degree of p(x). Then,
∥∥AγpT γp (t)f∥∥X = ∥∥∥∥ ∞∑
k=1
δl+1
(
(p(k))γe−(p(k))
γ t
)
Alkσ
l
kf
∥∥∥∥
X
≤ C
∞∑
k=1
∣∣∣∣δl+1((p(k))γe−(p(k))γ t)kl∣∣∣∣∥∥f∥∥X , (41)
where the first equality uses p(0) = 0 and Abel transformations (l + 1) times and l is
a positive integer larger than λ = (n− 2)/2.
It is necessary to estimate
∣∣∑∞
k=1 δ
l+1
(
(p(k))γe−(p(k))
γ t
)
kl
∣∣ this moment. One can
verify by induction that
(
d
dx
)l ((
p(x)
)γ
e−(p(x))
γ t
)
=
l∑
i=0
e−(p(x))
γ t
N ′l−i∑
v=1
Ni∑
j=1
tsiv
(
p(x)
)(siv+1)γ−(miv+rij)
×Q
d(miv+rij)−(niv+i)
ivj (x),
where 0 ≤ rij ≤ i, 0 ≤ siv,miv ≤ l − i, niv ≥ l − i and Ni, N
′
i are all positive integers,
Qdivj (d = 0, 1, 2, . . . ) is a polynomial with degree d and d(miv + rij)− (niv + i) ≥ 0.
Thus, for x ≥ 1, one has∣∣∣∣∣
(
d
dx
)l ((
p(x)
)γ
e−(p(x))
γ t
)∣∣∣∣∣ ≤
l∑
i=0
e−(p(x))
γ t
N ′l−i∑
v=1
Ni∑
j=1
Civjt
sivx(siv+1)β−(niv+i)
≤
l∑
i=0
e−cx
βt
N ′l−i∑
v=1
Civt
sivx(siv+1)β−l =
l∑
i=0
Cit
ix(i+1)β−le−cx
βt.
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Therefore,∣∣∣δl+1((p(k))γe−(p(k))γ t)∣∣∣
≤
∣∣∣∣∣
∫ 1
0
· · ·
∫ 1
0
(
d
dx
)l+1 ((
p(x)
)γ
e−(p(x))
γ t
)∣∣∣
x=k+u1+u2+···+ul+1
du1 · · · dul+1
∣∣∣∣∣
≤
l+1∑
i=0
C ′it
ik(i+1)β−(l+1)e−ck
βt,
where C ′i (i = 0, 1, · · · , l+1) are positive constants depending only upon p(x), γ, i and
l. Hence, ∣∣∣∣∣
∞∑
k=1
δl+1
(
(p(k))γe−(p(k))
γ t
)
kl
∣∣∣∣∣ ≤
l+1∑
i=0
C ′it
i
∞∑
k=1
k(i+1)β−1e−ck
βt. (42)
Now consider function a(x) = x(i+1)β−1e−cx
βt (i = 0, 1, . . . ,m),
d
dx
(
a(x)
)
=
((
(i+
1)β−1
)
+(−cβt)xβ
)
x(i+1)β−2e−cx
βt, thus there exists integer ki ≥ 0 (may depend on t)
such that a(k + 1) ≥ a(x) ≥ a(k) (1 ≤ k ≤ x ≤ k + 1 ≤ ki) and a(k + 1) ≤ a(x) ≤ a(k)
(k + 1 ≥ x ≥ k > ki), here k is a positive integer. Then from (42),∣∣∣∣∣
∞∑
k=1
δl+1
(
kβe−ck
βt
)
kl
∣∣∣∣∣ ≤
l+1∑
i=0
C ′it
i
∞∑
k=1
k(i+1)β−1e−ck
βt
≤
l+1∑
i=0
C ′it
i
( ki∑
k=1
∫ k+1
k
e−cx
βtx(i+1)β−1dx+
∞∑
k=ki+1
∫ k
k−1
e−cx
βtx(i+1)β−1dx
)
≤
l+1∑
i=0
(
2C ′it
i
)∫ ∞
0
e−cx
βtx(i+1)β−1dx =
N1
t
,
whereN1 =
(
l+1∑
i=0
2C ′ic
−(i+1)i!
)
β−1. Therefore, by (41), we obtain that
∥∥AγpT γp (t)f∥∥X ≤
N
t
‖f‖X , here N = CN1 = N(p(x), γ, n,X ). The proof of Theorem 4.2.3 is completed.

Theorem 4.2.4 Let T γp (t) (t ≥ 0) be regular exponential-type multiplier operators on
X with p(x) and 0 < γ <∞ and their kernels are positive, then there holds for r ∈ Z+
that
‖ ⊕r T γp (t)f − f‖X ≈ K(Aγp )r(f, t
r)X (43)
for all f ∈ X , here Aγp with multiplier operators is the infinitesimal generator of
{T γp (t)|0 ≤ t < ∞} (see (34)). Moreover, {⊕rT
γ
p (t)|0 ≤ t < ∞} is saturated with
order O(tr) and its saturation class is H1
(
− (p(k))rγ ;X
)
.
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Proof. (43) follows from Theorem 4.2.3 and Theorem 4.1.3. We now discuss the
saturation property of {⊕rT γp (t)|0 ≤ t < ∞}. Let A
γ
p be the infinitesimal generator
of T γp (t) and
{
ϕ̂γr,p,t(k)
}∞
k=0
be the Gegenbauer coefficients of the kernel ϕγr,p,t(cos θ)
of ⊕rT γp (t). Then, ϕ
γ
r,p,t(cos θ) =
(
1/|Sn|
) ∞∑
k=0
(
1 −
(
1 − e−(p(k))
γ t
)r)k + λ
λ
P λk (cos θ) ∈
Cλ(S
n), and ϕ̂γr,p,t(k) = ((k + λ)/λ)
(
1−
(
1− e−(p(k))
γ t
)r)
(k = 0, 1, 2, . . . ). Thus,
lim
t→0+
λ
k + λ
ϕ̂γr,p,t(k)− 1
tr
= −(p(k))rγ (k = 0, 1, 2, . . . ). (44)
In addition, ∣∣Sn−1∣∣ ∫ pi
0
ϕγr,p,t(cos θ) (sin θ)
2λ dθ = 1. (45)
and
‖ ⊕r T γp (t)f‖X ≤ 2
r‖f‖X . (46)
Using Theorem 3.1 of [2, P. 220] (the c(0, λ) there is actually |Sn−1|/|Sn| in (45)), by
(44), (45) and (46), one obtains that f ∈ H1
(
−(p(k))rγ ;X
)
if ‖⊕rT γp (t)f−f‖X = O(t
r)
and f is a constant if ‖ ⊕r T γp (t)f − f‖X = o(t
r).
Conversely, suppose f ∈ H1
(
−(p(k))rγ ;X
)
. First, for the case of X = Lp(Sn), there
exists g ∈ Lp(Sn) such that −(p(x))rγYkf = Ykg (k = 0, 1, 2, . . . ). By Lemma 4.1.1,
‖⊕rT γp (t)f − f‖p =
∥∥(T γp (t)− I)r f∥∥p = ∥∥∥∥∫ t
0
· · ·
∫ t
0
T (u1 + u2 + · · ·+ ur)g du1 · · · dur
∥∥∥∥
p
≤ ‖g‖p t
r = O(tr). The proofs for the cases of X = L1(Sn) and C(Sn) are similar. So
we just take the case of X = L1(Sn) for example (the framework of the proof below
is from [2, P. 229-231]). By hypothesis that f ∈ H1
(
− (p(k))rγ ;L1(Sn)
)
, there exists
µ ∈ M(Sn) such that
− (p(x))rγYkf = Yk(dµ) (k = 0, 1, . . . ). (47)
By Remark 2.2, the convolution (ϕγp,t ∗ dµ)(x) :=
∫
Sn
ϕγp,t(x · y)dµ(y) ∈ L
1(Sn)
and ‖ϕγp,t ∗ dµ‖1 ≤ ‖ϕ
γ
p,t‖L1λ
‖µ‖M = ‖µ‖M. For given dµ, h(t) = ϕ
γ
p,t ∗ dµ defines a
vector valued function from (0,∞) to L1(Sn) and it can be verified that for any ε > 0,
h(t) = ϕγp,t−ε ∗ (ϕ
γ
p,ε ∗ dµ) = T
γ
p (t − ε)h(ε). Then for 0 < ε ≤ t2 < t1 < ∞, one
has ‖h(t1) − h(t2)‖1 = ‖T
γ
p (t1 − ε)h(ε) − T
γ
p (t2 − ε)h(ε)‖1 ≤ ‖T
γ
p (t1 − t2)f − f‖1 →
0 (t1 → t2), where (38) is used. Therefore, h(t) is strongly continuous in [ε,∞) (ε > 0).
Now, by
∫ t
ε
‖h(τ)‖1dτ ≤
∫ t
ε
‖µ‖Mdτ < ‖µ‖M t, it follows that h(t) is Bochner
integrable on (0, t] for any t > 0. Similar with the proof of (23), for k = 0, 1, 2, . . . ,
Yk
(∫ t
0
· · ·
∫ t
0
(
ϕγp, (u1+u2+···+ur) ∗ dµ
)
du1 · · · dur
)
= Yk (⊕
rT γp (t)f − f), hence,
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⊕rT γp (t)f − f =
∫ t
0
· · ·
∫ t
0
(
ϕγp, (u1+u2+···+ur) ∗ dµ
)
du1 · · · dur, from which it follows
that ‖⊕r T γp (t)f − f‖1 ≤ ‖µ‖M t
r = O(tr). This completes the proof of Theorem 4.2.4.

5 Approximation for Generalized Spherical Abel-Poisson
and Weierstrass Operators and Their Booleans
We now apply the results of Section 4 to two special operators, the generalized spherical
Abel-Poisson operators and the generalized spherical Weierstrass operators.
The generalized spherical Abel-Poisson operators (also called generalized Abel-
Poisson singular integrals) in E (X ) are defined as (see [5, P. 43-47])
V γt f :=
∞∑
k=0
exp(−kγt)Ykf = f ∗ v
γ
t (0 < γ ≤ 1, f ∈ X ),
where exp(·) is the exponential function and vγt (cos θ) is the kernel that v
γ
t (cos θ) =(
1/|Sn|
) ∞∑
k=0
exp(−kγt)
k + λ
λ
P λk (cos θ) (0 ≤ θ ≤ pi). For γ = 1, set u = e
−t, one has (see
[2, P. 212-213]) V 1t f =
∞∑
k=0
ukYkf =
∫
Sn
1∣∣Sn∣∣ 1− u2(u2 − 2u(x · y) + 1)λ+1 f(y) dωn(y) (0 ≤
u < 1), which is the classical Abel-Poisson summation on the sphere. For r ∈ Z+, the
r-th Boolean of V γt is
⊕rV γt f = f − (I − V
γ
t )
rf =
∞∑
k=0
(
1−
(
1− e−k
γt
)r)
Ykf (f ∈ X ).
The generalized spherical Weierstrass operators (also called generalized spherical
Weierstrass singular integrals) are given by (see [4, P. 84])
W κt f =
∞∑
k=0
exp
(
− (k(k + 2λ))κt
)
Ykf = f ∗ w
γ
k (0 < κ ≤ 1, f ∈ X ),
here wγk is the kernel that w
γ
k(cos θ) =
(
1/|Sn|
) ∞∑
k=0
exp
(
−(k(k+2λ))κt
)k + λ
λ
P λk (cos θ) (0 ≤
θ ≤ pi). For r ∈ Z+, the r-th Boolean of W
κ
t is
⊕rW κt f = f − (I −W
κ
t )
rf =
∞∑
k=0
(
1−
(
1− e−(k(k+2λ))
κt
)r)
Ykf (f ∈ X ).
The kernel of V γt and W
κ
t are both positive, that is, for 0 ≤ θ ≤ pi, t > 0, 0 < γ ≤
1 0 < κ ≤ 1, vγt (cos θ) ≥ 0 and w
κ
t (cos θ) ≥ 0 which were proved in [4], [5, P. 43-47] and
[21]. Therefore, by Theorem 4.2.3, one has the follow lemma.
19
Lemma 5.1 V γt and W
κ
t are both regular exponential-type multiplier operators with
positive kernels and with p(x) = x and p(x) = x(x + 2λ) respectively and are both
strongly continuous semigroups of contraction operators of class (C0) and satisfy the
Bernstein-type inequality (35).
Now we prove the equivalence between the approximation of the two operators and
moduli of smoothness on the sphere.
Theorem 5.3 Let {V γt |0 ≤ t <∞} (0 < γ ≤ 1) be generalized spherical Abel-Poisson
operators in E (X ). Then for any 0 < γ ≤ 1 and r ∈ Z+, there holds for all f ∈ X that
‖⊕rV γt f − f‖X ≈ ω
rγ(f, t1/γ)X .
Proof. Set Vγ the infinitesimal generator of {V γt |0 ≤ t < ∞}. By (34), for
(Vγ)rf ∈ X and r ∈ Z+, there holds (V
γ)rf ∼
∞∑
k=0
(−kγ)r Ykf . By Lemma 5.1 and
Theorem 4.2.4, ‖⊕rV γt f − f‖X ≈ K(Vγ)r (f, t
r)X .
In Theorem 3.3, set a(x) = (−1)2/γx2, b(x) = −x(x + 2λ) and α = (rγ)/2, as
lim
x→∞
(
(−1)2/γa(x)
)
/
(
(−1)b(x)
)
= 1, a(0) = b(0) = 0 and g(t) = (1 + 2λt), (g(t))−1 =
(1 + 2λt)−1 ∈ C(2λ+2)[0,+∞), we obtain that K(Vγ)r(f, t)X ≈ KD
rγ
2
(f, t)X (t >
0), then with (14) one obtains ‖⊕rV γt f − f‖X ≈ K(Vγ)r (f, t
r)X ≈ KD
rγ
2
(f, tr)X ≈
ωrγ(f, t1/γ)X . The proof of Theorem 5.3 is completed. 
We have the following similar result for generalized spherical Weierstrass operators.
Theorem 5.4 Let {W κt |0 ≤ t <∞} (0 < κ ≤ 1) be generalized spherical Weierstrass
operators in E (X ). Then for any 0 < κ ≤ 1 and r ∈ Z+, there holds for all f ∈ X that
‖⊕rW κt f − f‖X ≈ ω
2rκ(f, t1/(2κ))X .
Finally, we discuss the saturation properties for the Booleans of V γt and W
κ
t .
Theorem 5.5 For r ∈ Z+, t > 0, ⊕
rV γt (0 < γ ≤ 1) and ⊕
rW κt (0 < κ ≤ 1), the
following statements are true.
(i) ⊕rV γt is saturated with O(t
r) and its saturation class is H1(−k
rγ ;X );
(ii) ⊕rW κt is saturated with O(t
r) and its saturation class is H1(−(k(k + 2λ))
rκ;X );
(iii) H1(−k
rγ ;X ) = H1(−(k(k + 2λ))
rκ;X ) if 0 < γ = 2κ ≤ 1.
Proof. (i) and (ii) are deduced from Remark 5.1 and Theorem 4.2.4. (iii) follows
from Remark 3.2 by setting ψ0(x) = (−1)
1/(rκ)x2, ϕ0(x) = (−1)
1/(rκ)x(x + 2λ) and
s = rκ. 
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