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Resumo
Os prec¸os da eletricidade sofrem picos repentinos e grandes quedas nos seus valores e e´ importante
modelar estas flutuac¸o˜es, implementando uma ferramenta eficaz para gerir o risco de prec¸o da
energia. O comportamento dos prec¸os de eletricidade ao longo do tempo pode ser descrito por
modelos de se´ries temporais, que teˆm em considerac¸a˜o o tempo decorrido entre as suas alterac¸o˜es.
A Teoria de Valores Extremos (TVE) providencia-nos uma forma de captar o comportamento das
alterac¸o˜es mais bruscas.
O objetivo principal desta dissertac¸a˜o e´ usar a ana´lise de se´ries temporais e a TVE para encontrar
modelos que possam ser u´teis na previsa˜o de acontecimentos extremos no mercado de eletricidade
ibe´rico, abordando a questa˜o da dependeˆncia estat´ıstica de forma adequada.
Palavras-chave: Prec¸os de Eletricidade, Se´ries Temporais, Teoria de Valores Extremos, Dis-
tribuic¸a˜o Generalizada de Pareto
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Abstract
Electricity prices suffer sudden spikes and large declines in their values and it is important to model
these fluctuations by implementing an effective tool for manage energy price risk. The behavior
of electricity prices over time can be described by time series models, which take into account the
time elapsed between their changes. The Extreme Value Theory (EVT) provides a way to capture
the behavior of the most sudden changes.
The main goal of this dissertation is to use time series analysis and EVT to find models that can
be useful in predicting extreme events in the Iberian electricity market, approaching the issue of
statistical dependency in an appropriate way.
Keywords: Electricity Prices, Time Series, Extreme Value Theory, Generalized Pareto Dis-
tribution
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Cap´ıtulo 1
Introduc¸a˜o
O mercado da eletricidade ibe´rico tem sofrido grandes mudanc¸as ao longo do tempo, sendo a libe-
ralizac¸a˜o do mercado aquela que mais impacto teve no quotidiano da populac¸a˜o [1]. A eletricidade
pode ser considerada uma ”mercadoria”e transacionada como tal, dando origem aos diversos mer-
cados da eletricidade (como acontece por exemplo com os mercados da bolsa). Usualmente, os
prec¸os de eletricidade sa˜o determinados pela relac¸a˜o oferta-procura e idealmente deve verificar-se
o principio da conservac¸a˜o da energia, isto e´, a quantidade de eletricidade produzida deve ser igual
a` quantidade consumida em todos os instantes. Este equil´ıbrio nem sempre se verifica, princi-
palmente devido a` incapacidade de armazenamento de eletricidade [2], e alterac¸o˜es nesta relac¸a˜o
contribuem para oscilac¸o˜es nos prec¸os e variac¸o˜es extremas ao longo do tempo, evidenciando o
seu comportamento vola´til. Outra caracter´ıstica destes prec¸os e´ a sazonalidade. Por exemplo, e´
habitual o consumo ele´trico aumentar durante o vera˜o e inverno, devido ao aumento do uso de
aparelhos de ar condicionado e aquecedores [3]. Por outro lado, a oferta pode diminuir em alturas
de menor precipitac¸a˜o ou velocidade do vento ja´ que as centrais hidroele´tricas e os aerogeradores
sa˜o uma das mais importantes fontes de produc¸a˜o de energia ele´trica [4]. Estas e outras proprie-
dades dos prec¸os de eletricidade sa˜o descritas em [5].
Encontrar modelos confia´veis e real´ısticos para a previsa˜o de prec¸os de eletricidade e´ um grande
desafio no mundo empresarial que envolve este mercado. A previsa˜o de prec¸os de eletricidade e´
extremamente importante para a diminuic¸a˜o do risco tanto para os produtores, que tentam ven-
der a prec¸os mais elevados, como para os comercializadores, que tentam obter a energia a prec¸os
mais atrativos que permitam obter maiores lucros na venda posterior ao consumidor final. Va´rias
metodologias podem ser consideradas na investigac¸a˜o de modelos apropriados para descrever o
comportamento dos prec¸os (ver por exemplo [6]). Apesar de na estat´ıstica cla´ssica as observac¸o˜es
serem consideradas independentes e identicamente distribu´ıdas (i.i.d.), a evoluc¸a˜o dos valores dos
prec¸os ao longo do tempo esta˜o relacionados com os seus valores passados. Assim, a ordem dos
acontecimentos e´ um atributo importante ja´ que, na ana´lise de se´ries financeiras, o valor observado
em determinado instante depende dos valores observados nos instantes anteriores. Desta forma, de
entre as poss´ıveis abordagens, destacam-se a ana´lise de se´ries temporais, que, derivando da teoria
de processos estoca´sticos, permite estudar as caracter´ısticas das varia´veis indexadas pelo tempo.
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Estes modelos teˆm vindo a desempenhar um papel de interesse nas diversas a´reas cient´ıficas (Econo-
mia, Meteorologia, Cieˆncias Exatas,...) devido a`s suas caracter´ısticas de modelac¸a˜o estat´ıstica [7].
A ana´lise de se´ries temporais foca-se em dois principais objetivos: a modelac¸a˜o e a previsa˜o. Na
modelac¸a˜o procura-se encontrar um modelo que permita descrever o comportamento da se´rie, en-
quanto a previsa˜o e´ a avaliac¸a˜o dos valores futuros, considerando o modelo encontrado na fase de
modelac¸a˜o.
Neste trabalho, da´-se particular atenc¸a˜o aos modelos auto-regressivos (AR) que desde o seu de-
senvolvimento [8] tiveram um importante desempenho na compreensa˜o do comportamento de se´ries
temporais. Estes modelos lineares sa˜o casos particulares da classe dos modelos auto-regressivos
me´dias mo´veis (ARMA) introduzidos por Box e Jenkins [9]. Enquanto os modelos AR permitem
descrever o valor presente da se´rie em func¸a˜o dos seus valores passados, os modelos ARMA incluem
tambe´m os valores de um termo estoca´stico interpretado como a inovac¸a˜o da se´rie. A linearidade
pressuposta nestes modelos constitui na˜o so´ a sua principal caracter´ıstica, mas tambe´m limitac¸a˜o,
levando a que na˜o se adequem a` modelac¸a˜o de alguns problemas.
Com o crescente interesse em analisar dados financeiros, como por exemplo o ı´ndice da bolsa,
surgiu tambe´m a necessidade de encontrar modelos para descrever, com a maior exatida˜o poss´ıvel,
comportamentos vola´teis. As se´ries financeiras, em particular as que representam prec¸os de ele-
tricidade, experienciam alterac¸o˜es bruscas nos seus valores e apresentam grandes flutuac¸o˜es ao
longo do tempo. Estatisticamente, a volatilidade pode ser confirmada atrave´s do desvio-padra˜o
ou da variaˆncia da se´rie e a necessidade de modelar esta propriedade levou ao aparecimento de
diversos modelos que admitem aspectos de na˜o-linearidade. De entre os modelos existentes para a
modelac¸a˜o deste tipo de se´ries, destaca-se a classe dos modelos condicionalmente heteroceda´sticos.
Estes modelos, introduzidos por Engle [10] e Bollerslev [11] sa˜o caracterizados pela presenc¸a de
variaˆncia condicional aleato´ria e atrave´s do seu estudo e´ poss´ıvel estimar e fazer previso˜es sobre
a volatilidade das se´ries. As propriedades destes e de outros modelos de se´ries temporais sa˜o des-
critas em [7], onde tambe´m se encontram exemplos pra´ticos e reais relativos a` modelac¸a˜o de prec¸os.
Os prec¸os de eletricidade sa˜o caracterizados tambe´m pelo elevado nu´mero de ocorreˆncia de
prec¸os ”extremos”, e a modelac¸a˜o destas observac¸o˜es tem tido um interesse particular. A Teoria
dos Valores Extremos (TVE) fornece uma ferramenta so´lida para a modelac¸a˜o destes eventos. E´
uma abordagem capaz de captar as alterac¸o˜es bruscas nos prec¸os de eletricidade e esta´ relacionada
com os extremos de uma distribuic¸a˜o (ma´ximos ou mı´nimos), permitindo o seu estudo e modelac¸a˜o.
A TVE surgiu no in´ıcio do se´culo XX e e´ desde enta˜o uma das principais ferramentas utilizadas em
diversas a´reas: hidrologia, companhias de seguros, mercados financeiros, etc. Exemplos t´ıpicos sa˜o,
por exemplo, a estimac¸a˜o da probabilidade de ocorrer um evento de inundac¸a˜o de proporc¸o˜es invul-
garmente grandes, como foi o caso das cheias de 1967 em Lisboa [12], ou a previsa˜o da ocorreˆncia
de sismos de grande escala, como o de 1755 tambe´m ocorrido em Lisboa [13]. Diversos exemplos de
aplicac¸a˜o desta teoria podem ser consultados na literatura (ver, por exemplo [14], [15] e [16]). De
acordo com [17], a ana´lise de extremos remonta a` de´cada de 1920 no trabalho desenvolvido em [18]
para a obtenc¸a˜o da distribuic¸a˜o exata do ma´ximo (ou mı´nimo) de um conjunto de n observac¸o˜es
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independentes e identicamente distribu´ıdas (i.i.d.). Posteriormente, [19] descreveu a distribuic¸a˜o
assimpto´tica do ma´ximo. Um relevante resultado desta a´rea foi introduzido por [20], provado
por [21] e complementado por [22], obtendo-se treˆs possibilidades para os tipos de distribuic¸a˜o
limite da distribuic¸a˜o do ma´ximo: Gumbel, Fre´chet ou Weibull. [23] apresentou uma forma de
aplicar esta teoria na a´rea dos estudos atuariais, envolvendo a ana´lise da forc¸a de mortalidade.
Mais recentemente, foi desenvolvida uma abordagem diferente para a modelac¸a˜o de extremos,
focando-se nas observac¸o˜es acima de um determinado limiar (threshold). [24] e [25] conclu´ıram que
a distribuic¸a˜o assimpto´tica dos excessos acima de um determinado threshold pode ser aproximada
pela Distribuic¸a˜o Generalizada de Pareto (GPD - Generalized Pareto Distribution). A modelac¸a˜o
de prec¸os extremos atrave´s desta abordagem pode se consultada, por exemplo, em [26] e [27].
Este trabalho centra-se no estudo e modelac¸a˜o das oscilac¸o˜es significativas que ocorrem nos
prec¸os de eletricidade, tendo em conta a volatilidade, a ocorreˆncia de picos e a dependeˆncia
significativa que existe nas se´ries de prec¸os da eletricidade ao longo de determinado per´ıodo de
tempo. Para tal, sera˜o combinados conhecimentos de se´ries temporais com a aplicac¸a˜o da TVE.
Em 2000, [28] propoˆs uma estrate´gia que combina a aplicac¸a˜o do modelo de se´ries temporais com a
TVE, anteriormente apresentada por [29], que consiste em modelar a cauda dos res´ıduos resultan-
tes do modelo de se´ries temporais utilizando a TVE, uma vez que os res´ıduos teˆm uma propensa˜o
maior a serem i.i.d. do que a se´rie original, e posteriormente modelar os quantis condicionais dos
dados. A modelac¸a˜o de prec¸os de eletricidade utilizando esta estrate´gia foi igualmente estudada
por [30], [5] e [31]. [30] aplicou-a aos prec¸os do mercado Nord Pool1, e concluiu que esta aborda-
gem tem uma melhor precisa˜o na estimac¸a˜o dos quantis, quando comparada com os tradicionais
modelos de se´ries temporais. Em [5] e [31] podemos ver esta metodologia aplicada ao mercado de
eletricidade alema˜o. [31] dedica especial atenc¸a˜o a` determinac¸a˜o do valor do threshold e evidencia
a importaˆncia dessa escolha. E´ esta abordagem que ira´ ser seguida neste estudo, avaliando a sua
capacidade de descrever o comportamento dos quantis dos retornos associados aos prec¸os da ele-
tricidade no mercado ibe´rico.
Este trabalho esta´ subdividido em treˆs principais cap´ıtulos: Metodologia (cap´ıtulo 2), Desen-
volvimento (cap´ıtulo 3) e Conclusa˜o (cap´ıtulo 4) e esta´ estruturado da seguinte forma: o Cap´ıtulo
2 apresenta os principais conceitos referentes aos modelos de se´ries temporais que ira˜o ser estuda-
dos e os conceitos fundamentais da Teoria de Valores Extremos. E´ tambe´m aqui feita uma breve
descric¸a˜o da metodologia que vai ser posta em pra´tica. No Cap´ıtulo 3 apresentam-se os resultados
obtidos pela aplicac¸a˜o da abordagem estudada aos prec¸os da eletricidade do mercado portugueˆs.
No Cap´ıtulo 4 apresentam-se os comenta´rios finais relativamente a todo o trabalho desenvolvido.
1Nord Pool e´ uma empresa multinacional responsa´vel pelas transac¸o˜es do mercado ele´trico, ou parte dele, de
alguns pa´ıses, como, por exemplo, a Sue´cia.
Cap´ıtulo 2
Metodologia
2.1 Introduc¸a˜o
A modelac¸a˜o adequada de prec¸os extremos pode ser efetuada recorrendo a` Teoria de Valores Ex-
tremos (TVE), que possui resultados bem estabelecidos para esse fim. No entanto, uma vez que
a abordagem cla´ssica da TVE pressupo˜e observac¸o˜es independentes e identicamente distribu´ıdas
(i.i.d.) e que essa propriedade na˜o e´ verificada nas se´ries de prec¸os de mercado, e´ necessa´rio seguir
uma abordagem que permita lidar adequadamente com a dependeˆncia. Uma soluc¸a˜o proposta
na literatura [28] consiste em aplicar a TVE na˜o a` se´rie original, mas aos res´ıduos resultantes
da aplicac¸a˜o de modelos de se´ries temporais, uma vez que estes esta˜o mais perto de serem i.i.d..
Usualmente, as inovac¸o˜es associadas aos res´ıduos destes modelos seguem distribuic¸o˜es gaussia-
nas centradas e reduzidas, no entanto sera´ tambe´m considerada a possibilidade de seguiram uma
distribuic¸a˜o t-Student. Esta escolha e´ suportada pelo facto de a distribuic¸a˜o dos prec¸os de eletri-
cidade ser caracterizada por ter caudas mais pesadas do que a distribuic¸a˜o Normal [30]. Para essa
etapa da ana´lise, considera-se pertinente a combinac¸a˜o de um modelo auto-regressivo (AR) e um
modelo condicionalmente heteroceda´stico (CH), de modo a permitir lidar apropriadamente com
propriedades como a sazonalidade e volatilidade, t´ıpicas do mercado de eletricidade.
Neste cap´ıtulo, apresentar-se-a˜o com mais detalhe os modelos escolhidos: auto-regressivo inte-
grado de me´dias mo´veis (ARIMA) e modelo com heterocedasticidade condicional auto-regressiva
generalizado (GARCH). Os modelos ARIMA permitem descrever eventos que evoluem no tempo
como func¸a˜o linear do seu passado, enquanto que os modelos GARCH permitem modelar a sua
volatilidade. Os resultados aqui apresentados podem ser consultados em [7].
A descric¸a˜o da metodologia adotada neste trabalho,relativa a` ana´lise de se´ries temporais e a` TVE
(incluindo as diferentes abordagens que podem ser utilizadas) , ira´ ser realizada ao longo deste
cap´ıtulo.
2.2 Modelos de Se´ries Temporais
Comec¸a-se por introduzir a classe dos modelos ARIMA- autoregressive integrated moving
average . Estes modelos sa˜o uma generalizac¸a˜o dos modelos auto-regressivos me´dias mo´veis
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(ARMA), descritos em detalhe em [7]. Deste modo, a representac¸a˜o ARIMA(p, d, q) refere-
se, respectivamente, a`s ordens de auto-regressa˜o, de integrac¸a˜o e de me´dia mo´vel: p e´ o nu´mero de
termos auto-regressivos, d e´ o nu´mero de diferenc¸as e q e´ o nu´mero de termos da me´dia mo´vel.
Diz-se que uma se´rie temporal Xt segue um modelo ARIMA (p,d,q) se a diferenc¸a de ordem d ≥ 1,
Yt = (1 − B)dXt, e´ um processo estaciona´rio ARMA(p,q), em que B e´ o operador de atraso, ou
seja, se
Φ(B)(1−B)dXt = Θ(B)εt, t ∈ Z,
onde ε = (εt, t ∈ Z) e´ um ru´ıdo branco, Φ(B) = 1 − ϕ1B − · · · − ϕpBp, ϕp 6= 0, Θ(B) =
1−θ1B−· · ·−θqBq, θq 6= 0, sa˜o polino´mios cujas ra´ızes sa˜o de mo´dulo superior a 1 e (X−1, X−2, . . . ,
X−p−d, ε−1, . . . , ε−q) sa˜o na˜o correlacionadas com ε0, . . . , εt, e d ∈ N.
Para verificar a estacionariedade1 da se´rie em estudo, podemos aplicar testes baseados na
hipo´tese de existeˆncia de ra´ız unita´ria2. Um dos testes de hipo´teses utilizados e´ o teste de Dickey-
Fuller aumentado (ADF - Augmented Dickey Fuller Test) que e´ uma versa˜o do teste de
Dickey-Fuller [32] para aplicar em modelos de se´ries temporais complexos e com um nu´mero ele-
vado de observac¸o˜es e testa a hipo´tese de a se´rie ter pelo menos uma ra´ız unita´ria - hipo´tese nula.
Outro teste utilizado e´ o teste de Phillips-Perron [33]. E´ uma generalizac¸a˜o do teste aumentado
de Dickey-Fuller para os casos em que os res´ıduos εt sa˜o correlacionados e possivelmente hete-
roceda´sticos. Em 1992, Denis Kwiatkowski , Peter Phillips, Peter Schmidt e Yongcheol Shin [34]
propuseram um outro teste, denominado Kwiatkowski–Phillips–Schmidt–Shin (KPSS), para
a hipo´tese nula de que a se´rie e´ estaciona´ria contra a hipo´tese alternativa de que a se´rie tem uma
ra´ız unita´ria.
Para ale´m da estacionariedade, e´ igualmente importante analisar a correlac¸a˜o entre as ob-
servac¸o˜es. Por exemplo, na modelac¸a˜o de prec¸os, e´ u´til perceber se alterac¸o˜es atuais esta˜o corre-
lacionadas de alguma forma com acontecimentos anteriores. No presente estudo, ira´ ser analisada
essa correlac¸a˜o atave´s do teste de Ljung - Box (LB), um teste ”portmanteu”3 que avalia a hipo´tese
nula de que uma se´rie na˜o apresenta autocorrelac¸a˜o para um nu´mero fixo de lags (defasagens)
L, contra a hipo´tese alternativa de que algum coeficiente de autocorrelac¸a˜o ρ(k), k = 1, . . . , L, e´
diferente de zero [36]. A estat´ıstica de teste e´ dada por
Q = T (T + 2)
L∑
k=1
ρ(k)2
T − k ,
em que T e´ o tamanho da amostra, L e´ o nu´mero de lags e ρ(k) e´ o coeficiente de autocorrelac¸a˜o
na lag k. Sob a hipo´tese nula, a distribuic¸a˜o assimpto´tica de Q e´ a Qui-quadrado com L graus de
liberdade.
1Uma se´rie diz-se estaciona´ria se a esperanc¸a matema´tica for constante e se a covariaˆncia entre duas observac¸o˜es
dependem apenas da distaˆncia temporal que as separa.
2Diz-se que um processo estoca´stico tem uma ra´ız unita´ria se 1 for soluc¸a˜o da equac¸a˜o homoge´nea Φ(B) = 0, em
que Φ(B) e´ o polino´mio caracter´ıstico do modelo em estudo.
3Teste ”portmanteau”e´ um teste em que a hipo´tese nula esta´ bem definida, mas a hipo´tese alternativa e´ menos
espec´ıfica.
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Os modelos ARIMA foram desenvolvidos com o intuito de descrever feno´menos que evoluem
com o tempo, exprimindo os valores da se´rie como func¸a˜o linear dos seus valores passados e consi-
derando transformac¸o˜es adequadas para tornar a se´rie estaciona´ria. No entanto, se´ries estudadas
em diversas a´reas cientificas apresentam caracter´ısticas de na˜o-linearidade, sofrendo grandes os-
cilac¸o˜es nos seus valores, como por exemplo os prec¸os de eletricidade, que sofrem grandes picos
ou descidas repentinos. Assim, surgiu a necessidade de ter em conta a volatilidade das se´ries na
sua modelac¸a˜o. Existem va´rias classes destes modelos, dais quais aqui se destacam a dos modelos
condicionalmente heteroceda´sticos (CH).
Seja ε = (εt, t ∈ Z) um processo estoca´stico real e εt a σ-a´lgebra gerada por (εt, εt−1, . . . ). Diz-se
que o processo estoca´stico real ε = (εt, t ∈ Z) segue um modelo condicionalmente heteroceda´stico
de ordens p e q, CH(p, q), seE(εt|εt−1) = 0V (εt|εt−1) = ht = H(εt−1, . . . , εt−q, ht−1, . . . , ht−q) ,∀t ∈ Z,
onde H e´ uma func¸a˜o real definida sobre Rp+q, estritamente positiva.
O processo ε diz-se condicionalmente gaussiano se a lei condicional de εt relativamente a` σ-a´lgebra
εt−1, L(εt|εt−1), e´ a lei normal centrada de variaˆncia ht, N(0, ht).
Caracter´ısticas dos Modelos condicionalmente heteroceda´sticos (CH)
1. A condic¸a˜o E(εt|εt−1) = 0 pode ser interpretada como uma condic¸a˜o de ortogonalidade ao
passado do processo e permite-nos concluir a ortogonalidade e inexisteˆncia de correlac¸o˜es
condicionais a qualquer passado do processo. Nomeadamente:
(a) ∀h ∈ N, E(εt|εt−h) = 0;
(b) ∀h ∈ N,∀k ∈ N, Cov(εt, εt+h|εt−k) = 0.
2. Relativamente a` lei condicional, estes processos sa˜o centrados e na˜o correlacionados. No
entanto na˜o sa˜o, em geral, homoceda´sticos, pelo que na˜o sa˜o ru´ıdos brancos no sentido
cla´ssico e chamam-se processos de erro.
3. Esta famı´lia de processos permite modelar processos de erro na˜o gaussianos. Em particular:
um processo de 2a ordem condicionalmente Gaussiano na˜o e´ necessariamente marginalmente
Gaussiano.
4. A curtose associada a estes processos e´, em geral, superior a` da lei normal centrada e reduzida.
Dentro da classe de modelos condicionalmente heteroceda´sticos, destacam-se os modelos com
heterocedasticidade condicional auto-regressiva (ARCH) [10] e a sua generalizac¸a˜o GARCH [11].
Estes modelos permitem estimar e fazer previso˜es sobre a volatilidade devido a` variaˆncia condicional
aleato´ria que os caracteriza e, por isso, salienta-se a sua aplicac¸a˜o na ana´lise de se´ries com alterac¸o˜es
bruscas, nomeadamente as se´ries financeiras.
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Diz-se que ε segue um modelo com heterocedasticidade condicional auto-regressiva de ordem q,
ARCH(q), se
∀t ∈ Z, V (εt|εt−1) = ht = α0 +
q∑
i=1
αiε
2
t−i,
com α0 > 0, αi ≥ 0, i = 1, . . . , q.
Com esta formulac¸a˜o quadra´tica, garante-se a sua positividade e tal formulac¸a˜o e´ equivalente
a uma representac¸a˜o auto-regressiva de ordem q para o processo ε2 = (ε2t , t ∈ Z).
No teorema seguinte apresenta-se um resultado importante sobre a estacionariedade de um
processo ARCH(q).
Teorema 2.1. 1. Se ε e´ um processo estoca´stico real estaciona´rio satisfazendo um modelo
ARCH(q) enta˜o
q∑
i=1
αi < 1.
2. Se ε e´ um processo satisfazendo um modelo ARCH(q) tal que
∑q
i=1 αi < 1, enta˜o ε e´ assin-
toticamente estaciona´rio de 2a ordem.
Muitas vezes, a variaˆncia condicional na˜o depende apenas do passado do processo mas tambe´m
do seu pro´prio passado, como se vera´ mais a` frente na modelac¸a˜o dos prec¸os de eletricidade.
Bollerslev [11] propoˆs uma generalizac¸a˜o dos modelos ARCH tendo em conta esta situac¸a˜o.
Diz-se que ε segue um modelo ARCH generalizado de ordem p e q, GARCH(p, q), se a sua variaˆncia
condicional e´ tal que
∀t ∈ Z, V (εt|εt−1) = ht = α0 +
q∑
i=1
αiε
2
t−i +
p∑
j=1
βjht−j ,
com α0 > 0, αi ≥ 0, i = 1, . . . , q, βj ≥ 0, j = 1, . . . , p.
Este modelo e´ assintoticamente estaciona´rio 4 se os paraˆmetros envolvidos na definic¸a˜o satisfazem:
q∑
i=1
αi +
p∑
j=1
βj < 1.
2.3 Modelac¸a˜o de Valores Extremos
Como o interesse e´ o estudo de valores extremos, focar-se-a´ em particular na distribuic¸a˜o do valor
ma´ximo de n observac¸o˜es - Mn
5. Considere-se uma sequeˆncia de varia´veis aleato´rias independentes
e identicamente distribu´ıdas (i.i.d.), {X1, X2, . . . , Xn}, com func¸a˜o de distribuic¸a˜o F e seja Mn =
max{X1, X2, . . . , Xn}, enta˜o a distribuic¸a˜o de Mn, P (Mn ≤ z) e´ dada por Fn(z). Na pra´tica
a func¸a˜o F na˜o e´ conhecida e, mesmo sendo poss´ıvel aplicar te´cnicas estat´ısticas para estima´-la,
4No sentido fraco
5A teoria aqui apresentada e´ ana´loga para o estudo de valores mı´nimos.
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pequenas discrepaˆncias nessa estimac¸a˜o podem conduzir a desvios significativos no ca´lculo de Fn.
A alternativa e´ encontrar boas aproximac¸o˜es para Fn atrave´s da ana´lise do seu comportamento
a` medida que n aumenta. Contudo, o limite de Fn(z) para n → ∞ e z < z+6 e´ uma func¸a˜o
degenerada 7, logo e´ necessa´rio aplicar uma transformac¸a˜o adequada a` varia´vel que descreve o
ma´ximo, para ultrapassar esta barreira, por exemplo atrave´s da normalizac¸a˜o da varia´vel Mn:
M∗n =
Mn−bn
an
para sucesso˜es de constantes {an > 0} e {bn} escolhidas apropriadamente.
Neste cap´ıtulo apresentam-se duas distribuic¸o˜es que caracterizam o comportamento de eventos
extremos: a distribuic¸a˜o generalizada dos valores extremos, conhecida como a distribuic¸a˜o GEV
- Generalized Extreme Value e a distribuic¸a˜o generalizada de Pareto, GPD - Generalized Pareto
Distribuition. Os resultados aqui apresentados sa˜o baseados em [15], [16] e [14].
Introduz-se de seguida o Teorema de Fisher-Tippett-Gnedenko [20] [21], conhecido como Teorema
dos tipos, relativo a` distribuic¸a˜o assinto´tica de M∗n. No caso em que existem sucesso˜es {an > 0}
e {bn} tal que a distribuic¸a˜o do ma´ximo normalizado, M∗n, tenha como distribuic¸a˜o limite uma
distribuic¸a˜o na˜o degenerada, G, enta˜o G e´ de um dos treˆs tipos apresentados no teorema:
Teorema 2.2. (Teorema de Fisher-Tippett-Gnedenko)
Se existem sucesso˜es {an > 0} e {bn} tal que
P (Mn−bnan ≤ z) → G(z), n → ∞, em que G e´ uma func¸a˜o de distribuic¸a˜o na˜o degenerada,
enta˜o G e´ uma func¸a˜o de distribuic¸a˜o pertencente a uma das seguintes famı´lias:
Gumbel : G(z) = exp{−exp[−(z − b
a
)]}, −∞ < z <∞
Frechet : G(z) =
0, z ≤ bexp{−( z−ba )−α}, z > b
Weibull : G(z) =
exp{−{−( z−ba )α}}, z < b1, z ≥ b ,
em que a > 0 paraˆmetro de escala, b > 0 paraˆmetro de localizac¸a˜o e α > 0 paraˆmetro de forma.
De referir que este teorema envolve a distribuic¸a˜o do ma´ximo normalizado, mas tambe´m pode
ser aplicado na aproximac¸a˜o da distribuic¸a˜o da sucessa˜o de ma´ximos8.
Diz-se se que F pertence ao domı´nio de atrac¸a˜o de G, F ∈ DA(G), se para alguma sucessa˜o
{an > 0} e{bn} se verifica Fn(anz + bn) → G(z), n → ∞. Portanto existem treˆs domı´nios de
atrac¸a˜o distintos, um para cada uma das distribuic¸o˜es consideradas no teorema anterior. Estas
distribuic¸o˜es distinguem-se tambe´m por serem ”max-stable” - cada uma pertence ao seu pro´prio
domı´nio de atrac¸a˜o.
Estas treˆs famı´lias de func¸o˜es de distribuic¸a˜o podem ser combinadas numa u´nica func¸a˜o, a distri-
buic¸a˜o GEV:
G(z) = exp{−[1 + ξ(z − µ
σ
)]
− 1
ξ },
6z+ e´ o menor valor de z tal que F (z) = 1
7Note-se que sendo F uma func¸a˜o de distribuic¸a˜o, 0 ≤ F (z) ≤ 1 e portanto Fn(z)→ 0, z →∞, z < z+
8Para n suficientemente grande, P (Mn−bn
an
≤ z) ≈ G(z)⇔ P (Mn ≤ z) ≈ G( z−bnan ) = G
∗(z), em que G∗ pertence
a uma das treˆs famı´lias apresentadas.
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definida em {z : 1 + ξ( z−µσ ) > 0}, com ∞ < µ <∞ paraˆmetro de localizac¸a˜o, ξ 6= 0 paraˆmetro de
forma e σ > 0 paraˆmetro de escala. O valor de ξ determina o tipo de distribuic¸a˜o correspondente:
caso ξ seja positivo temos a distribuic¸a˜o de Fre´chet e se ξ for negativo estamos perante a distribuic¸a˜o
de Weibull. No caso em que ξ = 0 considera-se o limite ξ → 0, obtendo a distribuic¸a˜o de Gumbel:
G(z) = exp{−exp[−( z−µσ )]}, −∞ < z <∞.
Apesar de a distribuic¸a˜o GEV ser extremamente u´til na ana´lise de valores extremos, em muitas
situac¸o˜es e´ mais adequado considerar apenas as observac¸o˜es que ultrapassam um determinado
threshold u. E´ neste sentido que surge a necessidade de determinar a probabilidade de, dado que o
threshold e´ ultrapassado, uma observac¸a˜o exceder o threshold no ma´ximo em y unidades. A func¸a˜o
de distribuic¸a˜o condicional dos excessos Y = X − u, dado que X ultrapassa o threshold u, e´ dada
por: Fu(y) = P (X − u ≤ y|X > u), y > 0 e e´ poss´ıvel escreveˆ-la a partir de F :
Fu(y) =
P (u < X ≤ u+ y)
P (X > u)
=
F (u+ y)− F (u)
1− F (u) .
Mais uma vez surge como dificuldade o facto de na˜o conhecermos F , pelo que e´ necessa´rio
uma boa aproximac¸a˜o para Fu. O Teorema de Pickands-Balkema-de Hann [24] [25], muitas vezes
referido como o 2.o Teorema da TVE, especifica a distribuic¸a˜o limite de Fu:
Teorema 2.3. (Teorema de Pickands-Balkema-de Hann)
Sejam X1, X2. . . . , Xn varia´veis i.i.d. com func¸a˜o de distribuic¸a˜o F , tal que F ∈ DA(G), G na˜o
degenerada, nomeadamente tendo-se que P (Mn ≤ z) ≈ G(z), em que
G(z) = exp{−[1 + ξ(z − µ
σ
)]
− 1
ξ },
para algum µ, σ > 0 e ξ 6= 0.
Enta˜o, para u suficientemente grande:
P (X1 − u ≤ y|X1 > u) ≈ Hξ,σ˜(y) = 1− (1 + ξ y
σ˜
)
− 1
ξ ,
definida em {y : y > 0 e (1 + ξ yσ˜ ) > 0, ξ 6= 0} e onde σ˜ = σ + ξ(u+ µ).
Note-se que, no caso de ξ = 0 considera-se o limite da distribuic¸a˜o quando ξ se aproxima de
zero, obtendo-se a func¸a˜o H(y) = 1− exp(− yσ˜ ).
Tambe´m aqui se consideram treˆs famı´lias de distribuic¸a˜o distintas: se ξ = 0, tem-se uma distri-
buic¸a˜o exponencial e se ξ for diferente de zero, teˆm-se distribuic¸o˜es do tipo Pareto. O paraˆmetro
de forma ξ determinado na distribuic¸a˜o GPD e´ o mesmo paraˆmetro de forma determinado na dis-
tribuic¸a˜o GEV e ha´ uma correspondeˆncia entre as famı´lias da distribuic¸a˜o GEV e da distribuic¸a˜o
GPD, isto e´, as distribuic¸o˜es da GPD para ξ > 0, ξ < 0 e ξ = 0 pertencem aos domı´nios de atrac¸a˜o
das func¸o˜es de Fre´chet, Weibull e Gumbel, respectivamente.
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Para aplicar a TVE a um conjunto de dados, e´ importante selecionar corretamente as observac¸o˜es
extremas e perceber qual o tipo de distribuic¸a˜o que deve ser considerada. Destacam-se dois me´todos
para definir tais observac¸o˜es extremas: o me´todo Ma´ximo por Blocos (MB) e o me´todo Peaks-
Over-Threshold (POT). O me´todo MB consiste em dividir os dados em blocos de igual tamanho
e amplitude e considerar o valor ma´ximo em cada bloco (Figura 2.1). O me´todo POT baseia-se em
extrair e estudar as observac¸o˜es com valores acima de um determinado threshold u (Figura 2.2).
De acordo com os dados em ana´lise, e´ necessa´rio escolher qual a abordagem adequada a adotar. O
me´todo MB apresenta uma grande desvantagem que se prende com o facto de se escolher apenas
uma observac¸a˜o em cada bloco, o que pode conduzir a uma amostra de pequena dimensa˜o. A
abordagem POT contorna esta dificuldade e e´ uma ferramenta mais poderosa para a modelac¸a˜o
de eventos extremos [31] e sera´ a abordagem a seguir neste estudo. No entanto, esta abordagem
tambe´m tem obsta´culos a contornar na sua aplicac¸a˜o. Um dos principais obsta´culos e´ o facto
de partir da suposic¸a˜o de independeˆncia das observac¸o˜es e na maioria dos casos estudados existe
uma dependeˆncia temporal. Por outro lado, a selec¸a˜o de um threshold adequado e´ outra questa˜o
importante a ter em conta, pois uma escolha inadequada pode comprometer a modelac¸a˜o da cauda
da distribuic¸a˜o.
Figura 2.1: Me´todo Ma´ximo por Blocos
Figura 2.2: Me´todo Peaks-Over-Threshold
Definir estimadores adequados para os paraˆmetro ξ e σ˜ e´ um dos to´picos mais importantes da
TVE. Aqui o foco sera´ a estimac¸a˜o dos paraˆmetros da GPD ja´ que sera´ adotada a aboradagem POT,
no entanto os mesmos me´todos podem ser usados no caso da distribuic¸a˜o GEV. As abordagens
para encontrar estes estimadores dividem-se em parame´tricas e na˜o-parame´tricas. Da classe dos
estimadores parame´tricos fazem parte alguns dos mais conhecidos, como e´ o caso do estimador
pelo me´todo dos momentos, do estimador da ma´xima verosimilhanc¸a e o me´todo dos momentos
ponderados. Para mais detalhes ver por exemplo [37].
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Neste trabalho, apo´s o valor do threshold determinado, os paraˆmetros da GPD sera˜o estimados
pelo me´todo da ma´xima verosimilhanc¸a. Sejam y1, . . . , yNu as Nu excedeˆncias do threshold u. Para
ξ 6= 0, a func¸a˜o de log-verossimilhanc¸a e´ expressa da seguinte forma:
`(ξ, σ˜) =
Nu∑
i=1
log [h(yi, ξ, σ˜)]
=
Nu∑
i=1
log
[
1
σ˜
(
1 +
ξ
σ˜
yi
)− 1
ξ
−1]
= −Nulog(σ˜)−
(
1
ξ
+ 1
) Nu∑
i=1
log
(
1 +
ξ
σ˜
yi
)
,
para
(
1 + ξσ˜yi
)
> 0, caso contra´rio temos uma log-verosimilhanc¸a infinita.
Para ξ = 0, a func¸a˜o de log-verossimilhanc¸a e´ dada por `(σ˜) = −Nulog(σ˜)− 1
σ˜
∑Nu
i=1 yi.
Maximizando a func¸a˜o de log-verossimilhanc¸a obtida para os paraˆmetros considerados, obteˆm-
se as estimativas pretendidas.
O paraˆmetro de forma ξ tem recebido especial atenc¸a˜o por retratar o comportamento da cauda.
Para ξ ∈ R, realc¸am-se os estimadores propostos por Pickands [25] e Dekkers [38] que sa˜o genera-
lizac¸o˜es do cla´ssico estimador de Hill, proposto por [39] para ξ > 0, e que fara´ parte deste estudo.
Para uma amostra de n vara´veis aleato´rias i.i.d., {X1, . . . , Xn}, considere-se a amostra ordenada
X(1,n) ≤ X(2,n) ≤ · · · ≤ X(n,n), em que X(i,n) denota a i-e´sima estat´ıstica de ordem.
O estimador de Hill e´ dado por:
Hˆ(k) =
1
k
k∑
i=1
logX(n−i+1,n) − logX(n−k,n).
A partir da estimac¸a˜o dos paraˆmetros da GPD, e´ poss´ıvel estimar os quantis desta distribuic¸a˜o.
Denotando-se por F¯ func¸a˜o da cauda de uma dada distribuic¸a˜o F , isto e´, F¯ (y) = 1− F (y), pode
escrever-se:
F¯u(y) =
F¯ (y + u)
F¯ (u)
⇔ F¯u(y)F¯ (u) = F¯ (y + u).
Pelo Teorema 2.3, tem-se F¯u(y) ≈ H¯ξ,σ˜(y), logo
F¯ (y + u) ≈ F¯ (u)H¯ξ,σ˜(y) = F¯ (u)(1 + ξ y
σ˜
)
− 1
ξ .
Considerando x = y + u, tem-se
F¯ (x) = F¯ (u)(1 + ξ
x− u
σ˜
)
− 1
ξ .
Enta˜o, para 0 < p < 1, o quantil de ordem p, qp e´ dado por:
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qp = u+
σ˜
ξ
[(
(1− p) 1
F¯ (u)
)−ξ
− 1
]
.
Um estimador para F¯ (u) e´ dado pela distribuic¸a˜o emp´ırica: ˆ¯F (u) = NuN , em que Nu e´ o nu´mero
de observac¸o˜es que ultrapassam u e N e´ o nu´mero total de observac¸o˜es. Enta˜o, um estimador para
qp e´ dado por:
qˆp = u+
ˆ˜σ
ξˆ
[(
(1− p) N
Nu
)−ξˆ
− 1
]
, (2.1)
onde ˆ˜σ e ξˆ designam estimativas para os paraˆmetros σ˜ e ξ, respetivamente.
A escolha do threshold u tem uma grande influeˆncia na qualidade do ajustamento da GPD aos
dados. A escolha de um valor muito elevado pode resultar num nu´mero baixo de excedeˆncias. Em
contrapartida, um threshold muito baixo pode conduzir a estimadores enviesados e impedir o bom
ajustamento da GPD [27]. Sera˜o aplicados alguns me´todos para facilitar essa escolha:
1. Hill Plot
Atrave´s do estimador de Hill para o ı´ndice de cauda, e´ poss´ıvel obter uma aproximac¸a˜o para
o nu´mero de observac¸o˜es a considerar como ”extremas”, estimando o ı´ndice de cauda ξ para
diferentes nu´meros de observac¸o˜es na cauda Nu e identificando graficamente a regia˜o onde o
coeficiente se torna esta´vel.
2. Mean Excess Function (MEF)
Como o pro´prio nome indica, esta func¸a˜o define o valor esperado dos excessos e e´ dada por
E(X − u|X > u). Se a distribuic¸a˜o subjacente e´ a GDP (ξ, σ˜), enta˜o a MEF e´ dada por: [15]
e(u) = E(X − u|X > u) = σ˜ + ξu
1− ξ .
O threshold pode ser determinado atrave´s do gra´fico da MEF estimada: dado que e´ uma
func¸a˜o linear em u, u devera´ ser tal que o gra´fico mostra um comportamento linear.
3. Me´todo de Eyeball
Este me´todo, apresentado em [31], consiste na estimac¸a˜o do ı´ndice de cauda e do paraˆmetro
de escala simultaneamente. Para diferentes nu´meros de observac¸o˜es ”extremas”, estimam-se
os paraˆmetros da correspondente GPD e identificam-se graficamente as regio˜es em que esses
valores apresentam um comportamento esta´vel.
2.4 Descric¸a˜o da Metodologia
O trabalho desenvolvido segue a abordagem apresentada por [28] que consiste em modelar a vola-
tilidade da se´rie dos retornos (ganhos ou perdas) associados aos prec¸os de eletricidade atrave´s de
um modelo GARCH e aplicar o me´todo POT aos res´ıduos resultantes desse modelo para depois
estimar os quantis condicionais dos retornos. Como ja´ referido anteriormente, esta´-se perante uma
situac¸a˜o em que os retornos na˜o sa˜o i.i.d., portanto aplicar o POT diretamente na˜o e´ uma soluc¸a˜o
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via´vel. Da´ı surge a combinac¸a˜o deste me´todo com o uso de modelos de se´ries temporais. Embora
a suposic¸a˜o de independeˆncia nos retornos na˜o seja va´lida, pode ser sustenta´vel quando se trata
dos res´ıduos destes modelos. Inicialmente, os retornos sa˜o modelados atrave´s de uma combinac¸a˜o
de um modelo auto-regressivo (AR) com um modelo GARCH, para que se capte a dependeˆncia
do passado e a volatilidade dos dados. Sera´ considerado que os res´ıduos do modelo resultante
podem ter inovac¸o˜es gaussianas ou distribuic¸a˜o t-Student. Inclui-se a distribuic¸a˜o t-Student pelo
facto de o comportamento dos prec¸os usualmente evidenciar que estes seguira˜o uma distribuic¸a˜o
com caudas mais pesadas do que a distribuic¸a˜o normal [30]. Apo´s modelar os res´ıduos atrave´s
da abordagem POT, estimam-se os quantis condicionais da se´rie original dos retornos. O quantil
condicional e´ calculado tendo em conta as estimativas do desvio-padra˜o condicional e os quantis
das distribuic¸o˜es Normal, t-Student e GPD.
Cap´ıtulo 3
Desenvolvimento
Neste cap´ıtulo procede-se a` aplicac¸a˜o dos conceitos introduzidos no cap´ıtulo anterior na modelac¸a˜o
de se´ries temporais relativas a observac¸o˜es dos prec¸os de eletricidade no mercado Ibe´rico, por hora,
entre a primeira hora do dia 25-12-2011 e a u´ltima hora do dia 01-01-2016, perfazendo um total
de 35256 observac¸o˜es. Apo´s uma breve ana´lise descritiva dos prec¸os correspondentes a Portugal,
a fase seguinte consiste na modelac¸a˜o dos retornos associados a estes prec¸os (que va˜o de encontro
a`s expetativas dos investidores) e, para tal, utilizar-se-a´ um modelo auto-regressivo e um modelo
condicionalmente heteroceda´stico para modelar a variaˆncia.
Seguidamente, aplicar-se-a´ a TVE na modelac¸a˜o da cauda dos res´ıduos associados aos modelos
anteriores e na estimac¸a˜o dos quantis condicionais dos retornos.
3.1 Ana´lise descritiva dos dados
A se´rie temporal relativa aos prec¸os de mercado pode ser observada na Figura 3.1. Esta evidencia
as alterac¸o˜es bruscas nos prec¸os (aumentos ou quedas repentinas), tomando valores positivos ate´
um ma´ximo de 112e/MWh e com um prec¸o me´dio de 46e/MWh. O valor da curtose (cerca de 4)
sugere uma distribuic¸a˜o com caudas pesadas.
Perante tais extremas alterac¸o˜es nos prec¸os, torna-se complicado encontrar modelos adequados
a` sua versatilidade. Neste estudo ira˜o ser considerados os retornos dos prec¸os que fornecem uma
indicac¸a˜o da variabilidade dos mesmos ao longo do tempo.
Consideram-se usualmente dois tipos de retornos:
• retornos simples: Pt−Pt−1Pt−1 ,
• retornos logar´ıtmicos: ln(Pt)− ln(Pt−1),
em que Pt e´ o prec¸o no instante t.
Neste trabalho consideram-se os retornos simples. Os retornos logar´ıtmicos tendem a desvalo-
rizar as alterac¸o˜es dos prec¸os. Por exemplo, se se considerar o aumento do prec¸o de 100e/MWh,
para 150e/MWh, o retorno simples sera´ de 50% enquanto o retorno logar´ıtmico e´ apenas 40,55%.
Uma desvantagem na aplicac¸a˜o dos retornos simples e´ que os prec¸os sa˜o limitados inferiormente e
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Figura 3.1: Prec¸os da eletricidade
portanto se se pretender analisar as quedas nos prec¸os, a maior perda poss´ıvel sera´ 100% (retorno
de -100%), tornando a distribuic¸a˜o assime´trica positiva: uma descida nos prec¸os de 100e/MWh,
para 10e/MWh, representa uma perda de 90%, enquanto que um aumento do prec¸o de 10e/MWh,
para 100e/MWh, corresponde a um ganho de 900%. No entanto, como o nosso interesse e´ estudar
a cauda positiva, esta dificuldade e´ ultrapassada. De modo a evitar retornos muito pro´ximos de
zero, consideramos prec¸os superiores 1e, totalizando 34342 observac¸o˜es.
Para testar a estacionariedade foram utilizados os testes Dickey-Fuller aumentado (ADF),
Phillips-Perron (PP) e KPSS. Os seus resultados esta˜o exibidos na Tabela 3.1. Para um n´ıvel
de 1%, e para ambos os testes ADF e PP, a hipo´tese nula de que a se´rie tem uma ra´ız no circulo
unita´rio e´ de rejeitar, o que sugere a estacionariedade da se´rie. O teste KPSS da´ um resultado con-
tradito´rio, rejeitando-se a hipo´tese de que a se´rie e´ estaciona´ria. Seguir-se-a´ o estudo assumindo
a estacionariedade dos retornos, uma vez que este teste tende a rejeitar a hipo´tese nula muitas
vezes [40].
Tabela 3.1: Testes de Estacionariedade aplicados nos retornos dos prec¸os de eletricidade
Teste Hipo´tese nula Versa˜o do teste
Estat´ıstica
de teste
Valor cr´ıtico
a 5 %
ADF
A se´rie temporal
tem uma ra´ız unita´ria
Com constante -26.5147 -2.8610
Com constante e tendeˆncia -26.6287 -3.4123
Sem constante ou tendeˆncia -25.2570 -1.9416
PP
A se´rie temporal
tem uma ra´ız unita´ria
Com constante -163.8215 -2.8610
Com constante e tendeˆncia -163.8427 -3.4123
Sem constante ou tendeˆncia -163.6937 -1.9416
KPSS
A se´rie temporal
e´ estaciona´ria
Com constante 2.9507 0.4630
Com constante e tendeˆncia 1.5967 0.1460
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Para ale´m das usuais medidas de localizac¸a˜o e dispersa˜o, me´dia e desvio-padra˜o, sera˜o tambe´m
considerados os coeficientes da curtose e assimetria para avaliar o comportamento dos dados.
O resumo descritivo dos dados esta´ presente na Tabela 3.2. O valor da curtose (438.9347) indica
uma distribuic¸a˜o leptocu´rtica, sendo a sua curva muito mais afunilada do que a curva da distri-
buic¸a˜o Normal1. O valor elevado do coeficiente de assimetria, aproximadamente igual a 17, sugere
que a distribuic¸a˜o tem caudas pesadas, o que se pode tambe´m concluir atrave´s da visualizac¸a˜o do
gra´fico QQ-Plot presente na Figura 3.2.
Tabela 3.2: Resumo descritivo dos retornos dos prec¸os da eletricidade
Mı´nimo 1.oQ Mediana Me´dia 3.oQ Ma´ximo Desvio-padra˜o
-0.94222 -0.04457 0.00000 0.02017 0.04045 12.5 0.3042
Curtose Assimetria LB(24) LB2(24) LB(168) LB2(168)
438.9347 16.5702 2955.3 461.9863 8012.6 1974.2
Figura 3.2: QQ-Plot Retornos dos prec¸os da eletricidade
1Para a distribuic¸a˜o Normal, o valor da curtose e´ igual a 3.
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Os valores obtidos pelo teste Ljung-Box (LB)2 para os retornos e para o quadrado dos retornos
indicam forte autocorrelac¸a˜o da se´rie dos retornos. Na Figura 3.3 pode observar-se o comporta-
mento das func¸o˜es de autocorrelac¸a˜o (ACF) e autocorrelac¸a˜o parcial (PACF) dos retornos que
tambe´m evidencia dependeˆncia existente.
Figura 3.3: ACF Retornos (esquerda) e PACF dos retornos (direita)
3.2 Modelac¸a˜o dos retornos
A combinac¸a˜o de um modelo auto-regressivo com um modelo condicionalmente heteroceda´stico
parece ser um bom ajustamento para os dados em estudo. Para ale´m de se considerar a dependeˆncia
do passado (modelo AR), tem-se tambe´m em conta a volatilidade dos dados (modelo GARCH).
A sazonalidade da se´rie e´ noto´ria nos gra´ficos da ACF e PACF (Figura 3.3), especialmente nas
primeira e vige´sima-quarta horas, pelo que o modelo AR devera´ incluir a lag 1 e a lag 24. O padra˜o
de sazonalidade esta´ diretamente relacionado com as mudanc¸as na procura de eletricidade durante
as 24 horas do dia, bem como os 7 dias da semana: a procura durante o dia e´ maior do que durante
a noite e tambe´m ha´ uma queda na procura quando e´ fim de semana. Sera´ inclu´ıda tambe´m a
lag 168 no modelo de modo a considerar a sazonalidade semanal. Combinando o modelo AR com
o modelo GARCH mais simples poss´ıvel, GARCH(1,1), que modela a volatilidade condicional em
func¸a˜o dos seus valores e valores dos res´ıduos passados, obte´m-se a seguinte expressa˜o:
rt = α0 + α1rt−1 + α2rt−24 + α3rt−168 + t,
σ2t = φ0 + φ1
2
t−1 + φ2σ
2
t−1,
em que σ2t e´ a variaˆncia condicional de t, t = σtZt e Zt segue uma distribuic¸a˜o Normal centrada
e reduzida ou uma distribuic¸a˜o t-Student com ν graus de liberdade (uma vez que a dinaˆmica dos
prec¸os da eletricidade e´ caracterizada por ter caudas mais pesadas do que a distribuic¸a˜o normal).
Para encontrar um bom modelo, estimaram-se os coeficientes para quatro modelos diferentes: dois
2LB(j) e LB2(j) sa˜o as estat´ısticas do teste de Ljung-Box para a autocorrelac¸a˜o na lag j, para j = 24, 168 na
se´rie dos retornos e do quadrado dos retornos, respetivamente.
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considerando as lags 1, 24 e 168 e dois considerando apenas as lags 1 e 24, com inovac¸o˜es gaussianas
e inovac¸o˜es t-Student. As estimativas para os coeficientes dos modelos, determinadas pelo me´todo
da ma´xima verossimilhanc¸a, esta˜o apresentadas nas Tabelas 3.3 e 3.4.
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Tabela 3.3: Estimativas para os coeficientes do modelo AR-GARCH com lags 1, 24 e 168
Zt ∼ N(0, 1) Coef. estimado Desvio-padra˜o
α0 0.001658 0.00030608
α1 0.189915 0.00214902
α2 0.33661 0.00139224
α3 0.152715 0.000626793
φ0 0.000178892 2.59734 ×10−6
φ1 0.166056 0.000607936
φ2 0.833944 0.000433678
Log V. 28844
Zt ∼ tυ Coef. estimado Desvio-padra˜o
α0 -0.00280013 0.000260392
α1 0.203332 0.00400691
α2 0.259433 0.00238141
α3 0.200534 0.00219412
φ0 0.0013326 5.85847 ×10−5
φ1 0.501815 0.0199022
φ2 0.498185 0.00671315
Log V. 38758
Graus de liberdade 2.69121 0.0366038
Tabela 3.4: Estimativas para os coeficientes do modelo AR-GARCH com lag 1 e lag 24
Zt ∼ N(0, 1) Coef. estimado Desvio-padra˜o
α0 0.00254008 0.000336991
α1 0.2243 0.00206842
α2 0.402787 0.00125258
φ0 0.000194403 2.94351 ×10−6
φ1 0.164262 0.000601094
φ2 0.835737 0.0004162
Log V. 27696
Zt ∼ tυ Coef. estimado Desvio-padra˜o
α0 -0.00325529 0.000280001
α1 0.255421 0.0042159
α2 0.348503 0.00242934
φ0 0.00185448 7.86406 ×10−5
φ1 0.582429 0.0228125
φ2 0.417571 0.00723263
Log V. 37415
Graus de liberdade 2.69866 0.0366098
Os paraˆmetros estimados para a equac¸a˜o da variaˆncia, φi, sa˜o positivos em ambos os modelos,
no entanto a sua soma na˜o e´ significativamente menor do que 1, o que na˜o permite excluir a
hipo´tese de ter uma variaˆncia condicional infinita.
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Para comparar os modelos obtidos, determinam-se os valores dos crite´rios de informac¸a˜o Akaike
(AIC) e Bayesian (BIC). Estes crite´rios sa˜o baseados no valor o´timo para a maximizac¸a˜o do lo-
garitmo da func¸a˜o de verosimilhanc¸a e sa˜o caracterizados pela penalizac¸a˜o de modelos com mais
paraˆmetros [42].
• Crite´rio de Informac¸a˜o de Akaike: AIC = −2× logL+ 2×Np
• Crite´rio de Informac¸a˜o Bayesian: BIC = −2× logL+Np×N
em que logL e´ o valor o´timo para a maximizac¸a˜o do logaritmo da func¸a˜o de verosimilhanc¸a, Np e´
o nu´mero de paraˆmetros e N e´ o nu´mero de observac¸o˜es.
Os valores obtidos para cada crite´rio e para cada modelo podem ser observados na Tabela
3.5. Em primeira ana´lise, parece adequado adicionar o termo AR(168). Os crite´rios AIC e BIC
teˆm menores valores para os modelos que consideram este termo e portanto ira´ prosseguir-se com
estes modelos. Os resultados para estes crite´rios confirmam tambe´m a suspeita inicial de que um
modelo com inovac¸o˜es que seguem uma distribuic¸a˜o t-Student seria o mais adequado para modelar
os retornos.
Tabela 3.5: Comparac¸a˜o dos Modelos AR-GARCH
Modelo AIC BIC
Inovac¸o˜es Gaussianas (lag 1 e lag 24) -55380 -55329
Inovac¸o˜es t-Student (lag 1 e lag 24) -74816 -74757
Inovac¸o˜es Gaussianas (lag 1, lag 24 e lag 168) -57674 -57615
Inovac¸o˜es t-Student (lag 1, lag 24 e lag 168) -77500 -77432
3.3 Modelac¸a˜o dos res´ıduos do Modelo AR-GARCH
Modelac¸a˜o dos res´ıduos do modelo AR-GARCH com inovac¸o˜es t - Student
Na Figura 3.4 pode observar-se a autocorrelac¸a˜o dos res´ıduos normalizados e a autocorrelac¸a˜o
do quadrado dos mesmos. Os gra´ficos indicam que nem toda a autocorrelac¸a˜o foi eliminada. Na
Figura 3.5 e´ poss´ıvel ver a que a maioria da heteroscedasticidade dos dados originais e´ refletida
pelo nosso modelo de variaˆncia condicional GARCH.
Assumindo que os res´ıduos normalizados do modelo AR-GARCH sa˜o i.i.d., sera˜o modelados
atrave´s da abordagem POT da Teoria de Valores Extremos. Para estimar o valor do threshold,
combinar-se-a˜o os me´todos introduzidos no cap´ıtulo anterior: Hill Plot, Mean Excess Plot e Eyeball.
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Figura 3.4: ACF res´ıduos normalizados (esquerda) e do quadrado dos res´ıduos normalizados (di-
reita) - Modelo AR-GARCH com inovac¸o˜es t-Student
Figura 3.5: Gra´fico dos Res´ıduos (esquerda) e gra´fico da sua volatilidade (direita) - Modelo AR-
GARCH com inovac¸o˜es t-Student
Para a ana´lise atrave´s do me´todo Hill Plot, estimou-se o ı´ndice de cauda, utilizando o estimador
de Hill para diferentes nu´meros de observac¸o˜es na cauda ate´ 10000 e o gra´fico resultante esta´
presente na Figura 3.6. Podemos ver que o estimador de Hill para o ı´ndice de cauda decresce
consideravelmente ra´pido quando e´ considerado um baixo nu´mero de excedeˆncias, mantendo-se
esta´vel a` medida que aumenta o nu´mero de observac¸o˜es na cauda.
Tabela 3.6: N.o Excendeˆncias vs Threshold - res´ıduos normalizados do modelo AR-GARCH com
inovac¸o˜es t-Student
% 10% 20% 25% 30% 35% 40% 45% 50%
N.o Excedeˆncias 3434 6868 8585 10320 12019 13736 15454 17171
threshold (u) 0.2801 0.1109 0.0679 0.0397 0.0172 -0.0013 -0.0170 -0.0322
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Figura 3.6: Hill Plot dos res´ıduos normalizados - Modelo AR-GARCH com inovac¸o˜es t-Student
Os gra´ficos provenientes da aplicac¸a˜o do me´todo de Eyeball apresentam-se na Figura 3.7. O
estimador para o ı´ndice de cauda e´ mais esta´vel quando se consideram entre 25% (8588 observac¸o˜es,
u=0.0679) a 40% (13736 observac¸o˜es, u=-0.0013) das observac¸o˜es na cauda, enquanto que o estima-
dor para o paraˆmetro de escala estabiliza na regia˜o em que mais de 20% dos res´ıduos normalizados
pertencem a` cauda. Os gra´ficos da MEF (Figura 3.8) mostram que o valor do threshold devera´ ser
maior do que -0.04.
(a) I´ndice de cauda (b) Paraˆmetro de escala
Figura 3.7: Me´todo de Eyeball - res´ıduos normalizados do Modelo AR-GARCH com inovac¸o˜es
t-Student
Para verificar a influeˆncia que a escolha do threshold tem no ajustamento da distribuic¸a˜o,
fez-se o ajustamento para diferentes valores de Nu, conforme Figuras 3.9 (Nu = 8585), 3.10
(Nu = 10320), 3.11 (Nu = 12019), 3.12 (Nu = 13736), 3.13 (Nu = 15454) e 3.14 (Nu = 17171), em
que se consideram desde 25% a 50% observac¸o˜es extremas.
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(a) Mean Excess Plot (b) Mean Excess Plot Zoom
Figura 3.8: Mean Excess Plot dos res´ıduos normalizados do Modelo AR-GARCH com inovac¸o˜es
t-Student
Figura 3.9: GPD para Nu = 8585 (25% das observac¸o˜es) - res´ıduos normalizados do modelo
AR-GARCH com inovac¸o˜es t-Student
Os QQ-Plots das Figuras 3.9 - 3.14, sa˜o constru´ıdos de modo a comparar os quantis de cada
uma das distribuic¸o˜es consideradas com os quantis da amostra, cujo tamanho varia de acordo
com a percentagem de observac¸o˜es extremas. Analisando o comportamento destes gra´ficos, estes
refletem a informac¸a˜o providenciada pelo gra´fico da Figura 3.7a onde e´ noto´ria a estabilidade do
estimador para o paraˆmetro de forma ξ quando a cauda e´ constitu´ıda por 30% das observac¸o˜es.
Podemos enta˜o escolher a GPD com paraˆmetros ξˆ = 0.68 e ˆ˜σ = 0.15 para modelar a cauda dos
res´ıduos normalizados com inovac¸o˜es t-Student. Neste caso, temos 10320 observac¸o˜es ”extremas”e
um threshold igual a 0.0397.
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Figura 3.10: GPD para Nu = 10320 (30% das observac¸o˜es) - res´ıduos normalizados do Modelo
AR-GARCH com inovac¸o˜es t-Student
Figura 3.11: GPD para Nu = 12019 (35% das observac¸o˜es) - res´ıduos normalizados do Modelo
AR-GARCH com inovac¸o˜es t-Student
Figura 3.12: GPD para Nu = 13736 (40% das observac¸o˜es) - res´ıduos normalizados do Modelo
AR-GARCH com inovac¸o˜es t-Student
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Figura 3.13: GPD para Nu = 15454 (45% das observac¸o˜es) - res´ıduos normalizados do Modelo
AR-GARCH com inovac¸o˜es t-Student
Figura 3.14: GPD para Nu = 17171 (50% das observac¸o˜es) - res´ıduos normalizados do Modelo
AR-GARCH com inovac¸o˜es t-Student
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Modelac¸a˜o dos res´ıduos do modelo AR-GARCH com inovac¸o˜es gaussianas
A Figura 3.15 mostra os gra´ficos da func¸a˜o de autocorrelac¸a˜o dos res´ıduos e do seu quadrado,
que indicam a presenc¸a de alguma autocorrelac¸a˜o nos res´ıduos normalizados com inovac¸o˜es gaus-
sianas. Na Figura 3.16 podem observar-se os gra´ficos dos res´ıduos e da volatilidade destes, que
sugerem que o modelo com inovac¸o˜es gaussianas tambe´m capta parte da heterocedasticidade.
Figura 3.15: ACF res´ıduos normalizados - Modelo AR-GARCH com inovac¸o˜es gaussianas
Figura 3.16: Res´ıduos - Modelo AR-GARCH com inovac¸o˜es gaussianas
37 FCUP
Para escolher o threshold, e a` semelhanc¸a do que se fez para a modelac¸a˜o dos res´ıduos usando o
AR-GARCH com inovac¸o˜es t-Student, sera˜o combinados os gra´ficos do estimador de Hill (Figura
3.17) para o ı´ndice de cauda, o gra´fico da me´dia dos excessos (Figura 3.19) e os gra´ficos para os
estimadores do ı´ndice de cauda e de escala simultaneamente (Figura 3.18).
Figura 3.17: Hill Plot res´ıduos normalizados - Modelo AR-GARCH com inovac¸o˜es gaussianas
Tabela 3.7: N.o Excendeˆncias vs Threshold - res´ıduos normalizados do Modelo AR-GARCH com
inovac¸o˜es gaussianas
% 10% 20% 25% 30% 35% 40% 45% 50%
N.o Excedeˆncias 3434 6868 8585 10320 12019 13736 15454 17171
threshold (u) 0.2832 0.1126 0.0705 0.0415 0.0183 -0.0004 -0.0163 -0.0309
(a) I´ndice de Cauda (b) Paraˆmetro de escala
Figura 3.18: Me´todo de Eyeball - res´ıduos normalizados do Modelo AR-GARCH com inovac¸o˜es
gaussianas
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Figura 3.19: Mean Excess Plot - res´ıduos normalizados do modelo AR-GARCH com inovac¸o˜es
gaussianas
O gra´fico do estimador de Hill mante´m-se esta´vel (quase linear), sendo apenas decrescente de
forma acentuada para valores pro´ximos de zero. Por outro lado, o estimador do ı´ndice de cauda
pelo me´todo de eyeball (Figura 3.18) estabiliza por volta dos 25%, ou seja considerando cerca de
8585 observac¸o˜es na cauda e um threshold de 0.0705, mantendo esse comportamento ate´ cerca
dos 35% (12019 excedeˆncias - threshold = 0.0183). O gra´fico da me´dia dos excessos (Figura 3.19)
e´ linear a partir de u = −0.04. Nas Figuras 3.20 - 3.25 esta´ presente o ajustamento da GPD
para diferentes valores de Nu (Nu = 8585, 10320, 12019, 13736, 15454 e 17171), considerando a
percentagem de observac¸o˜es excedentes entre 25% e 50%.
Figura 3.20: GPD para Nu = 8585 (25% das observac¸o˜es) - res´ıduos normalizados do modelo
AR-GARCH com inovac¸o˜es gaussianas
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Figura 3.21: GPD para Nu = 10320 (30% das observac¸o˜es) - res´ıduos normalizados do Modelo
AR-GARCH com inovac¸o˜es gaussianas
Figura 3.22: GPD para Nu = 12019 (35% das observac¸o˜es) - res´ıduos normalizados do Modelo
AR-GARCH com inovac¸o˜es gaussianas
Analisando o comportamento dos QQ-Plots presentes nas Figuras 3.20 - 3.25, pode excluir-se
as distribuic¸o˜es representadas nas duas u´ltimas figuras. Esta exclusa˜o e´ suportada pelo com-
portamento insta´vel do estimador de ξ no gra´fico da Figura 3.18a a partir de 40% observac¸o˜es
extremas.Pode tambe´m excluir-se a distribuic¸a˜o no caso em que se consideram 25% dos res´ıduos
na cauda (Figura 3.20), pois o gra´fico do ajustamento (gra´fico do lado esquerdo da Figura 3.20)
evidencia uma grande diferenc¸a entre a distribuic¸a˜o ajustada e a emp´ırica. De entre os restantes
casos, sera´ de escolher a GPD com paraˆmetros ξˆ = 0.68 e ˆ˜σ = 0.15 (Figura 3.21). Neste caso,
consideram-se 10320 observac¸o˜es ”extremas”e um threshold igual a 0.0415.
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Figura 3.23: GPD para Nu = 13736 (40% das observac¸o˜es) - res´ıduos normalizados do Modelo
AR-GARCH com inovac¸o˜es gaussianas
Figura 3.24: GPD para Nu = 15454 (45% das observac¸o˜es) - res´ıduos normalizados do Modelo
AR-GARCH com inovac¸o˜es gaussianas
Figura 3.25: GPD para Nu = 17171 (50% das observac¸o˜es) - res´ıduos normalizados do Modelo
AR-GARCH com inovac¸o˜es gaussianas
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3.4 Estimac¸a˜o de quantis condicionais e discussa˜o
Tendo as estimativas para os paraˆmetros para os modelos AR-GARCH e para a GPD ajustada aos
res´ıduos normalizados, teˆm-se condic¸o˜es para estimar os quantis condicionais:
αt,p = α0 + α1rt−1 + α2rt−24 + α3rt−168 + σtqp
Usando as estimativas para o quantil condicional dos diferentes modelos, avaliar-se-a´ a sua
precisa˜o, comparando o nu´mero de excedeˆncias estimadas em cada modelo com o nu´mero de ob-
servac¸o˜es (retornos) que ”teoricamente”sa˜o consideradas extrema. Por exemplo, para o quantil
0.95, tem-se 1717 retornos considerados valores extremos se o threshold for tal que 5% das ob-
servac¸o˜es pertencem a` cauda. Este teste ”in-sample”foi feito, considerando a amostra toda, ou
seja, 34341 observac¸o˜es.
Assim, determinou-se o quantil condicional α34341,p, para p = {0.95, 0.99, 0.995, 0.999, 0.9995, 0.9999},
considerando o quantil qp de cada distribuic¸a˜o associada a cada modelo.
Tabela 3.8: Estimac¸a˜o do n.o de excedeˆncias para diferentes probabilidades
Probabilidade Nu AR-GARCH-N(0,1) AR-GARCH-t2.7 GPD - t2.7 GPD-N(0,1)
0,95 1717 2929 2034 14051 11379
0,99 343 1682 652 2864 2116
0,995 172 1413 418 1250 915
0,999 34 1046 188 229 188
0,9995 17 931 125 120 99
0,9999 3 777 56 26 20
Dos resultados da Tabela 3.8, pode verificar-se que, entre os modelos AR-GARCH, aquele que
tem inovac¸o˜es t-Student se ajusta melhor aos dados e tem um melhor desempenho na estimac¸a˜o
dos quantis. Tambe´m se pode observar que este modelo melhora a` medida que diminui o nu´mero
de excedeˆncias, ao contra´rio do modelo com inovac¸o˜es gaussianas. Dos modelos com a abordagem
TVE, aquele que parte da modelac¸a˜o dos res´ıduos com inovac¸o˜es guassianas tem estimativas mais
pro´ximas do valor emp´ırico. Quando comparados com os modelos AR-GARCH, ambos os mode-
los resultantes da aplicac¸a˜o da TVE parecem apresentar melhores estimativas para o nu´mero de
observac¸o˜es extremas. Estes resultados va˜o de encontro a` opinia˜o de que os modelos de se´ries tem-
porais sa˜o mais adequados para a modelac¸a˜o da distribuic¸a˜o cujo comportamento e´ mais esta´vel,
e portanto na˜o captam ta˜o bem os eventos extremos. Surpreendentemente, o modelo AR-GARCH
cujas inovac¸o˜es seguem uma distribuic¸a˜o Normal apresenta um melhor desempenho em relac¸a˜o
a`quele com inovac¸o˜es t-Student.
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3.5 Avaliac¸a˜o dos Modelos
Para avaliac¸a˜o dos modelos apresentados neste trabalho, consideraram-se apenas os dados corres-
pondentes aos anos civis 2014 e 2015, sendo que os dados do ano de 2014 sera˜o utilizados para
estimar os coeficientes dos modelos (conjunto de dados de treino) e os dados de 2015 servira˜o
para testar os modelos (conjunto de dados de teste). Os coeficientes encontrados para os modelos
AR-GARCH, tendo em contas as lags 1, 24 e 168, esta˜o apresentados na Tabela 3.9.
Tabela 3.9: Estimativas para os coeficientes do modelo AR-GARCH (Ano 2014): lag 1, 24 e 168
Zt ∼ N(0, 1) Coef. estimado Desvio-padra˜o
α0 0.00156981 0.000698654
α1 0.190064 0.00586646
α2 0.377172 0.00526797
α3 0.214955 0.00124667
φ0 3.72056 ×10−5 1.72944 ×10−6
φ1 0.059348 0.000521097
φ2 0.940652 0.000424939
Log V. 5710.3
Zt ∼ tυ Coef. estimado Desvio-padra˜o
α0 -0.00261208 0.000527485
α1 0.193104 0.00601409
α2 0.270256 0.0054526
α3 0.184742 0.00455807
φ0 0.00022234 3.39092 ×10−5
φ1 0.0771722 0.0105133
φ2 0.922828 0.00386754
Log V. 8562.2
Graus de liberdade 2.39031 0.066453
A` semelhanc¸a do que foi feito na secc¸a˜o anterior, os res´ıduos do modelo AR-GARCH sera˜o
modelados aplicando a TVE. De acordo com os resultados da Tabela 3.8, a abordagem TVE
atrave´s da modelac¸a˜o dos res´ıduos cujas inovac¸o˜es seguem uma distribuic¸a˜o Normal pela GPD
tem um melhor desempenho, pelo que para avaliac¸a˜o desta abordagem sera´ considerado apenas
esse caso. Para escolher o valor do threshold sera˜o considerados os me´todos gra´ficos ja´ introduzidos
no cap´ıtulo 2, ou seja, Hill Plot, Mean Excess Plot e Eyeball, que aqui esta˜o representados nas
Figuras 3.26, 3.27 e 3.28, respetivamente.
Combinando a ana´lise dos 3 me´todos, e´ aceita´vel considerar 30% das maiores observac¸o˜es
(2538 observac¸o˜es), escolhendo assim um threshold igual a 0.0256. Na Figura 3.29 esta´ presente
o ajustamento da GPD para o nu´mero de observac¸o˜es considerado, com os paraˆmetros estimados
ξˆ = 0.8 e ˆ˜σ = 0.13.
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Figura 3.26: Hill Plot dos res´ıduos normalizados - Modelo AR-GARCH com inovac¸o˜es gaussianas
(Ano 2014)
Figura 3.27: Mean Excess Plot - res´ıduos normalizados do modelo AR-GARCH com inovac¸o˜es
gaussianas (Ano 2014)
Os dados relativos ao ano de 2015 sera˜o enta˜o utilizados para avaliac¸a˜o dos modelos atrave´s
dos coeficientes encontrados, comparando os quantis condicionais obtidos em 3 casos distintos:
modelo AR-GARCH com inovac¸o˜es gaussianas, modelo AR-GARCH com inovac¸o˜es t-Student e
modelo com a abordagem TVE (considerando os res´ıduos do modelo AR-GARCH com inovac¸o˜es
gaussianas). A avaliac¸a˜o sera´ feita atrave´s das medidas de reliability e sharpness [2], a seguir
apresentadas.
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(a) I´ndice de cauda (b) Paraˆmetro de escala
Figura 3.28: Me´todo de Eyeball - res´ıduos normalizados do Modelo AR-GARCH com inovac¸o˜es
gaussianas (Ano 2014)
Figura 3.29: GPD para Nu = 2538 (30% das observac¸o˜es) - res´ıduos normalizados do Modelo
AR-GARCH com inovac¸o˜es gaussianas (Ano 2014)
Reliability
A Reliability mede o desvio entre o quantil estimado e o correspondente quantil nominal. Para
tal, e´ necessa´rio introduzir a varia´vel indicatriz ζ
(α)
t,k . Dado o quantil estimado no instante t para
o instante t+ k, qˆt+k|t, e o valor real observado pt+k, ζ
(α)
t,k e´ dado por:
ζ
(α)
t,k =
1, se pt+k < qˆt+k|t0, caso contra´rio
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Um estimador aˆ
(α)
k para a proporc¸a˜o a
(α)
k e´ dado por aˆ
(α)
k = Eˆ[ζ
(α)
t,k ] =
1
N
∑N
t=1 ζ
(α)
t,k e o desvio
entre o quantil nominal α e o estimado e´ dado por:
b
(α)
k = α− aˆ(α)k
A Figura 3.30 mostra a comparac¸a˜o da reliability para os diferentes modelos. Apesar de se notar
que o modelo com inovac¸o˜es gaussianas apresenta maior estabilidade nos quantis aqui apresentados,
o modelo utilizando a GPD vai melhorando a` medida que se aumenta o quantil, sendo que este
modelo tem melhor desempenho para quantis mais extremos, tal como era esperado. Na Figura 3.31
esta´ presente a reliability para quantis superiores a 0.988 e e´ evidente o desvio que se obte´m quando
se estimam quantis considerando inovac¸o˜es gaussianas. Tambe´m se pode verificar a proximidade
entre o modelo com inovac¸o˜es t-Student e o modelo que inclui a GPD quando estimados quantis
elevados.
Figura 3.30: Diagrama de reliability
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Figura 3.31: Diagrama de reliability - Zoom
Sharpness
A sharpness mede a distaˆncia entre dois quantis, permitindo avaliar a forma da distribuic¸a˜o,
a fim de obter um conjunto de intervalos centrais estimados com diferentes taxas de cobertura
nominal. O diagrama de sharpness mostra o tamanho me´dio dos intervalos em func¸a˜o da taxa de
cobertura nominal.
Seja δ
(β)
t,k = qˆ
(1−β/2)
t+k|t − qˆ
(β/2)
t+k|t , o tamanho do intervalo central estimado no instante t para o instante
t+ k, com taxa de cobertura nominal (1− β), a sharpness para estes intervalos e para o horizonte
k e´ dada pela me´dia dos seus tamanhos:
δ¯
(β)
k =
1
N
N∑
t=1
(qˆ
(1−β/2)
t+k|t − qˆ
(β/2)
t+k|t )
A sharpness para os modelos em ana´lise esta´ representada na Figura 3.32. De modo geral,
pode observar-se que o modelo com inovac¸o˜es gaussianas tem melhor comportamento em termos
de sharpness.
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Figura 3.32: Diagrama de Sharpness
Cap´ıtulo 4
Comenta´rios finais
O trabalho desenvolvido teve como objetivo principal a modelac¸a˜o de eventos extremos nos prec¸os
da eletricidade usando a TVE. Para tal houve necessidade de lidar adequadamente com a de-
pendeˆncia existente nos dados. Motivados pelo estudo desenvolvido em [31] aplicou-se um modelo
AR-GARCH aos retornos associados aos prec¸os e posteriormente usou-se a TVE cla´ssica para mo-
delar os res´ıduos. Para encontrar o melhor modelo que descreve os retornos, testaram-se quatro
modelos AR-GARCH, dois com inovac¸o˜es gaussianas e dois com inovac¸o˜es t-Student. Em cada
um destes casos incluiu-se para ale´m das lags 1 e 24, a lag 168 correspondente ao nu´mero de ho-
ras de uma semana. Os resultados dos crite´rios AIC e BIC permitiram concluir que os modelos
que incluem o termo AR(168) sa˜o mais apropriados. Constatou-se igualmente que o modelo cujas
inovac¸o˜es seguem uma distribuic¸a˜o t-Student descrevem melhor a se´rie dos retornos. A ana´lise
feita aos res´ıduos de ambos os modelos corrobora a ideia inicial de que estes modelos conseguiam
captar bem a volatilidade dos retornos. Tambe´m se verificou que a maioria da autocorrelac¸a˜o foi
eliminada por estes modelos.
Na modelac¸a˜o dos res´ıduos atrave´s da TVE deu-se especial atenc¸a˜o a` escolha do threshold. Este
valor tem uma grande influeˆncia na estimac¸a˜o dos paraˆmetros da Distribuic¸a˜o Generalizada de
Pareto (GPD). Para uma adequada escolha, recorreu-se a me´todos gra´ficos, como o gra´fico de Hill
e o gra´fico da me´dia dos excessos. Depois de estimados os quantis condicionais dos retornos, foi
feita uma avaliac¸a˜o para comparar os modelos considerados, sugerindo que a TVE consegue captar
de melhor forma o comportamento das caudas dos retornos.
Para analisar o desempenho de cada modelo, foram utilizadas as medidas de avaliac¸a˜o reliability e
sharpness. Os valores obtidos para estas medidas favorecem a aplicac¸a˜o da TVE para a estimac¸a˜o
de valores extremos, dado que o modelo que inclui a GPD apresentou melhores resultados para
quantis elevados.
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Anexo A
Ferramentas de Programac¸a˜o
Para a implementac¸a˜o dos modelos referidos, foi utilizado o software MATLAB (MATrix LABo-
ratory) criado no fim da de´cada de 70 por Clever Moler [43]. Este software destina-se ao ca´lculo
envolvendo matrizes e foi utilizado para reproduzir os resultados apresentados nesta tese, nomeada-
mente a estimac¸a˜o dos paraˆmetros dos modelos de se´ries temporais atrave´s da toolbox Econometrics
e a modelac¸a˜o da distribuic¸a˜o generalizada de Pareto para os valores extremos com as func¸o˜es exis-
tentes na toolbox Probability Distributions e no package Evim [44].
Foi tambe´m utilizado o software R [45] para aux´ılio na determinac¸a˜o do threshold a considerar na
modelac¸a˜o dos valores extremos pela GPD [46], nomeadamente a construc¸a˜o do gra´fico de Hill.
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Anexo B
Modelos ARMA
Os modelos ARMA - Auto Regressive Moving Average foram introduzidos por Box e Jenkings na
de´cada de 70 [47], sendo nos dias de hoje os modelos que mais se aplicam devido a` sua versatilidade:
podemos obter uma se´rie auto-regressiva pura (AR), uma me´dia mo´vel (MA) ou conjugar os dois
(ARMA).
Modelos Auto-Regressivos (AR)
Um modelo Auto-regressivo (AR) caracteriza-se pela possibilidade de escrever a se´rie como func¸a˜o
linear dos seus valores passados. Formalmente,
Definic¸a˜o 1. Um processo estoca´stico centrado X = (Xt, t ∈ Z) de segunda ordem admite uma
representac¸a˜o auto-regressiva de ordem p, Xt ∼ AR(p), se existem nu´meros reais ϕ1, . . . , ϕp e um
ru´ıdo branco εt(t ∈ Z) de variaˆncia σ2 > 0, tais que
Xt = ϕ1Xt−1 + · · ·+ ϕpXt−p + εt, ϕp 6= 0
εt diz-se ru´ıdo branco se tiver me´dia nula e variaˆncia constante para cada realizac¸a˜o da se´rie
e apresentar correlac¸a˜o nula:
E(εt) = 0 ∀t V (εt = σ2) ∀t, cov(εi, εj) = 0, ∀i 6= j
Diz-se que esta representac¸a˜o e´ cano´nica se εt e´ na˜o correlacionado com o passado de X a` data t.
Seja B o operador de atraso associado a X tal que BXt = Xt−1 e Φ(B) = 1−ϕ1B−· · ·−ϕpBp,
Φ(B) polino´mio caracter´ıstico, enta˜o temos a relac¸a˜o de recorreˆncia
Φ(B)Xt = εt
Propriedade Entre as soluc¸o˜es X de Φ(B)Xt = εt, ∀t ∈ Z, ha´ uma estaciona´ria se e so´ se
todas as ra´ızes do polino´mio Φ(B) forem de mo´dulo diferente de 1. Ale´m disso uma tal soluc¸a˜o
estaciona´ria e´ u´nica.
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Sendo estes modelos caracterizados pela forte correlac¸a˜o com o passado, e´ natural assumir que a
identificac¸a˜o de processos AR se relacione com a sua func¸a˜o de autocorrelac¸a˜o.
Efetivamente, tais condic¸o˜es baseiam-se no estudo da sucessa˜o das autocorrelac¸o˜es ρ(h), h ∈ Z, que
verifica uma equac¸a˜o de recorreˆncia linear homoge´nea e e´ poss´ıvel escreveˆ-la como combinac¸o˜es de
func¸o˜es exponenciais de h e na propriedade da sucessa˜o das autocorrelac¸o˜es parciais r(h), h ∈ Z
que se anula a partir de uma certa ordem.
Em particular, a sucessa˜o das autocorrelac¸o˜es parciais de um processo AR(p) anula-se a partir da
ordem p+ 1. Esta u´ltima propriedade e´ extramente u´til na pra´tica, quando se pretende estimar a
ordem do modelo auto-regressivo que se ajusta aos dados em estudo.
Modelos Me´dias Mo´veis (MA)
Quando a se´rie temporal pode ser escrita a partir dos valores passados de um termo estoca´stico,
designamos o modelo resultante por Me´dia Mo´vel. Por exemplo, a evoluc¸a˜o do prec¸o de um ativo
financeiro e´ uma me´dia mo´vel. Formalmente tem-se a seguinte definic¸a˜o:
Definic¸a˜o 2. Um processo estoca´stico X = (Xt, t ∈ Z) de segunda ordem admite uma repre-
sentac¸a˜o me´dia mo´vel de ordem q - Moving Average, Xt ∼MA(q), se
Xt = εt + θ1εt−1 + · · ·+ θqεt−q, ∀t ∈ Z
onde θ1, . . . , θq ∈ R, θq 6= 0, e ε = (εt, t ∈ Z) e´ um ru´ıdo branco de variaˆncia σ2 > 0.
Considerando novamente o operador de atraso B, agora associado ao processo ε, podemos
escrever a igualdade anterior na forma
Xt = Θ(B)εt
com Θ(B) = 1− θ1B − θ2B2 − · · · − θqBq
A` semelhanc¸a dos processos auto-regressivos, tambe´m estes podem ser identificados atrave´s das
propriedades de correlac¸a˜o com o passado. O Teorema seguinte descreve uma condic¸a˜o necessa´ria
e suficiente para que um processo estaciona´rio verifique um processo Me´dia Mo´vel:
Teorema B.1. Um processo estaciona´rio regular admite uma representac¸a˜o MA de ordem finita
se e so´ se a sucessa˜o das autocovariaˆncias se anula a partir de uma certa ordem. Se q+ 1 designa
esta ordem min´ıma, q e´ a ordem da representac¸a˜o MA.
Modelar simultaneamente processos auto-regressivos e me´dias mo´veis conduz-nos, na maioria
das vezes, a uma melhor aproximac¸a˜o das se´ries reais com um nu´mero de paraˆmetros inferior.
Um processo estoca´stico X = (Xt, t ∈ Z) de segunda ordem admite uma representac¸a˜o Auto-
regressiva me´dia mo´vel, Xt ∼ ARMA(p, q), se verifica a equac¸a˜o:
Xt = ϕ1Xt−1 + · · ·+ ϕpXt−p + εt + θ1εt−1 + · · ·+ θqεt−q
ou de forma equivalente
Φ(B)Xt = Θ(B)εt
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com Φ(B) = 1 − ϕ1B − · · · − ϕpBp, Θ(B) = 1 − θ1B − · · · − θqBq, ε = (εt, t ∈ Z) um ru´ıdo
branco de variaˆncia na˜o nula.
Os polino´mios Φ e Θ na˜o teˆm ra´ızes em comum e as suas ra´ızes sa˜o de mo´dulos estritamente
superiores a 1.
Uma forma de identificar modelos ARMA de ordens mı´nimas baseia-se no ca´lculo de determinantes
envolvendo a func¸a˜o de autocovariaˆncia γ do processo. Consideremos as matrizes seguintes:
A(i, j) =

γ(j + 1) γ(j + 2) . . . γ(j + i+ 1)
γ(j) γ(j + 1) . . . γ(j + i)
. . . . . . . . . . . .
γ(j + 1− i) γ(j + 2− i) . . . γ(j + 1)

e seja ∆(i, j) = detA(i, j).
A propriedade seguinte da´-nos uma condic¸a˜o necessa´ria e suficiente para que um processo re-
gular admita uma representac¸a˜o auto-regressiva me´dia mo´vel:
Propriedade SejaX um processo regular. Este processo admite uma representac¸a˜oARMA(p, q)
mı´nima se e so´ se 
∆(i, j) = 0, ∀i ≥ p,∀j ≥ q
∆(p, q − 1) 6= 0
∆(p− 1, q) 6= 0
Ale´m disso,
∆(i, q − 1) 6= 0,∀i ≥ p− 1 e ∆(p− 1, q) 6= 0,∀j ≥ q − 1
