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Abstract
This paper is dealing with epidemics on scale-free networks. We are
investigating whether an epidemic in a scale-free network can be approx-
imated by models that were made for simpler random networks. We are
fitting the Kermack-McKendrick SIR model to epidemic data which was
generated by a computer simulation. We show how the continuous model
and the discrete simulation are related by transferring the parameters of the
two models via the discrete Reed-Frost epidemic model. We conclude that
although the data points of the scale-free epidemic can be fitted with the SIR
model with a good precision, there is a difference in the parameters of the
two epidemic curves, which means the simulation and the model take place
on different time scales.
We investigate other factors as well that are specific for scale-free net-
works such as the assortativity of the network (i.e. when similar nodes are
connected to each other) and the inhomogeneity of the scale-free networks.
The assortativeness has a minor effect on the epidemic, namely diseases
spread more slowly in disassortative networks. The inhomogeneous struc-
ture of the network can have an effect on the spread of diseases and we
examine the effect that the degree of the starting node has on the course of
the virus. Finally we demonstrate that immunizing those nodes that have the
most links is an effective way to control the virus1.
1Frontpage image from http://www.biomedcentral.com/content/supplementary/
1471-2105-5-147-S6.png
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1 Introduction
There exist many models for epidemic spread, some more complex than others.
What the simplest models do not take into account is the topology of the network
where the disease spreads. However, this is an important detail which we would
like to investigate in this paper.
There have been different models proposed for network structure since the
physical community realized that graphs or networks in real life are more complex
than the traditional random graph model. In a random graph the individuals are
connected to each other by a constant probability, which means each individual
will have an approximately average number of connections2. This model has been
used ever since its creation due to its simplicity, however, several new and more
complicated network models have been proposed recently. In this report we are
focusing on one of the most widely used types, the scale-free network model,
which was proposed by Barabasi and Albert about a decade ago3.
Scale-free (SF) networks have been in the center of attention4, since they pro-
vide a more accurate model of real world networks, such as social networks or
the Internet. SF networks are characterized by the existence of hubs which are
individuals with an unusually large number of connections, whereas most of the
elements have very few links. Scale-free networks are regarded to be the best
suitable models for both the Internet and social networks. The Internet consists
of routers and physical links between the routers. Social networks consist of the
people and links between them such as friendships, family or work relations. The
spread of biological viruses can follow these social links or if it is a sexually trans-
mitted disease, it follows the links of the sexual network of humans which is also
regarded as scale-free5. Computer viruses do not spread through Internet links,
but by means of emailing and file sharing. Both of them show scale-free charac-
teristics as well6 therefore the spread of computer viruses can also be regarded as
2Erdos and Renyi (1960)
3Barabasi and Albert (1999)
4Albert et al. (1999), Albert et al. (2000), Bianconi and Barabasi (2001), Eriksen and Hornquist
(2001), Park and Barabasi (2007), Small et al. (2008), Xulvi-Brunet and Sokolov (2004), Zheng
et al. (2003)
5Barabasi (2002)
6Hayashi et al. (2004)
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epidemics on SF networks.
Scale-free networks are often suggested in connection with virus spreading
(both biological- and computer viruses)7 to provide a new approach to epidemic
models based on random networks. Our aim in this paper is to reveal the char-
acteristics of scale-free networks as opposed to random networks in connection
with epidemic spreading and to evaluate some simple epidemic models made for
random networks – such as the Kermack McKendrick SIR model – whether they
are suitable to describe a disease that was spread on a SF network, or whether it
is needed to use a more complicated model.
There are different factors that characterize a SF network, such as the number
of connections an individual has. These factors can alter the behaviour of the
virus in the scale-free network. One other factor is the assortativeness of the
network. The individuals in an assortative network are connected preferentially
to other similar individuals. This similarity can be expressed by the number of
connections, which in a simplified way means that in an assortative network the
hubs will be connected to other hubs, while in a disassortative network the hubs
are not connected to each other. This may have an effect on the spread of disease
in the network, therefore we wish to investigate it further.
1.1 Research questions
Is it possible to use simple epidemic models such as the Kermack McKendrick
SIR model to describe epidemics on a SF network? Is it possible to recognize the
type of network from the epidemic data?
What other factors affect the course of the epidemic? If the virus in a SF net-
work is originated from individuals with a different number of connections, how
can the differences be characterized? Is there a difference in the virus spread be-
tween assortative and disassortative SF networks? Does making the hubs immune
have an effect on the epidemic?
7Pastor-Satorras and Vespignani (2001), Hayashi et al. (2004), May and Lloyd (2001),
Barthelemy et al. (2004)
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1.2 Method
Our method to investigate SF networks is to try to fit the Kermack-McKendrick
SIR model on data which shows epidemic spreading in a SF network. The most
important question is how to acquire data on epidemics in SF networks. Real life
data on epidemics is not very trustworthy, since not all the cases of infection are
known and we cannot be perfectly sure about the type of the network either. Since
we are interested in the mechanisms of scale-free networks, the best way to study
them is to create our own fully controlled data by a simulation.
Section 2 will explain in detail how we generate the simulation data, which
consists of two stages: creating various scale-free and random networks, and then
using these networks to simulate the spread of viruses in them. Random networks
were also created simply in order to check the correctness of our data fitting algo-
rithms.
After we have created our simulation data, we would like to see how well the
standard Kermack-McKendrick SIR model fits them. We use this model since it
is the most widespread and most simple model used on SIR systems (where S
means susceptible, I means infected and R means recovered/immune individuals).
In Section 3 we explain what the Kermack-McKendrick model is, what techniques
we used to fit the model to the simulation data, how we can relate the parameters
of the simulation to the parameters of the model, and in the end we will see how
well the data created on a SF network can be fitted with a model that was built for
simple random networks.
As for the other factors that may affect the epidemic, we will try to investigate
them using the simulation, see Chapter 4.
2 Simulation
2.1 Creating a scale-free network
In this section we will explain the generation of a scale-free network by a com-
puter simulation, therefore we will introduce some new terminology which is of-
ten used in graph theory. The individuals in the network are often called nodes
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or vertices, and the connections between the nodes are called links or edges. The
topology of the network refers to the structure of the links in between the nodes.
The topology of random networks is such that each node has the same proba-
bility to connect to other nodes, therefore each node has a close to average number
of links. This average is also called the scale of the network, which is where the
scale-free term originates from, since it is not possible to talk about such an av-
erage in connection with scale-free networks. The topology of SF networks is
characterized by a large number of nodes with very few links and a small number
of nodes with a very large amount of links. The number of links one node has
is also called the degree of the node. The degree distribution tells us how many
nodes there are with exactly k amount of links.
If we plot the degree distribution of a network, it is easy to see what type of
network it is (see Figure 1 on page 6). This distribution follows a power law for
scale-free networks, whereas it is a Poisson distribution for random networks (see
Section 2).
The existence of hubs in scale-free networks can be explained with preferen-
tial attachment, which means that the new nodes that enter the network prefer to
connect to nodes that are already well-connected. Therefore, the larger nodes will
become even larger as the graph grows.
The generation of a scale-free network is performed by creating a randomly
growing graph according to the Barabasi-Albert algorithm8. The essence of this
method is that each time step there is a new node connecting to the existing net-
work by a few new links that connect preferentially to nodes with a higher con-
nectivity. How to carry out this method in a computer simulation is not explained
by the authors, therefore we decided to perform this algorithm in a way that every
time we need to add a new link to a new node, we choose randomly one of the
existing links and connect the new node to the node that owns this link. Nodes that
already have a lot of connections are more likely to be picked by this algorithm,
therefore the new node will more probably connect to ”rich” nodes.
Building the SF network is proceeded in two stages: at the first stage a small
scale-free network of m1 nodes is created by adding the new nodes and connect-
ing them to other nodes with exactly one link. At the second stage this network
8Barabasi and Albert (1999)
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is developed into a larger one with thousands of nodes by adding nodes one at a
time and connecting them to the existing network with m number of links (where
m < m1) which is a parameter that changes the density of the network. By den-
sity we mean the sum of the links in relation to the network size (which is also
the average number of links one node has). Since we deal with undirected links,
it means each time a node connects to another node, the other node will also con-
nect to the first one, therefore two new links are created in the network. Therefore,
since every node connects to the network by m links, the average number of links
in the system will always be 2m. The network obtained by this algorithm is char-
acterized by a tight connection between hubs.
The parameters of the scale-free network that can be varied are the following:
• The size of the network, i.e. the number of nodes: N ;
• The number of links the new nodes acquire: m.
(m1 is left out of this list, since it is small compared to N therefore does not
influence the network properties.)
For comparison an algorithm to generate a random network was also created.
In this network each node has the same probability to connect to other nodes. The
parameters here are the sizeN and the connectivity c (which is the probability of a
node to connect to any other node). The density, or average links can be calculated
by N · c.
To check whether these algorithms provide the desired network types, we can
look at the degree distribution of one random and one SF network (see Figure 1).
The probability that a node has k links in a random network should follow a
Poisson distribution:
P (k) = e−λλk/k!
where λ = N
(
N − 1
k
)
ck(1− c)N−1−k
where N is the number of nodes, k is the number of links of one node and c is the
connectivity.
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(a) Poisson distribution of a random network. The dots
show the data from the simulation, the line is a Poisson
distribution. The network-size was N = 10, 000 and
the connectivity c = 0.005, therefore the average num-
ber of links should beN ·c = 50. We can see that in the
distribution above the highest number of nodes have 50
links.
(b) Power law distribution of a scale-free network.
Both axes are logarithmic. X-axis shows the number
of links, Y-axis shows the frequency of nodes with that
amount of links. The network-size was 10,000 and
m=5. The line is a power regression curve for the upper
part of the graph, with a degree exponent γSF=2.81.
Figure 1: Degree distributions of a random and a scale-free network. (Data obtained by our simulation.)
The same probability for SF networks follows a power law9 such that P (k) ∼
k−γSF where usually 2 < γSF < 3.
2.2 Simulation of virus infection in a network
After the networks have been generated, a virtual virus is run through them in
order to create a set of data points to work with. Each node in the network can
be in one of the following states: susceptible, infected, and recovered (immune).
The simulation is performed in discreet time, which means at every time step each
infected node transfers the virus/disease to each of its neighbours with a certain
probability (δ). After transmitting the virus – in the same time step – each infected
node recovers and gets immune to the virus with another probability (ν). This
method – also known as a Markov Chain Monte Carlo simulation – uses random
variables to create a stochastic behaviour. Each time a node is about to infect
one of its neighbours a random variable U is taken from a uniform distribution
9Barabasi and Albert (1999)
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between 0 and 1. If U < δ then the virus is passed on, if U > δ the disease is not
transmitted. The same principle is used for ν.
The epidemics sets off from a chosen node, but it is always one node that starts
the virus. Since in a Markov-Chain simulation, each time step only depends on the
previous time step, the number of initially infected nodes does not affect the shape
of the epidemic curve, it merely shifts it along the time line, therefore we have
chosen to start with one merely due to its simplicity. Whether the characteristics
of the starting node changes the outcome, we will elaborate in Section 4.
Parameters of the epidemic that can be varied:
• The infectiousness of the virus, i.e. the probability that a node will infect
another node that it is connected to (δ). (Note that it is not the same as the β
parameter in the SIR model in the next chapter, however, there is a relation
which is discussed in Section 3.1.)
• The probability of recovery/immunization (ν).
• The node that starts the virus.
The simulation will run the epidemic until the number of infected nodes reaches
zero. Then an output file is generated which contains the number of infected in-
dividuals at each time step which can be used in other mathematical tools for
evaluation. These simulation results will be the basis for the investigations in the
next chapter.
3 Approximating an epidemic in a SF network
As it was explained in Section 1.2, one of our goals is to show that either epidemics
on a scale-free network can be described by a simple model, or the specifics of a
scale-free structure prevent us from using models designed for random networks.
There exist works which derive a system of differential equations describing epi-
demics on a scale-free network10 with respect to properties of every node. Since
scale-free networks are inhomogeneous, the virus spread might depend on where
10For example, Andreasen and Christiansen (2003)
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the epidemic starts off (see section 1). However, equations for scale-free networks
are complicated in comparison, for example, to the Kermack-McKendrick model.
We are using this model because it describes the behavior of a closed homoge-
neous system of susceptible, infected, and recovered (removed) individuals (SIR)
with a certain rate of virus infectiousness and recovery rate. The same dynamics,
except for the network structure, can be observed in many scale-free networks:
computer viruses and other malware, infecting susceptible computers and sooner
or later getting recognized by an anti-virus; different infectious diseases, espe-
cially sexually-transmitted etc.
The continuous Kermack-McKendrick model is described by a system of dif-
ferential equations:
S ′(t) = −βSI
I ′(t) = βSI − γI (1)
R′(t) = γI
The system is easily solved by any mathematical package such as Mathematica or
MatLab for given β and γ (see example in Figure 2).
Figure 2: Solution of the system (1): S(t) - green curve, I(t) - red curve, and R(t) -
blue curve. β = 0.25, γ = 0.02
The hypothesis that a scale-free epidemic can be described by an SIR model is
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tested by searching for such a pair of β and γ for which the solution of the system
would fit the data points, which are either the product of a computer simulation or
real-life data being tested.
In simple words we need to find the coefficients β and γ so that the curve
showing the amount of infected items through time I(t) goes as close as possible
to the data points. Mathematically it means that if we have a set of data D(t) for
time steps t1, t2, .., tn and a function I(t) which is a solution for the system of
equations (1), we need to minimize the square difference
F (β, γ) =
n∑
t=1
(Iβ,γ(t, I0, S0)−D(tk))2 (2)
in respect to coefficients β and γ.
The reason why we use square difference to approximate the function and data
is because with this method, the fit is most strongly influenced by the data from
the middle of the epidemic.
The problem of fitting the data set with a solution of a system of differential
equations is an example of an optimization problem, to be more precise – an
”ODE-constrained optimization”. It cannot be solved analytically, but there are
algorithms to search for the best fit, which is described below.
Function F (β, γ) is a sum of finite functions like Iβ,γ(t) for given t and β and
γ - coefficients in the system of ODE. According to the corresponding theorem 11,
Iβ,γ(t), being a solution for the system of ODE, is continuous for any β and γ in
R and therefore F is also continuous. This allows us to use known algorithms for
minimizing the function F (β, γ).
For further calculations we use Mathematica package. This piece of code
below allows us to refer to the system as if it was a function of two variables β
and γ, which we already referred to as F (β, γ).
F[b_?NumberQ, g_?NumberQ] := Block[\{sol, s, i, r\},
sol = NDSolve[\{s’[t] == -b*s[t]*i[t],
i’[t] == (b*s[t] - g) i[t],
r’[t] == g*i[t],
11Theorem 7.4, Coddington and Levinson (1955)
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s[1] == people - immune - infect,
i[1] == infect,
r[1] == immune\},
{s, i, r\}, \{t, 1, maxT\}] [[1]];
Apply [Plus, (idata - (i[t] /. sol /. t -> timesteps))ˆ2]];
Now the function F (β, γ) is available for any manipulations. There are two
ways of minimizing F (β, γ): by searching for the global minimum on the interval
(0, 1] for β and (0,∞) for γ or by looking for a local minimum.
Firstly, searching for the global minimum seems like a reasonable choice: a
continuous function is probably manageable with search algorithms. However,
the methods that can be used to find this minimum (Mathematica is using Nelder-
Mead methods and its variations12), fail when applied to F : for certain intervals
of the variables the acquired preciseness, the method step and the function growth
make it impossible for the method to work. Therefore we are left to look for a local
minimum using the Levenberg-Marquardt method13. This line of code shows the
Mathematica syntax for a local min search (with initial parameters):
minima = FindMinimum[{F[x, y]}, {x, 0.0004}, {y, 1.2}]
The Levenberg-Marquardt method is a combination of the Gauss-Newton method
and the method of steepest descent. It uses linear approximation in the neigh-
bourhood of the function and with every iteration it searches for a value in this
neighbourhood that brings the function closer to the local minimum14.
It requires some initial value to start the algorithm and it will find a local min-
imum in the neighbourhood of the initial value. In practice the results may vary
rapidly with the use of different starting points which means that the function of
square difference is not smooth: even rather close initial values lead us to different
local minima. Another problem appears when we introduce I0 as a third param-
eter: none of the available methods could provide good results with an initial
condition as a variable.
12Section A.9.4, Mathematica documentation (2009)
13Section A.9.4, Mathematica documentation (2009)
14Lourakis (2005)
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This made us combine the local minimum search in Mathematica with a brute-
force algorithm. A brute-force approach is much simpler in idea and structure and
allows us to predict the results and to compare them to results of a more advanced
method. The algorithm is going through the possible values of β and γ with a
step determined by the precision we want and what the machine is able to obtain.
These coefficients correspond to probability rates of different events (infection
or recovery) per time unit15, therefore, theoretically, they may lie anywhere in
(0,∞). However, preliminary fits with a given I0 with the usage of a local min-
imum search algorithm showed that β lies within the interval (0, 1] closer to 0,
while γ can reach the order of tens for extreme conditions and staying within
(0, 2] for any other. Therefore, we were able to run the search from 0 to 1 for
β and from 0 to 2 for γ. In case the best fit showed γ lying on the edge of the
interval, the interval was expanded. Besides, we ran the parameter I0 within a
reasonable range of values for an epidemic start. We solved the system for each
triplet of β, γ and I0 and chose the solution and coefficients that gave the smallest
square difference F .
This method has all the disadvantages of an enumerative technique. It is time-
taking and is rather pointless mathematically. We are able to control the precise-
ness, but it is limited by computer capacity: a precise algorithm searching for
coefficients for a large enough population will take an unreasonable time to fulfill.
Besides, we are unable to predict how smooth the function F (β, γ) will be and
whether it is hiding any peaks in between the β and γ values we are checking,
which can compromise the accuracy of the results.
However, combined with a smart search for minimum, the brute-force algo-
rithm could help us achieve precise fits: first the brute-force finds a trio of ap-
proximated β, γ and I0, and then the FindMinumum function of Mathematica
produces precise values for coefficients β and γ. The results of the approximation
are proceeded in further chapters.
15See Section 3.1
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3.1 Relation between models and simulation
The simulation of an epidemic on a scale-free network is made using a discrete
model (see Chapter 2. This data is fit by a continuous model. It is important to
understand that there is no simple dependence between the simulation parame-
ters and the parameters of the SIR model which is used to fit the data. However,
there exists some indirect correlation. To understand the meaning of every co-
efficient and their connection with each other, we use a discrete model based on
SIR dynamics: the Reed-Frost model corresponding to the Kermack-McKendrick
model.
The Reed-Frost model has been developed to describe the dynamics of an SIR
system for discrete time flow. The classic RF model assumes that the time in
which the host is infectious is short compared to the incubation time, therefore the
time step is taken equal to the incubation period. This leads them to leaving out
a coefficient which indicates the probability of an infected host to get cured. The
only parameter that the Reed-Frost model uses is p, which corresponds in other
models to the chance of a susceptible host to get sick by contacting an exposed
one. The parameter p depends on the resistance/susceptibility to the disease, the
length of exposure to the disease, the infectiousness of the virus etc. However, the
RF model takes by default that the contact of susceptible and infected is equivalent
to exposure and as it is designed for an all-to-all network, the parameter p also
includes the chance of any two hosts contacting each other.
The continuous and the discrete models both describe the dynamics of a sys-
tem through time. However, the time scales they are using are different: we cannot
compare the two models at any randomly given time moment but only at the times
when the RF model is evaluated. As the Reed-Frost model is discrete, we will use
a variable n to refer to the time step with a correlating number which corresponds
to the time t = n∆t for the continuous model timescale.
At time step n+ 1 the chances of any susceptible host of not making a contact
to any of the In infected hosts is equal to (1−p)In . Then the probability of making
at least one connection and getting infected is 1− (1− p)In . Multiplying by S(t)
we get the total amount of S-I contacts at this time step. At each time step all
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infected hosts from a time step ago get cured, therefore the equation looks like
In+1 = Sn(1− (1− p)In)
The amount of susceptibles at each time step is equal to the number of susceptibles
from the previous time step except those who got infected at this time step:
Sn+1 = Sn − Sn(1− (1− p)In) = Sn(1− p)In
The amount of recovered (removed) hosts is simply equal to the number of
recovered ones at the previous step with the addition of the freshly cured infected
ones. The parameter q = 1− p is introduced to simplify the expression:
Sn+1 = Snq
In (3)
In+1 = Sn(1− qIn)
Rn+1 = Rn + In (4)
There may be a need to expand the model with one more parameter that would
correspond to the probability of an infected node to recover. This is necessary if
we would like to regulate the time step and compare the model to other ones. In
the original model the time step is equal to the infective period. Our modification
of the model is to expand it with a coefficient k which corresponds to the chance
of each infected node of getting cured in one time step.
Sn+1 = Snq
In (5)
In+1 = Sn(1− qIn) + (1− k)In
Rn+1 = Rn + kIn
The parameters we use in the simulation directly correspond to the parameters
in the Reed-Frost model. There is a difference though: as the RF model is de-
signed for an all-to-all network, the probability of getting infected p should be
divided by some average connectivity when applied to another network. How-
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ever, connectivity in our simulations is a meaningless term due to the definition
and characteristics of scale-free networks. As a preliminary, we would set it as an
average amount of links per node, and in case our numerical results would show a
correlation between the SIR and the scale-free epidemic we will be able to show
whether there is any ”scale-free connectivity” parameter csf such that p = csfδ.
The parameter ν is, in its turn, a direct translation of k, because the chances of an
infected host to get cured should not depend on the network structure.
Further derivation of the dependence between the parameters of the discrete
and continuous models will help us establish the connection between simulation
and SIR model not only numerically but analytically and investigate the existence
of csf .
The continuous model (Kermack-McKendrick), which we introduced in Sec-
tion 3, uses parameters β – rate of disease spread – and γ – rate of recovery –,
while our expanded Reed-Frost model’s parameters are p and k that correspond
to probabilities of getting infected and getting cured at each time step. Pairs of
coefficients β and p, γ and k are obviously related and the following chain of cal-
culations derives a correlation between the parameters of the modified Reed-Frost
and the Kermack-McKendrick models:
In+1 = (1− (1− p)In)St + (1− k)In
Then we expand (1 − p)In into a Taylor series and take the first two terms (since
further terms are negligibly small):
(1− p)In ≈ 1− Inp
By inserting it into the previous equation, we get
In+1 = (1− (1− pIn))Sn + (1− k)In = pInSn + (1− k)In = (1− k + pSn)In
At the initial phase of the epidemic the amount of susceptibles is larger than the
amount of infected hosts. Therefore, we can make an assumption that S ≈ S0 for
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the first several n time steps.
In = (1− k + pS0)nI0
For the continuous SIR model we know that I ′(t) = (βSt − γ)I(t), which
again, with the assumption that S is constant, leads to
I(t) = e(βS−γ)tI0 (6)
The correspondence of the two models, mentioned before, means that at any mo-
ment of the time they give the same values for S and I . At time step t = n∆t both
models are supposed to give equal I , which gives us the equation
I(n∆t) = e(βS0−γ)n∆tI0 = (1− k + pS0)nI0
e(βS0−γ)n∆t = (1− k + pS0)n
(e(βS0−γ)∆t)n = (1− k + pS0)n
Note that (e(βS0−γ)∆t)n = (1 − k + pS0)n illustrates that not only are the values
equal at a given moment of time, but so is the rate of growth (power law). We
simplify this equation by substituting n = 1:
e(βS0−γ)∆t = 1− k + pS0
If ∆t is small, we may expand the exponent into a Taylor series and omit any term
after the second one due to their negligibility:
1− k + pS = βS∆t− γ∆t
Considering this equality as a linear combination, we get the following approxi-
mations for the SIR coefficients:
p = β∆t (7)
k = γ∆t
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This chain of calculations establishes a connection between the discrete and con-
tinuous models which describe the dynamics of the same system. The time scales
in the simulated epidemic and the one described by the Kermack-McKendrick
model are different and cannot be compared directly. However, since we man-
aged to establish a correlation in Equation (7), it gives us the key to the meaning
of the coefficients in an SIR model in comparison with our simulation. It makes
it possible to compare the parameters from the simulation and from the SIR-fit by
transferring the SIR parameters into the Reed-Frost model.
Parameter Simulation Reed-Frost
model
Kermack-
McKendrick model
Infectiousness
of virus
δ - probability of a node
infecting its susceptible
neighbour in one time
step
p β ≈ p/∆t , where
∆t is a time step in
RF
Recovery rate ν - probability of an in-
fected node to get cured
in one time step
k γ ≈ k/∆t
Table 1: Parameters for different models
The correlation between the Reed-Frost model and the continuous SIR model
is investigated by numerical results of the approximation (See Chapters 3 and 4).
The correlation between the Reed-Frost and Kermack-McKendrick models has
been proven correct numerically. Figures 3 and 4 show the dependencies γ(ν)
and β(cδ) correspondingly for a random network. The parameters of the random
network simulation are supposed to correlate with the parameters of the Reed-
Frost model in the following way:
p = cδ
k = ν
and the practical results shown in the graphs are following these dependencies16,
which proves the correctness of the above calculations.
16Note that in the simulation ∆t is taken equal to 1
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Figure 3: Graph of γ(ν) for a random network for δ=0.3
Parameters of the random network: N=5,000, c=0.0015, i0=0.0002
Figure 4: Graph of β(cδ) for a random network for ν=0.2
Parameters of the random network: N=5,000, c=0.0015, i0=0.0002
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3.2 Results
Figures 8 and 9 illustrate the results of an approximation (see Section 3). The best
fit is achieved for the middle of the data set which corresponds to our expectations:
the function F , corresponding to the square difference, is mostly affected by large
values. However, an unpredicted good fit for the last phase of the epidemic proves
that this method of approximation serves its purpose. We can observe a noticeable
divergence of data from its fit at the beginning of the epidemic. However, real
epidemic data is often untrustworthy at its start due to misreporting.
Apart from the mentioned disagreement of the data and the SIR model at the
epidemic onset, the approximation of the data is unexpectedly precise. The fact
that data from an epidemic on a scale-free network can be fit by the system of
differential equations (Eq 1) does not imply that the epidemic can be described
by the Kermack-McKendrick model. No matter how contradictory this statement
may sound, it makes sense.
The results we obtained give an impression that we managed to fit the scale-
free network data with the ODE system solution. In order to understand what
this result means, we need to get back to the correlations that were derived in
Section 3.1:
p = β∆t
k = γ∆t
These dependencies were produced to connect the two models on random net-
works. The crucial moment, however, is in the relation between the simulation and
the Reed-Frost model and consequently their parameters. We already showed that
random networks allow to convert pairs of coefficients directly into each other:
cδ = p = β and ν = k = γ, which is an illustration that the simulation and the
two models correspond to each other and the models describe the same epidemic
that the simulation produced.
However, the situation with the scale-free network not as trivial. The idea
18
behind approximating the epidemics with a simple model was not only to show
the possibility of simplifying the complicated structure. In case the approximation
turns out to be rather precise, which is the case, there is a possibility of building up
a dependency of the SIR parameters from the parameters used in the simulation.
In case the Kermack-McKendrick model can describe the simulated data, there
should be a trivial correlation between δ, ν and β, γ. Figures 5, 7 and 6 show
graphs of β(δ) and γ(ν) for fitting the SIR model on an epidemic on a scale-free
network. To understand what these correlations mean, we need to take a look at
the Reed-Frost model coefficients.
Since the parameters of the continuous and the discrete SIR models depend
linearly on each other, the δ − β and ν − γ relationship can be converted into a
correlation between δ−p and ν−k with the same properties. Therefore, the graphs
observed in Figures 5, 7 and 6, would look the same if those were dependencies
of p and k instead of β and γ. What we observe is a non-linear dependency while
what we expect is a linear one. The probability of getting cured at each time
step should not depend on the network structure, so we expect to observe k = ν.
The non-linearity of p(δ) could be explained by a changing coefficient csf – since
the connectivity term does not make sense for scale-free networks. But the k(ν)
inequality is an indicator that there is something wrong with the interpretation of
the results. What it indicates is that our tacit assumptions that the Reed-Frost time
scale is comparable with the simulation time scale, failed. And the incompatibility
of the time scales means that even though we get a perfect fit of the data by an
SIR curve, there is no meaning behind this fit. In terms of real data it could mean
that we were trying to fit one disease with another: the parameters of the virus,
its infectiousness and the time it takes to recover from it, are different for the data
and its approximation.
The consequences of this unexpected result are that there is no way to deter-
mine a disease from the data unless there is some additional information about
the virus spread. The set of data from the scale-free network can be fit by an SIR
model. In its turn, this SIR model corresponds to some epidemics in a random
network – and these two epidemics are not the same.
However, if there is a possibility to observe the real epidemic as it devel-
ops, one can get the information that will determine which network produced the
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outbreak: any data concerning the longevity of the virus or the specifics of the
network structure will lead to the proper choice. Some special properties of the
scale-free networks that could affect the virus spread would also indicate the cor-
responding network (see Section 4).
Figure 5: γ(ν) dependency for a scale-free network epidemic and its approximation
Parameters of the random network: N=5,000, m = 1
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Figure 6: γ(ν) dependency for a scale-free network epidemics and its approximation
Parameters of the random network: N=5,000, m = 2
Figure 7: δ(β) dependency for a scale-free network epidemics and its approximation
Parameters of the random network: N=5,000, m = 1
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Figure 8: N=5000, m=2, kst=17, δ=0.3, ν=0.9, i0=0.0002
Model parameters: β=0.0004, γ=1.25, i(0)=0.0033
Figure 9: N=10,000, m=5, kst=202, δ=0.1, ν=0.9, i0=0.0001
Model parameters: β=0.00021, γ=1.37, i(0)=0.0015
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Figure 10: N=10,000, c=0.001, δ=0.2, ν=0.9, i0=0.0001
Model parameters: β=0.00017, γ=0.84, i(0)=0.00003
Figure 11: N=5000, c=0.005, δ=0.1, ν=0.9, i0=0.0002
Model parameters: β=0.000433, γ=0.86, i(0)=0.00002
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4 Scale-free network properties
In the previous chapters we were dealing with the simplest scale-free networks,
where the only parameter affecting the structure of the network was the number of
links the new nodes connected to the network with, which we called m. However,
there are other factors that can influence an epidemic in a scale-free network. In
this chapter we will look at how epidemics in assortative and disassortative net-
works differ; the effects on epidemic spreading of the inhomogeneity of scale-free
networks, and finally a possible fight against viruses, namely the immunization of
hubs.
4.1 Assortativity
As explained in the introduction the assortativeness of a network means whether
similar nodes are connected or not. This similarity can be expressed by any prop-
erty of the node but most commonly the degree of the node. This means that if
two nodes have a similar amount of connections, then they will be more likely
to be connected to each other, or in other words, hubs will be connected to other
hubs and smaller nodes will be connected to other small nodes. In contrast to this,
in disassortative networks the similar nodes will repel each other, and therefore
larger nodes will prefer to connect to smaller ones, and in an uncorrelated net-
work there is no dependence between the degree of two nodes and the probability
that they are connected17.
Social networks are known to be assortative and technical and biological net-
works (such as the World Wide Web or the food web) are more disassortative18.
We can see this for example on websites; the biggest web pages often compete for
the readers and therefore they do not link to each other, but there is a large amount
of smaller websites linking to these hubs.
We wished to test whether the assortativity of a network has any effect on the
spread of diseases in it. For this purpose we created a scale-free network and
ran a virus in it to have a basis of comparison. Then we made the same network
slightly more disassortative by removing the links between the biggest hubs. We
17Xulvi-Brunet and Sokolov (2004)
18Newman (2002a)
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started by disconnecting the 20 largest hubs, and then the 50 largest and finally the
100 largest. Then we ran the epidemic with the same infectiousness and recovery
parameters to see how the result changed. We can see the epidemic spread in these
four networks in Figure 12. The figure shows a slight change in the course of the
epidemics, it seems to slow down a bit.
Figure 12: (scale-free,N=10,000,m=5) i(n) X means the ratio of infecteds where X is the number
of hubs that were disconnected from each other. The link distribution of the network preserved its
power law characteristics. The virus slowed down slightly.
4.2 Inhomogeneity
According to May and Lloyd (2001) and Newman (2002b) the heterogeneous
structure of scale-free networks has an impact on the spread of infectious diseases.
The property we are talking about here is the fact that SF networks are not random
and their nodes differ largely from each other. What we wish to test in this section
is how the node that initiates the epidemic changes the behaviour of the virus.
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More specifically, how the degree of the starting node relates to the result of the
epidemic.
To be able to compare epidemics we introduce a new characteristic quantity,
namely the number of susceptible nodes at the end of the epidemic which we will
call S(T ). This number shows how many individuals avoided the virus entirely
and therefore indicates how ”deadly” the virus was.
Figure 13: s(T): Scale-free network, epidemic simulation starting from each different
node, showing the average of 100 simulations, for δ = 0.9. The X-axis shows the
degree, kst, of the node that initiated the virus.
Figure 13 shows the ratio of final susceptibles, s(T ) as a function of the de-
gree of the node where the epidemic originated for a scale-free network. It seems
to converge to a finite value as kst increases. This limit of the final susceptibles
(limkst→∞ s(T )) can be called the maximum deadliness of the virus in the current
network. We can put these limits on one graph to show how it varies with the in-
fectiousness parameter δ. Figure 14 shows this graph for three different m values
(i.e. three SF networks with different densities). It shows clearly that the impact
of the virus depends largely on the density of the network as well.
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Figure 14: The limits of s(T ) as kst goes to infinity in relation to δ. The three graphs
show three different scale-free networks each with a different m.
We collected the same data for a random network to be able to compare the
results. Figure 15 shows s(T ) for a random network. We can see that the graph
looks much different from that of the scale-free network. There is a decreasing
tendency of s(T ) as kst grows but this tendency looks more linear than before, and
we cannot say that the epidemic is the most deadly if it originates from the largest
node.
Figure 15: s(T): Random network, epidemic simulation starting from each different
node, showing the average of 100 simulations, for c=0.001, δ=0.2 and ν=0.9.
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4.3 Immunizing hubs
According to Dezso and Barabasi (2002), Albert et al. (2000), Pastor-Satorras and
Vespignani (2002) a plausible fight against viruses in scale-free networks is the
immunization of hubs. Instead of immunizing random members of the network,
making the hubs immune will affect the spread of the virus at a greater rate. We
wished to test this hypothesis with our simulation the following way. We created
one scale-free network of 10,000 nodes with m=5, then set the first X nodes
immune. (In our scale-free networks the biggest hubs are always those nodes that
were added to the system in the beginning.) We set δ=0.1 and γ=0.9.
We can see from Figure 16 that taking the first X nodes and making them
immune from the beginning slows down the epidemic considerably. The figure
shows the ratio of infected nodes (to the whole network size) when 10, 20, 30,
40 and 50 hubs were made immune (in the graph i(t) X). We can compare these
with results that were obtained by making X number of random nodes immune
(i(t) X-R). We can see that immunizing even 200 random nodes shows very lit-
tle difference compared to the original epidemic (where no nodes were immune,
i(t) 0).
The results show the average of 1000 runs of the simulation disregarding the
extinctions (where the maximum number of infecteds does not reach 0.1% of the
population).
To compare the results in a different way, we calculated again the number
of susceptible nodes that were left at the end of the epidemic, s(T ). Figure 17
shows s(T) for the different initial conditions. We can see that the virus became
10% less deadly after 50 hubs were immunized, however, s(T) hardly changed
at all when several hundreds of random nodes were removed. 10% difference
at a population size of 10,000 means one thousand more survivals which is a
significant difference. We can conclude that immunizing hubs is a reasonable
strategy against viruses.
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Figure 16: i(t) X shows the ratio of infecteds where X is the number of immune hubs;
i(t) X-R shows the results when X random nodes were made immune.
Figure 17: s(T) for different initial conditions
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5 Conclusion
(1) Is it possible to use simple epidemic models such as the Kermack McKendrick
SIR model to describe epidemics on a SF network? Is it possible to recognize the
type of network from the epidemic data?
We conclude that although the data points of the scale-free epidemic can be
fitted with the SIR model with a good precision, there is a difference in the pa-
rameters of the two epidemic curves. The simulation and the model take place on
different time scales, therefore if no information is available on the duration of the
incubation period of the disease, it can easily be mistaken for another disease. In
addition to this, the shapes of the epidemic curves of two diseases in a scale-free
and a random network look very much alike, even now when all the data points are
known to us. In real life, not all the cases are reported, therefore these curves look
much more stochastic and much less smooth and it would be impossible to tell
just by looking at the epidemic curve, which type of network the disease spread
in. If we have additional information on the type of the network and on the dura-
tion of the epidemic, then we can convert the parameters from the SIR model to
the Reed-Frost model and finally to the scale-free model.
(2) What other factors affect the course of the epidemic? Is there a difference
in the virus spread between assortative and disassortative SF networks? If the
virus in a SF network is originated from individuals with a different number of
connections, how can the differences be characterized? Does making the hubs
immune have an effect on the epidemic?
Scale-free networks have a number of specific properties that random net-
works do not have and all of the investigated properties have an effect in con-
nection with epidemic spreading. Assortativity is fairly meaningless applied to
random networks, but is a characteristic of scale-free systems. Testing the dif-
ferences between epidemics on an uncorrelated and a disassortative network, we
found that the virus slowed down slightly in the disassortative one (where the hubs
were not connected to each other) which is the expected result due to the fact that
the virus has to travel a larger path between the nodes.
As for the effect of the inhomogeneity of the scale-free networks on the epi-
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demic, we can see it clearly that there is a dependency on the degree of the node
that initiates the virus, and this dependency goes beyond the evident, namely that
larger nodes initiate a larger epidemic. In fact, after a certain node size the epi-
demic does not grow any further but reaches a finite limit.
The existence of hubs in scale-free networks is an advantage and a disadvan-
tage at the same time. It is a disadvantage because hubs spread the virus much
faster than any other node. However, the targeted immunization of hubs can make
a large difference in the result of the epidemic. Taking out the hubs means the
virus has to find other routes to spread and that can slow down the virus con-
siderably. Not only is the disease slowed, but it reaches less individuals as well,
which means in the end the virus is less deadly in networks where the hubs are
removed. In contrast to the targeted immunization of the hubs, a merely random
immunization of the same amount of nodes has very little effect. This shows that
if the scale-free characteristics of a network are recognized, it is possible to fight
against a virus by removing the hubs of the network.
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