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Résumé 
Nous considérons des problémes d'optimisation régis par des équations d'eitats s t e  
chastiquea. Nous introduisons dans la fonction de coût un facteur tenant compte de 
l'attitude des décideurs face au risque. Nous établissons les conditions d'optimalité 
pour ce genre de problèmes. 
Le contrdle optimal s'obtient en considérant uniquement le systéme non commandé. 
L'6valuation de la commande optimale se ramène à la recherche de la fonction gé- 
nératrice des moments de la variable aléatoire temps du système non commandé. 
C'est le temps que met le système pour atteindre l'état bal.  Il s'agit d'un probléme 
d'instant de premier passage. 
Nous illustrons le rbultat théorique par des exemples concrets. En tout premier Lieu, 
nous traitons des probkmes classiques de poursuite où nous rajoutons le paramètre 
tenant compte de l'attitude des dkideurs face au risque. Dans un deuxiéme m+ 
dèle, nous proposons de determiner la commande optimale d'un système d-vnamique 
qui régit l'exploitation d'une même espèce animale par deux pays. Finalement, nous 
proposons un modèle de neigociation saIariale entre le syndicat et le patronat. Dans 
les trois types de modèles, nous calculons explicitement la commande optimale en 
considérant des perturbations dî8erentes et des cas limites pertinents. Nous présen- 
terons dans le cas du modèle de pêche les résultats d'une simulation numérique pour 
confirmer l'exactitude de nos résultats théoriques. 
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Abstract 
We consider stochastic control problems which take into account the risk sensitive 
factor. We establish the new optimality conditions for these types of problems. 
We obtain the optimal control by considering only the uncontrolled system. We 
compute the optimal control by calculating the moment generating function of the 
rmdorn variable time of the uncontrolled system, known as the first passage time. 
We go through concrete examples to üiustrate our theoretical work. First of all, we 
solve some classical pursuit problems by adding the risk sensitive parameter to the 
cost function. In the second model, we consider a stochastic optimal probIem that 
describes the evolution of a certain animal species exploited by two countries. Finally, 
we propose two stochastic models for labor-management negotiations. For each of 
these examples, we compute explicitly the value of the optimal controi by considering 
different types of perturbations. At the same tirne, we study some limit cases. For the 
hunting model, we present some simulation studies of numerical evamples to veriîy 
the t heoretical results. 
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Introduction 
Selon l'acception courante, un jeu est une situation où des individus (les "joueurs") 
sont conduits à faire des choix parmi un certain nombre d'actions possibles, et ce dans 
un cadre défini à l'avance (les "règles du jeuJ' ). Le résultat de ces choix constituent 
une issue du jeu, à laquelle est associé un gain, positif ou négatif, pour chacun des 
participants. 
Un exemple classique est celui des jeux de société -comme les échecs ou le bridge- où 
les choix des joueurs se traduisent par des issues telles que la victoire, la défaite ou 
le match nul. Ces issues entraînent des gains monétaires (si, par exemple? cies paris 
ont êté pris), ou des gains d'ordre psychologique (la satisfaction d'avoir gagné ou le 
dépit d'avoir perdu). 
Le propos de la théorie des jeux est l'etude de toute situation présentant des Ca- 
ractéristiques semblables B celles des jeux de société, c'est-à-dire des situations où 
des individus font des choix en interaction, dans un cadre stipulé à l'avance. Son 
domaine d'application est donc e~trêmernent large, puisqu'il recouvre théoriquement 
l'ensemble des activités cies humains vivant en société, 
Le livre que le mathématicien John Von Neuman [391 publia en 1947 avec l'économis- 
te Oskar Morgenstern suscita un enthousiasme inouï. Il fut unanimement reconnu 
comme posant "les premiéres bases saines pour une explication scientifique du pas- 
sage du comportement individuel au comportement collectif". Depuis lors, la "théorie 
des jeux" a acquis ses lettres de noblesse dans la communauté scientifique à la suite 
des travaux de John Nash, Lloyd Shapley et Robert Aurnann, entre autres. Aujour- 
d'hui, eue constitue un discours d'une ampIeur comparable à l'automatique théorique 
ou i la théorie des systèmes. Ses applications les plus marquantes concernent la rn* 
délisation des comportements des agents économiques et politiques Ainsi, il niest 
plus possible de nos jours de développer une analyse de la concurrence interindus- 
trielle sans préciser quel concept de la théorie des jeux de sociétk (par la théorie des 
graphes) ou cinématiques (jeux différentiels) est à l'oeuvre. 
C'est pourquoi économistes, sociologues, politicologues et autres, recourent de plus 
en plus aux concepts de la théorie des jeux. L'objectif essentiel de cette théorie 
est de "définir" des comportements rationnels, et de là d'en dégager les principdes 
caractéristiques de leurs interactions, avec le plus grand degré de généralité possible. 
La notion de risque a depuis longtemps suscité l'intérêt des chercheurs et des scien- 
tifiques et le suscitera toujours. Comment pouvons nous le quantifier ? La notion de 
l'attitude du décideur face au risque a kt4 introduite dans la fonction d'utilité de 
l'individu qui cherche It la maximiser ou b la minimiser selon la situation ou il se 
trouve. Un décideur opposé au risque se contente toujours de s'assurer de l'espérance 
mat hhmatique de la loterie plutbt que la loterie elle-rn&me. Ce comportement est 
quantifié dans la concavité de la fonction d'utilité. Dans le même contexte, un vrai 
parieur ne pourra pas avoir du piaisir au jeu s'il ne participe pas au jeu et dans ce 
cas, sa fonction d'utilité sera convexe. Tandis qu'un décideur neutre face au risque 
présente une fonction d'utilité linéaire. Ainsi, nous voyons que la notion de risque est 
très importante car elle permet de caractériser l'attitude du décideur dans certains 
aspects de son comportement [35]. 
L'intérêt que certains chercheurs ont porté aux problèmes de contrôle stochastique 
sensible au risque est dû en partie aux développements réalisés en contrôle robuste 
et la théorie des jeux différentiels. La solution aux problèmes sensibles au risque 
se ramène à une stratégie optimale correspondant à un décideur opposé au risque. 
Jacobson [14] a été parmi les premiers a établir une relation entre des problémes de 
jeux différentiels et des problèmes de contrôle sensible au risque avec information 
complète tout en considérant une fonction de coQt linéaire ou quadratique. Des pr* 
blèmes non linéaires similaires ont été étudiés récemment et une solution à des jeux 
différentiels a été obtenue comme étant un problème limite avec un bruit assez petit 
11 11, [15], [43]. La solution à des problèmes de contr6le optimal neutre au risque est 
proposée dans le cas limite d'un bruit assez petit [15]. 
Jacobson [141 a proposé aussi pour la première fois l'espérance mathématique d'une 
fonction exponentielle comme étant une mesure de la performance. Le coût est em- 
ployé comme 6tant un critere d'optimisation pour un systéme markovien gaussien 
avec une information parfaite [3], [32]. Le critére de performance a été par la suite 
étudié dans le cas d'une information imparfaite . L'intérêt dans les problémes avec 
des fonctions de coQt exponentielles a été consid6ré quand les solutions obtenues 
étaient directement liées à l'espace H, (espace de Hilbert muni de la norme de la 
convergence uniforme) [a], [12]. Dans son article, Jacobson a pu établir la relation 
entre une fonction de coQt e.xponentielle et un jeu différentiel. La plupart des résul- 
tats existant sur les problèmes ayant une fonction de coût exponentielle supposent 
une équivalence exacte pour optimiser un coat quadratique. 
Whittle [40] a résolu le problème B temps discret de contrôle stochastique sensible au 
risque avec information incompléte et la solution est obtenue en utilisant le principe 
d'équivalence certain (solution du probléme linéaire quadratique déterministe obtenu 
par l'élimination du facteur bruit du problème de contrôle stochastique). Le problème 
analogue en temps continu a été r6solu par Bensoussan et Van Schuppen [31. Le 
probléme a été converti pour obtenir un probléme avec information complète. Une 
technique de transformation a aussi été utilisée pour résoudre des problèmes de jeux 
différentiels partiellement observés. 
Whittle [44] a considéré des problémes de contrôle stochastique sensible au risque 
non linéaires et à temps continu. Il a proposé une solution approximative en utili- 
sant le principe d'équivalence certain dans le cas limite d'un petit bruit blanc. Ces 
résultats n'étaient pas suffisamment rigoureux mais ils ont énormement contribu6 à 
l'émergence de nouveaux résultats, 
Whittle et Kuhn (451 ont traité Ia sensibilité face au risque dans des problèmes de 
contrôle optimal stochastique. Dans leur modde, l'attitude face au risque est repré- 
sentée par un pararnetre que le décideur &e pour pouvoir lui permettre d'exprimer 
son pessimisme ou son optimisme quant B l'issue du jeu. Ainsi, le décideur peut agir 
sur le processus aléatoire qui caractérise en partie la dynamique du système en fixant 
un paramètre par lequel il peut exprimer son attitude envers le jeu et de cette façon, 
il peut imposer son choix. 
La thèse consiste à résoudre de façon explicite des problèmes de jeux differentiels 
stochastiques et de contrôle stochastique qui tiennent compte de la sensibiiité au 
risque des décideurs. Ainsi, la thbe se divise en deux parties. Dans la première partie, 
nous reprenons le travail de Whittle et K u h  et nous l'appliquerons au cas des jeux 
différentiels stochastiques. Ainsi, nous proposons d'établir les nouvelles conditions 
d'optimalité dans le cas des jeux différentiels. Nous prendrons aussi le soin de pouvoir 
illustrer ce résultat thbrique par deux e~emples. En deuxiéme partie de la thèse, nous 
proposons des modèles de contrôle stochastique que nous résoudrons e-xplicitement 
par la technique proposé par Whittle et Kuhn. Ainsi, notre travail consiste à proposer 
des modèles associés à des problémes de contrôle stochastique avec risque et nous 
obtenons des solutions explicites à ces problémes en utilisant la démarche de Whittle 
et Kuhn. 
Dans le chapitre 1, nous presenterons les nouvelles conditions d'optimalité pour une 
classe de problémes de jeux stochastiques difftkentiels dans lesquels nous introduirons 
dans la fonction de coût un paramètre qui quantifiera l'attitude face au risque des 
joueurs. 
Dans le chapitre 2, nous iilustrerons le résultat théorique trouvé dans le chapitre 1 
par deux exemples classiques de problémes de poursuite. 
Dans le chapitre 3, nous présenterons un modéle de pêche impliquant deux pays. 
Ce modèle a été développé par Hihalainen, Haurie et Kaitala. Nous apporterons 
des modifications au rnodéle pour qu'il puisse traduire le mieux possible la réalité. 
Nous étudierons les cas limites sous toutes leurs formes ainsi que leur impact sur la 
commande optimale et sur l'état des stocks. 
Enfin dans le chapitre 4, nous reprendrons un modéle de négociation salariale pro- 
posé par Leitmann. Nous rajouterons dans ce modèle Ie facteur incertitude par l'in- 
termédiaire d'un bruit blanc. Ce rajout rendra le modhle plus approprié et cela nous 
permettra de mieux évaluer ses performances. 
La matière qui apparaît dans les chapitres 2, 3 et 4 a servi à la rbdaction de trois 
articles qui ont ét6 d6jà publiés [25], [26] et [27]. 
Chapitre 1 
Modèles et solutions 
Nous considérons des problèmes de contrale stochastique et de jeux différentiels sto- 
chastiques où la fonction de coQt contient un paramètre qui tient compte de l'attitude 
du décideur face au risque. Les solutions optimales de ces types de problèmes sont 
calculées en considérant uniquement les système non commandés. Nous présentons 
les conditions d'optimalité pour ces types de problèmes. 
1.1 Introduction 
Dans le livre de Whittle [41, p. 2891, il a été démontré, sous certaines hypothéses, 
que Ia solution optimale de la commande d'un systeme dynamique peut être obte- 
nue en considérant uniquement le système non commandé. Lefebvre [16], [18] s'est 
appuyé sur ce résultat pour déterminer la solution optimde de certains systèmes 
dynamiques . Il a par la suite élargi l'utilisation du th6orème de Whittle pour in- 
clure une plus grande classe de systèmes dynamiques [17j. De même, Lefebvre [20] a 
applique ce nouveau résultat sur des cas particuliers. Kuhn [31] a généralisé le th& 
rème de Whittle en considérant une fonction de coQt incluant un paramètre tenant 
compte de l'attitude du décideur face au risque. Dans ce chapitre, nous généralisons 
le théorème de Kuhn en établissant les nouveiles conditions d70ptimalité pour le cas 
des jeux différentiels stochastiques. 
1.2 Théorème de Whittle 
Dans le livre de Whittle [41, p. 28911 le çystérne dynamique considéré est régi par le 
sys t h e  d'équations différentielles stochastiques suivant : 
- x( t )  représente le vecteur des variables d'état du systéme appartenant à Rn. 
- u est la loi de commande appartenant à !JIrn. u peut être une rétroaction qui 
est une fonction de x et de t. 
- f (x, u, t) et a(x, t) sont des vecteurs de n fonctions continues, bornées et véri- 
fiant les conditions de Lipschitz. 
- B(x,  t )  = [Bij(x, t ) ]  est une matrice n x m où Bij(x,  t)  sont des fonctions 
continues, bornées et vérifiant les conditions de Lipschitz . 
- N ( x ,  t )  = [N,(x, t ) ]  est une matrice symétrique n x n non négative où N,,(x, t )  
sont des fonctions continues, bornées et vérifiant les conditions de Lipschitz . 
- W(t )  est un processus de Wiener de dimension n. 
Whittle a trouvk la commande optimde u qui minimise l'espérance mathématique 
de la fonction de coût suivante : 
Q(x, t )  est une matrice symétrique d6finie positive de taille m x m , K eçt la fonc- 
tion de coQt final. K est une fonction continue, bornée et vérifiant les conditions de 
Lipschitz . D est un sous espace de Rn x [O, 00) . D est une région dans laquelle le 
processus se termine et cette région est dite "région de terminaison". 
Le problème consiste à trouver la commande optimale u* qui permet de minimiser 
l'esphnce mathématique de la fonction J(z, u, s )  pour tout t E [s, Tl définie comme 
suit : 
F(x, s) = inf E [J(x,  u, s)] 
u (1.3) 
Ainsi, Whittle a prouve ce qui suit : 
Theorérne 1.1 L'équation de prognrmmation dynamique du probléme d@ni dam 
les équations (1 A) ,  (1 -2) et (1.3) s'écrit comme suit : 
ir$ [ i d Q u  + Fs + F'(a + Bu) + 
(1.4) 
F(x, s) = K [ x ( s ) ,  s] x E D 
et la commande optimale est : 
Maintenant, supposons qu 'il &ste un certazn Téel a positif de sorte que la reIation 
suivante soit vén'fike : 
N = ~ B Q - ~ B '  
alors il existe une fonction unique 9(x, s) qui vérifie h relation suivante pour tout x 
e t s  : 
1 
@ (z, s) = exp [-; F ( Z ,  s )]  
et qui est la solution de l'équation aux déravées partielles suivante r 
La fonction F (x, s )  est ains2 calculée à partir de : 
ozi y(t) est le processus non commandé q u i  commence au point (2, s )  et se temzne 
avec une probabilité 1 dans la région D et qui a la forme suivante : 
dy( t )  = .(y, t )d t  + [ N ( z ,  t)]* dW ( t )  (1 .10 )  
et T représente T dans le cas du systérne non cmmandé y(t). 
Quand le vecteur a et les matrices B, N et Q ne dépendent pas de la variable d'ét at 
x, et que le systéme n'a pas atteint l'dtat bal, les problémes considérés par Whittle 
sont des problèmes linéaires quadratiques gaussiens (LQG). En fait Whittle leur a 
attribué le nom de LQG "homing". 
1.3 Théorème de Kuhn 
Kuhn (3 1] a généralis4 le th&r&me de Whittle 1-1 en considérant une fonction de coût 
contenant un paramétre sensible su  risque. Dans ce cas, la fonction de coût s'ecrit : 
1 
C ( X ,  U, s#) = -- 10gE (exp [-BJ(x,u. s ) ] )  
0 
( 1 . 1 1 )  
oit O tient compte de l'attitude du décideur face au risque et la fonction J ( r ,  u, s) a 
cette expression : 
où h(x, t) est une fonction continue et bornée. 
Pour toute valeur de z, le d6veloppement limité de la fonction exp(z) s'écrit comme 
suit : - 
et le développement limité de la fonction Iog(1 + a) s'écrit comme suit : 
Pour comprendre i'idbe derriére l'utilisation de la fonction de coût C(x,  u, s, O), consi- 
dkrons le cas où 0 est très petit. Cela nous permet d'écrire : 
Le développement limité de la fonction de coQt C(x,  u, s: 0) montre qu'on tient compte 
non seulement de l'espérance mathématique mais également de la variance de J. 
A partir du développement limité de la fonction de coQt C(x ,  u, s, O ) ,  nous pouvons 
facilement montrer que : 
lim C(x,  u, s, O )  = E [J(x, u, s)] 
6+0 
(1.13) 
Ainsi, à partir de l'kuation (1,13), nous pouvons déduire que le problème de mi- 
nimisation de l'espérance mathbmatique de la fonction de coQt décrite dans l'equation 
(1.11) est un cas oil le décideur est neutre par rapport au risque. En fait, Whittle 
[42] a consacré un ouvrage dans lequel il traite du sujet de la commande optimale 
associée à l'attitude d'un décideur face au risque. Dans son Livre [42\, il rappelle que 
l'attitude d'un décidew o p p d  au risque est obtenue quand û < O et que quand 
8 > O, le dkideur a une attitude aimant le risque. 
La généralisation du théorème de Whittle 1.1 par Kuhn se traduit comme suit : 
Théoréme 1.2 L'équation de p ~ m m a t i o n  dynamique du probldme dont la dy- 
namique est définie dans I 'équation (1.1) et la fonction C(x,  u, s,  8) est définie dans 
l'équation ( 1 . 1 1 )  s'écrit comme suit : 
1 
0 = int h + Fs + FJat Bu) - F, 
F ( x , s ) = K [ x ( s ) , s ]  x E D  
(1.14) 
La commande optimale s'émit : 
hhintenant, supposons qu'il existe un certain réel a de sorte que la relation suavante 
soit vérifiée : 
aN = BQ-'B' + 8N (1.16) 
alors, il existe une lonction unique Q(x, s)  qui uénfie la relatzoion suivante pour tout 
x e t s :  
@(x, S) = exp [-ûF(x, s)] (1-17) 
et qzsi est la sok t im de l'équation aux dkriv&s pcrrtielles suipiante : 
La fonction F(x ,  s )  est ainsi caIculie à partir de : 
où y( t )  est le processus non commandé qui commence au point (x, s )  et se termine 
avec une probabilité 1 dans la région D et qui a la forme suivante : 
et T reprisente T dans le cas du systéme non commandé y(t). 
Remarque 1.1 Dans la formulation du probléme de Kuhn, la jonction de coat final 
K dépend seulement de l'état final x(T). Cependant, il n'est pas dzficile de montrer 
que K peut également dépendre de TT. Par exemple, en choisissant h(x,  t )  = L, une 
constante, ceci revient à d i e  que K dépend de T (comme Kuhn l'a fait dans un 
exemple). 
Remarque 1.2 Les relations dkfinies dans les Ppatiow 1.6 et 1.16 appamissent 
plutdt spéciales. Ces relations supposent que les composantes du terme d x ( t )  doivent 
être relativement affectées de la même façon awsi bien par la commande u que par 
le bruit blanc. Pour un ensemble de processus, ces relations ne viennent pas hop 
sérieusement violer la réalité. 
1.4 Cas des jeux différentiels stochastiques 
Nous coll~l-deon~ le syst&me dynamique d% ii l'équation (1.1) ainsi que la fonction 
de coût C(x, u, S, 9 )  définie à l'équation (1.11) et la fonction J définie à L'équation 
(1.2). 
Dans le cas des jeux différentiek stochastiques, nous sommes en présence de deux 
dbcideurs. Nous avons u = (ul, uz}. Ainsi, les commandes des deux decideurs sont 
représentb respectivement par ul et ua. Le premier décideur cherche & minimiser 
la fonction de coût C(x,  ul ,142, S ,  8 )  en agissant sur la commande ul , tandis que le 
deuxiéme désire maximiser la fonction de cotit C(z, ul, uz, s, O ) ,  en agissant sur la 
commande uz. Ainsi, notre objectif consiste A déterminer les valeurs de u; et u; des 
commandes ut et u2 telles que : 
Posons : 
où le maximum et le minimum sont calculés pour t E [s, Tl. 
Proposition 1.1 L'6quation de la pmgrammation dynamique du probltme ayant une 
&namique dkfinie par le systéme d 'iquation (1.1) et m e  fonction de coût difinie par 
I 'kquation (1 22) s 'écrit comme suit : 
Preuve. Dans le cas oii x se trouve dans la rhgion D, nous pouvons facilement écrire 
à partir de la définition même de J ( z ,u~ ,  u2, s,) que : 
il s'ensuit que : 
Maintenant, considérons le cas oii x # D, Dans ce cas, pour dkmontrer la proposition, 
nous utiliserons le principe de la récursivité de la programmation dynamique. Nous 
avons par d&ition : 
logE (exp [ - U ( x ,  u1, u2, s ) ] )  
Nous proposons d'utiliser la transformation suivante : 
F" (x, s)  = exp [--OF] 
Sachant que la fonction e~ponentielle st strictement monotone, nous pouvons ainsi 
écrire : 
F'(x, S) = ext E {exp [-OJ(x, 'UL, UZ, s ) ] )  
UI u2 
sup inf (8 3 0) 
ext = 
U l  u2 
En utilisant le principe de récursivit6 de h programmation dynamique, nous pouvons 
écrire que : 
La suite de la preuve est identique B d e  d'un problème de programmation dyna- 
mique dans lequel nous cherchons B minimiser la fonction de coût. De ce fait, nous 
référons le lecteur à I'article de Kuhn [31] et au livre de Whittle [42].0 
Proposition 1.2 En supposant que les dérivées partielles d'onlre 2 de urQ(x, t)u par 
rapport h u~ et 212 sont respectivement positive et négative, la commande optimale 
u* = (ui, u ; ) ~  qui satisfait a m  inéquations (1-21) est q r i r n é e  par : 
Preuve. Pour trouver les commandes optimales, il faut que l'équation de program- 
mation dynamique (1.23) vérifie les conditions d'optimalité de premier ordre et de 
demitirne ordre. 
Nous posons ainsi : 
Les conditions d'optimalité de premier ordre consistent à trouver les valeurs de la 
commande optimale u* qui vbrifient l'équation suivante : 
dH(x, u*, sr 8) 
au 
= O  
Sachant, par hypothèse, que la matrice Q est symétrique et inversible, nous obtenons : 
Les conditions d'optimalité de second ordre se traduisent par le calcul de la matrice 
hessienne ( notée : V ~ H ( X ,  u  s, 0)). Nous obtenons ainsi : 
Vu que Q est indépendante de la commande u, nous obtenons ainsi : 
V'H(X, u*, s, 0) = Q 
Dans le cas de jeux stochastiques, la commande u* doit être un point de selie. Ainsi, 
contrairement aux théorèmes 1.1 et 1.2 oti la matrice de coQt Q doit être déhie 
positive, dans ce cadre, la matrice Q peut ne pas être définie positive ni d&mie 
négative.0 
Proposition 1.3 Supposons qu'il existe un certain réel a! de sorte que la relation 
suivante soit uérifiée : 
a~ = BQ-~B' + ON (1 -2s) 
L'équation de la progr~mmation dynamique (1.23) peut s'&ire sous la forme mi- 
vante : 
Preuve. Sachant qu'il existe un réel a! de sorte que nous avons : 
nous pouvons toujours définir une fonction O qui vérifie la relation suivante pour 
toute valeur de x et de s : 
@(x, S) = exp [-aF [x(s), si] (1.27) 
donc, pour le cas particulier où x E D, la définition de <P reste valable aussi. 
Traitons maintenant le cas où x $! D. Nous savons que la commande optimale est 
définie par l'équation (1.24) ; ainsi, l'equation de programmation dynamique (1.23) 
obtenue à la proposition 1.1 s'écrit : 
En utilisant la relation (1.25)' l'équation de programmation dynamique évaluée avec 
la commande optimale devient : 
Maintenant, exprimons cette équation de programmation dynamique en fonction de 
la fonction @(x, s). D'après la déihition de la fonction @(z, s), nous pouvons déduire : 
@(x, S) = exp [-aF(x, s) ]  
Ainsi, en supposant que @(x, s) # O, nous pouvons écrire : 
En substituant les expressions des dérivées partielles de F dans l'équation de pr* 
grammation dynamique, nous obtenons : 
En simplifiant les termes qui s'annulent entre eux, nous trouvons : 
En simplifiant le terme a@, cette dernière équation peut s'écrire en notation matri- 
cide sous sa forme finale : 
o.ir la uariuble aléatoire r représente le temps de premier passage dans la région f i d e  
LI avec une pmbabditk de 1 (ce pi w ~ e  l'unti5td de lu solution) : 
du systéme non cmrnandé y ( t )  dtfini cmme mit : 
dy(t) = a(y, t )dt  + [N(#. s]; dW(t) (1 -28) 
Preuve. L'équation (1.26) est l'équation inverse de Kolmogorov [7] d'un probléme 
de temps de premier passage d'un @&me non commandé d&ni comme suit : 
Ainsi, @(x, s) est solution de l'équation aux dhrivées partielies suivantes : 
sous les contraintes définies à l'équation (1.28) et qui vérifient la condition à la 
frontiére suivante : 
La fonction Q représente l'unique solution de F et cette unicité est assurée par le fait 
que Ie passage dans la région D se fait avec une probabilité de 1 (voir Whittle 141, 
p. 2891)Sl 
Conclusion 
Dans ce chapitre, nous avons montré qu'il est possible d'obtenir les valeurs des com- 
mandes optimales d'une classe de jeux différentiels stochastiques et ceci en consi- 
dérant un problème équivalent non commandé. Ce résultat est une extension des 
résultats de Kuhn [31]. Nous avons ainsi pu obtenir les nouvelles conditions d'opti- 
malité dans le cas des problèmes de jeux dif£ërentiels. Dans le but de pouvoir utiliser 
le résultat de ce chapitre, il faut s'assurer de la validité de deux conditions mention- 
nées ci-dessus. La première consiste ii verifier que le jeu se termine à l'intérieur d'une 
région spécifique. La deuxiéme condition nous améne à vérifier une relation entre le 
terme bruit et le contrde. 
La premiére condition ne présente aucun problème. Si l'entrée finale n'est pas assurée, 
nous pouvons rajouter un coût additionnel pour pénaliser les joueurs qui ne tentent 
pas de finir le jeu dans la région en question. La seconde condition est un peu spéciale. 
Dans le théorème de Whittle 1.1 et celui de Kuhn 1.2 et dans la proposition 1.2, la 
relation entre les matrices est difficile à satisfaire si la taille des problèmes est grande. 
Par contre, si nous nous limitons a des cas oii la relation doit être vérifiée pour des 
variables appartenant 6 un espace A une dimension, nous avons plus de chances 
de trouver des valeurs qui puissent satisfaire la deuxiérne condition. Nous pensons 
qu'il faut éiixniner cette condition, du moins partidement. Cela pourrait être rendu 
possible en exprimant la fonction F(x,  s), nécessaire pour l'obtention des commandes 
optimales, par une espérance mathématique qui ne serait pas nécessairement obtenue 
à partir de la dynamique du même systéme [23], (241. 
Dans le chapitre 2, nous appliquerons les résultats obtenus dans le cas des jeux 
stochastiques difhentiels sur des exemples de problémes de poursuite. Et dans les 
chapitres trois et quatre, nous appliquerons les résultats de Kuhn sur les deux modéles 
de pêche et de négociations. 
Chapitre 2 
Problèmes de poursuite 
Nous utiliserons les résultats théoriques développés dans Le chapitre 1 pour trouver 
des solutions explici tes à des probkmes de jeux différentiels stochastiques bidimen- 
sionnels. 
2.1 Cas de jeux stochastiques différentiels bidi- 
mensionnels 
Bien que la proposition 1.3 soit valable pour toute matrice N bidimensionnelle qui 
satisfait à l'équation (1.25), nous montrerons dans ce qui suit que les matrices B et 
IV doivent être singuféres. Eh effet la relation (1.25) s'écrit comme suit : 
En introduisant la fonction dkterminarit sur cette équation et sachant que nous avons 
des matrices de dimension deux, nous obtenons : 
(a -O)2det(N) = det(BQ-lBf) 
= det(B) det(Q-') det (B') 
1 
Nous savons aussi que det (B) = det(B1) et que det(Q-') = - donc nous 
pouvons écrire que : 
(a! - O)2 det(N) = 
[det(13)12 
det(Q) 
Dans le cas de jeux différentiels à deux dimensions, la relation de l'équation (2.1) 
ne peut être vraie que si det(N) = O. Et de ce fait, nous pouvons conclure que 
det(B) = O. Du moment que det(N) = O, nous pouvons ainsi déduire que les proces- 
sus stochastiques doivent être complètement corrélés, autrement dit que leur coeffi- 
cient de corrélation doit être égal à I ou -1. 
Le systéme d'équations régissant la dynamique définie A partir du systéme d'équa- 
tions (1.1) se ramène à : 
d z i  = ai& 
d r 2  = gdt + [blut + bvz]dt + ddW (2-2) 
oii ai, bi et c (> O) peuvent dépendre de xl, x2 et t pour i = 1, 2. Nous prenons : 
où q et r sont positifs. Ainsi nous avons : 
Les dérivées partielles de second ordre par rapport à 211 et u2 de u'Qu sont positive et 
négative respectivement. Nous cherchons ainsi l'optimum de la fonction coût définie 
dans l'équation (1.11). Nous pouvons ainsi énoncer la proposition suivante : 
Proposition 2.1 L'équation de lu pmgmrnmation dynamique du probléme ayant une 
dynamique définie par le systéme d'équatzon (2.2) et une fonction F définie par l'@a- 
tion (1.22) s'kcrit comme suat : 
Preuve. La démonstration de cette proposition est une conséquence directe de la 
proposition 1.1. En effet dans ce cas particulier, nous avons : 
L'équation de programmat ion dynamique (1 -23) s'&rit comme suit : 
Donc pour tout x 4 D et connaissant Ies expressions de utQu, a, B et N, l'équation 
ci-dessus s'écrit comme suit : 
O = inf sup (i (qu: - 4) + F, + + (a* + blul + b2u2) Fr2 
u1 U2 
Ainsi nous retrouvons l'equation (24) .O 
Proposition 2.2 Supposons que la matrice Q vérifie les hypothéses de la proposition 
1.2. Alors les commandes ui et US pour lesquelles les inéquations : 
sont satisfaites pour tout couple ((u,uz) sont données respectivement par : 
et : 
b2 
u; = -Fz2 
r (2-6) 
où xz = x2(s), et F(x) est obtenue à partar de la fonction (P définie dans l'équation 
(1 -67). 
Preuve. La démonstration découle directement de la proposition 1.2. Nous savons 
que : 
U* = -Q-~B'F; 
En substituant les expressions de Q-l, B' et F: dans l'e-xpression de la commande 
optimale définie dans l'équation ci-dessus, nous avons : 
Nous retrouvons ainsi les équations (2.5) et (2.6) -0 
Proposition 2.3 En supposant qu'il existe un réel a de sorte que la relation suivante 
est vérifiée ; 
l'équation de programmation dynamique (2.4) s'écrit : 
pour tout (x ,  s)  4 D, et 
pour tout (x, s)  E D. 
Preuve. D'aprés la proposition 1.3, nous pouvons écrire que : 
D'aprés l'équation (1.26)' nous pouvons écrire que pour tout (x, s) $ D : 
Le cas où (x, s) E D est un résultat direct de Ia proposition 1.3. 
Proposition 2.4 La solution de lJ ipat ion (2.8) correspond à : 
où la variable aléa toi^ T représente le temps de premier passage dans la région fmak 
D (en étant s f f r  que ça se réalise) : 
~ ( x ,  S) = inf {t > s : (y(t), t) E D [ y(s) = 2) 
du qstéme non commandé y ( t )  d@ni comme suit : 
dyl ( t )  = aidt 
dy2(t) = a2dt + chW' 
Preuve. La démonstration de cette proposition est une conséquence directe de Ia 
proposition 1.4. Pour que la solution soit unique, nous insistons sur le fait qu'il faut 
avoir P[r(xl, xzl s) < 001 = 1.a 
Remarque 2.1 i) Dons ce problème pa~t2culier, si toutes les fonctions bt, b2, q, r 
et c sont des constantes, la relatzon (2.7) est toujours satisfaite. 
ii) Dans la section 2, nous prenons T comme étant le temps du premier passage de 
xI(t) = x2(t). A i m i  les problémes considérés dans ce chapitre peuvent être associés 
à des problémes de poursuite. 
2.2 Premier exemple 
Nous commençons par considérer le systéme dynamique suivant : 
&, ( t )  = O 
dz2 ( t )  = [2ul + u2]dt + e?dW(t) 
Cela veut dire que nous fixons les variables des équations (2.2) ti al = a:! = O, bl = 2 
et b2 = 1. Par ailleurs, nous supposons que c est une constante et nous fixons q = 
r = 1. Ainsi la relation (2.7) est satisfaite pour : 
Supposons maintenant que : 
T ( x I ,  22, S )  = inf { t  2 s : x l ( s )  = x ~ ( s )  1 X I ( S )  = X I ,  x 2 ( ~ )  = ~ 2 )  
et que la fonction de coût final est exprimée par l'égalité suivante : 
où X est une constante positive. Dans ce cas, nous avons un problème de poursuite et 
le jeu s'arrête quand le processus xn( t )  rattrape le processus x l ( t ) .  Le premier joueur 
utilise la commande 211 et essaie de se rapprocher de xz( t )  le plus vite possible tandis 
que le second joueur utilise la commande uz et désire que x l ( t )  reste loin de xZ( t )  
le plus longtemps possible. Les deux joueurs doivent tenir compte du coût exprimé 
dans la fonction quadratique associée au jeu. 
En utilisant le résultat de la proposition 2.4 et en supposant que le système non 
commandé doit se terminer sQrement dans la région dite de terminaison, la com- 
mande optimale (u;, u;) peut être obtenue en considérant le système bidimensionnel 
suivant : 
Posons : 
Ainsi, nous pouvons écrire que : 
Sachant que le mouvement brownien pos&de une variance d et que y2(t) verifie 
l'équation (2.10), la solution de l'équation (2.11) s'6crit (voir [7], p. 221) : 
Soit X une variable aiéatoire continue et / sa fonction de densité. Nous définissons 
4(t) comme étant la fonction génératrice des moments de la variable aléatoire X pour 
toute valeur de t. Par définition, nous avons : 
Calculons lim 4(t) : 
t 10 
Ainsi, dans notre cas spécifique, si Xot décroît vers zéro dans l'équation (2.12), nous 
obtenons : 
En combinant le resultats des équations (2.11) et (2.12), nous pouvons obtenir l'ex- 
pression de F : 
-crF = ( ~ 2  - XI) 
Ainsi, nous pouvons écrire que : 
Donc, d'après la proposition 2.2, les commandes optimales u; et u; sont : 
Avec cette solution optimale, le système dynamique décrit dans (2.2) s'écrit : 
Nous concluons que si le paramétre 6 croît vers oo, les deux commandes u; et 4 
tendent vers zéro. Les deux joueurs prennent de plus en plus de risque, et en même 
temps ils ont tendance A contrôler de moins en moins le jeu. Cependant, nous ne 
pouvons pas permettre aux joueurs d'être opposés au risque autant qu'ils le veulent. 
En effet, de l'équation (2.13), nous pouvons déduire que : 
3 
Notons que le fait que 0 > -- découle aussi de la condition que Aa > O. Cette 
C 
condition est primordiale pour que l'équation (2.12) admette des solutions. Dans le 
3 3 
cas où 0 = --, les deux commandes u; et u; tendent vers l'infini. Pour # < --, le 
C C 
probléme n'admet pas de solution. Finalement, notons que si X tend vers m, u; et u; 
tendent à leur tour vers oo. Cela s'explique par le fait que les joueurs sont pénalisés 
si le jeu à tendance à trop durer. De ce fait, Ies joueurs ont le choix de prolonger le 
jeu et augmenter leur coQt en choisissant des valeurs élevées pour les commandes ou 
plutôt arrêter le jeu. 
Ainsi, nous avons pu considérer un cotît final K = -AT. Cependant, nous n'aurions 
pas pu permettre aux joueurs de chercher plus de risque ou même d'être neutres face 
3 
au risque car le paramètre 0 serait plus petit que --. 
C 
2.3 Deuxième exemple 
Le deuxième système dynamique que nous considérons est défini par : 
Nous prenons bL = 2x2(t), b2 = x2(t) et q = r = 1. Ainsi, la relation de l'équation 




L'espkrance mathématique de l'équation (2.11) s'écrit comme suit (voir [29], p. 281) : 
pour tout O < x2 < x1 et aX > O, A partir de l'equation (2.15), nous pouvons déduire 
que : - 
A partir des équations (2.11) et (2.15), nous pouvons aussi déduire que : 
Donc, nous pouvons calculer Fz2 : 
A partir des équations (2.5) et (2.6), nous obtenons les deux e~prrasions suivantes : 
et . = -dX 
28 + 3  
Ainsi, en injectant les valeurs optimales trouvées, le systéme de l'équation (2.14) 
devient : 
dx l ( t )  = O 
[ dz2(L) = 1 + 3 / x ]  20 + 3 + [24 ( t ) ]4  d ~ ( t )  
3 
Dans cet exemple, la borne inférieure du paramètre B est O, = --. Les cas limites 
2 
sont identiques à ceux du premier exemple. 
Supposons que nous utilisons bi = 2, b2 = 1 et q = r = [2zi(t)]-' , la relation (2.7) 
est vérifiée pour une valeur de a = 3 + B. L'équation (2.16) reste inchangée mais les 
commandes optimales s'expriment comme suit : - 
Ainsi, le choix de ces nouveaux param2tres nous a permis d'obtenir des commandes 
optimales ui, et u; qui sont linéaires en q au lieu d'être des constantes. Finalement, 
la dynamique du système (2.14) s'écrit : 
où a = 8 + 3 est une constante positive. 
Remarque 2.2 Le processus non commandé y(t) = (yi, y# qui correspond Q t ( t )  
est un processus ayant une fonction de densité lognormale. En plus, dans ce cas 
précas, l'origine est une .ffontiére naturelle (voir 129, p. 2811 et [5]). 
2.4 Conclusion 
Dans ce chapitre, nous avons pu illustrer les résultat théoriques du chapitre 1 à 
travers deux exemples de problèmes de poursuite. Nous avons mont* qu'il est pos- 
sible d'obtenir les valeurs des commandes optimales d'une classe de jeux différentiels 
stochastiques et ceci en considérant son problème équivalent non commandé. 
Ainsi, notre résultat a été prouvé pour des cas particuliers ; plus tard nous aimerions 
élargir le champ d'application de la proposition 1.2 à des cas d'ordre plus général. En 
particulier, il serait intéressant de pouvoir trouver le même type de résultat pour un 
systéme bidimensionnel d'ordre plus général. Ceci pourrait peut-être Stre accompki 
en considérant une nouvelle fonction de coût. 
Chapitre 3 
Un modèle stochastique de pêche 
impliquant deux pays 
Nous étudions l'évolution d'une certaine espéce animale et plus spécialement des 
poissons qui à l'instant t  possède un nombre x ( t )  en vie. La dynamique régissant 
le comportement de cette espéce animale est modélisée par un çystérne dynamique 
stochastique où la croissance de cette même espéce animale est représentée par une , 
fonction non linéaire. Deux pays exploitent le même stock. Nous proposons de déter- 
miner la commande optimale qui minimise une certaine fonction de coût. La fonction 
en question tient compte de l'attitude des décideurs face au risque et intégre une 
récompense aux décideurs qui font l'effort nécessaire de maintenir le niveau du stock 
dans une région spécifique. Nous illustrons nos r6sultats théoriques par des simula- 
t ions numériques. 
3.1 Introduction 
IBmaliiinen, Haurie et Kaitala [13] ont considéré le modèle déterministe suivant : 
où x(t) représente le nombre de baleines à l'instant t ,  F(-)  est la fonction de croissance 
naturelle, est la variable de contrale qui correspond à Peffort de pêche de chaque 
pays i et qi est le coefficient de prise de chaque pays il pour i = 1,2. Dans leur 
formulation, Hhalainen, Haurie et Kaitala se sont inspirés du modèle de Clark 
[6]. Ce dernier a étudié l'évolution de deux espèces animales quand l'exploitation 
du stock est effectué par un seul pays. Chaque espèce animale est représentée par 
une dynamique ayant une croissance différente. Hihalainen, Haurie et Kaitala ont 
choisi une fonction non linéaire pour décrire la croissance de l'espèce animale. Cette 
fonction s'écrit comme suit : 
F (x)  = rx[ l  - 11 
où r représente le taux de croissance intrinséque de l'espèce animale et k est Icl 
capacité de prise. Hihalainen Haurie et Kaitala se sont proposés cle maximiser la 
fonction de coût suivante par rapport à la variable de décision ui pour déterminer un 
&quilibre de jeux coopératif et non coopératif : 
oii pi est le facteur d'actualisation pour i = 1,2. La fonction Li est quadratique en 
Les variables x( t )  et ui doivent être supérieures ou égales à zéro- 
Dans ce chapitre, x( t )  représente le nombre d 'une certaine espéce animale à l'instant 
t .  Ce nombre peut représenter des centaines ou des milliers, etc. Nous avons modifié 
le modèle de l'équation (3.1) et nous suggérons de l'écrire sous la forme suivante : 
où W ( t )  représente un mouvement brownien standard. Nous nous proposons de trou- 
ver la commande optimale u' = (u;, $) qui minimise la fonction de coût suivante : 
1 
C(X, U, 6)  = -- log(E{exp[-0 J(x, u ] ) )  e (3.3) 
où 8 est un paramètre réel qui tient compte de l'attitude des décideurs face au risque 
et X est une constante positive. Le taux intrinséque de croissance noté r est supérieur 
ou égal à 1, la capacité de transport k ainsi que les paramétres de prise q, et q2 de la 
fonction de coût J(x, u) sont choisis p i t i r .  La fonction J(x, s) représente le coût 
associé directement au nombre de poissons pêchés. Nous diminuons ce coût par le 
paramètre X qui est directement lié A la variable T(x) car tant et aussi longtemps 
que les deux pays respectent les limites permises de p&.he, cela Ieur permettra de 
continuer à exercer l'activité et d'augmenter ainsi leur profit. Ainsi, le paramétre X 
représente une forme de récompense aux decideurs. Finalement, le temps T(x) est 
défini par : 
T(x)  = inf {t 2 O : x(t) 4 (di, d z )  lx(0) = x E [d ,, d 2 ] )  
où di 2 O. Vu que A est positive, une récompense est remise aux pays qui essayent de 
maintenir le niveau du stock dans Ies limites permises. En fait, aucun des deux pays 
ne cherche à faire diminuer le stock en dessous de la limite permise car cela constitue 
un danger sur l'espéce animale qui risque de disparaître. D'autre part, les pays qui 
exploitent l'espèce animale ne souhaitent pas que le niveau du stock dépasse la limite 
supérieure car cela viendrait a8écter la rentabilité de l'activité. En effet, une offre 
très abondante risque d'entraîner la chute des prk de l'espéce en question. 
Nous aurions pu modiier le modèle de Hhdainen, Ilaurie et Kaitala en rajoutant 
simplement le terme bruit a z ( t ) d ~ ( t ) .  Cependant, le modèle (3.2) semble mrres- 
pondre plus à la réalité de tous les jours. En fait, le modèle considêrk tient compte du 
fait que les deux pays ne p d e n t  pas les mêmes facilités de pêche. Ainsi, leur effort 
de pêche peut varier et avoir différents impacts sur la variable x ( t ) .  Cette différence 
dans les moyens apparaît dam la fonction de coût. 
Notons que dans notre modère, nous n'avons pas posé la contrainte zli 2 O. Une 
vaieur de positive se traduit par le fait que les deux pays pratiquent Ia pêche. Pour 
u+ = O, la pêche est interdite, et si $ l'instant t, Q s t  négative, cela veut dire que le 
pays i est en train de faire un d o r t  pour ramener le stock de l'espéce animale à un 
niveau qui permet aux deux pays de reprendre la p&che. Cette effort de pêche peut 
être traduit par une activité d'ensemencent. 
De même, il n'est pas nécessaire d'imposer la condition sur x( t )  pour qu'elle soit p e  
sitive car x( t )  ne peut pas &tre plus petite que dl 2 O. Cette condition est incorpork 
dans le modéle lui-même. Nous pouvons même imaginer Ie cas limite où x( t )  = d 
serait un &at absorbant. Il s'agit du nombre d d'animaux à partir duquel l'espèce 
mimale n'arrive plus & se régénérer et ainsi être vouk à la disparition. Si le contrale 
est absent, le terme bruit canstitue en lui-m&ne une condition naturelle. En effet, 
le processus x(t) ne peut pas traverser la limite x ( t )  = 0. Ainsi, l'origine constitue 
une frontière naturelle dans le cas où % = O. Ce fait peut être prouvé en utilisant les 
r&ultats de [29]. 
Dans la fonction de coiit, nous avons tenu compte de l'attitude d a  dkicieurs face au 
risque caractérisée par le paramétre 8. 
Dans la section 2, nous propoçons de calcuier les valeurs de la commande optimale 
IL:. Ces valeurs seront exprimh sous forme de fonctions spkiales. Dans la section 
3 et 4, nous traiterons les cas où nous s o n s  en présence d'une seule borne. Enfin, 
dans la section 5, nous présenterons les résultats des simulations numériques. 
Commande optimale dans l'intervalle (di ,d2) 
Posons : 
D'aph le t h h r h e  de Kuhn 1.2, la commande optimale solution de l'équation ci- 
dessus et du probkme régi par une dynamique décrite dans l'équation (3.2) possède 
cette expression : 
1 1  f 
U' = -Q- B F .  (3.5) 
Maintenant si la relation suivante : 
est vér54e pour un réel (Y, alors F ( x )  peut ainsi être obtenue de la formule suivante : 
où la variable ~ ( x )  joue le mbme r61e que T(x) ,  dans un systéme non cornniand4 xl ( t )  
qui s'&A comme suit : 
Afin que l'équation (3.7) admette une solution unique, il est nécessaire que P[T(x) < 
m] = 1. 
Nous sommes en présence d'un syst&rne à une dimension en x. Ainsi dans notre cas, 
Les pararn&tres du théoréme de Kuhn 1.2 sont : 
La matrice Q est çemi-définie positive pour toute valeur de ql et q2 non nulles. Et 
du moment que x(t)  # O, Ia matrice Q est inversible. Ainsi, la relation (3.6) s'écrit 
comme suit : 
Le calcul des valeurs des commandes optimales u; se ramène à 1'6valuation de i'es- 
pérance mathématique dans l'équation (3.7), tout en vérifiant que P[T(x) < a] = 1. 
Posons : 
L(x; a)  = E(exp[-UT(X)]) 
L(x; a) est la fonction gh6ratrice des moments de la variable T ( X )  (la transformée 
de Laplace de la fonction de densi@. Nous supposons que a est positive. De même, 
le processus commence tout le temps à partir de l'instant t = O. Donc, la fonction 
L(x; a) a t  indkpendante du temps. Ainsi, la fonction L(x; a) qui satisfait à l'bquation 
de Kolmogorov [voir le tht%r&ne de Kuhn 1-21 s'écrit : 
tout en sachant que : 
L(dl;a)  = L(d2;a) = 1 
De plus, nous avons : 
O < L(x;a) 5 1 VXE [dl,d2] 
La solution de l'équation (3.8) qui verifie la condition (3.9) est (voir Abrarnowitz et 
stegun [Il) : 
oii, par définition, nous avons : 
r 
21 = - 
k 
= ,/-~ 
et U(-, +,-) et M(.,.,-) sont des fonctions confiuentes hypergéométriqueç définies 
comme suit (voir Abramowitz et Stegun [l], p. 504) : 
Lorsque a décroît vers O, P tend vers r - 1 car r 2 1. Nous pouvons déduire aussi que 
y tend vers O. D'après la définition même de la fonction Ad, nous avons 11.1 (0, b, r )  = 1 ,  
ainsi nous obtenons : 
x? 
lirn L(x; a) = iim - { [ d 7 &  - d;'Ml]U(rl 1 + Plvz) 
a10 710 A 
+[d;'Ul- di7U2] M(y, 1 + B, vz) } 
+ iim [d;>lii - ~ 7 ~ 2 j ~ ( 7 1  1 + v x )  } 
'10 
Ceci implique que P[r(x) < m] = 1. 
Nous pouvons ainsi utiliser l'équation (3.5) pour pouvoir calculer la commande op- 
timale $, pour i = 1,S. 
Dans le cadre de notre problème, nous avons a = -a!& ainsi, nous avons : 
où ct = 8 + 2. Si le paramétre $ est plus petit que -2, il est clair que l'espérance 
mathématique de l'équation (3.7) existe et elle est donnée par L(x; -aX), où L(x; a) 
est définie dans l'équation (3.10). Si 0 est égal à -2, nous avons a! = O et nous obte- 
nons de l'équation (3.7) que 9(x) = 1. Finalement, quand 0 > -2, nous ne pouvons 
pas admettre que @(x) existe, Cependant nous pouvons déduire des équations (3.10), 
(3.11) et (3.12) que la solution reste valable si P E R. Ce qui implique que : 
c'est-à-dire : 
La condition (3.14) est intéressante. Elle nous permet de conclure que les décideurs 
peuvent être opp& au risque autant qu'ils Ie désirent. Mais nous ne pouvons pas 
leur permettre d'aimer le risque autant qu'ils le souhaitent. Nous pouvons déduire 
de cette équation que le param&tre 0 tenant compte de l'attitude des décideurs face 
au risque est directement lié B la valeur inhb%que de croissance r. Plus la valeu de 
r est grande, plus grand serait l'attitude risquée admissible des dkideurs. L'inverse 
de cette conclusion s'applique pour le cas de A. 
Nous pouvons ainsi énoncer la proposition suivante : 
Proposition 3.1 Les commandes optimales ut qui minimisent la fonction de coOt 
41 u; u ;=  -- 
422 
Finalement, le paramètre P de I'Quation (3.20) est d6fiwi dans It6quation (3.1 1 )  et  a 
prend la valeur -,\a. 
Quand 13 = -2, nous obtenons : 
u; = u; E O, (3.15) 
Preuve. Dans le cas où 0 # -2, et d'aprés l'équation (3.5), nous pouvons dcrire : 
[r i  ] 
El 
A parti. du système d'équation ci-dessus, nous pouvons exprimer u; en fonction de 
utL;. En effet : 
D'aprk l'équation (3.7), nous pouvons écrire que : 
1 
F (x) = - - log [@ (x) 1 
c! 
Donc, nous avons : 
Ainsi, le calcul de Fx passe par celui de O,. 
Nous pouvons ainsi écrire : 
Nous avons les propriétés suivantes (voir Abramowitz et Stegun [II, p. 507) 
d 
-U(a,b,z) = -aU(a+l ,b+l ,z)  
d z  
d a 
-M(a, b, z) = -M(a + 1, b + 1, t) 
di? b 
donc, nous pouvons écrire : 
d'où, nous obtenons : 
A partir de l'équation (3.16), nous pouvons ainsi trouver l'expression de U; : 
Quand 0 = -2, nous avons déjà montrk que @(x) z 1. Donc, le résultat de i'équation 
(3.15) se déduit directement de cette a8irmation. 
3.3 Le cas où d2 tend vers l'infini 
Dans cette section, Ia constante d2 de l ' i n t e d e  (di,d2) tend vers l'infini. Ainsi, Ie 
système s'arrête pour la premiere fois quand b nombre de l'espèce animale atteint la 
borne inférieur d l .  La pêche teste profitable pour des quantités de prise très grandes. 
Ainsi, la commande optimale ul ne peut pas être positif. Ceci est prouvé dans ce qui 
suit : 
Lemme 3.1 Quand la valeur de da tend vers l'infini, la commande optimale ur qui 
minimise la fonction de codt C(x,u,B) est plus petite ou égale à zéro. 
Preuve. Nous avons déjà montré indépendamment de Ia valeur de d l  et d2 (voir la 
preuve de la proposition 3.1) que si or = 0, 31s) = 1 et uf = 0. 
Nous savons d'une part que : 
D'autre part, nous avons d'après L'équation (3.7) que : 
Donc, si or < O, alors @(x) E (O, 11, donc : 
Nous sommes en présence d'un cas où nous avons une seule borne. ~ ( x )  représente 
le temps que met le systéme pour atteindre cette borne. Donc, plus nous sommes 
éloignés de cette borne et p h s  de temps nous est requis pour atteindre cette borne. 
Donc ~ ( x )  croît avec x. Alors 3 ( x )  décroit quand x croît, donc a, < O. Ce résultat, 
combiné à l'équation (3.16), prouve que u: < O pour i = 1,2. 
Maintenant si CY > O, dors 3(x) E [l,m) et : 
Donc, si x croît, 9(x) croît à son tour. Ceci implique que @, > O. Nous pouvons ainsi 
déduire, d'aprés l'équation (3.16), que la commande optimale uf < O pour i = 1,2. 
O 
Maintenant, si z + oo, nous avons (voir Abramowitz et Stegun[l], p. 504) : 
En utilisant ces formules asymptotiques et en hisant tendre d2  vers l'infini dans 
l'équation (3.10) et si a # O, nous avons : 
xv 
iim L(x; a )  = Iim - { ( d ; % f 2  - d ; 7 ~ ~ 1 )  U(7' 1 + ,B,UZ) d l - M  d z - - + m  A 
= {&}{ U(r,1+ 8, ux) d ~ - . ~  lim ( d ~ ~  M2 - d i 7 M i )  
atudions cette limite en fonction de y. 
1. Si 7 > O , d'aprés i'équation (3.12), nous avons : 
En remplaçant ,b' par son expression (voir équation (3.11)), nous obtenons : 
Ceci nous permettra d'&rire : 
lim A = lim Ui M2 - &Il U2 
d l - w  dl400 
et enfin : 
Nous pouvons ainsi conclure que : 
27 
lirn L(x; a )  = 
d2-w 
U ( 7 , 1 +  p,vx)dr7 lirn M2 
dl-w 
= (:) ' U(rt  1 + B, v x )  pour x > dl (3.19) U(T, 1 + B, vdd 
2. Si 7 < O , nous avons B < T - 1 et û > O. Nous pouvons ainsi écrire que : 
xv 
lim L(x;a) = lim {(d;'M2 - diyMI)  U(y,  1 +@,us) 
d24oo d 2 - 0  (ul M2 - Mi u2) 
lirn 
dz-00 
Calculons Illn 5 en utilisant les équations (3.17) et (3.18) : 
dz-co Mz 
d i r  
Nous pouvons déduire aussi que la lunite de lim - = O car U2 = ( t ~ d ~ ) - ~ .  
d2+m M2 
Ainsi, nous pouvons déduire que : 
d-'U(r, 1 +Pl vz) 
Lm L(x;a)  = xT ' 
d2+m ul 
Cette équation est identique à celle obtenue dans le cas où y > O (voir équation 
(3.19)). 
3. Si 7 = 0, nous avons a = O. Dans ce cas, nous avons dejâ montré que : 
Proposition 3.2 Quand dz -+ cm, les commandes optimales u; et u; qui minimisent 
la fonction de codt C(x, u, 81, telle qu'exprimée dans I'équulz'on (3.3), sont diJini~s 
par : 
u; = u; = O 
dans le cas où <Y = 0 .  
Preuve, Nous avons déjà montré indépendamment de la valeur de dl et d2 (voir la 
preuve de la proposition 3.1) que si <Y = 0, 9(x) :) 1 et uf 0.0 
Proposition 3.3 Maintenant si a # O ,  nous obtenons : 
Finalement, le paramètre 0 de l'Quatiola (3.20) est défini dans l'équation (3.11) et a 
prend la uakur -Aa.  
Preuve. Le résultat est démontré en procédant de la même fqon que dans la p n  
position 3.1. Calculons donc a, : 
Ainsi, nous pouvons calculer F, : 
donc, à partir de l'équation (3.161, nous obtenons ui : 
Maintenant, nous devons nous assurer que P[r(x) < OO] est égale à 1 quand d2 -, ou. 
Lorsque a décroît vers O, tend vers r - 1 car r 3 1. Nous pouvons déduire aussi 
que 7 tend vers O : 
iim L(z; a) = iim L(x; a) = iim Wr, r1 v 4  
al0 710 710 U(Y? r, &) 
En utilisant la d6fmition de U(a, 6, z)  don& par PQuation (3.13) et en sachant que 
r(a) -+ oo et M(a, b, z )  -, 1 quand a 1 0, nous pouvons ainsi trouver que : 
Le même raisonnement s'applique pour trouver que : 
lim iY(0, r, vdl) = - 
-7 10 sin nb r(l + a - b)ï(r)  
donc : 
lim L(x; a) = 1 
a10 
Cela permet de confirmer que la condition P[T(x) < m] = 1 est bel et bien vérifiée. 
O 
Comme nous l'avons mentionné dans l'introduction, b cas où x(t) = d (d étant la 
vaieur à partir de laquelle l'espéce animale est condamnée à disparaître) est impor- 
tant. En effet si x(t) = dl l'espéce animale disparaîtra avec une probabilité de 1. 
Si nous remplaçons x par 1 dans les équations (3.20) et (3.21), la valeur de uf sera 
légérernent affectée. Cependant si x(t) est exprimée en milliers et que x( t )  devient 
trés petit, alors nous pouvons déduire que le pays 2 , contrairement au pays 1, utili- 
sera une commande optimale très grande (en valeur absolue) pour protéger l'espéce 
animale. II faut noter aussi que u; peut prendre des valeurs très grandes, en valeurs 
absolues, quand x(t) est très petit parce que la fonction de coût de l'équation (3.4) 
comprend le terme uig(t). 
Pour conclure cette section, nous exposons les cas asymptotiques où x prend une très 
grande valeur et x prend une très petite valeur. En utilisant le résultat de l'équation 
(3.18), et sachant que x est très grand et y > O, nous obtenons : 
ra 2 [-lCVX (vx) -l-' 
aqi (vx) 1 
D'aprh l'équation (3.16), il s'ensuit que : 
Maintenant si /3 > O et d'aprés la formule suivante (voir Abramowitz et Stegun [Il, 
et connaissant la propriété suivante de la fonction gamma : 
Quand x prend une très petite valeur , nous avons : 
Déterminons dans quel cas -1 + - 1 0. ( 3 
Donc pour n'importe quelle valeur de a 5 0, nous 5 O. Ainsi, d'après 
l'équation (3.24), nous pouvons confirmer le fait que contrairement à ui, u; tend vers 
-oo quand x décroît vers zéro. 
Dans le cas où B = O, nous avons a = O. Dans ce cas spécifique, nous avons : 
et nous avons déjà montré que : 
Dans la section 5, nous utiliserons la simdation numérique pour iflustrer l'évolution 
de la variable x( t )  en fonction des commandes optimales ui et u;. 
3.4 Le cas où di décroît vers zéro 
Dans cette section, nous traiterons le cas où aucune action n'est prise pour protéger 
l'esptke animale. Ainsi, la valeur de dl décroît vers z&o. Une récompense d'une valeur 
de X par unité de temps sera ainsi attribuée aux décideurs tant et aussi longtemps 
que le nombre d'animaux reste inférieur à la borne supérieure d2. Ainsi, la seule 
contrainte qui reste active consiste à ne pas dépasser la constante d2 pour ne pas 
nuire à la rentabilité de la pêche. En effet, si le niveau des stocks augmente, les prix 
sur le marché vont baisser. 
Dans le modèle considéré, nous savons que x(t) ne peut pas être égaie à zéro même 
si ui = O, pour i = 1,2. Donc, nous ne tiendrons pas compte du probléme où l'espèce 
animale est condamnée B disparaître- Comme nous l'avons mentionné auparavant, 
l'unité dans laquelle x(t) est exprimée peut avoir un effet sur les résultats. 
Lemme 3.2 Sachant que : 
rilors, les commandes oplimules ui , pow i = 1,2, qui minimisent la fonction de codt 
C(x,u, 0) définie dans l'équation (3.3), ne sont pas négatives. 
Preuve. La démonstration est similaire à celle du lemme 3.1 sauf que dans ce cas, la 
variable T (x) décroît (respectivement croît) quand x croît (respect ivement décroît). 
O 
Maintenant, en utilisant la formule suivante (voir Abramowitz et Stegun [II, p. 504) : 
l i i M ( a , b , z )  = 1 si b #-n 
2 10 
Déterminons : 
Calculons cette limite selon la valeur de y et ceiie de p. Dans le cas, où /3 = O, nous 
avons a = O. Dans ce cas spécifique, nous avons : 
Donc, dans ce qui suit, nous tiendrons compte juste du cas où p > O. Ainsi, la forme 
asymptotique de la fonction U est définie dans l'équation (3.22). 
1. Si y > O , nous avons p > r - 1 et cr < O. Nous pouvons écrire que : 
xT 
lirn L(x;a)  = Iim 
d l  10 d i  10 (U1M2 -MI U2) {(dLTM2 - di7M1) U(y, 1 + P,VX) 
+ - d;'U2) M(7,lf ~,vx)) 
lirn 
d l 1 0  
+M(y, 1 + B,ux) lirn 
4 10 
d l 7  
Calculons lirn - : 
4 1 0  Ul 
Sachant que > 7 pour tout r > 1, nous pouvons ainsi conclure que : 
Ainsi, nous pouvons déduire que : 
2. Si 7 < O , nous avons p < r - 1 et cr > O. Nous pouvons ainsi écrire que : 
tM(7 ,  1 + 8, UZ) lirn ( d ; ' ~ ,  - d;'U2)} 
di 10 
Calculons lirn A : 
dl 10 
iimA = iirnU,n/r,-MlU2 
dl 10 di 10 
= M2 lirn Ui - U2 iim Mi 
di i D  dl  10 
Calculons lim (q7 M2 - di7 MI) :
di 10 
lim d l Y  M2 - d i T M r  = hl2 lim dl7 - di7 
dt 10 di 10 
et enfin : 
lim di7Ul - d7U2 = d i r  lim Ul - di7 lim dl7 
dtlO di10 di 10 
donc, du moment que Lim Ui, Lùn 9 2  (vdl)-' = ml i'expression de L(x; a) 
d1L0 di10 r(7) 
quand dl 1 O devient : 
di7 
, vx) Lm = xlM(.l,l+P di10 
u2 &- V; 
Nous remarquons que ce rkultat est identique A celui de l'équation (3.26). 
Maintenant, quand a 1 0, nous pouvons écrire que : 
iirn ~ ( z ;  a) = lirn ( z )  -, m, 1 + Pl vx) 
4 0  -IN Ill(?, 1 + A t&) 
1 
= l x -  
1 
nous pouvons ainsi utiliser l'équation (3.16) pour déterminer explicitement la ex- 
pressions des commandes optimales u; and u;. Donc, la proposition s'énonce comme 
suit : 
Proposition 3.4 Sachant que T(x) est définie dans i'épzsation (3.25), et ar # 0, 
alors les commandes optimales ui et u; qui mznimisent la fonction de codt C ( x ,  zt, O ) ,  
définle dans I'tsquisation (3.31, sont données par : 
Dans le cas OU a = 0, nous avons 26; = US E O. 
Preuve. Connaissant l'expression de L(xl a) pour a # O, nous pouvons ainsi calculcr 
a,. Nous avons : 
Ainsi, nous pouvons calculer F, : 
UT M(,y+1,2+P,vz)  
M(7,1+P,vx) 
Donc, à partir de l'équation 3.16, nous obtenons u; : 
Ainsi, nous avons pu examiner les cas asymptotiques où la variable d'état prenait 
des valeurs très grandes et cles valeurs extr&mement petites. Nous avons pu trouver 
que pour cr # O et x ayant des valeurs très grandes : 
Maintenant, si x f. O? nous avons M(a, b, O) = 1, alors que nous pouvons aûïrmer la 
commande optimale u; devient : 
quand x décroît vers zéro. Dans les deux cas, nous nous apercevons que u; est a g  
prcucimativement une fonction linéaire de x alors que u; prend la forme de x-'. 
Nous présenterons dans la section suivante un exemple de x'( t )  qui est la valeur 
de ~ ( t )  obtenue en utilisant les commandes optimales u; and u; données dans la 
proposition 3.4. 
3.5 Exemples numériques 
Dans cet te section, nous présentons les résultats de la simulation de différents exemptes 
numériques. En premier lieu, nous considérons le probléme oii l'intervalle est borné 
des deux catés. Nous traitons trois exemples différents. Dans Ies figures 1 à 3, nous 
avons tracé la courbe du nombre d'animaux x(t) en fonction de la variable temps t, 
ainsi que la commande optimale UT qui lui est associée. Dans chaque cm. nous avons 
considéré la constante dz comme étant plus grande que la valeur de k. En fait, dans 
le modéle (3.2) que nous avons considéré, la commande ui peut prendre des vaieurs 
négatives. Toutefois A cause du facteur bruit, le nombre de l'espèce animaie x ( t )  peut 
exckder la valeur de la constante k qui reprbnte  la capacité de prise dans le modèle 
proposé par Hamalainen, Ilaurie et Kaitala [13]. 
Dans les exemples 1' et 22, le pa.ram&re 0 tenant compte de l'attitude des décideurs 
face au risque a ét6 choisi négatif; par conséquent, il s'agit de décideurs opposés au 
'Ces figures sont obtenus quand 0 = -3, X = IO, r = 2, k = 80, ql = 1, q:! = 2, dl = IO, 
&=100,xo=50 
*Ces figures sont obtenus quand 8 = -1, X = 3, r = 5, k = 100' ql = 1, q2 = 2, di = 10, 
4 = 150, x0 ==O 
56 
risque. Dans l'exemple 33, les décideurs aiment le risque puisque 0 = 2. A ce niveau. 
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Figure 3.1: Ekemple 1 
il est intéressant de noter que lorsque le taux de croissance intrins&pe r est grandl 
ie jeu se termine quand la variable d'état x ( t )  atteint d2. Par contre quand cette 
même constante r prend de très petite valeur, le jeu se termine quand la variable 
d'état x ( t )  atteint dl. La cornmande optimale 26; est positive dans l'exemple 1 alors 
qu'elle devient négative dans les exemples 2 et 3. Nous n'avons pas tracé la courbe 
de la commande optimale u; car nous pouvons déduire le comportement de cette 
commande directement de la commande optirnale ui [voir proposition 3-11. 
Finalement, il est intéressant de noter que la variable d'état x( t )  reste plus longtemps 
entre les limites dl et d2 quand la videur de la récompense par unité de temps noté 
'Ces figures sont obtenues quand B = 2, X = 3, r = 9, k = 70, qi = 1 ,  q2 = 2, dl = LO, d2 = 150, 
xo = 70 
1 
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Figure 3.2: Ekemple 2 
X est grande (A = 10) (Ekemple 1 vs Exemple 2 et 3). Ce qui vient confirmer les 
résultats théoriques. 
Dans l'exemple 4 4, nous avons pu illustrer le cas où nous sommes en présence d'un 
intervalle borné seulement à gauche. Nous avons choisi des décideurs opposés au 
risque en fixant une valeur de 9 négative. Nous avons pris une valeur de k assez 
grande. Nous avons pu observer que la pêche s'&te quand la valeur de dl  est 
atteinte. 
L'acemple 55 illustre le cas où nous avons un intervalle borné seulement à droite. 
Le nombre d'animaux reste longtemps au-dessous de La limite supérieure pour finir 
4Ces figures sont obtenues quand 9 = -2,5, X = 10, r = 3, k = 100, q, = 1, qz = 2, dl = 10, 
zo = 50 
%es figures sont obtenus quand B = -3, A = 5, r = 7, k = 100, qi = 1, qz = 2, d2 = 150, 
xo = ï O  
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Figure 3.3: Exemple 3 
par se rapprocher de zéro. Ceci a et6 r6aiisé avec une commande optimale u; assez 
petite et presque constante. Notons que la variable d'état x ( t )  n'a pas pu atteindre 
zhro, sinon la commande optimale u; tend vers m. Ainsi, les décideurs recevront une 
récompense X sans avoir à fournir un effort important. 
3.6 Conclusion 
Dans ce chapitre nous avons çonsidQé un modéle de pêche stochastique impliquant 
deux pays. Le but était de minimiser la fonction de coût qui tenait compte de l'atti- 
tude des décideurs face au risque. Dans le modéle, nous avons supposé que l'activité 
de pêche (par là il faut entendre l'effort pour protégx et l'espèce anirnde et rin- 
dustrie) n'est pas identique dans les deux pays. Ainsi, les deux pays ont des coûts 
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Figure 3.4: Ekemple 4 
différents. Le pays numéro 1 a un coût proportionnel à ui dors que le pays numéro 2 
présente un cofit proportionnel ii uax2(t). Nous avons aussi attribue une récompense 
aux décideurs s'ils gardent un niveau de stock B l'intérieur d'une certaine rkgion. Nous 
avons traité les cas où nous &ions en présence des deux bornes ou d'une borne à la 
fois. Dans les dB&ents cas, nous avons pu calculer explicitement les commandes op- 
tirnaies ui. Nous avons de même effectué le même travail pour les cas asymptotiques. 
A Ia h, nous avons présent6 une simulation numérique pour illustrer les diiêrents 
cas traités. 
La commande optimale a été obtenue en considérant le systénie non mmrnandé. 
L'évaluation de la commande optimale se ramenait toujours B la recherche de Ia 
fonction gknératrice des moments de la variable temps T(x)  du système commandé. 
C'est le temps que met le système pour quitter La région (dl' d2) en sachant que 
x(0) = x. Une fois que la commande optimale est obtenue, cela nous permet de 
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Figure 3.5: Exemple 5 
retrouver la distribution de Ia variable T(x)  du processus commandé en résotvant 
l'équation de Kolmogorov. 
Finalement, il serait intéressant de consid6rer Ie cas où nous forçons les deux pays à 
garder le niveau de stock au-dessus d'une certaine limite pour éviter de faire dispa- 
raître l'espèce animale, Ceci peut 6tre accompli en suivant la démarche de Lefebvre 
dans son article [20]. Mais pour être capable de calculer la commande optimale ur, il 
faut connaître la fonction de répartition de ~ ( x ) .  Ceci revient à calcuier l'inverse de 
la transform& de Laplace obtenue dans ce chapitre. Ceci exige un travail élaboré et 
ardu. 
Chapitre 4 
Modèles stochastiques de 
négociation 
Dans ce chapitre, nous exposons deux modi?les stochastiques de dgociation entre les 
parties syndicale et patronale. Nous nous proposons de rhoudre explicitement ces 
dew modéles. Nous considérons deux types de fonctions de coût final qui serviront 
à pénaliser les deux parties en négociations. La premiére fonction de coût final pé- 
nalisera les deux parties pendant la discussion tandis que la deuxieme fonction de 
coût final engendrera une pénalité si les discussions n'aboutissent pas à une entente 
après un temps fixé. De même, nous tenons compte de l'atttitude des décideurs face 
au risque dans ce genre de négociations. 
4.1 Introduction 
Leitmann [33] a considérk un modèle de jeu Mkrentiel pour modéliser un problème 
de négociation. Le modéle en question s'énonce comme suit : 
d(t) = -v(t) , d(0)  = do (4.2) 
-où o(t)  représente l'offre salariale par unite de temps du patronat à l'instant t et d( t )  
représente la demande salm-ale par unité de temps du syndicat à l'instant t. g et 
do sont respectivement les o f f k  et les demandes initiales. Le jeu se termine quand 
la condition d ( t )  - o(t)  = O est atteinte pour la premi6re fois, Les variables u(t) et 
v(t) représentent les taux de concession qui sont contr&s par les deux parties. Nous 
introduisons la variable w(t)  qui prend la valeur 1 s'il y a une grève L l'instant t sinon 
la valeur O. Le patronat cherche à choisir u(t) de façon à minimiser l'offre finale o(T), 
limiter la perte dans les profits pendant la période de grève : 
et maximiser Ia perte des salaires pendant Ia période de grève : 
De son &té, le syndicat cherche a maximiser la demande finde d(T) ,  la perte dans 
les profits de la compagnie durant la grève et minimiser la perte des saiaires pendant 
cette m2me période de gréve. Dans l'équation (4.3), le paramètre k est le profit brut 
de la compagnie (le profit avant les dépenses salariales) par unité de temps . Nous 
supposons que k est une constante. Nous définissons T comme suit : 
Sous certaines conditions, Leitmann a obtenu une stratégie d'équilibre qui dkpend 
du signe de k - 2 et il a montre qu'il y aura gréve (respectivement, il n'y aura pas 
de @ive) si : 
O )  <k - d e ( )  [resp. O' ( t )  > k - d' (t)] 
où o*(t) et dS( t )  représentent les stratégies optimales. Dans le cas où o'(t) = k-d'( t ) ,  
il se peut qu'il y ait gr& mais ceci n'est pas nécessairement vrai non plus. 
Dans ce chapitre, nous notons x(t) (respectivement y ( t ) )  comme étant le pourcentage 
en terme d'augmentation salariale que Ie syndicat exige à L'instant t (respectivement 
l'augmentation salariale offerte par le patronat à l'instant t ) ,  Nous considérons le 
modèle suivant : 
d x ( t )  = -u(t)dt+dW~(t) 
dy(t) = v(t)dt +dWz(t) 
où u(t) et v(t)  représentent les taux de concessions contrôlés respectivement par le 
syndicat et le patronat. Wl ( t )  et W2(t) sont deux processus de Wiener indépendants, 
ou des mouvements browniens avec une moyenne O et une variance infinitésimaLe 
Posons : 
Nous définissons : 
Nous proposons de déterminer les valeurs optimales u'(t) et v'(t) des variables u( t )  
et v( t )  qui minimisent la fonction de coût suivante : 
1 
C(8) = C ( X ,  y,$) = -- log{E[exp [-OJ(x, y)]]} 
8 
où q et r sont des valeurs positives indépendantes de u(t) et v(t) ,  ec K ( T )  est la 
fonction de coût final. Dans l'équation (4.6), le paramétre 0 tient compte de l'attitude 
des décideurs face au risque. Nous rappelons que si 8 est positif, les décideurs aiment 
le risque. Dans le cas où 8 est négatif, les décideurs sont opposés au risque. Et enfin 
dans le cas où 8 est 6gal à zéro, le problème se réduit à la minimisation de i'esphnce 
mat hématique de la fonction J(x, y). Ce qui revient à être neutre par rapport au 
risque. 
Nous considérons dans ce qui suit deux fonctions de coût final particulières. Dans la 
section 2, nous prenons : 
K(T) = AT (4.8) 
où X est un paramètre positif. Tandis que dans la section 3, nous choisirons une 
fonction K(T) d&nie comme suit : 
oh r est une constante h6e  d'avance. Dans le premier cas, tant et aussi longtemps 
que les deux parties sont en train de négocier, une pénalité leur est attribuée. Dans 
le deuxi&me cas, aucune pénalité n'est attribuée si les deux parties arrivent à une 
entente avant L'instant h é  T.  Une fois que cette contrainte temps est violée et que 
les deux parties n'arrivent pas à s'entendre, la pénalité infligée atteint L'infini. Ce 
type de fonction de coût final force les deux parties B conclure une entente avant 
l'échéance imposée r [20]. Dans les deux cas, nous obtenons explicitement les solutions 
optimales. 
Pour conclure ce chapitre, nous considérerons dans la section 4 un autre type de 
modéle de négociation qui utilise un mouvement brownien géométrique. 
4.2 Pénaliser les longues négociations 
Nous considérons les modéles de négociations déFinis dans l'équation (4.5). Nous nous 
proposons de minimiser la fonction de coût définie dans l'équation (4.6). 
où O t 5 T. F(x,  y, O )  est l'infimum de la fonction de coût- 
Ce problème tel que posé est une application directe du théorème de Kuhn 1.2. I1 
s'agit d'un problème à deux dimensions. La fonction F(x ,  y, 8 )  est indépendante de 
la variable S. 
Pour établir ainsi les conditions dropthaIit6 de ce problème, nous alions commencer 
par identifier en premier lieu les paramètres du théorème 1.2. 
Dans ce cas spécifique, nous avons : 
La matrice B s'écrit comme suit : 
et la matrice de variance covariance des processus de Wiener est égale à : 
Quant à la matrice Q, elle est définie comme suit : 
Dans le cas du théorème de Kuhn 1.2, la matrice Q doit être définie positive. En fait. 
vu que q et r sont tous deux positifs, nous pouvons facilement conclure que Q est 
définie positive puisque det(Q) = 4qr > O . Nous dons considérer dans ce qui suit 
A partir de ces donni%, et en supposant que F admet des dérivées partielles de second 
ordre par rapport à x et y, la fonction F satisfait à l'équation de programmation 
dynamique suivante (voir l'équation 1.14) : 
Cette équation de programmation dynamique est vé%ée pour tout (x, y) tel que 
x > y. Si à l'instant t = O, le point (x, Y) se trouve dans la région D dans laquelle 
les deux parties arrivent A une entente, cela veut dire que les deux paties se sont 
entendues avant même d'engager des négociations, nous pouvons ainsi écrire que : 
Donc, les commandes optimales sont solut ions de l'équation matricielle suimnte (voir 
l'équation (1.15)) : 
Maintenant, la relation que doit vérifier a  s'écrit comme suit : 
cuN = BQ-'B' +ON 
(a-0)N = BQ-'Bi 
1 
(ct-~)~xC = lx- 
(?d2 
Donc nous venons de trouver la valeur de ct qui vérifie la relation (1.16). 
Connaissant la valeur de a, nous pouvons retrouver l'équation différentielle que vérifie 
la fonction @(x, y) d&ie comme suit : 
Cette équation différentielle est vraie pour tout x > y et eile s'énonce comme suit 
(voir équation (1.18)) : 
Dans le cas où x  = y, le point se trouve dans la région D. Donc, nous avons : 
9 ( x t  x)  = exp [-&(x, x ,  O) ]  = exp(0) = 1 
Donc, d'après le théoréme de Kuhn 1.2, la fonction 9 est donnée par : 
où la variable aléatoire Tl a la même définition que la variable T, mais pour un 
système non commandé défini par : 
Donc, (xl (t) , yi (t)) est un mouvement brownien bidimeiisionnel avec une moyenne 
zéro et une matrice de variance covariance notk NI : 
Avec le choix de la fonction de cofit final que nous avons effectuk, nous pouvons écrire 
que : 
W., Y) = E {exp [ - a ~ T L ( x t ~ ) l )  
où ur est définie dans l'équation (4.11). 
Maintenant, sachant que xl (t) et yl(t) sont deux processus de Wiener indépendants 
et unidimensionnels, nous savons que : 
est un processus de Wiener, avec une moyenne zQo et une variance infinitésimal égale 
A 2c. Ainsi, nous pouvons formuler l'expression de TL de la façon suivante : 
Si aA > O, nous pouvons écrire (voir 171, p. 221 ou [34], p. 105) que : 
E {exp [-ohTl(x. y)]} = exp 1- j/$ (2 - Y)] 
Il reste & montrer que PITl(xl y) < oo] = 1. Nous pouvons écrire que : 
Nous pouvons ainsi énoncer la proposition suivante : 
Proposition 4.1 Si q = r dans la fonction de coailt J(x, y )  définie dans l'équation 
(4.7), les valeurs de u et u notées u* et u' qui minimisent la fonction de coût de 
l'équat2on (4 -6) sont données par : 
Preuve. Sachant que : 
1 
F(x, Y, 0) = -- 1% E@(x, dl cf 
et que : 
@(.,Y = @w [-@x - Y,] 
l'expression de F est la suivante : 
Donc, nous pouvons calculer F, et F, dont les expressions sont les suivantes : 
Nous pouvons ainsi déduire les expressions de u' et v' directement de l'équation 
Nous remarquons que uB et v* sont des constantes. Nous pouvons deduire de i'équa- 
tion (4.15) que le parametre de 0 peut prendre d a  valeurs aussi grandes que les 
décideurs le souhaitent. Ainsi, 8 peut tendre vers i'iaiini et dans ce cas, u' et u' 
décroissent vers zero. Cependant, les décideurs ne peuvent pas être opposes a u  risque 
autant qu'ils le souhaitent car d'aprés l'êquation (4.15), 9 doit être plus grand qu'une 
valeur critique 9, : 
1 
Dans le cas contraire, u* et v' divergent. Cette condition peut être aussi déduite du 
fait que Xa, dans la transformée de Laplace définie dans l'équation (4.14), doit être 
p i t  ive. 
il est aussi intéressant de noter que le paramètre de bruit noté c et le paramètre 8 
ont le même effet sur les variables u* et v* sauf que le paramètre c ne peut pas être 
négatif. 
La fonction de densite de la variable aléatoire Tl est connue (voir [7], p. 211) et Tl 
n'admet pas de moments finis. Cependant, sachant que les décideurs utilisent un peu 
de contrôle, la distribution de T doit &tre djfîérente de ceile de Ti. En effet, T est le 
temps que cela prend B un mouvement brownien unidimensionnel pou. aller happer 
i'origine en partant du point x - y et ayant une moyenne infinitésimale -211' et une 
variance infinitésimale 2c . Ainsi, la fonction ghkatrice des moments de la variable 
aEatoire T est dkfinie pour toute valeur de ,û par (voir [7], p. 221) : 
La moyenne de T ainsi que sa variance sont données par : 
Remarque 4.1 Si now nous intéressons seulement à la valevr moyenne de la ua- 
n'able al&atoim T ,  nous pouvons utiliser le fait que s i  : 
où x'(t) et y* ( t )  sont les processus optimaux contrûlés, alors : 
Donc, nous a v m  : 
Calculons q(0).  Nozss avons par définition que : 
x et y repr&smtent les cond2tions initiales de n'importe quel processus qui est solution 
de notre problème. Donc x et y sont awsi les conditions initiales des trajectoires de 
x o ( t )  et yo(t)  il s'ensuit que : 
V(0) = 0 
Now pouvons ainsi é w h  que (Wl et W2 étant tous les deux des processus de Wiener, 
donc nous avom WI ( O )  = W2(0) =0) : 
Ainsi, nous obtenons que : 
E [v (T)] = -216' E(T) 
Sachant que g(T) = y - x, nous obtenons ainsi l'kpation (4.16) (voir 1181) 
Pour conclue cette section, nous proposons de déterminer la distribution de la va- 
riable aléatoire xo (T)  qui représente la distribution de l'augmentation salariale conve- 
nue par les parties patronale et syndicale. 
Posons : 
et définissons le processus stochastique suivant : 
Nous avons aussi : 
v ( t )  = xdt) - ?hl@) 
Ainsi, puisque x*(t)  et y'(t) sont des mouvements browniens indépendants ayant 
respectivement -u* et u* comme moyenne infinitésimale (u* est définie à l'équation 
(4.15)) et des variances inhitbimales identiques c, nous pouvons affirmer que [ ( t )  
est un processus de Wiener ayant une moyenne zéro et une variance infinitésimale 
2c. De plus c ( t )  et q(t)  sont deux processus indépendants. En effet, nous avons : 
Vu que c ( t )  et ~ ( t )  sont des processus gaussiens et que leur covariance est nulle, nous 
pouvons conclure qu'ils sont indépendants. 
A l'instant T, les deux parties concluent une entente, donc nous avons : 
Ainsi, nous pouvons noter que : 
De plus, vu que q(0) = O, nous pouvons déduke de l'équation (4.18) que la fonction 
de densité de la variable T est dom& par (voir [?], p. 221) : 
et que J(t) et q(t) sont deux processus indépendants, donc en d'autres termes, c(t) 
et T sont deux processus indépendants car T est en fonction de ~ ( t ) ,  nous pouvons 
Maintenant, en utiiisant Ia formule suivante (voir [37], p. 11) : 
qui est vérifiée pour Re(a) > O et Re(s) > O, et en posant : 
(u' l2 s = -  
C 
c2+(=-9)  2 a =. 
42 
D'après les équations (4.20), nous avons : 
donc, la fonction de densité de la variable dêatoire x*(T) est définie comme suit : 
Remarque 4.2 i )  Si, dans l'équation (4.22), nous faisons décroQtre u* vers zéro et 
n o w  utilisons la formule mivante (uofr [II ,  p. 375) : 
nous obtenons ce qui suit (voir [IO], p. 376) : 
(x - Y b *  
ii) En utilisant la formule suZvante (voir [ I l ,  p. 376) : 
et sachant que Ko(aû) = Ko(-oo) = O, nous obtenons : 
N o w  pouvons aiiwi déduire de I'équatiun (4.20) que : 
X+Y E [x'(T)] = -j- 
Ce qui est logique. En fuit, ces de= résultuts auraient pu être obtenus directement 
de l'équation (4.21). 
4.3 Forcer les deux parties à conclure une entente 
Nous considérons maintenant le cas où la fonction de coût final est définie dans 
l'équation (4.9). Ce type de fonction peut être utilisé quand il y a un risque que la 
compagnie ferme ses portes si une entente entre les parties patronale et syndicale 
n'est pas condue avant l'instant fixée r OU quand le gouvernement peut voter une loi 
spéciale pour forcer le retour au travail si un dénouement de la grève n'est pas obtenu 
avant l'instant r. Ainsi, les deux parties ont tendance à accélérer les discussions et 
conclure une entente avant la date limite pour éviter que la situation ne se détériore. 
Donc, l'équation (4.12) devient : 
où Tl est définie dans l'équation (4.13) et a est un paramètre non négatif. Nous avons 
Nous pouvons aussi écrire que (voir [38], p. 461) : 
où Q est la fonction de répartition d'une loi normale centrée réduite que nous pouvons 
exprimer en terme de la fonction d'erreur définie par : 
Il s'ensuit que : 
u 
Ainsi, en utilisact l'équation (&10), nous pouvons énoncer Ia proposition suivante : 
Proposition 4.2 Si  q = r et la fonction de codt final est définie dans l'équation 
(4.91, alors les valeurs optimales de u et v sont données par : 
où a est définie dans 1 'équation (4.1 1). 
Remarque 4.3 Now remarquons que les expressions de u* et v* sont complètement 
di f tkntes  de celles obtenues dans la proposition 4.1 où elles étaient constantes. Dans 
ce cas, u' et v' sont des fonctions non linéaires des uariables x et y. 
La plus petite valeur du paramètre 9 est dans ce cas identique A celle de la section 
2 :  
O, = -(2cq)-1 
vu que le ppriram8tre a de l'équation (4.11) doit être non négatif. 
Finalement, il est trés difficile d'obtenir de l'information concernant la distribution 
de la variable aléatoire T et ou x*(T) car u* et u* sont des fonctions non linhires en 
x et y. Cependant, sachant que u* = v*, le processus c( t )  défini dans l'équation (4.19) 
reste un processus de Wiener unidimensionnel avec une moyenne O et une variance 
infinitésimale 2 c  Donc, par symétrie, nous pouvons écrire que : 
Ce qui implique que d'après l'équation (4.20), nous avons : 
4.4 Un processus intégré pour modéliser la négo- 
ciation 
Le modèle de négociation défini dans l'équation (4.5) et que nous avons utilisé dans 
les sections 2 et 3 est une généralisation directe du modéle de Leitmann [33], puisque 
nous avons rajouté seulement un processus de Wiener. Le modèle est assez utile 
car il est facile ii contraler, spécialement quand nous utilisons la fonction de coût 
final K(T) = AT. Cependant, œ modèle peut être sujet a m  critiques. En effet, 
d'après l'équation (4.5), nous pouvons constater que les valeurs de z(t) et y ( t )  peuvent 
augmenter ou diminuer à n'importe quel instant sans même que les deux parties 
appliquent un contrale. Ce phénoméne peut être expliqué de plusieurs f a p n  : par 
exernph, le taux d'inflation et ou le taux de change viennent changer les valeurs de 
x ( t )  et y(t). En plus, si le paramètre de bruit c est petit, les variations des valeurs de 
x(t) et y ( t )  sont également petites. Mais, il est préfkrable que x(t) soit une fonction 
de t non croissante et que y(t) soit décroissante. Ceci implique que la différence : 
est une fonction non croissante de t . Pour obtenir cette propiété, nous considérons 
le rnod&le suivant : 
où W,(t) est un mouvement brownien standard. w(t) est un processus connu sous le 
nom de mouvement brownien géométrique. La fonction de densité de transition de ce 
processus est lognormale (voir [301, p. 175). L'origine est une kontiére naturelle pour 
le processus w(t) (voir [29], p. 281). Donc, si nous suppons  que w(0) = w est négatif, 
pendant i'absence de toute forme de contrôle, Ia vaieur de z( t )  à l'instant t  doit être 
non croissante (en fait, elle est décroissante). Dans ce modèle, w(t) représente !a 
vitesse à laqueiie la ciifférence entre la demande du syndicat et l'ofie du patronat 
croit ou décroît. De plus, u(t) et u(t) sont les variables de contrôle qui représentent 
les concessions faites respectivement par le syndicat et le patronat. 
Nous supposons que : 
K(T) = AT 
T =T(r,w) =inf{t LO:z(t) =0(1(0) = z = x - y  2 0 ,  w(0) =w) 
et nous considérons la fonction de coût définie dans l'équation (4.6). Dans ce cas pré- 
cis, nous allons identifier les paramètres du théorème de Kuhn 1.2. D'après i'équation 
(4.23), nous pouvons écrire que : 
adz,w,t) = 4) 
az(z,w, t )  = w(t) 
Il s'ensuit que : 
et que : 
Dans ce probléme tel que posé, nous prenons une 
oii l a  paramètres 
positive. 
1 
matrice Q ayant cette forme : 
q et T sont positifs pour assurer que la matrice Q soit définie 
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A partir de ces informations, la relation (1.16) nous permet de trouver que : 
Dans le but d'avoir le paramètre Q indépendant de w(t) ,  nous supposons que les 
paramètres q et r sont choisis de sorte qu'ils doivent être proportionnels à ~ - ~ ( t )  
où kl et k2 sont des constantes positives. Du moment que w(t)  n'est jamais égale à 
zéro, les valeurs de q et T représentent tout le temps des quantités finies. De plus, ces 
choix impliquent que les négociations coûtent moins chers si la progression dans les 
discussions est rapide. 
D'après le thbrème de Kuhn 1.2, nous pouvons ainsi retrouver les evpressions des 
commandes optimales des variables u et u qui sont données par (voir i'équation 
ainsi, nous avons : 
F W  ZC* = -- 
q 
De plus, la fonction F(z ,  ur, 6) peut être obtenue de la formule suivante (voir l'équa- 
tion (1.17) : 
1 
F(z,w,O) = --log[@(z,w)] 
a 
Comme dans la section 2, il faut que : 
où Tl(z, w) joue le même rdle que la variable T(z,u),  mais pour un problème non 
commandé : 
Maintenant, le processus bidimensionnel (zl (t), zul (t)) a été étudié par Lefebvre 1221 
où il a montré que si Xa > O, nous avons : 
E {exp [-aAT1 (2, w)] ) - r(m + 1) [Tl " M ( J U ~ ,  + 1 , ~ )  (4.28) 
- r (m+~) L! 
où M est une fonction confluente hypergéornétrique. (voir [l], p. 504). 
En faisant tendre Aa vers zéro daris I'êquation (4.28), nous obtenons : 
= 1 
Ainsi, en utilisant les équations (4.26) et (4.27), nous pouvons énoncer la proposition 
suivante : 
Proposition 4.3 Si ka relation (4.24) est uér$&, dors les valeu~s des commandes 
optimales de u et v sont données par : 
Preuve. Nous avons : 
de même, nous savons que : 
donc, nous pouvons dkterminer F, en fonction de G, : 
déterminons ainsi a, : 
Eh utilisant la formule suivante (voir [l], p. 507) : 
nous pouvons écrire que : 
donc F, est égale à : 
Ainsi les équations (4.29) e t  (4.30) peuvent être déduites directement des équations 
(4.26) et (4.27) .O 
Puisque U* et v'sont e~primées en termes de fonctions spéciales, comme dans la 
section 3 , il n'est pas facile de trouver la distribution de la variable aléatoire T. 
Finalement, la valeur critique de û a t  obtenue quand ù X  = O olii a est définie dans 
l'équation (4.24). Sachant que X est positive et q et r sont definies B l'dcluation (4.25)) 
nous avons dors : 
4.5 Conclusion 
Dans ce chapitre, nous avons considéré deux modèles stochastiques de négociation. 
Le premier modèle est une g4néralisation directe du modèle de Leitmann [33]- Nous 
avons sugg6r6 l'utilisation de fonctions de coûts diZrentes- Dans les deux cas, nous 
avons choisi des fonctions de coûts quadratiques en fonction du contrdle et nous avons 
tenu compte de l'attitude des décideurs face au risque. En plus nous avons utilisé 
deux types de fonction de coût final, La première fonction de coût h a 1  pénalise 
les deux parties tout au long de leur discussion. Tandis que dans le deuxième type 
de fonction de coût final, nous obligeons le patronat et le syndicat i atteindre une 
entente avant un temps fixé sinon la pénalité qui leur sera imposée serait de I'ordre 
de l'infini. 
Dans la section 4, nous avons proposé un autre modèle stochastique de négociation 
dans lequel la dakence entre la demande syndicale et l'offre patronale ne peut pas 
croître. Ce modèle a été sugg6ré afin de mieux décrire la réalité, mais il est plus 
difficile à contrôler. 
Pour conclure, nous mentionnons que le modèle stochastique de négociation qui tra- 
duit le mieux possible la réalité serait décrit dans l'équation (4.5) en considérant un 
mouvement brownien géométrique- Dans ce cas, s(t) [respectivement y(t)] décroit 
[respectivement croît] avec le temps. Cependant, le problème de temps de premier 
passage qui serait indispensable aux calculs des commandes optimales u' 
et u' n'a pas encore fait l'objet d'une étude approfondie. 
Conclusion 
L'objectif de cette thèse est de gén&aliser le résultat de Whittle et Kuhn sur une 
classe de probkmes de contrôle optimal stochastique et de jeux stochastiques diffé- 
rentiels. En fait, Kuhn a essayé de résoudre des problémes de contrôle optimal en 
introduisant un paramètre qui tient compte de l'attitude du décideur face au risque 
dans la fonction de coiit. IL a utilisé le résultat de Whittle qui consiste B considérer la 
solution du problème d'un processus non commandé pour ainsi trouver les stratégies 
optimales du système commandé. Dans notre cas, nous avons obtenu les nouvelles 
conditions d'optimalité des jeux stochastiques difFérentiels tout en ten~ant compte 
de l'attitude des décideurs face au risque, Ainsi, nous avons pu élargir le résultat 
théorique de Kuhn sur un ensemble de problème ayant deux joueurs à la place d'un 
seul. 
Par la suite, nous avons pu illustrer le résultat théorique à travers des exemples. Dans 
le chapitre deux, nous avons présenté des problèmes de poursuite où nous avons tenu 
compte de l'attitude des dkideurs face au risque. Dans le cadre de notre deuxième 
chapitre, nous avons pu reprendre le modèle de Hbalainen, Haurie et Kaitala dans 
le cadre d'une exploitation d'une e s p h  animale par deux pays. Enfin, le modèle de 
Leitmann a été réexaminé dans le cadre d'un probléme de nkgociation. Dans les trois 
cas, nous avons tenu à améliorer la formulation des modèles pour que nous puissions 
avoir des dynamiques qui traduisent la réalité le mieux passible. Nous avons ainsi 
introduit de l'incertitude par le moyen de bruits blancs. En fait, les modèles de départ 
étaient déterministes. Nous avons aussi considéré différents modèles de perturbation 
et nous avons étudié leur &et sur les stratégies optimales. Pour ce faire, nous avons 
explicitement calculé, dans le trois cas, les commandes optimales. Nous avons tenu 
aussi à illustrer le modèle de p&che par une simulation numérique. Cela nous a permis 
de c o n h e r  l'exactitude des nos résultats théoriques. 
Comme future recherche, nous pensons qu'il serait souhaitable de prospecter les ave- 
nues suivantes : 
1. pouvoir traiter des problémes de grande taille. En effet, nous nous sommes 
limités au cas des problèmes à deux dimensions. Pour résoudre d'autres pr* 
bkrnes de meme taille ou avec plus de variables, il faut passer par la résolution 
de problèmes d'instants de premier passage. 
2. Suite aiLu simulations faites dans le cadre du problème de pêche, nous avons 
pu constater la sensibilité des solutions optimales à certains paramètres et en 
particulier ii celui du facteur tenant compte de l'attitude des décideurs face au  
risque. Il serait très intéressant de consacrer toute une étude sur la sensibilité 
des strategies optimales au paramètre tenant compte de l'attitude d a  décideurs 
face au risque et proposer ainsi des solutions adéquates pour mieux stabiliser 
les commandes optimales. 
3. Nous avons considéré des modèles où la fonction de coût était commune aitx 
deux joueurs. Il faudra evpioiter l'idée où chaque joueur aura une fonction de 
coût propre à lui et par le fait même un paramgtre tenant compte de l'attitude 
face au risque qui peut être différent de celui des autres joueurs. 
4. Tout au long de notre travail, nous nous sommes limités à ramener la réso- 
lution des problèmes à la recherche d'une fonction génératrice des moments 
pour des systhmes non commandés. Nous avons pu remarquer qu'il s'agit d'une 
contrainte difficile A contourner quand nous devons résoudre des problèmes de 
grandes tailles. Ainsi, nous pensons qu'il faudra éliminer cette contrainte. Une 
solution consiste à résoudre directement L'équation de programmation dyna- 
mique par des méthodes numériques. 
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