Community detection in real-world graphs presents a number of challenges. First, even if the number of detected communities grows linearly with the graph size, it becomes impossible to manually inspect each community for value added to the application knowledge base. Mining for communities with query nodes as knowledge priors could allow for filtering out irrelevant information and for enriching end-users knowledge associated with the problem of interest, such as discovery of genes functionally associated with the Alzheimer's (AD) biomarker genes.
Introduction
Community detection in large-scale graphs is key to many real-world applications including disease biomarker discoveries. However, it is often the case that only a subset of communities from the entire set is of interest to the end user given their target problem. For example, only genes that are functionally associated with Alzheimer's (AD) biomarker genes must be detected from the human genome-scale network for subsequent manual curation and literature evidence support. Such biomarker genes in the network could be viewed as knowledge priors, or query nodes, and the generic problem of community detection is thus reduced to query-driven community detection. Arguably, community detection with knowledge priors could produce output that relates to the user's preference, avoids enumerating undesirable communities, and reduces computational requirements.
Current query-driven community enumeration algorithms handle knowledge priors in a number of ways: (1) identify a single community that contains all query nodes while maximizing a scoring function, such as internal edge density [16, 15] , (2) for a single query node, enumerate all communities that contain this node [4] , and (3) enumerate all communities that contain a userspecified percentage of query nodes [8] . The first definition will require multiple invocations of the algorithm with different parameters to identify more than one community of interest. The second definition will require not only multiple algorithm runs to cover all query nodes but also post-processing removal of duplicate communities. The third definition addresses the limitations of the other two and provides the user flexibility to balance the specificity and the sensitivity of the desirable associations with knowledge priors. For these reasons, the third category of knowledge priors-driven communities is the focus of this paper.
While being more flexible for detecting knowledgedriven communities, the state-of-the-art algorithm, called DENSE [8] , for enumerating communities containing a user-specified percentage of query nodes is highly memory intensive. In fact, DENSE fails to complete execution for 36 of the 67 real-world large-scale graph networks from the Stanford Large Network Dataset Collection [19] due to memory constraints on our server with 64GB of RAM. To address this memory bottleneck, this paper makes the following contributions:
1. An out-of-core algorithm and the underlying theory that ensure enumeration of the communities that are "enriched" by a set of query nodes. It operates on disk-resident graph data and fetches related parts of the graph into memory as necessary. As a result, it improves memory efficiency compared to the current state-of-the-art at times as high as 1000X when tested on numerous graphs from the Stanford Large Network Dataset Collection [19] as well as synthetic graphs generated with R-MAT [3] .
2. An index-based method and the supporting theory that provide a foundation for querydriven community enumeration with memory improvement as high as 1000X and 10-to-100-fold runtime reduction compared to the state-of-the-art on the same benchmark set. Compared to the outof-core algorithm, the index-based method offers a superior performance in terms of the peak memory usage as well as the run-time for varying µ-values (ratio of query vertices required in a community) and query set sizes. While efficient for static graphs, due to its inherent bitmap index, the index-based algorithm will likely be less desirable for dynamic graphs that undergo frequent perturbations [9] , and hence not perform on par with the out-of-core method.
3. Identification of complex disease associations that unearths expert-verified complex disease associations when tested in the context of Alzheimer's disease. Such associations in the genome-scale network were derived from the performance improvements of the proposed algorithms; the state-of-the-art method failed to complete its execution for such a network. Table 1 summarizes the notations used in this paper with the number of the section where they are defined.
Notations and definitions
Let G = (V, E) be a simple undirected graph. The neighborhood of a vertex v ∈ V is defined as the set N (v) = {u ∈ V |(u, v) ∈ E}. A set of vertices C ⊆ V is a clique in G if and only if ∀u, v ∈ C, (u, v) ∈ E and is said to be maximal if and only if ∃v ∈ V such that C ∪ {v} is also a clique. To incorporate knowledge priors, we use the concept of a µ-enriched clique [8] . 
Set of maximal cliques containing q 3 Definition 2.1. Given a graph G = (V, E), a query set of vertices Q ⊆ V , and a real value µ ∈ (0, 1], a clique C ⊆ V is a µ-enriched clique in G with respect to Q if and only if at least µ |C| vertices of C are in Q.
is maximal if and only if ∃v ∈ V such that C ∪ {v} is also a µ-enriched clique.
Formal problem statement
Given a graph G = (V, E), a query set of vertices Q ⊆ V , and an enrichment value µ ∈ (0, 1], find all maximal µ−enriched cliques with respect to Q. See Figure 1 for an example. Among the many definitions of communities, in this work we choose to define communities as sets of vertices that have a maximal internal edge density, i.e., maximal cliques. Maximal cliques also have an optimal triangle participation ratio, which, among 13 other structural definitions of communities, gave the best results in identifying ground truth communities [19] . Moreover, this definition is acceptable in important scientific domains such as biology, which is the primary motivation for this work. For example, cliques are structurally the same as known biological communities, called protein complexes, which offer 10% improvement in their biological functional homogeneity [20] in comparison to other community definitions. In this section, we propose an index-based method for enumerating all maximal µ-enriched cliques of a graph with respect to a query set of vertices. We use a database-inspired precomputation and indexing approach, which allows us to search for maximal µ-enriched cliques in a top down fashion, starting with a clique and checking for subsets that satisfy the enrichment criterion.
Precomputation and indexing
The first step of the index-based method is to precompute and index structures of the graph to increase the performance of finding µ-enriched cliques. This type of strategy has been successfully employed for path problems [17, 18] and was the motivation behind trying a similar technique for this problem. At the cost of some storage and precomputation, we hope to alleviate some computation at query time.
Since our goal is to enumerate all of the maximal µ-enriched cliques in a graph G, we precompute all of the maximal cliques of G and build a map of clique IDs to vertex IDs and vice-versa, as shown in Figure 2 . The precomputation and indexing of all maximal cliques can be done with any maximal clique enumeration (MCE) method. We employ a parallel in house algorithm described in [14] . We use a compressed bitmap to store the vertex to clique ID mappings, which allows us to find the cliques that contain all the vertices of interest by performing bitwise ANDs across rows of the bitmap. This will be used in subset checking (Algorithm 1, line 31), as described in the next section.
Enumerating maximal enriched cliques
Given a knowledge prior query set Q, the first step is to determine which cliques to examine, since only a subset of the indexed maximal cliques are relevant. By definition, the enrichment value µ cannot be 0, so only the maximal cliques C where C ∩ Q = ∅ need to be considered. Therefore, at its core, the algorithm will loop through each indexed maximal clique with at least one query vertex, load this clique into memory, and find all subsets that satisfy the enrichment criterion. For example, consider the graph and associated index shown in Figure 2 with Q = {2, 7} and µ = . By looking up the rows in the index corresponding to the vertices in Q we can determine that we only need to examine cliques C 1 and C 3 for maximal µ-enriched cliques.
However, iterating through the cliques in any order can be problematic. A µ-enriched clique that is maximal with respect to the indexed clique currently being examined may not be maximal with respect to the entire graph. As an example, consider the graph and query , the set {1, 3, 4} is locally maximal µ-enriched within the first clique, but not maximal in the entire graph.
vertices seen in Figure 3 . If C 1 = {1, 2, 3, 4} was the first clique visited, then {1, 3, 4} would seem to be a maximal µ-enriched clique; however, with respect to the entire graph this enriched clique is not maximal as it can be augmented by adding vertex 5 to get {1, 3, 4, 5}. We call {1, 3, 4} a locally maximal µ-enriched clique, meaning that it is maximal with respect to the subgraph induced by C 1 but it may not be maximal with respect to the entire graph, or globally maximal.
Since we only have a single maximal clique in memory at any given time, we cannot know whether the µ-enriched cliques generated are globally maximal. One solution would be to store all of the outputs and perform a subset/superset check on each previously discovered µ-enriched clique when a new one is generated. Performing these checks would be extremely expensive in regards to both time and storage. In addition, this would prevent any ability to stream output.
To eliminate the need for superset checks on newly generated µ-enriched cliques, we iterate through the indexed maximal cliques based on the size of the largest maximal enriched clique that it contains. We define the function φ : (C, Q, µ) → N to calculate this value. The function φ returns an upper bound on the size of the largest µ-enriched clique contained in C. Iterating through the indexed cliques in descending order of their φ-values ensures any µ-enriched cliques generated cannot be a superset of a previously generated µ-enriched clique. This frees us from having to perform superset checks and enables us to stream the output.
Definition 3.1. Given a set of vertices C ⊆ V , a query set Q ⊆ V , and an enrichment value µ, the φ-value of C is given by the function φ(C, Q, µ) = min(|C|, |C ∩ Q|/µ).
Lemma 3.1. Given a set of vertices C ⊆ V , a query set Q ⊆ V , and an enrichment value µ, µ-enriched cliques of C will be of size at most φ(C, Q, µ).
Proof. Due to space limitations, the proof for all lemmas and theorems can be found in the supplementary materials at http://freescience.org/cs/enriched_ clique/.
Lemma 3.2. Given a query set of vertices Q and
, then any maximal µ-enriched clique in C 1 cannot be a subset of any µ-enriched cliques in C 2 .
As a result of these lemmas, the algorithm proceeds by taking a single query vertex and finding all the maximal cliques in the index that contain this query vertex (line 5), which we denote as C + q . The algorithm orders this set based on the clique's φ-value, loads them into memory one at a time, and for each clique finds all maximal µ-enriched cliques. When we have finished processing the current query vertex it is placed in X Q and we begin processing the next query vertex, terminating once we process them all. Since multiple query vertices can be part of the same indexed clique we use X Q to prevent visiting the same clique twice. Thus, for each clique C ∈ C + q we ensure C ∩ X Q = ∅ before processing it.
In some cases it may not be necessary to check subsets. To prevent having to check whether a locally maximal µ-clique is a subset of any previously generated clique, we can carefully choose which enriched cliques to generate so none will be a subset of any previous generated clique. Lemma 3.3 . Given a query set of vertices Q and clique C and a set of already visited vertices X, if |C ∩ X| < φ(C, Q, µ) then no maximal µ-clique in C will have been previously generated.
Algorithm 1: Index-based method for enumerating all maximal µ-enriched cliques.
Instead of checking if every generated µ-clique is a subset of any previously generated cliques, notice that any maximal clique containing a vertex outside of X has not been previously generated, otherwise this vertex would be in X. Thus we can generate every subset of vertices of size k with at least one vertex not in X and not worry about checking subsets (lines 18-20, 22-28). Furthermore, we can use the result of Lemma 3.3 that states that the vertices of X can only form a maximal µ-enriched clique if there are more than k non-query vertices in X (line 29). If so, then we must generate each subset from C ∩ X and determine whether this clique has been previously enumerated or not.
Correctness proof
We show that IB-MMCE generates every maximal enriched clique exactly once and does not generate anything else. First, we show that any maximal enriched clique M must be generated from the first clique C in a φ-ordering, where M ⊆ C. Next, we show that any set of vertices that is output must be a maximal enriched clique. For details, see the supplementary materials.
Memory utilization
At any given point of the algorithm, only one clique C is stored in memory, but other sets are used to keep track of vertices. The sets X Q and X are bound by |V |, the size of the vertex set of the graph; the sets V X and V C are bound by |C|, the size of the current clique being visited; and the set C + q is the number cliques that contain vertex q. Thus, the amount of space used in memory is 2|V |+4|C|+|C + q |. Although C + q can be exponential in the worst case, this rarely happens and we achieve a low peak memory profile as seen in Section 5. For our results, we maintained C + q in memory, but if necessary it could be stored and read from disk.
4 Out-of-core algorithm
The algorithm described in this section is designed to maintain a low peak memory profile by (1) only reading vertex neighborhoods into memory when needed rather than keeping the entire graph in memory and (2) exploring the search space in a DFS manner. The algorithm is similar to the BK-algorithm [2] , which is a relatively simple yet powerful algorithm for enumerating all maximal cliques. In contrast, our method is for finding maximal enriched cliques, which enables candidate vertices to be filtered based on the query nodes, but also comes with additional backtracking challenges.
Algorithm description
To find all µ-enriched cliques in a graph G = (V, E), the first step is to feed the entire vertex set into the recursive Algorithm 2, OOC-MMCE(∅, V, ∅, ∅). OOC-MMCE takes four sets R, P, X, and X Q as input (described below). To begin, the sets are initialized to R = X = X Q = ∅ and P = V (G).
R:
Set of vertices forming a µ-enriched clique 2. P : Candidate set of vertices that could expand R such that ∀v ∈ P, v / ∈ R and ∀u ∈ R, v ∈ N (u) 3. X: Set of vertices from v ∈ V (G) \ Q that have already been enumerated and would form a redundant search path if used 4. X Q : Set of vertices from the query set that have already been enumerated
The algorithm works by growing cliques one vertex at a time. Vertices from P are added to the current vertices stored in R. It grows the clique with bias towards query nodes (line 2), because any µ-enriched 
clique C can be made into a larger µ-enriched clique if there is a query vertex that is a neighbor to all the vertices in C. For each v ∈ P ∩Q, the algorithm recurses with new values for R, P, X, and X Q (lines 2-4). After enumerating vertex v, it is removed from the candidate list and added to X Q (line 5).
Once there are no more query vertices, the algorithm begins enumerating over nonquery vertices. First, we check the current state to see if adding a nonquery node would break the enrichment criterion (line 6). For the current µ-clique R, if |R ∩ Q| ≤ µ(|R| + 1) then adding a nonquery node would break the enrichment criterion. If this is the case, then the µ-clique R is maximal if X Q = ∅. If X Q = ∅, then R is not maximal because a vertex from X Q could be added to R to make it larger (the enrichment criterion would still be satisfied since X Q contains only query vertices).
Correctness proof
To guarantee a correct output without duplicates, we prove that every maximal enriched clique has a unique path from the start state to when it is output. To guarantee that every output is a maximal enriched clique, we show using proof-byinduction that R is always enriched during execution. For details, see the supplementary materials.
Memory utilization
At each state S of the search space, the algorithm must maintain four sets -R, P, X, and X Q . The union of these sets must be a subset of the entire vertex set of the graph. In fact, |S| ≤ min v∈S (N (v) ). In the worst case, the entire graph is a clique and |S| = |V |, but in the overwhelming majority of cases, |S| |V |. Since the algorithm traverses the search space in a DFS manner, the total amount of memory used at any given time will be the sum of the states up to that depth. In the worst case, this will be O(|V | 2 ). Since the algorithm backtracks when R is determined not to be a µ-enriched maximal clique, the largest depth d in the search space is constrained to the size of the largest maximal µ-enriched clique, which cannot be any larger than the maximum clique.
Results
In this section, we compare the memory usage and runtime performance of the index-based and out-of-core algorithm to DENSE [8] , which is the state-of-the-art algorithm that also solves the same problem given the right parameter values. In addition, we compare the run-time performance and memory usage of the outof-core algorithm and the index-based algorithm on a set of real-world and synthetically generated graphs that DENSE cannot run due to its memory inefficiency. Note: the reported run time for the index-based algorithm does not include index construction time.
Experimental setup
All experiments were performed on a dedicated Intel server consisting of two hexcore E5645 processors and 64GB DDR2 RAM. The data was stored on a 2TB RAID1 partition and the operating system was installed on a 120.5GB SSD. The algorithms were implemented in C++ and compiled with GCC 4.4.7 using the optimization -O3. WAH bitmap encodings and set operations from FastBit 1.3.6 were used to store indexes. For all experiments, we report the average timing obtained from three trials.
The graphs used include both real-world and synthetically generated graphs. The real-world networks were taken from the Stanford Large Network Dataset Collection (SNAP) [19] , which includes networks such as Facebook, Amazon, and Youtube. The synthetic graphs were generated with GTgraph software [1] using the R-MAT algorithm [3] with default parameters a = 0.45, b = 0.15, c = 0.15, and d = 0.25. For each of the graphs, we removed isolated vertices and duplicate edges.
To mimic real-world scenarios, we generate query sets that will likely result in many overlapping enriched cliques. For a graph G = (V, E), we generate a query set Q with parameters η by first randomly selecting a set of η vertices from V and adding those to Q. Then, for each chosen vertex v, an additional min(k, |N (V )|) vertices are randomly selected from N (v) and also added to Q genes. We examined every disease in CTD [11] and found that the maximum number of manually curated genes associated with a disease was around 400. Thus, we chose values k = 8 and η = 400/k to ensure that the query set can have at most 400 vertices. We performed additional experiments with different query sets and sizes for the index-based and out-of-core algorithms, as seen in Figure 4 . We noticed that the index-based algorithm had a much smaller variance and maintained better performance for the different sizes. The increase in run time is likely due to the larger output as the query size increases.
5.2 Run-time performance and memory utilization compared with DENSE We compared the peak memory usage of our algorithms to DENSE. We executed all three algorithms on 12 R-MAT and SNAP graphs (see supplemental for details). The results can be seen in Figure 5 . From the results we can see that both of our algorithms are much more memory efficient than DENSE, with a smaller peak memory usage in every case. On average, the index-based method improved by 534x and the out-of-core method improved by 270x. At best, both the algorithms were approximately 1000X more memory efficient than DENSE. Moreover, DENSE ran out of memory for 12 of our test graphs. DENSE operates purely in memory, and maintains the entire output space in a bitmap and thus the memory overhead becomes prohibitively high and does not scale to large graphs. In contrast, both of our methods are highly scalable because only small parts of the graph are brought into memory at a given time. Although our focus was purely to provide a memory efficient solution that is scalable to large graphs, we also measured the runtime of the three methods. In all but one of the graphs, the index-based algorithm is faster than DENSE, at times providing speedups on the order of 100x. The runtime of the out-of-core method is not consistently better or worse than DENSE. This is not surprising, as the out-of-core method, unlike DENSE, is reading from disk and not maintaining the output in memory.
5.3
Run time and memory utilization of outof-core and index-based We compared the peak memory usage and run-time performance of the outof-core and index-based methods on a total of 15 SNAP and R-MAT graphs (see supplemental for details). Note that on these graphs in particular, DENSE was unable to run on a 64GB server due to the algorithm's memory overhead. The peak memory usage and run time of the algorithm can be seen in Figure 6 .
Both methods exhibit comparable memory usage on most of the graphs, especially for higher µ-values. There are cases where one is more efficient than the other or vice-versa. These changes are dependent on many conditions including the query set, the µ-parameter, and the size of cliques in the graph. For example, we notice that the index-based method has a consistently lower peak memory on the R-MAT graphs (filled points) as compared to the out-of-core method. The R-MAT graphs have very small clique sizes, so the index-based method will not hold very many large sets.
We also compared the run-time performance of the two proposed algorithms on the same graphs. In most cases the index-based method was faster than the outof-core method. On the Youtube graph, with µ = 0.1, the index-based algorithm was significantly faster (on average about 12x). At µ = 0.75, however, the out-ofcore algorithm was significantly faster (on average about 23x). This can be attributed to the relatively large number of maximal cliques with significant overlap. This causes the index-based algorithm to perform many redundant computation, since a maximal µ-enriched clique can be a subset of many maximal cliques and will be recalculated numerous times.
Complex disease associations
Human diseases are extremely complex and typically prone to cooccur with other diseases and symptoms. For example, Alzheimer's often occurs with hypertension, heart problems, and diabetes [13, 6] . There are also known relationships between Alzheimer's and different cancers [10] . Similarly, autism spectrum disorder, prevalent among children, has also been shown to co-occur with different developmental and psychiatric conditions [12] . Thus, treating these diseases as a group rather than in isolation will likely lead to improved disease prognostics and, in turn, to more effective treatments. The first step, however, is to understand the mechanisms that are causing these co-occurrences. Two important resources have been found to be effective for this purpose: (1) the human functional association network with 17,690 nodes as genes that captures the plethora of gene-gene functional associations, and (2) the knowledge base of manually curated genes known to be associated with diseases (e.g., the STRING [7] and CTD [11] databases, respectively).
Both the network and the known disease-associated genes (query vertices) can be naturally incorporated into our knowledge prior-driven community detection to help unearth both complex disease-disease associations and genes contributing to such associations. If a gene G is not presently known to be associated with a disease of interest D, but is directly or indirectly functionally associated with many other genes known to be associated with D, then the relationship between G and D warrants further investigation. Further, if two genes are found to be functionally associated and each gene is associated with a particular disease, say Alzheimer's and hypertension, respectively, then this relationship could be indicative of disease co-occurrence.
To show the effectiveness of our method to unearth these relationships, we utilized Alzheimer's as a usecase. The human gene functional association graph was queried using known Alzheimer's related manually curated genes from the CTD [11] database using µ = 0.5. Once again, due to memory constraints, DENSE [8] does not complete execution on the network for a threshold of 314 or below. Our method identified novel genes not currently known to be associated with Alzheimer's, but ones that are likely to be due to the highly functional association with genes from the knowledge prior query set.
Given these query-driven communities, we identified the set of diseases K associated with the novel genes using disease-gene associations from the CTD [11] . The strength of the association between each disease in K and Alzheimer's was scored by taking into account the common genes between a pair of diseases, the other diseases these common genes are associated with, and the total number of genes the diseases are individually associated with [11] . The diseases were ranked from the smallest to the largest p-value (obtained using Monte Carlo method) and the top 25 diseases associated with Alzheimer's were further analyzed. See the supplementary materials for details.
Three categories of diseases associated with Alzheimer's were thus identified:
1. The Neoplasm-associated diseases (identified due to the presence of genes associated with cell growth and proliferation): Alzheimer's disease is a type of amyloidosis, i.e., plaque deposits in the central nervous system that subsequently initiate the death of cells. Amyloid growth has been proposed to be self-replicating.
2. The Vascular/Inflammatory diseases: Another proposed mechanism underlying Alzheimer's is cerebrovascular disease that is more likely to happen in people with obesity, hypertension, diabetes mellitus, and myocardial infarction. These diseases are known to increase risk factors of Alzheimer's [5] .
3. The primary degenerative disorders identified due to the genes associated with apoptosis, neuronal repair, etc.
Additionally, there were two diseases, drug-induced liver injury and seizures, that did not seem to have any apparent association with Alzheimer's. These diseases will warrant further investigation to conclude whether the associations are spurious.
Conclusion
We proposed two memory efficient methods for enumerating communities containing a user-specified percentage of knowledge prior query vertices. To achieve a low peak memory profile, two contrasting methods were explored: out-of-core and index-based. Both methods significantly reduced the peak memory usage, as much as 1000X, when compared to the state-of-the-art algorithm on numerous real-world and synthetic graphs. Due to the improved scalability, our novel approaches were able to mine a protein functional association graph using Alzheimer's biomarkers and accurately identify three categories of diseases that are known to be, or are likely associated with Alzheimer's disease.
