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1. Kronecker modules and their invariants
The Kronecker algebra CK , i.e. the complex path algebra over the Kronecker quiver
K : 1
α
⇔
β
2
is a special but important tame hereditary algebra, because in some sense models the behavior of
all tame hereditary algebras. Its ﬁnite dimensional modules, called Kronecker modules, correspond to
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matrix pencils in linear algebra, so the Kronecker algebra relates representation theorywith numerical
linear algebra and matrix theory.
We will consider the category modCK of ﬁnite dimensional right modules overCK . The category
modCK can and will be identiﬁed with the category repCK of the ﬁnite dimensional k-representa-
tions of the Kronecker quiver. Recall that such a representation is of the form
V1
f
⇔
g
V2,
where V1,V2 are ﬁnite dimensional C-spaces (corresponding to the two vertices) and f , g : V2 → V1
are C-linear maps (corresponding to the two arrows). So up to isomorphism a Kronecker represen-
tation consists of two C-matrices of the same dimension. A morphism between two representations
(V1,V2, f , g) and (V
′
1
,V ′
2
, f ′, g′) consists of two linear maps (u : V1 → V ′1, v : V2 → V ′2) such that uf =
f ′v,ug = g′v. For general notions concerning the representation theory of quivers, we refer to [2,5] or
[1].
Up to isomorphismwewill have two simple objects inmodCK corresponding to the two vertices.
We shall denote them by S1 and S2. For a module M ∈ modCK , [M] will denote the isomorphism
class of M. The group (resp. number) of automorphisms of M will be denoted by Aut(M) (resp. αM)
and the dimension vector of M by dimM = (mS1 (M),mS2 (M)), where mSi (M) is the number of com-
position factors of M isomorphic to Si. Thus the dimension vector of the representation V1
f
⇔
g
V2, is
(dimV1, dimV2).
For a moduleM let tM := M ⊕ · · · ⊕ M (t-times).
The indecomposables in modCK are divided into three families: the preprojectives, the regulars
and the preinjectives (see [2,5] for details).
The preprojective (respectively preinjective) indecomposable modules are up to isomorphism
uniquely determined by their dimension vectors. For n ∈ Nwewill denote by Pn (respectively with In)
the indecomposable preprojective module of dimension (n + 1,n) (respectively the indecomposable
preinjective module of dimension (n,n + 1)). So P0, P1 are the projective indecomposable modules
(P0 = S1 being simple) and I0, I1 the injective indecomposable modules (I0 = S2 being simple). Pn and
In are isomorphic as representations with
Pn : Cn+1
(
0
En
)
⇔(
En
0
)Cn and In : Cn
(0En)
⇔
(En0)
Cn+1,
where En is the identity matrix.
The regular indecomposables (up to isomorphism) are
Rp(t) : Ct
pEt+Jt
⇔
Et
Ct for p ∈ C and R∞(t) : Ct
Et
⇔
Jt
Ct .
Here Jt denotes a Jordan block of dimension t with eigenvalue 0 and Et the identity matrix.
For a partition λ = (λ1, . . . , λs) we will use the notation Rp(λ) = Rp(λ1) ⊕ · · · ⊕ Rp(λs).
A module with all its indecomposable direct summands preprojective (resp. preinjective, regular)
will be called preprojective (resp. preinjective, regular) module and denoted by P (resp. I, R).
By Krull–Schmidt, every module in M ∈ modCK (up to isomorphism) has the following decom-
position:
(Pc1 ⊕ · · · ⊕ Pcn ) ⊕ (⊕p∈C∪{∞}Rp(λp)) ⊕ (Id1 ⊕ · · · ⊕ Idm ),
where
(1) (c1, . . . , cn) is a ﬁnite increasing sequence of nonnegative integers;
(2) λp is a partition for every p ∈ C ∪ {∞};
(3) (d1, . . . , dm) is a ﬁnite decreasing sequence of nonnegative integers.
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The sequences from (1)–(3) will be called Kronecker invariants of the module M. We can see that
they determineM up to isomorphism.
We deﬁne the Euler bilinear form
〈., .〉 : Z2 × Z2 → Z,
〈x, y〉 = (x1 x2)
(
1 0
−2 1
)(
y1
y2
)
= x1y1 − 2x2y1 + x2y2.
The following lemma presents some well known facts on morphisms, automorphisms and extensions
in modCK .
Lemma 1.1. Using the notations above, we have:
(a) 〈dimM, dimN〉 = dimC Hom(M,N) − dimC Ext1(M,N).
(b) Hom(R, P) = Hom(I, P) = Hom(I,R) = Ext1(P,R) = Ext1(P, I) = Ext1(R, I) = 0.
(c) If p /= p′, then Hom(Rp(t),Rp′ (t′)) = Ext1(Rp(t),Rp′ (t′)) = 0.
(d) Forn m,wehavedimC Hom(Pn, Pm) = m − n + 1andExt1(Pn, Pm) = 0;otherwiseHom(Pn, Pm) =
0 and dimC Ext
1(Pn, Pm) = n − m − 1. In particular End(Pn)∼=k and Ext1(Pn, Pn) = 0.
(e) For n m,wehavedimC Hom(In, Im) = n − m + 1 and Ext1(In, Im) = 0; otherwiseHom(In, Im) = 0
and dimC Ext
1(In, Im) = m − n − 1. In particular End(In) ∼= k and Ext1(In, In) = 0.
(f) dimC Hom(Pn, Im) = n + m and dimC Ext1(Im, Pn) = m + n + 2.
(g) dimC Hom(Pn,Rp(t)) = dimC Hom(Rp(t), In) = t anddimC Ext1(Rp(t), Pn) = dimC Ext1(In,Rp(t)) =
t.
(h) dimC Hom(Rp(t1),Rp(t2)) = dimC Ext1(Rp(t1),Rp(t2)) = min(t1, t2).
For a dimension vector d = (m,n) consider the afﬁne space R(d) = M(m × n) ⊕ M(m × n) and the
afﬁne algebraic group GL(d) = GL(m) × GL(n). The variety R(d) parametrises the representations of K
of dimension vector d, the groupGL(d) acts by conjugation on the pair ofmatrices, and the orbitsOM of
GL(d) in R(d) are in bijection with the isomorphism classes [M] of representations of dimension vector
d. Moreover we have that
codimOM = dimR(d) − dimGL(d) + dimCEnd(M)
= −〈d, d〉 + dimCEnd(M) = dimC Ext1(M,M),
so we have obtained
Lemma 1.2. codimOM = dimCExt1(M,M).
2. Matrix pencils as Kronecker modules
Consider the pair of a × b complex matrices (A,B). One can easily see that a matrix pencil A + λB ∈
Ma,b(C[λ]) corresponds to the Kronecker module
MA,B : Ca
A
⇔
B
Cb
and the strict equivalence A + λB ∼ A′ + λB′ means the isomorphism of modulesMA,B ∼=MA′ ,B′ .
Then it is also clear that we have the following correspondence between the classical Kronecker
invariants and theKronecker invariants (forKroneckermodules) introduced in thepreviousparagraph:
the minimal indices for rows correspond to the integers (c1, . . . , cn) (parameterizing the preprojective
part), the minimal indices for columns correspond to the integers (d1, . . . , dm) (parameterizing the
preinjective part), the ﬁnite elementary divisors correspond to the nonzero partitions λp, p ∈ C and
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the inﬁnite elementary divisors to the partition λ∞ (more precisely the partition λp describes the
dimensions of the Jordan blocks corresponding to p).
Using the modular approach for pencils we obtain for example a short proof for the “codimension
formula of a matrix pencil” (see [3]).
Theorem2.1 (Demmel, Edelman).Consider a pencilM with invariants (c1, . . . , cn), (d1, . . . , dm) and λ
p, p ∈
C ∪ {∞}. Then
codimOM =
∑
i>j
(ci − cj − 1) +
∑
p∈C∪{∞}
(λ
p
1
+ 3λp
2
+ 5λp
3
+ . . .) + n
∑
p∈C∪{∞}
|λp|
+
∑
i>j
(dj − di − 1) + m
∑
p∈C∪{∞}
|λp| +
∑
i,j
(di + cj + 2)
Proof. We have that M ∼= P ⊕ R ⊕ I where P = Pc1 ⊕ · · · ⊕ Pcn , R = ⊕p∈C∪{∞}Rp(λp) and I = Id1 ⊕ · · · ⊕
Idm By Lemmas 1.1. and 1.2.
codimOM = dimC Ext1(M,M)
= dimC Ext1(P, P) + dimC Ext1(R,R) + dimC Ext1(R, I)
+ dimC Ext1(I, I) + dimC Ext1(I,R) + dimC Ext1(I, P),
where again by Lemma 1.1:
dimC Ext
1(P, P) =
∑
i>j
dimC Ext
1(Pci , Pcj ) =
∑
i>j
(ci − cj − 1),
dimC Ext
1(R,R) =
∑
p∈C∪{∞}
dimC Ext
1(Rp(λ
p),Rp(λ
p))
=
∑
p∈C∪{∞}
(λ
p
1
+ 3λp
2
+ 5λp
3
+ . . .),
dimC Ext
1(R, P) = n
∑
p∈C∪{∞}
|λp|,
dimC Ext
1(I, I) =
∑
i>j
dimC Ext
1(Idi , Idj ) =
∑
i>j
(dj − di − 1),
dimC Ext
1(I,R) = m
∑
p∈C∪{∞}
|λp|,
dimC Ext
1(I, P) =
∑
i,j
dimC Ext
1(Idi , Pcj ) =
∑
i,j
(di + cj + 2). 
One can see that all we needed abovewas in fact the dimension of homomorphism (or equivalently
Ext1) spaces.
We also know that in this context dimensions of certain homomorphism spaces determine up
to isomorphism the module (see [2, Section IV.4]). This means in particular that we can recover the
Kronecker invariants by computing the dimensions of some speciﬁc homomorphism spaces. For all
the invariants excepting the ﬁnite eigenvalues we need to know a ﬁnite number of such dimensions,
so we can get explicit formulas. To obtain the ﬁnite eigenvalues we would need to know an inﬁnite
number of dimensions, so we can’t get them directly. However once we know the ﬁnite eigenvalues
we can easily derive formulas for the dimensions of their Jordan blocks.
The following lemma describes, how can we obtain dimC Hom(MA,B,MC,D) knowing the matrices
A = (aij),B = (bij) ∈ Ma,b(C) and C = (cij),D = (dij) ∈ Mc,d(C).
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Lemma 2.2. dimC Hom(MA,B,MC,D) = ca + db − r, where
r = rank
⎛
⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎝
At · · · 0 c11Eb · · · c1dEb
.
.
.
. . .
.
.
.
.
.
.
. . .
.
.
.
0 · · · At cc1Eb · · · ccdEb
Bt · · · 0 d11Eb · · · d1dEb
.
.
.
. . .
.
.
.
.
.
.
. . .
.
.
.
0 · · · Bt dc1Eb · · · dcdEb
⎞
⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎠
= rank
(
Ec ⊗ At C ⊗ Eb
Ec ⊗ Bt D ⊗ Eb
)
= rank
⎛
⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎝
C · · · 0 a11Ec · · · aa1Ec
.
.
.
. . .
.
.
.
.
.
.
. . .
.
.
.
0 · · · C a1bEc · · · aabEc
D · · · 0 b11Ec · · · ba1Ec
.
.
.
. . .
.
.
.
.
.
.
. . .
.
.
.
0 · · · D b1bEc · · · babEc
⎞
⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎠
= rank
(
Eb ⊗ C At ⊗ Ec
Eb ⊗ D Bt ⊗ Ec
)
.
Proof. Observe that Hom(MA,B,MC,D) = {(X ,Y)|CX = YA,DX = YB}. 
In particular we have that
Corollary 2.3
(a) dimC Hom(MA,B, Pn) = a(n + 1) − rankPn+1(A,B), where
Pn(A,B) =
⎛
⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎝
At 0 · · · 0 0
Bt At · · · 0 0
0 Bt · · · 0 0
.
.
.
.
.
.
. . .
.
.
.
.
.
.
0 0 · · · Bt At
0 0 · · · 0 Bt
⎞
⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎠
∈ M(n+1)b,na(C).
(b) dimC Hom(In,MA,B) = b(n + 1) − rankIn+1(A,B), where
In(A,B) =
⎛
⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎝
A 0 · · · 0 0
B A · · · 0 0
0 B · · · 0 0
.
.
.
.
.
.
. . .
.
.
.
.
.
.
0 0 · · · B A
0 0 · · · 0 B
⎞
⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎠
∈ M(n+1)a,nb(C).
(c) For p ∈ C, dimC Hom(Rp(t),MA,B) = bt − rankRt,p(A,B), where
Rt,p(A,B) =
⎛
⎜⎜⎜⎜⎜⎜⎜⎝
A − pB 0 · · · 0 0
B A − pB · · · 0 0
0 B · · · 0 0
.
.
.
.
.
.
. . .
.
.
.
.
.
.
0 0 · · · B A − pB
⎞
⎟⎟⎟⎟⎟⎟⎟⎠
∈ Mta,tb(C).
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(d) dimC Hom(R∞(t),MA,B) = bt − rankRt,∞(A,B), where
Rt,∞(A,B) =
⎛
⎜⎜⎜⎜⎜⎜⎝
B 0 · · · 0 0
A B · · · 0 0
0 A · · · 0 0
.
.
.
.
.
.
. . .
.
.
.
.
.
.
0 0 · · · A B
⎞
⎟⎟⎟⎟⎟⎟⎠
∈ Mta,tb(C).
Using the results above we can derive the following formulas for Kronecker invariants. We empha-
size here again that this is a particular case of the more general fact that modules are determined up
to isomorphism by the dimensions of some speciﬁc homomorphism spaces.
Theorem 2.4. Consider the a × b pencil A + λB and denote by ui(resp. by vi, resp. by mi(λ)) the number of
occurrence (multiplicity) of i in the list of minimal indices for rows (resp. for columns, resp. in the partition
λ). The ﬁnite elementary divisors correspond to the nonzero partitions λp, p ∈ C and the inﬁnite elementary
divisors to the partition λ∞ (more precisely the partition λp describes the dimensions of the Jordan blocks
corresponding to p). Let also be
ρn = rankPn(A,B), ρn = rankPn(A,B) − rankPn−1(A,B),
νn = rankIn(A,B), νn = rankIn(A,B) − rankIn−1(A,B),
σ
p
n = rankRn,p(A,B),
σ pn = rankRn,p(A,B) − rankRn−1,p(A,B) for p ∈ C ∪ {∞}
Then we have the following formulas:
u0 = a − ρ1,
u1 = 2ρ1 − ρ2,
un = −ρn−1 + 2ρn − ρn+1 = ρn − ρn+1 for n 2,
v0 = b − ν1,
v1 = 2ν1 − ν2,
vn = −νn−1 + 2νn − ρn+1 = νn − νn+1 for n 2.
For p ∈ C ∪ {∞}
m1(λ
p) = −2σ p
1
+ σ p
2
,
mn(λ
p) = σ p
n−1 − 2σ pn + σ pn+1 = σ pn+1 − σ pn for n 2.
Proof. It is clear that using the multiplicities above we have that
MA,B ∼= (u0P0 ⊕ · · · ⊕ unPn ⊕ · · ·) ⊕ (⊕p∈C∪{∞} ⊕i1 mi(λp)Rp(i))
⊕ (v0I0 ⊕ · · · ⊕ vnIn ⊕ · · ·).
Then by Lemma 1.1. and Corollary 2.3.
a − ρ1 = dimC Hom(MA,B, P0) = dimC Hom(u0P0, P0) = u0
2a − ρ2 = dimC Hom(MA,B, P1)
= dimC Hom(u0P0, P1) + dimC Hom(u1P1, P1) = 2u0 + u1
· · ·
(n + 1)a − ρn+1 = dimC Hom(MA,B, Pn)
= dimC Hom(u0P0, Pn) + · · · + dimC Hom(unPn, Pn)
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= (n + 1)u0 + nu1 + · · · + un
· · ·
so the formulas for un follow easily.
By Lemma 1.1. and Corollary 2.3.
b − ν1 = dimC Hom(I0,MA,B) = dimC Hom(I0, v0I0) = v0
2b − ν2 = dimC Hom(I1,MA,B) = dimC Hom(I1, v0I0) + dimC Hom(I1, v1I1)
= 2v0 + v1
· · ·
(n + 1)b − νn+1 = dimC Hom(In,MA,B)
= dimC Hom(In, v0I0) + · · · + dimC Hom(In, vnIn)
= (n + 1)v0 + nv1 + · · · + vn
· · ·
so the formulas for vn follow easily.
By Lemma 1.1. and Corollary 2.3. We have for a ﬁxed p ∈ C ∪ {∞} and for v = v0 + v1 + · · ·
bn − σ pn = dimC Hom(Rp(n),MA,B)
= dimC Hom(Rp(n),⊕i1mi(λp)Rp(i))
+ dimC Hom(Rp(n), v0I0 ⊕ · · · ⊕ vnIn ⊕ · · ·)
= m1(λp) + 2m2(λp) + · · · + n(mn(λp) + mn+1(λp) + · · ·) + nv,
so the formulas for σ
p
n follow easily. 
Remark 2.5. 1. One can notice the similarity of the formulas for the multiplicities in the minimal
indices and partitions characterizing the regular part.
2. The above formulas provide us theminimal indices, but not the ﬁnite eigenvalues. However, once
we know the ﬁnite eigenvalues we can easily derive the dimensions of their Jordan blocks using the
formulas.
3. For n > min(a, b) we have that un = vn = mn(λp) = 0. This means that in this case
ρn = ρn+1 = · · ·
νn = νn+1 = · · ·
σ pn = σ pn+1 = · · ·
One can see that the sequence (ρn)decreases and after a ﬁnite number of steps (atmostmin(a, b) +
1 steps) stabilizes. Also the sequence (νn) decreases and after a ﬁnite number of steps (at most
min(a, b) + 1 steps) stabilizes. The sequence (σ pn ) increases and after a ﬁnite number of steps (at most
min(a, b) + 1 steps) stabilizes. Denote by ρ,ν and σ p these stabilized values.
The relationship between these stabilized values is the following
Corollary 2.6. We have that
(a) ρ = a − (u0 + u1 + · · ·) = a-number of minimal indices for rows;
(b) ν = b − (v0 + v1 + · · ·) = b-number of minimal indices for columns;
(c) σ p = rank(A − pB) + (m1(λp) + m2(λp) + · · ·) = rank(A − pB)+ number of p-Jordan blocks
(d) ρ = ν = σ p.
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Proof. Use the formulas from the previous theorem and the relation
b − σ p
1
= b − rank(A − pB) = dimC Hom(Rp(1),MA,B)
= dimC Hom(Rp(1),⊕i1mi(λp)Rp(i))
+ dimC Hom(Rp(1), v0I0 ⊕ . . . ⊕ vnIn ⊕ · · ·)
= (m1(λp) + m2(λp) + . . .) + (v0 + v1 + · · ·) 
We will denote by z the common value ρ = ν = σ p. For the ﬁnite eigenvalues we obtain the
following result.
Corollary 2.7. p ∈ C is a ﬁnite eigenvalue iff rank(A − pB) < z.
Example 2.8. (a) Consider the following 15 × 15 pencil (already in canonical form) from [4, vol. II, p.
40]
A + λB =
⎛
⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎝
0
0
λ 1
λ 1 0
0 λ 1
λ 0
1 λ
0 1
1 λ 0
0 1 λ
0 0 1
λ 1
0 λ
λ + 2 1
0 λ + 2
⎞
⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎠
.
The Kronecker invariants in this case are:
• the minimal indices for rows: (0, 0, 2);
• the minimal indices for columns: (2, 1, 0);
• the partition λ0 = (2) for the point 0 (i.e. there is a single Jordan block of dimension 2 corre-
sponding to the ﬁnite eigenvalue 0);
• the partition λ2 = (2) for the point 2;
• the partition λ∞ = (3) for the point ∞.
In modular terms the pencil above corresponds to the Kronecker module
(2P0 ⊕ P2) ⊕ (R0(2) ⊕ R2(2) ⊕ R∞(3)) ⊕ (I2 ⊕ I1 ⊕ I0).
Now we apply the formulas from Theorem 2.4, Corollary 2.6 and 2.7 for the pencil A + λB. We obtain
in this way
ρ1 = 13, ρ2 = 26, ρ2 = 13, ρ3 = ρ4 = · · · = 12, so
u0 = 2, u1 = 0, u2 = 1, u3 = u4 = · · · = 0,
ν1 = 14, ν2 = 27, ν2 = 13, ν3 = ν4 = · · · = 12, so
v0 = 1, v1 = 1, v2 = 1, v3 = v4 = · · · = 0,
σ∞1 = 11, σ∞2 = 22, σ∞2 = 11, σ∞3 = 11, σ∞4 = σ∞5 = · · · = 12, so
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m1(λ
∞) = m2(λ∞) = 0, m3(λ∞) = 1, m4(λ∞) = m5(λ∞) = · · · = 0,
z = 12.
One can see that we recover in this way the Kronecker invariants mentioned above excepting the
ﬁnite eigenvalues for which we have the condition
p is a ﬁnite eigenvalue iff rank(A − pB) < 12.
One can notice that only the values p = 0 and p = 2 satisfy the condition above and applying again
the formulas we obtain that
m1(λ
0) = 0, m2(λ0) = 1, m3(λ0) = m4(λ0) = · · · = 0,
m1(λ
2) = 0, m2(λ2) = 1, m3(λ2) = m4(λ2) = · · · = 0.
Notice that these results correspond to the Kronecker invariants listed at the beginning.
(b) Consider now the pencil
A + λB =
⎛
⎜⎜⎜⎜⎝
22 34 31 31 17
45 45 42 19 29
39 47 49 26 34
27 31 26 21 15
38 44 44 24 30
⎞
⎟⎟⎟⎟⎠+ λ
⎛
⎜⎜⎜⎜⎝
13 26 25 17 24
31 46 40 26 37
26 40 19 25 25
16 25 27 14 23
24 35 18 21 22
⎞
⎟⎟⎟⎟⎠
(taken from http://www.cs.umu.se/ guptri/matlab.html)
Applying the formulas from Theorem 2.4, Corollaries 2.6 and 2.7, we obtain that
ρ1 = 4, ρ2 = 8, ρ2 = ρ3 = · · · = 4, so
u0 = 1, u1 = u2 = · · · = 0,
ν1 = 4, ν2 = 8, ν2 = ν3 = · · · = 4, so
v0 = 1, v1 = v2 = · · · = 0,
σ∞1 = 3, σ∞2 = 7, σ∞2 = σ∞3 = · · · = 4, so
m1(λ
∞) = 1, m2(λ∞) = m3(λ∞) = · · · = 0,
z = 4.
This means that so far we’ve recovered the following Kronecker invariants:
• the minimal indices for rows: (0);
• the minimal indices for columns: (0);
• the partition λ∞ = (1) for the point ∞.
To obtain the ﬁnite eigenvalues we should use
p is a ﬁnite eigenvalue iff rank(A − pB) < 4.
One can notice that only the values p = 0 and p = 2 satisfy the condition above and applying again
the formulas we obtain that
m1(λ
0) = 0, m2(λ0) = 1, m3(λ0) = m4(λ0) = · · · = 0,
m1(λ
2) = 1, m2(λ2) = m3(λ2) = · · · = 0.
So the remaining invariants are
• the partition λ0 = (2) for the point 0;
• the partition λ2 = (1) for the point 2.
We conclude that the Kronecker canonical form of the given pencil is
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⎛
⎜⎜⎜⎜⎝
0 0 0 0 0
0 1 0 0 0
0 0 λ 1 0
0 0 0 λ 0
0 0 0 0 λ + 2
⎞
⎟⎟⎟⎟⎠
or in another words our pencil corresponds up to isomorphism to the Kronecker module
P0 ⊕ (R0(2) ⊕ R2(1) ⊕ R∞(1)) ⊕ I0.
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