Abstract Behavior-oriented Artificial Intelligence (AI) is a scientific discipline that studies how behavior of agents emerges and becomes intelligent and adaptive. Success of the field is defined in terms of success in building physical agents that are capable of maximizing their own self-preservation in interaction with a dynamically changing environment. The paper addresses this Artificial Life route toward AI and reviews some of the results obtained so far.
I Introduction
For several decades, the field of Artificial Intelligence (AI) has been pursuing the study of intelligent behavior using the methodology of the artificial [104] . But the focus of this field and, hence, the successes have mostly been on higher-order cognitive activities such as expert problem solving. The inspiration for AI theories has mostly come from logic and the cognitive sciences, particularly cognitive psychology and linguistics. Recently, a subgroup within the AI community has started to stress embodied intelligence and made strong alliances with biology and research on artificial life [59] • This is opening up an "artificial life route to artificial intelligence" [112] , which has been characterized as Bottom-Up AI [19] , the Animât approach [133] , Behavior-based AI [108] , or Animal Robotics [75] . These terms identify a loose network of engineers and biologists who share the common goal of understanding intelligent behavior through the construction of artificial systems. The researchers also share a growing number of assumptions and hypotheses about the nature of intelligence. In view of the strong links with biology and complex systems theory, the research has so far received more attention in the Artificial Life (AL) community than in the AI field itself.
The aim of this paper is to review this approach and identify some major unresolved issues. Given that substantial engineering efforts and nontrivial experimentation is required, the first solid experimental and technical results have only recently begun to appear. Good sources for tracking the field are the conferences on the simulation of adaptive behavior [79, 80] and the associated journal [102] , the conferences on AL [30, 59, 60, 124] , and the associated journal [4] . There are also occasional contributions to [91] . Another example is a study of how certain behavioral strategies (such as retreat when attacked) and their associated morphological characteristics are evolutionary stable [72] , Given this emphasis on behavior, the term behavior-oriented seems appropriate to distinguish the field, particularly from the more knowledge-oriented approach of classical AL It will be used in the rest of the paper.
The Methodology Is Based on Building Artificial Systems
Scientists traditionally construct models in terms of a set of equations that relate various observational variables and hypothesized theoretical variables. Technological advances in the second half of this century have resulted in two additional types of models:
• Computational models: These consist of a process-oriented description in terms of a set of data structures and algorithms. When this description is executed, that is, the algorithm is carried out causing the contents of the data structures to be modified over time, phenomena can be observed in the form of regularities in the contents of the data structures. If these synthetic phenomena show a strong correspondence with the natural phenomena, they are called simulations, and the process descriptions constitute a theory of the natural phenomena.
• Artificial models: One can also construct a physical device (an artifact) whose physical behavior gives rise to phenomena comparable to the natural phenomena in similar circumstances. The device will have components with a particular structure and functioning that have been put together in a particular way. The design and implementation of these components and their mode of combination constitutes another possible way to theorize about the phenomena.
Computational models and artificial models, or what Pattee [92] calls simulations and realizations, must be clearly distinguished. For example, it is possible to build a computational model of how a bird flies, which amounts to a simulation of the environment around the bird, a simulation of the aerodynamics of the body and the wings, a simulation of the pressure differences caused by movement of the wings, etc. Such a model is highly valuable but would, however, not be able to fly. It is forever locked in the data structures and algorithms implemented on the computer. It The term artificial in "artificial life" (and also in "artificial intelligence") suggests a scientific approach based on constructing artificial models. The methodological steps are as follows: A phenomenon is identified (e.g., obstacle avoidance behavior), an artificial system is constructed that has this as competence, the artificial system is made to operate in the environment, the resulting phenomena are recorded, and these recordings are compared with the original phenomena. Potential misfits feed back into a redesign or reengineering of the artificial system.
Although AI is sometimes equated with the simulation of intelligent behavior, this is too narrow an interpretation. The goal is to build artifacts that are "really" intelligent, that is, intelligent in the physical world, not just intelligent in a virtual world. This makes unavoidable the construction of robotic agents that must sense the environment and can physically act upon the environment, particularly if sensorimotor competences are studied. This is why behavior-oriented AI researchers insist so strongly on the construction of physical agents [21, 130] . Performing simulations of agents (as in Beer [15] ) is, of course, an extremely valuable aid in exploring and testing out certain mechanisms, the way simulation is heavily used in the design of airplanes. But a simulation of an airplane should not be confused with the airplane itself. The biological orientation clearly shows up in the way intelligence is defined. The "classical" AI approach defines intelligence in terms of knowledge: A system is intelligent if it maximally applies the knowledge that it has (cf. Newell's principle of rationality [87] ). The behavior-oriented approach defines intelligence in terms of observed behavior and self-preservation (or autonomy) (see, e.g., [76, 124] ). It is based on the idea that the essence of biological systems is their capacity to continuously preserve and adapt themselves [71] : The behavior of a system is intelligent to the extent that it maximizes the chances for self-preservation of that system in a particular environment.
The drive toward self-preservation applies to all levels of complexity: The biological orientation also shows up in a focus on the problem of how complexity can emerge. The origin of order and complexity is a central theme in biology [53] and is usually studied within the context of self-organization [95] or natural selection [16] . [89] .) The objective nature of these definitions makes them preferable to those relying on the subjective assignment of knowledge or on subjective criteria of similarity to human intelligence as in the Turing Test.
2.4 Behavior-Oriented AI is Complementary to Other Approaches to AI The behavior-oriented approach is complementary to the currently dominating trend in AI (also known as the classical approach), which is almost exclusively concentrated on the problems of identifying, formalizing, and representing knowledge [38] . The [90] ), sensing and action has been delegated to subsystems that are assumed to deliver symbolic descriptions to the central planning and decision-making modules. Moreover, knowledge-oriented theories do not include environmental pressures on the self-preservation of the agent, and the role of adaptivity and emergence is taken over by the programmer. However, the claim (made, e.g., in Maes [66] ) that the classical, knowledge-oriented approach works only for "simulated toy problems" and makes too many simplifying assumptions (e.g., static [34] ).
There are obviously strong ties between behavior-oriented AI and robotics, because the construction of physical agents is seen as a condition sine qua non for applying the method of the artificial properly. But [7] , cognitive maps with landmarks [70] , phonotaxis [129] , global reference frames [86] , pheromone trails or agent chains [41] , and so on. Another approach would be to review the large amount of work on building technical hardware and software platforms that now make it possible to execute experiments easily and at low cost [31, 35, 50] . This technical work is in some way a revival of earlier cybernetics work by Walter [128] and Braitenberg [18] [19] ). They may also be more complex, building up and using cognitive world maps (as in Mataric [70] ). When enough complexity is reached, a large collection of interacting behavior systems may resemble a society of interacting agents [84] . Each behavior system is most adapted to a particular class of environments.
This environment can be characterized in terms of a set of constraints [48] [122] , which has abandoned the idea that there is a general purpose vision system and proposes instead a large collection of special purpose mechanisms that can be exploited in particular behavior systems.
Specialization and the pressure to act in real time suggests a horizontal organization, as opposed to a vertical or hierarchical organization, typical for more classical approaches [21] . In a vertical organization, the different modules perform specific functions like vision, learning, world representation, communication, or planning. This leads to a sense-think-act cycle that does not guarantee real-time response when needed. In a horizontal organization, every module combines all these functions but specialized and optimized with respect to a particular behavior in a particular environment. The relation between task and behavior thus becomes much more indirect. This is reminiscent of horizontal organizations now becoming more common in corporations [931.
Guideline 2: Exploit the physics. Surprisingly, it is sometimes easier to achieve a particular behavior when the physics of the world, the morphology of the body, and the physics of the sensors and the actuators of the agent are properly exploited [21] . This is already the case for obstacle avoidance. A robot may be equipped with bumpers that cause a (sudden) slowdown and an immediate retraction in a random direction. This may get the robot out of situations that appear to be dead-end situations in simulations. Another good illustration of this design principle can be found in Webb [129] , who has developed a model in the form of an artificial system for navigation based on the phonotaxis behavior of crickets. Webb points out that the determination of the direction in crickets is not based on intensity or phase differences, which would require complex neural processing, but on an extra trachéal tube that transfers vibration from one ear to the other. The length and characteristics of this tube are such that the indirectly arriving sound and the directly arriving sound interfere to give the final intensity, which varies strongly with the direction of the sound. This is an example where "sensory mechanisms exploit the specificity of the task and the physics of their environment so as to greatly simplify the processing required to produce the right behaviour" [129, p. 1093]-Many more biological examples of how physics may "solve" problems, so that additional processing can be minimized, can be found in Alexander [3] and Vogel [127] . Guideline [22] . The de-emphasis of complex representations is shared by researchers criticizing cognitivism [125] and is related to the trend for situated cognition [115] , which hypothesizes that intelligence is the result of simple situation-specific agent/environment mechanisms that are strongly adapted to moment-to-moment decision making. Some biologists have called this the TODO principle: Do whatever there is to do at a particular moment, instead of making complex representations and following elaborated plans [47] .
It can be expected that many more design guidelines will become explicated as experience in building robotic agents continues. Some more extensive overviews can be found in [62] . It centers around the schema concept [7] . (Figure 3 ). Alpha balance is another network. Nodes marked "s" establish a subsumption relation. For example, activation of "up leg trigger" inhibits the inflow of "leg down" to the "beta pos" automaton. Adapted from Brooks [19] .
In a concrete agent, the number and complexity of the finite-state automata quickly grows to hundreds of states and registers. A higher-level language, known as the behavior language [20] [107, 114] ). It is more in line with standard control theory, which is also based on dynamical systems [42] . Artificial neural networks are a special case of dynamical systems and can be incorporated easily in this paradigm.
An example of a worked-out dynamics architecture is described in Steels [114] . A programming language, PDL, has been developed to make the implementation of behavior systems using this dynamics architecture more productive (Figure 4) Rosenblatt and Payton [99] and Tyrrell [121] shows the direction in which this is being explored. [24] or second-order emergence [9] , in which the system is able to detect, amplify, and build upon emergent behavior. The latter can only happen by operating on the behavior programs that causally influence behavior, similar to the way genetic evolution operates on the genes. The remainder of this section discusses first-order emergence. Section 5 looks at semantic emergence.
The Most Basic Form of Emergent Behavior Is Based on Side Effects
The first type of first-order emergence occurs as a side effect when behavior systems are made to operate together in a particular environment ( Figure 5 (Figure 6 ). An analogous behavior system is needed for making contact with a right wall. (Figure 7 ).
A Second Form of Emergent Behavior Is Based on Spatiotemporal
Structures A second case of (first-order) emergence is based on temporary spatiotemporal structures (Figure 8 ). These structures themselves emerge as a side effect of interactions between certain actions of the agent and the environment. Local properties of the temporary structure in turn causally influence the observed behavior. The temporary structure is also emergent in the same sense as before, that is, new descriptive categories are needed to identify the structure. These categories are neither needed to describe the behavior of the underlying behavior systems that are causing the structure to appear nor are they sensitive to the structure as a whole. Also the behavior that results from making use of the structure is emergent because new descriptive categories are required that play no causal role in the underlying behavior systems.
This phenomenon is most easily observed in multiagent systems but can also be used for establishing behaviors of a single agent. The classical example for multiagent systems is the formation of paths. It has been well studied empirically not only in ant societies [91] but also in many other biological multielement systems [10] . It is also well understood theoretically in terms of the more general theory of self-organization [89] . The phenomenon has been shown in simulation studies [29, 32, 108] and recently on physical robots [14] . The temporary structure in the case of path formation in ant societies is a chemical pheromone gradient deposited in the environment. Ants are attracted to the pheromone and, therefore, have a tendency to aggregate along the path. Ants deposit the pheromone as they are carrying food back to the nest and are responsible for the pheromone gradient in the first place. The pheromone dissipates so that it will disappear gradually when the food source is depleted. This emergent temporary structure is the basis of a derived emergent behavior, namely the formation of a path, defined as a regular spatial relation among the ants (Figure 9 ). The path, as a global structure, is emergent because it is not needed to describe the behavior of the individual agents, and none of the agents recognize the fact that there is a path. The Figure 10 . Emergent phenomena usually involve a force that builds up the phenomenon, a force that breaks it down, and an autocatalytic process so that the temporary structure builds upon itself. global path. The efficient transport of food benefits the multiagent system as a whole and, thus, contributes to its self-preservation.
A difference with the examples discussed in the previous paragraph is that the emergent temporary structure sustains itself: As more ants are attracted to the pheromone concentration, there is a higher chance that they will carry back food and deposit more pheromone. This increases the concentration of pheromone, which will attract even more ants, and so on. So there are three forces in the system: buildup of the path (by depositing pheromone), breakdown (by dissipation), and autocatalysis (through the chance of increased build-up) (Figure 10 ). These forces are recognized as the essential ingredients for emergent temporary structures in general [59, 111] .
Emergent temporary structures have also been used in individual agents. For example, several researchers have explored the creation of gradient fields over analogical representations of the environment. The best known example are potential fields [6,7k A potential field is a dynamical temporary structure created over an analogical representation of the environment by various repulsion and attraction forces. The attraction force may come from the location of the desired goal toward which the agent wants to move. Repulsion may be generated by processes that are linked to the sensing of ob- Figure II . A potential field is a temporary structure created over an analogical representation of the world. The structure consists of vector fields that can either attract or repel robot movement. The sum of all the fields generates a path that the robot can follow. The example shows repulsion from two obstacles and a left and right wall. Adapted from Arkin [7] , p. 99. stacles. Locomotion is influenced by the combined impact of attraction and repulsion forces ( Figure 12 from Arkin [7] , p. 99).
Other types of dynamics have been explored to generate and maintain emergent temporary structures to aid in navigation, for example, fluid mechanics so that a fluid flow between the agent's location in an analogical map and the goal location emerges [28] , or reaction-diffusion dynamics to generate concentration gradients that can be exploited in navigation or movement control [109] .
The creation of temporary structures through a self-organizing mechanism that combines buildup, breakdown, and feedback giving rise to autocatalysis has been used also for other aspects of intelligent behavior. For example, Maes [64] describes an action selection system (which perhaps should be better called a motivational system) in which the strength of a motivation is subject to positive enforcement (e.g., when the conditions for its satisfaction are sensed to hold) or negative enforcement (e.g., if contradicting motivations are active). These two processes generate a temporal ordering of the strength of motivations and consequently between the strength with which an action should get priority in execution. There is also a feedback mechanism: As motivation builds up, it will be able to inhibit competitors more effectively and gain additional strength. The temporary strength differences can be used by a decision module to determine which action will be selected next.
A particularly fascinating application of this mechanism for modeling spinal reflex behaviors of the frog is reported in Giszter whisk motion. Each of these has certain conditions that need to be satisfied, and each will make certain conditions true. If one behavior needs to be executed (e.g., "place motion"), it will pass activation along its predecessor link to "optional flexion," thus raising its level of activation. When flexion executes, it will establish conditions that make "place motion" executable, and so on.
Another example of the creation of temporary emergent structures for a frame recognition system is reported in Steels [110] . Each frame has a particular strength that corresponds to the applicability of the frame in a particular situation. There is an activation/inhibition dynamics and autocatalytic processes that create a temporal ordering on the frames so that the most appropriate frame for the given situation progressively gets the highest strength. 5 
Emergent Functionality
The examples in the previous section showed that complexity may arise as a side effect of the operation of simpler mechanisms, but they do not indicate how there could be a progressive buildup of more complexity. The Let us first look at supervized learning, that is, learning with the aid of examples or counterexamples. One of the best known supervised learning algorithms is back propagation [101] . Behavior programs could be represented as artificial neural networks associating sensory signals to actuator outputs. Changes in behavior programs could then be based on the error between the desired outcome and the outcome derived from using the association. For example, if X is a sensory signal, Y an action, and w the weight with which X influences the action, then an error would be the difference between the expected action and the action produced by Y = wX. There exist methods for adapting the weights w, which will lead to convergence [98k Convergence means that, given a consistent set of sense-act pairs, the learning method will settle on a stable set of weights that "correctly" relates X with Y. It can be shown that certain functions (such as the XOR function) require a multilayered network [831 The weights in multilayered networks can still be learned if the error is back-propagated through nodes at successive layers based on the relative contribution of each node to the derived outcome [101] . See Another major neural network mechanism is known as reinforcement learning [118] . Reinforcement learning methods increase (and decrease) the probability that a particular association between sensing and acting will be used, based on a reward or reinforcement signal. The reinforcement signal is produced as a direct or indirect consequence of the use of the association. Many different associations may play a role in a particular behavior, and there may be a delay between a behavior and its (positive or negative) consequences. This introduces a credit assignment problem [82] , Early proposals ranked the possible situation-action associations, selected the best one (possibly with some variation to avoid local minima), and increased or decreased the probability of future choice depending on the effect of the chosen action [12, 132] . More recent mechanisms go in the direction of having the agent develop a more sophisticated representation of the result of an action. For example, a prediction of reward is introduced, or a prediction of (long-term) cumulative reward, that is, return [118] . A technique useful for learning temporal chains is to hand out reinforcement to the last action and from there back to previous associations that played a role. This technique is known as the bucket brigade algorithm and originally due to Holland [46] . Reinforcement [52] . The third difficulty is the credit assignment problem. Proposed solutions all go in the direction of new complexity (in the form of models of return, or in more recent cases world models predicting return [61, 118] [52, 67] . The general conclusion seems to be that "current reinforcement-learning algorithms can be made to work robustly on simple problems, but there are a variety of dimensions in which they must be improved before it will be possible to construct artificial agents that adapt to complex domains" [52, p. 46] .
Supervised learning or reinforcement learning are both constructivist techniques: They modify weights based on minimizing the error or on reinforcement. The alternative is known as selectionism: A complete behavior system is generated, for example, by mutation or recombination based on existing behavior systems and then tested as a whole. This mechanism is similar to evolution by natural selection as operating on the genes.
Evolutionary development has been shown in other areas of AL to be an extremely powerful source for generating more complexity (see, e.g., [96] ). It has also been proposed by some neurobiologists to be the major mechanism underlying the formation of new structure (and, therefore, functionality) in the brain [25, 33] . Evolutionary algorithms have been worked out in great detail and studied from a mathematical point of view (see review in Baeck & Schwefel [11] ). The major variants are genetic algorithms [40] usually operating on classifier systems [45] and evolution strategies [1031-Applications have focused mostly on parameter optimization [63] More recently, higher-level descriptions as opposed to bit strings have been used for the representation of the algorithm that needs to be derived, and, as a result, more complex algorithms have been generated [58] .
Evolutionary Koza [57] has shown how to derive the behavior programs for wall following and obstacle avoidance that were earlier demonstrated to function on a real robot programmed in the subsumption architecture [70] . The primitive building blocks of the behavior programs are in this case the sensory inputs and action parameter outputs, Boolean connectives, conditionals, and the subsumption primitives. However, Brooks [23] has criticized these results, mostly because the primitive building blocks were well chosen (based on an analysis of a known solution), and simplifying assumptions were made concerning the Boolean nature of certain conditionals.
Off-line evolution creates a new problem, which is the gap between the virtual world of the simulator and the real world. Koza [57] [23] points out, the gap between simulated and real world will always remain quite large. One possible way out is to use the real robot as soon as reasonable solutions have been discovered. An example application of this technique is discussed in Shibata and Fukuda [105] . The [94] . We have since done similar experiments on a real robot and with different sensory modalities in Brussels.
The baseline behavior systems are:
• maintain a default speed in a forward direction.
• maintain a forward direction.
• reverse speed if touching an obstacle in the front.
• turn away left if touched on the right side.
• When the robot starts, it bumps into obstacles and retracts based on a built-in, touch-based obstacle avoidance behavior system. Progressively it will associate infrared signatures with rotational movement and no longer bump into obstacles.
For example, the new behavior systems could involve only some of the controlled variables so that some actions no longer take place, giving an overall qualitatively different behavior, or a behavior system may sense more quickly the upcoming situation and influence the action before the already existing behavior systems.
In the present case, the infrared-based obstacle avoidance system can become more competitive because the infrared sensors have a further range than the touch sensors. Therefore, they can therefore react more quickly to the presence of obstacles. Due to the progressive strengthening of the association, there will be a particular point in time in which the infrared-based behavior systems react earlier than the touchbased ones. This is the point where the newly emergent functionality becomes visible. Without infrared-based obstacle avoidance, a reversing of speed took place so that the robot is backing up while turning away. This reversal of speed is no longer present when infrared-based obstacle avoidance is strong enough because the agent no longer touches the obstacles. Instead, we observe a deviation away from obstacles ( Figure 12 ). This deviation is from the viewpoint of energy usage more beneficial to the agent.
The associative learning mechanism has an autocatalytic element because the triggering due to infrared itself also enforces the association. Thus, the association strengths in the new behavior systems feed on themselves and become progressively stronger ( Figure 13 ). 
