Contact relation algebras (CRAs), introduced in , arise from the study of "part-of" and "contact" relations rooted in mereology and have applications, for example, in qualitative spatial reasoning. We give an overview of the origins of CRAs and numerous examples.
Introduction
Contemporary qualitative spatial reasoning (QSR) is based largely on the relational and topological properties of regions. A basic role is played by the binary "part -of" and "contact" relations, from which many others can be defined. The formal study of "part -of" relations goes back to S. Leśniewski (1927 Leśniewski ( -1931 , a Polish mathematician, who, together with Twardowsky, Łukasiewicz, and his sole doctoral student Tarski, formed the core of the Lwów -Warsaw school of Logic and Philosophy, which ". . . in the 20s -30s of this century made the University of Warsaw perhaps the most important research centre in the world for formal logic" (Betti, 1997) .
Mereology 1 , the "Science of parts", is a part of S. Leśniewski's work on the foundations of Mathematics, developed from about 1915 onwards (Leśniewski, 1927 (Leśniewski, -1931 . It is not the purpose of this article to go into the details and ramifications of this system, but we refer the reader instead to Leśniewski (1983) , Luschei (1962) , Surma et al. (1992) or Link (1998) , Simons (1987) . Mereology was later taken up by Leonard & Goodman (1940) , though for a different reason; formally, their calculus and Leśniewski's system are the same. Clarke (1981) generalised mereology and based the relational part of his "Calculus of Individuals" on a "connection" or "contact" relation which first appeared in the works of de Laguna (1922) and Nicod (1924) . In spatial reasoning, "mereology" is today frequently 1 It has been known for some time, that the expressiveness of reasoning with basic operations on binary relations is equal to the expressive power of the three variable fragment of first order logic (see Tarski & Givant, 1987 , and the references therein). Thus, it seems worthwhile to use methods of relation algebras, initiated by Tarski (1941) , to study contact relations in their own right, and then explore their expressive power with respect to various topological domains.
In this paper, we give an overview of the basic properties of contact relations and their algebras, and explore their expressive power on simple domains; most of the material is drawn from Düntsch et al. ( , 2001b .
Binary relations and their algebras
A binary relation on a set is a subset of and one can also show that
Lemma 2.1. (Pratt, 1990) w is reflexive and transitive.
The expressiveness of BRAs corresponds to a fragment of first order logic, and the following fundamental result is due to A. Tarski (see Tarski & Givant, 1987 
Each BRA is an RA with the obvious operations, but not vice versa (Lyndon, 1950 For the arithmetic and other properties of BRAs we invite the reader to consult Chin & Tarski (1951) or Jónsson (1982 Jónsson ( , 1991 . Allen (1983) has presented a set of 13 relations which characterise the possible relations between convex intervals of time. 3 These are the six relations of Table 2 , their converses, and the identity. They are the atoms of an integral BRA on the set of all closed intervals on the real line; its composition table can be found in e.g. Ladkin & Maddux (1994) . We observe that, in this model, the basic object in the ontology of time is the interval, as opposed to a point, and we invite the reader to consult Allen (1984) for a discussion of this issue. If we want to extend the time interval relations to, say, two dimensional Euclidean space, a natural domain to choose is the set µ of closed disks. In space, we do not have the direction of the real line any more, and thus, for example, we cannot distinguish between the "starts" and the "ends" relations, and between the "before" relation and its converse. In this spirit, we obtain the spatial relations which are defined in Table 3 , and pictured in Figure 2 . There, 
Relations of time and space
. This network cannot be satisfied in any representation of Ø (Ladkin & Maddux, 1994) , but it can be satisfied in the closed circle algebra. 
Contact relation algebras
Contact relations first arose in the works of de Laguna (1922) and Whitehead (1929) . Subsequently, Clarke (1981) used a "connection" relation to extend the mereological part of the calculus of Leśniewski. It is nowadays customary to talk about "contact" instead of "connection" relations (just as de Laguna did), in order to avoid confusion with the unary topological predicate "connected". Contact relations are the backbone of current qualitative spatial reasoning (Asher & Vieu, 1995 , Cohn, 1997 , Gotts, 1996b 
It was shown by that the extensionality axiom (4.2) can be replaced by the RA term equation w h is a partial ordera (4.3)
In the sequel, we will write for w
, and set
A contact relation algebra (CRA) is an RA which is generated by a non-identity contact relation. For a first example, consider the closed circle algebra Table 4 on the preceding page: If we set
is set inclusion, and
is the set of all open circles in the Euclidean plane, and
, then the BRA ½ C Ú generated by has the composition given in Table 1 on page 4 with
This algebra is also known as the containment algebra (Ladkin & Maddux, 1994) ; it is isomorphic to the subalgebra of ½ C ¾ generated by , and isomorphic to the subalgebra of ¿ generated by the union of "precedes" and "meets" and their converses. The interval algebra ¿ itself, however, is not a CRA.
In the rest of this section we will present several small CRAs from . This will show that CRAs do not only arise from spatial contexts. First, however, we want to express the circle relations of Table 3 by relation algebraic terms obtained from
We will keep these definitions throughout the rest of the paper. 
Even though a contact relation need not be equal to , it will always contain .
The smallest CRA is the algebra known as å & ae (Comer, 1983) ; it has four atoms, and its composition is given in Table 5 . Clearly, T ¢ T 6 r z D is symmetric and reflexive, and is a partial order.
The first concrete representation of å & ae was given by (Düntsch, 1991) . A picture of the order derived from a slightly different representation of å & ae , given in Andréka et al. (1994) , is shown in Figure 4 . There, is a fractal-like structure with a copy of . Such a CRA is given in Table 6 ; we note that in this algebra is not a contact relation. A representation of è is as follows: Let 
Figure 5: Tangent circles Table 7 : The tangent closed circle algebra
It is not hard to see that
Now, we let 9 S ! ² n B " i 9 S ! ae n B be two disjoint copies of
, and let be extension of the orders on the
Here,
, and addition is mod 2. The RA generated by
Finally, we present two CRAs which arise from tangent circle orders. These structures are studied in the field of preference relations (Abbas & Vincke, 1994 , Fodor & Roubens, 1997 , and the CRAs were first presented by Düntsch & Roubens (1999) . Let µ 1 ÿ ¾ be the set of all open circles in the Euclidean plane which are tangent to the ' -axis from above; an example is pictured in Figure 5 . If
is a contact relation with being set inclusion. The CRA generated by is given in Table 7 . We observe that, unlike in the closed circle algebra ½ G ¾ , loses the ability to express that two circles are tangential to each other. It is therefore somewhat surprising, that in the domain 
Mereological structures
The basic relation between individuals
x is an ingredient of y, which we write as
, several other relations are defined:
and not
In RA terms, these become
There are two relational axioms: In CM, is definable by , which is usually not true in the more general case.
The other part of mereology is "sum formation" or "fusion", which we define here according to Clarke (1981) , which, in the presence of (5.12), is equivalent to Leśniewski's definition. If ' is a collection of objects and a contact relation, then In addition to the relations defined by (4.5) -(4.10), we define the following relations:
The composition of the CRA 9 generated by is given in Table 9 . 
In the algebra
9
, there are two possibilities to define a contact relation: We can take either T or T e r
. In both cases, T e w z . In the first case, (5.12) is also fulfilled, so that we obtain a model of classical mereology. If T l r , then we do not obtain a model of mereology, since in such models, a region is never in contact with its complement. At any rate, whenever a CRA generated by assumes an underlying atomless Boolean algebra with the Boolean ordering as the "part -of" relation (such as the RCC discussed below), then the relations of 9 must be present, and v # { .
The algebraic part of a model of mereology need not be a Boolean algebra without a smallest element. Biacino & Gerla (1991) have shown the following:
is a complete orthocomplemented lattice, then 
The composition of the RA è ae generated by is given in Table 10 . We call è ae a scale algebra, since ' is related to its complement like a scale, as indicated in Figure 6 . As indicated by the lines, the element ' in the left copy is linked to h s ' 
is in a component different from that of
è is isomorphic to the algebra generated by . We have not been able to find an intuitive spatial explanation of this situation. The composition of è is shown in Table 11 , and an indication of the atoms of è is given in Fig. 7 . 
We can also have º v q º T
; in this case, we need (at least) six components, and, otherwise, use the same definitions as for 
The region connection calculus
The Region Connection Calculus (RCC) was introduced by Randell et al. (1992) as a vehicle for reasoning about spatial phenomena, and has since received some prominence. It uses a contact relation which fulfils Clarke's axioms (4.1) and (4.2).
A model for the RCC consists of a base set T e r ¼ 
, and a binary relation on .
The RCC axioms are as follows:
We shall in the sequel assume without loss of generality that
¼ T Ü
, and, to avoid trivialities, we suppose that #
. Axioms RCC 1, RCC 2, RCC 5 and RCC 8 show that
is a weak model of mereology. It is, however, not a model of mereology in the sense of Section 5, since it has a different definition of complement: In the RCC models, each proper region ' is connected to its complement s h '
, which is impossible in models of mereology. Still Proposition 6.1. , Stell, 1997 Each model of the RCC axioms is a Boolean algebra with
In the original RCC, the circle relations of Table 3 »
are considered base relations in a system called RCC8, and the weak composition table presented by Randell et al. (1992) is shown in Table 12 . 
It was asked in Bennett et al. (1997) , when the RCC8 
The resulting system, RCC11, has the weak composition given in Table 13 on the next page. For cells containing T , the RCC axioms together with general RA properties imply that equality holds; for cells containing T , there is a model in which the composition is strictly smaller than the cell entry. In this way, we indicate in which cells the composition may be weak, and when it is not. Indeed, it turns out that a CRA model of the RCC relations has at least 25 atoms (Düntsch et al., 2001a) . 
(6.7) (Gotts, 1996a ). The question was raised in Bennett et al. (1997) in which situations a composition table for the CRA associated with a model of RCC is first order closed. The following necessary conditions was established by Düntsch et al. (2001b) . For this, recall that a Boolean algebra generated by the order of an atomless Boolean algebra.
Summary and outlook
We have given a survey of the origins and many examples of contact relations and their algebras. We have shown how spatial relations among open or closed circles are naturally obtained from the one-dimensional interval relations. "Part-of" and "contact" relations arising in mereology were the motivating factor in defining contact relation algebras (CRAs). We have given small examples for these algebras, and also explored CRAs which arise from the RCC, a well known mechanism for spatial reasoning.
There are many avenues which can be followed, and, to conclude, we present the questions raised in Investigate the complexity of CRAs. This is an important question, relating to the feasibility of relational reasoning in QSR . There have been investigations for the interval algebra and its relatives (Hirsch, 1997 , Ladkin & Maddux, 1994 , Nebel & Bürckert, 1993 , as well as for RA-like structures related to the RCC (Jonsson & Drakengren, 1997 , Renz & Nebel, 1997 . In connection with the different representations of subalgebras of the interval algebra, it is also of interest to investigate the network satisfaction problem for the given algebras and their representations (Hirsch, 1997) .
o Find the CRAs for standard ontologies of mereo-topology and their expressiveness. These include the standard model of the RCC as the collection of all nonempty regular closed sets on a regular connected spaces, as well as the polygonal algebras of Pratt & Schoop (1998 , 2000 . It is shown by Düntsch et al. (2001a) that such a CRA must contain at least 25 atoms.
o Look at vagueness of spatial regions. This seems especially important for applications such as geographical information systems (Worboys, 1998) . The rough relations of Comer (1993) and Düntsch (1994) , or the uncertainty approach of Düntsch & Gediga (1997) may come in useful. It should also be worthwhile to investigate the connections of rough mereology (Polkowski & Skowron, 1996) to this problem.
