[1] An effective and widely used method for removing spurious pits in digital elevation models consists of filling them until they overflow. However, this method sometimes creates large flat regions which in turn pose a problem for the determination of accurate flow directions. In this study, we propose to suppress each pit by creating a descending path from it to the nearest point having a lower elevation value. This is achieved by carving, i.e., lowering, the terrain elevations along the detected path. Carving paths are identified through a flooding simulation starting from the river outlets. The proposed approach allows for adaptive drainage enforcement whereby river networks coming from other data sources are imposed to the digital elevation model only in places where the automatic river network extraction deviates substantially from the known networks. An improvement to methods for routing flow over flat regions is also introduced. Detailed results are presented over test areas of the Danube basin. 
Introduction
[2] Grid digital elevation models [Collins, 1975] consist of digital files storing terrain elevation values at the nodes of a regular square grid. They can be viewed as monochannel two-dimensional images where the value of a pixel represents an elevation rather than a reflectance measurement. Following the increasing availability of grid digital elevation models (hereafter referred to as DEMs), numerous research studies have been carried out to automate the extraction of drainage networks. Extensive reviews are given by Moore et al. [1991] , Tribe [1992] , and Bertolo [2000] . In summary, existing algorithms can be partitioned into two main classes depending on whether a morphological or hydrological point of view is considered.
[3] From the morphological outlook, points belonging to the drainage network are defined from local morphologies [e.g., Johnston and Rosenfeld, 1975; Peucker and Douglas, 1975; Toriwaki and Fukumara, 1978; Haralick, 1983; Douglas, 1986; Band, 1986; Seemuller, 1989; Zhang et al., 1990; Smith et al., 1990; Qian et al., 1990] . For example, Johnston and Rosenfeld [1975] considered as drainage pixels all terrain points having a concave curvature coefficient higher than a given threshold. However, there exists no absolute threshold level to discriminate drainage pixels from other pixels. As a consequence, the resulting drainage networks are usually disconnected. Nontrivial postprocessing steps are therefore needed for connecting extracted pixels and removing irrelevant ones.
[4] In contrast, the hydrological approach is based on the assumption that channels form where the overland flow carrying capacity is sufficiently large. Carrying capacity is determined by overland flow rate and terrain slope [see, e.g., Dietrich, 1989, 1992] . The contributing drainage area of a point (area of the terrain whose corresponding grid nodes have a downstream going through the considered point) is used as a surrogate for overland flow rate. Contributing drainage areas are calculated by simulating the flow of water on the DEM. The first algorithm implementing DEM based evaluation of contributing drainage area is attributed to O'Callaghan and Mark [1984] . Points belonging to the drainage network are modelled as those having a contributing drainage area that exceeds a given threshold (the higher the threshold, the lower the density of the resulting network). Contrary to the morphological approach, the resulting networks are always connected (assuming that the flow simulation algorithm handles the problem of flat areas and spurious pits which could cause channel discontinuities). Tarboton et al. [1989 Tarboton et al. [ , 1992 recommend defining the contributing drainage area threshold as the breakpoint of the log-log diagram of the slope versus the contributing area for individual cells within a catchment. This breakpoint reveals the spatial transition from convex hillslopes to concave valleys, but may be difficult to detect when the input DEM contains heterogeneous terrain types where different geomorphic processes occur. Indeed, field observations support that channel initiation is controlled by a series of geomorphic thresholds Dietrich, 1988, 1992] . Such thresholds should be set according to geomorphological, pedological, geological, and climatological characteristics Dietrich, 1988, 1992; Montgomery and Foufoula-Georgiou, 1993; Howard, 1994; Tucker and Bras, 1998; Vogt et al., 2003a Vogt et al., , 2003b .
[5] Hybrid approaches combining the detection of morphological features and the simulation of the flow of water have been developed so as to avoid the problem of selecting a contributing drainage area threshold. The idea behind hybrid approaches is to detect the location of channel heads using local morphological properties such as saddle points [Chorowicz et al., 1992] , valley bottoms [Tribe, 1992] , or points having a normalized divergence (topographic curvature) below a critical level [Howard, 1994] . These points are then iteratively grown along the steepest slope path so as to obtain a connected network. Another hybrid approach consists of considering as source points only those points with a contributing drainage area exceeding a given threshold and satisfying a local convergence property such as a positive Laplacian [Rinaldo et al., 1995] .
[6] Note that the channel networks produced by all the approaches described previously may vary with the grid cell size [Walker and Willgoose, 1999] . In addition, coarse and medium resolution DEMs cannot resolve topographic features such as hollows, low-order channels, and hillslope characteristics [Zhang and Montgomery, 1994; Quinn et al., 1995] . Motivated by the need to generate a pan-European river network database from a coarse (cell size of 250m) grid digital elevation model [Vogt et al., 2002; Colombo et al., 2003] , we introduce in this study three new algorithms for better determining local flow directions in the presence of spurious pits and large flat areas. These algorithms are based on concepts of mathematical morphology [Serra, 1982; Heijmans, 1994; Soille, 2003] . We start by reviewing existing methods dealing with these problems and discuss their advantages and drawbacks. We then propose to remove all spurious pits by carving the elevation values rather then filling in the pits until they overflow. The resulting carving procedure directly extends to adaptive drainage enforcement. The problem of flat regions is addressed by improving the algorithm developed by Garbrecht and Martz [1997] for enforcing flow convergence on flat regions. Illustrative examples are provided for each procedure.
From Pixels to Downstream Flow Paths
[7] The downstream of a point is usually defined as its steepest slope path. On a continuous function, the slope is clearly defined as the direction of the gradient vector. It follows that points with a null gradient have an undefined downstream. On a discrete function such as a DEM, further problems arise because there exists no unique definition of a discrete gradient. Consequently, numerous techniques have and are still being developed in the field of digital image processing to approximate differentiation [Gonzalez and Woods, 2001] . These techniques are ad hoc solutions in the sense that their performance depends strongly on the considered application. For instance, in the context of flow directions on DEMs, the widely used steepest descent (also called D8) procedure introduced by O'Callaghan and Mark [1984] defines the flow direction of a given point of a DEM as the direction of the 8-nearest-neighbor point producing the steepest downward slope. The problem of ties is solved either by randomly selecting a possible direction or choosing the central direction when there are three adjacent possibilities [Jenson and Domingue, 1988] . Adaptations have also been proposed to allow for multiple flow directions. Most of them are reviewed in depth by Tarboton [1997] . In this latter study, improvements on prior procedures are obtained by representing the flow direction as a single angle taken as the steepest downward slope on the eight triangular facets centered at each grid point. Flow is then dispersed between the two grid cells adjacent to the resulting flow vector, proportionally to the angle between the flow vector and the vectors pointing to these grid cells. In any case, without appropriate preprocessing, flow directions on flat regions remain undefined while flow paths cannot proceed further when they reach a spurious pit. Both problems and existing solutions are detailed hereafter.
Pits
[8] So far, several methods for removing spurious pits of a DEM have been proposed. The first consists of applying a low-pass filter such as a moving average [Mark, 1984] . This approach has at least three major drawbacks [Soille and Ansoult, 1990] : (1) it does not guarantee that all pits are removed, (2) it alters all elevation values, and (3) it may even create new pits within narrow valleys. Consequently, a more radical approach, whereby pits are filled up to the level of their lowest outflow point, has been developed [Jenson and Domingue, 1988; Martz and De Jong, 1988] . Soille and Ansoult [1990] have shown that the filling of pits can be efficiently achieved, even in the presence of composite pits and natural depressions, using concepts of mathematical morphology. In the present study, we follow the terminology, definitions, and notations of mathematical morphology described by Soille [2003] .
[9] The erosion and dilation operators are the fundamental morphological operators. The output of the erosion e, at a given pixel x of an input image f, is defined as the minimum value of the image pixels falling within an arbitrarily shaped window (called the structuring element) when its origin is at x (while the maximum value is considered for the dilation): [e B ( f )](x) = min b2B f (x + b). When the structuring element B is restricted to a pixel and its neighbors (such as a point and is left and right neighbors for a one-dimensional signal or a pixel and its 8 nearest neighbors for a two-dimensional signal), the corresponding erosion is called an elementary erosion and is denoted by e (1) . The output of the elementary geodesic erosion of an image f (called the marker image) with respect to another image g (called the mask image) is denoted by e g (1) ( f ) and defined as the point-wise maximum between the mask image and the elementary erosion of f (assuming that the mask image g is less than or equal to the marker image f:
The geodesic erosion of size n of a marker image f with respect to a mask image g is obtained by performing n successive elementary geodesic erosions of f with respect to g:
( f ) = f. Finally, the reconstruction by erosion of a mask image g from a marker image f is defined as the geodesic erosion of f with respect to g iterated until stability is reached. It is denoted by R g e ( f ):
[10] The morphological pit filling algorithm is denoted by FILL and is defined as the reconstruction by erosion R e of the input digital elevation model f using a marker image f m which is set to the maximum height h max of the digital elevation model except along its borders and at the bottom of natural depressions where it inherits the values of the input digital elevation model:
where
if x lies either on the border of f or at the bottom of a natural depression and
otherwise. This procedure is illustrated in Figure 1 on a onedimensional signal. Note that, contrary to what would happen when filling in parallel all irrelevant minima until the first overflow point is reached, all irrelevant minima are suppressed by the reconstruction by erosion.
[11] Indeed, by filling in parallel pits until they overflow, the second and third minima from the left would be filled until they reach the level 4 thereby creating a new minimum at this level.
[12] The morphological pit filling transformation has been extensively used for removing pits before delineating watersheds [Soille and Ansoult, 1990; Vincent and Soille, 1991] and extracting drainage networks [Soille and Gratin, 1994] . A fast implementation of equation (1) is described in the latter reference. Note that the morphological pit filling operation is referred to as the fill hole transformation [Soille, 2003, p. 208] in the field of morphological image analysis where any gray tone image is viewed as a digital elevation model [Soille, 2003, p. 3] . The fill hole transformation is a general purpose image transformation useful for removing image minima not connected to the image border such as cavities in 3-D medical images.
[13] Although the fill hole transformation successfully removes all pits of the input digital elevation model, it creates additional flat regions which is an undesirable property if one is interested in determining downstream flow paths using D8 or similar procedures. For example, consider a portion of a DEM with a rather flat plain with only few pixels with lower elevations marking a stream (see Figure 2a) . The pit filling algorithm fills most of these fragments of stream (see Figure 2b ) so that any flow simulation process will be unable to follow the stream path indicated by lower elevation values in the initial data. Another problem occurs when a stream goes through a narrow valley. Indeed, if it happens that the narrow valley is blocked due to the absence of one or several grid nodes at its bottom, the fill hole procedure may create a large flat region suppressing relevant topography in the upstream valley bottom. This latter situation is illustrated in Figures 2c and 2d. As a consequence, the assignment of flow directions on the generated flat regions is rendered difficult even though valuable topographic information was present in the original data.
[14] Because pit filling algorithms create flat regions which in turn pose a problem, several procedures have been developed in the past to avoid pit filling. O'Callaghan and Mark [1984] and Fairfield and Leymarie [1991] deal with pits by finding a path linking them to their corresponding pour point so that water is figuratively made to climb upward. A similar effect is obtained by the 'sink unblocking procedure' proposed by Morris and Heerdegen [1988] . Finally, Garbrecht [1998, 1999] describe a breaching algorithm whereby the elevation of one or two cells at the outlet of the depression are lowered to eliminate or reduce the size of the depression. In section 3, we will present a more radical approach which we call carving.
Flat Regions
[15] Whether created by the pit filling procedure or already present in the input DEM, flow directions on flat regions cannot be obtained by looking at the values of the 8-nearest neighbors of each pixel. We are aware of three algorithms for determining flow directions on flat regions. The first algorithm [Jenson and Domingue, 1988] proceeds upward from the descending border of the flat region. Soille and Gratin [1994] have shown that it can be achieved by computing the geodesic distance function [Lantuéjoul and Maisonneuve, 1984; Soille, 2003, p. 220 ] from the descending border of the flat region and within the flat region itself. The geodesic distance separating two points included in a connected subset of the Euclidean space (called the geodesic mask) equals the length of the shortest path linking these two points and remaining inside the geodesic mask. In mathematical terms, let A be a set which is supposed to be connected and which is called the geodesic mask. The geodesic distance d A ( p, q) between two pixels p and q in A is the minimum of the length L of the path(s) P = ( p 1 , p 2 ,. . ., p l ) joining p and q and included in A (the length of a discrete path being defined as the number of vertices of the path minus 1): d A ( p, q) = min{L(P)j p 1 = p, p l = q, and 
The flow direction of a pixel belonging to a flat region is then defined as that computed on the geodesic distance function using as marker set the descending border of the flat region and as geodesic mask Figure 2c , after filling the pits of the DEM. In Figure 2b the partial information on the spatial position of a stream is lost in flat plains while in Figure 2c a large flat region in the bottom of a valley is created owing to unsampled valley bottoms in the narrow part of the valley. the flat region itself. An example is provided in Figure 3 . Note that this approach applies to arbitrary plateau shapes. However, Tribe [1992] noticed that this procedure has the drawback of creating parallel flow lines (see Figure 3d) . Therefore she proposed a second algorithm to force convergence by considering a flow linking the growing flow path which arrives at the flat region to an outlet pixel chosen along the descending border of the flat region. Nevertheless, it does not work for arbitrarily shaped flat regions or for those having no ascending borders (i.e., flat summits) and the selection of the outlet pixel is arbitrary when there is a large choice of outlets. A third and better way to achieve flow convergence properties on flat regions [Garbrecht and Martz, 1997] is to add the geodesic distance from the descending border to the inverse of the geodesic distance computed from the ascending border of the flat region, similar to the interpolation of DEMs from elevation contour lines developed by Soille [1991] . The resulting topography created on flat regions shows much better convergence. Even so, the resulting network may deviate from the actual position of the stream whose exact position could be inferred from the raw data (see Figure 2 ). This problem is addressed by the carving procedure detailed in the next section, while an improvement to methods for routing flow over the remaining flat regions is introduced in section 5.
Carving Versus Pit Fillings
[16] Rather than suppressing pits with the fill hole transformation, we propose to carve the terrain in a controlled fashion so as to make sure that pits flow further down. The carving procedure relies on a flooding simulation and proceeds as follows. First all spurious minima of the input DEM must be identified and stored in a binary image. If the terrain does not contain any significant natural depression at the considered scale, all minima connected to the image border are used as relevant minima (outlets) to initiate the process. The flooding simulation then starts from the relevant minima by inserting their external boundary pixels into a priority queue, the priority being inversely proportional to the elevation value of the considered pixel. A rising flood that advances into the domain is then simulated by iteratively retrieving pixels from the nonempty queue with the highest priority (i.e., lowest elevation) while inserting their unprocessed neighbors in the priority queue (again considering a priority inversely proportional to their elevation). An additional image is used to store the direction of the incoming flood at each pixel. In practice, a pixel is flooded as soon as it is inserted into the priority queue, the direction of the flood being defined by the neighbor pixel which led to its insertion in the queue. Before inserting a pixel in the queue, we check whether it belongs to an irrelevant minimum. In this case, the stored directions enable us to backtrack the flooding path until a pixel of elevation less than or equal to that of the considered irrelevant minimum is reached. We then set all pixels along the detected path to this latter elevation. The reached minimum is then discarded from the binary mask of irrelevant minima while inserting all its unprocessed external boundary pixels in the priority queue. The process terminates when the priority queue is empty. By construction, all irrelevant minima are removed by the proposed carving procedure even in the presence of nested minima at arbitrary elevation levels and whatever the length of the carving paths.
[17] A didactic example on a one-dimensional signal is provided in Figure 4 . In this example, the relevant minima are located at the signal boundaries. The flooding simulation proceeds level by level. Note that regions already carved at a given level may be further carved at a higher level. For instance, the second pixel of the signal is first carved from level 4 to level 3 when the flood reaches level 4 and then from level 3 to level 1 when the flood reaches level 5. At first, it may seem that the carving procedure does not perform better than the fill hole procedure (compare Figure 4 with Figure 1 ). However, the main difference is that the carving acts along a path whatever the number of dimensions of the input signal, whereas the fill hole procedure increases the intensity level of regions with the same number of spatial dimensions as the input signal. That is, apart from onedimensional signals, carving is usually more selective that the corresponding fill hole procedure. An illustrative example is presented in Figure 5 on a DEM of the Ries crater in southern Germany. For this experiment, we have considered that all minima within the DEM are irrelevant while all those located at the boundary of the DEM are relevant. The mask of the irrelevant minima is shown in Figure 5b . The mask of all regions filled by the fill hole procedure is displayed in Figure 5c while the mask of all carving paths is shown in Figure 5d . Substantially fewer pixels are modified by the carving procedure (5399 pixels) than the fill hole (10428 pixels). The energy of the modification, measured in terms of the sum of the altitude differences between the original and modified image, also shows that carving is more selective than fill hole: 16859 m for carving against 49240 m for fill hole. In addition, carving paths follow the bottom of the valleys so that accurate detection of river streams is facilitated. The outputs of the carving procedure for the two DEM samples shown in Figures 2a and 2c are displayed in Figures 6a and 6b . Contrary to the fill hole procedure (see Figures 2b and 2d) , the initial topography is better preserved.
[18] In contrast to the flooding simulation introduced by Collins [1975] and Vincent and Soille [1991] for the computation of watershed boundaries and Mark [1984] for the computation of drainage networks, the proposed carving algorithm does not require the prior sorting of the image pixels in increasing order of elevation. Indeed, the sorting is achieved thanks to the priority queue which is initialized with the external boundary pixels of the relevant image minima. A similar approach has already been used for the computation of watersheds [Beucher and Meyer, 1993] and contributing drainage areas [Soille and Gratin, 1994] . Note that by labeling beforehand the relevant minima, an image can be created whereby each pixel receives the label of the minimum which led to its flooding. The resulting labeled image corresponds to the watersheds obtained by the immersion simulation described by Vincent and Soille [1991] .
[19] With regard to the computation of the binary mask of all minima, it is readily obtained thanks to the fast algorithm proposed by Breen and Jones [1996] [see also Soille, 2003, p. 203] . It follows that the complexity of the carving algorithm is linear. That is, the processing time is linearly proportional to the size of the input DEM measured in number of pixels. As a consequence, it copes well with large data sets.
Adaptive Drainage Enforcements
[20] In large flat plains such as those occurring in the Danube basin, DEMs at the spatial resolution of 250 m do not resolve drainage network details. Indeed, when the width of the drainage channels in flat plains is smaller than the grid size of the DEM, the channels cannot be accurately extracted from the DEM. Without information about the actual position of the river course, methods ensuring flow convergence on flat regions should be considered (see section 5). Still, on large flat regions the resulting river networks may deviate substantially from the actual ones. There is therefore a need to integrate a priori knowledge about the actual position of the streams. This approach is referred to as drainage enforcement by Hutchinson [1989] in the context of DEM interpolation from surface specific points and selected streamlines. Saunders and Maidment [1995] achieved drainage enforcement on a grid DEM using a raster stream by adding 5 m to all points that are not included in the raster stream and setting the latter points to zero (or leave them with their original value). All these approaches are briefly surveyed by Saunders [1999] before a procedure is presented that introduces a small elevation gradient in flat areas toward grid cells belonging to the raster streams. Hellweger [1997] achieves a similar effect much more efficiently by smoothing the elevation value inside a user-specified buffer zone around the raster streams. The smoothing consists of a linear fit to the grid cells from the edge of the buffer zone to the cell locations of the raster streams. Similarly, Turcotte et al. [2001] describe a method where the flow direction of pixels crossed by the raster streams is determined solely by the direction of the flow along the streams while the other pixels have their flow directions influenced increasingly by the DEM as their distance to the raster stream increases.
[21] However, drainage enforcement can itself create some artifacts. For instance, coregistration problems can lead to double streams, and discrepancies in scale or generalization level between the DEM and external streamlines may lead to the removal or creation of features such as meanders. Drainage enforcement should therefore be restricted to situations where it is actually necessary. In this section, we show that the proposed carving procedure directly extends to adaptive drainage enforcement. 
SOILLE ET AL.: CARVING AND ADAPTIVE DRAINAGE ENFORCEMENT OF GRID DEMS SWC
[22] The available stream coverage is first rasterized at the resolution of the DEM and skeletonized [Soille, 2003, p. 158 ] so as to make sure that it is one pixel thick. Then, the adaptive stream enforcement proceeds with the following steps.
[23] 1. Carve the digital elevation model as described in section 3.
[24] 2. Compute the contributing drainage area of the carved digital elevation model using the fast algorithm proposed by Soille and Gratin [1994] together with the enhanced procedure for determining flow directions on flat regions introduced in section 5.
[25] 3. Select a threshold level for the contributing drainage area in such a way that the obtained drainage network roughly matches the available drainage cover.
[26] 4. Define a drainage enforcement mask only in places where the available drainage coverage deviates substantially from the automatically detected drainage networks. For example, this can be achieved by considering all parts of the given drainage network which do not intersect the dilation of the detected drainage networks. The size of the disk used for the dilation has to be set (parameter selection). Once the segments of the drainage enforcement mask have been defined, their extremities are prolonged by a fixed number of pixels to secure that the subsequent carving will attract the main flow path which was deviating too much from the available coverage. The actual number of pixels is proportional (or simply equal) to the size of the dilation used for detecting the initial segments. A growth by n pixels is achieved by performing a geodesic dilation of size n of the detected segments using the full coverage as geodesic mask.
[27] 5. The actual adaptive drainage enforcement is achieved as follows: For each connected segment of the enforcement mask: (1) compute the minimal value h min of the input digital elevation model along the segment and (2) set all values of the digital elevation model along this segment to h min À 1.
[28] 6. Carve the drainage enforced digital elevation model.
[29] Once the adaptive drainage enforcement has been performed, the contributing drainage area is computed and the final drainage network is extracted using a variable contributing drainage area defined through an analysis of local slope versus contributing area [Vogt et al., 2003a [Vogt et al., , 2003b , the analysis being performed for each landscape type derived according to the stratification procedure described by Vogt et al. [2003a Vogt et al. [ , 2003b .
[30] The main steps of the adaptive drainage enforcement procedure are illustrated on a real example in Figure 7 . A key advantage of the proposed procedure is that drainage enforcement only occurs where necessary, i.e., where the DEM is flat and/or noisy as illustrated in Figure 7 . Indeed, in other situations, the streams coming from a reference data set fall within the distance threshold computed from the automatically extracted streams. By doing so, the introduction of erroneous parallel streams is avoided. In addition, there is no need to edit the streamlines so as to make sure that the direction of each pixel is oriented downstream, a requirement of most drainage enforcement procedures.
Assignment of Flow Directions on Flat Regions
[31] To our knowledge, and in our opinion, the best available procedure for ensuring flow convergence on flat regions is described by Garbrecht and Martz [1997] (see also section 2). However, as noted by these authors, the topography created on the flat region by adding the inverse geodesic distance from higher terrain to the geodesic distance from lower terrain may itself contain a flat region. A solution to avoid this problem is to define the topography on the flat region as the geodesic time function [Soille, 1994a] using the descending border of the flat region as a marker and the inverse of the geodesic distance from higher terrain as a geodesic mask. More precisely, the time neces- Figure 7e is obtained by considering all streams of the reference data set falling more than 11 pixels apart from the automatically extracted streams. sary to cover a discrete path P of length l defined on a discrete gray scale image f is denoted by t f (P) and is equal to the mean of the values of f taken two at a time along P:
The geodesic time t f (p, q) separating two points p and q in a gray scale image f is defined as the smallest amount of time allowing to link p to q in f: t f ( p, q) = min i {t f (P)jP links p to q}. The geodesic time function calculated from a marker set Y of points of an image f is the smallest amount of time allowing to link a given pixel p to any point q of Y:
In practice, the time to cover a path is often simply defined as the sum of the gray level values of its vertices:
The use of the corresponding geodesic time function for defining a topography on flat regions is illustrated in Figure 8 for the simple 7 Â 7 DEM presented by Garbrecht and Martz [1997, Figure 1a] and reproduced here in Figure 8a . Figure 8b shows the inverse geodesic distance function computed on the flat region pixels having no lower neighbor and starting from the neighbor pixels having a higher elevation [see also Garbrecht and Martz, 1997, Figure 2c ]. However, contrary to the methodology described in the latter article, we do not compute the geodesic distance away from lower elevations but the geodesic time function using the inverse of the geodesic distance ( Figure 8b ) as geodesic mask and the descending border as marker image. The resulting geodesic time function is displayed in Figure 8c . Note the discrepancies with Garbrecht and Martz [1997, Figure 3a] . Contrary to the approach of Garbrecht and Martz [1997] which requires the handling of exceptional situations leaving some cells without drainage directions, a flow direction is always directly defined for all flat region pixels as illustrated in Figure 8d using the deterministic eight-neighbors (D8) algorithm. In this simple example, the obtained flow directions are identical to those displayed in Figure 3b of Garbrecht and Martz [1997] . However, on more complex examples such as the flat valley floor appearing in Figure 6 of Garbrecht and Martz [1997] , discrepancies in the resulting flow directions arise. This is revealed by comparing flow directions obtained with our algorithm (Figure 9d ) to those obtained with that of Garbrecht and Martz [1997] (Figure 10 ).
[32] In this example, it can be observed that additional flow convergence occurs with the proposed algorithm. For example, all flat region cells, except 12, flow out through a unique outlet. Note that although the geodesic distance from higher elevations is undefined for flat summits (they have no neighboring pixels with a higher elevation), our method applies by simply setting all pixels of the geodesic distance image to 1. As concerns the computation load, fast algorithms for geodesic distance functions are described by Verwer et al. [1989] for 8-connected and Soille [1991] for Euclidean distance calculations, while an efficient geodesic time function algorithm based on priority queues is detailed by Soille [2003, pp. 237-238] . Note that lakes are processed as if they were flat regions. By doing so, we make sure that flow convergence occurs along their medial axis.
[33] It is worth mentioning that geodesic time functions are at the basis of a method to interpolate DEMs from elevation contour lines in such a way that geodesic interpolation paths between two successive contour lines do not follow concavities of the region defined by the space between two successive contour lines [Soille, 1994a [Soille, , 1994b . It can also be shown that the drainage basins of an image correspond to the geodesic influence zones (in the sense of the geodesic time function) using the image minima as markers and the gradient by erosion of the image as geodesic mask [Soille, 2003, pp. 272-275] .
Conclusion and Perspectives
[34] Three new algorithms for preprocessing DEMs were presented. The first deals with the problem of pits by carving the DEM thanks to a flooding simulation enabled by priority-queue data structures. The resulting streams are better located in situations where pits are created by inadequate spatial sampling or due to trails of streams occurring in low lands. If necessary, the energy of the DEM modifications induced by the carving and fill hole procedures can be measured for each single pit so as to automatically select for each pit the technique that minimizes the modification energy. The second concerns adaptive drainage enforcement and is a direct extension of the carving procedure. It is useful in situations where some streams (not necessarily connected) are available from a GIS database or other external information source such as digitized maps or satellite images. The third consists of a variation of the Garbrecht and Martz [1997] algorithm for enforcing flow convergence on the remaining flat regions. It provides flow directions for each flat region pixel without requiring the processing of exceptional situations as described by Garbrecht and Martz [1997] . The proposed algorithms are of interest to applications requiring the simulation of the flow of water on the topographic surface, whether using single or multiple flow directions. We are currently developing an integrated approach for extracting drainage networks on a 250 m pan-European DEM. Thanks to appropriate data structures (priority queues) and fast morphological algorithms [Soille, 2003 ] the processing of continental Europe (about 350 MBytes) on a 2 GHz personal workstation equipped with 4 GBytes of random access memory can be achieved in less than an hour and without tiling the DEM. This pan-European application motivated the development of the algorithms presented in this study. The actual derivation of the panEuropean river network database is described by Vogt et al. [2002] . Figure 9a using the algorithm of Garbrecht and Martz [1997] . Note that in this example, 15 pixels led to the exceptional situation described by the authors which required additional treatment.
[35] We believe that this research will foster further applications of mathematical morphology to the processing and analysis of DEMs for water resources research and beyond.
