The author presents a sequence of linear-time, bounded-space, on-line, bin-packing algorithms that are based on the "HARMONIC" algorithms Hk introduced by Lee and Lee [J. Assoc. Comput. Mach., 32 (1985), pp. 562-572 ]. The algorithms in this paper guarantee the worst case performance of Hk, whereas they only use O(log log k) instead of k active bins. For k >_-6, the algorithms in this paper outperform all known heuristics using k active bins. For example, the author gives an algorithm that has worst case ratio less than 17 / l0 and uses only six active bins.
1. Introduction. In the classical one-dimensional bin-packing problem, we are given a list of items L (a, a2, an), each item ai e (0, 1], and we must find a packing of these items into a minimum number of unit-capacity bins. This problem arises in a wide variety of contexts and has been studied extensively since the early 1970s. Since the problem of finding an optimal packing is NP-hard, research has concentrated on approximation algorithms that find near-optimal packings. Let OPT(L) and A(L) denote, respectively, the number ofbins used by an optimum algorithm and the number of bins used by a heuristic algorithm A to pack the input list L. Then the worst case performance of A, denoted by r(A ), is defined as lim sup A (L)/OPT(L).
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This ratio is customarily used to measure the performance of a heuristic bin-packing algorithm. A bin-packing algorithm is called on-line if it packs all items ai solely on the basis of the sizes of the items aj, =< j _-< and without any information on subsequent items. A bin-packing algorithm uses k-bounded space if, for each item a;, the choice of bins to pack it into is restricted to a set of k or fewer active bins, where each bin becomes active when it receives its first item, but, once it is declared inactive (or closed), it can never become active again. The latter restrictions (on-line and bounded-space) arise in many applications, as in packing trucks at a loading dock or in communicating via channels with bounded buffer size. Essentially, only the following three types of bounded-space, on-line, binpacking heuristics have been studied:
(i) The Next-k-Fit (NFk, k >_-2) introduced in [6] simply puts an item ai into the lowest indexed of k active bins into which it will fit. If no active bin has room for ai, the lowest-indexed active bin is closed, and ai is put into a new opened bin. Csirik and Imreh 2 and Mao 8 proved that r(NFk) 17 / 10 + 3 / Ok 10) holds;
(ii) The k-bounded Best Fit (BBF, k >= 2) introduced in [4] always places an item into the fullest active bin into which it will fit. If no active bin has enough room, a new bin is started, and the fullest active bin is closed. Csirik and Johnson 4] showed in a very sophisticated proofthat, independently ofthe value of k, r(BBFk) 17 / 10 holds;
(iii) The HARMONIC algorithm Hk 7 is based on a special nonuniform partition of the interval (0, 1] into k subintervals (where the partitioning points are 1/2, 1/3, 1/k). To each of these subintervals, there corresponds one active bin, and only items belonging to this subinterval are packed into this bin. If some item does not fit into its assigned bin, this bin is closed, and a new bin is used. Lee and Lee [7 analysed the worst case ratio of Hk. They showed that, as k tends to infinity, r(Hk) tends to ho 1.69103.
A summary of the worst case ratios of these heuristics for some small values of k is given in Table 1 . Lee and Lee [7] also showed that for any k-bounded-space, on-line, bin-packing algorithm A, r(A) >= ho must hold. That means that, asymptotically, Hk is optimal.
In this paper, we present an on-line bin-packing algorithm, called SIMPLIFIED HARMONICk, or SHk. By using a better partition of the interval (0, than Hk does, we get a worst case performance of approximately ho + 10 -5 while using only nine active bins! To reach this worst case performance, Hk had to use 43 active bins, whereas NFk and BBFk cannot even come beneath 17 / 10. Generally, SHk has a worst case performance that the HARMONIC algorithm cannot reach by using a number of active bins less than doubly exponential in k.
Furthermore, our heuristic SH6 has worst case ratio beneath 17 / 10 while using only six active bins. This contradicts a conjecture of Csirik 
The paper is organized as follows. Sections 2 and 3 present the results on SHk for the case where k 3m. Section 4 extends these results to the other values of k, and 5
gives the discussion.
2. The simplified harmonic algorithm. The following sequence (introduced by Golomb 5 is essential in the definition and in the analysis of our algorithm: tl 2, ti + ti (ti + for >= 1. We will define the algorithm SHk only for k 3m, m >= 1. We fix the value of m for this and the next section and consider the following partition k of the unit-interval into If there is not enough room in the bin, this bin is closed, a new active bin is opened, and ai is put into it.
Since item classification can be done in O(log k) time and there are only k active bins at any time, the algorithm runs in O(n log k). Hence, if we take k to be constant, the time complexity is linear.
3. Worst case analysis of simplified harmonic. We define below a weighting function W(x), which we prove has the following two properties. If W(L) is the cumulative weight of the pieces in L, then Proof. We show that, in the SH-packing, every closed bin B has weight at least 1.
Together with the k last active bins, this implies the claim. We distinguish the following five cases:
(i) The bin B corresponds to the A-interval. Then it contains a single item of weight greater than 1; closed, some item in Di did not fit into it. Therefore B is at least ti/(ti + full and as the weight function is linear on this interval, the total weight is at least ti ti + -1; ti + ti (v) The bin B corrresponds to the E-interval. Analogously to (iv), we see that B is at least tm + / tm + full and that the total weight is at least 1. U] CLAIM 2. In any packing of L, the weight of any bin is at most Fk. Hence, Wk(L <= FkOPT(L) holds.
Proof. Consider some fixed bin B that contains items q >-q2 >"" qn. We distinguish two cases. qi e (1/ ti 1/ ti 1)]fori= 1...m. WedenotebyQthesum'=m+lqi. Obviously, Q < 1/(tm +1 1) holds. Now W B , Wk-t--t-Wk q i=m+l ti+l tm+ <= -Q+ , ti+l--+ "Q" tm+ It is easy to see that the latter expression becomes maximum when Q takes its maximum value / (tin + ); in this case, the expression is exactly I'.
(ii) Suppose that r -< m is the least such that qi (1/ti, 1/(t 1)], and hence qr <= /tr. We denote by Q the sum ']= qi. Obviously, Q < /(tr holds, and, by Observation 1, the total weight of all elements qr... qn is less than or equal to Proof. Claims and 2 imply that r(SHk) -< I'k holds. To show that the bound is tight, we present a family of lists Ln. We define Olin (tm+ )(tm+ 2). Now let n be a multiple of Cm. The optimum packing of our list L, will use n + bins, and the SH-packing will use n 1 bins. We choose two very small positive reals such that m + Olm'. -I-6 Otm/ n. We define Ln by giving its optimum packing. In this packing, we have bins ofthe following contents:
nam times a bin that contains 1/ti+e(fori ...m), 1/tm+, 1/(tm+2-1)-(m + 1)e; In the SHk-packing, the packing of the items of size /ti + e, <-_ <= m is easy to analyse. Independently of their ordering, they use exactly n/(t bins. Analogously, we see that the items of size 1/tm + + e are packed into (am ) n/(tm+ bins. Thus, the only interesting items are the items that are -< /tm + (i.e., the E-items).
These are given to SH in n cm "packages" of the following type: 1-(m+ 1)e, (m+ tm+l' tin+z-
OOm-times
We show that SH puts each package into a separate bin. This holds, since the total size of a package is exactly (tin +, )/tm + + 6. Hence, when the first item of the next package arrives, it does not fit into the active bin. Consequently, the bin is closed, and the next package is treated in the same way. Summarizing, SH uses a total number of n Om n n ti_ am tm + bins, and this number is equal to n I'. 4 . Main results. In this section, we extend the results of the preceding sections to the cases where k 3m + and k 3m 1. The underlying set T of partitioning points of the unit-interval is given by T= i= ti + ti' ti-To define the algorithm SHk for general k, we take the k largest values in T. These values partition the interval (0, into k subintervals. SHk keeps for each subinterval a separate active bin and proceeds exactly as in the preceding sections. It is easy to verify that for k 3m this indeed leads to our old algorithm. Before we can state our main theorem, we give the following definitions, for m >_l" 
HARMONICk is
The proofs are analogous to the proofs of Claims and 2 and to the proof of Lemma 1. Essentially, we use the same weighting function again. The only modification concerns elements x in the smallest interval (0, a ]; these elements always get weight x a). The details are left to the reader as an exercise. Some values of Fk for some small k are given in the fourth column of Table 1 .
Finally, we compare the behaviour of the heuristics Hk and SH. Theorem 2 in [7] states that, for k tm + There remains a number of (seemingly hard) open questions.
What is the best possible worst case performance of any on-line, bin-packing heuristic using 2-bounded space? (BBF2 achieves a worst case ratio of 17/10.) (2) What is the smallest k such that there exists an on-line, bin-packing heuristic using k-bounded space with asymptotic worst case ratio strictly less than 17/10? (sn6 comes beneath 17/10 by using 6-bounded space.)
(3) If we only consider algorithms that pack the items by Next-Fit according to some fixed partition of (0, into k subintervals, which partition gives the best worst case ratio? (It is easy to see that, for k and k 2, in this case the best possible worst case performance is 2, but for k >= 3 no tight bounds are known.)
