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The problem of modulation instability of a self-focused beam in a homogeneous nonlinear medium
with saturation and anomalous group-velocity dispersion is solved numerically. It is shown that the re-
sults of this instability is beam breakup into a periodic train of three-dimensional (3D) spatial solitary
waves. It is also shown that other types of periodic initial conditions can produce a periodic train of 3D
spatial solitary waves. Our numerical simulations show that 3D solitary waves are attractors (foci or
limit cycles) in the Hilbert space of solutions of the 3D nonlinear Schrodinger equation. A field of
another configuration can converge to them upon propagation and after the emission of a certain
amount of radiation.
PACS number(s): 42.65.Jx, 52.35.Mw, 03.40.Kf, 03.65.Ge
I. INTRODUCTION
There is currently great interest in three-dimensional
(3D) localized pulses or "optical bullets" [1—3] in self-
focusing media with anomalous group-velocity disper-
sion. It was shown in Ref. [3] that these 3D self-focused
pulses are robust in the sense that they remain as separate
solitary formations even after collisions. This behavior
resembles that of solitons in 1D integrable systems, so we
can call them "3D solitons. " In fact, this terminology
has become common since it was introduced in plasma
theory [4]. Nevertheless, to avoid controversy or con-
fusion we shall call them in the rest of this paper "3D op-
tical solitary waves" or simply "optical bullets. " The
question arises as to whether it is possible to generate
these 3D solitary waves using the process of modulation
instability of self-trapped beams. This type of modula-
tion instability of the lowest-order self-trapped beam was
first considered by Zakharov and Rubenchik [5] and
studied in more detail in Ref. [6]. The effect of modula-
tion instability on a 1D cw wave in a single-mode optical
fiber has been predicted [7], theoretically investigated [8],
and experimentally observed [9,10].
The aim of this paper is to investigate the modulation
instability of self-focused beams in bulk, dispersive, non-
linear media and the process of generation of a train of
3D solitary waves as a result of this instability. We re-
strict ourselves to the case of saturable nonlinearity in
this work to avoid the problem of beam collapse. The in-
teresting phenomenon that we observed in our numerical
simulations is the irreversible convergence of the solution
to the regular train of optical bullets. This convergence
shows that, at least for some range of relevant parame-
ters, optical bullets can serve as attractors. The fact that
a soliton gas can be a statistical attractor in the asymp-
totic state of turbulence was shown in Ref. [11]. In con-
I =2~f r dr f drag(r, r)~,0 00 (2)
which does not depend on z. So, the system described by
Eq. (1) is Hamiltonian. We shall call I the "energy in-
variant. "
Equation (1) also has stationary (independent of z and
t) solutions localized in two transverse dimensions [12].
These stationary solutions fo(r) can be found by solving
Eq. (1), from which the terms with derivatives on z and t
are excluded:
trast to [11], (i) we start from regular initial conditions
which give the regular behavior of solitons, and (ii) in our
case the soliton part of the field becomes completely
separated from the radiative part during propagation.
We write the nonlinear wave equation in a slowly vary-
ing field-amplitude approximation, taking into account
the effects of diffraction and dispersion to second order.
In the reference frame moving along the z axis with the
light group velocity, this equation takes the following
form [6]:
2
i P, + b, „1'+1(„—P+ =0,1+Olql'
where we take the transverse Laplacian
b, „/=11„„+(1/r)11„to be independent of the angular
variable, z is the normalized longitudinal coordinate, ~ is
the normalized retarded time, and P is the saturation pa-
rameter. We assume, as in [1,3], that the group-velocity
dispersion is negative. The function 1(j and all variables in
Eq. (1) are normalized to eliminate most of the parame-
ters of the problem. Only the saturation parameter P
remains.
There exist solutions of Eq. (1) having the form of
pulses localized in three dimensions. For any solution lo-
calized in three dimensions, Eq. (1) has the invariant
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II. OPTICAL BULLETS
Following Silberberg [1],we can give the name optical
bullets to the solutions of Eq. (1) which are in the form of
3D solitary waves:
g(r, r, z) = U(p)exp[i (a —1)z],
where p=(r +r )' and a is the propagation constant.
The reason for taking (a —1) in the exponent of Eq. (5) is
that in deriving Eq. (1) the phase factor exp(iz) has al-
ready been used. Now Eq. (1) reduces to
In this paper we consider only the lowest-order nodeless
solution of Eq. (3) with zero boundary conditions. For
this stationary solution, $0(r), the quantity
I=2nT o r w rdr, (4)0
represents the energy invariant of the beam per unit
length T along the ~ axis. In the case of periodic solu-
tions along the ~ variable, T is equal to the period.
lt(r, r, z) =lto(r)+@f(r)cos(yr)exp(6z), (8)
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100—
where p is a small parameter, y =2~/T is the frequency
of a periodic modulation, 5=5(y) is the modulation
growth rate, and f (r) is the perturbation function. This
function is complex in general. The functions f (r) and
6(y) have been calculated in Ref. [6]. As an illustrative
example we show in Fig. 2 the stationary cw solution lto
for P =0.05 and the corresponding perturbative functionf (r) for @=1.428 (T =4.4). For this frequency, the per-
turbation growth rate 6(1.428) is a maximum and is
equal to 2.172. In this paper we restrict ourselves to the
case of maximal growth rate.
We have solved Eq. (1) numerically using a split step
method. We divide the equation into a dispersive part
and a diffractive and nonlinear part. At each step we
U +—U —aU+ =0.PP p P 1+P U 2 (6)
III. MODULATION INSTABILITY
OF SELF-FOCUSED BEAMS
We are interested in solutions of Eq. (1) with initial
condition (at z =0) of the form
Apart from a constant factor in front of the erst and the
second terms in Eq. (6) and the denominator of the non-
linear term, this equation coincides with Eq. (3) of Ref.
[1].
The energy invariant I for optical bullets in spherical
coordinates takes the form
1=4~j IUI p dp.
The energy invariant versus propagation constant o. for
optical bullets described by Eq. (6) is shown in Fig. 1(a).
Note that for any value of the energy invariant higher
than some I;„,there are two corresponding values of the
propagation constant a. We can expect [13] that the
branch of this curve with positive slope (solid curve) is
stable and that the branch with negative slope (dashed
curve) is unstable. The meaning of the points 3 and 8 on
this diagram will be explained later. The curve for half
width at half maximum for these solutions versus its
maximal amplitude Uo= U(p=0) is shown in Fig. 1(b).
This figure shows that an optical bullet becomes wider at
low and at high intensities, having its smallest size at
some medium intensity. This is the main difference of op-
tical bullets in a saturable medium from those in a non-
linear medium with Kerr law. We should remark that
the two minima in these two curves correspond to
different solutions, that is, the point of minimum of the
curve in Fig. 1(b) is not the point where the stability of
the solution changes.
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FIG. 1. (a) Energy vs propagation constant for optical bul-
lets. The curve has stationary (with positive slope) as well as
nonstationary (negative slope) branches. The horizontal line
(and point B) in this figure correspond to the average initial en-
ergy contained in a period of modulation for the case studied in
the text. Point A corresponds to the energy contained in each
optical bullet after break up. See text. (b) Half width at half
maximum vs maximum amplitude of optical bullets.
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solve the dispersive part using the fast Fourier transform
which automatically imposes time periodic boundary
conditions. The diffractive plus th 1'e non inear part is
solved using a Crank-Nicholson scheme with zero bound-
ary condition at the maximum value of r considered. The
points 1n the rgrid size was chosen to have up to 2000 ' '
direction and up to 256 (usually 128) points in the r direc-
tion. The step size in the z direction was typicall taken
=0.01. Numerical accuracy was checked by re-
y en
peating the simulations for different grid sizes and step
sizes. In most of the simulations we used zero boundary
conditions at r =
=0.05
e used saturation paramet er
P— throughout most of the simulations. In what fol-
ows, we present our numerical results.
To ensure the reliability of our code we first considered
initial conditions in the form of optical bullets:
1t(r, r, z =0)= U(p, a) (9)
and we verified that they propagate long distances (up to
z =100) without any visible change in both their tem-
poral and spatial profiles. We used values of a for these
simulations on the branch of ener d'gy ispersion curve
[Fig. 1(a)] with positive slope, particularly +=2.94 and
confirm that optical bullets are stable on the positive
our program we also consider as an initial condition sta-
tionary cw solutions with time periodic perturbations of
frequency higher than the limit frequency of instability,
as perturbatively calculated in Ref. [6]. Again the nu-
merical results agreed with the linear perturbative
ana ysis and the modulation did not grow.
Figure 3 shows an example of the evolution of the field
intensity, corresponding to the initial conditio1 1on g1ven
y q. , in the point of its maximum amplitude
(r =0 r=0). The modulation period was T=4.4 and
1to(r) and f (r) are those shown in Fig. 2. As one would
expect, for very small parameters p (=0.00001 in this
particular case) the field remains as t t's a s ationary solution
FIG. 2. Real (solid line) and imaginary (dotted line) parts of
the perturbation along with the shape of the initial self-focused
beam.
FIG. 3. Field intensity
~P~ in the point (7=0,r=0) vs the
propagation distance z for the initial conditio ' b h E .i ion given y t e q.
(8). The modulation period is T =4.4. The length of the initial
\part of this curve (with exponentially growing perturbation) de-
pends on the initial amplitude of modul t' d 'u a ion p an Is approxi-
mately equal to 5 in this particular case (p=0.00001). The
roughly horizontal line corresponds to the peak intensity of the
optical bullet ~ U (p —0), with propagation constant cz =2.94.
for long distances (up to z =5), until the exponential fac-
tor in Eq. (8) becomes large enough. When the exponent
in Eq. (8) becomes comparable with p ', the field intensi-
ty increases rapidly, reaching a maximum value [point (a)
in Fig. 3], and then the behavior of the field intensity be-
comes oscillatory with an amplitude that decays smooth-
ly. For larger values of p (we used the values u top= . ,' e initial stationary part of the curve in Fig. 3
decreases in length, but the rest of the curve in Fig. 3 is
hardly influenced by p. At point (a), the field in each
period is highly compressed in three dimensions and the
whole solution looks like a train of three-dimensional
self-compressed pulses. Beginning from point (a), the de-
gree of compression decreases up to the point of the
minimum of the curve in Fig. 3, where pulses become
more spread out but are still well separated. After the
minimum point in Fig. 3, the pulses in each period are
compressed again up to the point of the next maximum
[ oint (b) in Fip ' ' 'g. 3]. The degree of compression is now
less than that at point (a). The process is repeated again
in the next period, but with lower amplitude. One can
see that the initially cw beam is now broken up into
separate 30 optical solitary waves which oscillate on
propagation.
The horizontal line in Fig. 3 (at intensity level =48.3),
around which oscillations take place, corresponds to the
peak intensity
~
U(p=0)~ of the optical bullet having
propagation constant a=2.94 [point A in Fig. 1(a)]. We
can suppose that oscillations in Fig. 3 converge to this
value. Field envelope oscillations also occur around a
mean shape corresponding to this optical bullet. To see
this, we present in Fig. 4 the intensity profile at r =0 in
one period of ~, for z values corresponding to the point of
minimum (z = 13.9) and maximum (z =15) of the curve
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FIG. 4. Temporal shape at r =0 of the beam (solid curves)
for two different values of the propagation distance z (shown
above the curves). The shape oscillates upon propagation
around a mean value given by the profile of the optical bullet
which has a propagation constant cx =2.94 (dotted curve).
ed from the beam. This process can be seen in Figs. 6(a)
and 6(b). The heavy solid curve in these figures is the
curve for the initial stationary solution go(r). The other
curves represent the field intensity profiles for ~=0 at
three diff'erence values of z close to the first [Fig. 6(a)] and
to the second [Fig. 6(b)] maximum of the curve in Fig. 3.
The rings produced are propagating out of the central
beam, increasing their radii and diffracting away. Other
rings are emitted following each oscillation, and these in-
terfere with each other. The radiation of many rings and
the result of their interference can be seen clearly in Fig.
7, where we have plotted the intensity profile at z =14
(the minimum point), 15 (the maximum point), and 14.5
(the intermediate point).
As a consequence of this radiation process, the energy
in each period in ~ decreases with each oscillation. The
horizontal line in Fig. 1(a), at an energy level I =62.9,
represents the energy per period corresponding to the ini-
tial stationary cw beam. Point 3 in the same figure, at an
energy level I =46.3, corresponds to the optica1 bullet to
which the solution is converging. Hence approximately
in Fig. 3. Note the logarithmic scale in the vertical axis
of this figure. The shape of the optical bullet (the dotted
curve) is also shown for comparison. The intensity
profile at the midpoint of the oscillations (z =15.45), be-
tween the maximum (z = 15) and the next minimum, be-
comes spherically symmetric (in the chosen frame) and
almost coincides with the shape of an optical bullet. This
can be seen clearly in Fig. 5. This figure shows both the r
and r intensity profiles (solid lines), along with the inten-
sity profile for an optical bullet (dotted line) on the same
plot. The intensity scale is linear in this plot. The three
curves are indistinguishable. Of course the negative part
of the x axis is only for the ~ variable.
At each oscillation, a small amount of energy is radiat-
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FIG. 5. Temporal and radial profiles of the 3D solitary waves
generated after propagating a distance z =15.45 (solid curves).
The dotted line represents the profile of the corresponding opti-
cal bullet for a=2.94.
FIG. 6. Transverse (radial) profiles of the beam intensity at
the propagation distances z shown on each curve. They corre-
spond to the (a) crosses and (b) asterisks of Fig. 3.
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FIG. 7. The same as in Fig. 6 for z =14, 15 (solid lines), and
14.5 (dotted line).
26% of energy is radiated during the transition process
from the cw beam to the train of optical bullets. It is in-
teresting to note that the amount of radiation at each os-
cillation reduces almost to zero even if the oscillations are
continuing with finite amplitude. Unfortunately we can-
not investigate this peculiarity in more detail because the
radiated field reaches the boundary and is rejected back
after propagating a certain distance zo.
IV. DISCUSSION
We can see now that an initially homogeneous self-
focused beam breaks up into separate light "clumps" as a
result of the modulation instability, and that each of this
clumps converges to a 3D solitary wave (optical bullet).
Because of radiation, the process is apparently irreversi-
ble; this makes it different from the process of modula-
tion instability in 1D [8]. There is no recurrence to the
initial cw wave as occurs in the 1D case [8], nor is there a
pseudorecurrence as in the case of transverse modulation
instability in 2D [14]. An interesting situation now
arises. Equation (1) that we are solving is Hamiltonian as
it has an energy invariant (2). In a low-dimensional case,
a trajectory starting from a saddle-type point usually ar-
rives at the same or another saddle-type point with the
same energy. In our case there is an important process of
energy radiation, and then our solution loses energy. In
the case of a bound initial conditions such as our beam,
the radiation does not interact with the main beam after
being emitted as it propagates away from it. A trajectory
starting from a saddle-type point on one energy level can-
not come back to any point on the same energy level. In-
stead of that, a trajectory can go to some special point on
a different energy level. The final state could be a station-
ary solution or an oscillatory one close to an optical bul-
let. Therefore, in terms of nonlinear dynamical systems
[15], our system evolves from a saddle-type point at a
higher energy level to a focal point or to limit cycle on
lower energy level.
To see this behavior of the solution in a more obvious
way, we show in Fig. 8 the trajectory of the field g at the
point (&=o,r =0) in the complex plane. The field, during
FIG. 8. Trajectory of the solution at the point (r =0,~=0)
on the complex plane. The data are presented in the frame with
the additional phase factor exp( i 1.94z). Trajectories for
different points r have the same qualitative behavior as that for
r =0. The dotted line corresponds to the maximum amplitude
of an optical bullet.
evolution accumulates phase, so the resulting field at the
end of the process will have an additional rapidly oscillat-
ing factor, exp[i(a —1)z], relative to the initial field. So
the final limit cycle will be motionless in the complex
plane which rotates rapidly relative to the initial plane
where the saddle-type point is motionless. Physically,
this means that during propagation, the propagation can-
stant changes by certain amount (a —1). So we plot Fig.
8 in a rotating frame with phase factor e px(i l. 49z). The
corresponding optical bullet can be represented in this
plot by any point at a fixed distance from the origin (a
constant phase can be arbitrarily chosen). For a given a,
these points are located on the circle designated by a dot-
ted line in Fig. 8. The trajectory of the field in our case
converges to one of these points. So the optical bullets in
a Hilbert space are the foci in the sense that they can at-
tract the trajectories which go close enough to these
points. Figure 8 shows an example of motion from one
unstable stationary (saddle-type) point of Hilbert space to
another stable focal point.
We also cannot neglect that limit cycles exist around
these points. The solution can be periodic in nature, as
happens in Fig. 8. In this case the final state is not the
stationary solution, but the solution which oscillates
around it with some small but finite perturbation. We
cannot solve this problem in our numerical simulation be-
cause it requires quite long distances of propagation. In
our numerical simulations this distance cannot exceed the
value z =50 because reflections from the boundary r =80
could then inhuence the results. Anyway, our numerical
simulations show that optical bullets (or oscillatory for-
mations around them) are attractors in a Hilbert space of
solutions of Eq. (1).
In order to show more clearly that envelope functions
corresponding to optical bullets are the attractors in Hil-
bert space not only for the specific type of initial condi-
tions [Eq. (8)] we used also the periodic initial condition
having the following form:
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where R (r) is some radial envelope which contains
enough energy to excite optical bullets in each half-period
of the cosine function. Equation (9) describes optical
beams with a double frequency carrier. This kind of
periodic initial condition has been used for the generation
of stable soliton trains in optical fibers [16]. In a 3D
space, Eq. (10) is not a stationary solution. But for our
purpose this is not important. If optical bullets can be
excited with initial condition (10), then they could be ex-
cited using a wider spectra of initial conditions. For sim-
plicity we used as an envelope the function
R (r) =V2$o(r), where i/jo(r) is the stationary cw solution
associated with /3=0. 05. We expect that consecutive op-
tical bullets in the train (if they are created during propa-
gation) would have their corresponding phases shifted by
In order to have the same distance between optical
bullets as in the previous cases, we have to choose
T =8.8 in Eq. (10). This should provide the conditions
for the formation of an optical bullet in each half-period
of the function (10). The results of this numerical simula-
tion are shown in Figs. 9 and 10.
The field intensity
~i/t~ at the point (r =O, r=0) versus
the distance of propagation z, is shown in Fig. 9(a). The
initial condition (10) is not close to any stationary solu-
tion, so it starts to change immediately at z =0. As in
the previous case, the field oscillates around the average
amplitude ~i/t~ =52. The amplitude of these oscillations
decreases in the same way as in the case shown in Fig. 3.
The whole profile converges to the one corresponding to
an optical bullet. The trajectory of this motion in com-
plex space is shown in Fig. 9(b). It begins to oscillate
around the focal point corresponding to an optical bullet
almost immediately, without any transient like that
shown in Fig. 8. The focal point, to which the trajectory
is converging, rotates initially around the zero point, but
fixes its position gradually in our rotating frame. The
phase factor exp(i2. 17z) is chosen to generate this graph,
so that the final position of the focal point does not rotate
in this frame. This indicates that the propagation con-
stant of the optical bullets generated is equal to a=3. 17;
this is different from the previous case. The correspond-
ing point on the energy dispersion curve [Fig. 1(a)j is lo-
cated slightly higher than point A. Although the result-
ing optical bullets for different initial conditions do not
have to coincide, we can expect that the vicinity of point
3 is the most probable area of convergence of optical
bullets originating from an arbitrary initial condition, if
they carry enough energy to create the optical bullets.
Figure 10 shows the field intensity distribution at z =20,
which is the last point of the simulation presented in Fig.
9(a). The figure shows one period of the initial modula-
tion. Two 3D solitary waves are located in each period
as expected. The consecutive optical bullets have oppo-
site phases, so that the trajectory of the second maximum
~i/(0, 4.4)~, in the complex plane can be obtained by in-
verting the trajectory in Fig. 9(b) with respect to the ori-
gin.
Finally we should say that we have observed similar
qualitative behavior for different values of the saturation
parameter P. In particular for /3=0. 2, a much faster con-
vergence towards an optical bullet appears and less ener-
gy (10%) is radiated. On the other hand, for /3=0. 5 the
oscillatory behavior of the initially stationary cw solution
around an optical bullet was much more complicated and
the convergence very poor.
CO
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FIG. 9. (a) The same as in Fig. 3 and (b) the same as in Fig. 8
but for the initial condition given by Eq. (10).
FIG. 10. Intensity distribution of the field in a period at
z =20 for the same initial condition as in Fig. 9.
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V. CONCLUSIONS
The train of separate optical bullets is produced due to
the effect of modulation instability in the cases considered
above. In some simulations we also used weakly modu-
lated Gaussian beams. These beams also break up into a
train of pulses with good convergence to optical bullets, if
the initial Gaussian profile is close enough to the station-
ary solution. %'e thus expect that in a properly arranged
experiment, using a medium with anomalous group-
velocity dispersion, any beam with a shape close to the
self-focused one will break up into a train of optical bul-
lets if it is slightly modulated in a certain range of fre-
quencies.
In conclusion, we have solved numerically the problem
of modulation instability of a self-focused beam in a
homogeneous nonlinear medium with saturation. We
have shown that the beam breaks up into a periodic train
of 3D spatial solitary waves propagating with slowly de-
caying periodic oscillations. Other types of periodic ini-
tial conditions also can produce a periodic train of 3D
spatial solitary waves. This shows that optical bullets are
attractors in the Hilbert space of solutions of the 3D non-
linear Schrodinger equation; thus a range of other
configurations can converge to them after propagation
and the radiation of a certain amount of energy.
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