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1. INTRODUCTION AND STATEMENT 
Let q = 2” where II is a positive integer, and let G,(q) denote the Dickson 
group of type (G,) over a field F of q = 2n elements. If q > 2, G,(q) is simple, 
while if q = 2, G,(q) contains a normal subgroup of index 2 which is iso- 
morphic to the classical simple linear group PSU(3, 32). In any case, Sylow 
2-subgroups of G,(q) have centers which are elementary abelian of order q 
and all involutions in the center of a Sylow 2-subgroup of G,(q) (so called 
“central involutions”) are conjugate in G,(q). 
Let 0 denote an automorphism of the field P, then CJ induces, in the 
natural way, an automorphism of G,(q) (cf. [l]) fixing all elements of G,(q) 
which “lie in the prime subfield of r.” In fact, (a), the cyclic subgroup of 
aut(r) generated by 0, acts faithfully on G,(q), and one may form the natural 
semidirect product (u) G,(q). If (T is an odd ordered automorphism of F, 
then (u) G,(q) is an odd order extension of G,(q) with trivial 2-core. In 
fact, any odd-order extension of G,(q) with trivial 2-core is of this form 
(cf. PI>* 
In the Chevalley construction of G,(q) (cf. [l], [2], and [7]), one has a 
(BN)-pair and if S denotes the Sylow 2-subgroup of B, then Z(S) is a root 
subgroup (cf. [l]). Hence, if the involution j E Z(S) “lies in the prime sub- 
field of r,” then the centralizer C(j) ofj in (u) G,(q) is a semidirect product 
(0) WQ with trivial 2-core, where %Tq denotes the centralizer of j in G,(q). If 
we assume that u has odd order, then (u) %Yq is an odd-order extension of 
W@ with trivial 2-core and (u) VTq is the centralizer of the involution 
x E (u) G,(q) if and only if z E .Z(@?J = Z(S) and x is fixed by u. Note, how- 
ever, that in G,(q), V, is the centralizer of every involution in Z(%TJ = Z(S). 
1 This research was partially supported by National Science Foundation Grant 
GP-9584 at the University of Illinois at Chicago Circle. 
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Finite groups G, containing a subgroup % z ‘GGR such that % := C,(z) for 
every involution z F Z(g), have been classified in [9]. However, for example, 
in classifying groups by their Sylow 2-subgroups, one may arrive at a situation 
in which the centralizer C,(j) of a central involution j in a group G is an 
odd-order extension of %<, with trivial 2-core. This is the case in the group 
0“ G,(q) with o of odd order mentioned in the previous paragraph. 
‘To handle this situation, we prove the following generalization of [9, 
Theorem I] : 
'I'HEORERI. Let G be a jkite group having a central involution j such that: 
(4 O(G(i)) = (11. 
(b) C,(j) contains a normal subgroup ‘G of odd index p such that V z %?;‘, . 
Then at least one of the following holds: 
(1) O(G) is a proper normal subgroup of G. 
(2) O(G) == (1) and there exists a nonidentity elementary abelian 2-sub- 
group E of Z(9) such that E u G. 
(3) G = O(G) Cdi). 
(4) GE (0) G2(q), where 0 E aut(r) and i<u>i = p. 
In the above, if O(G) # {l}, then hypothesis (a) implies that 
O(G) n C,(j) :I O(C,(j)) = [I) 
and hence j acts fixed point freely on O(G) so that O(G) is abelian and 
inverted by j. 
,4n immediate consequence of this theorem is: 
COROLLARY. If G is a Jinite simple group satisfying the hypotheses of the 
theorem, then p = 1, q > 2 and G E G,(q). 
Assume that the finite group G contains a subgroup % E VQ , and such 
that %’ = C,(z) for all x E Z(%)#. Let S be a Sylow 2-subgroup of V. If S 
is not a Sylow 2-subgroup of G, then there exists a 2-subgroup S, containing 
S such that 1 S, : S 1 = 2. Then (1) + Z(S,) n S = Z(S,) n Z(S), so that if 
z E (Z(S,) n Z(S))#, then S, < C,(z) = ‘8-a contradiction. Thus, S is 
a Sylow 2-subgroup of G and every involution of Z(V) is central in G and the 
theorem applies to G with p = 1. 
If q > 2, then 
% n O(G) g O(V) = { 1) and O(G) = (C,(z) n O(G) j z E Z(%‘)*) 
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imply that O(G) = (1). Th en, if conclusion (2) of the theorem holds, 
C,(E) = $? Q G. If 4 = 2 and conclusion (2) of the theorem holds, E = 2(‘S’), 
] E ] = 2 and G = C,(E) = V. Finally, assume that p = 2 and conclusion (1) 
of the theorem holds and let S denote a Sylow 2-subgroup of G. Then 
Z(S) = Z(‘Z) = (.a), where x is an involution. If z is conjugate in G 
to another involution z1 E S, then z1 also inverts O(G) and hence 
xxi E S n C,(O(G)) q S. But Z(S) n (S n C,(O(G))) = {1)-a contradic- 
tion. Thus, z is not conjugate to any other involution of S and [4, Theorem 41 
implies that O(G)(z) u G and hence G = O(G)% by the Frattini argument. 
Thus [9, Theorem l] is a consequence of our theorem. 
For the rest of the paper, we assume that G, j, Co(j), p, and V satisfy the 
hypotheses of the theorem, and we shall identify V with gQ. Moreover, we 
may and shall henceforth assume that O(G) = (1). 
The paper is organized as follows. In $2, we outline the Chevalley construc- 
tion of G,(q) and describe the group VQ = V, thereby introducing the required 
notation. In $3, we analyze C,(i) to obtain a complement A to V in C,(j). 
The subgroup A has order p and will play the role of the subgroup of aut(r) 
of order p. Then we show that if 4 = 2, then p = 1 and our theorem follows 
from [9, Theorem 11. Then for the remainder of the paper, we assume that 
q > 2 and we conclude $3 by showing that either No(M) is 2-closed or 
No(IM)/M is a (TI)-group, where M is a certain 2-subgroup of V. In $4, 
we assume that N,(M) is 2-closed and show that G satisfies conclusion (2) 
of the theorem. In 55, we assume that N,(M)/M is a (TI)-group and show 
that if 4 = 4, then p = 1 and [9, Theorem l] applies to conclude that 
G e G,(4), and if 4 > 4, then G also satisfies conclusion (4) of the theorem. 
The methods of this paper involve a detailed study of [9] combined with 
the general method of approach used in [S] and an idea of Dempwolff in [3] 
to utilize the result announced in [S] to treat the case in which N,(M) is 
2-closed (94). 
The notation and terminology of this paper are fairly standard and tend to 
follow the notation and terminoIogy of [9]. 
If F is a group, F# denotes the nonidentity elements of F and O(F) denotes 
the 2-core of F (i.e., the maximal normal odd-order subgroup of F). If 
x, y E F, then [x, y] = ~-~y-kcy, and a central involution of F is any involution 
of F which is in the center of some Sylow 2-subgroup of F. 
2. THE CHEVALLEY CONSTRUCTION OF G,(p) AND THE GROUP gg 
In this section, we shall outline the Chevalley construction of G,(p). These 
are the Chevalley groups of type (G,) over a field r of q = 2” elements (cf. 
[l]). Then, we shall describe the group V?g which is the centralizer in G,(q) 
481/23/z-6 
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of every involution in Z(S) where S is the Sylow 2-subgroup of B of the 
(BN)-pair arising out of the construction of G,(g). The material of this 
section is gleaned from [9, Sections II and III]. 
Let /I denote a simple Lie algebra of type (G,) over the complex field and 
let .Z denote the set of roots of/l. After fixing an ordering on .Y, the fundamen- 
tal roots of /l may be denoted by a and h with ZJ ‘x a. The set of positive 
roots of 2: is then 
~7: ~7 {a, h, a -+ b, 2a + b, 3a + 6, 3a + 26); 
.Z consists of the elements of ,” and their negatives. We shall let d denote 
the additive group generated by Z; clearly d is a free abelian group on 
{a, b}. From fl (cf. [9, Section II]) one obtains a mapping Z x 2 ---f 1 (the 
set of rational integers) denoted by (s, r) -+ S(Y), which is linear in Y and hence 
which can be extended to a mapping 2 x d -F 1. 
For each r, s t 2, ZEN = s - S(T)Y defines a permutation Cr on 2’. Each 
permutation zZ,. is of order 2 and is additive on 2. The permutation group 
generated by all .C,. for Y E Z* . is called the Weyl group l% on 2‘; it is dihedral 
of order 12 and is generated by {&3,, , zZb). Also 
(2.1) zZln(a) =: --a, 6,,(b) = 3a L b, $(a) ==- a + b, z&(b) = ~ b. 
The Chevalley construction of G,(q) yields for each Y E 2‘+ a monomorph- 
ism p7. : X(2, 4) ---f G,(q). For each OL E r and each /3 t P (P denotes the 
multiplicative group of nonzero elements of r) set: 
For each Y E Z, let S,. = (x,.(cx) a: t r>. Then S, is an elementary abelian 
subgroup of G,(q) of order 2 where ~~(01) x,(/3) = x,(u: + /?) for all 01, p E r. 
Let S = LS,,SbSo~~bSau,.hSSn’ bS3,1+2b , then S is a Sylow 2-subgroup of G2(q) 
of order 46 and every element m E S has a unique expression, 
for unique 01~ E r for 1 ,s i :< 6. 
Let H = (h(r, /3) / Y E Z!, /3 E TX), then I1 is a subgroup of G,(q) and 
there is an isomorphism Y: H + hom(d, P) defined by: !P(~(Y, /3))(s) == /3”(r) 
for all Y E ,Z+, /3 E rx and s E 2. Hence H is a direct product of 2 cyclic groups 
of order q - 1. We also have: if h E H and x,(a) E S, with 01 E r, then 
AXE h-1 == ~~((Y(h)(r))ti); thus H normalizes each S, with r E 2. Moreover, 
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SH is the normalizer of S in G,(q). The elements 40, conjugate the subgroups 
S, among themselves according to: w,x,(ol) wg = ~~,(,.)(a). Also if h E H, then 
w,hw, = h’ E H, where h’ is the element of H such that ?P(h’)(s) = Y(h)(G,,(s)) 
for all s E C. 
The structure of S = S S S S S a b atb 2atb 3atb S 3a+Zb is completely determined 
by: 
(2.3.1) k&>, xb@)l = %+b(@ XZa+b(az!) X3a+b(a3,‘% 
(2.3.2) h(“>, &+,(,@I = X3a+b(012~) X3a+2b(af% 
(2.34 i&d”>, %a+b@)l = %a+b(‘+% 
(2.3.4) hb(d> X3a+b(P>1 = X3a+2b(‘@h 
(2-W [Xa+b(a>, %a+&@1 = x3a+2b(‘+), 
(2.3.6) [x?(a), x,(/3)] = 1 for all other pairs of roots r, s E C+, 
for all (Y, /I E r. 
It follows that Z(S) = S3a+2b . For convenience, denote S,,,,, by Z. If 
x E Z#, then %?g = SK u SKw,S, , where 
K = (h E H 1 Y(h)(3a + 2b) = l} 
is the centralizer of x in G,(q). It is easy to see that K is cyclic of order q - 1, 
Also [K, Z] = (1) and K acts regularly on S,# for r E {a, a + b, 2a + b}. 
If q f 1 (mod 3) then K acts regularly on Sb# and S&+, . However, if 
q = 4, then [K, Sb] = [K, Sa,+b] = (1) and if q > 4 and q = 1 (mod 3), 
then K acts irreducibly on S, and S,,,, . 
We have: 
(2.4) 9&W, 4)) = S,K u %zKw,s, 
(2.5) D=SS S S S b atb Zatb 3atb 3a+2b = 02(@*) 
(2.6) %a = WP&W~, d)) and D n CP&~W~ 4))) = ill. 
The involutions of S are listed in [9, (3.6)], the S-conjugacy classes of these 
involutions are determined in [9, (3.7)] and the %?q-conjugacy classes of the 
involutions of S are determined in [9, (3.9)]. 
Let 
(2.7) y = S3atbS3rrf2b > 
(2.8) T = S,Y, 
(2.9) u = S,Y, 
(2.10) ’ = SbSa+bS3a+2b 9 
(2.11) w = $&ztb y, 
(2.12) x = &tb y, and 
(2.13) M = ‘%zSa+bS2a+b y* 
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Each of these is a subgroup of S; I’ is elementary abelian of order q”, 
and T, U, I’, W, and X are elementary abelian of order q3. Also Z(M) = I’ 
and M is the unique subgroup of S of order ~5 having a center of order qz 
so that M is characteristic in any 2-subgroup of G,(q) which contains M. 
Every maximal elementary abelian subgroup of S is conjugate in S to one 
of the subgroups T, CT, I’, IV, zx and only W, S are normal in ,Y. Every 
maximal elementary abelian 2-subgroup of ‘6, is conjugate in Kq to T, W 
or X and none of these are normal in Vg . Finally. 
except when q = 2. 
3. BEGINNING THE ANALYSIS 
As stated in $1, we assume throughout the remainder of the paper that G 
is a finite group such that O(G) = {l} and j E G is a central involution of G 
such that C,(j) contains a normal subgroup % (identified with %‘*) such that 
1 C,(i): g / = p is odd, so that S is a Sylow 2-subgroup of G. 
In this section, we analyze C,(j) to obtain a complement A to V in C,(i) 
and show that if q = 2, then p == 1 and the theorem follows from [9]. We 
conclude this section by proving that No(M)/M is either 2-closed or a 
(TI)-group. 
LEMMA 3.1. % 2 C,(Z) 2 C,(i), O(C,(Z)) = {I}, andj~ Z. 
Proof. Since Z(V) = Z 4 C,(i) and j E Vi, we have 
jEZ and v .$ C,(Z) 2 C,(j). 
Finally, O(C,(j)) = (I] forces O(Co(Z)) = {If. 
The structure of % and the fact that % contains a Sylow 2-subgroup of G 
yield: 
LEMMA 3.2. % : @‘(C,(Z)) 2 IVG(Z) and 1 N,(Z): % I is odd. 
LEMMA 3.3. C,(D) == Z. 
Proof. Since D = O,(%‘), D Q C,(j), and hence C,(D) (3 C’,(i); thus 
O(C,(D)) = (1). However, C,(D) = Z and 1 C,(D): C,(D)\ is odd so that 
Z is a Sylow 2-subgroup of C,(D). However, Z < Z(C,(D)) and hence 
C,(D) = Z x O(C,(D)) and the lemma follows. 
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Since %? = @,(SL(2,q)) and D n p,(SL(2,q)) = (1) we have SL(2, I’)= 
qa(SL(2, 4)) e V/D. Let 0: SL(2, I’) -+ g/D denote an isomorphism and for 
simplicity of notation let sj denote C,(j). 
From the structure of aut(SL(2, r)) we have: 
LEMMA 3.4. There exists a subgroup A* < !FJ = Co(j) and a homomorph- 
ism X: A* - aut(lJ such that: if [2 21 E SL(2, P) where oli, fli E P for 
1 <i<2andoll&-c&= 1, then 
(3.1) 
for ally E A* (where aut(r) acts in the natural way on SL(2, P)). Moreover, 
D < ker(x) = C&F/D) < A*, !?J = VA* and w n A* = D. 
Since 1 A*/D 1 = p is odd, the Schur-Zassenhaus theorem yields: 
LEMMA 3.5. There exists a subgroup A of A* such that A* = DA, 
D n A = (1) and [ A / = p. Moreover, s = C,(j) = gA and V n A = (1). 
We can now eliminate the case q = 2: 
LEMMA 3.6. If q = 2, then p = 1, and the theorem follows from [9, Theo- 
rem I]. 
Proof. Let q = 2; then A Q C&&?/D) so that A < No(S). Hence A 
normalizes M, Z(M) = Y and M n D. The proof of [9, (5.5)] implies that 
A normalizes W. Thus, A acts on Z, Y/Z, W/Y, (M n 0)/W, and 
D/(M n D). But these five groups are of order q = 2 so that A acts trivially 
on these five groups. Since 1 A 1 = p is odd, A centralizes D. Now Lemma 3.3 
implies that A = (1) and hence p = 1. Now [9, Theorem I] applies and we 
conclude that G = Co(j) or G s G,(2) and our theorem holds. 
Henceforth we shall assume that q > 2. 
LEMMA 3.7. By replacing A by a conjugate in A* = DA, we may assume 
that A < No(K) so that AK is a subgroup of Co(j) of order (q - 1)~. 
Proof. Let R = DKA* = DKA; clearly 1 R 1 = $(q - 1)~. Since R is 
solvable, there exists a subgroup K of R of order (q - 1)p such that K > A. 
Then R = DK and DK = R n % = D(K n U). Hence there exists an element 
d E D such that (K n U)” = I@ n V = K. Now Kd > Ad and after replacing 
Kby@andAbyAdwehaveK=AK,AnK={l)andK=VnK(lK. 
Henceforth, we shall assume that A has been so chosen, and we shall 
view x as x restricted to A so that x: A -+ aut(r) is a homomorphism. 
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The proofs of [9, (5.4) and (5.5)] yield: 
LEMMA 3.8. Two elements of Y are conjugate in G if and only if they aye 
conjugate in NG(M). 
LEMMA 3.9. W and S are normal in No(S). 
We shall need: 
LEMMA 3. IO. If 911 is a simple subnormal subgroup of %‘:, then ‘331 is abelian. 
Proof. Assume that %I1 is a simple nonabelian subnormal subgroup of %. 
Since D = O&6”), ‘V/D - SL(2, q) and y > 2, the Jordan-Holder theorem 
implies that 9J351 g SL(2, 4). Let 9J1 a du; a f* < V; then f has exactly 
one nonabelian composition factor in any composition series so that 
!It{ char $ and hence, cJJ1(1 j-*. Thus %V Q %, C = D x !IR, which contra- 
dicts C,(D) = 2. 
\Ve conclude this section with: 
LEMMA 3.11. If N,(;C!Z) is not 2-closed, then N,(M)/M is a (TI)-group. 
Proof. Assume that N,(M) is not 2-closed and let P be a Sylow 2-sub- 
group of No(M) such that P f S and P n S > M. It follows that 
Z(P n S) = 2 so that Z(P) = 2. Hence, P < NV(M) = SK which is 
2-closed so that P = S. This is a contradiction and hence N,(M)/M is a 
(TI)-group. 
4. THE EXCEPTIONAL CASE 
In this section, we assume that N,(M) is 2-closed, and we shall prove that 
G satisfies conclusion (2) of the theorem. 
We clearly have: 
LEMMA 4.1. No(M) = No(S). 
This lemma with Lemma 3.8 and the fact that 2 and Y are characteristic 
subgroups of S yield: 
LEMMA 4.2. No element of 1’ - Z is conjugate in G to an element of Z. 
LEMMA 4.3. NG( T) is 2-closed with M as its unique Sylow 2-subgroup. 
Proof. Since T 4 M, M < NG(T). Let M < S, where S, is a Sylow 
2-subgroup of NG(T). Let S, < Si*, where S,* is a Sylow 2-subgroup of G. 
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Since M < Sr*, M Q S,* and hence S,* < No(M) which implies that 
S,* = S. Thus, S, = S,* n No(T) = hT,(T) = M and M is a Sylow 2-sub- 
group of N,(T). Now let P be a Sylow 2-subgroup of No(T) such that 
P # M. Since Ne(T) = MK is 2-closed, P 4 V. Let h E No(T) be such 
that Mh = P. If Yh = Y, then .Zh = 2 by Lemma 4.2 and h E No(Z). Hence, 
Mh = P < %? which we have seen not to be the case. Thus, T > YYh > Y 
and hence P n M < C,( YYh) = T. It follows that No( T)/T is a (TI)-group 
and the argument at the end of the proof of [9, (5.8)] yields a contradiction. 
Thus, M is the unique Sylow 2-subgroup of No(T). 
The argument of [9, (5.9)] yields: 
LEMMA 4.4. No element of T-Y is conjugate in G to an element of 2. 
LEMMA 4.5. If Q is a subgroup of Y such that Q < 2, then C,(Q) n No(W) 
is 2-closed with M as its unique Sylow 2-subgroup. 
Proof. Since S n C,(Q) n No(W) = M, an argument similar to that 
used in Lemma 4.3 shows that M is a Sylow 2-subgroup of C,(Q) n No(W). 
Let MI be a Sylow 2-subgroup of C,(Q) n No(W) such that MI # M. Let 
h E C,(Q) n N&V) be such that Mh = MI. Since %? n C,(Q) n NG( W) = 
M(C,(Q) n K) is 2-closed, it follows that Sh z& %?. As in the proof of 
Lemma 4.3, we have W > YhY > Y. Since CM(YYh) = W, then 
M n MI = W, and the argument used at the end of the proof of [9, (5.10)] 
leads to a contradiction-establishing this lemma. 
LEMMA 4.6. No element of W-Y is conjugate in G to an element of Z. 
Proof. Assume that there is an element x E W - T and an element g E G 
such that xg E Z. Thus, S < Co(xg) = (C,(x))g, so that there exists an 
element h E Co(zg) such that Wgh < S. After replacing g by gh, we may 
assume that Wg < S. Now, No( WQ) contains a Sylow 2-subgroup of G so 
that Wg is conjugate in g to W or X by [9, (3.11)] and Lemma 4.3. Thus 
we may also assume that No(Wg) > S and that Wg > Y. If Y > Zg, then 
Lemma 4.2 implies that Zg = Z, which contradicts x 6 Z and xg E Z. Thus, 
Y > ZQ. Since Wg > YYg, we have 1 Y n Yg 1 > q, and hence Y n Yg < Zg. 
But M < Co(Y n Y”) n No( Wg), so Lemma 4.5 applied to Wg implies that 
M = MB. This is a contradiction, since it implies thatg E No(M) = No(S) < 
No(Z). 
The V-fusion of involutions in S implies (as in [9, (5.12)]): 
LEMMA 4.7. No involution of 55-Z is conjugate in G to an element of Z. 
We can now prove the theorem under the hypotheses of this section. 
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Let S? denote the G-conjugacy class of the involution j. Let 2 = (fi), 
then X 2 G andj E %. Thus, Z(z) u G, Z(z) is a 2-group as O(G) = (11. 
Also, Z(X) < C,(j), and hence Z(X) < D. If Z(X) # {l), then 
E = Z(Z) n Z(S) = Z(Z) n Z + (1). 
If e E E* and g E G, then e” t Z(z) < D and Lemma 4.7 implies that 
e” E Z. Thus, E (1 G and conclusion (2) of the theorem holds. 
Finally, assume that Z(s) = (1). Th en Corollary 1 of [S] yields that 
y% = X1 x 3, x ‘.. x X, x 1% where 9 is 2-nilpotent with an elementary 
abelian Sylow 2-subgroup and Xi z S’L(2, 2”~) Sz(2”~) or G(3, 2”i) with 
ai 3 2 for 1 < i -< p. Since O(G) ==I (I), .%’ is an elementary abelian 2-sub- 
group of G. However, each Xi is nonabelian and simple so that 
% = Z(iq = (l]. 
Now, j E 8, so that j = (j, ,..., j,) where ji E Xi for 1 < i < p. iYe claim 
that each ji + 1. For, suppose that ji =- 1; then [j, Xi] = (1) so that 
Xi < C,(t). Since Xi is simple and of even order, Xi < %‘. However, & is 
subnormal in G so that Xi is subnormal in K; this contradicts Lemma 3.10. 
Henceji is an involution in Xi which has only one conjugacy class of involu- 
tions for all i. Thus, C,(j) =: nFzL=,C&J where each Cxz(ji) is 2-closed. 
Let z x Oz(CXi(ji)), then 9: is a Sylow 2-subgroup of Xi, 4 << 1 < 1 and 
since C,(j) 4 C,(j), nF==, q 4 C,(j) and nL1 8 < D. Moreover, Cz (j) 
is 2-closed so that C,(j) < C,(j), hence 
27 < G and C,(i) f-l %(5w, 4)) = PI* 
On the other hand, c” = (X, / 1 < i < pj is the set of minimal normal 
subgroups of 2 so that G “permutes ” 2 under conjugation. If yJSL(2, 2)) 
fixes each Xi , then, since out aut&) is solvable for each Xi , there exists a 
subgroup Q such that 
z?~~(SL(~, q)) = ZQ ==z X x Q and Q es 74SL(2, 4)) z SW, Q). 
Thus, Q < C,(z) < C,(j) and C’,(s) 4 G. Let P = (C,(~))(-j) (the 
final term in the derived series of CG(%‘)), then P 4 G and Q < P < V. 
Also, V = DQ, and hence P = (D n P)Q where P n D = O,(P) (i G. If 
P n D f {l}, then E = P n D n Z # (1) and, as above, E ~3 G and G 
satisfies conclusion (2) of the theorem. If P n D = {l}, then P =z Q (i G, 
and hence P 4 ‘G which contradicts Lemma 3.10. Thus, we may assume: 
y,(.SL(2, 4)) has at least one orbit Q on E such that 1 0 / > 1. Let m = 1 0 I, 
then [6, Kapitel II, (8.28)] implies that m 2: 4 + 1. Now, p > M, and hence 
(nrzl z) cp,JSL(2,4)) is a subgroup of G of order (nrG1 I < I) 1 SL(2, q) I 2 
(22)” 1 SL(2, 4)1. Thus, @ = 26n > 22(*+1)g so that 25’2 > 22(2n+1) and 
5n > 2n+l + 2. This implies that II = 2 and that we must have equality 
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above. Hence, p = m = 5, 4 = 4, 1 < / = 4 and D = ne, JY, so that D 
is Abelian, which is a contradiction. This completes the proof of the theorem 
when No(M) is 2-closed. 
5. THE IDENTIFICATION OF G 
By Lemma 3.11 and the results of 94, it suffices to treat the case in which 
No(M)/Mis a (TI)-group and is not 2-closed. Consequently, for the remainder 
of the paper, we assume that No(M)/M is a (T1)-group which is not 2-closed. 
By a result of M. Suzuki, [9, (4.2)], we have: 
LEMMA 5.1. There exists a subgroup L a No(M) such that 1 NG(M): L 1 
is odd, M < L and L/M g SL(2, q). 
Let H* be a complement to S in N,(S) such that H* 2 KA. Now, 
No(S) = SH* .< NG(M); let / = L n H*. We have: 
LEMMA 5.2. 14 H*, NL(S) = SJ, and J is cyclic of order q - 1 and 
acts regularly on (S/M)@. 
LEMMA 5.3. H* normalizes exactly one other Sylow 2-subgroup of N,(M). 
Proof. Now J normalizes exactly one other Sylow 2-subgroup of L, say 
S, . If h E H* and j E J, then S,“j = SC” = SIh, where hjh-l = j’ E J. Thus, 
Sib = S, , and H* normalizes S, # S, which is clearly unique. 
We shall, henceforth, let S, denote this unique Sylow 2-subgroup of 
N,(M) which is normalized by H* and is not S. 
The proof of [9, (6.5)] yields: 
LEMMA 5.4. There exists an element u EL such that SU = S, , H*” = H* 
u inverts J and u2 E M. 
Henceforth u will denote an element of L as in this lemma. 
LEMMA 5.5. Kg H*. 
Proof. Observe that No(S) < No(Z) and +? 4 No(Z) by Lemma 3.2. 
Hence NV(S) a No(S); and V n H* = K a H*. 
LEMMA 5.6. H* normalizes Z, Y, M, D, W, X, M n D and %‘. 
Proof. Since Z(S) = 2, H* normalizes V by Lemma 3.2, and hence H* 
normalizes D = O,(V). Lemma 3.9 and the fact that M char S and Z(M) = Y 
yield the remainder. 
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The argument now is divided into two cases: q -= 4 and q >- 4. TVe shall 
begin with the case q -= 4. Thus, until further notice, we shall assume that 
q = 4. 
As J is regular on (S/:1,1)+. S == S,,:ll and [K, S,] = [I I, we have: 
LEMMA 5.7. K n J : -: (1) and K] == K 4: J -< If x. 
LEMMA 5.8. I' > PZ:, Z. 
Proof. Clearly u E iVG(J1) :,< NG(Y-) so that Y > Z’“Z > Z. If Zu --= Z, 
then u E Oz’(WG(Z)) = % as u is a 2-element, and hence u r’i n NG(M) = : SK. 
But then u E N,(S), which contradicts Lemma 5.4. 
LEMMA 5.9. Iffy .-I-, then f t C,(Z) and f acts$xed point freely on IT/Z. 
Proof. Let f E A; then f centralizes j E Z#, 1 Z+ 1 = 3, and f is of odd 
order; hence f E C,(Z). Now assume that f fixes an element of (Y/Z)+, then, 
by the same argument, f acts trivially on Y/Z and henccfE C,(Y). Moreover, 
f acts trivially on S/D ND/D =s JkF/nf n D since q = 2a implies that 
ker(,y) = 4. We have %’ -= S,,(fiZ n D), M n D =z WX and W = Sa,, ,,I’. 
Let 01, /3 E P; then 
and 
G%n-omf = %t+WY1 > where yi E Y and /3’ E P. 
It follows from (2.3.3) that 
‘%a+b(a& = [‘da)> %n+b (P)lf = kI(4)f, (%,bWfl 
%Cb(W Xl I where z1 E Z. 
Thus, p = 6’ and f acts trivially on W/Y, so that f centralizes W. Using 
X = S,,,Y, and equation (2.3.2), a similar argument shows that f acts 
trivially on X/Y, so that f centralizes X. Hence, f centralizes M n D and ,il/l. 
Again, using (2.3.4), it follows that f acts trivially on D/M n D so that f 
centralizes S. Thus, f c C,(D) n A := Z n il := {I). 
COROLLARY 5.9.1. C,(Z) = C,(j) = VA. 
LEMMA 5.10. J n C,(j) = (1). 
Proof. Let 1 + g E J n C,(j), then g E C,(Z) n C,(Z”). Hence, Lem- 
ma 5.8 and the fact that I(Y/Z)# / = 3 = 1 Z# [ imply that g acts trivially on 
Z and Y/Z, and hence g E C,(Y) = CV,,( Y) = C,,(Y) = MK. Thus, 
g E H* n (MK) = K and Lemma 5.7 implies that g = 1. 
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COROLLARY 5.10.1. J acts regularly orz Z# and 012 (Z”)#, ZU n 2 = (I}, 
Y = Z” x Z and C,(z) = %‘A for all z E Z#. 
We clearly have from the above: 
COROLLARY 5.10.2. A n (JK) = (1). 
LEMMA 5.11. A = (l}, C,(z) = ‘%7 for all x E .Z’# and hence G g G,(4). 
Proof. Let &? = (JK)A. Then 2 < H* and 12 1 = 32p is odd. Let 
f E A. Then there exists an element g, E J such that g,f acts trivially on 
S/M s D/D n M. Since S = S,M and [K, S,] = (11, there exists an element 
g, E K such that g,g,f acts trivially on S/ill and on S/D z M/(D n M). 
However, Q(S) = D n M, and hence g,g,f acts trivially on S/@(S). Thus, 
glg,f E C,(S) < C,(D) = Z, and so g,g,f = 1, which implies that f = 1. 
Consequently, A = {l}, and now Corollary 5.10.1 and [9, Theorem l] 
imply the lemma. 
Thus, the theorem holds when 4 = 4. Consequently, we assume that 
q > 4 for the remainder of the paper. 
As in [9, (6.6)] we have: 
LEMMA 5.12. There exists a unique element xb(h) E S, with A E TX such that 
(~x~(h))~ E M. 
For this case of q > 4 we can prove: 
LEMMA 513 . . .?'=s 3atb and H* normalizes S3n+h , S, and S,,,, . 
Proof. Clearly H*% = H* normalizes 2” and as in Lemma 5.8, 2” f Z. 
Now [9, (6.10)] implies that Z” = S,,,, . Now let P = ,S&+,, and h E H*; 
then Ph < W and Ph $ Y. If k E K and hkh-1 = k’ E K, then Phk = 
pk’h = ph , and hence S,h,,, = Saa+b by [9, (6.11)]. Thus, H* normalizes 
S * a similar argument shows that H* normalizes S, . 2a+b, 
For simplicity of notation, we shall let w = w, . 
LEMMA 5.14. If [i: z;] E SL(2, r) where al , 0~~ , /3x , pz E r and 
alp2 - a2j?, = 1 and if f E A, then 
(5-l) Pa ([;; ;jxff) = vu ([;: ;;:I)‘. 
Consequently [w, A] = (1). 
304 HARRIS 
Proof. Clearly [zL’, A] << C,(K) = 2 x K. Thus, A normalizes S,li‘ = S,, 
and hence A normalizes <<S, S +,j = ?,(S1,(2, 4)). ThusCG/D E vJS’L(2, r)) 
is an i2-group isomorphism and the result follows. 
C~R~LI.ARY 5.14.1. A normalizes S, = S’&; b and S:f>~, : S2,+,, . 
Recall that x: A + aut(r); we can now prove: 
LEMMA 5.15. Ker(X) = {l). 
Proof. Let f t ker()o, and assume that j = x~,~+~,&), where p t P. 
Clearly, [f, S,] = (1). Let 5 E r be such that c2 = p, let 01 E P, and let 
(xn~b(d))~ = x,lb (v), where v E P. Then (2.3.2) implies that 
= (b%~~+&X”{)‘)j’ = (.$n+b(a3<))fj = X&,+b(+ X3a+2,,(“2y2). 
‘Thus, &J =: p and ~2 = a-252, and hence v = 01-l<, so that [f, S,,,,] = (1). 
Consequently, .f centralizes 
and 
Butthen,fECc(D)nA =Zn,4 ={l>, sothatf= 1. 
LEMMA 5.16. C,(K) = (1). 
Proof. LetfE C,(K); since [f, qJ[: !])I = 1 and K is transitive on Sa+, 
it follows that [f, S,] = (1). Hence, f = 1 by Lemma 5.15. 
LEMMA 5.17. K f~ J = {l}, and hence KJ = K x J is the direct product 
of two cyclic proups each of order q - 1. 
Proof. Let h E K n J. Then h” = /z-l, and h centralizes ZZ” = Y. From 
(2.3.4), it follows that [h, S,] = {I}. Th en, h acts trivially on S,M/M = S/M, 
so h = 1 since J is regular on (S/M)*. 
LEMMA 5.18. /n C,(j) == J n (KA) = (1). 
Proof. First, J n C,(j) = J n H n C,(j) = J n (KA). Now, let 
h E Jn (KA). Then, [h, K] == (I), and hence JJ E K n J = [l> by Lem- 
mas 5.16 and 5.17, and thus h = 1. 
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COROLLARY 5.18.1 J is reguZur 071 .Z# and H* = C,,(j)J = (KA)J = 
(J x K)A where A n (J x K) = (1). 
Thus, there exists an element h E J such thatjh = xsa+sb(l). By conjugating 
by h, it follows that we may assume: 
(5.2) i = %a+2b(l)* 
LEMMA 5.19. (5.3) x,(or)f = .q.(&)) for all OL E r, all r E JY+ u {-a} and 
aZZf E A. 
Proof. We have (5.3) for r = a, and [A, ~s~+&b(l)] = (1). Let y E P and 
f E A and let (za+&)Y = x~+&). Then (using (2.3.2)) 
K%z(r-2>)f~ (~rx+bwl 
= (%+b(r-“Nf %a+za(l) = hW2Yf’), %fbb41 
= [x(&x’f’)-“) 7 ?z+bbJI = %a+b((Yx(f))-4 rJ %a+2bw’f’)-2 K2)* 
Hence, yrs = (yX(f))s and yI = yx(f), so that (5.3) is true for r = a + b. 
Since [w, A] = (1) and S,W,, = 2a + b, (5.3) holds for r = 2u + b. Also 
[b(#, (%~+b(~))q = (X2a+b(r2))f(~2a+2b(r)Y = k~(~~‘~‘), %+b(l)] 
= x2a+b((~x’f’>2) X2a+2b(YX(f)), 
so that (5.3) holds for r = 3u + 26 and r = 3u + b, and then Srafb = Sb 
implies that (5.3) holds for r = b. Finally, Sp = S-, so that (5.3) holds for 
r = --a. 
COROLLARY 5.19.1. c,(z) = %?. 
COROLLARY 5.19.2. C,(J) = (1) and C,,(J) = K x 1. 
Proof. Let f E C,(J), then [f, Xaa+ab(l)] = 1, and J is regular on Z# 
so that f E%? n A = (1). 
Let (5.4) H = K X J. 
Since H* = HA, we have 
COROLLARY 5.19.3. C’,,(K) = H = C,,(J). 
Since u inverts J and normalizes H*: 
COROLLARY 5.19.4. u E N,(H). 
The proof of [9, (6.9)] yields: 
LEMMA 5.20. u2 = 1. 
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LEMMA 5.21. There is an element x E Z such that wz t XG(H) n N,(H*). 
Proof. Kow, H* normalizes % and S, K CJ H* and K normalizes exactly 
two Sylow 2-subgroups of %, namely, S and S, = S-,D. Thus, H* norm- 
alizes S, also. Since zu interchanges S and S, , I~*L” < ;VG(S) n N,(S,) = 
H*D. Since H*D is solvable, there is an element x t D such that zuz E N,(H*). 
But then Ku” < H* C-I %’ = K, so that ZC’Z E NV(K) = Z x K(w), and 
hence z E Z. Since wz inverts K, wz normalizes C,,(K) = H. 
Since SFi+b :~= S, and SF:--, = Sath , we have: 
COROLLARY 5.21.1. H* normalizes S, and Sa+b . 
The arguments of [9, (6.14), (6.15), (6.16) and (6.17)] give: 
LEMMA 5.22. Sgrb = S, , A$,,, = Sza+b and SF&,,, = Ssa+,, . 
LEMMA 5.23. If k E K, then [Mu, S,] = (l}, [FP, S,,,,] = {lj, and 
kUx3a+2b(a) k-” = x3,,2b(y(k)(3a + bb) for all a t r. 
LEMMA 5.24. If h E P is as in Lemma 5.12, then 
and 
( X3a+b(W == X3a+2bw c%z+b(w = %+b(4 
(~~(a))” = x,+~(~E), for all 01 E r. 
LEMMA 5.25. Let w generate P, then there is a generator h of J such that: 
(%(@ = %(W4, (Xb(4Y = Xb(W-24> (%+bw” = %z+b(w-14, kkz+b(4)h = 
~+~(4, (G+~(~Y = x~,+~(w~ and (~~~+~~(4)* = x~~+~~(~-W, for all 
a E r. 
The proof of [9, (9.2)] implies that z = 1 in Lemma 5.21, so that: 
LEMMA 5.26. w E N,(H) n No(H*). 
We can now prove: 
LEMMA 5.27. There is an element g E J such that t = gu is an involution, 
(txh(1))3 = 1, and: 
and 
tx3a+b b))” = X3a+2b(a), for all 01 E r. 
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Moreover, t E No(H) n No(H*), and 
(5.5) N,(M) = SH* v SH*tS, , 
where the union is disjoint. 
Proof. The first sentence follows from the proof of [9, (6.18)]. Since 
g E J < H*, t E N,(H) n N,(H*) by Lemma 5.4 and Corollary 5.19.4. 
Finally, L = SJ u SJtS, u No(M) and the Frattini argument implies that 
N,(M) = LN,(S) = LH* = SH* u SH*tS, . Since No(S) = SH*, the 
union is clearly disjoint. 
Let (5.6) Q = SH u SHtS, . 
COROLLARY 5.27.1. Q is a normal subgroup of N,(M), No(M) = QA and 
Q n A = (I}. 
COROLLARY 5.27.2. [t, A] = {l}. 
Proof. Since t inverts J, [t, A] < C,,(J) = H. But we also have 
[t, A] < C,(Y) by Lemma 5.19 so that [t, A] < H n C,(Y) = (1). 
COROLLARY 5.27.3. [A, (t, w)] = (1). 
The arguments of [9, (8.1), (8.2), (8.3) and (8.4)] yield: 
LEMMA 5.28. G has exactly two conjugacy classes of involutions represented 
byj = ~~~~~41) and ~~~+dl). 
LEMMA 5.29. No(Y) = N,(W) = No(M). 
LEMMA 5.30. Any two involutions of Y are conjugate in Co(~a~+~(l)) and 
no involution of Cs(~za+b(l)) - Y is conjugate in C,(x,,+,(l)) to an involution 
of Y. 
LEMMA 5.31. If x E W - Y, then Co(x) < No(M). 
COROLLARY 5.31.1. Co(x,,+,(l)) = W&K, u WSOK1tS, , where K1 is 
a cyclic subgroup of H of order q - 1 which acts regularly in Z#. Moreover 
G(x2a+l, (1)) = wxZa+b U))A and 02’(G(x2,+dN) = G(xza+dl). 
Since the structures of 02’(CG(j)) = % and of 02’(CG(x2,+,(1))), the G- 
fusion of involutions in these groups, 1 C,(j)\ and 1 Co(x,,+,(l))l are known, 
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a lemma of J. G. ‘Thompson (cf. [5, Lemma 3.101) implies that 1 G / is 
determined uniquely. However, by Lemma 5.15, , -q 1 1 aut(Q so that as in 
$1, an extension of G,(y) by the cyclic subgroup of aut(l-) of order p = / 3 1 
~atisfics the hypotheses on G, hence: 
Lrinr~~ 5.32. j G =- i G,(q)> p. 
Now, let L’ := KG(S) = SN*, and let: 
(5.7) I7 = (w, t, wt, tw, wtw, twt, (wt)‘, (tw)‘, (wt)“w, (twp, (wt)“]. 
(5.8) s,,. == s, ) s, == s, , s ,,., :- S,,~.,,S, ) s,,;, := s s 3uib’ CL 7 
a 3 .Sll?.f :-= &-i-2&, i Pi, ? 
Scwt,z == S,+,U, Scrw)z == Sa,,+bT, S(ut)?W == JI, 
and A (l&3 := s S. 
(5.9) @ -= {B() u (Bps, 1 p t n>. 
The arguments of [9, (9.4) (9.5) and (9.6)] yield: 
hEvIA 5.33. The set @ actually consists of twelve distinct and, therefore, 
disjoint double B-cosets. Each of the double B-cosets of @ not B is written in 
the form Bps, where p E II and where S, is a complement to S f~ SD in S. 
If p E II, then each element of Bps, can be written in exactly one way as dpv, 
where d E B and v E S, . 
Since / (JbeO b 1 = / G,(p)]] A 1, we have 
COROLLARY 5.33.1. G = UbaQ b. 
The proof of [9, (lO.l)] yields that (tw)” E B(wt)3S and, with a slight 
variation, that (tw)6 E A. But (tw)a inverts H so that (tw)6 E C,(H) n A = (1). 
Thus: 
LEMMA 5.34. (wt)” = 1 and hence (w, t> is dihedral of order 12. 
Finally, let: 
(5.10) B” = SH, 
(5.11) @o = (%I u P,P% / P E I% 
and 
(5.12) 
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The proof of the theorem is now completed with: 
LEMMA 5.35. (i) GO is a normal subgroup of G and G,, E G,(q). 
(ii) G = G,A and G,, n A = (1) so that 1 G: GO 1 = p. 
Proof. Set N = H(w, t); clearly B, n N = H Q N and N/H= (w, t). 
Since S = (S n SD) S, for all p E 17, the elements of @a are actually distinct 
double B,-cosets. Hence G, = B,NB, and / G, 1 = 1 G,(q)l. Let R = {t, w}; 
Lemma 5.34, it is easy to see that property (iii) of [lo] holds and [lo, ThCo- 
r&me I] implies that G,, is a subgroup of G which is clearly normalized by A. 
However, C,(z) = %? for all z E Z+ and NGO(M) = SH u SHtS, is not 
2-closed. IVow [9, Theorem l] implies that G, E G,(q). Also, G, n A = 
G, n C,(j) n A = 5?? n ,4 = {I}, and the lemma follows. 
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