Various approaches estimating local cerebral glucose utilization by positron emission tomography of labeled deoxyglucose are compared. Autoradiographic methods that predict the glucose utilization rate from a single scan are unreliable in pathologic tissue because of abnormal values of the model rate constants. A normal ization procedure using the ratio of measured tissue ac tivity to activity calculated with standard rate constants is proposed to readjust the values of the rate constants. Reliable estimates of metabolic rates can be obtained from dynamic recordings of tracer uptake. In the graphic approach, metabolic rate can be derived from the slope of a segment of a transformed uptake curve, which be comes linear at 15-20 min after intravenous tracer injec tion, with an accuracy comparable with that in complete dynamic studies. However, by recording and analyzing
Over the last few years, the 2-deoxyglucose (DG) method has become generally accepted and widely used for measuring in vivo the glucose consumption of various structural and functional components of the brain. Originally developed for autoradiographic animal studies using 2-deoxY-D-[ 1 4C]_glucose (So koloff et aI., 1977) , it has been adapted to clinical applications of [ 1 8F]2-fluoro-2-deoxY-D-glucose ([ 1 8F]FDG) and positron emission tomography (PET) (Phelps et aI., 1979; Reivich et aI., 1979) .
From a model based on the known biochemical pathways of DG and glucose in the brain, an op erational equation was derived yielding estimates of the local CMRGlc from single measurements of the tracer tissue concentration at -40 min after injec-full-length uptake curves, in addition to metabolic rate, the model rate constants can be determined regionally. The physiological significance of those parameters is demonstrated in crossed cerebellar deactivation in 30 pa tients with supratentorial infarcts. Mild hypometabolism both within the ischemic lesion and in the morphologi cally intact cerebellum is accompanied by a reduction of the phosphorylation rate only. Severe metabolic depres sion, by contrast, affects both cerebellar transport and phosphorylation processes, whereas in the cerebrum, only the rate constant kl is significantly correlated with the degree of metabolic disturbance. Key Words: Ana lytic optimization procedures-Brain metabolism [18F]2_ Fluoro-2-deoxY-D-glucose-Functional cerebellar deactivation-Positron emission tomography-Rate constants.
tion. The equation requires knowledge of the rate constants for each kinetic step of the compartment model. However, since those rate constants vary with CMRGlc and their true values cannot be known in advance, some errors inevitably are in curred.
Although the operational equation was designed in such a way that, for normal variations of the rate constants, the errors in metabolic estimates are small, significant errors were found as expected in pathologic and activated brain regions, where CMRGlc may deviate strongly from the normal resting values (Hawkins et aI., 1981; Phelps et aI., 1982;  and our own unpublished results). This problem can be overcome by PET, but not by au toradiography, because only the former technique permits sequential measurements on the same sub ject and therefore, from the time course of regional tracer accumulation, determination of the actual set of rate constants. Data on rate constants under pathological conditions, however, are scarce (Hawkins et aI., 1981; Wienhard et aI., 1983) , and the bias in calculated metabolic rates resulting from the use of inappropriate standard rate constants continues to be a matter of some controversy. Re cently it was even suggested that clinical applica tions of the DG method be postponed until the vari ations in rate constants and their effect on the ac-pool, a precursor pool, and a pool of metabolites in tissue.
Single-scan methods
CMRGlc can be calculated from an operational equation proposed by Sokoloff et al. (1977) :
(1) curacy of metabolic data have been determined in greater detail (Selikson, 1983) . Alternative forms of the operational equation were introduced (Brooks, 1982; Hutchins et al., 1984) to improve the reliability of single-scan re sults. In this report, yet another approach, based on an adjustment of the rate constants according to the ratio of expected and measured tissue activity concentration, is described with particular refer ence to pathological states. Those different opti mization procedures are then compared with the estimation of CMRGlc by a graphical analysis of brain uptake data, showing lesser model depen dency than any proposed compartmental analysis. Finally, detailed analyses of complete uptake curves yielding CMRGlc as well as individual rate constants are presented, and their respective changes are exemplified in crossed cerebellar deac tivation due to supratentorial infarction.
MATHEMATICAL AND PHYSIOLOGICAL

PRINCIPLES
The DG model has been described extensively (Sokoloff et al., 1977) . Therefore, only its general features are reviewed here. DG is transported bi directionally between blood and brain by the same mechanism that transports glucose across the blood-brain barrier. In the brain tissue, it is phos phorylated, like glucose, by hexokinase to produce 2-deoxyglucose-6-phosphate (DG-6-P). DG and glucose are therefore competitive substrates for both blood-brain transport and hexokinase-catalyzed phosphorylation. Unlike glucose-6-phosphate, however, DG-6-P is not metabolized further. Once formed, it remains essentially trapped in cerebral tissue. These relationships are combined in a three compartment model comprising an arterial plasma J Cereb Blood Flow Metabol, Vol. 5, No.1, 1985 where Cf is the concentration of tracer in tissue, C� is the concentration of tracer in plasma, and Cp is the concentration of glucose in plasma. LC rep resents the lumped constant accounting for the dif ferences in transport and phosphorylation between glucose and DG. T is the time interval from injection of DG to measurement. kJ' k2' and k3 are the rate constants for inward and outward tissue transport and phosphorylation of DG, respectively. This op erational equation was extended by Phelps et al. (1979) and Huang et al. (1980) to also include a fourth rate constant, k4' representing the slow pro cess of dephosphorylation. The general procedure is the following: after intravenous injection of la beled DG, blood samples are taken for determina tion of the plasma glucose and tracer concentrations as a function of time. At approximately T = 40 min, the tissue tracer concentration is measured. Using average values for LC, kJ' k2' and k3 from the lit erature, CMRGlc is then calculated according to Eq. 1.
Whereas LC is considered fairly constant under a large variety of conditions, the values of the rate constants necessarily change with CMRGIc. To minimize errors caused by strongly deviating rate constants in pathologic tissue, the measured tissue tracer concentration itself can be employed as a corrective. The tracer concentration in brain tissue as a function of time, t, is given by the following, if k4 is not included:
Thus, by inserting the measured time course of plasma activity and the generally used standard rate constants, the expected tissue activity concentra tion, Cf(t), at the time of measurement can be cal culated from Eq. 2. Its value will differ from the actually measured one depending on by how much the standard rate constants are different from the true constants in the tissue region under investiga tion. Conversely, the ratio of measured and ex pected tissue activities can be used as a scaling factor, to estimate the actual rate constants.
Obviously, it is impossible to determine all three unknown rate constants from a single activity mea surement. However, analyses of dynamic studies from this laboratory (Wienhard et aI., 1983; Heiss et aI., 1984) have revealed only small variations in k2 and remarkably little scatter within individual cases, irrespective of the condition of the tissue and its metabolic rate, whereas even large variations in CMRGlc were due primarily to changes in k] and k3• Hence, by appropriate adjustments for the latter two rate constants, the difference between mea sured and expected tissue activity can be reduced to zero. That set of adjusted rate constants may then be presumed to improve the reliability of CMRGlc estimates obtained by means of Eq. 1. Ac cording to Eq. 2, tissue tracer concentration, Cf(t), is directly proportional to k], suggesting a normal ization of that rate constant by the ratio of mea sured to expected tissue concentration at time T as the simplest form of adjustment:
This rapid transformation renders the model com pletely insensitive at least to errors in kj•
If previous knowledge indicates that under cer tain pathological conditions both k] and k3 are af fected in similar proportions, the total discrepancy between measured and expected tracer concentra tions may be partitioned among those rate con stants. One easy way to accomplish this is the fol lowing: After adjustment of k3 as or k3 k3 k3 ( C ! ( 1)measurCd) '/2
a new value of Cf( 1)expect c d can be calculated using k3, which in turn may be put in the k] transformation (Eq. 3). Depending on what is known about the usual variation of k] and k3 in certain pathologies, a different scheme of splitting the discrepancy be tween the measured and the expected C r( t) may be conjectured for optimal results. Other formulas for optimized single-scan estimation of CMRGlc pro posed by Brooks (1982) and Hutchins et al. (1984) are discussed below.
Graphic method
If sequential scans are available for some time after injection and individual rate constants are not of interest, the following rapid and simple proce dure may be used to obtain reliable estimates of CMRGlc. As demonstrated by Patlak et al. (1983) under quite general assumptions and by Gjedde et al. (1984) for []8p]PDG, a graph (Pig. 1) of the ratio of the tracer tissue concentration, C 1 , at the times of sampling to the plasma concentration, C�, at the respective points in time versus the ratio of the ar terial plasma concentration time integral to C� yields a curve that eventually approaches a straight line with the slope k]kAk2 + k3). This relation is easily derived from Eq. 2. Under steady-state con ditions, i.e., at the times, t, when plasma concen tration, C�(t), can be considered constant compared with the strong time dependence of the exponential factor exp [ -( k2 + k3)t ] , Eq. 2 can be written as
and, as derived by Phelps et al. (1979) , the meta bolic rate is given by CMRGlc (6) Dynamic method
CMRGlc as well as the individual rate constants of the three-compartment model can be determined by utilizing the potential of PET to take repeated measurements in rapid succession of local radio activity in the same tissue, thus characterizing the complete net uptake of ] 8p in the brain, starting at tracer injection. A least-squares fit to those time activity data then yields the parameters of the model equation. With a multiring PET system al lowing simultaneous recordings of the tracer tissue concentration in such a number of slices as to cover the whole brain, this procedure is readily feasible on a routine basis. Por optimum reproducibility of results, however, besides adequate control of ex perimental conditions during the examination, a well-devised fit stratagem is essential.
As mentioned above, the metabolic factor, i.e., the term k]ki(k2 + k3)' is determined by the later portion (t > 15 min) of the time-activity curve, which is equally well fitted by an infinite number of parameter sets. However, as can be seen from Eq.
2, k] is uniquely determined by the very early part of the uptake curve as 1985 :: lim er (t)
Hence, the initial slope of the uptake curve defines k" thereby reducing the number of parameters that actually need to be estimated by fitting Eq. 2 to the time-activity data by one and, in principle, permit ting a more precise fit solution. Unfortunately, par ticularly during the first few minutes after injection, the time-activity curve also reflects the significant influence of variables that are difficult to measure or not accounted for by the model. For example, to avoid undue trauma to the patient, the arterial input function is usually estimated from arterialized ve nous blood samples, thus introducing both an un controlled time lag and variable dispersion of the activity bolus, which may lead to improbable and unreproducible k, estimates. Further problems arise from the intravascular radioactivity in the brain, even though the vascular volume fraction is only a few percent and differs from region to region (Pawlik et aI., 1981) . Its contribution to the mea sured tissue activity may be large at the early times as demonstrated in Fig. 2 , where the total coinci dence counting rate of the tomograph (i.e., activity measured across the whole brain) is plotted as a function of time. This time course may be consid ered representative of any brain region. About 10 s after injection, the activity arrives at the head, reaching maximum concentration after 16 s and then leveling off again. Another � 16-18 s later, the broader recirculation peak appears, whereupon ac- cumulation starts and continues until the end of measurement after 40 min, to attain about the same activity concentration as in the first-pass maximum.
If both the arterial input function to the brain, C�(t), and tissue activity concentration, ctct) , could be measured with sufficient accuracy and temporal resolution, then by introducing an additional fit pa rameter, CB, representing the regional blood volume fraction, it should be possible to reliably determine all rate constants from those data. How ever, many tomographs do not allow fast enough scanning to sample a meaningful data point every few seconds, and there is no obvious way to correct for the errors incurred by substituting arterialized venous for true arterial plasma concentrations. Those experimental problems and possible errors are significant during the first few minutes after in jection only (Phelps et aI., 1979; Heiss et aI., 1984) , suggesting the following procedure to determine the rate constants k" k2' and k3. Blood samples are withdrawn from a hyperemic hand vein starting right after the first activity peak arrives in the brain. As many samples as possible are taken during the first 2-3 min. Afterward, sampling intervals are progressively extended, the last sample being taken at the end of the examination. The resulting 20-25 data points are fitted by four decaying exponentials, beginning at the time of the maximum of the first pass across the brain, to translate the plasma time activity curv� into parameters convenient for later integrations. Ignoring the initial fast uprising part of the blood curve in the data processing was found not to influence the final results, as the activity be fore the maximum contributes very little to the in tegral after a few minutes ( Fig. 2) and, therefore, may be neglected. PET data collection is started at in jection, with I-min scans during the first 5 min, 2-min scans for the next 10 min, followed by five 3min scans and two 5-min scans until 40 min after injection, yielding a total of 17 data points. To avoid all the uncertainties discussed above, the data ac cumulated during the first 5 min after injection are not used in the fit procedure. Hence, a monotone curve through the origin is obtained.
Occasionally, there may be no distinct x2-min imum for the fit, and no matter how sophisticated the algorithm, the parameters are ill defined, with a > 10% difference in the parameter value for a change in X2 by 1. In cases like these, a graph like that shown in Fig. 3 may be used to verify the con sistency of the k\ estimates. The linear relationship between measured tissue activity and fitted k\ im plied by Eq. 7 is stilI present after 6 min. By choosing the "right" value of k\ according to that graph, it is possible to correct for ambiguous fit so lutions. Applying this plausibility test to the fitted rate constants reduces considerably the scatter of fit results and leads to reliable and reproducible es timates, at least as long as no attempt is made to also determine k4. With regard to the relative small ness of the dephosphorylation rate constant (Phelps et aI., 1979) , and in view of the additional error incurred by fitting yet another parameter, that effort would appear futile anyhow, when measurements are not extended beyond 40 min. Longer examina tion periods, however, are usually not well tolerated by neurological patients.
METHODS
The study was carried out on 30 patients with recent single supratentorial ischemic infarctions verified by x ray computed tomography (CT). The general procedure of PET scanning and image processing was described pre viously (Heiss et aI. , 1984) and is summarized here only in brief. Patients were placed on a reclining chair, with their head inside the gantry of a four-ring positron camera (Scanditronix PC 384) (Litton et aI. , 1984) . Approxi mately 15 min before the beginning of the examination, short catheters were inserted into one antecubital vein for injection and into a dorsal vein of the contralateral hand that was subsequently kept in a temperature-con trolled water bath at 44°C for blood sampling. Each pa tient received a rapid intravenous bolus injection of �5 mCi [lsF]FDG in 5 ml sterile, nonpyrogenic, normal sa line solution, and recording was started immediately. Seven equally spaced, ll-mm-thick slices centered from the canthomeatal line to 81 mm above were simulta neously scanned for 40 min at consecutive intervals grad ually increasing from 1 to 5 min.
On the reconstructed tomographic images, regions of interest were outlined, representing the infarcted tissue according to CT, the corresponding contralateral region, as well as the ipsilateral and contralateral cerebellum. Equation 2 was then fitted to the time-activity data se- quentially sampled within each of those regions as de scribed previously, utilizing an advanced system for fast function minimization (James and Roos, 1976 ) that offers three different optimization methods: (a) a Monte Carlo search routine that may be used at the beginning of a fit, if no reasonable starting point is known; (b) a simplex method that is reasonably fast when starting far away from minimum; (c) a gradient search method that is ex tremely fast in the vicinity of a minimum. In addition to the dynamic method, regional activities recorded from 30 to 40 min after [lsF]FDG injection were used to compute CMRGlc according to the various single-scan ap proaches, and the graphic analysis was applied to the data collected between 18 and 40 min after injection. All calculations were performed on a VAX 11/780 (DEC) computer. The activity distribution as well as computed quantities like CMRGlc or the fitted rate constants in the regions of interest could be displayed on screen as color-coded tomographic images, employing a user written FORTRAN program utilizing both the stored re gion-of-interest information and the fit results and a Ramtek display system.
RESULTS
The time-dependent sensitivity to errors in each of the rate constants of metabolic rates determined according to the modified Sokoloff operational equation including k4 was demonstrated by Huang et al. (1980, Fig . 6a ). Their findings indicate that for up to 60 min after injection, error sensitivity is highest for k\ and k2. Figure 4 shows a similar error sensitivity graph based on the k\ normalization pro cedure of Eq. 3 in estimating CMRGlc. Besides in sensitivity to errors in k\, there is also a rather low sensitivity to the exact values of k 2 and, to a lesser degree, of k4• Only the sensitivity to errors in k3 may be somewhat higher than without normaliza- tion. The error sensitivities of CMRGlc following kJ normalization also compare favorably with the results obtained by means of an alternative opera tional equation proposed by Brooks (1982) , which can be directly derived from Eq. 2 and includes k4 as well. That approach yields CMRGlc estimates with error sensitivities in the midrange of the other two methods. Quite recently, another alternative formula for single-scan estimation of CMRGlc was described by Hutchins et al. (1984) that, in prin ciple, is equivalent to the normalization of k] ac cording to Eq. 3 and therefore has identical error sensitivities. However, the normalization proce dure proposed in this report can easily be modified to also include corrections for other rate constants, if there is evidence that in a certain pathology such deviations prevail. For comparison of the different optimization procedures, Fig. 5 shows the error characteristics of the graphic and various single scan methods in a typical patient study comprising 101 distinct brain regions, using the metabolic rates determined by complete nonlinear curve fitting as a "gold standard." As CMRGlc decreases below the normal range, all methods progressively under estimate regional glucose utilization, except for the kJ normalization procedure, which tends toward overestimation. Quite clearly, the error is largest for the modified Sokoloff approach and almost insignificant for the graphic method, whereas both Brooks' formula (1982) and kJ nor malization yield comparable absolute errors of me dium size. In this particular patient, as in 26 of all 30 cases of supratentorial infarction with variable secondary metabolic deactivation, hypometab olism was caused by a more or less proportionate decrease in the rates of inward tissue transport and phosphorylation. Therefore, the error sensitivities for kJ and k3 in Brooks's formula, having opposite directions, almost cancel each other, and the k1,3 normalization, according to Eqs. 3 and 4, especially appears very well suited. However, as demon strated below, there are characteristic exceptions to this seemingly notorious rate constant pattern of reduced metabolism, and it is in those cases that single-scan methods usually fail, but the graphic method still works with reasonable accuracy. De tailed analyses of >300 dynamic FDG studies car ried out in this laboratory on normal subjects and patients with various defects in brain energy me tabolism revealed that even in pathologic tissue with very low metabolic rates, a linear relationship between the apparent distribution coefficient, Cf(t) / C�(t), and virtual time, I�C�(tI)dt' /C�(t) , is generally established 15-20 min after injection, thus lending heuristic verification to the basic assumptions of the metabolic model even in extreme conditions. Fur thermore, simulation calculations including pub lished values for the dephosphorylation rate con stant k4 (Hawkins et aI., 1981) indicate that this lin earity persists at least until 50-60 min after injection; i. e. , even in the worst case (infarcted region) , the linear regression coefficients for the curve segments from 20 to 30 min and from 50 to 60 min differ by <10%.
Undoubtedly, the most reliable results for CMRGlc are obtained from complete dynamic re cordings and individually fitted rate constants, if the proper analytic strategy is employed. Based on time-activity data from a typical infarct region, Fig. 6 demonstrates how seriously results are af fected by even minor changes in the fit procedure. As might be expected from the relative smallness of the cerebral vascular volume fraction and from the technical problems outlined above, apparently 1977) , Brooks (1982) , and k 1 and k 1 ,3 normalization] and the graphic method versus dynamic CMRGlc ("true metabolic rate") in a study of a characteristic patient with large variation in CMRGlc among regions. upper and middle graphs show the fit results obtained when all data points are used in the procedure; for the lower graph, start of fit was set at t = 6 min after injection. Only in the curve fitting represented by the upper graph was fractional blood volume (dotted curve) included as an additional pa rameter. CB, fractional blood volume.
of spurious solutions because of poor definition of that additional fit parameter. Results become even less reproducible and often turn implausible when CB is not fitted, but all the data sampled at those early times when blood activity exceeds tissue ac tivity are still used. The algorithm then tries to ad just the curve to the first few data points by a falsely high k\.
However, the metabolic rates calculated from those sets of rate constants differ by only -10%, thus confirming the relative stability of the fitted metabolic rate in spite of large differences in the values of the individual rate constants. Overall, op timum reproducibility of both metabolic rate and rate constants is achieved by using only the data from the sixth minute on, i.e., after fading of the initial interferences.
As illustrated in Fig. 7 , the accumulation curves in normal, infarcted, and deactivated brain regions differ considerably in shape and activity level, sug gesting that the rate constants describing those up take curves in terms of a three-compartment model may reflect some fundamental aspects of the un derlying physiology. This notion appears particu larly cogent in view of the conspicuous changes in rate constants usually found in morphologically or functionally altered brain tissue, e.g., in cerebellar deafferentation due to a supratentorial infarct. Figure 8 shows the regional distribution of the met abolic rate and fitted rate constants on two char acteristic brain slices. Although the cerebellum and most of the cerebrum represent distinctly different vascular supply territories. cerebral infarction is generally accompanied by a variable decrease in glucose utilization of the contralateral cerebellar hemisphere, depending mainly on localization and size of the ischemic lesion ( Fig. 9) . Not unexpect edly, though, in the present series, hypometabolism was significantly more severe (P < 0.0001 by Wil coxon's signed rank test) in the infarcted region. The corresponding rate constant patterns, however, are not so uniform. When comparing the depen dence of the ratios of the various rate constants in pathologic and normal brain regions on the ratio of the respective metabolic rates following median di chotomy (Fig. 10) , both cerebrum and cerebellum show a remarkable stability of k2, whereas k] in both territories is significantly correlated with the met abolic disturbance in severe cases only. The be havior of k3 is somewhat discrepant: In the cere bellum, the phosphorylation rate constant is signif icantly correlated with deactivation at any level of metabolic depression, as opposed to the cerebrum, where only mild ischemic lesions exhibit a similar relationship, whereas in severe defects, the rate of phosphorylation is scattered at a comparatively low average.
DISCUSSION
For obvious reasons, analyses of complete dy namic PET recordings yield the most extensive in formation and the most accurate results for CMRGIc. This approach, however, not only is time consuming and requires a fast, highly efficient, high-resolution, muItislice tomographic device with proper dead time correction and appropriate com putational facilities, but in some patient studies it may not be feasible at all. Whenever the experi- mental protocol or the subject examined does not permit continuous recording over a prolonged pe riod of time, CMRGlc must be estimated by an au toradiographic method. As long as CMRGlc is in the normal range, all described approaches work comparably well. However, in pathological cases, depending on the deviation of the individual rate constants from their normal averages, the accuracy of the metabolic results obtained by different ap proaches varies according to the specific error sen sitivities. In most patient studies carried out in this laboratory (mainly on stroke victims) and fully an alyzed so far, Brooks's formula and the k] normali zation method perform better than the original So koloff operational equation. Very often, predictable RCMRGlc variations of the true CMRGlc are due to almost proportionate changes in both k) and k3' and it is in those cases that the sensitivities to errors in kJ and k3 of Brooks's formula almost cancel each other, and the k1,3 normalization works even better. Therefore, the information available from dynamic studies of the usual variation of rate constants in certain pathological conditions should be used either to choose the single-scan approach that will give the most reliable results or to modify the normalization method by appropriate adjustments for the rate con stants most likely altered in a specific case. The graphic approach yields reliable CMRGlc data independently of the individual values of the rate constants. Since it may be applied to measure-ments from 15 to 60 min after injection, it is also possible to change the position of the patient and, if necessary, to determine CMRGlc on several slices even with a single-slice tomograph. No fast data sampling is required. Four scans of 5-min duration each would appear sufficient for adequate accuracy of CMRGlc. Furthermore, since CMRGlc can be calculated from the data by simple linear regression analysis, this procedure can be easily implemented even on a small computer for generation of meta bolic maps on a pixel-by-pixel basis.
Full-length dynamic PET recordings, in addition to providing the most reliable CMRGlc estimates, allow determination of individual regional rate con stants for FDG, if a unique and reproducible pro cedure, independent of experimental difficulties at the very early times after injection, is used. In the present study, the characteristic pattern of regional kinetic constants found in so-called "crossed cer ebellar diaschisis" may serve as exemplary evi dence for the physiological significance of those biomathematical parameters. It is a well-known fact that acute cerebral infarction is frequently associ ated with impaired hemodynamics and metabolism in the areas surrounding the lesion and in the con tralateral cerebellar hemisphere (Baron et aI., 1981; Lenzi et aI., 1981) . The observed behavior of rate constants in progressive cerebellar deactivation, however, may provide deeper insight into the un derlying pathophysiological mechanisms. While mildly reduced CMRGlc in supratentorial ischemic lesions and in the deactivated cerebellar hemi sphere was paralleled by comparable decreases in regional k3' the apparent thresholds for k] reduction in mild functional hypometabolism may be indica tive of partial uncoupling of hexose transport and phosphorylation in morphologically intact brain areas surrounding smaller lesions or in the anatom ically intact cerebellum. The apparent lack of a sig nificant correlation between the degree of hypo metabolism and the value of the phosphorylation rate constant in severe supratentorial metabolic depression may be explained by the already quite low k3 averages and varying partial volume effects that were clearly more prominent in infarcted re gions, owing to their smaller size, as compared to the large cerebellar hemispheres.
CONCLUSIONS
Among the various single-scan techniques of es timating CMRGlc by the FDG-PET method, the error sensitivity of the original Sokoloff approach can be improved most effectively by a simple nor malization procedure, using the ratio of the mea-J Cereb Blood Flow Metabol, Vol. 5, No.1, 1985 sured tissue tracer concentration to that calculated with standard rate constants. A graphic method re quiring several sequential scans during the "steady state" phase beginning at � 15 min after tracer in jection makes no assumptions about the values of individual rate constants, and still yields reliable metabolic estimates. However, neither method can match detailed analyses of full-length dynamic re cordings in providing both reproducible regional CMRGlc values and individual rate constants that may yield additional insight into the process pri marily affected in tissue with altered glucose me tabolism: transport, phosphorylation, or both.
