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Cap´ıtulo 1
Introduccio´n y objetivos
El hecho de que el exceso de velocidad sea una de las principales causas de accidentes
en carretera hace que la medicio´n y control de la velocidad del tra´fico rodado cobre
cada d´ıa mayor importancia.
Para ejercer dicho control, la Direccio´n General de Tra´fico instala en las carreteras
de todo el territorio nacional aparatos electro´nicos, llamados cinemo´metros, pop-
ularmente conocidos como “radares”, capaces de medir la velocidad de los veh´ıculos.
Los radares usados habitualmente para la medicio´n de la velocidad del tra´fico suelen
ser emisores/receptores de trenes de pulsos de ondas de radio que utilizan el denom-
inado efecto Doppler, por el que los objetos que pasen delante del haz de ondas
emitido, alteraran la frecuencia de su eco, positivamente si se acercan o negativa-
mente si se alejan, de una manera predecible. Por tanto, conocida la frecuencia de
las ondas emitidas, puede saberse la velocidad de los objetos que se interponen en
su camino.
El objetivo del presente trabajo es el desarrollo de un cinemo´metro de tra´fico que ha-
ga uso u´nicamente de te´cnicas de visio´n artificial, es decir, implementar un software
que tome como entrada una secuencia de v´ıdeo tomada de una ca´mara de tra´fico y
sea capaz de generar como salida la misma informacio´n que un cinemo´metro basado
en el efecto Doppler, es decir, la velocidad del veh´ıculo que en ese momento circula
dentro de su campo de accio´n.
1.1. Aplicacio´n de te´cnicas de seguimiento visual
A diferencia del radar basado en el efecto Doppler, que es capaz de medir la velocidad
de los veh´ıculos de manera instanta´nea, nosotros necesitaremos percibir los veh´ıculos
durante un periodo de tiempo y observar el cambio en su posicio´n para obtener
la misma informacio´n, ya que un solo fotograma no nos proporciona informacio´n
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suficiente sobre el movimiento del coche.
As´ı, deberemos seguir a los veh´ıculos durante un determinado nu´mero de frames,
tras los que podremos estimar la velocidad a la que ha circulado a lo largo de ese
periodo. En el argot de la visio´n computacional, se conoce a dicho problema como
el problema de seguimiento.
El problema del seguimiento o tracking es uno de los ma´s antiguos en el a´rea de la
visio´n artificial y consiste en conocer en cada instante el “estado” (posicio´n, veloci-
dad, aceleracio´n, etc) de elementos que aparezcan en una secuencia de ima´genes.
Existen ciertas condiciones (restricciones) que hacen ma´s apropiado el uso de ciertas
te´cnicas; dichas condiciones son:
Movilidad de la ca´mara: si se trata de una ca´mara fija o por el contrario puede
encontrarse en movimiento.
Nu´mero de objetos a seguir: si se busca seguir a un solo objeto o a varios.
En el caso de seguimiento de veh´ıculos mediante ca´maras de tra´fico, el problema se
trata de seguir a mu´ltiples objetos teniendo una ca´mara fija.
Distintas aproximaciones al problema de seguimiento se centran en diferentes propiedades
de los objetos, que les permiten diferenciarse del resto de la escena; as´ı, por ejemplo,
en te´cnicas de seguimiento basadas en flujo o´ptico se utiliza el propio movimiento de
los objetos relativo al resto de la imagen, mientras que te´cnicas como active contours
se centran en el contorno de los objetos a seguir, y en te´cnicas basadas en carac-
ter´ısticas, el centro de atencio´n son caracter´ısticas locales de los objetos a seguir,
como texturas o esquinas. El proceso de seleccionar los aspectos de los objetos que
interesen al tracker y utilizarlos como representacio´n suya en nuestra “realidad sim-
plificada” permite modelizar los objetos a seguir en base a una simplificacio´n de
su estado observable.
La aproximacio´n habitual para implementar un tracker, una vez formulada la mod-
elizacio´n del estado de los objetos a usar, es proceder a la deteccio´n de los objetos
a seguir, haciendo uso y posteriormente actualizando la informacio´n acerca de la
escena en frames previos. De esta forma, el algoritmo seguidor va manteniendo a lo
largo de los fotogramas de la secuencia una “imagen” de lo que cree que contiene la
escena.
Dicha informacio´n sobre lo que ocurre en la secuencia es procesada para extraer
datos de intere´s, por ejemplo, en nuestro caso extraeremos cifras sobre la velocidad
de los veh´ıculos que circulen por la carretera.
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1.2. Estructura de la memoria
Tras esta breve introduccio´n al problema de medicio´n de la velocidad del tra´fi-
co rodado mediante te´cnicas de visio´n artificial, en el cap´ıtulo 2 exploraremos las
aproximaciones ma´s comunes al tracking de objetos, tales como el flujo o´ptico o el
seguimiento basado en modelos.
A continuacio´n, en el cap´ıtulo 3 procederemos a exponer la estrategia desarrollada
en el presente proyecto, aumentando progresivamente el nivel de detalle.
Ma´s adelante, en el cap´ıtulo 4 presentaremos los resultados obtenidos con el tracker
implementado, tanto con ima´genes sinte´ticas preparadas al efecto como con ima´genes
reales tomadas de ca´maras de tra´fico.
Por u´ltimo, en el cap´ıculo 5 extraeremos las conclusiones apropiadas y atisbaremos
las posibles l´ıneas a seguir para extender la funcionalidad desarrollada.
Cap´ıtulo 2
Aproximaciones habituales
El problema de seguimiento es uno de los ma´s tratados dentro del campo de la
visio´n artificial, por lo que a lo largo de los an˜os han sido muchas las aproximaciones
desarrolladas. En este cap´ıtulo abordaremos de manera general las soluciones ma´s
utilizadas para tratar concretamente con el problema del seguimiento de veh´ıculos.
2.1. Diferencia de ima´genes
La diferencia de ima´genes es uno de los me´todos ma´s antiguos aplicados al problema
de seguimiento. Para poder aplicarlo, es necesario disponer de una imagen esta´tica
del fondo que no contenga ningu´n elemento ajeno a e´l. De esta manera, a cada
fotograma de la secuencia se le resta la imagen del fondo, umbraliza´ndose la ima-
gen resultante, de tal modo que se obtiene una ma´scara booleana que nos permite
diferenciar los elementos de primer plano.
Este me´todo es muy sensible, adoleciendo de bastantes problemas:
Cambios en la iluminacio´n del fondo: en escenarios exteriores, son frecuentes
los cambios de iluminacio´n segu´n va avanzando el d´ıa y cambiando las condi-
ciones climatolo´gicas. De esta manera, la imagen inicial del fondo, deja de
tener validez. Para solventar este problema, se suele mantener un modelo del
fondo que vaya evolucionando lentamente pero que no se vea influido por los
elementos de primer plano que aparezcan en escena.
Elementos dina´micos del fondo: fondos que contienen elementos cuyo aspecto
pueda variar (por ejemplo, las hojas de los a´rboles con el viento), son especial-
mente inadecuados para este tipo de algoritmos.
Bajo contraste de los elementos de primer plano: el paso de la umbralizacio´n
de la resta del fotograma con la imagen del fondo, nos obliga a establecer un
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umbral fijo, de manera que los p´ıxels cuyo valor de luminosidad no supere dicho
valor, sera´n tomados como fondo. Los objetos que presentan un contraste bajo
respecto al fondo son normalmente asimilados a e´ste al umbralizar debido a
este hecho.
Sombras: este tipo de algoritmos son meca´nicos, diferenciando el fondo de lo
que no lo es, y por tanto, asimilando las sombras de los objetos como elementos
de primer plano.
Este algoritmo se trata ma´s bien de un mecanismo de segmentacio´n en vez de de
seguimiento, por lo que suele ser usado como apoyo a algoritmos de tracking ma´s
sofisticados.
2.2. Flujo o´ptico
Se da el nombre de campo de movimiento o motion field al campo vectorial que
expresa el movimiento de cada punto del espacio. Llamamos flujo o´ptico a la
proyeccio´n del motion field sobre el plano imagen. Desde un punto de ma´s aplicable,
el flujo o´ptico puede aproximarse como la distribucio´n de velocidades aparentes de
los patrones de luminosidad a lo largo de una secuencia de ima´genes ([8]).
Para poder estimar el flujo o´ptico, es necesario introducir algu´n tipo de restriccio´n;
normalmente, las restricciones que suelen applicarse son
Ecuacio´n de constancia de la luminosidad (brightness constancy equa-
tion): la luminosidad de un p´ıxel determinado que corresponde a una superficie
no cambia cuando se desplada de una imagen a la siguiente, es decir, para cada
punto del plano imagen debe cumplirse que:
I(x, y, t) = I(x + dx, y + dy, t + dt) (2.1)
o tambie´n expresado como
dI
dt
= 0 (2.2)
siendo I(x, y, t) la luminosidad del punto (x, y) de la imagen en el instante t.
Desarrollando dicha ecuacio´n, se obtiene la forma habitual de la restriccio´n:
Ixu + Iyv = −It (2.3)
donde Ix, Iy y It son los gradientes de la imagen y (u, v) las componentes del
flujo o´ptico.
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Restriccio´n de suavidad (smoothness constraint) ([13, 14]): el flujo o´ptico (u, v)
debe variar de manera suave a lo largo del plano imagen (situacio´n que nor-
malmente no se da ante objetos ocluidos por otros).
Dichas restricciones permiten, mediante te´cnicas diferenciales o basadas en carac-
ter´ısticas ([1]), el ca´lculo del flujo o´ptico, sin embargo lo hacen especialmente in-
apropiado para ciertas situaciones:
Cambios ra´pidos de iluminacio´n, siendo interpretados como movimiento.
Objetos homoge´neos, sin textura, ya que generan flujo o´ptico nulo.
Objetos no rigidos, interpreta´ndose las “deformaciones” del objeto como movimien-
to.
El ca´lculo del flujo o´ptico ha sido aplicado con e´xito a varios dominios:
Tracking ([15]): seguimiento de objetos en movimiento.
Segmentacio´n por movimiento: uso de la informacio´n del flujo o´ptico para
segmentar objetos en movimiento.
Ego-motion ([21, 22]): determinacio´n del movimiento de un objeto a partir de
una secuencia de ima´genes tomadas desde una ca´mara montada en el propio
objeto.
Structure from motion: determinacio´n de la estructura tridimensional de los
objetos a partir del flujo o´ptico durante una secuencia de ima´genes.
2.3. Active Contours
En el algoritmo active contours, tambie´n llamado “snakes” ([10, 4]), el objeto a
seguir viene representado u´nicamente por su borde o contorno, que es modelizado
mediante una spline (ve´ase la figura 2.1, donde puede verse la te´cnica active contours
aplicada al dominio del seguimiento de tra´fico en carretera). De esta manera es en
cierto modo una “generalizacio´n conceptual” de los mecanismos de deteccio´n de
l´ıneas y esquinas, tan usados a lo largo de la historia de la visio´n computacional.
Las splines que representan los bordes de las figuras no surgen de la nada, sino de la
minimizacio´n de una funcio´n de energ´ıa definida por nosotros. La definicio´n de esta
funcio´n de energ´ıa, para la que es necesaria la imposicio´n de restricciones basadas
en el conocimiento previo a priori que se posee acerca de los objetos que se pretende
seguir, es la que permite que tenga como mı´nimo local los bordes de las figuras:
8 Aproximaciones habituales
Figura 2.1: Active contours aplicado al seguimiento de tra´fico.
E∗snake =
∫ 1
0
Esnake(v(s))ds =
=
∫ 1
0
[Eint(v(s)) + Eimage(v(s))) + Econ(v(s))]ds (2.4)
donde:
Eint representa la energ´ıa interna de la spline debido a la curvatura y se define
como (α(s)|vs(s)|
2 + β(s)|vss(s)|
2)/2, de manera que ajustando los te´rminos
α(s) y β(s) se altera el comportamiento de la misma.
Eimage expresa las “fuerzas de la imagen”, es decir, es la expresio´n que hace que
la spline se ajuste a los bordes de las figuras que nos interesan. Normalmente
esta expresio´n se escoge como el gradiente de la imagen, de manera que la
curva se ajuste a los bordes marcados por el mismo, aunque tambie´n existen
variaciones que pretenden asegurar la conectividad de las regiones de mı´nima
energ´ıa.
Econ define las restricciones impuestas de manera externa, lo que nos permite
establece la “forma” que tendra´ el spline, aprovechando el conocimiento a
priori de que dispongamos acerca del contorno esperado de los objetos a seguir.
La te´cnica de active contours se ha aplicado con e´xito a muchos dominios, incluyen-
do el del seguimiento del tra´fico rodado (ve´ase figura 2.1), ya que es tolerante a
oclusiones y ofrece un mecanisto visualmente intuitivo para el observador humano,
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sin embargo adolece de ciertos problemas como la necesidad del conocimiento a pri-
ori de la forma de los objetos a seguir, as´ı como la invariabilidad de la misma a lo
largo de la secuencia, lo que en ima´genes reales pocas veces se da.
El e´xito de una aproximacio´n basada en active contours se basa en la eleccio´n apropi-
ada de las funciones que determinan la energ´ıa de la curva, as´ı como de los para´met-
ros de las mismas.
2.4. Seguimiento basado en puntos caracter´ısticos
Tambie´n llamado seguimiento basado en caracter´ısticas o en features (feature-based
tracking), se basa en el seguimiento individualizado de caracter´ısticas locales de los
objetos de intere´s, tales como puntos, l´ıneas o texturas; ello lo diferencia claramente
de algunas de las aproximaciones anteriormente citadas, que pretenden seguir el
objeto completo.
Lo que se consigue mediante este tipo de te´cnicas es eliminar la complejidad del pro-
ceso de seguimiento (ya que se siguen caracter´ısticas elementales, fa´cilmente identi-
ficables y distinguibles), pero haciendo necesaria una “capa de mayor abstraccio´n”
que sea capaz de agrupar las caracter´ısticas pertenecientes a un mismo objeto.
El desarrollo del presente proyecto se basa en este tipo de te´cnicas, que sera´n explo-
radas en mayor profusio´n a lo largo de esta memoria.
2.5. Seguimiento basado en modelos
Las te´cnicas de seguimiento basadas en modelos ([11]) tratan de ajustar los veh´ıculos
que circular en la escena a modelos tridimensionales de veh´ıculos gene´ricos (figura
2.2).
Para ello, se sigue a los veh´ıculos mediante tracking basado en puntos caracter´ısticos
y posteriormente, para cada veh´ıculo, se extrae l´ıneas de la imagen bidimensional y
se intentan encajar en los modelos tridimensionales gene´ricos de los que se disponga;
si se consigue un encaje aceptable, se asocia dicho modelo al veh´ıculo (figura 2.3).
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Figura 2.2: Modelos tridimensionales de veh´ıculos gene´ricos.
Figura 2.3: Encaje del modelo tridimensional a un veh´ıculo de la escena.
Cap´ıtulo 3
Solucio´n implementada
3.1. Esquema general
Como comentamos previamente en las secciones introductorias, nuestro objetivo es la
construccio´n de un cinemo´metro de tra´fico, un sistema capaz de percibir el tra´fico y
cuantificar la velocidad a la que circulan los veh´ıculos, utilizando u´nicamente te´cnicas
de visio´n artificial. De esta manera, la entrada de nuestro sistema se reducir´ıa a una
secuencia de ima´genes procedentes de una ca´mara de tra´fico, y su salida deber´ıa ser
un flujo de informacio´n cinemome´trica de los veh´ıculos que aparecen en la secuencia
de entrada (ve´ase figura 3.1).
Figura 3.1: Esquema general.
Para conseguir nuestro objetivo haremos uso de te´cnicas de tracking basado en
features o puntos caracter´ısticos, as´ı como de te´cnicas cla´sicas de segmentacio´n
mediante restado de ima´genes.
Para poder “trasladar” la informacio´n de las ima´genes a informacio´n del mundo
real, supondremos que nos viene dada una transformacio´n lineal que nos permite
averiguar la proyeccio´n en el plano suelo de puntos del plano imagen, a la que
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llamaremos homograf´ıa (ve´ase seccio´n 3.2.2).
Dividiremos el problema en dos subproblemas:
El problema del seguimiento de los puntos caracter´ısticos de los veh´ıculos, al
que daremos solucio´n mediante el manteniemiento de la informacio´n sobre las
features en lo que llamaremos el modelo de caracter´ısticas (seccio´n 3.2).
El problema del “agrupamiento de puntos caracter´ısticos pertenecientes al mis-
mo veh´ıculo, al que daremos solucio´n manteniendo un grafo de conectividad
entre las distintas caracter´ısticas, al que denominaremos modelo de conec-
tividad (seccio´n 3.3).
Figura 3.2: Esquema general detallado.
A partir de ambos modelos, podremos agrupar las caracter´ısticas que pertenezcan
al mismo veh´ıculo y deducir de ellas la informacio´n cinemome´trica que buscamos.
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3.2. Modelo de caracter´ısticas
El seguimiento basado en caracter´ısticas consiste en seguir unicamente caracter´ısti-
cas locales de los objetos de intere´s, unificando posteriormente los puntos carac-
ter´ısticos pertenecientes al mismo objeto. Las caracter´ısticas visuales que seguire-
mos sera´n esquinas dentro de la estructura del veh´ıculo (ve´ase seccio´n 3.2.1) , a las
que caracterizaremos mediante una ventana de p´ıxels de la imagen a su alrede-
dor y su posicio´n, velocidad y aceleracio´n sobre el plano del suelo. A esa tupla
de elementos es a lo que denominaremos “part´ıcula”. El modelo de caracter´ısticas
se reducira´ por tanto al conjunto de part´ıculas que se este´n siguiendo en el frame
actual.
Figura 3.3: Actualizacio´n del modelo de caracter´ısticas.
De esta manera, para mantener el modelo de caracter´ısticas, tal como podemos ob-
servar en la figura 3.3, en cada frame deberemos actualizar el estado de las part´ıcu-
las que recordamos de fotogramas anteriores y buscar nuevas esquinas que an˜adir al
modelo.
Para actualizar el estado de cada part´ıcula del modelo...
1. Utilizando un filtro de Kalman (ve´ase seccio´n 3.2.3), se predice la posicio´n del
plano suelo en la que se encontrara´ dicha part´ıcula en el instante actual.
2. Se traslada dicha posicio´n al plano imagen utilizando la homograf´ıa de que
disponemos (ve´ase seccio´n 3.2.2).
3. Se busca alrededor de dicha prediccio´n la ventana de p´ıxels que se parezca ma´s
a la ventana recordada de la part´ıcula (aquella que maximice la correlacio´n
cruzada con e´sta).
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4. Si hay alguna ventana que “se parezca” lo suficiente a la que recordamos de
dicha part´ıcula, se traslada su posicio´n al plano suelo y se actualiza el estado
de la part´ıcula
Asimismo, para localizar nuevas caracter´ısticas que agregar al modelo...
1. Se define en la imagen una regio´n rectangular dentro de la cual se extraen
esquinas mediante el operador de Harris (seccio´n 3.2.1).
2. Se traslada la posicio´n de las esquinas al plano mediante la homograf´ıa de que
disponemos y se incorporan dichas part´ıculas al modelo de caracter´ısticas.
3. Para cada una de ellas se recuerda una ventana de p´ıxels alrededor de la
part´ıcula, que se utilizara´ en frames posteriores para identificarla
3.2.1. Extraccio´n de caracter´ısticas
Como ya se ha comentado, las caracter´ısticas que extraeremos de los veh´ıculos sera´n
esquinas. Como detector de esquinas utilizaremos el propuesto por Harris y Stephens
[7, 17], que utiliza la autocorrelacion local del gradiente de la imagen para determinar
las esquinas. Para ello, se define la matriz C para cada punto de la imagen:
C(x0, y0) = E[gg
T ]∀(x,y)∈Ω =


∑
Ω
wiI
2
x
∑
Ω
wiIxIy
∑
Ω
wiIxIy
∑
Ω
wiI
2
y

 (3.1)
Donde Ix e Iy son los gradientes vertical y horizontal, Ω es una ventana alrededor
del p´ıxel y wi toma los valores de una normal N(0, σ
2I), es decir, se pondera la cada
elemento del sumatorio segu´n un muestreo de una normal bidimensional de media
0 y covarianza σ2I.
Se determina si un punto es una esquina segu´n los autovalores λ1 y λ2 de su matriz
C asociada (al ser C una matriz semidefinida positiva sus autovalores son mayores
o iguales a cero). Estas son las posibles situaciones que pueden darse:
ventana homoge´nea: λ1 ≈ λ2
borde: λ1 ≈ 0 , λ2 >> 0
esquina: λ1 >> 0, λ2 >> 0
De esta manera, es algoritmo queda:
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1. Calcular los gradientes horizontal y vertical de I: Ix = hDX ∗ I ,Iy = hDY ∗ I
2. Calcular I2x,I
2
y , IxIy
3. < I2x >= h
nxn
g ∗ I
2
x (siendo n el taman˜o de Ω).
< I2y >= h
nxn
g ∗ I
2
y
< IxIy >= h
nxn
g ∗ IxIy
4. ∀ pixel(i, j), ImHarris[i, j] = mı´nimo autovalor
[
< I2x > [i, j] < IxIy > [i, j]
< IxIy > [i, j] < I
2
y > [i, j]
]
5. ∀ pixel(i, j), e´ste es esquina si
a) su autovalor mı´nimo es ma´ximo local
b) ImHarris[i, j] > τ (umbral)
donde hnxng es una matriz de taman˜o nxn resultado de muestrear una normal de
media 0 y covarianza σ2I
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3.2.2. Modelado de ca´mara
Para poder establecer correspondencias entre el mundo real y los puntos de la imagen
adquirida, necesitamos un modelo matema´tico del funcionamiento de la ca´mara:
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digitalizadora matriz de pixelscamara
lente CCD
(x,y,z)
(u,v)
mundo real
proyeccion digitalizacion
modelo de formacion de imagen
Figura 3.4: Esquema del proceso de adquisicio´n de ima´genes.
Nuestra ca´mara estara´ formada ba´sicamente por una o´ptica, que sera´ atravesada por
los rayos de luz reflejados por los objetos reales y que sera´n refractados sobre una
matriz de componentes de silicio sensibles a la luz llamada CCD (Charge Coupled
Device), que transmitira´ la informacio´n recibida a un conversor analo´gico digital,
que nos proporcionara´ la matriz de p´ıxels de la imagen adquirida.
El modelo que utilizaremos recibe el nombre de modelo de proyeccio´n perspec-
tiva o modelo pinhole [25, 5] que es ba´sicamente una proyeccio´n basada en una
transformacio´n lineal proyectiva entre el espacio de puntos del mundo real y el es-
pacio de puntos de nuestra matriz de pixels.
El modelo pinhole presenta ciertas desventajas ([16]) ya que, al ser lineal, no es
capaz de modelar situaciones de naturaleza no lineal como distorsiones introducidas
por la lente (esfe´rica, tangencial, radial, etc).
A continuacio´n desarrollaremos el modelo pinhole hasta llegar a las ecuaciones que
nos permitan modelar la proyeccio´n de los objetos del espacio tridimensional en los
p´ıxels del plano imagen.
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Proyeccio´n sobre el CCD
Primeramente estudiaremos la proyeccio´n central de puntos del espacio tridimen-
sional ℜ3 sobre el espacio eucl´ıdeo bidimensional ℜ2.

 xy
z

→ modelo de proyeccio´n →
[
u
v
]
Figura 3.5: Funcio´n del modelo de proyeccio´n.
Para simplificar el modelo, la o´ptica de la ca´mara se asimilara´ a una u´nica lente
simple (figura 3.6):
O
C
I
F
Figura 3.6: Modelo de proyeccio´n.
Suponiendo que la imagen esta enfocada, entonces la distancia entre el foco F y la
lente es fija, pudiendo asimilar la lente a un punto C llamado centro o´ptico de la
lente.
Esta asuncio´n nos permite expresar el modelo mediante una transformacio´n lineal
proyectiva, que mapea entre el espacio de puntos reales y el espacio de puntos del
CCD.
De esta manera la proyeccio´n de perspectiva del punto M de coordenadas (x, y, z)
sobre el CCD, m de coordenadas (u, v) vendra´ definida por la interseccio´n del plano
CCD con la recta que une M con el centro o´ptico C (ver figura 3.7).
El sistema de referencia de la escena estara´ en el centro o´ptico de la lente. El modelo
de proyeccio´n debera´ calcular el punto del CCD en el que incide la recta que une
M (expresado en el sistema de referencia de la escena) y pasa por el origen C, y
expresarlo en el sistema de referencia del CCD.
De esta manera, aplicando semejanza de tria´ngulos, obtenemos las expresiones 3.2
y 3.3 que relacionan un punto M(x,y,z) en el mundo real con su proyeccio´n m(u,v)
en el CCD.
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CCD
C
m(u,v)
M(x,y,z)
C
x
z
x
z
u
M(x,y,z)
m(u,v)
F
u
Figura 3.7: Esquema del modelo de proyeccio´n.
u = −f
x
z
(3.2)
v = −f
y
z
(3.3)
Proyeccio´n utilizando coordenadas homoge´neas
Si observamos bien las ecuaciones 3.2 y 3.3 veremos que a cada punto del CCD
no le corresponde un u´nico punto del mundo real, sino que le corresponde un rayo
o´ptico, es decir, le corresponden todos los puntos que pasan por el punto del CCD
y por el centro o´ptico de la lente. Para poder expresar dichos rayos utilizamos las
coordenadas homoge´neas.
A partir de un punto en coordenadas cartesianas x = [x, y]T , sus coordenadas ho-
moge´neas sera´n x = [x, y, 1]T . As´ı, lo que antes era un punto, ahora representa una
direccio´n, la que une dicho punto con el origen, que en nuestro caso es el centro de
proyeccio´n de la escena, que esta´ situado en el centro o´ptico. As´ı, si parametrizamos
dicho punto en coordenadas homoge´neas con un factor de escala λ de la forma
λx = [λx, λy, λ] tendremos la familia de puntos que pertenecen a dicho rayo o´ptico.
Pasando las ecuaciones 3.2 y 3.3 a forma matricial y en coordenadas homoge´neas,
tenemos que:
[
u
v
]
=
[
fx/z
fy/z
]
→ λ

 uv
1

 =

 f 0 0 00 f 0 0
0 0 1 0




x
y
z
1

 (3.4)
Desplazamiento del punto principal: para´metros intr´ınsecos
Para pasar de una imagen f´ısica proyectada en el CCD, debemos pasar a una matriz
de p´ıxels (figura 3.8).
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u
Figura 3.8: Paso del CCD a una matriz de p´ıxels en memoria
Podemos modelizar dicho cambio mediante un cambio de sistema de referencia:
j = kuu + j0 (3.5)
i = kvv + i0 (3.6)
donde:
(i0, j0) es el punto principal de la imagen
ku es la longitud de una celda del CCD (pixels/u.longitud)
kv es la altura de una celda del CCD (pixels/u.longitud)
As´ı, en coordenadas homoge´neas:
λ

 ji
1

 =

 ku 0 j00 kv i0
0 0 1



 uv
1

 =
=

 ku 0 j00 kv i0
0 0 1



 f 0 0 00 f 0 0
0 0 1 0




x
y
z
1

 =
=

 kuf 0 j0 00 kvf i0 0
0 0 1 0




x
y
z
1

 (3.7)
Por u´ltimo, haciendo los cambios de variable αu = kuf y αv = kvf e introduciendo
un nuevo para´metro s, al que llamaremos sesgo, que modifica los vectores u y v para
que no tengan que ser perpendiculares, nos queda:
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λ

 ji
1

 =

 αu s j0 00 αv i0 0
0 0 1 0




x
y
z
1

 (3.8)
De esta manera queda definida la matriz de calibracio´n de la ca´mara:
K =

 αu s j00 αv i0
0 0 1

 (3.9)
compuesta por los para´metros intr´ınsecos de la ca´mara:
αu,αv llamadas focales, son las distancias focales expresadas en pixels
s llamado sesgo, cuando el a´ngulo que forman u y v es 90◦, entonces
s = 0
(i0, j0) llamado punto principal, es la posicio´n del plano del CCD en la que
corta el eje axial
Rotacio´n y translacio´n de la ca´mara: para´metros extr´ınsecos
Normalmente nos interesara´ expresar las coordenadas de los objetos tridimensionales
proyectados en el plano imagen respecto a un sistema de referencia externo a la
ca´mara que hara´ el papel de “origen de coordenadas del mundo”.
O
O’
x’
y’
z’
z
y
x
R+t
Figura 3.9: Cambio de sistema de referencia en el modelo extr´ınseco
As´ı, deberemos aplicar una rotacio´n junto con una translacio´n sobre el sistema de
referencia que utiliza´bamos hasta ahora, es decir, multiplicar la expresio´n 3.8 por una
matriz de transformacio´n que sea composicio´n de una rotacio´n ma´s una translacio´n:
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
 ji
1

 = K3x3[R3x3|t3x3]


x′
y′
z′
1

 (3.10)
De esta manera quedan definidos los para´metros extr´ınsecos: t(tx, ty, tz) yR(α, β, γ).
As´ı, suele definirse la matriz de proyeccio´n completa como:
P = K[R|t] (3.11)
Geometr´ıa de escenas planas
Si la informacio´n que nos interesa extraer es la posicio´n que ocupa un objeto sobre
un plano conocido, los datos que necesitamos son menores, u´nicamente debemos
construir una transformacio´n lineal proyectiva, tambie´n llamada homograf´ıa. Una
homograf´ıa es una transformacio´n proyectiva que relaciona el espacio de puntos del
plano imagen con el espacio de puntos del plano que conocemos, que en nuestro caso
se tratara´ del plano del suelo z = 0. De esta manera, una homograf´ıa H sera´ una
matriz 3x3 de la forma:

 ji
1

 = H

 xy
1

 (3.12)
Supongamos que la ecuacio´n del plano de la homograf´ıa es:
ax + by + cz + d = 0 ⇔
[
−a
d
,
−b
d
,
−c
d
]


x
y
z
1

 = 1 (3.13)
Y llamando nT =
[
−a
d
, −b
d
, −c
d
]
:
Π : nT


x
y
z
1

 = 1 (3.14)
Ahora, sustituyendo en 3.10:
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λ

 ji
1

 = K[R|t]


x
y
z
1

 = K[R|t]


x
y
z
nT

 xy
z




=
= K[R|t]
[
I3x3
nT
]
 xy
z

 = [R + tnT ]

 xy
z

 (3.15)
Por lo que obtenemos que:
H = K[R + tnT ] (3.16)
Para calcular la homograf´ıa de un plano, supondremos que el sistema de referencia
de la escena esta´ sobre el plano, siendo as´ı la ecuacio´n de dicho plano es z = 0. De
esta manera el problema se reduce a hallar una transformacio´n proyectiva entre dos
planos bidimiensionales:
λ

 ji
1

 = H

 xy
1

 (3.17)
As´ı, hallaremos un sistema en que las ecuaciones sean las componentes de H:
λ

 ji
1

 =

 h11 h12 h13h21 h22 h23
h31 h32 h33



 xy
1

→


λj = h11x + h12y + h13
λi = h21x + h22y + h23
λ = h31x + h32y + h33

→
→
{
h11x + h12y + h13 − h31jx− h32jy − h33j = 0
h21x + h22y + h23 − h31ix− h32iy − h33i = 0
}
(3.18)
De esta manera, tomaremos la mayor cantidad de puntos posibles sobre el plano y
construiremos un sistema sobredimiensionado que resolveremos mediante mı´nimos
cuadrados, es decir, hallaremos el autovector asociado al menor autovalor de la
matriz B = ATA donde A es la matriz del sistema de ecuaciones previamente citado.
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3.2.3. Filtro de Kalman
En 1960, Rudof Emil Kalman publico´ su famoso art´ıculo A New Approach to Lin-
ear Filtering and Prediction Problems [9] donde describ´ıa una solucio´n recursiva al
problema de filtrado lineal de sen˜ales discretas [23, 6].
El filtro de Kalman en s´ı es un conjunto de ecuaciones matema´ticas que nos permiten
estimar el estado, actual o futuro, de un sistema contaminado por ruido gaussiano,
es decir, ruido expresable mediante una distribucio´n normal N(µ,C), de manera que
se minimiza la media del error cuadra´tico.
Este filtro encaja dentro de la teor´ıa de control moderna (teor´ıa de espacio de es-
tados) como un estimador robusto del estado del sistema a controlar, aunque en
nuestro caso carecemos de entrada de control, u´nicamente deseamos estimar el es-
tado del sistema.
La implementacio´n de este tipo de filtro es muy similar a la de un algoritmo com-
putacional iterativo, en el que en cada iteracio´n se predice el estado del sistema en
el siguiente instante futuro y posteriormente se corrige la estimacio´n del estado del
sistema haciendo uso de las mediciones (observaciones) que tomamos de e´l:
predecir corregir
Figura 3.10: Esquema general del bucle iterativo del filtro de Kalman.
El proceso a estimar
El proceso cuyo estado x ∈ ℜn se desea estimar vendra´ expresado mediante una
ecuacio´n en diferencias de la forma:
xk = Φxk−1 + wk−1 (3.19)
donde:
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xk (n x 1) es el estado del sistema en el instante k
Φ (n x n) es la matrix que relaciona xk−1 con xk
wk (n x 1) es la variable aleatoria que representa el ruido que afecta al
proceso
y las observaciones z ∈ ℜm de dicho estado vienen expresadas por:
zk = Hxk + vk (3.20)
donde:
zk (m x 1) es la observacio´n del sistema en el instante k
H (m x n) es la matriz que relaciona idealmente (en ausencia de ruido)
la observacio´n con el estado del proceso
vk (m x 1) es la variable aleatoria que representa el ruido que afecta a
las observaciones
Como ya se menciono´ previamente, el ruido que afecta tanto al estado del sistema
como a las observaciones debe ser de naturaleza gaussiana, por lo que las variables
aleatorias wk y vk deben seguir sendas normales de la forma:
p(w) ∼ N(0, Q) (3.21)
p(v) ∼ N(0, R) (3.22)
donde:
Q (n x n) es la matriz de covarianza de p(w)
P (m x m) es la matriz de covarianza de p(v)
En las ecuaciones 3.19,3.20,3.21,3.22 las matrices Φ, H,Q,R se asumen constantes
a lo largo del tiempo a pesar de que en la realidad e´ste puede no ser el caso.
Or´ıgen del filtro
Partiendo de que tenemos conocimiento del estado del sistema previo al instante k,
definimos una estimacio´n a priori del estado del sistema en dicho instante xˆ−k ∈ ℜ
n.
As´ı, el error cometido en dicha estimacio´n es:
e−k = xk − xˆ
−
k (3.23)
y su matriz de covarianza asociada:
P−k = E[e
−
k e
−
k
T
] = E[(xk − xˆ
−
k )(xk − xˆ
−
k )
T ] (3.24)
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As´ı, para actualizar dicha estimacio´n a priori usaremos el error entre la observacio´n
tomada y la esperada, ponderado con un “factor de influencia”:
xˆk = xˆ
−
k +Kk(zk −Hkxˆ
−
k ) (3.25)
donde:
xˆk (n x 1) es la estimacio´n actualizada
Kk (n x m) es el factor de influencia (al que posteriormente llamaremos
ganancia de Kalman)
El problema ahora consiste el hallar un factor de influencia Kk tal que la estimacio´n
actualizada sea o´ptima, es decir, que minimice el error cuadra´tico medio.
Para ello asociaremos primero una matriz de covarianza del error a la estimacio´n
actualizada (a posteriori):
Pk = E[eke
T
k ] = E[(xk − xˆk)(xk − xˆk)
T ] (3.26)
Ahora, sustituyendo 3.20 en 3.25 e introduciendo la expresio´n de xˆk obtenida en
3.26 obtenemos:
Pk = E{[xk − xˆ
−
k )−Kk(Hkxk + vk −Hkxˆ
−
k )] (3.27)
[(xk − xˆ
−
k )−Kk(Hkxk + vk −Hkxˆ
−
k )]
T}
Ya que (xk − xˆk) es la estimacio´n a priori del error y que no esta´ correlada con el
error en la observacio´n vk, tenemos que:
Pk = (I −KkHk)P
−
k (I −KkHk)
T +KkRkK
T
k (3.28)
No´tese que para que Kk sea o´ptima debe minimizar los elementos individuales de la
diagonal principal de Pk ya que e´stos representan las varianzas en el error cometido
en los elementos del vector de estado. Para minimizar la traza, teniendo que si se
minimiza la traza se minimizan cada uno de los componentes de la diagonal principal,
igualaremos la derivada de la traza respecto a Kk a cero.
Expandiendo 3.28:
Pk = P
−
k −KkHkP
−
k − P
−
k H
T
k K
T
k +Kk(HkP
−
k H
T
k +Rk)K
T
k (3.29)
Teniendo en cuenta que el segundo y tercer te´rminos son lineales en K y el cuarto
es cuadra´tico, aplica´ndo fo´rmulas de ca´lculo diferencial 1
1
26 Solucio´n implementada
d(traza(Pk))
dKk
= −2(HkP
−
k )
T + 2Kk(HkP
−
k H
T
k +Rk) (3.33)
E igualando la derivada a cero y resolviendo, obtenemos una expresio´n de la ganancia
o´ptima Kk:
Kk = P
−
k H
T
k (HkP
−
k H
T
k +Rk)
−1 (3.34)
La Kk hallada (es decir, la que minimiza el error cuadra´tico medio) se llama ganancia
de kalman.
La covarianza asociada a ella, partiendo de 3.34 y usando 3.29, es:
Pk = (I −KkHk)P
−
k (I −KkHk)
T +KkRkK
T
k =
= P−k −KkHkP
−
k − P
−
k H
T
k K
T
k +Kk(HkP
−
k H
T
k +Rk)K
T
k =
= P−k − P
−
k H
T
k (HkP
−
k H
T
k +Rk)
−1HkP
−
k =
= P−k −Kk(HkP
−
k H
T
k +Rk)K
T
k =
= (I −KkHk)P
−
k (3.35)
Ahora que ya tenemos una expresio´n de la ganancia o´ptima (3.35), ya podemos me-
diante 3.25 asimilar la observacio´n a nuestra estimacio´n del estado. En la primera
iteracio´n del filtro, necesitaremos unos xˆ−k y P
−
k iniciales, pero en iteraciones suce-
sivas hallaremos xˆ−k+1 proyectando xˆk mediante la matriz de transicio´n (3.19) (igno-
raremos la contibucio´n de wk ya que la media del error es cero y no esta´ correlada
con los w’s previos)
xˆ−k+1 = Φkxˆk (3.36)
Para calcular la matriz de covarianza del error asociado a xˆ−k+1 primero hallamos la
expresio´n del error a priori :
d[traza(AB)]
dA
= BT (AB debe ser cuadrada) (3.30)
d[traza(ACAT )]
dA
= 2AC(C debe ser sime´trica) (3.31)
donde la derivada de un escalar respecto a una matriz se define como
ds
dA
=


ds
da11
ds
da12
. . .
ds
da21
ds
da22
. . .
...

 (3.32)
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e−k+1 = xk+1 − xˆ
−
k+1 =
= (Φkxk + wk)− φkxˆk =
= Φkek + wk (3.37)
Y ahora, como wk y ek tiene correlacio´n cruzada nula debido a que wk es el ruido
del proceso para el paso siguiente atk, la expresio´n de P
−
k+1 es:
P−k+1 = E[e
−
k+1e
T
k+1] = E[(Φkek + wk)(Φkek + wk)
T ] =
= ΦkPkΦ
T
k +Qk (3.38)
De esta manera se completa el ciclo iterativo del filtro de Kalman mediante las
ecuaciones 3.25,3.34,3.35,3.36 y 3.38:
1. Proyectar el estado
2. Proyectar la covarianza del error
1.Calcular la ganancia de Kalman
3. Actualizar la cov.del error
2.Actualizar la estimacion
Predecir estado siguiente Actualizar con la observacion
xˆ
−
k+1
= Φkxˆk
P
−
k+1
= ΦkPkΦ
T
k
+ Qk
Kk = P
−
k
HT
k
(HkP
−
k
HT
k
+ Rk)
−1
xˆk = xˆ
−
k
+ Kk(zk −Hkxˆ
−
k
)
Pk = (I −KkHk)P
−
k
xˆk−1 y Pk−1 iniciales
Figura 3.11: Bucle iterativo del filtro de Kalman.
Disen˜o de un filtro de Kalman apropiado
El disen˜o de un filtro de Kalman destinado a estimar el estado de un proceso puede
dividirse en dos partes:
Modelo del proceso Lo que nos interesa modelar es el estado de una part´ıcula
que formara´ parte del coche; como “estado” de la part´ıcula, tomaremos sus coorde-
nadas cartesianas u = (x, y, z). Como modelo cinema´tico de la part´ıcula, se eligio´ un
modelo de aceleracio´n constante[12], cuyas ecuaciones de movimiento son:
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ui =ui−1 + ∆tvi−1 +
1
2
(∆t)2ai−1 + ǫi (3.39)
vi =vi−1 + ∆tai−1 + ςi (3.40)
ai =ai−1 + ξi (3.41)
Expresando 3.39, 3.40 y 3.41 de forma matricial:

 uv
a


i
=

 1 ∆t
(∆t)2
2
0 1 ∆t
0 0 1



 uv
a


i−1
+

 ǫς
ξ


i
(3.42)
donde [ǫ, ς, ξ]T es el ruido en el proceso, que asumimos gaussiano.
De esta manera, las variaciones en la aceleracio´n de los veh´ıculos se asimilan como
ru´ıdo en el proceso.
Como nuestro caso es bidimensional y los errores en las dos dimensiones en que
trabajamos esta´n correlados, debemos incorporar las ecuaciones para ambas dimen-
siones en una sola expresio´n matricial:


x
y
x˙
y˙
x¨
y¨


i
=


1 0 ∆t 0 (∆t)
2
2
0
0 1 0 ∆t 0 (∆t)
2
2
0 0 1 0 ∆t 0
0 0 0 1 0 ∆t
0 0 0 0 1 0
0 0 0 0 0 1




x
y
x˙
y˙
x¨
y¨


i−1
+ wi (3.43)
donde w es la variable aleatoria que representa al ruido que afecta al proceso.
Modelo de la observacio´n del proceso La u´nica observacio´n que podemos
tomar a cerca del estado del proceso es la posicio´n aparente del veh´ıculo, por lo que
la relacio´n entre el estado y la observacio´n sera´:
[
xobs
yobs
]
=
[
1 0 0 0 0 0
0 1 0 0 0 0
]


x
y
x˙
y˙
x¨
y¨


+ v (3.44)
donde v es la variable aleatoria que representa al ruido que afecta a la observacio´n.
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3.3. Modelo de conectividad
La deteccio´n y seguimiento de caracter´ısticas, en nuestro caso esquinas, es so´lo la
base sobre la que se construye el algoritmo de tracking que en esta memoria se
expone; dicha base carece de la carga sema´ntica necesaria para la interpretacio´n
de los resultados a alto nivel: el problema que queremos resolver es el de seguir
veh´ıculos, no esquinas, siendo el me´todo de agrupamiento de caracter´ısticas el que
nos permite salvar dicho salto.
La aproximacio´n ma´s directa para agrupar caracter´ısticas, utilizada en [2, 3], hace
uso de la informacio´n espacio-temporal de que disponemos sobre las caracter´ısticas,
resultado de su seguimiento por separado; de esta manera, se imponen restricciones
que deben cumplir esquinas pertenecientes a un mismo veh´ıculo, como distancia
relativa constante y movimiento relativo cercano a cero; dichas restricciones ser´ıan
altamente efectivas si lo que siguie´semos fuese la proyeccio´n vertical de las carac-
ter´ısticas, sin embargo lo que seguimos es la interseccio´n del plano suelo con el rayo
que une el centro o´ptico de la ca´mara con la esquina, lo que, tal y como se vera´ en
el cap´ıtulo de experimentos, ocasiona que las “part´ıculas” que seguimos vayan “ex-
pandie´ndose” segu´n se acercan a la l´ınea del horizonte.
A B
d
A B
d’
Figura 3.12: Desviacio´n de las proyecciones de las esquinas.
Como vemos en la figura 3.12, la distancia que separa las proyecciones de las esquinas
A y B en el primer fotograma, d sera´ menor que su ana´loga en el segundo fotograma,
d′, debido a que el a´ngulo de incidencia del rayo sobre el plano del suelo es menor
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(se encuentran ma´s pro´ximas a la l´ınea del horizonte).
Dicho inconveniente provoca que la eficacia de un algoritmo de agrupamiento de
caracter´ısticas de este tipo sea especialmente sensible a la localizacio´n y orientacio´n
de la ca´mara, produciendo resultados ma´s correctos cuanto ma´s cenital sea e´sta.
Figura 3.13: Actualizacio´n del modelo de conectividad.
Tras comprobar la ineficacia de este tipo de solucio´n, se opto´ por una aproximacio´n
radicalmente distinta basada en la segmentacio´n de los veh´ıculos respecto del fondo
mediante te´cnicas cla´sicas. Tal y como podemos observar de manera somera en la
figura 3.13, el proceso que seguimos es:
1. Partiendo del fotograma actual (3.14) y un modelo del fondo (3.15) (en esta
seccio´n no detallaremos co´mo se calcula el modelo del fondo, de ello se encarga
la seccio´n 3.3.1) se calculasu diferencia, de lo que obtenemos una imagen en la
que “destacan” las diferencias entre el fondo y los elementos ajenos a e´l (3.16):
2. Umbralizamos dicha imagen, es decir, la trasformamos en binaria (3.17),
convirtiendo el valor de cada p´ıxel en cero o en uno dependiendo si supera
cierto umbral arbitrario elegido por nosotros (mediante ensayo-error). Ahora,
nuestra imagen “diferencia” se ha transformado en una funcio´n booleana capaz
de decirnos para cada p´ıxel, si se trata de fondo o no.
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Figura 3.14: Fotograma actual.
Figura 3.15: Modelo del fondo.
3. Separamos dicha imagen umbralizada en sus “componentes conexas” (3.18).
As´ı, la funcio´n booleana que obtuvimos en el paso anterior se ha convertido
en una funcio´n multivaluada que, para cada p´ıxel, nos dice el veh´ıculo en el
que se encuentra.
4. Sabiendo la posicio´n de cada esquina dentro de la imagen y usando la infor-
macio´n que hemos obtenido como resultado del paso anterior, podemos saber
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Figura 3.16: Diferencia del fotograma actual con el fondo.
Figura 3.17: Umbralizacio´n de la diferencia con el fondo.
si dos esquinas se encuentran “dentro” de un mismo veh´ıculo (3.19). De esta
manera, se construye un “grafo de conectividad” entre las esquinas que van
encontra´ndose a lo largo de la secuencia: en cada fotograma, se determina para
cada pareja de esquinas, si “pertenecen” al mismo veh´ıculo; si es as´ı, se le suma
uno a la arista del grafo que las une; si no es as´ı, se le resta uno.
5. As´ı, segu´n van transcurriendo los fotogramas, cada pareja de esquinas va acu-
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Figura 3.18: Componentes conexas en la umbralizacio´n de la resta con el fondo.
mulando votos (positivos o negativos), pobla´ndose de esta manera el grafo de
conectividad. Cuando alguna de las esquinas entra en la “ventana de salida”,
se halla el conjunto de esquinas que esta´n conectadas con ella (con peso mayor
que cero) (3.20).
Figura 3.19: Agrupamiento de esquinas dentro de componentes conexas.
De esta manera conseguimos construir un grafo de conectividad entre las part´ıcu-
las del modelo de caracter´ısticas, ponderado con los votos que cada conexio´n “va
acumulando”, tal como podemos observar en la figura 3.20
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Figura 3.20: Grafo de conectividad entre las esquinas.
3.3.1. Modelo del fondo
Para poder realizar una correcta segmentacio´n de los veh´ıculos respecto del fondo,
es imprescindible disponer de una imagen que refleje el estado del fondo en cada
momento. Esto es de especial importancia en escenarios como el nuestro, en los que
la ca´mara se encuentra en el exterior y por tanto sujeta a cambios de iluminacio´n
impredecibles debidos a mu´ltiples motivos: avance de las horas (con el consiguiente
movimiento relativo del sol), sombras de nubes, etc.
Para conseguirlo, partimos de una imagen esta´tica del fondo en condiciones normales
de luz, la cual iremos actualizando con cada nuevo fotograma, segu´n la siguiente
fo´rmula:
fondoi = fotogramai ∗ α + fondoi−1 ∗ (1− α) (3.45)
donde α es la tasa de actualizacio´n del fondo, es decir, la velocidad a la que el modelo
se actualiza con el fotograma actual, y debe encontrarse entre 0 y 1. Darle un valor
demasiado cercano a 0, hara´ que el modelo del fondo no se adapte con suficiente
rapidez a los cambios de iluminacio´n, mientras que un valor demasiado cercano a 1
hara´ que los veh´ıculos que circulan influyan en el modelo. Dicho valor suele elegirse
mediante ensayo-error y es altamente dependiente de las condiciones del escenario.
En la figura 3.21, podemos ver el modelo del fondo en dos momentos distintos de uno
de los experimentos con secuencias reales. En dichas ima´genes observamos co´mo el
algoritmo de actualizacio´n del modelo se ha adaptado a los cambios de iluminacio´n,
mientras que tambie´n ha evitado que los veh´ıculos pasen a formar parte del modelo.
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Figura 3.21: Modelo del fondo en dos instantes distintos de la secuencia real.
3.4. Extraccio´n de veh´ıculos
A partir de los modelos de caracter´ısticas y conectividad tenemos toda la informacio´n
necesaria para la extracc´ıon de la informacio´n cinemome´trica que buscamos.
Para ello, definiremos una regio´n rectangular en la imagen a la que denominaremos
“regio´n de salida”; cuando alguna esquina entre dentro de dicha regio´n, buscaremos
en el modelo de conectividad las part´ıculas que esta´n conectadas a ella (han ido
acumulando suficientes “votos” a lo largo de la secuencia) y por tanto forman parte
del mismo veh´ıculo. Al “extraerse el veh´ıculo”, eliminaremos toda la informacio´n de
las part´ıculas que lo compon´ıan, tanto del modelo de caracter´ısticas tanto como del
modelo de conectividad.
Cap´ıtulo 4
Resultados
Para evaluar el funcionamiento del trabajo realizado, se disen˜aron dos tipos de ex-
perimentos:
Secuencias sinte´ticas: se crearon secuencias generadas por computador me-
diante programas infogra´ficos; al tener control total sobre los veh´ıculos que
aparecen en las secuencias, se han disen˜ado escenas que permiten observar el
comportamiento del tracker ante diferentes condiciones.
Secuencias reales: se obtuvieron ima´genes procedentes de ca´maras de tra´fico
reales, de manera que se pueda comprobar la validez de los me´todos usados
no so´lo en secuencias sinte´ticas.
4.1. Experimentos con secuencias sinte´ticas
Sobre la generacio´n de las escenas:
El software infogra´fico utilizado para generar secuencias fue povray (The per-
sistence of vision raytracer, www.povray.org), que utiliza la te´cnica del traza-
do de rayos para conseguir ima´genes fotorrealistas. El me´todo de descripcio´n
de escenas usado por povray es un lenguaje de programacio´n con una sin-
taxis similar a C, permitiendo definir y situar los objetos en base a fo´rmulas
matema´ticas.
Los elementos que conforman las escenas generadas (iluminacio´n y veh´ıculos )
fueron tomados de la pa´gina personal de Jaime Vives Piqueres (www.ignorancia.org).
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4.1.1. Objetivos
El objetivo de evaluar el sistema desarrollado con escenas generadas sinte´ticamente
es cuantificar el desempen˜o del mismo, es decir, caracterizar su comportamiento
con medidas nume´ricas que nos den informacio´n de la calidad de los resultados del
sistema. Esto es posible debido al conocimiento total tanto de los elementos que
conforman la escena como de su comportamiento dina´mico a lo largo de la secuencia.
Las medidas que las escenas sinte´ticas nos permitira´n averiguar son:
Proporcio´n de “capturas”: saber en que´ grado el sistema es capaz de “detectar”
a los veh´ıculos.
Robustez ante circunstancias “dif´ıciles”, como veh´ıculos con movimiento lat-
eral, densidad de tra´fico, etc.
Exactitud de la estimacio´n de la velocidad de los veh´ıculos detectados.
4.1.2. Composicio´n de las escenas
La escena sinte´tica compuesta es sumamente sencilla, se reduce a un “desierto” por
el que pasa una carretera sin marcas viales que tiene capacidad para dos carriles
(ve´ase figura 4.1). Todas las secuencias sinte´ticas fueron generadas simulando haber
sido tomadas a 25 frames por segundo.
Figura 4.1: Escena sinte´tica.
Con respecto a la situacio´n y orientacio´n de la ca´mara, se prepararon dos configu-
raciones distintas:
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lateral: simula una ca´mara de tra´fico colocada en lo alto de un ma´stil anexo
a la carretera. Estara´ colocada en X = −8, Y = −18, Z = 8 y estara´ mirando
al punto X = 2, Y = 5, Z = 0.
cenital: simula una ca´mara de tra´fico colocada detra´s de un panel luminoso, es
decir, justo encima de la carretera. Estara´ colocada en X = 0, Y = −18, Z = 8
y estara´ mirando al punto X = 2, Y = 5, Z = 0.
En la figura 4.2 podemos observar co´mo se ve la escena desde las dos localizaciones
establecidas, lateral (izquiera) y cenital (derecha). En dicha figura se han an˜adido
unos ejes ficticios para indicar el sistema de referencia usado (la longitud de los ejes
es de 3 metros).
Figura 4.2: Escena sinte´tica desde las localizaciones de la lateral y cenital.
4.1.3. Calibracio´n del plano del suelo
Debido al control total ejercido sobre los elementos que conforman nuestra escena
sinte´tica, el proceso de calibracio´n del plano del suelo se simplifico´ considerable-
mente: para lograrlo, se elimino´ la carretera y se sustituyo´ la textura del suelo por
una de cuadros negros y blancos, a modo de plantilla de calibracio´n. Para poder
tomar el mismo sistema de referencia en todas las secuencias, se colocaron cuatro
esferas como gu´ıa.
De esta manera, tan so´lo hubo que emparejar puntos del plano del suelo con puntos
del plano imagen para cada posicio´n distinta de la ca´mara y calcular las homograf´ıas
correspondientes.
En la figura 4.3 podemos ver las plantillas de calibracio´n para las dos localizaciones
de ca´mara.
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Figura 4.3: Plantillas de calibracio´n de la escena sinte´tica.
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4.1.4. Experimentos
Seguimiento de veh´ıculos a distintas velocidades el l´ınea recta
En esta secuencia (4.4) circulan 3 convoys de 10 veh´ıculos cada uno, circulando uno
detra´s de otro en l´ınea recta; los 10 primeros van a 150 km/h, los 10 segundos a 100
km/h y los 10 terceros a 50 km/h.
192.0 km/h
293.2 km/h
Figura 4.4: Snapshot del tracking de la secuencia del test 1.
El desempen˜o del tracker en las configuraciones lateral y cenital fue:
Ca´mara lateral: el tracker fue capaz de captar un 100 % de los veh´ıculos.
En la figura 4.5 podemos ver las velocidades medidas para los mencionados
veh´ıculos.
En el primer grupo de veh´ıculos (que circulaba a 150 km/h), la media del error
absoluto cometido fue 21,9 km/h (14,6 %), en el segundo grupo (a 100 km/h)
fue de 10,6 km/h (10,6 %) y en el tercero (a 50 km/h) de 7,9 km/h (15,9 %).
Ca´mara cenital: el tracker fue capaz de captar un 100 % de los veh´ıculos. En
la figura 4.6 pueden apreciarse las velocidades medidas.
En el primer grupo de veh´ıculos (150 km/h), la media del error absoluto
cometido fue 6,7 km/h (4,5 %), en el segundo grupo (100 km/h) fue de 2,1
km/h (2,1 %) y en el tercero (50 km/h) de 0,8 km/h (1,6 %).
Vemos que el error cometido en las mediciones de velocidad es significativamente
superior en el caso de la ca´mara lateral que en el de la cenital. Asimismo, vemos que
el error es creciente con la velocidad del veh´ıculo.
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Figura 4.5: Velocidades medidas en el test 1, vista lateral.
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Figura 4.6: Velocidades medidas en el test 1, vista cenital.
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Seguimiento de veh´ıculos con movimiento lateral
Esta secuencia (4.7) es ide´ntica a la anterior salvo por que los veh´ıculos, adema´s
de su movimiento hacia delante presentan desplazamiento lateral descrito por una
sinusoide (van “haciendo eses”).
138.2 km/h
359.0 km/h
Figura 4.7: Snapshot del tracking de la secuencia del test 2.
El desempen˜o del tracker en las configuraciones lateral y cenital fue:
Ca´mara lateral: el tracker fue capaz de captar un 93 % de los veh´ıculos. En la
figura 4.8 podemos apreciar las medidas de velocidad tomadas.
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Figura 4.8: Velocidades medidas en el test 2, vista lateral.
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En el primer grupo de veh´ıculos (150 km/h), la media del error absoluto
cometido fue 28,3 km/h (18,9 %), en el segundo grupo (100 km/h) fue de
19,9 km/h (19,9 %) y en el tercero (50 km/h) de 9,2 km/h (18,4 %).
Ca´mara cenital: el tracker fue capaz de captar un 100 % de los veh´ıculos. En
la figura 4.9 podemos ver las velocidades medidas.
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Figura 4.9: Velocidades medidas en el test 2, vista cenital.
En el primer grupo de veh´ıculos (150 km/h), la media del error absoluto
cometido fue 4,6 km/h (3,1 %), en el segundo grupo (100 km/h) fue de 1,3
km/h (1,3 %) y en el tercero (50 km/h) de 1,4 km/h (2,7 %).
De este experimento puede extraerse las mismas conclusiones que en el anterior: el
desempen˜o en la configuracio´n con ca´mara cenital el muy superior al de la lateral
y el error cometido crece con la velocidad a la que circula el veh’culo. Tambie´n
comprobamos que el movimiento lateral de los coches tambie´n empeora la calidad
de las medidas, llegando a hacer perder dos veh’culos del grupo de los que avanza a
150 km/h.
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Seguimiento con densidad de tra´fico
En esta secuencia (4.10) aparecen dos hileras de coches, todos circulando a velocidad
contante de 100 km/h.
114.0 km/h
114.6 km/h
50.6 km/h
101.4 km/h
156.9 km/h
125.2 km/h
134.6 km/h
137.7 km/h
79.0 km/h
Figura 4.10: Snapshot del tracking de la secuencia del test 3.
El desempen˜o del tracker en las configuraciones lateral y cenital fue:
Ca´mara lateral: el tracker fue capaz de captar el 100 % de los veh´ıculos, la
velocidad estimada media fue 114 km/h, con una desviacio´n t´ıpica de 4.1
km/h (ve´ase figura 4.11)
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Figura 4.11: Histograma de las estimaciones de velocidad de los veh´ıculos.
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Ca´mara cenital: el tracker fue capaz de captar el 100 % de los veh´ıculos, la
velocidad estimada media fue 98,6 km/h, con una desviacio´n t´ıpica de 3 km/h
(ve´ase figura 4.11).
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Figura 4.12: Histograma de las estimaciones de velocidad de los veh´ıculos.
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4.2. Experimentos con secuencias reales
Las secuencias de tra´fico real de las que se dispon´ıa proceden de las ca´maras de los
tu´neles de Vallvidrera, a la salida de Barcelona. Las grabaciones, que datan del an˜o
1992, estaban originalmente en soporte VHS, por lo que para poder ser tratadas
fueron digitalizadas mediante una tarjeta capturadora de v´ıdeo.
4.2.1. Objetivos
El objetivo de evaluar el sistema desarrollado con escenas reales es comprobar si so´lo
es va´lido para secuencias sinte´ticas o es realmente eficaz para ima´genes del mundo
real, tanto respecto a “captura” del veh´ıculo como a medida de su velocidad. A
diferencia de las pruebas con secuencias sinte´ticas, se desconoce los elementos que
conforman las secuencias, por lo que no podremos “medir” la eficacia del algoritmo.
As´ı mismo, que el sistema tenga un cierto desempen˜o para esta secuencia no es algo
extrapolable a otras secuencias reales, ya que la variabilidad de las conciciones en el
mundo real, no lo hace posible.
4.2.2. Composicio´n de las escenas
Las secuencias de tra´fico real corresponden a una ca´mara colocada en lo alto de
un ma´stil anexo a la carretera apuntando a un fragmento de la carretera con dos
carriles para un sentido y uno para el contrario, siendo los carriles de 3,5 metros de
anchura (medida esta´ndar).
4.2.3. Calibracio´n del plano del suelo
El me´todo normal para el calibrado del plano del suelo en condiciones normales
ser´ıa desplazarse al lugar enfocado por las ca´maras y hallar las coordenadas globales
(mediante GPS o GPS diferencial) de algunos puntos sobre la carretera y posterior-
mente emparejarlos con sus correspondencias en el plano imagen, obteniendo as´ı una
homograf´ıa. Sin embargo, dado que no se dispuso de acceso f´ısico al lugar apunta-
do por las ca´maras, el calibrado del suelo tuvo que realizarse “a mano”, es decir,
asumiendo distancias esta´ndar (anchura de carriles y longitud media de los veh´ıcu-
los) elaborar un conjunto de correspondencias (en principio, cuanto mayor sea su
nu´mero, menor sera´ el impacto del error cometido). As´ı, y utilizando las l´ıneas sobre
el pavimento, se trazaron l´ıneas que sirvieron como gu´ıa (ve´ase figura 4.13); e´sto
unido a las “suposiciones” de que las l´ıneas discontinuas del suelo median 3 metros
continuos ma´s 1 metro en blanco permitio´ obtener una homograf´ıa aproximada del
plano del suelo.
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Figura 4.13: Calibracio´n “a mano” de las escenas reales.
4.2.4. Experimentos
El tracker fue capaz de captar un 88 % de los veh´ıculos. En la figura 4.14 podemos
algunos fotogramas de las capturas del tracker.
53.9 km/h
68.3 km/h
63.9 km/h
88.5 km/h
67.7 km/h
78.7 km/h
Figura 4.14: Fotogramas de la secuencia real.
Todos los fallos de captura del tracker se debieron a:
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Incorrecta segmentacio´n: el algoritmo de segmentacio´n de los coches respecto
al fondo agrupo´ dos veh´ıculos que estaban pro´ximos. En la figura 4.15 podemos
ver co´mo el algoritmo agrupa incorrectamente varios veh´ıculos.
Poco contraste del veh´ıculo con el fondo: el veh´ıculo era de una tonalidad
notablemente similar al fondo, por lo que el algoritmo de segmentacio´n lo
asimilaba a e´l.
56.5 km/h
85.3 km/h
Figura 4.15: Error en la segmentacio´n de veh´ıculos en la secuencia real.
En la secuencia de prueba se producen constantes cambios de luz que dificultan la
segmentacio´n de los veh´ıculos respecto al fondo. El modelo que el algoritmo mantiene
del fondo permite una correcta segmentacio´n; en la figura 4.16 podemos ver lo que
el algoritmo “piensa” que es el fondo en dos instantes distintos de la secuencia.
Figura 4.16: Modelo del fondo en dos instantes distintos de la secuencia real.
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4.3. Ana´lisis de los resultados
4.3.1. Captura
De los resultados de los experimentos, sobre todo del primer y segundo experimentos
con secuencias sinte´ticas, vemos que el grado de acierto en la “captura” de veh´ıculos
depende tres factores:
Disposicio´n de la ca´mara.
su velocidad dentro de la ventana de extraccio´n de caracter´ısticas.
la tasa de fotoframas por segundo captados por la ca´mara.
Respecto a la disposicio´n de la ca´mara, la captura se ve afectada sobre todo ante
movimientos laterales utilizando una configuracio´n de ca´mara lateral.
Respecto al segundo y tercer factores, pueden concentrarse en uno solo: la distancia
en p´ıxels de una misma caracter´ıstica entre dos fotogramas sucesivos; si dicha dis-
tancia supera el a´rea de bu´squeda de encajes, la esquina nunca podra´ ser encontrada
en dos frames sucesivos y por tanto, al salir del a´rea de extraccio´n de caracter´ısticas,
se perdera´. El aumentar el taman˜o de dicha ventana de bu´squeda tiene varios efec-
tos: aumenta el tiempo de procesado de la secuencia, aumenta la probabilidad de
“encontrar” la misma caracter´ıstica y aumenta la probabilidad de “falsos positivos”
en el matching de caracter´ısticas entre fotogramas sucesivos.
4.3.2. Agrupamiento de caracter´ısticas
El correcto agrupamiento de caracter´ısticas depende u´nicamente de la eficacia del
algoritmo de segmentacio´n de coches que en nuestro caso se trata de la diferencia
entre el fotograma actual y el modelo del fondo que mantenemos. Dicho algoritmo
se ve influenciado por:
El contraste de los veh´ıculos con el fondo: veh´ıculos de tonalidad y luminosidad
similares a los del fondo son candidatos a “mimetizarse” con e´l y por tanto a
no ser captados por el tracker.
Des-sincronizacio´n entre el modelo del fondo y el fondo real; cambios en la
iluminacio´n y elementos dina´micos del fondo, como hojas de a´rboles, degradan
la calidad de la segmentacio´n.
En las secuencias de tra´fico real se daban continuos cambios de luz con los que el
modelo probabil´ıstico del fondo pudo lidiar sin problema. El caso de fondo dina´mico,
ser´ıa mucho ma´s problema´tico.
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4.3.3. Estimacio´n de la velocidad de los veh´ıculos
En las gra´ficas de los experimentos con secuencias sinte´ticas queda patente la de-
ficiente estimacio´n de la velocidad de los veh´ıculos; el error cometido es relativa-
mente bajo, pero se ve afectado en gran medida por la disposicio´n de la ca´mara: en
una configuracio´n con ca´mara lateral, las medidas son mucho ma´s inexactas, hecho
que tiene origen en la propia naturaleza del tracker: lo que en realidad se “sigue”
son las proyecciones en el plano del suelo de las caracter´ısticas del veh´ıculo; dichas
proyecciones no se mueven a la misma velocidad que las caracter´ısticas a las que
corresponden, sino que aceleran segu´n se aproximan a la l´ınea del horizonte, tal y
como podemos comprobar en la figura 4.17: en ella podemos ver la proyeccio´n en el
plano del suelo de las caracter´ısticas de un veh´ıculo, as´ı como la silueta que confor-
man, a lo largo de su aparicio´n en la secuencia de la ca´mara lateral; dicha silueta va
“estira´ndose” segu´n se va alejando de la ca´mara. Dicho efecto se hace ma´s patente
en el caso de la ca´mara lateral, mientras que se ve atenuado cuanto ma´s se acerca
dicha disposicio´n a una totalmente cenital.
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Figura 4.17: Proyeccio´n de la silueta del veh´ıculo en el plano del suelo.
Cap´ıtulo 5
Conclusiones y l´ıneas futuras
5.1. Conclusiones
En el presente proyecto se ha explorado y desarrollado un algoritmo capaz de medir
la velodidad del tra´fico rodado. Para conseguirlo, se implemento´ un tracker basado
en puntos caracter´ısticos, unido a un mecanismo de segmentacio´n cla´sico basado en
un modelo dina´mico del fondo, lo que nos permite agrupar caracter´ısticas en grupos
de ma´s alto nivel, es decir, los veh´ıculos. Dada su naturaleza, algunas caracter´ısticas
positivas de dicho algoritmo son:
Capacidad para seguir todo tipo de veh´ıculos, sin necesidad de ningu´n conocimien-
to a priori sobre ellos.
Robustez ante oculsiones parciales de los veh´ıculos.
Robustez a cambios de iluminacio´n.
Aunque tambie´n presenta caracter´ısticas no tan ventajosas:
Necesidad de conocimiento a priori de la escena donde se va a situar la ca´mara
para poder establecer correspondencias entre ima´genes tomadas y el mundo
real.
Errores en la segmentacio´n debido a la proximidad de veh´ıculos entre s´ı.
Tal como se comento´ en los cap´ıtulos introductorios, las soluciones para medicio´n de
la velocidad del tra´fico rodado en la actualidad esta´n basadas en emisores/receptores
de trenes de pulsos de ondas de radio que permiten, gracias al efecto doppler y de
manera instanta´nea, conocer la velocidad de los objetos que esta´n pasando por
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delante de dicha onda. Adema´s, se necesita una ca´mara para tomar una fotograf´ıa
al hipote´tico infractor en caso de que e´ste supere la velocidad ma´xima permitida.
Tambie´n existen otras soluciones ma´s baratas, aunque de menor precisio´n, como
los bucles de induccio´n situados por debajo del firme. Cuando un veh´ıculo circula
por encima de ellos, se induce una corriente que permite aproximar su velocidad.
Sin embargo este tipo de te´cnicas son altamente intrusivas, necesitando adaptar la
carretera al dispositivo medidor.
Nuestra aproximacio´n, carece de los problemas anteriormente mencionados y de los
que adolecen las estrategias usadas hoy en d´ıa:
U´nicamente es necesaria una ca´mara y una unidad de procesamiento, nada
ma´s. El coste del equipo extra se elimina gracias a la ganancia en complejidad
de la lo´gica del proceso.
Es completamente inocuo a las infraestructuras sobre las que se vaya a instalar,
no teniendo que ser modificadas en manera alguna.
Por tanto, la solucio´n expuesta en la presente memoria parece una alternativa viable
frente a las existentes actualmente en el mercado desde el punto de vista te´cnico.
5.2. L´ıneas futuras
5.2.1. Implementacio´n realtime
La implementacio´n del algoritmo expuesto se realizo´ en matlab debido a la agilidad
de desarrollo de prototipos que presenta dicho entorno. Matlab es especialmente
adecuado para los algoritmos que ba´sicamente realizan operaciones con matrices de
gran taman˜o. Dado que nuestra aproximacio´n tiene una naturaleza ma´s procedimen-
tal, matlab no es especialmente apropiado desde el punto de vista de performance.
Ello hace que nuestra implementacio´n diste considerablemente de poder ser usada
en tiempo real, es decir, el nu´mero de frames por segundo que es capaz de procesar
es considerablemente inferior a la generada por una ca´mara de v´ıdeo.
De esta manera, una posible l´ınea de expansio´n ser´ıa el portar este algoritmo a
un lenguaje de ma´s bajo nivel, como C o C++, ma´s apropiados para este tipo de
estructura de procesamiento. Adema´s, la existencia en el mercado de librer´ıas como
OpenCV, suplir´ıa la enorme cantidad de funcionalidad aprovechada del entorno
matlab en la versio´n actual.
Asimismo, para conseguir una versio´n completamente realtime deber´ıa poder aco-
tarse el tiempo de procesamiento de un frame, es decir, deber´ıa poder estimarse cua´l
es el tiempo ma´ximo que puede tardarse en procesar un fotograma. En la versio´n
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implementada para el presente proyecto esto no es posible; la razo´n es que el tiempo
de procesamiento de un frame va en funcio´n de la cantidad de esquinas a seguir y
agrupar, y ello viene u´nicamente determinado por la secuencia de v´ıdeo de entrada.
As´ı, para poder conseguir acortar el tiempo de procesamiento por frame, deber´ıa
limitarse en nu´mero ma´ximo de estinas que se esta´n procesando en un determinado
momento.
5.2.2. Mejora de la segmentacio´n
El algoritmo de segmentacio´n de los veh´ıculos respecto del fondo utilizado es bas-
tante primitivo, adoleciendo de problemas claros como los mostrados en la figura
4.15. Los problemas de segmentacio´n actuales se ven aumentados segu´n se aproxi-
man los veh´ıculos a la l´ınea del horizonte, ya que el a´rea que ocupan en la imagen
es cada vez menor, de igual manera que el a´rea ocupada por el espacio libre entre
ellos
5.2.3. Autocalibracio´n
Uno de los handicaps que presenta nuestra aproximacio´n es la necesidad de conocimien-
to a priori acerca de la composicio´n de la escena respecto a la ca´mara que toma las
ima´genes, es decir, la imposicio´n de pasar por un proceso de calibracio´n del plano
del suelo para as´ı poder obtener una homograf´ıa (ve´ase seccio´n 3.2.2).
Existen te´cnicas englobadas bajo el nombre de “autocalibracio´n” ([25, 24, 20]) que
permiten obtener conocimiento acerca de la escena frente a la que se encuentra la
ca´mara sin tener ningu´n conocimiento a priori sobre ella. Dichas te´cnicas hacen uso
de elementos de la imagen como l´ıneas de fuga o la l´ınea del horizonte para estimar
los para´metros intr´ınsecos y extr´ınsecos del modelo pinhole de la ca´mara.
Las te´cnicas mencionadas, de ser an˜adidas a nuestra solucio´n, permitir´ıan prescindir
del paso de calibracio´n del plano del suelo, otorga´ndole mayor flexibilidad frente a
entornos desconocidos o incluso cambiantes.
5.2.4. Structure from motion
De manera similar a la visio´n este´reo, que obtiene informacio´n tridimiensional a
partir de varias vistas bidimensionales de la misma escena, existen algoritmos, cat-
alogados bajo la acepcio´n de structure from motion, capaces de extraer informacio´n
tridimiensional de un objeto si se dispone de varias tomas del mismo a lo largo del
tiempo, siempre que se impongan restricciones apropiadas.
En visio´n este´reo, la informacio´n que necesitamos para reconstruir informacio´n tridi-
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mensional de la escena son “correspondencias” entre las vistas de la escena, es decir,
poder saber que´ puntos de una imagen de la escena corresponden a que´ puntos en
la otra imagen. Asimismo, en el caso de las te´cnicas de structure from motion, la in-
formacio´n necesaria es la misma, y justamente es la informacio´n de que disponemos
en nuestro caso, ya que precisamente seguimos features de los veh´ıculos a lo largo
de su historia en la secuencia, de modo que podemos establecer correspondencias en
los puntos que ocupan dichas caracter´ısticas.
El disponer de un post-proceso que reconstruyera la forma tridimensional de los
veh´ıculos permitir´ıa poder catalogarlos (utilitario, familiar, monovolumen, deporti-
vo, etc), proveyendo de una fuente de informacio´n sobre la que hacer miner´ıa de
datos.
5.2.5. Object recognition
Otra aproximacio´n para la identificacio´n de veh´ıculos es las denominada object recog-
nition ([19, 18]). Este tipo de te´cnicas intentan identificar los veh´ıculos a partir de
sus partes: las features discretas extra´ıdas de los veh´ıculos de la escena se comparan
con las de modelos previamente almacenados para averiguar el tipo de veh´ıculo de
que se trata. Este tipo de aproximaciones permiten implementar te´cnicas de eigen-
tracking, utilizando una aproximacio´n de optimizacio´n para encontrar la “solucio´n”
dentro del espacio de estados.
La implementacio´n de este tipo de mecanismo como an˜adido a nuestro algoritmo,
permitir´ıa de esta manera reconocer el tipo de veh´ıculos, lo que abrir´ıa las puertas
a un nuevo tipo de funcionalidad: el “conocer” a los veh´ıculos que pasan por ciertos
puntos kilome´tricos, unido a una hipote´tica infraestructura distribuida, permitir´ıa
“trazar el recorrido” que van haciendo los coches, as´ı como obtener una visio´n ma´s
hol´ıstica de la velocidad a la que circulan, y no so´lo en el campo de accio´n local
a cada radar, como ocurre en la actualidad, ya que se podr´ıa conocer la velocidad
media entre puntos de control de velocidad consecutivos.
5.2.6. Infraestructura de monitorizacio´n de tra´fico
Por u´ltimo, un paso de mayor nivel en la expansio´n del me´todo desarrollado, ser´ıa
aprovechar su facilidad de despliegue para establecer una infraestructura global de
monitorizacio´n de tra´fico: actualmente la Direccio´n General de Tra´fico, ha creado
una capa de Google maps que solapa informacio´n acerca de las carreteras sobre los
mapas nacionales (ve´ase figura 5.1). El despliegue masivo de elementos de control
de la velocidad del tra´fico permitir´ıa an˜adir a dicha capa informacio´n detallada de
la densidad del tra´fico, velocidad media, etc, en cada tramo de trazado.
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Figura 5.1: Informacio´n de tra´fico solapada a Google maps en la web de la DGT.
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