In a series of papers the author and others have studied an asymptotic expansion of the errors of the eigenvalue approximation, using the spectral symbol, in connection with Toeplitz (and Toeplitz-like) matrices, that is, Ej,n in λj(An) = f (θj,n) + Ej,n, An = Tn(f ), f real-valued cosine polynomial. In this paper we instead study an asymptotic expansion of the errors of the equispaced sampling grids θj,n, compared to the exact grids ξj,n (where λj(An) = f (ξj,n)), that is, Ej,n in ξj,n = θj,n + Ej,n. We present an algorithm to approximate the expansion. Finally we show numerically that this type of expansion works for various kind of Toeplitz-like matrices (Toeplitz, preconditioned Toeplitz, low-rank corrections of them). We critically discuss several specific examples and we demonstrate the superior numerical behavior of the present approach with respect to the previous ones.
Introduction
For a given banded Hermitian Toeplitz matrix, T n (f ) ∈ R n×n , and note thatf k are the Fourier coefficients of f (θ), that is,
We say that the symbol f generates the Toeplitz matrix of order n when T n (f ) is defined as [f i−j ] n i,j=1 . The eigenvalues of T n (f ), denoted λ j (T n (f )), can be approximated by sampling the symbol f with an equispaced grid θ j,n , that is, λ j (T n (f )) = f (θ j,n ) + E λ,θ j,n (1) where we typically use the following standard equispaced grid θ j,n = jπ n + 1 = jπh, j = 1, . . . , n, h = 1
and the error, for grid θ j,n , is E λ,θ j,n = O(h); see for example [7, 14] .
In a series of papers [4, 5, 6] an asymptotic expansion of the error E θ j,n in (1),
was studied. In [12] an algorithm to approximate the functions c k (θ), in the grid points θ j,n1 for a chosen n 1 , was proposed: such an approximation is denoted byc k (θ j,n1 ), for k = 1, . . . , α and α chosen properly. We thus have Ignoring the error termẼ λ,θ j,n,α , we obtain the following expression to approximate the eigenvalues of a generated matrix T nm (f ) with indices j m = 2 m−1 j 1 (where j 1 = {1, . . . , n}), that is
where n m = 2 m−1 (n 1 + 1) − 1. In Figure 1 we show three grids, given by n k = 2 k−1 (n 1 + 1) − 1, namely n 1 = 3, n 2 = 7, and n 4 = 31. Blue circles indicate the sets of incices j k such that θ j k ,n k always are the same for any k. Three grids θ j,n k with k = 1, 2, 4, n k = 2 k−1 (n 1 + 1) − 1, and n 1 = 3. The subgrids θ j k ,n k , which is the same for any k, is indicated by blue circles (j k = 2 k−1 j 1 , j 1 = {1, . . . , n 1 }).
If we use the interpolation-extrapolation scheme introduced in [11] , then we can approximatec k (θ j,n ) for any n and thus we can compute numerically the full spectrum of T n (f ) by
Note that the procedure using the asymptotic expansion (4) also works for more general types of Toeplitz-like matrices, for example for preconditioned Toeplitz matrices [2] , and block-Toeplitz matrices generated by matrixvalued symbols [10] , and even in a differential setting when considering the isogeometric approximation of the Laplacian eigenvalue problem in any dimension [9] . The latter example is quite important since the involved matrices can be written as low-rank corrections of either of Toeplitz or of preconditioned Toeplitz matrices. We call this type of methods matrix-less since they do not need to construct a matrix, of arbitrary order n, to approximate its eigenvalues (after the initial step when approximating c k (θ j,n1 ) from α small matrices, data that can be reused for a matrix of any order). By the notation of the theory of Generalized Locally Toeplitz (GLT) sequences, see [14] and references therein, we say that f describes the eigenvalue distribution of a matrix A n , when
Here we do not report the formal definitions for which we refer to [14] , but instead we remind that {A n } n ∼ σ,λ f has the informal meaning that the bulk of singular values, eigenvalues behave, for n large enough and up to infinitesimal errors in the parameter n, as an equispaced sampling of the functions f , |f |, respectively over the common definition domain.
In this paper we consider the following types of matrices A n ,
where f is assumed to be real-valued, continuous and monotone, R n is a low-rank matrix, and a, b are realvalued cosine polynomials, with b non-negative and not identically zero. We thus have the following more general notationλ
Main Results
In this paper we now introduce the "perfect" grid ξ j,n , associated with the symbol f and matrix A n , such that
that is, sampling the symbol f (θ) with ξ j,n gives the exact eigenvalues of A n . Such a grid has to exist thanks to the continuity of f and thanks to the distributional/localization results (see [8] and references therein). We thus have
where E ξ j,n is error in the sampling grid, using the standard grid (2) instead of the perfect grid ξ j,n . We now introduce the following fact, and dedicate the rest of this paper to show applications of this assumption to a number of different Toeplitz-like matrices and their symbols, describing the eigenvalue distribution. Fact 1 follows from (3) and from the monotonicity of f via a proper Taylor expansion.
Fact 1.
There exists an expansion
where h = 1/(n + 1), such that we can asymptotically describe a perfect grid ξ j,n such that (7) is true. Of course the latter holds for the same types of symbols for which the expansion (3) has been shown to work for; see for example [2, 10, 12] .
We now first present two illustrative examples, and then propose Algorithm 1, a matrix-less method for approximating the functions d k (θ) in (9) . Finally Algorithm 2 describes how to use the information form Algorithm 1 to approximate the eigenvalues λ j (A n ) for any n. Henceforth we use the following notatioñ
to distinguish from the expansion and errors defined in (5) and (6).
In this example we study the symbol f (θ) = (2 − 2 cos(θ)) 2 = 6 − 8 cos(θ) + 2 cos(2θ), associated with the second order finite difference discretization of the bi-Laplacian. It is well known that an equispaced grid does not give the exact eigenvalues of the generated matrices T n (f ) for finite matrices, for example, see discussions in [3, 13] .
2 (dashed pink line) and the two expansions approximate the errors E λ,θ
In Figure 2 we show the symbol f (dashed pink line), and present data for the generated Toeplitz matrix of order n = 3, T 3 (f ), that is, the three eigenvalues λ j (T 3 (f )) = f (ξ j,3 ) (red circles) and the three samplings f (θ j,3 ) (blue circles) where the sampling grid θ j,3 is defined in (2) .
Hence, in previous papers, we approximate E λ,θ j,n in (1), by computing theλ
We thus approximate the error of the eigenvalue approximations when only using the symbol approximation f (θ j,n ).
is the distance between the red and blue line on the y-axis. In this paper we instead study the error E ξ j,n in (8), by computing theξ (α) j,n − θ j,n in (10). Hence, we approximate the error of the grid, when using the standard grid (2). The sought error E ξ j,3 = ξ j,3 − θ j,3 is the distance between the red and blue line on the x-axis. Subsequently we can use the approximatedξ (α) j,n , in (10), to approximate the eigenvalues λ j (T n (f )) by using (12).
In the following Example 2 we show the first numerical evidence supporting Fact 1.
Example 2. We return to the symbol f (θ) = (2 − 2 cos(θ)) 2 of Example 1. In Figure 3 we present in the left panel the errors E ξ j,n = E ξ j,n,0 in (9), for a number of different n, that is,
The sizes of the matrices, used to compute E ξ j,n k are n k = 2 k−1 (n 1 + 1) − 1, where n 1 = 100, and k = 1, . . . , 4. In the right panel we have scaled all the errors by h k = 1/(n k + 1). The overlap is very good for the curves for different n k , indicating the general shape of d 1 (θ) in (9), later observed in Figure 5 . Remark
We propose in Algorithm 1 a procedure for approximating d k (θ) withd k (θ j,n1 ), for k = 1, . . . , α on the grid points θ j,n1 , defined in (2). In Algorithm 2 we then use the interpolation-extrapolation scheme described in [11] to approximate d k (θ j,n ) for any n, and subsequently use this data to approximate the eigenvalues λ j A n . We here note that a similar approach was developed independently in [1] .
Algorithm 1. Approximate the expansion functions d k (θ) in (9) in the points θ j,n1 defined in (2).
1. Choose n 1 and α.
2. For each k = 1, . . . α (a) Compute eigenvalues λ j (A n k ) where, for example,
and n k = 2 k−1 (n 1 +1)−1, R n is a low-rank matrix and N n is a small-norm matrix, a, b are real-valued cosine polynomials, with b non-negative and not identically zero; see [14] ;
(c) Compute the grid that gives the exact eigenvalues by finding the roots ξ j k ,n k such that Once we have our D matrix, whered k (θ j,n1 ) = (D) k,j1 , we can utilize them to reconstruct approximately the "perfect" grid ξ j,n for any n. Hence, for an arbitrary n, the full spectrum om A n is then approximated by (12) , by first using a modified version of the interpolation-extrapolation scheme of [11] , to getd k (θ j,n ). The procedure is described in Algorithm 2.
Algorithm 2. Compute approximationd k (θ j,n ) fromd k (θ j,n1 ), and approximate λ j (A n ).
3. Compute the eigenvalue approximationsλ
Numerical Experiments
In this section we consider three different examples, numerically supporting Fact 1. In Example 3 we study the Toeplitz matrix associated with the second order finite difference discretization of the Laplacian, with imposed Neumann-Dirichlet boundary conditions. We examine in Example 4 the grid expansion (10) for the Toeplitz matrix associated with second order finite difference discretization of the bi-Laplacian. Finally the grid expansion (10) for a preconditioned matrix is presented in Example 5.
Example 3. We here study the symbol f (θ) = 2−2 cos(θ), and the perturbed generated matrix A n = T n (f )+R n of the form
This matrix corresponds to the normalized discretization of second order finite differences och the second derivative operator (Laplacian), with imposed mixed Neumann-Dirichlet boundary conditions. It is known that the eigenvalues of A n are exactly expressed by
We thus have
and then
In Figure 4 we presentd k (θ j,n1 ), computed with Algorithm 1, and d k (θ j,n1 ) for k = 1, . . . α, for n 1 = 100, α = 4.
The overlaps of the numerical and theoretical function values are good.
Figure 4: Example 3: Expansion of the grid ξ j,n1 associated with the matrix A n1 = T n1 (f ) + R n1 , where f (θ) = 2 − 2 cos(θ) and R n is a small rank perturbation (coming from a Neumann boundary condition). The functions d k (θ) are well approximated byd k (θ).
Example 4. In this example we return to the symbol f discussed in Examples 1 and 2, namely,
and employ Algorithms 1 and 2 and study the results. In Figure 5 we show the computed expansion functionsd k (θ j,n1 ), for n 1 = 100 and α = 2 (left panel) and α = 3 (right panel). We note that for exampled 2 (θ 1,n1 ) andd 2 (θ 2,n1 ) (red line, closest to θ = 0) is different in the two panels. Alsod 3 (θ j,n1 ) behaves erratic a few approximations close to θ = 0. This effect is due to the fact that the symbol f violates the simple-loop conditions, discussed in detail in [3] and also in [13] . However, this has low impact in the current numerical setting, and also we employ a modification of the extrapolation in [11] by simply ignoring user specified indices for the different k = 1, . . . , α.
In the left panel of Figure 6 we show the interpolation-extrapolatedd k (θ j,n ) (dashed black lines) for n 1 = 100, α = 3, and n = 100000. The following samplings were ignored in these computations: ford 2 (θ j,n1 ) indices j = 1, 2 and ford 3 (θ j,n1 ) indices j = 1, 2, 3. In the right panel of Figure 6 is presented the absolute error log 10 |E ξ j,n | of (8) and the subsequent errors log 10 |Ẽ ξ j,n,β | of (11) for β = 1, 2, 3. The perfect grid ξ j,n is very well approximated, with a slight reduction of accuracy close to θ = 0. The parameters used for the computations in the right panel of Figure 6 (and also both panels of Figure 7 ) are n 1 = 1000, α = 3, and n = 100000. As expected the correctiond 3 (θ j,n )h 3 toẼ ξ j,n,2 (to getẼ ξ j,n,3 ) has only negligible effect since h 3 = O(10 −15 ). Only every 50 th (every 100 th forẼ ξ j,n,3 ) error is plotted for improved clarity in the visualizations. In Figure 7 we
Figure 5: Example 4: Computed expansion function approximationsd k (θ j,n1 ), k = 1, . . . , α for α = 2 (left) and α = 3 (right), and n 1 = 100. Note the erratic behavior ford 2 (θ j,n1 ) andd 3 (θ j,n1 ) close to θ = 0. (13)). Thus, in the left panel of Figure 7 we show how well λ j (T n (f )) are approximated using the method in [11] (with the addition of removal of erratic points in the interpolation-extrapolation stage). In the right panel of Figure 7 we present how well λ j (T n (f )) are approximated using Algorithms 1 and 2 in this paper. We note that the result in the right panel is better overall for the whole spectrum, but especially close to θ = 0, and machine precision accuracy has almost been achieved. Example 5. Preconditioned matrices are important in many applications, and the study of their behavior is hence of importance. We here look at the matrix
where a(θ) = 4 − 2 cos(θ) − 2 cos(2θ) = (2 − 2 cos(θ))(3 + 2 cos(θ)),
which is Example 1 from [2] .
In the left panel of Figure 8 we show the symbols a, b, and f = a/b. In the right panel of Figure 8 is shown the absolute error when approximating ξ j,n , that is, log 10 |E ξ j,n | (and log 10 |Ẽ ξ j,n,β | for β = 1, 2, 3). Like in the right panel of Figure 6 we note a slight reduction of accuracy close to θ = 0, but here also close to θ = π. In Figure 9 we present both the computed expansion functionc k (θ j,n ) (left) andd k (θ j,n ) (right). We note the similarity between the two expansions. Finally in Figure 10 we present the absolute errors when approxi- Figure 7 , the Algorithms 1 and 2 generally perform better than the algorithm in [11] . The additional cost for Algorithms 1 and 2, compared with [11] , is negligible. It consists only of finding the αn 1 roots to f (θ) − λ j k (A n k ), for k = 1, . . . , α. 
Conclusions
In this paper we have studied the expansion of the grid error E ξ j,n in ξ j,n = θ j,n +E ξ j,n , where ξ j,n is the "perfect" grid associated with a sequence of matrices {A n } n , in the sense that λ j (A n ) = f (ξ j,n ). Here f is the symbol such that {A n } n ∼ glt,σ,λ f . We present an Algorithm 1 to approximate the expansion, proposed in Fact 1, of the error E ξ j,n in (9) . In Algorithm 2 we show how to interpolate-extrapolate the data from Algorithm 1, and use this information to approximate the eigenvalues of A n for arbitrary n. By the numerical experiments in Section 3 we have shown evidence of Fact 1, in a number of practical examples, by also emphasizing the superiority of the new matrix-less method seen in Examples 4 and 5 when approximating the eigenvalues of a large matrix A n .
The further study of the proposed expansion is warranted, since it might lead to new discoveries on the spectral behavior by applying perturbations of Toeplitz-like matrices, and also faster and more accurate methods to approximate the spectrum of Toeplitz-like matrices. For matrices generated by partially non-monotone symbols we expect similar behavior as for the expansion of the eigenvalue errors: in particular the conclusion is that we can not in general gain any information in the non-monotone part. The block and multilevel cases are also to be considered in future research.
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