Background
==========

Blood volume determination is a daily routine in anesthesia and intensive care practice. Most of the time, it is roughly estimated using clinical parameters such as blood pressure, heart frequency, urine output, and peripheral temperature. In sepsis, the postoperative phase and heart failure, circulating volume can be difficult to assess and in these cases classical dilution techniques are of additional value**.** The intrathoracic blood volume can be estimated by transthoracic thermodilution, presently one of the most widely used techniques. Its value and change in response to fluid challenge reflects the left ventricular preload and changes in preload better than more conventional measures like central venous pressure and pulmonary artery wedge pressure \[[@B1]\]. However, these techniques are invasive and require catheterization of the heart \[[@B2]\] and/or large vessels \[[@B3]\], which can lead to complications.

With classical dilution techniques, a known amount of indicator is injected via a central venous line into the jugular or subclavian vein and is carried through the heart and pulmonary circulation where it is mixed and diluted. Downstream, the indicator concentration-change over time is measured at a detection site to create an indicator dilution curve (IDC) \[[@B4]\]. The IDC is used to estimate the mean transit time (MTT); this is the average time it takes for the indicator to travel from the injection site to the detection site \[[@B5]\]. When two detection sites are used, the product of MTT difference and flow can be used to calculate the volume in between both sites. Classical indicator-dilution techniques can be performed with different standard indicators (such as cold saline, indocyanine green or lithium) through different access sites (e.g. right or left heart-sided) \[[@B2]-[@B4],[@B6]\]. The transpulmonary thermodilution technique allows measurement of cardiac output (CO) and intrathoracic blood volumes \[[@B3],[@B6]\].

A less invasive technique may be a valuable alternative to these methods, which are hampered by their invasiveness. A promising minimally invasive alternative technique uses an ultrasound contrast agent (UCA) injected into a peripheral vein as indicator. This can be detected noninvasively by contrast-enhanced ultrasound (CEUS) imaging. Mischi et al. previously demonstrated that this technique can be used for estimating blood volumes \[[@B7]-[@B9]\]. In this study the measurement of blood volumes by means of UCA dilution with transthoracic echography (TTE) was tested and validated in-vitro. The determination coefficient between the real and the estimated volumes was larger than 0.999 in different model fits \[[@B7]\].

However, to date there has been no comparison with the classic thermodilution technique, which is clinically considered the gold standard for CO and blood volume measurement.

The aim of our study is to compare the CEUS with the thermodilution technique for volume quantification in an in-vitro set-up with different flows and volumes. We decided to use the transesophageal probe as this probe is often used in the perioperative setting, where large volume shifts can occur.

Methods
=======

In-vitro set-up
---------------

The realized in-vitro set-up (Figure [1](#F1){ref-type="fig"}) consisted of an open circuit with a roller pump, Cobe Stoeckert multiflow bloodpump (Stoeckert Instruments, Munich, Germany), a water-filled basin, a network of tubes with a variable volume simulating the pulmonary vessels, and a pressure stabilizer. The whole set-up was filled with tap water which was degassed by 24-hour rest. The temperature was maintained at 37°C with heating devices and thermostats at different positions in the set-up. The in- and outflow tubes of the network were submerged in a water-filled basin. The submerged segment of the tubes was made of a thin polyurethane layer (Ultracover®, Microtek™ Medical BV, Zutphen, the Netherlands) in order to limit interference with ultrasound measurements. In the water-filled basin, a transesophageal (TEE) probe (X7-2 t, Philips Healthcare, MA, USA) was directly submerged in water to optimize the acoustic impedance while insonifying the submerged tubes. Two 0.014" high-fidelity pressure wires (Radiwire, St Jude Medical Inc, St. Paul, MN, USA) were inserted in these tubes. These wires measure temperature at 0--25 Hertz (Hz) with an accuracy of 0.05°C within a temperature range of 15 to 42°C. Distal to the centrifugal pump, cold saline and UCA were injected into the inflow tube through an injection point consisting of a single lumen central venous line (Blue flextip catheter, Arrow®, Reading, PA, USA). Between the inflow and outflow tubes, outside the basin, the circuit expanded into a network of eight tubes and converged back into a single outflow tube. This network was made of tubing which is used for cardiopulmonary bypass, matching the roller pump. The tubing (Medtronic, Minneapolis, MN, USA) of the network had a diameter of ¼" with a wall size of ^3^/~32~". The afferent and efferent tubes had a diameter of ½". The length of tubing was adapted to create a physiologic range of volumes \[[@B10],[@B11]\]. The network could be clamped at different positions to create different volumes. The hydrodynamic circuit was open to avoid UCA recirculation and the hydrostatic pressure of the circuit was stabilized at the output. All tubes were isolated with polyethylene covers (Climaflex®, NMC, Eynatten, Belgium) to prevent temperature loss to the surroundings.

![**The in-vitro set-up in a schematic overview.** The variable network can be clamped at different points to create different volumes.](1476-7120-11-36-1){#F1}

Ultrasound system and settings
------------------------------

A commercially available scanner (iE33, Philips Healthcare, Andover, MA, USA) was used to obtain cross-sectional B-mode images of the inflow and outflow tubes. Harmonic imaging at 2.7 - 5.4 MHz was used in order to increase the signal-to-noise ratio (SNR) for low UCA concentration together with a low mechanical index (MI) of 0.2 to reduce bubble disruption. Frame rate was set at 27 Hz, the same time-gain and lateral-gain compensation were employed over all measurements, compression was set at 50 dB, general gain at 60%, and image depth was 8 cm with the focus being at the level of both tubes.

Calibration
-----------

For direct application of the indicator dilution theory, a linear relationship between UCA concentration and detected acoustic intensity is necessary \[[@B8]\]. Therefore, we measured the different acoustic intensities of different doses of UCA (SonoVue®, Bracco SpA, Geneva, Italy) diluted in saline at room temperature and at 4°C. This calibration was performed according to the protocol described by Mischi et al. \[[@B7]\]. It had a twofold objective: finding the range of UCA concentrations that show a linear relationship with the measured acoustic intensity, and investigating the effect of temperature on the UCA behavior. The relationship between SonoVue®-concentration and measured acoustic intensity was linear below 1.5 mg/L (Figure [2](#F2){ref-type="fig"}) at room temperature and 1 mg/L at 4°C. Above these concentrations shadowing was seen.

![**Acoustic intensity calibration curves of SonoVue® at room temperature and at a temperature \<4°C.** Acoustic intensity is presented on the Y-axis at different temperatures and at different concentrations of SonoVue®. At room temperature (red circle) there is attenuation above 1.5 mg/L; at a temperature \<4°C (light blue square) attenuation occurs at a concentration between 1 mg/L and 1.5 mg/L. A linear relationship between concentration and acoustic intensity is seen below 1 to 1.5 mg/L at both temperatures.](1476-7120-11-36-2){#F2}

Thermodilution measurement
--------------------------

Thermodilution measurements were performed using the pressure wires as described above. These pressure wires have temperature sensing tips that were positioned in the polyurethane tubes and were intercepted by the ultrasound beam for contrast quantification. The temperature sensors of both pressure wires were connected to a Wheatstone bridge adjusted to half-bridge configuration in order to output measured IDCs from both sensors. The electrical circuit further comprised a feedback amplifier (INA 118, Burr-Brown Corporation, Tucson, AZ, USA), a power supply (Delta Elektronica, Zierikzee, the Netherlands), and a data acquisition board (NI USB-6341, National Instruments, Austin, TX, USA). The bridge was balanced by manual adjustment of the value of an embedded potentiometer. The output signal was amplified in such a way that the full range of the analog-to-digital converter of the data acquisition card (0-10 V) was exploited. High frequency noise suppression was achieved by placing an additional capacitance in parallel with the input impedance of the amplifier. All devices were shielded and grounded to minimize ambient disturbances. The thermodilution curves were acquired with LabVIEW (National Instruments, Austin, TX, USA) and processed in MATLAB® 2009b (The Mathworks, Natick, MA, USA). The full system was calibrated by mapping the measured voltage as a function of temperature in a water-filled basin measured by a digital thermometer (Keithley 871, Keithley Instruments, Cleveland, OH, USA). The calibration showed a linear relationship with a slope of 0.65 V/°C and r^2^ = 0.999. These results confirmed the system linearity for temperatures in a range 24°C -- 40°C.

Ultrasound contrast measurement
-------------------------------

Different flows were generated by adjusting the rounds per minute (rpm) of the centrifugal pump. Six flows were used for the measurements that varied between 1 and 4 liters per minute in increments of 0.5 liter per minute. Flow was measured using a flow sensor (Flow controller ARS 260, Biotech, Vilshofen, Germany), at the end of the circuit. By clamping different bifurcations of the variable network, four different volumes were generated, namely 890 milliliter (mL), 718 mL, 530 mL, and 356 mL (Figure [1](#F1){ref-type="fig"}). These volumes have been chosen to cover a range that is slightly broader than the pulmonary blood volumes reported in patients, which range from 271 mL/m^2^ (\~500 mL) to 421 mL/m^2^ (\~800 mL) in heart failure patients \[[@B10],[@B11]\]. Every measurement was repeated three times, at six flows and four volumes. With every measurement a bolus of 0.2 mL SonoVue® diluted in 20 mL cold saline (4°C) was injected. The change in acoustic intensity on B-mode ultrasound was stored in an uncompressed format for subsequent analysis with commercially available software (QLAB 8, Philips Healthcare, Andover, MA, USA). This software allows drawing of multiple regions of interest (ROIs) to obtain acoustic IDCs. Two ROIs were drawn within the thin polyurethane layer of the inflow and outflow tube in the water-filled basin. An additional movie file shows this in more detail (see Additional file [1](#S1){ref-type="supplementary-material"}). The IDCs were processed and fitted by the local density random walk (LDRW) model using MATLAB® 2009b \[[@B12]\]. The LDRW model was employed since it provides both the best least square error fit to the IDC and a physical description of the dilution process. The MTT of the contrast bolus between the injection and the detection sites was directly derived from the parameters of the fitted model \[[@B7]\]. Volumes were then calculated as the product between the measured flow and the difference in MTT between the two curves.

The MTT can be derived using two different methods. First, the MTT of each IDC can be estimated as the first order statistical moment of the fitted model, using the double fit method (Figure [3](#F3){ref-type="fig"}). Second, the indicator dilution system can also be interpreted as a linear system; therefore, the impulse response approach can be employed \[[@B7],[@B8]\]. The impulse response of the system between the two indicator detection sites was estimated by means of a parametric deconvolution technique, using the system input and output signals represented by the measured IDCs \[[@B8]\]. The estimated impulse response is represented by the LDRW model, which allows blood volume assessments (Figure [3](#F3){ref-type="fig"}). The advantage of using a deconvolution technique over a double IDC fitting consists of the independency of the resulting impulse response from the injection function \[[@B7]\].

![**Indicator dilution curves (IDCs) fitted by LDRW double fit method and impulse response method.** These IDCs were constructed from post-processing imaging analysis at the level of inflow and outflow tubes at a flow of 2 L/min and true volume of 718 mL. The dotted black line is the IDC at the level of the inflow tube and outflow tube. In the upper picture, the red and blue lines depict the IDCs by the double fit method according to the LDRW model of the inflow and outflow tube. The vertical dashed lines represent the MTTs of each curve. In the bottom picture, the green line depicts the IDC according to the LDRW model impulse response method.](1476-7120-11-36-3){#F3}

Statistics
----------

All data were reported as mean values ± standard deviation (SD) or as median ± interquartile range (IQR) depending on the distribution of the variables of three consecutive measurements. The first goal was to investigate the agreement between measured volumes by both techniques and the true set-up volumes. Statistical significance was considered as a two-sided P\<0.05. Bland-Altman analysis was used to determine the agreement between measured volumes and the true volumes \[[@B13]\]. The effect of the different flows on the volume measurement was also investigated and reported in dedicated plots. Reproducibility was assessed by the intraclass-correlation coefficient (ICC). ICC consists of a basic calculation as repeated-measures analysis of variance (ANOVA) and the intraobserver reliability (ICC (1,1)). ICC assesses the agreement of quantitative variables on its reliability and consistency \[[@B14],[@B15]\]. The second goal was to analyze the correlation between the CEUS volumes and thermodilution volumes, assuming thermodilution as the gold standard. Correlation coefficients were assessed using the Pearson correlation coefficient R or the Spearman correlation coefficient r~s~ depending on normal distribution or non-normal distribution of variables, respectively. Statistical analysis was performed using GraphPad Prism version 5.03 (GraphPad Software, San Diego, CA, USA) except for the intraclass-correlation, which was analyzed by Unistat® Statistical Package for Windows™ version 6.0 (Unistat House, London, England). Statistical analysis was performed by using all data (n=72 measurements) to exclude a bias.

Results
=======

Measurements
------------

A total of 79 measurements were performed. Seven measurements could not be used for analysis as a result of failed acquisition on the ultrasound equipment (n=5) or due to technical failure of the Wheatstone bridge (n=2). All remaining 72 measurements were used for analysis. The CEUS derived median volume of these, using the LDRW model double fit method was 590 (394--764) mL. For the impulse response method, the volume was 574 (382 --725) mL. The median volumes estimated with the thermodilution technique double fit method and impulse response method were 722 (489 -- 944) mL and 693 (459 -- 886) mL, respectively.

Reproducibility
---------------

Repeated-measures ANOVA demonstrated no significant variance between the measures for both CEUS and thermodilution-derived volumes. Intraclass-correlation between three repetitive measurements was ICC = 0.99 (95% confidence interval (CI), 0.98 - 1.00) for the CEUS derived volumes and ICC = 0.97 (95% CI, 0.94 - 0.98) for the thermodilution calculated volumes, using the double fit method. The intraclass-correlation for the measured volumes using the impulse response method was ICC = 0.98 (95% CI, 0.96 - 0.99) for CEUS and ICC = 0.98 (95% CI, 0.97 - 0.99) for thermodilution.

Effect of flow and volume on the measurements
---------------------------------------------

With the set-up completely open (largest volume, 890 mL), the CEUS-derived volumes, averaged over all flows, were underestimated by −74 mL, for a true volume of 718 mL the underestimation was −43 mL, for 530 mL it was −30 mL, and for 356 ml it was −13 mL. Using thermodilution on the other hand, a general overestimation was seen. For 890 mL the average overestimation was +122 mL, for 718 mL it was +88 mL, for 530 mL it was + 64 mL, and for 356 mL it was + 63 mL. All the volumes were measured by the LDRW double fit method. In both CEUS and thermodilution, the deviations with respect to the true volumes were larger at larger volumes (Figure [4](#F4){ref-type="fig"}).

![**Volume measurements using contrast enhanced ultrasound (bullets) or thermodilution (crosses) at different flow rates and volumes.** The different volume settings (true volumes) are indicated in the legend and expressed in the graph as solid lines. Each volume measurement is the average of three repetitions.](1476-7120-11-36-4){#F4}

Correlation between the measured volumes and true volumes
---------------------------------------------------------

The correlation between the 72 volumes measured with CEUS and the true volumes showed r~s~ = 0.97 (95% CI, 0.95 - 0.98; P\<0.0001) using the LDRW double fit method and r~s~ = 0.97 (95% CI, 0.95 - 0.98; P\<0.0001), using the LDRW impulse response method. The correlation for the 72 measured volumes using the thermodilution technique showed r~s~ = 0.96 (95% CI, 0.94 - 0.98; P\<0.0001) using the LDRW double fit method. When the LDRW impulse response method was used for the thermodilution measured volumes r~s~ = 0.97 (95% CI, 0.95 - 0.98; P\<0.0001). Figure [5](#F5){ref-type="fig"} shows the linear regression analysis for volumes measured with CEUS and the LDRW double fit method. All measured volumes correlated significantly with the true volumes. Bland-Altman analysis \[[@B13]\] (Figure [6](#F6){ref-type="fig"}) demonstrated a bias between CEUS and true volumes of −40 ± 28 mL using the LDRW double fit method and −53 ± 41 mL using the LDRW impulse response method. The bias of the thermodilution volumes compared to the true volumes was 84 ± 62 mL and 55 ± 40 mL, for the double fit and impulse method respectively (Figure [7](#F7){ref-type="fig"}).

![**Correlation with standard deviation is shown between the mean volumes measured by contrast-enhanced ultrasound or thermodilution and true volumes.** For volume measurements the LDRW double fit method was used. Linear regression analysis revealed following trend: Mean CEUS volume = 0.85 true volume + 47 (r^2^ = 0.996). Mean thermodilution volume = 1.05 true volume + 42 (r^2^ = 0.999).](1476-7120-11-36-5){#F5}

![**Bland-Altman plots showing the agreement between measured volumes by contrast enhanced ultrasound and true volume of the set-up.** The volumes measured with contrast enhanced ultrasound are displayed in left and right panel, using the LDRW double fit (DF) method and LDRW impulse response (IR) method, respectively. The bold line indicates the mean difference between CEUS measured and true volumes (bias), the dashed lines indicate two times the standard deviation.](1476-7120-11-36-6){#F6}

![**Bland-Altman plots showing the agreement between measured volumes by thermodilution technique and true volumes of the set-up.** The volumes measured with thermodilution technique are indicated in left and right panel, using the LDRW double fit (DF) method and the LDRW impulse response (IR) method, respectively. The bold line indicates the mean difference between CEUS measured and true volumes (bias), the dashed lines indicate two times the standard deviation.](1476-7120-11-36-7){#F7}

Correlation between volumes estimated with CEUS and the thermodilution technique
--------------------------------------------------------------------------------

The correlation between CEUS and thermodilution technique showed r~s~ = 0.94 (95% CI, 0.90 - 0.96; P\<0.0001), using the LDRW double fit method and r~s~ = 0.97 (95% CI, 0.95 - 0.98; P\<0.0001), using the impulse response method. The Bland-Altman analysis showed a bias of −124 ± 74 mL using the LDRW model double fit method, where thermodilution estimated volumes were on average larger than CEUS volumes. For the LDRW model impulse response method the bias was −108 ± 67 mL.

Discussion
==========

In the present study, comparing volume measurement by CEUS with thermodilution in a controlled in-vitro set-up, we have demonstrated that there is a good correlation between volumes measured by CEUS and by thermodilution (r~s~ = 0.94 with the LDRW double fit method). Using the Bland-Altman analysis, there was a good level of agreement (bias −108 ± 67 mL with the LDRW double fit method) between both methods with only a modest underestimation of the true volume by CEUS (bias −40 ± 28 mL with the LDRW double fit method). Interestingly, compared to the gold standard of thermodilution, CEUS demonstrated to provide a more accurate measure of a known volume in this in-vitro set-up with a bias of only −40 ± 28 mL compared to 84 ± 62 mL for the thermodilution method.

In general, the thermodilution technique overestimated all volumes (Figure [4](#F4){ref-type="fig"}). The overestimation of the thermodilution volumes can be explained, in the first place, by loss of heat to the surroundings due to conduction across the tube wall. Heat loss is more marked at low flows and large volumes (Figure [4](#F4){ref-type="fig"}) due to longer contact-time and larger surface area, respectively. In order to minimize this effect, we isolated the whole set-up and the temperature was kept stable in a narrow range around 37°C. Despite this, the volume overestimation was consistently present even at small volumes (356 mL) and high flows (4 liters per minute), when heat loss is expected to be minimal.

In our study, we used a TEE matrix probe, as this is a more realistic set-up to perform volume measurements by CEUS during open heart surgery and the perioperative phase. In general the proposed methods are also feasible by TTE, as shown in studies by Mischi \[[@B7],[@B8]\]. In comparison to TTE, TEE is closer to the heart with minimal ultrasound attenuation in between. Whether the results with a TEE or TTE probe are interchangeable needs to be investigated in future research.

As no calibration is available for the adopted TEE probe in literature, we calibrated the probe by determining the relationship between the SonoVue® concentration and measured acoustic intensity. The calibration was performed at two different temperatures, namely ambient room temperature (20°C) and the typical temperature used for cold thermodilution (4°C). To this purpose, we diluted SonoVue® in saline at 4°C to obtain sufficient signal-to-noise ratio for the thermodilution IDC and because this temperature is routinely used for clinical thermodilution measurements. We found UCA bubbles to be stable longer at lower temperatures \[[@B16]\], however at the cost of a reduced echogenicity (Figure [2](#F2){ref-type="fig"}). This is in line with the reported decrease in bubble stability at higher temperatures \[[@B17],[@B18]\]. At higher temperature the UCA bubbles expand 5% by gas expansion and show increased acoustic backscatter \[[@B19]\]. Our calibration showed no attenuation below 1.0 mg/L at 4°C. Higher doses will produce a non-stationary (concentration dependent) shadow effect that will influence the IDC quantification, possibly affecting the MTT. We calculated our diluting volume for SonoVue® as the total volume in the circuit, which was over 1 liter. Nevertheless at the lowest volume of the tube network (356 mL) and highest flow (4 L/min) we registered some attenuation in the IDC, probably due to a low effective diluting volume of less than 1 L. In spite of this, the MTT reproducibility at these settings was high with an intraclass-correlation of ICC = 0.99 and an average difference with the true volumes of +2 mL for CEUS and for thermodilution +74 mL (Figure [4](#F4){ref-type="fig"}). Therefore, the influence of attenuation on the MTT assessment seems negligible.

The IDCs are fitted using dedicated models that can possibly influence volume measurement thus leading to over- and/or underestimation. With this respect, the LDRW model seems superior as the fitting is based on both the ascending and descending slopes of the IDC which makes it less sensitive to noise. Still, this may lead to underestimation of the IDC tail compared to more common models like mono-exponential and power-law model \[[@B5]\]. In a study of Ugander et al. magnetic resonance imaging was evaluated as a method for estimating pulmonary blood volume \[[@B20]\]. An in-vitro validation of pulmonary blood volume measurements was carried out, showing a mean difference between the measured volumes and true volumes of 10 ± 2% for the peak-to-peak method and 4 ± 3% for the center of gravity method \[[@B20]\]. The center of gravity and peak-to-peak methods do not use model fitting for the MTT estimation, and they are more sensitive to low signal-to-noise ratios and contrast recirculation. Moreover, they do not provide a physical interpretation of the investigated convective diffusion process, as provided by the LDRW model \[[@B21]\]. The LDRW model provides better fits of skewed IDCs \[[@B5]\], which are present at high flows and small volumes. Our mean difference for CEUS and the true volumes was −6.5 ± 2.8% using the LDRW double fit method and −8.5 ± 2.9% using LDRW impulse response method. A volume underestimation of −3.3 ± 2.3% was also found by different models and settings in another in-vitro study for volume quantification with magnetic resonance imaging \[[@B22]\]. In particular a slightly lower accuracy and volume underestimation by the impulse response method was reported; however, this was not confirmed by intra-thoracic blood volume measurements in the volunteers. The advantage of the impulse response method consists of making the measurement robust to recirculation and variations in the injection function. Moreover, the identification of the full transpulmonary dilution impulse response brings additional information, possibly adding diagnostic value to the analysis \[[@B22]\].

Another finding to be discussed relates to the volume underestimation by CEUS. This is likely to be explained with the bubble transport kinetics. It has been reported that bubbles, especially for laminar flow (Reynolds \< 2000), show a velocity profile that differs from that of the carrier fluid, leading to a shorter MTT. In particular, while the carrier fluid shows a typical parabolic flow profile, bubbles are reported to travel with a "flatter" profile, whose average velocity over the tube cross section is higher than that of the carrier fluid \[[@B23],[@B24]\]. Additional explanations, to be verified in future studies, might relate to the concentration profile of bubbles across the tube.

In-vivo studies have another carrier fluid, blood, which could influence the indicator dilution curve. As blood is a more viscous carrier fluid than water, the Reynolds number will decrease. As a result, the diffusion coefficient is expected to be lower. The diffusion coefficient influences the parameter λ of the LDRW model, which equals the Peclet number divided by 2. The Peclet number represents the ratio between diffusion and convection time. An increase in viscosity produces therefore an increase in λ, whereas μ, which is representative of the MTT, is not affected \[[@B25]\].

Our study may provide a good alternative for volume measurement in the perioperative setting and in critical care. The safety of SonoVue® has been investigated in different settings. In a large retrospective study on assessment of adverse events in 28 Italian Centers, serious adverse events were found in 0.0086% \[[@B26],[@B27]\]. SonoVue® microbubbles are composed of SF6 gas with a phospholipid monolayer shell. The elimination of the SF6 gas via the lung is reported to be, even in patients with obstructive pulmonary disease and pulmonary fibrosis, in the same range as in healthy volunteers with a 80-90% clearance within 11 minutes \[[@B26]\]. The phospholipid monolayer is metabolized in the liver. These monolayers are commonly used in the formulation and manufacturing of liposomes, a drug delivery system that is approved by the United States Food and Drug Administration (FDA) and considered biologically safe \[[@B28]\]. Even in blunt abdominal trauma patients, the use of SonoVue® was proven to be safe \[[@B29]\]. Only in patients with a recent cardiac infarction or heart failure class III and IV, the European Medicines Agency (EMA) took precautions and these conditions are contraindicated for use of SonoVue®.

Limitations of our study relate to the thermodilution technique. Even with extended isolation of the set-up, volumes were overestimated using thermodilution. The pressure wires are normally used in coronary arteries to measure flow with thermodilution. These wires are very thin and ideal in our in-vitro set-up but not used for larger blood volume measurement. Thus, this correlation cannot be extrapolated in-vivo. Further research will be needed to compare CEUS and evaluate the margin of error with clinically used thermodilution methods for volume measurement, such as PiCCO® (Pulsion Medical Systems, Munich, Germany), and to estimate its value as a minimally-invasive and bedside-applicable technique in the ICU and operating room \[[@B3],[@B30]\].

Conclusions
===========

CEUS seems a promising, minimally-invasive technique to measure volumes. Our in-vitro measurements showed a good correlation and level of agreement between CEUS volumes and the true volumes. We found a general overestimation of the measured volumes by the thermodilution technique and a general underestimation by CEUS, the latter being more evident for larger volumes and lower flows. This study suggests the use of CEUS to be superior to thermodilution and a good equivalent to the gold standard. We believe that this novel, minimally-invasive and non-nuclear method for measuring blood volume can be an asset in clinical research and practice. However, it is mandatory to validate this novel technique with frequently used techniques in daily, clinical practice.
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**Transesophageal echography view of the inflow and outflow tube in the water-filled basin of the in-vitro set-up.** The change in acoustic intensity was analyzed with commercially available software (QLAB 8, Philips Healthcare, Andover, MA, USA). This software allows drawing of multiple regions of interest (ROIs) to obtain acoustic IDCs. Two ROIs were drawn within the thin polyurethane layer of the inflow and outflow tube.
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