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Abstract
This paper is concerned with a finite-horizon optimal selling rule. A set of geometric Brownian motions
coupled by a finite-state Markov chain is used to characterize stock price movements. Given a fixed transac-
tion fee, the optimal selling rule can be obtained by solving an optimal stopping problem. The corresponding
value function is shown to be the unique viscosity solution to the associated HJB equations. Numerical so-
lutions to these equations and their convergence are obtained. A numerical example is presented to illustrate
the results.
© 2005 Elsevier Inc. All rights reserved.
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1. Introduction
Decision making in stock liquidation is crucial in successful trading and portfolio manage-
ment. In finance literature, the celebrated Black–Scholes model is widely used in options pricing
and portfolio management; see Merton [12] among others. This model is based on geometric
Brownian motion (GBM) with deterministic coefficients, such as expected return rate and volatil-
ity, and gives reasonably good description of the market. However, it has serious limitations due
to its insensitivity to random parameter changes such as changes in market trends. To address the
limitations, various modifications of the model have been made. For example, to characterize the
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changed Brownian motions; Praetz [18] proposed a hyperbolic model in lieu of the traditional
log-normal distribution. More recently, Fouque et al. [4], Hull [6], and Musiela and Rutkowski
[14] have studied stochastic volatility that is dictated by an additional stochastic differential equa-
tion. For a complete review of the literature, we refer the reader to the books Elliott and Kopp [2],
Hull [6], Karatzas [8], Karatzas and Shreve [9], Musiela and Rutkowski [14] and the references
therein.
One of the main factors that affects decision making in a marketplace is the trend of the stock
market. It is necessary to incorporate such trends in modeling to capture detailed stock price
movements. In a recent paper of Zhang [22], a hybrid switching GBM model, i.e., a number of
GBMs modulated by a finite-state Markov chain, is proposed and developed. Such switching
processes can be used to represent market trends or the trends of an individual stock. In addition,
various economic factors such as interest rates, business cycles, etc. can also be easily incorpo-
rated in the model. In [22], a selling rule determined by two threshold levels, a target price and a
stop-loss limit is considered. One makes a selling decision whenever the price reaches either the
target price or the stop-loss limit. The objective is to choose these threshold levels to maximize
an expected return function. In [22], such optimal threshold levels are obtained by solving a set
of two-point boundary value problems.
In this paper, we consider an optimal selling rule among the class of almost all stopping times
under a regime switching model. We study the case when the stock has to be sold within a pre-
specified time limit. Given a fixed transaction cost, the objective is to choose a stopping time
so as to maximize an expected return. The optimal stopping problem was studied by McKean
[10] back to the 1960s when there is no switching, see also Samuelson [19] in connection with
derivative pricing and Øksendal [15] for optimal stopping in general. In models with regime
switching, Guo and Zhang [5] considered the model with a two-state (m = 2) Markov chain.
Using a smooth-fit technique, they were able to convert the optimal stopping problem to a set of
algebraic equations under certain smoothness conditions. Closed-form solutions were obtained
in these cases. However, it can be shown with extensive numerical tests that the associated alge-
braic equations may have no solutions. This suggests that the smoothness (C2) assumption may
not hold in these cases. Moreover, the results in [5] and [15] are established on an infinite time
horizon setup. However, in practice, an investor often has to sell his stock holdings by a certain
date due to various non-price related consideration such as year-end tax deduction or the need
for raising cash for major purchases. In these cases, it is necessary to consider the corresponding
optimal selling with a finite horizon. Moreover, a finite horizon optimal stopping is more chal-
lenging because an closed-form solution in this case is difficult to obtain. It is the purpose of this
paper to treat the underlying finite horizon optimization problem with possible non-smoothness
of the solutions to the associated HJB equations. We resort to the concept of viscosity solutions
and show that the corresponding value is indeed the only viscosity solution to the HJB equa-
tion. We also establish the convergence of a (explicit) finite-difference scheme for solving the
HJB equations. The main results of the paper include treatment of an optimal stopping in a gen-
eral regime switching model and the corresponding numerical investigations of these solutions.
It is well known that the optimal stopping rule can be determined by the corresponding value
function; see, for example, Krylov [11] and Øksendal [15] for diffusions, Pham [17] for jump
diffusions, and Guo and Zhang [5] for regime switching diffusions. A main focus of this paper is
to completely characterize the value function in terms of viscosity solutions.
The paper is organized as follows. In the next section, we formulate the problem under consid-
eration and then present the associate HJB equations and their viscosity solutions. In Section 3,
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tion to the HJB equations. In Section 4, we construct the corresponding finite difference method
for solving the HJB equation and establish its convergence. In Section 5, we give a numerical
example. Real market data is used to illustrate our results.
2. Problem formulation
Given an integer m 2, let α(t) ∈M= {1,2, . . . ,m} denote a Markov chain with an m × m
matrix generator Q = (qij )m,m, i.e., qij  0 for i = j and mj=1qij = 0 for i ∈M. Let X(t)
denote the price of a non-dividend stock. It satisfies the following stochastic differential equation{
dX(t) = X(t)(μ(α(t))dt + σ(α(t))dW(t)),
X(s) = x, t  s, (1)
where x is the initial price, μ(i) is the rate of return, σ(i) is the volatility, and W(t) is the
standard Wiener process. Both W(·) and α(·) are defined on a probability space (Ω,F ,P ) and
W(·) is independent of α(·).
In this paper, we consider the optimal selling rule with a finite horizon T . Given the trans-
action cost a > 0, the objective of the problem is to sell the stock by time T so as to maximize
E[e−r(τ−s)(X(τ) − a)], where r > 0 is a discount rate.
Let Ft = σ {α(s),W(s); s  t} and let Λs,T denote the set of Ft -stopping times such that
s  τ  T a.s. The value function can be written as follows:
v(s, x, i) = sup
τ∈Λs,T
E
[
e−r(τ−s)
(
X(τ) − a) ∣∣X(s) = x,α(s) = i]. (2)
Given the value function v(s, x, i), it is typical that an optimal stopping time τ ∗ can be deter-
mined by the following continuation region:
D = {(t, x, i) ∈ [0, T ) ×R×M; v(t, x, i) > x − a},
as follows:
τ ∗ = inf{t > 0; (t,X(t), α(t)) /∈ D}.
It can be proved that if τ ∗ < +∞ then
v(s, x, i) = Es,x,i[e−r(τ∗−s)(X(τ ∗) − a)]. (3)
Thus τ ∗ is the optimal stopping time; see [16].
Let A denote the generator of (X(t), α(t)). Then, we have
(Af )(s, x, i) = 1
2
x2σ 2(i)
∂2f (s, x, i)
∂x2
+ xμ(i)∂f (s, x, i)
∂x
+ Qf (s, x, ·)(i),
where
Qf (s, x, ·)(i) =
∑
j =i
qij
(
f (s, x, j) − f (s, x, i)).
The corresponding Hamiltonian has the following form:
H(i, s, x,u,Dsu,Dxu,D2xu)= min
[
ru(s, x, i) − ∂u(s, x, i)
∂s
− (Au)(s, x, i), u(s, x, i) − (x − a)
]
= 0. (4)
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the HJB equation{H(i, s, x, v,Dsv,Dxv,D2xv) = 0 for (s, x, i) ∈ [0, T ) ×R+ ×M,
v(T , x,α(T )) = (x − a). (5)
In order to study the possibility of existence and uniqueness of a solution of (4), we use a
notion of viscosity solution introduced by Crandall and Lions [3].
Definition 2.1. We say that f (s, x, i) is a viscosity solution of
H
(
i, s, x, f,
∂f
∂s
,
∂f
∂x
,
∂2f
∂x2
)
= 0 for i ∈M, x ∈R+, (6)
if
1. For each i ∈M, f (s, x, i) is continuous in (s, x) and there exist constants K and κ such that
f (s, x, i)K(1+ | x |κ).
2. For each i ∈M,
H
(
i, s0, x0, f,
∂φ
∂s
,
∂φ
∂x
,
∂2φ
∂x2
)
 0 (7)
whenever φ(s, x) ∈ C2 such that f (s, x, i)−φ(s, x) has local maximum at (s, x) = (s0, x0).
3. And for each i ∈M,
H
(
i, s0, x0, f,
∂ψ
∂s
,
∂ψ
∂x
,
∂2ψ
∂x2
)
 0 (8)
whenever ψ(s, x) ∈ C2 such that f (s, x, i)−ψ(s, x) has local minimum at (s, x) = (s0, x0).
Let f be a function that satisfies (1). It is a viscosity subsolution (respectively supersolution)
if it satisfies (2) (respectively (3)).
3. Properties of value functions
In this section, we study the continuity of the value function; show that it satisfies the as-
sociated HJB equation as a viscosity solution; and establish the uniqueness. We first show the
continuity property.
Lemma 3.1. For each i ∈M, the value function v(s, x, i) is continuous in (s, x). Moreover, it
has at most linear growth rate, i.e., there exists a constant C such that |v(s, x, i)| C(1 + |x|).
Proof. Given x1 and x2, let X1 and X2 be two solutions of (1) with X1(s) = x1 and X2(s) = x2,
respectively. Their difference satisfies the following inequality:
E
∣∣X1(t) − X2(t)∣∣2  C|x1 − x2|2 + C
t∫
s
E
∣∣X1(ξ) − X2(ξ)∣∣2 dξ.
Throughout the paper, C is a generic positive constant, whose values may be different for differ-
ent uses.
M. Pemy, Q. Zhang / J. Math. Anal. Appl. 321 (2006) 537–552 541Applying Gronwall’s inequality, we have
E
∣∣X1(t) − X2(t)∣∣2 C|x1 − x2|2eCt .
This implies, in view of Cauchy–Schwarz inequality, that
E
∣∣X1(t) − X2(t)∣∣C|x1 − x2|eCt . (9)
Using this inequality, we have
v(s, x1, i) − v(s, x2, i) sup
τ∈Λs,T
E
[
e−r(τ−s)
∣∣(X1(τ ) − a)− (X2(τ ) − a)∣∣]
 sup
τ∈Λs,T
E
[∣∣X1(τ ) − X2(τ )∣∣]
 C|x1 − x2|eCT . (10)
This implies the (uniform) continuity of v(s, x, i) with respect to x.
We next show the continuity of v(s, x, i) with respect to s. Let Xt be the solution of (1) that
starts at t = s with X(s) = x and α(s) = i. Let 0 s  s′  T , we define{
X′(t) = X(t − (s′ − s)),
α′(t) = α(t − (s′ − s)). (11)
It is easy to show that
E
(
X(t) − X′(t))2  C(s′ − s),
for some C.
Given τ ∈ Λs,T , let τ ′ = τ + (s′ − s). Then τ ′  s′ and P(τ ′ > T ) → 0 as s′ − s → 0.
Let g(t, x) = e−rt (x − a). Then v(s, x, i) = ers supτ∈Γs,T Eg(τ,X(τ)). It is easy to show that∣∣g(s, x) − g(s′, x′)∣∣ |x − x′| + C|x′ − a||s − s′|,
for some constant C.
We define
J (s, x, i, τ ) = ersEg(τ,X(τ)).
We have
J (s, x, i, τ ) = ersEg(τ ′ − (s′ − s),X′(τ ′))
= ers′Eg(τ ′,X′(τ ′))+ o(1)
= ers′Eg(τ ′,X′(τ ′))I{τ ′T } + ers′Eg(τ ′,X′(τ ′))I{τ ′>T } + o(1)
= J (s′, x, i, τ ′ ∧ T ) + o(1),
where o(1) → 0 as s′ − s → 0. It follows that∣∣v(s′, x, i) − v(s, x, i)∣∣ sup
τ∈Λs,T
∣∣J (s′, x, i, τ ′) − J (s, x, i, τ )∣∣→ 0.
Therefore, we have
lim
s′−s→0
∣∣v(s′, x, i) − v(s, x, i)∣∣= 0. (12)
This gives the continuity of v with respect to s.
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Finally, the linear growth inequality follows from (10) and∣∣v(s, x, i)∣∣ |x| + ∣∣v(s,0, i)∣∣ C(1 + |x|).
This completes the proof. 
Theorem 3.2. The value function v(s, x, i) is the unique viscosity solution of Eq. (5).
Proof. First we prove that v(s, x, i) is a viscosity supersolution of (5). Given (s, xs) ∈ [0, T ] ×
R
+
, let ψ ∈ C2([0, T ] × R+) such that v(t, x,α) − ψ(t, x) has local minimum at (s, xs) in a
neighborhood N(s, xs). We define a function
ϕ(t, x, i) =
{
ψ(t, x) + v(s, xs, αs) − ψ(s, xs), if i = αs,
v(t, x, i), if i = αs. (13)
Let γ  s be the first jump time of α(·) from the initial state αs , and let θ ∈ [s, γ ] be such that
(t,X(t)) starts at (s, xs) and stays in N(s, xs) for s  t  θ . Moreover, α(t) = αs , for s  t  θ .
Using Dynkin’s formula, we have,
Es,xs ,αs e−r(θ−s)ϕ
(
θ,X(θ),αs
)− ϕ(s, xs, αs)
= Es,xs ,αs
θ∫
s
e−r(t−s)
(
−rϕ(t,X(t), αs)+ ∂ϕ(t,X(t), αs))
∂t
+ 1
2
X2t σ
2(αs)
∂2ϕ(t,X(t), αs)
∂x2
+ Xtμ(αs)∂ϕ(t,X(t), αs)
∂x
+ Qϕ(t,X(t), ·)(αs)
)
dt. (14)
Recall that (s, xs) is the minimum of v(t, x,αs) − ψ(t, x) in N(s, xs). For s  t  θ , we have
v(t,Xt ,αs)ψ(t,Xt ) + v(s, xs, αs) − ψ(s, xs) = ϕ(t,Xt ,αs). (15)
Using Eqs. (13) and (15), we have
Es,xs ,αs e−r(θ−s)v(θ,Xθ ,αs) − v(s, xs, αs)
Es,xs ,αs
θ∫
s
e−r(t−s)
(
−rv(t,X(t), αs)+ ∂ψ(t,X(t))
∂t
+ 1
2
X2t σ
2(αs)
∂2ψ(t,Xt )
∂x2
+ Xtμ(αs)∂ψ(t,Xt )
∂x
+ Qϕ(t,Xt , ·)(αs)
)
dt. (16)
Moreover, we have
Qϕ(t,Xt , ·)(αs) =
∑
β =αs
qαsβ
(
ϕ(t,Xt , β) − ϕ(t,Xt ,αs)
)

∑
β =αs
qαsβ
(
v(t,Xt , β) − v(t,Xt ,αs)
)
Qv(t,Xt , ·)(αs). (17)
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Es,xs ,αs e−r(θ−s)v(θ,Xθ ,αs) − v(s, xs, αs)
Es,xs ,αs
θ∫
s
e−r(t−s)
(
−rv(t,X(t), αs)+ ∂ψ(t,X(t))
∂t
+ 1
2
X2t σ
2(αs)
∂2ψ(t,Xt )
∂x2
+ Xtμ(αs)∂ψ(t,Xt )
∂x
+ Qv(t,Xt , ·)(αs)
)
dt. (18)
It follows from Lemma A.1 (Appendix A) that
Es,xs ,αs
θ∫
s
e−r(t−s)
(
−rv(t,X(t), αs)+ ∂ψ(t,X(t))
∂t
+ 1
2
X2(t)σ 2(αs)
∂2ψ(t,X(t))
∂x2
+ X(t)μ(αs)∂ψ(t,X(t))
∂x
+ Qv(t,Xt , ·)(αs)
)
dt  0.
Dividing both sides by θ > 0 and sending θ → s lead to
−rv(s, xs, αs) + ∂ψ(s, xs)
∂t
+ 1
2
x2s σ
2(αs)
∂2ψ(s, xs)
∂x2
+ xsμ(αs)∂ψ(s, xs)
∂x
+ Qv(s, xs, ·)(αs) 0. (19)
By definition, v(s, x, i)  x − a. The supersolution inequality follows from this inequality and
inequality (19).
The proof for the subsolution inequality is similar to the supersolution part except that we need
to treat points (t, x) such that v(t, x, i) > x − a, for i ∈M. In this case, take ε = (v(t, x, i) −
(x − a))/2 > 0 and let
τ ε = inf{s  t  T : v(t,X(t), α(t)) (X(t) − a)+ ε}∧ γ,
where γ is the first jump time of α(t) with α(s) = αs . It can be shown as in Pham [17] that
Eτε > 0. Following Lemma A.1, Dynkin’s formula with τ = θ ∧ τ ε , and let θ → 0 in the result-
ing inequality, we have
rv(s,Xs,αs) − ∂φ(s,X(s))
∂t
− 1
2
X2s σ
2(αs)
∂2φ(Xs,αs)
∂x2
− Xsμ(αs)∂φ(Xs,αs)
∂x
− Qv(s,Xs, ·)(αs) 0.
This gives the subsolution inequality. Therefore, v(t, x,α) is a viscosity solution of (5).
Finally, the uniqueness can be obtained along the line of Pham [17] and Yin and Zhang [21]
based on the ideas of Ishii [7] and Soner [20]. We refer the reader to Pemy [16] for details. 
Remark 3.3. In the infinite time horizon case the optimal reward or value function is defined as
follows,
v(x, i) = sup
τ
E
[
e−rτ
(
X(τ) − a) ∣∣X(0) = x,α(0) = i], (20)
where the supremum taking over all possible stopping time τ . We can similarly prove that v(x, i)
is the unique viscosity solution of the nonlinear PDE
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{
rv(x, i) − 1
2
x2σ 2(i)
∂2v(x, i)
∂x2
− xμ(i)∂v(x, i)
∂x
− Qv(x, ·)(i), v(x, i) − (x − a)
}
= 0. (21)
4. A numerical scheme and its convergence
In this section we consider the explicit finite difference scheme and show that it converges to
the unique viscosity solution of Eq. (5).
Given a positive integer N , let gN denote the truncated function gN(x, i) = min(x − a,N)
of g(x, i) = x − a. We consider the corresponding optimal stopping problem with the reward
function gN in lieu of g. Let vN denote the corresponding value function, i.e.,
vN(s, x, i) = sup
τ∈Λs,T
E
[
e−r(τ−s)gN
(
α
(
X(τ), i
)) ∣∣X(s) = x,α(s) = i]. (22)
We can show as in the untruncated case that vN is the unique viscosity solution of the equation{HN(i, s, x, v,Dsv,Dxv,D2xv) = 0 for (s, x, i) ∈ [0, T ) ×R+ ×M,
v(T , x,α(T )) = gN(x),
(23)
where HN is the following Hamiltonian:
HN
(
i, s, x,u,Dsu,Dxu,D2xu
)
= min
[
ru(s, x, i) − ∂u(s, x, i)
∂s
− (Au)(s, x, i), u(s, x, i) − gN(x, i)
]
= 0. (24)
Moreover, note that gN → g as N → ∞. It follows that vN → v, for all (s, x, i). In view of
these, we only need to find numerical solution for vN .
Let B([0, T ]×R+ ×M) denote the space of bounded functions u(t, x, i) defined on [0, T ]×
R
+ ×M and continuous in (t, x). Let h > 0 denote the spatial step and k > 0 the time step. We
consider the finite difference operators t , x and 2x defined by
tu(t, x, i) = u(t + k, x, i) − u(t, x, i)
k
,
xu(t, x, i) = u(t, x + h, i) − u(t, x, i)
h
and
2xu(t, x, i) =
u(t, x + h, i) + u(t, x − h, i) − 2u(t, x, i)
h2
.
The corresponding discrete version of the Hamiltonian HN is given by
min
[
ru(t, x, i) − tu(t, x, i) − 12x
2σ 2(i)2xu(t, x, i) − xμ(i)xu(t, x, i)
− Qu(t, x, ·)(i), u(t, x, i) − gN(x, i)
]
= 0. (25)
Rearranging these terms, we obtain
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[
u(t, x, i)
(
r + 1
k
+ x
2σ(i)
h2
+ xμ(i)
h
)
− u(t + k, x, i)
k
− u(t, x + h, i)
(
x2σ 2(i)
2h2
+ xμ(i)
h
)
− u(t, x − h, i)x
2σ 2(i)
2h2
− Qu(t, x, ·)(i), u(t, x, i) − gN(x, i)
]
= 0.
Define a mapping SN :R+ ×R+ ×R+ ×M×R× BK([0, T ] ×R+ ×M) →R:
SN(k,h, x, i, y,u) = min
[
yh
(
r + x
2σ 2(i)
h2
+ 1
k
+ xμ(i)
h
+
∑
j =i
qij
)
− hu(t + k, x, i)
k
− u(t, x + h, i)
(
x2σ 2(i)
2h
+ xμ(i)
)
− u(t, x − h, i)x
2σ 2(i)
2h
− h
∑
j =i
qij u(t, x, j), hy − hgN(x, i)
]
.
Then, (25) is equivalent to SN = 0.
Moreover, note that all coefficients of u in SN are negative. This implies that SN is monotone,
i.e., for all u,v ∈ BK([0, T ] ×R+ ×M), k,h ∈R∗, x ∈R+, y ∈R, and i ∈M, we have
SN(k,h, x, i, y,u) SN(k,h, x, i, y, v) whenever u v.
Definition 4.1. The scheme SN is said to be consistent if, for every i ∈M, x ∈ R+, t ∈ [0, T ]
and for every test function ω(· , · , i) ∈ C1,2([0, T ] ×R) we have
lim
z→x,k→0,→0,h→0
SN(k,h, z, i,ω(t, z, i) + ,ω + )
h
=HN
(
t, x, i,ω,Dxω,D2xω
)
.
Lemma 4.2. The scheme SN is consistent.
Proof. For i ∈M, let ω(· , · , i) ∈ C1,2([0, T ] ×R). We write
SN(k,h, z, i,ω(t, z, i),ω)
h
= min
{
rω(t, z, i) − ω(t + k, z, i) − ω(t, z, i)
k
− 1
2
z2σ 2(i)
ω(t, z + h, i) + ω(t, z − h, i) − 2ω(t, z, i)
h2
− zμ(i)ω(t, z + h, i) − ω(t, z, i)
h
− Qω(t, z, ·)(i),ω(t, z, i) − gN(z, i)
}
.
Sending z → x, k → 0,  → 0, and h → 0, we can show that
SN(k,h, z, i,ω(t, z, i) + ,ω + )
h
→HN
(
t, x,ω,Dtω,Dxω,D2xω
)
.
The consistence follows. 
Note that the equation SN(k,h, z, i,ω(t, z, i),ω) = 0 is equivalent to the equation
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[
1
ch,k(z, i)
(
hω(t + k, z, i)
k
+ ω(t, z + h, i)
(
z2σ 2(i)
2h
+ zμ(i)
)
+ ω(t, z − h, i)z
2σ 2(i)
2h
+ h
∑
j =i
qijω(t, z, j)
)
, gN(z, i)
]
,
where
ch,k(z, i) = 1
h
(
rh2 + h
2
k
+ z2σ 2(i) + zμ(i)h + h2
∑
j =i
qij
)
.
We define an operator T Nh,k on B([0, T ] ×R+ ×M) as follows,
T Nh,kω(t, z, i) = max
[
1
ch,k(z, i)
(
hω(t + k, z, i)
k
+ ω(t, z + h, i)
(
z2σ 2(i)
2h
+ zμ(i)
)
+ ω(t, z − h, i)z
2σ 2(i)
2h
+ h
∑
j =i
qijω(t, z, i)
)
, gN(z, i)
]
.
Lemma 4.3. For each N , k, and h, T Nk,h is a contraction map.
Proof. To show that T Nk,h is a contraction, we need to show that there exists 0 < β < 1 such that∥∥T Nk,hf − T Nk,hg∥∥ β‖f − g‖ for all f,g ∈ B([0, T ] ×R+ ×M),
where ‖ · ‖ is the sup norm. Note that
T Nk,hω(t, z, i) − T Nk,hu(t, z, i)
= max
[
ch,k(z, i)
−1
(
hω(t + k, z, i)
k
+ ω(t, z + h, i)
(
z2σ 2(i)
2h
+ zμ(i)
)
+ ω(t, z − h, i)z
2σ 2(i)
2h
+ h
∑
j =i
qijω(t, z, j)
)
, gN(z, i)
]
− max
[
ch,k(z, i)
−1
(
hu(t + k, z, i)
k
+ u(t, z + h, i)
(
z2σ 2(i)
2h
+ zμ(i)
)
+ u(t, z − h, i)z
2σ 2(i)
2h
+ h
∑
j =i
qij u(t, z, j)
)
, gN(z, i)
]
.
This implies that
T Nk,hω(t, z, i) − T Nk,hu(t, z, i)

∣∣∣∣
[
ch,k(z, i)
−1
(
hω(t + k, z, i)
k
+ ω(t, z + h, i)
(
z2σ 2(i)
2h
+ zμ(i)
)
+ ω(t, z − h, i)z
2σ 2(i)
2h
+ h
∑
j =i
qijω(t, z, j)
)]
−
[
ch,k(z, i)
−1
(
hu(t + k, z, i)
k
+ u(t, z + h, i)
(
z2σ 2(i)
2h
+ zμ(i)
)
+ u(t, z − h, i)z
2σ 2(i)
2h
+ h
∑
j =i
qij u(t, z, j)
)]∣∣∣∣.
(26)
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we have
T Nk,hω(t, z, i) − T Nk,hu(t, z, i)
 ch,k(x, i)−1
[
h
k
+ z
2σ 2(i)
2h
+ zμ(i) + z
2σ 2(i)
2h
+ h
∑
j =i
qij
]
‖ω − u‖.
In addition, note that
ch,k(z, i) =
[
h
k
+ z
2σ 2(i)
2h
+ zμ(i) + z
2σ 2(i)
2h
+ h
∑
j =i
qij
]
+ rh,
which implies that
β = ch(z, i)−1
[
h
k
+ z
2σ 2(i)
2h
+ zμ(i) + z
2σ 2(i)
2h
+ h
∑
j =i
qij
]
< 1.
Therefore,∥∥T Nk,hω − T Nk,hu∥∥< β‖ω − u‖. 
Definition 4.4. The scheme SN is said to be stable if for every h, k ∈R∗, there exists a bounded
solution uh,k ∈ B([0, T ] ×R+ ×M) to the equation
SN
(
k,h, x, i, u(t, x, i), u
)= 0 (27)
with the bound independent of k, and h.
Let us denote BN([0, T ] × R+ ×M) subset BN([0, T ] × R+ ×M), such that for every
u ∈ BN([0, T ] ×R+ ×M), ‖u‖N .
Lemma 4.5. If ω ∈ BN([0, T ] ×R+ ×M), then ‖T Nk,hω‖N .
Proof. Note that
T Nh,kω(t, z, i) = max
[
1
ch,k(z, i)
(
hω(t + k, z, i)
k
+ ω(t, z + h, i)
(
z2σ 2(i)
2h
+ zμ(i)
)
+ ω(t, z − h, i)z
2σ 2(i)
2h
+ h
∑
j =i
qijω(t, z, j)
)
, gN(z, i)
]
,
which implies
T Nk,hω(t, z, i) ch,k(z, i)−1
[
h
k
+ z
2σ 2(i)
2h
+ zμ(i) + z
2σ 2(i)
2h
+ h
∑
j =i
qij
]
× max[‖ω‖, gN(z, i)].
Therefore, we have∥∥T Nk,hω(t, z, i)∥∥max[‖ω‖,‖gN‖]N. 
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on BN([0, T ] × R+ ×M). And since T Nk,h is a strict contraction, it has a unique fixed point in
BN([0, T ] ×R+ ×M) that we denote uNk,h.
Lemma 4.7. The scheme SN is stable.
Proof. Note that the solution of Eq. (27) is just a fixed point of the contraction T Nh,k and by
the contraction mapping principle such a fixed point exists. And using Lemma 4.5 we con-
clude that Eq. (27) has a unique solution uNk,h in the set BN([0, T ] × R+ ×M) thus we have,‖uk,h‖N . 
We are now in the position of proving the convergence of our scheme to the unique viscosity
solution. For all k, and h in R+, x ∈R+, and i ∈M we define,
vNk,h(t, x, i) =
{
uNk,h(t, x, i), if t ∈ [0, T ),
gN(x, i), if t = T .
Theorem 4.8. As h → 0, and k → 0 the sequence vNk,h converges locally uniformly on [0, T ] ×
R
+ ×M to the unique viscosity solution of (23).
Proof. Define
v∗N(t, x, i) = lim sup
y→x,k↓0,h↓0
vNk,h(t, y, i) and v∗N(t, x, i) = lim inf
y→x,k↓0,h↓0v
N
k,h(t, y, i). (28)
We claim that v∗N and v∗N are, respectively, sub- and supersolution of (23). To prove this claim
we only consider the v∗N case, since the argument for v∗N is similar. Namely we want to prove
that for any i ∈M, we have
HN
(
t0, x0, i, v
∗
N,DtΦ,DxΦ,D
2
xΦ
)
 0
for any test function Φ ∈ C1,2([0, T ] × R+) such that (t0, x0) is a strict local maximum
of v∗N(t, x, i) − Φ(t, x). Without loss of generality we may also assume that v∗N(t0, x0, i) =
Φ(t0, x0) and because of the stability of our scheme we can also assume that, Φ  2 supk,h ‖vNk,h‖
outside of the ball B((t0, x0), r) where r > 0 is such that
v∗N(t, x, i) − Φ(t, x) 0 = v∗N(t0, x0, i) − Φ(t0, x0) in B
(
(t0, x0), r
)
.
This implies that there exist sequences kn > 0, hn > 0 and (tn, yn) ∈ [0, T ] × [0,C] such that as
n → ∞ we have
kn → 0, hn → 0, yn → x0, tn → t0, vNkn,hn(tn, yn, i) → v∗N(t0, x0, i), and
(tn, yn) is a global maximum point of vNkn,hn(·, ·, i) − Φ(·, ·). (29)
We denote n = vNkn,hn(tn, yn, i) − Φ(tn, yn), we have obviously n → 0 and vNkn,hn(t, x, i) 
Φ(t, x) + n for all (t, x) ∈ [0, T ] ×R+. We know that
SN
(
kn,hn, yn,α, v
N
kn,hn
(t, x, i), vNkn,hn
)= 0.
The monotonicity of S and (29) implies
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(
kn,hn, yn, i,Φ(tn, yn) + n,Φ + n
)
 SN
(
kn,hn, yn,α, v
N
kn,hn
(t, x, i), vNkn,hn
)
= 0 (30)
therefore
lim
n
SN(kn,hn, yn, i,Φ(tn, yn) + n,Φ + n)
hn
 0
so
HN
(
t0, x0, i, v
∗
N,DtΦ,DxΦ,D
2
xΦ
)
= lim
y→x0,kn→0,→0,h→0
S(k,h, y, i,Φ(y, i) + ,Φ + )
h
 0. (31)
This proves that v∗N is a viscosity subsolution and, similarly we can prove that v∗N is a viscosity
supersolution. Thus, using the uniqueness of the viscosity solution, we see that vN = v∗N = v∗N
therefore we conclude that the sequence (vNh,k)N converges locally uniformly to vN and we al-
ready know that (vN)N converges locally uniformly to v the unique viscosity solution of (5).
Finally we have
lim
N→∞ limh→0,k→0v
N
h,k = v. 
5. A numerical example
In this section, we present a numerical example using the IBM stock daily closing from Oc-
tober 28, 2002 to August 28, 2004. We consider the switching process α(t) where α(t) ∈M=
{1,2} represents the trends of IBM stock. In particular, α(t) = 1 stands for the up-trend and
α(t) = 2 the down-trend. The generator of α(t) is given by(−λ λ
μ −μ
)
. (32)
The IBM daily closing prices during this period are plotted in Fig. 1.
Fig. 1. IBM: 10/28/2002–08/28/2004.
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obtain
λ = 2.0367, μ = 1.9821.
The corresponding stationary distribution
ν = (ν1, ν2) =
(
μ/(λ + μ),λ/(λ + μ))= (0.4932,0.5068).
And for the volatility and return we have, we have the following vectors:
σ = (σ(1), σ (2))= (0.3478,0.3385), r = (r(1), r(2))= (0.2501,−0.3570),
where σ(1) represents the volatility when IBM is up and σ(2) represent the volatility when IBM
is down. The same holds for the return vector.
Then the averaged volatility σ = √ν1σ 2(1) + ν2σ 2(2) = 0.3431 and the average return r =
ν1r(1) + ν2r(2) = −0.0576.
Fig. 2. IBM selling rule.
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In Fig. 2, the first picture gives the continuation region with the dished line when the averaged
volatility and return rate is used in a model without switching. In this case, the selling action
should take place when t = 48 at 83 per share which corresponds to 9.2% return in 48 days and
normalized to 48% annual return.
The second and third pictures in Fig. 2 give the continuation regions when the market is in
uptrend and downtrend, respectively. Suppose we can detect a trend change in two to three days,
which is typical with the help of Wonham filter. Then one should be able to detect a trend change
from up to down near t = 25. In this case, one should sell at t = 25 at 84.7 per share which
amounts a 11.4% gain in 25 days and equals 114.9% annual return.
This example shows that by differentiating different market modes (up or down trends), a bet-
ter selling decision can be made to achieve a higher return.
6. Conclusion
In this paper, we studied optimal selling rule under a regime switching model. The main focus
was on viscosity solution characterization of the underlying optimal stopping problem. In the
finite time horizon setting, a closed-form solution is extremely difficult, if not possible, to obtain.
We resorted to the explicit finite difference method to solve the associated HJB equations. In
addition, we considered the case when the coupling Markov chain α(t) is completely observable.
It is interesting to study cases in which α(t) is not completely measurable. In this connection,
hybrid filtering, such as Wonham filter, techniques are needed to come up with state estimation
of α(t).
Appendix A
The following lemma is a simple version of the dynamic programming principle in optimal
stopping. Its proof can be found in Pemy [16]. For general dynamic programming principle, see
Krylov [11] for diffusions; Pham [17] for jump diffusions; and Zhang and Yin [21] for dynamic
models with regime switching.
Lemma A.1. For any stopping time θ ∈ Λs,T we have,
v(s, x, i)Es,x,i
[
e−r(θ−s)v
(
θ,X(θ),α(θ)
)]
. (A.1)
Moreover, given ε > 0, let
τ ε = inf{s  t  T : v(t,X(t), α(t)) (X(t) − a)+ ε}.
Then, for s  θ  τ  , we have,
v(s, x,α) = Es,x,α[e−r(θ−s)v(θ,X(θ),α(θ))]. (A.2)
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