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ABSTRACT
This thesis presents a linguistic-phonetic description of the acoustic properties of the 
contrastive accentual patterns in Kagoshima Japanese. Kagoshima Japanese is one of 
the traditionally so-called two pattern varieties of Japanese.
Different phonological analyses of the contrast are described in detail in order to situate 
the phonetic description. Data from four native speakers—two males and two 
females—are used, appropriately log z-score normalised to yield mean normalised FO 
curves necessary for linguistic-phonetic description. Normalisation procedures are 
discussed, justified and explained.
The acoustic realisation of the Kagoshima Japanese contrast is specified on words from 
one to seven syllables in length, and a surface representation proposed within 
Autosegmental-Metrical theory. Some microprosodic aspects are also examined, 
especially in terms of the effect of the syllable-rhyme structure (i.e. vowel length, final 
nasal) on FO. In addition is examined what happens when accentual units are 
juxtaposed in three types of syntagms (noun phrase e.g. nagaka tamago; possessive 
phrase e.g. mago no kimono; simple sentence, e.g. sakana ga nigeru).
Where appropriate, comparisons are drawn with Standard Japanese to highlight 
similarities and differences in tonality.
It is shown that, like Standard Japanese, the Kagoshima Japanese accentual contrast is 
realised as ± falling pitch/FO, and also like SJ, the contrast is manifested globally, 
throughout the word. Microprosodically, it is shown that syllable-final nasals are 
associated with higher FO, not necessarily on the nasal itself, and that heavy syllables
also evince a higher FO. Finally, two extrinsic allotones—level and falling—are 
demonstrated for one of the accentual types, depending on its rhyme constituents.
As far as the juxtaposed data are concerned, it is shown that, unlike Standard Japanese, 
no deaccentuation is involved. Moreover, a differential effect is demonstrated, in 
terms of FO downstep, with respect to syntactic type: noun phrases behave differently 
from possessive phrases and simple sentences in showing no downstep. It is suggested 
that the magnitude of downstep in Kagoshima Japanese may be smaller than in Standard 
Japanese.
It is proposed that the linguistic-phonetic representations derived in this thesis can be 
used not only to investigate within-language linguistic features (e.g. the Kagoshima 
Japanese accentual contrast), but also to compare Kagoshima with the corresponding 
linguistic-phonetic representations of other Japanese varieties.
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CHAPTER 1
CHAPTER ONE 
INTRODUCTION
1.1 MOTIVATION AND AIMS
This thesis is an acoustic-phonetic description of tonality in Kagoshima Japanese. It has 
two main aims. The first is to investigate how the contrastive accentual patterns 
observed in Kagoshima Japanese (KJ) differ from each other. As can be seen from the 
fact that KJ is often referred to as a ‘two-pattern’ type dialect, KJ exhibits two 
contrasting accentual patterns. These two accentual patterns are realised as [L<n)HL] 
and [L(n)H] where n = positive integers or zero. The fonner is referred to as Type A and 
the latter as Type B. Therefore, the first aim of this thesis is to examine how these two 
accentual patterns are different from each other acoustically. The second aim of this 
thesis is to see whether KJ is different in its tonality from Standard Japanese (SJ). If 
these two varieties are indeed different, it will be further investigated how they are 
different from each other. These aims can be rephrased as the following research 
questions:
1. How do the contrastive accentual patterns observed in KJ differ from each 
other?
2. Is KJ different from SJ? If so, how?
The accentual contrast of KJ has been well documented and there has been a lot of 
discussion of how its surface forms are derived within different phonological 
frameworks (this is discussed in Chapter 2). However, little attention has been paid to
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the accentual contrast in terms of its acoustic-phonetic realisation in fundamental 
frequency (FO). As a result, although we know how the accentual patterns of KJ are 
contrastive at the auditory level, we do not know how they are acoustically-phonetically 
realised. This is the justification for the first aim of this thesis: to determine the FO 
realisation of KJ’s accentual contrast.
Relating to the second aim, although SJ is often quoted as the textbook case of a 
pitch-accent system, it is also well known that some dialects of Japanese have 
characteristics which seem to be far from a prototypical pitch-accent system 
(McCawley, 1977; Shibatani, 1990; Uwano, 1989). As will be overviewed in Chapter 
2, the phonological treatment of KJ accentuation is significantly different from that of 
SJ. Hayata (1987; 1999c) even argues that it would be more appropriate to say that KJ 
has a tonal system rather than a pitch-accent system (refer to Chapter 2 of this thesis for 
a detailed exposition of his argument). It has been reported that the 
typological-phonological differences regarding suprasegmental features observed in 
different languages or varieties are manifested in some aspects of their phonetics 
(Gandour, 1974; Hombert, 1977; 1978; Kingston and Diehl, 1994; Ishihara, 1997; 
Kinoshita, 1997; and others). If KJ is phonologically different from SJ, there is a 
possibility that the phonological difference between KJ and SJ is manifested in their 
phonetics (or acoustic realisation level). This was the motivation for the second aim of 
this thesis.
In order to pursue these two aims, a proper acoustic-phonetic description of KJ’s 
accentual contrast is inevitable. All discussions in this thesis are based on the 
quantitative acoustic-phonetic descriptions of KJ’s accentual contrast using a small 
group of four informants and a normalisation technique to extract and specify the 
linguistic-tonetic features of their accentual contrast. Japanese is rich in dialectal 
varieties, and the pitch patterns of many dialects have been auditorily described and 
phonologically analysed by various scholars (Hirayama, 1957; Kindaichi, 1943; 
Shibata, 1961; 1962a; Oshima, 1958; amongst others). Much work has been done on 
the acoustics and prosody of pitch-accent of SJ (Fujisaki and Sudo, 1971; Fujisaki and 
Hirose, 1984; Fujisaki et al., 1984; Poser, 1984; Kubozono, 1989b; 1993; Pierrehumbert 
and Beckman, 1988; Maekawa, 1991; 1994; amongst others), and some 
acoustic-phonetic studies of intonation have also been conducted on some varieties of 
Japanese, such as Kubozono and Matsui (1996) for KJ; Maekawa (1997a) for
CHAPTER 1 3
Kumamoto Japanese; and Kori (1987) for Osaka Japanese. However, the prime purpose 
of these studies is not acoustic-phonetic description per se but investigation of 
intonational phenomena. To my knowledge, there are a few studies in which raw FO 
contours of the accentual contrast are presented (e.g. Sugito, 1982 for Osaka Japanese). 
However, those studies do not target the acoustic-phonetic descriptions of the accentual 
contrast, but an informal visual presentation of it. Thus, unfortunately, few quantitative 
acoustic-phonetic descriptive studies have been properly carried out on any regional 
varieties of Japanese.
Catford (1977: 13) noted that no more than 10% of the world’s five thousand or so 
languages had been phonetically described fully and accurately, or even moderately 
well. KJ belongs to the 90% of languages that lack a thorough and accurate 
acoustic-phonetic description. This was an additional incentive to conduct this study. 
Accurate acoustic-phonetic descriptions are important not only for recording the 
linguistic information of endangered languages/varieties but also for understanding well 
the intonational-phonological nature of languages which contributes to the further 
development of various speech technologies. Furthermore, without accurate
acoustic-phonetic descriptions, not only can the acoustic properties of different 
linguistic features of a language not be properly compared, but also comparative studies 
across languages or varieties are not possible at an acoustic realisation level. Therefore, 
this thesis, which will be carried out on the basis of a quantitative acoustic-phonetic 
description using multiple informants, is also important in the sense that it provides 
quantitative acoustic-phonetic descriptions of KJ’s accentual contrast, and also that 
these descriptions can be used to compare with the corresponding features of other 
languages or varieties.
Although as I mentioned above, there is much research on the acoustics and the prosody 
of Japanese, to my knowledge this thesis is the first study on Japanese having the 
acoustics of multiple speakers quantified by means of normalisation.
I attempt to answer the research questions of this thesis by investigating the following 
three aspects of KJ tonality:
1. How different syllable-rhyme structures affect the acoustic realisation of 
KJ’s contrastive two accentual types (a so-called microprosodic aspect);
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2. How KJ’s accentual contrast itself is realised acoustically (a so-called 
macroprosodic aspect); and
3. How juxtaposed accentual units affect each other (a so-called post-lexical 
aspect).
The first, microprosodic, aspect is investigated and discussed in Chapters 5 and 6. 
Chapters 5, 6, 7 and 8 are all relevant to the second, macroprosodic aspect. The third, 
postlexical, aspect is investigated in Chapters 8 and 9.
In order to investigate the above three research aspects, five datasets were compiled, 
and speech samples were collected using corpora assembled from these datasets. As is 
well recognised in the field of acoustic-phonetic descriptive studies, one cannot 
confidently generalise the characteristics of a language or a variation of a language on 
the basis of a single speaker. This is why in this study data was collected from four 
informants.
This thesis is organised into ten chapters, references, and four appendices. Some 
background information on KJ, its geographical setting, and its genetic relationship with 
other Japanese dialects and proto Japanese is introduced in Chapter 1.
A phonological description of KJ, concentrating on accentuation, is introduced in 
Chapter 2 where the phonological treatments of KJ’s accentuation are examined in the 
light of several phonological frameworks. Since one of the aims of this thesis is the 
comparison of KJ and SJ, the phonological treatment of SJ accentuation is also 
introduced to clarify the differences between these two varieties. The 
Autosegmental-Metrical (AM) theory of intonation (Pierrehumbert, 1980; Beckman and 
Pierrehumbert, 1986; Pierrehumbert and Beckman, 1988; Pierrehumbert and 
Hirschberg, 1990), which is the standard theory for intonation representation, is 
assumed, and introduced in Chapter 2. Although the aim of this thesis is not an analysis 
of KJ’s intonational structure, AM theory is used to represent KJ’s accentual contrast, 
and also to clarify the discussion in Chapters 7 and 8.
Chapter 3 describes the methods and procedures used to collect data in this study. The 
nature of each dataset is explained in this chapter.
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Since this thesis needs not only to extract and present the invariant properties from the 
varying acoustic realisations of the same linguistic information, but also to present and 
compare the linguistically contrastive differences, a normalisation technique is 
important and inevitable (Rose, 1987; 1991). These things are not possible without 
normalisation because more than one informant is involved in this study. In Chapter 4, 
normalisation procedures are introduced as the first stage of analysis of the data. 
Furthermore, two normalisation procedures: z-score and log z-score normalisation; and 
two normalisation parameters: intrinsic FO and extrinsic FO, are compared in 
performance, and the most appropriate normalisation procedure and parameters for the 
current study are selected.
In Chapters 5 and 6, the differences between Type A and Type B are investigated using 
monosyllabic and disyllabic words. More precisely, this is done by investigating the 
microprosodic influence of different syllable-rhyme structures on the FO realisation of 
KJ’s accentual contrast. It has been reported in tone languages that different syllable 
structures differently influence the FO realisation of a tone (Hombert et al., 1979; Rose, 
1994; 1996a; Thompson, 1997), and the influence may differ depending on the tone. In 
other words, different syllable structures may differently influence the FO realisation of 
KJ’s accentual contrast. In order to investigate this point, the FO realisations of Type A 
and Type B words having different rhyme structures are first acoustically-phonetically 
described. On the basis of these acoustic-phonetic descriptions, Type A and Type B are 
also compared in their FO realisations. Chapter 5 demonstrates that the segmental 
structure of the syllable does indeed have an effect on FO realisation: the coda nasal in 
heavy monosyllabic words is shown to be associated with higher FO values; and rhyme 
constituent types in Type B words are shown to have an effect on FO contour. 
Linguistic-phonetic representations of Type A and Type B on heavy monosyllables are 
presented in Chapter 5 as well.
In Chapter 6, the same points as Chapter 5 are further investigated using disyllabic 
words, in order to identify the differences between Type A and Type B in the effect of 
syllable-rhyme structure. It is shown in Chapter 6 that the weight of a syllable 
influences the FO realisation of Type A and Type B in disyllables. Linguistic-phonetic 
representations of Type A and Type B on disyllables are also presented in Chapter 6.
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In Chapter 7, the FO realisations of isolated Type A and Type B polysyllabic words (2 to 
7 syllable words) are first acoustically-phonetically described, and then directly 
compared in time-aligned environments. It is demonstrated in Chapter 7 that Type A 
has higher FO values than its Type B counterpart not only at the peak syllable 
(associated with FI) but also at pre-peak syllables (associated with Ls). Based on this 
description, the differences in the FO realisation of Type A and Type B manifested in 
isolated polysyllabic words are modelled within the AM theory.
In Chapter 8, relating to the first main aim of this thesis, the differences between Type 
A and Type B are further investigated using utterances consisting of two accentual 
units. More precisely, pairs of utterances differing in the accentual types (Type A or 
Type B) for the first accentual unit are compared, e.g. Type A + Type A vs. Type B + 
Type A; Type A + Type B vs. Type B + Type B, so that not only the paradigmatic 
difference between Type A and Type B in the first accentual unit but also the 
syntagmatic effect arising from the first accentual unit onto the FO realisation observed 
in the second accentual unit can be investigated. Another point that is investigated from 
these longer utterances of two accentual units is accentual phrasing. It is well known 
that in SJ a string of words or morphemes constitutes a single accentual phrase, losing 
their accentual independence (Hirayama, 1960; McCawley, 1968; Poser, 1984; 
Pierrehumbert and Beckman, 1988; Selkirk and Tateishi; 1988; Kori, 1992; Maekawa, 
1994). In this chapter, then, it is investigated whether the same kind of accentual 
phrasing observed in SJ can be observed in KJ. Also in this chapter, three different 
types of utterances are used to see whether different syntactic types differently influence 
the FO realisation of the utterances. It is demonstrated in Chapter 8 that 1) as a whole, 
the syntagmatic effect exists in KJ and that 2) unlike SJ, each word in KJ retains its 
accentual independence, even in longer utterances. Furthermore, a correlation between 
accentual effects and syntactic types is demonstrated.
In Chapter 9, the focus shifts from descriptive research to FO modelling. In this chapter, 
the interrelationship between the accentual type of the first and the second accentual 
units will be investigated regarding the FO values at the valley point between the two 
peaks. For example, an utterance consisting of a Type A word and a Type B word may 
have a LHL.LH pitch configuration in which the period stands for the accentual 
boundary and the bold is the pitch valley in question. This chapter examines how the 
accentual types of the first and the second accentual unit are involved in determining the
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FO value at this valley point. It is shown that two different factors—the syntagmatic 
effect associated with the first accentual unit and the paradigmatic effect associated with 
the second accentual unit—appear to be involved in determining the FO value. It is 
furthermore argued that the power relationship between these two effects appears to be 
determined by syntactic type.
Chapter 10 summarises the findings of this thesis, and also canvases future tasks.
In the rest of this chapter, a brief overview of Japanese dialects is first given. The focus 
is on accentuation, so that the reader can become familiar with Japanese dialects in a 
general sense and see where KJ (two-pattern system) is typologically situated amongst 
them. In §1.2, some proposed typological classifications of Japanese dialects based on 
accentuation are introduced. In §1.3, some hypotheses relating to the historical 
development of Japanese dialects are introduced. After providing a general picture of 
Japanese dialects, information on KJ including its geographical and historical affiliation 
is given in § 1.4. § 1.4 also includes a summary of previous studies on KJ.
1.2 CLASSIFICATION OF JAPANESE DIALECTS BASED ON 
ACCENTUAL SYSTEMS
Japanese is rich in dialectal variation. Although the target dialect is KJ in this study, it 
is ideal to look at KJ with a general knowledge of the other Japanese dialects. 
Furthermore, since the second aim of this thesis is the investigation of possible 
differences between KJ and SJ, it is necessary to know how KJ and SJ are typologically 
classified in conjunction with the other dialects. Therefore, some typological 
classifications of Japanese dialects based on their accentuation are introduced in this 
section. The accentual nature of KJ is addressed in detail in Chapter 2.
Japan is a very small island country. However, people from different regions of the 
country speak differently. Present-day Japanese have attained a high level of literacy 
and SJ is understood everywhere due to the development of the mass media, but the 
medium of communication in the family is still the local dialect (Grootaers, 1982: 329). 
Although Grootaers’ comment was made in the early 1980’s, I believe that it is still true 
(at the time of writing—2003), as I experienced exactly the same when I was 
conducting fieldwork in Kagoshima. Therefore, it can sometimes still be observed that
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some regional differences are so big that two people coming from different regions are 
mutually unintelligible.
Awareness of dialectal differences goes back to at least the 8th century (Shibatani, 
1990: 185). It can be seen in the Manyooshuu (7? m i)—a collection of Japanese verse 
compiled in 759—that people of the Nara period (A.D. 710-793) were already aware of 
dialectal differences between the eastern and western regions, the latter being the area in 
which the then capital Nara was located (Kamei et al., 1997: 276; Shibatani, 1990: 185). 
At the beginning of the 17th century, Joäo Rodriguez described Japanese dialects in 
Nihon daibunten (B^A^CÄ) (Rodriguez, 1604-1608), classifying them into an Eastern 
region, a Western region and a Kyushu region.
Different dialectal divisions have been proposed for different linguistic aspects such as 
phonetics, accent, lexicon, morphophonology, or morphosyntax (or any combination of 
these). The geographical division of Japanese dialects that was proposed by Tojyo 
(1953; 1954) has been widely accepted amongst Japanese linguists. He classified 
Japanese dialects into mainland dialects and Ryukyuan dialects. Furthermore, the 
mainland dialects are divided into Eastern dialects, Western dialects, and Kyushu 
dialects. As far as the mainland dialects are concerned, then, it can be said that 
Rodriguez’ classification remains true to this day.
The type of variation in Japanese that is most extensively discussed in the literature is 
the diversity amongst the dialects in terms of accentuation and pitch patterns, and it is 
this which is most relevant to this thesis. Although there are different ways to classify 
the accent systems of Japanese dialects, Hirayama’s (1960; 1967) classification has 
been accepted as standard, and his classificatory system is almost always used in 
textbooks, accent dictionaries and the like. Figure 1.1 presents Hirayama’s accentual 
classification of Japanese dialects.
According to Hirayama's classification, Japanese dialects fall into two main groups: one 
having specific pitch contrasts t>(D) {katanoaru mono) and one not having
specific pitch contrasts ( ^ c D /^ T ^ )  (katanonai mono). Note that katanoaru mono 
and katanonai mono literally mean ‘one having a form’ and ‘one not having a form’, 
respectively, but ‘form’ corresponds to specific pitch patterns in this context. The 
former group has three subgroups: Tokyo (SJ), Kyoto-Osaka, and two-pattern systems,
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and the latter group has two subgroups: one-pattern and accentless systems. In the 
former, specific pitch contrasts group, each word has a specific accentual pattern, and is 
pronounced according to its pattern. In the latter group, on the other hand, all of the 
words are pronounced in the same accentual pattern or there is no specific accent pattern 
for words.
having specific 
pitch contrasts
" Tokyo 
\ Kyoto-Osaka
Japanese dialects <
not having specific 
v pitch contrasts
Two-pattern 
f One-pattern
f Accentless
Figure 1.1: Hirayama’s (1960; 1967) classification of Japanese dialects in accentuation (after Nakajyo 
1989: 108). ‘Having specific pitch contrasts’ and ‘not having specific pitch contrasts’ are my translations 
of (katanoaru mono) and M(D l '  T (D (kalanonai mono), respectively).
However, Hirayama’s classification between dialects having specific pitch contrasts and 
those not having specific pitch contrasts is not clear from a phonological point of view. 
One might understand from Figure 1.1 that pitch patterns are determined on the basis of 
lexical information in the former group (lexical determination of pitch) whereas they 
can be derived without referring to lexical information in the latter group (post-lexical 
determination of pitch). That is, some sort of information (usually information 
regarding accentuation) needs to be stipulated in the lexicon in the former group while it 
is not necessary in the latter group. However, the one-pattern system appears to be 
problematic in this regard because both lexical and post-lexical treatments are possible 
(Haraguchi, 1977; Smith, 1997a; 1997b for post-lexical treatment; Kindaichi, 1967 for 
lexical treatment). Smith (1997a: 4) claims that the surface pitch contour of the 
one-pattern system is sensitive only to prosodic structure, and the L(n)H pitch realisation 
of the Miyakonojyo dialect (a one-pattern dialect), for instance, is due to a boundary 
tone.
Nakajyo (1989: 112) explains the differences between one-pattern and accentless 
systems by saying that all words are pronounced in the same pitch pattern in the 
one-pattern system, and the speaker of the one-pattern system is aware that each word
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has the same specific pitch pattern (for example, L(n)H in Miyakonojyo). While in an 
accentless system each word is produced freely without having a specific pitch pattem, 
and native speakers do not recognise the existence of a specific pitch pattem. However 
phrases are normally pronounced in a flat tone with a slight rise in the middle in an 
accentless system (Hirayama, 1957; Nakajyo, 1989; Uwano, 1989, 1999; Shibatani, 
1990).
Although one-pattem and accentless systems are very similar to each other in the sense 
that they do not have specific pitch contrast, the historical development of these two 
systems is fairly different. It is argued that one-pattem systems developed from 
two-pattem systems, while accentless systems developed from dialects having multiple 
pitch contrasts (Hirayama, 1957; 1960; 1967; 1968; Nakajyo, 1989).
Uwano (1989; 1999) proposes a new classification of Japanese accent systems. In 
Uwano’s classification, given in Figure 1.2, Japanese accent systems are first divided 
into two groups: accented and accentless, and then the former is further divided into 
multi-pattern and N-pattem accent (Uwano, 1999: 152-153). In a multi-pattern accent 
system, accentual distinctions increase in proportion to the length of the accentual units. 
For example, the Tokyo system has n+1 accentual patterns for n-unit (= mora) words 
(refer to Chapter 2 for details). In contrast, an N-pattem accent system has only N 
contrasts irrespective of the length of the accentual units. Multi-pattern accent systems 
are divided into those systems with registers and those without registers. The term 
‘register’ refers to a tonal pattern of the accentual unit as a whole. For example, the 
Kyoto-Osaka system has two registers that determine whether an accentual unit starts 
with a high pitch or a low pitch. Multi-pattern accent systems without registers are 
divided into those that are syntagma dependent and those that are syntagma 
independent. In a syntagma dependent system, a pitch change is not used as a lexical 
distinction, but as a syntactic marker.
Partly reflecting the problematic nature of the one-pattem system in phonological 
treatment, in Uwano’s classification, an accentless system is differently grouped from 
one- and two-pattem systems. One- and two-pattem systems are categorised into the 
N-pattem system while one-pattem and accentless systems are distinguished from other 
systems using the terms ‘non-distinctive accent’ (accentless and one-pattem systems) 
and ‘distinctive accent’ (other systems). Uwano’s classification reflects both the
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difference between the accentless and the one-pattern system in phonological treatment 
and the similarity in pitch realisation.
f  Accented
<
v Accentless
, With Registers
Multi-pattern Accent«
- Without Registers |  
r Three-pattern 
N-pattern Accent •( Two-pattern 
 ^ One-pattern
Three Registers 
Two Registers 
Syntagmatic Dependent 
Syntagmatic Independent
Non-distinctive Accent
Figure 1.2: Uwano’s (1989; 1999) classification of Japanese dialects (after Uwano, 1999: 152).
The geographical distribution of the accentual groups in Figure 1.1, and the location of 
Kagoshima, is shown in Figure 1.3. Figure 1.3 shows the following things: 1) the 
Tokyo system (or SJ) is widely spread; 2) the Kyoto-Osaka system is surrounded by the 
Tokyo system, and 3) the one or the two pattern systems exist in locations 
geographically removed from the Kyoto-Osaka system. This geographical distribution 
of Japanese dialects implies that the Tokyo system first spread throughout Japan, and 
the Kyoto-Osaka system trespassed in the middle later (Shibatani, 1990: 210). 
Although Ramsey (1982) argues that the Tokyo system is older than the Kyoto-Osaka 
system, it is generally believed that the Tokyo system developed from the Kyoto-Osaka 
system (refer to §1.3 for details).
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Kyushu
Figure 1.3: The geographical distribution of accentual patterns in Japanese dialects (after Shibatani, 
1990: 221). Please note that the one-pattern system is very small: it can be seen at the bottom of Kyushu 
island between two-pattern and accentless systems.
Kyoto served as a national capital until the beginning of the 17th century, and the 
speech of the Kyoto-Osaka area had its prestige and status as the language of the 
cultural and economic centre for a long time. Therefore, the Kyoto-Osaka dialect was 
powerful enough to influence other Japanese dialects. Considering the status of the 
Kyoto-Osaka dialect and the strong contrast between the Eastern and the Western 
dialects—which can also be seen in Tojyo’s geographical division of Japanese 
dialects—one hypothesis was advanced by Yanagita Kunio (1875-1962) that ‘the 
Eastern type language [those dialects seen in the Eastern part of Japan including Tokyo] 
was spread all over Japan at the beginning, and later the developments of the Western 
characteristics in the old capitals in Western Japan... spread outward... The eastward 
spread, however, was systematically hampered due to geographic reasons’ (Shibatani, 
1999: 200) in some regions. This resulted in the current complicated distributional 
pattern like the one shown in Figure 1.3. Mase (1977) discusses the unique 
geographical distribution of accentual patterns in Japanese dialects in a similar manner 
to Yanagita’s hypothesis.
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In the following subsection, the accentual varieties of Japanese dialects are looked at 
particularly from a historical point of view.
1.3 GENETIC RELATIONSHIP AND DEVELOPMENT OF DIFFERENT 
ACCENTUAL SYSTEMS
Comparison of the accentual systems of various dialects reveals that there are regular 
cross-dialectal correspondences in accentual patterns. These correspondences to be 
found between dialects resulted in the notion of word classes (or, more accurately, proto 
word classes). That is to say, a group of words having the same accentual pattern in one 
dialect generally matches the same group of words having their own accentual pattern in 
another dialect. Although it is still controversial as to how many word classes are 
necessary to account for these cross-dialectal correspondences in accentuation, it is 
generally accepted that at least five word classes must be reconstructed for two-mora 
words (Shibatani, 1990: 210). These cross-dialectal correspondences in accentuation 
are useful in understanding how different accentual systems developed through division 
or merger from the proto-Japanese accent, and also in reconstructing it.
Table 1.1 sets out the merger pattern of five word classes for three mora words and the 
actual pitch shapes of four dialects. In the Kyoto-Osaka system, Classes 2 and 3 merge 
together into the same pitch pattem (HLL) whereas Classes 1, 4 and 5 each have a 
distinctive pitch pattern. In the Tokyo system, Classes 4 and 5, which have a distinctive 
pitch shape in the Kyoto-Osaka system, further merge with the same pitch pattern 
(HLL). The merging pattern of the two-pattern system is rather different from those of 
the Kyoto-Osaka and the Tokyo systems in that the merging boundary exits between 
Classes 2 and 3, which merge together in the Kyoto-Osaka and the Tokyo systems. As 
a result, Classes 1 and 2 share the same pitch pattem (LHL) whereas Classes 3, 4 and 5 
share the same pattem (LLH) in the two-pattem system. As explained above, the 
one-pattem system has only one pitch realisation pattem (LLH) irrespective of word 
classes.
As far as the dialectal types given in Table 1.1 are concerned, four different pitch types 
(HHH, LHH, LHL and LLH) are observed in the correspondence set of Class 1. Three 
different types can be observed in the correspondence set of Class 2 (HLL, LHL and 
LLH) and Class 3 (HLL, LHL LLH). The Tokyo and the two-pattern dialects share the
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same pitch pattern (LHL) for Class 2 while the one-pattern and the two-pattern dialects 
share the same pitch pattern (LLH) for Class 3. Class 4 has only 2 pitch types: LLH and 
HLL, in the correspondence set, and the former is shared by the Kyoto-Osaka, the 
two-pattern and the one-pattern dialects. Like Class 3, in the correspondence set of 
Class 5, the two-pattern and one-pattern dialects have the same pitch pattern (LLH) 
while the Kyoto-Osaka and the Tokyo dialects have different patterns (LHL and HLL, 
respectively).
Table 1.1: The distinction and merger of the five word classes between different dialects (after Shibatani, 
1990: 212). These pitch patterns apply to three-mora phrases.
Class 1 Class 2 Class 3 Class 4 Class 5
Kyoto-Osaka HHH HLL LLH LHL
Tokyo LHH LHL HLL
Two-pattern LHL LLH
One-pattern LLH
Although it has been generally accepted that the Kyoto-Osaka system is older than the 
Tokyo system (Shibatani, 1990: 211), several hypotheses have been proposed as to 
when and how the accentual differences amongst the dialects have developed. Hattori 
(1951a) considers that the Kyoto-Osaka and the Tokyo systems diverged from the 
Proto-Japanese accent. Kindaichi (1954) argues, on the other hand, that the Tokyo 
system developed from the Kyoto-Osaka system of the Heian period (794-1192). 
Ilirayama’s proposal (1967; 1968) is similar to that of Kindaichi. However, he tries to 
classify Japanese dialects in terms of the different accentual systems between dialects 
and the deAelopment of different accents between dialects. Hirayama argues that 
dialectal accentuations were developed in the order presented in Figure 1.4.
Kyoto- Tokyo Two One
Osaka ------ > System ------ > pattern ------ > pattern
system system system
Figure 1.4: The development of dialectal accentuations presented by Hirayama (1967; 1968)
Casting some doubt on the general assumption that the Kyoto-Osaka system is older 
than the Tokyo system, Tokugawa (1972; 1978) argues that the Kyoto-Osaka system, 
from which the distinction between Japanese dialects is considered to have developed, 
did not exist earlier. On the basis of this argument, he posits the family tree shown in 
Figure 1.5 in which the Kyoto-Osaka and the Tokyo accent systems are independent of 
each other.
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* Proto-Japanese accent 
1/2/3/45
*Western Japan accent 
1/2/3/45
*01d Central Japan accent 
1/2/3/4/5
* Eastern Japan accent 
1/2/3/45
Kyoto-Osaka accent 
1/23/4/5
Tokyo accent 
1/23/45
Two pattern accent 
12/345
Figure 1.5: Tokugawa’s family tree of accents (after Shibatani, 1990: 213).
Interpreting the distributional pattern of Japanese dialects both from a geographical and 
a historical point of view, there is an apparent tension. As mentioned above, it is 
generally considered that the Kyoto-Osaka system is older than the Tokyo system 
mainly because the Kyoto-Osaka system retains more pitch surface contrasts than the 
Tokyo system. In this sense, the Kyoto-Osaka system is more conservative than the 
Tokyo system. On the other hand, it is also well known that peripheral dialects show a 
large amount of dialectal features that represent the historical relic forms (NLRI, 
1967-1975). In this sense, the Tokyo system is more conservative than the 
Kyoto-Osaka system. Shibatani (1990: 202-214) interprets this situation of Japanese 
dialects saying that the Japanese dialects possess at least two modes of linguistic change 
and the formation of dialectal areas, and he attempts to explain these modes using the 
terms: ‘historical residues’ and ‘parallel innovations’. However, it is difficult to 
identify whether a certain grammatical aspect observed in a dialect descended from the 
central dialect (historical residues) or spontaneously developed in the region (parallel 
innovations) (Dr. P. Hendriks, personal communication, 2001).
Several hypotheses have been proposed regarding the development of Japanese dialects, 
and, as can be seen above, no consensus has been reached in terms of dialectal 
development amongst Japanese historical linguists. However, they do tend to agree that 
the two-pattern system is a more recent development compared to the Tokyo or the 
Kyoto-Osaka systems. As to the genetic relationship between the two-pattern and the
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Tokyo systems, they are directly related to each other according to Hirayama’s analysis, 
while Tokugawa’s analysis implies that they developed independently.
1.4 KAGOSHIMA JAPANESE
Having now introduced the typology of Japanese accentuation systems and the 
historical development of different accentual varieties amongst the dialects, some 
background information on KJ, which belongs to the two-pattern system, can be 
introduced in the following subsections. A more thorough description of KJ’s 
phonology, including its accentuation, is provided in Chapter 2.
1.4.1 LOCATION AND STATUS
Precisely speaking, the Japanese dialect called Kagoshima Japanese in this thesis is the 
dialect spoken in Kagoshima City. Kagoshima City is the capital of Kagoshima 
Prefecture. Kagoshima Prefecture, located on the southern tip of Kyushu island, the 
southern-most major island of Japan, covers a large area stretching approximately 600 
km north to south (refer to Figure 1.6).
Bounded by the Pacific Ocean and the East China Sea, this prefecture has 
approximately 2,650 km of coastline. Kagoshima Prefecture consists of two major 
peninsulas and over 200 small islands, of which 30 are inhabited (Kagoshima 
Prefecture, 2002). The dialects spoken on these inhabited islands vary significantly in 
accentuation (Hirayama, 1960; McCawley, 1977; Kibe, 1997a).
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Hokkaido
Kyushu
0
Kagoshima City
Figure 1.6: Map of Japan (top) and map of Kyushu island (bottom).
Despite the strong influence from SJ through the mass media, it is said that the 
accentual characteristics of KJ have been well preserved and maintained (Prof. Z. 
Uwano, personal communication, 1998). I received the same impression when I 
conducted fieldwork in Kagoshima City in 1999. I compiled the datasets for this thesis 
on the basis of the accent types given in the 28th edition (1993) of Hirayama’s accent 
dictionary (first edition: 1960), and the accent of almost all words in the datasets were 
pronounced in accordance with Hirayama’s dictionary.
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1.4.2 HISTORICAL STATUS OF KAGOSHIMA JAPANESE 
ACCENTUATION
Although there are some minor differences depending on the linguist, Kyushu dialects 
are traditionally classified into three subgroups (Tojyo, 1954). This three-way 
classification of Kyushu dialects was observed as early as Rodriguez’ above-mentioned 
Nihon daibunten Tojyo (1954) also proposed a three-way geographical
division of Kyushu dialects. His three-way subclassification reflects the fact that three 
different accentual systems coexist in the majority of Kyushu island (refer to Figure 
1.3).
As introduced in §1.3 through Figure 1.4 and Figure 1.5, KJ accentuation (a two-pattern 
system) is considered to have developed rather recently compared to the developments 
of the Kyoto-Osaka system and the Tokyo system. Although some different hypotheses 
have been proposed (Tokugawa, 1972; 1978), KJ accentuation is generally believed to 
have developed from the Tokyo system (Shibatani 1990: 213).
1.4.3 PREVIOUS STUDIES ON KAGOSHIMA JAPANESE
Research on KJ has as long a history as research on Japanese dialects and Kyushu 
dialects. This is because whenever large-scale research was conducted on Japanese 
dialects, KJ has always been included. However, in the early stage of the history of 
Japanese dialectal research, it is very difficult to find any research focusing entirely on 
KJ.
The history of the study of KJ can be traced back to Joäo Rodriguez, who described 
Japanese dialects in Nihon daibunten (B4^A3CÄ) (Rodriguez, 1604-1608). As already 
noted, he classified the Japanese dialects as being of the Eastern, the Western or the 
Kyushu region. As for the dialects of the Kyushu region, he further subclassified them 
into three groups.
After the Meiji Restoration in 1867, the Meiji government promoted the notion of 
Standard Japanese, and encouraged the spread of the Tokyo dialect as the basis for 
Standard Japanese. The government policy of enforcing the Tokyo dialect as Standard 
Japanese and the eradication of regional dialects continued until the end of WW II
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(Shibatani, 1990: 186). Under this political and social pressure, research and surveys on 
regional dialects were nothing but tools in order to firmly establish the status of 
Standard Japanese. However, the following two surveys conducted before WW II have 
to be mentioned here. The work of M. Ueda (1867-1937) convinced the Ministry of 
Education to start a dialectal survey, commissioned in 1902. The survey (NLSC, 1905; 
1906) was published by the National Language Survey Committee of the Ministry of 
Education as a phonetic atlas (JiftlliäE# o1# )  (oninchoosa hookokusho) with 29 maps 
and 500 pages of commentary in 1905, and as a grammatical atlas ( P l j f c i S I p f )  
(koogohoochoosa hookokusho) with 37 maps and 800 pages of commentary in 1906. It 
goes without saying that KJ is included in these surveys.
Since the end of WW II, the National Language Research Institute (hereafter, NLRI) 
has conducted comprehensive research on Japanese dialects. Its most outstanding 
achievement to date has been the publication of the six volume ‘Linguistic Atlas of 
Japan (0 JM ) (.Nihon hoogen chizu) (henceforth: LAJ)’ (1967-1975) which took 
more than 20 years to complete. The LAJ describes the lexical/phonological variation 
in 2400 Japanese villages, laid out on 300 maps.
Alongside large scale and comprehensive research on Japanese dialects, more 
area-focused research was also conducted after WW II. Hirayama (1951) compiled his 
comprehensive accentual studies of the Kyushu dialects into Kyushu hoogen onchoo no 
kenkyuu ( U J H ^ I f T P [ S t u d i e s  on the accents of Kyushu dialects]. Hirayama 
compiled Zenkoku akusento jiten ( L i T ^ t y  hS^ft) [National accent dictionary] in 
1960 on the basis of his long research on Japanese dialects. The 28th edition of this 
dictionary (1993) was used to compile the datasets for this thesis. Nihon hoogen 
kijutsuteki kenkyuu (0 4^ 77 Iff SIT fUfJFTE) [Descriptive studies of Japanese dialects] in 
which 15 dialects were phonologically and syntactically described on the basis of the 
uniform standard, was released in 1959 by the NLRI (1959), and some Kyushu dialects 
are also included in this volume. As the most comprehensive and detailed volume on 
Kyushu dialects, Kyushu hoogen no kisoteki kenkyuu ( Jl [Basic
studies in the Kyushu dialects], released in 1969 by the Kyushu hoogen gakkai (JiTH^W 
^ £ )  [the Society for the study of Kyushu dialects] (SSKD, 1969), also deserves 
mention.
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As can be seen particularly from the above mentioned large scale studies, KJ has 
traditionally been investigated as being one of the Kyushu dialects or Japanese dialects, 
and it is rather difficult, as mentioned above, to find research entirely focusing on KJ in 
the early stage of Japanese dialectal research (cf. Harada, 1930).
After the 1990’s, however, research focusing on KJ started to emerge, conducted by 
Kibe and Kumiki (1993), Kubozono and Matsui (1996; 2003), Kibe (1997b), Shirose, 
Kakehi and Kiritani (2003), and some of this research is relevant for this thesis.
The instrumental study conducted by Kubozono and Matsui (1996) on KJ prosody is the 
most relevant. They investigated whether the intonational phenomena called ‘Accentual 
Boost’, ‘Accentual Fall’ and ‘Downstep’ (Kubozono, 1993)—which are observed in 
SJ—can also be observed in KJ. The details of their study are introduced in Chapters 7 
and 8.
Relating to Japanese dialectal researches, compilations of databases or archives of 
natural speech have been vigorously undertaken by various institutions and research 
groups. Seven papers on the databases of SJ or Japanese dialects are given in the 
Journal of the Phonetics Society of Japan, Vol. 2, No. 2 (2000) in which information 
regarding seven large-scale databases/corpora is available. The development of the 
Japanese Speech Corpora of Major City Dialects, by the Japanese Ministry of 
Education, Science and Culture (which is now called the Japanese Ministry of 
Education, Culture, Sports, Science and Technology after the Central Government 
Reform in 2001), is one of these large-scale national linguistic projects (1989-1992). It 
goes without saying that this project covers KJ as well, and read-out monologue data 
from multiple numbers of KJ speakers are available from this database. Unfortunately, 
the KJ data available from the ‘Japanese Speech Corpora of Major City Dialects’ is not 
sufficiently controlled for acoustically-phonetically describing KJ’s accentual contrast 
so I was not able to make use of this.
1.5 SUMMARY: CHAPTER ONE
This chapter introduced the aims of this thesis, and also surveyed several important 
aspects of Kagoshima Japanese. To recapitulate, the points of importance concerning 
KJ were:
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Amongst recent studies on Kyushu dialects, Okumura’s (1984) work on the accentual 
systems of Kyushu dialects should not be missed. He takes as his starting point the 
three-way division of Kyushu dialects, and argues that the accentuation of KJ (a two 
pattern system) developed from a system that exists in the north-east of Kyushu and is 
similar to the Tokyo system. He also claims that the two pattern system further 
developed into the one pattern system to be found in central Kyushu.
Another recent and a vital study on Kagoshima Japanese is Kibe’s (2000) work on the 
accentuation of two-pattern dialects of Southwest Kyushu. Taking the sequence of 
Hirayama’s above-mentioned work on Kyushu dialects as its starting point, her work, 
Seinanbu kyuushuu nikeiakusento no kenkyun (Hj^^Aj'liZlMT hcDfiff )^ [Studies
on the two-class-dialects of Southwest Kyushu], phonetically (non-experimental) and 
phonologically analyses not only word-level accentuation but also the intonation of 
Southwest Kyushu dialects. Comparing and analysing the detailed accentual 
description of current Southwest Kyushu dialects and documentation from the 18th 
century, she also presents her own view regarding the historical processing leading to 
the current two-pattern system observed in Southwest Kyushu.
As the above large scale descriptive studies on Japanese dialects show, Japanese 
linguists have devoted enormous time and energy to comprehensively describing 
Japanese dialects, and a large amount of descriptive data is available about the accent 
systems of Japanese dialects. Although Japanese linguists have a long history of 
describing Japanese dialects, and have brought uncountable contributions not only to 
the development of Japanese dialectology but also to the understanding of human 
language, these are auditorily based descriptions. The initial reason for this is simply 
technological. However, auditory based descriptions are not considered sufficient now, 
because the conclusions derived from the description ‘are expected to be supported by 
appropriate documentation and numbers’ (Maddieson, 2001: 213) that can be achieved 
through instrumental and experimental work. After sophisticated instrumental
technologies enabling the processing of a large amount of data in much less time came 
to be easily-accessible, a large amount of instrumental basis research has indeed been 
conducted; yet as mentioned above, the main focus has never been 
linguistic-acoustic-phonetic descriptions.
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1. KJ has a two-pattern accentual system;
2. The historical development of KJ is relatively recent compared to the Tokyo 
and the Kyoto-Osaka systems; and
3. As far as the main typological branching is concerned, the two-pattern 
system belongs to the same group as the Tokyo system.
The following are the research questions of this thesis:
1. How do the contrasting accentual patterns observed in KJ differ from each 
other?
2. Is KJ different from SJ? If so, how?
This thesis will attempt to answer these questions by investigating the following aspects 
of KJ tonality.
1. How different syllable-rhyme structures affect the acoustic realisation of 
KJ’s contrastive two accentual types (a so-called microprosodic aspect);
2. How KJ’s accentual contrast itself is realised acoustically (a so-called 
macroprosodic aspect); and
3. How juxtaposed accentual units affect each other (a so-called post-lexical 
aspect).
In the following chapter, the phonetics and phonology of KJ are introduced in detail, 
paying particular attention to its accentuation.
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CHAPTER TWO
PHONETICS AND 
PHONOLOGY
2.1 INTRODUCTION
In this chapter, most importantly, the accentual nature of KJ will be explained. Besides 
this, I will discuss in this chapter that various tonological-phonological analyses (i.e. 
accentual; tonal analyses; or somewhere between these) are possible to account for KJ’s 
tonality. Before presenting each tonological analysis, the phonetics and the phonology 
of KJ segmental sounds are first of all sketched, and then the nature of KJ tonality as a 
two-pattern dialect is explained in a descriptive manner in the first half of this chapter. 
In this chapter, the phonetics, the phonology and the accentual nature of KJ are 
explained and discussed by comparing KJ with SJ (and other Japanese dialects if 
necessary). This is because one of the research aims of this thesis is the identification of 
any acoustic-phonetic differences between KJ and SJ, if there are any.
The syllable structure of KJ is accounted for in §2.2.2 after introducing that of SJ in 
§2.2.1. The linear syllable structure of KJ is the most relevant aspect to the current 
study because the different syllable rhyme structures are compared in terms of FO 
realisation in Chapters 5 and 6. Some aspects of KJ segments are not relevant as much 
as the linear syllable structure to the current study, nevertheless, the phonemic analysis 
of KJ is presented in §2.3. After familiarising the reader with the accentuation of SJ in 
§2.4.1, the tonological nature of KJ is comprehensively explained in §2.4.2. In §2.4.3, 
the nature of KJ as a syllable-counting dialect is explained. Some theoretical treatments
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of KJ tonality are introduced and discussed in §2.5. In §2.6, various views regarding 
phonetic representation are introduced and discussed.
2.2 SYLLABLE STRUCTURE
Although it has been traditionally recognised that the concept of syllable is necessary to 
account for various phonological phenomena, early generative phonology, including the 
SPE model (Chomsky and Halle, 1968)—in which it was considered that the sound 
structure of language could be substantially represented using segments which consist 
of a set of distinctive features and several levels of boundaries—totally ignored this 
concept. However, since the birth of Natural Generative Phonology, the necessity for 
syllable was re-recognised. For example, Kahn (1976) introduced a syllable-based 
approach to English phonology. Syllable-based approaches that developed into 
nonlinear phonological approaches, such as CV Phonology (Clements and Keyser, 
1983) and Metrical Theory (Liberman, 1975), point out the necessity for units higher 
than the syllable such as the foot, prosodic word, prosodic phrase, intonational phrase, 
sentence and some larger units which govern a discourse (Selkirk, 1980). Although 
Autosegmental Phonology (Goldsmith, 1976)—which has contributed enormously to 
the understanding of tone languages—is not a syllable-based approach per se, the 
framework may use syllables as tone bearing units (TBU).
Phonologists from a wide range of theoretical perspectives agree that the syllable plays 
an important role as a constituent. Arguments for the syllable as a phonological 
constituent have been derived from various phonological phenomena of various 
languages (Broselow, 1979 for Cairene Arabic; Foris, 1973 for Sochiapan Chinantec; 
Rensch, 1978 for Oto-Manguean languages; Hoberman, 1987 for Azerbaijani Jewish 
Aramaic; etc).
A syllable has an internal structure which makes up subsyllabic constituency. Strong 
evidence for this can be drawn from sonority-based, feature-based, and position-based 
phonotactic constrains (see Blevins, 1995 for the detailed discussion of these 
constraints). Although various proposals have been put forward with regard to the 
internal structure of the syllable (cf. Harris, 1983; Hayes, 1989; Treiman and Kessler, 
1995; Pierrehumbert and Nair, 1995; etc), the structure presented in Figure 2.1 is the
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most widely accepted syllable template. Note that the template given in Figure 2.1 
shows not only the assumed syllable constituent structure, but also its CV structure. 
Here a syllable consists of a Rhyme preceded by an optional Onset, and the Rhyme in 
turn consists of a Nucleus (sometimes called the Peak), followed by a Coda (cf. Selkirk, 
1982; Lass, 1984; Fudge, 1987; Clark and Yallop, 1990). It is also assumed in the 
structure given in Figure 2.1 that a maximum of two and a minimum of zero consonants 
are licensed by the Onset and also a maximum of two and a minimum of zero by the 
Coda, and a maximum of two and a minimum of one vowel by the Nucleus.
Syllable
Rhyme(Onset)
(Coda)
A
(C) (C)
The syllable structure given in Figure 2.1 is based primarily on work done on the 
syllable structure of English. One of the characteristics of this syllable structure is that 
Nucleus and Coda are constituents of Rhyme. This right-branching syllable structure 
indicates the syntagmatic cohesion between a vowel and the consonant following the 
vowel. Various evidence supporting this right-branching syllable structure for English 
has been collected from several linguistic or language related phenomena, such as 
language games, speech errors, stuttering and poetical rhyme. This right-branching 
syllable structure has further been recognised as ‘the universal syllable template’ 
(Cairns and Feinstein, 1982: 196) because it has been found that many other languages 
have the same syllable structure (Kaye and Lowenstamm, 1981; Blevins, 1995).
(C) (C) V (V)
Figure 2.1: Conventional syllable structure. Brackets indicate optionality.
2.2.1 SYLLABLE STRUCTURE OF STANDARD JAPANESE
The linear syllable structure of SJ is as shown in 2.1):
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2 . 1)
a=(C ,)(y)V ,(V 2)
(N) l
(O)  1
where y = glide, N = moraic nasal, and C2 = the first half of a geminate consonant 
(Backhouse, 1993: 24). Examples are given in 2.2), in which the parts in italics 
exemplify the different syllable structures in question (after Yoshida, 1996: 56). Please 
note that the Hepburn normalisation system (refer to Appendix four) is used to 
transcribe the examples given in 2.2).
Syllable Types Examples
2.2) a. (Ci)(y)V, e ‘picture’ te ‘hand’ cha ‘tea’
b. (C,)(y)V,V2 ao ‘blue kai ‘seashell’ kyoo ‘today
c. (Ci)(y)V|N an ‘idea’ mon ‘gate’ pyon ‘to leap lightly’
d. (C,)(y)V,C2 z7(ta) ‘went’ mot{to) ‘more’ hyot(to) ‘by chance’
Kubozono and Ohta (1998: 159-160) state that the syllable in SJ, for example CVX 
where X can be an initial geminate consonant (C), a syllable final nasal (N), or a vowel 
(V), is more likely to be separated into CV and X than into C and VX. That is, unlike 
English, Onset and Nucleus are more closely associated with each other than Nucleus 
and Coda in SJ. The CV string and the X segment of a CVX syllable have respectively 
been traditionally called jiritsuhaku (g Vfö) (‘which can stand as a single syllable’) and 
tokushuhaku ( f ^ fö )  (‘which cannot stand as a single syllable and always appears in the 
syllable-final position’) amongst Japanese linguists (Nakajyo, 1989: 71; Kubozono, 
1999: 149).
Kubozono and Ohta (1998: 159-160) claim that the English syllable has a 
right-branching structure and the Japanese syllable has a left-branching structure. They 
support this by comparing the differences between English and Japanese in various 
phonological and morphological phenomena observed in stuttering, speech errors, word 
formation, language games, and so on. Some examples supporting the branching 
differences between English and Japanese taken from the word-formation process called 
blending are given in 2.3) (after Kubozono and Ohta, 1998: 160). Blending is a 
word-formation process to create a new word out of existing words. In examples given 
in 2.3), 7 ’ indicates a breaking point for blending. 2.3)a and 2.3)b are examples for the
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English and Japanese blending process, respectively.- 2.3)c is the syllable and mora 
structures of the examples given in 2.3)b.
2.3)
b r /e a k fa s t + 1/unch -> B ru n c h
s m /o k e + f /og -> S m o g
0 + s i /p p o -> o p p o
‘t a i l ’ ‘tail o f  a n i m a l ’ ‘tail  o f  a n i m a l ’
b in i / i ru + n a i / ro n -> b in i ro n
‘v in y l ‘n y l o n ’ ‘v in y lo n ’
w + w -> w
| /  \ /  \
g g  a a  g
| /  \ \ /  \  \
E p  p  p p  p  p
0 si /  p  po o p po
‘t a i l ’ ‘tail o f  a n i m a l ’ ‘tail  o f  a n i m a l ’
w + w -> w
/  1 \ /  \ / 1 \
O d d g  a G G G
/  /  \  \ /  \  /  \ /  /  /  \
p  p  p  p
1 1 1 1
E E  p  p p  p  p  p
I 1 1 1
bi ni /  i ru n a  i /  ro  n bi ni ro  n
‘vinyl’ ‘nylon’ ‘vinylon’
As 7 ’ indicates in 2.3)a, the onset is separated from the rhyme in the English examples. 
As can be seen in 2.3)b and 2.3)c, in Japanese, blending can be observed on the basis of 
mora (Refer to §2.4.1.2 for a detailed explanation of mora). That is, unlike English, a 
breaking point for blending is not observed between the onset and the nucleus that make 
up a syllable in SJ. This is because Onset and Nucleus are more closely associated with 
each other as a unit of mora than Nucleus and Coda in SJ (Kubozono, 1989a; 1995; 
Ohta, 1991).
Another piece of evidence supporting the structural differences between English and 
Japanese syllables can be drawn from phonetics. It is well known that in English the
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length of the Rhyme tends to be constant by adjusting the duration of Nucleus and Coda 
(House and Fairbanks; 1953, Peterson and Lehiste, 1960; Laver, 1994). However, in 
Japanese, Campbell and Sagisaka (1991) report that durational adjustment occurs not 
between Nucleus and Coda like in English, but between Onset and Nucleus.
Ohta (1992) presents the structural differences between the English syllable and the 
Japanese syllable using X’-theory. Kubozono and Ohta (1998: 178) say that an 
advantage of this approach is that it enables us to capture universal as well as language 
specific features of the syllable without referring to language-specific concepts such as 
Rhyme or mora. In X’-theory, the syllable can be defined as the maximal projection of 
the Nucleus, as shown in Figure 2.2.
a. English: 
P”
C C V V c  c
Onset Nucleus Coda
(specifier head complement)
Syllable
b. Japanese: 
P”
Onset Nucleus Coda
(complement head specifier)
Syllable
Figure 2.2: The structural differences between the English syllable and the Japanese syllable as presented 
using X’-theory. A CCVVCC syllable structure (e.g. [steipf] ‘staple’) and a CVX syllable structure (e.g. 
[hoN] ‘book’) are used for English and Japanese, respectively (from Kubozono and Ohta, 1998: 178).
As can be seen in Figure 2.2, at the stage of intermediate projection (P?), the differences 
between English and Japanese in syllable structure are determined by whether Onset or 
Coda is taken as complement.
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2.2.2 SYLLABLE STRUCTURE OF KAGOSHIMA JAPANESE
As mentioned in §2.1, the linear syllable structure of KJ is the most relevant aspect to 
this study. Like SJ, KJ has a fairly simple syllable construction. Its CV skeleton 
follows the following model:
2.4)
f(C,)]
a  -  (C|)(S)V i(V2)| (n ) |
c,
c2
s
V,
V 2
N
any consonant and approximant. The approximants 
have some restrictions regarding co-occurrence 
with vowels in this position, which is explained 
below.
can appear at the word final position as well as the 
word internal position (i.e. [kmt] ‘shoes’, [kitte] 
‘stamp’). In the case of the word internal position, 
it is the first part of a geminate consonant, 
must be approximant /j, w/ (i.e. [kJo:] ‘today, 
[kwaija] ‘company’). The approximants have some 
restrictions regarding co-occurrence with 
consonants and vowels in this position, which is 
explained below, 
any vowel.
any vowel (i.e. [taiko] ‘drum’, [(j)iu:to:] ‘envelope’) 
syllable final nasal (i.e. [hoN] ‘book’, [giijko:] 
‘bank’). Note that phonemic /N/ is an 
archiphoneme, and allophonic [N] is a uvular nasal.
The approximant /j/ appearing in the S position allows the Japanese language to have a 
set of palatalised sounds: [kJ], [b1], [p1] and so on. There is still controversy regarding 
how a sequence of CS (= consonant + palatal) should be treated in the phonology. 
Some of the possibilities are shown in Figure 2.3 (after Yoshida, 1988; Kaye, 1992: 
148).
The structures in Figure 2.3 represent i) a complex segment Cs, ii) a branching onset 
CS, and iii) a light diphthong SV (i.e. rising (Lass, 1984: 275)). The view that is 
generally accepted is that Japanese phonetically palatalised sounds have a CS structure 
phonologically (= ii) (Hattori, 1960; Nakajyo, 1989; Maekawa, 1998a). That is, 
Japanese palatalised sounds that are phonetically transcribed as a subordinate
CHAPTER 2 30
coarticulation, such [kJa], [k'ui], and [kJo], phonologically have /kja/, /kjui/ and /kjo/ 
structures. This is the analysis that will be assumed in this thesis.
ii iii
Cs C
N C
S V N
Figure 2.3: Possible syllable structures for Japanese palatalised sounds (after Kaye, 1992: 148).
The approximants /w, j/ which appear in the Ci position have some restrictions 
concerning co-occurrence with vowels. Those approximants can appear only with /a/ 
and /a, o, iu/, respectively ([wa] ‘ring’, [jomui] ‘to read’, [juiki] ‘snow’). When the 
approximants /w, j/ appear in the Ci position, nothing fills in the S position.
Furthermore, the approximants /j/ and /w/ appearing in the S position to palatalise and 
labialise the proceeding consonant, respectively have also some restrictions with the 
consonants occurring in the Cj position and the vowel appearing in the V| position. The 
approximat'd /j/ only occurs together with stops, fricatives, nasals, and laterals (which do 
not have [-consonantal] and [+approximant] features) and vowels /a, o, iu/ (i.e.
[kJo:ikiu] ‘education’, [nfakui] ‘pulse’, and [b'o:ki] ‘ill’). The approximant /w/ can
appear in the S position unlike SJ. The approximant /w/ of the S position appears only 
with a velar stop in the pre-vocalic position, except /ui/, as can be seen in [kwaija]
‘company’ and [Jigwatsiu] ‘April’—which are pronounced as [kaija] and [fiqatsiu], 
respectively in SJ (Kibe, 1997a: 7).
In contrast with SJ, C2 can occur in the word final position in KJ (i.e. [nas] ‘eggplant’, 
[kuit] ‘shoes’, [kuig] ‘nail’) (Kobayashi, 1975: 120). Some scholars (Hirayama, 1960:
22; Nakajyo, 1989: 86) treat the syllable final consonant of KJ as the first element of a 
geminate sound appearing in the syllable final position, and represent this sound using a 
glottal stop (i.e. [na?] ‘eggplant’ and [kui?] ‘shoes’). However, it is not clear from
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Hirayama (1960: 22) and Nakajyo (1989: 86) whether they used a glottal stop as the 
underlying representation or the surface realisation of the word final C2. I suspect it is 
the latter case because it is impossible to make up some rules which explain the surface 
realisations of the glottal stop under this condition, and also because it is difficult to 
identify the place of articulation of C2 as the word final consonants are not always 
clearly released. Kibe (1997a: 10) explain that the word final consonant (C2) results 
from the drop of the word-final devoiced high vowels. In careful speech, C2 is 
pronounced as it is (i.e. [kiut] ‘shoes’), whereas in casual less-careful speech, it is
realised as a glottal stop (i.e. [km?] ‘shoes’). In the word internal position, C2 must be 
the same consonant as the first consonant of the following syllable (i.e. [koppui] ‘cup’,
[ikkai] ‘once’). Like SJ, N assimilates to the following sound in terms of place of 
articulation (see §2.3.1.1 for details).
Figure 2.4 shows the structure of a three-syllable word [sipkonsaN] ‘a newly married 
couple’ in which each syllable has a CVN structure.
00
Onset Rhyme
[s i r)
Onset Rhyme Onset Rhyme
Figure 2.4: Syllable structure of [sipkonsaN] ‘a newly married couple’
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2.3 PHONEMIC ANALYSIS
Table 2.1 and Table 2.2 contain KJ’s consonant and vowel phonemes. In the following 
subsection (§2.3.1), some phonological rules that account for allophonic variations in 
KJ are listed.
Table 2.1: Consonantal phonemes of KJ. The place of articulation is classified according to the current 
feature-geometric term using three univalent features [LABIAL], [CORONAL], and [DORSAL] 
(Clements, 1985; Sagey, 1986; McCarthy, 1988). Also note that the laryngeal segment is underspecified 
(Lass 1976: 145).
Consonantal Phonemes
LABIAL CORONAL DORSAL No
Supralaryngeal
Specification
Oral Stops P
b
t
d
k
g
Nasal Stops
m n
Fricatives s
z
h
Rhotics
r
Approximants
j w
Table 2.2: Vowel phonemes of KJ.
Vowel Phonemes
-back +back
+high i UI
-high
-low
e o
+low
a
Until the middle of the Muromachi period (1338-1573), Japanese clearly distinguished 
between l^\l, /di/, /zui/, and /dui/. However, towards the end of the Muromachi period,
/di/ and /dui/ became [d3 i] and [dzui], moreover /3 h and Izml also became [d3 i] and 
[dzui], respectively. Due to these neutralisations, the phonemic contrast between 1^ 1, 
/z/, and /d/ merged into a two-way contrast in that [d3 ] emerged as an allophone of /z/ 
and /d/ before /i/, and [dz] as an allophone of /z/ and /d/ before /ui/ (Nakajyo, 1989: 79-
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80; Shibatani, 1990: 163-166). As a result of this neutralisation of the contrast, this 
two-way contrast can be observed in the majority of the modem Japanese dialects. In 
most modem Japanese dialects, therefore, /d/ and /z/ do not contrast before /i/ and /ui/.
That is, /di/ and /zi/ are normally pronounced as [d3 i] and /dui/ and Izml as [dzui].
Some scholars (Kobayashi, 1975: 120; Shibatani, 1990: 204) mention that this four-way 
contrast still exists in KJ—for example, ‘.../zi/ ‘letter’ and /di/ ‘haemorrhoids’ are 
distinguished as [3 i] and [d3i], and /siuzuime/ ‘sparrow’ involves [zui] as [suizuime],
while /admki/ ‘red beans’ involves [dzui] as [adzuiki]’ (Shibatani, 1990: 204)—while
some other scholars (Kibe, 1997a: 9) report that this four-way contrast does not exist 
any more in most of the Kagoshima dialects, but has evolved into the same two-way 
contrast as SJ. However, Kibe (1997a: 9) point out that those people who are older than 
60 years old in the southern part of Satsuma Peninsula (the peninsula on the left hand 
side of Kagoshima Prefecture: refer to Figure 1.5 of Chapter 1) still maintain the 
four-way contrast.
Some speakers of KJ have [ij] allophone for phoneme [g] in the non-word initial 
position, as can be seen in [kaqami] ‘mirror’ and [gaka-qa] ‘painter-nominative
marker’. This is the same as SJ. However, it has been pointed out in many fieldwork 
reports (JJirayama, 1960; 1968; Oishi and Kamimura, 1975; Kamei et cil., 1997; etc) 
that this allophonic alternation is not as clearly observed in KJ as in SJ.
Like SJ, KJ also has a five vowel system. As can be seen in Table 2.2, the phonetic 
values of these five vowels are the same as those of SJ (Kibe, 1997a: 5). However, 
Kibe (1997a: 5) report that the mid front vowel Id tends to be pre-palatalised [je] in the 
word-initial position, but it tends to be pronounced as [e] in the word-internal position. 
The pre-palatalised [je] can be treated as an allophone of /e/, mainly because it does not 
happen in other vowels. Following this, the pre-palatalisation of Id  can be formalised
like: Id —> [je] / # __, but this is not a sensible analysis because it increases the size of
the allophonic inventory. Alternative analysis is an alternation of zero (0) with /j/
before Id in the word initial position: 0  —> /j/ / # _Id. This appears to be a more
plausible analysis because the pre-palatalisation can be treated as /j/ insertion without 
positing [je] allophone.
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2.3.1 PHONOLOGICAL RULES
In this section, I will present and explain some major phonological rules of KJ in 
feature-geometrical terms (Clements, 1985; Sagey, 1986; McCarthy, 1988; Ladefoged, 
1997b; Gussenhoven and Jacobs, 1998). The phonological phenomena which are 
accounted for in this section are: nasal assimilation (§2.3.1.1), [h], [(]>] and [9]
alternation (§2.3.1.2), and alveolar alternation (§2.3.1.3). SJ shares large similarities 
with KJ in terms of allophonic variation.
2.3.1.1 NASAL ASSIMILATION
In many languages, nasal stop consonants become homorganic with a following 
consonant. This nasal assimilation in place also happens in KJ, as can be seen in 
/KaNpai/ -> [kampai] ‘to drink a toast’ and /KeNka/ -> [keqka] ‘fight’.
As shown in representation 2.5), the assimilation process can be described by delinking 
the PLACE node of the nasal consonant, and associating it to the PLACE node of the 
following consonant in feature geometry.
2.5)
Nasal Assimilation
[ROOT, +cons]
SUPRALAR
PLACE 
[•••]
In the representation given in 2.5), the PLACE node of the nasal consonant is specified 
even before being delinked and associated to the PLACE node of the following 
consonant. However, it is also possible to consider that a syllable final nasal is 
underspecified in terms of the PLACE node before the PLACE node of the following 
consonant being linked to the PLACE node of the syllable final nasal.
[ROOT, +cons, +son]
SUPRALAR
[+nas]
PLACE
[ . . . ]
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2.3.1.2 [h], [<j>| AND [9] ALTERNATION
Fricative consonants [h], [9] and [$] are complementary distributed in KJ, conditioned
by the following vowel like SJ (Kibe, 1997a: 10). Although several different views 
have been presented (McCawley, 1968: 124; Kawakami, 1977: 49), the most 
straightforward analysis is to posit the phoneme /h/ with the main allophones of [9], [$]
and [h] that are realised before /i/, /ui/, and any other vowels respectively.
The realisation of allophonic [9], for example [9ikui] ‘to play (musical instrument)’, is
uncontroversially palatalisation, and can be described as the assimilation to the 
following high front vowel in terms of the DORSAL feature, as shown in representation 
2.6). Laryngeal segments [h, ?] are commonly represented as underspecified segments
in terms of supralaryngeal feature (Lass 1976: 145). This is why the PLACE node is 
not specified in the representation of /V in 2.6).
2 .6)
[h], [<J)| and [9] Alternation: Realisation of [9J
/h/ -> [9] / __/i/
[ROOT, +cons, -son] [ROOT, +son, -cons]
SUPRALAR SUPRALAR
DORSAL
[+high, -back]
If one tries to represent the realisation of allophonic [<J>] (i.e. /hiukui/ -> [$uikiu]
‘clothes’) as an assimilation to the following vowel, as shown in 2.7), it causes a 
problem in terms of the [round] feature because the Japanese high front vowel /iu/ is not
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rounded [-round] whereas with [§] it is understood that a rip rounding is involved. 
What can be observed in 2.7) is a dissimilation process because [([)] has a [+round] 
feature and /ml  has a [-round] feature if SPE terms apply to this phenomenon. As can
be seen by this, current phonological features fail to provide a reasonable account for 
this allophonic realisation.
2.7)
[h], [<J>| and [9] Alternation: Realisation of [<[)]
/h/ -> [<M / _  /tu/
[ROOT, +cons, -son] [ROOT, +son, -cons]
SUPRALAR SUPRALAR
PLACE 
LABIAL 
[. . ]
[-nas] 
[+cont]
PLACE
[-lat]
In order to provide a sensible account for this, it is necessary to take a close look at the 
phonetic features of the bilabial fricative. The seemingly best approach to investigate 
the phonetic features of the Japanese bilabial fricative is to compare it with the well 
known Ewe bilabial fricative.
Many researches have reported that the friction of the Japanese [(J)] is generally very 
weak, and that in some cases, [h] appears in place of [([)] (Kawakami, 1977: 49;
Yoshioka, 1981: 38; Vance, 1987: 20). Furthermore, Akamatsu (1997: 87) mentions 
that the lips are not rounded in articulating the Japanese [$]. Unlike the Japanese [$],
Ewe bilabial fricatives are clearly compressed and very tensed (Ladefoged, 1964: 25). 
Ladefoged (1997b: 593-594) classifies labial articulations into three different types: one 
involving labial compression, one involving rounding, and one involving lip protrusion, 
and presents three labial values: [protruded], [compressed], and [retracted]. If one 
applies Ladefoged’s values to the Japanese [<[>], it is considered to have a [-compressed]
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feature (which is different from the Ewe [<j>] which has a [+compressed] feature
(Ladefoged, 1997b: 595)). Laver (1994: 407-408) explains the cross-sectional settings 
of labial sounds using the ‘lip-rounded’ setting and the ‘lip-spread’ setting. He further 
explains that the lip-rounded setting includes a component of lip-protrusion. That is, 
lip-rounding and lip-protrusion are correlated. This comment of Laver’s conforms to 
the comment of Ladefoged’s (1997b: 594) that ‘from a phonological point of view, 
rounding and protrusion do not seem to be distinct gestures’. However, even if the 
Japanese [(j)] shares the same unrounded features as the following unrounded Iml vowel,
this point cannot be well expressed in conventional phonology. As can be seen from the 
above problems regarding the phonological treatment of the Japanese [(j)], this cannot be
well accounted for in terms of current phonological features. However, it appears that 
reasonable explanations can be sought from phonetics.
Compared to the vowel /ui/, the rounded counterpart /u/ has a narrower bilabial
cross-sectional area due to lip protrusion—which is ideal for creating air turbulence. 
However, the bilabial cross-sectional area of the Japanese [(J)]—resulting from
anticipating the lip gesture of the following vowel Iml—is not only narrow enough but
also air flow is strong enough because of the spread glottis for /h/ (Catford, 1977: 123- 
125) to cause local bilabial turbulence. That is, the lips are anticipating the vowel 
gesture, which is sufficient to cause turbulence in the consonant /(J)/ but not in the vowel
/ui/. Therefore, it is considered that this airflow mechanism associated with the 
production of Iml results in the unique nature of the Japanese allophone [(J)].
2.3.1.3 ALVEOLAR ALTERNATION
Another phonological process observed in KJ is alveolar alternation (Kibe, 1997a: 9). 
Alveolar phonemes Is/, /z/, lil and /d/ have allophonic realisations conditioned by the 
following vowel. While the voiceless Is/ and It/ have palatalised and affricated 
allophones, their voiced counterparts have the skewed distributional pattern, as shown 
in Figure 2.5.
As can be seen in Figure 2.5, the phonemic sequence /zi/ and Izml do not yield the 
expected allophonic sequences [3 i] and [zui], but they yield [d3 i] and [dzui].
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Although Kibe (1997a: 9) use the palato-alveolar IPA symbols ([J], [tj], and [d3 ]) as the
allophones of the alveolar phonemes ([s], [t], [z] and [d]), it is more appropriate to use 
the alveolo-palatal counterparts ([q], [tq] and [d^]) in terms of narrow transcription.
Ladefoged and Maddieson (1996: 145-153) say that the tongue has a very different 
position and shape in the production of the palato-alveolar and the alveolo-palatal 
sibilants. They point out that ‘...the blade and the body of the tongue are higher in the 
mouth, forming...a comparatively long, flat, constriction’ (p. 153) for [q] compared to
[f]. As mentioned above, these alveolar allophonic alternations are observed in SJ as
well. Some scholars use the post-alveolar symbols (Shibatani, 1990: 163-166; 
Kawakami, 1977: 46-48, 53-54) and others use the alveolo-palatal consonants (Vance, 
1987; Saito, 1997: 88-91; Okada, 1999: 117-119) in SJ as well mainly because there is 
no significant difference in phonology whichever one uses. In this thesis, the 
alveolo-palatal symbols are used. This is simply due to convenience because segmental 
information is less relevant to this thesis.
m / ___ />/
[s] / ___/ui/
I t /
[ tj] / ___/i /
[ts] / ___/ui/
Figure 2.5: The allophones of /s/, /z/, N  and /d/.
It]
[d 3 ] /___/i/
[dz] / ___/ui/
[dz ] /
III
/ml
These coronal-dorsal allophones [f], [tj] and [d3 ] appearing before /i/ can be nicely
captured using the assumption that these allophones are complex segments that have 
more than one articulator node (Gussenhoven and Jacobs, 1998: 194-205). The 
appearance of the allophone [f] before III—for example, /asi/ -> [aji] Teg’—can be
formalised as an assimilation in terms of the PLACE feature without delinking the 
original PLACE feature, as shown in 2.8)a.
In feature-geometrical terms, the coronal-dorsal affricates [tj] and [d3 ] and the coronal
affricates [ts] and [dz] can be represented also as complex segments having a sequence 
of [-cont] - [+cont] (Gussenhoven and Jacobs, 1998: 194-205). That means that the
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allophonic realisations of the coronal-dorsal affricates [tj] and [d3] are an assimilation
process not only in the PLACE feature but also in the [+cont] feature of the 
SUPRALAR node without delinking the original features. This is shown in 2.8)b.
2.8)a
Alveolar Alternation: before phoneme 0/
a: /s/ ~> [f] / __l\l
[ROOT, +cons, -son] [ROOT, +son, -cons]
LATC SUPRALAR
-voice [-naS] /
[-lat] /  PLACE 
[+cont] -...—.......
SUPRALAR 
[+cont] PLACE
COR DORSAL
|1
[+high, -back]
2.8)b
Alveolar Alternation: before phoneme /i/
b: /t, d/ ->  [tj,d3] / __l\l
[ROOT, Tcons, -son] [ROOT, Tson, -cons]
SUPRALAR
— .....
SUPRALAR
[-nas] / /
[-lat] /  PLACE 
[-cont] j...... .... .
[Tcont] PLACE
COR DORSAL
[+high -back]
Phonologically, the realisation of the coronal affricate allophones—for example [tsuiki] 
‘moon' and [dzuiqa] ‘painting’—can be explained as the assimilation in terms of the
CHAPTER 2 40
[+cont] feature that- the vowel Iml has without delinking the [-cont] feature of the 
coronal stop as shown in 2.9).
2.9)
Alveolar Alternation: before phoneme Iml
b: /t, d/ --> [ts, dz] / _Iml
[ROOT, +cons, -son]
SUPRALAR
[-nas]
1-lat]
[-cont] PLACE
COR
[ROOT, +son, -cons]
SUPRALAR
[+high, +back]
2.3.2 ROMANISATION
Since detailed segmental features are not relevant to this thesis, romanisation rather than 
IPA is used to represent KJ data in this study. This study adopts the Hepburn system of 
romanisation of Japanese because it is the most widely used romanisation system. The 
Hepburn system is basically concerned with indicating pronunciation according to 
English conventions, and it mimics the characteristics of Japanese sounds. Therefore, 
the Hepburn system is basically an phonetic representation. A list of the Hepburn 
system is given in Appendix Four. However, there is one modification: long vowels are 
expressed by a succession of two short vowels: aa, ii, uu, ee, and oo, instead of with a 
macron over the vowel.
2.4 TONOLOGY
In this section, the tonological behaviour of KJ is described in detail. In the first half of 
this section, the accentuation of SJ and its theoretical treatments are presented in order
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to familiarise the reader with the accentuation of Japanese in general. In the second half 
of this section, tonological features that make KJ distinctive from SJ are presented in 
detail.
2.4.1 ACCENTUATION OF TOKYO BASED STANDARD JAPANESE
In this section, the received knowledge of the accentual behaviour of SJ is introduced. 
First of all, the general pitch behaviour of SJ words is accounted for in §2.4.1.1, and the 
role of mora and syllable in the pitch realisation of SJ words is introduced in §2.4.1.2.
2.4.1.1 PITCH-ACCENT SYSTEM OF STANDARD JAPANESE
With respect to the use of pitch, the world’s languages are typically divided into three 
main types (McCawley, 1968: 136; Clark and Yallop, 1990: 289-303; Tsujimura, 1996: 
72). These are stress-accent languages, tone languages, and pitch-accent languages. In 
stress-accent languages like English, a certain syllable in a word is perceived by 
speakers as being most prominent, and this syllable is said to carry the stress. In a 
stress-accent language, the prominence of the stressed syllable is realised by the 
combination of pitch (the most dominant), duration and loudness (Fry, 1955). As for 
tone languages, although the precise definition is controversial (Cruttenden, 1986: 8; 
Pike, 1948: 3), the main criterion is that pitch is part of phonological representation in 
the lexical morpheme. This is in contrast to a stress-accent language like English, in 
which pitch is functional, yet not directly associated with lexical meaning (Clark and 
Yallop, 1990:289).
It is well known that SJ belongs to the third type (McCawley, 1968: 135-136; 
Higurashi, 1983: 10; Hinds, 1986: 410; Shibatani, 1990: 177-184; amongst others). 
Pitch-accent languages are similar to tone languages in the sense that each syllable/mora 
in a morpheme/word is associated with a specific pitch. However, pitch-accent 
languages are different from tone languages in that the pitch shape of the word/phrase is 
predictable if the location of the accent is given. That is, in pitch-accent languages, 
pitch information does not have to be specified for each syllable/mora in the 
phonological representation of its word. Pierrehumbert and Beckman (1988: 13) even 
argue that it is not necessary for each syllable/mora to be associated with a specific
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pitch at the most surface level, and claim that there is considerable underspecification 
and interpolation in SJ.
Words in SJ can be accented or unaccented. If a word is accented, any syllable of the 
word can have an accent, and the accent is realised by a pitch fall. Furthermore, unless 
there is an accent on the first syllable of a word, a pitch rise is observed in the first two 
syllables. For example, an accented two-syllable word might have an accent on the first 
syllable (e.g. ame HL ‘rain) or the second syllable (e.g. hana LH ‘flower’). If a 
two-syllable word is unaccented, no pitch fall is observed in the word (e.g. hashi LH 
‘edge’). Although the above examples hana LH ‘flower’ and hashi LH ‘edge’ have an 
identical pitch shape, the former has an accent on the second syllable and the latter does 
not have an accent. That is, SJ can have accented and unaccented words which share an 
identical pitch realisation. As another pair of examples, there are two segmentally 
identical nouns, hana, ‘flower’ and ‘nose’ which also have an identical pitch shape [LH] 
in isolation. However, they show a difference when, for example, the nominative 
marker -ga follows as shown in 2.10) (after Shibatani, 1990: 179).
2 . 10) hana [LH] 
hana-ga [LHL]
hana [LH] 
hana-ga [LHH]
‘flower’
‘flower-NOM’
‘nose’
‘nose-NOM’
The difference seen in 2.10) is attributable to the difference in the underlying form. 
‘Flower’ has an accent on the second syllable which causes a drop in pitch on the 
nominative marker. On the other hand, ‘nose’ has no accent, hence no pitch fall is 
observed on the nominative marker. This fact demonstrates that a noun of «-syllables 
has n number of surface contrasts, but has n + 1 underlying accentual possibilities. This 
can be observed in the examples given in 2.11) in which two-syllable words have a 
two-way contrast, three-syllable words a three-way contrast (after Shibatani, 1990: 
178).
Therefore, one cannot tell whether such words having LH{n) pitch realisation in 2.11) as 
ame [LH], sakura [LHH] and shirakaba [LHHH] are an accented or an unaccented 
word simply by observing the pitch realisation of them in isolation, and it becomes 
apparent only when something is attached after the words.
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a two-syllable words
[ame LH] 'candy'
[ame HL] 'rain'
b three-syllable words
[sakura LHH] 'cherry'
[zakuro HLL] 'pomegranate'
[kokoro LHL] 'heart'
c four-syllable words
[shirakaba LHHH] 'white birch'
[kamakiri HLLL] ‘mantis’
[irogami LHLL] ‘coloured paper’
[kagaribi LHHL] ‘torch’
The above is the generally accepted view in descriptive manner (Hattori, 1954; 
McCawley, 1968 1977; Shibatani, 1990). Within the framework of generative 
phonology, SJ has been analysed on the basis of the assumption that the distinctive pitch 
characteristic is the surface realisation of an underlying accent. As explained above, 
overt pitch information does not need to be stipulated in the underlying lexical 
representation in SJ because the pitch realisation of a word is predictable if we know 
where a pitch fall occurs. The only thing that needs to be marked is the location of an 
accent if present—which is represented by a diacritic feature ‘ or * (McCawley, 1968; 
1977; 1978; Goldsmith, 1976; Haraguchi, 1977; etc). The accent marks the location in 
a word where a pitch change from a high pitch to a low pitch occurs. For those words in 
2.11), the analysis presented in 2.12) is possible, where the apostrophe indicates the 
location of an accent (after Shibatani, 1990: 178). It can be seen that, for example, in 
the word for rain, the H is realised on a and the L is on e of ame, and a pitch fall is 
observed between the first and the second syllables.
As can be seen from 2.12), there is a pitch contrast between the initial two syllables 
unless there is an accent on the initial syllable. On the basis of the accentual 
information specified in the lexicon like shown in 2.12), the pitch realisation of SJ 
words is entirely predictable. In SJ, 1) the accented syllable of a word, if there is one, 
has a high pitch, and those syllables following it have low pitch; 2) there is a pitch rise 
in the initial two syllables unless there is an accent in the first syllable (McCawley, 
1977: 261-262; Shibatani, 1990: 178; Tsujimura, 1996: 74-75).
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As with those words given in 2.10), although they have the identical pitch realisation in 
isolation, they have different underlying representation as shown in 2.13) (Shibatani, 
1990: 179).
a two-syllable words
ame [LH] 'candy'
a’me [HL] 'rain'
b three-syllable words
sakura [LHH] ‘cherry’
za’kuro [HLL] ‘pomegranate’
koko’ro [LHL] ‘heart’
c four-syllable words
shirakaba [LHHH] ‘white birch'
ka’makiri [HLLL] ‘mantis’
iro’gami [LHLL] ‘coloured paper’
kagari’bi [LHHL] ‘torch’
hana’ [LH] ‘flower’
(cf. hana’-ga [LHL]) ‘flower-NOM’
hana [LH] ‘nose’
(cf. hana-ga [LHH]) ‘nose-NOM’
The accent that is given on the second syllable on ‘flower’ induces a pitch fall in the 
nominative marker while no pitch fall is induced in the nominative marker after ‘nose’ 
because ‘nose’ is an unaccented word.
2.4.1.2 MORA AND SYLLABLE
It has been reported that native speakers of Japanese divide words into smaller parts on 
the basis of the mora (Shibatani, 1990: 158-160; Vance, 1987: 56-66; Tsujimura, 1996: 
64-66; amongst others). A single mora consists of one of the structures given in 2.14).
There is a traditional assumption that a mora is a timing (temporal) unit, and that each 
mora is supposed to have the same length of time. Various experiments have been 
conducted to investigate the validity of this assumption (Han, 1962a; 1962b; Oyakawa, 
1970; Fukui, 1978; Maeda, 1979; Port et al., 1980; 1987; Homma, 1981; Beckman, 
1982; Hoequist, 1983a; 1983b; Otake, 1988; 1989a; 1989b; Sato, 1993). However, it
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has been reported that the duration of each mora is not identical, particularly between 
CV and N moras (Beckman, 1982; Sugito, 1989).
2.14) 1. (C)V
2. the first part of a long consonant (or geminate)
3. moraic nasal (or syllable-final nasal)
a a a a  a a
| / \ / \ / \ \ / 1 \
h p p F F h h h h h H
/ | \
CV CV V CV N CVC CV CV V N
Note that CVVN is presented as a single syllable in 2.14). However, CVVN is a 
so-called super heavy syllable and the existence of super heavy syllables in SJ is 
controversial (Kubozono and Ohta, 1998: 66-73).
Various evidence supporting the mora as a linguistic unit in SJ can be derived from 
phonological and morphological phenomena (Kubozono, 1989a; 1995). It has been 
reported that mora plays an important role in word formation, such as shortening, 
truncation, compounding, blending and so on. 2.15) contains a list of loan word 
compounds and the shortened version of them (after Kubozono and Ohta, 1998: 29-30). 
Note that a moraic boundary is marked by a period.
2.15) (ma.za).a + (ko.n).pu.re.k.ku.su =>
‘mother’ + ‘complex’
ma.za.ko.n 
‘mother complex’
(ri.mo).o.to + (ko.n).to.ro.o.ru 
‘remote’ + ‘control’
=> ri.mo.ko.n
‘remote controller’
(do.n).to + (ma.i).n.do 
‘don’t’ + ‘mind’
=> do.n.ma.i
‘don’t mind’
(ha.n).ga.a + (su.to).ra.i.ki 
‘hunger’ + ‘strike’
=> ha.n.su.to
‘hunger strike’
According to Ito (1990), the most general process in shortening a compound is to 
combine the initial two moras of each word that are indicated by parentheses in 2.15). 
This generalisation is not possible without the concept of mora.
Furthermore, mora is an inevitable unit in order to capture the nature of pitch realisation 
in SJ as a pitch change may occur over a moraic boundary. Those words given in 2.16)
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contain a heavy syllable (CVV or CVN) in them. Note again that moraic boundaries are 
marked by a period.
2.16) 2 moras ka.n [HL]‘can’
ka.n [LH] ‘sense’
3 moras ko.o.ko [LHL] ‘public fund
ge.n.go [LHH] ‘original language’
4 moras ko.ga.i.sha [LHLL] ‘subsidiary company’
kyo.o.i.ku [LHHH] ‘education’
As can be seen in the examples given in 2.16), pitch falls or rises after the first mora of 
a heavy syllable. These examples illustrate that pitch is realised on the basis of mora in 
SJ.
Although some people (Higurashi, 1983: 12; Uwano, 1986; Hayata, 1999c: 197-207) 
argue against it, it is generally assumed that in SJ the domain of accentuation is syllable, 
but the realisation is based on syllabic mora (McCawley, 1968: 134; Kubozono, 1999: 
204-205).
As shown in 2.16), pitch may fall or rise after the first mora of a heavy syllable (CVV or 
CVN), but never fall after the second mora of a heavy syllable. Therefore, it is not 
admissible for a word having a CV.V.CV or CV.N.CV structure where a period stands 
for a moraic boundary to have a [LHL] pitch configuration. If a mora were an accentual 
unit (i.e. TBU), there should be no reason to restrict the pitch fall after the second mora 
of a heavy syllable.
The pitch realisation of loan words can also be drawn as evidence supporting the idea 
that accent is associated with syllable, and pitch is associated with mora. Observe the 
pitch realisation of the loan words given in 2.17) (after Kubozono and Ohta, 1998: 81) . 
Again, a period is used to mark a moraic boundary.
As far as the examples given in 2.17)a are concerned, it could be generalised that an 
accent is located on the antepenultimate mora in loan words, and it could be assumed 
that mora is the accent carrier. However, this generalisation does not work for the 
examples given in 2.17)b because the antepenultimate mora of these examples is the 
second mora of a heavy syllable (CVV, CVN and CVC). Here again, if a mora were an
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accentual unit, there would be no reason to restrict the pitch fall after the second mora 
of a heavy syllable.
2.17) a bi.ru.ma [HLL] ‘Burma’
ku.ri.su.ma.su [LHHLL] ‘Christmas’ 
o.o.su.to.ri.a [LHHHLL] ‘Austria’ 
pu.ra.su.chi.k.ku [LHHHLL] ‘plastic’ 
a.i.ru.ra.n.do [LHHHLL] ‘Ireland’ 
pi.a.ni.su.to [LHHLL] ‘pianist’ 
mo.no.re.e.ru [LHHLL] ‘mono-rail’
b sha.n.pu.u [HLLL] ‘shampoo’
ku.ri.n.to.n [LHLLL] ‘Clinton’ 
su.u.pa.a.ma.n [LHHLLL] ‘Superman’ 
de.ra.k.ku.su [LHLLL] ‘deluxe’ 
de.za.i.na.a [LHLLL] ‘designer’ 
chi.i.ta.a [HLLL] ‘cheetah’
The accentuation of loan words thus can be generalised using moraic and syllabic units 
as shown in 2.18):
2.18) r m M f r b & Z - X  
J
In loan words, an accent is assigned to the syllable which contains 
the antepenultimate mora (Kubozono and Ohta, 1998: 39, author’s 
translation).
Reflecting this nature of SJ in accentuation, McCawley (1977: 290) calls SJ a ‘mora 
counting syllable language’.
2.4.2 TONOLOGY OF KAGOSHIMA JAPANESE
In this section, the received knowledge of KJ tonology is provided in detail. First of all, 
the tonological nature of KJ as a two-pattern dialect is presented in §2.4.2.1. In 
§2.4.2.2, the difference in the derivational process between KJ and SJ leading to the 
pitch realisations is explained.
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2.4.2.1 ACCENTUAL CONTRAST OF KAGOSHIMA JAPANESE AS A 
TWO-PATTERN DIALECT
As noted in Chapter 1, KJ belongs to a type called ‘the two-pattern dialect’. The 
two-pattern dialect is different from SJ, in that all words exhibit only two-way accentual 
oppositions. Some varieties of two-pattern dialects can be seen in Western Kyushu 
(including parts of the Amami and the Ryukyu islands), and the details of which 
syllables are pronounced high and which ones low vary considerably from one location 
to another. Table 2.3 contains some examples showing the two-way contrast KJ 
exhibits:
Table 2.3: The accentual contrast of KJ.
number of 
syllable
L(n)HL L(n,H
two hana ‘nose’
H L
hana ‘flower’
L H
three sakura ‘cherry
L H L blossom’
usagi ‘rabbit’
L L H
four kagaribi ‘watch fire’
L L H  L
kakimono ‘document’
L L L H
five machiyakuba ‘town hall’
L L L H L
miyagemono ‘gift
L L L L H
In the words in the left column of Table 2.3, only the penultimate syllable o f a word has 
a high pitch, and every other syllable has a low pitch. In the words in the right column, 
only the last syllable of a word has a high pitch, and every other syllable before it has a 
low pitch. That is, the two-way contrast is realised in KJ as [L(n)HL] and [L(n)H] where 
n = positive integers or zero.
The details of K J’s accentual contrast can be easily expressed, although scholars use 
different terms to characterise these two oppositions (Hirayama, 1957; 1960; Haraguchi, 
1977; Kobayashi, 1975; Shibatani, 1990). Some Japanese linguists refer to the [L(n)HL] 
type as the ‘accented type’ and the [L(n)H] type as the ‘unaccented type’ in the same 
sense as the accentual contrast of SJ. This is simply because a pitch fall is observed in 
the former type, and no such pitch fall is observed in the latter type. However, 
Hirayama’s (1957, 1960) terms— Type A for [L(n)HL] and Type B for [L(n)H]— are used 
in this study. The reason for choosing to use these neutral terms is that they are the 
most widely used in accentual dictionaries of Japanese dialects. Also I would like to
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avoid the impression coming from the terms ‘accented’ and ‘unaccented’ that ‘accented’ 
implies that ‘an accent location’ needs to be represented in the lexicon, and that an 
accented word is marked, i.e. it has something that an unaccented word does not.
Type A and Type B words appear to be evenly distributed in KJ. I randomly selected 
20 pages from Hirayama’s (1960) Japanese accent dictionary, and counted the numbers 
of Type A and Type B words. In the 20 pages, Type A and Type B words accounted for 
51% and 49%, respectively.
Observe the pitch realisation of KJ further, particularly in extended word structures. 
Examples given in 2.19) exhibit how the attachment of a particle and the inflection of a 
verb affect the pitch realisation of a word (after Haraguchi, 1977: 195, 198).
2.19) Type A Type B
a hana [HL] hana-ga [LHL] hana [LH] hana-ga [LLH]
‘nose’ ‘nose-NOM’ ‘flower’ ‘flower-NOM’
b sakura [LHL] sakura-ga [LLHL] usagi [LLH] usagi-ga [LLLH]
‘cherry’ ‘cherry-NOM’ ‘rabbit’ ‘rabbit-NOM’
a kariru [LHL] karimasu [LLHL] nigeru [LLH] nigemasu
‘borrow’ ‘borrow+polite’ ‘escape’ [LLLH]
‘escape+polite’
b agaru [LHL] agarimasu kuru [LH] kimasu [LLH]
‘rise’ [LLLHL]
‘rise+polite’
‘come’ ‘come+polite’
As can be seen in examples 2.19)-1, if a particle such as -ga (nominative marker) is 
attached to a word, the high pitched syllable shifts to the right in the inflected form. 
This implies that -ga is part of the phonological word. This is very different from SJ in 
which the nominative marker -ga does not influence the location of an accent (= pitch 
fall) of the preceding word in the inflected form (Tsujimura, 1996: 93). In examples 
2.19)-2, too, if a plain verbal form changes to its polite form, the high pitched syllable 
again needs to be moved to the right. In SJ, unlike KJ, the polite verbal suffix -masu is 
an accented word, and it makes the accent of the stem obsolete.
Although it is possible to explain the above pitch change in terms of a shift of the high 
pitch, it is much simpler if we consider that the inflected form—such as sakura-ga
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[LLHL] ‘cherry-NOM’ and nigemasu [LLLH] ‘escape+polite’—inherits the same 
accentual type as the original form.
The accentual behaviour of polysyllabic words has been shown above. An obvious 
question one might ask is ‘What is the accentuation of monosyllabic words?’ As an 
intuitive answer to this question, one might expect a falling and a rising pitch contrast 
from the above mentioned Type A ([L(n)HL]) and Type B ([L(n)H]) contrast. However, 
the pitch realisation of Type A light monosyllabic words such as ka ‘mosquito’ is not 
consistent. Some linguists such as Hirayama (1960: 20) and Nakajyo (1989: 114) report 
that a Type A light monosyllabic word has a falling pitch contour and a corresponding 
Type B word has a high level pitch, while Kibe (1997a: 12) mention that Type A and 
Type B have an identical high pitch realisation. This seems to imply that there is no 
pitch contrast in light monosyllabic words these days. Since the approximately 30 year 
difference, the accentual contrast was neutralised in favour of high level pitch in light 
monosyllabic words. My informants were asked to make a contrast between Type A 
and Type B light monosyllabic words if possible at different points of the recording 
session, but their replies were not consistent. Some informants appeared to try to make 
a contrast between light monosyllabic Type A and Type B words by uttering a light 
monosyllabic Type A word in a falling (HL) pitch, but it was not consistent. Otherwise, 
both Type A and Type B light monosyllabic words were produced in a high level pitch. 
No one tried to distinguish Type A and Type B light monosyllabic words by saying 
Type B light monosyllabic words in a rising pitch (LH).
These observations linguistically imply that 1) the significant difference between Type 
A and Type B words is whether there is a pitch fall or not; 2) the association of two 
tones to one tone-bearing unit is not preferred in KJ. The first implication further 
implies that it is not the value of high and low pitches, but the contrast of them which is 
important in distinguishing the two accentual types. Due to the difficulty in satisfying 
these two requirements at the same time in light monosyllabic words, therefore, Type A 
light monosyllabic words may have a high level pitch as well as a short falling pitch. 
However, the former appears to be the standard realisation.
Not only light monosyllabic words but also heavy monosyllabic words, such as goi 
(Type A) ‘vocabulary’ and hon (Type B) ‘book’, are possible in KJ. Different from 
light monosyllabic words, my informants clearly produced Type A and Type B heavy
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monosyllabic words differently. Type A heavy monosyllabic words have a falling pitch 
contour, as might be expected. The realisation of Type B heavy monosyllabic words is 
fairly complicated, which some allotones involved. The allotonic realisations of heavy 
monosyllabic Type B words are discussed and presented in Chapter 5.
2.4.2.2 NON-LEXICAL SPECIFICATION OF AN ACCENT LOCATION
As explained above concerning SJ’s accentuation within the framework of generative 
phonology, in SJ, the presence or absence of an accent and the location of the accent, if 
it is an accented word, need to be specified in the lexicon. Following the treatment of 
SJ’s accentuation, one could argue that the inflected forms given in 2.19) can result 
from the shift of a high pitch or the shift of an accent location which is specified in the 
lexicon. However, it has been argued (McCawley, 1968: 196; 1977: 293; Haraguchi, 
1977: 197) that the only information needed in the KJ lexicon is which accentual type a 
word belongs to (Type A or Type B)—in fact, since KJ has only two accentual types, 
the most economical way is to mark only one of the two types in the lexicon. That is, 
the location of the accent does not have to be marked in the lexicon in KJ.
Haraguchi (1977: 195-206) argues against the specification of an accent location in KJ’s 
lexicon because if the location of an accent were specified in KJ’s lexicon in the same 
way as SJ, the derivational process of KJ pitch realisation would become more 
complicated and would also require an ad hoc accent shift rule.
An additional piece of evidence against the specification of an accent location in KJ’s 
lexicon can be drawn from the accentuation in compound formation. Consider the 
examples given in 2.20) regarding the accentual type of compound formation (after 
Hirayama, 1960: 22). Note that some morpho-phonemic alternations between voiceless 
and voiced obstruents can be observed in the data. In 2.20)b, c and d, the initial 
consonant of the second component becomes voiced in the resultant compound. This 
voicing phenomenon is termed as sequential voicing or Rendaku. (McCawley, 1968; 
Kindaichi, 1976; Otsu, 1980; Ito and Mester, 1986; Vance, 1987 for further 
explanations for sequential voicing).
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2.20) Component 1 Component 2 Compound
a komori (A) + uta (A) —> Komoriuta (A)
‘baby-sitting’ [LHL] ‘song’ [HL] ‘lullaby’ [LLLHL]
b kami (A) + fukuro (B) —> Kamibukuro (A)
‘paper’ [HL] ‘bag’ [LLH] ‘paper bag’ [LLLHL]
c yama (B) + sakura (A) —> Yamazakura (B)
‘mountain’ [LH] ‘cherry’ [LHL] ‘wild cherry’ [LLLLH]
d iro (B) + shiro (B) —> Irojiro (B)
‘colour’ [LH] ‘white’ [LH] ‘fair-complexioned’
[LLLH]
What can be observed in the above examples is that the accentual type of the first
component is carried over to the resultant compound. Hirayama (1960: 22) mentions 
that although there are some exceptions, such asyoochi ‘primitive [B]’+ en ‘garden [A]’ 
— >yoochien ‘kindergarten [A]’, these exceptions are very limited. Once again, this is 
very different from SJ in that in SJ the accentuation of the final member of a compound 
determines the accentuation of the resultant compound (Ai + A2 —> A2 ) (Kubozono 
and Ohta, 1998:44-45).
If the location of an accent were specified in the lexicon, it would be necessary to posit 
special rules that account for the accentual shift between input components (= words) 
and the output compound, and this again would cause unnecessary complexity in KJ 
accentual phonology. However, given the accentual type of a word in the lexicon, the 
only thing that needs to be done is to extend the accentual information (whether a word 
belongs to Type A or Type B) of the first component to the compound. In 
feature-geometric terms, KJ’s accentuation appearing in compound formation can be 
simply expressed by associating the TONE node of the compound (Wc) to that of the 
first component (Wi), as shown in Figure 2.6.
In Figure 2.6a, two words are independently represented as a sequence of two words in 
feature-geometric terms using two feature nodes: TONE and SEGMENT. The TONE 
node is associated with the information relating to pitch realisation of the word, and the 
SEGMENT node is associated with the segmental information of the word. In Figure 
2.6b, a compound consisting of the two words is represented. Being apart from some 
sound changes, at the segmental level, the compound (Wc) is realised by simply 
combining the SEGMENT node of the first word (W|) and that of the second word
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(W2). This is represented by the light lines associating the SEGMENT nodes of Wj and 
W2 to that of Wc in Figure 2.6b. The pitch realisation of the compound word is 
determined by the TONE information of the first word. This is represented by the light 
line connecting the TONE node of Wc and that of Wi in Figure 2.6b. The original 
linkages between the TONE node of Wf need to be delinked as the association is not 
relevant to the pitch realisation of the compound word.
a) Two Independent Words
W, W2
/ \
TONE SEGMENT TONE SEGMENT
1
[ . . . ] [ . . . ]
1 1
[ . . . ]  [ . . . ]
b) Compound Consisting of Two Words
Wc
TONE SEGMENT
w, /  w2 \
TONE SEGMENT TONE SEGMENT
I I I I
[ - ]  [ - ]  [...] [...]
Figure 2.6: The predominance of first component on the accentual type of the compound explained in 
feature-geometric terms.
2.4.3 KAGOSHIMA JAPANESE, A SYLLABLE-COUNTING DIALECT
As discussed in §2.4.1.2, the notion of mora is relevant in order to explain the pitch 
realisation of SJ. However, this is not always the case with other Japanese dialects, and 
in fact with KJ. Consider the examples presented in Table 2.4 from KJ.
In examples (a), (b) and (c) in Table 2.4 which are disyllabic words consisting of four 
moras, pitch changes happen at syllable boundaries, not at moraic boundaries. The 
same observation can be made in example (d) where there are three-syllable words 
consisting of four moras. Example (e) shows that the high pitch is shifted to the left 
from the syllable which has a vowel that is subject to devoicing (Haraguchi, 1977: 196). 
Although it is shifted to the right, the same phenomena can be observed in SJ, as well 
(Haraguchi, 1977: 42; McCawley, 1977: 265).
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Table 2.4: Pitch realisations of KJ words (after Haraguchi, 1977: 196). Note that underlined parts are 
realised high in pitch and italics are used to indicate devoiced vowels. $ = syllable boundary.
Type A Type B
a CVVSCVV taijuu ‘body weight’ gaitoo Tight’
b C(S)VV$CVV kyuushuu ‘Kyushu’ keetoo ‘system’
c CVN$CVN kinsen ‘money’ kantan ‘simplicity’
d CV$CVC$CV kazatta ‘decorated’ aratta ‘washed’
e CV$CVCF$CV sagash/ta ‘searched’ yurushzta ‘permitted’
As illustrated in the examples of Table 2.4, it is clear that unlike SJ a pitch change 
occurs not over a moraic boundary but over a syllabic boundary in KJ. This indicates 
that unlike SJ in which the realisation of pitch is based on mora, the realisation of pitch 
is based on syllable in KJ. This is why KJ is called a syllable-counting dialect (Shibata, 
1962b; McCawley, 1977: 290; Haraguchi, 1977: 195).
2.5 PHONOLOGICAL TREATMENTS OF KAGOSHIMA JAPANESE 
TONALITY
In previous sections, the received views relating to the general characteristics of KJ’s 
tonality have been presented in contrast to SJ. The accentuation of a word in both KJ 
and SJ was mainly explained in a descriptive manner. In this section will be presented 
how KJ tonality (as well as other dialects where necessary) is treated in the different 
phonological frameworks of early Generative Phonology, Autosegmental Phonology, 
and Optimality Theory. Towards the end of this section, an argument will be put 
forward that KJ has characteristics as a word-tone system as opposed to a syllable-tone 
system (e.g. Chinese).
After the recapitulation of the proposed approaches to KJ tonality, most importantly, it 
will be discussed in §2.5.6 that each approach to KJ tonality introduced and explained in 
this subsection is plausible within its framework, and that it is difficult to conclude 
which the most appropriate approach is as far as the available phonological data is
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concerned. This is a typical case of ‘the underdetermination of theory by data’ (Refer to 
§2.5.6 for further discussion).
2.5.1 GENERATIVE APPROACH: McCAWLEY
In McCawley (1978), he examines SJ, Mandarin Chinese, some Japanese dialects, some 
African languages and so on, with reference to the question ‘what is a tone language?’ 
As a result of the examination, he casts doubt upon a dichotomy between pitch-accent 
systems and true tonal systems because there are some languages in which the 
characteristics of both systems can be recognised. McCawley, hence, claims that a 
language can have a pitch-accent system at some point of derivation but may have 
characteristics of a tonal system at a later stage of derivation. With regard to Japanese 
dialects, McCawley (1977: 293) mentioned that SJ, based on the Tokyo system, is a 
textbook case of a pitch-accent system, while the Kyoto-Osaka system involves a pitch 
accent system with an additional distinction that is realised in terms of pitch. He said, 
however, that the so-called two-pattern system (e.g. KJ) did not appear to be a pitch 
accent system at all.
In SJ, words differ with regard to where (if anywhere) the pitches fall, and in the 
Kyoto-Osaka system, words differ not only with regard to where, if at all, there is a fall 
in pitch, but also with regard to whether the word starts on a low or on a high pitch. In 
the two-pattern system, on the other hand, at no stage of derivation does pitch 
information need to be expressed in terms of accent marker: lexical information of pitch 
is attached to the whole lexical item. In McCawley’s (1968: 195-197; 1970: 530) 
analyses of KJ, there are two types of morphemes that are identified with pitch features 
in the lexicon. One type is characterised as having a falling pitch [+Falling] and the 
other as not having a falling pitch [-Falling], and a rule associates underlying forms 
directly with surface pitches. McCawley (1968; 1970) posits two melodies: L(n)HL and 
L(n)H, and describes the pitch assignment rules as shown in 2.21) (McCawley, 1970: 
530):
2 .21) $ [+Falling] X $ -> L(n)HL 
$ [-Falling] X $ -> L(n)H
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where $ stands for phrase boundary and [±Falling] for a morpheme feature which is 
assigned to X in the lexicon. The surface pitch is realised on the basis of the tonal 
melodies that are assigned to a phrase depending on the feature [±Falling] specified in 
the lexicon.
McCawley (1970) does not give any derivational process for KJ’s pitch realisation. If 
the derivational process McCawley presents is applied to actual words, for example, 
sakura ‘cherry blossom’ (Type A) and usagi ‘rabbit’ (Type B), the lexical 
representation of these words should be as shown in 2.22):
2 .22)
[-(-Falling] sakura [-Falling] usagi
On the basis of the lexical information, an appropriate melody is assigned to the word as 
shown in 2.23) by the rules given in 2.21).
2.23)
sakura usagi
L(n)HL L(n)H
Since McCawley (1968; 1970; 1977) does not state any specific pitch association rules 
connecting each tone of the melodies and the syllables of morphemes, it is not clear how 
the pitch realisations given in 2.24) can be derived. However, a rule associating each 
syllable of a morpheme with each tone of a melody, as shown in 2.24), in a right to left 
direction produces the correct surface form in most situations.
2.24)
sakura
a o a
usagi
a a  a
I I I
LHL LLH
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The right to left and the one to one pitch association rules, however, would not account 
for all pitch derivational processes of KJ words. Besides these default pitch association 
rules, some pitch deletion rules are necessary to derive the correct pitch realisation of 
light monosyllabic words, such as those given in 2.25) because the basic melodies 
McCawley posits are L(n)HL and L(n)H.
2.25)
ka or ka
a a
/ \  I
HL H
However, McCawley (1970) does not explain how the pitch realisation of light 
monosyllabic words can be accounted for.
te
a
H
2.5.2 GENERATIVE APPROACH: SHIBATANI
Shibatani (1979: 934) classifies Japanese dialects from a typological point of view, 
paying attention to the underlying accent pattern. Shibatani (1979: 934-935; 1990: 
181-183) considers that each dialect of Japanese has a basic tone melody or melodies, 
and the surface tonal realisation of a word is derived from the basic tone melody with 
additional pitch-change rules, if needed. Shibatani (1979: 934) typologically classifies 
Japanese dialects, as shown in 2.26), in terms of basic tone melody.
2.26) H melody dialects: Tokyo, Matsumoto, etc.
H and L melody dialects: Osaka, Kyoto, etc.
L melody dialects: Kagoshima, Miyakonojyo, etc.
Shibatani (1979: 934) continues that ‘[t]he dialects with the H melody have a rule that 
lowers the pitch of one or more moras, and those with the L melody have a rule that 
raises the pitch.’ H melody dialects are, for example, SJ and Matsumoto dialects. KJ is 
an example of a L melody dialect. ‘A dialect such as Osaka has two classes of words,
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lexically specified in terms of a feature such as [±H]; two types of rules apply, 
according to the lexical specification’ (Shibatani, 1979: 934-935).
Although Shibatani (1979; 1990) does not make clear his criteria of classifying Japanese 
dialects into these three types, I understand that if the pitch values of the majority of 
syllables/moras are high, the dialect is classified as a H melody dialect, and if they are 
low, it is as a L melody dialect.
As seen in 2.26), the Osaka dialect is similar with both the Tokyo-type dialects and the 
Kagoshima-type dialects. ‘The Osaka [+H] forms undergo the same rule that applies to 
the Tokyo dialect forms’, and ‘...[t]he Osaka [-H] forms undergo the same rule that 
applies to the Kagoshima and Miyakonojyo forms’ (Shibatani, 1979: 935), except that 
Osaka [-H] can have a contrast in tenns of accent location, as well. The typological 
situation of Japanese dialects is illustrated in Table 2.5, where a number of dialect forms 
are given, as well as the pitch-changing rules.
Shibatani (1979; 1990) considers the two-pattern system (e.g. KJ) as a L tone dialect in 
which the basic melody of the system is L tone, and the major pitch-changing rule 
derives the surface pitch structure. Unlike McCawley’s analyses, in Shibatani’s (1979: 
935) analysis, phrases are marked by ± ACC. Then, a rule ‘post-lexically’ inserts an 
accent on the penultimate syllable of a minor phrase which is lexically specified as 
[+ACC]. In its standard usage, the term ‘post-lexical’ is used to mean the phonological 
rules which apply after words have been inserted into a sentence in Lexical Phonology 
(Kiparsky, 1982; 1985; Mohanan, 1986). However, in the above situation, 
‘post-lexical’ means any rules which are applicable outside the lexicon. After the 
insertion of an accent, the pitch of an accented syllable rises, or the pitch of the last 
syllable rises if the words are not accented.
This approach makes the Osaka dialect, with regard to the accentual system, similar to 
both the Tokyo dialect, on the one hand, and the Kagoshima dialect, on the other. 
Shibatani (1979: 935) claims that under McCawley's (1968; 1977) approach, the Osaka 
dialect is treated as being very similar to the Tokyo dialect, while the Kagoshima dialect 
is treated as being largely different both from the Osaka dialect and from the Tokyo 
dialect. In Shibatani’s analysis, the similarities between Japanese dialects are well 
expressed.
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Table 2.5: Typological classification of Japanese dialects: L tone dialects (A) and H tone dialects (B) 
(Shibatani, 1979: 935).
A H-tone Dialect forms
Tokyo Osaka Accentedness
‘capital’ miyako miyako Unaccented
LHH HHH
‘heart’ koko’ro ko’koro
LHL HLL
‘life’ i’nochi i’nochi Accented
H L L H L L
‘head’ atama’ ata’ma
LHH HHL
Major pitch-change rule: Lower the pitch after the leftmost accented tone-bearing 
unit.
B L-tone Dialect forms
Osaka Kagoshima Accentedness
‘lizard’ toka’ge toka’ge
L H L L H L Accented
‘oval-face’ omo’naga omona’ga
L H L L L L H L
‘fox’ kitsune kitsune
L L H L L H Unaccented
‘newspaper’ shinbun shinbun
LLLH LLHH
Major pitch-change rule: Raise the pitch of an accented tone-bearing unit, if any; 
otherwise, raise the pitch of the last tone-bearing unit.
I am going to give a derivational process of KJ accentuation in Shibatani’s analysis 
using the same example words {sakura ‘cherry blossom’ and usagi ‘rabbit’) as those 
used in McCawley’s analysis (§2.5.1). In Shibatani’s analysis, the lexical 
representation of KJ words should be like 2.27).
2.27)
sakura [+ACC] usagi [-ACC]
A ‘post-lexical’ rule that inserts an accent (*) to the penultimate syllable of the words 
having a [+ACC] specification derives those given in 2.28) from the underlying lexical 
representations given in 2.27).
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2.28)
saku*ra usagi
According to Shibatani, since KJ is a L tone dialect, a L tone is assigned to every tone 
bearing unit at the next derivational stage, as shown in 2.29).
2.29)
saku*ra
a  a a 
L L L
usagi
I 11
a  a  a 
L LL
A major pitch change rule—that raises the pitch of the accented syllable, if there is one, 
otherwise raises the pitch of the final syllable—derives the pitch forms as shown in
2.30) from 2.29).
2.30)
saku*ra usagi
m i  mi
a a a  a  a  a
i n  m i
L H L LLH
Shibatani (1979; 1990) does not explain how the pitch realisation of the light 
monosyllabic words, such as 2.25), is derived in his analysis. In order to correctly 
derive the pitch realisation of the light monosyllabic words, it is necessary to mark the 
light monosyllabic words having [+ACC] so that an accent is correctly inserted to the 
light monosyllabic words (not the penultimate syllable). Besides this, some sort of rules 
are necessary which allow the contour pitch realisation (HL) of the light monosyllabic 
words having [+ACC]. The major pitch change rules given in Table 2.5 do not 
adequately cover this point.
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2.5.3 AUTOSEGMENTAL APPROACH: HARAGUCHI
In this section, the autosegmental treatment of SJ and Osaka Japanese are first explained 
in §2.5.3.1 and §2.5.3.2, respectively so that the characteristics of KJ can become clear 
when it is explained in §2.5.3.3.
Autosegmental phonology—developed originally by phonologists dealing with the tone 
languages of Africa—has been applied to Japanese by Haraguchi (1977). The concept 
of the autosegmental theory is built upon the idea that tonal features have a 
representation independent from the segmental representation of a phonological form 
(Goldsmith, 1976). The central task within this framework is the determination for a 
given language, of its basic melodies (or tone pattern) and Tone Association Rules, 
which relate the basic melodies to the segmental representations. The system is 
constrained by Well-Formedness Conditions (WFCs) (Goldsmith, 1976).
In Haraguchi’s analysis, WFCs were incorporated into Universal Tone Association 
Conventions (UTACs) (Haraguchi, 1977: 11). The function of the UTACs is to 
associate every tone with at least one of the tone-bearing units. A full description of the 
UTACs is given in Appendix Four.
2.5.3.1 AUTOSEGMENTAL TREATMENT OF STANDARD JAPANESE
In Haraguchi's analysis of the Tokyo (i.e. SJ) dialect, words are given lexical 
representations like those of 2.31), with the position of the accent, if any, indicated by * 
following the accented vowel:
2.31) Lexical Representation, Tokyo 
a. Noun
Accented i*nochi koko*ro atama*
'life' 'heart' head'
Unaccented miyako 
'capital'
Haraguchi (1977: 9) claims that the Tokyo dialect has only one basic tone melody, HL, 
and that a tone association rule is needed to assign the HL melody to the examples
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presented in 2.31). The tone association rule in the Tokyo dialect consists of the two 
subrules given in 2.32) (Haraguchi, 1977: 9). Note that V (or V*) stands for a 
tone-bearing unit.
2.32) Tone Association Rule (Tokyo)
a. If a string has at least one V*, associate the H tone of the basic tone 
melody with the leftmost V*;
b. If it has no V* (i.e. if it is not accented), associate the H tone of the basic 
tone melody with the rightmost V.
Rule 2.32)a applies to accented words and Rule 2.32)b applies to unaccented words. 
The tone association rule associates the HL melody to those words listed in 2.31) as 
shown in 2.33):
2.33) i*nochi koko*ro atama* miyako
HL HL HL HI
Then the UTACs apply to those structures given in 2.33). The UTACs account for 
proper association of the post accent low pitches and distributes high pitch on all 
pre-accent vowels in the following manner. The free tone (L) is associated with every 
free tone-bearing unit on the post-accent position. If there is no free tone-bearing unit 
for the free tone (L) to associate with, the free tone (L) is associated with the bound 
tone-bearing unit. If there is no free tone, the bound tone (H) is associated with the 
remaining free tone-bearing units. The UTACs produce the resultant forms as shown in
2.34) :
2.34) i* no chi ko ko* ro a ta ma* mi ya ko
I \ / \ / I \ I / \ \ I / \
H L  H L  H L  H L
In order to derive the correct surface tone melodies from the representations given in
2.34) , tone alternation rules apply to the structures of 2.34) in the following ways. An 
Initial Lowering Rule (a) attaches L to the initial syllable after delinking H. A Contour 
Simplification Rule (b) reduces HL to H. These rules are formally stated as in 2.35) 
(Haraguchi, 1977: 17-18). :
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2.35) a. VCV VCV
\ / - - >  i i /
H L H
b. V V
/ \ - —> |
H L H
The application of Rule 2.35)a (Initial Lowering Rule) onto those structures of 2.34) 
derives 2.36):
2.36) i* no chi ko ko* ro a ta ma* mi ya ko
I \ / I M  I \ A / I / \
H L  L H L  L H L  L H L
Then the application of Rule 2.35)b onto those structures of 2.36) finally derives the 
correct surface forms of these words, as shown in 2.37):
2.37) i* no chi ko ko* ro a ta ma* miyako
I \ / M l  I \ / / \ /
H L  L H L  L H  L H
2.5.3.2 AUTOSEGMENTAL TREATMENT OF OSAKA JAPANESE
Accent in the Osaka dialect is treated in the same way as the Tokyo dialect, except that, 
in addition to the accent feature, if any, each word is also marked with a melody feature 
which indicates which of the two lexical melodies—HL or LHL—it carries. In other 
words, the phonological representation of the Osaka words has two components: 
melodic component and accentual component (Haraguchi, 1977: 82-87). Therefore, the 
lexical representation of the Osaka dialect would be as given in 2.38):
2.38)
a.
Lexical Representation, Osaka 
Noun
LHL melody kabu*to 
‘helmet’
HL melody i*nochi 
‘life’
suzume
‘sparrow’
sakura
‘cherry’
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The melody is linked to the segmental string by the same association rules as in the 
Tokyo dialect, and then correct tone melodies are derived with the application of the 
UTACs and some tone changing rules.
The tone association rule associates the appropriate melody to those words listed in 
2.38) as shown in 2.39):
kabu*to suzume i*nochi
1
sakura
LHL LHL
1
HL HL
In the same process as SJ, the UTACs turn them into 2.40):
2.40) kabu*to suzume i*nochi sakura
i i i \ / / \ 1 W \ | r
LH L L H L H L H 1
The application of the tone simplification rule—that delinks the final L that shares the 
same tone-bearing unit as a H—in 2.40) derives the final pitch contour as given in
2.41) :
2.41) kabu*to suzume i*nochi sakura
I I I  W I I \ / \ I /
LH L L H H L H
As can be seen above, the Osaka HL melody is identical to the SJ HL melody. The only 
difference between these two dialects is that an initial mora is lowered in pitch by the 
Initial Lowering Rule in SJ when the initial mora is followed by another high pitched 
mora. However, the Initial Lowering Rule given in 2.35)a is not applicable to Osaka 
Japanese (Haraguchi, 1977: 88). For example, sakura ‘cherry’—which has been used 
as an example word above—is an unaccented word both in SJ and Osaka Japanese. 
Since the Initial Lowering Rule does not apply to Osaka Japanese, the pitch realisation 
of sakura is HHH in Osaka Japanese while it is LHH in SJ.
2.5.3.3 AUTOSEGMENTAL TREATMENT OF KAGOSHIMA JAPANESE
In this subsection, I am going to examine how KJ has been analysed within the 
framework of the Autosegmental Phonology (Haraguchi, 1977: 195-206). Since the
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information as to where the accent is located does not have to be stipulated in the 
lexicon of KJ, the lexical representation of KJ simply classifies words into two groups. 
Haraguchi (1977) classified words into two groups called ‘accented’ and ‘unaccented’. 
However, he did not imply by these words that an accent is assigned with a certain 
syllable in accented words in the lexicon like in SJ. Instead, he used these two terms 
simply to classify words into two groups. Therefore, the lexical representations of KJ 
words would be like those of 2.42).
2.42) Lexical Representation, Kagoshima
a. Noun
Accented sakura na
‘cherry’ ‘name’
Unaccented kantan
‘simplicity’
Judging from the accentual behaviour of extended word structures and the simpler 
derivational process resulting from assuming KJ’s basic tone melody as LHL, 
Haraguchi argues that the basic tone melody of KJ is LHL.
After comparing two possible derivational processes for KJ, Haraguchi concludes that 
the so-called ‘non-accentual’ process is preferred to the so-called ‘accentual’ process. 
In the derivational process of SJ accentuation, the initial association of the melody is 
targeted at the starred tone-bearing unit in the case of accented words. This is the 
accentual process. In KJ, however, unlike SJ the non-accentual process is preferable 
according to Haraguchi (1977: 197). In the non-accentual process, the tone association 
rule presented in 2.43) directly associates the LHL tone melody of KJ to the designated 
tone-bearing unit according to the lexical information without a medium of an accent 
(after Haraguchi, 1977: 203).
2.43) a. V (Q) V (Q) # b. V (Q) #
I I
LHL LHL
(Q = C or N)
Rule 2.43)a is a rule for an accented word and rule 2.43)b is for an unaccented word. In 
the case of monosyllabic words, they should be marked so that 2.43)b applies to them. 
The application of 2.43) to those words listed in 2.42) results in 2.44):
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2.44) sakura kantan na
LHL LHL LHL
Then, the UTACs apply to these structures given in 2.44), resulting in 2.45):
2.45) sakura
LH L
kantan
I A
L HL
na
/ | \
L H L
Two Tone Simplification Rules are necessary in order to generate the correct tone 
melodies from 2.45). These rules can be formalised as shown in 2.46) (after Haraguchi, 
1977: 204):
2.46)
a. V
L -— > 0  / / \
H L
b. V
L -— > 0  / / \
L H
Although it appears to be simpler to mark Rule 2.46)a not to apply to accented light 
monosyllabic words, Haraguchi (1977: 204) mentions that accented light monosyllabic 
words must be marked in order not to undergo Rule 2.46)a. In all other cases, words are 
left unmarked in terms of the Tone Simplification Rule. Therefore, the rules given in 
2.46) turn those of 2.45) into the forms given in 2.47):
2.47) sakura kantan na
i 11 i i / \
L H L L H H L
Since Haraguchi’s (1977) analysis is based on Hirayama’s (1960) data, Type A 
monosyllabic words, such as na ‘name’, are permitted to have a falling contour as the 
correct surface realisation. Tone simplification rules given in 2.46) are mirror image 
rules. Theoretically speaking, however, it is peculiar that only one particular type is 
marked not to go through one of the tone simplification rules. In §2.4.2, I mentioned 
that Type A light monosyllabic words may have a high level pitch or a short falling 
pitch while Type B light monosyllabic words constantly have a high level pitch. These 
two observed pitch realisation patterns of Type A light monosyllabic words might have
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resulted from differently treating this marked nature of Type A light monosyllabic 
words. If Type A light monosyllabic words conform to this specifically marked 
condition requiring the application of Rule 2.46)a, they have a falling pitch contour. 
However, if the same simplification rule applies to Type A light monosyllabic words, 
they are realised as a high level pitch in the same way as Type B light monosyllabic 
words. The latter case is more cost effective in terms of the markedness of the 
derivation, and does not require setting up an ad hoc blocking condition.
The assumption of only one basic melody: LHL, seems to cause an unnecessary 
complexity in the derivation of Type B words in that the final L tone of the melody 
needs to be always deleted in the derivational process of Type B words. Although this 
deletion of the L tone is simply treated by the tone simplification rule, this sort of global 
alternation should not be treated by a simple rule.
In Shibatani’s generative approach, KJ’s accentual derivation was treated by 
comparison with other dialects in which there is a contrast between presence and 
absence of an accent. Moreover, an accent is ‘post-lexically’ inserted depending on the 
lexical information. As for Haraguchi’s autosegmental treatment of KJ, however, 
although the terms ‘accented’ and ‘unaccented’ are conventionally used to classify 
words into two groups, the absence or presence of an accent is irrelevant to the 
derivational process, as can be seen in that no diacritic marker (i.e. *) appears in the 
derivational process at all. Haraguchi’s treatment is identical to say that KJ has only 
one basic tone melody LHL, but a difference emerges depending on to which syllable 
(last or penultimate syllable) it is anchored based on the lexical information.
As far as unaccented words are concerned, the rule associating the basic tone melody 
with SJ unaccented words and that associating the basic tone melody with KJ 
‘unaccented’ words are identical in Haraguchi’s analysis in that the basic tone melody is 
assigned to the last tone-bearing unit in both dialects. The differences between these 
two dialects in surface pitch form of unaccented words are simply due to the different 
basic tone melodies and tone alternation rules they employ. As with accented words, 
the location where the basic tone melody is anchored is limited to the penultimate 
tone-bearing unit in KJ while there is no limitation as to the location where the basic 
tone melody is associated in SJ.
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Some similarities can be found in the three analyses of KJ that have been introduced so 
far in this chapter. Firstly, in all of these analyses, KJ words are classified into two 
groups in the lexicon, as can be seen in the diacritics of [±Falling] (McCawley) and 
[±ACC] (Shibatani) and the classificational terms ‘accented’ and ‘unaccented’ used by 
Haraguchi. On the basis of the lexical information, a basic tone melody is assigned to a 
word. The main difference between these three analyses is the basic tone melody (or 
melodies) they posit. McCawley posited two basic tone melodies: L(n)HL and L(n)H, 
and one of them is assigned to a word depending on the lexical specification of the 
word. Haraguchi posited only one basic tone melody: LHL, and the location where the 
LHL basic tone melody is associated can be either the last or penultimate tone bearing 
unit depending on the lexical specification of a word. Shibatani posits H as the basic 
tone melody of KJ, and a pitch change rule applies differently to a word depending on 
the diacritic the word carries.
2.5.4 ANALYSIS BASED ON OPTIMALITY THEORY
The fundamental tenet of Optimality Theory (OT), proposed by Prince and Smolensky 
(1993) and McCarthy and Prince (1993), is that Universal Grammar specifies three 
basic components which make up the specific grammar of each language. The first 
component (Con) is a universal set of constraints on linguistic well-formedness. This 
set of constraints on linguistic well-formedness is fundamentally universal: that is, all 
languages have the same set of constraints which are used to construct their individual 
grammars, but they crucially differ in ranking. The second component (Gen) is a 
function which takes a linguistic input and generates potential output forms. The final 
component (Eval) is a function which assesses potential output forms created by Gen in 
order to determine which output form adheres most closely to the requirements imposed 
by the constraint hierarchy of the particular language in question (Gussenhoven and 
Jacobs, 1998; Kager, 1999; Roca and Johnson, 1999).
Some dialects of Japanese simply do not allow any words, of any category, to have a 
particular suprasegmental phonological contrast, and Smith (1997a: 3-4; 1997b) calls 
this behaviour No-Contrast behaviour. For example, the Miyakonojyo dialect shows a 
contrast neither in accentuation nor in accent location while SJ makes a contrast not 
only in accentuation (= accented and unaccented) but also in the location of an accent
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(e.g. ha*shi ‘chopsticks’ vs hashi* ‘bridge’). Smith (1997a; 1997b) analyses the 
accentuation of Japanese dialects including KJ in OT by paying particular attention to 
the above mentioned No-Contrast behaviour. In this section, Smith’s OT analysis on KJ 
accentuation is explained.
In KJ, it is possible that words do contrast for accentedness (or pitch contour) as can be 
seen in the contrast between Type A and Type B. However, there is no contrast in 
accent location as an accent is always on the penultimate syllable of a Type A word. 
Therefore, according to Smith, the accent location of KJ is one example of No-Contrast 
behaviour. If the idea that the pitch realisation of Type A words results from an 
underlying accent is applied to KJ, the accent always falls on the penultimate syllable of 
the word (or minor phrase) in KJ. The relevant constraints in the No-Contrast 
behaviour of KJ are a markedness constraint (M) which prohibits a certain phonological 
contrast from appearing in surface forms and a faithful constraint (F) that is necessary to 
maintain the phonological contrast in surface forms throughout its derivation. These 
constraints are as given in 2.48) (Smith, 1997a: 5):
2.48)
M: A l ig n -R(A c c e n t ): ALIGN(Accent, R, PPh, R): Every accent is at the right
edge of a phonological phrase
NONFin a l (ACCENT): Accent does not fall on the final syllable
Ranking: NONFlNAL(ACCENT) »  ALIGN-R(ACCENT)
I
Pe n u l t A c c e n t
• NONFin a l (A c c e n t ) »  ALIGN-R(ACCENT) has the result that accent w ill fall 
on the penultim ate syllable, and this can be abbreviated as PENULTACCENT.
F: FAITHLOC(ACCENT): O utput accent is faithful to its location in the input
In KJ, there is no contrast with respect to accent location. According to Smith, the lack 
of this contrast is the result of markedness outranking faithfulness: PENULTACCENT 
dominates Fa it h Lo c (ACCENT). With this ranking, no matter where the accent is 
located in the input, the output always has a penultimate accent. Although Smith does
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not explain about the constraints regarding unaccented KJ words and the ordering of 
these constraints, KJ needs two constraints to derive correct surface pitch forms for 
Type B words: one that does not allow an accent to appear (NoACCENT) and the other 
regarding the faithfulness of output to input (FAITHlNPUT), and the former needs to 
outrank the latter (NoACCENT »  FAITHlNPUT).
Although Smith does not explain the input status of KJ words, an input word needs to 
be marked differently in OT analysis according to their accentual types as shown in
2.49) , otherwise, there is no way of knowing which constraints need to be employed to 
derive the correct surface form.
2.49)
sakura [+ACCENT] ‘cherry blossom’ usagi [-ACCENT] ‘rabbit’
An example evaluation process by relevant constraints is given in 2.50) in which the 
input accent is arbitrarily placed on the initial syllable. Since sakura is marked as an 
accented word, PENULTACCENT »  FAITHLOC(ACCENT) are the relevant constraints 
and the ranking of them.
2.50)
sa’kura ‘cherry blossom’ PENULTACCENT »  FaithLOC(ACCENT)
a. sa’kura *1
b. saku’ra *
c. sakura’ *! *
The ranking of constraints can be demonstrated by a tableau, like 2.50), in which output 
candidates are listed vertically in random order, and constraints horizontally in a 
descending ranking from left to right. The cells contain violation marks * incurred by 
each candidate for the constraint heading the column. The exclamation mark ! is a fatal 
violation and the shaded cells indicate that the violation content in the shade is not 
relevant for the optimal candidate which is marked by the index ^  (Kager, 1999: 13).
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In 2.50), all candidates violate one or two of the constraints, as the violation mark * 
indicates. However, high-ranking PENULTACCENT ensures that the optimal output has 
a penultimate accent. As has been shown in 2.50), the lack of phonological contrast is 
accounted for by having a markedness constraint ranked higher than any relevant 
faithfulness constraint. That is, KJ has F »  M ordering for accentedness, but M »  F 
for accent location.
In the case of unaccented KJ words, N o ACCENT »  FAITHlNPUT are the relevant 
constraints and the ranking of them to derive the appropriate surface forms. An 
example regarding KJ unaccented words is given in 2.51) in which an input accent is 
arbitrarily placed on the second syllable.
2.51)
u sa’gi ‘rabb it’_____  N o ACCENT »  FAITH
a. usa’gi *!
^  b. usagi *
c. usagi’ *! *
Like 2.50), all candidates violate one or two of the constraints in 2.51). However, 
high-ranking NOACCENT ensures that the optimal output does not have an accent.
The optimal outputs saku’ra and usagi chosen in 2.50) and 2.51), respectively—after 
being assessed by the evaluation component (Eval)—are the only final outputs in terms 
of accentuation. A further process which derives the surface pitch shapes from the 
outputs is necessary as well. However, it is not accounted for in Smith’s OT analysis of 
KJ.
As PENULTACCENT constraint shows, the candidate having an accent on the 
penultimate syllable is selected as the final output for KJ’s accented words in Smith’s 
OT analysis. Although the conceptual framework is substantially different, this 
treatment of KJ’s accented words in OT is equivalent to the ‘post-lexical’ treatment of 
an accent that Shibatani presented in his analysis of KJ accented words in that the pitch 
realisation of an accented word is derived on the basis of the accent. However, it is
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assumed that it is also possible to derive the correct pitch realisation by directly 
generating candidates that have pitch values specified in each syllable without a 
medium of an accent, and this approach appears to be more appropriate judging from 
the economical point in derivation.
2.5.5 TWO-PATTERN SYSTEM AS A TONAL SYSTEM
As examined above, in the two-pattern system, the information as to where the pitch 
falls is not important to determine the meaning of a word. What is important for this 
system is whether a word has a falling melody (a high pitch on the penultimate syllable) 
or a level melody (a low pitch on all syllables up to the last). In other words, the accent 
types (falling or level) determine the meaning of a word. What must be lexically 
specified in this system is, therefore, the information of the melody types (e.g. in the 
form of a feature [±Falling] in McCawley's (1977; 1978) analysis, [±ACC] in 
Shibatani’s (1979) analysis, or classifying words into two groups in the lexicon in 
Haraguchi’s (1977) analysis).
Hayata (1987; 1999a) says that it would be more appropriate to call this kind of system 
a tonal system rather than a pitch-accent system, and that the two-pattern system 
superficially has two types of tones. In the two-pattern system, morphemes contribute 
melodies that are not tied to specific syllables as they are, for example, in Mandarin 
Chinese, instead they distribute themselves over entire phrases involving the 
morphemes. Because of this difference between the true tone system (i.e. Mandarin 
Chinese) and the two-pattem system, Hayata (1987: 158-166; 1999a: 228-229) calls 
Mandarin Chinese a syllable-tone system and the two-pattem system a word-tone 
system.
Mende (a dialect of the Mande group which belongs to the Niger-Congo family) and 
Shanghai (Wu dialectal group) are often quoted as examples of languages having a 
word-tone system. For example, Mende has five contrasting tone melodies: H, L, HL, 
LH and LHL, and these five contrastive tones can appear on monosyllabic words, for 
example, kö ‘war’ (H), kpa ‘debt’ (L), mbu ‘owl’ (HL), mbd ‘rice’ (LH), and mbd
‘companion’ (LHL). These melodies appear in Mende words irrespective of the number 
of syllables: ‘if syllables outnumber tones, then the last tone spreads onto the as yet
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tonally vacant syllables,- and if tones outnumber syllables, then the excess tones are 
dumped onto the final syllable’ (from Roca and Johnson, 1999: 399), as shown in 2.52):
2.52) H
ko ‘war’
pels ‘house’
häwämä ‘waistline’
HL
mbü ‘owl’
ngila ‘dog’
felama ‘junction’
LHL
mbä ‘companion’
nyahä ‘woman’
niklfi ‘groundnut’
L
kpa ‘debt’
beVs ‘trousers’
kpakafi ‘tripod chair’
LH
mbä ‘rice’
fände ‘cotton’
ndävülä ‘sling’
Shanghai appears to be even more similar to KJ. Shanghai has two ‘tones’: HL and LH. 
In Shanghai, the tone is the function of morpheme/syllable, and the tone of compounds 
is determined by the tone of the first morpheme (Dr. P. Rose, personal communication). 
In the example given in 2.53), the two words [di] ‘electricity’ and [thi] ‘ladder’ have LH 
and HL tones, respectively as independent words. When they make up a compound 
[dithi] ‘elevator’, the tone of the second word becomes obsolete, and the pitch of the 
compounds is realised on the basis of the tone of the first word.
2.53)
# di ‘electricity’ + thi # ‘ladder’ -> # di thi # ‘elevator’
/ \ / \  / \
L H H L L H
Two analyses of KJ as a word-tone dialect were presented by Hayata (1999b) and 
Lawrence (1999). Hayata distinguishes two melodies: final falling and level for KJ. 
Although he does not describe the detailed derivational process leading to the pitch 
realisation and does not mention what the basic tonal values of these two melodies are 
either, 2.54) contains some examples of surface pitch forms (from Hayata, 1999b: 237).
Although H and L pitches are conventionally used in 2.54) to present the surface pitch 
contrast between Type A and Type B, Hayata (1999b: 238) mentions that the acoustic 
values of these phonetic pitches are different between Type A and Type B in that 2) ‘the
CHAPTER 2 74
pitch of H in the Falling class of morphemes is higher than that in the Level class of 
morphemes’; and 2) ‘the final syllable of the Level class...is pronounced not on a high 
pitch but on a slightly raised pitch’. It is considered that since these acoustic values 
between Type A and Type B cannot be explicitly represented if one simply uses H and 
L phonetic pitches, Hayata used the terms ‘falling’ and ‘level’ for Type A and Type B, 
respectively.
2.54) in isolation with nominative with ablative
marker marker
falling ‘handle’ e e-ga e-kara
/ \ i i 1 1 1
H L H L L H L
‘nose’ Hana hana-ga hana-kara
/ \ 1 1 1 \ / | |
H L LH L L H L
level ‘picture’ e e-ga e-kara
/ \ i i \ / |
L H L H L H
‘mountain’ yama yama-ga yama-kara
/ \ \ / | \ i / i
L H L H L H
If what Hayata means by falling is LHL, each tone of the basic melody is assigned to 
each syllable of Type A words from the right to the left: if syllables outnumber the 
tones, then the leftmost tone (L) spreads onto the tonally vacant syllables, and if tones 
outnumber syllables, the leftmost L tone is dropped, and then each tone is assigned to 
each syllable or to the same syllable in the case of light monosyllabic words. Even if 
what Hayata means by falling is HL, the derivational process should be the same as 
what has just been explained except that a low pitch or a sequence of low pitches before 
the high pitch is handled by means of L tone insertion without spreading the leftmost 
(H) tone.
The deviational process of Type B words is straightforward if what Hayata means by 
level is LH. In the same way as Type A words, each tone of the basic melody is 
assigned to each syllable from the right, and the L tone spreads to the tonally vacant 
syllables if syllables outnumber tones. If what Hayata means by level is H tone, like
CHAPTER 2 75
Type A words, a low pitch or a sequence of low pitches before the H will be handled by 
inserting an L tone if necessary.
Lawrence (1999) considers the basic tone melody of KJ to be only LH, and the final 
falling pitch that Type A words exhibit is treated in the process of right-edge 
extrametricality. This is because right-edge extrametricality is commonplace amongst 
Japanese dialects (Lawrence, 1990; 1999). 2.55) contains some examples of surface
pitch forms (from Hayata, 1999b: 238). Note that o indicates an extrametrical
syllable.
2.55) in isolation with nominative with ablative
marker marker
Type A ‘handle’ <e> e-<ga> e-ka<ra>
/ \ 1 1 I 1 1
H L H L L H L
‘nose’ ha<na> hana-<ga> hana-ka<ra>
/ \ 1 1 1 \ / | |
H L LH L L H L
Type B ‘picture’ e e-ga e-kara
/ \ i i \ / |
L H L H L H
‘mountain’ yam a yama-ga yama-kara
/ \ \ / | \ | / |
L H L H L H
If the basic tone melody that Hayata means by level is LH, the derivational process of 
Type B words in Lawrence’s analysis should be exactly the same as that of Hayata’s. 
However, Lawrence’s treatment of Type A words is fairly different from Hayata’s in 
that the final low tone is inserted and attached to the final syllable which is considered 
to be an extrametrical syllable. Compared to Hayata’s treatment of Type A words, the 
extrametrical analysis requires two processes: the L tone deletion of LH melody and L 
tone insertion to the right-edge extrametrical syllable, to correctly derive the surface 
pitch of monosyllabic and disyllabic words. As a result, the extrametrical analysis 
causes additional complexity to the derivation of Type A words.
When the above derivational processes of KJ are compared with that of Mende, some 
similarities as well as differences can be noticed. Although the direction of tone
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spreading is different between KJ and Mende, the relevant tone is spread to tonally 
vacant syllables when the number of syllables outnumbers the number of the tones 
making up a basic tone melody. This spreading allows a word-tone language to have 
contrastive tones appearing in given morphemes regardless of the number of syllables. 
The significant differences between KJ and Mende are that tone insertion and/or 
deletion rules are necessary in KJ no matter what kind of basic tone melodies are 
posited, while they are not necessary in Mende particularly when it comes to the pitch 
realisation of light monosyllabic words. This is mainly because multiple numbers of 
tones are allowed to be associated with one tone-bearing unit in Mende, as can be seen 
in, for example, mbü ‘owl’ (HL) and mba ‘companion’ (LHL), while a one-to-one
relationship between a tone and a tone-bearing unit is preferred in KJ, as can be seen in 
the fact that the falling melody tends to be neutralised to a high level pitch in light 
monosyllabic words in KJ.
Hayata (1987; 1999a) mentions that the characteristic of the Kyoto-Osaka system, 
where words are divided into two groups depending on whether the word starts with a 
low pitch or a high pitch, is similar to the characteristic of the word-tone system 
observed in the two-pattern system. Shibatani (1979; 1990) uses the [±H] feature to 
distinguish words into two classes in the lexicon of the Kyoto-Osaka system. Like the 
two-pattern system, this lexically specified information is relevant to the entire 
pre-accented syllables/moras regardless of their syllable number. However, unlike KJ, 
the location of an accent is also contrastive in the Kyoto-Osaka system. Therefore, 
Hayata (1987) says that the Kyoto-Osaka system shares the same characteristics both 
with SJ system and the two-pattern system. Figure 2.7 geographically shows how 
pitch-accent and tone languages/dialects are distributed in the Japanese archipelago and 
in the vicinity of Japan (Hayata, 1987: 165).
Pitch-accent is distributed over Hokkaido, Honshu, Shikoku and eastern Kyushu, and 
word-tone over western Honshu, Shikoku, southern Kyushu, and Amami-Ryukyu 
islands. As can be seen, in the area encompassing western Honshu and Shikoku which 
are covered by both pitch-accent and word-tone, accent and tone coexist in these 
systems. On the Korean Peninsula, pitch-accent is distributed over the south-eastern 
area of the Peninsula, and word-tone over some areas on and near the south coast. 
Mainland China is covered by syllable-tone, while Shanghai and the dialects 
surrounding Shanghai have underlying word-tone.
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Figure 2.7: The geographical distribution of tone languages and pitch-accent languages (from Hayata, 
1987: 165)
2.5.6 SUMMARY: PHONOLOGICAL TREATMENTS OF KAGOSHIMA
JAPANESE
As seen in the different phonological treatments brought up in the above subsections, 
different approaches have fairly different analyses of KJ’s tonality. Since it was before 
the emergence of Autosegmental Phonology, McCawley’s generative approach to KJ 
tonality is less formalised. However, it is worthwhile mentioning that McCawley 
noticed the similarities between KJ’s system and the tone-system, and he treated KJ 
accordingly by assuming two basic melodies. McCawley’s stance regarding KJ can be 
seen from his comment (McCawley, 1970: 530) that ‘Kagoshima can be described as 
being a tone language from a certain point in the derivation.’ Another generative 
approach on KJ by Shibatani is different from that of McCawley’s in that he analysed 
KJ by contrasting it with other Japanese dialects. This can be seen from the 
‘post-lexical’ accent insertion rule he posits for the accentual derivation of KJ because 
the location of an accent (regardless of whether it is marked lexically or ‘post-lexically’) 
is important information to derive pitch realisations for other dialects.
Haraguchi’s analysis of KJ is the most comprehensive. His treatment of KJ is similar to 
McCawley’s in that the derivational process of KJ accentuation is accounted for without 
the concept of accent, yet their treatments are different in that Haraguchi posits only one 
basic melody while McCawley posits two. In Haraguchi’s analysis of SJ (1977: 9), he
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also posits only one basic melody. Positing only one basic melody implies that 
although, unlike SJ, surface pitch forms can be derived without a medium of accent in 
Haraguchi’s analysis of KJ, he treats KJ similarly to SJ. As explained in §2.5.3, the 
assumption of only one basic melody seems to be problematic in terms of the 
derivational process involved in Type B words.
Although the conceptual framework of OT is totally different from the other 
frameworks introduced in this chapter due to the unique nature of OT, KJ is basically 
analysed by contrasting it with other Japanese dialects, referring to the concept of 
accent. In this sense, OT analyses are not innovative, and are very similar to that of 
Shibatani’s.
Hayata and Lawrence treat KJ as a word-tone dialect, but their approaches are different 
from each other. First of all, following the phenomena of other Japanese dialects, 
Lawrence attempts to account for the accentuation of Type A words by introducing 
right-edge extrametricality. However, as mentioned in §2.5.5, this causes unnecessary 
complexity to the accentual derivation of Type A monosyllabic and disyllabic words. It 
is not clear what tone melodies and derivational processes Hayata considers for KJ and 
what the derivational process of KJ is, but Hayata’s treatment of KJ appears to be more 
straightforward than Lawrence’s.
The approaches introduced in this chapter for the analysis of KJ accentuation are 
summarised as a list in Table 2.6.
Shibatani’s/Smith’s and Hayata’s/Lawrence’s analyses occupy rather different positions 
in the spectrum of analyses of KJ’s tonality. Although accent is not a lexical property in 
Shitabani’s/Smith’s analyses, they clearly treat KJ as a dialect having a pitch-accent 
system. This can be seen from the fact that the association of basic tone melody with a 
tone-bearing unit is performed with a medium of an accent for Type A words. At the 
other end of the spectrum, KJ can be analysed as a dialect having a tonal system, as 
Hayata and Lawrence demonstrated. Pace Yip (2002: 257), who states that ‘[t]here is 
no absolute division between accent languages and tone languages, just a continuum 
from ‘accent’ to ‘tone’ as the number and denseness of tones increases, and they 
become freer to move around’, they are two different things in typological terms. Not 
only Odden (1999: 187) says that ‘Japanese [SJ] has properties reminiscent of both tone
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and stress’ but also Kubozono (2001: 264) says that ‘Tokyo Japanese [SJ] exhibits 
mixed features of the two “prototypes”, tone and stress’. As can be seen from these, the 
typological classification of a language or a variety should not be based on a single 
phonetic/phonological phenomenon but based on various phonetic/phonological 
features (cf. Chen, 2000: 504).
It appears that the analyses presented by McCawley and Haraguchi are situated 
somewhere between the pitch-accent analysis and the tonal analysis. However, 
McCawley’s analysis may be closer to a tonal analysis judging from the fact that he 
posited two basic tone melodies.
Table 2.6: A summary of the different analyses of KJ in terms of the status of accent in derivation and 
basic tone melodies.
Approaches Status of Accent 
in Derivation
Basic Tone Melody 
(or Melodies)
Status of Basic Tone 
Melody (or Melodies)
Generative Appr. 
(McCawley)
no use of accent LHL,
LH
not lexical property
Generative Appr. 
(Shibatani)
post-lexical use of 
accent
L not lexical property
Autosegmental Appr. 
(Haraguchi)
no use of accent LHL not lexical property
Optimality Theory 
(Smith)
accent as a medium for 
pitch realisation
? not lexical property
Hayata no use of accent final falling, 
level
lexical property
Lawrence no use of accent LH lexical property
In his classic (1934) paper Chao points out that more than one solution may be possible 
in reducing the given allophones of a language to a system of phonemes, and that 
‘...these different solutions are not simply a matter of correct or incorrect, but may be 
regarded only as being good or bad for various purposes (p. 363).’ The various 
phonological solutions to KJ’s tonality explained in this chapter may also constitute an 
example of what Chao discusses in his paper. That is, each of the analyses given in 
Table 2.6 may be a plausible solution within its framework.
To take Chao’s point further, as far as phonology is concerned, the phonological 
treatment of KJ accentuation is a typical case of ‘the underdetermination of theory by 
data’ (Blackburn, 1994; Mautner, 1996). For example, as far as the phonological data 
of KJ is concerned, both a pitch-accentual analysis and a tonal analysis are equally 
possible and plausible for KJ tonality. Therefore, we cannot conclude that one is more
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appropriate than the other. As one can tell from this, although there are some 
advantages as well as shortcomings in all the approaches introduced in this chapter in 
one way or another, the available empirical data does not entail that one of the 
approaches is the correct approach, or even that one is more appropriate.
2.6 PHONETIC REPRESENTATION
As the title of this thesis shows, this is an acoustic-phonetic descriptive study. 
However, a wide range of views exit concerning the nature of ‘phonetic representation’. 
This is clearly seen from the several articles presented in Vol. 18 of Journal of 
Phonetics (1990) on the theme of ‘phonetic representation’. Nolan (1990: 453) 
summarises these different views according to authors as follows:
“A skeletal summary brings out the range of ways in which the authors have 
interpreted the notion of phonetic representation: as a practical descriptive tool 
for linguistic analysis (Ladefoged, 1990); as a cognitive representation in 
speech perception (Nearey, 1990); as a gestural plan underlying speech 
production (Browman and Goldstein, 1990); as one or more levels of 
representation at the level where grammars interface to the physical world 
(Keating, 1990; Rischel, 1990); and as a statement of purely non-cognitive 
aspects of the speech event in the physical world (Pierrehumbert, 1990).”
As can be seen from this summary, the range of these views is very wide: from a 
cognitive view to a non-cognitive view; and also from a view based on 
production/perception to a view based on the physical aspects of sounds. Therefore, it 
is necessary to clarify where I should be standing in this thesis regarding phonetic 
representation.
The phonetic representation discussed by Ladefoged is clearly about a description made 
by a linguist for linguistic analysis, and it is an impressionistic transcription of a 
language. On the other hand, Pierrehumbert (1990: 375) clearly states:
“Phonetic representation is responsible for describing speech as a physical 
phenomenon. That is, it covers measurable properties of articulation, acoustics 
and audition”.
That is, phonetic representation is not impressionistic but physical according to 
Pierrehumbert’s view. The difference observed in the views presented by Ladefoged
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and Pierrehumbert can be well perceived in the area of intonational studies-. Ladd 
(1996: 12) points out that ‘...there were two essentially separate approaches to studying 
intonation’, and he refers to these as the ‘impressionistic’ approach and the 
‘instrumental’ approach. Moreover, Pierrehumbert also points out that ‘physical’ 
phonetic representation may involve a significant degree of abstraction (Nolan, 1990: 
455). ‘Being physical’ while ‘being abstract’ simultaneously may seem to be 
contradictory at first sight. However, it can be inferred from the following two 
quotations that Pierrehumbert regards phonetic representation as an abstraction of 
‘measurable properties of articulation, acoustics and audition’ (Pierrehumbert, 1990: 
375), not an abstraction based on impressionistic phonetic transcription.
“The hallmarks of phonetic representation follow from the fact that sounds, as 
well as articulatory gestures and events in peripheral auditory processing, are 
observables in the physical world. Speech sounds can, like any other sounds, be 
recorded with microphones and described by physics (Pierrehumbert, 1990: 
377)”.
“[T]he fine phonetic transcription represents in many cases an attempt to record 
systematic consequences of prosody and intonation for details of pronunciation 
which are more properly treated quantitatively.. .it [fine phonetic transcription] 
has been supplanted from a scientific point of view by the combination of 
improved representations of prosody and improved technology for handling 
quantitative measurements of speech (Pierrehumbert, 1990: 390)”.
By its nature, phonetic representation is subject to being abstract. Postal (1968: 273) 
states:
“[PJhonetic transcriptions (representations) are not direct descriptions of either 
the acoustic signal or of the articulation which produces it. Rather, they must be 
interpreted as the instructions which indicate the way the physical system of 
articulation is to perform”.
The same view can be seen in Jones (1938) and Laver (1976). It goes without saying 
that the abstraction of phonetic representation applies to the phonetic representation 
Ladefoged has in mind. However, one of the main differences between Pierrehumbert’s 
and Ladefoged’s views towards phonetic representation is obviously the degree of 
abstraction and how an abstraction is obtained (either on the basis of impressionistic 
transcription or physical property of sounds).
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Pierrehumbert considers that fine phonetic transcription which accounts for a large 
portion in the phonetic representation discussed by Ladefoged has been supplanted by 
quantitative measurements of speech. However, at the same time, she admits that ‘fine 
transcription is a convenience for the researcher attempting a rough organisation of his 
observation’ (Pierrehumbert, 1990: 390).
The abstraction of phonetic representation can be seen in the Autosegmental-Metrical 
(AM) model (Pierrehumbert, 1980; Beckman and Pierrehumbert, 1986; Pierrehumbert 
and Beckman, 1988; Pierrehumbert and Hirschberg, 1990)—whose development 
substantially owes to Pierrehumbert. In the AM model, accentual phrases must be 
underspecified (or abstractly represented) for tone even at the most surface level 
(Pierrehumbert and Beckman, 1988: 13).
Pierrehumbert and Beckman (1988) present evidence that the linking and spreading of 
the tones of the accent to other syllables—as is assumed in much autosegmental work 
on Japanese (Haraguchi, 1977; 1978; 1979; 1988)—is not the best analysis for surface 
tone patterns in SJ. Instead, they argue that the surface pitch contour is produced by 
phonetic interpolation between tone targets, including not only the lexically stipulated 
accent but also tones associated with higher levels of prosodic structure. On the basis of 
this idea, they introduced an entirely new model of describing Japanese pitch accent by 
using a few tones per phrase with interpolation between them. The tones assigned to a 
phrase are: low boundary tone (L%) at the onset of an utterance, the high phrasal tone 
(H) that links to the second sonorant mora, and the boundary tone (L%) that links to the 
last mora. At the word level, a lexical accent (H*L) is attached to the designated mora. 
Besides the notion of target tones, the prosodic hierarchy has also been agreed upon by 
many linguists working on Japanese intonation (Beckman and Pierrehumbert, 1986; 
Kubozono, 1989b; 1992; 1993; Maekawa, 1991; Selkirk and Tateishi, 1988; 1991; 
among others). Figure 2.8 is an example of a surface tonal representation of a SJ 
sentence using a prosodic tree in which tones are linked to hierarchically related higher 
intonational levels.
As can be seen in Figure 2.8, one word or a group of words can constitute a prosodic 
unit called an Accentual Phrase (AP) which functions as the domain of certain prosodic 
phenomena. In a similar way, an AP or a group of APs make up a higher intonational
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level called Intermediate Phrase (IP). Thus, prosodic structure is hierarchically 
organised and each phrase is associated to specific target tones.
D
P F P
L% HL% H L% L
ki jyu tsu shi to yo mi ma suko re wa
Utterance
Intermediate
Phrase
Accentual
Phrase
Word
Syllable
Mora
Tonal tier 
Phoneme tier
LH H L H H  L L  L H H L
Figure 2.8: Prosodic Structure of [kore wa kijyutsushi to yomimasu] ‘This is pronounced as kijyutsushi 
(magician)’ (after Kitahara, 1997: 304), showing how tones are associated with different levels.
In order to show the distinctive nature of different phonetic representations based on 
different views, I will represent the phonetic pitch realisation of [sakuira] ‘cherry
blossom’ in SJ using different phonetic representations. 3.56) is a peripheral phonetic 
representation based on a narrow transcription (Ladefoged 1982: 229). 3.57) is also a 
narrow transcription based on the method introduced by Chao (1930). 3.58) is also an 
impressionistic transcription but 3.58) is clearly broader than 3.56). All of 3.56), 3.57) 
and 3.58) match the view given by Ladefoged; the difference is the degree of 
abstraction. 3.59) is the surface tonal representation according to the AM model. In 
3.59), a boundary tone (L%) is associated with the first and the third syllables, and a 
lexical accent (H*L) is associated with the second syllable. 3.58) and 3.59) may look 
similar. However, the former is a perception-based representation, whereas the latter, 
being essentially a generative-phonological object, contains much information from the 
derivational history of the utterance that is not necessarily encoded in the phonetics. In 
most cases, too, the latter will be a representation based on measurable acoustic data, i.e. 
F0.
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3.56)
\
3.57) [3 4 31]
3.58) [LHL]
3.59) G C G
/ | \
[L% H*L L%]
3.60)
-
-CT "+CTl 7+c t  "
-Strap -Strap -Strap
-CT
+Strap
Whenever one tries to adopt the representation using a high-low pitch dichotomy, the 
question: ‘under what conditions it can be said that a syllable has a low pitched tone or 
high pitched tone?’, arises. Regarding the representations using a high-low pitch 
dichotomy, such as 3.58), one might ask—on the basis of peripheral auditorily narrow 
transcriptions, such as 3.56) and 3.57)—why the first syllable, with a mid pitch in 
narrow transcription, is represented as carrying a L tone in broad transcription.
It is difficult to find an answer in the literature. However, as an answer, one might 
possibly say that the high-low representation can be phonologically characterised in the 
‘relative’ Jackobsonian sense (Anderson, 1985: 116-139). That is, the first syllable is 
represented as L because it is relatively lower in pitch than the maximum pitch that is 
associated with the second syllable. The only condition is whether it is relatively high 
or relatively low, and the actual pitch does not matter.
As far as productional representations of pitch are concerned, there are two possibilities. 
The first is to use the Halle-Stevens (1971) laryngeal features [± stiff cords] and [±slack 
cords]. The second is to use a better motivated set of EMG features, which to my 
knowledge, no one has ever presented in this way. 3.60) is a possible articulatory-based 
phonetic representation of pitch (Browman and Goldstein, 1985; 1989; 1990; 1992), but 
using EMG features. It is well known that the main contributor to pitch regulation is the 
cricothyroid (CT) muscle for high pitch, and the straps for low. The activity of CT 
increases to raise pitch and decreases to lower pitch to a certain value, after which the
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strap muscles take over (Sawashima and Hirose, 1983; Hirose, 1997; Erickson, 1976: 
71-83). Therefore, the pitch contour can be productionally represented using [±CT] and 
[ ±  Strap] as shown in 3.60).
Finally it is possible to find F0 used as a quasi-phonetic representation. However, it is a 
linguistically poor representation because it does not express the invariant aspect of 
given linguistic information. The representations based on Ladefoged’s and 
Pierrehumbert’s views are able to express the invariant aspect of given linguistic 
information. However, they still have a shortcoming in that they fail to express the 
linguistically important between-speaker differences of given linguistic information. 
Therefore, a phonetic representation using normalisation is used in this thesis as the 
main phonetic representation because it is superior in the sense that normalisation is 
able to represent not only the invariant property of the various acoustic realisations of 
the same linguistic information but also to quantify the linguistically important 
between-speaker differences. This is important because it shows to what quantifiable 
extent the productions of different speakers are linguistically the same.
Furthermore, normalisation covers the views towards phonetic representation presented 
by Ladefoged and Pierrehumbert. Since normalisation is performed on the basis of 
physically measured data, normalisation-based phonetic representation can be close to 
the physical phonetic representation discussed by Pierrehumbert. At the same time, 
normalisation-based phonetic representation can also be a perception/auditory based 
representation because normalisation is a plausible mathematical analogue to the 
perceptual process (Rose, 1987: 343). A detailed explanation and discussion of 
normalisation procedures are given in Chapter 4.
I shall thus be making use of three types of representations in this thesis. The first one 
is 3.58), which is a phonetic representation based on Ladefoged’s view. This kind of 
phonetic representation is always convenient for presenting a first hand general 
description of accentual phenomena. The second one is 3.59), which is a representation 
based on the AM model (Pierrehumbert’s view). This is because, although this study 
does not specifically aim to investigate the prosodic structure of KJ, the AM model is a 
standard theory of intonational phonology, and it will prove useful in the analysis of the 
intonational/accentual phenomena of KJ. The last representation that will be used is 
normalised F0.
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2.7 SUMMARY: CHAPTER TWO
Although the phonological treatment of KJ tonality differs depending on frameworks, 
some consensus can be seen between the treatments of KJ introduced above. These are: 
1) KJ words can be classified into two groups depending on whether they have a 
[L(n)HL] or [L(n)H] pitch realisation; 2) the contrast between [L(n)HL] or [L(n)H] is 
whether there is a pitch fall or not, and KJ does not show a contrast as to where a pitch 
fall occurs unlike SJ; and 3) consequently, the only information that needs to be 
stipulated in the lexicon is which group a KJ word belongs. These are significant 
characteristics of KJ. Another significant aspect of KJ is that the concept of syllable, 
not mora, plays an important role in determining the pitch contour of a word/phrase. 
This can be seen from the fact that pitch changes occur not at moraic boundaries but at 
syllabic boundaries.
Several phonological solutions have been proposed for KJ. These different 
phonological analyses make different claims as to the typological accentual nature of KJ. 
Some analyses treat KJ as a dialect having a pitch-accent system, and others treat it as a 
tonal system. There are also some analyses standing somewhere between 
pitch-accentual analysis and tonal analysis. As discussed above, as far as the 
phonological data of KJ is concerned, the empirical data does not entail which one is the 
most appropriate analysis.
In the following chapter, the various techniques used to acquire the data are explained in 
detail.
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CHAPTER THREE 
METHODOLOGY
3.1 INTRODUCTION
This chapter describes and explains the various techniques used to obtain the data. 
Included are the personalia of the informants who participated in the recording and a 
description of the recorded materials used in the analyses. With respect to the 
information about recording methods and methods of measurement, since different 
methods were used for different analysis in this study, only general procedures that 
apply to all analyses will be explained in this chapter. More specific procedures used 
for each analysis will be explained in relevant chapters.
3.2 EXPERIMENTAL PROCEDURE
The relevant information regarding informants is presented in §3.3. The nature of the 
recorded materials used in this study is explained in §3.3.1, and the general procedures 
of recording and quantisation are explained in §3.3.2.
3.3 INFORMANTS
It is well known in phonetics that different speakers have different acoustic outputs for 
what is perceived to be the same linguistic sounds. It is also known that different
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speakers can use different articulatory strategies to convey the same phonological 
category or certain phonological contrasts (Ladefoged et al., 1972). When it comes to 
the prosodic analysis of languages, large acoustic variations can be found in all aspects 
of phonetics such as duration, FO range, intensity and so on (Rose, 1982; 1993; Zhu,
1994). In order to factor out individual idiosyncrasies and to get the linguistic phonetic 
properties of the variations, it is necessary to collect data from a sufficient number of 
subjects. From a statistical point of view, the larger the sample the better.
Although linguists, and phoneticians in particular, are aware of the fact that one cannot 
confidently generalise on data collected from only one informant (Dart, 1987; Zhu, 
1994), a large amount of linguistic research has been done on the basis of data collected 
from only one or two informants, and this is also true in the case of Japanese (Poser, 
1984; Kori, 1987; Fujisaki and Kawai, 1988; Kubozono, 1993; etc). The minimum 
number of informants for quantitative descriptive phonetic work is always controversial. 
Rose (2000: 199) claims that ‘the required number of subjects is indicated statistically, 
by when the standard deviation around the mean normalised curve becomes asymptotic 
to a given value’.
It was decided to collect samples from four informants for this thesis. This sample size 
is still short of the minimum of three people for each sex for quantified phonetic work 
suggested by Ladefoged (1997a: 140). However, four informants were the maximum 
number that could be handled by a single person within the time constraints of this 
thesis. Since the target words/utterances were recorded at least five times by each 
informant and they were selected by keeping comparisons of them in mind, the data is 
statistically comparable. Although samples were initially collected from a total of six 
informants, it was necessary to exclude two of them from the data due to inconsistency 
in their performance (i.e. confusion between Type A and Type B). Table 3.1 contains 
the personal details of the four informants who participated in this study.
Table 3.1: Personal details of informants. Note that the informants’ initials are followed by either an M 
(= male) or an F (= female).
Sex Names Age Education
Male TYM 35 Secondary
YNM 26 Secondary
Female TTF 34 Secondary
NKF 35 Secondary
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The informants were all bom and raised in Kagoshima city. Both parents of the 
informants were also bom and raised in Kagoshima city. None of the informants has 
residential experience outside of Kagoshima city. All of them have completed up to 
secondary education. TYM, TTF, and NKT went to the same primary school (6-11 
years of age) and junior high school (12-14 years of age), and they are still living in the 
same neighbourhood. Therefore, this group of informants can be considered to be a 
homogeneous set.
3.3.1 RECORDED MATERIALS
Three corpora were arranged for recording. Each corpus consists of target 
words/utterances for analysis and some dummy words. Corpus 1 consists of 
monosyllabic and polysyllabic words. The target words included in Corpus 1 can fall 
into three different groups, each of which is called a ‘dataset’. Three different analyses 
were conducted based on the three datasets of Corpus 1. Corpus 2 consists of three 
types of utterances (sentences, noun phrases and possessive phrases), and the target 
utterances used for Corpus 2 are referred to as dataset 4. Corpus 3 consists of noun 
phrases, and the target noun phrases included in Corpus 3 are called dataset 5. A 
summary of each dataset and corpus contents is given in Table 3.2. A full description of 
each dataset is given in Appendix One, and Corpora based on these datasets are given in 
Appendix Two.
Besides these three corpora, one more corpus (Corpus 4) was also compiled in this 
thesis. However, Corpus 4 is not included in this chapter for explanation, but it is 
described in Chapter 4 because it was used merely to compare the performance of 
different normalisation strategies.
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Table 3.2: Summary of dataset and corpus contents. The target words have either Type A or Type B 
accentuation. The accentual units of utterances also have either Type A or Type B accentuation.
Corpus Dataset Description
Corpus 1 Dataset 1: Monosyllabic words having either (C)VV or CVN syllable structure.
Dataset 2: Disyllabic words having either a C(S)VV.C(S)VV or CVN.CVN 
structure where a period stands for a syllabic boundary. (S) stands for 
an optional palatal element, presenting only a few words in dataset 2.
Dataset 3: Polysyllabic words (2 to 7 syllables) having CV syllables.
Corpus 2 Dataset 4: Three types of utterances: 1) sentences with an internal structure of 
Noun + Particle + Verb; 2) noun phrases with an internal structure of 
Adjective + Noun; 3) possessive phrases with an internal structure of 
Noun + no (possessive marker) + Noun. All words and particles used 
in dataset 5 consist of (C)V syllables. All utterances consist of two 
accentual units.
Corpus 3 Dataset 5: Noun phrases (Adjective + Noun) consisting of two accentual units. 
Adjectives are 2 syllable and 3 syllable adjectives, and nouns are 3 to 
7 syllable nouns. All adjectives and nouns appearing in dataset 5 
consist of CV syllables.
These corpora were written in the usual Japanese orthography: a mixture of Chinese 
characters and the hiragana/katakana syllabaries. The pronunciation of all Chinese 
characters was written above them in the hiragana syllabary, which disambiguates any 
confusion in the readings of the Chinese characters. An example of this is given in 
Figure 3.1.
Readings of the Chinese characters 
in Hiragana
ic
& & M i f  6
Chinese characters Hiragana syllabary
Figure 3.1: An example presentation of a target utterance (sakana-ga nigeru ‘The fish escapes’).
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3.3.2 RECORDING PROCEDURE
The elicitation sessions were conducted in 1999 in Kagoshima city in an adequately 
quiet room but non-laboratory conditions using the corpora based on the five different 
datasets. Corpus 1 was read in a citation manner, while the other corpora were in a 
carrier sentence. The details of each dataset and the more specific recording procedure 
of each corpus will be explained in each relevant chapter. The recording materials were 
recorded on high-quality normal position tapes using a SONY TCM-5000EV tape 
recorder and a SONY ECM-D8 microphone. No noise reduction and no compression 
were applied.
In order to avoid any potential effects on intonational pattern resulting from boredom or 
tiredness, it was decided not to continue any recording session longer than 2 hours per 
day. During each two-hour session, short/long breaks were taken every so often. 
Therefore, it took approximately 6 hours to finish recording all materials for each 
informant. All recordings were completed within a week. Whenever a new corpus was 
introduced for recording, time was spent by the informants practising so that they 
became comfortable with the new material. Also, each informant listened to their 
previous recording to remind themselves of the previous recording materials so that they 
were consistent even in new sessions in tenns of the intonation, rhythm and tempo of 
their reading. I received the impression that all of them read the reading materials in a 
rather careful manner.
3.4 ANALYSIS
Since the raw data was analysed using different measuring procedures and parameters in 
this study, what will be explained in the following subsections are the general methods 
that apply to all analyses. Specific methods of analysis will be explained in detail in 
each relevant chapter.
Five different analyses are conducted in this thesis. In Chapter 5, the microprosodic 
influence of different syllable-rhyme structures onto the FO realisation of Type A and 
Type B words is investigated on the basis of the acoustic-phonetic descriptions using 
dataset 1 (heavy monosyllabic words). In Chapter 6, the same point as Chapter 5 is
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further investigated using dataset 2 (heavy disyllabic words) and a subset of dataset 3 
(light disyllabic words), in order to identify the differences between Type A and Type B 
in the effect of syllable-rhyme structures. In Chapter 7, the FO realisations of isolated 
Type A and Type B polysyllabic words are first acoustically-phonetically described 
using dataset 3 (2 to 7 light syllable words), and then they are compared in terms of FO 
realisation. The paradigmatic and the syntagmatic effects of KJ’s accentual contrast are 
looked at in Chapter 8 using utterances consisting of two accentual units (dataset 4). In 
Chapter 9, regarding utterances consisting of two accentual units, the power relationship 
between the syntagmatic effect associated with the first accentual unit and the 
paradigmatic effect associated with the second accentual unit are investigated by paying 
particular attention to the FO realisation at the valley point between the two peaks 
(dataset 5).
3.4.1 DIGITISATION AND FO EXTRACTION
The raw recorded signal was digitised with CSL hardware (Kay Elemetrics, 
Computerised Speech Laboratory). The signal was digitised using 16 bit quantisation at 
a sampling rate of 10 KHz. This fairly low sampling rate, 10 KHz, only allows 
digitisation of frequencies up to 5,000 Hz due to the Nyquist principal, and thus causes 
some audible quality loss from the original recording. It was chosen, however, to 
facilitate fundamental frequency extraction by the package’s software algorithm. The 
CSL manual recommends this rate for the purpose of formant and F0 extraction (CSL 
manual, 1994: 384). F0 was generally extracted well.
Wide band spectrograms of the resultant digitised signals and aligned audio waveforms 
were made using the CSL, and F0 plots were superimposed, using a frame size of 
between 15 or 30 milliseconds and a frame advance of 5 milliseconds. F0 was extracted 
using the Automatic Pitch Extraction Algorithm of the CSL. Figure 3.2 contains a wide 
band spectrogram and an aligned audio waveform of an example phrase [yoka 
yudetamago LH LLLLH] ‘good boiled egg’ with its superimposed F0 trace. Since 
different sampling procedures were used for different analyses, each sampling 
procedure will be explained in detail in the relevant chapter.
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Figure 3.2: An audio waveform; a wide band spectrogram and a superimposed FO trace of the Type B + 
Type B phrase [yoka yudetamago LH LLLLH] ‘good boiled egg’ (YNM) created by the CSL.
3.5 SUMMARY: CHAPTER THREE
In this chapter, the general methodology that applies to all analyses has been described. 
As mentioned above, the more specific methodology that is used for each analysis will 
be explained comprehensively in the relevant chapter. In the chapters of analyses, 
included are a description of analysis, the recapitulation of recorded materials and 
recording procedure, and measurement procedure, which specifically apply to each 
analysis.
In the following chapter, the concept and the importance of normalisation are explained. 
Then, the first stage of analysis of the data: namely z-score and log z-score 
normalisation procedures and intrinsic FO and extrinsic FO normalisation parameters are 
compared in performance. This is done to find out the most appropriate normalisation 
strategy for this study.
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CHAPTER FOUR 
NORMALISATION
4.1 INTRODUCTION
Normalisation is important in this study not only to extract and present the invariant 
property from the various acoustic realisations of the same linguistic information but 
also to present the linguistically important differences between informants because 
multiple speakers are involved in this study. These things are not possible without 
normalisation. Simply analysing the data on the basis of the mean FO values collected 
from multiple informants obscures what the data actually reveals.
In this chapter, two normalisation procedures (z-score and log z-score), and two 
normalisation parameters (intrinsic FO and extrinsic FO), are compared in performance 
to find out the most appropriate normalisation method for this study.
It will be demonstrated in this chapter that the logarithmic FO normalisation strategy and 
intrinsic FO normalisation parameters perform best amongst the comparisons.
4.2 NORMALISATION
According to Ladefoged and Maddieson (1986: 1), there are two major aims in 
linguistic phonetics. These are the identification of the phonetic features which specify 
the sounds within a given language or variety, and the identification of those features
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which underlie sound contrast between varieties. However, the identification of the 
specific phonetic features of a given language or variety is not an easy task because 
different speakers have different acoustic outputs for what is perceived to be the same 
linguistic information. This is because ‘[t]he acoustic properties of the radiated speech 
wave are a unique function of a speaker’s vocal tract anatomy, and since speakers’ 
vocal tracts differ, so will their acoustic output-even for phonetically the same sound’ 
(Rose 1987: 343). Furthermore, the between-speaker differences caused by individual 
speakers’ physiology are troublesome because ‘[t]he magnitude of between-speaker 
acoustical variance caused by physiological differences is often enough to swamp the 
linguistic content of the signal’ (Rose, 1987: 343). Therefore, individual differences of 
this type need to be factored out as much as possibly by a process of normalisation in 
order to specify the acoustic correlates of linguistically the same sound (Disner, 1980: 
253; Rose, 1991: 229). As Disner (1980) argues for vowel normalisation and Rose 
(1987) for tones, the mathematical procedure of normalisation is considered to be an 
analogue of a listener’s interpretational process when assigning a perceived acoustic 
pattern to a certain phonological category. Normalisation is crucial in this study 
because multiple informants are involved.
The data in Figure 4.1 demonstrates the above-mentioned commonplace that the same 
linguistic units uttered by different speakers can be signalled by vastly different acoustic 
values (cf. Rose, 1987; 1991).
Figure 4.1 contains the mean F0 shapes of Type A words said by four different 
informants—two male and two female (The words are taken from dataset 2 and have 
CVN.CVN structure, where a period stands for a syllable boundary). The mean F0 
contour of these words is individually plotted against mean absolute duration. The 
numerical basis of Figure 4.1 is given in Appendix Three.
The most salient between-speaker difference in Figure 4.1 is that the female informants’ 
F0 lies overall higher than the males’, but there are also within-sex differences: TTF for 
example lies higher than NKF, and TYM lies higher than YNM, at least for most of 
their duration. The four informants also differ in F0 range. TTF for example uses the 
widest F0 range (119 Hz - 243 Hz) and YNM uses the narrowest F0 range (81 Hz - 112 
Hz). These rather large differences are assumed to be related to anatomical factors, 
primarily between-speaker differences in vocal cord length and mass: females have
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shorter, less massive vocal cords than males which therefore vibrate at higher rates, 
resulting in higher FO. Thus it can be seen that linguistically the same entity, i.e. the HL 
pitch associated with Type A words, is being realised by very different FO values 
depending on who is speaking.
•  TYM 
A"YNM' 
Q...T.T.F.... 
A NKF
Figure 4.1: Average FO shapes of four informants’ Type A words having CVN.CVN structure (a period = 
syllable boundary), showing non-linguistic between-speaker variation in FO. X-axis is absolute duration 
(msec) and Y-axis is FO (Hz).
Therefore, in order to extract and specify invariant features that signal the linguistic 
content, the between-speaker differences resulting from an individual’s anatomy need to 
be eliminated by a process o f normalisation.
One possible way o f getting rid o f the individual content to show the HL pitch 
realisation o f Type A disyllabic words is simply to take the mean o f the four 
inform ants’ shapes. This is shown in Figure 4.2, which contains the overall average FO 
contour o f the same data given in Figure 4.1. The numerical information o f  Figure 4.2 
is given in Appendix Three.
One might consider that the mean FO curve obtained by simply averaging the raw data, 
such as the one presented in Figure 4.2, can be used as a linguistic-phonetic 
representation. Although such representation might be able to provide a general idea 
how FO values change in a particular word, it fails to extract and specify the invariant 
aspect o f given linguistic information, and averaging as it does male and female values, 
it cannot correspond to any meaningful FO. Thus, the representation resulting from 
simply averaging raw data is a very poor linguistic-phonetic representation.
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Furthermore, as will be pointed out below, a representation such as Figure 4.2 cannot 
express any linguistically important between-speaker differences and the variation of 
the same linguistic information.
160........
Figure 4.2: Overall average F0 shape of four informants’ Type A words having CVN.CVN structure (a 
period = syllable boundary). X-axis is absolute duration (msec) and Y-axis is F0 (Hz).
There is another reason why normalisation is necessary, however. Not all 
between-speaker differences are associated with different vocal tract anatomy: speakers 
can differ linguistically as well (Rose, 2002a: 175-194). For example one speaker of a 
variety may have a slightly different phonemic system from another. Some of this 
example are: /e/ vs. /d/ in the word envelope and /ai/ vs. FvJ in the word either. If such
linguistic differences occurred in the tonology of KJ, it would be very difficult to spot 
them without normalisation, since they would be mixed up with the non-linguistic, 
anatomical differences. Any true between-speaker differences in terms of the 
realisation of linguistic information would then be obscured and, as a result, they would 
not be comparable. In other words, by getting rid of the anatomical, non-linguistic 
differences in F0, normalisation allows us to assess the extent of homogeneity in F0 
realisation of tonological linguistic features.
Therefore, normalisation—which is able not only to identify the invariant acoustic 
property from different acoustic outputs and present it as a representation (Pinker, 1997: 
87) but also to uncover linguistically important differences (= variations) between 
speakers—is necessary to this study.
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Figure 4.3 contains the mean normalised FO shapes of Type A words said by the four 
different informants. The mean normalised FO contour of these words is individually 
plotted against equalised duration. The numerical information of Figure 4.3 is given in 
Appendix Three.
•  TYMi
A-
A NKF
Figure 4.3: Average normalised FO shapes of four informants’ Type A words having CVN.CVN 
structure (a period -  syllable boundary), showing linguistic between-speaker variation. X-axis is 
equalised duration (%) and Y-axis is normalised value.
Normalisation parameters (an informant’s overall mean and standard deviation FO) need 
to be first derived in order to normalise FO. In order to normalise FO for that informant, 
the overall mean FO is first subtracted from each sampled FO value, and then the result 
is divided by the standard deviation (Rose, 1993: 197). In this particular normalisation 
procedure, each FO observation is expressed as so many standard deviations above and 
below a speaker’s overall mean. That is, the scale of the X-axis used in Figure 4.3 
shows normalised FO in units of standard deviation away from overall mean (= 0). 
Please note that more detailed account for normalisation procedure is given in the 
following sections.
As can be seen from a visual comparison between Figure 4.1 and Figure 4.3, the 
normalisation has resulted in considerable clustering of raw FO shapes. Consequently, 
in Figure 4.3, a high degree of homogeneity can be observed between the informants in 
the FO realisation of Type A on disyllabic words having CVN.CVN structure.
Figure 4.4 contains the overall normalised FO shape of Type A words uttered by the four 
informants. The numerical information of Figure 4.4 can be found in Appendix Three.
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In addition to the mean normalised curve, Figure 4.4 also shows one standard deviation 
above and below the mean. The mean and the standard deviation of the normalised 
shape indicate the magnitude of expected variation in the normalised FO of Type A. 
That is, Figure 4.4 not only expresses the invariance of the FO realisation of Type A on 
disyllabic words having CVN.CVN structure but also linguistically important 
between-speaker differences (the magnitude of excepted variation in other words) in 
terms of the FO realisation. Rose (1993: 202) claims that ‘normalisation is important, 
not to obtain mean curves, since these could be derived from a simple transform of the 
mean of the raw curves, but to gain an estimate of the between-speaker variance 
involved’. Therefore, Figure 4.4 can constitute a linguistic-phonetic representation of 
Type A on disyllabic words having CVN.CVN structure.
Figure 4.4: The overall average normalised FO shape of four informants’ Type A words having 
CVN.CVN structure (a period = syllable boundary) together with one standard deviation above and below 
the mean. X-axis is equalised duration (%) and Y-axis is normalised value.
Since the identification of the linguistic phonetic properties of KJ tonology and the 
representation of it—in particular, language-internal (or variety-internal)
acoustic-phonetic properties (e.g. Type A vs. Type B)—is inevitable in this thesis, 
normalisation which achieves this in the most adequate and accurate manner, as 
discussed above, is important and necessary.
Normalisation was first used for vowel classification and comparison (Fant, 1968; 
Gerstman, 1968; Flarshman, 1970; Lobanov, 1971; Wakita, 1977). A large number of 
transformations have been proposed for FO normalisation since the late 1960s. In order 
to find out which FO normalisation strategy was most effective in the case of Shanghai
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tones, Zhu (1994) compared six normalisation strategies using 11 informants: z-score, 
fraction of range, proportion of range, ratio of log semitone distance, log z-score, and 
log proportion of range. These normalisations were evaluated using normalisation 
index (NI) (Earle, 1975; Rose, 1981; 1987). Zhu concluded that log z-score was the 
most successful for the F0 normalisation of Shanghai Chinese tones. Log z-score 
normalisation reduced the between-speaker variance in Zhu’s raw data by up to a factor 
of 12.7. Rose reported that linear z-score normalisation reduced between-speaker 
variance in his raw data of three Chinese dialects: Zhenhai (Rose, 1987: 350), Shanghai 
(Rose, 1993: 200), and Cantonese (Rose, 2000: 203) by up to a factor of 12.9, 7.0, and 
22.3, respectively. Zhu’s NI obtained from log z-score normalisation for Shanghai: 12.7 
is higher than Rose’s NI obtained from linear z-score normalisation for Shanghai: 7.0.
In the following section, the normalisation procedures (z-score and log z-score) and the 
normalisation parameters (intrinsic and extrinsic) that are compared in this chapter will 
be explained in details.
4.3 NORMALISATION STRATEGIES AND PARAMETERS
Rose (1987) showed how normalisation strategies (such as z-score or fraction-of-range) 
and normalisation parameters (such as mean and standard deviation, or range) obtained 
from isolation tone values, can factor out between-speaker differences in the F0 
realisation of tones in a Chinese dialect. He also pointed out in the same paper, 
however, that the use of isolation tone normalisation parameters created certain 
problems, not only in the normalisation of speakers within a particular variety, but also, 
and especially so, in normalisation between varieties. Concerning these problems, Rose 
(1991: 232) referred to the desirability of using normalisation parameters derived 
independently of the tones, and investigated the possibility of F0 normalisation using 
parameters of mean and standard deviation derived from long term data. In the same 
paper, he compared the effectiveness of the long term normalisation parameters and that 
of the isolation tone normalisation parameters, and quantitatively showed that the 
former parameters were about half as successful in reducing the raw between-speaker 
variance as the latter parameters.
Although Rose (1991) uses the terms isolation and long-term normalisation parameters, 
I call the former intrinsic normalisation parameter and the latter extrinsic because the
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terms isolation and long-terms were taken partly from Chinese and the terms intrinsic 
and extrinsic more correctly reflects the essential difference between the normalisation 
parameters compared in this thesis. Intrinsic normalisation parameters are those taken 
from the data to be normalised; and extrinsic parameters are taken from somewhere 
else.
As can be seen from Rose’s (1987; 1991) arguments, it is necessary to be cautious what 
normalisation strategies and normalisation parameters are appropriate and effective in a 
particular language or variety. Ishihara (1998a; 2000a) reduced between-speaker 
differences in F0 using the linear z-score normalisation strategy and normalisation 
parameters obtained from isolated 1 to 7 syllable words (intrinsic F0 normalisation 
parameters) in his preliminary studies on KJ words. The factor reduction was 
approximately 10.5. However, one question is still left open: Could extrinsic F0 
normalisation parameters or normalisation strategies other than z-score normalisation 
perform better in reducing between-speaker differences in F0? For F0 normalisation 
strategies, it goes without saying, z-score normalisation is one of the candidates for this 
study. The other candidate is log z-score normalisation with which Zhu (1994) 
succeeded in reducing between-speaker variances of Shanghai Chinese tones. For F0 
normalisation parameters, intrinsic and extrinsic F0 normalisation parameters are the 
candidates. Therefore, the performance of these two normalisation strategies: z-score 
and log z-score, are first compared in this study together with intrinsic and extrinsic F0 
normalisation parameters. The performance is compared on the basis of Type A words 
having a (C)VV or a CVN.CVN structure and Type B words having a CVN or a CV.CV 
structure.
The first strategy, z-score normalisation (Jassem, 1971; Menn and Boyce, 1982; Rose, 
1987; 1989a; 1989b; 1991) ‘expresses an observed F0 value as a multiple of a measure 
of dispersion away from a mean F0 value’ (Rose, 1987: 347). The transformational 
procedure from raw values to z-score normalised values (z,) can be expressed using the 
following standard formula (Zhu, 1994: 56):
4.1) X i - m
'  Zi - ------------
where x, is an observed value at a sampling point, m is a mean value, and s is a standard 
deviation around that mean. The second strategy, log z-score normalisation, expresses
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the same thing as z-score normalisation, but in logarithmic terms. Log z-score 
normalised values (z ’,-) can be obtained using the following formula (from Zhu, 1994: 
58):
where y t = logiox,, my and sy are the arithmetic mean and standard deviation ofy, (i = 1, 
2, n), respectively.
When it comes to extrinsic F0 parameters, it is always controversial as to how much can 
be representative of extrinsic F0 normalisation parameters. Nolan (1983: 123) says 
there is ‘a convergence of opinion that within-speaker variation between speech samples 
reduces with increasing sample length up to around one minute, and thereafter [is] 
rather small’. However, his statement does not apply to all languages and varieties 
because the incidence of voiced and voiceless segments differs considerably depending 
on languages/varieties in question (Jassem et al., 1973; Jassem, 1975; Catford, 1977; 
Rose, 1991).
In order to acquire extrinsic normalisation parameters, the sentences listed in Table 4.1 
were used. A corpus (Corpus 4) was compiled using the sentences listed in Table 4.1 
together with some dummy sentences. Corpus 4 is fully given in Appendix Two. 
Sentences 1 and 2, sentences 3 to 5, and sentences 6 to 8 of Table 4.1 have the same 
meanings, respectively, and the difference is only the word order. That is, they are 
different possibly in intonational structure as well as in syntactic structure. Corpus 4 
was read 5 times with one practice, and F0 was automatically sampled using the same 
techniques described in Chapter 3 from the voiced segments of the sentences given in 
Table 4.1 at every 20 msec.
4.2)
Z*/ -
yt -  my
Figure 4.5 contains a sample speech waveform and accompanying F0 contour of 
Sentence 1. Table 4.2 summarises the basic F0 statistics of the target sentences.
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Table 4.1: Sentences from which extrinsic normalisation parameters were obtained. LOC, DAT, and 
OBJ stand for locational, dative, and object markers, respectively. PAST stands for past tense.
1 kumamoto-de gogatsu-ni mazuka nizakana-o utta
kumamoto-LOC May-DAT badly cooked fish-OBJ sell-PAST
LLLHL LLLH LHL LLLHL HL
2 mazuka nizakana-o kumamoto-de gogatsu-ni utta
awful cooked fish-OBJ kumamoto-LOC May-DAT sell-PAST
LHL LLLHL LLLHL LLLH HL
I sold badly cooked fish in Kumamoto in May.
3 kumamoto-de takaka nizakana-o nigatsu-ni utta
kumamoto-LOC expensive cooked fish-OBJ February-DAT sell-PAST
LLLHL LLH LLLHL LLLH HL
4 kumamoto-de nigatsu-ni takaka nizakana-o utta
kumamoto-LOC February-DAT expensive cooked fish-OBJ sell-PAST
LLLHL LLLH LLH LLLHL HL
5 takaka nizakana-o kumamoto-de nigatsu-ni utta
expensive cooked fish-OBJ kumamoto-LOC February-DAT sell-PAST
LLH LLLHL LLLHL LLLH HL
I sold expensive cooked fish in Kumamoto in February.
6 nagasaki-de mazuka kudamono-o gogatsu-ni totta
Nagasaki-LOC bad tasting fruit-OBJ May-DAT pick-PAST
LLLLH LHL LLLLH LLLH LH
7 nagasaki-de gogatsu-ni mazuka kudamono-o totta
Nagasaki-LOC May-DAT bad tasting fruit-OBJ pick-PAST
LLLLH LLLH LHL LLLLH LH
8 mazuka kudamono-o nagasaki-de gogatsu-ni totta
awful fruit-OBJ Nagasaki-LOC May-DAT pick-PAST
LHL LLLLH LLLLH LLLH LH
I picked bad tasting fruits in Nagasaki in May.
It can be seen from the Dv column of Table 4.2 that this elicitation session supplied, on 
average, 71.4 seconds of actual voiced speech, which is more than twice as long as 
Rose’s data (1991: 236). The V column of Table 4.2 shows that 56.2% of the speech 
was voiced on average. This is lower compared to Catford’s data (1977: 101) in French 
(78%) and Rose’s data (1991: 236) in a variety of Wu Chinese (80%). However, their 
data are not comparable with mine because the duration of pause—which tended to be 
placed between phrasal boundaries in the sentences—is included in the duration of 
speech (the D column of Table 4.2) in the current study. The reading speed of YNM 
and TTF sounded unhurried and natural. Although it was not hurried or rushed at all, 
TYM and NKF read the material faster than YNM and TTF. These differences in
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tempo generally reflect the speech duration (D) of Table 4.2. Please note that the 
duration from which F0 was sampled is actually shorter than the amount of voiced 
speech. For example, the duration from which F0 could be sampled: 53.5 seconds (= 
2676 * 0.02) is shorter than the duration of the voiced speech: 55.9 seconds for NKF. 
This is because the automatic pitch extraction algorithm of the CSL failed to extract F0 
from some obvious voiced segments or returned obviously nonsense values. Since 
these cases are not included in the data, the duration from which F0 was sampled is 
actually shorter than the duration of voiced speech.
System Capture Data Uieu Link Show Speak Analyze Edit Tag Macro Log
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ku ma mo to de go ga tsu ni mazu ka ni za ka na o u tt a
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Figure 4.5: Speech waveform and F0 contour of Sentence I of Table 4.1 (YNM).
Table 4.2: Long term duration values and number of F0 samples (D = duration of speech; Dv = duration 
of voiced speech; V = percentage of voiced speech; N = number of F0 samples)
Informants D (sec) Dv (sec) V (%) N
TYM 114.5 74.7 65.2 3453
YNM 151.7 77.6 51.1 3710
TTF 137.9 77.6 56.2 3686
NKF 106.2 55.9 52.6 2676
Average 127.5 71.4 56.2 3381.2
Table 4.3 summarises the extrinsic F0 normalisation parameters collected in the 
procedure described above, with skew.
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Table 4.3: Extrinsic F0 statistics of the four informants (x = mean value; sd = standard deviation; N = 
number of F0 samples).
informants x (Hz) sd (Hz) skew N
TYM 103.5 13.7 0.60 3453
YNM 103.6 11.7 0.41 3710
TTF 188.2 30.0 0.46 3686
NKF 175.7 27.3 0.36 2676
Intrinsic F0 normalisation parameters were acquired from the words to be normalised. 
These words are; Type A words having (C)VV and CVN.CVN structures and Type B 
words having CVN and CV.CV structures. The general procedures of obtaining 
intrinsic F0 normalisation parameters are as those described in Chapter 3. F0 was 
sampled at every 10% point of each heavy syllable1 rhyme and at every 20% point of 
each light syllable rhyme. Table 4.4 summarises the intrinsic F0 normalisation 
parameters with skew.
Table 4.4: Intrinsic F0 statistics of the four informants (x = mean value; sd = standard deviation; N = 
number of F0 samples).
Informants x (Hz) sd (Hz) skew N
TYM 105.2 15.1 -0.51 1435
YNM 99.4 9.0 -0.28 1435
TTF 185.0 42.3 -0.10 1435
NKF 164.2 21.2 -0.58 1435
Figure 4.6 shows a comparison between the extrinsic and the intrinsic F0 normalisation 
parameters. Generally the mean values show very good agreement between the 
extrinsic and intrinsic F0 normalisation parameters, but the correlation between them is 
not consistent amongst the informants. For YNM, TTF, and NKF, the extrinsic F0 
means are between 1.7% and 7% (3% on average) higher than the intrinsic F0 means. 
On the other hand, the extrinsic F0 mean is 1.6% lower than the intrinsic F0 mean for 
TYM. As far as YNM, TTF and NKF are concerned, my data is not consistent in terms 
of the correlation between the intrinsic and the extrinsic F0 means with Rose’s data 
(1991) obtained from a variety of Wu Chinese in which long term (extrinsic) F0 means 
are on average 10% lower than the isolation (intrinsic) F0 means.
1 This (and light syllable) are terms usually used in the description of quantity-sensitive systems where 
there is a phonological contrast between heavy and light syllables. KJ has a quantity-insensitive system 
where even the contrast between long and short vowels is often obscured (Professor H. Kubozono, 
personal communication, 2004). In this thesis, the terms ‘heavy’ and Tight’ syllables are used in a 
phonotactic sense, to refer to (C)VV/(C)VN and (C)V syllable structures, respectively.
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Similar to the mean values-, however, the correlation is poor between the sds of the 
intrinsic and extrinsic F0 values. The sds of TYM and TTF calculated from the 
extrinsic F0 values are smaller than those calculated from the intrinsic F0 values, 
whereas the reversed relationship is observed in YNM and NKF. Figure 4.6 shows that 
the sds of the intrinsic F0 values do not differ significantly from those of the extrinsic 
F0 values. Rose (1999: 27) says that ‘[i]t is not a straightforward matter to test for 
homogeneity in variance, and practical statistical wisdom often eschews formal tests for 
“graphical comparison”. For TYM and TTF, the extrinsic sds are narrower by 10% and 
41%, respectively than the intrinsic sds whereas for YNM and NKF, the extrinsic sds 
are wider by 30% and 28%, respectively than the intrinsic sds.
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Figure 4.6: Extrinsic F0 means and standard deviations of the informants (right), compared with the 
meins and standard deviations of their intrinsic F0 (left). Vertical scale is F0 (Hz).
In the following section, the performance of two normalisation procedures (z-score and 
log z-score) and two normalisation parameters (intrinsic and extrinsic F0) are compared 
with reference to normalisation index (NI).
4.4 EVALUATION OF NORMALISATION STRATEGIES
The permutation of two normalisation procedures (z-score and log z-score 
transformations) and two normalisation parameters (intrinsic and extrinsic F0 
normalisation parameters) provides four different normalisation strategies. In order to 
compare the effectiveness of these four strategies, the normalisation index (NI) is used. 
The larger the NI, the better the normalisation results, ceteris paribus. As defined in
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4.3) (after-Zhu, 1994: 60), NI is defined as a ratio between the dispersion coefficients 
(DC) of raw data and those of normalised data (Rose, 1987).
4.3) ^  dispersion coefficient (DC) of raw F0 values
dispersion coefficient (DC) of normalised F0 values
The DC expresses the ratio of mean between-speaker variance to overall sample 
variance (Earle, 1975; Rose, 1987; 1991). In other words, Zhu (1994: 60) explains that 
the DC ‘reflects the degree to which the different speakers’ values cluster’. The 
dispersion coefficient (DC) can be defined as follows (after Zhu, 1994: 60):
4.4) ^  mean between - speaker variance of F0 values at sampling points
overall variance of speaker's average F0 values at sampling points
As explained above, the four normalisation strategies (the permutation of two 
normalisation procedures and two normalisation parameters) were tried on Type A 
monosyllabic words having a (C)VV syllable structure, Type B monosyllabic words 
having a CVN syllable structure, Type A disyllabic words having a CVN.CVN structure 
and Type B disyllabic words having a CV.CV structure. The overall variance of 
speaker’s average F0 values at sampling points (the denominator of 4.4) and the mean 
between-speaker variance of F0 values at sampling points (the numerator of 4.4) are 
summarised for each normalisation strategy in Table 4.5.
Table 4.5: Mean between-speaker variance of F0 values at sampling points and overall variance of 
speaker’s average F0 values at sampling points for two normalisation procedures using two different 
parameters (IN = linear normalisation using intrinsic parameters, EN = linear normalisation using 
extrinsic parameters, LOG IN = logarithmic normalisation using intrinsic parameters, LOG EN = 
logarithmic normalisation using extrinsic parameters).
Raw data IN EN LOGIN LOG EN
Mean between-speaker variance 
Overall variance
2169.05
1951.67
0.05873
0.75237
0.15133
0.81976
0.05699
0.76249
0.14452
0.95301
On the basis of the values given in Table 4.5, the DC and the NI can be calculated for 
each normalisation strategy using the formulae given in 4.3) and 4.4). The DC and the 
NI for the normalisation strategies are given in Table 4.6.
For example, the raw DC for the target words of the four KJ informants is 1.1114 (= 
2169.05/1951.67). The DC of the LOG IN can be calculated as 0.07474
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(0.05699/0.76249) using the formula given in 4.4). By dividing 1.1114 (the DC of the 
raw data) by 0.07474 (the DC of the LOG IN), the NI of LOG IN: 14.87 can be derived.
It can be seen from Table 4.6 that the log transformations result in a better NI than the 
corresponding linear transformations (IN: 14.24 < LOG IN: 14.87; EN: 6.02 < LOG 
EN: 7.33). LOG IN performs better than the IN by 1.04 times, and LOG EN brings a 
better performance than EN by 1.21 times. The intrinsic parameters bring more than 
twice better NI than the extrinsic parameters in both linear and logarithmic 
normalisations (IN: 14.24 > EN: 6.02; LOG IN: 14.87 > LOG EN: 7.33). The 
improvement is 2.36 times between IN and EN and 2.03 times between LOG IN and 
LOG EN. As a whole, the logarithmic normalisation using intrinsic F0 parameters 
(LOG IN) performed best, this being 2.47 times as successful as the linear normalisation 
using extrinsic F0 parameters (EN). The NI of the logarithmic normalisation using 
intrinsic F0 parameters (LOG IN) is very similar to the NI (12.7) that Zhu (1994) 
obtained from Shanghai Chinese.
Table 4.6: Dispersion coefficient (DC) and normalisation index (NI) for two normalisation procedures 
using two different parameters (IN = linear normalisation using intrinsic parameters, EN = linear 
normalisation using extrinsic parameters, LOG IN = logarithmic normalisation using intrinsic parameters, 
LOG EN = logarithmic normalisation using extrinsic parameters).
Raw data IN EN LOG IN LOG EN
DC 1.1114 0.07806 0.18460 0.07474 0.15164
NI — 14.24 6.02 14.87 7.33
Rose (1987: 347) suspects that ‘a prior log transformation will not be effective because 
liner normalisation strategies transform log or linear data equally well’. Rose further 
suspects that the marginally better performance of LOG IN in NI may be due to the 
rounding effect of logarithmic transformation. However, it is not clear, and a topic for 
future research. Since the logarithmic z-score normalisation together with the intrinsic 
F0 normalisation parameters performed better than the other ones, they are used in this 
thesis as the normalisation strategy. That is, intrinsic F0 parameters are calculated from 
the utterances to be normalised according to each analysis.
4.5 SUMMARY: CHAPTER FOUR
In this chapter, the importance of normalisation for this thesis has been first explained, 
and then the detailed procedure of normalisation has been introduced.
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The performance of two normalisation procedures and two parameters was evaluated, 
and the logarithmic F0 normalisation and intrinsic F0 parameters were found to be 
superior. Consequently the most superior one has been decided on for this study.
In the following chapter, the F0 contrast of Type A and Type B will be investigated by 
acoustically-phonetically describing it using two types of heavy monosyllables.
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CHAPTER FIVE
ACOUSTIC REALISATION OF 
THE A-B CONTRAST ON HEAVY
MONOSYLLABLES
5.1 INTRODUCTION
As introduced in Chapter 1, one of the main aims of this thesis is to investigate the 
differences in FO realisation between Type A and Type B. This point will be pursued in 
this chapter by looking at how differently KJ’s Type A and Type B contrast is realised 
in FO on heavy monosyllables. The phonological contrast of Type A and Type B can be 
defined in various ways, as discussed in Chapter 2. If KJ is treated as a pitch-accent 
dialect, for example, the phonological contrast may be between +/- accent, and if KJ is 
treated as a tonal dialect, the contrast may be in tones (e.g. /HL/ vs. /LH/). Type A and 
Type B are phonological properties. These phonological properties have different 
realisations depending on the environment. Since we are focusing on heavy 
monosyllables in this chapter, what we are going to investigate and compare in this 
chapter is the allotone(s) of Type A and Type B observed in heavy monosyllables. As 
the first step for this investigation, the FO realisation of Type A and Type B on heavy 
monosyllables is acoustically-phonetically described using log z-score normalisation. 
On the basis of this description, possible linguistic-phonetic representations of Type A 
and Type B on heavy monosyllables are discussed and compared with each other.
As shown in Chapter 2, various syllable structures, such as light/heavy or open/close 
syllables, are available in KJ. Two types of heavy monosyllabic words are used in this 
chapter. These types are: a heavy oral rhyme (e.g. as in a CVV syllable) and a heavy
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nasal rhyme (e.g. as in a CVN syllable). For the sake of convenience, these two syllable 
rhyme types—heavy oral rhyme and heavy nasal rhyme—are referred to as -VV rhyme 
and -VN rhyme, respectively. Furthermore, KJ’s Type A and Type B contrast is also 
referred to as KJ’s accentual contrast. However, please note that it does not denote that 
Type A underlyingly has an accent and Type B does not, but it is for the sake of 
convenience only.
The fact that in tone languages FO realisation varies in various ways as a function of 
syllable structure is well known. As in Thai, Vietnamese and Chinese, which are the 
three major tone languages of East and South East Asia, most of these languages ‘show 
apparent allotony conditioned by the phonological structure of the rhyme’ (Rose, 1996a: 
605). In most varieties, allotony is conditioned by ‘the absence or presence of a stop in 
the Coda’, while some varieties ‘also show conditioning by the length of the nuclear 
vowel’ (Rose, 1996a: 605) (Hombert et al., 1979; Rose, 1994; Thompson, 1997).
Since the target words used for this chapter contrast with respect to rhyme structure 
(-VV and -VN), in addition to the investigation regarding the FO contrasts of Type A 
and Type B on heavy monosyllables, the intrinsic relationship between rhyme structure 
and FO realisation will also be investigated in this chapter.
As mentioned above, I am going to concentrate on the intrinsic effects associated with 
1) heavy monosyllables and 2) different rhyme types. However, I will be looking at 
other segmental intrinsic effects as well whenever they are relevant. In particular, Type 
B monosyllabic words appear to have some allotones conditioned by the vowel types 
appearing in the rhyme. This point will be investigated in one of the subsections, and a 
possible phonological explanation for these allotones will be discussed as well.
After the methodology which is applicable to the analysis of this chapter is explained in 
§5.2, the FO normalisation parameters are calculated in §5.3. In §5.4, the FO realisations 
of KJ’s accentual contrast are acoustically-phonetically described for Type A in §5.4.1 
and for Type B in §5.4.2. Linguistic-phonetic representations of Type A and Type B on 
heavy monosyllables are discussed and presented in §5.4.1 and §5.4.2, respectively. 
The FO realisation differences between Type A and Type B on heavy monosyllables are 
discussed on the basis of the linguistic-phonetic representations in §5.5. All FO 
statistical analyses are based on log z-score normalised FO values. On the basis of the
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findings of this chapter and the linguistic-phonetic representations of Type A and Type 
B on heavy monosyllables, some implications for KJ tonology will also be discussed 
wherever applicable.
The main findings that will be demonstrated in this chapter are: 1) -VN rhyme is 
associated with higher FO values than -VV rhyme in both Type A and Type B; 2) 
besides the allotones caused Tby the different rhyme structures, unlike Type A, Type B 
heavy monosyllabic words exhibit two allotones: rising and level, conditioned by the 
constituent type of the X of-VX. Type B -VV may take any of these two allotones, but 
Type B -VN takes only the level allotone. Regarding the first main finding, I argue that 
the higher FO realisation associated with -VN rhyme compared to -VV is due to the 
articulatory mechanism involved in the coda nasal consonant. Regarding the second 
finding, I attempt to explain that these allotonic realisations observed in Type B heavy 
monosyllabic words result from the process of re-syllabification.
5.2 METHODOLOGY: CHAPTER FIVE
In this section, the specific methodology that is used for the analysis of this chapter is 
explained. The dataset that is relevant to the analysis of this chapter is dataset 1.
5.2.1 RECORDED MATERIALS AND RECORDING PROCEDURE: 
CHAPTER FIVE
Dataset 1 consists of 24 heavy monosyllabic words having either a (C)VV or a CVN 
syllable structure (7 (C)VV and 5 CVN types for each accentual type). A full 
description of dataset 1 is given in Appendix One.
KJ’s light syllable (C)(S)V can be phonotactically expanded in one of the following 
four ways: by an additional vowel (V), by a nasal sound (N), by a word-final consonant 
(C) or by the first half of a geminate consonant (C). The syllable types of CV and CVC 
were not included in dataset 1 because CV monosyllabic words do not clearly contrast 
Type A and Type B in terms of pitch realisation (refer to §2.5.2.1), and the word-final 
CVC syllable was not clearly observed in the informants participated in this study, 
although KJ is supposed to have a word-final CVC syllable structure.
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It is well known that differing initial FO perturbations result from different prevocalic 
consonant types. More precisely, there will be a higher FO after a voiceless consonant, 
and a lower FO after voiced consonants (House and Fairbanks, 1953; Lehiste and 
Peterson, 1961; Mohr, 1971; Lea, 1972; Löfqvist, 1975; Hombert, 1976; 1977; 
Kingston and Diehl, 1994; Ishihara, 1997). In addition, there are also the intrinsic 
effects of vowel quality on FO. Specifically, all things being equal, higher vowels will 
have a higher average FO (Peterson and Barney, 1952; House and Fairbanks, 1953; 
Lehiste and Peterson, 1961; Hombert, 1978). Due to these and other ‘assumed intrinsic 
effects from concomitant articulations’, representative FO shapes ‘can never be 
acoustically observed independent of their segmental realisation’ (Rose, 1997: 193). 
Bearing these microprosodic perturbatory segmental effects (Laver 1994: 454-456) in 
mind, both voiceless and voiced consonants and different vowels (especially with 
respect to vowel height) were used in datasets 1, 2 and 3 as evenly as possible to 
neutralise the consonantal perturbatory effect and intrinsic FO height of vowels. In 
addition to these phonological and phonetic requirements, an attempt was made to select 
wherever possible words used on a daily basis.
As mentioned in Chapter 3, dataset 1 was recorded as a subset of Corpus 1. Although 
the informants were simply asked to read Corpus 1 six times (including one practice to 
get used to recording), they were also instructed to make sufficient pauses between each 
word in order to avoid any listing effect. Before recording, the informants were allowed 
to practise until they felt confident, and during recording, the informants were allowed 
to correct themselves by repeating if necessary.
5.2.2 MEASUREMENT PROCEDURE: CHAPTER FIVE
In those words belonging to dataset 1 (heavy monosyllabic words), FO was sampled at 
every 10% point from the onset to the offset of the rhyme. The distance of each FO 
sampling point from the onset of the rhyme was also measured so that an FO time curve 
could be presented.
The onset of vowel phonation is usually marked with the appearance of glottal vibration 
as a quasi-periodic waveform (if it is preceded by a voiceless consonant or it is not 
preceded by anything) and the appearance of vowel formants. Even when it is preceded 
by a voiced consonant, the onset of vowel phonation can be rather easily identified
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because the amplitude of vowel glottal vibration is much greater than that of voiced 
consonants. However, it is always difficult to judge the offset of a word before a pause. 
The offset thus ‘was adjudged to occur at the point where the glottal pulse train showed 
an obvious discontinuity in the regularity of increase of period’ (Rose, 1982: 7). 
Therefore, FO values were sampled from the onset of the rhyme phonation to an obvious 
discrepancy of glottal pulse, judging both from audio speech waveforms and 
spectrograms.
Figure 5.1 contains a sample speech waveform and a spectrogram of the Type B heavy 
monosyllabic word [au] LH ‘to meet’ (dataset 1). In this particular token, FO was 
sampled at every 10% point from 1, where the phonation of the rhyme starts, to 2, 
where the end of the continuous glottal pulse. The distance of each sampling point was 
also measured from 1.
System Capture Data View Link Show Speak Analyze Edit Tag Macro Log
I <— phonation onset of /a/
1 adjudged offset —> |
2
Figure 5.1: An audio speech waveform; a wide band spectrogram and a superimposed FO trace of [au 
LH] ‘to meet’ (YNM), showing onset and offset of sampling value for FO.
In some Type A words, the offset of the final syllable is accompanied by 
laryngealisation. Although this laryngealisation is observed in some tokens of NKF’s
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Type B words as well, it is mainly limited to the final syllable of Type A words. As can 
be seen from Figure 5.2, this laryngealisation is troublesome as it occasionally seems to 
cause the software to be unable to extract FO, leaving gaps in the FO plots, or even 
create an artifact.
< ----------------->
laryngealisation
Figure 5.2: An audio speech waveform; a wide band spectrogram and a superimposed FO trace of [ue 
HL] ‘above’ (YNM), showing laryngealisation observed towards the offset of the final syllable in some 
Type A words.
However, when it comes to the measurement criterion, the criterion that has been 
described above is still applicable to the tokens ending with laryngealisation. This is 
because laryngealisation causes uneven vibrations of the vocal cords, appearing as 
‘jitter’-like irregular striations (Ladefoged et al., 1988), resulting in an obvious 
discrepancy of glottal pulse.
5.3 NORMALISATION PARAMETERS
Although the monosyllabic words belonging to dataset 1 are relevant to this chapter for 
analysis, the intrinsic FO normalisation parameters were calculated on the basis of the 
words belonging to datasets 1, 2 and 3. This is because Corpus 1 was compiled on the
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basis of datasets 1, 2 and 3, and the words of Corpus 1 were elicited in a citation manner 
in the same session.
First of all, linear intrinsic FO normalisation parameters (arithmetical mean and sd) were 
calculated on the basis of raw FO values obtained from the target words listed in datasets 
1, 2 and 3, and then, log intrinsic normalisation FO parameters were derived for log 
z-score normalisation procedure. Table 5.1 contains the relevant basic statistics of the 
raw FO values sampled from each informant, and Table 5.2 is the logarithmic version of 
Table 5.1.
Table 5.1: Linear intrinsic FO statistics of the four informants from datasets 1, 2 and 3 (x = mean value; 
sd = standard deviation; N = number of FO samples).
Informant x (Ftz) sd (Hz) skew N
TYM 103.7 13.8 -0.26 9270
YNM 99.0 8.2 -0.23 9270
TTF 186.8 35.4 -0.35 9270
NKF 163.6 19.1 -0.71 9270
Table 5.2: Log intrinsic FO statistics of the four informants from datasets 1, 2 and 3 (x = mean value; sd = 
standard deviation; N = number of FO samples).
Informant x (log Hz) sd (log FIz) skew N
TYM 2.012 0.060 -0.604 9270
YNM 1.994 0.037 -0.501 9270
TTF 2.263 0.088 -0.690 9270
NKF 2.211 0.054 -1.182 9270
In Chapter 4 in which four normalisation strategies were compared in performance, 
intrinsic FO normalisation parameters were calculated only from Type A and Type B 
monosyllabic and disyllabic words in which high pitched syllables slightly outnumber 
low pitched syllables (refer to Table 4.4). The intrinsic FO normalisation parameters 
calculated in this chapter (Table 5.1) include not only these monosyllabic and disyllabic 
words but also Type A and Type B words consisting of 3 to 7 syllables. As a result, 
syllables having a low pitch outnumber syllables having a high pitch when datasets 1, 2 
and 3 are put together.
A comparison between Table 5.1 and Table 5.2 reveals that a logarithmic 
transformation strengthens the negative skewness in all informants. The negative 
skewness was increased by on average 0.35 after logarithmic transformation; the largest 
effect is on NKF (0.46) and the smallest effect is on YNM (0.27).
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In this chapter, the mean log FO and the sd values given in Table 5.2 are used as the 
normalisation parameters.
5.4 THE FO CONTRAST OF TYPE A AND TYPE B ON HEAVY 
MONOSYLLABLES
In this section, linguistic-phonetic representations of Type A and Type B are presented 
for heavy monosyllables. Before investigating the FO realisation of KJ’s Type A and 
Type B contrast on heavy monosyllables, first of all, will be investigated how the FO 
realisations of KJ’s Type A and Type B are mapped onto different syllable rhyme 
structures using heavy monosyllabic words. The FO realisations on different syllable 
rhymes (-VV and -VN) are acoustically-phonetically described for Type A in §5.4.1 
and for Type B in §5.4.2. As mentioned in §5.1, besides the intrinsic effects associated 
with different rhyme structures, other intrinsic effects possibly resulting from the 
constituent types of the rhyme are also investigated and discussed for Type B heavy 
monosyllabic words.
5.4.1 TYPE A HEAVY MONOSYLLABIC WORDS
The FO realisations of Type A observed in heavy monosyllabic words having either 
a -VV rhyme or a -VN rhyme will now be described and compared. After initial 
analyses conducted on the basis of raw FO values are discussed in §5.4.1.1, the FO 
realisations of Type A on these two syllable rhyme types are acoustically-phonetically 
described using log z-score normalisation in §5.4.1.24, and they are then compared. 
Based on the descriptive data presented in §5.4.1.24, a linguistic-phonetic 
representation of Type A on heavy monosyllables is discussed and presented in 
§5.44.2.2. In §5.44.3, the findings for Type A heavy monosyllabic words are 
summarised.
5.4.1.1 RAW DATA FOR TYPE A HEAVY MONOSYLLABIC WORDS
Before presenting the FO contours observed in the rhyme of Type A heavy monosyllabic 
words: -VV and -VN, the duration values of-VV and -VN rhymes need to be presented 
and compared for Type A. The individual and overall mean duration values of Type
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A -VN and -VV rhymes and their sds are presented in Table 5.3. The individual results 
of the t-tests and the overall comparison result of the two-factor ANOVA (factor one = 
rhyme types; factor two = informants) performed between -VV and -VN rhymes are 
also included in Table 5.3.
Table 5.3: The mean duration of-VV and -VN rhymes (msec); the results of the individual t-tests and the 
overall ANOVA between -VV and -VN rhymes. *** stands for p < 0.001, ** for 0.001 < p < 0.01 and ~ 
for no significant difference (p > 0.05). Values in brackets are sds.
TYM YNM TTF NKF Overall
ANOVA
-VV 187 (23) 220 (31) 194(18) 185 (17) 196 (27)
-VN 156 (25) 197 (28) 195 (19) 211 (20) 190 (31)
Average 171.5 208.5 194.5 198 194
P *** ** ~ *** 0.0327
As with Type A -VV rhyme, NKF exhibits the shortest average duration (185 msec) 
whereas YNM shows the longest (220 msec). As with Type A -VN, however, NKF 
exhibits the longest average duration (211 msec) and TYM has the shortest average 
duration (156 msec). As seen in Table 5.3, there are some between-speaker differences 
in duration between Type A -VV and -VN rhymes. -VV is significantly longer 
than -VN for TYM and YNM (by on average 31 msec and 23 msec, respectively). On 
the other hand, -VN is significantly longer than -VV for NKF (by an average of 26 
msec). No significant difference in rhyme duration is observed between -VV and -VN 
for TTF. The result of the two-factor ANOVA (factor one = rhyme types; factor two = 
informants) statistically shows that there is a between-speaker difference in the duration 
realisation of Type A between -VV and - VN rhymes [F-test = 26.596; p = 0.0001].
Although the above conflicting observation was made amongst the informants in terms 
of the durations of Type A -VV and -VN rhymes, as a whole it is statistically shown that 
the duration of-VV rhyme is significantly longer than -VN rhyme [F-test = 4.617; p = 
0.0327].
These above statistical results show that there is a significant difference in the duration 
realisation of Type A between -VV and -VN rhymes, while there is also a 
between-speaker difference in the duration realisation. However, it needs to be noted 
that as mentioned in §5.2.2, some Type A words are accompanied by an audible 
laryngealisation at the end. Therefore, there is a possibility that the between-speaker 
difference as well as the statistically significant difference in duration between the two
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rhyme types might have been influenced by this laryngealisation. The overall 
difference between Type A -VV and -VN rhymes in duration is only 6 msec according 
to Table 5.3. 6 msec is far too short to say that this difference is perceptually
significant. The same comment appears to apply to the informants who showed a 
statistically significant difference between -VV and -VN rhymes. For example, TYM 
shows the largest average difference in duration between -VV and -VN rhymes (31 
msec). However, it is still difficult to say for TYM that the difference in duration 
between -VV and -VN rhymes is perceptually significant because 31 msec is still rather 
short from an auditory point of view.
The mean FO contours of Type A heavy monosyllabic words (-VV and -VN) for the 
four informants are plotted all together as a function of mean absolute duration in Figure 
5.3 and as a function of equalised duration in Figure 5.4. Table 5.4 contains all 
numerical information on which Figure 5.3 and Figure 5.4 are based.
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Figure 5.3: Mean F0 (Hz) as a function of absolute duration (msec) for rhymes in Type A monosyllabic 
words. Empty symbols = -VV rhyme and filled symbols = -VN rhyme. X-axis = absolute duration 
(msec) and Y-axis = F0 (Hz).
O  -VV, TYM 
A -VV, YNM 
V -VV, TTF 
□  -VV, NKF 
•  -VN, TYM 
£  -VN, YNM 
y  -VN, TTF 
B  -VN, NKF
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Figure 5.4: Mean F0 (Hz) as a function of equalised duration (%) for rhymes in Type A monosyllabic 
words. Empty symbols = -VV rhyme and filled symbols = -VN rhyme. X-axis = equalised duration (%) 
and Y-axis = F0 (Hz).
Table 5.4: Mean F0 value (Hz) and sd calculated at each % point of Type A -VV and -VN rhymes. % 
values indicate the % point of rhyme duration at which F0 was sampled. D = rhyme average duration. 
Values in italics = sds.
A _______________ ___________Fundamental Frequency_________________________________D
0 % 10% 2 0 % 3 0 % 4 0 % 50% 6 0 % 7 0 % 8 0 % 9 0 % 100%
-V V
TYM 107.1 113.9 117.0 119 .9 121.0 119.9 116.3 108.6 9 8 .7 8 8 .9 79.5 187
8.2 6.6 5.6 3.2 2 .4 2 .9 4.1 5.4 4.5 2 .8 1.4 23
YNM 111.2 111.0 110.6 109.7 106.9 103.3 99.1 9 4 .9 89 .2 84 .5 80.3 220
6.4 4.6 3.6 3.8 3.3 3.6 3.3 3.2 2.6 2 .0 1.7 31
TTF 207.1 2 1 0 .6 2 1 1 .6 2 0 9 .0 2 0 4 .9 198.2 187 .6 171.9 155 .7 140 .6 130.8 194
14.1 11.6 10.6 8.6 7.1 6.9 7.9 7.8 6.1 6.3 7.8 18
NKF 182.5 186 .0 186.4 184.4 180.5 176.5 169 .2 160.3 145.9 130.8 117.7 185
12.3 5.8 5 .5 4.7 5.1 6.6 6.2 5.4 6.1 3 .9 5.1 17
-V N
TYM 117.1 121 .0 123.4 124.0 122.4 119.0 113 .6 107.4 98.1 88 .6 7 9 .0 156
6.5 5.4 4.9 6.6 7.8 8.1 8 .2 6.6 4 .4 2 .8 2.5 25
YNM 113.8 111.8 109.4 106.2 103.0 9 9 .7 9 6 .3 93 .3 8 9 .0 8 4 .0 81 .8 197
6.3 5 .0 3 .7 3.6 2.4 1.3 1.4 1.6 1.8 2 .6 1.8 28
TTF 2 1 7 .2 2 2 0 .9 2 1 8 .9 2 1 6 .2 2 1 0 .4 2 0 2 .2 191.3 174.1 153.8 134.1 122.4 195
18.2 14.9 12.4 12.7 12.5 11.6 10.9 10.2 8 .0 5.2 1.8 19
N KF 193.7 194.1 193.3 187.9 182.1 176 .0 169.5 158.5 145 .9 133.7 125.2 211
12.2 7.2 8 .7 8.1 7.0 5 .5 4 .7 3 .7 3 .8 5 .9 9.5 20
It can be seen from Figure 5.3 and Figure 5.4 that there is virtually no overlap in the F0 
ranges that the male and the female informants use for Type A heavy monosyllabic 
words. The mean F0 values presented in Table 5.4 show that the F0 range of the female 
informants is between 117.7 Hz and 220.9 Hz while that of the male informants is 
between 79.0 Hz and 124.0 Hz.
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Some differences in the FO realisation of Type A between -VV and -VN rhymes can be 
observed in all informants when FO values are plotted as a function of absolute duration 
(Figure 5.3). However, the magnitude and the locations of the differences vary 
depending on the informants in absolute duration. For example, as for TTF, the 
difference in FO contour is observed in the first half of the FO time course. As for NKF, 
the difference in FO curve between -VV and -VN rhymes is observed throughout the 
entire FO time course.
When FO values are plotted as a function of equalised duration (Figure 5.4), a similarity 
can be observed across the informants in terms of the magnitude and the location of the 
difference caused by -VV and -VN rhymes. Most importantly, for three out of the four 
informants (TTF, NKF and TYM), FO is realised higher in -VN rhyme than -VV rhyme 
in the initial half of the FO time course as opposed to they have almost identical FO 
contour in the second half. As for YNM, both -VV and -VN rhymes have an almost 
identical FO contour throughout the entire FO time course.
A possibly intrinsic durational difference between Type A -VV and -VN (-VV is 
longer than -VN) has been discussed at the beginning of the current subsection. The 
fact that a better result can be obtained when FO is plotted against equalised duration 
can be interpreted in two different ways regarding the duration of the different rhyme 
types and FO realisation. One is that -VV is indeed intrinsically longer than -VN, and 
that the FO is produced to take that into account. The other is that there is no difference 
between-VV and -VN in duration and that this is confirmed by the better result with 
equalised duration. It is difficult to conclude which is the correct one. However, 
judging also from the fact that the durational difference between -VV and -VN is 
perceptually insignificant (only 6 msec), the latter interpretation appears to be more 
plausible. Yet, this point needs to be further investigated.
What all informants have in common in terms of FO shape is that all of them exhibit a 
falling FO contour. The falling FO contour of Type A heavy monosyllabic words is 
interesting when it is compared to the pitch pattern of Type A light monosyllabic words. 
As I mentioned in Chapter 2, two pitch patterns—a falling pitch and a high level pitch— 
have been reported for Type A light monosyllabic words, and the high level pitch seems 
to be the standard pitch realisation of Type A light monosyllabic words particularly
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these days. Unlike Type A light monosyllabic words, Type A heavy monosyllabic 
words have without fail a falling contour.
A close observation of the FO shapes given in Figure 5.3 and Figure 5.4 reveals that 
there are three different FO falling shapes. Firstly, YNM shows a relatively constant FO 
derivative; secondly, TTF and NKF have an early shoulder; and thirdly TYM has a 
convex-like contour. Although these three FO contours were observed between the 
informants, each informant shows an almost identical FO contour for both Type A -VV 
and -VN rhymes, except for the early stage of the FO contour when they are plotted in 
equalised duration.
A cross-informant comparison of Figure 5.3 and Figure 5.4 reveals that both female 
informants (TTF and NKF) share very similar offset values (around 130 Hz) but differ 
in the onset value. The male informants (TYM and YNM) appear to share very similar 
onset and offset values (around 110 Hz and 80 Hz, respectively). That is, 
between-speaker differences are observed in the earlier stage of FO contour for the 
female informants and in the intermediate stage for the male informants.
In order to ascertain that the different FO contours observed amongst the informants are 
not artefacts of the arithmetical means calculated from the individual FO values of the 
target words, the mean FO contour of each target Type A heavy monosyllabic word is 
individually presented in Figure 5.5. The numerical information of Figure 5.5 is given 
in Appendix Three.
-VV -VN
TYM140. . . .
*; shut  ne-
0 60 80 100 60 80 100
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Figure 5.5: Mean FO (Hz) as a function of equalised duration (%) for rhymes in each Type A 
monosyllabic target word. X-axis = equalised duration (%) and Y-axis = FO (Hz). The FO range of 
Y-axis = 100 Hz for TYM, YNM, and NKF, and 150 Hz for TTF.
It can be seen from Figure 5.5 that there are some minor differences between target 
words at the early stage of their FO time courses. As for Type A monosyllabic words 
having a -VV rhyme, the onset alveolar fricative appearing in [suu] (□) is associated 
with higher FO onset values compared to the other target words for all informants. 
Although some other minor microprosodic segmental effects can be identified in the 
rhyme FO contour in question, the magnitude or the type of the segmental effects 
depends on the informants. For example, the syllable onset voiced velar stop of [goi] 
(A) appears to be associated with lower FO values in the initial stage in TYM, but with
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higher FO in NKF, compared to the other target words. One might think that this 
between-speaker difference in the intrinsic effect of [g] is due to the voicing status of 
the consonant because Japanese voiced oral stops are not always fully phonetically 
voiced (e.g. fully voiced [g] for TYM and phonetically voiceless [g] for NKJ).
However, it has been reported that the phonetic voicing status of voiced stop consonants 
and its perturbatory effect are not correlated (Ishihara, 1998b).
As for Type A monosyllabic words having a -VN rhyme, the microprosodic effect that 
all informants appear to have in common is that the voiceless velar stop of [kin] (A) 
possibly together with the high front vowel of the same word, is associated with higher 
FO onset compared to the other target words. However, like the case of -VV rhyme, 
other possible microprosodic segmental effects do not have consistent effects amongst 
the informants in the -VN rhyme.
As can be seen from Figure 5.5, the differences in FO realisation observed in the early 
stages decrease over time towards the offset in both Type A monosyllabic words having 
a -VV rhyme and a -VN rhyme. This point can also be seen from Table 5.4 in which 
sds become smaller towards the offsets. In most cases, the smallest sds are identified 
between the 70% and the 100% points.
5.4.1.2 NORMALISATION DATA FOR TYPE A HEAVY MONOSYLLABIC 
WORDS
In this subsection, first of all, the intrinsic acoustic allotones of Type A associated with 
different syllable rhymes (-VV and -VN) are acoustically-phonetically described in 
§5.4.1.2.1. On the basis of the descriptions made in §5.4.1.2.1, a possible 
linguistic-phonetic representation of Type A on heavy monosyllables is discussed and 
presented in §5.4.1.2.2.
5.4.1.2.1 INTRINSIC ACOUSTIC ALLOTONE OF TYPE A ON -VV AND -VN 
RHYMES
The log z-score normalised FO contours observed in Type A heavy monosyllabic words 
having either a -VV or a -VN rhyme are plotted against mean absolute rhyme duration 
in Figure 5.6, and against equalised rhyme duration in Figure 5.7. The log intrinsic FO
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normalisation parameters given in Table 5.2 were used for the normalisation, as 
discussed in Chapter 4. The numerical information of Figure 5.6 and Figure 5.7 is given 
in Appendix Three.
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Figure 5.6: Mean normalised F0 contours as a function of absolute duration (msec) for rhymes (-VV 
and -VN) in Type A monosyllabic words, plotted across all informants. X-axis = absolute duration 
(msec) and Y-axis = log z-score value.
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Figure 5.7: Mean normalised F0 contours as a function of equalised duration (%) for rhymes (-VV 
and -VN) in Type A monosyllabic words, plotted across all informants. X-axis = equalised duration (%) 
and Y-axis = log z-score value.
First of all, as can be seen from Figure 5.6 and Figure 5.7, the log z-score normalisation 
is very successful in reducing the non-linguistic between-speaker differences observed 
in the raw F0 data. However, some linguistic between-speaker differences can still be 
perceived in Figure 5.6 and Figure 5.7. In Figure 5.6a and Figure 5.7a, it can be seen 
that YNM, TTF, and NKF show a delayed falling contour with different degree of 
shoulder in the earlier stage for Type A -VV. Like his raw F0 contours, TYM shows a 
convex-like contour in Figure 5.6a and Figure 5.7a, as well. In Figure 5.6b and Figure
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5.7b, TTF and NKF have a delayed falling contour for Type A -VN. Like the 
corresponding -VV, TYM has a convex-like contour for Type A -VN as well. Unlike 
the other informants, YNM shows a straight falling shape for Type A -VN. There is a 
minor difference in the onset value between the informants, while they share a very 
similar offset value for Type A -VN.
The overall mean log z-score normalised FO values obtained from Type A monosyllabic 
words having a -VV rhyme and a -VN rhyme are presented with sds above and below 
the mean values against mean absolute duration in Figure 5.8, and against equalised 
duration in Figure 5.9. Table 5.5 presents the numerical data on which Figure 5.8 and 
Figure 5.9 are based. It needs to be noted that since normalisation is based on the 
standard deviation of the sample, standard deviation (SD) is used as the unit for Y-axis 
(normalised FO value).
O -VV
...; •  -VN
-2.5-.~
Figure 5.8: Mean log z-score normalised FO as a function of absolute duration (msec) for rhymes in Type 
A heavy monosyllabic words. Empty circle = -VV rhyme and filled circle = -VN rhyme. Vertical bars 
indicate one sd above and below the mean. X-axis = absolute duration (msec) and Y-axis = log z-score 
value.
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Figure 5.9: Mean log z-score normalised FO as a function of equalised duration (%) for rhymes in Type A 
heavy monosyllabic words. Empty circle = -VV rhyme and filled circle = -VN rhyme. Vertical bars 
indicate one sd above and below the mean. X-axis = equalised duration (%) and Y-axis = log z-score 
value.
Table 5.5: The overall mean normalised FO values obtained for Type A -VV and -VN with sds, and the 
results of the t-tests between them at each % point. Top values = mean normalised FO values and bottom 
values in italics = sds. *** stands for p < 0.001, ** for 0.001 < p < 0.01, and ~ for no significant 
difference (p > 0.05). D = duration (msec).
A ________________________Log z-score normalised values and t-test
0% 10% 20% 30% 40% 50% 60% 70% 80% 90% 100% D
■VV 0.79 0.94 0.99 0.96 0.85 0.64 0.32 -0.13 -0.78 -1.48 -2.17 196
sd 0.75 0.53 0.50 0.45 0.44 0.47 0.52 0.56 0.57 0.53 0.78 27
P *** * * * ** ~ ~ ~ ~ ~ ~ ~ ~
■VN 1.19 1.23 1.19 1.04 0.83 0.56 0.23 -0.21 -0.83 -1.53 -2.07 190
sd 0.66 0.52 0.48 0.48 0.49 0.53 0.57 0.56 0.55 0.60 0.60 31
The means and sds of the normalised curves, as shown in Figure 5.8 and Figure 5.9, 
present the magnitude of expected variations in the normalised F0 contours of Type A 
heavy monosyllabic words. That is, ‘assuming normally distributed normalised values, 
two standard deviations around the mean will include about 68% of all observations’ 
(Rose, 1993: 201-202). In other words, if ‘every further n speakers investigated under 
the same condition, n x 0.68 of these would be expected to...[be] lying within the 
standard deviation corridors’ shown in Figure 5.9 (Rose, 1993: 202). The average sd of 
the sampled normalised F0 values is 0.55 for Type A -VV and 0.54 for Type A -VN, 
and they do not differ significantly (p > 0.887). According to Table 5.5, the onset and 
offset sds are relatively large compared to the rest of the measuring points. This is 
particularly so in Type A -VV.
Some differences between -VV and -VN can be observed throughout the mean 
normalised F0 time course when the mean normalised F0 curves are plotted as a
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function of absolute duration (Figure 5.8). On the other hand, Type A -VV and -VN 
have an identical contour after the 30% point when they are plotted together as a 
function of equalised duration (Figure 5.9). The maximum difference in normalised F0 
values between Type A -VV and -VN can be observed at the onset point (= 0.4 SD), and 
the gap between them decreases towards the 30% point. This observation from the 
normalised F0 contours in Type A -VV and -VN corresponds to what was observed in 
the raw F0 contours for each informant (Figure 5.4). An unpaired two-tail t-test was 
conducted on each % point of the rhyme. The results of these t-tests are presented in 
Table 5.5. Note that t-tests can be used to compare the normalised F0 realisations of 
Type A -VV and -VN because this comparison is based on normalised F0 values.
As the results of the t-tests given in Table 5.5 show, Type A -VN has significantly 
higher normalised F0 values than Type A -VV from the onset until some point between 
the 20% and 30% points.
These results indicate that the F0 mapping onto a Type A heavy monosyllabic word 
significantly differs depending on the constituents of the rhyme. Type A -VN has a 
higher F0 realisation in the early stage of its contour than Type A -VV. What is 
interesting here is obvious that, although the difference is the final segment of the 
rhyme (a vowel vs. a nasal), the acoustic difference appears at the beginning of the 
rhyme (= in the nucleus).
A very similar effect of the nasal coda is found in a Chinese dialect. Rose (1992) 
investigated the microprosodic effect of a syllable coda nasal segment on the F0 
realisation of the tones of a Chinese dialect (Zhenhai), and found that the syllable coda 
nasal has an F0 raising effect on the high falling type (Tone 1) and the low convex type 
(Tone 3). In Tone 1 which has a very similar F0 contour to that of Type A 
monosyllabic words, the effect caused by the syllable coda nasal is greatly observed in 
the syllable nucleus (or, in other words, in the early stage of the F0 time course). This 
observation about Zhenhai Tone 1 is identical to what I have described above for KJ’s 
Type A monosyllabic words. As with Tone 3 (low convex tone), however, the effect 
caused by the syllable coda nasal is significantly observed in the syllable coda (not in 
the early stage of the F0 time course). That is, the location where the microprosodic 
effect of the coda nasal is most significantly exemplified in a syllable depends on the 
contour type of a tone. This is because the intrinsic effect of the syllable nasal coda is
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most significantly exemplified not in the early stage of Tone 1 or Tone 3 FO time course 
but at the FO peak in Zhenhai.
Judging from what can be observed from the microprosodic effect of the syllable coda 
nasal in Zhenhai, although I mentioned that the effect of KJ’s syllable coda nasal is 
most significantly observed in the syllable nucleus (= in the early stage of the rhyme), it 
is not clear whether the effect appears in the syllable nucleus (= in the early stage of a 
contour) or simply appears at the FO peak because the falling contour that KJ’s Type A 
heavy monosyllabic words exhibit has its FO peak in the syllable nucleus. Table 5.6 
contains the mean maximum and minimum normalised FO values (norm Fmax and 
norm Fmin) of Type A -VV and -VN, and the results of the t-tests performed between 
these rhymes.
Table 5.6: The average maximum and minimum normalised FO values (norm Fmax and Fmin) for Type 
A -VV rhyme and -VN rhyme with sds (in parenthesis), and the results of the t-tests between them for 
norm Fmax and Fmin values. *** stands for p < 0.001 and ~ for no significant difference (p > 0.05).
-VV -VN
norm Fmax 
norm Fmin
1.215 (0.550) 1.468 (0.559)
-2.192 (0.758) -2.081 (0.596)
t-test -VV vs. -VN
norm Fmax ***
norm Fmin
As can be seen from Table 5.6, Type A -VV and -VN exhibit a significant difference at 
their peak F0 points as well. The average maximum normalised F0 value is 1.215 SDs 
for -VV and 1.468 SDs for -VN. Unlike the peak F0 points, no significant difference 
was observed at their F0 valley points, which appear at the offset. As can be seen from 
Table 5.6, it is possible to say that Type A -VN is associated with a higher F0 peak than 
Type A -VV rhyme as equally as to say that Type A -VN is associated with higher F0 
values than Type A -VV rhyme in the initial stage of its contour. Therefore, it is not 
clear at this stage whether the coda nasal is associated with a high F0 realisation in the 
early stage of the contour or at its peak. This point will be further discussed and 
clarified in §5.4.2.3 in which the data of Type B heavy monosyllabic words is available.
An obvious question has not been answered yet regarding the difference in the F0 
realisation of Type A between -VV and -VN. This question is: ‘What causes the 
difference in the F0 realisation of Type A between -VV and -VN rhymes?’ This point 
is discussed in §5.4.1.2.2 below.
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5.4.1.2.2 LINGUISTIC-PHONETIC REPRESENTAION OF TYPE A ON 
HEAVY MONOSYLLABLES
In §5.4.1.2.1, the F0 realisations of Type A on -VV and -VN rhymes were 
acoustically-phonetically described. In this subsection, a possible linguistic-phonetic 
representation of Type A on heavy monosyllables is discussed and presented on the 
basis of the F0 descriptions made in §5.4.1.2.1.
In the descriptions in §5.4.1.24, the difference in the F0 realisation of Type A in -VV 
and -VN rhymes was assumed to be due to the intrinsic perturbatory effect of the nasal 
coda of-VN rhyme. This description implies that the F0 contour of Type A -VV is the 
unmarked F0 realisation of Type A on heavy monosyllabic words, and that this 
unmarked F0 realisation is perturbed by the coda nasal in the -VN rhyme.
Regarding the difficulties in precisely deriving a linguistic-phonetic representation of a 
tone, Rose (1997: 193) mentions as follows:
“Due to the well-known assumed intrinsic effects from concomitant segmental 
articulation, tones can never be acoustically observed independent of their 
segmental realisation. Because these effects are differential, it is not possible to 
infer a representative tonal shape from segmentally invariant data: to look at the 
F0 shape of a particular tone on a [u] vowel, for example, and assume this is also 
the shape representative of the tone”.
Therefore, we have to be careful with the procedure of obtaining a linguistic-phonetic 
representation of Type A on heavy monosyllables. Theoretically speaking, two other 
interpretations are also possible apart from the ‘-VV as basic’ assumption. The first 
one is that the mean normalised F0 taken from the normalised F0 contours of Type 
A -VV and -VN rhymes is the true unmarked contour, and the F0 contours observed in 
Type A -VV and -VN rhymes are in fact both diversions from the mean normalised F0 
contour. The other one is that the normalised F0 contour observed in Type A -VN 
rhyme is the unmarked case, and that the unmarked F0 realisation is perturbed by -VV 
rhyme. These arguments are closely related to how a linguistic-phonetic representation 
of Type A on heavy monosyllables should be derived.
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Addressing the first possibility—whereby both -VV and -VN FO shapes are assumed to 
constitute deviations from a mean specification—one would have to explain why 
the -VV allotype is perturbed downwards. If it were based only on low vowels, for 
example, this would be possible, given the well-known intrinsic relationship between 
vowel height and FO. However, since the -VV is based on vowels with different 
heights, this explanation is not adequate. Addressing the second possibility— 
whereby -VV is perturbed downwards from a basic -VN—no plausible reason can be 
found to consider that -VV rhyme induces a perturbation (i.e. FO depression or 
undershoot) by setting -VN is the unmarked case. On the other hand, as done in 
§5.4.1.2.1, it appears to be more reasonable to treat the higher FO realisation of Type A 
on -VN as a deviation from the unmarked case (which is Type A -VV). This is because 
the higher FO realisation of Type A -VN compared to Type A -VV can be considered as 
a result of the articulatory mechanism associated with the production of the nasal coda.
The phonetic realisation of the word final /N/ is not entirely clear in SJ. However, it is 
generally accepted that it is realised as a sound close to the uvular nasal [N] in careful 
speech at the word final position (Kawakami, 1977: 43; Shibatani, 1990: 169). I have 
the impression that the KJ word final nasal varies between uvular and velar in its place 
of articulation. Phonologically speaking, the uvular nasal is a [-high] nasal, implying 
that the body of the tongue is not raised in its production. However, some degree of 
vertical movement of the tongue needs to be associated with the production of the 
uvular nasal (Catford, 1977: 185; Laver, 1994: 210).
It has been argued that the vertical movement increases the tension of vocal cords, 
resulting in a higher FO (Ohala and Eukel, 1976; Honda, et al., 1999). If it is so 
assumed, it can be considered that the normalised FO realisation of Type A on -VV 
rhyme is the unmarked FO realisation of Type A on heavy monosyllables, and that the 
unmarked FO realisation is perturbed (i.e. boosted) by -VN in Type A monosyllabic 
words. Hence, the normalised FO contour of Type A on -VV rhyme can be accepted as 
the best linguistic-phonetic representation of Type A on heavy monosyllables. The 
normalised FO contour of Type A on -VV rhyme is given in Figure 5.10 as a 
linguistic-phonetic representation of Type A on heavy monosyllables.
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Figure 5.10: A linguistic-phonetic representation of Type A on heavy monosyllables. X-axis = equalised 
duration (%) and Y-axis = log z-score value.
This linguistic-phonetic representation can now be used to compare with that of Type B 
for heavy monosyllables, or even with other varieties of Japanese.
5.4.1.3 SUMMARY: TYPE A HEAVY MONOSYLLABLES
We have investigated the F0 realisation of Type A on heavy monosyllables in this 
section. For this investigation, first of all, we have acoustically-phonetically described 
how the FO realisation of Type A is mapped onto different syllable rhyme structures 
(-VV and -VN). A linguistic-phonetic representation of Type A on heavy 
monosyllables was presented on the basis of the descriptive results.
The main findings of this subsection are as follows. 1) Type A heavy monosyllabic 
words have a falling contour. 2) Normalisation is successful in reducing non-linguistic 
between-speaker differences to reveal two acoustic allotones intrinsically caused by 
different rhyme structures. 3) Intrinsic differences in FO realisation are observed as a 
function of rhyme structures (-VV and -VN rhymes). Namely, Type A -VN rhyme is 
associated with a higher FO realisation than -VV rhyme. However, it is not certain at 
this stage whether the effect of the nasal coda is significantly exemplified at the peak 
point or in the early stage of the contour. 4) It is argued that the higher FO value 
associated with -VN rhyme is due to the articulatory mechanism involved in the coda 
nasal. 5) As a result, the mean normalised FO shape of Type A in -VV rhyme is 
presented as a linguistic-phonetic representation of Type A on heavy monosyllables.
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5.4.2 TYPE B HEAVY MONOSYLLABIC WORDS
As was done for Type A heavy monosyllabic words, the FO realisation of Type B on 
heavy monosyllables is investigated in this section using -VV and -VN rhymes. 
Besides the intrinsic effects associated with the rhyme structures, other allotones 
observed in Type B heavy monosyllabic words are also investigated in §5.4.2.2. Some 
evidence for these allotones of Type B heavy monosyllabic words are given in 
§5.4.2.2.4. A possible cause of these allotones is discussed in §5.4.2.2.5. In §5.4.2.3, it 
will be investigated if the intrinsic effect of the different syllable rhyme structures 
observed in Type A is also observed in Type B. Based on the descriptive results of the 
allotones, possible linguistic-phonetic representations of Type B on heavy 
monosyllables are discussed and presented in §5.4.2.4. In §5.4.2.5, the findings
regarding Type B heavy monosyllables are summarised.
5.4.2.1 RAW DATA FOR TYPE B HEAVY MONOSYLLABIC WORDS
Following the same procedure used in §5.4.1.1 in which the FO data of Type A heavy 
monosyllabic words was investigated, the rhyme duration values of Type B -VV 
and -VN will be presented first, and then they will be compared. The mean duration 
values of Type B -VV and -VN rhymes and the sds of them are given in Table 5.7 for 
each informant. Table 5.7 also includes the individual results of the t-tests performed 
between Type B -VV and -VN rhymes. An overall duration comparison between Type 
B -VV and -VN rhymes was also performed using two-factor ANOVA, and the result is 
also given in Table 5.7.
Table 5.7: The mean durations of Type B -VV and -VN rhymes (msec); the results of the individual 
t-tests and the overall ANOVA between -VV and -VN rhymes. * stands for 0.01 < p < 0.05 and ~ for no 
significant difference (p > 0.05). Values in brackets are sds.
TYM YNM TTF NKF Overall
ANOVA
-VV 280(47) 339 (71) 290 (43) 270 (39) 295(57)
-VN 256 (25) 301 (43) 265 (21) 269 (28) 273 (35)
Average Total 268 320 277.5 269.5 284
P * * * ~ 0.0001
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According to Table 5.7, Type B -VN rhyme has a significantly shorter duration than 
Type B -VV rhyme for TYM, YNM and TTF whereas no significant difference was 
observed for NKF. The longest duration is observed in YNM for both -VV and -VN 
rhymes (339 msec and 301 msec, respectively). NKF and TYM exhibit the shortest 
rhyme duration for Type B -VV (270 msec) and -VN (256 msec), respectively. As for 
the overall comparison, the two-factor ANOVA (factor one = rhyme types; factor two = 
informants) statistically shows that -VN rhyme is significantly shorter in duration by an 
average of 22 msec than -VV rhyme [F-test = 15.160; p = 0.0001]. However, 22 msec 
is not significantly long from a perceptual point of view. The difference in duration 
between Type B -VV and -VN rhymes may be because -VV rhyme has a rising allotone. 
Although it will be presented later, the rising allotone is significantly longer than the 
other allotones. These allotones appearing in Type B heavy monosyllabic words will be 
presented and discussed in §5.4.2.2.
A comparison of the rhyme duration values between Type A and Type B (Table 5.3 and 
Table 5.7) reveals that Type B -VV and -VN have longer duration than Type A -VV 
and -VN by an average of 99 msec and 83 msec, respectively. A three-factor ANOVA 
(factor one = rhyme types; factor two = informants; factor three = accentual types) 
proves that Type B rhyme is significantly longer than Type A rhyme [F-test = 747.958; 
p = 0.0001]. This difference in duration between Type A and Type B rhymes may be 
due to the laryngealisation observed at the offset of Type A rhyme. The phonation of 
Type B rhyme may be maintained longer because the offset of Type B rhyme is free 
from the obstruction resulting from the laryngealisation.
The mean F0 contours observed in Type B -VV and -VN are plotted all together as a 
function of mean absolute duration in Figure 5.11 and as a function of equalised 
duration in Figure 5.12 for the four informants. Table 5.8 contains all their numerical 
data.
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O -VV, TYM 
A -VV, YNM 
V -VV, TTF 
□  -VV, NKF 
•  -VN, TYM 
£  -VN, YNM 
y  -VN, TTF 
■  -VN, NKF
Figure 5.11: Mean FO (Hz) as a function of absolute duration (msec) for rhymes in Type B monosyllabic 
words. Empty symbols = -VV rhyme and filled symbols = -VN rhyme. X-axis = absolute duration 
(msec) and Y-axis = FO (Hz).
220 . . . , ..... i ........... T T F  ■ ;• 
TYM
YNM
O -VV, TYM 
A -VV, YNM
V -VV, TTF 
□  -VV, NKF 
•  -VN, TYM 
£  -VN, YNM
Y -VN, TTF 
B  -VN, NKF
Figure 5.12: Mean FO (Hz) as a function of equalised duration (%) for rhymes in Type B monosyllabic 
words. Empty symbols = -VV rhyme and filled symbols = -VN rhyme. X-axis = equalised duration (%) 
and Y-axis = FO (Hz).
Comparing Figure 5.11 and Figure 5.12, some similar differences between Type B -VV 
and -VN across the informants can be more clearly recognised in equalised duration. It 
can be seen from Figure 5.11 and Figure 5.12 that all four informants have higher FO 
values in Type B -VN than -VV approximately in the first half of the FO time courses. 
In TYM, TTF and NKF, Type B -VN has considerably higher FO values than -VV, and 
in YNM Type B -VN is marginally higher than -VV. This observed difference between 
Type B -VV and -VN is very similar to the difference between Type A -VV and -VN in 
that -VN is associated with higher FO than -VV in the early stage of its FO time course.
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T a b le  5 .8: M e a n  FO v a lu e  (H z )  c a lc u la te d  a t e a c h  %  p o in t o f  T y p e  B  -V V  an d  - 
%  v a lu e s  in d ic a te  th a t %  p o in t o f  rh y m e  d u ra tio n  a t w h ic h  FO w a s  s a m p le d . D  =  
V a lu e s  in ita lic s  =  sd s .
V N  rh y m e s  an d  th e  sds. 
a v e ra g e  rh y m e  d u ra tio n .
B F u n d a m e n ta l F re q u e n c y D
0 % 10% 20% 3 0 % 4 0 % 5 0 % 6 0 % 7 0 % 8 0 % 9 0 % 100%
-V V
TYM 9 4 .0 9 9 .0 103.2 106 .8 109.5 111.0 112 .6 113.1 112.3 112 .4 110 .9 2 8 0
9.1 8 .7 8.9 8.1 7.3 6.3 5 .8 6.2 6.3 7.1 7.1 47
YNM 103.1 101 .3 9 9 .9 100.3 100.0 100.1 9 9 .8 9 9 .5 9 8 .6 9 8 .2 9 9 .2 33 9
2.5 3.5 3.4 3.6 3.4 3.3 3.3 3 .8 4.2 4.5 4.8 71
TTF 189.7 192 .9 195.1 196.3 198 .0 199 .4 2 0 1 .4 2 0 1 .9 2 0 0 .8 200.2 199 .4 2 9 0
11.1 12.6 14.0 13.9 13.3 11.6 12.1 12.2 12.2 13.2 14.0 43
NKF 168.1 169.3 170.2 169 .9 170.3 170 .9 171 .6 172 .6 174 .4 173 .0 168.8 2 7 0
11.3 10.5 11.0 10.5 9.7 8 .9 7.4 7.3 8.4 8.2 10.0 39
-V N
TYM 104.9 106 .6 110.1 112.5 113 .6 114 .2 113 .4 112 .5 110 .7 109.5 108 .4 2 5 6
7.2 8 .0 7.9 7.2 7.1 7.2 7.5 7.6 7.2 6 .9 6.9 26
YNM 106.2 103 .7 102.8 102 .0 101.5 100 .9 100 .2 9 9 .4 9 8 .5 9 8 .6 100.3 301
2 .9 4.6 4.9 4 .0 3.6 3.2 3 .6 3.4 3.4 3.5 4.0 43
TTF 2 0 8 .6 2 1 0 .3 2 1 0 .4 2 0 9 .8 2 0 8 .8 2 0 6 .9 2 0 5 .0 2 0 5 .0 2 0 3 .9 2 0 3 .5 2 0 2 .2 265
14.9 14.5 13.3 12.4 11.2 12.3 12.4 1 3 .2 13.2 14.8 14.7 21
NKF 181.5 179 .0 178.8 177.8 177 .0 175.8 175 .4 175.1 175.5 174.3 172 .6 2 6 9
5 .7 3.3 3.4 4.5 4.1 4.1 3 .8 3.8 3.1 3.3 3.2 28
Figure 5.11 and Figure 5.12 show that the male and the female informants clearly have 
a different FO range for the realisation of Type B in heavy monosyllabic words. As far 
as the mean FO values presented in Table 5.8 are concerned, the FO range of the male 
informants is between 98.5 Hz and 114.2 Hz in Type B heavy monosyllabic words, 
while that of the females is between 168.1 Hz and 210.4 Hz. The female informants 
appear to share rather similar FO contours for both Type B -VV and -VN. The female 
informants show a very moderate rising FO contour for Type B -VV as opposed to a 
very moderate falling FO contour for Type B -VN. For TYM, both -VV and -VN have a 
slightly rising contour over the first half of their FO time courses and a level shape over 
the second half. YNM shows a very flat shape for both -VV and -VN.
5.4.2.2 OTHER ALLOTONES OF TYPE B HEAVY MONOSYLLABIC WORDS
Although Figure 5.11 and Figure 5.12 are presented from a rhyme-structure point of 
view, the FO contours observed in the rhymes of the target Type B heavy monosyllabic 
words are not as uniform as those of the target Type A heavy monosyllabic words. 
Presenting the results first, although some minor between-speaker differences can be 
observed in FO shape, possibly two variations—rising and level—in Type B -VV and 
one variation—level—in Type B -VN can be identified. The difference between the
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rising and the level is audible. This is significantly different from Type A monosyllabic 
words which show a clear falling contour regardless of the target words. Therefore, as 
with Type B heavy monosyllabic words, it is necessary to look at the FO contour of each 
target word because there is a possibility of other intrinsic effects than the different 
rhyme structures.
In this subsection, therefore, some variations observed within Type B heavy 
monosyllables are described first of all. These variations are investigated first using the 
raw FO values for -VV in §5.4.2.2.1 and for -VN in §5.4.2.2.2. These variations are 
described using log z-score normalised data in §5.4.2.2.3. Some evidence for these 
variations is provided in §5.4.2.2.4, and the cause of these variations is discussed in 
§5.4.2.2.5.
5.4.2.2.1 SOME ALLOTONES OBSERVED IN TYPE B -VV RHYME
Figure 5.13 contains the mean FO curve of each Type B target word having a -VV 
rhyme. The numerical information of Figure 5.13 is given in Appendix Three. In 
Figure 5.13, different Y-axis scales are used for different informants to make the FO 
time course of each allotone clearer. However, it should be noted that this sort of 
presentation biases the magnitude of FO change. Note also that different symbols are 
used in Figure 5.13 for the informants so that different allotones are easily recognised 
for each informant. However, filled symbols are used for the rising type and empty 
symbols for the level type.
TYM YNM
lA au A dai
I m  i ß  i y  ii
100.....Tx
1 1 0 ......
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TTF NKF
▲ ao 9  au
180......i
Figure 5.13: Mean F0 (Hz) as a function of equalised duration (%) for each Type B monosyllabic target 
word having a -VV rhyme. X-axis = equalised duration (%) and Y-axis = F0 (Hz). The F0 range of 
Y-axis is 60 Hz for TYM, TTF and NKF, and 30 Hz for YNM. Figures a, b, c, and d are for TYM, YNM, 
TTF, and NKF, respectively.
Seven target words—[ai], [ao], [au], [dai], [gei], [ie] and [ii]—were used for Type 
B -VV rhyme. The contrasts between these target words are: 1) the difference in 
absence and presence of an initial stop consonant (C = [d, g, 0]); 2) the first vowel type 
(V| = [i, a, e]); and 3) the second vowel type (V2 = [i, u, e, o]).
As mentioned above, it can be recognised from Figure 5.13 that the F0 contours of Type 
B monosyllabic words having a -VV rhyme are not as uniform as the F0 contours of 
Type A monosyllabic words having a -VV rhyme. However, some consistent 
characteristics can be observed in Figure 5.13 for three informants (TYM, YNM and 
TTF) and to a large extent for NKF. These characteristics are 1) that two groups can be 
observed in terms of F0 contours: one group can be best characterised by calling it a 
rising group, and the other can be satisfactorily characterised as a level group by being 
Procrustean, and 2) that [ao], [au] and [ie] make up the first group whereas [ai], [dai], 
[gei] and [ii] make up the second. Please note that the term level is used for the second 
group mainly from a perceptual point of view, yet the level group contains a moderate 
falling component in F0 contour. These groups do not correspond to any reasonable 
natural classes. These consistencies are schematically presented in Figure 5.14.
The only difference that can be identified between the first and the second group is that 
the V2 of a ViV2 is not [i] in the first group whereas the VV ends with [i] in the second 
group (in other words, the V2 of a ViV2 is [i]).
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[ai, dai, gei, ii]
•  -VV rising 
O -W  level[ao, au, iel
Figure 5.14: The Schematic FO contours of the allotones observed in Type B target words having a -VV 
rhyme.
Although some between-speaker differences can be observed in FO shape, all informants 
exhibit a rising FO derivative in the first group [ao, au, ie]. The second group [ai, dai, 
gei, ii] is less homogeneous than the first group, as TYM’s FO shapes, although they fall 
towards the offset, also rise in the first half of their duration. Two types of falling at 
least can be observed in the second group: a straight moderate falling as YNM shows; 
and a moderate rising-falling as TYM and TTF show. This might be due to a 
between-speaker variation in onset perturbations. Nevertheless, as far as TYM, YNM 
and TTF are concerned, the second group contains some degree of a falling component.
In NKF, like the other informants, [ao], [au] and [ie] exhibit a rising FO contour. 
However, unlike the other informants, [ai] also has a rising FO contour. As for [dai], 
[gei] and [ii], they show a moderate falling or an almost level FO shape in NKF.
The variations presented in Figure 5.14 do not result from the microprosodic effects of 
the constituent segments. For example, the rising contour of [ao] and [au] is predictable 
by assuming the expected intrinsic effects associated with vowel heights, but the rising 
contour of [ie] cannot be explained in the same sense. Likewise, the moderate falling 
contour of [ai] and [dai] cannot be accounted for from the intrinsic effects associated 
with vowel heights, either.
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5A2.2.2 SOME ALLOTONES OBSERVED IN TYPE B -VN RHYME
The allotone observed in Type B heavy monosyllabic words having a -VN rhyme is 
described in this subsection. The presentational procedure of Figure 5.15, in which the 
mean F0 contour calculated for each target word having a -VN rhyme is presented, is 
the same as that of Figure 5.13. The numerical information of Figure 5.15 is given in 
Appendix Three. Five target words—[dan], [gun], [ken], [hon] and [man]—were used 
for Type B monosyllabic target words having a -VN rhyme. The contrasts between 
these target words are: 1) the voicing condition of the initial consonant (C = [d, g, k, h, 
m]); and 2) the vowel type (V = [a, u, e, o]).
TYM YNM
no....
9 5 ....... j...
dan A gun y? 
man ;
NKF
100-.... j—
O Man A igun Vi ken 
□  ihon O iman i
80-....
gun V ken □  hon K> man!dan A
160....
IQ dan ^  gun jy ken 
p  Hon jj> man j
150....
Figure 5.15: Mean F0 (Hz) as a function of equalised duration (%) for each Type B monosyllabic target 
word having a -V N  rhyme. X-axis = equalised duration (%) and Y-axis = F0 (Hz). The presentational 
procedure is the same as Figure 5.13.
The most significant difference of Type B -VN from Type B -VV is that Type B -VN 
does not exhibit a rising contour. So, what can be observed in Type B -VN is a level
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type. Like the level group of Type B —VV, although some degree of a falling 
component can be recognised in its FO contour, the word level is used to describe the 
variation observed in Type B -VN. This is because the falling in FO observed in Type 
B -VN is very moderate (not like the FO falling observed in Type A heavy 
monosyllables) and it is perceptually a level pitch.
A straight falling contour can be seen in [ken] for TYM and TTF compared to the other 
target words. This is possibly due to the perturbatory effect associated with the 
voiceless velar stop [k]. All target words except for the [ken] of TYM and TTF show a 
very similar contour shape (level or very moderate falling) for the same informant.
5.4.2.23 NORMALISATION DATA FOR THE ALLOTONES OBSERVED IN 
TYPE B -VV AND -VN RHYMES
The mean normalised FO contours of the observed allotones are individually presented 
in Figure 5.16 in order to examine the allotones across the informants. The identical 
scales used for the X-axis and Y-axis in Figure 5.16 enable us to do cross-informant 
comparisons. Note that unlike Type A monosyllabic words, the scale used for the 
Y-axis is from -1.5 SDs to 1.5 SDs. The numerical information of Figure 5.16 is given 
in Appendix Three.
TYM YNM
-.5 .......
j o  -VV rising j 
f  A--.AY. level...!. 
! •  -Vtj level j
O -VV rising 
A -VV level
•  -VN level
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TTF NKF
c
4 >
...
►...
......... T..........
O -VV rising 
A.-VyLlevel...
•  -VN level
0 20 40 60 80 100
6  -VV rising 
A.-VM.leyel... 
•  -VN level
Figure 5.16: Mean normalised F0 curve as a function of equalised duration (%) for allotones in Type B 
monosyllabic words. Empty symbols = -VV and filled symbols = -VN. X-axis = equalised duration (%) 
and Y-axis = log z-score value.
As for the rising group (O), although there are some between-speaker differences in 
normalised F0 shape—for example, the degree of normalised F0 rise is far steeper in 
TYM (Figure 5.6a) compared to the other informants; a small normalised F0 fall at the 
onset in YNM (Figure 5.6b); and a small normalised F0 fall at the offset in NKF (Figure 
5.6d), a clear rising normalised F0 contour can be recognised in the rising group for all 
informants.
-VV level (A) and -VN level ( • )  share a very similar normalised F0 contour for the 
same informant, and they show a clearly different shape from the rising type. In TYM 
and NKF (Figure 5.6a and Figure 5.6d, respectively), although the F0 shapes of -VV 
level and -VN level are almost identical, the -VN level type has a higher normalised F0 
value than the -VV level type at the initial stage of its duration. In YNM and TTF 
(Figure 5.6b and Figure 5.6c, respectively), the -VN level type has a higher normalised 
F0 value than the -VV level type throughout its duration.
Table 5.9 summarises the allotones described above, and Figure 5.17 schematically 
illustrates the distributional patterns of these allotones.
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Table 5.9: A list of possible allotones found in each informant for Type B monosyllabic words. Please 
note that unlike the other informants, the level type consists of [dai, gei, ii] and the rising type of [ai, ao, 
au, ie] for NKF.
Informants -VV -VN
TYM [ai, dai, gei, ii] [ao, au, ie] [dan, gun, hon, man, ken]
level rising Level
YNM [ai, dai, gei, ii] [ao, au, ie] [dan, gun, ken, hon, man]
level rising Level
TTF [ai, dai, gei, ii] [ao, au, ie] [dan, gun, hon, man, ken]
level rising Level
NKF [dai, gei, ii] [ai, ao, au, ie] [dan, gun, ken, hon, man]
level rising Level
•  -W  rising 
O -VN level 
+■ -W  level
Time
Figure 5.17: Schematic presentation of possible FO shapes of Type B heavy monosyllabic words. X-axis 
= equalised duration (%) and Y-axis = FO (Hz).
It can be summarised that 1) two groups, rising and level, can be identified in Type B 
monosyllabic words having a -VV rhyme; 2) one group, level, is in Type B 
monosyllabic words having a -VN rhyme; and 3) the allotones of-VV rhyme exhibit a 
quasi-’X’ shape, except for NKF; and 4) -VV rhyme and -VN rhyme have a very 
similar normalised FO shape.
In §5.4.2.2.4 below, the observation that has been made in this subsection in terms of 
allotones will be justified by providing some evidence for these allotones.
5.4.2.2.4 EVIDENCE FOR ALLOTONIC VARIATIONS
Table 5.10 contains the overall mean rhyme duration of each allotone and the results of 
ANOVA and Scheffe F-test. According to Table 5.10, the rising allotone of Type
CHAPTER 5 144
B -VV is significantly longer in rhyme duration than the other allotones appearing in 
Type B heavy monosyllables [DF (2, 237) = 31.2, p = 0.0001]. When it comes to -VV 
level and -VV level allotones, however, no significant difference in rhyme duration is 
observed between them. This implies that the -VV rising allotone manifests its 
difference in its duration as well. The average difference in duration between the Type 
B -VV rising allotone and the other allotones is 52 msec. This difference is long 
enough to say that it is perceptually significant.
Table 5.10: The overall mean rhyme duration (msec) and sd of each allotone, and the results of ANOVA 
and Scheffe F-test between the allotones. * = 95% level of significance.
Duration -VV rising -VV level -VN level
Mean 323 270 272
sd 50 53 35
DF = (2, 237) F-test = 31.2 P = 0.0001
-VV rising vs. -VV level 23.9*
-VV rising vs. -VN level 25.0*
-VV level vs. -VN level 0.043
The next piece of evidence can be drawn from another statistical analysis. Figure 5.18 
includes the mean log z-score normalised F0 values of each allotone plotted across the 
informants (left) and the overall mean log z-score normalised F0 values of each allotone 
with sds above and below the mean values (right). The numerical basis for Figure 5.18 
is given in Appendix Three.
-VV rising
1......L
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-VV level
' 0 OjTYM
’’ ..... I .....ÄjYNM
-1 ........1.........G ill F...
a !nkf
i ......i.......
-.5.....
-VV k-vel
-VN level
OiTYM 
ÄfYNM 
•  ITTF
-.5.....
-VN level
Figure 5.18: The mean normalised FO values as a function of equalised duration (%) for each allotone, 
plotted across the informants (left) and the overall mean FO normalised values as a function of equalised 
duration (%) for each allotone, plotted with one sd above and below the mean (right).
The normalisation shown in Figure 5.18 demonstrates a successful clustering of 
between-speaker differences for YNM, TTF and NKF. TYM presents a minor problem 
in terms of conformity. The idiosyncrasy of TYM was also noted in Type A heavy 
monosyllabic words. As can be seen in Figure 5.18a, Figure 5.18c, and Figure 5.18e, 
TYM’s normalised FO curves start from a much lower position than those of the other 
informants, and consequently this results in larger sds at the initial stage. Moreover, the 
normalised FO shapes that YNM exhibits in Figure 5.18c and Figure 5.18e for the level 
allotones are rather different from those of the other informants in that TYM shows a 
falling normalised FO contour. Despite the fact that the above mentioned 
between-speaker differences are observed, the average sds across the sampling points 
are fairly small: 0.46 SD, 0.53 SD and 0.49 SD for Type B -VV rising, -VV level and -  
VN level types, respectively. These average sd values are smaller than the sd values 
observed in Type A -VV and -VN (0.55 SD and 0.54 SD, respectively). This 
successful clustering of between-speaker differences also supports the allotones of Type 
B heavy monosyllables.
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Figure 5.19 gives the overall mean log z-score normalised FO values of each allotone 
found in Type B -VV and -VN, plotted all together against mean absolute duration. The 
normalisation is successful in that the allotones clearly have different normalised FO 
distributional patterns.
O -VV rising 
A -VV level 
•  -VN level
Figure 5.19: Mean normalised FO values as a function of mean absolute duration (msec) for each allotone 
found in Type B -VV and -VN. X-axis = absolute duration and Y-axis = log z-score.
It can be seen from Figure 5.19 that the -VV level type and the -VN level type (A and 
• )  have a very similar shape, but the latter has higher normalised FO values than the 
former throughout its FO derivative. The rising allotone clearly shows a rising contour 
(O). The two allotones of-VV rhyme make up a quasi-‘X’ shape.
The allotones associated with -VV (rising and level) need to be statistically justified. 
Table 5.11 contains the numerical information for the allotones of Type B -VV 
presented in Figure 5.19 and the results of t-tests between them at each % point.
Table 5.11: The mean normalised FO values of each allotone found in Type B -VV, and the results of 
t-tests. *** stands for p < 0.001, ** for 0.001 < p < 0.01, and ~ for no significant difference (p > 0.05). 
The numerals in italics = sds.
B _________________ Log z-score normalised values and ANQVA
-VV 0% 10% 20% 30% 40% 50% 60% 70% 80% 90% 100%
rise -0.19 -0.12 -0.08 0.06 0.17 0.32 0.48 0.56 0.62 0.60 0.53
sd 0.75 0.56 0.49 0.46 0.43 0.41 0.38 0.36 0.38 0.42 0.52
t-test * * * *  *  * * * * * * * * * * ~ ~ * * *  * * *** * * *
level 0.26 0.36 0.43 0.46 0.46 0.42 0.36 0.31 0.21 0.16 0.12
sd 0.67 0.54 0.51 0.48 0.48 0.49 0.50 0.53 0.57 0.57 0.57
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Despite the fact that the FO range of these two allotones is rather narrow at 
approximately 1 SD, the allotones associated with Type B -VV show a significant 
distributional difference.
As described above, the rising and the level allotones (O and A of Figure 5.19, 
respectively) of Type B -VV form a quasi-‘X’-shape distributional pattern. This shape 
is confirmed by the results of the t-tests given in Table 5.11 in that the rising allotone is 
associated with significantly lower normalised FO values than the level allotone from 
the onset till the 40% point, whereas from the 70% point till the offset the relationship is 
reversed. No significant difference was discerned between the 50% and 60% point.
Additional evidence supporting the allotones comes from non-statistical grounds. As 
Table 5.9—in which the distributional pattern of the observed allotones is summarised 
across the informants—shows, the distribution of the allotones over the target words is 
consistent to a large extent across the informants. For example, in all informants, [ao], 
[au] and [ie] behave in the same manner as the rising allotone. As for [ai], [dai], [gei] 
and [ii], they can be classified into the level allotone in all informants, except that NKF 
shows a rising FO shape for [ai]. The most significant difference of Type B -VN from 
Type B -VV is that no rising allotone appears for the FO realisation of Type B -VN. 
Only the level allotone is available for Type B -VN. These observations indicate that 
each word has a specific FO configuration, and this configuration is selected from the 
observed allotones.
In §5.4.2.2.5 below, a possible cause resulting in the allotones of Type B heavy 
monosyllabic words is discussed.
5A2.2.5 CAUSE OF TYPE B ALLOTONES ON HEAVY MONOSYLLABLES
Some evidence supporting the existence of Type B heavy monosyllabic allotones has 
been presented in §5.4.2.2.4. However, the most important question still remains to be 
answered. This is ‘what is the controlling factor used in selecting these allotones across 
words?’ If it can be answered phonetically, for example, intrinsic effects of segments 
and so on, it is not necessary to discuss it. However, as has been shown, those target 
words which belong to the same allotonic group are not phonetically coherent. That is, 
the answer to the question should be sought outside of phonetics.
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As has been demonstrated and discussed, [ao], [au] and [ie] clearly behave differently 
from the other -VV target words in that [ao], [au] and [ie] always exhibit a rising 
contour for all of the informants. In the other target words, only a level contour is 
possible (except for [ai] of NKF). As mentioned earlier, the only conceivable difference 
between [ai, dai, gei, ii] and [ao, au, ie] is that the former rhyme ends with [i] and the 
latter does not. Therefore, the rhyme constituents could provide a cue in determining 
the FO shape.
It is still controversial whether a V1V2 sequence of Japanese should be recognised as a 
diphthong or a sequence of two vowels in SJ (Hayata, 1966; Kawakami, 1977: 91-95; 
Kubozono, 1998). Some Japanese linguists regard [ai], [oi] and [ui] as being 
diphthongs (Hattori, 1951b: Sato, 1989) mainly from a phonological point of view. 
However, Kasuya and Sato (1990) argue from some acoustic data that a distinction 
between vowel diphthong and sequence is not necessary in SJ. Kubozono (1998) also 
argues that both long vowels and diphthongs can be analysed as a sequence of vowels 
by introducing the durational concept of mora. Various acoustic data that demonstrate 
clear acoustic-phonetic differences between English diphthongs and Japanese 
counterparts have been presented for SJ (Hirasaka and Kamata, 1981; Roberge and 
Inoue, 1988; Tsukada, 2000). That is, it is clear that English diphthongs are 
acoustically-phonetically different from their Japanese counterparts. The point is 
whether the distinction between diphthongs (i.e. [ai], [oi] and [ui]) and vowel sequences 
is necessary in phonology.
Those linguists who argue for diphthongs in SJ consider that [ai], [oi] and [ui] are the 
diphthongs of SJ. As can be seen in these combinations, these proposed diphthongs end 
with [i]. As mentioned above, all of those target words that exhibit a level contour end 
with [i] in the current KJ data. It has also been reported that {[a], [i], [u], [e], [o]}+[i] 
appear to occur more frequently than the other combinations (Nakajyo, 1989: 52), and 
that {[a], [i], [u], [e], [o]}+[i] can be realised as a diphthong in some dialects (Nakajyo, 
1989: 55). The crucial point is whether the V|V2 sequence ends with [i] or not. Given 
that, the current data suggests that the allotones of Type B in -VV could be determined 
on the basis of whether the V]V2 sequence has a {[a], [i], [u], [e], [o]}+[i] vowel 
combination or not. Namely the sequence not ending with [i] has a rising contour; 
otherwise, a level contour is selected. Please note that 1) although /ei/ can be realised as
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[ei] or [e:], only [ei] was observed in my informants; and 2) [ii] should be treated as a 
long vowel [i:] in Japanese phonology. From the above discussion, it can be said that
the V 1V2 sequence ending with [i] is likely to be recognised as a diphthong (i.e. [ai], 
[ei]) or a long vowel (i.e. [i:]).
As explained above, the key point is whether a V1V2 is recognised as a diphthong/long 
vowel or a sequence of two vowels depending on whether the sequence ends with [i] or 
not. If the V 1V2 is recognised as a diphthong/long vowel, the sequence can constitute a 
single syllable, as shown in 5.1)-a. While, if it is recognised as a sequence of two 
vowels, the sequence may be re-syllabicated, and then, as a result, each vowel 
constitutes a syllable as shown in 5.1)-b.
5.1) a) Diphthong/Long vowel b) Sequence
0)
1
a
I
V,V2
The basic tone melody of Type B (i.e. HL) is differently associated with these different 
syllable structures given in 5.1), resulting in different pitch realisations. As introduced 
in Chapter 2, different linguists proposed different basic tone melodies for Type B. 
Nevertheless, I explain the derivational process resulting in different allotones using LH 
as the basic tone melody for Type B because it is the most popular basic tone melody 
for Type B if different basic tone melodies are posited for Type A and Type B. 
However, the result would be the same regardless of the tone values of the basic tone 
melody. The initial association of the basic tone melody would be like those given in
5.2) .
a) Diphthong/Long vowel b) Sequence
(0 CO
1 / \
v ,v 2 V, V2
G
1
G G
1
LH LH
co 
/ \
g  a
V, V2
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In 5.2), the rightmost tone (H) of the basic tone melody is associated with the rightmost 
syllable. If the number of tones outnumbers that of syllables, the leftmost tone (L) is 
dropped because one-to-one association between a tone and a tone-bearing unit is 
preferable in KJ. This rule applies to 5.2)-a. If the number of syllables outnumbers that 
of tones, the leftmost tone (L) spreads to the tonally vacant syllable. This rule applies to
5.2) -b. 5.3) contains the resultant forms after these two rules are applied to 5.2).
5.3) a) Diphthong/Long vowel b) Sequence
co
I
V|V2 
g
H L H
The pitch realisations given in 5.3)-a and 5.3)-b correspond to the level allotone and the 
rising allotone, respectively.
The re-syllabification analysis of Type B rising allotone appears to be plausible from a 
durational point of view because as shown in Table 5.10, the duration of Type B rising 
allotone is significantly longer than the other Type B allotones. The longer duration of 
Type B rising allotone can be accounted for by the re-syllabification process of the 
V1V2 sequence not ending with [i].
Since the re-syllabification process does not apply to a Type B -VN, Type B -VN does 
not have a rising contour as an allotone—only a level type.
Regarding the second aim of this thesis, there appears to be some differences between 
KJ and SJ regarding the F0 realisation observed in a V1V2 sequence. There are two 
types of pitch realisations in SJ when an unaccented ViV2 sequence appears at the word 
initial position (Hattori, 1954: 246; Vance, 1987: 80). Refer to the example words 
given in Table 5.12.
co
/  \
V, V2
1 1
G G
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Table 5.12: Allotonic realisations of SJ words and their environments. The underlined VjV2 is the one in 
question.
V, ^ v 2 v, = v 2
maha ‘to wind up (past)’ LHH
kau ‘to buy’ LH
kaita ‘to lack (past)’ LHH
kookoo ‘high school’ LHHH-HHHH
keetai ‘form’ LHHH-HHHH
kuukoo ‘airport’ LHHH-HHHH
None of the words given in Table 5.12 have an accent in the first syllable. However, a 
pitch realisation difference can be observed between those words in the left hand 
column and the right hand column. Those words belonging to the left hand column 
have a pitch rise in the initial V1V2 sequence (which is underlined), while those words 
belonging to the right hand column have two possible realisations: a pitch rise or a level 
pitch in the initial V1V2 sequence. Those words belonging to the right hand column 
tend to have a HHHH pitch realisation in natural speech while they tend to be realised 
as LHHH in careful speech. The difference between those words belonging to the left 
and the right hand columns is that the V] and the V2 of a V1V2 sequence are not 
identical (V| ^ V2) in the left hand column, while they are identical (Vj = V2) in the 
right hand column. That is, if V1 = V2 (or ViV2 is a long vowel), the ViV2 sequence 
may result in a level pitch, while if V1 ^ V2, the sequence has a rising pitch in SJ. This 
is different from the condition which causes the allotonic differences in KJ Type B 
monosyllabic words—in which if V2 ^ [i], the V1V2 sequence has a rising pitch contour, 
otherwise it is realised as a level pitch contour. Furthermore, the above allotonic 
condition applies only to Type B heavy monosyllabic words in KJ, while it also applies 
to polysyllabic words in SJ (e.g. keezaigaku ‘economics’ LHHLLL-HHHLLL).
5.4.23 TYPE B -VV VS -VN RHYMES
It has been demonstrated in §5.4.1 that Type A has two types of allotonic realisations on 
heavy monosyllables as a function of the different rhyme structures of -VV and -VN. 
As demonstrated and discussed in §5.4.2.23 and §5.4.2.2.4, the level type allotone can 
be recognised for Type B -VV and Type B -VN. Relating to the intrinsic effect 
associated with different rhyme structures for Type A, a question arises. Ts the same 
FO phenomenon that -VN is associated with higher FO values than -VV for Type A 
observed in the level allotones of Type B monosyllabic words?’
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As can be seen from Figure 5.19 in which all allotones observed in Type B heavy 
monosyllables are plotted, the level allotone of Type B -VN has higher normalised FO 
values than that of Type B -VV throughout the entire time course. In order to 
statistically justify this visual observation, a t-test was conducted between the -VV and 
the -VN level allotones of Type B words. The results of the t-tests are presented in 
Table 5.13.
Table 5.13: The mean normalised FO values of Type B -VV and -VN level allotones with the results of 
statistical comparisons between them. *** stands for p < 0.001, ** for 0.001 < p < 0.01, * for 0.01 < p < 
0.05, and ~ for no significant difference (p > 0.05).
B ______________ Log z-score normalised values, sds and result of t-test
0% 10% 20% 30% 40% 50% 60% 70% 80% 90% 100%
-VV level 0.26 0.36 0.43 0.46 0.46 0.42 0.36 0.31 0.21 0.16 0.12
sd 0.67 0.54 0.51 0.48 0.48 0.49 0.50 0.53 0.57 0.57 0.57
P *** * * ~ ~ ~ * * **
-VN level 0.62 0.56 0.59 0.59 0.58 0.55 0.50 0.46 0.40 0.36 0.37
sd 0.55 0.51 0.47 0.45 0.45 0.46 0.48 0.50 0.51 0.51 0.52
It can be seen in Table 5.13 that the -VN level allotone has a significantly higher 
normalised F0 than the -VV level allotone not only between the onset point and the 20% 
point but also between the 80% point and the offset point. Although a significant 
difference was not observed when the level of significance is set at p < 0.05 level, the p 
values observed between the 30% point and the 70% point are less than 0.09. That 
implies that the effect associated with the nasal coda is somehow influential throughout 
the entire rhyme duration.
In Type A heavy monosyllables that have a HL pitch configuration, the effect of the 
coda nasal was observed at the initial stage of the heavy rhyme duration. In the level 
allotone of Type B heavy monosyllables that has a H pitch configuration, the same 
effect of the coda nasal was evident throughout the heavy rhyme duration. These two 
sets of observations imply that the syllable coda nasal boosts the F0 realisation of a high 
pitch in heavy monosyllables. That is, the effect of the coda nasal is similar in both KJ 
and Zhenhai Chinese in that the coda nasal raises F0 at the high pitched syllable in 
monosyllabic words.
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5.4.2.4 LINGUISTIC-PHONETIC REPRESENTATIONS OF TYPE B ON 
HEAVY MONOSYLLABLES
As done for Type A, possible linguistic-phonetic representations of Type B on heavy 
monosyllables are discussed and presented in this subsection.
As has been demonstrated, three allotones have been identified in the FO realisation of 
Type B on heavy monosyllables: -VV rising, -VV level and -VN level. Obviously, the 
difference between -VV level and -VN level is an intrinsic difference, resulting from the 
different rhyme structures. For the same articulatory reason as the case of Type A -VV 
and -VN, the FO realisation of Type B on -VN rhyme can be considered as a deviation 
from the unmarked FO realisation of Type B on -VV rhyme. That is, the FO contours of 
the -VN allotone should be discounted as a possible linguistic-phonetic representation.
As I argued in §5.4.2.2.5 about the cause of these allotones, the phonetic realisation of 
the rising allotone is LH, and that of the level allotone is H. As can be seen by this, the 
difference between the rising allotone and the level allotone is not an intrinsic difference 
but an extrinsic difference based on different phonetic pitch (LH vs. H). That is, there 
are two extrinsic allotones (the rising allotone and the level allotone) for Type B on 
heavy monosyllables. Hence, a linguistic-phonetic representation of Type B on heavy 
monosyllables needs to be given for both the rising allotone (the LH allotone) and the 
level allotone (the H allotone).
The mean normalised FO contour of the rising (LH) allotone is given in Figure 5.20 
together with one sd above and below the mean as a linguistic-phonetic representation 
of Type B on heavy monosyllables for the rising extrinsic allotone. The numerical 
information of Figure 5.20 is given in Table 5.14.
As can be seen from Figure 5.20, the LH extrinsic allotone of Type B shows a moderate 
FO rise from approximately -0.2 SD to approximately 0.7 SD. Relatively large sd 
values can be observed at the onset and the offset point compared to the other sampling 
points.
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•  LH
Figure 5.20: A linguistic-phonetic representation of Type B (LH) on heavy monosyllables. X-axis = 
equalised duration (%) and Y-axis = log z-score value.
As discussed above, the mean normalised F0 contour of the -VV level allotone can be 
presented as a linguistic-phonetic representation of Type B on heavy monosyllables for 
the level allotone because the -VN level allotone can be considered as a deviation from 
the -VV level allotone due to the articulatory mechanism associated with the coda nasal.
In Figure 5.21, the mean normalised F0 contour of the -VV level allotone is given 
together with one sd above and below the mean as a linguistic-phonetic representation 
of Type B on heavy monosyllables for the level extrinsic allotone. The numerical 
information of Figure 5.21 is given in Table 5.14.
Figure 5.21: A linguistic-phonetic representation of Type B (H) on heavy monosyllables. X-axis = 
equalised duration (%) and Y-axis = log z-score value.
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As can be seen from Figüre 5.21, the level extrinsic allotone shows a very moderate rise 
and fall shape. The very moderate falling contour from the 30% point to the offset is 
possibly due to the declination effect.
Table 5.14: The numerical information of Figure 5.20 and Figure 5.21.
B ___________  Log z-score normalised values, sds and Duration
0% 10% 20% 30% 40% 50% 60% 70% 80% 90% 100% D
LH 0.46 0.40 0.35 0.32 0.27 0.22 0.14 0.06 -0.02 -0.06 -0.06 323
sd 0.48 0.46 0.45 0.42 0.40 0.39 0.40 0.42 0.50 0.53 0.54 49
H 0.27 0.36 0.43 0.46 0.46 0.43 0.36 0.31 0.22 0.17 0.13 268
sd 0.68 0.54 0.51 0.48 0.48 0.49 0.51 0.54 0.58 0.58 0.57 49
As described in §5.4.2.2.4, although there are some between-speaker differences in F0 
shape, the average sd value of the normalised F0 value across the sampling points is 
0.46 for the LH extrinsic allotone, and 0.54 for the H extrinsic allotone. These low sd 
values indicate a strong homogeneity in the F0 behaviour of the informants. These sd 
values are smaller than the average sd of Type A heavy monosyllables (0.55).
5.4.2.5 SUMMARY: TYPE B HEAVY MONOSYLLABIC WORDS
The most important finding concerning Type B heavy monosyllabic words is that being 
apart from the allotones caused by the different syllable rhymes, there are two allotones 
(rising and level) for Type B heavy monosyllabic words. These allotones are 
summarised in Table 5.15.
Table 5.15: A summary of the allotones appearing in Type B heavy monosyllabic words and the 
environments of their occurrences.
Environment -v ,v2 -VN
If V2 4- [ij Rising -
else Level Level
As can be seen in Table 5.15, Type B -VV may take any of these two allotones, but 
Type B -VN may take only the level type. The selection of an allotone depends on the 
vowel type of a V 1V2 sequence: if the V2 is not [i], the rising allotone is chosen for Type 
B -VV; and if the V2 is [i], the level type is selected. Only the level type is possible for 
Type B -VN.
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The selection of these allotones can be phonologically explained by referring to the 
point that the V1V2 sequence where the V2 is not [i] is likely to be re-syllabicated into 
two syllables whereas the V1V2 sequence where the V2 is [i] is more likely to be 
recognised as a diphthong (or a long vowel if the Vi is [i]), resulting in one syllable. 
Since the V1V2 sequence where the V2 is not [i] consists of two syllables, the L tone and 
the H tone of the basic tone melody (LH) can associate with these two syllables in a 
one-to-one and right-to-left manner. On the other hand, since the V]V2 sequence where 
the V2 is [i] consists of only one syllable, the only H tone of the basic tone melody (LH) 
can be associated with the syllable. The former (LH) is realised as the rising allotone 
and the latter (H) is realised as the level allotone.
Furthermore regarding the allotonic realisations of Type B on heavy monosyllables, 
some differences in allotonic conditions are identified between KJ and SJ in that Type B 
heavy monosyllabic words have a rising allotonic realisation if the V2 of a V1V2 is not 
[i] in KJ, while a rising pitch tends to be observed at the word initial position if the Vi 
and the V2 of a ViV2 sequence are not identical and the syllable is not accented in SJ.
Other findings are: 1) the rising allotone appearing in Type B -VV has a significantly 
longer rhyme duration than the rest of the allotones; 2) Type B -VN appears to have a 
higher FO realisation than Type B -VV throughout the rhyme duration. As a result, it 
has been discussed together with the observation of Type A heavy monosyllables that 
the effect of the coda nasal is most significantly exemplified in a high pitch in heavy 
monosyllables.
In the following section, the FO realisations of Type A and Type B monosyllabic words 
are compared.
5.5 COMPARISONS BETWEEN THE FO REALISATIONS OF TYPE A AND 
TYPE B ON HEAVY MONOSYLLABLES
One of the aims of this thesis is to identify the realisation differences between Type A 
and Type B. In this section, therefore, the FO realisations of Type A and Type B on 
heavy monosyllables are compared on the basis of the linguistic-phonetic 
representations given in §5.4.1 for Type A and in §5.4.2 for Type B. In Figure 5.22, the
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proposed linguistic-phonetic representations of Type A and Type B for heavy 
monosyllables are plotted together as a function of mean absolute duration.
It can be observed from Figure 5.22 that the normalised FO values of Type A heavy 
monosyllabic words ( • )  fall considerably across the entire normalised FO range, 
whereas those of Type B heavy monosyllabic words (O and A) stay relatively static in 
the middle of the upper normalised FO range. As has been statistically demonstrated in 
§5.4.2.1, it can be clearly seen from Figure 5.22 that the durations of Type A 
monosyllabic words ( • )  are far shorter than those of Type B heavy monosyllabic words 
(O and A), and also the duration of the Type B rising extrinsic allotone (O) is longer 
than that of the extrinsic level allotone (A).
•  T ype A 
■ O Type B (LH) 
A Type B (H)
Figure 5.22: Linguistic-phonetic representations of Type A and Type B for heavy monosyllables X-axis 
= absolute duration (msec) and Y-axis = log z-score.
There are some reports in the tonal literature that falling and rising tones behave 
differently in that the pitch interval between the tonal sequence of low-high (rising) is 
more likely to be reduced than that between the tonal sequence of high-low (falling) 
(Hyman, 1973) and a falling pitch is able to be produced much faster over a given 
interval than a rising pitch (Ohala and Ewan, 1973; Sundberg, 1973). The short 
duration of a high falling tone compared to a level tone appears to be observed in many 
tone languages (Dr. P. Rose, personal communication, 2002). As can be seen in Figure 
5.22, the differences in FO realisation between Type A and Type B on heavy 
monosyllables also conform to these reports.
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Regarding the rising allotone of Type B, it can be seen from Figure 5.22 that the 
normalised FO stays around 0 SD until the 40% point (or around 125 msec in mean 
absolute duration). That is, although the rising allotone is represented as LH mainly 
from a phonological and derivational point of view, the L tone is realised using the mid 
FO region of a speaker’s FO range. Judging this from a perceptual and narrow 
transcriptive point of view, it might be more appropriate to say that the rising allotone 
has a MFI pitch configuration.
Another difference between Type A and Type B that can be noticed from Figure 5.22 is 
that although the extrinsic level allotone of Type B (A) and Type A ( • )  share the same 
H phonetic pitch—as can be conventionally represented as H vs. HL—Type A starts 
with a higher normalised FO value than the level allotone of Type B. A statistical 
comparison was performed using an unpaired two-tail t-test on the maximum 
normalised FO values (norm Fmax) of these two. What is intended here is the 
comparison of the actual FO realisations of the H phonetic pitch between the level 
allotone of Type B (H) and Type A (HL) on heavy monosyllables. The results of the 
t-test are given in Table 5.16.
Table 5.16: The mean maximum normalised values (norm Fmax) of Type A (HL) and Type B (H) on 
heavy monosyllables based on linguistic-phonetic representations. *** = p < 0.001
Norm Fmax sd
Type A HL 1.215 0.55
p ***
Type B H 0.748 0.46
As can be seen from Table 5.16, the maximum normalised FO value of Type A (p < 
0.001) is significantly higher than that of the Type B level allotone.
As far as the normalised F0 contour of Type A ( • )  and that of the Type B level allotone 
(A) are concerned, their normalised F0 shapes and the distributional relationship 
between them are very similar to Tone 1 (high level) and Tone 4 (high falling) of 
Mandarin Chinese (Gandour, 1978: 46, Chuang et al., 1972; Ladefoged, 2003: 205). 
Tone 4 starts with higher F0 values compared to Tone 1 and the duration of Tone 4 is 
much shorter than that of Tone 1. If we take a look at KJ from the same point as 
Chinese—that is, if KJ is considered to have a tonal system, it might be a usual 
phenomenon in tone languages that the high falling tone (HL) is associated with higher 
F0 values in the initial stage of its F0 contour than the high level tone (H).
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Although the difference in FO realisation between Type A and Type B will be further 
presented and discussed in Chapters 7 and 8, the higher FO realisation of Type A than 
Type B in heavy monosyllabic words is possibly an underlying effect associated with 
Type A (i.e. accent). Namely, Type A has an FO boosting effect (possibly due to 
[+accent]) compared to Type B (i.e. [-accent]). Because of this FO boosting effect, 
Type A monosyllabic words are realised higher in FO at the initial stage of their FO 
contour than Type B monosyllabic words. This point will be further discussed in 
Chapters 7 and 8.
5.6 SUMMARY: CHAPTER FIVE
In this chapter, on the basis of the acoustic-phonetic descriptions, we have looked at 1) 
the FO realisations of Type A and Type B on heavy monosyllables as a function of 
syllable rhyme types; and 2) the acoustic properties of Type A and Type B observed in 
heavy monosyllabic words.
Relating to the first point, the following has been demonstrated in this chapter.
• The syllable coda nasal is associated with significant differences in FO height. 
Namely, -VN rhyme is associated with higher FO value than -VV rhyme in both Type 
A and Type B heavy monosyllabic words. It has been discussed that the articulatory 
mechanism associated with the coda nasal—namely the vertical movement of the 
tongue body—increases the tension of the vocal cords, resulting in higher FO.
• The effect of the coda nasal is exemplified in the early stage of FO time course for 
Type A heavy monosyllables (that have a HL pitch configuration), while it is 
evident throughout its FO time course for the Type B level allotone (that has a H 
pitch configuration). From this observation, it has been argued that the effect of the 
coda nasal is significantly exemplified in a high pitch in heavy monosyllables.
Regarding the second point, the following distinctive acoustic properties were identified 
between Type A and Type B:
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• Type A heavy monosyllabic words exhibit a falling F0 contour across the entire F0 
range, while the F0 realisations of Type B are relatively static in the middle of the 
upper F0 range.
• Being apart from the intrinsic effect associated with the different rhyme structures, 
Type A heavy monosyllabic words exhibit a uniform falling F0 contour, while Type 
B heavy monosyllabic words exhibit two allotones: rising and level. It has been 
discussed that the different constituent types of the rhyme control the occurrence of 
these two allotones of Type B heavy monosyllabic words. Type B -VY ending with 
[i] takes the level allotone; as opposed to Type B -VV not ending with [i] takes the 
rising allotone. Type B -VN conforms to Type B -VV ending with [i] in terms of the 
allotonic selection. The occurrence of these allotones was explained by referring to 
the process of re-syllabification. -VV not ending with [i] is re-syllabified into two 
syllables, resulting in having a LH pitch configuration. The LH pitch configuration 
is acoustically realised as a rising F0 contour. Since the re-syllabification process 
does not apply to -VV ending with [i] and -VN, they are recognised as a diphthong 
(or a long vowel in the case of [ii]). Consequently they have a H pitch configuration. 
The H pitch is acoustically realised as a level F0 shape. The process of 
re-syllabification can also explain the observation that the Type B rising allotone is 
realised significantly longer than the other Type B allotone.
• Although Type A heavy monosyllabic words and the level extrinsic allotone of Type 
B heavy monosyllabic words share the same H phonetic pitch—as represented as HL 
(Type A) vs. H (Type B level), the former start with significantly higher F0 values 
than the latter.
• It also has been shown that the duration of Type A heavy monosyllabic words is 
significantly shorter than Type B heavy monosyllabic words.
Relating to the second aim of this thesis, the following difference between KJ and SJ
has been observed in this chapter.
• As summarised above, in KJ, Type B -VV heavy monosyllabic words not ending 
with [i] take the rising allotone. Unlike KJ, in SJ, a rising pitch realisation may be 
observed when the Vi and the V2 of a V1V2 sequence are not identical (Vi * V2) and
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the sequence appears at the word initial non-accented position. It is possible for the 
sequence to have a rising contour in SJ even when the Vj and the V2 are identical (V| 
= V2), yet, in this case, a level contour is more usual in natural speech. This allotonic 
condition is limited to monosyllabic words in KJ (refer to Chapter 6), while it applies 
not only monosyllabic but also to polysyllabic words in SJ.
In Chapter 6, the same points as Chapter 5 will be investigated using disyllabic words to 
further identify the differences between Type A and Type B. The FO realisation of Type 
A and Type B will also be compared between heavy monosyllabic and disyllabic words.
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CHAPTER SIX
ACOUSTIC REALISATION OF 
THE A-B CONTRAST ON
DISYLLABLES
6.1 INTRODUCTION
The FO contrast of Type A and Type B will be further investigated in this chapter using 
disyllabic words having different syllable rhyme structures. Besides the FO contrast 
between Type A and Type B on disyllables, like Chapter 5, the relationship between 
rhyme structures and FO realisation will also be investigated in this chapter. Besides the 
two syllable rhyme types (-VV and -VN) used in Chapter 5, the light rhyme type (-V) 
will also be considered in this chapter. Linguistic-phonetic representations of Type A 
and Type B on disyllables will be presented in this chapter. They will then be compared 
not only with each other, but also with the FO realisations of Type A and Type B on 
heavy monosyllables.
Following the same convention as Chapter 5, the three syllable rhyme types—light 
rhyme, heavy oral rhyme and heavy nasal rhyme—are referred to as -V rhyme, -VV 
rhyme and -VN rhyme, respectively. The actual disyllabic targets words share the same 
rhyme structure for both the first and the second rhymes (i.e. -V.-V, -VV.-VV and 
-VN.-VN)
Like the heavy monosyllabic words of Chapter 5, the allotonic FO realisations of Type 
A and Type B are acoustically-phonetically described, first of all, and then, any possible 
intrinsic effects resulting from -V, -VV and -VN rhymes are investigated for Type A in
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§6.4.1 and for Type B in §6.4.2, respectively. The FO realisations of Type A and Type 
B on disyllables are compared with those on heavy monosyllables in §6.4.1.3 and 
§6.4.2.3, respectively. A linguistic-phonetic representation of Type A on disyllables is 
also presented in §6.4.1.4 and that of Type B is in §6.4.2.4. In §6.5, Type A and Type 
B are compared with each other regarding their FO realisations on disyllables using the 
linguistic-phonetic representations presented in §6.4.1.4 and §6.4.2.4. For the sake of 
convenience, -V rhyme is referred to as a light rhyme type and the other types: -VV and 
-VN, as heavy rhyme types. All statistical analyses are based on log z-score normalised 
FO values.
The main findings which will be demonstrated in this chapter are that an anticipatory 
assimilation occurs in the first rhyme of Type A -V.-V: [|HL], while it does not occur 
in Type B -V.-V: [LH], Furthermore, although an anticipatory assimilation is not 
observed between the first and the second rhymes in Type B -V.-V, it is argued that an 
anticipatory assimilation occurs within the first rhyme between a boundary tone (i.e. 
H%) and a target tone (i.e. L): [|H%L]. It will also be demonstrated that the heavy 
rhyme types are associated with higher FO values than the light rhyme type in the first 
rhyme regardless of accentual type.
6.2 METHODOLOGY: CHAPTER SIX
In this section, the specific methodology that was used for the analysis of this chapter is 
explained. The datasets that are relevant to the analysis of this chapter are datasets 2 
and 3 (disyllabic words only).
6.2.1 RECORDED MATERIALS AND RECORDING PROCEDURE: 
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Dataset 2 consists of 22 disyllabic words having either C(S)VV or CVN syllable 
structures (6 C(S)VV and 5 CVN types for each accentual type). Dataset 3 has 
polysyllabic words (2 to 7 syllables) whose syllables have a CV short syllable structure. 
However, only disyllabic words of dataset 3 (4 disyllabic words for each accentual type) 
are used in this chapter for the analysis. Refer to Appendix One for details of datasets 2 
and 3.
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The first and the second syllables of the target disyllabic words share the same syllable 
structure of either a CV, a CVV, or a CVN, for example, mimi ‘ears’, taiguu ‘treatment’ 
and kantan ‘simple’. Therefore, the contrast of the syllable rhyme structure is not only 
in length but also in the closedness of the syllable rhyme.
6.2.2 MEASUREMENT PROCEDURE: CHAPTER SIX
Two different FO measurement procedures were used depending on the weight of a 
syllable rhyme. First, the procedure used for light syllable rhymes (those disyllabic 
words belonging to dataset 3) will be explained, followed by the one used for heavy 
syllable rhymes (those words belonging to dataset 2).
As for the -V.-V disyllabic words belonging to dataset 3, if the relevant syllable was 
word-initial, FO was sampled at the onset, and at every 20 % point from the onset of 
vowel phonation to the closure onset of the following consonant. As explained in 
§5.2.2 for heavy monosyllabic words, the onset of a vowel phonation and the closure 
onset of the following consonant can easily be located for a word-initial syllable. As for 
word-final syllables, following the same criterion explained in §5.2.2, FO values were 
sampled from the onset of the rhyme phonation to an obvious discrepancy of glottal 
pulse, judging both from audio speech waveform and spectrogram.
Figure 6.1 contains a sample speech waveform; a spectrogram and a superimposed FO 
trace of the Type B disyllabic word [baka LH] ‘stupidity’ (dataset 3).
In this particular token, FO was sampled at every 20% point from 1—where the 
phonation of the first vowel starts—to 2—where the consonant closure of the second 
rhyme starts, and from 3—where the phonation of the second vowel commences—to 
4—which is the adjudged offset of the second syllable. The distance of each sampling 
point from the onset of the first rhyme was also measured from 1.
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System Capture Data Uieu Link Shou Speak Analyze Edit Tag Macro Log
iA>chl : BAKA1.NSP a 0.00000< -345>
Tine (sec)
□B>PITCH 0.00620<
| <-- release of /b/
| <— phonation onset of the first vowel 
1 I <— closure onset of /k/
2 I <-- release of /k/
I <— phonation onset of the second vowel 
3 I <— adjudged offset
4
Figure 6.1: An audio speech waveform; a wide band spectrogram and a superimposed FO trace of [baka 
LH] ‘stupidity’ (YNM), showing the sampling base for FO.
For the words listed in dataset 2 (disyllabic words having heavy syllable rhymes), the 
criterion used to identify the onset and offset of a rhyme was exactly the same as the 
one used for dataset 3. However, FO was sampled at the onset, and every 10% point of 
each syllable rhyme. Please note that FO was sampled at every 20% point for light 
syllable rhymes (dataset 3). A longer interval (20%) was used for light syllable rhymes 
in order to prevent the graph from becoming too busy when sampled FO values are 
plotted against absolute duration. Figure 6.2 contains a sample speech waveform and a 
spectrogram of a disyllabic word having CVN syllables.
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I <— phonation onset of the first vowel 
1 I < — closure onset of Ibl
2 I < -- phonation onset of the second vowel
3 I < — adjudged
4 offset
Figure 6.2: An audio speech waveform; a wide band spectrogram and a superimposed FO trace of 
[konban HL] ‘tonight’ (YNM), showing the onset and the offset of sampling base for FO.
In this token, FO was sampled at every 10% point from 1 to 2 for the first syllable rhyme 
and from 3 to 4 for the second syllable rhyme. The distance of each FO sampling point 
from the vowel onset of the first syllable was also measured in exactly same manner as 
explained above.
6.3 NORMALISATION PARAMETERS
As explained in Chapter 5, the same FO normalisation parameters as Chapter 5 are used 
in this chapter (Refer to Table 5.2).
6.4 FO CONTRAST OF TYPE A AND TYPE B ON DISYLLABLES
In this section, linguistic-phonetic representations of Type A and Type B are presented 
for disyllables. Before investigating the FO realisation of KJ’s Type A and Type B
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contrast on disyllables, first of all, will be investigated how the FO realisations of KJ’s 
accentual opposition (Type A and Type B) are mapped onto the different syllable rhyme 
structures in disyllabic words. The FO realisations on different syllable rhymes (-V, 
-VV and -VN) are acoustically-phonetically described for Type A in §6.4.1 and for 
Type B in §6.4.2. In addition, the FO realisation of Type A on disyllabic words is 
compared with that of Type A on heavy monosyllabic words in §6.4.1.3 and the FO 
realisation of Type B on disyllables is compared with that of the Type B rising allotone 
observed on heavy monosyllables in §6.4.2.3. In §6.5, the FO realisation of Type A and 
that of Type B on disyllables are compared.
6.4.1 TYPE A DISYLLABIC WORDS
The FO realisations of Type A on disyllables having -V, -VV and -VN rhymes are 
compared in this section. These three types of Type A disyllabic words are 
conventionally referred to as Type A -V.-V, Type A -VV.-VV and Type A -VN.-VN 
where a period stands for a syllabic boundary, respectively. As mentioned in §6.1, Type 
A -V.-V is also referred to as a light rhyme type and Type A -VV.-VV and Type A 
-VN.-VN as heavy rhyme types. After some analyses of raw FO values in §6.4.1.1, the 
FO realisations of Type A in these three rhyme types are acoustically-phonetically 
described using log z-score normalisation, and they are compared on the basis of the 
normalised FO values in §6.4.1.2. In §6.4.1.3, the FO realisation of Type A observed on 
monosyllables and disyllables are compared. The intrinsic effect associated with the 
syllable rhyme structure is also discussed for Type A disyllabic words as well. On the 
basis of the descriptive results, a possible linguistic-phonetic representation of Type A 
on disyllables is discussed and presented in §6.4.1.4.
6.4.1.1 RAW DATA FOR TYPE A DISYLLABIC WORDS
I have shown from a pilot study on KJ using two KJ informants (Ishihara, 2000a) that 
the weight of a rhyme affects the FO realisation of Type A on the high pitched syllable 
(= first syllable) of disyllabic words. In this study, I compared the peak FO values 
observed in the first rhyme of Type A disyllabic words having heavy rhymes (-VV.-VV 
and -VN.-VN) and light rhymes (-V.-V) on the basis of linear z-score normalised FO 
values, and statistically showed that higher nonnalised FO is associated with the heavy
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rhyme types than the light rhyme type in the first rhyme. The average magnitude of the 
difference between the normalised FO of the heavy rhyme and the light rhyme types was 
0.65 SD in the first rhyme. However, the association of heavy rhymes with higher FO 
values was restricted to the first rhyme, and it was not found in the second rhyme.
In this section, this finding is re-examined in the light of the current data. Figure 6.3 
contains the mean raw FO values of Type A -V.-V, -VV.-VV and -VN.-VN plotted 
individually against mean absolute duration. The numerical information of Figure 6.3 is 
given in Appendix Three. Note again that the duration of a disyllabic word was 
measured from the rhyme onset of the first syllable till the offset of the second syllable, 
and FO values were extracted from the rhyme of each syllable as explained in §6.2.2. 
Also note that FO values are plotted through the portion that corresponds to intervocalic 
consonants in Figure 6.3. This is for the sake of convenience only, and it should not be 
considered that FO is observed throughout the portion in question.
o  -V.-V •  -VV.-VV A -VN.-VN
YNM
110 . . . ;
iTYM
i i o .  j
200. ...l
d: NKF190. i
Figure 6.3: Mean F0 (Hz) as a function of absolute duration (msec) for rhymes in Type A disyllabic 
words. Y-axis = F0. 100 Hz is used as the scale for TYM, YNM and NKF, and 150 Hz for TTF.
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As can be seen in Figure 6.3, all informants show a high falling contour for Type A 
disyllabic words. In all informants, the degree of falling is sharper in the second rhyme 
than the first rhyme. One of the visual impressions from Figure 6.3 is that the heavy 
rhyme types ( •  and A) have an almost identical FO shape for the same informant. This 
suggests that unlike monosyllabic words, the nasal coda does not influence the FO 
realisation of Type A in disyllabic words.
Another noticeable point from Figure 6.3 is that although different informants show 
different FO shapes from each other (especially in terms of the first rhyme), each 
informant tends to show a very similar overall FO contour for Type A -V.-V, -VV.-VV 
and -VN.-VN regardless of rhyme types. For example, TYM and TTF (Figure 6.3a and 
Figure 6.3c, respectively) exhibit a convex FO shape for the first rhyme and a falling 
shape for the second rhyme irrespective of rhyme types. As for YNM and NKF (Figure 
6.3b and Figure 6.3d, respectively), on the other hand, both of them exhibit a level, then 
falling shape for the first rhyme and a straight falling shape for the second rhyme 
independent of rhyme types. This means that if you compare Type A disyllabic words 
having heavy rhymes with those having light rhymes, the FO shape of Type A disyllabic 
words having light rhymes looks like a short version of Type A disyllabic words having 
heavy rhymes.
If the three rhyme types are compared in the light of the intonational orthodoxy that 
regards H and L as the phonological primes, different informants appear to display 
different behaviours particularly with respect to ‘target hit’ and ‘target undershoot’ 
(Daniloff et al., 1980: 317; Clark and Yallop, 1990: 119).
In TYM, the light rhyme and the heavy rhyme types share almost identical FO values 
around until the 50 msec from the onset. However, the light rhyme type starts falling 
after the 50 msec without achieving the same highest FO value as the heavy rhyme types 
which is estimated to be located around the 100 msec point from Figure 6.3a. This is a 
typical case of ‘undershooting’ due to the short duration of the light rhyme type. When 
it comes to the second rhyme, all rhyme types appear to share the same minimum F0 
value in TYM.
As for YNM, the light rhyme type appears to have reached the same highest F0 point as 
the heavy rhyme types at the initial stage of its F0 time course. However, when it
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comes to the second rhyme, the light rhyme type falls as much as the heavy rhyme 
types. That is, if it is assumed that the minimum F0 value observed in the second rhyme 
is the F0 realisation of the low target, the FO realisation observed in the second rhyme is 
another case of ‘undershoot’.
As far as the FO shape is concerned, TYM and TTF exhibit a very similar convex FO 
contour in the first rhyme. However, the FO ranges used for the light rhyme and the 
heavy rhyme types are considerably different between TYM and TTF. It is clear from 
Figure 6.3c that the light rhyme type of TTF fails to reach the same maximum FO value 
as the heavy rhyme types—which is observed around the 100 msec point—in the first 
rhyme. That is, if the maximum normalised FO value of the heavy rhyme type is 
assumed to be the realisation of the high target, it can be said that the target is 
‘undershot’ by the light rhyme type in the first rhyme. Not only in the first rhyme, but 
also in the second rhyme, the light rhyme type does not appear to have achieved the 
same minimum FO value as the heavy rhyme types. Like YNM, this is also a case of 
‘undershoot’ in the second rhyme.
Simply by comparing the light rhyme and the heavy rhyme types in terms of the 
maximum FO values, it can be seen from Figure 6.3d that the FO realisation observed in 
the light rhyme type is not quite as high as the FO realisations observed in the heavy 
rhyme types in NKF. What appears to be significantly different from the other 
informants for NKF in terms of the first rhyme is that in the first rhyme the minimum 
FO value of the light rhyme type—which is observed towards the offset of the first 
rhyme—is much higher than those of the heavy rhyme types. For the other informants, 
the minimum FO value of the first rhyme is very similar amongst the three rhyme types. 
Since the FO does not fall in the first rhyme of the light rhyme type as much as in that of 
the heavy rhyme types, FO needs to fall very sharply on the second rhyme of the light 
rhyme type in order to reach the same minimum FO value as the heavy rhyme types. 
This is what can be observed from Figure 6.3d for NKF.
In the following subsection, the three rhyme types are compared on the basis of their 
normalised FO values.
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6.4.1.2 NORMALISATION DATA FOR TYPE A DISYLLABIC WORDS
The log z-score normalised FO contours of Type A -V.-V, -VV.-VV and -VN.-VN are 
plotted in Figure 6.4. The mean normalised FO values are plotted together against 
equalised duration in the left hand column of Figure 6.4 for each informant, and the 
overall mean normalised FO values of each rhyme type is plotted in the right column of 
Figure 6.4 with one sd above and below the mean. The numerical information of Figure 
6.4a, Figure 6.4c, and Figure 6.4e is given in Appendix Three and the numerical 
information of Figure 6.4b, Figure 6.4d, and Figure 6.4f is given in Table 6.1.
As can be seen from Figure 6.4 as well as the low degree of sds given in Table 6.1, the 
normalisation is very successful in reducing large non-linguistic between-speaker 
differences observed in raw FO data (Figure 6.3). Relatively larger sds tend to occur at 
the onset and offset of each rhyme compared to the rest of the sampling points. This 
implies that linguistic between-speaker differences tend to appear at the onset and offset 
of a rhyme.
O TYM A YNM •  TTF ▲ NKF
b: -V.-V
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e: 4VN. f: -VN
Figure 6.4: Mean normalised FO contours as a function of equalised duration (%) for rhymes (-V.-V, 
-VV.-VV and -VN.-VN) in Type A disyllabic words. X-axis = equalised duration, and Y-axis = log 
z-score value.
Table 6.1: The numerical information of Figure 6.4. D = average duration (msec).
Type A -V.-V sd -VV.-VV sd -VN.-VN sd
0% 0.90 0.45 1.19 0.48 1.09 0.51
10% 1.24 0.38 1.19 0.38
20% 0.98 0.39 1.23 0.36 1.24 0.36
30% 1.23 0.36 1.26 0.34
40% 1.00 0.36 1.21 0.37 1.26 0.33
50% 1.21 0.38 1.26 0.32
60% 0.96 0.34 1.18 0.39 1.24 0.32
70% 1.13 0.39 1.20 0.33
80% 0.87 0.36 1.02 0.40 1.10 0.33
90% 0.77 0.46 0.82 0.38
100% 0.63 0.47 0.39 0.55 0.37 0.50
0% -0.47 0.49 -.619 0.62 -0.46 0.53
10% -.847 0.48 -0.75 0.42
20% -0.83 0.53 -1.07 0.41 -1.01 0.39
30% -1.31 0.35 -1.21 0.37
40% -1.22 0.58 -1.51 0.34 -1.38 0.36
50% -1.66 0.32 -1.54 0.36
60% -1.60 0.61 -1.81 0.33 -1.67 0.36
70% -1.96 0.32 -1.81 0.36
80% -1.94 0.71 -2.11 0.32 -1.99 0.34
90% -2.28 0.38 -2.14 0.36
100% -2.23 0.93 -2.47 0.53 -2.30 0.41
D 219.0 470.0 455.0
Judging from Figure 6.4, all of these three rhyme types have a very similar normalised 
FO shape in that the first rhyme has a fairly level shape until around the 80% point, and 
then the normalised FO value starts falling sharply after the 80% point towards the offset 
of the second rhyme.
The overall mean log z-score normalised FO values of Type A -V.-V, -VV.-VV and 
-VN.-VN are plotted all together against mean absolute duration in Figure 6.5, and
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against equalised duration in Figure 6.6. The numerical information o f Figure 6.5 and • 
Figure 6.6 is given in Table 6.1.
O -V.-V
•  -VV.-VV
A -VN.-VN
100 150 200 250 300 350 400 450 500
Figure 6.5: Mean log z-score normalised F0 as a function of absolute duration (msec) for rhymes in Type 
A disyllabic words. X-axis = absolute duration (msec) and Y-axis = log z-score value.
O -V.-V 
•  -VV.-VV 
A -VN.-VN
Figure 6.6: Mean log z-score normalised F0 as a function of equalised duration (%) for rhymes in Type A 
disyllabic words. X-axis = equalised duration and Y-axis = log z-score value. The arrows indicate the 
20% and the 40% points of the second rhyme.
A visual inspection o f Figure 6.5 and Figure 6.6 tells that the heavy rhyme types have 
very nearly identical normalised F0 contour. However between the light rhyme and the 
heavy rhyme types, it can be seen from Figure 6.5 that the maximum normalised F0 
value o f the light rhyme type is not quite as high as those o f the heavy rhyme types. In 
addition, normalised F0 values fall more sharply in the second rhyme o f the light rhyme 
type than that o f the heavy rhyme types. The difference in normalised F0 values
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between the light rhyme and the heavy rhyme types can also be identified when the 
normalised FO values are plotted against equalised duration in Figure 6.6. The 
normalised FO of the light rhyme type appears to be lower than those of the heavy 
rhyme types from the onset to the 80% point in the first rhyme. Although the light 
rhyme type has more or less very similar normalised FO values in the second rhyme to 
the heavy rhyme types, the normalised FO values of the light rhyme type appear to be 
marginally higher at the 20% and the 40% points (which are indicated by arrows in 
Figure 6.6) than the heavy rhyme types in the second rhyme.
In the Type A target words for -V.-V, -VV.-VV and -VN.-VN types, voiced and 
voiceless consonants as well as various kinds of vowels in terms of vowel height are 
used in the first syllable. Therefore, the perturbatory effect must be neutralised, and 
thus the difference observed between the light rhyme type and the heavy rhyme types in 
the first rhyme must have resulted from another cause.
The FO realisation of Type A in disyllabic words—which have a HL pitch 
configuration—is considered to be derived on the basis of a high target and a low target. 
Although it is apparent that these high and low targets are associated with the first and 
the second syllables, respectively, the relationship between these targets and FO 
realisation does not seem to be straightforward: Tn the case of Type A disyllabic words, 
for example, should the maximum FO value observed in the first rhyme of a Type A 
disyllabic word be considered as the realisation of the high target ignoring all possible 
perturbatory effects of the neighbouring consonants?’ or ‘Should the FO value observed 
around the 50% point of the rhyme be considered to be the FO realisation of the target 
because it is in the least influenced position by the neighbouring consonants?’ 
Therefore, there are at least two possibilities with respect to the relationship between a 
target and its FO realisation in the case of Type A disyllabic words: 1) these two targets 
are realised as the maximum and the minimum FO values observed in the first and the 
second rhymes, respectively; or 2) these targets are associated with the FO values 
observed around the 50% point of the rhymes where the perturbatory effect of the 
preceding and the following onset consonants is assumed to be minimum.
Having said these two possibilities, statistical comparisons were conducted not only at 
the maximum and the minimum normalised F0 points but also at every 20% point of 
each rhyme across the three rhyme types. Table 6.2 contains the mean normalised F0
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maximum (norm Fmax) and FO minimum (norm Fmin) values of Type A -V.-V, 
-VV.-VV and -VN.-VN types together with the sds of them. The norm Fmax is 
observed between the 0% and the 50% points of the first rhyme and the norm Fmin is at 
the offset point of the second rhyme in most cases. The results of one-factor ANOVA 
followed by a Scheffe F-test performed between the three rhyme types are also given in 
Table 6.2. The results of one-factor ANOVA and Scheffe F-test conducted across the 
three rhyme types at each percentage point are given in Table 6.3. The mean 
normalised FO value at each % point is given in Table 6.1.
Table 6.2: The results of one-factor ANOVA, followed by a Scheffe F-test on normalised FO maximum 
(norm Fmax) and FO minimum (norm Fmin) values. * stands for a significant difference with 95% 
confidence. The numerals in italics = sds.
-V.-V -VV.-VV -VN.-VN
norm Fmax 1.117 1.433 1.482
sd 0.387 0.378 0.327
norm Fmin -2.339 -2.493 -2.303
sd 0.859 0.528 0.416
DF (2, 297) -V.-V vs. -VV.-VV -V.-V vs. -VN.-VN -VV.-VV vs. -VN.-VN p F-test
norm Fmax 18.09* 22.35* 0.49 0.0001 25.842
norm Fmin 1.55 0.07 2.68 0.0520 3.046
Table 6.3: The results of one-factor ANOVA, followed by a Scheffe F-test on the normalised FO values 
at each % point. * stands for a significant difference with 95% confidence.
DF (2, 297) -V.-V vs. -VV.-VV -V.-V vs. -VN.-VN -VV.-VV vs. -VN.-VN P F-test
0% 8.565* 3.429* 1.141 0.0002 8.604
20% 10.640* 11.346* 0.065 0.0001 13.948
40% 8.325* 11.674* 0.503 0.0001 12.924
60% 9.165* 13.751* 0.776 0.0001 14.929
80% 3.984* 8.009* 1.014 0.0003 8.205
100% 3.804* 4.299* 0.047 0.0063 5.151
0% 1.692 0.004 2.112 0.0703 2.679
20% 7.446* 3.642* 0.631 0.0006 7.613
40% 11.344* 3.119* 2.670 0.0001 11.392
60% 5.840* 0.526 3.144* 0.0017 6.514
80% 3.287* 0.250 1.903 0.0250 3.737
100% 3.366* 0.222 2.056 0.0216 3.885
According to Table 6.2, no significant difference was identified between the norm Fmax 
of Type A -VV.-VV and that of Type A -VN.-VN [Scheffe F-test = 0.49], while the 
norm Fmax values of the heavy rhyme types are significantly higher than that of the 
light rhyme type [DF (2, 297) = 25.842, Scheffe F-test > 18.09]. The average 
magnitude of the difference caused by the different rhyme weight is 0.34 SD (= 
(1.443+1.482)-1.117). This magnitude is approximately half of that I reported 
(Ishihara, 2000a). It is not clear why the magnitude of the difference caused by the
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different rhyme weight in this thesis is approximately half of that reported from this 
pilot study because these two experiments are identical in terms of methodology. Only 
the difference between the two experiments is the type of normalisation strategy used 
(liner z-score normalisation and log z-score normalisation), yet the performance of these 
normalisation strategies should be only very marginally different according to Chapter 
4.
In terms of norm Fmin, no significant difference was observed across the three rhyme 
types [DF (2, 297) = 3.046, p = 0.0520]. Therefore, as far as the norm Fmax and norm 
Fmin are concerned, two points can be made: 1) the intrinsic effect of the coda nasal— 
which was observed in monosyllabic words—is not observed in Type A disyllabic 
words; and 2) the weight of a rhyme is the main factor causing the allotonic differences. 
Namely, the heavy rhyme types are associated with higher maximum normalised F0 
value than the light rhyme type.
Even judging from the results given in Table 6.3 in which the normalised F0 values 
were compared at each % point, the first point made above is still valid because Type A 
-VV.-VV and -VN.-VN do not show any differences except at the 60% point of the 
second rhyme. As can be seen from the results given in Table 6.3, the association of the 
light rhyme type with lower normalised F0 values than the heavy rhyme types has been 
statistically proven from the onset to the 80% point of the first rhyme. At the offset 
point of the first rhyme, the heavy rhyme types have significantly lower F0 values than 
the light rhyme type. However, when it comes to the second rhyme, the relationship 
between the normalised F0 realisation of Type A and the three rhyme types is not as 
clear-cut as the first rhyme. The light rhyme type has significantly higher normalised 
F0 values at least at the 20% and the 40% points of the second rhyme compared to the 
heavy rhyme types. When the light rhyme type and -VV.-VV type are compared, the 
light rhyme type has significantly higher normalised F0 values even after the 40% point 
until the offset of the second rhyme.
What can be summarised from the above observations based on the results given in 
Table 6.2 and Table 6.3 is that no matter how they are compared, the light rhyme type 
has significantly lower normalised F0 values in the first rhyme than the heavy rhyme 
types in the first rhyme. The lower normalised F0 realisation of Type A in the light 
rhyme type can be described as a target ‘undershoot’ compared to the heavy rhyme
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types. However, it is difficult to interpret the above observations in terms of the second 
rhyme because the statistical results presented in Table 6.2 and Table 6.3 are not as 
consistent for the second rhyme as for the first rhyme. If it is assumed that the 
minimum normalised FO value is the realisation of the low target, it is possible to say 
that the low target associated with the second rhyme has been acoustically met by both 
the light rhyme and the heavy rhyme types because their minimum normalised FO 
values are not significantly different as shown in Table 6.2. The differences observed 
between the light rhyme and the heavy rhyme types observed at some % points in the 
second rhyme (Table 6.3) can be considered to be due to the shorter duration of the light 
rhyme type, but the light rhyme type eventually reaches the same minimum normalised 
FO point as the heavy rhyme type.
If it is assumed that the normalised FO values observed around the 50% point is the 
realisation of the low target, the interpretation of the above observation based on Table 
6.3 is rather different from the above interpretation. As shown in Table 6.3, the light 
rhyme type has significantly higher normalised FO values at least at the 20% and the 
40% points than the heavy rhyme types. Moreover, the light rhyme type has 
significantly higher normalised FO values even after the 40% point till the offset of the 
second rhyme than -VV.-VV type. That is, the light rhyme type does not quite fall in 
normalised FO as much as the heavy rhyme types, and it can be said that the low target 
is ‘undershot’ by the light rhyme type. However, judging from the fact that the second 
rhyme shows a sharp falling contour, it should be more appropriate to consider that the 
low target is realised as the minimum value observed in the second rhyme. That is, as 
can be seen from Table 6.2 in which no significant difference was observed between 
-VV.-VV, -VN-VN and -V.-V types in terms of minimum normalised FO (norm Fmin), 
the low target associated with the second rhyme has been acoustically achieved in all of 
these rhyme types.
Another important observation from Figure 6.5 is that the normalised FO contour of 
Type A disyllabic words having light rhymes is a time-warped version of the 
normalised FO contour of Type A disyllabic words having heavy rhymes. As noted in 
Chapter 5, various tone languages show apparent allotony conditioned by the 
phonological structure, such as the absence or presence of a stop consonant in the Coda 
position, the length of the nuclear vowel and so on (Hombert et al., 1979; Rose, 1994; 
1996a; Thompson, 1997). As far as the syllable length—on which a specific tone is
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realised—is concerned, mainly two allotonic realisation patterns are possible (Hombert 
et al., 1979; Rose, 1996a). These two patterns are schematically presented with a 
default tonal contour in Figure 6.7.
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O Default Tonal Contour 
* Time-Warped Tonal Contour
0  Truncated Tonal Contour
Figure 6.7: Two possible allotonic patterns of a given tone. X-axis is duration and Y-axis is F0 (Hz).
The F0 contour shape represented by empty circles (O) is the ‘underlying’ full-scale 
realisation of a falling tone. The F0 contour shapes represented by filled circles ( • )  and 
+  symbols are possible allotonic realisations of the same falling tone. One possible 
allotonic pattern is that a tonal contour can be truncated depending on the length of the 
syllable ( • ) .  In this pattern, the truncated portion is realised congruently with the first 
portion of the contour representing the ‘default’ tonal contour. The other pattern is that 
the default contour shape is ‘time-warped’ so that the whole contour shape can be 
distributed over the shorter duration (+  symbols).
The time-warped nature of Type A disyllabic words having light rhymes can be 
observed from the sharper falling contour appearing in the second rhyme compared to 
the falling contour observed in the second rhyme of Type A heavy disyllabic words 
when they are plotted against absolute duration (Figure 6.5). Due to the time-warping 
nature of the light rhyme type, the second rhyme of Type A -V.-V can achieve the same 
minimum F0 value as that of those words having heavy rhymes. This time-warped 
nature of Type A -V.-V type compared to Type A -VV.-VV and -VN.-VN types 
indicates that there is a driving force that attempts to make the light rhyme type 
acoustically reach the same low target as the heavy rhyme types. Without this driving
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force that induces the light rhyme type acoustically to meet the same target as the heavy 
rhyme type in the second rhyme, the normalised FO values would not have to fall as 
sharply as can be seen in Figure 6.5. That is, although some significant differences can 
be identified at some % points between the light rhyme and the heavy rhyme types in 
the second rhyme presumably due to the durational difference between the light rhyme 
and the heavy rhyme types, an impetus leading the light rhyme type acoustically to 
reach the same target as the heavy rhyme types in the second rhyme undoubtedly exists 
in the Type A light rhyme type.
The fundamental motivation of a time-warp is obviously the achievement of the target 
FO value regardless of the weight of a rhyme. This fundamental motivation of a 
time-warp can be a possible explanation for the association of the light rhyme type with 
lower FO values in the first rhyme compared to the heavy rhyme types. Although the 
relationship between target and FO realisation is not straightforward as mentioned 
above, since the light rhyme type is as equally required as the heavy rhyme types to 
acoustically achieve the same target value in the second rhyme, the light rhyme type not 
only needs to fall more sharply compared to the heavy rhyme types in the second rhyme 
but also needs to start lower in FO in the first rhyme. That is, the difference in FO 
observed between the light rhyme and the heavy rhyme types in the first rhyme is an 
intrinsic phenomenon caused by the extrinsic difference in the syllable rhyme weight 
between the light and the heavy rhyme types. However, it needs to be acknowledged 
that since -VX.-V and -V.-VX types (where X is either N or V) are not included in the 
current analysis, it is not clear whether the undershooting observed in the first rhyme of 
the -V.-V type is due to either the light weight of the first rhyme or that of the second 
rhyme or even the overall weight of the entire disyllables.
As possible allotonic realisations of a tone resulting from the shortness of syllable 
length, two possible allotonic realisations have been presented in Figure 6.7. However, 
as my current data shows, one more allotonic realisation—which is an undershot tonal 
contour of a tone—is possible. This undershot allotonic realisation is presented in 
Figure 6.8 together with the allotonic realisations given in Figure 6.7.
The FO contour represented by the empty square (□) in Figure 6.8 is an undershot 
allotonic realisation of a tone. In the allotonic realisation, FO starts lower than the 
default FO contour (O) to reach the same target as the default FO contour of the tone.
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O Default Tonal Contour 
* Time-Warped Tonal Contour
q  Truncated Tonal Contour 
□ Undershot Tonal Contour
Figure 6.8: Three possible allotonic patterns of a given tone. X-axis is duration and Y-axis is F0 (Hz).
6.4.1.3 COMPARISON BETWEEN THE F0 REALISATIONS OF TYPE A 
MONOSYLLABIC AND DISYLLABIC WORDS
In Chapter 5, the F0 realisations of Type A in heavy monosyllabic words having -VV 
and -VN rhymes were described, and it was statistically shown that the latter type has a 
higher F0 realisation than the former type from the onset to the 20% point. 
Furthermore, it was argued in Chapter 5 that the F0 realisation of Type A on -VN 
rhyme is a deviation from the unmarked F0 realisation of Type A on heavy 
monosyllables—which is the normalised F0 realisation of Type A on -VV rhyme, and 
that the association of -VN rhyme with a higher F0 value is due to the articulatory 
mechanism associated with the production of the nasal coda.
In the above subsection, the F0 realisations of Type A in disyllabic words having heavy 
rhymes and light rhymes were acoustically-phonetically described, and it was 
statistically demonstrated that the heavy rhyme types (-VV.-VV and -VN.-VN) share 
the same F0 contour, while the light rhyme type (-V.-V) is associated with a lower F0 
value than the heavy rhyme types in the first rhyme. In the above subsection, 
furthermore, the F0 realisation of the light rhyme type was described as the ‘undershot’ 
realisation of the target whose full realisation is observed in the heavy rhyme types. 
That is, the F0 realisation observed in the heavy rhyme types has been assumed as the 
default (= unmarked) realisation of the target, and it has been considered that the target
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was undershot by the light rhyme type. In other words, the FO realisation was depressed 
in the light rhyme type compared to the heavy rhyme types. However, like Type A 
monosyllabic words, a totally opposite interpretation is equally possible, namely that the 
FO realisation of the light rhyme type is the default (= unmarked) FO realisation of the 
target, and it was boosted in the heavy rhyme types. This point is very important in 
terms of a linguistic-phonetic representation of Type A on disyllables.
Before discussing which one is the proper description, boosting or depressing, 
associated with the rhyme types, it is useful to investigate the magnitude of the intrinsic 
effect associated with different rhyme types across Type A monosyllabic and disyllabic 
words. Table 6.4 summarises the intrinsic effects of the different rhyme types observed 
in Type A monosyllabic and disyllabic words. Please note that the contrastive terms 
Tow’ and ‘high’ are used in Table 6.4 to describe the intrinsic effects in question. 
However, please also note that these contrastive terms are not valid across the 
monosyllabic and disyllabic words but within either the monosyllabic or the disyllabic 
words.
Table 6.4: A summary of the intrinsic effects associated with the rhyme types of Type A monosyllabic 
and disyllabic words.
Type A Heavy Monosyllabic Type A Disyllabic
-VV -VN -V.-V -VV.-VV -VN.-VN
low high low high high
Although Type A -VN is associated with higher FO values compared to Type A -VV, 
and Type A -VV.-VV and -VN.-VN are also associated with higher FO values compared 
to Type A -V.-V in the first rhyme, it has not been known whether the association with 
higher FO is significantly different or not between the monosyllabic and the disyllabic 
words. Therefore, the normalised FO realisations need to be compared to investigate the 
magnitude of the effect associated with the above five types.
The overall mean normalised FO values of the five types given in Table 6.4 are 
presented in Figure 6.9 and Figure 6.10. They are plotted in two different figures in 
order to prevent the plot from becoming too busy. Figure 6.9 contains the overall mean 
log z-score normalised FO values of Type A -VV and -VN (monosyllabic) and Type A 
-V.-V (disyllabic). Type A -VV and -V.-V are the types which are associated with 
Tower’ FO values. Figure 6.10 contains the overall mean logarithmic z-score
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normalised FO values of Type A -VN (monosyllabic) and Type A -VV.-VV and 
-VN.-VN (disyllabic). Type A -VN, -VV.-VV and -VN.-VN are the types which are 
associated with ‘higher’ FO values. The numerical information of Figure 6.9 and Figure 
6.10 is given in Appendix Three.
O Type A -VV 
•  Type A - VN 
A Type A -V.-V
Figure 6.9: Mean log z-score normalised FO as a function of absolute duration (msec) for Type A -VV 
and -VN and Type A -V.-V. X-axis = absolute duration and Y-axis = log z-score value.
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O Type A - VN 
•  Type A -VV.-VV 
A Type A -VN.-VN
Figure 6.10: Mean log z-score normalised F0 as a function of absolute duration (msec) for Type A -VN 
and for Type A -VV.-VV and -VN.-VN. X-axis = absolute duration and Y-axis = log z-score value.
What can be observed in Figure 6.9 is that the normalised F0 shape of Type A -V.-V 
has an identical normalised F0 shape as Type A -VV in terms of the first half of the first 
rhyme. As for Figure 6.10, it appears that these three types share an almost identical 
peak normalised F0 value in the first rhyme. One-factor ANOVA followed by a 
Scheffe F-test was conducted on the maximum normalised F0 value of the first rhyme 
across these five types, and the results of these tests are presented in Table 6.5.
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The results presented in Table 6.5 statistically support the visual observations made 
from Figure 6.9 and Figure 6.10 with respect to the maximum normalised F0 value. 
The relationship between these five types in terms of the maximum normalised F0 value 
can be expressed by the equation and inequality -VV = -V.-V < -VN = -VV.-VV = 
-VN.-VN [DF = (4, 535) = 12.92, p = 0.0001]. That is, in terms of peak normalised F0 
value, Type A -VN, -VV.-VV and -VN.-VN can be grouped together and they are 
associated with a higher normalised F0 value than the other group consisting of Type A 
-VV and -V.-V. Having identified the relationship between Type A -VV, -VN, -V.-V, 
-VV.-VV and -VN.-VN in terms of the maximum normalised F0 values, we can now 
start discussing whether -V.-V actually depresses the F0 realisation of Type A or 
-VV.-VV and -VN.-VN boost the F0 realisation.
Table 6.5: The average maximum normalised F0 values (norm Fmax) observed in Type A -VV, -VN, 
-V.-V, -VV.-VV and -VN.-VN, and the results of ANOVA and Scheffe F-test between them.
norm Fmax 
Mean (sd)
-VV
1.215 (0.550)
-VN -V.-V
1.468 (0.559) 1.1 17 (0.387)
-VV.-VV -VN.-VN
1.433 (0.378) 1.482 (0.327)
DF = (4, 535) F-test = 12.92 P = 0.0001
-VV -VN -V.-V -VV.-VV
-VN 4.447*
-V.-V 0.582 6.522*
-VV.-VV 3.659* 0.079 5.710*
-VN.-VN 4.956* 0.012 7.056* 0.156
It is noted in Japanese that the CV light syllable structure is the basic syllable structure, 
or the unmarked structure. It is considered so from the historical development of more 
complex syllable structures (or an even simple syllable structure: V) from the CV 
structure; the phonological phenomena of modem Japanese such as Japanese loanword 
phonology (Nomoto, 1990); and so on (Kubozono, 1999: 217-229). Therefore, it could 
be natural to assume for disyllabic words that the F0 realisation of Type A on -V.-V 
type—rather than -VV.-VV and -VN.-VN types consisting of heavy syllables—is the 
unmarked realisation. This assumption may be plausible judging from the fact that as 
can be seen in Table 6.5, Type A -V.-V shares the same peak normalised F0 value as 
Type A -VV which was argued for in Chapter 5 as the unmarked case of Type A in 
heavy monosyllables. Given that the F0 realisation of Type A in -V.-V type is the 
unmarked F0 realisation, it needs to be considered that the unmarked F0 realisation is 
boosted by a heavy rhyme in the first rhyme of disyllabic words. However, it is difficult 
to find a reasonable phonological or phonetic motivation for the assumed boost 
associated with the heavy rhyme types in disyllabic words. On the other hand, if it is
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assumed that the normalised FO realisation observed in the light rhyme type is a 
depressed or undershot FO realisation of the initial target (which is fully realised in the 
heavy rhyme types), a clear motivation for the depressed FO realisation in the first 
rhyme can be argued. As discussed in §6.4.1.2, the initial target is undershot by the 
light rhyme type in order to acoustically achieve the target associated with the second 
rhyme. That is, what can be observed here is an anticipatory assimilation due to the 
shortness of the light rhyme (Schuh, 1978: 237; Laver, 1994: 383).
Schuh (1978: 237-241) mentions that both anticipatory and perseverative assimilations 
in tone can be observed in many tone languages, but ‘there is a general tendency of 
lowering tonal assimilations to be favoured over rising assimilations’ (Schuh, 1978: 
239). That is, the anticipatory assimilation which is observed in Type A -V.-V can be 
viewed as a standard anticipatory assimilation because the initial target is assimilated to 
the second target by lowering the FO realisation of the first target. Figure 6.11 
schematically accounts for the relationship between the unmarked FO realisation of 
Type A and its deviation in heavy monosyllables and disyllables.
Heavy monosyllables Disyllables (first syllable)
________________ -VN ________________ -VV.-VV & -VN.-VN
FO ^  boosting ^  undershooting
------------------------  -VV ------------------------  -V.-V
Figure 6.11: A schematic relationship between the unmarked FO realisation of Type A and its diversion 
in heavy monosyllables and disyllables.
As the statistical results presented in Table 6.5 and Figure 6.11 show, Type A -VN, 
-VV.-VV and -VN.-VN share the same FO height, whereas Type A -VV and -V.-V 
share the same FO height. However, as Figure 6.11 shows, the FO realisations of Type 
A observed in -VV, -VN, -V.-V, -VV.-VV and -VN.-VN are initiated by different 
factors. Namely, Type A -VN is a deviation from Type A -VV due to the intrinsic 
effect (FO boosting effect) associated with the coda nasal, while Type A -V.-V is a 
deviation from Type A -VV.-VV and -VN.-VN resulting from an anticipatory 
assimilation (or target undershot).
In §6.4.1.4, a possible linguistic-phonetic representation of Type A on disyllables will 
be discussed and presented.
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6.4.1.4 LINGUISTIC-PHONETIC REPRESENTAION OF TYPE A ON
DISYLLABLES
In §6.4.1.2 and §6.4.1.3 above, I have discussed that the FO realisation of Type A 
observed in the first rhyme of -V.-V type is the undershot version (or antic ip atorily 
assimilated version) of that observed in the first rhyme of-VV.-VV and -VN.-VN types. 
In other words, the FO realisation of Type A in -V.-V type is a deviation from the 
unmarked FO realisation of -VV.-VV and -VN.-VN types due to the shortness of -V.-V 
type.
Since Type A -VV.-VV and -VN.-VN types exhibit an identical FO contour, the mean 
value of them can be represented as a linguistic-phonetic representation of Type A on 
disyllables. That is, the difference between the light and the heavy rhyme types 
observed in the peak value of the first rhyme is intrinsically caused by the extrinsic 
difference in rhyme weight between the light rhyme and the heavy rhyme types. A 
linguistic-phonetic representation of Type A on disyllables is given in Figure 6.12. The 
numerical information of Figure 6.12 is given in Table 6.6.
100 0
Figure 6.12: A linguistic-phonetic representation of Type A disyllables. X-axis = equalised duration (%) 
and Y-axis = log z-score value. SI = first syllable; S2 = second syllable.
As can be seen from Figure 6.12, the entire FO range of a speaker is used to realise Type 
A on disyllables. In the first rhyme, the FO stays fairly level until around the 80% point,
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and then it starts falling towards the offset of the second syllable. The
• . . . , y .
linguistic-phonetic representation of Type A on disyllables given in Figure 6.12 is used 
to compare with that of Type B on disyllables in §6.5.
Table 6.6: The numerical basis of Figure 6.12.
Norm F0 sd
0% 1.153 0.50
10% 1.222 0.38
20% 1.240 0.36
30% 1.245 0.35
40% 1.237 0.35
50% 1.238 0.35
60% 1.213 0.36
70% 1.165 0.37
80% 1.061 0.37
90% 0.799 0.42
100% 0.387 0.53
0% -0.548 0.58
10% -0.805 0.45
20% -1.048 0.40
30% -1.265 0.36
40% -1.454 0.35
50% -1.610 0.35
60% -1.751 0.35
70% -1.898 0.34
80% -2.062 0.34
90% -2.220 0.38
100% -2.396 0.49
Figure 6.13 includes the linguistic-phonetic representation of Type A on heavy 
monosyllables ( • )  and disyllables (O) plotted together against mean absolute duration.
! #Type A: heavy monosyllables
i 6  Type A disylpables
100 150 200 250 300 350 400 450 500
Figure 6.13: Linguistic-phonetic representations of Type A on heavy monosyllables and disyllables 
plotted against mean absolute duration (msec). Y-axis = log z-sore value.
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The relationship between Type A heavy monosyllables ( • )  and disyllables (O) that can 
be observed from Figure 6.13 is very similar to the relationship between the Type A 
disyllable light rhyme type (-V.-V) and the Type A heavy rhyme types (-VV.-VV and 
-VN.-VN) (refer to Figure 6.5). In Type A disyllabic words, the light rhyme type has a 
lower FO in the first rhyme than the heavy rhyme types.
As has been statistically shown in §6.4.1.3 in which the allotones observed in Type A 
heavy monosyllables and disyllables were compared, Type A heavy monosyllables ( • )  
start with significantly lower FO than Type A disyllables (O) in the first rhyme, yet they 
acoustically reach the same target in the second rhyme. The same explanation that was 
employed for the relationship between the Type A disyllabic light rhyme type (-V.-V) 
and the Type A heavy rhyme types (-VV.-VV and -VN.-VN) can be applied to what can 
be observed in Figure 6.13. That is, due to the shortness of heavy monosyllables 
compared to heavy disyllables, FO needs to start lower in Type A heavy monosyllables 
in order to acoustically reach the same minimum FO value as Type A heavy disyllables 
in the second rhyme. That is, the linguistic-phonetic representation of Type A given for 
heavy monosyllables is also indeed an anticipatorily assimilated version of the 
linguistic-phonetic representation of Type A given for disyllables due to the shortness of 
heavy monosyllables.
In the following subsection, the findings for Type A disyllables are summarised.
6.4.1.5 SUMMARY: TYPE A DISYLLABIC WORDS
In this section, the FO realisation of Type A on disyllables has been investigated using 
disyllabic words having -V, -VV and -VN rhymes. A linguistic-phonetic representation 
of Type A on disyllables has been presented as well.
The findings about Type A disyllabic words are: 1) the intrinsic effect of the coda nasal 
observed in heavy monosyllabic words is not observed in Type A disyllabic words; 2) 
the weight of a syllable rhyme is the main factor resulting in the allotonic differences: 
the heavy rhyme types (-VV.-VV and -VN.-VN) are associated with higher FO value 
than the light rhyme type (-V.-V); and the magnitude of the difference caused by the 
weight of a syllable rhyme is an average of 0.34 SD in the first rhyme; 3) there is no 
significant difference in terms of the minimum normalised FO value across the three
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rhyme types, but the light rhyme types have significantly higher normalised FO values at 
some percentage points of the second rhyme than the heavy rhyme types when the three 
rhyme types are compared along the percentage points; and 4) the normalised FO shape 
of Type A disyllabic words having light rhymes is a time-warped version of those 
having heavy rhymes.
Besides the above findings, it has been discussed that the lower FO observed in the first 
rhyme of the light rhyme type is due to an anticipatory assimilation resulting from the 
shortness of the rhyme. It has been further discussed that this assimilation is motivated 
by the requirement that the light rhyme type needs to acoustically meet the same target 
as the heavy rhyme types in the second rhyme, despite the fact that the light rhyme type 
is much shorter than the heavy rhyme types.
It has been also demonstrated in this section that the relationship between Type A -VV, 
-VN, -V.-V, -VV.-VV and -VN.-VN in terms of the maximum FO value in the first 
rhyme can be expressed as -VV = -V.-V < -VN = -VV.-VV = -VV.-VV.
6.4.2 TYPE B DISYLLABIC WORDS
In this section, the FO realisations of Type B on disyllables will be investigated using 
disyllabic words having -V.-V, -VV.-VV and -VN.-VN rhyme structures. After some 
analyses of raw FO values are conducted in §6.4.2.1, the FO realisations of Type B in 
disyllabic words having these three rhyme types are acoustically-phonetically described 
using log z-score normalisation, and then their intrinsic effect with the syllable rhyme 
weight is investigated on the basis of normalised FO values in §6.4.2.2. In §6.4.2.3, 
Type B -V.-V is compared to the rising allotone of Type B heavy monosyllabic words 
to show that the rising allotone is a full-scale realisation of the LH pitch configuration. 
In §6.4.2.4, a possible linguistic-phonetic representation of Type B on disyllables will 
be discussed and presented.
6.4.2.1 RAW DATA FOR TYPE B DISYLLABIC WORDS
Figure 6.14 contains the mean raw FO values of Type B -V.-V, -VV.-VV and -VN.-VN 
plotted individually against mean absolute duration. The numerical information of
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Figure 6.14 is given in Appendix Three. Note again that FO values are plotted through 
the portion that corresponds to intervocalic consonants in Figure 6.14. This is for the 
sake of convenience only, and it should not be considered that FO is observed 
throughout the portion in question.
O -v.-v •  -vv.-vv a -VN.-VN
YNM
d: =NKF
Figure 6.14: Mean FO (Hz) as a function of absolute duration (msec) for rhymes in Type B disyllabic 
words. Y-axis = FO and the same range (100 Hz) is used for all informants.
It can be seen from Figure 6.14 that by and large there is not much difference between 
the heavy rhyme types regarding the FO shape of the first rhyme within the same 
informant. However, some between-sex differences can be observed in the first rhyme 
in that Type B -VN.-VN (A) is realised marginally higher in FO than Type B -VV.-VV 
type ( • )  in the female informants, while they appear to be almost identical in the male 
informants. Some between-speaker differences can be observed in terms of FO shape as 
well. In the first rhyme of TYM, for example, the FO stays fairly level from the onset 
until around the 80% point and then it starts falling towards the offset of the first rhyme 
in the heavy rhyme types. For YNM, TTF and NKF, on the other hand, the FO shapes 
of the heavy rhyme types are a straight falling from the onset to the offset of the first 
rhyme. The FO shape observed in the second rhyme of the heavy rhyme types shows a
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very moderate convex shape for TYM and TTF, whereas for YNM and NKF, it is a 
level shape.
The pitch configuration of Type B disyllabic words is LH. If we examine the F0 values 
of the light rhyme and the heavy rhyme types in the light of ‘target hit’ and ‘target 
undershoot’, as has been done for Type A disyllabic words, some between-speaker 
differences can be observed in Figure 6.14.
TYM uses more or less similar F0 values for both the light and the heavy rhyme types 
in the second rhyme. That is, the high target associated with the second rhyme has been 
acoustically met both by the light rhyme and the heavy rhyme types. As with the first 
rhyme, the light rhyme and the heavy rhyme types appear to use different F0 values in 
that the light rhyme type is associated with lower F0 values than the heavy rhyme types 
until around the 100 msec point when they are compared on the basis of absolute 
duration. However, if the low target associated with the first rhyme is considered to be 
realised as the minimum F0 value in the first rhyme, it can be said from Figure 6.14a 
that both the light rhyme and the heavy rhyme types reached the same target point 
because they show a very similar minimum F0 value in Figure 6.14a.
As can be seen in Figure 6.14b, as for YNM, although the light rhyme type has 
marginally lower F0 values than the heavy rhyme types until around the 20 msec point, 
the F0 shape of the light rhyme type appears to be a truncated version of the heavy 
rhyme types in the first rhyme. That is, if the low target is realised as the minimum F0 
value in the first rhyme, it can be said that the target is ‘undershot’ by the light rhyme 
type compared to the heavy rhyme types. The F0 height of the light rhyme type is 
almost the same as those of the heavy rhyme types in the second rhyme.
A large difference in F0 realisation can be seen in TTF between the light and the heavy 
rhyme types (Figure 6.14c). Although both the light and heavy rhyme types have a 
fairly similar F0 shape, the light rhyme type has a lower F0 value than the heavy rhyme 
types in both the first and the second rhymes. In Type A disyllabic words, TTF showed 
considerably lower F0 values for the light rhyme type compared to the heavy rhyme 
types as well. If the F0 realisation observed in the heavy rhyme types is considered to 
be the default (= unmarked) F0 realisation, it can be said that the target is ‘undershot’ by 
the light rhyme type both in the first and second rhymes. However, it is equally
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possible to say that the low target is ‘undershot’ by the heavy rhyme types in the first 
rhyme if the minimum FO value of the light rhyme type is considered to be the 
realisation of the low target.
Like YNM, as for NKF (Figure 6.14d), the FO shape of the light rhyme type appears to 
be a truncated version of the heavy rhyme types in the first rhyme. However, the light 
rhyme type appears to have lower FO values at least at the onset point of the first rhyme 
compared to the heavy rhyme types. If the light rhyme type is compared to the 
-VN.-VN type (A) on the basis of absolute duration, the light rhyme type is marginally 
lower in FO than -VN.-VN type until around the 90 msec point in the first rhyme. As 
for the second rhyme, the FO shape of the light rhyme type appears to be rather different 
from the heavy rhyme types in that the fonner shows a convex contour shape while the 
latter has a level shape.
As far as the raw FO data is concerned, the following three points can be made: 1) the 
heavy rhyme types have a very similar FO shape within the same informant; 2) although 
there are some between-speaker differences, the light rhyme type tends to have lower FO 
values than the heavy rhyme types at least at the early stage of the first rhyme; 3) the FO 
shape of the light rhyme type is either a truncated version of the heavy rhyme types or 
lies lower than the heavy rhyme types.
In the following subsection, the FO realisation of Type B is compared as a function of 
the three different rhyme types on the basis of their normalised FO values.
6.4.2.2 NORMALISATION DATA FOR TYPE B DISYLLABIC WORDS
The log z-score normalised FO contours of Type B -V.-V, -VV.-VV and -VN.-VN are 
plotted in Figure 6.15. The mean normalised FO contours are plotted all together in the 
left column of Figure 6.15 for each informant, and the overall mean normalised FO 
contour of each rhyme type is presented in the right column of Figure 6.15 with one sd 
above and below the mean. The numerical bases of Figure 6.15a, Figure 6.15c and 
Figure 6.15e are set out in Appendix Three, and the numerical bases of Figure 6.15b, 
Figure 6.15d and Figure 6.15f are set out in Table 6.7. Note that a different Y-axis scale
CHAPTER 6 192
is used for Figure 6.15 (between -2 and 2) from the scale used for Figure 6.4 (between 
-4 and 2) which is the Type A counterpart of Figure 6.15.
O TYM A YNM #  TTF £  NKF
hi: -V.-V
-1.5 . -1.5..
e: i-VN.-VN
-1.5....
-VIN.-VN
. 5 . . . . f :
-1.5....
Figure 6.15: Mean normalised FO contours as a function of equalised duration (%) for rhymes (-V.-V, 
-VV.-VV and -VN.-VN) in Type B disyllabic words. X-axis = equalised duration and Y-axis = log 
z-score value.
What appears in common for all informants regarding Type B disyllabic words having 
light rhymes is that reflecting the pitch configuration of Type B disyllabic words (LH), 
the second rhyme has higher normalised FO values than the first rhyme. The first rhyme
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has a level or very moderate falling contour, while the second rhyme has a moderate 
convex or a level shape. As for the heavy rhyme types, all informants show a falling 
contour in the first rhyme, while they have a level or a moderate falling shape in the 
second rhyme.
Some between-speaker differences in normalised FO shape can be observed in all rhyme 
types from Figure 6.15. As for the light rhyme type (Figure 6.15a), TYM has a fairly 
lower normalised FO realisation in the first rhyme compared to the other informants, 
whereas TYM has a slightly higher normalised FO realisation in the second rhyme than 
the other informants. That is, the contrast between the first and second rhymes in 
normalised FO heights is the greatest in TYM. The same observation was made in 
TYM’s rising allotone of Type B monosyllabic words (refer to §5.4.2.23) in which 
TYM showed the sharpest FO rise amongst the informants.
As for the heavy rhyme types (Figure 6.15c and Figure 6.15e), TTF has a relatively 
higher normalised FO realisation in the first rhyme compared to the other informants. 
As for the second rhyme, TYM and TTF exhibit a higher normalised FO realisation than 
the other informants. As a result, the sds of Type B disyllabic words (Table 6.7) are 
marginally larger than the corresponding Type A disyllabic words (Table 6.1).
Table 6.7: The numerical information of Figure 6.15. D stands for average duration.
-V.-V sd -VV.-VV sd -VN.-VN sd
0% 0.02 0.59 0.54 0.52 0.67 0.59
10% 0.39 0.43 0.55 0.45
20% 0.00 0.60 0.27 0.38 0.42 0.40
30% 0.18 0.35 0.34 0.38
40% -0.03 0.57 0.09 0.34 0.26 0.39
50% 0.02 0.35 0.18 0.37
60% -0.09 0.55 -0.04 0.38 0.09 0.38
70% -0.10 0.38 0.03 0.36
80% -0.15 0.51 -0.17 0.42 -0.07 0.36
90% -0.25 0.42 -0.18 0.41
100% -0.23 0.54 -0.45 0.55 -0.40 0.50
0% 0.05 0.38 0.53 0.40 0.58 0.46
10% 0.48 0.44 0.52 0.42
20% 0.55 0.44 0.49 0.46 0.53 0.46
30% 0.46 0.46 0.55 0.44
40% 0.61 0.45 0.42 0.48 0.54 0.46
50% 0.38 0.47 0.51 0.46
60% 0.58 0.46 0.32 0.47 0.46 0.45
70% 0.27 0.47 0.43 0.44
80% 0.53 0.45 0.25 0.47 0.40 0.43
90% 0.26 0.49 0.40 0.45
100% 0.48 0.42 0.30 0.48 0.45 0.45
D 317.0 582.0 550.0
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The overall logarithmic z-score normalised FO values of Type B -V.-V, -VV.-VV and 
-VN.-VN are plotted together against mean absolute duration in Figure 6.16, and against 
equalised duration in Figure 6.17. The numerical information of Figure 6.16 and Figure 
6.17 is given in Table 6.7.
.5..
O -V.-V 
•  -VV.-VV 
A -VN.-VN
Figure 6.16: Mean log z-score normalised FO as a function of absolute duration (msec) for rhymes in 
Type B disyllabic words. X-axis = absolute duration and Y-axis = log z-score value.
O -V.-V 
•  -VV.-VV 
A -VN.-VN
Figure 6.17: Mean log z-score normalised FO as a function of equalised duration (%) for rhymes in Type 
B disyllabic words. X-axis = equalised duration and Y-axis = log z-score value. The arrows indicate the 
60% and the 80% points of the second rhyme.
The FO realisation of Type B in disyllabic words—which have a LH underlying 
representation—is considered to be derived from the low target and the high target 
associated with the first and second syllables, respectively.
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As for the first rhyme, a clear difference can be observed between the light rhyme and 
the heavy rhyme types from Figure 6.17 in that a large difference in normalised FO can 
be observed at the onset point with the difference becoming smaller along the 
percentage points.
As for the second rhyme, the light rhyme and the heavy rhyme types appear to have 
very similar maximum normalised FO values judging from Figure 6.16 and Figure 6.17. 
However, there appears to be some differences when they are plotted against equalised 
duration (Figure 6.17) in that the light rhyme type seems to have marginally higher 
normalised FO values than the heavy rhyme types around the 60% and the 80% points of 
the second rhyme (indicated by the arrows in Figure 6.17).
Following the same procedure as Type A disyllabic words, two different statistical 
comparisons were conducted. First of all, these three rhyme types were compared at the 
minimum normalised FO value (norm Fmin) of the first rhyme and the maximum 
normalised FO value (norm Fmax 2) of the second rhyme. The assumption for this 
comparison is that the low target is realised as the minimum normalised FO value in the 
first rhyme and the high target is realised as the maximum normalised FO value in the 
second rhyme. Besides these two points, these three types were compared at the 
maximum normalised FO value (norm Fmax 1) of the first rhyme. The three rhyme 
types were also compared in terms of maximum normalised FO values (norm Fmax 1) 
because the heavy rhyme types show a falling contour in the first rhyme (refer to Figure 
6.16 and Figure 6.17). Norm Fmax 1 was observed at the onset of the first rhyme in 
most cases, otherwise at the early stage of the first rhyme, and norm Fmin was usually 
observed at the offset of the first rhyme, otherwise at the late stage of the first rhyme. 
The results of these statistical comparisons are presented in Table 6.8 together with the 
mean and sds of norm Fmax 1, 2 and norm Fmin.
In the second comparison, the three rhyme types were compared at each percentage 
point. The assumption for this comparison is that the normalised FO value observed 
around the 50% point is the realisation of the target. Strictly speaking, only the values 
observed around the 50% point are relevant to the second comparison, nevertheless the 
three rhyme types were compared at each percentage point. The results of the second 
comparison are given in Table 6.9.
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Table 6.8: The results of ANOVA, followed by a Scheffe F-test for the maximum and the minimum 
normalised FO values (norm Fmax 1 and norm Fmin) of the first rhyme, and the maximum normalised FO 
value (norm Fmax 2) of the second rhyme. The numerals in italics = sds.
-V.-V -VV.-VV -VN.-VN
norm Fmax 1 0.029 0.541 0.671
sd 0.598 0.526 0.590
norm Fmin -0.369 -0.495 -0.421
sd 0.542 0.545 0.500
norm Fmax 2 0.741 0.711 0.797
sd 0.440 0.394 0.441
DF (2, 297) -V .-V  vs. -V V .-V V -V.-V  vs. -V N .-V N  -V V .-V V  vs. -V N.-VN P = F-test
norm Fmax 1 19.534* 28.482* 1.442 0.0001 31.169
norm Fmin 1.653 0.663 1.028 0.2408 1.431
norm Fmax 1 19.534* 28.482* 1.442 0.0001 31.169
Table 6.9: The results of one-factor ANOVA, followed by a Scheffe F-test on the normalised FO values 
at each % point. * stands for a significant difference with 95% confidence.
DF (2, 297) -V.-V vs. -VV.-VV -V.-V vs. -VN.-VN -VV.-VV vs. -VN.-VN P F-test
0% 19.534* 28.482* 1.442 0.0001 31.169
20% 8.174* 18.890* 3.122* 0.0001 19.073
40% 1.800 10.487* 4.654* 0.0001 19.905
60% 0.225 3.986* 2.910 0.01 4.676
80% 0.710 0.767 1.574 0.1915 1.662
100% 3.854* 2.260 0.183 0.0182 4.059
0% 1.266 2.660 0.369 0.0681 2.711
20% 0.184 0.003 0.270 0.7246 0.322
40% 2.579 0.151 1.642 0.0506 3.014
60% 5.941* 0.888 2.416 0.0022 6.265
80% 5.631* 0.618 2.752 0.0024 6.143
100% 0.513 0.709 2.878 0.0578 2.878
According to the results given in Table 6.8 (norm Fmin and Fmax), no significant 
difference was observed at any of the comparable points between Type B -VV.-VV and 
-VN.-VN. On the other hand, although the light rhyme and the heavy rhyme types are 
not significantly different in terms of norm Fmin and norm Fmax 2 values, they show a 
significant difference in terms of norm Fmax 1 [DF (2, 279) = 31.169, Scheffe F-test > 
19.534], That is, the heavy rhyme type is associated with the higher normalised FO 
compared to the light rhyme type at the peak point of the first rhyme. The average 
magnitude of the normalised FO difference caused by the rhyme weight at norm Fmax 1 
is 0.57 SD (= (0.541+0.671)^-2-0.029).
When the three rhyme types are compared along the percentage points (Table 6.9), no 
clear consistent differences/similarities can be observed between the three rhyme types 
in the first rhyme. If the results given in Table 6.9 are investigated in the light of the 
rhyme weight, it can be said that the light rhyme type has significantly lower normalised 
F0 values than the heavy rhyme types from the onset to the 20 % point of the first
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rhyme. If the normalised FO realisation of the light rhyme type is compared with that of 
the -VN.-VN type, the light rhyme type has significantly lower normalised FO values 
even after the 20% point until the 60% point than the -VN.-VN type. That is, a 
difference between the light rhyme and the heavy rhyme types is observed at an early 
stage of their percentage points.
If we look at the above observations in the light of the understanding that the low target 
is associated with the first rhyme, it can be said that the low target has somehow 
managed to be acoustically met by both the light rhyme and the heavy rhyme types. 
Even if we consider that the normalised FO value around the 50% point is the realisation 
of the low target, both the light rhyme and the heavy rhyme types appear to have 
achieved the target. This is because as shown in Table 6.9 no significant difference was 
observed across the three rhyme types at the 40% point of the second rhyme and no 
significant difference was observed between -V.-V and -VV.-VV types at the 40% and 
the 60% points either.
One possible explanation for the difference in F0 observed between the light rhyme and 
the heavy rhyme types at the early stage of the first rhyme is the perturbatory effect of 
the initial consonant. It can be noted from Appendix One—where detailed information 
of the datasets is given—that many of the target words used for Type B heavy disyllabic 
words contain a voiceless consonant as the initial consonant compared to Type B light 
disyllabic words. That is, there is a possibility that the initial voiceless consonant 
boosted the F0 at the beginning of the disyllabic words. If it is so assumed, it can be 
said from Figure 6.16 that the perturbatory effect lasted almost until the offset of the 
first rhyme of the light rhyme type (or approximately for 90 msec). Furthermore, as 
mentioned above, the average magnitude of the normalised F0 difference caused by the 
rhyme weight is 0.57 SD. However, in Ishihara (1997) I demonstrated using /ta/ and 
/da/ that the magnitude of the perturbatory effect associated with the voicing contrast is 
far weaker on the syllable having a low pitch than that having a high pitch in SJ, both in 
terms of magnitude and persistency. Based on the linear z-score normalised data 
collected from 10 informants (5 male and 5 female), it was shown that the maximum 
magnitude of the perturbatory effect was found to be only 0.19 SD on a low pitched 
initial syllable, and the effect did not last longer than 30 msec from the onset. The 
perturbatory effect on a low pitched syllable is significantly weaker compared to that on 
a high pitched syllable (the maximum magnitude of the perturbatory effect is 1.1 SDs
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and the effect lasted at least until 40 msec from the onset for a high pitched syllable). 
These results show that the difference in F0 observed between the light rhyme type and 
the heavy rhyme types at the early stage of the first rhyme in KJ is very likely not 
simply due to the perturbatory effect associated with the voicing contrast of consonants.
If the perturbatory effect associated with a voiceless consonant is not the cause of the F0 
difference observed between the light and the heavy rhyme types at the initial stage of 
the first rhyme, another explanation needs to be sought. One might argue that the 
higher F0 value associated with the heavy rhyme types at the initial stage of the first 
rhyme is a result of the F0 boosting effect associated with heavy rhymes. Yet, I find it 
very difficult to find a plausible reason supporting the association of the heavy rhyme 
types with an F0 boosting effect.
The most plausible explanation seems to be the influence from a boundary tone. 
Although the pitch configuration of Type B disyllabic words is LH, it can be considered 
from an intonational point of view that the first syllable of a Type B disyllabic word is 
associated not only with a target L tone but also with an initial boundary tone (i.e. H%). 
That is, the actual F0 contour is based on the initial boundary tone and the L tone that 
are associated with the first syllable. Due to the shortness of the light rhyme type, the 
initial boundary tone (i.e. H%) is undershot by the light rhyme type. Please note that 
the actual value of the boundary tone in question will be discussed in Chapter 7. This is 
shown in Figure 6.18 using the schematic F0 contours of the light and the heavy rhyme 
types together with possible tones.
heavy rhyme 
light rhyme
Figure 6.18: Schematic F0 contours of Type B disyllabic words observed in the first rhyme as a function 
of syllable rhyme weight together with possible intonational tones.
What can be observed in Figure 6.18 is that the initial boundary tone (i.e. H%) is 
undershot in the light rhyme type, and that it is the same anticipatory assimilation which 
is observed in Type A disyllabic words having -V.-V structure.
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In the second rhyme, the three rhyme types do not show any significant differences at 
any % points except between the -V.-V and -VV.-VV types at the 60% and 80% points. 
However, judging from the result given in Table 6.8 that no significant difference was 
observed across the three rhyme types in terms of norm Fmax 2 and the results given in 
Table 6.9 that no significant difference was observed across the three rhyme types for 
most comparable points, the high target associated with the second rhyme is 
acoustically met by both the light rhyme and the heavy rhyme types.
That is, unlike Type A disyllabic words in which the tone associated with the first 
syllable anticipatorily assimilates to that associated with the second syllable in its 
realisation ([|HL]), the tone associated with the first syllable does not anticipatorily 
assimilate to that associated with the second syllable in Type B disyllabic words. 
However, judging from Schuh‘s (1978: 239) remark that ‘there is a general tendency of 
lowering tonal assimilations to be favoured over rising assimilations’, the lack of the 
first tone assimilation to the second tone in Type B disyllabic words appears to be a 
common prosodic phenomenon. This is because the low target associated with the first 
syllable would need to be raised in order to anticipatorily assimilate to the high target 
associated with the second syllable.
6.4.2.3 THE RISING ALLOTONE OF TYPE B HEAVY MONOSYLLABIC 
WORDS AND TYPE B DISYLLABIC WORDS
As demonstrated in Chapter 5, one of the allotonic realisations of Type B heavy 
monosyllabic words shows a rising F0 contour. In this section, the F0 contour of this 
rising allotone is compared to that of Type B -V.-V which has a LH pitch configuration. 
This is done because if the F0 contour of Type B monosyllabic rising allotone is 
identical to that of Type B -V.-V, it further supports 1) that the rising allotone also has a 
LH pitch configuration and 2) the re-syllabification analysis which accounts for the 
rising allotone.
Figure 6.19 contains the overall mean normalised F0 values for the rising allotone found 
in Type B -VV and that of Type B -V.-V. The numerical information of Figure 6.19 
can be found in Appendix Three. Note that normalised F0 values are plotted throughout 
the portion that corresponds to the intervocalic consonants for Type B -V.-V in Figure 
6.19. However, this is for the sake of convenience only.
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O Type B -V.-V 
•  Type B -VV Rising
Figure 6.19: Mean log z-score normalised F0 as a function of absolute duration (msec) for the rising 
allotone of Type B -VV and Type B -V.-V. X-axis = absolute duration and Y-axis = log z-score value.
As seen in Figure 6.19, both types have an almost identical normalised FO shape 
approximately after the 125 msec point. Although some minor differences caused by 
the intrinsic effects of the intervocalic consonants can be observed between the onset 
and approximately the 80 msec point, the normalised FO range that both types use is 
very similar. This visual impression is also supported by the results of t-tests on the 
maximum and the minimum normalised FO values between the two types where no 
significant difference is observed (Fable 6.10). That is, the rising allotone found in 
Type B heavy monosyllabic words has the same scale of FO realisation as the Type B 
-V.-V, and this further supports the existence of the rising allotone of Type B 
monosyllabic words, and possibly the re-syllabification analysis of the rising allotone 
presented in §5.4.2.2.5.
Table 6.10: The mean maximum and minimum normalised F0 values (norm Fmax and norm Fmin) of 
Type B -VV rising allotone and Type B -V.-V, and the results of unpaired two-tail t-tests between them, 
sds are in brackets.
norm Fmax norm Fmin
Type B -VV Rising 0.77 (0.44) -0.39 (0.54)
Type B -V.-V 0.75 (0.38) -0.34 (0.66)
P ~ ~
As for duration as well, an unpaired two-tail t-test shows that the rising allotone of Type 
B monosyllabic words is not significantly different from Type B -V.-V in terms of 
duration [p = 0.504]. The average duration of the rising allotone is 318 msec with the 
sd of 37 msec and that of Type B -V.-V is 323 msec with the sd of 49 msec.
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6.4.2A LINGUISTIC-PHONETIC REPRESENTATION OF TYPE B ON 
DISYLLABLES
In §6.4.2.2 above, I have discussed that the F0 realisation of Type B observed in the 
first rhyme of -V.-V type is the undershot version (or anticipatorily assimilated version) 
of that observed in the first rhyme of -VV.-VV and -VN.-VN types. In other words, the 
F0 realisation of Type A in -V.-V type is a diversion from the unmarked F0 realisation 
of -VV.-VV and -VN.-VN types due to the shortness of-V.-V type.
Since Type B -VV.-VV and -VN.-VN types exhibit an identical F0 contour, the mean 
value of them can be represented as a linguistic-phonetic representation of Type B on 
disyllables. A linguistic-phonetic representation of Type B on disyllables is given in 
Figure 6.12. The numerical information of Figure 6.20 is given in Table 6.11.
Figure 6.20: Linguistic-phonetic representation of Type B disyllables. X-axis = equalised duration (%) 
and Y-axis = log z-score value. SI = first syllable; S2 = second syllable.
As can be seen from Figure 6.20, a moderate F0 fall is observed in the first rhyme 
across the mid region of a speaker’s F0 range approximately between -0.5 SD and 0.5 
SD. As for the second rhyme, on the other hand, F0 stays fairly level around 0.5 SD.
The linguistic-phonetic representation of Type B on disyllables is used to compare with 
that of Type A in §6.5.
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Table 6.11: The numerical basis of Figure 6.20.
Norm F0 sd
0% 0.600 0.55
10% 0.468 0.44
20% 0.343 0.39
30% 0.255 0.37
40% 0.171 0.37
50% 0.065 0.37
60% 0.015 0.38
70% -0.044 0.38
80% -0.129 0.40
90% -0.223 0.42
100% -0.433 0.53
0% 0.559 0.43
10% 0.501 0.43
20% 0.512 0.46
30% 0.504 0.45
40% 0.479 0.47
50% 0.444 0.47
60% 0.392 0.47
70% 0.351 0.46
80% 0.322 0.46
90% 0.327 0.47
100% 0.372 0.47
Figure 6.21 includes linguistic-phonetic representations of Type B on heavy 
monosyllables and disyllables plotted together against mean absolute duration.
B’cfisyTläBIes.............. j.........
B heavy monosyllables (H)
Ö Type 
•  Type
B heavy monosyllables (LH)• Type
Figure 6.21: Linguistic-phonetic representations of Type B on heavy monosyllables and disyllables 
plotted against mean absolute duration (msec). Y-axis = log z-sore value.
It can be seen from Figure 6.21 that the F0 range used to realise Type B is very narrow 
between -0.5 SD and 0.7 SD around the mean. The falling contour observed in the first 
rhyme of Type B disyllables uses the entire F0 range of Type B.
CHAPTER 6 203
6.4.2.5 SUMMARY: TYPE B DISYLLABIC WORDS
In this section, we have investigated the F0 characteristics of Type B on disyllables by 
looking at the relationship between syllable rhyme types and F0 realisation. A 
linguistic-phonetic representation of Type B on disyllables has been discussed and 
presented as well.
The main findings in this subsection can be summarised as follows. 1) Like Type A 
disyllabic words, no significant difference in F0 realisation was observed between Type 
B -VV.-VV and -VN.-VN types. 2) The heavy rhyme types (-VV.-VV and -VN.-VN) 
are associated with higher F0 values than the light rhyme type (-V.-V) in the early stage 
of the first rhyme, but no significant difference is observable in terms of the minimum 
normalised F0 value of the first rhyme. It has been discussed that the difference in F0 
contour between the heavy rhyme types and the light rhyme observed in the first rhyme 
is due to the undershooting of the initial boundary tone associated with the first rhyme. 
3) The second rhyme shows a level contour shape regardless of its length, and no 
significant difference is observed in terms of the maximum normalised F0 value 
between the three rhyme types. That is, unlike Type A -V.-V, an anticipatory 
assimilation is not observed in Type B -V.-V.
Besides these, it has been shown that the rising allotone of Type B -VV has the same 
scale of realisation as Type B -V.-V not only in F0 but also in duration.
6.5 COMPARISONS BETWEEN THE F0 REALISATION OF TYPE A AND 
TYPE B DISYLLABIC WORDS
In this section, the normalised F0 realisations of Type A and Type B in disyllabic words 
are compared using the linguistic-phonetic representations of Type A and Type B on 
disyllables presented above. In Figure 6.22, the linguistic-phonetic representations of 
Type A and Type B on disyllables (Figure 6.13 and Figure 6.20) are plotted as a 
function of mean absolute duration.
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•  Type A disyllables 
O Type B disyllables
Figure 6.22: Linguistic-phonetic representations of Type A and Type B on disyllables plotted together as 
a function of mean absolute duration. X-axis = absolute duration (msec) and Y-axis = log z-score.
Like the comparison between Type A and Type B monosyllabic words, the normalised 
F0 value falls considerably across the entire normalised F0 range in Type A disyllabic 
words, whereas Type B disyllabic words are relatively static in the middle of the upper 
normalised F0 range. Furthermore, like monosyllabic words, Type A is realised 
significantly longer than Type B on disyllables in all comparable pairs (p < 0.0001). As 
can be seen by these observations, the contrast observed in Type A and Type B 
monosyllabic words are well preserved in Type A and Type B disyllabic words as well.
6.6 SUMMARY: CHAPTER SIX
In this chapter, we have investigated the F0 contrast of Type A and Type B on 
disyllables by looking at the relationship between syllable rhyme types and F0 
realisation using disyllabic words having -V.-V, -VV.-VV and -VN.-VN structures. On 
the basis of the described data, a linguistic-phonetic representation of Type A and that 
of Type B have been given for disyllables.
Regarding the first aim of this thesis (the description of the F0 nature associated with 
Type A and Type B), the following point has been identified.
• With respect to the relationship between syllable rhyme types and F0 realisation, a 
significant difference that was observed between Type A and Type B is that 
considering that the F0 realisation observed in the heavy rhyme types is the
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unmarked case, an anticipatory assimilation between the first rhyme and the second 
rhyme occurs in Type A -V.-V [|HL], while the same assimilation does not occur 
between the first and the second rhymes in Type B -V.-V.
It has been discussed that Type A -V.-V has lower F0 realisation compared to Type 
A -VV.-VV and -VN.-VN in the first rhyme because the target associated with the 
first syllable of Type A disyllabic words is undershot by Type A -V.-V due to its 
shortness. It has been further hypothesised that the target is undershot by Type A 
-V.-V in the first rhyme in order to acoustically achieve the same target as Type A 
-VV.-VV and -VN.-VN in the second rhyme. The requirement that Type A -V.-V 
has to acoustically achieve the target in the second rhyme can be seen from the 
time-warped F0 realisation (= sharper F0 fall) of Type A in -V.-V compared to 
-VV.-VV and -VN.-VN. If the second target associated with the second rhyme did 
not have to be acoustically satisfied by Type A -V.-V, Type A -V.-V would not have 
to exhibit a time-warped F0 realisation compared to Type A -VV.-VV and -VN.-VN. 
Therefore, it has been discussed that Type A -V.-V starts with lower F0 in the first 
rhyme and falls more sharply in the second rhyme compared to Type A -VV.-VV 
and -VN.-VN in order to acoustically reach the target in the second rhyme.
As for Type B disyllabic words as well, the first rhyme of the heavy rhyme type 
(-VV.-VV and -VN.-VN) is associated with higher F0 values compared to the light 
rhyme type (-V.-V). However, the difference between the light and heavy rhyme 
types was observed only over the early percentage stage of the first rhyme. 
Furthermore, the maximum normalised F0 value (norm Fmax 1) was significantly 
higher in the first rhyme of the heavy rhyme types than the light rhyme type, while 
no significant difference was identified between the light and heavy rhyme types in 
terms of the minimum normalised F0 value in the first rhyme (norm Fmin). No 
significant difference was observed between the three rhyme types in terms of the 
maximum normalised F0 values of the second rhyme (norm Fmax 2), either. Based 
on the assumption that Type B disyllabic words have a LH pitch configuration and 
that the L target is acoustically realised as the minimum F0 value and the H target as 
the maximum value, it has been discussed that unlike Type A, an anticipatory 
assimilation does not occur across the rhymes in Type B disyllables. However, it has 
also been discussed that the difference in F0 observed in the early stage of the first 
rhyme between the light rhyme type and the heavy rhyme type is due to the
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anticipatory assimilation of an initial boundary tone (i.e. H%) to the target tone (L) 
associated with the first rhyme.
The following are other findings of this chapter.
• The acoustic contrastive properties observed in Type A and Type B heavy 
monosyllabic words are also well observed in Type A and Type B disyllabic words.
• Unlike heavy monosyllabic words, the effect of a coda nasal was not observed in 
disyllabic words.
• It has also been demonstrated that Type B -V.-V has very similar F0 contour to the 
rising allotone of Type B monosyllabic words. No significant difference was 
observed between these two in terms of the maximum and minimum normalised F0 
values and also in terms of the duration. This was also given as additional evidence 
for the re-syllabification analysis of the rising allotone of Type B monosyllabic 
words.
In the following chapter, the F0 realisations of Type A and Type B are compared using 
polysyllabic words consisting of 2 to 7 syllables, and a possible surface tone 
representation explaining the differences in F0 realisations between Type A and Type B 
in polysyllabic words will also be discussed and presented.
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CHAPTER SEVEN
ACOUSTIC REALISATION OF 
THE A-B CONTRAST ON 
POLYSYLLABIC WORDS
7.1 INTRODUCTION
In Chapters 5 and 6, the differences between Type A and Type B were investigated by 
looking at the relationship between syllable rhyme structures and F0 realisations using 
monosyllabic and disyllabic words. In this chapter, the F0 realisations of Type A and 
Type B are compared using polysyllabic words consisting of CV syllable structures. 
This will be done because recent instrumental approaches on SJ revealed that the F0 
realisations of accented and unaccented words are more globally different than 
predicted by traditional approaches (Sakuma, 1929; Sugito, 1968; 1982; Poser, 1984; 
Pierrehumbert and Beckman, 1988; Kubozono, 1993; Vance, 1995; Warner, 1997). The 
word ‘globally’ is used in the sense that, in contrast to the traditional assumption that 
the SJ accentual contrast is whether there is a pitch fall or not, the accentual contrast is 
exemplified in F0 realisation without being limited to a local area, such as a given 
syllable. Therefore, the difference between KJ Type A and Type B—which is 
considered to be whether there is a pitch fall or not in traditional frameworks—will be 
examined to see if the difference also could be globally observed, as in SJ.
Words consisting of two to seven syllables from dataset 3 are used in this chapter. F0 
samples are taken from each syllable nucleus by means of three different procedures. 
These three procedures are explained in detail in §7.4. The raw F0 values are log 
z-score normalised using the same parameters as those used in Chapters 5 and 6, and the
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F0 realisations of Type A and Type B in polysyllabic words are 
acoustically-phonetically described in §7.7 using log z-score normalised F0 values. All 
statistical analyses are conducted on the basis of log z-score normalised F0 values. In 
§7.8, the F0 realisations of Type A and Type B in polysyllabic words are further 
investigated, paying particular attention to the relationship between the length of a word 
and F0 realisation. In §7.9, possible tonal representations of KJ’s Type A and Type B 
words are discussed at word level within the AM theory to account for the realisation 
differences between Type A and Type B words.
Note that the surface phonetic pitch realisations of Type A and Type B in polysyllabic 
words are referred to in a fully specified manner until possible surface tonal 
representations of Type A and Type B polysyllabic words and target tones are discussed 
in §7.9.2. The surface phonetic pitch realisation of Type A in a six syllable word and 
that of Type B in a six syllable word, for example, are represented as shown in 7.1).
7.1) Type A Type B
G G G G G G G G G G G G
I i i  I I I I I I I I I
L L L L H L  L L L L L H
In the Type A six syllable word, four syllables having a low phonetic pitch precede a 
syllable having a high phonetic pitch which is followed by a syllable having a low 
phonetic pitch. In the Type B six syllable word, five syllables having a low phonetic 
pitch precede a syllable having a high phonetic pitch. As can be seen in 7.1), a 
sequence of the syllables having a low phonetic pitch (e.g. LLLLLHL) can be observed 
in long words in KJ.
When the F0 contours of Type A and Type B are described in §7.6 and onwards, the 
syllable associated with a high phonetic pitch (= the penultimate syllable for Type A 
and the ultimate syllable for Type B) is referred to as the peak syllable, and the syllables 
appearing before the peak syllable as pre-peak syllables. The final syllable of Type A 
words is referred to as the post-peak syllable.
It will be demonstrated in this chapter that Type A words are associated with higher F0 
values than corresponding Type B words throughout its entire time course except for the
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post-peak syllable. On the basis of the descriptive results, surface tonal representations 
of Type A and Type B words are discussed and presented as well.
7.2 ACCENTUALLY-INDUCED FO PHENOMENA IN STANDARD 
JAPANESE
Recent instrumental studies of SJ show that the acoustic-phonetic characteristics of its 
accented and unaccented words, especially in terms of the FO mapping from 
phonological representations using high and low pitches, are more globally manifested 
(Poser, 1984; Beckman and Pierrehumbert, 1986; Pierrehumbert and Beckman, 1988; 
Kubozono, 1993) than can be predicted using traditional frameworks. As was explained 
in Chapter 2, traditional phonological theories assign a high (H) or a low (L) pitch for 
each mora of a word as the pitch realisation in SJ, as shown in example 7.2), in which 
two trisyllabic words (accented and unaccented) from SJ are given with the topic 
marker -wa:
7.2) a ta ma’ wa head-TOP mi ya ko wa
| A A A Accented A A A A
v c v c v CV CV CV CV CV
1 \ /  \ / \ / \ / \ / \ / \ /
< J  < J  o a a
|
a
I
a
I
a
|
F p p F
1
1
P
1
P
1
1
P
1
1
P
L H H
1
L L
1
H
1
H H
capital-TOP
Unaccented
As far as traditional frameworks are concerned, the pitch representations demonstrated 
in 7.2) do not distinguish the pitch shapes between [atama’ (LHH)] and [miyako (LHH)] 
on their own: both are LHH, and the difference becomes apparent only when material, 
such as the topic marker -wa, follows these words. As explained in Chapter 2, this is 
the generally accepted view in the analyses using traditional frameworks. However, 
several instrumental experiments (Sakuma, 1929; Sugito, 1968; 1982; Poser, 1984; 
Pierrehumbert and Beckman, 1988; Kubozono, 1993; Vance, 1995; Warner, 1997) 
reported that actual FO contours between accented and unaccented words are 
significantly different in SJ. Figure 7.1 contains schematic FO realisations of those 
phrases given in 7.2) together with the traditional full specification of pitch for each 
syllable. Line A marks the FO peak associated with the second syllable. Line B marks
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the third syllable, which is accented in the first phrase [atama’-wa (LHHL)], but is not 
accented in the second phrase [miyako-wa (LHHH)] in Figure 7.1.
Accented Unaccented
A B
L H H L
mi ya ko wa
L H H H
Figure 7.1: Schematic F0 realisations of [atama’-wa] ‘head-TOP’ and [miyako-wa] ‘capital-TOP’ (after 
Warner 1997: 47). Lines A and B mark the second and the third syllables, respectively. Note the fully 
specified pitch configurations of atama and miyako are identical in traditional frameworks despite the fact 
that the former is an accented word and the latter is an unaccented word.
As can be seen in the F0 comparison between the two words given in Figure 7.1, at 
point B the accented syllable is associated with a higher F0 value compared to the 
corresponding unaccented syllable, even though these two syllables are both assigned a 
high phonetic pitch according to traditional frameworks. This is partly due to the fact 
that the descriptive transcription of SJ was not adequate, but mainly due to the 
assumption that the accentual contrast of SJ is a phonological phenomenon and the 
phonetic realisation of SJ pitch-accent is derived from the underlying tone melodies 
which assume H and L tones are the phonological primes. The higher F0 peak observed 
at the accented syllable is considered to be due to the F0 raising effect of a lexical 
accent.
The traditional approaches fully specifying the surface phonetic pitch value of each 
mora by either a H or L surface phonetic pitch based on the basic tone melody or 
melodies, fail to predict this F0 realisation difference observed between unaccented and 
accented words. This is because it is considered in traditional approaches that the 
difference between accented and unaccented words is merely that there is a pitch fall at 
the accented syllable in the former, but there is no pitch fall in the latter (refer to 
Chapter 2).
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Kubozono (1993) used the term ‘Accentual Boost’ (ACB) to describe the SJ 
phenomenon that an accented syllable having a high phonetic pitch has a higher FO 
value than its unaccented counterpart. He also reported that the lexical accent of SJ not 
only triggers the FO rising of the accented syllable but also triggers the FO rising of the 
very onset of accented phrases compared to that of their unaccented counterparts. That 
is, in SJ the initial syllable of an accented word (i.e. /go’g/) having a surface [TLTHL] 
pitch configuration is also realised higher in FO than that of an unaccented word having 
a [LHFI] surface pitch configuration. Note that the H or L marked by t  is acoustically 
realised higher than the one without f . As can be seen from this, the lexical accent of SJ 
very clearly influences the FO realisation of the underlying pitch-accent globally.
One term ‘Accentual Boost’ (ACB) was used in Kubozono (1993) for both the FO rising 
observed at the peak point (accented syllable) and at the onset of accented phrases. In 
this thesis, two different terms will be used to specify the location where the raising 
effect of an accent is observed. One is ‘Peak Accentual Boost’ (PAB) which refers to 
the higher FO values at the peak point (accented syllable) of an accented phrase, and the 
other is ‘Initial Accentual Boost’ (IAB) which refers to higher FO values observed 
before the accented syllable within the same phrase. This is shown in Figure 7.2.
A B
Peak Accentual Boost (PAB)Initial Accentual Boost (IAB)
LHH (unaccented) 
TLTHL (accented)
Figure 7.2: Schematic FO contours of trisyllabic accented (fL tH ’L) and unaccented (LHH) words. Point 
A indicates where ‘Initial Accentual Boost’ (IAB) is observed (first syllable) in the accented word, and 
point B marks where ‘Peak Accentual Boost’ (PAB) is observed (second syllable) in the same accented 
word.
In Figure 7.2, the accented syllable (which is marked at point B) is realised higher in FO 
than the corresponding unaccented syllable, and the initial syllable of the accented word 
(which is marked at point A) is also realised higher in FO compared to that of the 
unaccented word. This distinction between IAB and PAB becomes useful in the 
description of KJ’s intonational phenomena.
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7.3 PREVIOUS STUDIES ON KAGOSHIMA JAPANESE
Kubozono and Matsui (1996) reported from their experiment on KJ using several 
sentences and phrases, that the syllable having a high phonetic pitch in a Type A word 
was realised with a higher FO than that of a Type B word. Hence, they concluded that 
ACB occurs also in KJ. Precisely speaking, although they used the term ACB, what 
they actually compared was PAB. Therefore, the status of IAB is not known from their 
experiment.
Furthermore, since KJ’s accentual contrast was compared only at intonational target 
points in their experiment, it is not yet known what the whole FO time course of Type A 
and Type B words looks like. In addition to this, in contrast to Kubozono and Matsui 
(1996), in which phrases and sentences were used for comparisons, this chapter will 
investigate whether the difference in FO realisation between Type A and Type B that 
Kubozono and Matsui reported is also observable at the word level. Another point that 
needs to be made regarding Kubozono and Matsui’s experiment is that the possible 
effect of declination (Maeda, 1976; Cooper and Sorensen, 1981; Ladd, 1984) was not 
controlled in their experiment because the FO sampling points were not time aligned. 
The present study rectifies this.
7.4 METHODOLOGY: CHAPTER SEVEN
In this section, the specific methodology that was used for the analysis of this chapter is 
explained. The dataset that is relevant to the analysis of this chapter is dataset 3.
7.4.1.1 RECORDING MATERIALS AND RECORDING PROCEDURE: 
CHAPTER SEVEN
Dataset 3 consists of 20 Type A polysyllabic words (4 disyllabic, 4 trisyllabic, 5 
four-syllabic, 5 five-syllabic, 1 six-syllabic and 1 seven-syllabic words) and 19 Type B 
polysyllabic words (4 disyllabic, 4 trisyllabic, 5 four-syllabic, 5 five-syllabic, and 1 
six-syllabic words). Details of dataset 3 are in Appendix One. The syllable structure of 
the words belonging to dataset 3 is CV. As mentioned in Chapter 3, dataset 3 was
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recorded as a subset of Corpus 1. The recording procedure of Corpus 1 is as explained 
in §5.2.1.
7.4.1.2 MEASUREMENT PROCEDURES: CHAPTER SEVEN
Three FO measurement procedures were used for the analysis. In the first procedure 
(Procedure 1), FO was sampled at the onset and every 20% point of the duration of each 
syllable nucleus. This procedure makes it possible to show in detail the FO time course 
in each word. In Procedure 2, FO was sampled at the 50% point of the duration of each 
syllable nucleus. Procedure 2 enables us to collect FO values that are the least 
consonantally perturbed. In Procedure 3, the minimum FO value was sampled from 
each low pitched syllable nucleus and the maximum FO value from the high pitched 
syllable nucleus. The FO values sampled in Procedure 3 are possible target values 
associated with the syllables. The criteria for identifying the onset and the offset of a 
syllable nucleus were explained in Chapter 5. Procedures 2 and 3 are illustrated in 
Figure 7.3.
From the token in Figure 7.3, FO values can be extracted from the 50% point of the five 
syllable nuclei which are marked with 1, 2, 3, 4 and 5 in Procedure 2; and four FO 
minimum and one FO maximum values can be sampled in Procedure 3 as indicated by 
the arrows. The distance of each sampling point from the onset of the first syllable 
nucleus was also measured so that FO curves can be plotted against absolute duration. 
The normalised FO values converted from the raw FO values sampled in Procedures 2 
and 3 were used to statistically compare the FO realisation of Type A and Type B in 
polysyllabic words.
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Figure 7.3: Audio speech waveform; wide band spectrogram and superimposed FO trace of a Type B 
word [katatsumuri LLLLH] ‘snail’ (speaker YNM), showing the sampling basis for FO in Procedures 2 
and 3. The numerals at the bottom indicate each syllable nucleus. The arrows indicate FO minimum and 
maximum points.
7.5 NORMALISATION PARAMETERS
As explained in Chapter 5, the same FO normalisation parameters as Chapter 5 are used 
in this chapter.
7.6 FO CONTRAST BETWEEN TYPE A AND TYPE B ON 
POLYSYLLABLES
Following Procedure 1 explained in §7.4.1.2, the FO values of CV polysyllabic words (2 
to 7 syllables) were extracted. Figure 7.4 and Figure 7.5 show the mean FO curves of 
each speaker’s Type A and Type B polysyllabic words, respectively. They are plotted 
against mean absolute duration. Two, three and four syllable words are plotted together 
as one group separately to keep the figures simple. The numerical information for these 
figures can be found in Appendix Three. For convenience, FO values are plotted 
through the portion that corresponds to intervocalic consonants in Figure 7.4 and Figure 
7.5.
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TYM (Type A)
120........l . j v
▲ 4S
> > ■ 5 ,S > 
■  6S
YNM (Type A)
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80......
TTF (Type A)
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NKF (Type A)
150...... {•
130...... 1
▲ 4S
160......4
A 5S
130...... f
110.......}
Figure 7.4: Mean F0 curves of Type A polysyllabic words plotted against mean absolute duration (msec) 
for each informant. The range of Y-axis is 100 Hz for TYM, YNM and NKF, and 150 Hz for TTF. S 
stands for syllable.
As can be seen in Figure 7.4, the cascading F0 fall in the last two syllables is a main 
characteristic of Type A polysyllabic words. Moreover, F0 gradually declines in the 
pre-peak syllables within the top half of the speakers’ F0 range. Another observation 
that can be made from all informants is that the post-peak syllable is realised 
substantially lower in F0 than any pre-peak syllables.
It also can be seen from Figure 7.4 that the female informants have a wider F0 range 
than the male informants. As far as the mean F0 values are concerned, TTF’s F0 range 
is approximately three times as great as YNM’s F0 range.
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Figure 7.5 contains the mean FO curves of Type B polysyllabic words plotted against 
the mean absolute duration for each informant.
TYM (Type B)
90........... 5 .
▲ 4S
A 5S
YNM (Type B)
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TTF (Type B)
■  6S
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NKF (Type B)
150.......{.
130.......1.
110.......f
130....... i
A 5S
K"6‘S‘"
110......... {.
Figure 7.5: Mean F0 curves of Type B polysyllabic words plotted against mean absolute duration (msec) 
for each informant. The range of Y-axis is 100 Hz for TYM, YNM and NKF, and 150 Hz for TTF. S 
stands for syllable.
The most conspicuous point about the F0 contour of Type B polysyllabic words is its 
transition from the penultimate to the ultimate syllable. There does not seem to be any 
assimilation involved, with perhaps a low rising F0 on the last syllable. Instead there is 
an abrupt jump from a low to a high F0 value. This point can also be seen in Figure 7.3 
in which the F0 contour of the final syllable is very flat.
F0 observed in the pre-peak syllables shows different degrees of F0 falling: it may even 
start with higher F0 than the F0 observed in the peak syllable (e.g. YNM, TTF and 
NKF). The same observation can be made even in some Type A tokens of YNM 
(Figure 7.5c and Figure 7.5d).
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A between-speaker difference can be observed in the FO range used to realise the FO in 
the pre-peak syllables. For TYM, FO declines in the pre-peak syllables within the 
bottom half of the Type B FO range, while FO declines using the entire FO range for the 
other informants.
Compared to Type A words, the FO contours of Type B polysyllabic words are far less 
dynamic. As seen in Figure 7.5c and Figure 7.5d, YNM has a very narrow FO range to 
realise his Type B in polysyllabic words.
As seen in the numeric information of Figure 7.4 and Figure 7.5 set out in Appendix 
Three, as well as from a visual observation of those plots given in these two figures, in 
usual cases, the minimum FO value of the pre-peak syllables is observed in the syllable 
immediately before the peak syllable for both Type A and Type B. That is, in the case 
of a Type A seven syllable word (L'L2L3L4L5HL), for example, the minimum FO value 
of the pre-peak syllables is usually observed in the fifth syllable (L5), which is 
immediately before the peak syllable (FI). In some cases (refer to ■  of Figure 7.4b and 
■  of Figure 7.5d as examples), however, the minimum FO value is observed even 
earlier—in a syllable which is a couple of syllables before the peak syllable (i.e. L3 and 
L4). This is possibly a differential anticipatory assimilation effect resulting from the 
peak syllable. That is, by anticipating the FO peak, FO starts rising earlier in some 
tokens without continuing to fall until the end of the pre-peak syllables.
In order to compare the differences in FO realisation between Type A and Type B in 
polysyllabic words, Type A and Type B are plotted together in Figure 7.6, Figure 7.7, 
Figure 7.8 and Figure 7.9 for TYM, YNM, TTF and NKF, respectively, against mean 
absolute duration. The numerical information of these figures can be found in 
Appendix Three. It is important to plot the FO contours of Type A and Type B 
polysyllabic words in a time-aligned manner to demonstrate the acoustic-phonetic 
contrast between Type A and Type B, because this time-aligned presentation avoids the 
declination effect. Therefore, the time-aligned pairs (= those Type A and Type B words 
having the same number of pre-peak syllables) are plotted together. These are also the 
pairs that will be compared statistically.
Furthermore, in order to prevent the figures from becoming too cluttered, four different 
groups of words are made, and the following convention applies to the figures: 1) the
CHAPTER 7 222
mean FO contours of Type A words having 3 and 4 syllables are plotted together with 
those of Type B words having 2 and 3 syllables in Figure 7.Xa (X = 6, 7, 8 and 9); 2) 
the mean FO contour of Type A words having 5 syllables is plotted together with that of 
Type B words having 4 syllables in Figure 7.Xb; 3) the mean FO contour of Type A 
words having 6 syllables is plotted together with that of Type B words having 5 
syllables in Figure 7.Xc; and 4) the mean FO contour of Type A words having 7 
syllables and that of a Type B word having 6 syllables are presented together in Figure 
7.Xd. Note that filled symbols ( •  and A) are used for Type A words and empty 
symbols (O and A) for Type B words in these four figures. Note also that the Y-axis 
range is 100 Hz for the male informants and 150 Hz for the female informants.
TYM
•  LHL O LH ▲ LLHL A LLH
a: TYM j
•  LLLHL O LLLH
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•  LLLLHL O LLLLH
120........
•  LLLLLHL O LLLLLH
d: TYM
Figure 7.6: Mean F0 contours of Type A and Type B words plotted together against mean absolute 
duration (TYM), comparing the F0 realisation between Type A and Type B words.
YNM
•  LHL O LH A LLHL A LLH
a: YNM
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•  LLLHL O LLLH
lb: YNM
•  LLLLHL O LLLLH
c:;YNM
120......
70.......
•  LLLLLHL O LLLLLH
d: YNM
Figure 7.7: Mean F0 contours of Type A and Type B words plotted together against mean absolute 
duration (YNM), comparing the F0 realisation between Type A and Type B words.
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TTF
•  LHL O LH ▲ LLHL A LLH
ai'TTF'j
•  LLLHL O LLLH
b: TTF
•  LLLLHL O LLLLH
!c: TTF
o o b -
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•  LLLLLHL O LLLLLH
d: TTF
220......
180.......1
Figure 7.8: Mean F0 contours of Type A and Type B words plotted together against mean absolute 
duration (TTF), comparing the F0 realisation between Type A and Type B words.
NKF
•  LHL O LH A LLHL A LLH
a: NKF
•  LLLHL O LLLH
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•  LLLLHL O LLLLH
t :  NKF
*•**,4 .
120.....................1-
•  LLLLLHL O LLLLLH
d: NKF
Figure 7.9: Mean F0 contours of Type A and Type B words plotted together against mean absolute 
duration (NKF), comparing the F0 realisation between Type A and Type B words.
What can be clearly observed from Figure 7.6, Figure 7.7, Figure 7.8 and Figure 7.9 is 
that, apart from the final syllable of Type A words, Type A has a higher F0 realisation 
than the comparable Type B throughout their F0 time course. This observation can be 
made in almost all tokens of all informants. For example, TYM’s Type A three syllable 
word (LHL) ( •  of Figure 7.7a) has a higher F0 realisation than his Type B two syllable 
word (LH) (O of Figure 7.7a) in the initial and the second syllables. Likewise, for 
example, TTF’s Type A seven syllable word (LLLLLHL) ( •  of Figure 7.8d) is higher 
in F0 than the corresponding Type B six syllable word (LLLLLH) (O of Figure 7.8d) in 
all comparable syllables. Because Type A words are generally associated with higher 
F0 values compared to Type B words throughout their F0 time course, the initial 
syllable of a Type A word has a higher F0 realisation than even the peak syllable of a 
Type B word in some words of some informants (for example, Figure 7.7a, Figure 7.8d, 
Figure 7.9a).
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7.7 ANALYSIS OF NORMALISED DATA
As noted, the same normalisation parameters used in Chapters 5 and 6 were used in this 
chapter. The normalisation parameters were calculated from not only the words listed 
in dataset 3 but also from the words listed in datasets 1 and 2. These normalisation 
parameters were used (i.e. not the parameters calculated only from dataset 3) because 
datasets 1, 2 and 3 were recorded at the same time, as one corpus. For convenience, the 
normalisation parameters are presented again as Table 7.1 together with the relevant 
basic statistics.
Table 7.1: Logarithmic intrinsic FO statistics of the four informants (x = mean value; sd = standard 
deviation; N = number of FO samples). This table is identical with Table 5.2.
Informant x (log Hz) sd (log Hz) skew N
TYM 2.012 0.060 -0.604 9270
YNM 1.994 0.037 -0.501 9270
TTF 2.263 0.088 -0.690 9270
NKF 2.211 0.054 -1.182 9270
The speakers’ raw FO values were log z-score normalised using their means and sds 
given in Table 7.1. Figure 7.10 and Figure 7.11 contain the mean normalised FO curves 
of polysyllabic words plotted all together against mean absolute duration. Figure 7.10 
and Figure 7.11 are for Type A and Type B polysyllabic words, respectively. In the 
same manner as Figure 7.4 and Figure 7.5, two, three and four syllable words are 
plotted together as a group separately from the group of the other words. The numerical 
information for Figure 7.10 and Figure 7.11 is given in Appendix Three.
•  2S O 3S ▲ 4S
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A 5S ■ 6S □ 7S
Figure 7.10: Mean normalised F0 curves of Type A words having two, three or four syllables (top) and 
those having five, six and seven syllables (bottom) plotted against mean absolute duration. X-axis is 
duration (msec) and Y-axis is log z-score value. S stands for syllable.
The sds are fairly small throughout the time course, showing that the amount of 
between-speaker variation around the mean normalised curves is small. However, 
relatively larger sds tend to be observed at the onset and the offset of the polysyllabic 
words. The average sds are 0.43 SD and 0.41 SD for Type A and Type B, respectively. 
This shows that all informants behaved uniformly in their realisation of tonal targets in 
Type A and Type B polysyllabic words.
•  2S O 3S ▲ 4S
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A 5S ■  6S
Figure 7.11: Mean normalised F0 curves of Type B words having two, three or four syllables (top) and 
those having five and six syllables (bottom) plotted against mean absolute duration. X-axis is duration 
(msec) and Y-axis is log z-score value. S stands for syllable.
All characteristics of the F0 realisations of Type A and Type B described in §7.6 can be 
observed in Figure 7.10 and Figure 7.11. In Figure 7.10 (Type A), the falling 
normalised F0 of the last two syllables nicely fits within the range between circa 1.25 
SDs above and circa 2.5 SDs below the mean (SD = 0) regardless of the word length. 
Furthermore, the onset normalised F0 value of Type A words is fairly constant around 
0.75 SD regardless of the word length for Type A words. The normalised F0 value 
gradually declines in the pre-peak syllables within the range between 0.75 SD above 
and 0.25 SD below the mean.
As can be seen in Figure 7.11, the normalised F0 behaviour of Type B words is far less 
dynamic than that of Type A words. The normalised F0 jump in the last two syllables is 
observed for Type B words within the range between 0.75 SD below and 0.5 SD above 
the mean. The normalised F0 of Type B words gradually declines within a range 
between 0.25 SD above and 0.75 SD below the mean.
Figure 7.12, Figure 7.13, Figure 7.14 and Figure 7.15 contain the comparisons of the 
mean normalised F0 curves between Type A and Type B polysyllabic words. The 
values used in these figures are exactly the same as those of Figure 7.10 and Figure 
7.11. The numerical information of these figures can be found in Appendix Three. 
Figure 7.12 has the mean normalised F0 values of Type A words having 3 and 4 
syllables compared with the values of Type B words having 2 and 3 syllables. Figure 
7.13 contains the mean normalised F0 values of Type A words having 5 syllables
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compared with the values of Type B words having 4 syllables. Figure 7.14 contains the 
mean normalised FO values of Type A words having 6 syllables compared with the 
values of Type B words having 5 syllables. Figure 7.15 shows the mean normalised FO 
curves of a Type A word having 7 syllables compared with the values of a Type B word 
having 6 syllables.
•  LHL O LH ▲ LLHL A LLH
Figure 7.12: Mean normalised FO curves of Type A three and four syllable words and Type B two and 
three syllable words, showing the realisation difference between the two accentual types. X-axis is 
duration (msec) and Y-axis is log z-score value. The filled symbols are Type A and the empty symbols 
are Type B.
•  LLLHL O LLLH
Figure 7.13: Mean normalised FO curves of Type A five syllable words and Type B four syllable words, 
showing the realisation difference between the two accentual types. X-axis is duration (msec) and Y-axis 
is log z-score value. The filled symbol is Type A and the empty symbol is Type B.
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•  LLLLHL O LLLLH
Figure 7.14: Mean normalised FO curve of Type A six syllable word and Type B five syllable word, 
showing the realisation difference between the two accentual types. X-axis is duration (msec) and Y-axis 
is log z-score value. The filled symbol is Type A and the empty symbol is Type B.
•  LLLLLHL O LLLLLH
-2.....
Figure 7.15: Mean normalised FO curves of Type A seven syllable word and Type B six syllable word, 
showing the realisation difference between the two accentual types. X-axis is duration (msec) and Y-axis 
is log z-score value. The filled symbol is Type A and the empty symbol is Type B.
As can be seen from Figure 7.12, Figure 7.13, Figure 7.14 and Figure 7.15, in addition 
to the fact that Type A falls in FO at the end and Type B does not, other differences 
between Type A and Type B are not only that the peak syllable of Type A is associated 
with higher normalised FO values than that of Type B, but also that all the pre-peak
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syllables of Type A are associated with higher normalised FO values than those of Type 
B.
An important point that can be easily seen in the four figures is that normalised FO 
declines around the mean (= 0 SD) in the pre-peak syllables. That means that although 
the pre-peak syllables are traditionally associated with a low phonetic pitch, it is more 
accurate to say that they are associated with a mid surface phonetic pitch from the 
narrow transcription and perceptual points of view.
The above visually observed differences can be confirmed statistically. The FO 
realisations of Type A and Type B on polysyllables are statistically compared on the 
basis of the log z-score normalised FO values which were converted from the raw FO 
values sampled by means of Procedures 2 and 3. As noted before, in actual comparison, 
Type A and Type B polysyllabic words having the same number of pre-peak syllables 
are compared in order to factor out the declination effect.
Five different comparisons—Type A three syllable word vs. Type B two syllable word; 
Type A four syllable word vs. Type B three syllable word; Type A five syllable word 
vs. Type B four syllable word; Type A six syllable word vs. Type B five syllable word; 
and Type A seven syllable word vs. Type B six syllable word—are possible from the 
data. In the case of comparing a Type A seven syllable word and a Type B six syllable 
word, for example, a t-test (unpaired, two-tailed) was conducted at six different 
locations as shown in 7.3) for both sets of values collected by means of Procedure 2 and 
Procedure 3. The values of the syllables having the identical index number were 
compared between Type A and Type B. That is, a pair of comparable Type A and Type 
B words was compared one syllable to one syllable starting from the left.
Type A Type B
(7 syllable word) (6 syllable word)
a a a  a  a a  a a a a  a  a a
/ I 1 1 1 1 \ / | | | | \
L L L L L H L L L L L L H
1 2 3 4 5 6 1 2 3 4 5 6
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Table 7.2 contains the average normalised FO value of each comparison point, sds (in 
parenthesis) and the results of t-tests conducted at the points explained above. Since 
both results obtained from Procedures 2 and 3 do not show a significant difference, only 
the result obtained by means of Procedure 2 is given in Table 7.2. (Results obtained 
from Procedure 3 can be found in Appendix Three.)
Table 7.2: Average normalised FO value, sds (in parenthesis) and the results of t-tests between Type A 
and Type B polysyllabic words at each comparison point (based on Procedure 2). *** stands for p < 
0.001, ** for 0.001 < p < 0.01, * for 0.01 < p < 0.05 and ~ for no significant difference (p > 0.05).
Procedure 2 SI S2 S3 S4 S5 S6 S7
Type A 
3 Syllable 
P value 
Type B 
2 Syllable
0.717
(0.488)
***
-0.065
(0.539)
1.161
(0.416)
* * *
0.588
(0.503)
-1.395
(0.710)
Type A 0.528 0.132 0.905 -1.662
4 Syllable (0.486) (0.336) (0.475) (0.520)
P value * * * * * * * * *
Type B 0.097 -0.468 0.362
3 Syllable (0.514) (0.374) (0.346)
Type A 0.539 0.209 -0.127 0.780 -1.588
5 Syllable (0.463) (0.319) (0.331) (0.415) (0.566)
P value *** *** * * * ***
Type B 0.227 -0.046 -0.396 0.445
4 Syllable (0.439) (0.403) (0.391) (0.452)
Type A 0.719 0.414 0.104 0.101 0.653 -1.854
6 Syllable (0.405) (0.261) (0.278) (0.316) (0.344) (0.597)
P value *** *** *** *** ***
Type B 0.242 -0.103 -0.310 -0.521 0.277
5 Syllable (0.542) (0.407) (0.337) (0.300) (0.380)
Type A 0.633 0.280 0.094 0.000 -0.224 0.733 -1.926
7 Syllable (0.518) (0.312) (0.217) (0.277) (0.358) (0.444) (0.616)
P value ~ * ~ ** ~ * * *
Type B 0.462 0.051 -0.062 -0.388 -0.422 0.090
6 Syllable (0.456) (0.370) (0.348) (0.424) (0.322) (0.508)
The results given in Table 7.2 confirm that Type A words have a significantly higher 
normalised F0 realisation than the corresponding Type B words at all comparison points 
(except a couple in the longest words). At the majority of the comparison points, Type 
A and Type B words are significantly different at p < 0.001 level. That is, although the 
traditional view is that the difference between Type A and Type B is only whether there 
is a pitch fall or not at the end, these results show that the accentual contrast is realised 
throughout the entire normalised F0 curve. As far as the peak syllable is concerned, this 
result conforms to Kubozono and Matsui’s (1996) finding.
Table 7.3 shows the average magnitude of the differences in normalised F0 correlated to 
the accentual difference. As far as the average magnitude based on Procedure 2 is
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concerned, the magnitude of the difference between the pre-peak syllables and the peak 
syllables is only 0.027 SD (= 0.390-0.363). That is, it can be said the magnitude of the 
difference caused by the accentual contrast is almost identical between the pre-peak and 
peak syllables. However, if it is compared on the basis of Procedure 3, the magnitude is 
greater in the peak syllables (0.537 SD) than the pre-peak syllables (0.369 SD). As we 
know, F0 was sampled at the 50% point of each syllable in Procedure 2, while F0 was 
sampled at the minium or the maximum point of each syllable in Procedure 3. The 
maximum and the minimum F0 values of each syllable were observed at the onset or the 
offset of each syllable in many cases. Considering the fact that the onset value and the 
offset value of each syllable will often be perturbed by the following consonant, it is 
more sensible to consider that the magnitude calculated on the basis of Procedure 2 
gives the more accurate picture of KJ’s accentual effect. This is considered to be 
appropriate also because no drastic F0 change was observed within each of the pre-peak 
and peak syllables.
Table 7.3: Average magnitude of difference caused by Type A and Type B accentual contrast for the
pre-peak and peak syllables.
Procedure 2 Procedure 3
pre-peak peak pre-peak peak
0.363 0.390 0.369 0.537
The magnitude of the difference caused by the accentual contrast is given syllable by 
syllable in Figure 7.16. Figure 7.16 is based on Procedure 2, and the pre-peak and the 
peak syllables are marked by a black circle and a grey circle, respectively.
0.782
0.573
2 syllables
3 syllables
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S3 S4 (H) S2 S4 S5 (H)
1
. 9
.8
. 7
.6
.5
. 4
.3
.2
.1
0
e 6 syllables
0.64
.....................................0.33........................
.............................. • ....................
0.17 0.22 0.19
# 0.15
..... • ......................................* ...............
SI S2 S3 S4 S5 S6(H)
Figure 7.16: Magnitude of difference caused by the accentual difference at each syllable. SI = first 
syllable; Sx (H) = the high pitched syllable (x = 2, 3, 4, 5, 6). Numerical values are also incorporated in 
the plots.
As can be seen from Figure 7.16, no clear relationship can be identified between the 
location of a syllable within a sequence of pre-peak syllables and the magnitude of the 
difference caused by the accentual contrast. In Figure 7.16c, for example, the effect of 
the accentual contrast is almost the same in the three pre-peak syllables. In Figure 
7.16e, on the other hand, the relatively greater effect of the accentual contrast is 
observed in the forth pre-peak syllable, yet the magnitude of the effect is very similar in 
the other pre-peak syllables. Thus, the effect of the accentual contrast is evenly 
pervasive and influential in all pre-peak syllables regardless of location, and the minor 
differences in the magnitude of the accentual effect may be due to non-accentual (e.g. 
segmental) effects.
Besides the above differences in F0 realisation between Type A and Type B, some other 
observations can be made from Table 7.2. First of all, although they are still small,
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relatively large sd values are observed in the initial syllable of both Type A and Type B 
words, and the final syllable of the Type A words. ANOVA and Scheffe F-test were 
conducted across 1) the sds of Type A and Type B’s initial syllable, 2) those of Type A 
final syllable, and 3) those of the pre-peak syllables excluding the initial syllable, on the 
basis of both Procedures 2 and 3. The results confirmed the different degree of sds 
between 1), 2) and 3), and the relationship between them can be expressed as 2) > 1) > 
3) in both Procedures 2 and 3 [Procedure 2: DF (2, 37) = 46.37, p = 0.0001; Procedure 
3: DF (2, 37) = 71.86, p = 0.0001]. That is, the final syllable of Type A 2) shows the 
largest amount of variation (average 0.60 SD for Procedure 2 and 0.73 SD for Procedure 
3), the initial syllable 1) shows the second largest amount of variation (average 0.48 SD 
for both Procedures 2 and 3), and the pre-peak syllables excluding the initial syllable 
show the smallest amount of variation (average 0.35 SD for Procedure 2 and average 
0.37 SD for Procedure 3).
For English, many studies have shown (Cooper and Sorensen, 1981) and Hausa 
(Lindau, 1986) that the initial F0 value of an utterance increases as a function of the 
utterance length, and the formula presented by ‘t Flart (1979) for the declination effect 
also predicts a similar event. One study that did not show the effect, however, was 
Sternberg et al. (1980).
Figure 7.17 contains the mean normalised F0 values of the initial syllable measured in 
Procedure 2 plotted against the number of pre-peak syllables. (Since the result based on 
Procedure 3 does not differ from that based on Procedure 2, the mean normalised F0 
values of the initial syllable measured in Procedure 3 is given in Appendix Three.) The 
numerical information of Figure 7.17 is also given in Appendix Three.
As seen in Figure 7.17, the regression line stays almost level in Type A ( • ) ,  while the 
regression line shows a positive increase in Type B (O). This indicates that the longer a 
Type B word, the higher normalised F0 it starts with. Precisely speaking, Type A 
shows a sinusoid pattern as a function of the number of pre-peak syllables, but the 
significance of this pattern is not clear.
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•  Type A 
O Type B
Type A: y = 0.002x + 0.62; Type B: y = 0.12x - 0.16
Figure 7.17: Average normalised F0 value of the first syllable (Procedure 2) plotted against the number 
of pre-peak syllables, together with linear regression lines.
It is thus interesting in KJ that two different phenomena can be observed between Type 
A and Type B: the relationship between initial normalised F0 and word length observed 
in Type B conforms to what Cooper and Sorensen (1981) and Lindau (1986) report, 
whereas that found in Type A conforms to what Sternberg et al. (1980) report.
7.8 RELATIONSHIP BEWEEN THE F0 REALISATION OF PRE-PEAK, 
PEAK AND POST-PEAK SYLLABLES AND WORD LENGTH
In the above section, it has been statistically shown that the F0 realisations of Type A 
and Type B are different in that Type A words have higher F0 values than 
corresponding Type B words. In this section, the F0 realisations of Type A and Type B 
in polysyllabic words will be further investigated. Specifically, what will be 
investigated in this section is how F0 varies as a function of word length in 1) pre-peak 
syllables; 2) peak syllable; and 3) post-peak syllable (Type A only), and to what extent 
the variation can be accounted for as declination.
An obvious expectation is that F0 decays as a function of word length in the above three 
locations. The obvious explanation for this F0 decay is the declination effect. 
Declination is a tendency that F0 gradually drops during the course of utterances 
(Cohen et al., 1982; Umeda, 1982; Ladd, 1983; 1984; 1988; Kutik et al., 1983). If the 
degrees of the F0 decay observed in these three locations (pre-peak syllables; peak 
syllable; and post-peak syllable) do not show a significant difference from one another; 
or the degree of the F0 decay is not significantly different from what can be expected
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from the declination effect, the FO decay can be treated in the same manner as a result of 
the declination effect. However, if a significant difference is observed between these 
three locations (the pre-peak syllable, the peak syllable and the final syllable of Type 
A); or the observation is significantly different from the expectation, different 
explanations need to be sought for different observations.
Figure 7.18 (Type A) and Figure 7.19 (Type B) show how the normalised FO time 
course is realised in the pre-peak syllables and also how the length of a word affects the 
FO realisation on the peak syllable and the post-peak syllable (Type A only). In order to 
draw the scatter graphs of Figure 7.18 and Figure 7.19, the mean normalised FO values 
were calculated from the FO samples collected by means of Procedure 2 (FO value at the 
50% point of each syllable nucleus) and Procedure 3 (the maximum or minimum FO 
value of each syllable nucleus) for the syllables of each target word for each informant, 
and these mean normalised FO values were then plotted against the mean absolute 
sampling points. These mean normalised FO values were plotted separately between the 
pre-peak syllables ( • ) ,  the peak syllable (O) and the post-peak syllable (A) (Type A 
only). For instance, with [getabako LLHL] ‘shoe box’ which is one of the Type A four 
syllable target words, TYM has an averaged normalised FO of 0.026 SD for the first 
syllable; 0.132 SD for the second syllable; 0.780 SD for the peak syllable and -1.456 
SDs for the final syllable, and these average normalised F0 values were plotted against 
the averaged sample points. This was repeated for all target words of the informants for 
both normalised F0 values based on Procedures 2 and 3.
Since the results based on Procedures 2 and 3 do not differ in any essential way, only 
those from Procedure 2 are given in Figure 7.18 (Type A) and Figure 7.19 (Type B). 
However, as with the post-peak syllable, the normalised F0 value based on Procedure 3 
are used because the minimum value of the Type A final syllable is considered to be 
associated with the final target value. This is because a clear F0 falling shape is 
observed in the final syllable of Type A words. The results obtained with Procedure 3 
can be found in Appendix Three.
Comparing Type A and Type B, it can be seen that the regression lines fitted for the 
pre-peak syllables and the peak syllables of Type A words (Figure 7.18) are located 
higher along the Y-axis, with higher intercepts, than those of the corresponding Type B
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words (Figure 7.19), reflecting the above mentioned difference in F0 realisation 
between Type A and Type B.
•  pre-peak syllable 
O peak syllable 
A post-peak syllable
Type A
pre-peak: y = -0.002x + 0.597, r2 = 0.409 
peak: y = -0.00lx + 1.144, r2 = 0.129 
final: y = 2.714E-4x -2.294, r2 -  0.026
Figure 7.18: Scatter plots (Type A) showing normalised F0 values appearing in the pre-peak syllables 
( • ) ,  the peak syllables (O), and the final syllables (A ) as a function of word length. 95% confidence 
bands are indicated. The values are based on Procedure 2 (pre-peak and peak syllables), and Procedure 3 
(post-peak syllables).
•  pre-peak syllable 
O peak syllable
0 200 400 600 800 1000
pre-peak: y = -0.001 x + 0.147, r2 = 0.271 
peak: y = -1.653E-3x + 0.842, r2 = 0.130
Figure 7.19: Scatter plots (Type B) showing normalised F0 values appearing in the pre-peak syllables 
( • )  and the peak syllables (O) as a function of word length. 95% confidence bands are indicated. The 
values are based on Procedure 2.
As seen in Figure 7.18 and Figure 7.19, both the normalised F0 values appearing in the 
pre-peak syllables ( • )  and the peak syllables (O) decline along the time scale (X-axis), 
and the rate of descent is greater in the pre-peak syllables ( • )  than the peak syllables
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(O). This difference in FO descent appears in the coefficient values of the first power 
item of the formulae. That is, the steeper the descent, the higher the negative coefficient 
value of the first power item (refer to the formulae provided below Figure 7.18 and 
Figure 7.19).
As far as the normalised FO decay in the peak syllables along the time scale (O) is 
concerned, this is obviously due to the declination effect because the peak syllable 
carries the identical surface pitch and the difference is only the distance from the word 
onset. Some varying and conflicting hypotheses explaining the mechanism of 
declination have been proposed, which will not be covered here (Lieberman, 1967; 
Collier, 1975; Maeda, 1976; Ohala, 1978; Cohen et al., 1982; Vaissiere, 1983; ‘t Hart et 
al., 1990). Ladd (1984: 62) mentions that the hypothesis that declination ‘is due to 
some sort of automatic mechanism, some physical consequence of the act of speaking, 
is the most common account’, but it also can be manipulated in language (Ladd, 1996: 
73-78). Some models accounting for the nature of declination have been proposed by 
many researchers (Maeda, 1976; ‘t Hart, 1979; Pierrehumbert, 1980; Cooper and 
Sorensen, 1981; Fujisaki and Hirose, 1982). Some different models have been proposed 
to account for the declination effect, such that whether the effect of declination is linear, 
exponential or something else; or whether the model is based on the bottom of the FO 
realisation; the top of the FO realisation; or the space between the top and the bottom 
(Pierrehumbert, 1980; Cooper and Sorensen, 1981; Cohen et al., 1982; Fujisaki and 
Hirose, 1982; Gärding, 1983). Although it has, to my knowledge, only been explicitly
stated by Vassiere (1983), there seems to be an agreement that the rate of declination is 
greater on a higher pitch (top line) than a lower pitch (bottom line). Due to this 
differential declination on higher and lower pitches, the range of pitch used for realising 
tonal contrasts becomes gradually narrower during the course of utterances.
Given the above, it is noticeable from Figure 7.18 and Figure 7.19 that the most decay is 
shown in the pre-peak syllables ( • ) ;  a little in the peak syllables (O); and none in the 
final syllables (A). The most important point is that the rate of the normalised FO 
decay observed in the pre-peak syllables ( • )  is greater than that observed in the peak 
syllables (O). If it had been simply the case that the normalised FO decay observed in 
both the pre-peak syllables and the peak syllables were due to the mechanical 
declination effect, the observation made from Figure 7.18 and Figure 7.19 should have 
been reversed. That is, larger normalised FO decay should have been observed in the
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peak syllables than the pre-peak syllables. This implies that the normalised FO decay 
observed in the pre-peak syllables is not simply due to the declination effect, but is 
possibly due to some other effect. This point will be taken up again in §7.9.2. when a 
possible surface tonal representation of KJ words is discussed and proposed.
7.9 DISCUSSION
In this section, the nature of the differences between Type A and Type B confirmed in 
§7.7 and §7.8 will be first discussed in §7.9.1 by comparing them with the differences 
reported between SJ’s accented and unaccented words. In §7.9.2, a possible surface 
tonal representation of KJ words is given with a set of intonational tones in the AM 
model. Justifications for the representation as well as other possibilities are also 
discussed.
7.9.1 SUMMARY: FO REALISATION DIFFERENCE BETWEEN TYPE A 
AND TYPE B ON POLYSYLLABLES
The observed differences in FO realisations between Type A and Type B in polysyllabic 
words are schematically presented in Figure 7.20. As can be recalled from Chapter 2, 
KJ’s Type A has been referred to as ‘accented’ by some researchers mainly because 
there is a pitch fall, and Type B as ‘unaccented’ because there is no pitch fall. Although 
I have demonstrated and explained that the concept of lexical accent is not relevant to 
the derivational process of KJ pitch realisation (refer to Chapter 2) where, as can be 
seen from Figure 7.20, Type A words have similar acoustic-phonetic characteristics to 
those found in the accented words of SJ with respect to the FO raising effect.
None of the analyses introduced in Chapter 2 for KJ accentuation predicts the FO 
realisation difference between Type A and Type B words observed from the current 
data. For example, Haraguchi’s analysis fails to predict this difference because both 
Type A and Type B words are realised from a single LHL basic tone melody. Shibatani 
(1979, 1990) used the post-lexically inserted accent to derive the surface pitch 
realisation of Type A words. However, it is apparent that he did not use the concept of 
accent to account for the observed global FO realisation difference between Type A and 
Type B. This can be seen from the fact that the high pitched syllables of Type A and
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Type B words are identically handled by the same pitch change rule. McCawley (1968, 
1970) posited two different melodies for Type A and Type B. However, they were 
simply posited to derive a falling contour and a level contour for Type A and Type B, 
respectively. The same inadequacy applies to the rest of the analyses introduced in 
Chapter 2, except for Hayata’s (1987, 1999a) analysis. As explained in Chapter 2, 
perhaps Hayata is the only one who perceptually noticed the global-phonetic difference 
between Type A and Type B. Since the F0 realisation difference between Type A and 
Type B cannot be explicitly represented if one simply uses H and L phonetic pitches, it 
is considered that Hayata deliberately used the terms ‘falling’ and ‘level’ for Type A 
and Type B, respectively. However, Hayata’s analysis is less formalised than the other 
analyses explained in Chapter 2.
Type A: 
Type B:
Time
Figure 7.20: Schematic F0 difference between KJ Type A and Type B words. X-axis is time and Y-axis 
is normalised F0. Lines 1 and 2 mark the beginning and the end of the pre-peak syllables. Line 3 marks 
the peak of the peak syllable and Line 4 marks the offset of the post-peak syllable (Type A only).
Regarding the higher F0 of the peak syllable in Type A words than Type B words, there 
still seems to be a possible argument that the peak syllable is realised relatively lower in 
Type B than Type A in the current data because the final syllable (= peak syllable) of 
Type B words is also associated with a boundary tone of a higher intonational level— 
more specifically, the tone which causes sentence-final lowering (Fujisaki, 1983; 
Liberman and Pierrehumbert, 1984; Poser, 1984; Pierrehumbert and Beckman, 1988). 
Therefore, the F0 realisation in the final syllable might have been pulled down in Type 
B because of this final boundary tone. Although it is not known about the magnitude of 
the final-lowering (including whether it has only local effect on the final syllable (Poser,
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1984) or a wider effect (Pierrehumbert and Beckman, 1988)), it is not appropriate to 
ignore its possible effect. However, as has been clearly demonstrated in §7.7, a 
difference in FO values was also observed in the pre-peak syllables between Type A and 
Type B words, regardless of the length of words. This observation seems to imply that 
there is an FO realisation difference indeed caused by the accentual types (even if the 
final-lowering effect is taken into consideration) because the boundary tone would be 
associated with both Type A and Type B if there is. If this is true, it can be understood 
that the accentual difference between Type A and Type B does not have a limited effect 
only on local regions, such as only on peak syllables, but globally affects the whole 
word.
Strictly speaking, it is not appropriate to use the terms IAB (‘initial accentual boost’) 
and PAB (‘peak accentual boost’) for KJ because it is not known yet whether the cause 
of the above reported difference between Type A and Type B in KJ is an accent or not 
in the same sense as in SJ. However, if these terms are applied to KJ for the sake of 
convenience and the comparison between KJ and SJ, the effect of IAB covers the entire 
pre-peak syllables in KJ.
In the following subsection, a possible surface tonal representation of KJ’s words is 
discussed and proposed on the basis of the discussion given in this subsection.
7.9.2 SURFACE TONAL REPRESENTATION OF KAGOSHIMA JAPANESE 
WORDS
In this section, a possible surface tonal representation of KJ words is discussed and 
presented on the basis of the above descriptive results of KJ words. Since we do not yet 
know how the prosodic levels of KJ are structured—and it is not the aim of this study to 
find it out—those tonal values are discussed which are needed to distinguish Type A 
and Type B words at the surface tonal level, and there is minimal treatment of 
association between target tones and intonational levels. The boundary tones are 
presumably not needed to distinguish between the types in the lexicon, but I will discuss 
them because the surface tonal representation is the point of concern here.
Analysing SJ in the AM theory, the difference in FO realisation between an accented 
and an unaccented word, such as PAB and IAB, are considered to be due to their
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associations with different tones: whether associated with the pitch-accent H*L tone or 
the phrasal H tone. Namely, the pitch-accent H*L tone which is associated with an 
accented syllable initiates PAB and IAB. In Figure 7.21, the schematic realisation 
difference between the accented and unaccented words of Figure 7.1 is represented 
using the target tones of the AM model in SJ. Note that the multilevel intonational 
structures are not included in Figure 7.21.
Accented Unaccented
L% H H*L L% L% H L%
Figure 7.21: Surface tonal representations of SJ words presented in Figure 7.1 (atama’ and miyako 
followed by -wa), using target tones.
The FO realisation difference observed between the words of Figure 7.21—which the 
traditional frameworks introduced in Chapter 2 fail to predict—can be predicted in the 
AM theory. The FO realisation at point B is higher in the accented word than its 
unaccented counterpart because the accented word is associated with a H*L tone (PAB), 
while no particular tone is associated at the corresponding location in the unaccented 
word. Although the schematic FO curves given in Figure 7.21 (after Warner 1997: 47) 
do not show a difference at point A, I expect a difference caused by IAB.
The above is a general account of the intonational phenomena associated with SJ 
accentuation in the AM theory. Before giving a sketch of a surface tonal representation 
of KJ words, it is necessary to understand the role of accent in the AM theory. This is 
because different phonological frameworks assign different roles to accent.
It has been traditionally assumed in SJ that the FO realisation differences observed 
between an accented word and an unaccented word (IAB, PAB, ACF and DNS) are 
initiated by an accent specified in the lexicon. In autosegmental frameworks, such as
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Haraguchi’s (1977) analysis, the location of an accent was marked in the lexicon, if it is 
an accented word, using a diacritic *, and then the basic tone melody (i.e. HL) is 
assigned to the syllable with a * in order to derive a surface pitch form. In this analysis, 
the accent and the basic HL tone melody are clearly separate entities. As a result, it is 
considered that the global realisation difference between an accented word and an 
unaccented word is attributable to the accent (not to the melody). That is, an accent not 
only marks the location where the basic tone melody is anchored but also causes the 
accentual phenomena of IAB, PAB, ACF and DNS. In this analysis, therefore, the FO 
realisation difference between accented and unaccented words in SJ is phonologically 
accounted for by means of the abstract phonological concept of accent (Pierrehumbert 
and Beckman, 1988: 123).
Unlike Haraguchi’s analysis, in the AM theory, the FO realisation difference between 
accented and unaccented words is phonetically treated. Poser (1984) defines accent in 
SJ saying ‘the accent is a H tone linked to a particular mora in the lexical entry for an 
accented word’ (Pierrehumbert and Beckman 1988: 122). In the same spirit as Poser, 
viz: in the AM theory, an accent is defined for SJ as the HL bitonal unit whose location 
is lexically specified (Pierrehumbert and Beckman 1988: 121-126). This lexically 
specified HL tone is called ‘pitch-accent’ in the analysis of SJ using the AM theory. In 
a more recent convention of the AM theory, this pitch-accent is differentiated from 
other tones using * as H*L.
In the AM theoretical analyses, like SJ, English also uses tones to mark certain syllables 
in speech stream, and these tones are also called ‘pitch-accent’ tones. However, there 
are several differences in the functions of pitch-accent tones in these two languages 
(Beckman and Pierrehumbert, 1986; Venditti, 2000). In SJ, as mentioned above, 
‘pitch-accent’ is a lexically specified /HL/ tone. In English, on the other hand, what is 
lexically specified is not any specific tone or tonal contour, but the location of 
metrically strong syllables in a word (Beckman and Pierrehumbert, 1986; Ladd, 1996; 
Venditti, 2000). In English, unlike SJ, the * diacritic mark is used to mark the 
intonational tones which post-lexically associate with metrically strong syllables, and 
these ‘post-lexically’ associated tones with the metrically strong syllables are called 
pitch-accents. As can be seen by this, in the AM theory, ‘pitch-accents are viewed...as 
building block of pitch contours, and stress is treated as a separate feature of the 
phonological organisation of utterances’ (Ladd, 1996: 46).
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As can be seen from the above discussions, pitch-accent is simply a pitch contour 
represented by tones, and it contributes to mark an accent. The functional differences of 
pitch-accents between SJ and English explained above are due to the different acoustic 
procedures SJ and English employ to mark an accent, as Beckman (1986: x) says 
‘English uses duration and other ‘secondary’ physical attributes as correlates of accent 
far more than does Japanese, although both accentual system seems to rely heavily on 
fundamental frequency’.
Since accent is defined as the /HL/ tone whose location is lexically specified in the AM 
theory in SJ, it is obvious that the concept of accent cannot be used to explain the FO 
realisation difference between accented and unaccented words in the same sense as 
Haraguchi’s (1977) use of accent.
Regarding the realisation difference between an accented word and an unaccented word, 
Pierrehumbert and Beckman say:
“...the phonetic interpretation rules must be able to distinguish the accent in the 
surface representation in order to assign the accented H a higher FO value than 
the phrasal H, and it must distinguish the accent from other HL sequences that 
do not trigger catathesis” (Pierrehumbert and Beckman, 1988: 123).
As can be seen in the above quotation, unlike Haraguchi’s analysis in which the FO 
realisation difference is phonologically accounted for, the FO realisation difference 
between an accented word and an unaccented word is phonetically treated in the 
analysis of SJ in the AM theory. This is because accent is simply represented as /HL/ in 
SJ’s lexicon. That is, in the AM theoretical analysis of SJ, accent essentially means 
only a location where the pitch-accent H*L tone is associated in the lexicon.
Although to my knowledge the phonetic treatment of the FO realisation difference 
between accented and unaccented words has never been justified, the treatment appears 
to be reasonable from the viewpoint of perceptual significance. That is, the realisation 
difference between accented and unaccented words can be phonetically accounted for 
from a perceptual point of view without invoking the concept of accent in the same way 
as Haraguchi’s analysis. Using an accented three syllable word [tL jH ’L] and an 
unaccented three syllable word [LHH] as examples, the perceptual salience of an accent
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or a falling contour (HL) can be enhanced by raising the accented H of the accented 
word (|H). This is actually often an observed phenomenon of tone languages 
(Gandour, 1978: 46, Chuang et al., 1972). Furthermore, it can be considered that the FO 
rising observed in the first syllable (fL) of the accented word is merely an anticipatory 
assimilation to the enhanced H (|H). Therefore, the FO realisation difference observed 
between accented and unaccented words can be phonetically explained in the light of 
the perceptual salience of the falling FO contour associated with an accented word.
It is possible to explain the FO realisation difference between Type A and Type B using 
the concept of accent in the same way as Haraguchi (1977). However, the basic tenant 
of the AM theory is adopted in this chapter to represent a possible surface tonal 
representation of Type A and Type B polysyllabic words. Moreover, as mentioned 
above, only a simple sketch of what tones need to be included for KJ’s Type A and 
Type B polysyllabic words is given here without discussing the associations between 
phrase tones and intonational levels, as the current data is not sufficient for this 
discussion and it is not the aim of the current study.
In the following subsection, will be discussed the locations and the values of the target 
tones that are necessary to represent Type A and Type B words in the AM theory.
7.9.2.1 LOCATIONS AND VALUES OF TARGET-TONES
In order to derive the FO contours which are typical to Type A and Type B polysyllabic 
words, such as those FO curves of Figure 7.20, target tones need to be specified at (at 
least) four points (Tl, T2, T3 and T4) as shown in 7.4).
7.4) Type A
(7 syllable word)
Type B
(6 syllable word)
a a  a a  a a  a
/ I I \
Tl T2 T3 T4
a  a a a  cr a
/ /  A
Tl T2T3T4
Tl, T2, and T3 correspond to points 1,2, and 3 of Figure 7.20. That is, Tl and T2 mark 
the onset and the offset of the pre-peak syllables and T3 marks the peak syllable. T4 is
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the offset boundary tone, but it is purely an assumption. If the boundary tone is posited, 
it needs to be associated with the ultimate syllable of both Type A and Type B words.
T2 needs to be specified because the descriptive results presented in Figure 7.10 and 
Figure 7.11 do not show a linear contour from T1 to T3, but show a descending contour 
from T1 to T2 before it starts rising from T2 to T3. However, T2 does not have to be 
associated with the syllable immediately before the syllable with which T3 is associated 
because, according to the results, the minimum F0 value before the peak syllable, was 
not always observed at the syllable immediately before the peak syllable. This point 
can be simply handled as the realisation difference of the same target tone in tone 
alignment2.
One of the problems I encountered when attempting to posit target tone values in KJ 
words in the AM theory was that it is not clear on what basis low and high tones are 
actually identified in F0 contour. Bruce (1977: 131-143) initially identified intonational 
tones on the basis of the turning points in the F0 contour. Local maxima then 
correspond to high tone and local minima to low tone. In the AM theory, however, 
tones do not always correspond to turning points, and turning points do not always 
reflect the surface phonetic realisation of tones (Pierrehumbert, 1980). In terms of their 
surface phonetic realisation, phonological ‘High’ and ‘Low’ tones are not clearly 
defined in any works relating to the development of the AM theory (Ladd, 1996: 104). 
Nevertheless, I will try to posit some target tones in KJ on the basis of a high-low 
dichotomy with tones (Pierrehumbert, 1980) as well as the similarities between KJ Type 
A and SJ accented words. Once target tones are identified, actual patterns of F0 can be 
derived by interpolating them together with a set of phonetic rules that transmute them.
It is obvious that the most important tones that determine the F0 realisation difference 
between Type A and Type B are the target-tones of T3 (peak syllable) for Type A and 
Type B. In §7.9.1, however, I mentioned a possibility that the lower F0 value of the 
Type B peak syllable compared to the Type A peak syllable may be due to the 
association of a boundary tone (L%) to the Type B final syllable. If this is true, there 
may be no need to assign different T3 tones for Type A and Type B words because the 
F0 realisation difference between Type A and Type B words at the peak syllable is
2 In such circumstances, the ToBI labelling conventions would call for the pitch accent label to be aligned 
with the syllable immediately before the peak syllable, and the labellers may mark the actual F0 valley 
with the ‘<‘ or ‘>‘ diacritic (Beckman and Ayers, 1994).
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considered to result from the final L% that is attached to the final syllable of Type B 
words. However, it has been decided to assign different tones as T3 between Type A 
and Type B words because the difference observed at the pre-peak syllables also needs 
to be accounted for. Therefore, on the basis of the similarities between KJ and SJ in 
terms of the intonational phenomena, H*L tone has been decided to posit as T3 for Type 
A, and H tone as T3 for Type B. Although we do not know the lexical status of these 
tones (H*L and H tones), judging from the similarities between KJ and SJ, the H*L tone 
appears to be a pitch-accent tone and the H tone is a phrasal tone. Yet, it is a tentative 
assumption for the sake of discussion in this chapter.
Regarding the pitch-accent tone of SJ, Pierrehumbert and Beckman (1988) say:
“The representation of the accent tones must account for four aspects of the 
Japanese tone pattern. The first is that the location of the accent is lexically 
distinctive... The second is the shape of the accent and its timing with respect 
to the accented syllable... The third is the F0 target of the accent H: it is high 
by comparison to the target for the phrasal H... The fourth is the trigger and 
timing of catathesis [downstep]... Most earlier treatments of Tokyo Japanese 
tone patterns have based their representation of accent either exclusively or 
primarily on the first two aspects” (Pierrehumbert and Beckman, 1988: 
121- 122).
In the AM theoretical analysis of SJ, the pitch-accent H*L tone is directly linked to a 
particular syllable, if the word is an accented word, in the lexicon. This lexically linked 
tone accounts for the above first and the second aspects of the SJ tone pattem. When it 
comes to the third aspect, as explained in the above quotation from Pierrehumbert and 
Beckman (1988: 121-122), the F0 realisation difference between SJ’s accentual contrast 
is phonetically handled in the AM theory.
Regarding the fourth aspect, the current data is not enough to discuss the effect of 
downstep (DNS) in KJ. However, the H*L tone is posited for KJ mainly because the 
HL tonal contour is the significant difference of Type A words from Type B words. 
Please note that the DNS effect is investigated in Chapters 8 and 9 for KJ.
In one of the above discussions, the existence of the offset L boundary tone (L%) was 
speculated as T4. Although the current data does not contain relevant information to 
discuss the L% tone, in fact an offset L boundary tone is easily observable from the F0 
contour of a long utterance, such as Figure 7.22. Figure 7.22 contains an F0 contour of
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a long utterance that was used to collect extrinsic normalisation parameters in Chapter 
4.
System Capture Data Uiew Link Shou Speak Analyze Edit Tag Macro Log
■A>chl : 2-1.NSP 0.0O000< -1074>
ku ma mo to de go ga tsum m azu ka niza ka na ou tt
L L L H L L H L H L L L  L H L H
□B>PITCH 0.03130<
...
low boundary tone
Figure 7.22: Audio speech waveform and FO contour of kumamoto-de gogatsu-ni mazuka nizakana-o 
utta. ‘I sold badly cooked fish in Kumamoto in May’ (YNM). This figure is a reproduction of Figure 
4.5. Refer to Table 4.1 for morphological gloss.
In Figure 7.22, the low pitched syllables (which are circled) before a pause have 
significantly low FO values than other low pitch syllables even if the effect of 
declination is put into consideration.
Therefore, L% tone is posited as T4 in KJ. So far, the tonal values of T3 and T4 have 
been determined for KJ as shown in 7.5).
7.5) Type A
(7 syllable word)
Type B
(6 syllable word)
a a a a a a a
/  I I \
T1 T2 T3 T4
a a a a a a
/ / / \
TI T2T3T4
H*L L% H L%
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Judging from the typical FO contour shapes of Type A and Type B polysyllabic words, 
such as given in Figure 7.20, I have discussed above that T2 needs to be specified at the 
offset of the pre-peak syllable. I will further argue for the necessity of T2 with some 
evidence based on the descriptive data of this chapter.
Figure 7.23 shows the relationship between the length of words and the FO realisation of 
the syllable that T2 would be assigned to. In Figure 7.23, the overall average minimum 
normalised FO value observed in the pre-peak syllables by means of Procedures 2 and 3 
are plotted against syllable number. The minimum FO value of the pre-peak syllable is 
considered to be the realisation of the assumed target tone at T2. Figure 7.23a is for 
Type A words and Figure 7.23b is for Type B words. The numerical information of 
Figure 7.23 is given in Appendix Three.
•  P2 Type A O P3 Type A A P2 Type B A P3 Type B
approximate target
value line
b: Type B
. i. ...regression 
0 line i
value line
Figure 7.23: Relationship between the FO value observed at T2 syllable and the number of the syllables 
in a word. P2 and P3 stand for Procedures 2 and 3, respectively.
As seen in Figure 7.23, the average normalised FO value observed at the T2 point 
appears to decrease as a function of word length to a certain stage, and then it remains 
rather level after this stage. If the value simply declines as a function of time, it is 
simply the result of the declination effect. This observation implies that there is a 
certain target, and it takes some syllables to reach the target value. Once FO reaches the 
target value, it does not fall beyond the target value. The same argument was employed 
by Kubozono (1993: 83) to argue for a target tone accounting for the pitch contour 
observed in post-accentual positions in SJ.
In addition, on the basis of the results presented in Figure 7.18 and Figure 7.19, I 
pointed out in §7.8 that the relationship between the length of words and the FO
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realisation observed in the pre-peak syllables—a faster FO decay is observed in the 
pre-peak syllables than the peak syllables—cannot be simply explained in terms of the 
mechanical declination effect. However, if it is considered that the sharper FO decay 
appearing in the pre-peak syllables than in the peak syllables could be due to the low 
target tone (L) associated with the T2 syllable, the faster FO decay observed in the 
pre-peak syllables is understandable. Therefore, L tone is posited as T2.
We have now obtained the target tone values for T2, T3 and T4 as shown in 7.6).
7.6) Type A
(7 syllable word)
Type B
(6 syllable word)
a a a  a  a  a  a
/  I I \
TI T2T3 T4
/  I I
L H*L L%
G G G G G G
/ / / \
TI T2T4T3
L H L%
The value of T1 appears to need extensive discussion. Simply following the phonetic 
pitch configurations of Type A and Type B words (i.e. LLLLHL and LLLLH), one 
might posit the L% tone as Tl. However, a few points need to be addressed regarding 
this.
First of all, as briefly mentioned in §7.7, the onset normalised FO value of Type B words 
is around the mean (= 0 SD), as can be seen in Figure 7.11. That means that the onset 
FO value of Type B words is around the average FO of the informants’ FO distribution.
The FO realisation of intonational tones is one of the main issues in the phonology of 
intonation. The question I would like to address here is that ‘Is it phonologically 
plausible to assign L% to the syllable whose FO realisation is around the average of a 
speaker’s FO distribution?’ Ladd (1996: 71) states that ‘High and Low are phonological 
abstractions, and the surface phonetic realisations of these tones are subject to a variety 
of conditioning factors.’ Relating to the FO realisation of intonational tones, Ladd 
(1992) introduced the concept of ‘tonal space’. A very similar idea was also proposed 
by Gärding (1983) as ‘grid’. Ladd (1996: 73) further mentions that ‘the key features of
the tonal space idea are, first, that the phonetic realisation of pitch features is defined 
relative to the tonal space, and second, that the actual phonetic value of the tonal space
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may change or evolve continuously during the course of the utterance.’ Figure 7.24 
contains a schematic tonal space fitted to the normalised FO realisation of a Type A 
seven syllable word.
•  LLLLLHL
Top Lind
Figure 7.24: Possible FO corridor for a 7 syllable Type A word.
The top and bottom lines (solid lines) superimposed onto Figure 7.24 are based on the 
regression lines fitted on the normalised FO values observed in the peak and the final 
syllables of Type A words given in Figure 7.18 and Figure 7.19. Strictly speaking, 
these regression lines are not the highest and the lowest extremes of the tonal space, but 
they are still useful to estimate the locations of the top and the bottom lines and the FO 
trend along these lines. That is why the bottom line does not go through the lowest 
extreme of the end tone in Figure 7.24. Even if we argue on the basis of the tonal space 
given in Figure 7.24, the normalised FO realisation of the pre-peak syllables (light line) 
is still higher than the expected normalised FO height (bottom line).
Moreover, it is generally accepted that it is much easier to specify the set of FO 
observations in tonal and pitch accent languages because FO values are more 
constrained according to the tonal target they realise, compared to intonational 
languages in which it is much less clear whether a particular FO value or set of values 
realises the same intonational target (Cruttenden, 1986: 58; Donohue, 1989: 25-26; 
Rose, 1996b: 308; Ladd, 1996: 104). If we follow this assumption, it should be fairly 
easy to identify the target tone related to the normalised FO realisation of the pre-peak 
syllables possibly based on the tonal space. What we could tell from Figure 7.24 is that
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the target tone'related to the pre-peak syllables is not the same as the target associated 
with the final syllable of Type A words.
One could possibly argue that the light line seen between the top and bottom lines is the 
original bottom line, and the tonal space was altered significantly in the last syllable. 
Gärding (1983) mentions that the alternation (or ‘re-set’) of tonal space can be observed
at turning points. There is clearly a turning point between the penultimate and ultimate 
syllables in Type A words as can be seen in Figure 7.24. However, what Gärding
means by turning points is the turning point that is placed on the basis of syntactic or 
semantic signalling. It is therefore unlikely that an alternation in tonal space would 
normally occur within a word.
Some intonationists have analysed the downward trend of FO in intonation contours as a 
form of downstep, which Pierrehumbert and Beckman (1988) refer to as ‘catathesis’ 
(Pierrehumbert, 1980; Gussenhoven and Rietveld, 1988; Liberman and Pierrehumbert, 
1984; Ladd, 1990; Kohler, 1991; Berg et al., 1992). The terms ‘declination’ and 
‘downstep’ are used in different ways by researchers in various subfields of linguistics. 
However, in intonational phonology, if the downtrend of FO is a purely phonetic effect, 
it is called ‘declination’ as explained above; if it involves phonological units of tones, it 
is called ‘downstep’. The theory of downstep embodies the notion that a sequence of 
high tones within a phrase sometimes exhibits a depression in the FO of high tones as 
the phrase progresses. Downstep is a well-described phenomenon of African tone 
languages (Anderson, 1978; Schuh, 1978).
Downstep has been reported in SJ as well (Poser, 1984; Pierrehumbert and Beckman, 
1988; Kubozono, 1993). However, unlike in English intonation, ‘downstep in Japanese 
[SJ] is completely predictable from the lexical accent specification of the preceding 
phrase (Venditti, 1997: 129)’. Moreover, in SJ, downtrend ‘is triggered by the presence 
of an accent, lowering everything [author’s emphasis] to the right of the accent 
(Pierrehumbert and Beckman, 1988: 90)’. That is, in AM terms, a phrase following a 
lexical H*L tone is globally downstepped in its FO range in SJ.
Having said that, although it cannot be empirically argued at this stage, another obvious 
hypothesis explaining the lower FO realisation of the post-peak syllable is that the FO 
realisation of the Type A final syllable is downstepped by responding the preceding
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pitch-accent H*L tone. Kubozono and Matsui (1996) report that downstep is observed 
in KJ as well and it is induced by Type A. The effect of downstep is further discussed 
in Chapters 8 and 9 where relevant data is available. However, this hypothesis might 
explain the lower FO realisation of the post-peak syllable, but it would not overturn the 
fact that Type B words start with around the average of a speaker’s FO distribution.
Basically, the above possible explanations are not strong enough to support the 
plausibility of L% tone for T1 whose FO realisation is around the average of a speaker’s 
FO distribution. Therefore, it is still not clear whether it is appropriate to assign a low 
tone (L%) to the syllable whose FO realisation is aroiind the average of informants’ FO 
distribution.
It is possible to interpret the FO associated with the onset of Type B words as the most 
neutral FO value that is around the mean FO value of a speaker’s FO distribution. 
Considering that, it might not be necessary to assign a particular tone, such as L% to the 
first syllable in question because the FO realisation of the initial syllable of Type B 
words is predictable from the information regarding a speaker’s FO distribution. A very 
similar interpretation can be seen in Dainora (2001) in the intonation of English. 
Referring to the analysis on the intonation of English by Goldsmith (1978) in which the 
intonation was analysed in terms of H, M and L, Dainora (2001: 36) mentions that ‘the 
M does not represent a tone at all, but, rather, represents the neutral frequency used 
from the beginning of an utterance to the first pitch accent.’ In Goldsmith’s analysis, M 
tone is always the first tone in the sequence and is not associated with an accented 
syllable. If the same discussion applies to KJ, it can be argued that no particular tone 
needs to be associated with the T1 position.
If we follow the above ‘no tone analysis’, 7.7) can be given as surface tonal 
representations of Type A and Type B words in the AM theory.
Type A Type B
(7 syllable word) (6 syllable word)
G  G G  G  G G  G G G G G  G G
/ 1 1 \ / / / \
T1 T2 T3 T4 T1 T2 T4 T3
1 / 1 1 i / i i
0  L H*LL% 0  L H L%
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As can be seen in 7.7), no tone (0) is attached to the T1 position. This is based on 1) 
the fact that Type B words start with the FO value which is around the average of a 
speaker’s FO distribution; and 2) the understanding that one’s average FO value is 
predictable from his or her FO distribution.
Prima facie, the above ‘no tone analysis’ has a degree of plausibility. However, it 
causes a problem in the light of the discussion advanced in Chapter 6. Regarding the FO 
realisation of Type B in disyllabic words, I argued in Chapter 6 that the moderate 
normalised FO falling contour observed in the first rhyme of Type B heavy disyllabic 
words (-VV.-VV and -VN.-VN) is the full realisation of the initial boundary tone (i.e. 
H%), and that the level FO contour observed in the first rhyme of Type B light disyllabic 
words (-V.-V) is the undershot realisation of the initial boundary tone. The mean 
normalised FO contours of Type B -VV.-VV, -VN.-VN and -V.-V are given here again 
as Figure 7.25 for convenience.
The Full realisation
tone i(i.e. H%)
Thiun.der3hQt.r.e4*sati.o.4o.f..a.b4uadary:
O -v.-v
•  -VV.-VV 
A -VN.-VN
Figure 7.25: Mean log z-score normalised FO as a function of equalised duration (%) for rhymes in Type 
B disyllabic words. X-axis = equalised duration and Y-axis = log z-score value.
As can be seen from Figure 7.25, the short rhyme type (O) has a lower normalised FO 
value than the heavy rhyme types ( •  and A) at the onset of the first rhyme. It has been 
discussed in Chapter 6 that the FO realisation observed in the light rhyme type (O) is an 
undershot realisation (i.e. nLH%) of the full realisation of the initial boundary tone (i.e. 
H%) due to the shortness of the light rhyme. Obviously the ‘undershot analysis’ is 
contradictory to the 'no tone analysis’.
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The point of the discussion can be summarised as: 1) ‘Is it necessary to assign a tone at 
T l?’ and 2) ‘if it is necessary, what is the value of the tone?’ 7.8) contains the possible 
intonational representations of Type B disyllabic words (light and heavy rhymes) 
regarding the above first point. Please note that the H% tone is tentatively used for the 
sake of discussion in 7.8), but another value might be more appropriate.
7.8) Undershot analysis 
a: heavy rhyme b: light rhyme
No tone analysis 
c: heavy rhyme d: light rhyme 
co co
/ \ / \ / \ / \
c v x CVX CV CV CVX c v x  
1 1
CV CV
CT a a a a a a a
/ \ / \ / \ / \ / \ / \ / \ A
H% L HL% I h % l H L% t 0  L HL% 0  L H L%
X = V or N
In 7.8)a and7.8)b, the H% boundary tone is tentatively given as the initial boundary 
tone. In 7.8)c and 7.8)d, on the other hand, no boundary tone (0 ) is assigned to the first 
syllable. In Chapter 6, as can be seen in 7.8)b, the FO realisation of Type B light 
disyllabic words is explained as a result of undershooting of the H% tone (^H%) due to 
the shortness of the light rhyme type. Consequently, in Chapter 6, the FO realisation of 
Type B heavy disyllabic words was considered as the unmarked FO realisation of Type 
B on disyllables. On the other hand, in this chapter, all polysyllabic target words 
(dataset 3) have light syllables, and it has been observed that Type B polysyllabic words 
having light syllables start around a speaker’s average FO value. Based on this 
observation, it has been discussed above that Type B polysyllabic words having light 
syllables do not have to have any particular tone at the onset. This can be seen in 7.8)d. 
If it is so assumed, the FO realisation of Type B light disyllabic words given in Figure 
7.25 can be considered as the unmarked FO realisation of Type B on disyllables, and the 
FO realisation of Type B on heavy disyllables needs to be considered as a deviation 
from the unmarked FO realisation.
If the FO realisation of Type B in light disyllabic words is assumed to be the unmarked 
FO realisation of Type B on disyllables, the deviated (or boosted) FO realisation of Type 
B on heavy disyllables in the first rhyme needs to be accounted for. However, as I 
mentioned in Chapter 6, no plausible reason for the boosting can be found.
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Furthermore, even if there were a plausible explanation for the boosting, we would still 
encounter difficulty in explaining how something that does not exist (0 ) can be 
boosted.
I have pointed out that the main reason of the undershooting of the initial boundary tone 
(i.e. H%) is the shortness of the light rhyme type. In Figure 7.17, it was shown that 
Type B polysyllabic words start with a higher FO value as they become longer. This 
observation makes sense from an undershooting point of view because the longer the 
gap between the initial boundary tone and the L target tone (T2), the easier it is to 
acoustically meet the target of both tones. That is, the undershooting analysis is an 
appropriate analysis in explaining the FO realisation difference between the light rhyme 
type and the heavy rhyme types of Type B disyllabic words.
As can be understood from the above discussions, it appears to be more plausible at this 
stage to assign a tone at the T1 position. At the beginning of the discussion regarding 
TI, I questioned the plausibility of assigning the L% tone to the onset syllable. 
Although Type B polysyllabic words start with around the average of a speaker’s FO 
distribution, the average FO value is quite high judging from the informants’ FO range. 
This can be seen from Figure 7.12, Figure 7.13, Figure 7.14 and Figure 7.15 in which 
the mean normalised FO curves of Type A and Type B polysyllabic words are given. As 
can be seen from these figures, the nonnalised FO range of Type A and Type B 
polysyllabic words is approximately between 1.25 SDs and -2.5 SDs. That is, the 
average value (= 0) is even higher than the mid FO value of a speaker’s FO range.
Figure 7.26 contains the histogram of the normalised FO values based on Procedure 3. 
As can Jbe seen from Figure 7.26, the histogram has a longer skirt to the negative side 
from the mean value (= 0). That is, the actual mid point of a speaker’s FO range is 
lower than the mean value of their FO distribution. As can be seen by this, the H% tone 
rather than the L% tone is considered to be appropriate for the tone assigned at the T1 
position.
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Max: 2.4
Min: -3.2
Range = 5.6
Figure 7.26: Histogram of the normalised F0 values measured in Procedure 3. Basic statistics are 
incorporated in the figure.
On the basis of a chain of discussions in this section, 7.9) is given as the most 
appropriate surface tonal representations of Type A and Type B words using target 
tones. However, these representations are the most plausible representations within the 
limitation of the current data, and further investigations using the data consisting of 
multiple accentual units are inevitable.
Type A Type B
(7 syllable word) (6 syllable word)
a a  a  a a a  a a a  a a  a  a
/ i i ' / / / \
T1 T2 T3 T4 TI T2T3 T4
1 / 1 1 1 / | |
H% L H*L L% H% L H L%
A tone (H%) needs to be specified at T1 from the reasons discussed above. If the value 
of the tone is H%, this point is one of the differences of KJ from SJ in which the 
utterance initial is marked by a L% boundary tone (wL%3 or L%). A tone also needs to 
be specified at the T2 position because the F0 decay in the pre-peak syllables cannot be 
accounted for in terms of the declination effect. T3 is assigned with either a H*L tone 
(possibly a pitch-accent tone) or a H tone (possibly a boundary tone) depending on the 
accentual type. The association of Type A with higher F0 values compared to Type B is 
considered to be induced by the H*L tone. Nothing can be said about the final 
boundary tone from the current data. However, on the basis of the F0 contour of a long
3 In the analysis of SJ in the AM theory, two L% tones are posited. If the phrase is initially accented or 
begins with a heavy syllable, a wL% (‘weak’ L%) boundary tone is used instead of L% (‘strong’ L%) 
tone (Pierrehumbert and Beckman, 1988; Venditti, 1997).
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utterance in which FO falls significantly lower before a pause, it appears to be plausible 
to posit a boundary tone for T4.
As can be seen in 7.9), only the difference between Type A and Type B words in terms 
of the surface tonal representations is whether a word has the H*L tone or the H tone as 
T3. In the following subsection, will be explained how the FO realisation difference 
between Type A and Type B words can be derived from the surface tonal representation 
given in 7.9).
7.9.2.2 TREATMENTS OF FO REALISATION DIFFERENCES BEWEEN TYPE 
A AND TYPE B
I have shown in Chapter 5 that although the normalised FO contour of Type A on heavy 
monosyllables (HL) and that of the Type B level allotone on heavy monosyllables (H) 
share the same H surface phonetic pitch, the former starts with higher normalised FO 
values compared with the latter. I further mentioned that the normalised FO contour of 
Type A on heavy monosyllables and that of the Type B level allotone on heavy 
monosyllables and the distributional relationship between them are very similar to Tone 
4 (high falling=HL) and Tone 1 (high level=FI) of Mandarin Chinese (Gandour, 1978: 
46; Chuang et al., 1972; Ladefoged, 2003). Tone 4 starts with higher FO values 
compared to Tone 1 and also Tone 4 falls in FO drastically towards the offset. In 
Mandarin Chinese, the above-mentioned FO difference between Tone 4 (HL) and Tone 
I (H) is a phonetic realisation difference, and it can be explained that Tone 4 starts with 
a higher FO compared to Tone 1 in order to enhance the perceptual salience of the 
falling contour.
Since the prime difference between Type A and Type B is whether there is a pitch fall 
or not after a pitch peak, it would be sensible to consider that like the case of Mandarin 
Chinese, the FO realisation of Type A at the peak syllable is raised in order to 
perceptually enhance the salience of the falling contour of Type A. If it is so assumed 
with the peak syllable, it can be considered that the higher FO realisation of Type A 
observed at the pre-peak syllables is an anticipatory assimilation to the resultant 
enhanced FO realisation at the peak syllable of Type A. This point is explained in 
Figure 7.27.
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Figure 7.27: Phonetic explanation for the realisation difference between Type A and Type B from the 
viewpoint of the enhancement of perceptual salience. Arrow 2 = the vector of the enhanced FO realisation 
observed at the peak syllable of Type A; Arrow 1 = the vector of the assimilation of FO realisation in the 
pre-peak syllables to the enhanced FO realisation at the peak syllable.
Arrow 2 is the vector of the enhancement of the FO realisation at the peak syllable of 
Type A for the perceptual salience of the falling contour. Arrow 1 is the vector of the 
assimilation of the FO realisation at the pre-peak syllables of Type A to the enhanced FO 
realisation at the peak syllable. Therefore, the realisation difference between Type A 
and Type B words can be phonetically accounted for without assigning the boosting role 
to the accent like Haraguchi’s analysis.
One possible argument against the assimilation analysis of the pre-peak syllable to the 
enhanced FO realisation at the peak syllable can be drawn from a well-established tonal 
phenomenon of tone languages. Using disyllabic words as examples, in tone languages, 
the tone of the second syllable assimilates to the tone of the first syllable, and the tone 
of the first syllable dissimilates from the tone of the second syllable with respect to FO 
height (Gandour et al., 1994 for Standard Thai; Thompson, 1997: 172-182 for Southern 
Thai; Xu, 1997 for Mandarin Chinese; Rose, 2002b for the Southern Wu Chinese 
dialect of Wenzhou). The rules given in 7.10) and 7.11) explain this.
7.10) Assimilation
/M/
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In 7.10), the /M/ is realised as [H] if the preceding tone is [H] whereas it is realised as 
[L] if the preceding tone is [L]. In 7.11), the /M/ is realised as [H] if the following tone 
is [L] whereas it is realised as [L] if the following tone is [H].
If the above rules are applied to KJ, the F0 realisation of Type A at the pre-peak 
syllables should have been dissimilated from the enhanced F0 realisation at the peak 
syllable. However, one may possibly counter-argue that the dissimilation rule of 7.11) 
does not apply to KJ (and SJ) because those rules given in 7.10) and 7.11) are only 
applicable when two lexical tones are involved. Although at this stage we cannot be 
certain of the lexical status of KJ’s accentual contrast, judging from the similarities 
between KJ and SJ, it appears to be that only the H*L tone is the lexical tone in KJ. 
However, please note that the status of the H*L tone might be different in the lexicon 
between KJ and SJ. Therefore, one could possibly argue that the dissimilation rule 
given in 7.11) does not apply to the tones (H% and L) associated with the pre-peak 
syllables of Type A words because those tones are not lexical tones.
In the following section, the findings of this chapter will be summarised by referring to 
the research aims of this thesis.
7.10 SUMMARY: CHAPTER SEVEN
In this chapter, the differences in F0 realisation between Type A and Type B in 
polysyllabic words have been demonstrated by describing the F0 contours of Type A 
and Type B words. On the basis of the description, surface tonal representations of 
Type A and Type B words have been discussed in the AM theory.
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The main finding of this chapter relating to the first aim of this thesis is as follows:
• Type A is associated with higher FO values compared to Type B throughout the 
pre-peak and peak syllables.
On the basis of the descriptive results of Type A and Type B polysyllabic words, the 
surface tonal representations given in 7.12) have been given for Type A and Type B 
at word level.
Type A Type B
(7 syllable word) (6 syllable word)
a a  a  a  a a  a c  a  g a  ct a
/ 1 1 \ / / / \
TI T2T3 T4 TI T2T3 T4
1 / | | 1 / | |
H% L H*L L% H% L H L%
It has been argued that different tones H*L (possibly a pitch-accent tone) and H 
(possibly a phrasal tone) should be assigned to the peak syllables of Type A and Type 
B words, respectively to account for the FO realisation difference between Type A 
and Type B words. Fl% and L tones mark the onset and the offset of the pre-peak 
syllables. H% tone has been decided as T1 because the onset FO value of Type B 
words is around the average FO of the informants’ FO distribution. L tone has been 
decided to be posited because the descendent FO slope observed in the pre-peak 
syllables cannot be explained simply by the mechanical declination effect. The offset 
L% tone is clearly observable from a long utterance.
It has also been discussed that the higher FO realisation of Type A compared to Type 
B at the peak syllable is due to the perceptual enhancement of the falling contour 
(H*L), and the higher FO realisation of Type A at the pre-peak syllables is the 
assimilation to the enhanced FO realisation of Type A at the peak syllable. That is, 
the FO realisation difference between Type A and Type B can be accounted for in the 
AM theory without assigning the boosting role to accent like Haraguchi (1977) did 
for SJ.
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Regarding the second aim of this thesis, the following is a possible difference between 
KJ and SJ.
• Prima facie, it seems that no tone needs to be assigned at the onset of a word as the 
onset of a word starts with around the average FO value of a speaker’s FO 
distribution. However, it has been argued that 1) it is appropriate to assign an initial 
tone to the T1 position, and 2) H% tone is more appropriate as the value of T1 rather 
than L% tone. In the same situation, L% tone is associated with the initial mora in 
SJ. Therefore, this is possibly one of the main differences between KJ and SJ.
The following are other findings of this chapter.
• IAB is evenly pervasive and influential in all pre-peak syllables regardless of word 
length.
In the following chapter, the differences between Type A and Type B in FO realisation 
are further investigated in wider contexts. The FO realisations of the utterances 
consisting of two accentual units are described, and then analysed, particularly paying 
attention to 1) whether the paradigmatic realisation difference between Type A and 
Type B—which can be observed at word level—can still be observed in longer 
utterances; and 2) whether the accentual contrast of KJ has a syntagmatic effect (e.g. 
Downstep).
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CHAPTER EIGHT
ACCENTUALLY INDUCED 
POSTLEXICAL PHENOMENA
8.1 INTRODUCTION
In Chapter 7, the differences in the FO realisation of Type A and Type B manifested in 
isolated polysyllabic words have been established and modelled within the AM theory. 
In this chapter, relating to the first main aim of this thesis, the differences between Type 
A and Type B will be further investigated using utterances consisting of two accentual 
units, e.g. amakci nimono, ‘sweet stew’ ([amaka LHL] ‘sweet’; [nimono LHL] ‘stew’). 
Specifically speaking, this chapter looks at what happens when two accentual units are 
combined. For example, given that there is a pair of strings having the same sequence 
of pitch configuration (i.e. LLLHLLLFI): one consisting of Type A and Type B 
accentual units (LLLHL.LLFI, the period stands for a word boundary) and the other of 
Type B and Type B accentual units (LLLH.LLLH), it will be investigated in this chapter 
how they can be distinguished in the light of FO realisation.
In this chapter pairs of utterances differing in the accentual types (Type A or Type B) 
for the first accentual unit are compared, e.g. Type A + Type A vs. Type B + Type A; 
Type A + Type B vs. Type B + Type B, so that the effect of the accentual type of the 
first accentual unit onto the entire utterance can be investigated. That is, not only the 
paradigmatic difference between Type A and Type B in the first accentual unit but also 
the syntagmatic effect arising from the first accentual unit onto the FO realisation 
observed in the second accentual unit will be investigated. The paradigmatic
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differences—e.g. ‘Initial Accentual Boost’ (IAB) and ‘Peak Accentual Boost’ (PAB)— 
were observed in isolated words in Chapter 7. The so-called ‘Downstep’ (DNS) (Poser, 
1984; Pierrehumbert and Beckman, 1988; Kubozono, 1993) is a syntagmatic effect and 
it is observed in SJ. Therefore, the second aim of this chapter is to examine whether 
IAB and PAB are still observed in longer utterances and also whether DNS is observed 
in KJ. Three different syntactic types (sentence, noun phrase and possessive phrase) are 
used in this chapter to see whether different syntactic types differently influence the 
realisation of KJ’s accentual contrast.
Another point that will be investigated from these longer utterances consisting of two 
accentual units is accentual phrasing. It is well known that in SJ a string of words or 
morphemes constitutes a single accentual phrase, losing their accentual independence 
(Hirayama, 1960; McCawley, 1968; Poser, 1984; Pierrehumbert and Beckman, 1988; 
Selkirk and Tateishi; 1988; Kori, 1992; Maekawa, 1994; etc). Let us consider, for 
example, the SJ phrase akcii yanegawarci (akai ‘red’ unaccented [LHH]; yanaga’wara 
‘roof tile’ [LHHLL]). Based on the lexical information, the phrase is the combination 
of an adjective having LHH pitch configuration and a noun having LHHLL pitch 
configuration. However, the phrase is realised as LHH.HHHL (not as LHH.LHHLL). 
This is because the second word of the phrase loses its lexically specified accentual 
characteristics and then it accentually merges into one phrase having an accent on the 
antepenultimate syllable. The KJ utterances consisting of two accentual units enable us 
to examine if the same kind of accentual phrasing observed in SJ can be observed in KJ.
Before summarising previous studies on the accentually-induced post-lexical 
phenomena in KJ in §8.3, the post-lexical phenomena of SJ that are related to this thesis 
will be overviewed in §8.2. The results of this chapter are given in §8.4.3. On the basis 
of the descriptive results from this chapter, post-lexical phenomena of KJ are discussed 
in §8.5.
It will be demonstrated in this chapter that 1), as a whole, IAB, PAB, and DNS are 
observed in KJ, as well as an additional feature called ‘accentual fall’ (ACF); 2) they are 
initiated by Type A words; 3) the effect of IAB is stronger in KJ than other accentual 
effects; and 4) the basic post-lexical unit of accentuation (accentual phrase) is smaller in 
KJ than in SJ.
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8.2 POST-LEXICAL FO PHENOMENA IN STANDARD JAPANESE
In this section, two post-lexical phenomena of SJ will be overviewed. First of all, in 
§8.2.1, the paradigmatic and the syntagmatic effect of accent in SJ will be 
demonstrated. Then in §8.2.2, SJ accentual phrasing will be overviewed.
8.2.1 ACCENTUALLY-INDUCED FO PHENOMENA
The pitch configurations of Japanese utterances have been traditionally described as a 
sequence of conventional (H)igh and (L)ow pitches being assigned to each mora 
(Hattori, 1954; Hirayama, 1960; McCawley, 1977). As far as one relies on this sort of 
traditional convention whereby the pitch value of each mora is specified, the main 
phonetic correlate of SJ word accent can be expressed only as a sudden drop in pitch or 
the transition from H pitch to L pitch. Therefore, a statement such as the following 
frequently appears in the literature. The difference between final-accented and 
unaccented words—i.e. hana (LH) ‘nose’ and hana (LH) ‘flower’—is neutralised unless 
material such as a subject marker -ga follows the word (Sugito, 1968: 1; Weitzman, 
1969: 18; McCawley, 1977: 262, Higurashi, 1983: 12; Vance, 1987: 81).
As will be recalled, recent instrumental approaches to Japanese prosody have revealed 
more global accentual behaviour in SJ, showing that the mapping from phonological 
pitch description to phonetic FO realisation is not straightforward (Poser, 1984; 
Beckman and Pierrehumbert, 1986; Pierrehumbert and Beckman, 1988; Kubozono, 
1993; Vance, 1995; Warner, 1997). Taking Poser (1984) as a point of departure, 
Kubozono (1993) conducted experiments to further investigate the phonetic mechanism 
of the accentuation of SJ. In contrast to the assumptions of traditional approaches, the 
results of the experiments reconfirmed that word accent initiates not only global rises in 
pitch (i.e. IAB and PAB) but also global drops in pitch (i.e. DNS).
Figure 8.1 contains example FO realisations, after Kubozono (1993: 269), of [uma’i 
yamaimo LHL.LHHH] ‘tasty yam’ and [amai yamaimo LHH.LF1HH] ‘sweet yam’ 
based on actual data in SJ (the period stands for a word boundary). Although the 
phonological difference between these phrases is whether the first accentual unit is 
accented or not, as can be seen in Figure 8.1, this difference affects the FO realisations
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The traditional frameworks specifying the pitch value of each mora by H and L pitches 
are able to account for some aspects of SJ accentuation, such as the fact that accent is 
phonetically realised as a pitch fall, and that the location of an accent is contrastive, but 
they fail to make an explicit prediction of the global nature of an accent as demonstrated 
in Figure 8.1.
In AM theoretical terms, the different amount in F0 fall from the peak to the valley 
(ACF) between the accented and the unaccented words is accounted for as follows: 1) 
the former is associated with the FPL pitch-accent tone (followed by the L% tone) and 
the latter is associated with the H phrasal tone (followed by the L% tone); 2) the 
(accented) H*L+L% sequence acoustically has a higher rate of F0 fall compared to the 
(unaccented) H+L%.
DNS is phonologically handled in traditional frameworks by assigning a depressing role 
to accent. Like SJ, tone languages also show drastic lowering/narrowing of the pitch/FO 
range after HL on the first syllable (Rose, 2001; 2002b). However, the lowering and 
narrowing are phonetically handled in tone languages without invoking a 
phonologically abstract concept, such as accent. DNS can be understood in the AM 
theory to be the result of the greater F0 fall represented by the H*L tone. That is, like 
the case of tone languages, the DNS associated with accented words in SJ can be 
accounted for in the AM theory without needing to assign a depressing role to accent.
8.2.2 ACCENTUAL PHRASING
It is well known that in SJ, words may lose their accentual independence and merge into 
one tonal unit in a larger prosodic context. This kind of phrasing nature of SJ has been 
discussed by many scholars (Hirayama, 1960; McCawley, 1968; Poser, 1984; 
Kubozono, 1988; Pierrehumbert and Beckman, 1988; Selkirk and Tateishi; 1988; Kori, 
1992; Maekawa, 1994; etc). Although there are some disagreements (McCawley, 
1968), Maekawa (1998a: 43) say that in SJ, ‘an unaccented word + an unaccented word 
and an unaccented word + an accented word tend to merge into an accentual phrase.’ 
Maekawa’s claim is identical to the claims of Poser (1984) and Kubozono (1988), both 
of whom presented a large amount of data to support their claims. An example of this 
can be found in Figure 8.2. Figure 8.2 contains the F0 contours of the two sentences 
given in 8.1) to explain this (after Maekawa, 1998a: 44).
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of the entire phrase. More precisely, it can be seen from Figure 8.1 that the accented 
word [uma’i LHL] ‘tasty’ has a higher FO realisation than the corresponding unaccented 
word [amai LHH] ‘sweet’—this is, ‘Initial Accentual Boost’ (IAB) and ‘Peak Accentual 
Boost’ (PAB)—and a sharper FO fall is observed immediately after the peak of the 
accented word compared to that of the unaccented word. Kubozono (1993) named this 
sharp accent-induced FO fall ‘Accentual Fall’ (ACF).
y a m a l
y a m
Figure 8.1: Time-normalised schematic FO contours of SJ two phrases differing in the accentuation on 
the first word: uma'i yamaimo ‘a tasty yam’ (black line) vs. amaiyamaimo ‘a sweet yam’ (grey line)(after 
Kubozono 1993: 269), showing the global influence of a lexical accent. Note that the phonetic alignment 
between segments and FO peaks/valleys is not clearly indicated in the original diagram, and is therefore 
only approximate.
The influence of accentedness is not limited to local areas close to the accented syllable, 
such as PAB and ACF. The accent of a word is influential beyond a word boundary and 
affects the FO realisation of the following word. Many researchers have reported that 
the FO of the following word is suppressed when it is preceded by an accented word 
compared to an unaccented word (Poser, 1984; Pierrehumbert and Beckman, 1988; 
Kubozono, 1993). It can be seen from Figure 8.1 that the FO realisation of the second 
word [yamaimo LHHF1] ‘yam’ differs depending on the accentual type of the first word. 
The FO realisation of the second word is more suppressed when preceded by the 
accented word than when preceded by the unaccented word. Different terms, such as 
‘Downstep’ (i.e. Kubozono, 1993), and ‘Catathesis’ (i.e. Pierrehumbert and Beckman, 
1989), have been used to describe this phenomenon; ‘Downstep’ (DNS) is used in this 
thesis.
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Figure 8.2: Speech waveform and FO contour o f each sentence given in 8.1), showing the formation o f  an 
accentual phrase (after Maekawa, 1998a: 44).
8.1) a Aoi yanegawara-no ie-ga mi-eru
blue roof tile-POSS house-SUB see-POTEN
I can see a house with blue roof tiles
b Akai yanegawara-no ie-ga mi-eru
red roof tile-POSS house-SUB see-POTEN
1 can see a house with red roof tiles
Note: POSS, SUB and POTEN stand for possessive 
particle, subject marker and potential inflectional ending, 
respectively.
The sentences given in 8.1) have an identical syntactic structure, but they are different 
in accentuation in that 8.1)a starts with a sequence of two accented words (ao’i ‘blue’ 
[accented] and yanega’wara ‘roof tile’ [accented]), whereas 8.1 )b starts with a 
combination of an unaccented and an accented word (akai ‘red’ [unaccented] and 
yanega ’wara ‘roof tile’ [accented]). The phonetic realisations of these noun phrases 
(ao 7 yanega ’wara and akai yanega ’wara) are the point of concern here.
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Solely based on the lexical information, the underlying pitch configurations of the noun 
phrases (adjective + noun) in question are LHL.LHHLL (ao’i yanega’wara) and 
LHH.LHHLL (akai yanega ’warn), respectively. Since the two words making up the 
noun phrase ao’i yanega ’warn appearing in 8.1)a both retain their accent, based on the 
lexical information (accented + accented), they are realised with a LHL.LHHLL 
configuration. On the other hand, the two words of the noun phrase akai yanega ’warn 
appearing in 8.1)b accentually fuse into one accentual unit having an accent on the 
antepenultimate syllable, resulting in a LHH.HHHLL configuration.
The post-lexical realisation difference between these two noun phrases can be clearly 
seen in Figure 8.2. As can be seen in Figure 8.2a which is the FO contour of 8.1)a, an 
FO valley, which is the reflex of L.L, (an FO fall and FO rise indicated by an arrow in 
Figure 8.2a) can be observed between ao’i ‘blue’ [accented] and yanega ’wara ‘roof tile’ 
[accented]. On the other hand, in Figure 8.2b which is the FO contour of 8.1 )b, there is 
no FO valley between the first two words, and they fuse into one accentual unit having 
an accent on the antepenultimate syllable (LHH.HHHLL).
As demonstrated above, the basic post-lexical unit of accentuation is not ‘word’ but a 
unit larger than a word in the intonational system of SJ. This basic unit of accentuation 
in SJ’s intonational system is termed an ‘accentual phrase’ (AP) in the AM theory 
(Beckman and Pierrehumbert, 1986; Pierrehumbert and Beckman, 1988), however the 
same concept is called differently, such as ‘minor phrase’ and ‘accent phrase’ by 
different scholars (Hirayama, 1960; McCawley, 1968; Fujisaki and Sudo, 1971; 
Kubozono, 1993; etc).
Venditti (1994: 193) says that the AP is ‘typically characterised by a rise to a high 
around the second mora...and subsequent fall to a low at the right edge of the 
phrase...This delimitative tonal pattern is a marking of the prosodic grouping itself, 
separate from the contribution of a pitch accent’.
Looking at Figure 8.2a in terms of accentual phrasing, it can be said that there is an AP 
boundary (which is acoustically marked by an FO valley) between the two words of the 
noun phrase in question, resulting from the fact that these two words constitute two 
independent APs. In Figure 8.2b, on the other hand, the two words of the noun phrase
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in question fuse into one AP having an accent on the antepenultimate syllable. 
Therefore, no FO valley can be observed between the two words in Figure 8.2b.
In addition to the lexical distinction of words (accented or unaccented) in SJ, the 
grouping of words into prosodic phrases is another important aspect of the SJ 
intonational system.
8.3 PREVIOUS STUDY ON THE ACCENTUAL INDUCED POST-LEXICAL 
PHENOMENA IN KAGOSHIMA JAPANESE
Kubozono and Matsui (1996) conducted an experiment to investigate whether the type 
of PAB and DNS found in SJ are also observed in KJ. They used one male native 
speaker of KJ and 11 pairs of target utterances consisting of sentences and possessive 
phrases. Table 8.1 contains one of the pairs which were statistically compared in their 
study. The paired sentences given in Table 8.1 are: one is the combination of a Type A 
word and a Type B word (AB), and the other is that of a Type B word and a Type B 
word (BB). They are segmentally identical, and the difference is only the accentual 
type of the First accentual unit (Type A vs. Type B). FO values were sampled at the 
peak and the valley points of utterances in their study. These peak and valley points 
are: the FO peak associated with the first accentual unit (PI); the FO valley between the 
first and the second peaks associated with the first and the second accentual units (VI); 
and at the FO peak associated with the second accentual unit (P2). The sampling points 
of the pair given in Table 8.1 are illustrated in 8.2). The amount of FO fall between PI 
and P2 (P1-P2) was also calculated. Note that, unlike the experiment of this chapter, 
Kubozono and Matsui did not sample FO values from any pre-peak syllables appearing 
before the first peak syllable.
As can be seen from the FO values given in Table 8.1, these two sentences exhibit 
different mean FO values at the sampling points. The differences between the AB and 
the BB sequence observed from Table 8.1 are: 1) the AB sequence shows a higher FO 
realisation at the PI point than the BB sequence; 2) the AB sequence is realised lower in 
FO than the BB sequence at the VI point; 3) the AB sequence has a lower FO value than 
the BB sequence at the P2 point; and 4) the slope between PI and P2 is steeper in the 
AB sequence than the BB sequence. The difference 1) supports PAB associated with 
the Type A word of the first accentual unit and the differences 2), 3) and 4) support
CHAPTER 8 274
DNS. These differences, although small in the case of the pair given in Table 8.1, were 
statistically significant (two-tail t-test, p < 0.05). As a whole, out of a total of 11 
comparisons, a significant difference was observed in 6 comparisons at PI and VI; in 7 
comparisons at P2; and in 8 comparisons for P1-P2. On the basis of these results, 
Kubozono and Matsui (1996) concluded that the contrast between Type A and Type B 
in KJ corresponds to that of accented and unaccented words in SJ, and Type A induces 
PAB and DNS.
Table 8.1: Examples of F0 values from KJ utterances differing in the accentuation of the first accentual 
unit (after Kubozono and Matsui, 1996: 105). PI = the peak value at the initial high pitched syllable, and 
VI = the valley value between the initial peak and the second peak value, P2 = the peak value of the 
second high pitched syllable and P1-P2 = the amount of F0 fall from PI to P2. The numerals are the 
mean F0 values (Hz) at these sampling points.
Type Gloss PI VI P2 P1-P2
a: (AB)
hana-ga takai (LHLLH) 
nose-SUB tall 
Nose is tall.
153.7 120.4 130.0 23.7
b: (BB)
hana-ga takai (LLHLH) 
flower-SUB expensive 
Flower is expensive.
146.7 126.5 135.3 11.4
8.2) hana-ga takai (AB)
I I I I I
L1 H1 L2 L3H2 
/ / \
PI VI P2
hana-ga takai (BB)
I I I I I
L1 L2 H’^ H 2 
/ \ \
PI VI P2
Although the differences observed in Kubozono & Matsui (1996) between utterances 
consisting of different accentual combinations were statistically significant, there is a 
possibility that they might to a certain extent have been influenced by the effect of 
declination. This is because the sampling points of the utterances that were compared 
were not time-aligned. The utterances given in Table 8.1 have the pitch configurations 
shown in 8.2). According to the representations shown in 8.2), for the AB sequence, 
only one syllable (L1) precedes the high pitched syllable (H1) from which the PI value 
was sampled, whereas for the BB sequence, two syllables (L'L2) come before the high 
pitched syllable (H1) from which the PI value was sampled. That is, the PI value of the 
BB sequence is exposed to a possible declination effect longer than that of the AB 
sequence. Similarly, two low pitched syllables (L2L3) follow the high pitched syllable 
(H ) for the AB sequence, while only one low pitched syllable (L ) follows the high 
pitched syllable (H1) for the BB sequence. That is, again, there is more time for F0 to 
fall in the two low pitched syllables (L2L3) of the AB sequence than the one low pitched
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syllable (L3) of the BB sequence. ■ Although the magnitude of declination has not been 
quantified in KJ yet, and a study on SJ (Pierrehumbert and Beckman, 1988: 70) shows 
that the effect of declination appears to be variable from speaker to speaker, it is certain 
that the above-presented differences in F0 between the compared utterances must have 
been influenced by the declination effect to a certain extent. Therefore, PAB and DNS 
in KJ need to be reinvestigated in the environment where the magnitude of the 
declination effect is controlled.
Furthermore, as Kubozono and Matsui (1996: 106) acknowledge, their results need to 
be confirmed by using multiple speakers as well. This point is particularly germane to 
this thesis because the data collected from multiple speakers is necessary for 
linguistic-phonetic descriptive work (refer back to Chapter 4).
Therefore, in this chapter, utterances consisting of two accentual units are compared not 
only in terms of the syntagmatic differences (e.g. DNS) but also the paradigmatic 
differences (e.g. IAB and PAB) of KJ’s accentual contrast. In addition to the 
paradigmatic and syntagmatic effects associated with KJ’s accentual contrast, the longer 
utterances consisting of two accentual units will be investigated to see if the same kind 
of accentual phrasing observed in SJ can be observed in KJ—that is, it will be 
investigated if, for example, a Type B word (i.e. LLH) and a Type A word (i.e. LHL) 
merge into one accentual phrase or are realised as they are, retaining the lexical 
accentual information.
8.4 POST-LEXICAL F0 PHENOMENA IN KAGOSHIMA JAPANESE
In Chapter 7 how the F0 realisation differs between Type A and Type B at word level 
using isolated polysyllabic words was described. The main finding of Chapter 7 was 
that the pre-peak syllables and the peak syllable of Type A words have significantly 
higher F0 than those of Type B words. The higher F0 realisations of Type A words at 
the pre-peak syllables and the peak syllable are examples of ‘Initial Accentual Boost’ 
(IAB) and ‘Peak Accentual Boost’ (PAB).
In this chapter, first of all, KJ’s accentual opposition will be further investigated by 
looking at the F0 contours of utterances having different combinations of Type A and 
Type B words. Utterances with three different kinds of structure are used: sentences (S)
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consisting of a noun, a particle, and a verb (e.g. sakana-ga nigeru, ‘Fish escape (AB)7); 
noun phrases (NP) consisting of an adjective and a noun (e.g. amaka nimono, ‘sweet 
stew (AA)7); and possessive phrases (PossP) consisting of two nouns joined by the no 
possessive marker (e.g. mago-no tabemono, ‘food of grandchild (BA)7). Different types 
of utterances are used in order to find out whether the FO realisation of two juxtaposed 
accentual units is influenced by syntactic types.
It is also important to see whether the generalised patterns based on the citation forms in 
Chapter 7 are observable in longer utterances. Figure 8.3 shows the expected FO 
patterns on the basis of the generalised patterns observed in Chapter 7 and the results 
from Kubozono and Matsui (1996).
PAB
Time
Type A ——
Type B
Type B following Type A 
Type B following Type B
...
***••••♦**
I
T
DNS
Figure 8.3: Expected FO patterns of two utterances (AB vs. BB).
In Figure 8.3, the black line represents a sequence of a Type A and a Type B accentual 
unit, and the grey a sequence of Type B and T ype B. Reflecting the accentual contrast 
of the first accentual unit, it is predicted that the Type A accentual unit will be realised 
higher in FO than the Type B accentual unit at the pre-peak and peak syllables (IAB and 
PAB). It is also predicted that the second accentual unit will be realised lower in FO 
when preceded by the Type A first accentual unit than the Type B first accentual unit 
(ACF and DNS).
8.4.1 METHODOLOGY: CHAPTER EIGHT
In this section is explained the specific methodology that is used for the analysis of this 
chapter’s experiment.
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8.4.1.1 RECORDED MATERIALS AND RECORDING PROCEDURE: 
CHAPTER EIGHT
In this chapter—in which the syntagmatic and the paradigmatic effect of KJ’s accentual 
contrast are investigated using utterances consisting of two accentual units—dataset 4 is 
used. Dataset 4 consists of 24 utterances. These utterances can be classified into three 
types according to their syntactic structure. The first type is Sentence (S) with an 
internal structure of Noun + Particle + Verb. The second type is Noun Phrase (NP) with 
an internal structure of Adjective + Noun. The third type is Possessive Phrase (PossP) 
with an internal structure of Noun + no (possessive marker) + Noun. There are 4 
comparable pairs of utterances in each syntactic type. The syllable structure of these 
utterances is (C)V. Some examples are presented in Table 8.1.
Table 8.1: Example utterances of dataset 4. SUB and POSS stand for subject marker and possessive 
marker, respectively. S, NP and PossP stand for Sentence, Noun Phrase and Possessive Phrase, 
respectively.
Type Gloss Pitch Configuration
S sakana-ga nigeru 
fish-SUB escape 
Fish are going to escape
LLHL LLH 
(Type A + Type B)
NP yoka tabemono 
good food 
Good food
LH LLLH 
(Type B + Type B)
PossP mago-no hakimono 
grandchild-POSS shoes 
Grandchild’s shoes
LLH LLLH 
(Type B + Type B)
As explained in Chapter 2, the combination of a noun + a particle is treated as one 
accentual unit in KJ, and it is realised as either a Type A or Type B accentual unit 
depending on the accentual type of the noun. For example, when a subject marker -ga 
is attached to [sakana LHL] ‘fish’, the whole phrase [sakana-ga] is treated as a Type A 
phrase resulting in a LLHL pitch configuration. All utterances listed in dataset 4 consist 
of two accentual units. Four accentual permutations are possible: Type A + Type A 
(AA), Type A + Type B (AB), Type B + Type A (BA) and Type B + Type B (BB).
Table 8.2 contains all utterances that are paired for comparison. Those utterances which 
have an identical pitch configuration when they are time-aligned are compared in order
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to factor out any declination effect (Cohen et a l, 1982; Umeda, 1982; Ladd, 1983; 
1984; 1988; Kutik et al., 1983). Only a concise transcription and pitch configuration of 
each utterance is presented in Table 8.2 (no morphological gloss is attached to each 
morpheme). Refer also to Appendix One for a full description of dataset 4.
Table 8.2: Dataset 4 for investigation of the effect of accentual difference in longer utterances. S, NP and 
PossP stand for sentence, noun phrase and possessive phrase, respectively. Period = an accentual 
boundary.
s PossP
SI AA hana-ga naru LHL.HL PossP9AB kimono-no nuno LLHL.LH
SI BA e-ga narabu LH.LHL PossP9BB saru-no atama LLH.LLH
S2AB sakana-ga nigeru LLHL.LLH PossP 10AA kimono-no gara LLHL.HL
S2BB hana-ga nagareru LLH.LLLH PossP 1 OB A yama-no sakura LLH.LHL
S3AB kimono-o naderu LLHL.LLH PossP 11AA himago-no kimono LLHL.LHL
S3BB kazu-o shiraberu LLH.LLLH PossP 11BA mago-no tabemono LLH.LLHL
S4AA minami-ni mukeru LLHL.LHL PossP 12 AB himago-no megane LLHL.LLH
S4BA umi-ni tobikomu LLH.LLHL PossP 12BB mago-no hakimono LLH.LLLH
NP
NP5AA nagaka kami LHL.HL
NP5BA yoka sakana LH.LHL
NP6AA amaka nimono LHL.LHL
NP6BA yoka tabemono LH.LLHL
NP7AB nagaka tamago LHL.LLH
NP7BB yoka kudamono LH.LLLH
NP8AB nagaka kudamono LHL.LLLH
NP8BB yoka yudetamago LH.LLLLH
The convention used in Table 8.2 works in this way. NP5BA, for example, means that 
this is a Noun Phrase (NP) consisting of a Type B word and a Type A word (BA). The 
numeral is a reference number and those utterances sharing the same reference number 
were statistically compared. It is ideal to compare those samples having the same 
segments so that one can compare pure intonational information without being 
influenced by segmentally induced perturbatory effects. However, in practice, it is 
impossible to do so while preserving semantic naturalness. The phrases which are 
compared are neither segmentally nor phonemically identical. However an attempt was 
made to use the same vowel or vowels having the same vowel height (i.e. /i/ and /ui/ or
/e/ and tot) for those syllables which are considered to be associated with a target tone. 
Thus intrinsic vocalic FO differences will have been minimised.
The utterances of dataset 4 were put together with approximately 15 dummy utterances 
as Corpus 2. Each utterance of Corpus 2 was read in the carrier sentence presented in 
8.3).
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The informants were instructed not to make a pause utterance-intemally, but to make 
sufficient pause between each utterance. The utterances of Corpus 2 were read in the 
carrier sentence 11 times including one practice. The informants were encouraged to 
repeat the utterances as many times as they wished if they were not satisfied with their 
performance. Corpus 2 is fully given in Appendix Two.
8.3) Naomi-wa ___________to itta gayo.
L H L L HL H L
name- T O P _______________ QUOTE. say-past SFP.
Naomi said__________ .
Note: TOP, QUOTE and SFP stand for topic marker, 
quotation, and sentence final particle, respectively
8.4.1.2 MEASUREMENT PROCEDURES: CHPATER EIGHT
In this chapter, two different FO measurement procedures are used. In the first 
procedure, FO values were sampled from each syllable nucleus of each target utterance 
at the onset, 50%, and offset point. This procedure makes it possible to present the FO 
time curve in each target utterance. In the second procedure, FO samples were taken 
from valley and peak points, which are assumed to be associated with target tones. An 
audio speech waveform, a spectrogram and a superimposed FO trace of [saru-no atama 
LLH.LLH] ‘monkey’s head’ (PossP9BB) (YNM) are presented in Figure 8.4 as an 
example for the second FO measurement procedure.
In the example given in Figure 8.4, FO samples were taken from 4 different points as 
part of the second procedure: VI, PI, V2 and P2. VI is the minimum FO value 
observed before the first high pitched syllable. PI is the maximum FO value observed in 
the first accentual unit. V2 is the minimum FO value observed between the first and the 
second high pitched syllable. P2 is the maximum FO value observed in the second 
accentual unit. The distance from the onset of the first syllable nucleus was also 
measured for each sampling point so that FO values could be plotted against absolute 
duration.
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Figure 8.4: Audio-speech waveform, wide band spectrogram and superimposed F0 trace of the Type B + 
Type B phrase [saru-no atama] ‘monkey’s head’ (YNM), showing how F0 was sampled in the second 
procedure. VI = the first valley point, PI = the first peak point, V2 = the second valley point, P2 = the 
second peak point.
Statistical analyses were conduced on the basis of the normalised F0 values calculated 
from the raw F0 values that were sampled by means of Procedure 2.
8.4.2 NORMALISATION PARAMETERS
On the basis of raw F0 values sampled from the target utterances by the first procedure, 
normalisation parameters were calculated for database 4. Table 8.3 contains the basic 
statistics calculated on the basis of raw F0 values for each informant. Table 8.4 is the 
logarithmic version of Table 8.3.
For all informants, the mean raw F0 values presented in Table 8.3 are higher than those 
presented in Table 5.1 in which F0 samples were taken only from isolated polysyllabic 
words. Between Table 5.1 and Table 8.3, TTF shows the largest difference (32.7 FIz), 
and YNM shows the smallest difference (12.9 FIz). The average difference in mean F0 
value between Table 5.1 and Table 8.3 is 26.0 Hz. As for sd values, TYM, TTF and
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NKF show higher sd values in Table 8.3 than Table 5.1. Unlike Table 5.1, all 
informants show positive values for skewness in Table 8.3.
Table 8.3: Summary FO statistics of the four informants from dataset 4 (x = mean FO value; sd = standard 
deviation; N = number of FO samples).
Informant x (Hz) sd (Hz) skew N
TYM 132.5 18.1 0.461 4530
YNM 111.9 10.4 0.254 4530
TTF 219.5 29.4 0.075 4530
NKF 193.5 21.7 0.383 4530
Table 8.4: The logarithmic version of Table 8.3.
Informant x (log Hz) sd (log Hz) skew N
TYM 2.118 0.059 0.212 4530
YNM 2.047 0.040 0.061 4530
TTF 2.338 0.059 -0.195 4530
NKF 2.284 0.048 0.192 4530
Like the comparison between Table 5.1 and Table 8.3, all informants give higher mean 
values in Table 8.4 than in Table 5.2 which is the logarithmic version of Table 5.1. All 
informants exhibit smaller sds in Table 8.4 than in Table 5.2 except for YNM.
The logarithmic transform drastically weakened the positive skewness in all informants 
[TYM; 0.461 -> 0.212; YNM: 0.254 -> 0.061; TTF: 0.075 -> -0.195; NKF: 0.383 -> 
0.192], Particularly, as a result of logarithmic transform, the value of skewness turned 
to be negative in TTF, and consequently the degree of dispersion away from zero 
increased for TTF.
The mean and the sd values given in Table 8.4 are used as the normalisation parameters 
in this chapter.
8.4.3 ANALYSIS OF NORMALISED DATA
In this section, first of all, the normalised F0 shapes of the target utterances will be 
visually analysed before moving onto statistical comparisons.
Three pairs of utterances which demonstrate the typical characteristics of each target 
utterance group (S, NP and PossP) are presented in Figure 8.5. In Figure 8.5, as 
mentioned above, those utterances sharing the same pitch configuration, but differing in
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the accentual types of the first accentual unit are plotted together so that any effects of 
the accentual type of the first accentual unit can be seen. In Figure 8.5a, then, the mean 
normalised FO shapes of S3AB and S3BB are plotted together against the mean absolute 
durations with one sd above and below the mean values. Similarly, NP6AA and 
NP6BA are plotted together in Figure 8.5b, and PossP12AB and PossP12BB are plotted 
together in Figure 8.5c. The mean normalised FO shapes of the other comparisons are 
given in Appendix Three. The numerical information for Figure 8.5 is given in Table 
8.5.
•  S3AB [kimono-o naderu] O S3BB [kazu-o shiraberu]
•  NP6AA [amaka nimono] O NP6BA [yoka tabemono]
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•  PossP12AB [himago-no megane] O PossP12BB [mago-no hakimono]
Figure 8.5: Representative mean normalised FO shapes of the three types of target utterance plotted 
against absolute mean duration (msec) with one sd above and below the mean. Figure 8.5a compares 
mean normalised FO shapes of AB vs BB in a sentence (S3); Figure 8.5b compares AA and BA values for 
a noun phrase (NP6); Figure 8.5c compares AB and BB values for a possessive phrase (PossP12).
Some points can be mentioned from a quick observation of the three plots given in 
Figure 8.5. First of all, all mean normalised FO curves presented in Figure 8.5 lie 
between 2 SDs above and below the mean (= 0). Secondly, the sd values are fairly 
small throughout the whole utterance. The overall average of the sd values of the 
normalised FO values based on Procedure 1 is 0.49 SD. This low degree of sd values 
indicates that linguistic between-speaker variance observed in the normalised FO 
realisations of the target utterances is fairly small. That is, the four informants are 
performing uniformly in their FO realisation of the target utterances. Thirdly, a different 
magnitude of sd is observed at different sampling points. In Figure 8.5a, for example, 
although the sd values are fairly small all throughout the duration (the average sd is 0.44 
SD for S3AB and 0.46 SD for S3BB), relatively small sd values tend to be observed 
around the second valley point. The same observation can be made from Figure 8.5b 
and Figure 8.5c. In contrast to this, relatively high sd values are observed in the high 
pitched syllable of the second accentual unit.
As mentioned in §8.1, the nature of KJ accentual phrasing can also be examined from 
long utterances consisting of two accentual units. It can be observed from Figure 8.5 
and other relevant figures given in Appendix Three that each accentual unit retains its 
distinctive pitch pattern (either Type A or Type B) even in a larger context than a word 
in KJ. That is, the kind of accentual fusion observed in SJ does not occur in KJ.
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The mean normalised FO contours plotted in pairs in Figure 8.5 are first examined in the 
light of the expected FO patterns given in Figure 8.3 and syntactic types.
Table 8.5: Numerical information for Figure 8.5. sd = standard deviation; D = absolute mean duration 
(msec).
S3AB S3BB NP6AA NP6BA
FO sd D F0 sd D F0 sd D F0 sd D
0.06 0.48 0 -0.25 0.51 0.40 -0.56 0.77 0 -0.61 0.48 0
0 0.36 15.5 -0.38 0.49 30.4 -0.37 0.52 25.2 -0.49 0.43 23.3
-0.05 0.41 31.0 -0.60 0.54 60.5 -0.31 0.53 50.4 -0.65 0.43 46.7
0 0.45 87.0 -0.22 0.35 140.8 1.25 0.50 115.4 1.30 0.59 129.6
0.13 0.5 129.8 0.11 0.34 164.4 1.54 0.42 149.9 1.31 0.54 155.9
0.32 0.55 172.6 0.46 0.37 188.0 1.47 0.42 184.5 1.29 0.53 182.2
1.46 0.37 232.1 1.06 0.41 226.0 0.36 0.39 266.1 0.37 0.46 276.4
1.58 0.36 267.5 1.50 0.47 254.6 -0.40 0.46 297.6 -0.19 0.41 305.7
1.32 0.41 302.9 1.33 0.47 283.1 -0.96 0.61 329.0 -0.70 0.55 335.0
0.79 0.54 336.1 0.32 0.70 393.4 -0.92 0.41 393.2 -0.80 0.33 385.5
0.20 0.51 362.0 0.02 0.57 408.7 -0.79 0.45 424.6 -0.81 0.35 418.9
-0.26 0.52 388.0 -0.28 0.43 423.9 -0.49 0.44 455.9 -0.66 0.57 452.3
-1.01 0.24 446.4 -0.65 0.40 454.5 0.69 0.49 519.8 0.82 0.49 523.6
-1.38 0.28 486.1 -1.12 0.31 494.4 1.17 0.56 560.2 1.23 0.48 559.1
-1.52 0.31 525.8 -1.36 0.34 534.3 0.95 0.67 600.6 1.07 0.45 594.7
-1.31 0.36 591.0 -1.17 0.33 591.7 -0.02 0.86 645.0 0.32 0.55 634.4
-1.27 0.38 628.6 -1.09 0.35 624.7 -0.86 0.84 668.9 -0.52 0.47 657.5
-1.19 0.40 666.2 -1.04 0.60 657.7 -1.70 0.73 692.7 -1.39 0.80 680.6
0.04 0.49 701.2 0.25 0.50 690.1
0.40 0.59 725.4 0.59 0.51 714.4
0.34 0.66 749.6 0.57 0.61 738.8
PossP12AB PossP12BB
F0 sd D F0 sd D
-0.03 0.47 0 ^-0.70 0.38 0
-0.16 0.43 22.1 -0.61 0.42 45.6
-0.22 0.39 44.3 -0.81 0.42 91.2
-0.08 0.34 96.8 -0.49 0.45 143.0
-0.31 0.23 146.2 -0.31 0.55 176.4
-0.25 0.37 195.5 -0.06 0.70 209.8
1.13 0.39 247.4 1.03 0.48 267.3
1.49 0.45 278.3 1.35 0.49 295.9
1.35 0.71 309.2 1.30 0.48 324.4
1.04 0.44 354.4 0.51 0.72 398.9
0.30 0.44 384.8 0.20 0.64 419.6
-0.35 0.46 415.2 -0.13 0.58 440.3
-1.14 0.30 486.4 -0.92 0.45 554.1
-1.45 0.30 526.0 -1.04 0.41 572.7
-1.72 0.42 565.6 -1.14 0.45 591.3
-1.44 0.40 610.7 -1.18 0.44 652.5
-1.43 0.45 649.2 -0.97 0.53 687.7
-1.22 0.64 687.7 -0.67 0.59 723.0
0.19 0.53 741.7 0.48 0.45 764.4
0.58 0.58 769.9 0.80 0.44 792.0
0.49 0.62 798.1 0.76 0.46 819.7
1. Sentences
In Figure 8.5a the two sentences being compared exhibit some differences in normalised 
FO shapes. As expected from Figure 8.3, the accentual contrast of the first accentual
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unit can be clearly seen in the pre-peak syllables (IAB). However, counter to this 
expectation, the accentual contrast cannot be clearly observed at the peak syllable 
(PAB). The normalised FO contour of the second accentual unit is marginally lower 
when preceded by Type A than when preceded by Type B. This is also what was 
expected from Figure 8.3 in terms of DNS.
In isolation, Type A words are characterised by a sudden FO drop over the final two 
syllables. However, in a larger context, such as utterances, the drop in FO starting at the 
peak syllable of a Type A word continues to drop even after the immediate post-peak 
syllable. This point can be clearly observed in the mean normalised FO contour of 
S3AB where the normalised FO continues to fall until the first syllable offset of the 
second accentual unit. Kubozono (1993: 73-85) reports the same phenomenon in SJ, 
namely that the FO drop triggered by accent continues throughout the post-accented 
low-toned morae.
2. Noun Phrases
In Figure 8.5b (NP type), unlike Figure 8.5a, the two normalised FO shapes being 
compared are almost identical. That is, the observation made from Figure 8.5b does not 
conform to the expectation from Figure 8.3.
3. Possessive Phrases
In Figure 8.5c (PossP type), like Figure 8.5a, the accentual contrast on the first 
accentual unit can be clearly identified in the pre-peak syllables, but not clearly in the 
peak syllables. After the first peak syllable, normalised FO falls more sharply and 
deeply after the Type A first accentual unit than after the Type B first accentual unit. 
The normalised FO fall starting at the peak syllable of the Type A word continues until 
the first syllable offset of the second accentual unit. However, a difference cannot be 
clearly seen in the second peak conditioned by the accentual type of the first accentual 
unit.
These results thus present some unexpected patterns. The accentual contrast of the first 
accentual unit was expected to be observed as a difference in normalised FO on the peak 
syllable (PAB) as well as the pre-peak syllable(s) (IAB). However, the accentual 
contrast of the first accentual unit was not apparent in the peak syllable in any of the 
plots given in Figure 8.5. Moreover, although the second peak syllable was also
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expected, due to DNS, to have a lower normalised FO when preceded by Type A than by 
Type B, this effect of the first accentual unit is not apparent from Figure 8.5 at the 
second peak point (P2).
Table 8.6 contains the overall mean normalised FO values collected with Procedure 2 at 
the four sampling points (VI, PI, V2 and P2) and their sds (VI is the valley point 
observed before the first peak syllable; PI is the peak point associated with the first 
accentual unit; V2 is the valley point between the first and the second peak; P2 is the 
peak associated with the second accentual unit). Recall that it is expected that the first 
accentual unit having a Type A word has a higher FO than that having a Type B at VI 
and PI, whereas the second accentual unit following a Type A word is expected to be 
realised lower than that following a Type B word.
Table 8.6: Means and standard deviations of the paradigmatic and the syntagmatic effect of KJ’s 
accentual contrast. The overall mean FO values and the sds (in italics) of these effects at each sampling 
point.
VI PI V2 P2 VI PI V2 P2
SI AAFO -0.20 1.46 -0.28 1.12 NP7 ABFO -0.54 1.58 -1.66 0.71
sd 0.45 0.42 0.27 0.52 sd 0.56 0.48 0.44 0.57
BAFO -0.76 1.37 -0.13 1.25 BBFO -0.78 1.39 -1.53 0.41
sd 0.48 0.36 0.41 0.46 sd 0.44 0.34 0.41 1.14
S2 ABFO -0.71 1.35 A .12 0.52 NP8 ABFO -0.52 1.62 -1.75 0.42
sd 0.44 0.40 0.35 0.43 sd 0.45 0.45 0.44 1.00
BBFO -0.57 1.46 -1.56 0.68 BBFO -0.72 1.43 -1.82 0.68
sd 0.41 0.43 0.29 0.64 sd 0.40 0.42 0.43 0.54
S3 ABFO -0.24 1.66 -1.62 0.49 PossP9 ABFO -0.29 1.48 -1.21 0.82
sd 0.41 0.36 0.30 0.56 sd 0.32 0.34 0.34 0.68
BBFO -0.73 1.55 -1.45 0.70 BBFO -0.73 1.49 -1.32 0.74
sd 0.50 0.43 0.29 0.51 sd 0.38 0.42 0.34 0.55
S4 AAFO -0.64 1.55 -1.26 1.42 PossPIO AAFO -0.31 1.37 -0.92 0.98
sd 0.37 0.48 0.51 0.50 sd 0.38 0.38 0.56 0.66
BAFO -0.73 1.45 -0.72 1.46 BAFO -0.82 1.48 -0.35 1.36
sd 0.46 0.42 0.53 0.78 sd 0.31 0.35 0.43 0.63
NP5 AAFO -0.71 1.37 -0.63 1.30 PossPl 1 AAFO -0.54 1.62 -0.81 1.12
sd 0.57 0.52 0.57 0.45 sd 0.33 0.40 0.42 0.46
BAFO -0.82 1.40 -0.38 1.33 BAFO -0.80 1.42 -1.12 1.17
sd 0.41 0.43 0.62 0.59 sd 0.37 0.46 0.39 0.56
NP6 AAFO -0.73 1.60 -1.17 1.23 PossP12 ABFO -0.55 1.55 -1.80 0.61
sd 0.67 0.43 0.49 0.56 sd 0.27 0.40 0.40 0.56
BAFO -0.81 1.43 -1.01 1.17 BBFO -0.94 1.45 -1.34 0.85
sd 0.44 0.56 0.41 0.73 sd 0.40 0.45 0.40 0.43
According to the overall mean normalised FO values presented in Table 8.6 for each 
sampling point (VI, PI, V2 and P2), the following observations can be made: 1) a 
higher mean VI value is observed in the utterances having a Type A word as the first 
accentual unit than those having a Type B word in 11 out of 12 comparisons; 2) for the 
mean PI values, utterances with a Type A word as the first accentual unit show a higher
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PI value than those with a Type B word in 8/12 comparisons; 3) for the mean V2 
values, utterances having a Type A word as the first accentual unit show a lower V2 
value than those having a Type B word in 9/12 comparisons; and 4) a lower mean P2 
value is obtained when the first accentual unit is a Type A word than a Type B word in 
9/12 comparisons.
Some pairs from Table 8.6 are shown in Figure 8.6. In Figure 8.6, those pairs that 
typically represent the characteristics of each utterance type (S, NP or PossP) are 
presented.
Some examples of sentence (S) type comparisons are given in Figure 8.6a and Figure 
8.6b. These figures contain the mean normalised FO values of SI and S4 comparisons, 
respectively. In Figure 8.6a, the AA sequence has a higher FO realisation at VI 
compared to the BA sequence. Although the AA sequence has a very marginally higher 
normalised FO value at PI and a marginally lower normalised FO value at V2 and P2, 
the differences observed at PI, V2 and P2 are much smaller than the difference 
observed at VI. In Figure 8.6b, on the other hand, a large difference can be observed at 
V2, whereas at the other points, the normalised FO differences between the AA and the 
BA sequence are almost identical.
0....... ; /• /
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Figure 8.6: Variations caused by paradigmatic and syntagmatic effect of KJ’s accentual contrast. The top 
two plots (a and b) = S type; the middle two plots (c and d) = NP type; the bottom two plots (e and f) = 
PossP type. X-axis = sampling points; Y-axis = normalised value.
Some examples of noun phrase (NP) type comparisons are given in Figure 8.6c and 
Figure 8.6d. These figures contain the mean normalised FO values of NP5 and NP8 
comparisons, respectively. In Figure 8.6c, the AA sequence has a marginally lower 
normalised FO value at V2 compared to the BA sequence. However, at VI, PI and P2, 
the normalised FO values are almost identical. In Figure 8.6d, the AB sequence has 
marginally higher normalised FO values at VI and PI and a marginally lower 
normalised FO value at P2 compared to the BB sequence. However, at V2, the AB and 
the BB sequence exhibit almost identical values. Although some marginal differences 
can be seen between the pairs given in Figure 8.6c and Figure 8.6d, these differences are 
much smaller than those observed in Figure 8.6a and Figure 8.6b. A similarity of the 
paired utterances was also observed in Figure 8.6 for the NP type.
Some examples of possessive phrase (PossP) type comparisons are given in Figure 8.6e 
and Figure 8.6f. In both Figure 8.6e and Figure 8.6f, large differences can be observed 
at VI, V2 and P2. The AA sequence of Figure 8.6e and the AB sequence of Figure 8.6f
CHAPTER 8 289
have higher normalised FO values at VI compared to the BA sequence of Figure 8.6e 
and the BB sequence of Figure 8.6f, respectively, and the former types have lower 
normalised FO values than the latter types at V2 and P2.
On the basis of the normalised FO values obtained at VI, PI, V2 and P2, the realisation 
difference of Type A and Type B words (first accentual unit) and their influences on the 
neighbouring environment were statistically analysed using unpaired two-tail t-tests. 
Table 8.7 contains the results of the overall statistical comparisons. In Table 8.7, each 
pair is statistically compared and the number of significant differences is counted at 
each sampling point across all pairs in order to compare with Kubozono and Matsui’s 
(1996) results.
Table 8.7: Overall statistical comparisons using unpaired two-tail t-test at VI, PI, V2 and P2. *** stands 
for P < 0.001, ** for 0.001 < P < 0.01, * for 0.01 < p < 0.05, - for no significant difference (p > 0.05). 
Shading = significant difference.
VI PI V2 P2 VI PI V2 P2
AA F0 -0.20 1.46 -0.28 1.12 AB F0 -0.54 1.58 -1.66 0.71
SI * * * - * - NP7 * * - -
BA F0 -0.76 1.37 -0.13 1.25 BB F0 -0.78 1.39 -1.53 0.41
AB F0 -0.71 1.35 -1.72 0.52 AB ^ FÖ -0.52 1.62 -1.75 0.42
S2 - - * - NP8 * * - -
BB F0 -0.57 1.46 -1.56 0.68 BB F0 -0.72 1.43 -1.82 0.68
AB F0 -0.24 1.66 -1.62 0.49 AB F0 -0.29 1.48 -1.21 0.82
S3 * * * - * - PossP9 * - - -
BB F0 -0.73 1.55 -1.45 0.70 BB F0 -0.73 1.49 -1.32 0.74
AA F0 -0.64 1.55 -1.26 1.42 AA F0 -0.31 1.37 -0.92 0.98
S4 - - *  *  * - PossPIO *  *  * - *  *  * *
BA F0 -0.73 1.45 -0.72 1.46 BA F0 -0.82 1.48 -0.35 1.36
AA F0 -0.71 1.37 -0.63 1.30 AA F0 -0.54 1.62 -0.81 1.12
NP5 - - - - PossPl 1 * * * - -
BA F0 -0.82 1.40 -0.38 1.33 BA F0 -0.80 1.42 -1.12 1.17
AA F0 -0.73 1.60 -1.17 1.23 AB F0 -0.55 1.55 -1.80 0.61
NP6 - - - - PossPl 2 *  *  * - *  *  * *
BA F0 -0.81 1.43 -1.01 1.17 BB F0 -0.94 1.45 -1.34 0.85
Total VI 1>1 V2 p;1
8/12: A>B 3/12 A>B 6/12: A<B 2/12 A<B
At the VI point, as a whole, the higher F0 realisation of Type A words compared to 
Type B words was statistically confirmed in 8 comparisons out of 12. At the PI point, 
however, the higher F0 realisation of Type A words was statistically confirmed only in 
3 comparisons. At the V2 point, the lower F0 realisation when the first accentual unit is 
a Type A word was statistically confirmed in 6 comparisons. At the P2 point, the 
suppressed F0 value of the second accentual unit when preceded by a Type A word was 
confirmed only in 2/12comparisons.
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As can be seen by these comparisons, the IAB effect is very frequently observed. 
Moreover, it is far more frequent than the PAB and the DNS effect.
A statistical comparison was conducted pairwise in Table 8.7 to get an informal picture 
of the accentual effect. Therefore, in order to obtain a true picture regarding the 
accentual effect, a two-factor ANOVA (factor one = accentual type; factor two = 
syntactic type) was conducted at each sampling point. A regression analysis was also 
carried out to see if there is any interaction between the accentual effect and the 
syntactic types. The results of these analyses are given in Table 8.8. Table 8.8a 
contains the result of overall comparisons regarding the accentual effect at each 
sampling point (two-factor ANOVA) and the result of the regression analysis examining 
the interaction between the accentual effect and the syntactic types. Table 8.8b contains 
the mean and the standard error of each combination at each sampling point.
Table 8.8: Results of ANOVA and regression analysis for the accentual effect and the interaction 
between the accentual effect and the syntactic types. The top table (a) contains the results of two-factor 
ANOVA (accentual type) and that of regression analysis (interaction between the two factors). The 
bottom table (b) contains the mean value of each factor. *** stands for P < 0.001, ** for 0.001 < P < 
0.01, * for 0.01 < p < 0.05, - for no significant difference (p > 0.05). SE = standard error.
a VI PI V2 P2
Accent Type (A, B) *** ** *** *
Variance 83.61 7.25 19.61 4.75
Accent-Syntax ** - ~ ~
Variance 5.30 1.32 0.76 1.13
b VI PI
s NP PossP S NP PossP
A -0.453 -0.623 -0.428 1.508 1.555 1.505
SE 0.035 0.037 0.037 0.034 0.035 0.035
B -0.704 -0.787 -0.829 1.461 1.412 1.464
SE 0.036 0.036 0.036 0.034 0.034 0.034
V2 P2
S NP PossP S NP PossP
A -1.230 -1.199 -1.338 0.885 0.878 0.894
SE 0.052 0.054 0.054 0.056 0.058 0.058
B -0.963 -1.037 -1.190 1.003 1.032 0.896
SE 0.052 0.053 0.053 0.056 0.056 0.056
The statistical results given in Table 8.8a show that there is a significant difference (p < 
0.03) triggered by the accentual contrast at each of the sampling points (VI, PI, V2 and 
P2). That is, as a whole, the effects of IAB, PAB, ACF and DNS are significantly 
observed in KJ. Furthermore, the regression analysis shows that the different syntactic 
type differently influences the accentual effect at the VI point but not at the other 
points. At the VI point, a significant difference is observed between the syntactic types 
in terms of the magnitude of the difference caused by the accentual contrast. The
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average magnitude of the difference is 0.25 SD for S; 0.16 SD for NP; 0.40 SD for 
PossP at the VI point, and they are significantly different from each other (p < 0.01).
The regression analysis given in Table 8.8 indicated that different syntactic types 
differently influence the accentual effect at the VI point, but not at the other points. 
Further relating to the relationship between syntactic types and accentual effect, three 
different patterns appear to be observed when we focus on the syntagmatic effect 
associated with the first accentual unit, and that these three patterns are correlated with 
the three syntactic types. These three different patterns are schematically illustrated in 
Figure 8.7. In the pattern given in Figure 8.7a, no significant difference was observed at 
V2 and P2. In the pattern given in Figure 8.7b, a significant difference is observed only 
at V2 (a circle and a cross represent a significant and a non-significant difference, 
respectively). In the pattern given in Figure 8.7c, a significant difference is observed at 
both V2 and P2.
NP s PossP
V2 P2 V2 P2 V2 P2
X X o X O O
a \
* ♦
V
\
1st AccU 2nd AccU
b \
Type A (first accentual unit)..............
Type B (first accentual unit) '"**"**"
Type B (second accentual unit) preceded by Type A 
Type B (second accentual unit) preceded by Type B
Figure 8.7: Three different patterns observed between V2 and P2. Circle = significant; cross = not 
significant. AccU = accentual unit
These three patterns given in Figure 8.7 appear to correlate to the three syntactic types 
(NP, S and PossP) used in the experiment of this chapter. The NP type consistently 
exhibits the pattern given in Figure 8.7a. The S type exhibits the pattern given in Figure 
8.7b without fail. The pattern given in Figure 8.7c is only observed in the PossP type. 
The effect of syntactic types on the F0 realisation of utterances will be taken up again
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and discussed in Chapter 9 where the interrelationship of the accentual contrast between 
the first and the second accentual unit is investigated.
Most importantly, it has been demonstrated in this section that as a whole, IAB, PAB, 
ACF and DNS are observed in KJ. The other main points shown in this section are: 1) 
the effect of IAB is more frequent than the other accentual effects; and 2) as far as the 
syntagmatic effect associated with the first accentual unit is concerned, three different 
patterns appear to be observed, and these three patterns are correlated with the three 
syntactic types. As mentioned above, the second point will be taken up again and 
discussed in Chapter 9.
8.5 DISCUSSION: CHAPTER EIGHT
In this chapter, the FO realisation differences between Type A and Type B words in the 
first accentual unit (IAB and PAB) and their influences on the following accentual unit, 
particularly in terms of DNS, were investigated. In this section, the intonational 
phenomena of KJ caused by the accentual contrast will be discussed on the basis of the 
above descriptive results. First of all, a general discussion based on the results is given 
in §8.5.1 regarding the nature of KJ’s accentual effect. In §8.5.2, the low level prosodic 
phrasing of accentual phrase will be discussed for KJ.
8.5.1 POSTLEXICAL ACCENTUAL EFFECTS IN KAGOSHIMA JAPANESE
The statistical results given in Table 8.8 confirm the effects of IAB, PAB, ACF and 
DNS in KJ, as a whole. That is, 1) the paradigmatic differences in FO realisation 
between KJ’s accentual types observed in isolated words can still be observed in longer 
utterances as well and 2) the accentual type of the first accentual unit syntagmatically 
influences the FO realisation of the second accentual unit in KJ. However, some points 
need to be discussed regarding the paradigmatic and the syntagmatic effect of KJ in 
§8.5.1.1 and §8.5.1.2, respectively. Furthermore, as was done in Chapter 7 ,1 attempt to 
phonetically explain the FO realisation difference associated with the syntagmatic effect 
in KJ without relying on the concept of accent in §8.5.1.3.
CHAPTER 8 293
8.5.1.1 PARADIGMATIC EFFECT
It was demonstrated in Chapter 7 that the pre-peak syllables and the peak syllable of an 
isolated Type A word have higher FO values than those of an isolated Type B word, and 
also that the magnitude of the accentual effect is almost identical at the pre-peak and 
peak syllables when it is compared at the 50% point of each rhyme. However, it was 
also pointed out that the offset L% boundary tone associated with the final syllable of a 
Type B word might have caused or exaggerated the difference observed at the peak 
syllable. In other words, the peak syllable of an isolated Type B word has a lower FO 
realisation than that of an isolated Type A word possibly because the offset L% tone 
which is anchored to the final syllable of an isolated Type B word pulled down the FO 
realisation of Type B compared to Type A at the peak syllable.
In this chapter, as can be seen from Table 8.7, the IAB effect was more frequently 
observed than the PAB effect. Table 8.9 shows the magnitude of the accentual 
difference in normalised FO realisation at each sampling point. Note that these values 
are the overall average values of all target utterances.
Table 8.9: Magnitude and sd (in bracket) of the accentual difference appearing in each sampling point.
VI (IAB) PI (PAB) V2 (ACF) P2 (DNS)
0.256 (0.231) 0.083 (0.100) 0.176 (0.270) 0.089 (0.180)
In terms of the magnitude of the difference caused by the accentual contrast as well, the 
magnitude of the accentual effect is far greater at the VI point than at the PI point.
The result of this chapter—which is free from the influence of the L% tone—indicates 
that the boundary tone possibly has influenced or exaggerated the differences observed 
between isolated Type A and Type B words in Chapter 7 to a certain extent, otherwise 
the magnitude of the accentual effect should have been observed equally at VI and PI 
also in longer utterances. That is, judging from the frequency and the magnitude of the 
accentual effect, the PAB effect is possibly weaker than the IAB effect.
Comparing the results of this chapter with those of Chapter 7, not only the magnitude of 
the PAB effect but also that of the IAB effect are weaker in long utterances (0.083 SD 
for PAB; 0.256 SD for IAB) than in isolated words (0.390 SD for PAB; 0.363 SD for 
IAB).
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Since the results of Chapter 7 are based on isolated words and the results of this chapter 
are based on longer utterances embedded in a carrier sentence, it is possible that the 
differences in the magnitude of the accentual effect between Chapters 7 and 8 have 
something to do with the differences between eliciting isolated words and eliciting 
words combined together in a larger context. It has been pointed out in conjunction 
with prosodic behaviour that isolated words behave differently from running speech. 
Kratochvil (1998: 420) says that there is a clear difference in duration between 
continuous speech and citation forms in tone languages. A number of researches on 
continuous speech and citation forms have been conducted in the context of vowel 
reduction (Joos, 1948; Tiffany, 1959, Stevens and House, 1963; Lindblom, 1963). 
Regarding vowel reduction, ‘since there is less time for the vowel to be produced [in 
continuous speech], the articulators also have less time to attain the vowel’s target 
position and as a result, the target may be “undershot”’ (Harrington and Cassidy, 1999: 
71). As demonstrated in Chapters 5 and 6, the undershooting of a target tone is also 
observed in light syllables compared to heavy syllables in KJ. Therefore, there is a 
possibility that target tones of KJ are indeed undershot in the experiment conducted in 
this chapter because there is less time to attain the tone targets in the long utterances 
used in this chapter compared to the citation words used in the previous chapters. 
Therefore, it can be considered that due to the F0 undershot, the F0 differences in 
magnitude and frequency between the accentual types of KJ are not as evident in the 
experiment of this chapter as in that of Chapter 7.
Further regarding the imbalanced situation in strength between the IAB and the PAB 
effect, one might argue that the strong IAB effect observed in this chapter might be due 
to intrinsic vowel F0. Considering, for example, S3 (AB vs. BB) and PossP9 (AB vs. 
BB) comparisons, in which a significant difference was observed at VI, the first 
syllable of the AB sequence is the high front vowel (/i/) and that of the BB sequence is 
the open vowel (/a/) in both comparisons. On the basis of this difference in vowel 
height, one could argue that the AB sequence is realised significantly higher at VI than 
the BB sequence due to intrinsic vowel F0. However, in the NP7 (AB vs. BB) and the 
NP8 (AB vs. BB) comparisons—in which the AB sequence is realised significantly 
higher at VI than the BB sequence—the first syllable of the AB sequence is the open 
vowel (/a/) and that of the BB sequence is the mid back vowel (/o/). As can be seen 
from this, it is not possible to explain the difference observed at the VI point solely
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from intrinsic vowel FO. In Chapter 7 as well, it was demonstrated that the IAB effect is 
influential and very pervasive in the pre-peak syllables of Type A polysyllabic words. 
That is, it appears that the IAB effect is indeed strong in KJ (not only compared to the 
PAB effect but also the ACF and the DNS effect). In SJ, on the other hand, Kubozono 
(1993: 89-90) reports that the IAB effect is weaker than the other accentual effects. The 
strength of the IAB effect is therefore a possible difference between KJ and SJ.
8.5.1.2 SYNTAGMATIC EFFECT
Comparing the results presented in Table 8.7 with those presented in Kubozono and 
Matsui (1996), it is noticeable that significant differences at PI and P2 are far less 
frequently observed in this thesis. In their experiment, 6 comparisons showed a 
significant difference at PI, and 7 comparisons at P2 out of a total of 11 comparisons. 
In this chapter, as shown in Table 8.7, a significant difference was confirmed only in 3 
and 2 comparisons out of 12 at PI and P2, respectively. Since the declination effect is 
not controlled in Kubozono and Matsui’s experiment, one could say that the accentual 
effect was possibly exaggerated in their experiment. That is, there is a possibility that 
some of the accentual effects are indeed weaker than reported in Kubozono and Matsui 
(1996).
Regarding the syntagmatic effect, although it is statistically significant, the occurrence 
and the magnitude of the syntagmatic effect (= the ACF and the DNS effect) are less 
frequent and weaker than those of the IAB effect. According to Table 8.7, a significant 
difference was observed only in 2 comparisons at P2 despite the fact that a significant 
difference was observed in 6 comparisons at V2. That is, the ACF effect—which is the 
initial stage of the syntagmatic effect—is more frequently observed than the case that 
actual DNS is significantly observed. Reflecting these points, one could argue that 
although the syntagmatic effect is statistically significant, it may be too weak in KJ 
(compared to SJ) to cause a significant difference on some occasions. This point will be 
taken up again in Chapter 9 where the interrelationship of the accentual contrast 
between the first and the second accentual unit is investigated.
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8.5.1.3 PHONETIC EXPLANATION OF POST-LEXICAL PHENOMENA IN 
KAGOSHIMA JAPANESE
As discussed in Chapter 7, the fundamental difference between Type A and Type B 
words is that the former has a H*L tone and the latter has a H tone. Figure 8.8 
schematically illustrates the paradigmatic and syntagmatic effect associated with the 
H*L tone of Type A words.
PAB
ACF DNS
paradigmatic difference caused by the
difference syntagmatic effect of the
first accentual unit
Figure 8.8: Default paradigmatic and syntagmatic effects of the pitch-accent H*L tone.
Although it was pointed out above that some accentual effects may be weak in KJ, in 
the default situation as presented in Figure 8.8, the H*L associated with the first 
accentual unit paradigmatically triggers IAB and PAB and syntagmatically causes DNS.
In Chapter 7, I discussed that the higher FO realisation of Type A than Type B at the 
peak syllable is due to the enhancement of the perceptual salience of the falling contour 
associated with the H*L tone, and also that the higher FO realisation of Type A at the 
pre-peak syllables is an anticipatory assimilation to the enhanced FO realisation at the 
peak syllable. I also argued that although it is possible to phonologically explain the FO 
realisation difference of Type A and Type B words by assigning certain roles (i.e. 
boosting and depressing) to the phonological abstract concept of accent, it is possible 
from a perceptual point of view to phonetically explain the FO realisation difference 
between Type A and Type B words without relying on the concept of accent. In the
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same spirit, I will show that the syntagmatic effects can also be explained without 
relying on the concept of accent in KJ.
Theoretically, the salience of a falling contour can be enhanced not only by starting to 
fall at a higher FO but also by continuing to fall to a lower FO. As shown above, it has 
been statistically proven that the FO realisation at V2 is significantly lower when the 
first accentual unit is a Type A word than when it is a Type B word. Therefore, the 
lower FO realisation of Type A at the V2 point can also be accounted for in terms of the 
perceptual salience of the falling contour.
It is often observed in tone languages that the FO realisation of a tone is more depressed 
after a falling tone than a non-falling tone (Rose, 2001; 2002b). In tone languages, this 
point is treated as a realisation difference (without positing the abstract concept of 
accent or such): one is more depressed than the other due to the high falling contour of 
the first tone. This point is illustrated in 8.8) using some rules.
8.8)
/Mid/
In 8.8), a /Mid/ tone is realised with a low level pitch when it follows a high falling 
tone, but with a mid pitch when a low rising tone precedes it. Therefore, the 
downstepped realisation of a second accentual unit after a Type A accentual unit can 
also be considered as a realisation difference resulting from the high falling associated 
with the H*L tone.
As explained in Chapter 7, although to my knowledge it has never been discussed in the 
literature of the AM theory why it is appropriate to phonetically treat the FO realisation 
difference, as demonstrated above, all FO realisation differences (IAB, PAB, ACF and 
DNS) initiated by the H*L tone can indeed be phonetically accounted for without 
invoking the phonological concept of accent. In return, this phonetic explanation I 
presented above can be a rationale for the phonetic treatment of the FO realisation 
difference in the AM theory,
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Relating to the higher FO realisation of Type A at the pre-peak syllables, it has been 
argued that the higher FO realisation of Type A at the pre-peak syllables is an 
anticipatory assimilation to the enhanced FO realisation at the peak syllable. It has been 
shown in Table 8.9 that the magnitude of the I AB effect is greater than that of PAB. 
However, if the higher FO realisation of Type A words at the pre-peak syllables is an 
anticipatory assimilation to the enhanced FO value at the peak syllable, one would 
expect that the PAB effect is greater in magnitude than the IAB. The following are two 
possible explanations for this.
KJ words are subject to a sequence of low pitched syllables (e.g. LLLLLHL) before a 
high pitched syllable. That is, only one high pitched syllable per accentual unit is 
permitted in KJ. Therefore, although there is a contrast at the end of a word in terms of 
whether there is a pitch fall or not, the accentual contrast is more perceptually salient if 
a clear acoustic difference was made in the sequence in question because the sequence 
accounts for the major portion of a word. Therefore, one possible explanation is that in 
addition to the higher FO realisation at the peak and the following sharp fall in FO, the 
FO is extrinsically realised higher at the pre-peak syllables to further enhance the 
perceptual salience of Type A.
Another possible explanation is that the tones associated with the pre-peak syllables (i.e. 
H% and L) of Type A words assimilate to the enhanced FO of the falling tone (H*L) at 
the peak in KJ, whereas those tones of Type B dissimilate from the H tone. This 
explanation is also perhaps related to the perceptual significance between Type A and 
Type B, yet to my knowledge, the above assimilation and dissimilation points are not 
attested in any other languages.
In the following subsection, the prosodic phrasing of accentual phrase will be discussed 
for KJ.
8.5.2 ACCENTUAL PHRASING
As can be seen from Figure 8.5, each word maintains its distinctive pitch pattern (either 
Type A or Type B) even in a larger context than a word in KJ. That is, the fusion of 
two accentual units observed in SJ under certain conditions does not occur in KJ. I have
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demonstrated in §8.2.2 that the basic post-lexical unit of accentuation is the accentual 
phrase which may be larger than a word in SJ. However, the basic unit of accentuation 
appears to be different in Japanese dialects. Regarding the basic domain of accentuation 
for Osaka Japanese (OJ), Kori (1987: 53) says that ‘the words [in OJ] constituting a 
phrase hold their integrity and do not fuse into one [accentual phrase]... This 
observation has led me to the conclusion that the basic unit of accentuation in OJ is not 
a previously defined phrase [accentual phrase] but a word’. Regarding the basic unit of 
accentuation for OJ, Pierrehumbert and Beckman (1988: 229) also say:
“It is a common observation that in Osaka Japanese and the other western 
dialects the tone patterns of words are much better preserved in running 
speech, a remark that suggests that these languages do not have the 
widespread dephrasing that joins words together into accentual phrases so 
readily in Tokyo. Indeed, it is likely that Osaka entirely lacks an accentual 
phrase level. Discounting the lexicalised phrasings of compound word 
formation processes, there seems to be no low-level phonological groupings 
of lexical items other than the well-known cliticisation of postpositional 
particles onto the last noun in a noun phrase.”
The descriptive results of this chapter have shown that KJ appears to be more similar to 
OJ than to SJ in term of accentual phrasing. This can be seen from Figure 8.5 in which 
each word maintains its distinctive pitch pattern (either Type A or Type B) even in a 
larger context than a word. However, the basic post-lexical unit of accentuation still 
needs to be larger than a word in KJ. This is clear from the accentual behaviour of, for 
example, the combination of a word + a particle and the compound formation. As 
explained in §8.4.1.1, when a subject marker -ga is attached to [sakana LHL] ‘fish’, the 
whole string [sakana-ga] is recognised as a Type A phrase resulting in a LLHL pitch 
configuration. As was also explained in Chapter 2, when two words make up a 
compound word, the accentual type of the first word is carried over to the resultant 
compound. However, the kind of accentual phrasing observed in SJ—the fusion of two 
words, for example, an adjective plus a noun, into one AP—is not observed in KJ. 
Although the formation of AP is a complicated phenomenon because it is influenced by 
many factors, such as syntactic structures, pragmatic information, length of words and 
the semantic relationship between them, and so forth (Selkirk and Tateishi, 1988; 
Kubozono, 1993; Maekawa, 1994; Nagahara, 1994; Venditti et al., 1996), as far as the 
current KJ data is concerned, the basic post-lexical unit of accentuation in KJ appears to 
be different from what is defined for SJ (i.e. it is smaller than the one defined for SJ).
CHAPTER 8 300
8.6 SUMMARY: CHAPTER EIGHT
In this chapter, the paradigmatic difference between Type A and Type B in the first 
accentual unit (IAB and PAB) and the syntagmatic effects associated with the first 
accentual unit (ACF and DNS) were investigated using utterances consisting of two 
accentual units.
Relating to the first aim of this thesis, the following differences between Type A and 
Type B have been observed in this chapter:
• Type A is realised paradigmatically higher in F0 than Type B in long utterances as 
well. That is, like the case of isolated words, IAB and PAB are observed in longer 
utterances as well, and they are initiated by Type A. Flowever, the IAB effect 
appears to be stronger than the PAB effect. In fact, The IAB appears to be stronger 
than the other accentual effects in KJ.
• The second accentual unit is realised lower in F0 when preceded by a Type A 
accentual unit than when preceded by a Type B accentual unit. That is, ACF and 
DNS are observed in KJ, and they are initiated by Type A. However, it was pointed 
out that the syntagmatic effect might be weak in KJ. This point will be taken up and 
discussed in Chapter 9.
Regarding the second aim of this thesis, the following differences between KJ and SJ 
were identified in this chapter.
• It has been demonstrated that the IAB effect is stronger than the other accentual 
effects in KJ. If this is the case, the strong IAB effect of KJ is a possible difference 
from SJ because the IAB effect is weaker than the other accentual effects in SJ.
• The basic post-lexical accentual unit of KJ is smaller than the one defined for SJ. 
Apart from compound formation and the combination of a noun and a particle, each 
word maintains its distinctive pitch pattern even in a larger context in KJ. In this 
sense, KJ is more similar to OJ than SJ.
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Relating to the accentual effect of KJ, I have demonstrated that all F0 realisation 
differences (IAB, PAB, ACF and DNS) triggered by Type A can be phonetically 
accounted for without assigning any particular roles to accent.
In the following chapter, the interrelationship between the accentual type of the first and 
the second accentual unit will be investigated.
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CHAPTER NINE
F0 IN HL(n)H SEQUENCE—CASE 
STUDY IN MODEULING
9.1 INTRODUCTION
In this chapter, the interrelationship between the accentual type of the first and the 
second accentual units will be investigated regarding the F0 values at the valley point 
between the two peaks. For example, an utterance consisting of a Type A word and a 
Type B word may have a LHL.LH pitch configuration in which the period stands for 
the accentual boundary and the bold is the pitch valley in question. Two different 
factors—the effect associated with the first accentual unit and that associated with the 
second accentual unit—appear to be involved in determining the F0 value at the valley 
point in question. These two factors are the ACF effect resulting from the first 
accentual unit and the IAB effect from the second accentual unit. This chapter 
examines how the accentual types of the first and the second accentual unit are involved 
in determining the F0 value at the valley point; and what determines the relative 
strength of these two factors (= power relationship between the first and the second 
accentual units) at the valley point.
It will be demonstrated that in KJ NP type, the accentual type of the second accentual 
unit is the main factor in determining the F0 value at the valley in question. Based on 
the results of Chapters 8 and 9, I also argue that syntactic types appear to determine the 
power relationship between the first and the second accentual units at the valley point in 
question. I further discuss a possibility that in the case of phrases consisting of two
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accentual units, the syntagmatic effect associated with the first accentual unit over the 
second accentual unit is generally weaker in KJ compared to SJ.
Please note that the valley point in question in this chapter is identical to the point that 
was referred to as V2 in Chapter 8. In this chapter, therefore, the term V2 is also used 
to refer to the valley point in question.
9.2 DOWNSTEP
Downstep (DNS) is ‘the stepwise lowering of pitch (or of the tonal space) at specific 
pitch accents’ (Ladd, 1996: 74). As the results of Chapter 8 show, DNS is observed in 
KJ and is triggered by Type A. The DNS effect is schematically illustrated in Figure 
9.1.
H
Figure 9.1: Schematic mechanism of downstep effect (4) at specific points in utterance (after Ladd, 
1996: 75). Note that Ladd depicts DNS as if it occurs in the middle of the HL fall, rather than at the L. 
However, it is more accurate to describe DNS in such way that DNS occurs at the L because DNS cannot 
occur before the L is reached.
In Figure 9.1, the second H is realised lower than the first H. Likewise, the second L is 
realised lower than the first L. The third H and L are also realised lower compared to 
the second H and L. It can be understood from Figure 9.1 that downstep is a downward 
shift in the entire pitch range and it results from a large drop in F0 after a peak (= an H).
As mentioned above, Figure 9.1 indicates that a large drop in F0 after a peak largely 
contributes to DNS because the amount of F0 rise from a low (L) to a high (H) is 
constant. Precisely speaking, it should be said that DNS is a function of a high rate of 
F0 drop (not simply a large amount of drop in F0) after a peak because the F0 fall 
should be examined in time-aligned environments. However, the results of Chapter 8
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indicate that the mechanism of DNS is not straightforward. If DNS were solely 
controlled by the F0 fall (or greater rate of F0 fall), all comparisons that show a 
significant difference at V2 (ACF) should have had a significant difference at P2 (DNS) 
as well.
By comparing some SJ phrases consisting of two accentual units (accented and 
unaccented words), Kubozono (1993: 181-186) reports that the F0 rise at the onset of 
the second accentual unit is greater when following an accented word than when 
following an unaccented word. The same observation can be made when the second 
accentual unit is an accented as well as an unaccented word. This point is schematically 
illustrated in Figure 9.2.
small F0 rise after an unaccented word
first accentual unit = accented
first accentual unit = unaccented
large F0 rise after an accented word
Figure 9.2: Difference in F0 rise at the onset of second accentual unit as a function of the accentual type 
of the first accentual unit in SJ.
In Figure 9.2, the F0 falls more deeply after the accented syllable of the first accented 
accentual unit compared to the first unaccented accentual unit, and the F0 rise at the 
second accentual unit is greater when following the accented first accentual unit than 
when following the unaccented first accentual unit. Regarding this point, Kubozono 
(1993: 182) mentions that since the extent of the F0 drop is much greater than that of 
the following F0 rise when the first accentual unit is an accented word, an overall 
downward shift occurs when the first accentual unit is an accented word. The 
implication of Kubozono’s observation is that although the magnitude of DNS cannot 
simply be predicted from the amount of F0 fall at V2, the F0 fall at V2 (ACF) is the key 
initiator of DNS, and the F0 fall at V2 (ACF) is significantly large in SJ.
In §8.4.3 of Chapter 8, a significant difference was observed only in 2 comparisons at 
P2 despite the fact that a significant difference was observed in 6 comparisons at V2.
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That is, the ACF effect—which is the main contributor to DNS—exists more frequently 
than significant DNS is actually observed. A possible explanation for this is, perhaps, 
that the ACF effect at V2 may not be strong enough to cause DNS in many cases. 
Therefore, it is necessary to further investigate the nature of V2 because ACF is the key 
initiator of DNS. In fact, the determination of the F0 value at V2 does not appear to be 
straightforward because 1) two different effects—the ACF associated with the first 
accentual unit, and the IAB associated with the second accentual unit—are considered 
to be involved; and 2) as pointed out in Chapter 8, the IAB effect appears to be rather 
strong in KJ. Hence, it is necessary to investigate the interrelationship between the first 
accentual unit and the second accentual unit at V2 to understand the mechanism of DNS 
in KJ.
Therefore, in this chapter, the F0 values at the V2 point (= minimum value between two 
peaks) will be further investigated with respect to how the syntagmatic effect of the first 
accentual unit and the paradigmatic effect of the second are involved in determining the 
F0 values at V2.
9.3 INFLUENCE OF THE FIRST AND THE SECOND ACCENTUAL UNITS 
ON THE F0 VALUE AT THE VALLEY BETEEN TWO PEAKS
Four accentual combinations are possible in an utterance consisting of two accentual 
units in KJ: AA, AB, BA and BB. In Chapter 8, the same accentual type was used in 
the second accentual unit in order to investigate the effect of the accentual type used in 
the first accentual unit (e.g. AA vs. BA and AB vs. BB). However, as explained in 
§9.2, it seems that the determination of the F0 value at the V2 point does not appear to 
be straightforward because two factors are involved in its determination. These factors 
are the ACF effect of the first accentual unit and the IAB effect of the second accentual 
unit. Refer to the examples presented in Figure 9.3 in which the vectors of possible 
influences (rasing or falling) on the second valley point (= V2) are illustrated.
In Figure 9.3, the up and down arrows represent the vectors of the influences caused by 
the accentuation of the second accentual unit and that of the first accentual unit, 
respectively. The down arrow indicates the ACF effect induced by the Type A 
accentuation of the first accentual unit. The up arrow indicates the IAB effect caused 
by the Type A accentuation of the second accentual unit.
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Type A + Type A (AA)
f
- L L L H L . L L L L H L -
Type A + Type B (AB)
- L L L H L L L L L H -
Type B+ Type A (BA)
f
- L L L H . L L L L L H L -
Type B + Type B (BB)
- L L L H . L L L L L H -
Figure 9.3: Four possible accentual combinations and their accentual influence on the determination of 
the F0 value at the valley point between two peaks. Arrow 1 is the vector induced by the accentuation of 
the first accentual unit and arrow 2 is that induced by that of the second accentual unit.
If the effect represented by each arrow is identical in strength, the BA sequence and the 
AB sequence should have the highest and the lowest F0 values at the V2 point, 
respectively, and the F0 values of the AA and the BB sequences should be the same 
because the effects resulting from the first and the second accentual units of the AA 
sequence cancel each other out. That is, the relationship between AA, AB, BA and BB 
in F0 values at the V2 point should be expressed by the following: BA > AA = BB > 
AB. This is of course based on the assumption that the strength of the first accentual 
unit and that of the second accentual unit are equal at the V2 position.
In order to investigate how the accentuations of the first and the second accentual units 
are involved in determining the F0 value at V2, the F0 value at V2 needs to be 
compared between the four possible accentual combinations. To give a quick informal 
picture, the overall average normalised F0 values observed at the V2 point from the 
analysis of Chapter 8 (dataset 4) are given in Table 9.1. These values are graphically 
presented in Figure 9.4.
As far as the mean normalised F0 values are concerned, a consistency can be observed 
amongst all utterance types. The consistency can be expressed by the following 
inequalities: BA > AA > BB > AB. As predicted above, BA and AB have the highest 
and the lowest normalised F0 value, respectively, at the V2 point. In contrast to the
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prediction, however, the AA sequence is realised not just differently from, but 
considerably higher in normalised F0 than the BB sequence at the V2 point. Another 
point that can be observed from Table 9.1 and Figure 9.4 is that the AA sequence ( • )  
can be grouped together with the BA sequence (A), while the AB sequence (O) can be 
grouped together with the BB sequence (A), with AA and BA being far apart from AB 
and BB.
Table 9.1: Overall average normalised F0 values observed at the second valley point (= V2) for the three 
syntactic structures.
s PossP
AA -0.770
AB -1.670
BA -0.425
BB -1.505
AA -0.865
AB -1.505
BA -0.735
BB -1.330
NP
AA -0.900
AB -1.705
BA -0.695
BB -1.675
•  AA O AB A BA A BB
PossP
Figure 9.4: Graphical representation of Table 9.1 (Overall average normalised F0 values observed at the 
second valley point (= V2) for the three syntactic types (dataset 4)). .
The difference between the AA sequence ( • )  and the BA sequence (A), and the 
difference between the AB sequence (O) and the BB sequence (A), are obviously due 
to the accentual contrast in the first accentual unit (ACF). The difference between the 
AA sequence ( • )  and the AB sequence (O), and the difference between the BA 
sequence (A) and the BB sequence (A), are partly because of the accentual contrast in 
the second accentual unit (IAB). I say ‘partly’ because any effect of declination might 
have exaggerated the difference between the AA/BA group and the AB/BB group. This
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is because, since longer utterances were used for the latter group (AB and BB) than the 
former group (AA and BA), the latter may have had lower V2 values simply by virtue 
of being longer. As far as judging solely from Figure 9.4 is concerned, it can be seen 
that the effect of the accentual contrast in the second accentual unit is greater than that 
of the first accentual unit at V2. For example, the difference between the BA sequence 
and the AA sequence is smaller than that between the BA sequence and the BB 
sequence. The former difference is caused by the accentual contrast of the first 
accentual unit and the latter is by the accentual contrast of the second accentual unit. 
However, as mentioned above, it is not accurate to compare the mean values presented 
in Figure 9.4 in this manner because declination effects have not been controlled.
Therefore, statistical analyses need to be conducted for data in mutually comparable 
environments to investigate how the accentuation of the first and the second accentual 
units is involved in determining the F0 value at V2. Since dataset 4 does not, except for 
one group, contain any AA, AB, BA, and BB sequences which share an identical pitch 
configuration, four groups of phrases (dataset 5) were used for statistical comparisons in 
order to investigate the interrelationship between the F0 realisation at the second valley 
point (= V2) and the accentual type of the first and second accentual units.
9.3.1 METHODOLOGY: CHAPTER NINE
In this section, the specific methodology that was used for the analysis of this chapter is 
explained. The dataset that is relevant to the analysis of this chapter is dataset 5.
9.3.1.1 RECORDED MATERIALS AND RECORDING PROCEDURE: 
CHAPTER NINE
All phrases appearing in dataset 5 are noun phrases consisting of an adjective and a 
noun, and they have a LHL(n)H(L) pitch configuration (n = 1, 2, 3, 4, 5, 6). Table 9.2 
contains the pitch configurations of the target phrases. Following the convention used 
in Chapter 8, the phrase having a Type A + Type A accentuation is referred to as AA 
sequence, and the other pitch configurations likewise, mutatis mutandis. Another 
convention that needs explanation is that 3a7a represents the combination of a 3 syllable 
Type A adjective and a 7 syllable Type A noun. For instance, [yoka nimono LH LHL] 
‘good stew’ is the combination of a 2 syllable Type B adjective [yoka LH] ‘good’ and a
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3 syllable Type A noun [nimono LHL] ‘stew’, and this combination is referred to as- 
2b3a. The syllable structure of the words used in dataset 5 is CV. These target noun 
phrases together with some dummy noun phrases were elicited 11 times (including one 
practice) as Corpus 3 in the same carrier sentence used in Chapter 8. Informants were 
instructed in exactly the same way for Corpus 3 as for Corpora 1 and 2.
Table 9.2: Pitch configurations of target noun phrases (dataset 5).
First Accentual unit Second Accentual unit n
Type A + Type A (AA) LHL L(,I)HL 1,2, 3, 4, 5
Type A + Type B (AB) LHL L(,,,H 2, 3, 4, 5
Type B + Type A (BA) LH L(,,)HL 1,2, 3,4, 5
Type B + Type B (BB) LH L(n)H 2, 3, 4, 5
9.3.1.2 MEASUREMENT PROCEDURES: CHAPTER EIGHT
Figure 9.5 contains an audio speech waveform; a wide band spectrogram and a 
superimposed F0 trace of a target noun phrase of dataset 5 uttered in the carrier 
sentence. The portion containing the target phrase was expanded to measure F0 from 
the relevant points. Dataset 5 was originally prepared in order to investigate the F0 
behaviour in HL(n) sequences (Ishihara, 2000b). For this purpose, F0 values were 
sampled only from the HL(n) portion of LHLln)H(L) sequence. The maximum F0 value 
was sampled from the high pitched syllable of the HLln) sequence, and as for the low 
pitched syllables, F0 values were sampled from the onset, 50% and the offset of each 
syllable nucleus. Since only V2 values are relevant to this section, V2 values (= the 
minimum value of the HL(n) sequence) were extracted from the sampled F0 values.
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System Capture Data Uiew Link Show Speak Analyze Edit Tag Macro Log
4 . 7 6 0 7 0 < 5 3 8 >■A>chl : «Captured* - FLTR 
sc
T 1 we (sec) 4.7612.135
na ga ka ka m i ki n b a sa mi t oi tt a g a y o 
L H L L  L L L L H L L H  L L H
2 . 13510<□B>PITCH
2.135 TlMe (sec) 4.761
<------------ expanded portion--------------- >
Figure 9.5: Audio speech waveform; wide band spectrogram and superimposed FO trace o f the carrier 
sentence with a 3a7a phrase [nagaka kamikiribasami] ‘ long paper scissors’ . FO plots have been 
superimposed on the spectrogram. The portion expanded for FO extraction is indicated. The acoustic 
manifestation o f an audible pause can be seen after a topic marker -wa to correspond to approximately 
145 msec.
Figure 9.6 shows the expanded portion indicated in Figure 9.5. In the case o f Figure 9.6 
as an example, FO samples were taken from the syllables which are numbered 1 to 7. 
As mentioned above, only the maximum FO value was taken from the first FI syllable 
(1). For L syllables (2, 3, 4, 5, 6, and 7), FO values were extracted at the onset, 50%, 
and the offset point o f each syllable nucleus.
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System Capture Data View Link Sltou Speak Analyze Edit Tag Macro Log
□A>chl : 3A7A3.NSP - FLTR 0 . 00000<
Tiwe (sec)
0 .00000< 11 2>
1.089
IB>PITCH
T X M e  < sec >
<---- The starting point for duration measurement
1 2 3 4 5 6 7
H L L L L L L
Figure 9.6: Noun phrase [nagaka kamikiribasami] ‘long paper scissors’ taken and expanded from Figure 
9.5, showing the portion in which FO values were sampled. FO values were sampled from the seven 
numbered syllables..
As mentioned above, since we are interested in only the minimum FO value observed in 
the HL(n) sequence for investigating the power relationship between the first and the 
second accentual units, the minimum FO value was extracted from the sampled FO 
values for each token. However, the other FO values were also used to obtain 
normalisation parameters.
9.3.2 NORMALISATION PARAMETERS
The basic statistics including arithmetical mean and sd were derived from the raw FO 
values collected in the manner described in §9.3.1.2, and they are given in Table 9.3. 
The logarithmic version of Table 9.3 is given in Table 9.4. The values given in Table 
9.4 were used as normalisation parameters for dataset 5.
Comparing the basic statistics given in Table 9.3 with those of dataset 1 in which FO 
samples were taken only from isolated monosyllabic and polysyllabic words (Table
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5.1), all informants have higher mean FO values in dataset 5 than dataset 1. The same 
observation can be made in terms of log FO values (Table 9.4 vs. Table 5.2).
Table 9.3: Linear intrinsic FO statistics of the four informants from Dataset 5 (x = mean value; sd = 
standard deviation; N = number of FO samples).
informants x (Hz) sd (Hz) skew N
TYM 137.0 17.7 1.239 2175
YNM 103.4 10.6 1.012 2159
TTF 195.0 35.6 1.381 2174
NKF 183.5 19.1 1.120 2165
Table 9.4: Logarithmic intrinsic FO statistics of the four informants from Dataset 5 (x = mean value; sd = 
standard deviation; N = number of FO samples).
informants x (log Hz) sd (log Hz) skew N
TYM 2.133 0.053 0.862 2175
YNM 2.013 0.043 0.845 2159
TTF 2.284 0.073 1.061 2174
NKF 2.262 0.043 0.878 2165
In terms of the sd values of the raw FO values, all informants show higher sd values in 
dataset 5 (Table 9.3) than dataset 1 (Table 5.1), except for NKF who has identical 
values. In terms of the sd values of the log FO values, all informants except for YNM 
exhibit smaller sd values in dataset 5 (Table 9.4) than dataset 1 (Table 5.2).
The mean FO and the sd values given in Table 9.4 were used as the normalisation 
parameters for dataset 5.
9.3.3 ANALYSIS OF NORMALISED DATA
As mentioned above, in this chapter, four groups of noun phrases were used in order to 
investigate the interrelationship between the FO value at the second valley point (= V2) 
and the accentual type of the first and the second accentual unit. The pitch 
configurations of these groups are given in Table 9.5. Each group consists of 3 or 4 
noun phrases. All phrases have the same LHL(",H(L) pitch configuration, and those 
phrases which share the same value for n were statistically compared in terms of the 
minimum FO value between two peaks (=V2) in order to factor out any declination 
effect. Note again that only noun phrases (NP) are available from dataset 5 for this
comparison.
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Table 9.5: Noun phrases for investigating the influence of the accentual type on the minimum FO value 
between two peaks (=the second valley point). Four groups of noun phrases. Five low pitched syllables 
means that there are 5 low pitched syllables between the high pitched syllables. A period stands for an 
accentual boundary.
5 low pitched syllables 3 low pitched syllables
3a6a (AA) LHL LLLLHL 3a4a (AA) LHL LLHL
3a5b (AB) LHL LLLLH 3a3b (AB) LHL LLH
2b7a (BA) LH LLLLLHL 2b5a (BA) LH LLLHL
2b6b (BB) LH LLLLLH 2b4b (BB) LH LLLH
4 low pitched syllables 2 low pitched syllables
3a5a (AA) LHL LLLHL 3a3a (AA) LHL LHL
3a4b (AB) LHL LLLH - -
2b6a (BA) LH LLLLHL 2b4a (BA) LH LLHL
2b5b (BB) LH LLLLH 2b3b (BB) LH LLH
As mentioned above, since what needs to be investigated in this chapter is the values at 
the V2 point, the minimum normalised FO value was extracted from the sampled values 
of the HL(n) sequence, and statistical analyses were performed on these normalised FO 
values. The mean normalised FO value of each noun phrase at V2 is presented in Table 
9.6, and they are graphically presented, together with linear regression lines, in Figure 
9.7
Table 9.6: Mean minimum normalised FO values at the second valley point (= V2) as a function of 
different accentual combinations. Standard deviations are shown in parentheses..
5 low pitched syllables 3 low pitched syllables
3a6a (AA) 
3a5b (AB) 
2b7a (BA) 
2b6b (BB)
-0.89 (0.34) 
-1.29 (0.33) 
-0.79 (0.41) 
-1.28 (0.43)
3a4a (AA) 
3a3b (AB) 
2b5a (BA) 
2b4b (BB)
-0.56(0.33) 
-0.84 (0.43) 
-0.44 (0.43) 
-0.80 (0.35)
4 low pitched syllables 2 low pitched syllables
3a5a (AA) 
3a4b (AB) 
2b6a (BA) 
2b5b (BB)
-0.89 (0.36) 
-1.08 (0.28) 
-0.73 (0.45) 
-1.01 (0.36)
3a3a (AA)
2b4a (BA) 
2b3b (BB)
-0.15 (0.40)
-0.08 (0.31) 
-0.52 (0.34)
The same observation is seen in Table 9.6 and Figure 9.7 as that in Table 9.1 and Figure 
9.4: The BA sequence can be grouped together with the AA sequence, while the AB 
sequence can be grouped together with the BB sequence. Judging purely from the mean 
values, the relationship between AA, AB, BA and BB can be expressed by the 
inequalities BA > AA > BB > AB. As can be seen in Figure 9.7, the regression lines of 
the AA and the BA sequences are close to each other, whereas they are far away from 
the regression lines of the AB and the BB sequences. The same observation can be 
made from the coefficient values of the regression lines that the AA and the BA 
sequences have very close intercept values [AA: 0.015; BA: 0.095] and the AB and the
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BB sequences have very close intercept values [AB: -0.407, BB: -0.280], while the 
intercept values are largely different between the AA/BA group and the AB/BB group.
•  AA O AB A BA A BB
AA: y = -0.255x + 0.015, r2 = 0.878, p -  0.0629 AB: y = -0.220x - 0.407, r2 = 0.997, p = 0.0334
BA: y = -0.242x + 0.095, r2 = 0.925, p -  0.0383 BB: y -  -0.249x - 0.280, r2 = 0.997, p -  0.0014
Figure 9.7: Mean minimum normalised F0 values as a function of syllable number. nL stands for n L 
between the peaks. Y axis is z-score. Least squares linear regression lines are fitted to the data, and 
formulae are given for the regression lines with r2 and p values.
Since the effect of declination has been controlled within the same group, it can be said 
that the difference between the A A and the BA sequences ( •  and A), and that between 
the AB and the BB sequences (O and A), are due to the syntagmatic effect resulting 
from the accentual contrast in the first accentual unit (ACF). Furthermore, the 
difference between the AA and the AB sequences ( •  and O), and that between the BA 
and the BB sequences (A and A), are due to the paradigmatic accentual difference of 
the second accentual unit (IAB).
Those phrases belonging to each group were statistically compared, and the results of 
the comparisons are presented in Table 9.7. Two post-hoc tests (Fisher PLSD, Scheffe 
F-test) were used.
In most of the comparisons, particularly according to the results of Fisher PLSD test, 
the relationship expressed by BA = AA > BB = AB was statistically confirmed. On the 
basis of Fisher PLSD test, the only comparison which was not statistically supported 
was the AA > BB inequality of 4 low pitched syllables.
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Table 9.7: Results of ANOVA followed by Scheffe-F-test and Fisher PLSD on differences in V2 value as 
a function of different accentual combinations. * stands for a significant difference at 95% in Scheffe 
F-test, and + for a significant difference at 95% in Fisher PLSD. Shading = significant difference (Fisher 
PLSD).
5 Low Pitched Syllables 
DF (3, 151)= 17.364, p = 0.0001
3 Low Pitched Syllables 
DF (3, 153) = 9.307, p = 0.0001
AA AB BA AA AB BA
AB 6.81*+ - - AB 3.19*+ - -
BA
(0.172)
0.38 10.45*+ BA
(0.177)
0.59 6.70*+
BB
(0.174)
6.72*+
(0.172)
0.00 10.36*+ BB
(0.176)
2.42+
(0.175)
0.06 5.56*+
(0.171) (0.170) (0.171) (0.176) (0.175) (0.174)
4 Low Pitched Syllables 
DF (3, 155) = 6.778, p = 0.0003
2 Low Pitched Syllables 
DF (2, 114)= 17. 487, p = 0.0001
AA AB BA AA AB BA
AB 1.78+ - - AB - - .
BA
(0.166)
1.14 5.85*+ BA 0.41
BB
(0.166)
0.74
(0.165)
0.22 10.36*+ BB
(0.161)
10.60*+ 15.07*+
(0.166) (0.165) (0.165) (0.159) (0.160)
9.3.4 DISCUSSION: INTERRELATIONSHIP BETWEEN TWO ACCENTUAL 
UNITS AT THE VALLEY POINT
As mentioned in §9.1, the determination of the FO value at the V2 point is not 
straightforward because two different factors—the ACF associated with the first 
accentual unit and the IAB associated with the second accentual unit—are involved in 
its determination. The above statistical results give an insight into how these two 
factors are involved in determining the FO values at V2 in KJ. Note again that since 
dataset 5 includes only NP type utterances, the results from dataset 5 are valid only for 
the discussion regarding NP type.
The statistically supported observations given in Table 9.7 that 1) AA and BA are not 
significantly different at the V2 point; 2) AB and BB are not significantly different 
either; and 3) AA and BA are significantly different from AB and BB, can be accounted 
for if it is assumed that the accentuation of the second accentual unit is the prime factor 
which determines the FO value at the second point in question (= V2). This is shown in 
Figure 9.8, in which the dominance of the second accentual unit over the first accentual 
unit on the determination of the FO value at the V2 point is represented graphically.
Since the accentuation of the second accentual unit overrides the accentuation of the 
first accentual unit with respect to the FO value at V2, the accentuation of the first
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accentual unit no longer plays a part in influencing the FO value at the V2 point 
(represented by crossed arrows). As a result, as can be seen in Figure 9.7, those phrases 
sharing the same accentual type in the second accentual unit are realised very close to 
each other, while those phrases differing in the second accentual unit are realised apart 
from each other.
Type A + Type A (AA)
t
• • ■ L L L H l ^ L L L H L "
Type A + Type B (AB)
- L L L H I ^ L L L H -
Type B+ Type A (BA)
t
—L L L H L L L L L H  L—
Type B + Type B (BB)
—L L L H L L L L L  H'-
Figure 9.8: Representation of how the accentuation of the second accentual unit overrules the influence 
of the first accentual unit for the FO value at the V2 point. The crossed-out arrows represent that they no 
longer play a role in determining the FO value at the V2 point.
If the accentuation of the second accentual unit is the prime factor that determines the 
FO value at the V2 point, it means that the ACF (or the syntagmatic effect) associated 
with the first accentual unit is not effective at V2 in the KJ NP. In fact, this observation 
based on the results of dataset 5 replicates the results obtained from dataset 4 for the NP 
type. In Chapter 8, the NP type did not show any significant differences at the V2 and 
the P2 points. That is, the syntagmatic effect associated with the first accentual unit was 
not observed in the NP type of dataset 4. This is because if the independence of the 
second accentual unit is stronger than the syntagmatic effect of the first accentual unit, 
the second accentual unit would be realised on the basis of its accentual type (Type A or 
Type B) without being influenced by the accentual type of the first accentual unit. This 
point is illustrated in Figure 9.9.
In Figure 9.9, schematic FO curves of AA and BA are given for the NP type. In the NP 
type, the second accentual unit overrules the syntagmatic effect (i.e. ACF and DNS) 
arising from the first accentual unit with respect to the FO realisation of the second
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accentual unit. As a result, the second accentual unit is realised on the basis of its own 
accentual type without being influenced by the accentual type of the first accentual unit. 
Therefore, no significant difference was observed at the V2 and the P2 points of the NP 
comparisons of dataset 4 (Chapter 8).
syntagmatic effect of the first accentual unit independence of the second accentual unit
Type A (first accentual unit) 
Type B (first accentual unit) 
Type A (second accentual unit)
Figure 9.9: Syntagmatic effect associated with the first accentual unit being overridden by the second 
accentual unit due to the independence of the second accentual unit.
However, the results of this chapter—that the syntagmatic effects (ACF and DNS) 
initiated by the first accentual unit are overridden by the second accentual unit—are not 
consistent with the overall result of Chapter 8, in which the effects of ACF and DNS 
have been statistically demonstrated. An obvious place to look for an explanation for 
this inconsistency is in the relationship between prosodic phrasing and syntactic types.
I have explained in Chapter 8 that there is a level of prosodic grouping called ‘accentual 
phrase’ (AP) in SJ. There is another level of prosodic grouping called ‘intonational 
phrase’ (IP), which is a higher-level of grouping than AP in the intonational structure of 
SJ. In the AM theory based on Pierrehumbert and Beckman (1988), there are two more 
higher-level prosodic units than AP. These are ‘intermediate phrase’ and ‘utterance’. 
In the more recent version of the AM theory, such as J ToBI system (Venditti, 1995; 
1997), the intermediate phrase and the utterance levels have been merged into IP.
The IP is ‘the prosodic domain within which pitch range is specified, and thus at the 
start of each new phrase [IP], the speaker chooses a new range which is independent of
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the former specification’ (Venditti, 2000: 6-7). This prosodic domain has been 
traditionally called ‘major phrase’ (McCawley, 1968; Shibatani, 1972; Poser, 1984). 
Like English and African tone languages, in SJ pitch range is controlled by DNS. As 
has been explained before, DNS is ‘the phonologically conditioned reduction in pitch 
range’ caused by an accent in SJ (Venditti, 1994: 194). DNS applies iteratively within a 
group of accentual phrases in SJ (Poser, 1984; Pierrehumbert and Beckman, 1988 and 
Kubozono, 1993). Although Kubozono (1993: 124) says that ‘it is wrong to posit a 
major phrase boundary between two given minor phrases simply because the second of 
them has a higher pitch than the first’, it is generally considered that IP is the domain of 
DNS. Figure 9.10 schematically explains this.
IP1 IP2
<------------------------------------------> <------------------------- >
downstep
reset
API AP2 AP3
Figure 9.10: Schematic F0 contour of an utterance consisting of two IPs (or three accented APs), 
showing how an IP can be grouped (after Venditti, 2000: 12).
Figure 9.10 contains the schematic F0 contour of a SJ utterance consisting of two 
intonational phrases (IP). The first IP (IP 1) consists of two APs (API and AP2) 
whereas the second IP has only one AP (AP3). As can be seen from Figure 9.10, the F0 
range of the second AP (AP2) of the first IP (IP 1) is downstepped due to the preceding 
accented AP (API) because API and AP2 belong to the same IP (IP 1), whereas the F0 
range of the third AP (AP3) is reset (= the downstep is blocked) due to the IP boundary 
existing between AP2 and AP3. The intonational phrasing is in turn also determined by 
various factors, and is accompanied by various pitch movements associated with 
various linguistic and paralinguistic information (Venditti, 2000).
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The results of datasets 4 and 5 indicate that syntactic type appears to influence the IP 
level phrasing in KJ. In both datasets 4 and 5, no DNS was observed for the NP type 
(adjective + noun). This can be interpreted in terms of IP level phrasing in the 
following way. Since the NP type consists of two IPs, the FO range of the second 
accentual unit (i.e. AP) is reset (= the downstep is blocked). On the other hand, the 
other target utterances (S and PossP) consist of only one IP, and the second accentual 
unit (i.e. AP) is downstepped when the first accentual unit is Type A. This point is 
illustrated in 9.1)
9.1) NP S PossP
IP IP IP
AP AP AP AP
X \ / \
adjective noun noun+particle verb+ending
IP
noun+/70 noun
However, the above explanation is counter-intuitive: one would expect an NP to show 
greater internal cohesion than an S in terms of prosodic constituency—reflected perhaps 
in a lower break index between an adjective and a noun than between a subject noun 
phrase and a verb. This is a very interesting point, and needs to be further investigated 
with more complex data.
The interrelationship between syntactic types and the IP-level phrasing may explain 
why DNS is not observed in KJ’s NPs. Yet, the point that a significant difference was 
observed in 6 comparisons at V2, while a significant difference was observed only in 2 
comparisons at P2 still needs to be explained. As mentioned earlier, this may result 
from the fact that the effect of ACF is not great enough at V2 in many cases to cause 
DNS. Hence, in the following discussion, the strength of the ACF effect is discussed.
9.4 DISCUSSION: STRENGTH OF THE SYNTAGMATIC EFFECT
Although the effects of IAB, PAB, ACF and DNS have been shown to be statistically 
significant at VI, PI, V2 and P2 in Chapter 8, I also pointed out that three different 
patterns could be observed when we focus on the syntagmatic effect associated with the
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first accentual unit, and that these three patterns are correlated with the three syntactic 
types (NP, S and PossP) used in Chapter 8. These three different patterns are 
schematically illustrated again in Figure 9.11.
NP PossP
V2 P2
X X
1st AccU AccU
V2o P2X
V2
O
P2
O
Type A (first accentual unit)..............
Type B (first accentual unit)
Type B (second accentual unit) preceded by Type A ----------
Type B (second accentual unit) preceded by Type B
Figure 9.11: Three different patterns observed between V2 and P2. Circle = significant difference; cross 
= no significant difference. AccU = accentual unit. Figure 9.11 is a reproduction of Figure 8.7.
Figure 9.11a, no significant difference was observed at V2 and P2. The NP type 
consistently exhibits this pattern. In the pattern given in Figure 9.11b, a significant 
difference is observed only at V2 (a circle and a cross represent a significant and a 
non-significant difference, respectively). The S type exhibits this pattern without 
exception. In the pattern given in Figure 9.11c, a significant difference is observed at 
both V2 and P2. This pattern is only observed in the PossP type.
The strong independence of the second accentual unit in the NP type—which was 
confirmed in this chapter—is reflected in the pattern given in Figure 9.11a. This is 
because the second accentual unit can be realised on the basis of its own accentual type 
without being influenced by the first accentual unit when the second accentual unit 
overrides the syntagmatic effect of the first accentual unit. Since the second accentual 
units share the same accentual type in Figure 9.11a, no significant difference was 
observed at V2 and P2. In other words, two accentual units involved in the KJ NP type 
constitute two independent IPs, resulting in a blocking of the syntagmatic effects 
associated with the first accentual unit. That is, the internal cohesion of the two
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accentual units (adjective + noun) appearing in KJ NP type is weak. However, as 
mentioned above, this weak internal cohesion appears to be counter-intuitive.
Having said that, it needs to be kept in mind that the syntagmatic effect associated with 
the first accentual unit is not always as minimum at V2 as the case of Figure 9.11a in 
KJ. This can be seen from the fact that 1) in Chapter 8, the syntagmatic effects (ACF 
and DNS) were statistically confirmed as a whole; and 2) two other patterns can be 
observed as given in Figure 9.11b and Figure 9.11c. It is obvious that if the first 
accentual unit is actively involved in determining the FO value at V2, the pattern given 
in Figure 9.1 lc can be observed. The case which is schematically represented in Figure 
9.11b is intermediate between that in Figure 9.11a and that in Figure 9.11c. In Figure 
9.11b, the independence of the second accentual unit is not as strong as the case of 
Figure 9.1 la, and the first accentual unit is not involved as actively as the case of Figure 
9.11c. It can be rephrased that the internal cohesion between the first and the second 
accentual units is not as strong in Figure 9.1 lb as the case of Figure 9.1 lc, but it is not 
as weak as the case of Figure 9.1 la.
It has been clearly demonstrated that the pattem given in Figure 9.11a is due to the 
independency of the second accentual unit. From the viewpoint of the first accentual 
unit, it is analogous to say that the syntagmatic effect of the first accentual unit is not 
significantly influential in Figure 9.11a. In Figure 9.1 lb and Figure 9.11c, it is obvious 
that the accentual effect of the first accentual unit needs to be allowed to take part in 
determining the FO realisation of the second accentual unit. However, two hypotheses 
are possible for the patterns given in Figure 9.11b and Figure 9.11c in terms of the 
power relationship between the first and the second accentual units. One hypothesis (1) 
is that the second accentual unit is still more influential than the first accentual unit, yet 
the first accentual unit becomes involved to the extent that the accentual effect of the 
first accentual unit becomes significant. The other hypothesis (2) is that the accentual 
effect of the first accentual unit turns out to be more influential than the second 
accentual unit, like the case of SJ. Figure 9.12 visually represents these two hypotheses.
Figure 9.12a illustrates the power relationship which was identified for the KJ NP type. 
I have explained the FO values of the KJ NP type from the view point of IP phrasing in 
§9.3.4. I discussed a possibility that syntactic type appears to influence the IP level 
phrasing in KJ. In terms of the power relationship between the first and the second
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accentual units, it is identical to say that the power relationship is determined by 
syntactic type in KJ.
BA a 
nBB
AA 
,r AB
a: NP type b: Hypothesis 1 c: Hypothesis 2
Figure 9.12: Power relationship between first and second accentual units. The black arrowed line 
represents the magnitude of the accentual effect associated with the first accentual unit, and the grey 
arrowed line represents that associated with the second accentual unit.
As far as the mean normalised FO values are concerned, the relationship between AA, 
AB, BA and BB of the KJ NP type can be expressed by the inequalities: BA > AA > BB 
> AB in this chapter (refer to Table 9.6). Furthermore, it has also been observed that 
the BA and the AA sequences can be grouped together and the BB and the AB 
sequences can be grouped together, while they are apart from each other. Figure 9.12a 
represents these observations. In Figure 9.12a, although it is not statistically significant, 
the difference between BA and AA and that between BB and AB (black arrowed lines) 
are obviously due to the accentual effect associated with the first accentual unit, and the 
difference between BA and BB and that between AA and AB are due to the accentual 
effect of the second accentual unit (grey arrowed lines). As can be seen from the length 
of the lines, the effect of the second accentual unit (grey arrowed lines) is much greater 
than that of the first accentual unit (black arrowed lines) in Figure 9.12a.
In Figure 9.12b which is Hypothesis 1 (the second accentual unit is still more influential 
than the first accentual unit, yet the first accentual unit becomes involved to the extent 
that the accentual effect of the first accentual unit becomes significant), the differences 
between BA and A A and also between BB and AB (black arrowed lines) are caused by 
the accentual effect of the first accentual unit, and the differences between BA and BB 
and between AA and AB (grey arrowed lines) are caused by the accentual effect of the 
second accentual unit. Compared to Figure 9.12a, the accentual effect of the first 
accentual unit is greater in Figure 9.12b. However, the accentual effect of the second 
accentual unit is still greater than that of the first accentual unit.
BAf
AA1
BB
AB
BA a
AA
BB
AB
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In Figure 9.12c which is Hypothesis 2 (the accentual effect of the first accentual unit 
turns out to be more influential than the second accentual unit), the accentual effect 
associated with the first accentual unit (black arrowed lines) is greater than that 
associated with the second accentual unit (grey arrowed lines). This pattern is similar to 
that observed in SJ (cf. Pierrehumbert and Beckman, 1988; Kubozono, 1993).
These two hypotheses schematically illustrated in Figure 9.12b and Figure 9.12c are 
equally capable of producing the patterns given in Figure 9.11b and Figure 9.11c. 
However, even between the patterns given in Figure 9.1 lb (S) and Figure 9.1 lc (PossP), 
there must be a difference with respect to the power relationship between the first and 
the second accentual units.
Although I cannot be certain at this stage which hypothesis generally applies to KJ due 
to the lack of data, it appears to be more likely that the second accentual unit is more 
actively involved relative to the first accentual unit in KJ than in SJ even for the patterns 
given in Figure 9.1 lb and Figure 9.1 lc. In other words, the syntagmatic effect of the 
first accentual unit over the FO realisation of the second accentual unit is weaker in KJ 
compared to the syntagmatic effect of SJ. This assumption is based on the following 
facts:
1) KJ has a strong IAB effect, and it is the main factor which makes the second 
accentual unit influential;
2) the syntagmatic effect of the first accentual unit was significantly observed only 
in a few comparisons (refer to Chapter 8), which contrasts with SJ, in which the 
syntagmatic effect of the first accentual unit is far more frequently observed 
under the same kind of situation (e.g. Kubozono, 1993); and
3) although it is not acknowledged by Matsui and Kubozono (1997), only one 
utterance shows significant differences simultaneously at all comparing points in 
their study, which contrasts with Kubozono’s (1993) study on SJ in which the 
accentual effect is simultaneously observed at the different comparing points in 
many cases. This agrees with the result of Chapter 8 in which no target 
utterances show significant differences at the same time at all points of 
comparison.
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4) Although it is an informal comparison, the paradigmatic effect associated with 
the second accentual unit is stronger than the syntagmatic effect associated with 
the first accentual unit over the determination of the FO value at the V2 point in 
all the syntactic types used in Chapter 8 (refer to Table 9.1 and Figure 9.4). The 
result of this informal comparison conforms to the result of the well-controlled 
comparison using noun phrases.
It is obvious that the accentual effect of the first accentual unit and that of the second 
accentual unit are negatively correlated at V2: the greater the effect of the second 
accentual unit, the smaller that of the first accentual unit is, or vice versa. Therefore, it 
is rather natural to think that KJ having a strong IAB effect does not exhibit the 
significant syntagmatic effect associated with the first accentual unit as frequently as SJ.
Furthermore, apart from compounds and the combination of a word and a particle, it has 
been demonstrated in Chapter 8 that in KJ each word maintains its own accentual 
characteristics in even longer contexts without fusing into a larger accentual unit. That 
is, the accentual independence of each word is stronger in KJ than in SJ. If the 
accentual independence of each word is strong in KJ, it might be natural that each 
accentual unit tends to retain its independence without easily merging into an IP with 
another accentual unit. This may be a possible explanation for why the syntagmatic 
effect is weaker in KJ.
I have mentioned that the strong involvement of the second accentual unit in the 
detennination of the FO value at the V2 point in KJ is due to the strong IAB effect. One 
explanation for the strong IAB effect can be drawn from the accentual nature of KJ. 
Because of its accentual nature, KJ words are subject to having a sequence of L 
syllables (e.g. LLLLLHL) before an H syllable. That is, only one H syllable per 
accentual phrase is permitted in KJ. Therefore, although the contrast is phonologically 
located at the end of a word in terms of whether there is a pitch fall or not, the accentual 
contrast is more perceptually salient if a clear acoustic difference was made in the 
sequence in question, because the sequence accounts for the major portion of a word.
It also needs to be noted that although the power relatiorship between the first and the 
second accentual units at the valley point in question appears to be different between KJ 
and SJ (at least in the case of the NP type for sure), ve do not know the absolute
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magnitude of IAB and ACF effects in KJ and SJ in comparable conditions. This is 
because the above discussion is based on the relative strength between IAB and ACF 
within KJ or SJ. Therefore, the above point needs to be further investigated with 
appropriate data, and possibly by directly comparing the accentual effects of KJ and 
those of SJ.
I have demonstrated in Chapter 8 that KJ’s accentual contrast can be represented in a 
very similar manner to SJ’s accentual contrast in terms of surface intonational tones. 
Like SJ, the fundamental difference between Type A and Type B is that the former has 
a H*L tone and the latter does not, and the FO difference was accounted for by the fact 
that intonational phenomena observed in KJ (IAB, PAB, ACF and DNS) are triggered 
by the H*L tone. However, the possible difference that has been discussed in this 
chapter between KJ and SJ is a difference in the acoustic realisation level. That is, 
despite the fact that KJ and SJ can be treated very similarly at the phonological level, 
there appears to be a difference at the acoustic realisation level. If this is true, this is a 
good example showing that the linguistic feature shared by two languages or varieties at 
one level does not necessarily behave identically at another level.
Therefore, the accentual effects of KJ and SJ need to be compared in mutually 
comparable environments as a future task to investigate the nature of the realisation of 
the accentual effects in KJ and SJ (including similarities and differences between them). 
This is important because by doing so, it may be possible to identify more differences 
between KJ and SJ at the surface level, despite the fact that they can be treated fairly 
similarly at the phonological level.
9.5 SUMMARY: CHAPTER NINE
In this chapter, the power relationship between the first and the second accentual units 
over the FO realisation at the second valley point was investigated. The following 
points have been demonstrated and discussed.
• In the KJ NP, the main factor that detennines the FO realisation at the second valley 
point is the accentual type of the second accentual unit. That is, the syntagmatic 
effect associated with the first accentual unit is not significantly influential in 
determining the FO realisation at the valley point.
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Further relating to the syntagmatic effect, the point that it may be generally weaker 
in KJ than SJ has been discussed.
• A possible interaction between the IP phrasing and the syntactic types—whereby the 
KJ NP type constitutes two IPs whereas KJ S and PossP types are more likely to 
constitute one IP—was pointed out. In terms of the power relationship between the 
first and the second accentual units, it is identical to say that the power relationship 
is possibly determined by the syntactic type. However this point requires a future 
study with more complex data because the point that the NP type makes up two IPs 
is counter-intuitive in terms of internal cohesion.
The next chapter summarises the results of the thesis in the light of its main aims, and 
canvasses future tasks.
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CHAPTER TEN 
SUMMARY
10.1 INTRODUCTION
This chapter summarises the findings of this thesis by referring to its main aims, and 
also canvases future tasks.
At the beginning of this thesis, two main aims of this thesis were introduced as research 
questions. These were:
1. How do the contrastive accentual patterns observed in KJ differ from each other?
2. Is KJ different from SJ? If so, how?
These two research questions have been investigated by focussing on the following 
three aspects of KJ tonality:
1. How different syllable-rhyme structures affect the acoustic realisation of KJ’s 
contrastive two accentual types (a so-called microprosodic aspect);
2. How KJ’s accentual contrast itself is realised acoustically (a so-called 
macroprosodic aspect); and
3. How juxtaposed accentual units affect each other (a so-called post-lexical 
aspect).
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The first, microprosodic, aspect was investigated and discussed in Chapters 5 and 6. 
Chapters 5, 6, 7 and 8 are all relevant to the second, macroprosodic aspect. The third, 
postlexical, aspect was investigated in Chapters 8 and 9.
Below, in §10.2, the main findings relating to the first research question are summarised 
by referring to the three research aspects. In §10.3, the main findings relating to the 
second research question are summarised. Throughout this thesis, based on the data 
collected from four speakers, linguistic-acoustic-phonetic descriptions of KJ’s accentual 
contrast have been provided by means of normalisation. In Chapter 4, I also explained 
why normalisation is important for this thesis. In §10.4, arguments for the significance 
of these acoustic-phonetic descriptions using normalisation are rehearsed. The 
additional findings are summarised in §10.5. Some future tasks deriving from this 
thesis are outlined in §10.6.
10.2 FINDINGS RELATING TO THE FIRST RESEARCH QUESTION
(How do the contrastive accentual patterns observed in KJ differ from each other?)
In Chapter 2, I explained how different phonological frameworks treat KJ’s two 
contrastive accentual patterns (Type A and Type B). In traditional phonological 
frameworks, it is considered that the difference between Type A and Type B is whether 
there is a pitch fall or not. Although some similarities have been also observed in their 
behaviours, various differences regarding the acoustic-phonetic realisations of KJ’s 
accentual contrast have been demonstrated throughout this thesis. Important points are 
summarised in the following subsections with reference to the above three research 
aspects of KJ tonality.
10.2.1 HOW DO DIFFERENT SYLLABLE-RHYME STRUCTURES AFFECT 
THE ACOUSTIC REALISATION OF KJ’S CONTRASTIVE TWO 
ACCENTUAL TYPES?
As introduced in Chapter 5, a tone might have some allotonic realisations as a function 
of syllable structure, and different tones may be differently influenced by different 
syllable structures. In Chapters 5 and 6 was investigated how different syllable rhyme 
structures microprosodically influence the F0 realisations of Type A and Type B using 
monosyllabic and disyllabic words, respectively.
CHAPTER 10 329
For monosyllabic words (Chapter 5), it was shown that in both Type A and Type 
B, -VN rhymes (nasal coda type) are associated with significantly higher F0 values 
compared to -VV rhymes. In Type A, this obtains early in the rhyme; in Type B 
throughout almost all the rhyme. Figure 10.1 shows once again the effect of the nasal 
coda observed in Type A and Type B heavy monosyllabic words, and shows how the F0 
realisation of Type A and Type B is influenced by the rhyme types in the same manner 
for heavy monosyllabic words. The numerical basis of Figure 10.1 is given in 
Appendix Three. It was argued that the association of the -VN rhyme with higher F0 
values is intrinsic, and due to the articulatory gesture associated with the coda nasal.
. O Type A -VN 
• - •  Type A -VV 
A Type B -VN level 
•• ▲ TypeB-VV level
Figure 10.1: Mean normalised F0 contours of Type A -VN, Type A -VV, Type B -VN level and Type B 
-VV level, showing the intrinsic effect of the nasal coda. The arrows indicate the magnitude of the 
intrinsic effect.
In Chapter 6, the F0 contrast of Type A and Type B was further investigated by looking 
at the relationship between syllable rhyme types and F0 realisation using disyllabic 
words with -V.-V, -VV.-VV and -VN.-VN structures. Here, unlike in monosyllabic 
words, a difference between Type A and Type B was observed with respect to the 
relationship between syllable rhyme type and the F0 realisation. Conventionally 
representing Type A and Type B disyllabic words as HL and LH, respectively, it was 
shown how the /HL/ is realised as [ XHL] when a Type A disyllabic word consists of 
light syllables (-V.-V). This was claimed to be an anticipatory assimilation due to the 
shortness of light syllables. On the other hand, the /LH/ was shown to not be realised as 
[tLH] in the case of Type B -V.-V. It was pointed out that the above difference in 
assimilation between Type A and Type B appears to be a commonly observed linguistic
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phenomenon: lowering assimilation is more common than rising assimilation (Schuh, 
1978: 239).
As a reason for the lowering anticipatory assimilation in Type A [iHL], it was argued 
that despite its shortness, since the light rhyme type (-V.-V) is as equally required as the 
heavy rhyme types (-VV.-VV and -VN.-VN) to acoustically reach the tone target 
associated with the second rhyme, the F0 on the light rhyme not only needs to fall more 
sharply in the second rhyme but also needs to start lower in F0 in the first rhyme. This 
is shown again in Figure 10.2, which contains the mean normalised F0 curves of Type 
A disyllabic words having different rhyme structures.
o -v.-v
•  -VV.-VV 
A -VN.-VN
low start
sharp fall
100 150 200 250 300 350 400 450 500
Figure 10.2: Mean normalised F0 curves of Type A disyllabic words plotted against mean absolute 
duration (msec). Y-axis = log z-sore value. Figure 10.2 is a reproduction of Figure 6.5.
As can be seen in Figure 10.2, the light rhyme type (O) starts with lower normalised F0 
values in the first rhyme compared to the heavy rhyme types ( •  and A), and also the 
rate of the normalised F0 fall observed in the second rhyme is much greater in the light 
rhyme type than the heavy rhyme types.
Further for Type B disyllabic words, it was observed that the first rhyme of the heavy 
rhyme types (-VV.-VV and -VN.-VN) is associated with higher F0 values compared to 
the light rhyme type (-V.-V) early in its time course. This point is indicated by an arrow 
in Figure 10.3.
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o -v.-v 
•  -vv.-vv
A -VN.-VN
Figure 10.3: Mean normalised F0 as a function of equalised duration (%) for rhymes in Type B disyllabic 
words. X-axis = equalised duration and Y-axis = log z-score value. The arrow indicates the difference in 
normalised F0 between the heavy rhyme types and the light rhyme type at the early stage of their time 
course. Figure 10.3 is a reproduction of Figure 6.17.
In Figure 10.3, the light rhyme type (O) starts with lower F0 in the first rhyme 
compared to the heavy rhyme types ( •  and A).
Although, as summarised above, an anticipatory assimilation between the first and the 
second rhymes, such as [tLH], was not observed in Type B -V.-V, it was argued in 
Chapter 6 that the difference in normalised F0 observed in the early stage of the first 
rhyme between the light rhyme type (O) and the heavy rhyme types ( •  and A) is also 
due to the anticipatory assimilation of an initial boundary tone (i.e. FI%) to the target (L) 
associated with the first syllable (i.e. [IH%L]). That is, the actual F0 contour of the 
first syllable is based on the initial boundary tone and the L tone. It was argued that due 
to the shortness of the light rhyme type, the initial boundary tone (i.e. H%) is undershot 
by the light rhyme type (i.e. [iH%]). In other words, the initial boundary tone is 
anticipatorily assimilated to the following L tone.
As summarised above, lowering anticipatory assimilation caused by the shortness of a 
light rhyme was shown to be a common phenomenon in KJ.
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10.2.2 HOW IS KJ’S ACCENTUAL CONTRAST ITSELF REALISED 
ACOUSTICALLY?
In the first, microprosodic, research aspect, any differences between Type A and Type B 
were investigated by looking at how the F0 values of KJ’s accentual contrast are 
mapped onto different syllable rhyme structures. In the second, macroprosodic, 
research aspect, the F0 realisations of Type A and Type B were directly compared using 
acoustic-phonetic descriptions of Type A and Type B. This was done on words from 
one to many syllables, with monosyllables presented first, followed by disyllables, 
followed by words of three or more syllables. A large number of differences were 
identified and quantified between the F0 realisations of Type A and Type B. Firstly, the 
differences observed in heavy monosyllables are summarised.
Figure 10.4 shows the mean normalised F0 contours of all allotones observed in heavy 
monosyllabic words. The numerical basis of Figure 10.4 can be found in Appendix 
Three. As was shown, Type A ( •  and A) exhibits a falling F0 contour across the 
entire F0 range, while Type B (O, A and X)  exhibits a relatively static F0 realisation in 
the middle of the upper F0 range. A difference was identified between Type A and 
Type B heavy monosyllabic words not only in F0, but also in duration, the rhyme 
duration of Type A heavy monosyllabic words being significantly shorter than that of 
Type B heavy monosyllabic words. Although this durational difference appears to be a 
commonly observed phenomenon across languages—a rising or a level tone tends to 
have a longer duration than a falling tone—the possibility that the laryngeal tension 
accompanying Type A words might have affected their durations was pointed out.
One of the most striking differences demonstrated between Type A and Type B heavy 
monosyllabic words is that (apart from the difference caused by the different rhyme 
types), Type A heavy monosyllabic words exhibit only one main allotone with a 
uniform falling F0 contour, while Type B heavy monosyllabic words clearly exhibit two 
allotones (level F0 and rising F0).
Various pieces of evidence were adduced to analyse the allotones of Type B heavy 
monosyllabic words, and it was argued that they result from the vowel type of the 
rhyme constituents. These allotones and the environments in which they occur are 
summarised in Table 10.1.
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O Type B -VV level 
▲ Type B -VN level 
X Type B -VV rising 
A Type A -VN 
•  Type A -VV
Figure 10.4: Acoustic allotones in heavy monosyllabic words. Two allotones are shown for Type A 
heavy monosyllabic words: Type A -VV and -VN; three allotones are shown for Type B heavy 
monosyllabic words: Type B -VV rising; -VV level; and -VN level. X-axis = absolute duration (msec) 
and Y-axis = log z-score.
Table 10.1: Summary of the allotones appearing in Type B heavy monosyllabic words and the 
environments of their occurrences.
Environment (VX) Realisation
If X = III or I N I [Level]
else [Rising]
As summarised in Table 10.1, the level allotone occurs when the X segment of-VX is 
I II or I N I ,  otherwise the rising allotone occurs. The realisations of these allotones were 
explained by referring to a process of re-syllabification that is initiated by the vowel 
type.
Another difference between Type A and Type B in heavy monosyllabic words is that 
although the extrinsic level allotone of Type B and Type A are considered to share the 
same H pitch in the traditional sense—as can be conventionally presented as H vs. HL, 
it was observed that Type A heavy monosyllabic words ( •  and A of Figure 10.4) have 
significantly higher F0 values compared to the level allotone of Type B heavy 
monosyllabic words (A and O Figure 10.4) early in their time course.
In Chapter 5, it was pointed out that it is possible to phonologically account for the 
above phonetic difference ([FI] vs. [tHL]) on the basis of the concept of accent. The 
higher F0 realisation of Type A than Type B in heavy monosyllabic words is possibly
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due to an underlying effect associated with accent. Thus the F0 realisation of the /H/ of 
the /HL/ was boosted by Type A [+accent] in contrast to Type B [-accent].
In Chapter 7, on the other hand, I argued that in the AM theory, the above difference 
between Type A heavy monosyllabic words [tHL] and the extrinsic level allotone of 
Type B heavy monosyllabic words [H] can be accounted for without the phonological 
concept of accent. At the surface tonal level, the difference between Type A heavy 
monosyllabic words and the extrinsic level allotone of Type B heavy monosyllabic 
words is that the former is associated with a FI*L tone, while the latter with a H tone. 
The F0 realisation difference in question, then, can be phonetically explained by saying 
that the former is realised higher in F0 compared to the latter in order to enhance the 
perceptual significance of the falling contour.
Like monosyllabic words, it was shown for disyllabic words in Chapter 6 that Type A 
exhibits a falling F0 contour across the entire F0 range, while Type B exhibits a 
relatively static F0 realisation in the middle of the upper F0 range. This point can be 
seen in Figure 10.5.
•  Type A disyllables 
O Type B disyllables
.5.........
Figure 10.5: Linguistic-phonetic representations of Type A and Type B on disyllables plotted together as 
a function of mean absolute duration. X-axis = absolute duration (msec) and Y-axis = log z-score. Figure 
10.5 is a reproduction of Figure 6.22.
The direct comparisons between Type A and Type B polysyllabic words conducted in 
Chapter 7 revealed global F0 realisation differences between Type A and Type B. The 
main finding of Chapter 7 is that Type A is associated with higher F0 values compared
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to Type B throughout the pre-peak and peak syllables. To help the reader remember, 
Figure 10.6 demonstrates this point using the mean normalised F0 curves of Type A six 
syllable words and Type B five syllable words.
•  LLLLHL O LLLLH
Pjeak syllable (Type A)Pre-pieak syllables (Type A)
....................... *>.........................» » • • 3 .................................. •>...............................
Pre-peak syllables i(Type B) Pe4k syllable (Type B)
Figure 10.6: Mean normalised F0 curves of Type A six syllable words and Type B five syllable words, 
showing the realisation difference between the accentual types. X-axis is duration (msec) and Y-axis is 
log z-score value. Filled symbol is Type A and empty symbol is Type B. Figure 10.6 is a reproduction of 
Figure 7.14
As can be seen in Figure 10.6, Type A is realised higher in normalised F0 values than 
Type B, not only at the peak syllable but also at the pre-peak syllables. The terms 
‘Initial Accentual Boost’ (IAB) and ‘Peak Accentual Boost’ (PAB) were used to 
describe the higher F0 values associated with the pre-peak and the peak syllables of 
Type A words, respectively. As can also be seen in Figure 10.6, the magnitude of the 
difference in F0 resulting from the accentual contrast is very similar when it was 
compared between the peak syllable and the pre-peak syllables (based on the 
comparison at the mid point of each syllable).
In Chapter 8, were investigated the F0 realisation of KJ’s accentual contrast itself and 
the influence of KJ’s accentual contrast on the following accentual unit in utterances 
consisting of two accentual units. In Chapter 8, utterances accentually contrasting in the 
first unit (e.g. AA vs. BA and AB vs. BB) were statistically compared to see 1) if the 
paradigmatic difference (IAB and PAB) observed in the F0 realisation between isolated 
Type A and Type B words could still be observed in longer utterances; and 2) how the 
accentual type of the first accentual unit syntagmatically influences the F0 realisation of 
the second accentual unit (DNS).
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In Chapter 8, the paradigmatic effect (IAB and PAB) associated with KJ’s accentual 
contrast was statistically confirmed in longer utterances as well. However, unlike the 
PAB effect, it was demonstrated that the IAB effect is rather strong in KJ in long 
utterances.
A possible explanation for the strong IAB effect in KJ was discussed from a perceptual 
point of view. Longer KJ words have to have a sequence of L syllables (e.g. 
LLLLLHL) before an H syllable. That is, only one H syllable per accentual unit is 
permitted in KJ. Therefore, although there is a contrast at the end of a word in terms of 
whether there is a pitch fall or not, the accentual contrast is more perceptually salient if 
a clear acoustic difference is made in the sequence in question because the sequence 
accounts for the major portion of a word.
10.2.3 HOW DO JUXTAPOSED ACCENTUAL UNITES AFFECT EACH 
OTHER?
Regarding the third, postlexical, research aspect, the syntagmatic effect (i.e. DNS) of 
KJ’s accentual contrast was investigated in Chapters 8 and 9 using utterances consisting 
of two accentual units.
The results obtained from Chapter 8, as a whole, confirmed the syntagmatic effect (ACF 
and DNS) of the first accentual unit onto the F0 realisation of the second accentual unit 
in KJ. It was confirmed in Chapter 8 that the syntagmatic effect is triggered by Type A. 
That is, a higher rate of F0 drop can be observed after the peak syllable of Type A 
accentual unit than that of Type B accentual unit, and the F0 realisation of the second 
accentual unit is more suppressed when preceded by Type A accentual unit than when 
preceded by Type B accentual unit. Figure 10.7 schematically illustrates the 
syntagmatic effect of Type A onto the following accentual unit, as well as its 
paradigmatic contrast with Type B. As shown in Figure 10.7, KJ’s Type A triggers not 
only IAB and PAB paradigmatically but also ACF and DNS syntagmatically.
However, the results of Chapter 8 also indicated that although DNS exists in KJ, its 
occurrence is not straightforward. In Chapter 9, it was argued that whether DNS occurs 
or not is basically determined by the power relationship between the first and the second
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accentual units! If the syntagmatic effect associated with the first accentual unit 
substantially overpowers the independence of the second accentual unit, DNS is 
observed in the second accentual unit. On the other hand, if the power relationship is 
reversed, DNS is not observed in the second accentual unit because the second 
accentual unit is realised on the basis of its own accentual type without being influenced 
by the first accentual unit.
PAB
Figure 10.7: Default paradigmatic and syntagmatic effects of Type A. Type A + Type B = black line; 
Type B + Type B = grey line.
In order to find out the power relationship between the first and the second accentual 
units, a further experiment was described in Chapter 9 using noun phrases consisting of 
an adjective and a noun. The results showed that the accentual type of the second 
accentual unit is more influential than that of the first accentual unit in determining the 
F0 values at the valley point between two peaks. In other words, the syntagmatic effect 
of the first accentual unit is very weak in KJ noun phrases. It was pointed out that at 
first sight this result appears to contradict the result of Chapter 8 where the effect of 
DNS was confirmed as a whole. However, the results of Chapters 8 and 9 are consistent 
in the sense that DNS was not observed in noun phrases. Based on this, the possibility 
was discussed that syntactic type may influence the power relationship between the first 
accentual unit and the second accentual unit.
In Chapter 9, I also attempted to express the power relationship between the first and 
the second accentual units by means of the phrasing of intonational phrases (IP). If two 
accentual units constitute one intonational phrase (IP) together, the syntagmatic effect 
of the first accentual unit onto the second accentual unit is observable, whereas if two 
accentual units make up two independent IPs, the syntagmatic effect of the first
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accentual unit onto the second accentual unit is blocked due to the IP boundary, 
resulting in the reset of the pitch range in the second accentual unit. I analysed KJ noun 
phrases in the light of IP phrasing in Chapter 9, saying that each of the accentual units 
constitutes an IP in KJ NP, and that the syntagmatic effect of the first accentual unit is 
blocked due to the IP boundary existing between the first and the second accentual units. 
As a result of this, DNS is not observed in KJ NP. I mentioned in Chapters 8 and 9 that 
syntactic type may influence the power relationship between the first accentual unit and 
the second accentual unit. From the view point of IP phrasing, it is identical to say that 
syntactic type may influence the determination of IP phrasing.
Further relating to the power relationship between the first and the second accentual 
units, the possibility was also discussed that the weakness of the syntagmatic effect is a 
more general phenomenon in KJ, and that it is possibly associated with the fact that KJ 
has a strong IAB effect. That is, the independence of each AP is rather strong in KJ 
without merging into one IP with another AP. It has been demonstrated in Chapter 8 
that each word maintains its own accentual characteristics in even longer context 
without fusing into a larger accentual unit in KJ. That is, the accentual independence of 
each word is stronger in KJ than in SJ. If the accentual independence of each word is 
strong in KJ, I argued that it would be natural that the independence of each AP in terms 
of IP phrasing is also strong in KJ.
10.3 FINDINGS RELATING TO THE SECOND RESEARCH QUESTION
(Is KJ different from SJ? If so, how?)
The second aim of this thesis was to uncover and describe any differences between KJ 
and SJ. It was found that on one hand, KJ and SJ share very similar characteristics. On 
the other hand, some differences between KJ and SJ have been demonstrated and 
discussed in the acoustic realisation level. Although the second research aim was to 
identify any differences between KJ and SJ, it is useful to summarise the similarities 
between KJ and SJ before summarising the differences between them.
Although, as was made clear in Chapter 2, there are some fundamental phonological 
differences between KJ and SJ, it was demonstrated in Chapter 7 that the accentual 
contrast of KJ can be represented at the surface tonal level in a similar manner to that of
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SJ, within AM theory. The accentual contrast of KJ is treated in AM theory similarly to 
that of SJ because of the following similarity between KJ and SJ:
• Both KJ Type A and SJ accented words trigger FO boost (IAB and PAB) and F0 
suppression (ACF and DNS), compared to KJ Type B and SJ unaccented words.
The surface tonal representations of a Type A and a Type B four syllable KJ word are 
given as examples in 10.1) to show this similarity between KJ and SJ. As can be seen 
in 10.1), like the case of SJ accented and unaccented words, the main difference 
between KJ Type A and Type B is that the former carries an H*L tone and the latter 
does not. Like SJ, the above accentual effects (IAB, PAB, ACF and DNS) can be 
considered to result from the H*L tone that Type A carries.
Although I have used the same tone (H*L) as SJ to account for the paradigmatic and the 
syntagmatic effects of KJ, 1 pointed out in Chapter 9 that this does not necessarily mean 
that the same linguistic property (i.e. H*L) which can be identified in two different 
languages or two varieties at one level (e.g. phonological level) would behave 
identically at another level (e.g. phonetic level). In other words, it does not necessarily 
mean that the magnitude of the accentual effect triggered by the H*L tone is identical 
between KJ and SJ.
10.1) Type A TypeB
H% L H*L L% H% L H L%
In fact, several differences at the FO realisation level have been observed between KJ 
and SJ throughout this thesis. In SJ, for example, a strong syntagmatic effect can be 
observed. Flowever, it has been demonstrated in Chapters 8 and 9 that the syntagmatic 
effect is very weak, at least in KJ noun phrases. Furthermore, I argued in Chapter 9 that 
there is also the possibility that a weak syntagmatic effect of the first accentual unit 
could be a general phenomenon in KJ. Although the weakness of the syntagmatic effect 
can be also explained in terms of intonational phrase (IP) boundaries, it was further
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argued that the weak syntagmatic effect is due to the strong I AB effect of KJ. It was 
demonstrated that the IAB effect is significantly stronger in KJ compared to the other 
accentual effects. In utterances consisting of two accentual units, the syntagmatic effect 
arising from the first accentual unit and the paradigmatic effect arising from the second 
accentual unit were shown to be negatively correlated. I argued, thus, that it is natural 
that the syntagmatic effect is rather weak in KJ in which the IAB effect is rather strong. 
The strong IAB effect is another difference at the realisation level between KJ and SJ, 
where the IAB is the weakest compared to the other effects.
In Chapter 7, the value of the onset boundary tone was extensively discussed. Mainly 
judging from the onset F0 value of Type B words, it was argued that it would be more 
appropriate to posit an H% rather than an L% tone as the onset boundary tone in KJ 
isolated words. In SJ, a L% boundary tone (wL% or L%) is used in the same situation. 
This is another difference between KJ and SJ.
As summarised in §10.2 .2, two allotones were identified in KJ Type B heavy 
monosyllabic -VV words, and it was argued in Chapter 5 that these allotones are 
realised as a function of the vowel type of the rhyme constituents. If the V2 of a V1V2 
sequence = [i], the V1V2 sequence was shown to take a level allotone, while if the V2 of 
a V1V2 sequence ^  [i], the V1V2 sequence takes a rising allotone. Type B -VN type 
conforms to the case where the V2 of a ViV2 = [i] in terms of allotonic selection. In SJ, 
V1V2 and VN also have allotonic realisations (rising or level) when they appear initial 
position of an unaccented word. However, as explained in Chapter 5, in the above 
situation, the conditions that determine the allotonic realisations in SJ are different from 
KJ. Unlike KJ, in SJ, if V1 ^ V2, the ViV2 sequence has a rising pitch, while if V] = V2, 
or if the syllable is a VN, the syllable may have a level or a rising pitch mainly 
depending on the style of a speech.
A final difference between KJ and SJ was identified in accentual phrasing. As 
demonstrated in Chapter 8, the basic post-lexical unit of accentuation is smaller in KJ 
than the one defined for SJ. Apart from compound formation and the combination of a 
noun and a particle, each word maintains its distinctive pitch pattern even in a larger 
context in KJ, without merging into a larger accentual phrase. As mentioned in Chapter 
8, in this sense KJ is more similar to Osaka Japanese than SJ.
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10.4 IMPORTANCE AND SIGNIFICANCE OF NORMALISATION AND 
ACOUSTIC-PHONETIC DESCRIPTIONS
It was not explicitly stated at the outset that the acoustic-phonetic description of KJ’s 
accentual contrast was a research aim of this thesis in itself, because an accurate 
phonetic description was a procedure (albeit an inevitable one) for pursuing the main 
research aims of this thesis. However, as mentioned in Chapter 1, the acoustic-phonetic 
description obtained and used in this thesis is worth commenting on, because first of all 
it was not known before how KJ's accentual contrast was acoustically realised. It was 
known from auditory descriptions that for example, Type A has a falling pitch in heavy 
monosyllabic words. However, we did not know how the falling pitch was manifested 
in its actual acoustic realisation level: was it a straight falling; a falling with a ‘shoulder’ 
portion at the beginning; a ‘dipping’-like falling, or something else? For example, the 
realisation of a falling tone which is phonologically represented as HL can be different 
depending on a language or a variation within a language (Toda, 1989; Rose, 1993; Zhu, 
1994; 1999). Therefore, the acoustic-phonetic description presented in this thesis is 
important in the sense that it has described and quantified the acoustic-phonetic 
realisation of KJ’s accentual contrast.
In Chapters 1 and 4, I explained that it is necessary to use more than one speaker in 
linguistic-acoustic-phonetic descriptions of this kind. As the tool for accurately 
describing the acoustic-phonetic realisation of KJ’s accentual contrast, a log z-score 
normalisation procedure and intrinsic F0 normalisation parameters were used. It was 
explained that one of the main aims of normalisation is to maximally reduce the 
non-linguistic between-speaker differences in order to specify the acoustic property of a 
linguistic feature (Rose, 1987: 343; 1991: 23). As explained in Chapter 4, this is not 
possible without normalisation because analysing the data on the basis of the raw values 
collected from multiple informants obscures what actually the data reveals. For 
example, it might not be possible to spot the acoustic correlate of a linguistic feature 
because it would be swamped by the non-linguistic, anatomical differences in raw 
values. The acoustic property (specified by means of normalisation) can then be used as 
a linguistic-phonetic representation of the linguistic feature. For example, Figure 10.8 
is a linguistic-phonetic-acoustic representation of Type A on heavy monosyllables 
obtained by normalising mean values of four speakers’ raw utterances. It shows 
linguistic content—what is common to Kagoshima Japanese—rather than individual 
content—what is a property of the speakers.
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Without specifying the acoustic property of a linguistic feature (i.e. Type A) by means 
of normalisation, the acoustic feature cannot be accurately compared with that of 
another linguistic feature (i.e. Type B) in the same language or variety.
-2.5-.-.
Figure 10.8: A linguistic-phonetic-acoustic representation of Type A on heavy monosyllables. X-axis = 
equalised duration (%) and Y-axis = log z-score value. Figure 10.8 is a reproduction of Figure 5.8.
Throughout this thesis, the F0 realisations of Type A and Type B have been 
acoustically-phonetically described using log z-score normalisation procedure and 
intrinsic F0 parameters. Therefore, all of these can be used as linguistic-phonetic 
representations of KJ’s accentual contrast. That is, as mentioned in Chapters 1 and 4, 
the acoustic properties of KJ’s accentual contrast can be accurately compared with each 
other on the basis of these linguistic-phonetic representations, but they can be also used 
to compare with the corresponding linguistic-phonetic representations of other 
languages or varieties (Ladefoged, 1965; 1967). Without acoustic-phonetic descriptions, 
again, this kind of cross-language or cross-variety comparison is not possible. .
I mentioned in Chapter 1 that there is much work on the prosody of pitch-accent of SJ 
and some acoustic-phonetic studies on varieties of Japanese. However, when it comes 
to the quantitative acoustic-phonetic descriptive studies on any variations of Japanese, 
unfortunately the research is very limited. Although there are some acoustic-phonetic 
descriptions of some tone languages using multiple numbers of speakers and an 
appropriate normalisation technique (Earle, 1975 for Vietnamese; Rose, 1981 for 
Shanghai and Zhenhai; 2000 for Cantonese; Zhu, 1994 for Shanghai), to my knowledge
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this thesis is the first acoustic study on Japanese having the acoustics of multiple 
numbers of speakers quantified using normalisation.
10.5 ADDITIONAL FINDINGS
There are some additional findings that were not directly related to the main research
aims. These were:
• Log z-score normalisation using intrinsic F0 parameters performed very well in order 
to factor out between-speaker variation. This can be seen from the fact that the sd 
values were fairly small throughout all experiments. This also showed that speakers 
were doing the same thing to produce their accentual contrasts.
• A possible interaction between accentual effects and syntactic types was uncovered. 
For example, a sequence of an adjective and a noun (noun phrase) behaves 
differently from that of a noun, a particle and a verb (sentence), even if they consist 
of two accentual units. A possibility that syntactic type influences the power 
relationship between the first and the second accentual unit or in other words, the IP 
phrasing of two accentual units was discussed in Chapters 8 and 9. Although this 
point needs to be investigated further, it implies that it is not appropriate to compare 
two utterances having different syntactic types.
10.6 FUTURE TASKS, UNRESOLVED QUESTIONS
The following are future tasks deriving from the findings of this thesis.
• In Chapter 5, I demonstrated that KJ’s oral heavy monosyllables (-VV) may be 
phonologically realised as a diphthong/long vowel or a sequence of two vowels 
depending on the vocalic constituent of the oral heavy rhyme. Although Some 
Japanese linguists regard some VV sequences in SJ as being diphthongs (Hattori, 
1951b: Sato, 1989) mainly from a phonological point of view, various acoustic data 
that demonstrate clear acoustic-phonetic differences between English diphthongs 
and Japanese counterparts have been presented for SJ (Hirasaka and Kamata, 1981; 
Roberge and Inoue, 1988; Tsukada, 2000). Thus, it is clear that English diphthongs
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areacoustically-phonetically different from their putative SJ counterparts. However, 
it is not certain at this stage if the above diphthong observed in KJ is 
acoustically-phonetically a diphthong like English diphthongs. This point needs to 
be investigated.
• Further relating to the above point, I argued in Chapter 5 that it depends on whether 
the V2 of a V1V2 sequence ends with [i] or not to determine whether a VV sequence 
takes a level or rising allotone. An obvious task regarding this allotonic selection is 
to answer the question ‘why do -VV rhymes ending with [i] behave differently from 
rhymes not ending with [i] and -VN rhyme?’
• In Chapters 5 and 6, only limited types of syllable structures were used to 
investigate the influence of different syllable-rhyme structures onto the F0 
realisation of KJ’s accentual contrast. However, it is necessary to look at other 
syllable structures of KJ (i.e. CVC, CVVC, CVVN, etc) than the ones used for this 
thesis to obtain a wider picture regarding the relationship between the F0 realisation 
of KJ’s accentual contrast and different syllable structures.
• It was argued in Chapters 8 and 9 that the syntagmatic effect associated with the 
First accentual unit can be generally weaker than the paradigmatic effect associated 
with the second accentual unit when the power relationship between these effects is 
examined using utterances consisting of two accentual units. Yet I was only able to 
demonstrate this for noun phrases due to the lack of appropriate data. It is of 
interest to see if the weak syntagmatic influence on the second accentual unit is 
truly a more general phenomenon in KJ. Relating to this point, it has been 
demonstrated that, unlike SJ the IAB effect is stronger than the other accentual 
effects (PAB, ACF and DNS). However, it does not necessary mean that the actual 
magnitude of the IAB effect is greater in KJ than in SJ because KJ and SJ were 
compared indirectly. Therefore, it is necessary to compare KJ and SJ in a direct 
manner so that the actual difference between KJ and SJ can be quantified. By doing 
so, it might be possible to find more differences between KJ and SJ at the acoustic 
realisation level.
• As can be seen in the intonational representation of SJ within the AM theory (refer 
to Figure 2.8), utterances are hierarchically structured based on some large prosodic
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units, such as accentual phrases (Hattori, 1960; Kawakami, 1972; Pierrehumbert 
and Beckman 1988). Although I demonstrated that the basic post-lexical unit of 
accentuation (accentual phrase) is smaller in KJ than the one proposed for SJ, and 
that the AP tends to be independent, I was not able to mention more detailed aspects 
of KJ prosodic phrasing due to lack of data. Therefore, it is necessary as a next step 
to investigate the intonational structure of KJ. It is necessary also because there 
might be some differences between KJ and SJ in their intonational structures as well.
• It has been reported that the F0 realisation (as well as other acoustic aspects) of an 
utterance is influenced by various factors, such as syntactic structures (Kori, 1989; 
Kubozono, 1989b; Selkirk and Tateishi, 1991; Venditti; 1994), pragmatic 
information (Kori, 1989; Maekawa, 1997b), paralinguistic information (Maekawa, 
1998b) and so on. It is important to understand how these factors are intonationally 
incorporated in KJ, and this is also a topic for future investigation.
• I mentioned in Chapter 1 that the accentual patterns of many Japanese dialects have 
been auditorily described and phonologically analysed by various scholars, yet no 
acoustic-phonetic descriptive studies based on a larger number of speakers and a 
normalisation procedure have been carried out on any regional variations of 
Japanese. Therefore, we do not know, for example, how the falling pitch—which is 
phonologically represented as HL—is realised acoustically and thus whether the 
falling pitch observed in various dialects is acoustically realised in the same manner 
across the dialects. The procedure that was employed in this thesis to derive 
linguistic-phonetic representations can be applied to other Japanese dialects to 
describe the acoustic-phonetic realisation of the accentuation. This will enable us to 
conduct acoustic-phonetic comparisons across Japanese dialects. The descriptive 
data presented in this thesis for KJ can be used for this purpose as well.
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APPENDIX ONE
Appendix one contains five datasets.
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Appendix 1.5 (Continued): Dataset 5.
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APPENDIX TWO
Appendix two contains four corpora compiled from the datasets given in Appendix one.
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APPENDIX THREE
Appendix three contains the numerical information of the figures appearing in the 
chapters, and also those figures and tables that are mentioned but not presented in the 
chapters.
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Appendix 3.1: The numerical information of Figure 4.1.
First Syllable______________ ________________ Second Syllable
CVN.CVN
D 0 45.8 91.6 137.4 183.2 229.0 299.0 319.2 339.4 359.6 379.8 400.0
TYM 112.3 119.8 121.2 122.5 119.8 108.8 94.4 86.8 82.8 80.6 77.6 76.0
D 0 41.8 83.6 125.4 167.2 209.0 271.0 302.6 334.2 365.8 397.4 429.0
YNM 112.2 110.2 110.1 110.5 109.7 100.7 99.9 92.9 88.9 85.4 82.7 80.8
D 0 46.6 93.2 139.8 186.4 233.0 321.0 351.6 382.2 412.8 443.4 474.0
TTF 225.8 239.7 242.5 237.9 230.5 207.2 159.4 149.3 141.0 132.9 125.6 119.3
D 0 47.8 95.6 143.4 191.2 239.0 328.0 366.8 405.6 444.4 483.2 522.0
NKF 189.7 190.8 189.0 186.6 182.5 168.8 149.8 142.0 136.3 133.1 127.1 118.9
Appendix 3.2: The numerical information of Figure 4.2.
First Syllable Second Syllable
CVN.CVN
D 160.0 165.1 165.7 164.4 160.6 146.4 125.9 117.8 112.3 108.0 103.2 98.7
Mean 0 46.0 91.0 136.0 182.0 228.0 305.0 335.0 365.0 396.0 426.0 456.0
Appendix 3.3: The numerical information of Figure 4.3.
First Syllable_____________ ______  Second Syllable
CVN.CVN
D 0 20% 40% 60% 80% 100% 0% 20% 40% 60% 80% 100%
TYM 0.63 1.09 1.18 1.26 1.10 0.39 -0.63 -1.22 -1.57 -1.77 -2.04 -2.20
YNM 1.50 1.29 1.28 1.32 1.24 0.22 0.14 -0.70 -1.22 -1.69 -2.07 -2.34
TTF 1.02 1.32 1.38 1.28 1.12 0.58 -0.69 -1.01 -1.29 -1.59 -1.86 -2.12
NKF 1.22 1.28 1.20 1.10 0.92 0.28 -0.62 -1.09 -1.42 -1.61 -1.98 -2.53
Appendix 3.4: The numerical information of Figure 4.4.
__________ First Syllable__________________ Second Syllable
CVN.CVN
D 0 45.5 91.0 136.5 182.0 227.5 304.8 335.0 365.4 395.6 426.0 456.2
Mean 1.09 1.24 1.26 1.24 1.10 0.37 -0.46 -1.01 -1.38 -1.67 -1.99 -2.30
sd 0.51 0.36 .033 0.32 .033 0.50 0.53 0.39 0.36 0.36 0.34 0.41
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Appendix 3.5: The numerical information of Figure 5.5 (TYM).
T Y M _____ ___________ Fundamental Frequency___________________ _______ D
0% 10% 20% 30% 40% 50% 60% 70% 80% 90% 100%
-VV
boo 103.2 112.8 116.2 120.8 120.6 116.8 111.4 100.0 90.6 83.2 78.2 212
sd 5.2 7.8 7.0 7.3 7.2 5.2 4.3 3.9 3.5 4.4 2.9 29
ei 102.4 110.4 113.4 116.6 118.4 117.8 113.0 107.0 100.0 91.0 78.8 168
sd 6.9 4.8 6.2 5.9 6.1 5.4 6.2 8.4 8.1 4.5 5.8 7
goi 100.2 107.0 110.4 115.4 117.4 117.2 114.6 108.4 101.8 90.8 81.6 174
sd 4.1 7.1 8.1 8.3 8.6 7.5 6.4 6.4 7.0 5.9 10.0 13
ou 106.6 113.0 118.6 120.4 121.0 120.4 118.8 114.0 102.8 90.6 78.4 202
sd 3.8 3.7 3.6 1.9 2.4 4.3 5.1 7.4 7.7 5.7 2.6 18
suu 124.8 128.0 128.2 125.2 123.8 120.6 113.8 104.6 95.2 87.8 78.0 169
sd 4.0 1.4 1.6 2.7 4.1 2.3 2.8 5.1 4.7 3.6 5.8 11
ue 106.6 112.8 116.6 120.2 123.6 125.0 122.4 115.6 102.6 90.0 80.4 184
sd 4.0 3.6 5.8 4.1 3.8 4.3 5.9 7.6 8.1 5.3 6.9 9
uo 105.6 113.2 115.6 120.4 122.2 121.6 120.2 110.4 98.0 88.8 80.8 198
sd 4.4 7.0 6.4 6.2 4.7 7.3 8.2 8.6 11.5 8.9 7.2 24
-VN
gin 111.0 121.2 127.4 133.8 134.4 132.0 126.2 116.8 104.0 93.2 80.4 175
sd 7.8 7.3 6.3 3.4 2.8 5.5 5.3 7.2 11.2 11.4 7.9 21
kan 123.0 125.4 126.0 124.8 122.6 118.4 112.2 106.4 95.6 86.6 75.0 140
sd 6.5 4.4 6.4 6.7 6.9 7.8 6.8 6.2 3.8 2.9 3.7 22
kin 122.2 124.4 122.8 119.4 114.6 110.4 103.4 98.2 92.4 86.0 78.4 143
sd 2.6 3.3 4.0 5.1 5.9 8.9 9.1 11.1 10.7 9.5 8.8 17
san 120.0 122.4 125.4 125.4 124.0 119.6 114.2 107.4 99.0 88.4 81.2 147
sd 5.3 4.4 4.7 3.8 3.2 3.5 4.1 4.9 6.3 7.8 5.6 22
yon 109.2 111.8 115.2 116.8 116.6 114.4 111.8 108.2 99.6 88.6 80.0 166
sd 6.1 6.5 7.0 7.3 6.9 6.1 4.8 3.5 4.3 9.9 11.1 33
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Appendix 3.5 (Continued): The numerical information of Figure 5.5 (YNM).
Y N M _____________________________Fundamental Frequency____________________________ D
0% 10% 20% 30% 40% 50% 60% 70% 80% 90% 100%
-VV
boo 108.6 107.0 107.2 104.8 102.6 100.0 96.0 92.6 88.0 82.2 78.6 238
sd 6.0 5.8 5.6 5.6 4.6 4.1 3.5 3.8 2.2 4.2 2.3 18
ei 113.8 111.4 111.2 107.6 106.6 103.4 99.4 96.6 91.8 87.6 82.8 194
sd 3.3 4.2 5.1 5.4 5.1 4.0 3.6 4.8 4.1 3.0 3.0 35
goi 106.6 105.2 105 104.6 103.2 99.0 95.6 91.0 86.2 82.6 78.0 200
sd 5.5 4.8 5.1 5.5 5.4 4.4 2.9 1.7 3.0 2.9 2.0 16
ou 103.6 108.6 111.0 111.4 109.4 105.8 101.8 97.8 90.0 83.8 82.6 263
sd 5.1 3.8 5.1 3.6 3.7 3.3 3.1 3.7 5.7 4.6 2.7 19
suu 120.2 117.2 113 108.6 104.0 100.0 95.4 92.2 87.0 83.0 80.8 223
sd 6.3 5.1 6.5 4.7 5.3 5.2 5.4 6.8 5.2 4.3 4.3 29
ue 113.6 113.8 114.4 114.8 110.6 107.2 102.2 98.0 92.2 87.0 80.2 201
sd 4.2 2.8 3.0 2.3 3.0 4.1 3.6 5.6 3.4 4.0 6.3 16
uo 111.8 110.4 109.4 109.2 107.4 104.4 100.4 95.6 90.8 86.2 80.0 225
sd 11.0 7.2 5.6 4.2 2.9 2.1 2.3 0.9 2.7 2.6 6.3 20
-VN
gin 106.8 109.6 109.2 108.0 105.0 101.4 97.8 95.8 91.2 87.6 84.4 218
sd 4.4 5.1 3.8 3.0 2.5 1.3 1.5 1.3 2.2 3.3 3.0 20
kan 113.2 112.0 109.4 104.2 101.6 98.2 94.4 91.2 89.0 83.2 81.2 180
sd 4.1 2.9 3.6 2.9 3.2 3.3 3.0 3.8 2.9 2.3 2.6 12
kin 124.0 120.2 115.4 111.6 106.2 100.6 95.4 93.0 86.2 80.8 80.0 172
sd 4.4 6.3 5.6 4.3 2.7 2.1 4.0 3.2 2.2 1.9 0.7 12
san 112.6 110.4 107.6 104.8 101.8 99.8 97.2 93.4 89.6 85.4 82.8 219
sd 6.2 6.0 4.8 4.8 3.7 3.1 3.6 2.7 4.0 3.6 3.4 41
yon 112.4 107.0 105.4 102.4 100.6 98.6 96.8 93.0 89.2 83.2 80.8 199
sd 1.1 1.2 2.4 1.7 2.1 2.3 3.7 2.1 3.5 4.4 2.2 6
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Appendix 3.5 (Continued): The numerical information of Figure 5.5 (TTF).
T T F _____________ _______________Fundamental Frequency___________________________D
0% 10% 20% 30% 40% 50% 60% 70% 80% 90% 100%
-VV
boo 196.8 201.6 204.0 200.8 195.0 187.0 175.8 159.8 150.0 149.0 156.6 211
sd 9.1 10.0 11.0 9.6 9.6 8.2 7.2 7.2 9.4 10.1 3.6 15
ei 194.2 200.0 202.6 205.0 204.4 201.0 194.8 181.4 166.8 146.6 134.2 179
sd 8.8 6.3 8.6 9.9 9.9 9.0 8.9 8.7 10.0 7.9 1.8 7
goi 198.2 206.2 207.0 203.2 201.8 197.0 188.8 176.8 158.2 143.6 134.8 181
sd 11.2 8.0 6.6 7.8 6.9 6.2 10.9 9.6 9.4 6.7 2.5 10
ou 205.6 208.6 210.8 209.8 205.8 201.2 192.0 176.2 154.8 142.0 138.4 188
sd 6.1 6.5 7.3 9.2 10.0 10.4 9.2 12.0 15.3 10.2 6.4 14
suu 234.0 233.2 231.6 223.4 214.8 202.8 190.8 173.0 157.4 136.4 119.2 193
sd 4.8 3.6 7.3 4.4 8.0 8.5 11.4 17.1 18.7 8.8 8.2 10
ue 217.0 218.4 220.0 218.0 213.2 206.8 193.8 173.2 154.4 134.6 114.6 200
sd 5.7 9.2 10.9 12.9 10.3 12.6 13.9 14.2 11.2 7.7 10.6 24
uo 203.6 206.0 205.0 202.8 199.4 191.6 177.0 162.6 148.2 132.2 118.0 204
sd 8.0 8.5 10.0 8.4 7.6 6.7 4.6 3.5 6.2 5.9 13.4 25
-VN
gin 216.2 229.8 231.8 233.0 227.2 220.0 208.8 191.6 165.8 142.0 124.0 203
sd 4.0 9.0 7.3 12.9 13.3 13.5 12.2 13.0 11.2 6.8 8.8 10
kan 202.6 205.2 204.8 201.4 195.8 190.8 180.0 166.6 148.2 129.4 120.4 179
sd 6.5 2.2 2.2 1.7 4.3 5.7 11.2 14.2 11.7 8.6 4.6 11
kin 232.4 233.2 228.2 221.2 213.6 202.4 188.6 171.0 155.2 134.4 124.6 189
sd 17.4 17.0 18.0 15.4 19.3 13.9 15.0 19.9 17.6 8.7 7.3 25
san 238.4 232.2 223.0 219.8 214.8 204.8 193.2 174.2 154.6 135.2 121.4 200
sd 10.8 14.2 9.7 6.8 5.4 12.8 13.8 11.6 8.5 10.9 8.7 23
yon 196.4 204.2 206.6 205.8 200.4 193.2 185.8 167.2 145.0 129.4 121.4 207
sd 8.0 7.2 6.7 7.4 6.0 4.3 6.5 5.8 6.2 5.4 4.4 18
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Appendix 3.5 (Continued): The numerical information of Figure 5.5 (NKF).
N K F ____________________________ Fundamental Frequency____________________________  D
0% 10% 20% 30% 40% 50% 60% 70% 80% 90% 100%
-VV
boo 187.8 186.2 186.2 184.2 181.6 174.6 168.6 160.8 149.2 132.6 118.8 199
sd 6.2 10.1 12.3 11.9 10.7 7.8 4.5 4.6 8.8 15.1 17.5 14
ei 180.4 180.6 180.8 180.4 177.8 172.8 167.4 158.8 146.0 132.0 112.2 188
sd 17.0 7.3 6.8 6.3 4.9 5.8 4.7 4.0 5.4 5.2 12.9 17
goi 190.6 191.0 192.6 191.2 187.6 184.8 173.8 160.8 140.6 127.8 113.0 188
sd 13.1 14.2 14.2 12.7 9.6 8.5 6.5 4.6 3.8 5.7 10.7 12
ou 177.8 182.0 184.0 183.0 181.6 178.8 170.2 163.6 151.4 135.8 121.8 194
sd 9.1 7.4 4.9 4.1 5.1 4.4 5.0 7.3 4.3 6.7 10.0 20
suu 199.4 191.6 189.6 184.6 175.2 167.2 158.6 150.8 140.6 131.0 122.8 169
sd 7.3 7.8 10.0 9.8 7.9 5.3 5.3 4.3 6.7 6.1 6.4 20
ue 169.0 187.2 187.4 185.2 182.2 178.6 173.6 163.6 153.4 133.4 119.2 181
sd 18.9 4.9 4.9 4.4 4.4 4.8 3.7 5.7 8.4 7.2 13.8 7
uo 175.8 178.2 178.2 178.2 175.8 173.2 170.0 162.6 143.4 126.2 111.6 179
sd 15.6 7.2 9.3 7.8 8.2 7.8 7.9 8.3 9.4 13.9 18.6 18
-VN
gin 173.2 187.8 191.8 183.6 174.8 171.8 168.0 156.6 147.0 135.4 125.8 229
sd 12.3 12.0 11.6 8.6 6.1 6.0 6.3 7.8 10.3 11.9 14.8 26
kan 198.2 189.8 185.4 181.2 178.0 171.0 164.0 155.6 142.2 128.6 117.4 193
sd 7.9 5.5 3.9 3.3 3.9 3.5 7.0 9.1 5.9 7.2 12.4 11
kin 203.8 204.4 204.2 199.2 190.4 182.0 175.6 164.4 151.4 139.6 132.0 202
sd 12.3 10.2 7.9 4.4 5.9 6.3 8.8 6.3 9.2 15.1 15.0 21
san 201.0 189.8 184.8 181.8 178.4 173.4 166.8 156.2 146.6 138.6 136.6 213
sd 9.3 11.3 11.3 8.4 7.9 9.7 10.5 7.0 5.8 2.6 4.9 14
yon 192.4 198.8 200.2 193.8 188.8 182.0 173.0 159.6 142.4 126.4 114.2 217
sd 12.3 9.1 9.7 11.7 10.4 12.9 6.3 5.1 3.1 1.7 6.3 9
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Appendix 3.6: The numerical information of Figure 5.6 and Figure 5.7.
Fundamental Frequency
0% 10% 20% 30% 40% 50% 60% 70% 80% 90% 100%
-V V
TYM 0.27 0.72 0.92 1.10 1.17 1.11 0.88 0.38 -0.32 -1.07 -1.88
D 0 18.7 37.4 56.1 74.8 93.5 112.2 130.9 149.6 168.3 187.0
sd 0.58 0.51 0.47 0.37 0.34 0.34 0.40 0.54 0.59 0.47 0.53
YNM 1.38 1.32 1.28 1.13 0.86 0.48 0 -0.48 -1.16 -1.81 -2.41
D 0 22.0 44.0 66.0 88.0 110.0 132.0 154.0 176.0 198.0 220.0
sd 0.82 0.63 0.61 0.59 0.55 0.54 0.52 0.59 0.55 0.55 0.61
TTF 0.59 0.68 0.70 0.64 0.55 0.38 0.11 -0.33 -0.82 -1.32 -1.70
D 0 19.4 38.8 58.2 77.6 97.0 116.4 135.8 155.2 174.6 194.0
sd 0.35 0.30 0.30 0.27 0.25 0.26 0.31 0.36 0.39 0.34 0.59
NKF 0.92 1.04 1.05 0.98 0.82 0.62 0.30 -0.13 -0.85 -1.74 -2.69
D 0 18.5 37.0 55.5 74.0 92.5 111.0 129.5 148.0 166.5 185.0
sd 0.70 0.40 0.42 0.38 0.35 0.36 0.33 0.34 0.44 0.56 0.91
-V N
TYM 0.92 1.17 1.31 1.35 1.25 1.03 0.70 0.29 -0.36 -1.11 -1.94
D 0 15.6 31.2 46.8 62.4 78.0 93.6 109.2 124.8 140.4 156.0
sd 0.50 0.43 0.41 0.46 0.51 0.58 0.61 0.62 0.61 0.67 0.66
YNM 1.66 1.46 1.20 0.86 0.51 0.13 -0.28 -0.66 -1.21 -1.89 -2.20
D 0 19.7 39.4 59.1 78.8 98.5 118.2 137.9 157.6 177.3 197.0
sd 0.71 0.65 0.54 0.51 0.39 0.31 0.40 0.37 0.43 0.52 0.40
TTF 0.82 0.91 0.87 0.81 0.67 0.48 0.20 -0.27 -0.88 -1.55 -2.00
D 0 19.5 39.0 58.5 78.0 97.5 117.0 136.5 156.0 175.5 195.0
sd 0.43 0.38 0.33 0.33 0.35 0.34 0.38 0.44 0.42 0.33 0.27
NKF 1.39 1.41 1.38 1.15 0.90 0.63 0.33 -0.21 -0.88 -1.59 -2.15
D 0 21.1 42.2 63.3 84.4 105.5 126.6 147.7 168.8 189.9 211.0
sd 0.64 0.46 0.48 0.44 0.40 0.41 0.40 0.38 0.40 0.59 0.88
Appendix 3.7: The numerical information of Figure 5.10.
Type A Log z-score normalised values
0% 10% 20% 30% 40% 50% 60% 70% 80% 90% 100% D
F0 0.79 0.94 0.99 0.96 0.85 0.64 0.32 -0.13 -0.78 -1.48 -2.17 196
sd 0.75 0.53 0.50 0.45 0.44 0.47 0.52 0.56 0.57 0.53 0.78 27
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Appendix 3.8: The numerical information of Figure 5.13 (TYM).
T Y M Fundamental Frequency D
0% 10% 20% 30% 40% 50% 60% 70% 80% 90% 100%
- V V
ai 88.2 97.2 101.6 106.2 108.8 107.8 106.6 104.8 103 101.6 100.2 222
sd 5 7.7 7.8 5.6 5.3 5.2 6.2 6.8 6.2 5.6 4.0 41
ao 88.2 91.6 94.6 98.8 102.4 106.4 112.6 116.4 120.2 122.6 120.8 329
sd 4.6 3.8 4.4 3.9 4 3.9 3.6 4.3 3.6 4.6 4.6 28
au 79.8 86.8 91.4 96.2 100.4 103.6 106 107.4 109.8 111.4 111.4 309
sd 4.9 4.7 5.8 5.4 5.2 5.4 6 4.8 5.4 6.1 5.9 20
dai 99.6 101.4 106.4 107.8 108.4 108.4 108.4 107.8 106 108 105.8 235
sd 10.4 5.1 5.1 4.4 2.7 3.2 1.8 2.2 3.5 6.3 5.9 14
gei 106.2 112.6 116 118.8 119.6 119.2 119 119 116.2 115.2 113.6 249
sd 10.9 12.1 8.9 6.2 5 3.8 3.4 4.1 4.8 3.6 4.7 15
ie 95.6 97 100.4 104.8 108.2 111.8 115.2 117 117.6 118.8 117.2 304
sd 3.8 2.9 2.3 2.6 2.6 2.6 1.8 2.2 4 2.9 4.2 28
ii 100.6 106.2 111.8 115.2 118.4 120 120.2 119.6 113.6 109.2 107 315
sd 4.9 3.6 5.1 5.7 7.3 7.6 6.1 6.3 6.2 4.2 5.3 22
Appendix 3.8 (Continued): The numerical information of Figure 5.13 (YNM).
Y N M Fundamental Frequency D
0% 10% 20% 30% 40% 50% 60% 70% 80% 90% 100%
- V V
ai 105.0 104.0 101.2 100.4 100.2 100.4 99.0 99.2 97.8 96.8 96.4 272
sd 4.6 1.9 1.9 1.5 1.3 1.7 3.1 2.3 3.5 2.9 3.1 15
ao 101.6 98.2 96.4 97.0 97.2 98.8 100.2 101.2 101.4 101.2 102.6 409
sd 5.2 3.1 3.4 2.0 1.5 1.5 1.3 1.3 1.5 2.8 2.8 13
au 102.4 100.8 99.0 100.2 99.8 101.0 103.0 103.4 103.2 103.0 103.0 404
sd 4.0 2.5 1.9 1.8 1.6 2.0 2.9 3.2 2.9 2.5 2.5 15
dai 99.4 95.8 94.6 94.8 94.4 94.4 94.4 93.4 92.0 91.8 91.6 252
sd 3.4 2.6 2.7 2.8 2.6 2.2 2.2 2.2 3.5 3.4 3.0 17
gei 105.2 102.6 102.0 100.6 100.6 99.2 98.2 96.8 95.2 93.6 95.8 261
sd 5.3 5.4 3.8 2.5 2.3 2.4 3.0 2.3 3.8 3.4 4.8 29
ie 101.6 101.8 102.6 105.4 105.0 105.4 104.6 104.2 103.2 103.4 105.0 363
sd 1.1 1.5 1.5 0.5 0.7 0.5 0.9 1.3 0.8 1.5 2.2 22
ii 106.2 106.0 103.8 103.6 102.6 101.4 99.4 98.4 97.6 97.8 100.0 411
sd 2.4 2.3 2.2 1.7 0.9 1.5 2.2 2.5 2.6 2.7 4.2 16
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Appendix 3.8 (Continued): The numerical information of Figure 5.13 (TTF).
T TF Fundamental Frequency D
0% 10% 20% 30% 40% 50% 60% 70% 80% 90% 100%
- V V
ai 184.8 194.8 203.4 205.6 205.4 203 202.8 199.6 198.8 199.6 204.4 259
sd 13.7 5.9 9.9 10.6 9.6 10.1 10.4 11.2 9.1 11.1 17.7 31
ao 184 183 182.6 182.2 186.2 193.2 201.2 207.4 208.4 207 208.6 333
sd 3.1 1.4 2.2 4.1 5.4 5 3.3 1.3 1.9 3.4 3.2 15
au 179.2 182 182 182.4 185 190.8 199.4 203.8 204.8 206.2 204.6 324
sd 7 6.7 6.3 6.7 5.2 3.3 5.5 5 6 3.5 7.8 22
dai 182 182.6 182.2 183.8 184 184.6 182.2 180.2 178.6 177.6 174.2 223
sd 6.6 3.9 4.3 3.6 2.8 3.6 3.3 4.5 5.2 5 5.4 14
gei 195.4 194.6 196.4 199.4 198 195.4 194 194 192.2 187.6 187.6 304
sd 7.5 6.9 5.9 8.4 8.9 8 8.8 8.8 8.1 8.4 10.3 51
ie 191 195.4 199.6 203 211.8 215.6 221 217.6 214.6 214 215.6 297
sd 5.3 1.3 4 6.1 3.8 4.9 4.2 7.1 5.2 5.6 5.1 16
ii 211.6 217.8 219.4 217.8 215.8 213.2 209.4 210.8 208 209.2 201 290
sd 13.9 11.8 6.3 7.5 5.2 8.6 6.1 5 7.1 5.7 7 16
Appendix 3.8 (Continued): The numerical information of Figure 5.13 (NKF).
N K F Fundamental Frequency D
0% 10% 20% 30% 40% 50% 60% 70% 80% 90% 100%
-V V
ai 170 172.2 172.2 173.6 176 177.6 178.6 180 184.2 183.2 179.8 229
sd 9.2 9.4 9.4 8.6 6.4 7.1 5.2 4.3 7.9 5.4 6 20
ao 166.4 166.2 165.6 164.8 165.6 166 169.6 174 177.2 173.6 166.8 311
sd 10.6 7.5 8.6 10.2 11.1 9.8 9 9.7 7.7 7.1 12.6 14
au 147.2 150.4 151.4 151.8 152.8 155.4 158.2 162.6 164.8 164.4 155.4 286
sd 9.2 6.8 5.5 4.5 5.1 5.6 5.3 6.2 6.6 8.7 14 24
dai 177.6 175.2 175.6 172.2 169.6 168 168.4 164.8 165.6 167.8 162 231
sd 8.1 5.9 2.5 4.1 4.4 5.2 4.9 2.9 3.1 4.5 7.6 38
gei 183 183 184.6 184 182.6 181.4 180.8 182.2 185.6 183.2 178.6 248
sd 11.8 9.2 14.3 14.3 12.9 11.9 11.1 9.2 9.8 12.1 13 24
ie 164.8 163.4 163.4 165.2 168.4 170.6 172 170 169.2 163.6 161 307
sd 6.1 6.7 8.3 10.1 8.4 9.5 9.5 10.4 9.6 7.6 4.9 16
ii 167.6 174.8 178.4 177.8 177 177.6 173.6 174.4 174.2 175 178.2 280
sd 7.9 7 7.5 7.5 6.3 8.1 6.5 6 6.9 5.3 6.9 29
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Appendix 3.9: The numerical information of Figure 5.15a (TYM).
T Y M Fundamental Frequency D
0% 10% 20% 30% 40% 50% 60% 70% 80% 90% 100%
- V N
dan 96.8 95.2 100.0 103.6 106.2 107.0 106.2 105.6 105.4 103.8 102.6 286
sd 10.1 5.5 4.9 3.6 2.9 2.9 4.2 4.0 4.7 5.6 5.1 26
gun 101.8 109.0 116.8 119.4 120.2 120.4 119.4 119.0 117.2 116.4 114.6 279
sd 3.1 1.2 1.6 1.1 2.2 2.3 2.5 2.4 2.0 2.1 4.3 19
ken 108.2 108.0 107.4 108.4 107.2 107.0 105.6 103.8 101.8 102.2 100.8 243
sd 7.5 7.3 6.6 7.4 6.8 6.6 7.4 8.0 8.6 8.9 7.1 19
hon 115.6 117 119.2 120.4 121.4 122.4 122 120.6 118.4 117 116.2 227
sd 3.6 4.6 2.9 4.0 3.7 3.4 3.4 4.1 2.9 4.2 4.9 14
man 102 103.8 107.0 110.8 112.8 114.0 113.8 113.6 110.6 108.0 107.8 250
sd 3.9 3.7 2.3 1.6 1.8 1.2 1.8 2.3 3.9 4.4 4.0 17
Appendix 3.9 (Continued): The numerical information of Figure 5.15b (YNM).
YN M Fundamental Frequency D
0% 10% 20% 30% 40% 50% 60% 70% 80% 90% 100%
-V N
dan 104.4 99.8 98.8 99.6 100.2 99.2 99.0 98.2 97.2 96.6 98.2 304
sd 3.4 2.5 2.7 3.3 3.3 4.0 3.2 3.5 4.4 4.2 4.8 21
gun 110.2 111.2 111.0 108.8 107.6 106.4 106.6 105.2 104.4 104.2 107.0 359
sd 3.8 4.1 3.1 3.6 3.6 3.8 4.2 3.7 3.5 3.4 5.4 20
ken 105.8 102.6 100.8 99.6 98.8 98.6 97.4 96.4 95.4 95.4 96.6 252
sd 5.7 4.8 4.3 4.5 4.8 3.5 3.6 3.8 3.6 3.8 6.1 22
hon 107.8 104.8 103.2 102.4 101.4 101.2 99.2 98.8 98.2 99.4 100.8 304
sd 2.7 2.2 1.8 1.7 1.8 1.8 2.0 1.5 1.5 1.7 2.2 42
man 102.8 100.2 100.0 99.4 99.4 99.2 99.0 98.4 97.4 97.4 98.8 286
sd 4.3 3.7 2.9 3.3 3.3 3.4 3.5 3.5 3.2 3.8 4.4 24
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Appendix 3.9 (Continued): The numerical information of Figure 5.15c (TTF).
TTF Fundamental Frequency D
0% 10% 20% 30% 40% 50% 60% 70% 80% 90% 100%
-VN
dan 182.6 186 189.2 190.6 192 190.2 189.2 187.8 186.6 183 183.8 259
sd 3.9 4.6 6.6 7.8 8.4 8.3 7.9 8.6 7.6 10.8 13.4 16
gun 216.4 224.4 225.2 223.4 221.6 220.4 220.2 218.4 215.6 215.6 209.2 267
sd 4.3 7 7 7 5.2 5.2 4 3.8 2.4 2.4 3.8 9
ken 215.4 211.8 208.6 206 204.6 198.4 196 194.6 193.4 193.2 190.6 249
sd 15.9 9.7 9.9 9.1 9.5 12.6 11.9 10.6 11.3 11.7 12 29
hon 218.4 216.6 215.6 215.8 212.6 212.8 212.2 214.6 215.4 216.4 219.8 272
sd 3.6 2.6 2.9 3.1 5.9 7.5 7.5 8.6 8.8 7.5 10.4 14
man 210.4 212.6 213.6 213.4 213.4 212.8 207.4 209.6 208.4 209.2 207.8 277
sd 8 7.4 8.2 8 8 8.2 8.4 9.3 4.5 5.5 3.8 27
Appendix 3.9 (Continued): The numerical information of Figure 5.15d (NKF).
N K F ____________________________ Fundamental Frequency_______ _____________________D
0% 10% 20% 30% 40% 50% 60% 70% 80% 90% 100%
-VN
dan 174.4 174.4 173.6 171.4 172 170 169.8 169.2 170.8 168.8 166 266
sd 3.5 4.6 6.8 7.8 7.7 7.4 4.1 3.7 6.5 5.8 6.7 19
gun 181.2 180.2 181.6 182.4 182 179.8 178.6 177.8 179 177.4 175 288
sd 8.1 5.6 5.7 5.7 8.6 7.8 8.5 9.1 9.9 12.4 10 34
ken 190.2 181.8 179.4 177.6 176.8 176.8 177.4 178 176.4 175.8 176 251
sd 3.6 6.4 7.6 9.1 6 6.3 5.9 4.9 5.1 4.4 5.5 26
hon 182 181.8 182 181.6 180.2 179 178 177 176.8 175.4 175.2 270
sd 7.7 4.3 6.3 6.7 6.8 7 6.8 7.4 7.3 8.8 10.9 25
man 179.8 176.8 177.4 175.8 174.2 173.4 173.2 173.6 174.6 174 170.8 271
sd 9.1 8.5 9.3 9.4 11.8 14 14.5 15.7 14.7 11.7 10.3 35
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Appendix 3.10: The numerical information of Figure 5.16a (TYM). Ri = rising allotone; Le = level 
allotone.
TYM _______________________ Log z-score Fundamental Frequency_______________________ D
0% 10% 20% 30% 40% 50% 60% 70% 80% 90% 100%
-VV
Ri -1.16 -0.83 -0.55 -0.21 0.05 0.30 0.56 0.71 0.86 0.96 0.89 314
sd 0.66 0.45 0.43 0.39 0.36 0.35 0.37 0.38 0.39 0.41 0.38 26
Le -0.34 0.08 0.40 0.61 0.72 0.72 0.70 0.65 0.45 0.38 0.25 255
sd 0.75 0.63 0.57 0.48 0.46 0.48 0.49 0.54 0.49 0.46 0.46 43
-VN
Le 0.12 0.24 0.47 0.63 0.70 0.74 0.69 0.63 0.51 0.43 0.36 256
sd 0.64 0.58 0.53 0.49 0.47 0.47 0.51 0.43 0.54 0.54 0.53 26
Appendix 3.10 (Continued): The numerical information of Figure 5.16b (YNM). Ri = rising allotone; 
Le = level allotone.
YNM _______________________ Log z-score Fundamental Frequency________________ ______  D
0% 10% 20% 30% 40% 50% 60% 70% 80% 90% 100%
■VV
Ri 0.37 0.19 0.08 0.26 0.23 0.36 0.46 0.50 0.46 0.45 0.57 392
sd 0.41 0.32 0.41 0.45 0.42 0.36 0.30 0.27 0.23 0.27 0.29 26
Le 0.61 0.39 0.20 0.14 0.09 0.02 -0.11 -0.21 -0.37 -0.45 -0.34 299
sd 0.53 0.58 0.52 0.46 0.43 0.40 0.38 0.38 0.49 0.47 0.57 69
■VN
Le 0.86 0.58 0.47 0.38 0.32 0.26 0.18 0.08 -0.02 -0.01 0.18 301
sd 0.51 0.60 0.59 0.55 0.52 0.50 0.52 0.51 0.52 0.53 0.66 43
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Appendix 3.10 (Continued): The numerical information of Figure 5.16c (TTF). Ri = rising allotone; Le 
= level allotone.
T T F Log z-score Fundamental Frequency D
0% 10% 20% 30% 40% 50% 60% 70% 80% 90% 100%
- V V
Ri 0.04 0.09 0.12 0.15 0.28 0.42 0.60 0.66 0.65 0.65 0.66 318
sd 0.19 0.19 0.24 0.29 0.34 0.30 0.26 0.18 0.14 0.13 0.17 23
Le 0.25 0.36 0.43 0.46 0.44 0.40 0.35 0.33 0.28 0.26 0.21 269
sd 0.39 0.36 0.37 0.36 0.33 0.32 0.31 0.34 0.33 0.36 0.41 43
-V N
Le 0.62 0.66 0.67 0.66 0.63 0.58 0.54 0.54 0.51 0.50 0.47 265
sd 0.38 0.35 0.33 0.31 0.29 0.33 0.33 0.35 0.34 0.38 0.40 21
Appendix 3.10 (Continued): The numerical information of Figure 5.16d (NKF). 
= level allotone.
Ri = rising allotone; Le
N K F Log z-score Fundamental Frequency D
0% 10% 20% 30% 40% 50% 60% 70% 80% 90% 100%
- V V
Ri 0.71 0.60 0.62 0.46 0.34 0.26 0.28 0.11 0.15 0.25 -0.03 283
sd 0.37 0.27 0.12 0.19 0.21 0.25 0.23 0.14 0.15 0.22 0.37 38
Le 0.62 0.70 0.78 0.71 0.64 0.61 0.55 0.52 0.58 0.59 0.48 255
sd 0.50 0.36 0.42 0.45 0.44 0.45 0.41 0.43 0.48 0.44 0.55 43
- V N
Le 0.88 0.77 0.76 0.71 0.68 0.62 0.60 0.59 .61 0.55 0.47 269
sd 0.36 0.28 0.33 0.38 0.39 0.41 0.39 0.41 .41 0.41 0.42 28
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Appendix 3.11: The numerical information of Figure 5.18a and Figure 5.18b.
- VV Log z-score Fundamental Frequency_______________________  D
0% 10% 20% 30% 40% 50% 60% 70% 80% 90% 100%
-VV Rising Allotone: Individual 
TYM -1.16 -0.83 -0.55 -0.21 0.05 0.30 0.56 0.71 0.86 0.96 0.89 314
sd 0.66 0.45 0.43 0.39 0.36 0.35 0.37 0.38 0.39 0.41 0.38 26
YNM 0.37 0.19 0.08 0.26 0.23 0.36 0.46 0.50 0.46 0.45 0.57 392
sd 0.41 0.32 0.41 0.45 0.42 0.36 0.30 0.27 0.23 0.27 0.29 26
TTF 0.04 0.09 0.12 0.15 0.28 0.42 0.60 0.66 0.65 0.65 0.66 318
sd 0.19 0.19 0.24 0.29 0.34 0.30 0.26 0.18 0.14 0.13 0.17 23
NKF -0.04 0.01 0.01 0.05 0.14 0.22 0.33 0.43 0.53 0.40 0.13 283
sd 0.62 0.53 0.53 0.55 0.55 0.54 0.49 0.46 0.49 0.50 0.65 38
-VV Rising Allotone: Overall 
F0 -0.19 -0.12 -0.08 0.06 0.17 0.32 0.48 0.56 0.62 0.60 0.53 323
sd 0.75 0.56 0.49 0.46 0.43 0.41 0.38 0.36 0.38 0.42 0.52 49
Appendix 3.11 (Continued): The numerical information of Figure 5.18c and Figure 5.18d.
-VV Log z-score Fundamental Frequency D
0% 10% 20% 30% 40% 50% 60% 70% 80% 90% 100%
-VV Level Allotone: Individual 
TYM -0.34 0.08 0.40 0.61 0.72 0.72 0.70 0.65 0.45 0.38 0.25 255
sd 0.75 0.63 0.57 0.48 0.46 0.48 0.49 0.54 0.49 0.46 0.46 43
YNM 0.61 0.39 0.20 0.14 0.09 0.02 -0.11 -0.21 -0.37 -0.45 -0.34 299
sd 0.53 0.58 0.52 0.46 0.43 0.40 0.38 0.38 0.49 0.47 0.57 69
TTF 0.25 0.36 0.43 0.46 0.44 0.40 0.35 0.33 0.28 0.26 0.21 269
sd 0.39 0.36 0.37 0.36 0.33 0.32 0.31 0.34 0.33 0.36 0.41 43
NKF 0.62 0.70 0.78 0.71 0.64 0.61 0.55 0.52 0.58 0.59 0.48 255
sd 0.50 0.36 0.42 0.45 0.44 0.45 0.41 0.43 0.48 0.44 0.55 43
-VVLevel Allotone: Overall 
F0 0.26 0.36 0.43 0.46 0.46 0.42 0.36 0.31 0.21 0.16 0.12 270
sd 0.67 0.54 0.51 0.48 0.48 0.49 0.50 0.53 0.57 0.57 0.57 53
Appendix 3.11 (Continued): The numerical information of Figure 5.18e and Figure 5.18f.
-VN Log z-score Fundamental Frequency D
0% 10% 20% 30% 40% 50% 60% 70% 80% 90% 100%
-VN Level Allotone: Individual 
TYM 0.12 0.24 0.47 0.63 0.70 0.74 0.69 0.63 0.51 0.43 0.36 256
sd 0.64 0.58 0.53 0.49 0.47 0.47 0.51 0.43 0.54 0.54 0.53 26
YNM 0.86 0.58 0.47 0.38 0.32 0.26 0.18 0.08 -0.02 -0.01 0.18 301
sd 0.51 0.60 0.59 0.55 0.52 0.50 0.52 0.51 0.52 0.53 0.66 43
TTF 0.62 0.66 0.67 0.66 0.63 0.58 0.54 0.54 0.51 0.50 0.47 265
sd 0.38 0.35 0.33 0.31 0.29 0.33 0.33 0.35 0.34 0.38 0.40 21
NKF 0.88 0.77 0.76 0.71 0.68 0.62 0.60 0.59 0.61 0.55 0.47 269
sd 0.36 0.28 0.33 0.38 0.39 0.41 0.39 0.41 0.41 0.41 0.42 28
-VNLevel Allotone: Overall 
F0 0.62 0.56 0.59 0.59 0.58 0.55 0.50 0.46 0.40 0.36 0.37 272
sd 0.55 0.51 0.47 0.45 0.45 0.46 0.48 0.50 0.51 0.51 0.52 35
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Appendix 3.12: The numerical information of Figure 5.19.
Log z-score Fundamental Frequency________ _______________ D
0% 10% 20% 30% 40% 50% 60% 70% 80% 90% 100%
-V V  Rising Allotone: Overall
F0 -0.19 -0.12 -0.08 0.06 0.17 0.32 0.48 0.56 0.62 0.60 0.53 323
sd 0.75 0.56 0.49 0.46 0.43 0.41 0.38 0.36 0.38 0.42 0.52 49
-V V  Level Allotone: Overall
F0 0.26 0.36 0.43 0.46 0.46 0.42 0.36 0.31 0.21 0.16 0.12 270
sd 0.67 0.54 0.51 0.48 0.48 0.49 0.50 0.53 0.57 0.57 0.57 53
-V N  Level Allotone: Overall
F0 0.62 0.56 0.59 0.59 0.58 0.55 0.50 0.46 0.40 0.36 0.37 272
sd 0.55 0.51 0.47 0.45 0.45 0.46 0.48 0.50 0.51 0.51 0.52 35
Appendix 3.13: The numerical information of Figure 5.20 and Figure 5.21,
Log z-score Fundamental Frequency__________ D
0% 10% 20% 30% 40% 50% 60% 70% 80% 90% 100%
Type B - VV LH  
F0 -0.19 -0.12 -0.08 0.06 0.17 0.32 0.48 0.56 0.62 0.60 0.53 323
sd 0.75 0.56 0.49 0.46 0.43 0.41 0.38 0.36 0.38 0.42 0.52 49
Type B -VN H  
F0 0.26 0.36 0.43 0.46 0.46 0.42 0.36 0.31 0.21 0.16 0.12 270
sd 0.67 0.54 0.51 0.48 0.48 0.49 0.50 0.53 0.57 0.57 0.57 53
Appendix 3.14: The numerical information of Figure 5.22.
Log z-score Fundamental Frequency_____  ________  D
0% 10% 20% 30% 40% 50% 60% 70% 80% 90% 100%
Type A HL 
F0 0.79 0.94 0.99 0.96 0.85 0.64 0.32 -0.13 -0.78 -1.48 -2.17 196
sd 0.75 0.53 0.50 0.45 0.44 0.47 0.52 0.56 0.57 0.53 0.78 27
Type B - V V L H  
F0 -0.19 -0.12 -0.08 0.06 0.17 0.32 0.48 0.56 0.62 0.60 0.53 323
sd 0.75 0.56 0.49 0.46 0.43 0.41 0.38 0.36 0.38 0.42 0.52 49
Type B - V N H  
F0 0.26 0.36 0.43 0.46 0.46 0.42 0.36 0.31 0.21 0.16 0.12 270
sd 0.67 0.54 0.51 0.48 0.48 0.49 0.50 0.53 0.57 0.57 0.57 53
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Appendix 3.15: The numerical information of Figure 6.3a (TYM) and Figure 6.3b (YNM).
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Appendix 3.15 (Continued): The numerical information of Figure 6.3c (TTF) and Figure 6.3d (NKF).
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Appendix 3.16: The numerical information of Figure 6.4.
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Appendix 3.17: The numerical information of Figure 6.9 and Figure 6.10.
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Appendix 3.18: The numerical information of Figure 6.13.
Type A Monosyllables Type A Disyllables
Norm F0 Norm F0
0% 0.79 1.153
10% 0.94 1.222
20% 0.99 1.240
30% 0.96 1.245
40% 0.85 1.237
50% 0.64 1.238
60% 0.32 1.213
70% -0.13 1.165
80% -0.78 1.061
90% -1.48 0.799
100% -2.17 0.387
0% -0.548
10% -0.805
20% -1.048
30% -1.265
40% -1.454
50% -1.610
60% -1.751
70% -1.898
80% -2.062
90% -2.220
100% -2.396
D 196.0 462.5
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Appendix 3.19: The numerical information of Figure 6.14a (TYM) and Figure 6.14b (YNM).
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Appendix 3.19 (Continued): The numerical information of Figure 6.14c (TTF) and Figure 6.14d (NKF).
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Appendix 3.20: The numerical information o f Figure 6.15.
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Appendix 3.21: The numerical information of Figure 6.19.
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Appendix 3.22: The numerical information of Figure 6.21.
Type B Type B Type B
Heavy Monosyllables LH Heavy Monosyllables H Disyllables
Norm F0 Norm F0 Norm F0
0% 0.46 0.27 0.600
10% 0.40 0.36 0.468
20% 0.35 0.43 0.343
30% 0.32 0.46 0.255
40% 0.27 0.46 0.171
50% 0.22 0.43 0.065
60% 0.14 0.36 0.015
70% 0.06 0.31 -0.044
80% -0.02 0.22 -0.129
90% -0.06 0.17 -0.223
100% -0.06 0.13 -0.433
0% 0.559
10% 0.501
20% 0.512
30% 0.504
40% 0.479
50% 0.444
60% 0.392
70% 0.351
80% 0.322
90% 0.327
100% 0.372
D 323 268 566.0
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Appendix 3.23: The numerical information of Figure 6.22.
Type A Disyllables Type B Disyllables
Norm F0 Norm F0
0% 1.153 0.600
10% 1.222 0.468
20% 1.240 0.343
30% 1.245 0.255
40% 1.237 0.171
50% 1.238 0.065
60% 1.213 0.015
70% 1.165 -0.044
80% 1.061 -0.129
90% 0.799 -0.223
100% 0.387 -0.433
0% -0.548 0.559
10% -0.805 0.501
20% -1.048 0.512
30% -1.265 0.504
40% -1.454 0.479
50% -1.610 0.444
60% -1.751 0.392
70% -1.898 0.351
80% -2.062 0.322
90% -2.220 0.327
100% -2.396 0.372
D 462.5 566.0
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Appendix 3.24: The numerical information of Figure 7.4a (TYM).
A 2S 3S 4S
TYM F0 D sd F0 D sd F0 D sd
0% 112.3 0.0 6.1 105.7 0.0 6.1 101.8 0.0 4.4
20% 116.2 15.8 5.9 105.0 10.2 5.6 102.4 10.4 4.4
1st 40% 118.2 31.6 6.1 105.6 20.4 5.7 103.4 20.8 3.9
Syll. 60% 118.7 47.5 6.1 106.9 30.6 6.4 103.6 31.2 4.2
80% 117.3 63.2 6.7 107.2 40.8 7.0 103.0 41.6 4.9
100% 111.4 79 6.4 106.0 51.0 9.4 102.0 52.0 5.5
0% 96.8 140.0 8.5 123.7 130.0 7.3 104.8 116.0 4.3
20% 88.2 153.2 6.0 124.9 146.4 8.3 104.7 133.8 4.3
2nd 40% 82.2 166.4 6.6 124.6 162.8 8.3 104.8 151.6 4.4
Syll. 60% 77.7 179.6 5.0 123.5 179.2 8.7 104.1 169.4 4.2
80% 76.2 192.8 5.1 120.4 195.6 8.5 103.2 187.2 4.7
100% 75.8 206.0 9.3 115.6 212.0 8.7 101.1 205.0 5.6
0% 96.8 257.0 10.6 115.2 275.0 6.8
20% 91.6 268.6 11.5 119.2 289.4 6.0
3rd 40% 85.8 280.2 8.4 121.9 303.8 6.2
Syll. 60% 81.8 291.8 6.5 121.5 318.2 6.2
80% 78.4 303.4 5.3 120.0 332.6 6.5
100% 75.2 315.0 3.6 117.3 347.0 7.7
0% 90.1 435.0 9.3
20% 86.8 444.4 7.8
4th 40% 83.9 453.8 7.2
Syll. 60% 81.1 463.2 5.9
80% 78.4 472.6 4.6
100% 76.3 482.0 4.0
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Appendix 3.24 (Continued): The numerical information of Figure 7.4b (TYM).
A 5S 6S 7S
TYM F0 D sd F0 D sd F0 D sd
0% 101.5 0.0 5.2 112.0 0.0 4.0 104.0 0.0 4.6
20% 102.6 11.4 4.8 110.2 7.6 3.8 104.6 7.2 6.8
1st 40% 103.5 22.8 4.6 109.0 15.2 4.2 104.6 14.4 7.0
Syll. 60% 103.8 34.2 4.1 108.2 22.8 4.1 105.0 21.6 7.0
80% 104.4 45.6 4.1 108.2 30.4 4.1 105.4 28.8 7.4
100% 104.1 57.0 3.8 107.2 38.0 5.3 105.4 36.0 7.4
0% 105.0 129.0 3.4 109.4 66.0 4.5 107.0 104.0 5.7
20% 104.9 146.6 3.5 109.8 83.4 4.8 105.8 115.0 5.9
2nd 40% 104.7 164.2 3.6 108.2 100.8 5.7 104.4 126.0 6.1
Syll. 60% 104.0 181.8 3.9 107.2 118.2 5.4 103.4 137.0 6.2
80% 103.4 199.4 4.8 105.6 135.6 5.9 101.0 148.0 6.0
100% 102.6 217.0 4.7 102.4 153.0 6.3 98.4 159.0 5.8
0% 103.8 270.0 4.1 103.8 208.0 3.3 104.0 265.0 4.2
20% 102.5 284.6 3.9 104.2 223.4 3.6 104.4 273.8 4.1
3rd 40% 101.5 299.2 3.7 103.4 238.8 4.4 103.8 282.6 5.1
Syll. 60% 100.0 313.8 3.5 102.6 254.2 4.6 103.4 291.4 5.2
80% 99.4 328.4 3.7 100.6 269.6 3.9 102.6 300.2 5.5
100% 99.2 343.0 4.1 96.4 285.0 5.3 102.2 309.0 5.7
0% 118.9 434.0 9.0 108.0 394.0 2.9 104.2 349.0 6.6
20% 121.3 449.8 8.6 108.2 406.2 3.0 104.4 362.8 5.9
4th 40% 121.4 465.6 6.8 108.2 418.4 3.8 104.2 376.6 6.4
Syll. 60% 119.8 481.4 5.6 107.6 430.6 4.1 103.4 390.4 5.9
80% 117.2 497.2 5.2 107.6 442.8 3.7 102.6 404.2 6.4
100% 113.9 513.0 6.6 107.6 455.0 2.9 99.4 418.0 5.6
0% 100.6 546.0 9.5 114.2 517.0 3.2 106.0 460.0 5.3
20% 95.7 558.0 8.1 115.2 532.8 4.0 105.6 474.4 4.6
5 th 40% 90.0 570.0 7.7 116.2 548.6 4.1 104.4 488.8 4.8
Syll. 60% 85.3 582.0 7.3 117.4 564.4 2.9 104.2 503.2 3.6
80% 81.3 594.0 6.4 116.8 580.2 2.6 103.6 517.6 2.9
100% 78.0 606.0 5.4 116.8 596.0 6.4 103.2 532.0 3.0
0% 100.6 633.0 6.7 122.8 629.0 5.8
20% 90.6 645.2 6.3 124.4 642.8 4.4
6th 40% 82.8 657.4 4.5 121.8 656.6 6.3
Syll. 60% 77.4 669.6 4.7 119.4 670.4 4.8
80% 73.4 681.8 3.6 116.2 684.2 3.7
100% 67.6 694.0 7.9 111.2 698.0 6.1
0% 101.4 741.0 4.2
20% 95.8 750.0 3.6
7th 40% 91.6 759.0 2.6
Syll. 60% 86.6 768.0 3.0
80% 82.0 777.0 4.2
100% 76.0 786.0 4.6
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Appendix 3.24 (Continued): The numerical information of Figure 7.4c (YNM).
A 2S 3S 4S
YNM F0 D F0 F0 D F0 F0 D FO
0% 109.3 0.0 4.7 108.8 0.0 6.6 110.0 0.0 5.4
20% 108.8 14.0 4.0 107.4 7.6 5.4 108.3 10.6 4.9
1st 40% 107.9 28.0 4.1 106.3 15.2 4.7 107.0 21.2 4.5
Syll. 60% 106.7 42.0 3.7 105.2 22.8 4.3 105.2 31.8 4.4
80% 105.4 56.0 4.2 103.9 30.4 4.5 103.6 42.4 4.3
100% 101.2 70.0 5.2 103.2 38.0 4.8 102.5 53.0 4.7
0% 97.0 152.0 3.8 109.4 129.0 5.3 102.2 115.0 3.2
20% 95.2 165.6 4.7 108.8 148.8 4.6 100.1 134.8 3.3
2nd 40% 91.8 179.2 4.6 108.1 168.6 4.2 98.8 154.6 2.8
Syll. 60% 88.9 192.8 4.6 107.2 188.4 3.8 97.8 174.4 3.1
80% 86.2 206.4 5.2 105.7 208.2 4.0 97.2 194.2 3.1
100% 83.8 220.0 6.4 102.1 228.0 4.8 96.2 214.0 3.1
0% 93.8 292.0 4.5 107.0 290.0 5.4
20% 91.2 304.4 4.0 106.6 304.2 5.5
3rd 40% 89.0 316.8 4.3 106.5 318.4 5.3
Syll. 60% 86.1 329.2 4.7 106.2 332.6 4.7
80% 84.0 341.6 5.3 105.2 346.8 5.1
100% 81.1 354.0 7.5 103.5 361.0 6.2
0% 93.9 445.0 4.0
20% 91.0 456.4 3.2
4th 40% 88.6 467.8 2.7
Syll. 60% 86.8 479.2 2.8
80% 84.4 490.6 3.1
100% 82.0 502.0 3.8
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Appendix 3.24 (Continued): The numerical information of Figure 7.4d (YNM).
A 5S 6S 7S
YNM F0 D F0 F0 D F0 FO D FO
0% 107.2 0.0 4.1 112.0 0.0 3.8 112.0 0.0 4.1
20% 106.7 9.6 4.1 110.8 9.0 2.9 111.0 7.2 3.0
1st 40% 105.9 19.2 3.7 108.8 18.0 3.1 110.2 14.4 3.1
Syll. 60% 105.2 28.8 3.2 106.6 27.0 3.0 109.6 21.6 3.0
80% 104.5 38.4 3.1 104.4 36.0 3.3 108.4 28.8 2.6
100% 104.0 48.0 3.0 103.6 45.0 3.6 107.8 36.0 2.3
0% 103.9 119.0 2.9 103.4 90.0 3.2 103.6 108.0 2.9
20% 102.6 136.8 2.6 102.2 106.4 2.4 102.0 121.6 2.3
2nd 40% 101.4 154.6 2.3 101.0 122.8 2.5 102.0 135.2 1.6
Syll. 60% 100.5 172.4 2.3 100.0 139.2 1.9 100.6 148.8 1.7
80% 99.8 190.2 2.8 98.4 155.6 2.3 98.2 162.4 1.9
100% 99.0 208.0 2.9 97.0 172.0 2.3 96.4 176.0 2.4
0% 97.7 263.0 2.7 101.6 225.0 2.4 104.4 296.0 1.8
20% 96.0 278.2 1.9 99.8 238.4 3.6 102.6 305.8 1.8
3rd 40% 95.3 293.4 1.9 98.8 251.8 3.3 101.6 315.6 2.3
Syll. 60% 94.9 308.6 1.8 97.8 256.2 2.5 100.0 325.4 1.4
80% 94.5 323.8 1.8 96.2 278.6 4.0 98.0 335.2 2.5
100% 94.4 339.0 1.9 93.8 292.0 4.8 95.0 345.0 3.2
0% 106.6 432.0 5.6 100.2 386.0 1.9 101.8 402.0 3.7
20% 105.1 447.8 4.8 98.6 400.6 2.3 99.6 420.8 2.1
4th 40% 104.3 463.6 4.0 97.8 415.2 1.3 98.8 439.6 2.2
Syll. 60% 103.0 479.4 3.5 97.0 429.8 1.6 98.6 458.4 2.3
80% 101.5 495.2 3.2 96.8 444.4 1.9 97.4 477.2 2.2
100% 99.0 511.0 3.1 97.0 459.0 2.1 96.0 496.0 3.4
0% 93.9 559.0 4.9 102.8 513.0 2.9 98.6 546.0 2.2
20% 91.2 570.4 4.3 103.4 532.6 3.4 96.2 560.0 1.5
5 th 40% 88.3 581.8 3.6 103.4 552.2 3.9 94.4 574.0 2.2
Syll. 60% 86.1 593.2 3.6 102.2 571.8 4.1 93.8 588.0 2.3
80% 84.6 604.6 4.0 99.4 591.4 4.9 93.4 602.0 2.1
100% 82.9 616.0 5.0 96.2 611.0 3.3 93.0 616.0 1.7
0% 92.6 639.0 1.5 110.6 707.0 1.8
20% 90.4 650.8 1.9 106.6 723.6 1.8
6th 40% 88.2 662.6 2.2 105.4 740.2 1.8
Syll. 60% 86.0 674.4 2.5 103.8 756.8 2.3
80% 83.8 686.2 2.5 101.4 773.4 2.2
100% 82.0 698.0 2.4 98.8 790.0 2.2
0% 90.6 856.0 1.1
20% 87.2 867.0 1.3
7th 40% 85.0 878.0 1.7
Syll. 60% 83.4 889.0 1.3
80% 81.8 900.0 1.3
100% 80.6 911.0 1.1
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Appendix 3.24 (Continued): The numerical information of Figure 7.4e (TTF).
A 2S 3S 4S
TTF F0 D F0 F0 D FO FO D FO
0% 208.9 0.0 12.1 213.4 0.0 8.3 204.3 0.0 17.2
20% 213.4 14.0 13.3 213.1 8.4 9.2 205.0 11.0 16.5
1st 40% 215.6 28.0 13.0 211.9 16.8 9.4 205.1 22.0 15.9
Syll. 60% 214.4 42.0 10.8 210.8 25.2 8.9 203.8 33.0 15.9
80% 213.1 56.0 11.5 208.9 33.6 7.2 202.4 44.0 14.8
100% 209.1 70.0 11.4 207.9 42.0 8 201.6 55.0 14.8
0% 158.1 163.0 10.9 231.2 137.0 8.2 196.1 125.0 13.3
20% 151.6 176.2 8.7 234.2 159.0 8.2 194.7 144.6 14.1
2nd 40% 145.2 189.4 7.3 234.9 181.0 9.5 191.9 164.2 14.1
Syll. 60% 137.4 202.6 7.8 232.8 203.0 8.5 190.8 183.8 14.2
80% 131.9 215.8 8.2 228.6 225.0 9.9 189.1 203.4 14.5
100% 128.2 229.0 11.1 219.9 247.0 13.3 186.8 223.0 14.2
0% 147.7 321.0 9.0 206.6 304.0 16.9
20% 142.4 332.8 7.1 210.7 318.4 15.2
3rd 40% 136.4 344.6 6.4 213.1 332.8 13.6
Syll. 60% 130.1 356.4 6.9 214.6 347.2 12.0
80% 123.5 368.2 8.2 211.4 361.6 12.8
100% 118.5 380.0 8.7 208.9 376.0 13.3
0% 151.1 479.0 10.6
20% 144.6 490.8 7.6
4th 40% 138.0 502.6 7.3
Syll. 60% 131.4 514.4 6.6
80% 123.4 526.2 8.0
100% 115.9 538.0 9.5
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Appendix 3.24 (Continued): The numerical information of Figure 7.4f (TTF).
A 5S 6S 7S
TTF F0 D F0 F0 D FO FO D FO
0% 206.5 0.0 7.7 218.4 0.0 5.2 201.0 0.0 9.5
20% 207.2 9.6 7.4 217.4 9.8 5.3 201.6 7.8 9.7
1st 40% 207.7 19.2 7.8 217.4 19.6 5.3 202.4 15.6 12.0
Syll. 60% 207.6 28.8 8.4 215.8 29.4 6.5 202.2 23.4 11.6
80% 206.2 38.4 7.5 213.2 39.2 5.2 201.6 31.2 11.3
100% 205.0 48.0 7.2 209.2 49.0 5.7 200.4 39.0 10.3
0% 200.8 126.0 9.6 212.4 93.0 5.3 195.6 116.0 8.1
20% 199.2 142.8 9.1 209.0 112.2 3.6 194.4 130.2 8.8
2nd 40% 196.9 159.6 8.6 205.4 131.4 3.0 191.8 144.4 9.6
Syll. 60% 195.3 176.4 8.5 202.8 150.6 2.6 189.2 158.6 7.7
80% 193.4 193.2 8.8 201.4 169.8 2.6 186.0 172.8 9.9
100% 192.0 210.0 9.0 198.8 189.0 4.1 182.0 187.0 11.0
0% 187.5 269.0 9.5 197.8 247.0 3.2 190.8 323.0 5.2
20% 187.2 283.4 10.0 199.4 260.0 3.1 189.6 334.4 5.1
3rd 40% 185.5 297.8 10.1 200.0 273.0 2.8 187.6 345.8 6.4
Syll. 60% 185.4 312.2 9.5 197.6 286.0 3.6 185.2 357.2 7.4
80% 184.3 326.6 9.6 194.0 299.0 4.2 183.2 368.6 5.2
100% 183.5 341.0 9.2 189.6 312.0 7.9 181.2 380.0 6.2
0% 209.7 445.0 10.0 196.2 428.0 2.9 180.0 427.0 6.7
20% 211.2 462.6 9.5 194.6 440.8 3.4 179.8 445.0 6.8
4th 40% 211.9 480.2 9.2 193.2 453.6 4.8 180.2 463.0 6.8
Syll. 60% 209.5 497.8 9.6 192.6 466.4 4.2 180.2 481.0 7.3
80% 205.6 515.4 8.3 191.4 479.2 4.5 179.4 499.0 6.9
100% 198.5 533.0 9.9 190.4 492.0 5.0 175.8 517.0 6.4
0% 148.6 586.0 12.0 212.6 565.0 6.2 179.8 583.0 6.8
20% 142.0 596.4 10.2 213.8 586.0 8.3 180.2 596.6 8.3
5 th 40% 135.5 606.8 9.7 215.4 607.0 6.7 180.8 610.2 7.6
Syll. 60% 129.6 617.2 8.7 212.8 628.0 4.3 181.0 623.8 7.9
80% 125.0 627.6 9.7 201.6 649.0 4.6 180.0 637.4 9.6
100% 121.2 638.0 10.2 190.0 670.0 3.1 179.2 651.0 12.0
0% 148.4 713.0 5.7 214.8 761.0 13.4
20% 140.8 726.0 5.1 211.8 778.4 13.9
6th 40% 134.0 739.0 6.0 209.0 795.8 12.1
Syll. 60% 128.0 752.0 5.1 205.6 813.2 11.3
80% 123.0 765.0 6.4 204.0 830.6 9.6
100% 118.6 778.0 9.7 202.6 848.0 9.6
0% 143.6 918.0 7.7
20% 138.8 928.6 5.2
7th 40% 135.0 939.2 3.7
Syll. 60% 131.8 949.8 3.0
80% 129.4 960.4 3.4
100% 127.6 971.0 4.0
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Appendix 3.24 (Continued): The numerical information of Figure 7.4g (NKF).
A 2S 3S 4S
NKF F0 D F0 F0 D F0 FO D FO
0% 187.8 0.0 5.8 187.6 0.0 9.9 179.4 0.0 9.4
20% 188.2 13.0 6.0 185.5 9.0 9.3 177.8 11.4 9.0
1st 40% 187.9 26.0 5.3 185.0 18.0 9.4 176.8 22.8 9.2
Syll. 60% 187.4 39.0 4.6 184.8 27.0 9.0 175.4 34.2 8.7
80% 185.2 52.0 4.9 183.1 36.0 8.9 173.7 45.6 8.8
100% 182.1 65.0 7.6 182.4 45.0 7.3 173.0 57.0 8.4
0% 153.4 164.0 6.9 188.6 138.0 8.4 170.8 123.0 5.9
20% 146.6 176.0 9.1 186.9 158.8 9.4 169.6 140.6 5.9
2nd 40% 139.7 188.0 10.3 186.6 179.6 10.0 168.2 158.2 5.6
Syll. 60% 131.9 200.0 12.0 186.4 200.4 10.1 167.2 175.8 5.9
80% 122.0 212.0 13.9 183.6 221.2 10.5 166.2 193.4 6.3
100% 113.3 224.0 14.6 179.6 242.0 10.0 166.2 211.0 7.1
0% 153.3 319.0 10.3 177.5 287.0 7.9
20% 146.6 332.6 9.6 178.4 302.4 7.6
3rd 40% 138.4 346.2 9.2 178.7 317.8 8.7
Syll. 60% 130.8 359.8 11.0 179.4 333.2 10.5
80% 123.3 373.4 12.9 177.8 348.6 11.4
100% 117.6 387.0 14.3 175.7 364.0 11.4
0% 146.4 466.0 11.3
20% 141.8 479.6 9.9
4th 40% 135.8 493.2 11.3
Syll. 60% 129.1 506.8 12.5
80% 120.1 520.4 13.2
100% 111.6 534.0 15.8
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Appendix 3.24 (Continued): The numerical information of Figure 7.4h (NKF).
A 5S 6S 7S
NK F0 D F0 FO D FO FO D FO
0% 177.0 0.0 12.7 178.6 0.0 12.5 179.6 0.0 8.4
20% 177.0 9.4 11.9 177.2 9.8 9.9 178.6 8.8 7.4
1st 40% 176.7 18.8 11.6 174.6 19.6 10.2 178.6 17.6 7.4
Syll. 60% 176.2 28.2 11.3 173.6 29.4 9.3 177.4 26.4 6.7
80% 175.4 37.6 11.2 172.4 39.2 9.6 176.6 35.2 5.8
100% 175.0 47.0 11.4 171.4 49.0 9.8 176.0 44.0 6.0
0% 171.1 136.0 9.8 176.0 84.0 4.9 170.8 113.0 6.1
20% 169.7 151.4 9.2 175.6 99.8 4.8 170.2 122.2 6.6
2nd 40% 168.9 166.8 8.7 173.2 115.6 4.4 170.0 131.4 6.6
Syll. 60% 168.9 182.2 8.6 170.6 131.4 3.9 168.6 140.6 5.4
80% 168.2 197.6 8.4 168.6 147.2 5.0 167.2 149.8 4.9
100% 167.8 213.0 8.4 167.6 163.0 5.8 166.4 159.0 4.4
0% 165.0 270.0 7.3 162.2 223.0 5.6 166.0 277.0 2.4
20% 163.8 282.8 8.0 162.4 233.2 3.8 164.6 286.2 2.2
3rd 40% 163.9 295.6 7.9 161.8 243.4 6.2 164.4 295.4 2.1
Syll. 60% 163.0 308.4 7.9 161.8 253.6 5.1 162.8 304.6 2.0
80% 162.7 321.2 8.1 161.6 263.8 5.1 161.0 313.8 1.2
100% 163.0 334.0 8.6 160.8 274.0 7.0 157.8 323.0 1.6
0% 182.2 446.0 8.0 164.2 373.0 9.5 160.8 358.0 2.0
20% 179.3 465.4 6.0 164.0 385.6 7.6 160.6 372.4 1.1
4th 40% 177.8 484.8 6.4 161.6 398.2 7.8 162.2 386.8 1.3
Syll. 60% 176.0 504.2 6.8 160.4 410.8 7.0 162.2 401.2 1.3
80% 172.9 523.6 5.4 160.0 423.4 5.1 160.6 415.6 3.0
100% 169.9 543.0 6.0 160.0 436.0 4.6 158.8 430.0 4.0
0% 145.8 598.0 9.8 168.2 506.0 5.6 155.4 501.0 2.6
20% 139.3 610.0 8.8 172.2 529.4 6.6 155.8 515.2 2.9
5th 40% 133.8 622.0 9.1 172.4 552.8 5.8 156.0 529.4 2.5
Syll. 60% 128.6 634.0 9.5 169.4 576.2 6.7 156.6 543.6 2.9
80% 122.8 646.0 10.7 163.6 599.6 8.5 156.8 557.8 2.9
100% 118.8 658.0 11.4 159.6 623.0 9.4 157.0 572.0 3.8
0% 140.6 655.0 8.2 177.6 673.0 5.8
20% 133.6 664.6 7.5 172.0 690.0 4.7
6th 40% 127.2 674.2 7.9 170.6 707.0 6.2
Syll. 60% 121.4 683.8 8.1 169.0 724.0 6.3
80% 116.0 693.4 9.5 168.0 741.0 6.2
100% 112.0 703.0 10.1 167.0 758.0 6.7
0% 135.4 830.0 1.7
20% 128.8 839.8 4.7
7th 40% 123.0 849.6 5.0
Syll. 60% 116.8 859.4 5.7
80% 113.0 869.2 7.4
100% 107.8 879.0 9.0
APPENDIX 3 411
Appendix 3.25: The numerical information of Figure 7.5a (TYM).
B 2S 3S 4S
TYM F0 D F0 F0 D F0 FO D FO
0% 96.3 0.0 8.3 95.6 0.0 4.4 97.8 0.0 4.5
20% 96.8 18.6 8.6 95.6 13.4 4.4 98.4 11.8 3.6
1st 40% 96.7 37.2 7.8 95.7 26.8 3.9 98.6 23.6 3.8
Syll. 60% 96.6 55.8 7.6 95.8 40.2 4.5 98.2 35.4 4.1
80% 97.3 74.4 8.0 95.6 53.6 4.2 97.9 47.2 4.1
100% 97.8 93.0 9.4 94.5 67.0 5.2 97.5 59.0 4.5
0% 109.8 170.0 8.1 96.5 142.0 5.1 99.8 138.0 4.7
20% 113.4 198.6 8.4 95.4 164.8 4.5 98.4 151.6 4.3
2nd 40% 114.8 227.2 8.6 94.8 187.6 4.0 97.9 165.2 4.4
Syll. 60% 115.2 255.8 8.3 94.2 210.4 3.7 96.3 178.8 4.1
80% 114.2 284.4 8.5 94.1 233.2 3.0 94.8 192.4 5.0
100% 112.1 313.0 8.6 93.3 256.0 3.7 94.7 206.0 6.3
0% 105.4 325.0 4.0 95.5 274.0 6.3
20% 109.4 353.8 3.9 95.3 291.8 6.1
3rd 40% 110.3 382.6 3.8 94.7 309.6 6.3
Syll. 60% 110.3 411.4 4.1 94.2 327.4 5.8
80% 110.3 440.2 4.0 94.1 345.2 5.5
100% 108.7 469.0 4.4 94.3 363.0 6.0
0% 110.2 442.0 5.9
20% 111.7 465.8 6.4
4th 40% 112.2 489.6 7.2
Syll. 60% 111.9 513.4 6.6
80% 110.8 537.2 6.1
100% 109.6 561.0 5.5
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Appendix 3.25 (Continued): The numerical information of Figure 7.5b (TYM).
B 5S 6S
TYM F0 D sd F0 D sd
0% 98.2 0.0 5.8 102.0 0.0 1.6
20% 98.7 10.6 5.6 103.0 11.2 1.4
1st 40% 98.7 21.2 5.7 104.4 22.4 2.8
Syll. 60% 98.5 31.8 5.5 105.0 33.6 2.5
80% 98.2 42.4 5.8 105.6 44.8 2.3
100% 98.1 53.0 5.9 106.4 56.0 1.5
0% 98.4 120.0 3.8 103.2 102.0 3.6
20% 97.4 136.6 3.8 102.8 114.6 3.6
2nd 40% 96.3 153.2 3.9 101.0 127.2 4.5
Syll. 60% 95.4 169.8 3.9 100.6 139.8 4.4
80% 94.2 186.4 4.5 99.2 152.4 4.5
100% 92.4 203.0 5.4 96.8 165.0 4.1
0% 97.2 279.0 4.8 102.8 253.0 3.5
20% 96.6 294.6 4.8 103.4 266.8 5.1
3rd 40% 95.9 310.2 4.4 102.8 280.6 4.9
Syll. 60% 94.7 325.8 4.0 102.2 294.4 6.2
80% 93.6 341.4 3.9 101.0 308.2 6.6
100% 92.7 357.0 4.5 101.6 322.0 5.8
0% 94.9 412.0 3.9 101.6 375.0 5.3
20% 94.9 432.4 4.0 101.2 390.6 4.7
4th 40% 94.6 452.8 3.9 101.2 406.2 4.1
Syll. 60% 94.8 473.2 4.2 99.0 421.8 3.9
80% 95.0 493.6 4.9 96.8 437.4 4.0
100% 93.8 514.0 5.3 95.2 453.0 3.7
0% 106.0 575.0 4.9 96.8 501.0 2.2
20% 109.0 599.6 6.0 98.6 521.0 3.2
5 th 40% 109.8 624.2 6.5 99.2 541.0 3.1
Syll. 60% 109.8 648.8 7.2 100.0 561.0 3.2
80% 110.0 673.4 7.2 100.8 581.0 2.8
100% 108.1 698.0 6.8 101.4 601.0 2.5
0% 109.6 651.0 4.3
20% 110.4 669.4 4.8
6th 40% 111.4 687.8 5.7
Syll. 60% 111.2 706.2 5.9
80% 111.2 724.6 5.1
100% 111.2 743.0 5.0
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Appendix 3.25 (Continued): The numerical information of Figure 7.5c (YNM).
B 2S 3S 4S
YNM F0 D F0 F0 D FO FO D FO
0% 101.8 0.0 4.9 106.3 0.0 4.2 104.0 0.0 3.3
20% 100.8 15.8 5.8 104.6 12.4 4.1 103.0 11.4 3.5
1st 40% 100.3 31.6 5.8 103.2 24.8 4.3 102.0 22.8 3.2
Syll. 60% 99.7 47.7 5.6 101.8 37.2 4.4 101.5 34.2 3.3
80% 98.2 63.2 5.1 100.7 49.6 4.9 101.3 45.6 3.5
100% 96.0 79.0 5.6 98.6 62.0 5.5 100.5 57.0 3.5
0% 103.4 172.0 3.7 99.6 135.0 4.7 100.0 128.0 4.2
20% 102.9 199.0 4.7 96.1 158.2 3.8 98.8 142.2 4.2
2nd 40% 103.1 226.0 4.8 94.2 181.4 3.5 97.9 156.4 3.5
Syll. 60% 102.3 253.0 4.5 93.1 204.6 3.5 96.7 170.6 3.0
80% 102.0 280.0 4.1 92.2 227.8 3.6 95.4 184.8 3.0
100% 102.8 307.0 4.1 92.6 251.0 4.2 94.6 199.0 3.6
0% 100.6 324.0 4.0 95.3 276.0 3.6
20% 100.7 360.0 4.0 94.7 291.6 3.1
3rd 40% 100.8 396.0 3.7 94.2 307.2 3.0
Syll. 60% 100.4 432.0 3.8 93.5 322.8 3.4
80% 99.9 468.0 3.3 93.0 338.4 3.5
100% 100.9 504.0 4.5 92.1 354.0 3.7
0% 99.0 427.0 3.8
20% 98.8 458.6 3.4
4 th 40% 99.0 490.2 3.5
Syll. 60% 99.2 521.8 3.1
80% 99.2 553.4 3.4
100% 100.4 585.0 4.0
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Appendix 3.25 (Continued): The numerical information of Figure 7.5d (YNM).
B 5S 6S
YNM F0 D sd F0 D sd
0% 104.8 0.0 5.1 109.2 0.0 3.4
20% 104.8 9.4 5.2 108.8 14.4 3.8
1st 40% 104.6 18.8 5.2 108.0 28.8 4.6
Syll. 60% 104.0 28.2 5.3 106.8 43.2 4.7
80% 103.2 37.6 5.7 106.2 57.6 5.1
100% 102.6 47.0 5.9 105.0 72.0 5.3
0% 99.8 104.0 4.2 100.8 122.0 4.4
20% 98.4 121.0 3.5 99.8 138.0 4.8
2nd 40% 97.4 138.0 3.1 99.0 154.0 4.5
Syll. 60% 96.7 155.0 3.1 99.0 170.0 3.9
80% 95.3 172.0 3.3 98.2 186.0 3.8
100% 94.7 189.0 3.6 97.2 202.0 3.6
0% 98.1 262.0 3.1 100.2 289.0 2.5
20% 96.8 274.8 2.9 98.4 300.2 3.2
3rd 40% 95.8 287.6 2.9 97.8 311.4 3.1
Syll. 60% 95.1 300.4 2.9 96.6 322.6 2.5
80% 94.2 313.2 3.0 96.0 333.8 1.9
100% 93.7 326.0 3.2 95.2 345.0 1.3
0% 94.3 394.0 3.4 94.8 385.0 2.2
20% 93.1 413.2 1.9 93.8 403.6 2.9
4th 40% 92.3 432.4 2.3 92.8 422.2 3.5
Syll. 60% 92.2 451.6 2.4 91.4 440.8 2.6
80% 91.1 470.8 2.7 89.4 459.4 2.1
100% 90.1 490.0 4.1 87.2 478.0 1.1
0% 100.3 559.0 3.4 95.0 540.0 2.1
20% 99.2 591.2 2.9 94.0 562.6 2.0
5 th 40% 98.9 623.4 2.6 94.0 585.2 1.4
Syll. 60% 98.7 655.6 3.1 94.0 607.8 1.9
80% 98.4 687.8 3.3 94.0 630.4 1.9
100% 98.7 720.0 3.4 94.2 653.0 2.3
0% 96.6 724.0 2.6
20% 96.4 743.0 2.7
6th 40% 96.4 762.0 2.1
Syll. 60% 97.0 781.0 2.1
80% 97.4 800.0 3.2
100% 97.6 819.0 2.7
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Appendix 3.25 (Continued): The numerical information of Figure 7.5e (TTF).
B 2S 3S 4S
TTF F0 D sd F0 D sd FO D sd
0% 187.8 0.0 15.0 190.6 0.0 9.2 197.3 0.0 12.1
20% 188.2 16.2 15.4 193.1 14.6 9.0 197.8 12.8 11.8
1st 40% 186.4 32.4 14.4 193.9 29.2 8.6 198.2 25.6 12.0
Syll. 60% 183.8 48.6 13.7 193.9 43.8 9.2 197.7 38.4 11.5
80% 181.5 64.8 13.0 192.6 58.4 9.9 197.2 51.2 11.6
100% 179.9 81.0 11.5 187.4 73.0 10.0 195.8 64.0 10.9
0% 199.2 183.0 10.7 183.6 151.0 8.1 189.7 141.0 13.0
20% 204.4 209.4 13.6 181.2 174.6 8.2 188.5 158.4 12.5
2nd 40% 206.4 235.8 13.4 178.7 198.2 7.8 188.1 175.8 12.3
Syll. 60% 205.5 262.2 14.5 176.8 221.8 5.8 187.0 193.2 11.0
80% 203.4 288.6 14.7 174.1 245.4 6.4 185.6 210.6 10.8
100% 199.9 315.0 12.0 170.2 269.0 8.3 183.2 228.0 11.5
0% 190.1 349.0 7.4 179.6 308.0 10.2
20% 197.1 375.0 8.3 177.8 326.4 9.6
3rd 40% 200.5 401.0 9.4 177.2 344.8 9.7
Syll. 60% 202.1 427.0 10.6 176.6 363.2 10.2
80% 199.8 453.0 8.9 176.0 381.6 10.4
100% 199.8 479.0 9.6 176.3 400.0 10.7
0% 195.3 482.0 14.7
20% 199.2 505.8 14.8
4th 40% 200.4 529.6 12.9
Syll. 60% 201.8 553.4 13.1
80% 201.4 577.2 12.1
100% 199.6 601.0 13.1
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Appendix 3.25 (Continued): The numerical information of Figure 7.5f (TTF).
B 5S 6S
TTF F0 D sd F0 D sd
0% 200.8 0.0 8.8 190.4 0.0 10.9
20% 201.9 10.8 9.1 191.8 11.0 9.8
1st 40% 202.1 21.6 9.4 192.0 22.0 10.5
Syll. 60% 201.6 32.4 9.4 193.8 33.0 10.6
80% 200.5 43.2 8.3 194.8 44.0 12.4
100% 200.0 54.0 7.9 192.8 55.0 13.1
0% 194.8 123.0 8.3 187.4 111.0 13.4
20% 192.6 140.4 8.3 186.0 124.0 13.0
2nd 40% 190.9 157.8 8.1 184.4 137.0 12.6
Syll. 60% 189.0 175.2 7.7 183.8 150.0 12.2
80% 187.3 192.6 7.9 182.6 163.0 12.2
100% 185.0 210.0 7.3 182.4 176.0 12.6
0% 185.0 304.0 8.7 177.8 265.0 12.5
20% 183.6 320.4 8.6 176.6 279.2 12.3
3rd 40% 182.6 336.8 8.4 174.4 293.4 11.5
Syll. 60% 180.4 353.2 8.9 173.2 307.6 11.6
80% 178.0 369.6 9.3 172.8 321.8 12.0
100% 176.0 386.0 9.5 171.4 336.0 12.9
0% 175.1 462.0 5.5 170.8 373.0 12.5
20% 174.4 484.0 5.7 168.8 389.4 11.3
4th 40% 174.6 506.0 5.6 167.0 405.8 11.4
Syll. 60% 173.4 528.0 5.5 164.6 422.2 11.1
80% 173.0 550.0 6.0 162.6 438.6 11.2
100% 172.9 572.0 7.0 160.4 455.0 12.3
0% 195.7 644.0 8.5 160.2 520.0 10.8
20% 198.5 666.8 7.9 161.0 537.8 11.9
5 th 40% 200.6 689.6 8.4 160.8 555.6 11.8
Syll. 60% 201.9 712.4 7.7 161.2 573.4 12.5
80% 199.8 735.2 7.9 162.4 591.2 13.3
100% 197.1 758.0 7.5 162.6 609.0 13.4
0% 175.6 675.0 13.2
20% 178.4 693.2 13.6
6th 40% 181.0 711.4 13.2
Syll. 60% 183.0 729.6 14.1
80% 183.8 747.8 15.0
100% 183.0 766.0 15.4
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Appendix 3.25 (Continued): The numerical information of Figure 7.5g (NKF).
B 2S 3S 4S
NKF F0 D sd F0 D sd F0 D sd
0% 165.7 0.0 9.0 166.8 0.0 11.0 174.0 0.0 7.7
20% 165.5 16.2 7.7 166.8 12.6 8.5 173.0 12.2 7.4
1st 40% 164.8 32.4 7.0 165.1 25.2 6.5 172.6 24.4 7.3
Syll. 60% 162.8 48.6 6.1 163.3 37.8 5.5 171.3 36.6 7.7
80% 161.3 64.8 6.6 161.2 50.4 5.5 170.5 48.8 7.9
100% 160.1 81.0 6.1 159.1 63.0 6.4 169.9 61.0 8.0
0% 169.7 175.0 9.0 159.2 138.0 5.1 165.3 137.0 6.7
20% 171.6 197.4 9.9 157.0 161.8 5.9 165.0 151.0 6.1
2nd 40% 172.4 219.8 10.2 154.4 185.6 6.0 165.0 165.0 5.3
Syll. 60% 172.6 242.2 9.9 152.3 209.4 6.0 164.5 179.0 5.0
80% 168.8 264.6 9.0 150.1 233.2 6.2 163.8 193.0 5.1
100% 162.4 287.0 10.7 148.4 257.0 6.7 163.4 207.0 4.9
0% 165.9 338.0 6.4 162.2 284.0 5.7
20% 167.8 360.2 6.6 159.9 302.6 4.9
3rd 40% 167.8 382.4 6.6 158.9 321.2 4.8
Syll. 60% 166.9 404.6 7.0 158.7 339.8 4.5
80% 164.2 426.8 8.4 158.4 358.4 4.1
100% 159.1 449.0 9.2 158.6 377.0 4.4
0% 172.2 459.0 8.6
20% 173.8 481.2 7.8
4th 40% 175.0 503.4 8.6
Syll. 60% 176.0 525.6 7.2
80% 173.2 547.8 6.4
100% 169.1 570.0 8.5
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Appendix 3.25 (Continued): The numerical information of Figure 7.5h (NKF).
B 5S 6S
NKF F0 D sd F0 D sd
0% 169.3 0.0 8.7 171.8 0.0 3.9
20% 168.9 9.4 7.9 172.8 10.6 3.4
1st 40% 168.8 18.8 7.9 173.0 21.2 2.8
Syll. 60% 168.5 28.2 7.3 172.8 31.8 2.2
80% 168.6 37.6 7.1 172.2 42.4 0.5
100% 168.8 47.0 7.0 170.0 53.0 2.2
0% 165.7 114.0 5.9 171.0 97.0 5.6
20% 165.3 128.0 5.7 168.2 113.0 5.2
2nd 40% 164.9 142.0 5.2 166.8 129.0 4.6
Syll. 60% 163.9 156.0 5.2 166.5 145.0 4.8
80% 163.1 170.0 5.3 166.8 161.0 4.3
100% 160.7 184.0 6.1 166.5 177.0 4.0
0% 161.9 277.0 5.8 166.8 270.0 5.6
20% 159.4 291.2 5.3 164.5 282.4 4.7
3rd 40% 157.8 305.4 4.8 163.2 294.8 4.8
Syll. 60% 156.6 319.6 4.5 162.5 307.2 5.1
80% 154.3 333.8 4.8 160.2 319.6 4.8
100% 153.0 348.0 5.5 159.5 332.0 4.2
0% 155.1 418.0 4.3 160.2 374.0 4.8
20% 153.2 439.0 4.5 158.2 390.4 5.3
4th 40% 151.8 460.0 4.2 157.2 406.8 5.4
Syll. 60% 151.7 481.0 4.0 154.2 423.2 4.6
80% 151.7 502.0 3.4 151.8 439.6 4.8
100% 150.7 523.0 3.3 150.5 456.0 3.7
0% 160.8 602.0 3.7 159.5 542.0 4.2
20% 163.3 623.0 3.2 158.0 563.0 5.0
5 th 40% 164.8 644.0 3.5 156.0 584.0 5.1
Syll. 60% 164.7 665.0 4.6 154.5 605.0 5.8
80% 162.0 686.0 4.4 153.8 626.0 4.8
100% 157.8 707.0 5.9 152.8 647.0 3.0
0% 161.5 724.0 8.2
20% 162.0 746.2 6.3
6th 40% 161.5 768.4 5.6
Syll. 60% 160.8 790.6 5.4
80% 160.2 812.8 5.7
100% 159.0 835.0 6.0
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Appendix 3.26: The numerical information of Figure 7.6a (TYM).
T Y M A 3S B 2S A 4 S B 3S
F0 D sd FO D sd FO D sd FO D sd
0 % 1 05 .7 0 .0 6.1 96 .3 0 .0 8 .3 101 .8 0 .0 4 .4 9 5 .6 0 .0 4 .4
2 0 % 10 5 .0 10.2 5 .6 96 .8 18.6 8 .6 102 .4 10 .4 4 .4 9 5 .6 13.4 4 .4
1st 4 0 % 10 5 .6 2 0 .4 5 .7 96 .7 37 .2 7 .8 103 .4 2 0 .8 3 .9 9 5 .7 2 6 .8 3 .9
Syll. 6 0 % 10 6 .9 3 0 .6 6 .4 9 6 .6 5 5 .8 7 .6 103 .6 3 1 .2 4 .2 9 5 .8 4 0 .2 4 .5
8 0 % 1 07 .2 4 0 .8 7 .0 97 .3 7 4 .4 8 .0 10 3 .0 4 1 .6 4 .9 9 5 .6 5 3 .6 4 .2
10 0 % 106 .0 5 1 .0 9 .4 9 7 .8 9 3 .0 9 .4 1 02 .0 5 2 .0 5 .5 9 4 .5 6 7 .0 5 .2
0 % 12 3 .7 1 3 0 .0 7 .3 109 .8 170 8.1 104 .8 116 4 .3 9 6 .5 142 .0 5.1
2 0 % 12 4 .9 146 .4 8.3 113 .4 198 .6 8 .4 104 .7 133 .8 4 .3 9 5 .4 164 .8 4 .5
2n d 4 0 % 12 4 .6 162 .8 8 .3 114 .8 2 2 7 .2 8 .6 104 .8 151 .6 4 .4 9 4 .8 187 .6 4 .0
Syll. 6 0 % 123 .5 179 .2 8.7 115 .2 2 5 5 .8 8.3 104.1 16 9 .4 4 .2 9 4 .2 2 1 0 .4 3 .7
8 0 % 120 .4 19 5 .6 8.5 114.2 2 8 4 .4 8 .5 103.2 187 .2 4 .7 94.1 2 3 3 .2 3 .0
10 0 % 1 15 .6 2 1 2 .0 8.7 112.1 3 1 3 .0 8 .6 101.1 2 0 5 .0 5 .6 9 3 .3 2 5 6 .0 3 .7
0 % 9 6 .8 2 5 7 .0 10 .6 115 .2 2 7 5 6 .8 105 .4 3 2 5 .0 4 .0
2 0 % 9 1 .6 2 6 8 .6 11.5 119 .2 2 8 9 .4 6 109 .4 3 5 3 .8 3 .9
3 rd 4 0 % 85 .8 2 8 0 .2 8 .4 1 21 .9 3 0 3 .8 6 .2 110.3 3 8 2 .6 3 .8
Syll. 6 0 % 81 .8 2 9 1 .8 6 .5 121 .5 3 1 8 .2 6 .2 110.3 4 1 1 .4 4.1
8 0 % 7 8 .4 3 0 3 .4 5 .3 1 20 .0 3 3 2 .6 6 .5 110.3 4 4 0 .2 4 .0
10 0 % 75 .2 3 1 5 .0 3 .6 117 .3 3 4 7 .0 7 .7 108 .7 4 6 9 .0 4 .4
0 % 90.1 4 3 5 .0 9 .3
2 0 % 8 6 .8 4 4 4 .4 7 .8
4 th 4 0 % 8 3 .9 4 5 3 .8 7 .2
Syll. 6 0 % 81.1 4 6 3 .2 5 .9
8 0 % 7 8 .4 4 7 2 .6 4 .6
100% 76 .3 4 8 2 .0 4 .0
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Appendix 3.26 (Continued): The numerical information of Figure 7.6b (TYM).
TYM A 5S B4S
F0 D sd F0 D sd
0% 101.5 0.0 5.2 97.8 0.0 4.5
20% 102.6 11.4 4.8 98.4 11.8 3.6
1st 40% 103.5 22.8 4.6 98.6 23.6 3.8
Syll. 60% 103.8 34.2 4.1 98.2 35.4 4.1
80% 104.4 45.6 4.1 97.9 47.2 4.1
100% 104.1 57.0 3.8 97.5 59.0 4.5
0% 105.0 129.0 3.4 99.8 138.0 4.7
20% 104.9 146.6 3.5 98.4 151.6 4.3
2nd 40% 104.7 164.2 3.6 97.9 165.2 4.4
Syll. 60% 104.0 181.8 3.9 96.3 178.8 4.1
80% 103.4 199.4 4.8 94.8 192.4 5.0
100% 102.6 217.0 4.7 94.7 206.0 6.3
0% 103.8 270.0 4.1 95.5 274.0 6.3
20% 102.5 284.6 3.9 95.3 291.8 6.1
3rd 40% 101.5 299.2 3.7 94.7 309.6 6.3
Syll. 60% 100.0 313.8 3.5 94.2 327.4 5.8
80% 99.4 328.4 3.7 94.1 345.2 5.5
100% 99.2 343.0 4.1 94.3 363.0 6.0
0% 118.9 434.0 9.0 110.2 442.0 5.9
20% 121.3 449.8 8.6 111.7 465.8 6.4
4th 40% 121.4 465.6 6.8 112.2 489.6 7.2
Syll. 60% 119.8 481.4 5.6 111.9 513.4 6.6
80% 117.2 497.2 5.2 110.8 537.2 6.1
100% 113.9 513.0 6.6 109.6 561.0 5.5
0% 100.6 546.0 9.5
20% 95.7 558.0 8.1
5th 40% 90.0 570.0 7.7
Syll. 60% 85.3 582.0 7.3
80% 81.3 594.0 6.4
100% 78.0 606.0 5.4
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Appendix 3.26 (Continued): The numerical information of Figure 7.6c (TYM).
TYM A 6S B 5S
F0 D sd F0 D sd
0% 112.0 0.0 4.0 98.2 0.0 5.8
20% 110.2 7.6 3.8 98.7 10.6 5.6
1st 40% 109.0 15.2 4.2 98.7 21.2 5.7
Syll. 60% 108.2 22.8 4.1 98.5 31.8 5.5
80% 108.2 30.4 4.1 98.2 42.4 5.8
100% 107.2 38.0 5.3 98.1 53.0 5.9
0% 109.4 66.0 4.5 98.4 120.0 3.8
20% 109.8 83.4 4.8 97.4 136.6 3.8
2nd 40% 108.2 100.8 5.7 96.3 153.2 3.9
Syll. 60% 107.2 118.2 5.4 95.4 169.8 3.9
80% 105.6 135.6 5.9 94.2 186.4 4.5
100% 102.4 153.0 6.3 92.4 203.0 5.4
0% 103.8 208.0 3.3 97.2 279.0 4.8
20% 104.2 223.4 3.6 96.6 294.6 4.8
3rd 40% 103.4 238.8 4.4 95.9 310.2 4.4
Syll. 60% 102.6 254.2 4.6 94.7 325.8 4.0
80% 100.6 269.6 3.9 93.6 341.4 3.9
100% 96.4 285.0 5.3 92.7 357.0 4.5
0% 108.0 394.0 2.9 94.9 412.0 3.9
20% 108.2 406.2 3.0 94.9 432.4 4.0
4th 40% 108.2 418.4 3.8 94.6 452.8 3.9
Syll. 60% 107.6 430.6 4.1 94.8 473.2 4.2
80% 107.6 442.8 3.7 95.0 493.6 4.9
100% 107.6 455.0 2.9 93.8 514.0 5.3
0% 114.2 517.0 3.2 106.0 575.0 4.9
20% 115.2 532.8 4.0 109.0 599.6 6.0
5 th 40% 116.2 548.6 4.1 109.8 624.2 6.5
Syll. 60% 117.4 564.4 2.9 109.8 648.8 7.2
80% 116.8 580.2 2.6 110.0 673.4 7.2
100% 116.8 596.0 6.4 108.1 698.0 6.8
0% 100.6 633.0 6.7
20% 90.6 645.2 6.3
6 th 40% 82.8 657.4 4.5
Syll. 60% 77.4 669.6 4.7
80% 73.4 681.8 3.6
100% 67.6 694.0 7.9
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Appendix 3.26 (Continued): The numerical information of Figure 7.6d (TYM).
TYM A 7S B6S
F0 D sd F0 D sd
0% 104.0 0.0 4.6 102.0 0.0 1.6
20% 104.6 7.2 6.8 103.0 11.2 1.4
1st 40% 104.6 14.4 7.0 104.4 22.4 2.8
Syll. 60% 105.0 21.6 7.0 105.0 33.6 2.5
80% 105.4 28.8 7.4 105.6 44.8 2.3
100% 105.4 36.0 7.4 106.4 56.0 1.5
0% 107.0 104.0 5.7 103.2 102.0 3.6
20% 105.8 115.0 5.9 102.8 114.6 3.6
2nd 40% 104.4 126.0 6.1 101.0 127.2 4.5
Syll. 60% 103.4 137.0 6.2 100.6 139.8 4.4
80% 101.0 148.0 6.0 99.2 152.4 4.5
100% 98.4 159.0 5.8 96.8 165.0 4.1
0% 104.0 265.0 4.2 102.8 253.0 3.5
20% 104.4 273.8 4.1 103.4 266.8 5.1
3rd 40% 103.8 282.6 5.1 102.8 280.6 4.9
Syll. 60% 103.4 291.4 5.2 102.2 294.4 6.2
80% 102.6 300.2 5.5 101.0 308.2 6.6
100% 102.2 309.0 5.7 101.6 322.0 5.8
0% 104.2 349.0 6.6 101.6 375.0 5.3
20% 104.4 362.8 5.9 101.2 390.6 4.7
4th 40% 104.2 376.6 6.4 101.2 406.2 4.1
Syll. 60% 103.4 390.4 5.9 99.0 421.8 3.9
80% 102.6 404.2 6.4 96.8 437.4 4.0
100% 99.4 418.0 5.6 95.2 453.0 3.7
0% 106.0 460.0 5.3 96.8 501.0 2.2
20% 105.6 474.4 4.6 98.6 521.0 3.2
5 th 40% 104.4 488.8 4.8 99.2 541.0 3.1
Syll. 60% 104.2 503.2 3.6 100.0 561.0 3.2
80% 103.6 517.6 2.9 100.8 581.0 2.8
100% 103.2 532.0 3.0 101.4 601.0 2.5
0% 122.8 629 5.8 109.6 651.0 4.3
20% 124.4 642.8 4.4 110.4 669.4 4.8
6 th 40% 121.8 656.6 6.3 111.4 687.8 5.7
Syll. 60% 119.4 670.4 4.8 111.2 706.2 5.9
80% 116.2 684.2 3.7 111.2 724.6 5.1
100% 111.2 698.0 6.1 111.2 743.0 5.0
0% 101.4 741.0 4.2
20% 95.8 750.0 3.6
7th 40% 91.6 759.0 2.6
Syll. 60% 86.6 768.0 3.0
80% 82.0 777.0 4.2
100% 76.0 786.0 4.6
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Appendix 3.27: The numerical information of Figure 7.7a (YNM).
Y N M A 3S B 2S A  4S B 3S
F0 D sd F0 D sd F0 D sd FO D sd
0 % 108 .8 0 .0 6 .6 101 .8 0 .0 4 .9 110 .0 0 .0 5 .4 106 .3 0 .0 4 .2
2 0 % 107 .4 7 .6 5 .4 100 .8 15.8 5 .8 108.3 10 .6 4 .9 1 0 4 .6 12.4 4.1
1st 4 0 % 106.3 15.2 4 .7 100.3 3 1 .6 5 .8 10 7 .0 2 1 .2 4 .5 1 03 .2 2 4 .8 4 .3
Syll. 6 0 % 105 .2 2 2 .8 4 .3 9 9 .7 4 7 .7 5 .6 105 .2 3 1 .8 4 .4 101 .8 3 7 .2 4 .4
8 0 % 1 03 .9 3 0 .4 4 .5 9 8 .2 6 3 .2 5.1 10 3 .6 4 2 .4 4 .3 1 00 .7 4 9 .6 4 .9
1 0 0 % 103 .2 3 8 .0 4 .8 9 6 .0 7 9 .0 5 .6 102 .5 5 3 .0 4 .7 9 8 .6 6 2 .0 5 .5
0 % 109 .4 129 .0 5 .3 103 .4 172 .0 3 .7 102 .2 1 1 5 .0 3 .2 9 9 .6 13 5 .0 4 .7
2 0 % 108 .8 148.8 4 .6 102 .9 19 9 .0 4 .7 100.1 134 .8 3.3 96.1 158.2 3 .8
2 n d 4 0 % 108.1 168 .6 4 .2 103.1 2 2 6 .0 4 .8 9 8 .8 1 5 4 .6 2 .8 94 .2 181 .4 3 .5
Syll. 6 0 % 107.2 188 .4 3 .8 102.3 2 5 3 .0 4 .5 9 7 .8 174 .4 3.1 93.1 2 0 4 .6 3 .5
8 0 % 105 .7 2 0 8 .2 4 .0 102 .0 2 8 0 .0 4.1 9 7 .2 194 .2 3.1 92 .2 2 2 7 .8 3 .6
1 0 0 % 102.1 2 2 8 .0 4 .8 102 .8 3 0 7 .0 4.1 9 6 .2 2 1 4 .0 3.1 9 2 .6 2 5 1 .0 4 .2
0 % 9 3 .8 2 9 2 4 .5 107 .0 2 9 0 .0 5 .4 10 0 .6 3 2 4 .0 4 .0
2 0 % 91 .2 3 0 4 .4 4 .0 106 .6 3 0 4 .2 5 .5 100 .7 3 6 0 .0 4 .0
3 rd 4 0 % 89 .0 3 1 6 .8 4 .3 106 .5 3 1 8 .4 5.3 100 .8 3 9 6 .0 3 .7
Syll. 6 0 % 86.1 32 9 .2 4 .7 106 .2 3 3 2 .6 4 .7 1 00 .4 4 3 2 .0 3 .8
8 0 % 84 .0 3 4 1 .6 5 .3 105 .2 3 4 6 .8 5.1 9 9 .9 4 6 8 .0 3 .3
1 0 0 % 81.1 3 5 4 .0 7 .5 1 03 .5 3 6 1 .0 6 .2 1 00 .9 5 0 4 .0 4 .5
0 % 9 3 .9 4 4 5 .0 4 .0
2 0 % 9 1 .0 4 5 6 .4 3 .2
4 th 4 0 % 8 8 .6 4 6 7 .8 2 .7
Syll. 6 0 % 86 .8 4 7 9 .2 2 .8
8 0 % 8 4 .4 4 9 0 .6 3.1
1 0 0 % 8 2 .0 5 0 2 .0 3 .8
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Appendix 3.27 (Continued): The numerical information of Figure 7.7b (YNM).
YNM A 5S B4S
F0 D sd F0 D sd
0% 107.2 0.0 4.1 104.0 0.0 3.3
20% 106.7 9.6 4.1 103.0 11.4 3.5
1st 40% 105.9 19.2 3.7 102.0 22.8 3.2
Syll. 60% 105.2 28.8 3.2 101.5 34.2 3.3
80% 104.5 38.4 3.1 101.3 45.6 3.5
100% 104.0 48.0 3.0 100.5 57.0 3.5
0% 103.9 119.0 2.9 100.0 128.0 4.2
20% 102.6 136.8 2.6 98.8 142.2 4.2
2nd 40% 101.4 154.6 2.3 97.9 156.4 3.5
Syll. 60% 100.5 172.4 2.3 96.7 170.6 3.0
80% 99.8 190.2 2.8 95.4 184.8 3.0
100% 99.0 208.0 2.9 94.6 199.0 3.6
0% 97.7 263.0 2.7 95.3 276.0 3.6
20% 96.0 278.2 1.9 94.7 291.6 3.1
3rd 40% 95.3 293.4 1.9 94.2 307.2 3
Syll. 60% 94.9 308.6 1.8 93.5 322.8 3.4
80% 94.5 323.8 1.8 93.0 338.4 3.5
100% 94.4 339.0 1.9 92.1 354.0 3.7
0% 106.6 432.0 5.6 99.0 427.0 3.8
20% 105.1 447.8 4.8 98.8 458.6 3.4
4th 40% 104.3 463.6 4.0 99.0 490.2 3.5
Syll. 60% 103.0 479.4 3.5 99.2 521.8 3.1
80% 101.5 495.2 3.2 99.2 553.4 3.4
100% 99.0 511.0 3.1 100.4 585.0 4.0
0% 93.9 559.0 4.9
20% 91.2 570.4 4.3
5 th 40% 88.3 581.8 3.6
Syll. 60% 86.1 593.2 3.6
80% 84.6 604.6 4.0
100% 82.9 616.0 5.0
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Appendix 3.27 (Continued): The numerical information of Figure 7.7c (YNM).
YNM A 6S B 5S
F0 D sd F0 D sd
0% 112.0 0.0 3.8 104.8 0.0 5.1
20% 110.8 9.0 2.9 104.8 9.4 5.2
1st 40% 108.8 18.0 3.1 104.6 18.8 5.2
Syll. 60% 106.6 27.0 3.0 104.0 28.2 5.3
80% 104.4 36.0 3.3 103.2 37.6 5.7
100% 103.6 45.0 3.6 102.6 47.0 5.9
0% 103.4 90.0 3.2 99.8 104.0 4.2
20% 102.2 106.4 2.4 98.4 121.0 3.5
2nd 40% 101.0 122.8 2.5 97.4 138.0 3.1
Syll. 60% 100.0 139.2 1.9 96.7 155.0 3.1
80% 98.4 155.6 2.3 95.3 172.0 3.3
100% 97.0 172.0 2.3 94.7 189.0 3.6
0% 101.6 225.0 2.4 98.1 262.0 3.1
20% 99.8 238.4 3.6 96.8 274.8 2.9
3rd 40% 98.8 251.8 3.3 95.8 287.6 2.9
Syll. 60% 97.8 256.2 2.5 95.1 300.4 2.9
80% 96.2 278.6 4.0 94.2 313.2 3.0
100% 93.8 292.0 4.8 93.7 326.0 3.2
0% 100.2 386.0 1.9 94.3 394.0 3.4
20% 98.6 400.6 2.3 93.1 413.2 1.9
4th 40% 97.8 415.2 1.3 92.3 432.4 2.3
Syll. 60% 97.0 429.8 1.6 92.2 451.6 2.4
80% 96.8 444.4 1.9 91.1 470.8 2.7
100% 97.0 459.0 2.1 90.1 490.0 4.1
0% 102.8 513.0 2.9 100.3 559.0 3.4
20% 103.4 532.6 3.4 99.2 591.2 2.9
5th 40% 103.4 552.2 3.9 98.9 623.4 2.6
Syll. 60% 102.2 571.8 4.1 98.7 655.6 3.1
80% 99.4 591.4 4.9 98.4 687.8 3.3
100% 96.2 611.0 3.3 98.7 720.0 3.4
0% 92.6 639.0 1.5
20% 90.4 650.8 1.9
6th 40% 88.2 662.6 2.2
Syll. 60% 86.0 674.4 2.5
80% 83.8 686.2 2.5
100% 82.0 698.0 2.4
APPENDIX 3 426
Appendix 3.27 (Continued): The numerical information of Figure 7.7d (YNM).
YNM A 7S B 6S
F0 D sd F0 D sd
0% 112.0 0.0 4.1 109.2 0.0 3.4
20% 111.0 7.2 3.0 108.8 14.4 3.8
1st 40% 110.2 14.4 3.1 108.0 28.8 4.6
Syll. 60% 109.6 21.6 3.0 106.8 43.2 4.7
80% 108.4 28.8 2.6 106.2 57.6 5.1
100% 107.8 36.0 2.3 105.0 72.0 5.3
0% 103.6 108.0 2.9 100.8 122.0 4.4
20% 102.0 121.6 2.3 99.8 138.0 4.8
2nd 40% 102.0 135.2 1.6 99.0 154.0 4.5
Syll. 60% 100.6 148.8 1.7 99.0 170.0 3.9
80% 98.2 162.4 1.9 98.2 186.0 3.8
100% 96.4 176.0 2.4 97.2 202.0 3.6
0% 104.4 296.0 1.8 100.2 289.0 2.5
20% 102.6 305.8 1.8 98.4 300.2 3.2
3rd 40% 101.6 315.6 2.3 97.8 311.4 3.1
Syll. 60% 100.0 325.4 1.4 96.6 322.6 2.5
80% 98.0 335.2 2.5 96.0 333.8 1.9
100% 95.0 345.0 3.2 95.2 345.0 1.3
0% 101.8 402.0 3.7 94.8 385.0 2.2
20% 99.6 420.8 2.1 93.8 403.6 2.9
4th 40% 98.8 439.6 2.2 92.8 422.2 3.5
Syll. 60% 98.6 458.4 2.3 91.4 440.8 2.6
80% 97.4 477.2 2.2 89.4 459.4 2.1
100% 96.0 496.0 3.4 87.2 478.0 1.1
0% 98.6 546.0 2.2 95.0 540.0 2.1
20% 96.2 560.0 1.5 94.0 562.6 2.0
5 th 40% 94.4 574.0 2.2 94.0 585.2 1.4
Syll. 60% 93.8 588.0 2.3 94.0 607.8 1.9
80% 93.4 602.0 2.1 94.0 630.4 1.9
100% 93.0 616.0 1.7 94.2 653.0 2.3
0% 110.6 707.0 1.8 96.6 724.0 2.6
20% 106.6 723.6 1.8 96.4 743.0 2.7
6th 40% 105.4 740.2 1.8 96.4 762.0 2.1
Syll. 60% 103.8 756.8 2.3 97.0 781.0 2.1
80% 101.4 773.4 2.2 97.4 800.0 3.2
100% 98.8 790.0 2.2 97.6 819.0 2.7
0% 90.6 856.0 1.1
20% 87.2 867.0 1.3
7th 40% 85.0 878.0 1.7
Syll. 60% 83.4 889.0 1.3
80% 81.8 900.0 1.3
100% 80.6 911.0 1.1
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Appendix 3.28: The numerical information of Figure 7.8a (TTF).
T T F A  3S B 2 S A  4S B 3S
F0 D sd F 0 D sd FO D sd FO D sd
0 % 1 08 .8 0 .0 6 .6 101 .8 0 .0 4 .9 1 10 .0 0 .0 5 .4 106.3 0 .0 4 .2
2 0 % 107 .4 7 .6 5 .4 100 .8 15.8 5 .8 108 .3 10 .6 4 .9 104 .6 12.4 4.1
1st 4 0 % 1 06 .3 15.2 4 .7 100 .3 3 1 .6 5 .8 1 07 .0 2 1 .2 4 .5 103 .2 24 .8 4 .3
Syll. 6 0 % 1 05 .2 2 2 .8 4 .3 9 9 .7 4 7 .7 5 .6 105.2 3 1 .8 4 .4 101 .8 37 .2 4 .4
8 0 % 103 .9 3 0 .4 4 .5 9 8 .2 6 3 .2 5.1 103 .6 4 2 .4 4 .3 100 .7 4 9 .6 4 .9
1 0 0 % 103 .2 3 8 .0 4 .8 9 6 .0 7 9 .0 5 .6 102 .5 5 3 .0 4 .7 98 .6 6 2 .0 5 .5
0 % 109 .4 1 29 .0 5.3 1 03 .4 172 .0 3 .7 102.2 11 5 .0 3 .2 9 9 .6 135 .0 4 .7
2 0 % 108 .8 148 .8 4 .6 10 2 .9 199 .0 4 .7 100.1 134 .8 3 .3 96.1 158.2 3 .8
2 n d 4 0 % 108.1 1 68 .6 4 .2 103.1 2 2 6 .0 4 .8 9 8 .8 1 5 4 .6 2 .8 94 .2 181 .4 3 .5
S y ll. 6 0 % 107 .2 188 .4 3 .8 102 .3 2 5 3 .0 4 .5 9 7 .8 1 74 .4 3.1 93.1 2 0 4 .6 3 .5
8 0 % 105 .7 2 0 8 .2 4 .0 102 .0 2 8 0 .0 4.1 9 7 .2 1 94 .2 3.1 92 .2 2 2 7 .8 3 .6
1 0 0 % 102.1 2 2 8 .0 4 .8 102 .8 3 0 7 .0 4.1 96 .2 2 1 4 .0 3.1 9 2 .6 2 5 1 .0 4 .2
0 % 9 3 .8 2 9 2 4 .5 107 2 9 0 5 .4 100 .6 3 2 4 .0 4 .0
2 0 % 91 .2 3 0 4 .4 4 .0 106 .6 3 0 4 .2 5 .5 100 .7 3 6 0 .0 4 .0
3 rd 4 0 % 8 9 .0 3 1 6 .8 4 .3 106.5 3 1 8 .4 5 .3 100 .8 3 9 6 .0 3 .7
Syll. 6 0 % 86.1 3 2 9 .2 4 .7 106.2 3 3 2 .6 4 .7 100 .4 4 3 2 .0 3 .8
8 0 % 8 4 .0 3 4 1 .6 5.3 105.2 3 4 6 .8 5.1 9 9 .9 4 6 8 .0 3 .3
1 0 0 % 81.1 3 5 4 .0 7 .5 103.5 3 6 1 .0 6 .2 100 .9 5 0 4 .0 4 .5
0 % 9 3 .9 4 4 5 .0 4 .0
2 0 % 9 1 .0 4 5 6 .4 3 .2
4 th 4 0 % 8 8 .6 4 6 7 .8 2 .7
Syll. 6 0 % 86 .8 4 7 9 .2 2 .8
8 0 % 8 4 .4 4 9 0 .6 3.1
1 0 0 % 8 2 .0 5 0 2 .0 3 .8
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Appendix 3.28 (Continued): The numerical information of Figure 7.8b (TTF).
TTF A 5S B4S
F0 D sd F0 D sd
0% 107.2 0.0 4.1 104.0 0.0 3.3
20% 106.7 9.6 4.1 103.0 11.4 3.5
1st 40% 105.9 19.2 3.7 102.0 22.8 3.2
Syll. 60% 105.2 28.8 3.2 101.5 34.2 3.3
80% 104.5 38.4 3.1 101.3 45.6 3.5
100% 104.0 48.0 3.0 100.5 57.0 3.5
0% 103.9 119.0 2.9 100.0 128.0 4.2
20% 102.6 136.8 2.6 98.8 142.2 4.2
2nd 40% 101.4 154.6 2.3 97.9 156.4 3.5
Syll. 60% 100.5 172.4 2.3 96.7 170.6 3.0
80% 99.8 190.2 2.8 95.4 184.8 3.0
100% 99.0 208.0 2.9 94.6 199.0 3.6
0% 97.7 263.0 2.7 95.3 276.0 3.6
20% 96.0 278.2 1.9 94.7 291.6 3.1
3rd 40% 95.3 293.4 1.9 94.2 307.2 3.0
Syll. 60% 94.9 308.6 1.8 93.5 322.8 3.4
80% 94.5 323.8 1.8 93.0 338.4 3.5
100% 94.4 339.0 1.9 92.1 354.0 3.7
0% 106.6 432.0 5.6 99.0 427.0 3.8
20% 105.1 447.8 4.8 98.8 458.6 3.4
4th 40% 104.3 463.6 4.0 99.0 490.2 3.5
Syll. 60% 103.0 479.4 3.5 99.2 521.8 3.1
80% 101.5 495.2 3.2 99.2 553.4 3.4
100% 99.0 511.0 3.1 100.4 585.0 4.0
0% 93.9 559.0 4.9
20% 91.2 570.4 4.3
5 th 40% 88.3 581.8 3.6
Syll. 60% 86.1 593.2 3.6
80% 84.6 604.6 4.0
100% 82.9 616.0 5.0
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Appendix 3.28 (Continued): The numerical information of Figure 7.8c (TTF).
TTF A 6S B 5S
F0 D sd F0 D sd
0% 112.0 0.0 3.8 104.8 0.0 5.1
20% 110.8 9.0 2.9 104.8 9.4 5.2
1st 40% 108.8 18.0 3.1 104.6 18.8 5.2
Syll. 60% 106.6 27.0 3.0 104.0 28.2 5.3
80% 104.4 36.0 3.3 103.2 37.6 5.7
100% 103.6 45.0 3.6 102.6 47.0 5.9
0% 103.4 90.0 3.2 99.8 104.0 4.2
20% 102.2 106.4 2.4 98.4 121.0 3.5
2nd 40% 101.0 122.8 2.5 97.4 138.0 3.1
Syll. 60% 100.0 139.2 1.9 96.7 155.0 3.1
80% 98.4 155.6 2.3 95.3 172.0 3.3
100% 97.0 172.0 2.3 94.7 189.0 3.6
0% 101.6 225.0 2.4 98.1 262.0 3.1
20% 99.8 238.4 3.6 96.8 274.8 2.9
3rd 40% 98.8 251.8 3.3 95.8 287.6 2.9
Syll. 60% 97.8 256.2 2.5 95.1 300.4 2.9
80% 96.2 278.6 4.0 94.2 313.2 3.0
100% 93.8 292.0 4.8 93.7 326.0 3.2
0% 100.2 386.0 1.9 94.3 394.0 3.4
20% 98.6 400.6 2.3 93.1 413.2 1.9
4th 40% 97.8 415.2 1.3 92.3 432.4 2.3
Syll. 60% 97.0 429.8 1.6 92.2 451.6 2.4
80% 96.8 444.4 1.9 91.1 470.8 2.7
100% 97.0 459 2.1 90.1 490.0 4.1
0% 102.8 513.0 2.9 100.3 559.0 3.4
20% 103.4 532.6 3.4 99.2 591.2 2.9
5 th 40% 103.4 552.2 3.9 98.9 623.4 2.6
Syll. 60% 102.2 571.8 4.1 98.7 655.6 3.1
80% 99.4 591.4 4.9 98.4 687.8 3.3
100% 96.2 611.0 3.3 98.7 720.0 3.4
0% 92.6 639.0 1.5
20% 90.4 650.8 1.9
6th 40% 88.2 662.6 2.2
Syll. 60% 86.0 674.4 2.5
80% 83.8 686.2 2.5
100% 82.0 698.0 2.4
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Appendix 3.28 (Continued): The numerical information of Figure 7.8d (TTF).
TTF A7S B 6S
F0 D sd FO D sd
0% 112.0 0.0 4.1 109.2 0.0 3.4
20% 111.0 7.2 3.0 108.8 14.4 3.8
1st 40% 110.2 14.4 3.1 108.0 28.8 4.6
Syll. 60% 109.6 21.6 3 106.8 43.2 4.7
80% 108.4 28.8 2.6 106.2 57.6 5.1
100% 107.8 36.0 2.3 105.0 72.0 5.3
0% 103.6 108.0 2.9 100.8 122.0 4.4
20% 102.0 121.6 2.3 99.8 138.0 4.8
2nd 40% 102.0 135.2 1.6 99.0 154.0 4.5
Syll. 60% 100.6 148.8 1.7 99.0 170.0 3.9
80% 98.2 162.4 1.9 98.2 186.0 3.8
100% 96.4 176.0 2.4 97.2 202.0 3.6
0% 104.4 296.0 1.8 100.2 289.0 2.5
20% 102.6 305.8 1.8 98.4 300.2 3.2
3rd 40% 101.6 315.6 2.3 97.8 311.4 3.1
Syll. 60% 100.0 325.4 1.4 96.6 322.6 2.5
80% 98.0 335.2 2.5 96.0 333.8 1.9
100% 95.0 345.0 3.2 95.2 345.0 1.3
0% 101.8 402.0 3.7 94.8 385.0 2.2
20% 99.6 420.8 2.1 93.8 403.6 2.9
4th 40% 98.8 439.6 2.2 92.8 422.2 3.5
Syll. 60% 98.6 458.4 2.3 91.4 440.8 2.6
80% 97.4 477.2 2.2 89.4 459.4 2.1
100% 96.0 496.0 3.4 87.2 478.0 1.1
0% 98.6 546.0 2.2 95.0 540.0 2.1
20% 96.2 560.0 1.5 94.0 562.6 2.0
5 th 40% 94.4 574.0 2.2 94.0 585.2 1.4
Syll. 60% 93.8 588.0 2.3 94.0 607.8 1.9
80% 93.4 602.0 2.1 94.0 630.4 1.9
100% 93.0 616.0 1.7 94.2 653.0 2.3
0% 110.6 707.0 1.8 96.6 724.0 2.6
20% 106.6 723.6 1.8 96.4 743.0 2.7
6th 40% 105.4 740.2 1.8 96.4 762.0 2.1
Syll. 60% 103.8 756.8 2.3 97.0 781.0 2.1
80% 101.4 773.4 2.2 97.4 800.0 3.2
100% 98.8 790.0 2.2 97.6 819.0 2.7
0% 90.6 856.0 1.1
20% 87.2 867.0 1.3
7th 40% 85.0 878.0 1.7
Syll. 60% 83.4 889.0 1.3
80% 81.8 900.0 1.3
100% 80.6 911.0 1.1
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Appendix 3.29: The numerical information of Figure 7.9a (NKF).
N K F A  3S B 2S A 4S B 3S
F0 D sd FO D sd FO D sd FO D sd
0 % 187 .6 0 .0 9 .9 165 .7 0 .0 9 .0 179 .4 0 .0 9 .4 166.8 0 .0 11 .0
2 0 % 185 .5 9 .0 9 .3 165 .5 16.2 7 .7 177 .8 11.4 9 .0 166 .8 12.6 8 .5
1st 4 0 % 1 85 .0 18 .0 9 .4 164 .8 3 2 .4 7 .0 176.8 2 2 .8 9 .2 165.1 2 5 .2 6 .5
Syll. 6 0 % 184 .8 2 7 .0 9 .0 1 62 .8 4 8 .6 6.1 175 .4 3 4 .2 8.7 163.3 3 7 .8 5 .5
8 0 % 183.1 3 6 .0 8 .9 161.3 64 .8 6 .6 173 .7 4 5 .6 8 .8 161.2 5 0 .4 5 .5
1 0 0 % 182 .4 4 5 .0 7 .3 160.1 8 1 .0 6.1 173 .0 5 7 .0 8 .4 159.1 6 3 .0 6 .4
0 % 18 8 .6 1 3 8 .0 8 .4 169 .7 175 .0 9 .0 170 .8 12 3 .0 5 .9 159 .2 138 .0 5.1
2 0 % 1 86 .9 15 8 .8 9 .4 1 71 .6 197 .4 9 .9 169 .6 140 .6 5 .9 1 57 .0 161.8 5 .9
2 n d 4 0 % 186 .6 1 7 9 .6 10 .0 172 .4 2 1 9 .8 10.2 168 .2 158 .2 5 .6 154 .4 185 .6 6 .0
Syll. 6 0 % 18 6 .4 2 0 0 .4 10.1 17 2 .6 2 4 2 .2 9 .9 167 .2 175 .8 5 .9 152 .3 2 0 9 .4 6 .0
8 0 % 1 83 .6 2 2 1 .2 10.5 168 .8 2 6 4 .6 9 .0 166.2 193 .4 6 .3 150.1 2 3 3 .2 6 .2
1 0 0 % 1 79 .6 2 4 2 .0 10.0 1 62 .4 2 8 7 .0 10.7 166 .2 2 1 1 .0 7.1 148.4 2 5 7 .0 6 .7
0 % 153.3 3 1 9 .0 10.3 177 .5 2 8 7 .0 7 .9 165 .9 3 3 8 .0 6 .4
2 0 % 146 .6 3 3 2 .6 9 .6 178 .4 3 0 2 .4 7 .6 167.8 3 6 0 .2 6 .6
3 rd 4 0 % 138 .4 3 4 6 .2 9 .2 178.7 3 1 7 .8 8 .7 167.8 3 8 2 .4 6 .6
Syll. 6 0 % 130.8 3 5 9 .8 11.0 179 .4 3 3 3 .2 10.5 166 .9 4 0 4 .6 7 .0
8 0 % 123.3 3 7 3 .4 12 .9 177 .8 3 4 8 .6 11.4 164.2 4 2 6 .8 8 .4
1 0 0 % 117 .6 3 8 7 .0 14.3 175 .7 3 6 4 .0 11.4 159.1 4 4 9 .0 9 .2
0 % 146 .4 4 6 6 .0 11.3
2 0 % 141 .8 4 7 9 .6 9 .9
4 th 4 0 % 135 .8 4 9 3 .2 11.3
Syll. 6 0 % 129.1 5 0 6 .8 12.5
8 0 % 120.1 5 2 0 .4 13.2
1 0 0 % 111 .6 5 3 4 .0 15.8
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Appendix 3.29 (Continued): The numerical information of Figure 7.9b (NKF).
NKF A 5S B4S
F0 D sd F0 D sd
0% 177.0 0.0 12.7 174.0 0.0 7.7
20% 177.0 9.4 11.9 173.0 12.2 7.4
1st 40% 176.7 18.8 11.6 172.6 24.4 7.3
Syll. 60% 176.2 28.2 11.3 171.3 36.6 7.7
80% 175.4 37.6 11.2 170.5 48.8 7.9
100% 175.0 47.0 11.4 169.9 61.0 8.0
0% 171.1 136.0 9.8 165.3 137.0 6.7
20% 169.7 151.4 9.2 165.0 151.0 6.1
2nd 40% 168.9 166.8 8.7 165.0 165.0 5.3
Syll. 60% 168.9 182.2 8.6 164.5 179.0 5.0
80% 168.2 197.6 8.4 163.8 193.0 5.1
100% 167.8 213.0 8.4 163.4 207.0 4.9
0% 165.0 270.0 7.3 162.2 284.0 5.7
20% 163.8 282.8 8.0 159.9 302.6 4.9
3rd 40% 163.9 295.6 7.9 158.9 321.2 4.8
Syll. 60% 163.0 308.4 7.9 158.7 339.8 4.5
80% 162.7 321.2 8.1 158.4 358.4 4.1
100% 163.0 334.0 8.6 158.6 377.0 4.4
0% 182.2 446.0 8.0 172.2 459.0 8.6
20% 179.3 465.4 6.0 173.8 481.2 7.8
4th 40% 177.8 484.8 6.4 175.0 503.4 8.6
Syll. 60% 176.0 504.2 6.8 176.0 525.6 7.2
80% 172.9 523.6 5.4 173.2 547.8 6.4
100% 169.9 543.0 6.0 169.1 570.0 8.5
0% 145.8 598.0 9.8
20% 139.3 610.0 8.8
5th 40% 133.8 622.0 9.1
Syll. 60% 128.6 634.0 9.5
80% 122.8 646.0 10.7
100% 118.8 658.0 11.4
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Appendix 3.29 (Continued): The numerical information of Figure 7.9c (NKF).
NKF A 6S B 5S
F0 D sd F0 D sd
0% 178.6 0.0 12.5 169.3 0.0 8.7
20% 177.2 9.8 9.9 168.9 9.4 7.9
1st 40% 174.6 19.6 10.2 168.8 18.8 7.9
Syll. 60% 173.6 29.4 9.3 168.5 28.2 7.3
80% 172.4 39.2 9.6 168.6 37.6 7.1
100% 171.4 49.0 9.8 168.8 47.0 7.0
0% 176.0 84.0 4.9 165.7 114.0 5.9
20% 175.6 99.8 4.8 165.3 128.0 5.7
2nd 40% 173.2 115.6 4.4 164.9 142.0 5.2
Syll. 60% 170.6 131.4 3.9 163.9 156.0 5.2
80% 168.6 147.2 5.0 163.1 170.0 5.3
100% 167.6 163.0 5.8 160.7 184.0 6.1
0% 162.2 223.0 5.6 161.9 277.0 5.8
20% 162.4 233.2 3.8 159.4 291.2 5.3
3rd 40% 161.8 243.4 6.2 157.8 305.4 4.8
Syll. 60% 161.8 253.6 5.1 156.6 319.6 4.5
80% 161.6 263.8 5.1 154.3 333.8 4.8
100% 160.8 274.0 7.0 153.0 348.0 5.5
0% 164.2 373.0 9.5 155.1 418.0 4.3
20% 164.0 385.6 7.6 153.2 439.0 4.5
4th 40% 161.6 398.2 7.8 151.8 460.0 4.2
Syll. 60% 160.4 410.8 7.0 151.7 481.0 4.0
80% 160.0 423.4 5.1 151.7 502.0 3.4
100% 160.0 436.0 4.6 150.7 523.0 3.3
0% 168.2 506.0 5.6 160.8 602.0 3.7
20% 172.2 529.4 6.6 163.3 623.0 3.2
5th 40% 172.4 552.8 5.8 164.8 644.0 3.5
Syll. 60% 169.4 576.2 6.7 164.7 665.0 4.6
80% 163.6 599.6 8.5 162.0 686.0 4.4
100% 159.6 623.0 9.4 157.8 707.0 5.9
0% 140.6 655.0 8.2
20% 133.6 664.6 7.5
6th 40% 127.2 674.2 7.9
Syll. 60% 121.4 683.8 8.1
80% 116.0 693.4 9.5
100% 112.0 703.0 10.1
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Appendix 3.29 (Continued): The numerical information of Figure 7.9d (NKF).
NKF A 7S B6S
F0 D sd F0 D sd
0% 179.6 0.0 8.4 171.8 0.0 3.9
20% 178.6 8.8 7.4 172.8 10.6 3.4
1st 40% 178.6 17.6 7.4 173.0 21.2 2.8
Syll. 60% 177.4 26.4 6.7 172.8 31.8 2.2
80% 176.6 35.2 5.8 172.2 42.4 2.5
100% 176.0 44.0 6.0 170.0 53.0 2.2
0% 170.8 113.0 6.1 171.0 97.0 5.6
20% 170.2 122.2 6.6 168.2 113.0 5.2
2nd 40% 170.0 131.4 6.6 166.8 129.0 4.6
Syll. 60% 168.6 140.6 5.4 166.5 145.0 4.8
80% 167.2 149.8 4.9 166.8 161.0 4.3
100% 166.4 159.0 4.4 166.5 177.0 4.0
0% 166.0 277.0 2.4 166.8 270.0 5.6
20% 164.6 286.2 2.2 164.5 282.4 4.7
3rd 40% 164.4 295.4 2.1 163.2 294.8 4.8
Syll. 60% 162.8 304.6 2.0 162.5 307.2 5.1
80% 161.0 313.8 1.2 160.2 319.6 4.8
100% 157.8 323.0 1.6 159.5 332.0 4.2
0% 160.8 358. 2.0 160.2 374.0 4.8
20% 160.6 372.4 1.1 158.2 390.4 5.3
4th 40% 162.2 386.8 1.3 157.2 406.8 5.4
Syll. 60% 162.2 401.2 1.3 154.2 423.2 4.6
80% 160.6 415.6 3.0 151.8 439.6 4.8
100% 158.8 430.0 4.0 150.5 456.0 3.7
0% 155.4 501.0 2.6 159.5 542.0 4.2
20% 155.8 515.2 2.9 158.0 563.0 5.0
5th 40% 156.0 529.4 2.5 156.0 584.0 5.1
Syll. 60% 156.6 543.6 2.9 154.5 605.0 5.8
80% 156.8 557.8 2.9 153.8 626.0 4.8
100% 157.0 572.0 3.8 152.8 647.0 3.0
0% 177.6 673.0 5.8 161.5 724.0 8.2
20% 172.0 690.0 4.7 162.0 746.2 6.3
6th 40% 170.6 707.0 6.2 161.5 768.4 5.6
Syll. 60% 169.0 724.0 6.3 160.8 790.6 5.4
80% 168.0 741.0 6.2 160.2 812.8 5.7
100% 167.0 758.0 6.7 159.0 835.0 6.0
0% 135.4 830.0 1.7
20% 128.8 839.8 4.7
7th 40% 123.0 849.6 5.0
Syll. 60% 116.8 859.4 5.7
80% 113.0 869.2 7.4
100% 107.8 879.0 9.0
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Appendix 3.30: The numerical information of Figure 7.10a.
A 2S 3S 4S
F0 D sd F0 D sd FO D sd
0% 0.91 0.0 0.46 0.80 0.0 0.62 0.63 0.0 0.65
20% 0.98 14.2 0.39 0.73 8.8 0.55 0.58 11.0 0.57
1st 40% 1.00 28.4 0.37 0.70 17.6 0.51 0.55 22.0 0.51
Syll. 60% 0.97 42.6 0.34 0.68 26.4 0.47 0.48 33.0 0.47
80% 0.88 56.8 0.37 0.62 35.2 0.47 0.40 44.0 0.45
100% 0.60 71.0 0.47 0.56 44.0 0.53 0.34 55.0 0.47
0% -0.47 155.0 0.49 1.22 133.0 0.40 0.32 121.0 0.34
20% -0.83 168.0 0.53 1.21 152.8 0.41 0.23 139.8 0.34
2nd 40% -1.22 181.0 0.58 1.19 172.6 0.42 0.16 158.6 0.33
Syll. 60% -1.60 194.0 0.62 1.14 192.4 0.41 0.1 177.4 0.35
80% -1.94 207.0 0.72 1.00 212.2 0.43 0.04 196.2 0.37
100% -2.24 220.0 0.93 0.73 232.0 0.50 -0.04 215.0 0.41
0% -0.66 297.0 0.61 0.76 291.0 0.46
20% -0.98 309.4 0.60 0.85 305.6 0.45
3rd 40% -1.33 321.8 0.53 0.90 320.2 0.47
Syll. 60% -1.69 334.2 0.55 0.90 334.8 0.45
80% -2.03 346.6 0.63 0.81 349.4 0.48
100% -2.36 359.0 0.77 0.68 364.0 0.54
0% -0.85 458.0 0.59
20% -1.12 469.6 0.50
4th 40% -1.41 481.2 0.50
Syll. 60% -1.70 492.8 0.54
80% -2.06 504.4 0.61
100% -2.44 516.0 0.79
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Appendix 3.30 (Continued): The numerical information of Figure 7.10b.
A 5S 6S 7S
F0 D sd FO D sd FO D sd
0% 0.53 0.0 0.57 0.93 0.0 0.48 0.70 0.0 0.62
20% 0.54 10.0 0.53 0.85 9.0 0.43 0.68 7.8 0.57
1st 40% 0.53 20.0 0.48 0.74 18.0 0.41 0.66 15.6 0.56
Syll. 60% 0.52 30.0 0.45 0.65 27.0 0.36 0.64 23.4 0.52
80% 0.49 40.0 0.42 0.56 36.0 0.33 0.60 31.2 0.47
100% 0.46 50.0 0.41 0.48 45.0 0.36 0.57 39.0 0.45
0% 0.40 127.0 0.37 0.59 83.0 0.27 0.39 110.0 0.30
20% 0.34 144.0 0.33 0.54 100.2 0.24 0.31 122.0 0.29
2nd 40% 0.27 161.0 0.31 0.43 117.4 0.27 0.27 134.0 0.30
Syll. 60% 0.22 178.0 0.31 0.34 134.6 0.25 0.18 146.0 0.28
80% 0.17 195.0 0.34 0.23 151.8 0.31 0.03 158.0 0.31
100% 0.12 212.0 0.35 0.10 169.0 0.37 -0.11 170.0 0.36
0% 0.04 268.0 0.32 0.19 223.0 0.28 0.28 290.0 0.30
20% -0.05 282.2 0.34 0.16 236.0 0.29 0.21 299.8 0.23
3rd 40% -0.10 296.4 0.35 0.11 249.0 0.33 0.15 309.6 0.25
Syll. 60% -0.15 310.6 0.35 0.05 262.0 0.30 0.06 319.4 0.22
80% -0.18 324.8 0.36 -0.06 275.0 0.36 -0.05 329.2 0.24
100% -0.19 339.0 0.38 -0.25 288.0 0.49 -0.20 339.0 0.32
0% 0.87 439.0 0.48 0.24 392.0 0.29 0.07 384.0 0.36
20% 0.85 456.2 0.45 0.18 405.0 0.29 0.01 400.2 0.26
4th 40% 0.82 473.4 0.41 0.12 418.0 0.31 0.00 416.4 0.26
Syll. 60% 0.72 490.6 0.39 0.07 431.0 0.32 -0.02 432.6 0.25
80% 0.58 507.8 0.36 0.05 444.0 0.31 -0.10 448.8 0.27
100% 0.38 525.0 0.41 0.05 457.0 0.30 -0.24 465.0 0.30
0% -0.68 572.0 0.65 0.56 522.0 0.31 -0.06 522.0 0.31
20% -1.00 583.4 0.59 0.65 542.0 0.31 -0.13 536.0 0.30
5th 40% -1.34 594.8 0.55 0.67 562.0 0.33 -0.20 550.0 0.33
Syll. 60% -1.65 606.2 0.55 0.61 582.0 0.38 -0.22 564.0 0.34
80% -1.93 617.6 0.59 0.38 602.0 0.50 -0.24 578.0 0.34
100% -2.17 629.0 0.64 0.16 622.0 0.59 -0.27 592.0 0.36
0% -0.78 657.0 0.51 1.03 692.0 0.39
20% -1.21 668.6 0.43 0.86 708.2 0.42
6th 40% -1.61 680.2 0.41 0.76 724.4 0.41
Syll. 60% -1.95 691.8 0.47 0.64 740.6 0.39
80% -2.27 703.4 0.53 0.50 756.8 0.34
100% -2.61 715.0 0.74 0.32 773 0.36
0% -0.95 836.0 0.56
20% -1.30 846.0 0.55
7th 40% -1.59 856.0 0.57
Syll. 60% -1.88 866.0 0.59
80% -2.12 876.0 0.62
100% -2.42 886.0 0.70
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Appendix 3.31: The numerical information of Figure 7.1 la.
B 2S 3S 4S
F0 D sd F0 D sd FO D sd
0% 0.03 0.0 0.60 0.18 0.0 0.64 0.32 0.0 0.50
20% 0.01 16.6 0.60 0.15 13.2 0.57 0.29 12.2 0.46
1st 40% -0.03 33.2 0.57 0.10 26.4 0.51 0.26 24.4 0.44
Syll. 60% -0.09 49.8 0.54 0.04 39.6 0.48 0.22 36.6 0.44
80% -0.15 66.4 0.51 -0.04 52.8 0.48 0.20 48.8 0.45
100% -0.24 83.0 0.54 -0.18 66.0 0.51 0.15 61.0 0.45
0% 0.44 175.0 0.42 -0.13 141.0 0.43 0.07 137.0 0.40
20% 0.53 203.6 0.48 -0.30 164.4 0.38 0.00 151.8 0.40
2nd 40% 0.58 232.2 0.49 -0.42 187.8 0.37 -0.04 166.6 0.38
Syll. 60% 0.56 260.8 0.49 -0.51 211.2 0.37 -0.12 181.4 0.38
80% 0.48 289.4 0.48 -0.59 234.6 0.37 -0.20 196.2 0.42
100% 0.37 318.0 0.53 -0.64 258.0 0.40 -0.25 211.0 0.47
0% 0.18 334.0 0.32 -0.26 286.0 0.42
20% 0.32 362.2 0.33 -0.32 303.6 0.38
3rd 40% 0.36 390.4 0.33 -0.37 321.2 0.39
Syll. 60% 0.35 418.6 0.36 -0.40 338.8 0.41
80% 0.29 446.8 0.37 -0.43 356.4 0.41
100% 0.22 475.0 0.46 -0.45 374.0 0.46
0% 0.31 453.0 0.43
20% 0.37 478.4 0.44
4th 40% 0.41 503.8 0.45
Syll. 60% 0.43 529.2 0.42
80% 0.38 554.6 0.39
100% 0.34 580.0 0.39
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Appendix 3.31 (Continued): The numerical information of Figure 7.1 lb.
B 5S 6S
F0 D sd F0 D sd
0% 0.26 0.0 0.56 0.44 0.0 0.55
20% 0.28 10.0 0.55 0.47 11.6 0.51
1st 40% 0.27 20.0 0.55 0.47 23.2 0.48
Syll. 60% 0.25 30.0 0.54 0.46 34.8 0.42
80% 0.22 40.0 0.54 0.45 46.4 0.41
100% 0.20 50.0 0.54 0.39 58.0 0.39
0% 0.06 115.0 0.40 0.18 107.0 0.37
20% -0.01 131.2 0.39 0.11 121.4 0.36
2nd 40% -0.07 147.4 0.39 0.02 135.8 0.37
Syll. 60% -0.14 163.6 0.40 0.01 150.2 0.35
80% -0.22 179.8 0.44 -0.05 164.6 0.36
100% -0.32 196.0 0.48 -0.13 179.0 0.39
0% -0.12 280.0 0.36 0.05 268.0 0.31
20% -0.21 294.8 0.34 -0.03 280.8 0.33
3rd 40% -0.28 309.6 0.34 -0.09 293.6 0.32
Syll. 60% -0.35 324.4 0.34 -0.16 306.4 0.34
80% -0.45 339.2 0.35 -0.22 319.2 0.33
100% -0.51 354.0 0.38 -0.26 332.0 0.32
0% -0.43 421.0 0.31 -0.27 375.0 0.34
20% -0.49 441.6 0.28 -0.34 391.8 0.36
4th 40% -0.54 462.2 0.30 -0.40 408.6 0.40
Syll. 60% -0.55 482.8 0.31 -0.54 425.4 0.37
80% -0.58 503.4 0.35 -0.69 442.2 0.40
100% -0.64 524.0 0.44 -0.84 459.0 0.45
0% 0.16 594.0 0.33 -0.44 524.0 0.30
20% 0.24 619.2 0.34 -0.45 544.2 0.32
5th 40% 0.28 644.4 0.35 -0.46 564.4 0.30
Syll. 60% 0.28 669.6 0.39 -0.46 584.6 0.33
80% 0.23 694.8 0.41 -0.44 604.8 0.33
100% 0.13 720.0 0.44 -0.43 625.0 0.34
0% -0.02 691.0 0.44
20% 0.02 710.4 0.44
6th 40% 0.05 729.8 0.45
Syll. 60% 0.07 749.2 0.44
80% 0.08 768.6 0.45
100% 0.07 788.0 0.45
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Appendix 3.32: The numerical information of Figure 7.12.
A 3S B 2 S A 4S B 3S
F0 D sd FO D sd FO D sd FO D sd
0% 0.80 0.0 0.62 0.03 0.0 0.60 0.63 0.0 0.65 0.18 0.0 0.64
20% 0.73 8.8 0.55 0.01 16.6 0.60 0.58 11.0 0.57 0.15 13.2 0.57
1st 40% 0.70 17.6 0.51 -0.03 33.2 0.57 0.55 22.0 0.51 0.10 26.4 0.51
Syll. 60% 0.68 26.4 0.47 -0.09 49.8 0.54 0.48 33.0 0.47 0.04 39.6 0.48
80% 0.62 35.2 0.47 -0.15 66.4 0.51 0.40 44.0 0.45 -0.04 52.8 0.48
100% 0.56 44.0 0.53 -0.24 83.0 0.54 0.34 55.0 0.47 -0.18 66.0 0.51
0% 1.22 133.0 0.40 0.44 175.0 0.42 0.32 121.0 0.34 -0.13 141.0 0.43
20% 1.21 152.8 0.41 0.53 203.6 0.48 0.23 139.8 0.34 -0.30 164.4 0.38
2nd 40% 1.19 172.6 0.42 0.58 232.2 0.49 0.16 158.6 0.33 -0.42 187.8 0.37
Syll. 60% 1.14 192.4 0.41 0.56 260.8 0.49 0.1 177.4 0.35 -0.51 211.2 0.37
80% 1.00 212.2 0.43 0.48 289.4 0.48 0.04 196.2 0.37 -0.59 234.6 0.37
100% 0.73 232.0 0.50 0.37 318.0 0.53 -0.04 215.0 0.41 -0.64 258.0 0.40
0% -0.66 297.0 0.61 0.76 291.0 0.46 0.18 334.0 0.32
20% -0.98 309.4 0.60 0.85 305.6 0.45 0.32 362.2 0.33
3rd 40% -1.33 321.8 0.53 0.90 320.2 0.47 0.36 390.4 0.33
Syll. 60% -1.69 334.2 0.55 0.90 334.8 0.45 0.35 418.6 0.36
80% -2.03 346.6 0.63 0.81 349.4 0.48 0.29 446.8 0.37
100% -2.36 359.0 0.77 0.68 364.0 0.54 0.22 475.0 0.46
0% -0.85 458.0 0.59
20% -1.12 469.6 0.50
4th 40% -1.41 481.2 0.50
Syll. 60% -1.70 492.8 0.54
80% -2.06 504.4 0.61
100% -2.44 516.0 0.79
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Appendix 3.33: The numerical information of Figure 7.13.
A 5S B4S
F0 D sd F0 D sd
0% 0.53 0.0 0.57 0.32 0.0 0.50
20% 0.54 10.0 0.53 0.29 12.2 0.46
1st 40% 0.53 20.0 0.48 0.26 24.4 0.44
Syll. 60% 0.52 30.0 0.45 0.22 36.6 0.44
80% 0.49 40.0 0.42 0.20 48.8 0.45
100% 0.46 50.0 0.41 0.15 61.0 0.45
0% 0.40 127.0 0.37 0.07 137.0 0.40
20% 0.34 144.0 0.33 0.00 151.8 0.40
2nd 40% 0.27 161.0 0.31 -0.04 166.6 0.38
Syll. 60% 0.22 178.0 0.31 -0.12 181.4 0.38
80% 0.17 195.0 0.34 -0.20 196.2 0.42
100% 0.12 212.0 0.35 -0.25 211.0 0.47
0% 0.04 268.0 0.32 -0.26 286.0 0.42
20% -0.05 282.2 0.34 -0.32 303.6 0.38
3rd 40% -0.10 296.4 0.35 -0.37 321.2 0.39
Syll. 60% -0.15 310.6 0.35 -0.40 338.8 0.41
80% -0.18 324.8 0.36 -0.43 356.4 0.41
100% -0.19 339.0 0.38 -0.45 374.0 0.46
0% 0.87 439.0 0.48 0.31 453.0 0.43
20% 0.85 456.2 0.45 0.37 478.4 0.44
4th 40% 0.82 473.4 0.41 0.41 503.8 0.45
Syll. 60% 0.72 490.6 0.39 0.43 529.2 0.42
80% 0.58 507.8 0.36 0.38 554.6 0.39
100% 0.38 525.0 0.41 0.34 580.0 0.39
0% -0.68 572.0 0.65
20% -1.00 583.4 0.59
5 th 40% -1.34 594.8 0.55
Syll. 60% -1.65 606.2 0.55
80% -1.93 617.6 0.59
100% -2.17 629.0 0.64
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Appendix 3.34: The numerical information of Figure 7.14.
A 6S B5S
F0 D sd FO D sd
0% 0.93 0.0 0.48 0.26 0.0 0.56
20% 0.85 9.0 0.43 0.28 10.0 0.55
1st 40% 0.74 18.0 0.41 0.27 20.0 0.55
Syll. 60% 0.65 27.0 0.36 0.25 30.0 0.54
80% 0.56 36.0 0.33 0.22 40.0 0.54
100% 0.48 45.0 0.36 0.20 50.0 0.54
0% 0.59 83.0 0.27 0.06 115.0 0.40
20% 0.54 100.2 0.24 -0.01 131.2 0.39
2nd 40% 0.43 117.4 0.27 -0.07 147.4 0.39
Syll. 60% 0.34 134.6 0.25 -0.14 163.6 0.40
80% 0.23 151.8 0.31 -0.22 179.8 0.44
100% 0.10 169.0 0.37 -0.32 196.0 0.48
0% 0.19 223.0 0.28 -0.12 280.0 0.36
20% 0.16 236.0 0.29 -0.21 294.8 0.34
3rd 40% 0.11 249.0 0.33 -0.28 309.6 0.34
Syll. 60% 0.05 262.0 0.30 -0.35 324.4 0.34
80% -0.06 275.0 0.36 -0.45 339.2 0.35
100% -0.25 288.0 0.49 -0.51 354.0 0.38
0% 0.24 392.0 0.29 -0.43 421.0 0.31
20% 0.18 405.0 0.29 -0.49 441.6 0.28
4th 40% 0.12 418.0 0.31 -0.54 462.2 0.30
Syll. 60% 0.07 431.0 0.32 -0.55 482.8 0.31
80% 0.05 444.0 0.31 -0.58 503.4 0.35
100% 0.05 457.0 0.30 -0.64 524.0 0.44
0% 0.56 522.0 0.31 0.16 594.0 0.33
20% 0.65 542.0 0.31 0.24 619.2 0.34
5 th 40% 0.67 562.0 0.33 0.28 644.4 0.35
Syll. 60% 0.61 582.0 0.38 0.28 669.6 0.39
80% 0.38 602.0 0.50 0.23 694.8 0.41
100% 0.16 622.0 0.59 0.13 720.0 0.44
0% -0.78 657.0 0.51
20% -1.21 668.6 0.43
6th 40% -1.61 680.2 0.41
Syll. 60% -1.95 691.8 0.47
80% -2.27 703.4 0.53
100% -2.61 715.0 0.74
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Appendix 3.35: The numerical information of Figure 7.15.
A 7S B6S
F0 D sd FO D sd
0% 0.70 0.0 0.62 0.44 0.0 0.55
20% 0.68 7.8 0.57 0.47 11.6 0.51
1st 40% 0.66 15.6 0.56 0.47 23.2 0.48
Syll. 60% 0.64 23.4 0.52 0.46 34.8 0.42
80% 0.60 31.2 0.47 0.45 46.4 0.41
100% 0.57 39.0 0.45 0.39 58.0 0.39
0% 0.39 110.0 0.30 0.18 107.0 0.37
20% 0.31 122.0 0.29 0.11 121.4 0.36
2nd 40% 0.27 134.0 0.30 0.02 135.8 0.37
Syll. 60% 0.18 146.0 0.28 0.01 150.2 0.35
80% 0.03 158.0 0.31 -0.05 164.6 0.36
100% -0.11 170.0 0.36 -0.13 179.0 0.39
0% 0.28 290.0 0.30 0.05 268.0 0.31
20% 0.21 299.8 0.23 -0.03 280.8 0.33
3rd 40% 0.15 309.6 0.25 -0.09 293.6 0.32
Syll. 60% 0.06 319.4 0.22 -0.16 306.4 0.34
80% -0.05 329.2 0.24 -0.22 319.2 0.33
100% -0.20 339.0 0.32 -0.26 332.0 0.32
0% 0.07 384.0 0.36 -0.27 375.0 0.34
20% 0.01 400.2 0.26 -0.34 391.8 0.36
4th 40% 0.00 416.4 0.26 -0.40 408.6 0.40
Syll. 60% -0.02 432.6 0.25 -0.54 425.4 0.37
80% -0.10 448.8 0.27 -0.69 442.2 0.40
100% -0.24 465.0 0.30 -0.84 459.0 0.45
0% -0.06 522.0 0.31 -0.44 524.0 0.30
20% -0.13 536.0 0.30 -0.45 544.2 0.32
5th 40% -0.20 550.0 0.33 -0.46 564.4 0.30
Syll. 60% -0.22 564.0 0.34 -0.46 584.6 0.33
80% -0.24 578.0 0.34 -0.44 604.8 0.33
100% -0.27 592.0 0.36 -0.43 625.0 0.34
0% 1.03 692.0 0.39 -0.02 691.0 0.44
20% 0.86 708.2 0.42 0.02 710.4 0.44
6th 40% 0.76 724.4 0.41 0.05 729.8 0.45
Syll. 60% 0.64 740.6 0.39 0.07 749.2 0.44
80% 0.50 756.8 0.34 0.08 768.6 0.45
100% 0.32 773 0.36 0.07 788.0 0.45
0% -0.95 836.0 0.56
20% -1.30 846.0 0.55
7th 40% -1.59 856.0 0.57
Syll. 60% -1.88 866.0 0.59
80% -2.12 876.0 0.62
100% -2.42 886.0 0.70
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Appendix 3.36: Average normalised FO values, sds (in parenthesis) and the results of t-tests between 
Type A and Type B at each comparison point (based on Procedure 3).
Procedure 3 SI S2 S3 S4 S5 S6 S7
Type A 0.500 1.323 -2.185
3 Syllable (0.512) (0.394) (0.725)
P value *** ***
Type B -0.355 0.750
2 Syllable (0.525) (0.438)
Type A 0.271 -0.061 1.029 -2.362
4 Syllable (0.502) (0.362) (0.465) (0.764)
P value *** * * * * * *
Type B -0.225 -0.692 0.468
3 Syllable (0.520) (0.419) (0.348)
Type A 0.343 0.026 -0.272 1.006 -2.237
5 Syllable (0.474) (0.351) (0.378) (0.443) (0.764)
P value * * * *** *** ***
Type B 0.093 -0.271 -0.533 0.603
4 Syllable (0.482) (0.477) (0.450) (0.393)
Type A 0.500 0.090 -0.204 -0.009 0.739 -2.465
6 Syllable (0.384) (0.387) (0.395) (0.293) (0.332) (0.785)
P value ** *** *** *** ***
Type B 0.115 -0.335 -0.519 -0.691 0.437
5 Syllable (0.548) (0.462) (0.361) (0.399) (0.347)
Type A 0.480 -0.064 -0.209 -0.265 -0.341 1.043 -2.066
7 Syllable (0.483) (0.334) (0.287) (0.284) (0.342) (0.425) (0.615)
P value ~ ~ ~ * * * * * * *
Type B 0.299 -0.100 -0.213 -0.780 -0.572 0.196
6 Syllable (0.412) (0.393) (0.295) (0.468) (0.279) (0.482)
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#  pre-peak syllable 
‘ O peak syllable 
A post-peak syllableo  (§> cP.
TYPE A
pre-peak: y = -0.002x + 0.372, r2 = 0.349 
peak: y = -0.001x+ 1.285, r2 = 0.101 
final: y = 2.714E-4x - 2.294; r2 -  0.026
Appendix 3.37: Scatter plots (Type A) showing normalised F0 values appearing in the pre-peak syllables 
(filled circle), the peak syllables (empty circle), and the final syllables (empty triangle) as a function of 
word length with 95% confidence bands. The values are based on Procedure 3 for the pre-peak and peak 
syllables, but they are based on Procedure 3 for the post-peak syllables.
•  pre-peak syllab... 
O peak syllable
TYPE B
pre-peak: y = -0.001 x - 0.066; r2 = 0.218 
peak: y = -0.002x + 0.842; r2 = 0.130
Appendix 3.38: Scatter plots (Type B) showing normalised F0 values appearing in the pre-peak syllables 
(filled circle) and the peak syllables (empty circle) as a function of word length with 95% confidence 
bands. The values are based on Procedure 3.
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Appendix 3.39: The numerical information of Figure 7.17.
1 2 3 4 5
P2 Type A 0.717 0.528 0.539 0.719 0.633
P2 Type B -0.065 0.097 0.227 0.242 0.462
A Type A 
A Type B
Appendix 3.40: Average normalised F0 value of the first syllable (Procedure 3) plotted against the 
number of pre-peak syllables, together with linear regression lines.
Appendix 3.41: The numerical information of Appendix 3.40.
1 2 3 4 5
P3 Type A 0.500 0.271 0.343 0.500 0.480
P3 Type B -0.355 -0.225 0.093 0.115 0.299
Appendix 3.42: The numerical information of Figure 7.23.
1 2 3 4 5
a: Type A 
P2 Type A 
P3 Type A
0.597
0.378
0.200
-0.012
-0.062
-0.253
0.051
-0.137
-0.224
-0.341
b: Type B 
P2 Type B 
P3 Type B
0.152
-0.055
-0.174
-0.396
-0.325
-0.496
-0.498
-0.707
-0.422
-0.573
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•  S1AA [hana-ga naru] O S1BA [e-ga narabu]
-2........k
•  S2AB [sakana-ga nigeru] O S2BB [hana-ga nagareru]
•  S4AA [minami-ni mukeru] O S4BA [umi-ni tobikomu]
Appendix 3.43: Mean normalised FO shapes of some sentences (S type) plotted against the absolute mean 
duration (msec) with one sd above and below the mean.
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•  NP5AA [nagaka kami] O NP5BA [yoka sakana]
- 1 - ......................i
•  NP7AB [nagaka tamago] O NP7BB [yoka kudamono]
•  NP8AB [nagaka kudamono] O NP8BB [yoka yudetamago]
Appendix 3.43 (Continued): Mean normalised FO shapes of some noun phrases (NP type) plotted 
against the absolute mean duration (msec) with one sd above and below the mean.
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•  PossP9AB [kimono-no nuno] O PossP9BB [saru-no atama]
-1......4
•  PossPlOAA [kimono-no gara] O PossPlOBA [yama-no sakura]
•  PossPl IAA [himago-no kimono] O PossPl IBA [mago-no tabemono]
Appendix 3.43 (Continued): Mean normalised FO shapes of some possessive phrases (PossP type) 
plotted against the absolute mean duration (msec) with one sd above and below the mean.
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Appendix 3.44: The numerical information of Appendix 3.43.
S1AA S1BA S4AA S4BA
FO sd D F0 sd D FO sd D FO sd D
-0.12 0.49 0 -0.65 0.58 0 -0.45 0.37 0 -0.54 0.50 0
-0.06 0.43 22.1 -0.39 0.43 31.1 -0.36 0.45 31.2 -0.44 0.45 24.1
0.07 0.43 44.2 -0.40 0.37 62.2 -0.43 0.38 62.4 -0.48 0.39 49.0
1.15 0.46 101.5 1.05 0.40 108.7 -0.11 0.36 103.9 -0.16 0.47 111.4
1.42 0.44 141.9 1.31 0.36 144.4 -0.28 0.37 148.2 -0.11 0.47 142.5
1.11 0.29 182.2 1.23 0.36 180.1 -0.19 0.46 192.5 0.04 0.46 173.5
0.58 0.31 229.2 0.52 0.39 243.5 1.06 0.43 257.5 0.95 0.46 227.3
0.03 0.29 261.5 0 0.40 284.7 1.43 0.46 287.6 1.34 0.45 256.4
-0.21 0.32 293.8 -0.09 0.41 325.8 1.48 0.48 317.7 1.27 0.46 285.2
0.60 0.40 361.2 0.83 0.39 366.4 0.89 0.58 375.0 0.81 0.52 375.2
1.04 0.57 408.3 1.19 0.43 407.2 0.22 0.57 406.7 0.39 0.39 397.1
0.85 0.53 455.4 0.99 0.53 448.0 -0.34 0.53 438.4 -0.10 0.52 420.8
0.16 0.56 488.1 -0.40 0.56 505.4 -0.81 0.41 504.1 -0.37 0.40 476.5
-0.41 0.58 507.5 -0.72 0.60 521.5 -1.00 0.46 530.0 -0.36 0.48 501.0
-0.97 0.58 526.9 -0.95 0.66 537.7 -1.18 0.52 555.8 -0.61 0.62 528.0
1.33 0.49 650.7 1.42 0.62 623.7
1.28 0.59 681.3 1.48 0.72 649.6
0.92 0.58 711.8 1.35 0.68 675.7
0.08 0.60 750.0 0.51 0.63 726.7
-0.61 0.61 770.8 -0.16 0.51 746.2
-1.09 0.73 791.7 -0.85 0.74 767.0
S2AB S2BB
FO sd D F0 sd D
-0.34 0.50 0 -0.30 0.50 1.5
-0.46 0.43 19.5 -0.39 0.46 23.5
-0.56 0.49 39.0 -0.42 0.41 45.6
-0.23 0.55 119.8 -0.28 0.46 101.1
-0.21 0.52 148.7 -0.24 0.43 141.6
-0.14 0.58 177.7 -0.05 0.47 182.2
0.93 0.42 231.7 1.09 0.50 229.4
1.32 0.41 268.8 1.43 0.45 263.1
1.15 0.41 305.5 1.33 0.43 296.8
0.84 0.57 347.5 0.44 0.55 356.9
0.05 0.51 380.0 -0.36 0.53 396.0
-0.54 0.49 412.5 -1.07 0.46 435.1
-1.11 0.36 477.1 -1.20 0.35 486.0
-1.33 0.35 512.1 -1.36 0.32 525.9
-1.65 0.35 547.1 -1.44 0.29 565.8
-1.31 0.32 599.0 -1.29 0.35 608.1
-1.35 0.35 636.5 -1.22 0.44 643.0
-1.39 0.38 673.9 -1.16 0.52 677.8
0.04 0.49 715.2 0.19 0.62 717.9
0.43 0.47 740.1 0.61 0.63 744.0
0.40 0.52 765.0 0.47 0.75 770.2
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Appendix 3.44 (Continued): The numerical information of Appendix 3.43.
NP5AA NP5BA NP8AB NP8BB
F0 sd D F0 sd D FO sd D FO sd D
-0.63 0.58 0 -0.62 0.50 0 -0.45 0.45 0 -0.51 0.45 0
-0.28 0.67 41.0 -0.54 0.42 24.3 -0.18 0.44 41.0 -0.46 0.42 27.8
0.03 0.75 82.0 -0.70 0.40 48.5 0.05 0.47 82.1 -0.56 0.44 55.6
1.13 0.53 133.9 1.26 0.45 136.4 1.22 0.43 131.3 1.30 0.52 151.6
1.32 0.51 164.6 1.29 0.44 162.6 1.59 0.48 163.0 1.17 0.60 188.0
1.09 0.55 195.2 1.17 0.44 188.9 1.36 0.53 194.8 1.00 0.46 224.4
0.24 0.58 266.0 0.41 0.50 277.6 0.78 0.51 258.7 0.32 0.55 265.8
-0.21 0.62 286.4 0.03 0.46 297.7 0.10 0.46 284.8 -0.07 0.53 288.6
-0.63 0.58 306.8 -0.35 0.65 317.8 -0.46 0.40 311.0 -0.38 0.60 311.5
0.94 0.44 424.5 1.12 0.55 409.5 -0.80 0.49 429.0 -0.92 0.49 369.8
1.22 0.50 454.8 1.29 0.60 439.2 -1.00 0.37 446.5 -1.24 0.45 398.9
1.14 0.50 485.1 1.20 0.61 468.9 -1.13 0.37 464.0 -1.40 0.42 428.0
0.14 0.55 548.3 0.38 0.54 522.9 -1.16 0.42 508.9 -1.29 0.44 505.5
-0.54 0.53 566.8 -0.55 0.48 549.4 -1.55 0.41 549.0 -1.58 0.43 535.0
-1.23 0.49 585.3 -1.14 0.50 575.8 -1.61 0.47 589.1 -1.65 0.46 564.5
-1.48 0.48 661.9 -1.61 0.48 628.8
-1.38 0.56 694.9 -1.62 0.55 667.7
-1.08 0.68 727.9 -1.48 0.69 706.6
0.05 0.94 775.6 0.21 0.54 760.1
0.35 1.02 805.3 0.61 0.54 788.5
0.31 1.04 835.1 0.54 0.60 817.0
NP7AB NP7BB
F0 sd D FO sd D
-0.45 0.57 0 -0.57 0.54 0
-0.18 0.61 38.2 -0.54 0.44 26.3
0.06 0.62 76.5 -0.66 0.38 52.6
1.17 0.51 125.0 1.27 0.37 129.7
1.53 0.48 156.0 1.31 0.35 158.9
1.34 0.51 187.1 1.26 0.38 188.1
0.77 0.62 253.2 0.03 0.53 296.4
0.22 0.64 278.0 -0.16 0.45 312.2
-0.27 0.59 302.8 -0.36 0.44 327.9
-0.81 0.42 396.7 -0.77 0.41 375.0
-1.12 0.40 422.4 -1.18 0.37 416.3
-1.30 0.40 448.2 -1.34 0.4 457.6
-1.42 0.42 511.2 -1.32 0.48 530.2
-1.49 0.49 553.5 -1.24 0.54 562.3
-1.44 0.59 595.7 -0.94 0.77 594.5
0.31 0.65 649.8 0.05 0.98 641.1
0.64 0.59 677.1 0.34 1.17 672.7
0.62 0.59 704.5 0.30 1.18 704.4
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Appendix 3.44 (Continued): The numerical information of Appendix 3.43.
PossP9AB PossP9BB PossPl 1 AB PossPl IBB
FO sd D F0 sd D FO sd D FO sd D
0.05 0.38 0 -0.26 0.45 0 0 0.55 0 -0.60 0.39 1.0
-0.04 0.30 16.1 -0.47 0.36 32.3 -0.06 0.49 17.5 -0.54 0.43 42.2
-0.11 0.29 32.3 -0.65 0.40 64.6 -0.15 0.45 34.9 -0.66 0.42 83.4
-0.10 0.34 85.7 -0.43 0.37 100.9 -0.03 0.43 96.0 -0.36 0.39 141.5
0 0.43 124.7 -0.21 0.41 129.3 -0.32 0.32 147.0 -0.19 0.46 172.2
0.14 0.49 163.6 0.02 0.54 157.8 -0.32 0.39 198.0 -0.05 0.54 202.9
1.10 0.35 215.9 1.34 0.45 220.1 1.11 0.39 255.9 1.01 0.42 250.7
1.43 0.32 250.0 1.34 0.44 254.1 1.55 0.41 288.4 1.38 0.46 279.2
1.37 0.42 284.1 0.86 0.54 288.1 1.51 0.43 321.0 1.25 0.54 307.8
0.80 0.46 340.3 0.34 0.64 321.4 1.00 0.38 367.8 0.48 0.63 400.6
-0.07 0.58 379.3 -0.11 0.57 342.3 0.12 0.42 398.2 -0.14 0.57 427.8
-0.75 0.51 418.2 -0.33 0.55 363.2 -0.48 0.65 428.6 -0.79 0.46 455.1
-1.11 0.36 488.2 -1.03 0.33 448.1 -0.35 0.38 564.9 -0.89 0.36 503.3
-0.94 0.38 529.1 -1.23 0.37 476.8 -0.29 0.39 581.0 -0.87 0.43 533.3
-0.71 0.46 570.1 -1.13 0.41 505.5 -0.15 0.47 597.1 -0.90 0.55 563.2
0.37 0.53 622.1 0.19 0.53 568.1 0.63 0.52 657.8 0.61 0.65 642.8
0.75 0.64 650.6 0.65 0.56 600.0 1.07 0.48 693.4 1.13 0.62 677.8
0.61 0.99 679.0 0.65 0.59 632.0 0.97 0.44 728.9 0.98 0.57 712.8
0.18 0.57 767.0 0.31 0.70 752.0
-0.63 0.73 794.4 -0.45 0.64 773.7
-1.38 0.78 821.8 -1.19 0.80 795.4
PossPlOAA PossPlOBA
F0 sd D FO sd D
0 0.45 0.1 -0.64 0.43 0
-0.04 0.34 15.8 -0.67 0.34 28.5
-0.09 0.36 31.5 -0.66 0.27 57.0
-0.06 0.41 85.5 -0.32 0.32 115.9
0.04 0.44 122.8 -0.18 0.41 151.0
0.17 0.50 160.0 0.08 0.48 186.1
1.06 0.37 208.9 1.18 0.40 232.4
1.31 0.37 245.0 1.38 0.35 258.0
1.29 0.39 281.1 1.27 0.40 283.6
0.82 0.40 322.1 0.40 0.44 377.0
0 0.42 361.3 0.02 0.35 402.7
-0.90 0.59 400.5 -0.32 0.45 428.3
0.36 0.40 468.6 1.40 0.44 529.3
0.90 0.69 511.0 1.37 0.43 550.0
0.85 0.68 553.3 1.21 0.42 570.7
0.69 0.63 585.2 0.92 0.46 596.0
-0.22 0.62 616.0 -0.10 0.54 626.9
-0.89 0.77 646.8 -1.03 0.51 657.8
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Appendix 3.45: The numerical information of Figure 10.1.
Log z-score normalised values
0% 10% 20% 30% 40% 50% 60% 70% 80% 90% 100% D
Type A 
-VV
0.79 0.94 0.99 0.96 0.85 0.64 0.32 -0.13 -0.78 -1.48 -2.17 196
Type A 
-VN
1.19 1.23 1.19 1.04 0.83 0.56 0.23 -0.21 -0.83 -1.53 -2.07 190
Type B 
-VV level
0.26 0.36 0.43 0.46 0.46 0.42 0.36 0.31 0.21 0.16 0.12 270
Type B 
-VN level
0.62 0.56 0.59 0.59 0.58 0.55 0.50 0.46 0.40 0.36 0.37 272
Appendix 3.46: The numerical information of Figure 10.4.
Log z-score normalised values
0% 10% 20% 30% 40% 50% 60% 70% 80% 90% 100% D
Type A 
-VV
0.79 0.94 0.99 0.96 0.85 0.64 0.32 -0.13 -0.78 -1.48 -2.17 196
Type A 
-VN
1.19 1.23 1.19 1.04 0.83 0.56 0.23 -0.21 -0.83 -1.53 -2.07 190
Type B 
-VV rising
-0.19 -0.12 -0.08 0.06 0.17 0.32 0.48 0.56 0.62 0.60 0.53 323
Type B 
-VV level
0.26 0.36 0.43 0.46 0.46 0.42 0.36 0.31 0.21 0.16 0.12 270
Type B 
-VN level
0.62 0.56 0.59 0.59 0.58 0.55 0.50 0.46 0.40 0.36 0.37 272
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APPENDIX FOUR
Appendix four contains the Hepburn romanisation system and the Universal Tone 
Association Conventions proposed by Haraguchi (1977: 11).
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a h 1 Vi u O e A o 43
ka fr ki fr ku < ke ko -
sa $ shi b SU t se fr so fr
ta fr chi fr tsu te T to t
na fr ni lz nu ÖÜ ne & no (D
m a £ mi fr m u Ü m e #> m o b
ya yu yo ck
ra b ri ö ru f r re n ro f r
w a t>
n Kj
ga fr gi fr gu < ge t f go
za fr b zu T ze i f zo f r
da fr ji fr zu fr de T do fr
ha f r hi zs fu fr he 'x ho Ö
pa fr Pi ZS pu f r pe po «
kya kyu fr kyo f r  <k
sha b  ^ shu f r ® sh o b<fc
cha chu fr<4> cho ■b«k
nya \ z ^ nyu l z ® nyo
hya hyu Z S ® h y o
m ya f r ^ > m yu f r  1$) m yo ^«fc
rya ryu 0 ® ry o
gya & + gyu f r  10 gyo f r  <k
jy a b ^ jy u jy o b<k
pya pyu Z S ® p y o
bya byu Z f ® byo
Appendix 4.1: Hepburn Rominsation.
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(i) a. All tones should be associated with at least one tone-bearing unit, and
conversely, all tone-bearing units should be associated with at least one 
tone in the tone melody.
b. No association lines should be crossed.
(ii) To garantee (i), perform the following processes:
a. If a domain contains only one free tone, or if it contains only one free tone 
to the right (or left) of a bound tone, the free tone should be associated with 
every free tone-bearing unit or every free tone-bearing unit on the same 
side of the bound tone. For example,
(V) P
// (where P is the maximal sequence of free 
tone-bearing units, and T2 is a free tone. // indicates 
(T1) T2 that this is a mirror process.)
b. If a domain contains no V to the right (or left) of a bound V, and if it 
contains at least one free tone, the free tone should be associated with the 
bound tone-bearing unit. For example,
V
//
T Q (where Q is the maximal sequence of free tones.)
c. If a domain contains at least one V to the right (or left) of a bound tone and 
if there is no free tone, associate the bound tone with the remaining free 
tone-bearing unit. For example,
R V
//
(where R is the maximal sequence of free 
T tone-bearing units.)
Appendix 4.2: Universal Tone Association Conventions.
