Phase Space Models for Stochastic Nonlinear Parabolic Waves: Wave Spread
  and Singularity by Fannjiang, Albert
ar
X
iv
:n
lin
/0
50
30
21
v2
  [
nli
n.C
D]
  1
9 M
ar 
20
05
PHASE SPACE MODELS FOR STOCHASTIC NONLINEAR PARABOLIC
WAVES: WAVE SPREAD AND SINGULARITY
ALBERT C. FANNJIANG
Abstract. We derive several kinetic equations to model the large scale, low Fresnel number be-
havior of the nonlinear Schrodinger (NLS) equation with a rapidly fluctuating random potential.
There are three types of kinetic equations the longitudinal, the transverse and the longitudinal with
friction. For these nonlinear kinetic equations we address two problems: the rate of dispersion and
the singularity formation.
For the problem of dispersion, we show that the kinetic equations of the longitudinal type
produce the cubic-in-time law, that the transverse type produce the quadratic-in-time law and that
the one with friction produces the linear-in-time law for the variance prior to any singularity.
For the problem of singularity, we show that the singularity and blow-up conditions in the trans-
verse case remain the same as those for the homogeneous NLS equation with critical or supercritical
self-focusing nonlinearity, but they have changed in the longitudinal case and in the frictional case
due to the evolution of the Hamiltonian.
1. Introduction
In this paper we consider nonlinear Schro¨dinger (NLS) equation with a random potential
i
∂
∂z
Ψ(z,x) +
γ
2
∆xΨ(z,x) + γ
−1g|Ψ|2σΨ(z,x) + µV (zLz,xLx)Ψ(z,x) = 0,(1)
x ∈ Rd, σ > 0
where γ is the Fresnel number (defined below), µ is the linear coupling coefficient for the random
potential V , which is rescaled by two large parameters Lz and Lx, and g is nonlinear coupling
coefficient with g > 0 representing the self-focusing case and g < 0 the self-defocusing case. Here σ is
a positive constant and σ = 1 corresponds to the cubic NLS equation. We are particularly interested
in the regime of low Fresnel number γ ≪ 1 with a rapidly oscillating potential Lx, Lz, µ≫ 1.
Finite-time blow-up or wave collapse is a well-known effect for the self-focusing, (super)-critical
(dσ ≥ 2) NLS equation without a random potential [23]. In this case the nonlinear focusing
effect dominates over the linear diffraction effect of i∆. The question remains whether the added
random potential and its scattering effect would prevent the formation of singularity. Given the
wide range of scales present in this problem the numerical simulation as well as theoretical analysis
is undoubtedly extremely challenging. Although current numerical results, e.g. [5], have already
indicated that a white-noise-in-z potential without the feature of rapid fluctuation in x does not
prevent blow-up. Indeed, without the self-averaging effect of a x-rapidly fluctuating potential the
large z-fluctuations in the white-noise potential may drive the system to a state with low, negative
Hamiltonian, thus developing singularities in very short time. These singularities in our view are
the small scale, randomly fluctuating singularities which may be delayed or removed in the presence
of a x-rapidly fluctuating potential.
To capture the robust, large scale blow-ups we derive several phase-space model equations cor-
responding to different scalings (in γ, µ, Lx, Lz). We use these kinetic equations to elucidate the
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problems of singularity formation and rate of dispersion. The main ingredient of our analysis is
the variance identity for these phase space transport equations. In general, we show that random
scattering changes the blow-up conditions for the homogeneous NLS eq. but does not prevent
singularity formation on the large scales (see Conclusion for the discussion and summary of our
results). We also give various upper bounds for the blow-up time.
As a simple by-product of the variance identity, we also derive various bounds on the rate of
dispersion for random Schro¨dinger waves, including exact expressions in the critical case, dσ = 2.
We show that depending on the random scattering mechanism, one can have the cubic (z3), the
quadratic (z2) and the linear (z) rate of dispersion prior to singularity, if there is any. To our
knowledge, these are significant improvements over current results (e.g. [3], [24], [7]) which are
mostly for the linear problem.
The cubic NLS equation is a model equation in nonlinear optics, describing the spatial distribu-
tion of the stationary electromagnetic field in a nonlinear medium with the Kerr effect [20], [15].
Here let us give a brief derivation of the NLS equation with a random potential.
The electric field E with a fixed polarization in a lossless medium satisfies the Helmholtz equation
∇2~xE(~x) + k2n2E(~x) = 0, ~x ∈ R3
where k the wavenumber and n(~x, |E|2) > 0 is the refractive index of the medium. For a weakly
nonlinear and weakly fluctuating inhomogeneous medium we write
n(~x, |E|2) = n¯(1 + n˜(~x)) + n2|E|2
with n˜≪ 1 and the Kerr coefficient n2 being small. Consider the approximate equation
∇2~xE(~x) + k2n¯2E(~x) = −2n¯2n˜(~x)E(~x)− 2n¯n2|E|2E(~x).(2)
The electric field is taken as
E(z,x) = Ψ(z,x) exp (in¯kz), ~x = (z,x) ∈ R3
where z is the coordinate in the direction of propagation and x is the transverse coordinates. The
modulation Ψ is assumed to be slowly varying on the scale k−1.
Substituting the ansatz into eq. (2) and making the parabolic approximation we obtain for the
modulation Ψ the equation
ikn¯
∂
∂z
Ψ(z,x) +
1
2
∇2
x
Ψ(z,x) + k2n¯n2|Ψ|2Ψ(z,x) + k2n¯2n˜(z,x)Ψ(z,x) = 0.(3)
Let us write
n˜(z,x) = νV (z,x)
where ν ≪ 1 is the standard deviation of n˜ and V (z,x) is a zero-mean, z-stationary, x-homogeneous
random field. Let Lx, Lz ≫ 1 be the two length scales of the wave beam in the transverse and
longitudinal directions, respectively and
x˜ = x/Lx, z˜ = z/Lz ,
be the rescaled variables. Let us introduce the dimensionless parameters
µ = kn¯Lzν, γ =
Lz
kn¯L2x
, g = Lzn2kγ.
Writing the wave field Ψ in the new variables x˜, z˜, dropping the tilde and rescaling we obtain (1)
with σ = 1.
The critical case of the cubic NLS with d = 2 and g > 0 is our primary example; another is the
sub-critical case of a planar waveguide (thin film) with d = 1. The opposite case of a self-defocusing
Kerr nonlinearity occurs in semiconductor waveguide [19], [18]. Similar equations also arise in many
other contexts such as the Langmuir wave in plasma and Bose-Einstein condensation, see [23] and
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references therein. Therefore, we will formulate the results for the general power-law NLS eq. (1)
with transverse dimension d ≥ 1. Because the variable z is time-like we will refer to it as “time”
occasionally, especially in the discussion of finite-time singularity.
2. Wigner distribution and Wigner-Moyal equation
We consider several families of scaling limits, as γ → 0, Lz, Lx →∞, which are first distinguished
by whether
θ ≡ γLx → 0 or θ = 1.(4)
This, of course, is not sufficient to ensure the existence of scaling limit until we specify the strength
of µ.
Our phase-space model equations for the low Fresnel number regime is based on the Wigner
equations. We consider the Wigner distribution of the form
W (x,p) =
1
(2π)d
∫
e−ip·yΨ
(
z,x+
γy
2
)
Ψ∗
(
z,x− γy
2
)
dy.(5)
The Wigner distribution has many important properties. For instance, it is real and its p-integral
is the modulus square of the wave function,∫
Rd
W ε(x,p)dp = |Ψ(x)|2 ≡ ρ(x),(6)
so we may think of W (x,p) as wave number-resolved mass density. Consequently, the mean Mx
and variance Vx of x are given by, respectively,
x¯ =
∫
xW (x,p)dxdp,
Vx =
∫
|x− x¯|2W (x,p)dxdp
= Sx − x¯2
where Sx is the second moment of x
Sx =
∫
|x|2W (x,p)dxdp.
Also, we have that ∫
Rd
W ε(x,p)dx = (
2π
γ
)d|Ψ̂ε|2(p/γ).
and the energy flux
1
2i
(Ψ∇Ψ∗ −Ψ∗∇Ψ) =
∫
Rd
pW ε(x,p)dp(7)
so that the mean and variance of p, Vp, are given by, respectively
p¯ =
∫
pW (x,p)dxdp,
Vp =
∫
|p− p¯|2W (x,p)dxdp = Sp − p¯2
where Sp is the second moment of p
Sp =
∫
|p|2W (x,p)dxdp.
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In view of these properties it is tempting to think of the Wigner distribution as a phase-space
probability density, which is unfortunately not the case, since it is not everywhere non-negative (it
is always real-valued though).
It is straightforward to derive the closed-form equation for the Wigner distribution [9]
∂W
∂z
+ p · ∇xW + UγW + µVW = 0,(8)
with the Moyal operators
UγW (x,p) = i
∫
eiq·xγ−1 [W (x,p+ γq/2) −W (x,p− γq/2)] Û(z,q)dq, U = g|Ψ|2σ(9)
VW (z,x,p) = iµ
∫
eiq·xLx [Wz(x,p + θq/2)−Wz(x,p− θq/2)] V̂ (zLz , dq)(10)
where Uˆ , Vˆ denote the Fourier transforms of U, V , respectively. Formally we see that as γ → 0
UγW (x,p)→ U0W (x,p) ≡ ∇xU(z,x) · ∇pW (x,p).(11)
We use the following definition of the Fourier transform and inversion:
Ff(p) = 1
(2π)d
∫
e−ix·pf(x)dx
F−1g(x) =
∫
eip·xg(p)dp.
We shall refer to eq. (8) as the nonlinear Wigner-Moyal (NWM) equation. We only need to consider
the weak formulation
∂
∂z
∫
ΘWdxdp−
∫
p · ∇xΘWdxdp−
∫
UγΘWdxdp− µ
∫
VΘWdxdp = 0(12)
for smooth, rapidly decaying test functions Θ.
One advantage of working with eq. (8) is that one can use it to evolve the mixed-state initial
condition, instead of the pure-state one given in (8). This is important in the context of modeling
quantum open systems. A mixed state Wigner distribution is a convex combination of the pure-
state Wigner distributions (5) described as follows.
Let {Ψα} be a family of L2 functions parametrized by α which is weighted by a probability
measure P (dα) . Denote the pure-state Wigner distribution (8) by W [Ψ]. A mixed-state Wigner
distribution is given by ∫
W [Ψα]P (dα).(13)
The limits as γ → 0 of the mixed state Wigner distributions constitute the so called Wigner
measures which are always positive [12], [13], [17]. Evolution by eq. (12) preserves the form (13).
In particular, for such initial data we have∫
W (z,x,p)dp ≥ 0, ∀x ∈ Rd(14) ∫
W (z,x,p)dx ≥ 0, ∀p ∈ Rd(15)
Multiplying (12) by W and integrating by parts we also see that the evolution preserves the
L2(R2d)-norm of W , i.e.
∂
∂z
∫
|W |2dxdp = 0.
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Let us be more explicit about the random potential V (z,x). We assume that z-stationary,
x-homogeneous random field V is square-integrable and admits the spectral representation
V (z,x) =
∫
exp (ip · x)Vˆ (z, dp)
with the z-stationary spectral measure Vˆ (z, ·) satisfying
E[Vˆ (z, dp)Vˆ (z, dq)] = δ(p+ q)Φ0(p)dpdq.
Here E denotes the ensemble expectation and the function Φ0(p) is the transverse power spectrum
density which is assumed to be rapidly decaying as |p| → 0 or |p| → ∞. The transverse power
spectrum density is related to the full power spectrum density Φ(w,p) in the following way
Φ0(p) =
∫
Φ(w,p)dw
with Φ(k) satisfying Φ(k) = Φ(−k),∀k = (w,p) ∈ Rd+1. Without loss of generality we will also
assume
Φ(w,p) = Φ(−w,p) = Φ(w,−p) = Φ(−w,−p).(16)
3. Phase space transport equations
3.1. Linear kinetic equations. First we summarize what has been established in the linear case
when U(z,x) is a given function. In this case we refer to eq. (8) with a given U as the linear
Wigner-Moyal (LWM) equation. The principal feature of the scaling is the separation of scales in
the given potential U and the random potential V as they appear in the LWM equation, c.f. (9)
and (10). Under pretty general conditions (the most important of which being the integrability of
the maximum correlation coefficient of V (z, ·) as x-homogeneous-field-valued z-stationary process)
one can prove that, as γ → 0 and µ,Lx, Lz →∞, the weak solution of the LWN equation converges
in law to the weak solution of the linear Boltzmann (LB) equation or the linear Fokker-Planck
(LFP) equation, described below, depending on whether θ also tends to zero or not [9],[10] (see
also [2]).
Linear Boltzmann equation (θ = 1):
∂
∂z
W (z,x,p) + p · ∇xW (z,x,p) +∇xU(z,x) · ∇pW (z,x,p)(17)
= 2π
∫
K(p,q)[W (z,x,q) −W (z,x,p)]dq
with a nonnegative kernel K(p,q) given respectively as follows.
(a): If µ ∼ √Lz, Lx ≪ Lz then
K(p,q) = Φ(0,q− p)(18)
(b): If µ ∼ √Lx, Lz ≪ Lx ≪ L4/3z , d ≥ 3 then
K(p,q) = δ(
|q|2 − |p|2
2
)
[∫
Φ(w,q − p)dw
]
.(19)
(c): If µ ∼ √Lz, Lx ∼ Lz then
K(p,q) = Φ(
|q|2 − |p|2
2
,q− p).(20)
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Linear Fokker-Planck equation (θ → 0):
∂
∂z
W (z,x,p) + p · ∇xW (z,x,p) +∇xU(z,x) · ∇pW (z,x,p)(21)
= ∇p ·D∇pW (z,x,p)
with a symmetric, nonnegative-definite matrix D given as follows.
(a): If µ ∼ θ−1√Lz, Lx ≪ Lz then
D = π
∫
Φ(0,q)q ⊗ qdq.(22)
(b): If µ ∼ θ−1√Lx, Lz ≪ Lx ≪ L4/3z , d ≥ 3 then
D(p) = π|p|−1
∫
p·p⊥=0
∫
Φ(w,p⊥)dw p⊥ ⊗ p⊥dp⊥.(23)
(c): If µ ∼ θ−1√Lz, Lx ∼ Lz then
D(p) = π
∫
Φ(p · q,q)q⊗ qdq.(24)
We shall use L to denote either the scattering operator on the right side of eq. (17) or the diffusion
operator on the right side of eq. (21). The self-adjoint operator L is non-positive definite and
represents various decoherence effects due to random fluctuations of the medium, see (27). The
evolution by Eq. (17) or (21) preserves the mixed-state structure (13) and hence the positivity
(14), (15).
We shall refer to regime (a), for either (17) or (21), as the longitudinal case and regime (b) as
the transverse case because the longitudinal and the transverse scales are dominant, respectively.
Regime (c) is the borderline case. We will consider hereafter the longitudinal and transverse cases
only.
We note that the additional restrictions of Lx ≪ 4/3Lz and d ≥ 3 in regime (b) are due to
technical reasons. We believe that the results should hold for any Lz ≪ Lx, d ≥ 2 along with the
other assumptions used in proving the above scaling limits (see [9], [10] for details). The mean field
result for a Gaussian potential with Lz = 0 and d ≥ 3 has been established previously [22], [8] (see
also [21]).
3.2. Nonlinear kinetic equation. When U = g|Ψ|2σ , the convergence of the above scaling limits
is not known. But because the phase of Ψ is canceled in the expression of U one can reasonably
expect that, at least before any singularity formation, U has significantly less oscillation than Ψ
and V (zLz ,xLx) as appearing in the NLS equation (1). The property of separation of scales in U
and Ψ holds in the linear case and will be assumed to hold prior to singularity formation.
Hence we will assume below the validity of the above scaling limits for the nonlinear case and
use the kinetic equation (17) or (21) with U = g|Ψ|2σ to investigate the issue of random diffraction
and singularity formation in the case of self-focusing (g > 0), (super)-critical (dσ ≥ 2) nonlinearity
as well as the question of rate of spread in all situations. Such a model with the kernel (19) was
considered in [11]. The Fokker-Planck equation with the diffusion coefficient (22) is an example
of those which describe open quantum systems in contact with a heat bath of linear oscillators in
thermal equilibrium (see, e.g., [4], [6], [1], [25]). In this context, z would be the physical time, x
the physical coordinates and p the momentum of the quantum particle. We will discuss the master
equation for the open system including dissipation mechanism in the final section.
Let us state the nonlinear kinetic equation which we will analyze subsequently:
∂
∂z
W (z,x,p) + p · ∇xW (z,x,p) + U0W (z,x,p) = LW (z,x,p)(25)
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where U0 is given by (11) and L is either the linear scattering operator
LW = 2π
∫
K(p,q)[W (z,x,q) −W (z,x,p)]dq
or the linear diffusion operator
LW = ∇p ·D∇pW (z,x,p).
The weak formulation of (25) is given by
∂
∂z
∫
ΘWdxdp−
∫
p · ∇xΘWdxdp−
∫
∇xU · ∇pΘWdxdp−
∫
LΘWdxdp = 0(26)
for smooth, rapidly decaying test functions Θ. The evolution preserves the positivity of the initial
condition which is consistent with the fact that the Wigner measures are positive and will be
assumed subsequently (see the comment following (13)).
The nonlinear kinetic eq. (26) preserves the total mass, i.e.
∂
∂z
N = 0, N =
∫
W (z,x,p)dxdp
but in general decreases the L2-norm
∂
∂z
∫
|W |2(z,x,p)dxdp =
∫
WLWdxdp ≤ 0(27)
because the operator L is non-positive definite. The inequality (27) expresses certain irreversibility
as a result of the weak convergence of solutions [9]. One can absorb the effect of the total mass N
into g by the obvious rescaling of W in the eq. (26). Henceforth we assume that
N = 1
which is the case when in (13) ∫
|Ψα(x)|2dx = 1
for P -almost all α.
3.3. Local existence. A natural space of initial data and solutions is the space S of the non-
negative measures with square integrable density W∫
|W |2dxdy <∞,
finite Dirichlet form
−
∫
WLWdxdp <∞
and finite, positive variances
Vx =
∫
|x− x¯|2Wdxdp = Sx − |x¯|2 ∈ (0,∞), Vp =
∫
|p− p¯|2Wdxdp = Sp − |p¯|2 ∈ (0,∞)
where Sx, Sp are the second moments
Sx =
∫
|x|2Wdxdp ∈ (0,∞), Sp =
∫
|p|2Wdxdp ∈ (0,∞).(28)
In addition, we shall also assume that the initial data have a finite Hamiltonian H
H =
1
2
Sp − g
σ + 1
∫
ρσ+1dx ∈ (−∞,∞), ρ(x) =
∫
Wdp
7
the first term of which is the kinetic energy and the last two terms are the potential energy. A
finite Hamiltonian and a finite variance Vp then imply∫
ρσ+1dx <∞,(29)
namely a finite potential energy.
We recall that for the NLS eq. without a random potential and the scaling (4) the local existence
in the analogous space of functions (i.e. Ψ,xΨ,∇Ψ, |Ψ|σ+1 ∈ L2(Rd)) holds under the additional
assumption
0 ≤ σ < 2
d− 2 , for d ≥ 3
and σ ∈ [0,∞), for d ≤ 2, see [23] and the references therein.
The local existence for the nonlinear kinetic equation (26) in the space S is assumed throughout
the paper and will be addressed elsewhere.
3.4. Energy law. Next, we discuss the evolution of the Hamiltonian H and the variance Vx. Let
us first note the result of Uγ applied to the quadratic polynomials.
Uγx = 0(30)
Uγp = i
∫
eiq·xqUˆ(dq) = ∇xU(31)
Uγ |x|2 = 0(32)
Uγx · p = i
∫
eiq·xx · qUˆ (dq) = x · ∇xU(33)
Uγ |p|2 = i
∫
eiq·x2p · qUˆ(dq) = 2p · ∇xU.(34)
It is noteworthy that the results of the calculation are independent of γ ≥ 0 and identical to those
for γ = 0 (see more on this in Conclusion).
Consider the mean dynamics for
x¯ =
∫
xWdxdp, p¯ =
∫
pWdxdp(35)
with the mean Hamiltonian defined as
H¯ =
1
2
|p¯|2.(36)
Using the above and integrating by parts we obtain the following
∂
∂z
p¯ =
∫
L∗pWdxdp
∂
∂z
Vp =
∫
∇xU · pWdxdp+
∫
L∗|p|2Wdpdx
∂
∂z
g
σ + 1
∫
ρσ+1dx =
∫
∇xU · pWdpdx
and hence
∂
∂z
H¯ = p¯ ·
∫
L∗pWdxdp(37)
∂
∂z
H =
∫
L∗|p|2Wdpdx(38)
which will take a more explicit form once we calculate L∗p,L∗|p|2 with L∗ of each case.
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As is the case without a random potential and the scaling limit (4) [23], we assume subsequently
that the laws (37), (38) for the Hamiltonian holds for the local solutions of eq. (26) in the space S.
In the following sections, we first derive the variance identity for eq. (26) in the longitudinal
case (regime (a)), then the transverse case (regime (b)) and finally the case with friction. As is the
case without a random potential and the scaling limit (4) [23], we assume throughout the paper
that the variance identity derived below holds true for the maximally extended local solutions of
eq. (26) in the space S. Let [0, z∗) be the interval on which the maximally extended local solution
is defined. When z∗ = ∞ then the local solutions become global solutions; when z∗ < ∞ then
the solutions are said to develop finite time singularity. Our main goal then is to analyze what
these formally derived relations tell us about singularity formation and rate of spread of low Fresnel
number nonlinear parabolic waves in random media.
Before concluding this section let us state some elementary inequalities which will be useful later.
An application of the Cauchy-Schwartz inequality and the marginal positivity (14), (15) to the
first moments x¯, p¯ then leads to
|x¯|2 ≤ Sx, |p¯|2 ≤ Sp.(39)
Furthermore, by using the mixed-state structure (13) in estimating the cross moment
Sxp =
∫
x · pWdxdp.(40)
one deduces that
S2xp ≤ SxSp <∞.(41)
Likewise the covariance
Vxp =
∫
(x− x¯) · (p− p¯)Wdxdp = Sxp − x¯ · p¯
can be bounded by Vx and Vp as
V 2xp ≤ VxVp.(42)
4. The longitudinal case
4.1. Variance identity. The variance identity has been long used to derive the wave collapse
condition for the NLS without the random potential [23]. Below we reformulate it and extend it to
the phase-space models (26).
We have the following simple calculations for L∗ = L:
Lx = 0
Lp = 2π
∫
Φ(0,p− q)(p − q)dq = 0 (by (16))
L|x|2 = 0
Lx · p = x · 2π
∫
Φ(0,p− q)(p− q)dq = 0 (by (16))
L|p|2 = −2π
∫
Φ(0,p− q) [|p|2 − |q|2] dq
= −2π
∫
Φ(0,q)(2p − q) · qdq
= 2π
∫
Φ(0,q)|q|2dq ≡ R.
9
We have used the linear Boltzmann operator L in the above calculation; the same result holds for
the linear diffusion operator L for which case
R = 2× trace(D)
where the diffusion matrix D is given by (22). We shall use the above identities to perform
integrating by parts in the derivation of the variance identity.
The evolution of the mean position x¯ and momentum p¯ is then given by
∂
∂z
x¯ = p¯
∂
∂z
p¯ =
gσ
σ + 1
∫
∇xρσ+1dx
= 0,
as a consequence the mean Hamiltonian H¯ is invariant. Moreover, the evolution of (x¯, p¯) for the
autonomous Hamiltonian system of the harmonic oscillator.
The evolution of the variance Vx is given by
∂
∂z
Vx = 2Vxp.
Differentiating Sxp we obtain
∂
∂z
Sxp = Sp − gdσ
σ + 1
∫
ρσ+1dxdp
Hence the second derivative of Vx becomes
∂2
∂z2
Vx = 4(H − H¯) + 2(2− dσ)g
σ + 1
∫
ρσ+1dx.(43)
An alternative expression for the variance identity is
∂2
∂z2
Vx = 2dσ(H − H¯) + (2− dσ)Vp.(44)
Both forms (43) and (44) will be used to obtain dispersion estimates below.
4.2. Dispersion rate. Although the medium is lossless, reflected in the fact that the total mass
N = 1 is conserved, but the Hamiltonian is not conserved by the evolution since the scattering
with the random potential is not elastic. Indeed, its rate of change is
∂
∂z
H = R, H(z) = H(0) +Rz(45)
due to the diffusion-like spread in the momentum p.
In the critical case dσ = 2, we have the exact result
∂2
∂z2
Vx = 4H − 2|p¯|2 = 4(H(0) − H¯) + 4Rz
before any singularity formation and hence the following.
Proposition 1. If dσ = 2 or g = 0, then
Vx(z) = Vx(0) + 2Vxp(0)z + 2(H(0) − H¯)z2 + 2R
3
z3, z ∈ [0, z∗).(46)
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The analogous result (Vx ∼ z3) for the linear Schro¨dinger equation (d = 1, g = 0) with a random
potential has been proved previously [3], [7].
We have from (43) that
∂2
∂z2
Vx = 4H +
(4− 2dσ)g
σ + 1
∫
ρσ+1dx− 2|p¯|2(47)
and hence
∂2
∂z2
Vx ≤ 4H − 4H¯ = 4(H(0) +Rz)− 4H¯, for g(2− dσ) < 0
∂2
∂z2
Vx ≥ 4H − 4H¯ = 4(H(0) +Rz)− 4H¯, for g(2− dσ) ≥ 0.
On the other hand, from (44) we obtain for any g
∂2
∂z2
Vx ≤ 2dσ(H − H¯), for 2− dσ ≤ 0
∂2
∂z2
Vx ≥ 2dσ(H − H¯), for 2− dσ ≥ 0.
Integrating the above inequalities twice, we obtain the following.
Proposition 2. The estimates hold
Vx(z) ≤ Vx(0) + 2Vxp(0)z + 2(H(0) − H¯)z2 + 2
3
Rz3, for g(2 − dσ) ≤ 0
Vx(z) ≥ Vx(0) + 2Vxp(0)z + 2(H(0) − H¯)z2 + 2
3
Rz3, for g(2 − dσ) ≥ 0
and
Vx(z) ≤ Vx(0) + 2Vxp(0)z + dσ(H(0) − H¯)z2 + dσ
3
Rz3, for 2 ≤ dσ
Vx(z) ≥ Vx(0) + 2Vxp(0)z + dσ(H(0) − H¯)z2 + dσ
3
Rz3, for 2 ≥ dσ
for all z ∈ [0, z∗).
Therefore
Corollary 1. Assume g < 0 (hence H ≥ 0). Then
Vx(z) ≤ Vx(0) + 2Vxp(0)z + (dσ ∨ 2)[H(0) − H¯]z2 + dσ ∨ 2
3
Rz3
and
Vx(z) ≥ Vx(0) + 2Vxp(0)z + (dσ ∧ 2)[H(0) − H¯]z2 + dσ ∧ 2
3
Rz3(48)
for z ∈ [0, z∗)
4.3. Singularity formation. Finite-time singularity for the critical or supercritical NLS (dσ ≥ 2)
without a random potential is a well known effect [23]. In this case the singularity is the blow-up
type Vp, ‖ρ‖σ+1 →∞. Here we take (26) as a model equation to gain some insight into singularity
formation in the presence of a random potential.
First we consider the self-focusing case g ≥ 0. For dσ ≥ 2 one can bound Vx as
Vx(z) ≤ Vx(0) + 2Vxp(0)z + dσ(H(0) − H¯)z2 + dσR
3
z3 ≡ F (z)(49)
and looks for the situation when F (z) vanishes.
11
The sufficient conditions for F (z) to vanish at a finite positive z are that F (z) takes a non-
positive value F (z0) ≤ 0 at its local minimum point z0 > 0. The local minimum point z0 is given
by
z0 =
H¯ −H(0) +
√
(H(0)− H¯)2 − 2RVxp(0)/(dσ)
R
.(50)
Therefore we are led to the singularity conditions for g ≥ 0.
Proposition 3. For dσ ≥ 2, g > 0, the local solution of the nonlinear kinetic eq. (26) with
the longitudinal randomness develops singularity at a finite time z∗ ≤ z0 given by (50) under the
condition F (z0) ≤ 0 and either one of the following conditions
Vxp(0) < 0(51)
Vxp(0) > 0, H(0) < H¯ −
√
2RVxp(0)
dσ
.(52)
Remark 1. Clearly, the condition F (z0) ≤ 0 requires H(0) to be sufficiently below H¯ by allowing
the potential energy
− g
σ + 1
∫
ρσ+1dxdp
at z = 0 to be sufficiently negative. We will give an explicit blow-up condition for the supercritical
nonlinearity in the next section.
In the linear or self-defocusing case g ≤ 0 the right side of (46) or (48) is always positive in view
of the inequality
2|Vxp| ≤ Vx + Vp,
cf. (42).
Therefore, the above result suggests that the scattering term does not prevent large scale singu-
larity, even though it appears (from the upper bound z0) that it takes longer time than the time
to singularity in the homogeneous NLS [23].
With the assumption that the variance identity and the energy laws (37), (38) hold for the
maximally extended local solutions of eq. (26) then it is clear that the singularity is the blow-up
type
lim
z→z∗
∫
ρσ+1dx =∞
or equivalently
lim
z→z∗
Sp =∞
by the finitude of the Hamiltonian.
Next we will follow the argument of [14] to show more explicitly the blow-up mechanism in the
case with the supercritical, self-focusing nonlinearity and give a sharper bound on z∗ under certain
circumstances.
Proposition 4. Suppose dσ > 2, g > 0. Then under the conditions (51),
H(z0) = H(0) +Rz0 ≤ 0(53)
with z0 given by (50), V
′
x as well as Vp blow up at a finite time z∗ where
z∗ ≤ z0 ∧ 2Vx(0)
Vxp(0)(2 − dσ) .
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Let us give the argument below. Since blow-up is a local phenomenon, Vx is a poor indicator of
its occurrence. To this end a more useful object to consider is Vp.
From (44) it follows that
∂2
∂z2
Vx ≤ (2− dσ)Vp < 0, z < z∗.(54)
Hence V ′x(z) is a negative, decreasing function for z < z∗. Also by the Cauchy-Schwartz inequality,
we get
0 ≤ V 2xp ≤ VxVp ≤ Vx(0)Vp, 0 < z < z∗(55)
and hence
Vp ≥
V 2xp
Vx(0)
.(56)
Let A(z) = −V ′x(z) > 0, z < z∗. We have from (44) and (55) the differential inequality
∂
∂z
A ≥ CA2, C = dσ − 2
4Vx(0)
> 0(57)
which yields the estimate
A(z) ≥ A(0)
1− zCA(0) , z <
1
CA(0)
and thus the blow-up of −V ′x(z) at a finite time. This along with (56) then (53) implies the
divergence of Vp at a finite time
lim
z→z∗
Vp(z) =∞
with
z∗ ≤ 1
CA(0)
=
2Vx(0)
Vxp(0)(2 − dσ) .(58)
For high power dσ ≫ 2, (58) is a better upper bound for z∗ than z0 given by (50).
The preceding argument demonstrates clearly the blow-up mechanism, namely the quadratic
growth property (57) as well as gives a sharper bound on the blow-up time for large dσ.
5. The transverse case
The scattering operator L in this case corresponds to elastic scattering, instead of the inelastic
scattering of the longitudinal case. This affects the evaluation of L∗ = L on quadratic polynomials:
Lx = 0
Lp = 2π
∫
δ(
|p|2 − |q|2
2
)
∫
Φ(w,p − q)dw(p − q)dq = 0
L|x|2 = 0
Lx · p = 0
L|p|2 = −2π
∫
δ(
|p|2 − |q|2
2
)
∫
Φ(w,p− q)dw [|p|2 − |q|2] dq = 0.
The same results hold for the diffusion operator L with the diffusion matrix (23).
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5.1. Rate of dispersion. The variance identity still holds Hence the second derivative of Vx
becomes
∂2
∂z2
Vx = 4(H − H¯) + 2(2 − dσ)g
σ + 1
∫
ρσ+1dx(59)
= 2dσ(H − H¯) + (2− dσ)Vp.(60)
The main difference from the longitudinal case is that the Hamiltonian is invariant
∂
∂z
H = 0.
By the same argument as in the longitudinal case we have the following analogous estimates.
Proposition 5. If dσ = 2 or g = 0, then
Vx(z) = Vx(0) + 2Vxp(0)z + 2(H(0) − H¯)z2, z ∈ [0, z∗).(61)
Proposition 6. The following estimates hold for z ∈ [0, z∗):
Vx(z) ≥ Vx(0) + 2Vxp(0)z + 2(H − H¯)z2, for g(2 − dσ) ≥ 0
Vx(z) ≤ Vx(0) + 2Vxp(0)z + 2(H − H¯)z2, for g(2 − dσ) ≤ 0
and
Vx(z) ≥ Vx(0) + 2Vxp(0)z + dσ(H − H¯)z2, for 2 ≥ dσ
Vx(z) ≤ Vx(0) + 2Vxp(0)z + dσ(H − H¯)z2, for 2 ≤ dσ.
Therefore,
Corollary 2. Assume g < 0 (hence H ≥ 0). Then for z ∈ [0, z∗)
Vx(0) + 2Vxp(0)z + (dσ ∧ 2)[H − H¯]z2 ≤ Vx(z) ≤ Vx(0) + 2Vxp(0)z + (dσ ∨ 2)[H − H¯]z2.(62)
From these estimates we see that a ballistic kind of motion takes place in the transverse case.
5.2. Singularity. By finding the zeros of the upper bounds in Proposition 6 we can derive the
conditions for singularity formation. As in the longitudinal case, for g ≤ 0, (61) and the left side
of (62) are always positive.
Proposition 7. For g > 0, dσ ≥ 2, the local solution of the nonlinear kinetic eq. (26) with the
transverse randomness develops singularity in a finite time z∗ < ∞ under either of the following
conditions
H < H¯(63)
or
H ≥ H¯, Vxp(0) < 0, H ≤ H¯ + |Vxp(0)|2/(dσVx(0)).(64)
Remark 2. It is easy to see that the singularity time z∗ is bounded from above by
z0 =
−Vxp(0) +
√
|Vxp(0)|2 − dσVx(0)(H − H¯)
dσ(H − H¯)(65)
under condition (63) and by
z0 =
−Vxp(0) −
√
|Vxp(0)|2 − dσVx(0)(H − H¯)
dσ(H − H¯)
under condition (64).
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The preceding singularity conditions are identical to those for the homogeneous (super)-critical
NLS equation [23]. This is already suggested by the previous result [11] where (63) is shown to
be the instability condition for the diffusion approximation of the kinetic equation (26) with the
kernel (19).
With more stringent conditions one can demonstrate a stronger sense of blow-up. Let us state
the result.
Proposition 8. Suppose dσ > 2, g > 0. Then under the conditions
H < H¯,
V ′x as well as Vp blow up at a finite time z∗ < z0.
Let us sketch the argument below. From (60) it follows that
∂2
∂z2
Vx ≤ (2− dσ)Vp < 0, z < z∗.(66)
Since V ′x(z) is a decreasing function and becomes negative after a finite time z¯ when Vx(z) achieves
its maximum V¯x.
Again for A(z) = −V ′x(z) > 0, z > z¯ we have from (66) and (55) the differential inequality
∂
∂z
A ≥ CA2, C = dσ − 2
4Vx(z¯)
> 0, z > z¯.
This is a plausible mechanism for the finite-time blow-up of the kinetic energy and the potential
energy.
6. Fokker-Planck equation with dissipation
In this section we will apply the same analysis to the Fokker-Planck equation (26) with, instead,
the Caldeira-Leggett operator [4]
LW = D∆pW + λ∇p[·pW ], D, λ > 0(67)
which is, perhaps, the simplest example of the phase-space models for open, dissipative systems
[6], [1]. As remarked before in this context z is the physical time, x the physical coordinates and p
the momentum in R3. If the open quantum system is the electron motion in a semi-conductor then
the nonlinearity arises from the electrostatic Hartree potential self-induced by the density ρ with
self-defocusing nonlinearity. Since operator (67) is not self-adjoint (w.r.t. the Lebesgue measure)
it is outside the scope of the NLS eq. with a real-valued random potential (1). The method used
here can be applied to such a problem. However, in order to compare how different decoherence
mechanisms affect wave spreading and collapse we will still consider the same power-law nonlinearity
as in the previous cases.
The dissipative effect is of frictional nature and the Fokker-Planck equation with (67) still pre-
serves the total mass
∂
∂z
N = 0.
As before we set N = 1.
We re-calculate the action of L∗, the adjoint operator, on the quadratic polynomials:
L∗x = 0
L∗p = −λp
L∗|x|2 = 0
L∗x · p = −λx · p
L∗|p|2 = 2dD − 2λ|p|2.
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6.1. Rate of Spread. Using these results and integrating by parts we get
∂
∂z
x¯ = p¯
∂
∂z
p¯ = −λp¯
which again constitute an exactly solvable system:
p¯(z) = e−λzp¯(0)(68)
x¯(z) = x¯(0) +
p¯(0)
λ
(1− e−λz).(69)
The Hamiltonian H¯, defined by (36), of the mean motion is then given by
H¯(z) = H¯(0)e−2λz .
Also,
∂
∂z
Vx = 2Vxp
∂
∂z
Vxp = dσ(H − H¯) + (1− dσ
2
)Vp − λVxp
= 2(H − H¯) + (2− dσ)g
σ + 1
∫
ρσ+1dx− λVxp.
From these we obtain the upper bound
Vxp(z) ≤ Vxp(0) + dσe−λz
∫ z
0
esλ(H(s)− H¯(s))ds, for dσ ≥ 2(70)
Vxp(z) ≥ Vxp(0) + dσe−λz
∫ z
0
esλ(H(s)− H¯(s))ds, for dσ ≤ 2(71)
and the bounds
Vxp(z) ≤ Vxp(0) + 2e−λz
∫ z
0
esλ(H(s)− H¯(s))ds, for g(2 − dσ) ≤ 0(72)
Vxp(z) ≥ Vxp(0) + 2e−λz
∫ z
0
esλ(H(s)− H¯(s))ds, for g(2 − dσ) ≥ 0.(73)
On the other hand, the rate of change of the Hamiltonian is given by
∂
∂z
[H(z) − H¯(z)] = dD − λVp
= dD − 2λ(H − H¯)− 2λg
σ + 1
∫
ρσ+1dx.
For self-focusing nonlinearity g ≥ 0 the upper bound on H follows
H(z)− H¯(z) ≤ H(0)− H¯(0) + (1− e−2λz)dD
2λ
(74)
whereas for the self-defocusing nonlinearity g ≤ 0 we have both the lower as well the upper bounds
H(0) − H¯(0) + (1− e−2λz)dD
2λ
≤ H(z)− H¯(z) ≤ H(0)− H¯(0) + dDz.
Therefore for g ≥ 0 we have the upper bounds
Vxp(z) ≤ Vxp(0) + dσ
[
H(0)− H¯(0)
λ
(1− e−λz) + (1− e−λz)2 dD
2λ2
]
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whereas for g ≤ 0, we have the estimates
Vxp(z) ≥ Vxp(0) + (dσ ∧ 2)
[
H(0) − H¯(0)
λ
(1− e−λz) + (1− e−λz)2 dD
2λ2
]
Vxp(z) ≤ Vxp(0) + (dσ ∨ 2)
[
H(0) − H¯(0)
λ
− dD
λ2
]
(1− e−λz) + d
2σD
λ
z.
Therefore,
Proposition 9. For g ≥ 0, z ∈ [0, z∗)
Vx(z) ≤ Vx(0) + 2Vxp(0)z + dσ
λ
(2H(0) − 2H¯(0) + dD
λ
)z(75)
−2dσ
λ2
[
H(0)− H¯(0) + dD
λ
]
(1− e−λz) + d
2σD
2λ3
(1− e−2λz);
whereas for g ≤ 0, z ∈ [0, z∗)
Vx(z) ≥ Vx(0) + 2Vxp(0)z + dσ ∧ 2
λ
(2H(0) − 2H¯(0) + dD
λ
)z
−2(dσ ∧ 2)
λ2
[
H(0) − H¯(0) + dD
λ
]
(1− e−λz) + (dσ ∧ 2)dD
2λ3
(1− e−2λz)
Vx(z) ≤ Vx(0) + 2Vxp(0)z + 2(dσ ∨ 2)
[
H(0)
λ
− dD
λ2
] [
z +
1
λ
(e−λz − 1)
]
+
d2σD
λ
z2.
6.2. Singularity. The singularity conditions for the self-focusing case are determined from that
the right side of (75) has a positive root.
Proposition 10. For dσ ≥ 2, g > 0, the local solution of the Fokker-Planck eq. (26) with (67)
develops finite-time singularity if
Vxp(0) +
dσ
λ
(H(0)− H¯(0) + dD
2λ
) < 0.(76)
The condition (76) is better suited for large λ and can be much improved for small λ. As λ→ 0
this case should approach to that of the longitudinal case with D given by (22) being a scalar.
Let us sketch an explicit blow-up mechanism in the super-critical case under different conditions.
Proposition 11. Suppose dσ > 2, g > 0. Then under the conditions
Vxp(0) ≤ 0, H(0)− H¯(0) + dD
2λ
< 0(77)
and
Vx(0) <
dσ − 2
2λ
(78)
V ′x as well as Vp blow up at a finite time z∗ where
z∗ <
1
λ
ln
dσ − 2
dσ − 2− 2λVx(0) .
We present the argument here. Rewriting some of the preceding calculations, we have
∂
∂z
Vx = 2Vxp
and
∂
∂z
Vxp = dσ(H − H¯) + (1− dσ
2
)Vp − λVxp.(79)
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Condition (77) and (74) imply that
H(z) − H¯(z) ≤ −e−2λz dD
2λ
.
Using this in (79) we obtain
∂
∂z
(eλzVxp(z)) ≤ −e−λz d
2σD
2λ
+ eλz(1− dσ
2
)Vp
which together with (77) implies Vxp(z) < 0, z ≤ z∗ and Vx(z) is decreasing. Using the inequality
Vp ≥
V 2xp
Vx(0)
in (79) we obtain again the quadratic growth estimate
∂
∂z
A ≥ dσ − 2
2Vx(0)
A2 − λA, z < z∗
for A = −Vxp > 0, or equivalently
∂
∂z
B ≥ dσ − 2
2Vx(0)
e−λzB2, z < z∗
for
B = eλzA.
From this it follows that
B(z) ≥ B(0)
1− dσ−22λVx(0) (1− e−λz)
the right-hand side of which blows up at a finite time if and only if (78) holds.
The finite-time blow-up of B would also lead to the finite-time blow-up of A and hence of Vp.
7. Conclusion
We have derived several kinetic equations meant to model the large scale, low Fresnel number
behavior of the NLS equation with a rapidly fluctuating random potential based on the rigorous
theory [9], [10] for the linear Schro¨dinger waves in the same situation. The low Fresnel number
waves interacting with a rapidly oscillating potential give rise to, in the scaling (4), a self-averaging
limit of a deterministic kinetic equation with a scattering operator.
We analyze these kinetic equations in order to shed light on two problems: the rate of dispersion
and the singularity formation. Our main assumptions are the existence of local solutions of the
kinetic models in the space S, that the local solutions satisfy the Hamiltonian laws (37), (38) and
the variance identity.
The scattering operator in the kinetic equations may be a Boltzmann-type operator or a Fokker-
Planck operator, depending on whether the random potential is fully resolved by the wave or not.
This, however, does not affect our results for either problem.
What is more important for our investigation is the structure of the scattering kernel in the
Boltzmann operator or the diffusion matrix of the Fokker-Planck operator. There are two types of
structures: the longitudinal regime when the longitudinal scale of the random potential is dominant
and the transverse regime when the transverse scale of the random potential is dominant. The
third kind of kinetic equation that we have analyzed is based on the Fokker-Planck equation with
the longitudinal type of diffusion matrix plus a frictional term. This model is motivated by the
Caldeira-Leggett operator for open quantum dynamics.
For the problem of dispersion, we have shown that the kinetic equations of the longitudinal type
produce the cubic (z3) law, that the kinetic equations of the transverse type produce the quadratic
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(z2) law and that the Fokker-Planck equation with friction produces the linear (z) law for the
variance Vx(z) for z ∈ [0, z∗).
For the problem of singularity, we have shown by analyzing the variance identity that the singu-
larity and blow-up conditions in the transverse case remain the same as those for the homogeneous
NLS equation with critical or supercritical self-focusing nonlinearity, that the singularity and blow-
up conditions have changed in the longitudinal case and in the frictional case.
Finally let us make a slight extension of our results by considering the nonlinear kinetic equation
of the more general form
∂
∂z
W (z,x,p) + p · ∇xW (z,x,p) + UγW (z,x,p) = LW (z,x,p)(80)
with γ > 0 small, but positive and the mixed-state Wigner distributions (13) as initial data. Eq.
(26) is formally the geometrical optics limit of eq. (80). Eq. (80) retains the diffraction effect of
the nonlinear potential term that is absent in eq. (26) with γ = 0. Even though eq. (80) does
not preserve positivity, it can be shown to preserve the mixed state structure (13) and therefore
the marginal positivity (14), (15) as well as the inequalities (41), (42) in both the longitudinal
and transverse cases. Since the calculations (30)-(34) are independent of γ ≥ 0, all the results
in Section 4 and 5 hold for eq. (80) with γ > 0 as well. However, because the Caldeira-Leggett
operator (67) is in the Lindblad form only in the classical limit [6], therefore in order to maintain
the solution in the the mixed-state form (13) we need to set γ = 0 in this particular case.
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