The implantation of nitrogen oxide sensors in diesel engines was proposed in order to track the emissions at the engine exhaust, with applications to the control and diagnosis of the after-treatment devices. However, the use of models is still necessary since the output from these sensors is delayed and filtered. The present paper deals with the problem of nitrogen oxide estimation in turbocharged diesel engines combining the information provided by both models and sensors. In Part 1 of this paper, a control-oriented nitrogen oxide model is designed. The model is based on the mapping of the nitrogen oxide output and a set of corrections which account for the variations in the intake and ambient conditions, and it is designed for implementation in commercial electronic control units. The model is sensitive to variations in the engine's air path, which is solved through the engine volumetric efficiency and the first-principle equations but disregards the effect of variation in the injection settings. In order to consider the effect of the thermal transients on the in-cylinder temperature, the model introduces a dynamic factor. The model behaves well in both steady-state operation and transient operation, achieving a mean average error of 7% in the steady state and lower than 10% in an exigent sportive driving mountain profile cycle. The relatively low calibration effort and the model accuracy show the feasibility of the model for exhaust gas recirculation control as well as onboard diagnosis of the nitrogen oxide emissions.
Introduction
World attention about environmental protection has resulted in new strict laws which establish the requirements for pollutant emissions and therefore define priorities in technology development. 1 In this sense, the Euro standards 2 fix the emissions limits for nitrogen oxides (NO x ) and particulate matter (PM) for European Union mobile sources. Concretely, light-duty diesel engines must reduce NO x emissions by 20% with regard to Euro 5 and by 50% with regard to Euro 6 in comparison with the previous Euro 4 standard.
The monitoring of emissions in diesel engines requires the use of sensors, model-based strategies or a combination of both. For instance, the dynamic responses of the onboard sensors are limited, and thus models are still necessary. This paper focuses on the development of an electronic-control-unit (ECU)-oriented NO x model for predicting the NO x emissions at the engine exhaust. This model is based on maps that obtain the nominal behaviour of the engine according to the injected fuel mass flow and the engine speed, and different corrections for dealing with the variations in the boost pressure and temperature, the air mass flow, the coolant temperature, the humidity and the in-cylinder temperature in conditions different from those of the base calibration. Provided that, if the engine is running slowly between different engine operating points, the base maps are able to retrieve the model outputs, these corrections are needed when the engine runs in the transient mode. In addition, the text gives hints on how to consider the variations in the injection timing and indeed a multi-mode approach when the engine is running cold. All the required inputs for the model, except for the humidity, arise from available signals in the standard ECUs. The model is validated for a steady-state data set and in different engine dynamic cycles for a turbocharged diesel engine.
After-treatment systems are not considered but the model is still valid for predicting the exhaust NO x emissions, because it can be used in the diagnosis and control of selective catalytic reduction (SCR) or a lean nitrogen oxide trap (LNT), when an NO x sensor is installed downstream of them. Furthermore, if SCR or an LNT is modelled, the model can be extended for predicting the pipe-out NO x emissions. Finally, the model is valid without the presence of a NO x sensor for estimating the raw engine exhaust emissions.
The paper is structured as follows: the second section presents a review on the background for modelling NO x in diesel engines and discusses the validity of using steady-state maps for reproducing the behaviour of engine transients; the third section compares sensors and models in order to measure the intake oxygen onboard; the fourth section presents a real-time NO x model based on a look-up-table-based structure and a number of corrections; the fifth section shows the experimental facility with the engine test bench and measurement equipment (note at this point that the results presented in previous sections are based on the engine presented in the fifth section); the sixth section presents the results for the NO x model in steadystate and transient tests after fitting all the parameters; finally, the seventh section presents the conclusions of this work. The reader is also referred to the appendices to obtain the abbreviations and symbols used in this paper as well as other information regarding the engine cycles and selected units for the NO x model.
Review of the background for modelling NO x in diesel engines
The term NO x includes all nitrogen oxides, but it is nitric oxide (NO) which is predominant in the diesel engine exhaust emissions. 3 NO x formation is affected by three different mechanisms: a thermal mechanism, an instantaneous mechanism and a mechanism involving fuel-bound nitrogen. 4 The thermal mechanism is the most relevant in diesel engines where high temperatures benefit the reaction of N and O 2 from air to produce NO x . NO x formation physics in combustion and explosion processes were modelled by Zeldovych 5 in 1946 and were formulated for internal-combustion engines by Lavoie et al. 6 The strong dependence on the temperature T is clear: when T increases, NO (and thus NO x ) increases exponentially. The other mechanisms can be relevant in some specific conditions such as low-temperature combustion. 7, 8 The cylinder conditions, namely the temperature, the pressure and the oxygen concentration, [9] [10] [11] are the most important variables for determining the NO x concentration at the engine exhaust. However, the cylinder's severe conditions, the price and the signals problems have prevented the use of in-cylinder sensors in commercial engines. Despite all these problems, continuous improvements in the pressure sensors and their applications justify nearby implementation. 12 The case of temperature sensors is more complicated, 13 and their use is not foreseen in applications. Therefore, the solution for estimating the in-cylinder conditions in real time is the use of virtual sensors.
Physical models for NO x estimation are often based on the heat release, using the pressure sensor signal to estimate the flame temperature T f in the cylinder. The problem is not trivial and a multi-zone discretization is advisable. Furthermore, the residual gases (internal exhaust gas recirculation (EGR)) affect the process and these are not always easy to estimate. The usual solution to the problem is to apply mass and energy conservation equations to each zone (walls, injector neighbourhood, etc.) in conjunction with heat transfer equations; among these, heat transfer to the cylinder walls is predominant, 14 and this can be approached by using the Woschni 15 equation. Finally, the NO x emissions may be calculated by using the extended Zeldovych mechanism. Good examples for estimating NO x by using the heat release have been given by Arre`gle et al., 16 Payri et al., 17 Guardiola et al. 18 and Westlund et al. 19 In the case of spark ignition (SI) engines, Andersson and Eriksson 20 and Eriksson and Andersson 21 used the ionization current in the spark to obtain the pressure, but this is not available in diesel engines. The accuracy of the prediction is, in any case, not as satisfactory as expected and, therefore, accuracy is still an issue.
There is an open discussion about using time-based models or crank-angle-based models for NO x prediction. For the case of pressure-based models, crankangle sampling seems more logical as the volume can be easily linked to the pressure trace. However, these models require heavy calculations and large memory resources. The time required for completing one engine cycle is often longer than the characteristic time of the engine. In order to overcome this limitation, some researchers have proposed simplifications. Guardiola et al. 18 developed a semiphysical discrete-event model based on the heat release calculation but considered only one zone as the main contributor to the NO x formation; the process is assumed to be adiabatic, approaching T f with the adiabatic temperature of the process. This approach requires specific corrections, especially when the combustion temperature is low. Other examples have been given by Westlund and Å mstro¨ng, 22 who presented a fast physical model for NO x and soot, and Arsie et al. 23 who present a hierarchical model structure for engine control design with different models and layers, ranging from physically based methods to meanvalue approaches. The latter examples can be defined as semicontrol-oriented models.
Control-oriented models
For simplicity, control-oriented models might be divided into black-box models and grey-box models. Black-box models rely on system identification 24 and their quality is linked to the quality of the data used for training the model; the design of experiments is not an easy task. Some examples have been reported as follows: the Hirsch et al. 25 model, which is a grey-box model for NO x and PM; Takagi-Sugeno 26 fuzzy models; Hammerstein-Wiener systems; 27 neural networks (NNs). [28] [29] [30] [31] In commercial ECUs, the prevailing approach is to use look-up tables and curves to model non-linear and operating-point-dependent behaviours because of the simple programming; this structure gives the advantage to the engineer of linking the calibration of a certain parameter to a certain operating point or variations around it. 32, 33 Furthermore, original equipment manufacturers have developed automatic procedures for filling the maps, curves and parameters from the ECU. However, this does not liberate us from an intensive tuning effort in terms of the number of parameters and required tests. These approaches might be described as grey-box approaches as they use first-principles equations and calibratable parameters to obtain the outputs.
The interested reader is referred to the paper by Lughofer et al. 34 to find an in-depth comparison between different NO x modelling approaches, covering grey-box and physical structures and a number of pure black-box models, such as NN or Volterra series. In this work, a grey-box structure based on maps and first-principles equations is preferred since it is consistent with the standard models in the ECUs and it permits the direct application of adaptive strategies for updating the parameters and the drift correction, as discussed in Part 2 of this paper. The validity of this quasi-static representation for engine transients is an important factor to consider, and it is assessed in the next subsection.
Validity of a quasi-static model definition
As commented before, the ECU-oriented models rely on static maps depending on the operating-point conditions. This subsection discusses the validity of this definition for reproducing engine transients. For that, it is necessary to refer to the engine control.
The engine works in a closed loop by mainly controlling set-point references for the air mass flow _ m Ã a and the boost pressure p Ã boost , which are controlled by modifying the actuators for the EGR (u egr ) and wastegate (u wg ) or, alternatively, the variable-geometry turbine. Other variables such as the coolant temperature T cool are also measured and taken into account in the ECU controller. The engine speed n and the injected fuel mass m f are used as scheduling variables in order to build the references for the controllers by means of look-up tables. Since representative times for fuel path control are of the order of microseconds, they can be considered as instantaneous in comparison with the times for air path dynamics. However, the major influence of the air path over the fuel path is due to the smoke limiter, which limits the injected fuel rate until _ m a or p boost (depending on the manufacturer) reaches a certain limit in order to bound l 21 . Therefore, the engine states X can be modelled with the dynamic equation
The set-point reference _ m Ã a for the air mass flow and the set-point reference p Ã boost for the boost pressure are modelled by look-up tables scheduled by n and m f according to
and
The variables _ m a and p boost are measured by sensors in production diesel engines and, if considering them as fast signals and neglecting mass storage effects (a mass air flow sensor for measuring _ m a is usually installed upstream of the low-pressure compressor), u egr and u wg are represented by their effects on _ m a and p boost . Thus, from equation (3),
If the engine's air path states are modelled by quasistatic representations (dynamics do not have an influence on the output) or by adding filters and delay the function of only the scheduling inputs n and m f , then the dependence on _ m a and p boost might also be modelled as a function of n and m f . The influence of the thermal effects on the engine is even more complicated. On the one hand, T cool is the coolant temperature and it estimates the temperature of the engine block. This measurement is used by the ECU in order to select the cold-or warm-engine strategies. The ECU usually has different maps for the injection settings depending on T cool . For example, when the engine is warm, the start of injection is modified or the number of injections may be different with respect to the warm strategies. The smart solution for modelling the engine states is to maintain this strategy and to fit different maps at different temperatures; for a cold start when T cool \ 30°C, for the warm-up phase when 30°C \ T cool \ 60°C and in normal operation when T cool is around 90°C, the parameter values depend on the considered engine. In addition,even though small variations in T cool do not affect a change in the mode, e.g. when T cool varies between 75°C and 90°C, they will affect the engine operation and should also be considered in a model.
However, T cool measures only the coolant temperature, but its resolution is not sufficient to represent the in-cylinder conditions. The temperature of the cylinder walls deserves specific consideration, and its influence over the NO x emissions is discussed later in this work.
Based upon this reasoning, the state X might be represented as
where T cool is used in order to select the mode operation (the proper selection of operating-point-dependent maps) and also for considering its influence around the selected mode. Aside from the thermal dynamic effects and considering that the engine runs in an already warm mode, further simplifications can be made if the engine variations are sufficiently slow that _ m a and p boost are able to track _ m Ã a and p Ã boost rapidly. In that case, the engine modelling could be further simplified to Figure 1 shows examples of the set-point references and responses for the air and fuel pathfor three different cycles (see the fifth section for a description of the engine and Appendix 3 for a description of the New European Driving Cycle (NEDC), the Common Artemis Driving Cycles (CADCs) and the sportive driving mountain profile (SDMP) cycle), including also in the lower plots the variables u egr and u wg corresponding to the actuation signals for EGR and the wastegate respectively. The cycles correspond in that order from the slowest to the fastest transients. In the NEDC test, the air path controllers track with a minimum error both _ m Ã a and p Ã boost , in particular for the case of _ m a , which is logical owing to the slower dynamics associated with the turbogenerator inertia. The response for the CADC is also good but the transients are slightly more aggressive than for the NEDC, and the errors are slightly higher. For these two cycles, the quasi-static representation defined by equation (7) gives good results if the engine is already warmed up (i.e. if T cool is stable). However, for the case of the SDMP cycle, the transients are much more aggressive and errors in the _ m a and p boost tracking are appreciable, as well as the facts that the EGR valve is mostly closed during the cycle and that the bi-turbogenerator mode of the considered engine is indeed working at some points (see Figure 1 ). For this cycle, the engine is running in conditions different from the base calibration ( _ m Ã a and p Ã boost are different from the corresponding values in the other cycles) and the effect of the thermal loading due to the fast transients is critical. Thus, selection of the model structure for a given precision depends not only on the engine characteristics but also on the studied cases. In all these cases and examples, not only the thermal transient effects but also the sensor dynamics should be considered. Therefore, equation (7) should consider the sensor model if the output is compared with a sensor output. The model structure proposed in this paper, which aims to be representative of the engine performance under different conditions, is built on the basis of equation (5) as a quasi-static model representation, and the dynamic equations for representing the sensor dynamics are
where t is the time and t is the sensor delay. Furthermore, the model is calibrated and validated for an engine running in a warm condition, provided that multi-mode fitting can be carried out if aiming to obtain accurate results when the engine is cold.
Intake oxygen estimation
In the interest of developing a real-time model for NO x , the Arrhenius equation (2) can be arranged with two operating-point-dependent factors C 1 and C 2 according to
where C 1 includes the gas intake concentrations (nitrogen and oxygen (O 2 )) while C 2 is the exponential factor. According to work by Andersson, 7 the oxygen rate in the cylinder and the operating conditions (n and m f as discussed above) seem to be suitable variables for predicting the NO x emissions. Hence it is possible to find a new generic expression whose structure is equivalent to equation (9) and is given by
where x NO x is the model output. This expression relates [NO x ] to [O 2 ] int and different parameters (x 1 , ., x n ) including the temperature and the time reaction effects. Figure 2 shows [NO x ] versus the carbon dioxide concentration [CO 2 ] int in the intake manifold when varying the EGR valve position for different speeds n and injected fuel rates m f . [NO x ] is normalized by [NO x, EGR rate = 0 ], which corresponds to the maximum value at every operating point (equivalent to the fully closed EGR valve, i.e. u egr = 0). The exponential fit in Figure  2 is clear, in spite of the fact that the operating-point dependence of the exponential factor is not modelled yet.
In the following, the use of sensors and a simple model is discussed in order to estimate the intake oxygen.
Sensor approach
Because of the strong dependence of the NO x emissions on [O 2 ] int , its measurement is of major importance. Figure 1 . Air and fuel path responses to the variations in the driver's command u a for different cycles. The curves in the lower plots show the smoke limit for injection; note that 100% in u egr corresponds to the EGR valve fully closed and around 25% fully opened and, for u wg , 100% corresponds to the wastegate fully closed. NEDC: New European Driving Cycle; CADC: Common Artemis Driving Cycle: SDMP: sportive driving mountain profile; str: stroke.
Normalized NO x emissions as a function of [CO 2 ] int for 37 operating points. The engine was calibrated by the standard procedure given by the manufacturer. NO x : nitrogen oxides; EGR: exhaust gas recirculation; CO 2 : carbon dioxide.
However, the lack of homogeneity of the intake mix is a major problem in some engines. In this work the methodology presented by Luja´n et al. 35 was used for analysing the homogeneity of the mix. The method is based on feeding the gas analyser from different probes, as sketched in Figure 3 :
(a) measurement of the [CO 2 ] int just before the separation of the manifolds at the intake by the gas analyser; (b) extractions in the four individual cylinder intake runners and measurements by the gas analyser (independent measurements of [CO 2 ] int for cylinders 1 to 4); (c) measurement of a sample result of the mix of the four extractions made by the gas analyser (one measurement, from a rail where gas coming from all the probes is mixed).
When using the gas analyser, the [CO 2 ] int value (%) is measured with a non-dispersive infrared method. As the intake gas is a mix of ambient air and the results of the combustion of this air with fuel,
Additionally and as a real-time alternative, the measurement of the intake l by means of the universal exhaust gas oxygen (UEGO) sensor located in the intake manifold was implemented. The sensor was located a certain distance upstream of the separation between the individual cylinder runners in order to avoid separation effects (one measurement).
The UEGO sensor provides the ion pump current I p (mA). The I p signal is previously corrected for the effect of p boost , which affects the oxygen partial pressure measurement. Furthermore, I p is related to l 21 (and thus to [O 2 ] int and [CO 2 ] int ) by a curve given by the manufacturer.
A set of measurements is made in order to evaluate the different alternatives and to determine the best method to estimate the intake gas concentration. In total, four operating points [n m f ] are studied, namely [2500 r/min, 35 mg/stroke], [2500 r/min, 7 mg/stroke], [1500 r/min, 20 mg/stroke] and [1500 r/min, 7 mg/ stroke], with the rest of the inputs fixed by the standard engine calibrations.
The results of the study are summarized in Table 1 for the four operating points. Even though there exists important dispersion between the cylinder samples (because no mixer which guarantees the homogeneity of the fluid at the intake was utilized), the comparison of the mean value for the four cylinders with the measurement from the rail (probe for cylinders 1 to 4) is satisfactory. Nevertheless, the [CO 2 ] int value measured just before the cylinder manifolds is highly affected by the lack of homogeneity in the mix, and the signal presents a significant error when compared with the rest of the alternatives. The results obtained by the UEGO sensor are acceptable, despite a slight deviation lower than that of the gas analyser intake extraction. However, the resolution of the intake l probe shows saturation when I p . 2.3 mA (low [CO 2 ] int and high [O 2 ] int ), as shown in Figure 4 .
Intake l sensors can be installed for estimating the intake oxygen, but a model-based estimation is proposed here. However, if an intake l probe is installed, an observer may be designed for improving the estimation.
Model approach
[O 2 ] int can be measured, but intake l probes are not always available in diesel engine production cars, and measurement errors related to gas non-homogeneity may appear. 4, 35 As commented before, UEGO sensors can also be used to measure the intake oxygen. However, important problems linked to the pressure effects on the output signal, which is driven to saturation and needs compensation, can distort the signal. In 
From the oxygen balance at the intake junction
and substituting the former in the latter,
which shows a direct relationship between [O 2 ] int and the product EGR rate 3 l 21 . The product EGR rate 3 l 21 is often called the inert-gas rate and represents the actual portion of exhaust gas that has reacted with the injected fuel and thus contains no available oxygen. For example, Andersson et al. 36 used EGR rate 3 l 21 to designing a fast NO x model. Figure 5 shows the NO x fitting with EGR rate 3 l 21 and the fitting between EGR rate 3 l 21 and [CO 2 ] int , where equation (13) is proved.
On the other hand, Figure 6 shows the fitting of NO x by using the EGR rate. Results with the EGR rate are much worse than with EGR rate 3 l 21 , and it is difficult to find any tendencies, which proves that the product EGR rate 3 l 21 seems a good alternative for estimating [O 2 ] int (or [CO 2 ] int ) when an intake l probe is not installed, although uncertainty propagation from 2 ] int by a gas analyser just upstream of the manifolds at the intake junction; rows 2 to 5 represent the gas analyser measurements of [CO 2 ] int by means of the four individual extractions of gas at the intake manifolds of the engine; row 6 shows the gas analyser measurements of the sample result of a mix of four equal extractions of the intake manifolds of each cylinder; rows 7 and 8 represent the mean and the standard deviation respectivelyof the four individual extractions of the gas measured in rows 2 to 5;row 9 represents the measurement of the intake l sensor after converting the I p output to actual [CO 2 ] int (see Figure 4 ). the different involved measurements must be checked. 4 Then, Table 3 shows the results of using the different possibilities (sensors and models) for estimating [O 2 ] int . Based on the discussions in this section, the NO x model is presented in the next section.
Real-time NO x model
An ECU-oriented NO x model is designed by a setpoint relative structure, where maps are used to reproduce the nominal NO x emissions, while the effect of the intake oxygen is represented by an exponential variation. Other effects, including the thermal loading, the humidity or the intake mass flow dependence, are modelled by the tabulated factors. By using this modelling approach, it is assumed that there are no interactions between the inputs and that each acts independently on the NO x formation process.
The following hypotheses are assumed.
1. The model is programmed and calibrated in a discrete form, and the frequency used for simulations is 50 Hz. 2. The model is based on a set of static look-up tables, curves and parameters with the addition of discrete filters and lag blocks in order to consider the system dynamics. 3. The intake conditions _ m int and T int are calculated on the basis of the volumetric efficiency and an EGR flow model by assuming constant pressures upstream and downstream of the intake junction and a mixing model for the temperature. 4. Engine combustion is tabulated by using look-up tables related to the nominal conditions and the variations in the intake conditions. 5. The EGR path is modelled with a cooler model and a filter to account for the manifold dynamics.
6. Turbocharger effects are bypassed by directly using sensor signals from _ m a and p boost . The former is located upstream of the compressor, and the latter downstream of the intercooler. 7. The model results and validation are considered for warm-engine operation, i.e. the coolant temperature (or the engine block temperature) measured by the ECU is around 80-90°C. However, small variations around this value are taken into account, considering that higher variations could cause the engine to change the injection settings. For those cases, multi-mode map programming is advisable, even though multi-mode calibration is outside the scope of this paper.
The model scheme is outlined in Figure 7 . At the top right and for clarification, the subscripts indicating the engine positions are shown: boost is downstream of the intercooler, int is the intake manifold, egr is the EGR manifold at the intake junction and exh is the exhaust. The main real-time NO x model requires two additional blocks: a mean-value engine calculation of the EGR flow to obtain the EGR rate and to calculate the fuelto-air ratio l 21 . The model design is flexible and other structures for the EGR flow and l 21 model or measurement can be utilized by just replacing the corresponding blocks.
The state vector X for the model is built as
where x NO x is the NO x model output (the actual NO x ), y NO x is the filtered and delayed NO x output (for comparison with the output from the NO x sensor) and C dyn is a dynamic factor for dealing with the in-cylinder temperature, which is explained below. The input signals contained in the vector U are
where H is the humidity and the rest of variables have already been defined. These input signals are available in the ECU and are shown as white squares in Figure  7 . The model output vector Y is the modelled sensor response
in order to have a signal comparable with the NO x sensor output during dynamic tests.
x NO x indicates the raw or actual NO x , which must be filtered and delayed. A delayed first-order discrete model is used according to
where a NO x is the sensor's time response and t NO x is the total delay of the sensor (see the paper by Galindo et al. 37 for a full method on characterization of the NO x sensor's output). 
NO x calculation
The exhaust NO x emissions are calculated in equation (18) and consist of a single function referenced to conditions with nominal EGR for calculating x NO x , which is affected by an exponential EGR rate 3 l 21 correction and additional factors C NO x and C dyn . This structure guarantees that nominal test corrections are eliminated, minimizing the nominal error (the subscript 0 indicates nominal conditions). Then, the model x NO x output is calculated as
where C NO x and C dyn are used as correction factors for the model structure and are explained in subsequent paragraphs.
Correction factors. C NO x is calculated on the basis of previous experience and tests made in the engine (see the paper by Arre`gle et al. 38 
where the expected NO x sensitivities for the different parameters are depicted on the right-hand sides of equations (19) and k _ m int , k T int , k T cool and k h are calibrated by [n, m f ]-dependent maps. If the engine is operating in the nominal conditions, then C _ m int , C T int , C T cool = 1. (In equation 19(a), ifthe p Ã boost set point is increased for a constant-air-mass-flow _ m a set point, then u egr will be opened and more _ m egr will enter the cylinder (consequently _ m int will be higher), meaning that the NO x emissions should be lower. This effect can be shifted if u egr is already opened, especially in low-load areas, or if the engine is running out of the EGR area. In equation (19d), moisture increases the specific heat c p of air, decreasing the in-cylinder temperature T cyl .)
Thermal loading model. T cool is usually measured onboard and is the engine coolant temperature. This temperature is the only indirect reference to the temperature of the engine block. T cool is used onboard in order to define the engine modes, i.e. the models in the ECU can have maps or parameters calibrated at different engine temperatures. According to the T cool measurement, the ECU is able to select the appropriate mode at every moment. For instance, when the engine is cold, the injection is forwarded in order to warm up the engine.
In series diesel engines, neither the engine block temperature nor the in-cylinder temperature T cyl is measured onboard (and rarely in test benches), and they are factors of great importance for NO x formation in diesel engines. However, the reproducibility of these temperatures by only using T cool is not clear in all conditions.
For example, if the engine is in steady-state operation, T cyl might be approximated as a function of only the operating-point conditions as given by
and then T cool is used in order to select the appropriate mode (T cool permits switching between the different mode-dependent maps). However, if the engine is in transient operation, e.g. a tip-in from idle or low loads, it is necessary to consider an extra degree of freedom since T cyl will be related to the history of the engine load. For this case, the measurement by T cool itself is not capable of representing the actual value of T cyl . Furthermore, T cool is also controlled by the ECU in a closed loop to keep a constant value between 80°C and 90°C. Therefore and for those cases,
There exists the possibility of installing a temperature sensor at the exhaust but, even though this option should be interesting for improving the model accuracy, these sensors are not usually available onboard. Alternatively, a zero-dimensional approach may consider the heat conductive problem between the cylinder temperature and the coolant. According to that, the released heat power _ Q might be linked to the incylinder temperature variation DT cyl according to
The total heat dissipation Q between the cylinder and the coolant depends on DT cyl and the considered time, which is inversely proportional to n. At the same time, the heat dissipation will also be linked to the combustion efficiency and thus to l 21 by l À1 = DT cyl 1 n ð23aÞ
which shows that l 21 n is related to the thermal load in the cylinder and can be used as an estimator for the problem.
A multiplicative factor C dyn for the NO x model output is proposed. This factor augments the state vector X and gives some correction regarding the T cyl variation. The correction factor is designed for correcting the NO x output only during transients, since steady-state effects due to changes in T cool are corrected through C T cool . The main equation is
and Figure 8 shows a schematic diagram of the function. C dyn incorporates the filtered difference of l 21 n, which represents the variation in the engine's thermal load (other options were also checked, but this gave the best results for the model, which is in line with the discussion above) and a calibrated gain k dyn . When the engine runs in steady-state operation, l 21 n = 0 and C dyn = 1. In addition, this factor is set to one for steady-state simulations. Figure 9 shows relevant signals during a sharp engine transient in n and m f . T exh is measured with a sensor and compared with T cool , showing two effects: first, T cool is much more filtered and delayed than T exh is and, second, the sensitivity of T cool is not sufficient to represent the actual thermal transient occurring in the engine, i.e. T cool hardly varies from 82°C to 92°C while T exh goes from 200°C to 700°C. Figure 9 (c) shows the C dyn value tuned for the NO x model, being lower than 1 during the transient but finally converging to 1. This represents the fact that the engine comes from a colder state. In that plot, the NO x sensor (z NO x ) is compared with the y NO x model output (see equation (17) ) without C dyn (it overestimates the NO x emissions) and with C dyn .
The EGR rate given by
is calculated on the basis of a mean value model of the volumetric efficiency h v using the boost pressure p boost and the air mass flow _ m a inputs from the commercial sensors. The model block diagram is shown in Figure 10 . The intake manifold mass flow _ m int is obtained from h v (mapped with the steady-state tests) according to
p boost is assumed to be constant in the manifolds that converge at the intake (i.e. the EGR manifold at the intake junction, the manifold downstream of the intercooler and the intake manifold) while T boost is measured and T int calculated by means of a combustion model based on maps and corrections over T cool and _ m int . n, m f , T boost and _ m a are measured by sensors, the unit displaced volume V d and the number n cyl of cylinders are known beforehand and a model is proposed for T int . For instance, Wahlstro¨m et al. 40 proposed an isothermal model (T int = T boost ); for the current work a mixing model based on energy conservation at the intake junction is utilized, i.e. the intake volume is small and mixing is so fast that no heat is transferred to the walls. Therefore, assuming that the specific heat capacities are equal for all gases, and, from equation (26), the product _ m int T int , which defines the intake enthalpy flow, can be inferred as
Rewriting the mass equilibrium at the intake junction gives
Finally, substituting into equation (27), T int can be solved as
Two additional models ( Figure 10 ) are needed in order to calculate T egr (not usually measured on commercial engines): a T exh model and an EGR cooler efficiency model.
T exh model. The temperature increase DT ie between the intake and the exhaust is calculated from a map and corrections according to
adding the delay z 21 to take into account causality.
DT ie can be calculated on the basis of heat release functions (e.g. Wiebe or Watson functions) and solving the first-principles equations of the cylinder or can be fitted to experimental values. Since the results of this physical approach may be calculated beforehand, a map-based model coherent with the full real-time NO x model is proposed with two corrections based on _ m int and T cool according to
Maps depending on [n, m f ] are used for generating references for DT ie,0 and _ m int, 0 . Then, Dm is calculated from
and, defining the calibrated map output,
The engine block temperature also affects the final NO x emissions and, in the context of the previous discussion about C dyn , minor variations in T cool in the engine can be represented by a factor k T given by
provided that the engine calibration corresponds to that of the warm engine, i.e. the variation in T cool is sufficiently low that it does not cause a change in the injection settings or reference maps for engine control. Alternatively, the dynamic component of the temperature rise due to combustion is considered with the aforementioned C dyn factor and directly affects the final NO x emissions.
Next we consider the effect of the injection parameters. The injection duration t mi , the start of injection (SOI) and the common-rail pressure p rail affect greatly the in-cylinder temperature and thus the NO x emissions; 41 therefore, the engine speed, which is coupled with the others, is here considered as an input for the model. In this work and as stated in the model hypotheses, the injection settings from the series calibration are maintained. Therefore, t mi , SOI and p rail are completely defined by the operating-point conditions, i.e. every pair [n, m f ] defines a nominal value for these variables. However, extra maps for covering variations in the SOI or p rail might be considered, making possible the use of the model for injection control. This correction might update the combustion model by including the parameters k SOI and k p rail , modifying equation (32) to
These factors are advisable in such cases, but they were not calibrated in this work, since the injection settings defined by the series calibration were applied in all tests.
EGR cooler model. T egr is calculated from the temperature drop and the first-order discrete filter with a time response a egr and a transport delay t egr as T egr = z Àt egr 1 À a egr 1 À a egr z À1 T exh À k egr T exh À T cool
where k egr is calculated from the curve
and t egr is a function of the engine's characteristic time according to t egr = k t egr n ð39Þ
Depending on the engine configuration, an air mass flow _ m a sensor may be present (or the mass flow can be estimated through the boost pressure), and the injected fuel mass flow _ m f is usually estimated by the ECU. A simple model may be then proposed as
where _ m f and _ m a are quantities expressed in the same units, i.e. milligrams per stroke or kilograms per second, and the factor 14.5 is the stoichiometric air-to-fuel ratio. Note that the model neglects the mass accumulation in the intake manifold and the exhaust manifold. Despite the fact that these effects should be considered for correcting _ m a during the engine transients (e.g. when the boost pressure is increased or when shifting between boosting modes 42 ), they will be neglected hereafter for simplicity. The reader is referred to the paper by Guardiola et al. 43 for a complete methodology for modelling l 21 and other interesting topics. 
Experimental facility
Experimental data are obtained from a turbocharged diesel engine. This engine is a 2.2 l four-cylinder common-rail type, the specifications of which are shown in Table 2 . The standard air cooler downstream of the compressor is replaced by a water intercooler because of the lack of forced air flux. All after-treatment devices are removed; they are outside the scope of this paper.
This engine is installed on an engine test bench and coupled to a variable-frequency eddy current dynamometer that allows dynamic tests to be carried out. A rapid prototyping system is connected via an ETK (which is an Ethernet-based electronic control unit connection) to a bypass-allowed ECU, permitting commanding and receiving signals by means of coupling a real-time system via a controller area network.
Besides the commercial sensors, a full set of sensors is installed in the engine measuring the full operating conditions (the pressure and the temperature in the manifolds, the mass flow, the speed, the torque, the fuel consumption, etc.), the atmospheric conditions (also the humidity), the emissions by a gas analyser 45 (NO x , carbon monoxide (CO), CO 2 , PM, etc.), and both NO x and the reciprocal air-to-fuel equivalence ratio (l 21 ) by an onboard NO x sensor. Some of these are measured twice, by software connected to the ECU and to the test bench software. All sensors installed have previously been tested and calibrated with standard procedures, both in the steady state and for transients.
Most of the variables are used for calibration but are not necessary for model running. Figure 11 shows the recommended on-engine sensor set, i.e. the key sensors required online once the model is calibrated. These are used for inputs to the model, removing the need to observe some of the variables. The NO x sensor is not really necessary and the real-time model can be used for online NO x prediction. Appendix 1 gives the main variables used throughout the paper.
Results
This section presents the tuning methodology and results of the NO x model.
Tuning methodology
The NO x model fitting is separated into the following: static tuning for determining all the maps and the model parameters; dynamic tuning by fitting the dynamic factors, fine tuning and model validation. Ranges are selected in order to produce appreciable NO x variations but taking into account the limits for engine operation. 363 steady measurements are made in total. The engine areas covered are shown in Figure 12 . The calibration sequence is as follows.
1. From all tests, h v , _ m egr and temperature differences are calculated and used for fitting the maps as a function of the engine speed and the fuel. (18). This adjustment is made independently by using the steady-state data set. In addition to EGR rate 3 l 21 and in order to compare results with other possibilities for estimating [O 2 ] int , I p from an intake UEGO sensor and [CO 2 ] int from the gas analyser are evaluated. The results are presented in Table 3 . The best fit is for [CO 2 ] int but this is not available onboard, while it can be used for tuning and validation. Therefore, the minimum error is achieved with the variable EGR rate 3 l 21 , which is calculated by modelling and sensor signals.
Dynamic tuning. Dynamic tests are used for adjusting the C dyn factor parameters and for fine tuning of the maps and curves fitted with the steady-state tests. These dynamic tests cover the the transient cycles, the NEDC and the SDMP detailed in Appendix 3. The sample time for acquisition and bypassing is 20 ms. Furthermore, step tests are used for calibrating sensors and cycles for validating the model in the dynamic state. If the results are not satisfactory, the dynamic cycles can be repeated and the identifications checked. If the error persists, it could be advisable to return to the static calibration and retune the incorrect parameters.
In the next section, the results are presented. 32 presented an NO x model with maximum relative errors of about 40% at lower NO x values and 20% at higher NO x values. The results presented in this work are in line with other approaches or indeed better results are obtained than for other approaches. 46 The results obtained by evaluating the parts per million output present a mean error of 30.43 ppm and s = 54.84 ppm, with a relative mean error of about 12% and a relative deviation of 11% respectively. As expected, the results are worse for the parts per million output, but this is logical since the model has been calibrated for the grams per hour output. Alternatively, Part 2 of this paper introduces updating algorithms for online correction of the model.
Steady-state results
It is worth noting that errors of 1% in the input variables can produce final NO x errors of 33%, measured steady points additional points full load points Figure 12. [n, m f ] set of values run for testing the engine in the steady state. In each set, different variations in u egr , T cool , p boost and T int are made for characterization of the engine. Some additional points are measured in order to complete the engine characterization. The nominal EGR map ((EGR rate) 0 ) (the white area corresponds to the EGR valve closed, with an EGR rate of zero) and the full-load curve are also plotted. EGR: exhaust gas recirculation; str: stroke; rpm: r/min. Table 3 . Mean errors when fitting the model with different input variables. [CO 2 ] int from the gas analyser is the mean of four extractions of the intake manifolds. The produce EGR rate 3 l 21 is calculated on the basis of the EGR mean-value flow model and the l 21 model. The signal I p from the intake l probe is corrected by the pressure, and some data points with faulty measurements were removed because they present problems with saturation of the sensor. The NO x output is adjusted to grams per hour.
EGR rate 3l 21 Corrected I p in a predictive and physics-based NO x model, according to the NO x sensitivity study published by Arre`gle et al. 38 The maximum error in a data-driven model, such as that presented here, is bounded by the tables grid; only ageing and dispersion errors occur, problems that exist also in more complex models. This fact and the results presented in this subsection justify the validity of a data-driven NO x model, as well as the efficient computation and simple programming. Figure 13 (b) and (c) shows absolute and relative error metrics for outputs in both grams per hour and parts per million. Again, only a minimum percentage of points (the total is 363) are outside the 6s boundary, also plotted in these plots. If a higher accuracy on the parts per million output is required, the tuning objective can be easily shifted to parts per million.
Additional information from the model can be extracted to compare intermediate variables (calculated by the model) and the corresponding measurements, e.g. the mean-value EGR flow model. A multi-objective optimization could be programmed if other model states are important for control. However, here the x NO x output error was minimized. Figure 14 (a) compares the EGR rate calculated by the model and by using [CO 2 ] int averaged from the four extractions of the in-cylinder manifolds. The fitting is acceptable in the whole range. The results for T egr are shown in Figure  14 (b), and the fitting in general is also acceptable, but there exists a high dispersion around the centre-line. This is mainly due to areas with low or zero EGR rate, where T egr has no meaning ( _ m egr = 0).
Model robustness. In this section the attention is turn out to the model robustness, analysing the model sensitivity to errors in the main parameters and inputs. 2% disturbances in the parameters presented in Table 4 output is stored, e.g. a change of 2% in n produced an error of 4.51% in the NO x emissions. The parameters with more influence on the model output are n, m f and _ m a . These signals basically represent the engine operating conditions and define the EGR setting (jointly with p boost , which has a minor influence). The trends of these are as already expected. p boost and h v have the same influences as expected because both are multiplied for calculating _ m int and consequently _ m egr . An important conclusion of this study is that variables with more influence on the NO x emissions are directly measured, and thus having a reliable measurement is crucial for model accuracy. In the second group, [NO x,0 ], _ m int and h v steady-state maps are the most relevant maps for calibration. The rest of the variables have lower influences but are not negligible. Figure 9 already showed the ability of the NO x model to fit the sensor and the necessity of utilizing the factor C dyn . Figure 15 shows the model results with the SDMP test. This test is a good benchmark for testing the dynamic ability of the model as fast transients are performed. The influence of C dyn is pronounced, as can be seen in Figure 15 (a). The absolute mean error for the SDMP cycles when using C dyn is about 50 ppm as against 75 ppm when using C dyn = 1, which shows that an improvement in the estimation of 33% is achieved. The standard deviation when using the factor C dyn is of the order of 75 ppm, as against 67 ppm when using C dyn = 1. Furthermore, the error by integrating the sensor signal and the model signals separately is only 1% if comparing the model signal with the sensor signal.
Dynamic results
In the SDMP, the influence of C dyn is critical since the engine is ranging from low loads to high loads (thermal transients are critical). Figure 15 (b) compares y NO x with the NO x sensor output with good agreement indeed, using parts per million as the output. Finally, the errors might be minimized when using online observers, as shown in Part 2 of the paper. Figure 16 shows the results for the TRAN A cycle (T cool = 75°C; Du egr = 5%; Dp boost = 0); Figure 16 (a) compares y NO x with z NO x while Figure 16 (b) also includes the x NO x estimation. The sensor model fits sufficiently well to obtain a reliable x NO x , which is observed by cancelling the sensor filtering and lag. Even though the NO x model is based on quasi-static maps, the system and physics dynamics are contained in the model inputs, which are directly measured from the sensors. As shown in Figure 16 , the results are also promising.
The absolute mean values for z NO x and y NO x are calculated for every TRAN cycle according to
where l tran is the total number of samples for every transient cycle. The results are plotted in Figure 17 , where Figure 17 (a) shows mean(y NO x ) against mean(z NO x ) while Figure 17 (b) shows the error distributions in parts per million. The results are quite good and the agreement is even better than for the SDMP, demonstrating the model accuracy. Figure 18 shows the results in the NEDC, by running the engine in warm conditions. y NO x prediction is better during the first 800 s of the cycle (the urban part). However, during the highway part, there exists a clear bias. Since the model is optimized for a set of steady-state tests, dispersion effects or errors due to non-modelled variables (NO x is highly affected by the ambient conditions) can affect the model accuracy. Admittedly, the model dynamics are able to reproduce z NO x and then the drift can be corrected by using observers.
Conclusions
The paper has presented a partial review on NO x modelling in turbocharged diesel engines, focusing on control-oriented approaches and discussing the validity of using steady-state representations for reproducing the engine variables. In this sense, an ECU-oriented NO x model is designed, where maps are used to reproduce the nominal NO x emissions, while the effect of the intake oxygen is represented by an exponential variation. A study on different alternatives by considering intake oxygen sensors and model-based approaches for estimating [O 2 ] int is presented in the paper, concluding that the product of the EGR rate and the fuel-to-air ratio, the so-called inert gas rate, is the best estimation for onboard implementation in the considered case. Furthermore, the EGR rate is calculated by means of the volumetric efficiency of the engine and firstprinciples equations at the intake junction, while the fuel-to-air ratio may be inferred by a model-based approach. A set of corrections for considering the variations in the engine intake conditions, the in-cylinder temperature and the conditions, and also the humidity, are introduced. A total of 363 steady-state tests are performed for fitting all parameters and maps. After validation, the model shows a mean relative error of about 7% in the steady state, achieving maximum errors of 30% at low NO x values and 10% at high NO x values, improving on other similar approaches such as that by Schilling et al. 32 who achieved maximum errors of 40% at low NO x values and 20% at high NO x values. In addition, steplike tests for system and sensor identifications are made and different engine cycles (including the NEDC, the CADC and the SDMP cycle) are tested in order to validate the transient behaviour of the model. The absolute mean error for the SDMP cycle by introducing the dynamic factor, which deals with the in-cylinder temperature variations, is about 50 ppm as against 75 ppm without considering this factor, obtaining an improvement of about 33% with this factor; the error by integrating the sensor and model signals is only 1%.
Finally, it can be concluded that the relatively low calibration effort and the accuracy in both the steady state and the transient state show the feasibility of the presented NO x model for EGR control as well as onboard diagnosis of the NO x emissions; indeed, it is an alternative to more complex NO x model approaches based mainly on physical equations. In addition, the model is useful for the data fusion strategies designed in Part 2 of this paper.
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where M is the total mass. Commercial NO x sensors measure the relative volume flow of NO x in parts per million and the conversion to grams per hour can induce some error, especially if _ m a presents some drift or filtering effect. Also, the use of grams per hour for online NO x tracking is justified for two reasons: first, dilution effects are avoided as parts per million is a relative measurement; second, the use of grams per hour is coincident with the actual emissions.
Dilution effects can distort the parts per million output and can lead to sign shifts in the gradient when comparing the parts per million output and the grams per hour output for high-load conditions (no EGR), i.e. an increase in the grams per hour could result in a decrease in the parts per million if _ m a increases. On the other hand, the minimum variations in the grams per hour can lead to huge variations in the parts per million even though the relative gradient could be high in both, especially for low-load conditions (related to the low _ m a ), leading to overestimation of the NO x emissions when tracking the parts per million. In this work, the NO x model output is calibrated for minimizing the error in the grams per hour, even though the parts per million output is also provided. Figure 21 . NEDC performed on the engine in warm conditions. str: stroke; rpm: r/min; NO x : nitrogen oxides. Engine cycles
The following cycles were performed on the engine. Figure 19 . The test proposition is a full factorial design by performing modifications on set points for u egr (by modification of the _ m a maps), p boost (by fixing the _ m a set point and modifying the p boost map) and T cool (modifying the coolant reference temperature at the test cell controller). The sequence is presented in Table 5 , totalling 36 different tests (27 TRAN A and nine TRAN B) . For each test, three repetitions of the sequence shown in Figure 19 are made.
Adapted transient cycles
The NO x sensitivity to variations in the inputs and the parameters is considerably lower for transient conditions than for static conditions. This is due to the systems and sensor dynamics which filter the effects. For instance, the effect of varying T cool by 10°C in the 
