We consider a continuous time linear multi-inventory system with unknown demands bounded within ellipsoids and controls bounded within ellipsoids or polytopes. We address the problem of -stabilising the inventory since this implies some reduction of the inventory costs. The main results are certain conditions under which -stabilisability is possible through a saturated linear state feedback control. All the results are based on a linear matrix inequalities approach and on some recent techniques for the modelling and analysis of polytopic systems with saturations. Numerical simulations are provided.
Introduction
We consider a continuous time linear multi-inventory system with unknown demands bounded within ellipsoids and controls bounded within ellipsoids or polytopes. The system is modelled as a first-order one integrating the discrepancy between controls and demands at different sites (buffers). Thus, the state represents the buffer levels. We address the problem of -stabilising the state. In particular, we study conditions under which the state can be driven within an a priori chosen target set through a saturated linear state feedback control. Here, is a maximal dimension of the target set.
Motivations for -stabilising the state derive from the benefits associated with keeping the state and consequently also the inventory costs bounded. This work is in line with some recent literature on robust optimisation (Adida and Perakis 2006; Bertsimas and Thiele 2006) and control (Bauso, Blanchini, and Pesenti 2006) of inventory systems. Here, we focus on saturated linear state feedback controls since such controls arise naturally in any system with bounded controls (Bauso et al. 2006) . In this sense, the problem at hand can be also reframed within the general context of constrained control problems of linear systems driven by bounded additive disturbances (Lin and Saberi 1995; Lin 1998; Primbs and Giannelli 2001; Cao, Lin, and Ward 2002; Galkowski, Xu, Lam, and Lin 2003; Gomes da Silva, Tarbouriech, and Garcia 2003; Kose and Jabbari 2003; Jabbari and Kose 2004; Gomes da Silva and Tarbouriech 2006) . In common with most of the cited references, (i) we address setinvariance by using the S-procedure and quadratic Lyapunov function, (ii) we handle the constraints in the control by appropriate saturation modelling and inclusion relations described as linear matrix inequalities (LMIs). A main element of distinction is that because of specific assumptions deriving from the nature of the multi-inventory systems (controlled flow matrix B 'fat' and full rank, integrator dynamics), we are able to prove stronger results on the global stabilisation of the system. Such results are in general not valid for generic linear systems. This represents an element of novelty sufficient to motivate our study. A second difference is that we extend the investigation to 'ellipsoidal' controlled input constraints (i.e. nonlinear correlation among the saturation levels of the control components). More precisely, in the literature, control is usually bounded within a box. This means that we can choose each component of the control independently of the other ones. Differently, in this work, we bound the control within an ellipsoid. This means that a constraint is imposed to the norm 2 of the control and the components of the control cannot be chosen independently of each other. A third difference derives from considering ellipsoidal constraints on the demand (disturbance). The advantage deriving from ellipsoidal constraints on the demand (with respect to polytopic constraints) is that such constraints are able to describe better any kind of nonlinear (quadratic) correlation and or coupling among demand/uncertainties at different sites/nodes. Furthermore, ellipsoidal constraints allow also to provide analytical conditions (Theorem 4.1, Lemma 4.2, and Theorem 4.4) .
The main results of this work can be summarised as follows. Initially, we introduce the necessary and sufficient conditions for the -stabilisability in the form of an inclusion between convex sets. In the case where both demands and controls are bounded within polytopes, it is well known that verifying such conditions is NP-hard (McCormick 1996) . Here, we prove that verification becomes easy when both demands and controls are bounded within ellipsoids (we will refer to it as the ellipsoidal case). This is possible by rewriting the inclusion between ellipsoids in terms of unconstrained quadratic maximisation. For the ellipsoidal case, we first characterise invariant sets through a fourth degree condition. As verifying such a condition is difficult, we then propose the best quadratic approximation of the same condition. We proceed by describing the region of linearity of the control and conclude by providing LMI conditions on the target set under which the saturated control -stabilises the system. The case where demands are bounded within ellipsoids and controls are bounded within polytopes (we will refer to it as the polytopic case) is an open problem and we propose certain sufficient LMI conditions to solve it. Also, we approximate the target set of minimum volume to which the state for specified feedback control law is driven. The approximation is performed via semi-definite programming.
All the results are based on LMIs approach in line with the recent works by Boukas (2006) , Rodrigues and Boukas (2006) on inventory/manufacturing systems. In particular, when addressing the polytopic case, we use the same technique provided in Gomes da Silva and Tarbouriech (2001) to rewrite the model with saturations in polytopic form. Once we do this, we can apply the LMI analysis covered in the book by Boyd, El Ghaoui, Feron, and Balakrishnan (1994) for polytopic systems.
This article is arranged as follows. In Section 2, we formulate the problem. In Section 3, we introduce necessary and sufficient conditions for the admissibility of the problem. In Sections 4 and 5 we study the problem with ellipsoidal and polytopic constraints respectively. In Section 6, we provide numerical simulations. Finally, in Section 7, we draw some conclusions.
Problem formulation and notation
Consider the continuous time linear multi-inventory system
where x(t) 2 IR n is a vector whose components are the buffer levels, u(t) 2 IR m is the controlled flow vector, B 2 Q nÂm , with m ! n and rank(B) ¼ n is the controlled process matrix and w(t) 2 IR n is the unknown demand.
The assumption that B is full rank is usual in network flow problems where B is the incidence matrix of a connected graph which presents some external input flows. This assumption will be critical for the results we will obtain in the following. To model backlog, x(t) may be less than zero. Demands are bounded within ellipsoids, i.e.
The above constraints describe some coupling effect on demand uncertainty. In a first case, referred to as ellipsoidal case, controls are bounded within ellipsoids,
The above constraints on u describe correlation and or coupling among the saturation levels of controlled flows at different arcs. In a second case, referred to as polytopic case, controls are bounded within polytopes
with assigned u þ , u À . Henceforth, for simplicity we make the assumption u þ ¼ Àu À which simplifies the tractability, though it is not necessary for the validity of the results. Note that we can assume the demand centred at zero as in (2) as we can always centre the ellipsoid or polytope of u(t) around any desired value. For any symmetric positive definite matrix P 2 IR nÂn , define the function V(x) ¼ x T Px and the ellipsoidal target set Å ¼ {x 2 IR n : V(x) 1}. In addition, for any matrix K 2 R mÂn , define as saturated linear state feedback control any policy
where hereafter @F indicates the frontier of a given set F. Let us write A ¼ A T 4 0 to mean that a generic matrix A is symmetric and positive definite. Also, let us define matrix S :¼ (BK ) T .
Assumption 2.1: Matrix K is chosen such that matrix S is positive semidefinite and symmetric and, in addition, S and P and S and R w are commuting matrices, i.e.
Note that the above assumption implies SP 4 0, SR w 4 0. Also observe that such assumption is easily verified if S is the (scaled) identity matrix or, otherwise, if S, P and R w are diagonal. Starting from these simple cases, we have provided the conditions of the above assumption in a more general form in order to highlight the main properties upon which the proposed technique is based.
Problem 2.2 (-stabilising): Given system (1) in the ellipsoidal or polytopic case, consider a state feedback control policy of type u ¼ sat{ÀKx}, for assigned K 2 R mÂn as in Assumption 2.1. Find conditions on the positive definite matrix P 2 R nÂn , under which the saturated linear state feedback control u ¼ Àsat{Kx} drives the state x(t) within the target set Å for any initial state x(0).
Note that we have chosen K such that BK 4 0 as we wish the system to be asymptotically stable when w(t) ¼ 0 for all t. We recall from Bauso et al. (2006) that -stabilising the state means that we can find a control policy such that lim t!1 kxk 1 . With this in mind, it is immediate to observe that the very same conditions, solutions of the above problem, are sufficient to prove that (i) the saturated linear state feedback control u ¼ Àsat{Kx} makes Å an invariant region and (ii) the system state x is -stabilisable, being the relation between and Å :¼ max
Example 2.3: Throughout this article we consider, as illustrative example, the graph with one node and two arcs depicted in Figure 1 . The incidence matrix is
The continuous time dynamics is
with demand bounded in the ellipsoid w 2 1 and with the following either ellipsoidal or polytopic constraints on the control u
À2 u 1 3, À2 u 2 1:
In the rest of this article, we prove that a possible target set is the sphere of unitary radius
Throughout the rest of this article, we denote by max (Z )( min (Z )) the maximum (minimum) eigenvalue of a given symmetric matrix Z. In the proofs of the theorems we use the expressions 'by (9)' to state that the result obtained is a consequence of the following fact: if Y and Z are two generic positive definite matrices and a positive scalar
Stability necessary and sufficient conditions
System (1) is -stabilisable if and only if for all w 2 W, there exists u 2 int{U} such that Bu ¼ w (see e.g. Blanchini, Rinaldi, and Ukovich 1997) . For the short of notation, the previous condition is usually expressed as
Deciding whether (10) 
When we consider the illustrative example in Section 2.3, we have Now consider function f(u B (w, u N ), u N ). It is a differentiable convex function in u N . Then, for any w 2 W we can analytically determine u Ã ðwÞ ¼ ½u B 
where 0 is the (m À n) Â n null matrix. In the example under consideration, we have
For any w 2 W, we obtain
Consequently, the minimal value of
is a positive definite n Â n matrix, as M, and hence H, are full rank. So far, we have shown that we can find the optimal value of problem (12) by solving problem
and checking that the optimal value is less than one. Problem (16) is easy as, by (9), it reduces to determining the eigenvalues of R À1 w È. Then the statement of the following theorem synthesises the results of this section.
Theorem 3.1: System (1) is -stabilisable if and only if it holds: I À R À1=2 w ÈR À1=2 w 4 0.
In the example under consideration
In what follows, we discuss for which initial state the system is certainly -stabilisable through a (pure) linear state feedback control; hence we show that if we saturate the previous linear policy the system is -stabilisable for any initial state.
Ellipsoidal constraints
Let us start by considering only the constraints (2) on w and neglect the ellipsoidal constraints (3) on u.
Recall that we use controls of type u ¼ sat{ÀKx}, with K 2 R mÂn as in Assumption 2.1. In the following theorem we prove that _ VðxÞ 5 0 within a given set (invariant set). This result will allow exploiting V(x) as a Lyapunov function to prove the convergence to the target set Å.
Theorem 4.1: Consider system (1) subject to the only ellipsoidal constraints (2) on w, and controlled via linear state feedback u ¼ ÀKx, with K as in Assumption 2.1.
We aim at proving that _ V 5 0 holds for any x external to an appropriate smooth closed surface. To do this, we look for an x 2 R n inducing a solution strictly greater than zero for the following problem
As (x, w) is linear in w, the optimal w* must lie on the boundary of set W. The Karush-Kuhn-Tucker conditions impose that Px ¼ ÀR w w* for some ! 0, that is
In addition, note that PR À1 w P is positive defined as P and R w are positive definite, and SP is positive defined as a consequence of Assumption 2.1 (ii). Then, w* lies on the boundary of W, and we have w ÃT R w w Ã ¼
Hence, (x, w*) 4 0, and therefore also (18) holds, if and only if (17) holds.
oe
We now exploit V(x) ¼ x T Px as a Lyapunov function to prove the convergence to the target set Å.
We determine under which conditions on P and S we have that _ V 5 0 or, equivalently, inequality (17) hold for any x = 2 Å.
Lemma 4.2: Consider system (1) subject to the only ellipsoidal constraints (2) on w, and controlled via linear state feedback u ¼ ÀKx, with K as in Assumption 2.1.
Proof: From Theorem 4.1 we know that _ V 5 0 holds if and only if (17) holds. Now, observe that for (17) to hold it suffices that x T SPx 4 x T PR À1 w Px and x T SPx ! 1. These two conditions together with the condition x = 2 Å yield
In summary, _ V 5 0 for all x = 2 Å if (22) holds. Now, independently from the remaining conditions, the first condition in (22) holds if and only if SP À PR À1 w P ! 0. Recall that from Assumption 2.1 (ii), matrix SP is positive definite. On the other hand, for x = 2 Å, that is
In what follows, a simple example sheds light on the conservativeness of the conditions in the above lemma.
Example 4.3:
VðxÞ 0 for all x = 2 Å if and only if k ! ffiffi ffi p . This is evident as condition (17) implies
On the other hand, from Lemma 4.2, we have that _ VðxÞ 0 for all x = 2 Å if k ! . We can see this by rewriting condition (21) as kx T x ! x T x. We can conclude that the conservativeness of Lemma 4.2 increases with .
In the next theorem we introduce the constraints on controls (3). To this end, we need to define the family of ellipsoids
parameterised in 4 1.
Theorem 4.4: Given system (1) in the ellipsoidal case and assume that (10) holds. Then, we can drive the state x(t) from any initial value x(0) 2 AE 0 () to the target set Å via linear state feedback u ¼ ÀKx if (20)-(21) hold and
Proof: By Lemma 4.2, under condition (20) it holds _ VðtÞ 5 0 for all x(t) = 2 Å and then V(x) can be considered as a Lyapunov function for the convergence of the state to the set Å when the linear control u ¼ ÀKx is implemented. Condition _ VðtÞ 5 0 also implies that AE 0 () is invariant with respect to the same linear feedback as 4 1 means AE 0 () ' Å. Then
where the last equality holds by (9). Therefore the constraint u ¼ ÀKx(t) 2 U for all t ! 0 is enforced if (24) holds true. oe
The following theorem provides a solution to Problem 2.2. Let us denote by X the set of states x where we can define a linear control u(x) ¼ ÀKx, i.e. X ¼ {x : ÀKx 2 U}. Consider the saturated linear state feedback control of type
Theorem 4.5: Consider a system (1) in the ellipsoidal case and assume that (10) holds. For any positive definite matrix P 2 R nÂn satisfying conditions (20), (21) and (24), the saturated linear state feedback control (25) drives the state x(t) within the target set Å for any initial state x(0).
Proof: By construction, u(x) is a continuous function with U as codomain.
In Theorem 4.4, we have already proved that _ VðxÞ 5 0 for x 2 X n Å. In what follows, we consider x = 2 X. We know that we have _ VðxÞ 5 0 if and only if Àx T PBu(x) þ x T Pw 4 0, for all w 2 W, that is In this section, we answer the questions (i) how small the target set is for fixed control policy and (ii) which control policy returns the smallest target set. In other words, we first look for the target set of minimum volume when the state feedback control is a priori assigned (feedback matrix K and therefore also S are fixed). Then we let K vary and search for the optimal state feedback control, i.e. the one returning the smallest target set of minimum volume.
To address the first point, observe that any feasible target set Å ¼ {x :
for all x or equivalently if SR w À P ! 0. We show next that under certain assumptions, the target set Å of minimum volume coincides with
For fixed S (which means fixed K ) solve min P detðP À1 Þ,
where the constraints displayed above are nothing but conditions (20), (21) and (24). Observe that the problem has feasible solutions only if S À I ! 0. Then, if SR w À K T R u K ! 0 (this is condition (24) where P is replaced by SR w ), the above problem admits the trivial solution P ¼ SR w .
Unfortunately, the above problem presents the quadratic constraint SP À PR À1 w P ! 0. However, this constraint can be translated into an LMI invoking the Schur complement. A second way to deal with this constraint is to substitute the quadratic constraint with the stronger LMI conditions S À PR À1 w ! 0, with S À PR À1 w and P being commuting matrices. This last approach returns a sub-optimal solution.
To obtain a genuine semi-definite programming problem it is left to rewrite the objective function as Àln(det(P)) and then rewrite it in a semi-definite form. It is well known that this is possible through standard manipulations (Boyd et al. 1994 ).
Control design
Until now the state feedback control is a priori assigned (feedback matrix K and therefore also S ¼ K T B T are fixed) and we have found the target set of minimum volume. We now assume an inverse perspective and, for assigned max ðS Þ , wish to find a state feedback control that returns the set Å R (S ) of minimum volume. This corresponds to solving min K detððSR w Þ À1 Þ SP À P ! 0, SP À PR À1 w P ! 0,I À S ! 0, K T R u K À P 0,
where the first three constraints are associated to (20), (21), and max ðS Þ , the fourth constraint is the quadratic matrix inequality associated to (24), and the last three constraints are the conditions of Assumption 2.1.
If K ¼ kH with k ¼ and H right inverse of B, i.e. BH ¼ I, is a feasible solution for the above problem then it is also optimal. Indeed, note that Å R ðI Þ Å R ðS Þ for all S such that max ðS Þ ¼, sincê I À S ! 0. A straightforward consequence is that Å R ðI Þ is the ellipsoid of minimum volume among all ellipsoids Å R (S ) with varying S. To tell it differently, setting S ¼I returns the minimum volume Å R (S ). But S ¼I corresponds to choosing a feedback matrix K ¼ kH where k and H have the meaning illustrated above.
Observe that the saturated linear state feedback control (25) is not decentralised in the sense that the generic ith control u i in general depends on the demand at different nodes and on the other controls u j , j 6 ¼ i. This is due to either the structure of matrix H or the ellipsoidal constraints (3).
Polytopic constraints

The saturated linear state feedback control
Controls u are subject to the polytopic constraints (4). Again, we study under which conditions we can solve Problem 2.2 using controls of type u ¼ sat{ÀKx}. In this case, we interpret the sat{.} operator as componentwise. More specifically, we choose the control
where K i. denotes the ith row of K and where, for any given scalar a and b
, if a b, a, if 5 a:
> < > :
Henceforth we omit the indices of the sat function. Under the control u ¼ sat{ÀKx}, the closed-loop dynamics becomes
Our idea is to rewrite the above dynamics in the following polytopic form:
where the time varying matrices A(x(t)) are expressed as convex combinations of 2 m matrices A j , j ¼ 1, . . . , 2 m . More precisely the expressions for A(x(t)) are
The procedure to compute matrices A j 's is borrowed from Gomes da Silva and Tarbouriech (2001) and recalled below. Let us rewrite the control policy as
where i (x) are the 'degree of saturation' of the control components defined as follows:
Let ¼ [ 1 , . . . , m ] be a vector whose components i are such that 0 i 1 and represent lower bounds of i (x(t)), for t ! 0. Lower bounds are usually fixed a priori. Also define the vector ¼ ½ 1 , . . . , m with i ¼ u þ i i and the associated portion of the state space (recall the assumption u þ i ¼ Àu À i )
Sð Þ ¼ x 2 R n : À ÀKx È É :
According to the above definition of the i s we derive that S( ) AE 0 (). Note that we can affirm that i are lower bounds because the state trajectory never exits S( ) as we will show in the proof of Theorem 5.1. Consider now the 2 m vectors j 2 {1, 1 } Â Á Á Á Â {1, m }, with j ¼ 1, . . . , 2 m . In other words, j is an m component vector with ith component ji taking value 1 or i . Then, each matrix A j can be expressed as A j ¼ ÀB diag( j )K. Roughly speaking each vector j stores the minimum and or maximum degree of saturation of all control components. Now partition S( ) in subsets X such that for each of them we can define the subset J X {1, . . . , 2 m } of indices j such that, for all x 2 X, A(x) can be expressed as a convex combination of A j 's with j 2 J X . Note that alternative partitions are possible. In what follows, we define K 2 2 S( ) the set of the subsets X.
All the results in the rest of this section try to give an answer to Problem 2.2 with respect to the polytopic system (29). For each A j , let us define a matrix
w for a given positive and arbitrarily chosen scalar and let v j the set of the normalised eigenvector associated to the negative eigenvalues of C j , if they exist, otherwise v j ¼ ;.
Theorem 5.1: Consider system (1) in the polytopic case. The saturated linear state feedback control (27) drives the state x(t) within the target set Å if
Proof: First of all, note that if (32) holds true then AE 0 () is invariant. Consequently, as AE 0 () S( ) and by definition x(0) 2 AE 0 (), we also have that the state trajectory x(t) will never exit S( ). Now, we must show that _ VðxÞ 5 0 for all x and w such that x = 2 Å, u 2 U and w 2 W. In mathematical terms, we must have
for all x and w satisfying 1 À x T Px 0 ð34Þ
Using the S-procedure, we can say that condition (33) is implied by conditions (34)-(35) if there exist , ! 0, such that for all x and w x w ! T AðxðtÞÞ T P þ PAðxðtÞÞ T þ P ÀP
Trivially it must hold . Assume without loss of generality that ¼ . Recall that and can be chosen arbitrarily. After pre and post-multiplying by Q ¼ P À1 , the above condition becomes
Now, as the state never leaves the region S( ), i.e. x(t) 2 S( ), we can always express A(x(t)) as a convex combination of the A j s as in (30).
By convexity, the above condition is true if it holds, for all j ¼ 1, . . . , 2 n ,
Using the Schur complement the condition (38) is implied by (32) . oe
Stronger conditions are established in the following theorem which also highlights the dependence of C j on the scalar .
Theorem 5.2: Consider system (1) in the polytopic case. The saturated linear state feedback control (27) drives the state x(t) within the target set Å if there exists a scalar ! 0 such that C j 5 0, for all j ¼ 1, . . . , 2 n :
Proof: Trivially, we observe that (39) implies (32) . oe
Note that for a given (and so given matrices A j ) it is not ensured that (39) has a feasible solution. In this case, it is not possible to conclude the convergence to the target set for any x(0). Also note that the relations either (32) or (39) are both sufficient conditions to prove the reachability of the target tube (Theorems 5.1-5.2). Note that the conditions (32) simply impose that each one of the conditions (39) (for fixed j) holds only in a specific region of the state space and not over the entire R n . In this sense, the relation (32) is weaker than (39): when we use the relation (32) we cover a larger number of situations. Unfortunately, the numerical tractability of the relation (32) is not easier (even more difficult) than testing (39). A method to rearrange (32) in order to make them more tractable can be obtained generalising the one in Rodrigues and Boukas (2006) . There the authors use the S-procedure to combine in a single LMI the implication ' _ V 0' whenever 'x is within a specified ellipsoidal region'.
We can ensure that any initial condition can be driven to the target set because of the way S( ) and the polytopic model (29)-(30) are constructed. More precisely, S( ) depends on x(0) (through the lower bounds i 's which are obtained by minimising over the set AE 0 (), the latter depending on x(0)). Then, different initial state x(0) means different S( ), different matrices A j , and therefore also different polytopic model (25).
Next, we focus on the target set of minimum volume to which the state for specified feedback control law is driven.
Minimum volume target set approximation via semi-definite programming
In this section we show that conditions (39) in Theorem 5.2 allow us to approximate the target set of minimum volume for given feedback control law. The basic observation is that conditions (39) are stronger sufficient conditions. Therefore the target set obtained when such conditions are valid is (strictly) included within the target set of minimum volume Å. In other words, when we refer to the above conditions we are approximating the minimum volume target set Å with a smaller one contained in it. On this purpose, denote by Q j the matrix of the smallest (in volume) ellipsoid satisfying C j 5 0, which is given by
Now, let matrix A be the matrix A j with j ¼ 1, . . . , 2 m obtained when controls are unbounded. To be more precise, A ¼ ÀBK as all components of j are equal to one. Recall that j stores the degree of saturation of each control component. Also let us define Q the solution of (40) for A j ¼ A. We derive that the minimum volume target set Å must include the ellipsoid Å defined by Q, i.e.
Similarly, let matrix A be the matrix A j with j ¼ 1, . . . , 2 m obtained when all controls are saturated at their lowest degree of saturation. To be more precise, A ¼ ÀB diagð½ 1 , . . . , m ÞK as all components of j are equal to i for i ¼ 1, . . . , m. If we also define Q the solution of (40) for A j ¼ A, the target set Å must be included in the ellipsoid Å defined by Q, namely,
Then, we can use (6) to compute min :¼ max
and finally determine the interval [ min , max ] where is confined.
Example 5.3: Consider the graph depicted in Figure 1 , with one node and two arcs, incidence matrix B ¼ [1 1], and target set Å ¼ {x 2 R : x 2 1}. Controls are subject to polytopic constraints (8). Take H ¼ ½ 1 2 1 2 T and k ¼ 1. Then according to (31) we have (here x is a scalar)
if x=2 5 À3 8 > > > > < > > > > :
If we consider initial states x(0) satisfying À10 x(0) 10, possible lower bounds for the 's are 1 ¼ 2 5 and 2 ¼ 1 5 . Note that S( ) ¼ {x 2 R n : À10 x 10}. Vectors 's and matrices A's turn out to be
Dynamics (29) is then
with P 4 j¼1 j ðtÞ ¼ 1. Furthermore, we have
To apply Theorems 5.1 and 5.2, note that A ¼ A 4 and that C 4 5 0 implies consequently C j 5 0 for all j. The solution of (40), for j ¼ 4 is Q 4 ¼ Q ¼ 1 0:36 and ¼ 0.6.
Numerical simulations 6.1 Ellipsoidal case
Consider the ellipsoidal case (1)-(3) for the flow network system with n ¼ 5 nodes and m ¼ 9 arcs depicted in Figure 2 and take R w ¼ I and R u ¼ I for different values of ¼ 0.01, . . . , 0.5. Trivially, the greater the value of the parameter , the stronger the constraints on the control (3). Also, from condition (24), we have that the weaker the constraints (3), the bigger the region AE 0 () as defined in (23) and also the region of linearity X ¼ {x : ÀkHx 2 U}. In Table 1 , we display the dependence of on increasing values of when k ¼ 1. Now, for a specific value of ¼ 0.5, apply the control (25) where K ¼ kH, k ¼ 1 3 , 1 2 , 1 and matrix H 2 R n defined as 
Note that matrix H is a right inverse of B, that is BH ¼ I. Basically, the columns of the above matrix establish that (i) the demand at node 2 is satisfied by a flow through arc 8 and 1, (ii) the demand at node 3 is satisfied by a flow through arc 8, which splits in two equal parts, the first one going through arc 2 and the second one through arc 3 and 6, (iii) the demand at node 4 is entirely satisfied by a flow through arc 9 and 7, (iv) finally the demand at node 5 is satisfied by a flow through arc 9. Obviously, the first column has no particular meaning since the demand at node 1 is null. Now, we simulate the system with initial state x(0) ¼ [0 4 4 4 4] T and random demand w(t) for (a) Table 1 . Dependence of on in the case where R u :¼ I and k ¼ 1: the higher the bigger the region AE 0 () as in (23) and also the region of linearity X ¼ {x : ÀkHx 2 U}. 
is randomly extracted from the set {w (1) , w (2) , w (3) , w (4) } with uniform probability where
Henceforth, when we write for instance [0 AE1 0 0 0] T we mean the set of two vertices [0 1 0 0 0] T and [0 À1 0 0 0] T . Actually, imposing a maximal non null demand only at one node at each time translates into larger oscillations of the buffers (variable x). Note that in this case the maximal demand componentwise is 1. For this reason, the above demand can be reviewed as a sort of 'worst case' demand. Figure 3 displays the time plot of the state variable x(t) and observe that in all of the three cases, from about t 4 10 on, the state x(t) never exceeds the interval [Àk, k] componentwise. With the above choices of k ¼ 1 3 , 1 2 , 1, and R w ¼ I, the possible values for P satisfying condition (20) are P ¼ k 2 I. Figure 4 plots the evolution of function V(x(t)) À 1 with V(x(t)) ¼ k 2 x T x for k ¼ 1 3 , 1 2 , 1. The latter function decreases and from a certain time on (about t 4 10) we always have V(x(t)) 1. This means that in all the three cases, we can drive the state within the target sets
From Table 1 we have that the value of associated to is 0.62. Such a value identifies the region AE() ¼ {x 2 R n : x T x 0.62} used to approximate the region of linearity X ¼ {x : ÀkHx 2 U}. Actually, condition (24) guarantees the condition AE() X.
In Figure 5 we show the projection onto the plane x 3 -x 4 of the simulated state trajectory for k ¼ 1 2 and displayed in Figure 3 (25) is applied with H as in (46), and k ¼ 1 3 (solid line), k ¼ 1 2 (dotted line), and k ¼ 1 (dashed line). Function V(x(t)) decreases and for about t 4 8 it satisfies the condition V(x(t)) 1. 
with all equal eigenvalues q 1 ¼ Á Á Á ¼ q n . The associated ellipsoid describes a sphere of radius ffiffiffiffi q i p . where we indicate by max (M) the maximum eigenvalue of a generic square matrix M.
Increasing bounds u þ lead to higher componentwise, and smaller max while min is always one. Smaller values of max mean that the ellipsoid Å approximates better and better the minimum volume target set Å (recall the inclusions Å Å Å). For u þ ¼ 8 we have ¼ 1 which means that no controls are saturated. In correspondence to this we also have max ¼ 1 and the associated ellipsoid fx 2 R n : x T Q À1 x 1g is the sphere of unitary radius. The latter represents exactly the minimum volume target set Å where we can drive x(t). Next, we choose a different matrix 7 5
and again solve the semi-definite problem (41)-(42). Given Q and Q, we compute Å and Å and, using (43), also min and max . Table 3 displays the vector and min and max for varying k ¼ 1/4, 1/3, 1/2, 1 (in this case we always find Q ¼ k 2 R w ). We can notice that by increasing k we have lower values of , which means that controls saturate more and more. Also we have lower values of min which corresponds to smaller ellipsoids Å. The values in parenthesis correspond to the case where we additionally constrain Q to be full diagonal as in (48). The values of max increase which means bigger ellipsoids Å and this is due to the small values of . The additional constraint of Q being full diagonal as in (48) makes the semi-definite problem (41)-(42) and therefore no values in parenthesis are displayed. Now, we simulate the system with initial state x(0) ¼ [0 4 4 4 4] T and demand w(t) taking on one of the following values with uniform probability: 
With the above choice for w(t) (it lies on the boundary of W), we cause higher oscillations for x(t). Figure 7 displays the time plot of the state variable x(t) when the saturated linear state feedback control (27) is applied with H as in (46) and for different values of k.
Each component of the state x i is comprised in the interval [À min , min ] (dashed lines) which also means that Å Å.
In Figure 8 we show the time plot of the function V(x(t)) À 1 with V(x(t)) ¼ x T (t)Q À1 x(t). For about t 4 8 the function V(x(t))À1 is negative which means x 2 Å.
Finally, in Figure 9 we display the projection onto the plane x 3 -x 4 of the simulated state trajectory for k Figure 8 . Time plot of V(x(t)) À 1 with V(x(t)) ¼ x T (t)Q À1 x(t) when control (27) is applied with H as in (46) and for k ¼ 1/4 (solid line), k ¼ 1/3 (dashed line), k ¼ 1/2 (dotted line) and k ¼ 1 (dash-dot line). For about t 4 8 the function V(x(t)) À 1 is negative which means x 2 Å. line) is soon confined within the target set Å (solid ellipsoid).
Conclusions and future works
We have addressed the problem of "-stabilising the inventory of a continuous time linear multi-inventory system with unknown demands bounded within ellipsoids and controls bounded within ellipsoids or polytopes. Motivations are due to the cost reduction associated with a bounded inventory. As main results we have provided certain LMIs conditions under which "-stabilisability is possible through a saturated linear state feedback control. We have also exploited some recent techniques for the modelling and analysis of polytopic systems with saturations. This work is a continuation of Bauso et al. (2006) and is in line with some recent applications of LMI techniques to inventory/manufacturing systems (Boukas 2006) . In a future work, we will study the validity in probability of the LMI conditions derived in this article. This is in accordance with some recent literature on chance LMI constraints developed in the area of robust optimisation (Ben-Tal and Nemirovsky 2002; Calafiore and Campi 2005) . Figure 9 . Projection onto the plane x 3 -x 4 of the simulated state trajectory for k ¼ 1 2 . Starting at point [4 4] T , the trajectory (dotted line) is soon confined within the target set Å. The external ellipsoids (crosses) describes Å when we additionally constrain Q to be full diagonal as in (48).
