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We develop a quantum dynamical field theory for studying phase transitions in driven open sys-
tems coupled to Markovian noise, where non-linear noise effects and fluctuations beyond semiclassical
approximations influence the critical behaviour. We systematically compare the diagrammatics, the
properties of the renormalization group flow and the structure of the fixed points, of the novel quan-
tum dynamical field theory and of its semi-classical counterpart, which is employed to characterise
dynamical criticality in three dimensional driven-dissipative condensates. As an application, we
perform the Keldysh Functional Renormalization of a one dimensional driven open Bose gas, where
a tailored diffusion Markov noise realises an analog of quantum criticality for driven-dissipative
condensation. We find that the associated non-equilibrium quantum phase transition does not map
into the critical behaviour of its three dimensional classical driven counterpart.
I. INTRODUCTION
Universality classes constitute an important concept in
the modern understanding of statistical mechanics and
condensed matter physics. The divergence of the corre-
lation length at a phase transition indicates that specific
microscopic details are inessential in order to characterize
the physical properties of the system, and few indepen-
dent critical exponents encode all the relevant physical
information at long wavelengths or time scales. Specifi-
cally, such exponents characterize the anomalous power
law scaling behaviour of several observables and the ther-
modynamic singularities close to the critical point, usu-
ally separating two stable phases1–3.
A textbook example is provided by the classical Ising
model, whose critical behaviour is driven by thermal fluc-
tuations. Insensitivity to microscopic details is manifest
in the exact coincidence of the critical exponents of spin
magnetic systems that share the same symmetry of the
Ising Hamiltonian and have the same lattice dimension-
ality. This circumstance has made the classification of
all possible universality classes a key challenge in mod-
ern physics, stimulating a field theoretical formulation of
phase transitions, in the framework of renormalization
group theory1–3.
The renormalization group provides a powerful tool to
extract not only static, but also dynamic properties near
a critical point. Extending scaling behaviour to time de-
pendent correlation functions, and introducing the dy-
namical critical exponent, z, it is possible to extract the
universal large distance and long time scaling behaviour
of correlation and response functions, enlarging the con-
cept of universality to equilibrium critical dynamics4–6.
The dynamics of classical equilibrium phase transi-
tions is sensitive to the presence or absence of con-
servation laws: models with different conserved quan-
tities display a different dynamical critical exponent,
despite them obeying the same equilibrium statistical
mechanics, and sharing the same static critical expo-
nents. The classification of the dynamics of phase transi-
tions pioneered by Hohenberg and Halperin7, is based on
the Martin-Siggia-Rose-Janssen-deDominicis (MSRJD)
method4,6,8–12, which translates a stochastic differential
equation into a field theory formulated in terms of a path
integral. The Martin-Siggia-Rose action is tailored to
study classical phase transitions where quantum fluctua-
tions can be neglected, and where the noise is Gaussian
and short ranged in time and space.
Prototypical examples of non-equilibrium classical crit-
ical systems range from reaction-diffusion models13–15
(e.g. directed percolation16,17) and driven-diffusive lat-
tice gases18, to random surface growth dynamics, like
Kardar-Parisi-Zhang (KPZ) models 19–24, encompassing
aging dynamics in relaxational models25–28.
Complementary to equilibrium classical phase transi-
tions, a quantum many body system can encounter a
phase transition at zero temperature, when a parameter
of its Hamiltonian is changed, in full analogy to tem-
perature in classical critical phenomena29–31. In such
phase transitions dynamic and static critical properties
are intertwined, with time playing the role of an extra
dimension. As a remarkable consequence, d dimensional
quantum phase transitions fall in the universality class of
their d+ z finite temperature classical counterparts.
Thermal fluctuations are detrimental for quantum crit-
ical behaviour, which survives asymptotically only at
zero temperature – in other words, temperature is a rele-
vant perturbation at a quantum critical point. However,
quantum criticality can still be relevant at finite T , for a
frequency regime, ~ω  kBT , above the quantum critical
point.
The current state of the art32,33 on non-equilibrium
classical phase transitions and on quantum critical phe-
nomena, poses several intriguing, yet natural, questions
on the existence and nature of a non-equilibrium ana-
log of quantum criticality: Which are the universality
classes of non-equilibrium critical quantum many body
systems? Do these universality classes possesses non-
equilibrium classical counterparts? Which are the rel-
evant physical perturbations capable of destroying non-
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2equilibrium quantum critical behaviour, as temperature
does at equilibrium? Which is the effective description in
terms of a non-equilibrium quantum field theory of these
novel critical points? Can these novel critical phenom-
ena be understood in terms of a renormalization group
approach?
The search for non-equilibrium universality in quan-
tum systems has been triggered by an influential work on
the study of critical behaviour in itinerant electron mag-
nets coupled to two external reservoirs, and driven by a
non-equilibrium steady current34. Later, the emergence
of non-thermal fixed points has been documented in a se-
ries of works on the study of superfluid turbulence35–41.
Concerning the proper onset of non-equilibrium quan-
tum criticality, first studies focused on systems driven by
non-Markovian noise42,43, while, more recently, instances
of universality have been searched in the aging dynamics
of isolated44–46 or open47–49 quantum systems (see also
Refs. 50–54 for other examples of dynamical critical be-
haviour after a quench).
In addition to these relevant examples, driven-
dissipative quantum many body systems, i.e. many-
particle systems where quantum coherent dynamics and
dissipative effects occur on the same footing, can consti-
tute a promising platform55–62 to initiate a systematic
classification of quantum dynamical criticality63–71.
Experiments and theory ranging from polariton
condensates72–77, over cold atoms in optical cavities or
driven-dissipative microcavity arrays68,78–90, to trapped
ions91,92, have triggered the interest in driven-dissipative
systems, where quantum dynamics and dissipation can
interplay, and open the door to novel phase of matter,
proper of a non-equilibrium setting.
In this context, several theoretical studies34,93–98
(three-dimensional driven-dissipative condensates, open
electronic systems, noisy one-dimensional quantum liq-
uids, driven-open non-linear Dicke models) have reported
the emergence of an effective infrared thermal behaviour
and generic loss of quantum coherence close to criticality.
Such circumstance does not contradict the microscopic
non-equilibrium nature of these systems: breaking of de-
tailed balance still occurs in the ultraviolet (microscopic)
features of driven-dissipative steady states.
In this work, we show that both non-equilibrium and
quantum features can be simultaneously present and per-
sist in the low frequency properties of a critical one-
dimensional driven open Bose gas, and no effective equi-
librium description is applicable for this novel type of
non-equilibrium quantum criticality. Such novel criti-
cal regime can be achieved tailoring a quantum diffu-
sion term described microscopically by a Lindblad mas-
ter equation; indeed, this novel diffusion Markov noise
mimics the canonical scaling close to the critical point of
a zero temperature open bosonic system. However, for
this novel critical behaviour, non-linear quantum effects
beyond semiclassical approximations and non-Gaussian
noise terms are relevant in a renormalization group sense.
This requires the development of a quantum dynami-
cal field theory beyond the Martin-Siggia-Rose-Janssen-
deDominicis (MSRJD) approach4,12. Such construction
extends to the non-equilibrium quantum domain the no-
tion of classical dynamical field theory pioneered by Ho-
henberg and Halperin5 to study dynamical critical phe-
nomena, and it constitutes the core of the present work.
A. Summary of the results
This paper constitutes a follow-up of our work in Ref.
70. We now summarise the main achievements of Ref.
70 and of the current paper, highlighting the inedited
results.
Quantum dynamical field theory – In Sec. III we elab-
orate on the field theory developed to extract the crit-
ical behaviour of the driven-dissipative Bose gas in the
quantum scaling regime. We coin the term quantum dy-
namical field theory in opposition to the notion of clas-
sical dynamical field theory, usually employed to inspect
classical non-equilibrium critical behaviour, or even the
simpler case of equilibrium critical dynamics. For in-
stance, the entire Hohenberg-Halperin classification5 of
critical dynamics on the basis of conservation laws, is
grounded on classical dynamical field theories formulated
in terms of the Martin-Siggia-Rose-Janssen-deDominicis
formalism4,12. The MSRJD functional is an equivalent
functional integral representation of stochastic Langevin
dynamics, where the coarse-grained order parameter field
associated to the phase transition is accompanied by a
noise or response field.
In non-equilibrium (KPZ models, directed percolation,
etc) and equilibrium (e.g. purely relaxation models cou-
pled to a bath) classical dynamical field theories, the
relevant terms in a renormalization group sense are the
ones up to linear order in the noise field for the deter-
ministic part of the action, and quadratic in the noise
field4,12,99. The diffusion Markov noise tailored for the
driven open Bose gas, instead opens the door to a scaling
regime where quartic terms compatible with the symme-
tries of the model and involving all the possible non-linear
occurrences of the response field, have to be included in a
renormalization group formulation, in order to properly
capture the critical regime and the associated infrared
fixed point. These quartic operators represent mathe-
matically the inclusion of fluctuations, beyond previously
adopted semi-classical expansions for driven-dissipative
criticality100.
We are interested in finding an interacting, or Wilson-
Fisher1, fixed point (FP) of the renormalization group
(RG) flow, i.e. a fixed point of the RG beta functions
with non-vanishing values of the couplings constants.
An interacting fixed point indicates non-trivial scaling
behaviour at criticality which cannot be predicted
from the knowledge of the Gaussian theory (mean-field
analysis)1–3. In particular, for the interacting fixed
point critical exponents are usually irrational numbers,
3while for the latter case they are rational. In Sec.
III A we report on the Functional Renormalization101 of
the action, SQ, associated to the quantum dynamical
field theory, and employed to find the interacting fixed
point. We briefly summarise in two Appendices some
technical aspects of interest for experts on functional
renormalization group (FRG) methods.
Driven-dissipative quantum Bose condensation– The
entire paper is built on a comparison between the crit-
ical regime induced by fine tuning the spectral gap and
the momentum dependent Markov noise level in the
driven open Bose gas in one dimension, and its three
dimensional counterpart, which is instead coupled to flat
Markovian noise. This comparison is grounded on the
fact that the former realises a driven analog of a zero
temperature quantum scaling regime, while the latter
is analogous to a finite temperature situation in terms
of the canonical scaling. The critical point separates
in both cases an ordered BEC-condensed phase from
a disordered one. We will sometimes refer to critical-
ity in the former as the driven-dissipative quantum con-
densation regime, or driven Markovian quantum critical-
ity, while we mention the latter as the driven-dissipative
semi-classical condensation regime, or driven Markovian
semi-classical criticality (developed in Refs.64,100). The
driven-dissipative bosonic platform used to implement
such out-of-equilibrium BEC condensation regimes, the
properties and implementation of the Markov diffusion
noise, are discussed in Section II C.
It should be stressed that both situations constitute
a non-equilibrium setting where both energy and total
number of particles are not conserved, since the system
is driven out-of-equilibrium by continuous pump and
loss of particles from external reservoirs. This should
be contrasted and seen as a non-equilibrium extension
of the paradigmatic case of criticality in open (num-
ber non-conserving) systems at equilibrium with an
ohmic thermal bath of quantum harmonic oscillators,
the so-called Caldeira-Leggett model12,102. In that
case, the bath affects, in general, with non-Markovian
noise level the equilibrium critical dynamics of the
open system. Only in the high temperature phase the
Caldeira-Leggett model becomes coupled to Markovian
thermal fluctuations, while at zero-temperature the
bath contributes with non-Markovian noise12. The
comparison between criticality in a Caldeira-Leggett
model and in driven-dissipative Bose gases is elucidated
in Sec. II D 1.
Absence of decoherence at long-wavelengths – Besides
detailing the findings of Ref. 70, we compare more
explicitly the fixed point found in Ref. 70, where
coherent and dissipative effects compete, and the purely
dissipative fixed point (where quantum coherent effects
have completely washed out), which describes the regime
of semi-classical driven-dissipative condensation of Refs.
64 and 100. In particular, the latter is never realised in
the quantum scaling regime induced by diffusion Markov
noise, as shown in Sec. IV B: qualitatively, a certain
amount of quantum coherence is expected to persist
at the fixed point, if an analog of zero-temperature
quantum criticality is to be established (see for instance
Ref. 29). The consequences of absence of decoherence
are evident also on the physical properties of the system
at the quantum critical point: the critical dispersion
relation is not dominated by leading diffusive modes
(see Sec. IV B 1), rather coherent propagation and
dissipative motion concur on the same footing, i.e. they
are characterised by the same anomalous dimensions.
This results from a degeneracy of anomalous exponents
controlling the scaling of coherent and dissipative
kinetic coefficients. As a further signature of absence of
decoherence at criticality, the spectral density exhibits
RG limit-cycle oscillations, as we discuss in Sec. IV B.
Non-thermal character of the infrared distribution
function – We corroborated the results of Ref. 70 with
a formal discussion, in Sec. IV E, on the properties
that RG beta functions should possess in order to
lead the RG flow towards an effectively thermal FP.
From this analysis, we provide further evidence that
the novel fixed point does not fall into any extension
of know equilibrium universality classes (Sec. IV D).
This is an important difference with the fixed point of
semi-classical driven-dissipative condensation, where an
effective thermal character of the distribution function,
emerges at infrared scales34,64,93–98,100. It should be
reminded that the eventual presence of effective ther-
malization at infrared scales is not in contradiction with
the out-of-equilibrium nature of the system, since the
high-momentum tails of the distribution function still
carry signatures of its driven condition96. Moreover,
even if correlation functions display thermal character in
the vicinity of effectively thermal fixed points of driven
open systems, a new independent critical exponent in
the response functions reflects the presence or absence of
energy conservation, and distinguishes equilibrium from
non-equilibrium critical behaviour64.
Quantum and semi-classical driven Markovian criti-
cality are not in the same universality class – Extending
the results of Ref. 70, we provide in Sec. IV F a dia-
grammatic argument to corroborate the result that the
universality classes of the quantum and semi-classical
critical condensation regimes do not coincide. This
difference is grounded on the lack of restoration of
a thermal fluctuation-dissipation relation at infrared
scales, which can be formulated as a symmetry of the
Keldysh action. The lack of this symmetry in the
effective action of driven Markovian quantum criticality,
is a straightforward reason for the mismatch between
the two universality classes.
Extension of the quantum scaling regime– We finally
estimate the momentum window where the novel critical
4exponents associated to the quantum fixed point can be
observed (for instance, in the scaling behaviour of corre-
lation functions). A flat homogeneous Markovian noise
level can never be completely eradicated in a driven-
dissipative gas, and at low momenta it will ultimately
overcome the diffusion Markov noise, since this is gapless
and quadratic in momentum. An upper bound for the
momentum scale where this occurs, and accordingly the
system leaves the quantum scaling regime, is provided in
Sec. IV G 2 . We refer in the following to this momen-
tum scale as Markov scale, ΛM . While ΛM is analogous
to the de-Broglie length, ΛdB ∼ 1/T 1/z, for finite tem-
perature quantum phase transitions, the estimate of ΛM
requires the knowledge of the infrared action, since the
Markov noise level flows under RG, in contrast to tem-
perature in equilibrium systems: this allows, at least in
principle, to set the de-Broglie length from the outset in
a finite temperature quantum phase transitions29–31, and
fine tune the extent of the equilibrium quantum scaling
regime. The extension of the quantum scaling regime
is obtained by computing a second momentum scale,
known as Ginzburg scale1, ΛG, below which the scaling
behaviour dictated by the novel interacting fixed point
can be observed, since for momenta close to ΛG and be-
low, mean-field theory breaks down and trivial Gaussian
scaling does not hold anymore. It is important that the
two scales, ΛG and ΛM , are separated in order to resolve
in an experiment the novel scaling predicted by our RG
analysis. The estimate of ΛG is discussed in Sec. IV G 1,
and it requires a standard perturbative computation1.
II. DRIVEN DISSIPATIVE BOSE GAS AND
DIFFUSION MARKOV NOISE
In this first Section we introduce our model, a one di-
mensional driven open Bose gas in the presence of a dif-
fusion Markov noise. We first write the model in terms of
a second quantised master equation, and we then convert
it into a Keldysh functional integral, which is technically
more suitable in order to search for long-wavelength uni-
versal properties at the critical point. In this Keldysh
field theory framework, we discuss in detail how the pres-
ence of a diffusion Markov noise in the driven open Bose
gas, can induce a regime of quantum condensation out-
of-equilibrium, which constitutes a non-equilibrium ana-
log of bosonic zero-temperature quantum criticality for
driven systems. We end the Section with an implemen-
tation of this diffusion noise with a quantum optics archi-
tecture of superconducting qubits coupled to microwave
resonators.
A. Physics of the Lindblad equation
The open quantum dynamics of the gas (in a generic
number of spatial dimensions, d) is described by the
Markovian quantum master equation for the density ma-
trix, ρˆ,
∂tρˆ = −i[H, ρˆ] + L[ρˆ]. (1)
Coherent dynamics is encoded in the Hamiltonian, H,
and dissipative processes enter the Lindbladian super-
operator, L. We assume in the following that the envi-
ronment is Markovian and choose coherent and dissipa-
tive processes according to typical set-ups for polariton
or circuit QED experiments. Crucial physical ingredi-
ents in our analysis are the driven and open nature of
the system under study: They dictate the absence of
both energy and particle conservation. While the latter
is compatible with equilibrium conditions, the absence
of energy conservation causes non-equilibrium conditions
even in the stationary state32,100 (for a driven Bose dy-
namics preserving the particle number, see for instance
Ref. 49).
We now detail the explicit form of the master equation
(1). We represent the bosonic degrees of freedom of the
gas in second quantization, through the bosonic field an-
nihilation and creation operators, φˆ(x), and, φˆ(x)†. With
such a choice, contact interactions of strength λ among
bosons are written in the Hamiltonian, as
H =
∫
x
φˆ†(x)
(
−∇
2
2m
)
φˆ(x) +
λ
2
∫
x
φˆ†(x)2φˆ(x)2, (2)
where we did not include the chemical potential of the
Bose gas, since the density of the system is kept at a
constant value by the balance of particle loss and gain.
This aspect can be elucidated providing details on the
explicit form of the Liouvillian, which is given by the sum
of four dissipative channels,
L =
∑
a=p,l,t,d
La. (3)
In particular, each La has Lindblad form
La[ρ] = γa
∫
x
(
Lˆa(x)ρˆLˆ
†
a(x)−
1
2
{
Lˆ†a(x)Lˆa(x), ρˆ
})
.
(4)
The Lindblad operators
Lˆp(x) = φˆ
†(x), Lˆl(x) = φˆ(x), (5)
incoherently create and destroy single particles in a given
space point, x, with rates γp and γl, and the Lindblad
operator
Lˆt(x) = φˆ(x)
2 (6)
is responsible for the local incoherent simultaneous de-
struction of two particles with rate γt. The local jump
operators Lˆa(x) (a = {p, l, t}) dictate the driven, non-
energy conserving, nature of the system, and they are
5FIG. 1. (Color online) Condensate density, ρ0 ∝ −χ, and
number particle density, n ∝ √|χ|, in the vicinity of the
driven-dissipative transition.
also responsible for the lack of particle number conser-
vation. For the sake of clarity, we notice that in this
Subsection the label x denotes a generic d-dimensional
set of spatial coordinates, even if for a wide part of the
work we will consider one-dimensional Bose gases. The
dissipative channels discussed up to now constitute the
main ingredients to achieve Bose condensation in a three
dimensional driven-dissipative Bose gas.
The last Lindblad operator of the Liouvillian (3)
Lˆd(x) = ∂xφˆ(x), (7)
describes single particle diffusion with rate γd, and it
results, indeed, crucial in order to achieve an out-of-
equilibrium analog of quantum criticality in the one-
dimensional driven-dissipative Bose gas. We discuss in
full detail the role of this operator later in this Section,
while we now focus on a mean-field analysis of driven-
dissipative Bose condensation.
B. Driven-dissipative condensation
1. Three dimensions
We start reviewing the mean-field phase diagram of
driven-dissipative Bose condensation in three dimensions
(see for a more exhaustive analysis Ref. 100).
When the single particle pump exceeds the single parti-
cle loss, γp > γl, the Bose gas settles in a stationary state,
ρˆss, in which a finite Bose-Einstein condensate amplitude
builds up,
〈φˆ(x)〉ss = Tr[ρˆssφˆ(x)] = φ0 6= 0. (8)
In such condensed phase the U(1) symmetry of Eq. (1),
described by the U(1) rotation of field operators (with a
given angle α), φˆ(x)→ φˆ(x)eiα, is broken.
The condensate is stabilised by the presence of two-
body losses, as it can be seen in a mean-field approxima-
tion, based on a coherent state ansatz for ρˆ in the master
equation (1); such approximation results100 in a noiseless
evolution for the homogeneous condensate amplitude, φ,
i∂tφ = [λ|φ|2 − i
2
(χ+ 2γt|φ|2)]φ, (9)
where χ = (γl − γp)/2. This quantity measures the dis-
tance from the phase transition (occurring at χ = 0, or
γp → γl) and therefore we refer to it as a spectral mass
or gap. For γp > γl, we can search for a solution (see for
more details Ref. 100) of the form φ = φ0e
−iµt, where
the condensate density is found setting to zero the imag-
inary part of the right-hand side of Eq. (9), choosing
µ = λ|φ0|2,
ρ ≡ |φ0|2 = γp − γl
2γt
. (10)
In this case, the gap is negative, χ < 0, and the con-
densate density can be traded one for the other, since
χ ∼ −ρ0γt
The steady-state phase diagram of a three dimensional
driven-dissipative Bose gas is therefore characterised by
an ordered phase with a spontaneous symmetry breaking
of the global U(1) symmetry, and by a disordered, sym-
metric one. The two phases are distinguished by tuning
the single-particle pump rate, γp, above or below, γl, the
one-body loss rate.
The impact of critical fluctuations beyond the mean-
field picture, has been already explored (see Ref. 100 and
103) for a three dimensional driven-dissipative Bose gas
in the presence of a Markovian environmental noise, ξ,
delta correlated in space
〈ξ∗(t, x)ξ(t, x′)〉 = γδ(t− t′)δ(x− x′), (11)
where the variance, γ, depends on the sum of single body
loss and pump rates, γ = γl + γp.
The noise occurs in a generalization of Eq. (9) for the
evolution of the space-dependent condensate amplitude,
φ(x), which is a stochastic Gross-Pitaevskii equation
i∂tφ = [−(KR−iKI)∆−µ−iχ+2(λ−iγt)|φ|2]φ+ξ, (12)
already widely employed in literature as a model for
exciton-polariton condensates72,77,98,104–106. In Eq. (12),
µ sets a rotating frame for the gas and KR ≡ 1/2m (as-
sociated to coherent propagation) is the inverse effective
mass of the bosons. As already shown after Eq. (9), µ
can be gauged away.
We recall that the Langevin dynamics encoded in
Eq. (12), can be derived from a semi-classical Keldysh
path integral description32 (i.e. within the MSRJD
formalism).
While the condensate density scales with the spectral
mass gap as ρ0 ∝ −χ in the ordered phase, and it van-
ishes in the symmetric one, the particle density scales as
n ∝√|χ|, and it is non-vanishing also in the symmetric
phase.
6The particle density can be easily computed through
the Keldysh Green’s function32 (see Eq. (21) for the
definition of GK , and the action discussed in Sec. III B
for proper definition of the quantities involved),
n =
i
2
Tr2×2
∫
ddq
(∫
dωGK(Q)− 1
)
=∫
ddq
(∫
dω
γ + 2γdq
2
(ω −KRq2)2 + (KIq2 + χ)2 − 1
)
,
(13)
which is written in d spatial dimensions. Setting d = 3,
and assuming γ  2γdq2 close to the transition (in the
spirit of a derivative expansion), we find n ∝ γp
γ
3/2
d
√
χ
for the symmetric phase107, while in the ordered phase
tree-level shifts due to the presence of a condensate have
to be included100 in order to cure the singular behaviour
of Eq. (13) for χ < 0. Since the latter computation is
lengthier, we did not report it here: a summary of the
results is contained in Fig. 1.
One of the main conclusions of this work is that di-
mensionality and the type of Markov noise considered,
determine respectively a regime of classical and quantum
condensation out-of-equilibrium.
In the limit γp → γl, with γp and γl finite, the critical
point of three dimensional driven-dissipative condensa-
tion is reached, and a semi-classical field theory formula-
tion of the stochastic Gross-Pitaevskii, Eq. (12), is suffi-
cient to capture the universal properties of the transition,
as reported previously in Refs. 64 and 100.
2. One dimension
From now on, we focus instead on the one-dimensional
limit of driven-dissipative Bose-Einstein condensation,
which is achieved in the presence of a strong diffu-
sion Markov noise determined by the Lindblad operator
Lˆd(x). If in addition to γp → γl, also the limit 2γdq2  γ
is considered (i.e. γl+γp → 0 as well), the Markov diffu-
sion prevails in the noise level, and the phase space of the
one-dimensional driven open gas experiences an effective
dimensional enhancement (as in zero-temperature quan-
tum criticality), since the quadratic scaling of the noise
compensates for the lack of the three dimensional inte-
gration measure in integrals involving the noise. This
mechanism opens the door to a quantum condensation
regime in this low dimensional setting, as we discuss in
detail in Sec. II D 1.
Also in this one-dimensional setting the density of par-
ticles does not vanish in the symmetric phase: setting
d = 1 and γ → 0 in Eq. (13), we find again n ∝ √|χ|
(furthermore, ρ0 ∼ −χ, see again Fig. 1). This an impor-
tant occurrence, since otherwise one would have a tran-
sition from the vacuum towards a finite density phase, as
it occurs for the Mott insulator to superfluid transition
at T = 0 in the Bose-Hubbard model. Such equilibrium
quantum phase transition exhibits rational critical expo-
nents due to particle number conservation – away from
the particle-hole symmetric points where the dynamical
critical exponent is z = 2 (see for a comprehensive dis-
cussion Ref. 30). For the phase transition studied in
this work, instead, particle number is not conserved, and
the critical state associated to this non-equilibrium tran-
sition is characterised by the condensate density (10) in
the limit γp → γl, resulting from continuous pump and
loss of particles. On the basis of these arguments, we can
expect for these driven-dissipative critical systems a dif-
ferent universality class from the one of the equilibrium
Mott insulator-superfluid transition.
However, in order to study and classify this critical
quantum regime beyond a mean-field analysis, we need
to resort to a novel quantum dynamical field theory for
driven open systems, which is the core of this work, and
which extends Keldysh semi-classical methods employed
previously to inspect classical non-equilibrium criticality.
C. Microscopic driven-dissipative action
In order to develop the quantum dynamical field the-
ory at inspection in this work, we convert the evolu-
tion encoded in the quantum master equation, (1) into a
Keldysh partition function12,99, in view of renormaliza-
tion group applications. The procedure is detailed in a
number of works32,100,108, and we will not repeat here all
the technical steps, although we outline its main logic.
First, it is customary to introduce the Nambu spinor of
the complex field, φˆ(x), on the forward (+) and backward
(−) branch of the (Keldysh) closed time contour12,99,
Φσ = (φσ, φσ
∗)T , with σ = ±. The action S, occurring in
the Keldysh partition function, is composed of a Hamilto-
nian contribution, SH (roughly speaking a real part), and
a dissipative contribution, SD (imaginary part), which
encodes the Lindbladian terms of Eq. (1). In general,
operators which act on ρˆ, from right or left, corresponds
to fields which appear in S, on the upper (σ = +) or
lower (σ = −) branch of the Keldysh contour32,100,108.
For practical convenience, we then express the driven-
dissipative microscopic action, S = SH + SD, associated
to the Lindblad dynamics (1), in terms of the so-called
classical and quantum fields of the Keldysh formalism,
φc,q =
1√
2
(φ+ ± φ−). (14)
In this basis, the classical field, φc, can condense, in
the sense that its expectation value in the mean-field
BEC condensate phase, yields 〈φc〉 = φ0. On the
other hand, φq describes on equal footing both noise and
quantum fluctuations, and, by definition, it cannot con-
dense, 〈φq〉 = 0. Employing the change of variable (14),
the Keldysh action, S, acquires the so-called causality
structure12: The spectral properties of the system ob-
tains from the retarded (advanced) quadratic part of
7the Keldysh action P (R,A), which is the inverse of the
retarded (advanced) Green’s function, iGR = 〈φ∗cφq〉,
while the noise level in the system can be read from the
Keldysh component, PK , which relates to the inverse of
the Keldysh Green’s function, iGK = 〈φ∗cφc〉. The ab-
sence of terms containing only classical fields is a conse-
quence of the conservation of probability12, and then the
action, S, in the c, q basis acquires the form
S =
∫
t,x
{(
φ∗c , φ
∗
q
)( 0 PA
PR PK
)(
φc
φq
)
+ 2iγtφ
∗
cφcφ
∗
qφq − 2[(λ+ iγt)(φ∗2c φcφq + φ∗2q φqφc) + c.c.]
}
. (15)
The retarded inverse propagator
P¯R = (P¯A)† = i∂t + (KR − iKI)∂2x + iχ, (16)
contains the parameter, χ, which controls the distance
from the condensation transition in three dimensions, as
we discussed in the previous subsection. Analogously to
the fine tuning of the mass of an equilibrium φ4-theory,
the fine tuning of χ to zero, sets the system to criticality,
and for this reason it plays in the following the role of a
spectral gap.
On the other hand, the noise level,
PK = i(γ − 2γd∂2x), (17)
contains both the flat and the diffusion Markov compo-
nents, induced respectively by the Lindblad operators La,
with a = p, l (recall that γ = (γp+γl)/2), and by Ld. The
diffusion noise introduces a structural relation between
the retarded and Keldysh sectors: in both of them a ho-
mogeneous constant term is accompanied by a Laplacian.
This structural relation will play a crucial role in finding
a quantum critical scaling regime for the one-dimensional
diffusive Bose gas.
It is also important to stress that in Eq. (15) coherent
and dissipative processes are now mathematically treated
on the same footing; in contrast, in the Lindblad mas-
ter equation, (1), they are respectively included in H
and L. Indeed, after encoding Lindblad dynamics on
the Keldysh contour (see Refs. 32 and 108 for further
details on the procedure), coherent couplings are asso-
ciated to the real part of S, while the dissipative ones
contribute to its imaginary part. This is in particular
evident looking at quartic vertices, where the real cou-
pling, λ, associated to coherent density-density scattering
comes together with the imaginary coupling, iγt, which
is the rate of two-body losses. We can give further struc-
ture to the interaction part of the action, noticing that
operators odd in the quantum field, φq, are responsible
for the physics associated to a quartic φ4 potential
(λ+ iγt)φ
∗2
c φcφq (18)
and for the additional fluctuations on the top of it, which
are insignificant in the semiclassical limit100,
(λ+ iγt)φ
∗2
q φqφc. (19)
FIG. 2. (Color online) Diagrammatic representation of the
retarded, advanced and Keldysh Green’s functions (propaga-
tors), and of the vertices of the action (15).
On the other hand, the term even in the quantum fields
iγtφ
∗
cφcφ
∗
qφq (20)
represents multiplicative noise induced by two-body
losses processes – a higher order version of the Markov
noise induced by one body loss/pump processes.
Before concluding this subsection, we comment on the
poles of the 2 × 2 matrix Green’s function, G(Q), as a
function of frequency and spatial momentum, Q = (ω, q):
(
GK(Q) GR(Q)
GA(Q) 0
)
. (21)
In Eq. (21), GR(Q) = 1/PR(Q), GA(Q) = 1/PA(Q)
and GK(Q) = −PK(Q)/(PR(Q)PA(Q)) (see Fig. 2 for
a diagrammatic representation ).
The zeros of G(Q) can come only from the zeros of the
spectral components P (R/A)(Q), since PK(Q) enters as a
multiplicative factor inGK(Q). For instance, we can read
from the condition PR(Q) = 0, the dispersion relation
ω = (KR − iKI)q2 − iχ, which determines at a mean
field level the dynamical critical exponent, z = 2. In
the spontaneously symmetry broken phase (ρ0 6= 0), the
following complex dispersion relation of long-wavelengths
modes is found,
ω1,2(q) = −iKIq2−iχρ0±
√
KRq2(KRq2 + 2λρ0)− (χρ0)2
(22)
after rewriting the complex fields in Eq. (15) in terms of
real (or Nambu) fields100. Eq. (22) reduces to a diffusive
8Goldstone mode in the limit q → 0, which further con-
firms that the dynamical critical exponent is z = 2. This
property is a consequence of the spontaneous breaking
of U(1) invariance, and persists even when fluctuations
are included. While a condensation regime sets naturally
for a three dimensional driven Bose gas, we now clarify
how this can happen for an open one-dimensional bosonic
system by virtue of the diffusion Markov noise.
D. Markov diffusion and quantum scaling
out-of-equilibrium
We first qualitatively explain the role of the diffu-
sion Markov noise in order to achieve a quantum scaling
regime in a driven-dissipative Bose gas.
After Fourier transformation, the noise component of
the quadratic action, Eq. (17), contains a momentum
dependent term
PK(q) = i(γ + 2γdq
2). (23)
The importance of the momentum dependent part of the
noise, can be understood focusing on a regime of strong
diffusion γ  2γdq2 (achieved formally in the limit of
weak constant Markov noise γ = γl + γp → 0), where a
critical behaviour analogous to zero temperature quan-
tum criticality can settle. Specifically, in a system with
dynamical critical exponent, z = 2 (like the driven open
Bose gas considered here), such diffusion noise can re-
alise, at criticality, a scaling regime analogous to the
scaling behaviour of a critical Bose gas coupled to a zero-
temperature ohmic bath of harmonic oscillators, where
the noise level has the expression, PKeq ∼ |ω|. As the
non-Markovian equilibrium noise, PKeq (ω), is responsible
for an equilibrium quantum phase transition at zero tem-
perature, analogously the diffusion noise, PKneq(q) ∼ γdq2,
is responsible for a non-equilibrium quantum phase tran-
sition in the driven Bose gas, in the sense that they
scale identically at the level of canonical power count-
ing PKeq/neq ∼ q2 (recall again that ω ∼ qz, z = 2, see
Eq. (22) and related discussion). This discussion techni-
cally defines the analogy between equilibrium and non-
equilibrium quantum criticality; below we show indeed
that coherent quantum dynamics persists to large scales
in our setup, unlike the equilibrium or non-equilibrium
classical criticality (cf. Ref. 100). According to the anal-
ogy with zero temperature quantum criticality, fluctu-
ations relevant in RG sense in the former case will be
relevant also in our setup, which can exhibit, in addi-
tion, novel effects dictated by its genuine non-equilibrium
driven nature. By virtue of this analogy, we expect also
in the driven open Bose gas a dimensional enlargement,
D = d + z, typical of quantum phase transitions in d
dimensions: this circumstance allows for condensation
in the low dimensional setting considered in this work
(d = 1).
Despite their similarity with respect to a canonical
power counting analysis, the quantum diffusion, PKneq ∼
FIG. 3. (Color online) A comparison between the Markovian
non-equilibrium noise, PKneq (panel (b)) and the equilibrium
non-Markovian quantum noise, PKeq = limT→0 coth(
ω
2T
) = |ω|,
which constitutes the zero-temperature limit (blue line in
panel (a)) of the noise induced by a Caldeira-Leggett bath
(red line in panel (a)). In particular, in (b) the red straight
line indicates that there is a region of low momenta (q < ΛM )
where the flat Markovian noise (red line) dominates over the
diffusion Markov noise (blue line).
γdq
2, is weak at long wavelengths and Markovian at
all length scales, while the equilibrium quantum noise,
PKeq (ω) ∼ |ω|, is non-Markovian at all length scales and
decays at long times like PKeq (t − t′) ∼ 1|t−t′|2 . Never-
theless, they are both ’gapless’ (i.e. respectively, the
mode ω = 0 and q = 0 are decoupled from the noise)
around the origin – a key feature to realise quantum crit-
ical scaling. Notice that in contrast a flat Markovian
noise level (PK = iγ, γd = 0) is by definition ’gapped’
around the origin, as the noise level of a high tempera-
ture bath (PK = iT ). Fig. 3 summarises the comparison
between PKeq and P
K
neq.
1. Quantum canonical scaling
We now discuss the analogy between PKeq and P
K
neq on
the basis of canonical power counting arguments.
We start considering canonical power counting at finite
temperature, T = 1/β. Instead of the driven-dissipative
O(2) model, discussed in Sec. II C, we consider an over-
damped φ4 scalar model which has thermalised with an
ohmic bath of quantum harmonic oscillators at tempera-
ture T , known as Caldeira-Leggett model102,109 (see Sec.
8.6 of the book in Ref. 12, for a detailed field theoretical
analysis of the related phase transition).
In this case, the quadratic part of the action has to be
supplemented by the following terms induced by the bath
(where φν with ν = c, q, denotes the Fourier transform
9of the classical and quantum fields here),
Sreg =
∫
Q
(
φ∗c , φ
∗
q
)( 0 +iδω
−iδω iδω coth(βω/2)
)(
φc
φq
)
,
(24)
which automatically fulfils the fluctuation-dissipation
theorem. The parameter δ is a strong dissipation cou-
pling induced by the bath of oscillators, and it determines
the overdamped nature of the system, setting also in this
case z = 2.
We distinguish for the distribution function
coth(βω/2) the case of finite temperature where the be-
havior at low frequencies ω  T is coth(βω/2) ∼ 2T/ω,
whereas for T → 0 we have coth(βω/2) → sgn(ω). This
implies that in the latter case, the canonical scaling
dimension of the noise level is [PK ] = 2, while in the
former we have [PK ] = 0. The notation [...] indicates
for a given term in the action its canonical dimension
measured in units of momentum (for instance, [g] = n
means g ∼ qn).
Recalling that the action must be dimensionless, and
applying this criterion to the Gaussian action Eq. (24),
we find for the canonical dimensions of classical and
quantum fields, at T = 0
dc = dq =
d
2
, (25)
while at high temperatures (ω  2T ),
dc =
d− 2
2
, dq =
d+ 2
2
. (26)
The fact that the canonical scaling dimension of the
Keldysh component is [PK ] = 2 at T = 0, shows that the
power counting is the same for the driven model in Eq.
(15) in the presence of diffusion noise, PKneq, for γ = 0 but
γd 6= 0 (in the entire analysis we set [γ] = [γd] = [δ] = 0).
On the other hand, when γ 6= 0, we recover the canonical
scaling [PK ] = 0, of a high temperature noise level.
Analogously to equilibrium quantum phase transitions,
the novel non-equilibrium quantum critical regime of
driven open Bose gases, can be accessed under the double
fine tuning of two parameters: it is required a strong dif-
fusion Markov noise, which is formally achieved through
the fine tuning of the Keldysh mass to zero, γ → 0 (or
γl,γp → 0), and a fine tuning of the spectral mass to
zero, χ → 0, (γl → γp). In the same way, an equilib-
rium quantum critical point is reached after fine tuning
its spectral gap, and setting formally the temperature to
zero, T → 0, since it always constitutes a relevant per-
turbation which destroys quantum criticality.
The double fine tuning γl → γp → 0 and γ = γl+γp →
0 is never perfectly achievable, since the flat noise com-
ponent of the Markov noise (γ) can never be completely
erased in realistic experimental situations, as fine tuning
the temperature T → 0 is not an asymptotically achiev-
able condition in equilibrium quantum phase transitions.
However, a situation with a non-equilibrium quantum
regime, with γ  γdq2 in some momentum range, is
conceivable, and this triggers the question whether there
is an interacting (i.e., non-Gaussian) fixed point for the
RG flow of the action (15). This fixed point governs the
RG flow in the quantum regime, leading to non-trivial
scaling behavior of correlation functions, before the flow
ultimately enters the thermal scaling regime below the
momentum scale, ΛM '
√
γ/γd, which in the following
we refer to as Markov scale. This behaviour is analo-
gous to finite temperature quantum phase transitions,
where quantum scaling is destroyed for distances larger
than the de-Broglie wavelength, LdB ∼ 1/T 1/z. How-
ever, it is important to stress that the mean-field esti-
mate ΛM '
√
γ/γd, is premature; the Markovian noise
level, γ(k), is in general dependent on the RG running
scale k, and it acquires corrections during the RG flow;
its value can be renormalized by loop corrections. This
requires an estimate of ΛM from the effective infrared
action, which will be presented in Section IV G, together
with the estimate of the upper momentum bound for non-
trivial scaling behaviour, which we refer to as Ginzburg
scale, ΛG , see Ref. 1.
In the parameter regime of strong diffusion Markov
noise of the driven open gas, spectral and Keldysh com-
ponents of the Gaussian action, Eq. (15), scale with the
same power of momentum, PR/A/K(q) ∼ q2, and ac-
cordingly the classical and quantum fields have the same
canonical dimension, [φc] = [φq] = d/2 (in d spatial di-
mensions). As we have discussed above, this occurs also
for quantum phase transitions of open systems at T = 0.
However, since the canonical scaling dimension of quartic
couplings is [g] = 2−d, any quartic combination of fields
which respects U(1) symmetry is generated in the course
of renormalization (irrespective of the number of quan-
tum fields involved in each quartic vertex), and needs to
be incorporated in a renormalization group description
for the driven-diffusive Bose gas. For instance, the op-
erators φ∗2c φ
2
q or φ
∗2
q φ
2
q must be included because they
are RG relevant, even if not present in the microscopic
description of Eq. (15).
As a last important remark, we notice that, since the
noise level is scaling quadratically with momentum, we
have [γ] = 2 in the quantum scaling regime, showing that
γ, as a temperature, is a relevant perturbation at a quan-
tum critical point. This supports the intuition that the
quantum scaling regime can be seen as effectively tuning
to zero the flat Markovian noise level in the momentum
window, ΛM < q < ΛG.
The upper critical dimension of the system, Dc = 2
(recall that [g] = 2 − d), in the presence of diffusion
Markov noise, is the reason why we are considering the
driven open Bose gas in one dimension. As previously
anticipated, since the regime of strong Markov diffusion
is realising an analog of quantum critical behaviour, a
dimensional enhancement of the phase space is expected,
and a regime of condensation can occur even in one spa-
tial dimension, since the effective space dimensionality is
D = d+ z = 3, in the momentum range where the diffu-
sion Markov noise dominates over the flat Markov noise
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level (γdq
2  γ). On the other hand, when γ  γdq2
such effective dimensional enhancement does not hold
anymore since the leading noise effect has a thermal
like character (PK ∼ γ is analogous to a high temper-
ature Caldeira-Leggett noise), and, like in the dimen-
sional crossover occurring in equilibrium finite tempera-
ture quantum phase transitions, the effective dimension-
ality of the system shrinks to its spatial dimensionality
(D → d). In our setup this would correspond to a dimen-
sional shrinking to D = 1 induced by the flat Markovian
noise, where no continuous symmetry breaking or quan-
tum criticality can occur. In terms of length scales, this
mechanism would occur for length scales l > Λ−1M : below
this scale, no criticality can be present and correlations
become exponentially decaying (again in full analogy to
the shape of correlation functions for l > ΛdB , in a finite
T quantum phase transition).
Before moving to the next paragraph, we notice that
in a more standard closed one dimensional system, a lin-
early dispersing sound mode, characteristic of a Luttinger
liquid description, is expected, and accordingly, z = 1,
with an effective phase space of D = z + 1 = 2, which
prevents condensation to occur. However, the linear dis-
persion relation can be attributed to particle number con-
servation, an ingredient which is missing in our driven
open setup, and which rules out sound waves in favour
of a diffusive dispersion relation (see Eq. (22)).
2. Semi-classical scaling
Before concluding this section, we briefly recall the
properties of the scaling regime associated to the Bose
gas in the presence of flat Markov noise (PK = iγ, with
γd = 0).
In contrast to what has been discussed for the one di-
mensional driven open gas, the canonical scaling in the
presence of a homogeneous Markovian noise (γd = 0), im-
plies that operators non-linear in the quantum fields are
irrelevant, that the upper critical dimension is Dc = 4,
and accordingly that the only relevant vertex is the so-
called classical coupling, which supports vertices with
three classical fields and one quantum field, φ∗2c φcφq. The
canonical critical scaling regime is in this case the same
of a classical finite temperature phase transition (as dis-
cussed above), i.e. the constant Markovian noise does
not scale at the canonical level, γ ∼ q0, and the spectral
part and noise level of the quadratic Keldysh action scale
differently, PR/A ∼ q2, PK ∼ q0. In a nutshell, in order
to capture the three-dimensional driven-dissipative Bose
transition, it is sufficient to resort to a semi-classical ap-
proximation: the Hamiltonian part of the action contains
only quartic operators linear in φq, while the noise term
is just quadratic in φq.
The open Bose gas coupled to diffusion Markov noise
realises a concrete situation where it is necessary to move
beyond such semi-classical approximation, studied in full
detail in Refs.64,100 and whose non-equilibrium univer-
sality class constitutes a benchmark for the forthcoming
results.
To summarise, in this work we are looking for new scal-
ing solutions of the Keldysh action, where spectral gap
and noise level, scale both quadratically χ ∼ q2, γ ∼ q2,
and search for the interacting, i.e. non-Gaussian, fixed
point of the associated renormalization group flow. In-
deed, it is the functional renormalization of the quantum
dynamical field theory of next section which achieves this
goal.
3. Comparison with Model B of Hohenberg-Halperin
classification
We conclude this Section with a comment for the
reader familiar with Hohenberg-Halperin classification of
equilibrium critical dynamics.
A diffusion noise is also present in the Model B of
Hohenberg-Halperin classification4,5 – a purely relax-
ational field theory whose dynamics conserves the order
parameter, φ(x, t) (x is the d-dimensional space coor-
dinate in this paragraph). The equation of motion for
φ(x, t) is provided by the stochastic equation of motion
∂φ(x, t)
∂t
= D∇2 δH(φ)
δφ(x, t)
+ ξ(x, t), (27)
equipped with a random noise of zero mean (〈ξ(x, t)〉 =
0), whence
〈ξ(x, t)ξ(x, t′)〉 = −2DT∇2xδ(x− x′)δ(t− t′). (28)
The Hamiltonian, H(φ), is the one of the φ4 model, and
the generator of dynamics carries an overall Laplacian
term, in order to entail the conservation of φ. This overall
derivative determines a dynamical critical exponent, z =
4, and, accordingly, a canonical power counting as in a
classical problem. In contrast, in our problem the overall
Laplace term is missing (the dynamics does not conserve
the order parameter), z = 2, and the power counting of a
quantum problem can therefore be achieved, as discussed
above.
This implies, as already stressed above, that quantum
effects beyond semi-classical truncations and multiplica-
tive noise effects, are relevant in a RG sense at the critical
point of the one-dimensional driven Bose gas, and so the
universality class is expected to be different from the one
of model B. Besides, the fine tuning to reach criticality
in model B involves only the spectral gap, while in our
problem both spectral gap and noise requires to be tuned.
E. Diffusion Markov noise from microcavity arrays
We now start a digression on an experimental set-up
where the diffusion Markov noise can be realised.
The focus is on the engineering of the Lindblad
operator, Ld(x), which can be realised through a
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FIG. 4. (Color online) The quantum optics architecture employed to engineer the Lindblad operator, Ld = ∂xφ(x). Yellow
curved lines stand for hopping processes among bosonic excitations inside the cavities.
quantum optics architecture in one spatial dimension,
particularising ideas already present in Ref. 110.
We start with a simple open quantum system109: a
superconducting qubit (σz) coupled to two microwave
bosonic excitations, living in two close optical cavities,
whose master equations reads
ρ˙ = −i[H, ρ] + Γ
(
LρL† − 1
2
{L†L, ρ}
)
,
H = H0 +HR,
H0 = ωcc
†
1c1 + ωcc
†
2c2 + ω0σ
z,
HR = Ω(σ
+ca + σ
−c†a), L = σ
−.
(29)
The Lindblad operator L accounts for spontaneous de-
cay of the qubit with rate Γ, while bosonic excitations
are created in the two cavities, by the raising bosonic op-
erators c†1 and c
†
2. The qubit coherently couples to the
anti-symmetric superposition of bosonic degrees of free-
dom, ca = c1−c2, through a Rabi term, HR, of frequency
Ω. In the limit Γ  Ω, the dynamics of the qubit de-
grees of freedom is faster than the bosonic one, and it
can be adiabatically eliminated through a second-order
perturbative projection operator method (see e.g. Sec-
tion 10.2 of 109): On time scales t  1/Γ, the system
relaxes into the state, ρ(t) ' ρc(t) ⊗ ρ0q, where ρq is the
zero-temperature reduced density matrix of the qubit and
ρc(t) is the reduced density matrix of the bosonic degrees
of freedom. The qubit is assumed in a zero tempera-
ture state (i.e. ωc  T , where T is the environmental
temperature), which is a realistic assumption for current
quantum circuit realisations.
The resulting effective master equation for the reduced
cavity density operator, ρc, can then be written as
∂tρc = −i[HC +HLS , ρc] + γd
(
caρcc
†
a − 1/2{c†aca, ρc}
)
,
(30)
where
γ′d =
Ω2Γ
[(ω0 − ωc)2 + (Γ/2)2] , (31)
and
HLS =
g2
2
(ω0 − ωc)(
Γ
2
)2
+ (ω0 − ωc)2
c†aca, (32)
is the Lamb Shift Hamiltonian.
Generalizing this setup to a many-body system of
i = 1, 2, ..., N qubits and 2N cavities (as portrayed in
Fig. 4), and taking the continuum limit of the system,
we can convert the antisymmetric combination of the
cavity modes, ca ∼ ci − ci+1, into a spatial gradient,
ca → α2∂xc(x), which corresponds in a field theoretical
language to the Lindblad operator, Ld = ∂xφ(x) (dis-
cussed already in Sec. II A), with coupling γd = α
3γ′d (α
is the lattice spacing of the many-body cavity model).
III. QUANTUM DYNAMICAL FIELD THEORY
AND FUNCTIONAL RENORMALIZATION
GROUP
Our goal is now to dress the microscopic coeffi-
cients of the quantum Lindblad equation Eq. (1) with
renormalization group corrections. We employ a func-
tional renormalization group (FRG) approach, which
has been already successfully applied to the driven-
dissipative condensation transition of a three dimensional
Bose gas32,100, as well as to other non-equilibrium situa-
tions111–119.
We will not repeat here how to adapt the FRG meth-
ods to the study of a Keldysh action for a driven open
system. We instead briefly summarise the main steps of
the procedure; the interested reader can find details in
Refs. 32 and 100.
A. Flow of the effective action
Our starting point is the Wetterich equation120 , a
functional differential equation for the effective action Γk
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– associated to the Keldysh microscopic action (15),
∂kΓk =
i
2
Tr
[
(Γ
(2)
k +Rk)
−1∂kRk
]
, (33)
where the trace operation, Tr, denotes summation over
external indices as well as summation over frequencies
and momenta. Γ
(2)
k is the second variational derivative
with respect to classical and quantum fields of the ef-
fective action, Γk, which compared to the microscopic
Keldysh action, Eq. (15), has the advantage to incor-
porate at the same time both statistical and quantum
fluctuations120, but which constitutes an equivalent de-
scription to the Keldysh path integral formulation dis-
cussed in Sec. II C. However, since Γk obeys the flow
equation (33), it constitutes a more viable tool to per-
form our renormalization group program. In Eq. (33)
we adopted Litim’s cutoff121
Rk(q) = K(q
2 − k2)θ(k2 − q2), (34)
which does not affect the frequency dependence of the
propagator, and it acts adding, for momenta q < k, an
effective mass proportional to the square of the running
scale ∼ k2; for instance, the retarded propagator in mo-
mentum space reads now
PR(Q) = ω −K∗q2 +R∗k(q), (35)
where K ≡ KR + iKI is the complex kinetic coefficient.
The inclusion of the regulator, Rk(q), protects the dia-
grammatic corrections of the theory from infrared diver-
gences coming from critical modes; on the other hand,
the presence of the regulator in Eq. (33) prevents the
development of ultraviolet divergences. This combined
effect makes the equation for the functional flow equa-
tion, Eq. (33), a powerful tool to renormalize the ef-
fective action of the theory: Eq. (33) interpolates from
the microscopic Markovian action (15), at the ultraviolet
scale, k ' kUV , to the infrared, k → 0, effective action.
In the course of the functional RG flow, couplings are
dressed by loop corrections which determines their asso-
ciated beta functions: specifically, in order to convert the
functional differential equation, Eq. (33), into a system of
non-linear differential equations (beta functions) for the
flow of the couplings, we provide an ansatz for Γk based
on the quantum canonical power counting introduced in
Section II D 1.
B. Quantum dynamical field theory
We make an ansatz for Γk capable to capture the
Wilson-Fisher (i.e. interacting) fixed point associated
to the quantum scaling regime of the Keldysh action,
discussed in Section II D 1: we refer to this ansatz, as
quantum action, SQ,k ≡ S0,k +SI,k, since the interaction
action, SI,k, contains the whole set of operators relevant
Couplings Microscopic values
Z wave-function renorm. coefficient Z|kUV = 1
K¯R coherent propagation K¯R|kUV = 12m
K¯I diffusion coefficient K¯I |kUV = γd
γ¯d Markov diffusion noise coefficient γ¯d|kUV = γd
χ¯ spectral gap (retarded mass) χ¯|kUV = γl−γp2
γ¯ Markovian flat noise (Keldysh mass) γ¯|kUV = γl + γp
λ¯c classical coherent vertex λ¯c|kUV = λ
κ¯c classical dissipative vertex κ¯c|kUV = γt
λ¯q quantum coherent vertex λ¯q|kUV = λ
κ¯q quantum dissipative vertex κ¯q|kUV = γt
g¯1 non-multiplicative Markovian noise g¯1|kUV = 2γt
g¯2 non-gaussian Markovian noise g¯2|kUV = 0
g¯3 = λ¯3 + iκ¯3 dephasing jump operator g¯3|kUV = 0
TABLE I. Full list of the couplings occurring in SQ. In the
microscopic driven open Bose gas with action (15), we used
instead the following labels: m for the mass of bosons, λ for
the strength of two-body collisions, γd for the rate of diffusion,
γl,p for the one body loss/pump rates, γt for the two-body loss
rate.
in the quantum scaling regime. SQ,k defines the quantum
dynamical field theory developed in this work.
S0,k is identical to the quadratic part of Eq. (15),
provided a complex wave-function renormalization coef-
ficient, Z (Z ≡ ZR + iZI), has been introduced in the
inverse retarded/advanced propagator,
P¯R = iZ∗∂t + K¯∗∂2x, (36)
while for the noise level of the quadratic action we have
P¯K = i(γ¯ − 2γ¯d∂2x). (37)
From now on, we are adding a bar on the top of cou-
plings and fields, and we will refer in the following to
them as bare couplings and fields. Later, they will be
rescaled through the factor Z, and we will define accord-
ingly a set of renormalized (by Z) couplings and fields.
It should be noted that in Eq. (36) the spectral mass, χ¯
has not been introduced: Since we are going to expand
the action, SQ,k, around a stationary condensate solution
(φ¯c = φ¯
∗
c =
√
φ0 and φ¯q = φ¯
∗
q = 0), the retarded mass
will be effectively generated by the condensate. This can
be realised immediately, displaying the ansatz for the
homogeneous part of the action which contains quartic
terms, SI ,
SI = Sh + Sa,
Sh = −
∫
x,t
1
2
[
∂U¯c
∂φ¯c
φ¯q +
∂U¯∗c
∂φ¯∗c
φ¯∗q +
∂U¯q
∂φ¯q
φ¯c +
∂U¯∗q
∂φ¯∗q
φ¯∗c
]
,
Sa =
∫
x,t
ig¯1(φ¯
∗
c φ¯c − ρ¯0/2)φ¯∗q φ¯q + ig¯2(φ¯∗q φ¯q)2
− 1
4
[g¯3(φ¯
∗
c φ¯q)
2 − g¯∗3(φ¯cφ¯∗q)2].
(38)
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Sh and Sa are the hermitian (odd in the quantum fields,
φ¯q) and anti-hermitian (even in the quantum fields, φ¯q)
parts of the interaction action. The mass term in the
retarded sector (to which we refer as retarded mass in
the following) is effectively generated by the condensate,
χ = −ρ¯0κ¯c/2, while the flat Keldysh noise level, γ¯, will
be labelled as Keldysh mass, since in the quantum scaling
regime it scales quadratically like a spectral gap.
The potentials, U¯c = 12 u¯c(φ¯∗c φ¯c − ρ¯0)2 and U¯q =
1
2 u¯q(φ¯
∗
q φ¯q)
2, are respectively supported by the complex
couplings u¯c,q ≡ λ¯c,q + iκ¯c,q, whose real and imaginary
parts coincide respectively with the interaction strength,
λ, and the two body loss rate entering the quantum mas-
ter equation Eq. (1), λ¯c|kUV = λ¯q|kUV = λ, κ¯c|kUV =
κ¯q|kUV = γt.
U¯c is the usual quartic potential responsible for the
formation of a condensate phase, while U¯q is its quantum
counterpart, accounting for quantum fluctuations on top
of the quartic classical potential. Such quantum vertices
are irrelevant (in RG sense) in a semi-classical truncation,
which includes quartic operators up to linear order in
φ¯q, and which is expected to capture the condensation
transition of a three dimensional open Bose gas driven
by flat Markovian noise.
The coupling u¯q is the first genuine ingredient which
distinguishes our quantum dynamical field theory from
the standard MSRJD equilibrium action or from classi-
cal dynamical field theories of the Hohenberg-Halperin
classification4.
As an important remark, we notice that in the quan-
tum action, SQ,k, couplings have been relabelled with
different names than the ones adopted from the micro-
scopic action. This has a two-fold purpose: first of all, in
Eq. (15), couplings have their microscopic values which
can be sensitively altered by RG corrections, and, at the
same time, we recall that the couplings in SQ,k are run-
ning functions of the momentum scale, k.
In Eq. (38) we introduced the condensate density, ρ¯0,
since in practical calculations we approach the transition
from the ordered phase, taking the limit of the station-
ary state condensate, ρ¯0 = φ¯
∗
c φ¯c|ss = φ¯∗0φ¯0 → 0. In
this way, we capture two-loop effects120 necessary to ex-
tract the full set of critical exponents. Moreover, the
presence of a background field introduces a series of one-
loop diagrams where external insertions of the classical
fields are evaluated on their condensate expectation val-
ues, φ¯c = φ¯
∗
c =
√
φ0; such diagrams allow us to extract
the anomalous dimensions of kinetic coefficients, while
keeping the computations formally at one-loop level, see
Fig. 5.
We now discuss the noise terms entering Sa. The cou-
pling, g¯1, (at the microscale, g¯1|kUV = 2γt) constitutes
a dressing of the Markovian noise level, γ¯, and it consti-
tutes a multiplicative noise, which originates when two
particles are incoherently drained away from the system,
in full analogy to the way in which one-body pump and
losses generate γ¯.
Other RG-relevant terms are generated during RG:
FIG. 5. One-loop diagram renormalizing the momentum and
frequency dependent part of the retarded propagator, GR. It
can be seen as a two-loop diagram, where an internal Keldysh
line has been cut, and the two resulting free lines have been
replaced by the non-vanishing expectation value of the classi-
cal field in the ordered phase, φ¯c = φ¯
∗
c =
√
φ0. Its frequency
and momentum dependence for q → 0 and ω → 0 generates
the renormalization of Z and K¯, and allows us to compute
their anomalous dimensions. In this diagram, and in others
to follow, we drop the over-line on the couplings.
FIG. 6. (Color online) The picture shows two one-loop di-
agrams supported by couplings present at the microscale
(uq|k∼kUV = λ+ iγt, g1|k∼kUV = 2γt), which contribute to ef-
fectively generate the non-Markovian noise coupling g2 during
RG flow.
The coupling g¯3 ≡ λ¯3 + iκ¯3 is absent at the microscale,
and it corresponds physically to a dephasing hermitian
Lindblad operator, L = φˆ†(x)φˆ(x), while g¯2 supports
non-Gaussian noise generated during the course of renor-
malization (Fig. 6 shows a sample of one-loop diagrams
contributing to the flow of g¯2).
We summarize all the couplings introduced so far, to-
gether with their microscopic values at the ultra-violet
scale, in Tab. I.
Before concluding this Subsection, we recapitulate how
the key physical properties of the problem determine the
structure of the action, SQ.
1. Retarded and Keldysh masses
Before discussing some diagrammatic aspects of the
quantum action SQ, we want to observe in this Subsec-
tion that the formation of a condensate generates not
only a mass gap, χ¯ ∝ ρ¯0κ¯c as usual in a conventional φ4
model, but also three additional effective Keldysh masses
besides γ¯. They are peculiar of the driven open nature of
the system considered in this work. We refer to them in
the following as retarded/advanced (χ¯) and Keldysh (γ¯,
m¯1, m¯2, m¯3) masses, since they all scale as a spectral gap
∼ q2, in the quantum scaling regime accessed with strong
Markov diffusion. They serve as a convenient choice of
variables to re-parametrise into dimensionless form the
renormalization group flow.
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The homogeneous part of the quadratic action (ob-
tained in Fourier space taking the limit Q → 0) defines
the so called mass matrix through the relation
M =
δ2Γk
δΦ¯†(−Q)δΦ¯(Q) |Q=0 =
(
0 MA
MR MK
)
, (39)
where we defined the vector Φ¯ = (φc, φ
∗
c , φq, φ
∗
q) in the
complex basis of the fields122. Eq. (39) is evaluated
on the stationary state, associated to the homogeneous
condensate solution (φ¯c = φ¯
∗
c = φ¯0, φ¯q = φ¯
∗
q = 0), and
its matrix elements are defined as follows,
M¯A = M¯R† =
(
i ρ¯0κ¯c2 0
0 −i ρ¯0κ¯c2
)
, (40)
MK =
(
i
(
γ¯ + ρ¯0g¯12
) g¯∗3 ρ¯0
2
− g¯3ρ¯02 i
(
γ¯ + ρ¯0g¯12
)) . (41)
As anticipated, the sole term coming from the retarded
mass sector, MR, is the spectral gap, χ¯ = ρ¯0κ¯c2 .
Analogously, from the Keldysh mass sector, we ex-
tract three effective masses, m¯K1 ∼ ρ¯0g¯1, m¯K2 ∼ ρ¯0λ¯3,
m¯K3 ∼ ρ¯0κ¯3, which result from the interplay of a non-
vanishing condensate (ρ¯0 6= 0) and non-linear noise terms
in the anti-hermitian part, Sa, of the interaction action.
The three masses, m¯K1 , m¯
K
2 , m¯
K
3 , depend on the conden-
sate density as χ¯, they have the same canonical scaling
dimension, [χ¯] = 2, and their diagrammatic corrections
present all an ultra-violet divergence with the same phys-
ical origin in the tadpole renormalising ρ¯0 (see next Sub-
section). According to their definition, m¯K1 , m¯
K
2 , m¯
K
3 are
tuned to zero, in the same way in which the spectral gap,
χ¯, is fine tuned to zero, when ρ¯0 → 0.
2. Diagrammatics of the quantum dynamical field theory
We now compare the diagrammatic structure of the
action of the quantum dynamical field theory, SQ, with
the semiclassical model for the condensation in three di-
mensions of a Bose gas coupled to generic Markovian
noise103 (where γ¯d = 0 and u¯q = g¯1 = g¯2 = g¯3 = 0 from
the outset, on the basis of RG irrelevance).
We compare diagrammatically the dynamical semi-
classical field theory and the quantum one for two
reasons. First, it grounds the different stability prop-
erties of the classical and quantum fixed points, on the
basis of the number of UV divergent diagrams occurring
in the two theories. Second, it provides a qualitative
understanding of the diverse technical complexity perti-
nent to the two problems.
We start discussing corrections to the spectral (or re-
tarded), χ¯, and Keldysh masses, γ¯. At one loop level
(and in the absence of a background field, φ¯0 = 0), such
FIG. 7. (Color online) One-loop corrections (tadpoles) to
the spectral, χ¯, and Keldysh mass, γ¯. A Keldysh Green’s
function, GK , occurs as internal line in tadpoles. In the non-
equilibrium semi-classical model, the diagram contributing to
∆γ¯ is, instead, a two-loop diagram where one internal Keldysh
line has been cut and the two resulting external lines couple to
the expectation values of the fields in the ordered phase, which
is proportional to
√
φ¯0. Notice that the leading correction to
the condensate density, ρ¯0, is also determined by the tadpole
occurring in ∆χ¯. Depending whether the truncation for Γk
is centred in the ordered (ρ¯0 6= 0) or disordered phase (ρ¯0 =
0)120, one has to renormalize directly χ¯ or the condensate
density ρ¯0, through which the retarded mass is defined (χ¯ ∼
ρ¯0κ¯c) (see related discussion in Sec. II A and III B 1).
corrections are tadpoles, supported by the classical cou-
pling, g¯c, for the former, and by the multiplicative noise,
g¯1, for the latter, as shown in the upper panel of Fig.
7. Notice that in the semi-classical problem, instead,
the leading correction to γ¯ at one loop, is a diagram
∝ g¯2c , with two external insertions of the condensate field,
φ¯c = φ¯
∗
c ∼
√
ρ¯0 (see also Ref.
100 and bottom line dia-
gram in Fig. 7). Indeed, in order to have an RG flow of
the homogeneous Markovian noise, two-loop effects are
necessary, and they are effectively captured within our
background field method by one-loop diagrams.
Such diversity reflects in a different number of ultravi-
olet divergent diagrams for the two theories, which is at
the root of different stability properties of the classical
and quantum non-equilibrium fixed points (see Section
IV). For the following analysis, it is sufficient to consider
diagrams at the leading order in perturbation theory.
In SQ each of the two tadpoles correcting χ¯ and γ¯ con-
tribute with a linear ultraviolet divergence, while in the
semi-classical model the sole ultraviolet divergence comes
from the tadpole correcting the retarded mass, since the
leading correction to γ¯ (second diagram in bottom line
of Fig. 7), is ultraviolet convergent. This can be gleaned
noticing that the diffusion noise produces a dimensional
enhancement in the momentum integration measure oc-
curring in diagrams: since P¯K ∼ γ¯dq2, for the tadpole
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FIG. 8. (Color online) Sample of diagrams occurring as one-
loop corrections to the quartic couplings in the quantum dy-
namical field theory. We distinguish three classes of one-loop
diagrams, containing the combinations G¯R/AG¯A/R, G¯R/AG¯K ,
and G¯KG¯K . We report a subset of the corrections to quar-
tic couplings (specifically, the ones related to the coherent
couplings of the quartic action). On the contrary, there is a
single one-loop diagram, proportional to g¯2c , in the diagram-
matics of the semi-classical action, since φ¯∗2c φ¯cφ¯q is the only
RG relevant operator.
correcting χ¯, we have,
∆χ¯ ∼
∫
dωdq
P¯K
P¯RP¯A
∼
∫
dωdq
γ¯dq
2
P¯RP¯A
, (42)
and through comparison with the analogous diagram in
the semi-classical action (where P¯K ∼ γ¯),
∆χ¯ ∼
∫
dωd3q
P¯K
P¯RP¯A
∼
∫
dωd3q
γ¯
P¯RP¯A
∼
∫
dωdq
γ¯q2
P¯RP¯A
,
(43)
we observe that the momentum contribution coming from
the diffusion noise in loops of the one-dimensional quan-
tum problem, is taken by the usual thee-dimensional mo-
mentum integration measure in the semi-classical action.
Then, in SQ, both ∆χ¯ and ∆γ¯ diverge linearly for ultra-
violet momenta, while in the semi-classical problem the
sole ultraviolet divergence comes from ∆χ¯. The number
of ultraviolet divergences corresponds to counter-terms
which should be added to the action in order to renor-
malise the theory. Physically, these counter-terms corre-
spond to external parameters that has to be fine tuned
in order to reach the critical regime4. Accordingly, it is
expected that the fixed point of the semi-classical theory
is more stable than the quantum one, because it has a
higher number of ultraviolet divergent tadpoles.
Notice that in the ordered phase (ρ¯0 6= 0), the re-
tarded mass, χ¯, is traded for the condensate density, ρ¯0,
since χ¯ ∼ ρ¯0κ¯c, as previously discussed in Sec. II A and
III B 1. However, the above analysis still applies, since
the tadpole correcting χ¯ renormalises as well the conden-
sate density ρ¯0 (see Refs.
100,120).
We now compare a class of one loop diagrams (Fig. 8)
contributing to corrections of quartic couplings. In a non-
equilibrium problem loop corrections can display a rich
diversity compared to equilibrium models, since they can
be realised with several combinations of G¯R/A/K , and in
the absence of a thermal fluctuation-dissipation theorem,
the Keldysh Green’s function is not fixed by G¯R/A and
the thermal distribution function. In the semi-classical
problem, such a complexity is ruled out from renormal-
ization group arguments, since non-linear operators in
the quantum fields are irrelevant (u¯q = g¯1 = g¯2 = g¯3 =
0), and this restricts the class of diagrams to the only
one portrayed in Fig. 8. On the other hand, the diver-
sity of relevant couplings in the quantum problem sup-
ports a richer morphology of diagrams (see upper part of
Fig. 8). The effect of dimensional enhancement of loop
corrections through Markovian diffusion, is also present
here, and all the corrections to quartic couplings are ul-
traviolet convergent. However, Fig. 8 elucidates not only
the different complexity of the two problems, but will also
help to clarify the absence of a mapping between the crit-
ical behaviour of the quantum one-dimensional and the
classical three-dimensional Bose gases (see Section IV F).
C. FRG flow equations
Loop corrections to couplings can be extracted from
Wetterich’s equation, Eq. (33), following the techni-
cal steps reported in Appendix B. We denote the re-
sulting beta functions for interaction couplings, g =
{γ¯, u¯c, u¯q, g¯1, g¯2, g¯3}, in compact notation, as
∂tg = β(g). (44)
Here we introduce rescaled variables using the quantum
canonical scaling of Sec. II D 1, in order to reduce the
number of flow equations (44). We define a number
of anomalous dimensions which serve also to isolate the
number of independent critical exponents in the univer-
sality class. Finally, rewriting the beta functions into a
set of flow equations for rescaled variables, facilitates the
search for a fixed point of the scaling solution.
We introduce rescaled fields
φc = φ¯c, φq = Zφ¯q, (45)
reabsorbing the Z factors in the renormalized kinetic co-
efficients and interaction couplings, accordingly defined
as follows
K = K¯/Z, γd = γ¯d/|Z|2, γ = γ¯/|Z|2,
uc = u¯c/Z, uq = u¯q/(Z
∗|Z|2), g1 = g¯1/|Z|2,
g2 = g¯2/|Z|4, g3 = g¯3/Z2.
(46)
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The beta functions, then, read
∂tλc = βλc = ηZRλc − ηZIκc + ∆λc,
∂tκc = βκc = ηZIλc + ηZRκc + ∆κc,
∂tλq = βλq = 3ηZRλq + ηZIκq + ∆λq,
∂tκq = βκq = 3ηZRκq − ηZIλq + ∆κq,
∂tg1 = βg1 = 2ηZRg1 + ∆g1,
∂tg2 = βg2 = 4ηZRg2 + ∆g2,
∂tλ3 = βλ3 = 2ηZRλ3 − 2ηZIκ3 + ∆λ3,
∂tκ3 = βκ3 = 2ηZRκ3 + 2ηZIλ3 + ∆κ3,
∂tγ = βγ = 2ηZRγ + ∆γ,
(47)
where we introduced the real and imaginary parts of the
anomalous dimension of the wave function coefficient,
ηZ ≡ ηZR + iηZI ≡ −∂tZ/Z (a consequence of rescal-
ing by Z in Eqs. (46)). Details about the extraction of
loop corrections to couplings, ∆λc,...,∆γ, are discussed
in Appendix A.
For future convenience, we now trade the real parts
of uc and uq by the ratios, rU =
λc
κc
, rQU =
λq
κq
, and we
accordingly substitute the beta functions of the coher-
ent couplings λc and λq with the beta functions of their
associated ratios
∂trU = βrU =
1
κc
(βλc − rUβκc) ,
∂tr
Q
U = βrQU
=
1
κq
(βλq − rQUβκq ).
(48)
Similarly, we define the ratio of coherent (KR) over
dissipative (KI) coefficients of the Laplacian in the re-
tarded/advanced sector, r = KR/KI , and its beta func-
tion as
∂tr = βr = r(ηKI − ηKR), (49)
where we introduced the anomalous dimensions of the
renormalized kinetic coefficient K,
ηKR =η¯KR − ηZR +
ηZI
r
,
ηKI =η¯KI − ηZR − ηZI r.
(50)
The bare anomalous dimensions, ηZR , ηZI , η¯KR , η¯KI ,
can be extracted from Wetterich’s equation, Eq. (33),
following the procedure discussed in Appendix B.
In order to find the quantum scaling solution of the
effective action, we additionally introduce dimensionless
variables according to the canonical power counting, in-
troduced in Sec. II D 1.
Following the scaling analysis of Sec. II D 1, we char-
acterise dimensionless retarded and Keldysh masses,
χ˜ =
2κcρ0
KIk2
, γ˜ =
γ
k2γd
, (51)
likewise the three dimensionless effective Keldysh masses
(see discussion in Section III B 1)
m˜1K =
2g1ρ0
γdk2
, m˜2K =
2λ3ρ0
γdk2
, m˜3K =
2κ3ρ0
γdk2
, (52)
and the dissipative rescaled couplings
κ˜c =
1
4pi
γdκc
K2I k
, κ˜q =
1
4pi
κq
γdk
, g˜2 =
1
4pi
KIg2
γ2dk
. (53)
In this way, the flow equations (51), (52), (53), the flow
equations are brought into dimensionless form, ∂tg˜ =
β(g˜), and they acquire a contribution from the running
of the anomalous dimensions, ηa = −k∂k ln a, with a =
KR,KI , γd, which are algebraic functions of the rescaled
variables g˜ = (χ˜, γ˜, κ˜c, κ˜q, g˜2, m˜
1
K, m˜
2
K, m˜
3
K):
∂tχ˜ = βχ˜ = − (2− ηKI ) χ˜+
χ˜
κc
βκc +
2κc
k2KI
βρ0 ,
∂tm˜
1
K = βm˜1K = − (2− ηγd) m˜
1
K +
2
γdk2
(ρ0βg1 + g1βρ0),
∂tm˜
2
K = βm˜2K = − (2− ηγd) m˜
2
K +
2
γdk2
(ρ0βλ3 + λ3βρ0),
∂tm˜
3
K = βm˜3K = − (2− ηγd) m˜
3
K +
2
γdk2
(ρ0βκ3 + κ3βρ0),
∂tγ˜ = βγ˜ = − (2− ηγd) γ˜ +
1
γdk2
βγ ,
∂tκ˜c = βκ˜c = − (1− 2ηKI + ηγd) κ˜c +
1
4pi
γd
kK2I
βκc ,
∂tκ˜q = βκ˜q = − (1− ηγd) κ˜q +
1
4pi
1
γdk
βκq ,
∂tg˜2 = βg˜2 = − (1 + ηKI − 2ηγd) g˜2 +
1
4pi
KI
γ2dk
βg2 .
(54)
Notice that the apparently dimensionful combinations in
the right hand side of Eq. (54), can be easily expressed
in terms of the dimensionless variables, g˜, and ratios,
r, rU , r
Q
U .
Loop corrections to the condensate density determine
the beta function βρ0
120,123. In Eqs. (54) we also defined
the anomalous dimension of the diffusion noise coupling,
γd, (see App. B for further details)
ηγd = η¯γd − 2ηZR . (55)
Setting to zero the right hand sides of the dimensionless
renormalized flow equations, Eqs. (54), we find a Wilson-
Fisher fixed point (FP) characterised by
r∗ =1.55, r∗U = 0.397, r
Q
U
∗
= −0.248, κ˜∗c = 0.146,
κ˜∗q =− 0.028, g˜∗2 = 0.0047, χ˜∗ = 0.900, γ˜∗ = 0.023,
m˜1∗K =0.22, m˜
2∗
K = −0.0484, m˜3∗K = 0.803.
(56)
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IV. CRITICAL PROPERTIES OF THE
DRIVEN-DIFFUSIVE BOSE GAS
We will now use as a benchmark for the salient physical
features of this quantum FP in one dimension (with noise
level PK = γ+2γdq
2), its semiclassical driven Markovian
counterpart in d+z = 3 dimensions, which results from a
similar FRG analysis103 of the driven open Bose gas sub-
ject to flat Markovian noise (PK = γ). This comparison
is utile to highlight the absence of a mapping between
the quantum and classical driven-dissipative condensa-
tion transitions.
We can already notice that the key new property of the
quantum FP is its mixed nature with coexistent coher-
ent and dissipative processes, manifest in non-vanishing
ratios (cf Eqs. (56)). This is in clear contrast with
the Wilson-Fisher fixed point of the driven-dissipative
semi-classical condensation in three dimensions103, where
r∗ = r∗U = 0, realising a purely dissipative situation (see
also Fig. 9 for a pictorical comparison).
A. Stability matrix
We now discuss in more detail the structure of the sta-
bility matrix of the quantum fixed point (56). This will
also allow us to discuss in the next subsection a key prop-
erty of the novel critical regime – absence of decoherence
at long wavelengths.
In order to extract S, we expand the dimensionless
beta functions, ∂tg˜ = β(g˜), at first order in small dis-
placements, δg˜ = g˜ − g˜∗, around the FP values of the
couplings, Eq. (56). In this way we introduce the stabil-
ity matrix, S,
∂tδg˜ = S · δg˜. (57)
S does not have a block structure: this implies that
all the masses present in SQ (recall the discussion in
Section III B 1) scale in the same way at the FP with
the largest negative eigenvalue, −λS , of S, dominat-
ing the asymptotic infrared properties. Specifically,
χ, γ,m1K ,m
2
K ,m
3
K ∼ kλS , for k → 0, with λS = 2.47.
From λS , it also easy to extract the correlation length
critical exponent, ν = 1/λS = 0.41, which does not coin-
cide with the O(2) equilibrium value, ν ' 0.70, extracted
from FRG, see also 120 (ν is the same also for the driven-
dissipative condensation in three dimensions). This con-
stitutes a further hint (in addition to the diagrammatic
complexity glimpsed in Sec. III B 2) that the universality
class of driven Markovian quantum criticality does not
fall into an equilibrium universality class, or in the one
of its higher dimensional counterpart. Each independent
block of the stability matrix determines an independent
exponent: besides ν associated to S, anomalous dimen-
sions at the quantum FP are evaluated substituting in
the expressions for ηa (a = ZR, ZI ,KR,KI , γd), the FP
values, Eq. (56) (see for a summary Tab. II).
Critic. Exps. ν ηKR ηKI ηZR ηZI ηγd ηγ
DD Quantum 0.405 -0.025 -0.025 0.08 0.03 -0.26 ×
DD SC 0.72 -0.22 -0.12 0.16 0 × -0.16
TABLE II. Comparison between the critical exponents of
an open Bose gas in the presence of flat Markovian noise,
described by a driven-dissipative semi-classical action, and
driven-diffusive open Bose gas, discussed here. Within the
semi-classical scaling, γ ∼ k0 at the canonical level, and the
Markovian noise can acquire an anomalous dimension, ηγ ; this
role is taken by ηγd in the quantum case. Since the two sets
of critical exponents are not identical, the universality class of
the one-dimensional quantum driven-dissipative Bose gas and
of its three dimensional classical counterpart do not coincide.
The stability matrix of the novel quantum fixed point
possesses as many repulsive directions (negative eigen-
values), as many masses are in the model (see Section
III B 1), and each one of them carries an ultra-violet di-
agrammatic divergence, as expected from the RG theory
for critical phenomena1–3. The ultra-violet divergences in
the RG flow of χ, m1K , m
2
K , m
3
K share the same diagram-
matic and physical origin, since they all emanate from the
ultra-violet divergence of the tadpole renormalizing βρ0 ,
which occurs in their respective flow equations, see Eqs.
(54). For the Markovian noise, γ, the ultra-violet diver-
gence comes instead from the tadpole contributing to βγ
(recall Fig. 7 and related discussion).
B. Absence of asymptotic decoherence
Tab. II shows that there is an exponent degener-
acy linking the anomalous dimensions of the retarded
(real and imaginary) kinetic coefficients, ηKR = ηKI =
−0.025. Such circumstance allows for a finite ratio of
coherent propagation (KR) versus diffusion (KI), r ∼
k−ηKR+ηKI (real and imaginary parts of the coefficient
of the Laplacian in the retarded/advanced sector), which
is consistent with the finding of finite ratios at the FP,
Eq. (56). In particular, it indicates absence of deco-
herence at long distances, i.e. persistence of quantum
mechanical facets at criticality (see Fig. 9), since neither
dissipation completely dominates, leading to a FP value
of r∗ → 0, nor quantum coherent effects entirely dictate
the infrared physics, r∗ →∞ (as it would be the case for
a zero temperature quantum phase transition).
Survival of quantum coherence at distances smaller
than the Markov length, ΛM
−1, is a similarity between
the FP of quantum driven-dissipative condensation and
equilibrium quantum critical points at finite temperature
, where thermal fluctuations destroy coherent effects only
at distances larger than the de Broglie length29,30.
Besides the fixed point (56), the RG flow of the quan-
tum dynamical field theory admits also a purely dissipa-
tive fixed point (r∗ = r∗U = r
Q
U = 0), which, neverthe-
less, can never be reached, as we comment below. On
the other hand the fixed point of the driven open gas in
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three dimensions admits as a stable fixed point only the
purely dissipative one (see Fig. 9 for a comparison with
the fixed point (56)). We are now going to elucidate this
important difference, since it further consolidates the ab-
sence of decoherence as a key property of the quantum
non-equilibrium critical regime.
Let us first summarise some properties of the stability
matrix of a dissipative FP. It has the following block-
diagonal structure:
S =
(
D 0
0 R
)
; (58)
D is expressed in the basis spanned by purely imaginary
couplings {m˜R, κ˜c, ...}, while R is written in the subspace
of ratios {r, rU , ...}. The negative eigenvalue associated
to the fine tuning of the spectral mass (and to the cor-
relation length critical exponent, ν) comes from the sub-
block D, while the subspace R should be attractive for
the RG flow to have a physically realisable purely dissi-
pative FP : fine tuning of retarded and Keldysh masses
can only affect the stability properties of the D sector,
and then R should possesses only positive eigenvalues in
order to be attractive under RG flow.
The block R contains also new important information
on the critical properties, since it determines a novel
anomalous dimension, ηr, which controls infrared deco-
herence close to the fixed point of O(2) models. However,
its value is sensitive to the presence or absence of emer-
gent thermal equilibration at the fixed point. In this
sense, ηr extends to a non-equilibrium setting the set of
critical exponents of the O(2) equilibrium universality
class in three dimensions103. In particular, such anoma-
lous dimension controls the universal fade out of coherent
couplings,
r ∼ rU ∼k→0 kλR ∼ k−ηr → 0, (59)
and it is determined by the smallest positive eigenvalue
of the stability matrix, λR (with this convention, ηr must
be negative in order to have an attractive dissipative FP).
For instance, for the three-dimensional driven open Bose
gas coupled to homogeneous Markovian noise, it has been
found γ, ηSCr = −0.10.
On the other hand, the dissipative FP (r∗ = r∗U =
rQU = 0) present in the RG flow of the one dimensional
driven-diffusive open Bose gas, exhibits ηQr = 0.83, which
indicates that such purely dissipative FP can never be
never reached at infrared scales by the RG quantum flow,
since it is repulsive in a way that cannot be fixed by the
fine tuning of available physical masses, since it can only
affect instabilities in the sector D of S.
1. Infrared dispersion relation of critical modes
A physical consequence of an infrared purely dissipa-
tive FP, is a complex diffusive dispersion relation of crit-
ical modes, with leading diffusive behaviour.
FIG. 9. (Color online) Comparison between the fixed points of
the non-equilibrium quantum action and of the semi-classical
action of driven-dissipative Bose gases. The fixed point of
the former displays simultaneous presence of finite dissipative
and coherent couplings (absence of decoherence). The fixed
point of the latter is instead entirely dissipative (decoherence
at long wavelengths), and at infrared momenta the couplings
flow towards the imaginary axis.
Rewriting in terms of dimensionless variables the ef-
fective dispersion relation of long-wavelength excitations,
we find at the semiclassical three-dimensional fixed point
(r∗ = r∗U = 0), ω(q) ∼ −iKIq2, which yields a leading
diffusive infrared behaviour for the dispersion relation
at the semi-classical critical point (subleading coherent
terms are also present, see for instance Section VIII.C of
Ref. 64).
However, at the critical point of quantum driven-
dissipative condensation, Eq. (56), we have instead
ω(q) = KIq
2
[
− i(1 + χ˜∗/2)±
√
r2 + rrU χ˜∗ − (χ˜∗/2)2
]
,
(60)
where we can see that real and imaginary parts are both
leading in the dispersion relation, due to the exponent
degeneracy, ηKI = ηKR. Notice that for the FP values
in Eq. (56), the square root in Eq. (60) has a positive
argument.
From Eq. (60) we can also read off anomalous correc-
tions to the dynamical critical exponent z′ = 2 − ηKI '
2.025. It indicates a posteriori that the truncation, Eq.
(38), i.e. the quantum dynamical field theory, and the as-
sociated quantum canonical power counting, have been
properly chosen to capture the critical behaviour encoded
in the FP, Eq. (56).
C. RG limit-cycle oscillations of Z
Another hallmark of the persistence of coherent quan-
tum facets at the fixed point, are renormalization group
limit-cycle oscillations imprinted on the spectral density
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by oscillations (in the running scale variable t) of the
wave function renormalization coefficient Z.
We find a non-vanishing imaginary part of ηZ at the
quantum FP, ηZI = 0.03, which determines an oscil-
latory wave-function renormalization coefficient, Z ∼
k−ηZR e−iηZI t, in the RG time variable, t ∝ log k.
Notice from the definition of the anomalous dimension
of Z,
ηZ ≡ ηZR + iηZI ≡ −
∂t(ZR + iZI)
ZR + iZI
, (61)
that in the vicinity of a dissipative FP, where ηZI = 0,
these oscillations are absent and then Z ∼ k−ηZR , while
for the FP, Eq. (56), we have ηZI 6= 0. Accordingly, we
can write the real and imaginary parts of Z = ZR + iZI ,
as
ZR(t) = e
−ηZR t
[
C1 cos ηZI t+ C2 sin ηZI t
]
,
ZI(t) = e
−ηZR t
[
C2 cos ηZI t− C1 sin ηZI t
]
,
(62)
where C1,2 are two non-universal constants.
While the absolute value of Z scales identically in
the two cases, |Z| ∼ k−ηZR , the phase of Z is a k-
dependent quantity in the vicinity of the quantum FP,
argZ = arctan(ZI/ZR), contrary to what happens close
to a dissipative one.
This has physical consequences on the spectral density
of the system. In a neighbourhood of its peak, ω ' Reωq,
the spectral density has the Lorentzian form
A(Q) = −2 Im〈φ¯∗c(Q)φ¯q(Q)〉 =
2
|Z|2
(ReZ)(Imωq)
(ω − Reωq)2 + (Imωq)2 ,
(63)
where ωq is the renormalized dispersion relation, Eq.
(60). At ω = Reωq, we extract A(ω = Reωq) =
Re(Z)
|Z|2
1
Imωq
, which is sensitive to RG oscillations of Z.
Indeed, these limit-cycle oscillations occur with a huge
period, 2piηZI
≈ 210 (in units of RG time, t) and therefore
would be hard to detect, although they are a remark-
able signature of deviation from equilibrium behaviour
at macroscales, preventing the presence of a real wave-
function renormalization Z. The long oscillation period,
however, guarantees that A(Q) stays positive: a semi-
quantitative estimate for the RG evolution of Z(t), in
the momentum range k < ΛG (where the fixed point re-
sults holds), shows that Z(t) never changes sign.
In contrast, in the equilibrium MSRJD action of model
A or in the vicinity of the semi-classical fixed point of
three dimensional condensation103, we find ηZI = 0,
and these long-period oscillations are not present. We
checked that for purely dissipative fixed points of driven-
dissipative Bose systems, ηZI always vanishes, suggesting
that the limit cycle behaviour of the wave-function coef-
ficient Z is linked to the absence of decoherence at long
wavelengths.
Before moving further, we notice that this oscillatory
behaviour is also present in the bare kinetic coefficient of
the Laplacian K¯. Indeed, computing at the quantum FP
its value
η ≡ηR + iηI ≡ −∂tK¯
K¯
=
1
1 + r2
[
r2η¯KR + η¯KI − ir(η¯KR − η¯KI )
]
,
(64)
it is easy to extract the scaling K¯ ∼ e−ηRt−iηIt, which,
remarkably, compensates the oscillations in Z such that
the ratio
K =
K¯
Z
∼ e
−ηRt−iηIt
e−ηZR t−iηZI t
(65)
does not exhibit any limit-cycle oscillation. This in turn
also guarantees that the poles of G¯R are always located
in lower half plane. As a check of consistency, the values
of renormalized anomalous dimensions ηKR and ηKI , of
Tab II, are reproduced by Eq. (65).
Finally, we find it interesting to mention the existence
of a twin FP (with (r∗, r∗U , r
Q∗
U ) → (−r∗,−r∗U ,−rQ∗U ),
and dissipative couplings unchanged), which exhibits the
same critical exponents of the quantum FP discussed so
far, except for an opposite value of ηZI = −0.03, which
would then imply counter-phase RG limit-cycle oscilla-
tions in Z.
D. Absence of infrared thermalization
So far we discussed the persistence of quantum facets
at criticality. We now discuss the absence of any emer-
gent equilibrium behaviour at the fixed point.
A convenient diagnostic tool for thermal equilibrium
in quantum many body systems, is the presence of a
symmetry of the Keldysh functional integral, which com-
bines quantum-mechanical time reversal and the Kubo-
Martin-Schwinger condition124 (see for the classical case
Ref. 125). The Ward-Takahashi identities associated to
this symmetry are thermal fluctuation-dissipation rela-
tions of arbitrary order (FDR).
While the RG flows of purely dissipative dynamical
field theories fulfils FDR (like the Langevin critical dy-
namics of model A in the Hohenberg-Halperin classifi-
cation) , the RG flow of the semi-classical action for
driven-dissipative condensation spoils the FDR. How-
ever, the FDR is recovered at the semi-classical FP, indi-
cating thermalization for the low energy modes, despite
the strongly driven driven nature of the system. This is
shown, extracting the low frequency distribution function
from the generic parametrization of the Keldysh Green’s
function12
GK = GRσzF − FσzGA, (66)
in terms of the hermitian matrix F , the distribution func-
tion. The Pauli matrix σz has been introduced to respect
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the symplectic structure of the bosonic Nambu space,
so that the matrix elements of GK are consistent with
bosonic commutation relations126.
We compute from Eq. (66) the leading ω → 0 be-
haviour of the distribution function, finding FC(ω, k) ∼
2TC
ω . The coefficient, TC ∼ |Z|γ, can be interpreted as a
temperature, if it is independent of the RG scale, while it
can manifest some explicit dependence from the running
RG scale, k, in the more generic non-equilibrium case.
In the RG formalism, thermalization is then formulated
as invariance under RG partitions of the system. This
is just a rephrasing of the detailed balance condition in
the language of RG critical phenomena100. At the semi-
classical fixed point, the emergent exponent degeneracy
ηγ = −ηZR (see Ref.103 and Tab. II), indicates that TC
is scale invariant. Accordingly, restoration of the FDR,
and thermal behaviour for infrared modes, emerge at the
semi-classical FP of three-dimensional driven-dissipative
condensation.
In the same way, a statement about thermalization in
the quantum problem can be formulated in terms of the
anomalous dimension of the diffusion noise coupling, ηγd .
Indeed, ηγd , is pivotal to assess the equilibrium or non-
equilbrium character of the system at infrared scales, as
ηγ is for the semi-classical fixed point.
If equilibration were to ensue close to the quantum
fixed point, we would expect scale-invariance of the
low-frequency distribution function, FQ(ω, k), since in
an analog of a zero temperature setting (as the scal-
ing regime realised by the diffusion Markov noise), the
fluctuation-dissipation relation implies a flat distribu-
tion function in frequency and momentum, F ∝ |ω|/ω I
(where I is the identity Matrix in Nambu space)12.
Before discussing the explicit matrix expression of F ,
a technical comment is in order: we choose to renormal-
ize the fields introducing an imaginary unit, φˆc = φ¯c and
φˆq = i
Z
|Z| φ¯q. This choice has been already adopted in
103 to make closer contact between the purely dissipa-
tive infrared action of the semi-classical model for non-
equilibrium condensation and the functional integral rep-
resentation of model A, where the action is purely imag-
inary, and infrared thermalization is expected.
We employ here the same conventions in order to com-
pare more closely the results for driven-dissipative classi-
cal and quantum criticality. Inverting equation Eq. (66),
we find in terms of the rescaled variables of Sec. III C,
the result
F (ω, q) =
 γ¯dq2|Z| γ˜∗totω−KRq2 −i γ¯dK¯I Z∗|Z| m˜2∗K −im˜3∗K8(r−i+iw∗2 )
i γ¯d
K¯I
Z
|Z|
m˜2∗K +im˜
3∗
K
8(r+i−iw∗2 )
γ¯dq
2
|Z|
γ˜∗tot
ω+KRq2
 ,
(67)
where γ˜∗tot = 1 + γ˜
∗/2 + m˜1∗K /8. As we now discuss,
Eq. (67) violates the requirements for effective ther-
malization at zero temperature. First of all, we notice
that at equilibrium the off-diagonal elements are absent,
while here they are supported by the effectively gener-
ated Keldysh masses, mK2 and m
K
3 , which have a non-
FIG. 10. (Color online) A renormalization group flow with all
the couplings lying on a single ray is a sufficient condition for
infrared thermalization at the fixed point, as occurs in the RG
study of three dimensional semi-classical (SC) criticality, in
the presence of flat Markov noise. This feature is absent in the
RG flow of the quantum dynamical field theory (no common
rotation towards the dashed red line in the main panel), sug-
gesting already that the quantum fixed point cannot possess
thermal features.
vanishing FP value (see Eq. (56)). In addition to that,
since ηKR = −0.025, the kinetic term scales faster to
zero in comparison to ω ∼ q2, and we then find for the
diagonal elements (F1,1 and F2,2) in the infrared limit,
FQ(ω, q) ∼ γ¯dq
2
|Z|ω γ˜
∗
tot =
|Z|TQ(q)
ω
γ˜∗tot, (68)
where TQ(q) = γdq
2 is the q-dependent ’temperature’
induced by the Keldysh diffusion, γd. The expressions of
the diagonal elements are formally similar to the classical
distribution function extracted in the vicinity of the semi-
classical driven-dissipative fixed point, FC(ω, k) ∼ TCω .
The shape of Eq. (68), however, already suggests the
non-equilibrium nature of the system: TQ(q) = γdq
2 is
not a physical temperature, since it depends explicitly on
momentum (cf. the previous discussion on the notion of
temperature in a RG language).
Moreover, we notice that even if canonically the fre-
quency can compensate for the q2 term in the numerator
of Eq. (68) (ω ∼ qz, where z = 2), the lack of exponent
degeneracy ηγd 6= −ηZR (cf. with Tab. II) indicates the
absence of infrared thermalization at the quantum FP,
since for an equilibrium quantum system we must have
exactly F ∝ |ω|/ω I.
E. Constraints on the renormalization group flow
from thermalization
The equilibrium symmetry, mentioned at the begin-
ning of the previous Section, constrains the form of a
driven-dissipative action equipped with coherent and dis-
sipative couplings. For instance, it can be implemented
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ab initio in the semi-classical model for three-dimensional
driven-dissipative condensation, enforcing a common ra-
tio between coherent and dissipative couplings, r = rU .
This remarkably implies a constraint on the beta func-
tions, βr = βrU . In this case, βr = βrU 6= 0, which
generates an ’RG force’ driving the system towards the
dissipative FP, and accordingly an aligned flow of r and
rU (for a sketch of the proof see Section VI of Ref.
103,
while for a graphical representation see Fig. 10).
The presence of non-linear noise terms in SQ, spoils,
instead, the feasibility of a flow where the ratios evolve
lined up, as well as the formation of a fixed point where
all the ratios share a common value (see Fig. 10): Fixing
r = rU , we see that the mismatch between βr and βrU is
proportional to the coupling, g3, which, then, is responsi-
ble for the impairing of the equilibrium symmetry during
the RG flow, since it gets a non-vanishing FP value (even
if g3 was absent at the microscopic scale, it would be ef-
fectively generated in the course of renormalization, see
discussion in Sec. III B and the FP values in Eq. (56)).
Accordingly, the absence of emergent thermalization in
the infrared flow of SQ, might have been already glimpsed
from the different values acquired at the FP by the ratios
r∗ 6= rU ∗, rU ∗ 6= rQ∗U , r∗ 6= rQ∗U .
F. Lack of correspondence between the
universality class of quantum and semi-classical
driven Markovian criticality
At equilibrium, quantum critical systems in d dimen-
sions (with dynamical critical exponent z) fall in the
same universality class of their classical critical d + z-
dimensional counterparts. This key property constitutes
a pillar in the theory of equilibrium critical phenomena,
and it is intuitively understood realising that the time
variable can augment the dimensionality of the system
after a Wick’s rotation has been performed29,30. For in-
stance, the static critical exponents of the d dimensional
quantum Ising model (z = 1) and of the d+1-dimensional
classical one, are the same. A more exhaustive review for
equilibrium critical systems can be found in Refs. 29–31.
The absence of infrared restoration of the equilib-
rium symmetry (thermalization) and of the thermal
fluctuation-dissipation relation, constitutes already a
strong evidence that the quantum universality class dis-
cussed in this work (d = 1) cannot be related to its semi-
classical driven Markovian counterpart in d + z = 3 di-
mensions, or to any equilibrium fixed point: the lack of
a symmetry is oftentimes at the root of the mismatch of
two universality classes1,4.
In the following, we provide a diagrammatic argument
to clarify which features of the quantum dynamical field
theory are peculiar, in order to violate the correspon-
dence with its semi-classical critical counterpart. In this
argument, quartic quantum couplings which are non-
vanishing at the quantum fixed point, play a pivotal role.
In loop corrections containing a single Keldysh line,
FIG. 11. (Color online) Diffusion, γdq
2 (blue line), and flat,
γ (red line), Markov noises as a function of momentum. For
momentum scales q > ΛG the RG flow is dominated by non-
universal effects, while below ΛG it is controlled by the quan-
tum FP, and universal effects associated to the novel non-
equilibrium phase transitions emerge. For q < ΛM , the flat
Markovian noise level, γ, dominates over the diffusion noise,
and the system departs from the universal quantum scaling
regime.
such as ∼ ∫ dωdqG(R/A)GK , the diffusion term (∼ γdq2)
mimics the two-dimensional enhancement crucial for the
quantum (in d dimensions) to classical (in d + 2 dimen-
sions, z = 2) correspondence, while such correspondence
cannot occur in diagrams with less (or more) than one
GK . These diagrams (cf. also Fig. 8) are proportional
to couplings which are RG-relevant and non-vanishing at
the quantum fixed point, and then they are present only
in the diagrammatics of SQ.
These additional diagrams are therefore responsible for
the dissimilarity between the critical exponents of the
non-equilibrium quantum fixed point and of its three di-
mensional critical classical counterpart: in the flow of SQ
there are diagrammatic corrections which do not have a
counterpart in the diagrammatics of the semi-classical
action, and which are beyond a naive d/d+ z correspon-
dence.
A more pragmatical evidence is also provided by the
direct comparison of the full list of critical exponents of
classical and quantum universality classes in Tab. II.
G. Extent of the quantum scaling regime
In this Section, we provide estimates for the lower and
upper bound of the momentum window, ΛM < q < ΛG,
(ΛM and ΛG are the Markov and Ginzburg scales de-
fined in Sec. II D 1), which delimits the quantum scaling
regime.
Our estimates are based on beta functions extracted in
the symmetric phase (ρ0 = 0 in the FRG calculations).
Since the analytical extraction of ΛM from the beta func-
tions in the ordered phase shows that the estimate does
not substantially change the result, we decided to present
the estimate in the symmetric phase, in order to make
the presentation more concise.
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1. Estimate of ΛG
The beta function for the retarded mass reads in the
symmetric phase,
∂tχ = βχ = − 1
pi
κc
3KRγk
3 + 2KIγdk
5
3(k2KI + χ)2
. (69)
We now integrate the flow in the momentum interval,
ΛG < k < ΛUV (where ΛUV is the ultra-violet momen-
tum scale), assuming that at micro-scales the Bose gas is
supplied with a strong diffusion noise (γdk
2  γ), which
allows us to neglect the first term on the right hand side
of Eq. (69). Moreover, the solution of Eq. (69) is facili-
tated in ΛG < k < ΛUV , since couplings are just pertur-
batively corrected, and hence we can assume that they
keep their microscopic values in this momentum window
(see also Tab. I)
κc ' γt, g1 ' 2γt, KI ' γd. (70)
We then expand the denominator of Eq. (69) for χ 1
(assuming that χ has been fine tuned close to zero, in
order to approach the condensation transition), and we
find
∂tχ = − 2
3pi
γdκc
KI
k
(
1− 2χ
k2KI
+ ...
)
' 4
3pi
γd
K2I
κc
1
k
χ,
(71)
where in the last equality we dropped the UV-linearly
divergent term (linear term in k), which should not affect
the flow close to k ' ΛG. This is verified, after the value
of ΛG has been extracted, yielding a condition for the
microscopic two-body loss rate, γt 
√
KIχ, with χ 1
since the gas is fine tuned to criticality. This condition
is equivalent to a perturbative assumption on the bare
value of γt.
The resulting expression for χ(k), valid in the momen-
tum range ΛG < k < ΛUV , is
χ(k) ' χUV exp
(
4
3pi
γd
K2I
κc
[
1
ΛUV
− 1
k
)]
'
'kΛUV χUV exp
(
− 4
3pi
γd
K2I
κc
1
k
)
,
(72)
where we introduced the retarded mass at the UV scale
χUV ≡ χ|k=ΛUV . The Ginzburg scale is found from Eq.
(72) as the momentum scale,
k = ΛG ' γt
γd
, (73)
where the value of the bare (ultraviolet) retarded mass,
χUV , is significantly altered by loop corrections (for k '
ΛG, the exponent in Eq. (72) is of the order of unity,
and the value of χUV has sizeably diminished), indicating
that the perturbative description breaks down. In order
to find ΛG, we replaced in the exponent of Eq. (72), the
microscopic values of the couplings (70).
We double-checked that the same result can be found
following the method provided in Ref. 1.
2. Estimate of ΛM
In the momentum window, ΛM < k < ΛG, critical
fluctuations become severe and they non-perturbatively
renormalize the RG flow of the couplings. In particular,
the Markovian noise level can receive several loop correc-
tions, which can affect the value of ΛM . For this reason,
a perturbative estimate from beta functions is inappro-
priate, and the estimate of ΛM requires the knowledge of
the FP, Eq. (56).
This should be contrasted with finite temperature
quantum criticality, where the de-Broglie momentum
scale, ΛdB ' T 1/z, is given from the outset, since tem-
perature is invariant under RG transformations.
In the following we provide an estimate on the upper
bound of ΛM .
As a first task, we compute the dependence of γ(k) on
the running scale, k, in the vicinity of the quantum fixed
point, Eq. (56). We consider βγ in the symmetric phase,
and we rescale all the couplings with their FP values,
besides γ(k) itself,
k∂kγ = −4g˜∗1
3γ + 2k2γd
3(1 + χ˜∗)2
, (74)
where we defined χ˜ = χk2KI . The solution of Eq. (74),
γ(k) = − 2a
3(2 + a)
γdk
2 + Ck−a, (75)
is parametrized in terms of the fixed point values of the
rescaled couplings, in particular: a = 4
κ˜∗cm˜
1∗
K
m˜∗R(1−m˜∗R/4)2 ,
C = (b+ γ˜∗) γdΛ2+aG (with b =
2a
3(2+a) ). The integration
constant C is determined imposing the boundary condi-
tion for Eq. (74) at the Ginzburg scale, γ(k = ΛG) =
γ˜∗γdΛ2G.
The strategy adopted to integrate Eq. (74), is based on
the idea that for for k . ΛG, the running couplings fol-
low the scaling behaviour dictated by the quantum fixed
point. Accordingly, the estimate for γ(k) cannot hold for
momenta, k  ΛM .
We point out that in a realistic scenario, the couplings
do not abruptly acquire their fixed point values at exactly
k = ΛG (as we implicitly assumed in the solution of Eq.
(74)), but in fact this should occur at some momentum,
k ' pΛG, with p < 1. Indeed, looking (with this more
general boundary condition for Eq. (74)) for the momen-
tum scale k, where the matching γ(k) ' 2γdk2 occurs,
we find, with the help of Eq. (75),
ΛM = pΛG
(
γ˜∗ + b
2 + b
) 1
2+a
. (76)
Substituting the FP values of the rescaled couplings,
(56), in Eq. (76), we can extract the upper value esti-
mate, ΛM . 0.25ΛG (p = 1).
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V. CONCLUSIONS AND OUTLOOK
In non-equilibrium classical criticality novel and richer
phase diagrams of many-body driven systems (e.g. di-
rected percolation, KPZ models, etc) are realised when
the fluctuation dissipation relation is explicitly broken
in the stationary state or in the dynamics4–6. In this
work, we constructed a quantum dynamical field theory
within the Keldysh formalism with the goal of analysing
a non-equilibrium dynamical analog of quantum phase
transitions. In particular, we considered a driven sys-
tem coupled to an environment and constrained to low
dimensionality, where fluctuations and non-linear noise
effects can affect non-equilibrium critical behaviour.
Concretely, we considered a driven-dissipative Bose gas
close to its critical point, and we have shown that tailor-
ing a diffusion Markov noise, Bose condensation can be
achieved in one dimension, representing a driven analog
of zero-temperature quantum criticality.
We have found the associated fixed point from func-
tional renormalization for driven open systems32, and ex-
tracted the set of independent critical exponents, which
characterize the universality class of this novel out-of-
equilibrium critical regime.
The salient features of the new critical regime are the
survival at infrared scales of quantum coherent effects,
present already in the Lindbladian microscopic formula-
tion of the model, and of the microscopic driven nature of
the system, which breaks detailed balance. These find-
ings constitute an important novelty in the domain of
non-equilibrium criticality, since thermalization and de-
coherence are expected to dominate the long wave-length
physics, as reported in a broad variety of cases ranging
from non-linear quantum optical to condensed matter
systems34,93–98.
In particular, the absence of thermalization at the
critical point, is a hallmark of the qualitative difference
between the universality class discussed in this work
and the one associated to the dissipative condensation
transition in three dimensions (with flat Markov noise),
which constitutes its natural partner in higher dimen-
sions.
We close with some perspectives. From the techni-
cal side, it is tempting to study the N → ∞ limit of
a driven-dissipative quantum action equipped with an
order parameter with N components (O(N) models), in
order to ground on the basis of exact results (the N →∞
limit is usually exactly solvable2) the mismatch between
the classical and quantum value of the correlation length
critical exponent, ν, for driven-dissipative criticality. An-
other attempt in this direction could use recent numerical
advances concerning the study of the phase diagrams of
driven-dissipative spin models127. An accurate numer-
ical analysis could serve to properly ground, in a vari-
ety of situations, the physical conditions for the absence
of a mapping between critical quantum non-equilibrium
behaviour in low dimensions and its higher dimensional
classical counterparts. These studies would also have the
potential to scrutinise whether the absence of a map-
ping between quantum and classical critical behaviour
out-of-equilibrium is a general feature or only a peculiar
property of the fixed point analysed in this work
An other interesting direction is to inspect whether
quantum fixed points different from the one elucidated in
this work, can be accessed with non-equilibrium drivings
other than the diffusion Markov noise considered here.
In the presence of non-trivial conserved quantities,
novel protocols to discover non-equilibrium quantum
criticality can motivate further applications of the quan-
tum dynamical field theory and of its associated open
system-FRG. However, a first necessary technical step
would be to refine the truncation, Eq. (38), introducing
marginal operators, as it has been already done for the
driven semi-classical condensation transition100. This
might be technically challenging, since any sextic com-
bination of the classical and quantum fields, respecting
the causality structure of the Keldysh action, is allowed
in this augmented truncation.
Finally, we also mention that the techniques developed
here might find an application in emergent quantum
criticality of paired states of fermions, generated by
dissipation and noise engineering128. In particular,
such systems can exhibit purely noise induced critical
points129,130 at finite particle density in both pure or
mixed states, where the impact of fluctuations beyond
mean field is yet unaddressed.
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A. LOOP CORRECTIONS TO QUARTIC COUPLINGS
In this Appendix we briefly summarise the strategy adopted to extract FRG corrections to momentum independent
couplings. In order to make the following presentation concise, we focus on new technical aspects, referring to 120
for general properties of functional renormalization, and to Ref. 100 for its application to critical driven open systems.
In order to extract corrections to momentum independent couplings, we can manipulate Wetterich’s equation, Eq.
(33), in a form which resembles the more familiar one-loop effective potential of equilibrium field theories (see in
particular Appendix C of Ref. 100),
1
Ω
∂tΓk,cq =
i
2
Tr ∂˜t log(Γ
(2)
k +Rk) =
i
2
∫
Q
∂˜t log detcq(ω, q
2), (77)
where ∂˜t ≡ ∂tRk,K¯∂Rk,K¯ +∂tR∗k,K¯∂R∗k,K¯ , Ω is the quantization volume, and
∫
Q
=
∫
dωddq
(2pi)d+1
. With the shorthand nota-
tion detcq(ω, q
2) ≡ det(Pcq + Rk(q2)) (employed already in Ref. 100), we labelled the regularized inverse propagator
propagator, Γ
(2)
k , in the presence of interactions, Γ
int
k (cf. Eq. (38)).
Pcq is a 4 × 4 matrix for a O(2) field theory formulated in the Keldysh language, and the subscripts c, q indicate
that detcq(ω, q
2) is a function of the homogeneous and constant background classical (φc and φ
∗
c) and quantum fields
(φq and φ
∗
q). We used the same label of the classical and quantum fields for the background fields configuration, in
order to lighten notation.
We now expand log detcq(ω, q
2) in a Taylor series around a classical stationary fixed field configuration (φc 6= 0,
φ∗c 6= 0, φ∗q = 0, φq = 0, to which we refer in the following with the shorthand ’ss’),
log detcq(ω, q
2) = a1 + a2φq + a3φ
∗
q + a4φqφ
∗
q +
a5
2
φ2q +
a6
2
(φ∗q)
2+
+
1
3!
(a7φ
3
q + a8(φ
∗
q)
3 + 3a9φ
2
qφ
∗
q + 3a10φq(φ
∗
q)
2) +
a11
4!
(φqφ
∗
q)
2 + ...
(78)
We now show that the coefficients of the expansion (78) provide RG corrections to quartic couplings.
We start considering RG corrections to the classical coupling gc, for which we require the coefficients, a2 and a3, of
the linear terms in the quantum field in Eq. (78):
a2 =
∂
∂φq
ln detcq(ω, q
2)|ss =
(∂φq detcq(ω, q2)
detcq(ω, q2)
)∣∣∣
ss
=
1
detc(ω, q2)
∂φq detcq(ω, q
2)|ss ≡ Aq(ω, q
2)
detc(ω, q2)
, (79)
a3 =
1
detc(ω, q2)
∂φ∗q detcq(ω, q
2)|φq=0,φ∗q=0 ≡
Aqs(ω, q
2)
detc(ω, q2)
. (80)
Notice that above we introduced the classical determinant detc(ω, q
2) = detcq(ω, q
2)|φq=0,φ∗q=0, which is a function of
ρc = φ
∗
cφc, and we labelled derivatives of detcq(ω, q
2) with respect to φq and φ
∗
q , with the shorthand Aq, Aqs, which,
as a consequence of U(1) invariance, can be rewritten respectively as Aq = φ
∗
cf(ρc) and Aqs = φcg(ρc), where f , g
are two functions of the sole classical density ρc. The use of densities is a customary choice for FRG studies in the
symmetric phase100,120.
It is now easy to extract, for instance, the beta function of the classical coherent coupling, λc, projecting the
left-hand side of Eq. (77) onto the associated classical quartic term in Eq. (38): this means to compute the following
derivative, evaluating ρc at its BEC-condensed value, ρc = ρ0:
∂tλc =
1
2
(
∂2
∂ρcq∂ρc
+
∂2
∂ρqc∂ρc
)
[
1
Ω
∂tΓk,cq]|ρc→ρ0 =
i
2
∫
Q
∂˜t
1
2
∂
∂ρc
(
f(ω, q2, ρc)
detc(ω, q2)
+
g(ω, q2, ρc)
detc(ω, q2)
) ∣∣∣
ρc→ρ0
= ∆λc, (81)
where we replaced the field combination φ2cφ
∗
cφ
∗
q (and its complex conjugate) with its density representation, ρcρcq
(ρcρqc), where ρcq = φcφ
∗
q (and ρqc = ρ
∗
cq).
With analogue procedure we find for κc,
∂tκc =
i
2
∂
∂ρc
(
∂
∂ρqc
− ∂
∂ρcq
)
[
1
Ω
∂tΓk,cq]|ρc→ρ0 =
1
2
∫
Q
∂˜t
1
2
∂
∂ρc
(
f(ω, q2, ρc)
detc(ω, q2)
− g(ω, q
2, ρc)
detc(ω, q2)
) ∣∣∣
ρc→ρ0
= ∆κc. (82)
27
Both in Eqs. (81) and (82), the derivative wrt to the RG time, t, and frequency/momentum integration are taken
following the standard steps outlined in Ref. 100.
For the quantum coupling, gq, we proceed in a similar fashion, and we find for instance, for the real part λq (we
are dropping in the following the (ω, q2) and ρc dependences)
∂tλq =
1
2
(
∂2
∂ρq∂ρcq
+
∂2
∂ρq∂ρqc
)
[
1
Ω
∂tΓk,cq]
∣∣
ρc→ρ0 =
=
i
2
∫
Q
1
2
∂˜t
( 1
det3c
ρ0
2
fg(f + g)− 1
2 det2c
ρ0
2
(h∗f + hg)− 1
det2c
(R(fAq,qs) +
ρc
2
Q(fAq,qs) +R(gAq,qs) +
ρc
2
Q(gAq,qs))+
+
1
2 detc
(R(l) +
ρc
2
Q(l) +R(l∗) +
ρc
2
Q(l∗))
)∣∣∣
ρc→ρ0
= ∆λq.
(83)
In Eq. (83) several new labels have been introduced: h(ρc) is defined from Aq,qAqsφ
2
qφ
∗
q ≡ (φ∗c)2φcφ2qφ∗qg(ρc)h(ρc)
(h∗(ρc) is its complex conjugate); l(ρc) is defined from Aq,q,qsφ2qφ
∗
q ≡ φ∗cφ2qφ∗q l(ρc) (l∗(ρc) is its complex conjugate);
the following concise notation for the derivatives with respect to quantum fields has been adopted, Aα1,α2,...,αj ≡
∂jα1,α2,...,αj detcq |ss, where α = q, qs, and ∂q is the short notation for ∂φq , while ∂qs for ∂φ∗q ; R(X(ρc)) and Q(X(ρc))
stand respectively for the polynomial remainder and quotient ofX(ρc) with respect to to the classical density ρc; finally,
wherever a combination φ∗qφqφ
∗
cφc occurs, we adopted the following symmetrization φ
∗
qφqφ
∗
cφc → 12 (ρcρq + ρcqρqc),
since φ∗qφqφ
∗
cφc could be ambiguously written as ρcρq or ρcqρqc.
A similar expression to Eq. (83) holds for ∂tκq, while in order to compute ∂tγ and ∂tg1 only the coefficient a4 is
involved. It is important that the condensate density ρ0 has been subtracted in Eq. (38), since it cancels spurious
contributions coming from ∂tgc to ∂tρ0, or from ∂tg2 to ∂tγ, that would arise following the computation procedure
discussed so far (see for similar aspects Ref. 100).
Corrections associated to g2 come from the coefficients a5 and a6, which are respectively proportional to φ
2
q and
φ2∗q . Finally, we need a11 to extract ∂tg3. All these computations follows a lengthy, yet direct, generalization of the
procedure employed to compute λq in Eq. (83).
The software MATHEMATICA has been employed to finalize the computations outlined in this Appendix and find
the beta functions discussed in the main text, as well as the quantum FP, (56), and its stability matrix.
B. ANOMALOUS DIMENSIONS
In this Appendix we briefly summarise the strategy adopted to extract FRG corrections to the kinetic coefficients
and to γd, which are the momentum dependent couplings. From these corrections, we compute the anomalous
dimensions introduced in Sec. III C. Like for Appendix A, we focus on new technical aspects, referring to 120 and to
100 for more conventional technical steps.
We start with the formulas provided in Ref. 100:
ηZR = Re ηZ = −1
2
∂ω tr(σy∂˜tΣ
R(Q))|Q=(ω,q)=0,
ηZI = Im ηZ = − i
2
∂ω tr(∂˜tΣ
R(Q))|Q=(ω,q)=0,
η¯KR = −
1
2KR
∂2q ∂˜t(Σ
R
22(Q))|Q=(ω,q)=0,
η¯KI = −
1
2KI
∂2q ∂˜t(Σ
R
12(Q))|Q=(ω,q)=0.
(84)
We find for them explicitly
η¯KR = −
2
piKR
k3
∑
a,b
ab∂a∂b+σ
R
22+
∣∣
q=0,p=k
− k
3
piKR
∑
a
∂2q |q=0(∂aσR22+|z+=0,pa=ak2 + ∂aσR22−|z−=0,pa=ak2)a,
η¯KI = −
2
piKI
k3
∑
a,b
ab∂a∂b+σ
R
12+
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q=0,p=k
− k
3
piKI
∑
a
∂2q |q=0(∂aσR12+|z+=0,pa=ak2 + ∂aσR12−|z−=0,pa=ak2)a,
(85)
where a, b = KR,KI , the abbreviation ∂a stands for ∂pa(x) and ∂a± ≡ ∂pa(x±), x± ≡ |p±q|2, z± ≡ (x±−k2)θ(x±−k2)
and σi,j indicates the frequency-integrated self-energy,
∫
dω
2piΣi,j (recall that Σ is in the Keldysh basis a 4× 4 matrix,
28
whose entries depend on frequency and momentum; for the explicit expression see Eq. (86) below). This nomenclature
has been chosen consistently with previous FRG literature100,101.
Because of the additional momentum dependence coming from quantum diffusion, we find an additional correction
(second term in the RHS of Eq. (85)) to the results provided in100. In particular, ∂2q suppresses γd-independent terms,
and selects only contributions coming from noise diffusion.
For the anomalous dimension of γ¯d we get η¯γd =
1
8iγd
∂q2 ∂˜t
(
ΣK11 + Σ
K
22
) |q=0, which can be manipulated, like
η¯{KR,KI}, following Appendix C of Ref. 100, resulting in expressions analogous to Eqs. (85).
We now report the expressions of the self-energies involved in the computations of the anomalous dimensions (we
define P+ = P +Q, where P = (p, ω
′))
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K(P )vI4G
R(P+)v
III
4 +G
R(P )vIII4 G
K(P+)v
I
4 +G
K(P )vII4 G
A(P+)v
I
4+
+GR(P )vIV4 G
A(P+)v
I
4 +G
A(P )vI4G
K(P+)v
II
4 +G
A(P )vI4G
R(P+)v
IV
4
)
,
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where for the interaction vertices we have
vII1 =
(
3
√
2λc
√
ρ0 −3
√
2κc
√
ρ0√
2κc
√
ρ0
√
2λc
√
ρ0
)
, vIII1 =
(
3
√
2λc
√
ρ0
√
2κc
√
ρ0
−3√2κc√ρ0
√
2λc
√
ρ0
)
, vIV1 =
(
−4i√2√ρ0g1 0
0 −4i√2√ρ0g1
)
,
vII2 =
(√
2κc
√
ρ0
√
2λc
√
ρ0√
2λc
√
ρ0 −
√
2κc
√
ρ0
)
, vIV2 = v
II
2 ,
vI3 =
(
3
√
2λc
√
ρ0
√
2κc
√
ρ0√
2κc
√
ρ0
√
2λc
√
ρ0
)
, vII3 =
(
−4i√2g1√ρ0 0
0 0
)
= vIII3 , v
IV
3 =
(
3
√
2λq
√
ρ0
√
2κc
√
ρ0√
2κq
√
ρ0
√
2λq
√
ρ0
)
,
vI4 =
(
−3√2κc√ρ0
√
2λc
√
ρ0√
2λc
√
ρ0 −
√
2κc
√
ρ0
)
, vII4 =
(
0 −4i√2g1√ρ0
0 0
)
, vIII4 =
(
0 0
−4i√2g1√ρ0 0
)
,
vIV1 =
(√
2
√
ρ0κq
√
2
√
ρ0λq√
2
√
ρ0λq 3
√
2
√
ρ0κq
)
.
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