We provide a unified and self-contained treatment of several of the recent uniqueness theorems for the group measure space decomposition of a II 1 factor. We single out a large class of groups Γ, characterized by a one-cohomology property, and prove that for every free ergodic probability measure preserving action of Γ the associated II 1 factor has a unique group measure space Cartan subalgebra up to unitary conjugacy. Our methods follow closely a recent article of Chifan-Peterson, but we replace the usage of Peterson's unbounded derivations by Thomas Sinclair's dilation into a malleable deformation by a one-parameter group of automorphisms.
Introduction and main results
A fundamental problem in the theory of von Neumann algebras is the classification of group measure space II 1 factors L ∞ (X)⋊Γ in terms of the initial free ergodic probability measure preserving (pmp) action Γ (X, µ). This problem breaks up in two very different parts. Given an isomorphism L ∞ (X) ⋊ Γ ∼ = L ∞ (Y ) ⋊ Λ one first studies whether L ∞ (X) and L ∞ (Y ) are unitarily conjugate. If so this implies that the orbit equivalence relations R(Γ X) and R(Λ Y ) are isomorphic, leading to the second problem of classifying group actions up to orbit equivalence. This paper deals with the first of these two problems: the uniqueness up to unitary conjugacy of the Cartan subalgebra
A Cartan subalgebra A of a II 1 factor M is a maximal abelian von Neumann subalgebra for which the group of unitaries normalizing A, i.e. {u ∈ U (M ) | uAu * = A}, generates the whole of M . If Γ (X, µ) is a free ergodic pmp action, then L ∞ (X) ⊂ L ∞ (X) ⋊ Γ is a Cartan subalgebra. Not all Cartan subalgebras in a II 1 factor can be realized in this way. If they can, we call them group measure space Cartan subalgebras.
By [CFW81] the hyperfinite II 1 factor R has a unique Cartan subalgebra up to conjugacy by an automorphism of R. Until recently no other uniqueness theorems for Cartan subalgebras were known. A first breakthrough was realized by Ozawa and Popa in [OP07] who proved that the II 1 factors M = L ∞ (X) ⋊ Γ coming from profinite free ergodic pmp actions of a direct product of free groups Γ = F n 1 × · · · × F n k , have a unique Cartan subalgebra up to unitary conjugacy. In a second article [OP08] Ozawa and Popa establish the same result for all profinite actions of groups Γ satisfying the complete metric approximation property and a strong form of the Haagerup property. This includes lattices in direct products of SO(n, 1) and SU(n, 1). Peterson then showed in [Pe09] that M = L ∞ (X) ⋊ Γ has a unique group measure space Cartan subalgebra whenever Γ (X, µ) is a profinite action of a free product Γ 1 * Γ 2 where Γ 1 does not have the Haagerup property and where Γ 2 = {e}.
In the joint article [PV09] with Sorin Popa, we introduced a family of amalgamated free product groups Γ = Γ 1 * Σ Γ 2 such that for every free ergodic pmp action Γ (X, µ), the II 1 factor M := L ∞ (X) ⋊ Γ has a unique group measure space Cartan subalgebra up to unitary conjugacy. The family of groups covered by [PV09] consists of the amalgamated free products Γ = Γ 1 * Σ Γ 2 such that Σ is amenable and weakly malnormal (3) in Γ and such that Γ either admits a nonamenable subgroup with the relative property (T) or admits two commuting nonamenable subgroups. In particular the result holds for all free products Γ 1 * Γ 2 where Γ 1 is an infinite property (T) group and Γ 2 = {e}.
Combining the uniqueness of the group measure space Cartan subalgebra with existing orbit equivalence superrigidity results from [Po05, Ki09] , we proved in [PV09] several W * -superrigidity theorems: a free ergodic pmp action Γ (X, µ) is called W * -superrigid if the II 1 factor M = L ∞ (X)⋊Γ entirely remembers the group action. This means that whenever M = L ∞ (Y ) ⋊ Λ, the groups Γ and Λ are isomorphic and their actions are conjugate.
In [FV10] we proved a similar unique group measure space decomposition theorem for all free ergodic pmp actions of certain HNN extensions Γ = HNN(H, Σ, θ), where Σ is amenable and Γ satisfies a rigidity assumption as above. In [HPV10] we realized that also certain amalgamated free products Γ = Γ 1 * Σ Γ 2 over nonamenable groups Σ could be covered by the methods of [PV09] . Combined with a theorem of Kida [Ki09] we deduced in [HPV10] that every free ergodic pmp action of the group Γ = SL(3, Z) * Σ SL(3, Z) is W * -superrigid, when Σ < SL(3, Z) denotes the subgroup of matrices g with g 31 = g 32 = 0.
In the very recent article [CP10] , Chifan and Peterson proposed a more conceptual framework to prove the uniqueness of the group measure space decomposition. Their theorem covers all groups Γ that admit a nonamenable subgroup with the relative property (T) and that admit an unbounded 1-cocycle into a mixing orthogonal representation. The latter means that there exists an orthogonal representation π : Γ → O(H R ) and an unbounded map b : Γ → H R satisfying b(gh) = b(g)+π(g)b(h) for all g, h ∈ Γ, such that for all ξ, η ∈ H R we have π(g)ξ, η → 0 as g → ∞. Typical examples arise as free products Γ = Γ 1 * Γ 2 containing a nonamenable subgroup with the relative property (T). But Chifan and Peterson cover as well direct products Γ × Γ ′ of such groups. This fits perfectly with Monod-Shalom's orbit equivalence rigidity theorems for direct product groups (see [MS02] ) and leads to new W * strong rigidity results.
Amalgamated free products and HNN extensions also admit unbounded 1-cocycles into orthogonal representations π through the action on their Bass-Serre tree, but these representations π are only mixing relative to the amalgam Σ. In this paper we generalize Chifan-Peterson's result to groups that admit an unbounded 1-cocycle into an orthogonal representation that is mixing relative to a family of amenable subgroups. As such we obtain a unified treatment for all the uniqueness theorems of the group measure space decomposition in [PV09, FV10, HPV10, CP10] .
Although our methods are very close to those in [CP10] , we do not use Peterson's technique of unbounded derivations ([Pe06] and [OP08, Section 4]), but rather their dilation into a malleable deformation in the sense of Popa, as proposed by Thomas Sinclair [Si10] . In this way our approach becomes more elementary and we can more directly apply the methods from Popa's deformation/rigidity theory (see [Po06a, Va10] for an overview).
Σ i /Σ i−1 has the Haagerup property.
We say that an orthogonal representation π : Γ → O(H R ) is mixing relative to a family S of subgroups of Γ if the following holds: for all ξ, η ∈ H R and ε > 0 there exist a finite number of g i , h i ∈ Γ and Σ i ∈ S such that | π(g)ξ, η | < ε for all g ∈ Γ − n i=1 g i Σ i h i . Definition 1.1. We consider three classes of countable groups Γ that admit an unbounded 1-cocycle b : Γ → H R into an orthogonal representation π : Γ → O(H R ) that is mixing relative to a family S of subgroups of Γ, with b being bounded on every Σ ∈ S. These three classes correspond to imposing a rigidity on Γ versus a softness on the groups in S.
Class C. Γ has a nonamenable subgroup with the relative property (T) and the groups in S are amenable.
Class D. Γ has an infinite subgroup with the plain property (T) and the groups in S are anti-(T).
Class E. Γ has two commuting nonamenable subgroups, the groups in S are amenable and π is weakly contained in the regular representation.
We also consider the classes C 2 , respectively D 2 , consisting of direct products Γ 1 × Γ 2 where both Γ i ∈ C, respectively both Γ i ∈ D. The groups Γ i come with a family S i of subgroups and we consider the family S of subgroups of Γ of the form
The following is our main theorem. Given a group Γ in any of the classes introduced above, we 'locate' any possible group measure space Cartan subalgebra B of any crossed product A ⋊ Γ and prove that it must have an intertwining bimodule into A ⋊ Σ for some Σ ∈ S. We refer to Theorem 2.1 below for the definition of Popa's intertwining bimodules and the corresponding notation ≺. If the groups Σ ∈ S are moreover finite or sufficiently nonnormal, it follows that L ∞ (X) ⋊ Γ has a unique group measure space Cartan subalgebra up to unitary conjugacy for all free ergodic pmp actions Γ (X, µ), see Theorem 1.3. If moreover Γ (X, µ) is orbit equivalence superrigid, the action Γ (X, µ) follows W*-superrigid in the sense that the II 1 factor L ∞ (X) ⋊ Γ entirely remembers the group action that it was constructed from. Theorem 1.2. Let Γ be a group in C ∪ D ∪ E ∪ C 2 ∪ D 2 together with its family S of subgroups as in Definition 1.1.
Let M be a II 1 factor of the form M = A ⋊ Γ where A is of type I. Let p ∈ M be a projection and assume that pM p = B ⋊ Λ is another crossed product decomposition with B being of type I. Then there exists Σ ∈ S such that B ≺ A ⋊ Σ. Theorem 1.2 is sufficiently general to cover all the uniqueness theorems of group measure space Cartan subalgebras from [PV09, FV10, HPV10, CP10] . The precise formulation goes as follows.
We say that Σ ⊂ Γ is a weakly malnormal subgroup if there exist g 1 , . . . , g n ∈ Γ such that n k=1 g k Σg −1 k is finite. We say that Σ ⊂ Γ is relatively malnormal if there exists a subgroup Λ < Γ of infinite index such that gΣg −1 ∩ Σ is finite for all g ∈ Γ − Λ.
We consider amalgamated free products Γ 1 * Σ Γ 2 and call them nontrivial when Γ 1 = Σ = Γ 2 . We also consider HNN extensions HNN(H, Σ, θ) w.r.t. a subgroup Σ < H and an injective group homomorphism θ : Σ → H, generated by a copy of H and an extra generator t satisfying tσt −1 = θ(σ) for all σ ∈ Σ. Theorem 1.3. For all of the following groups Γ and arbitrary free ergodic pmp actions Γ (X, µ), the II 1 factor M = L ∞ (X) ⋊ Γ has a unique group measure space Cartan subalgebra up to unitary
denotes the subalgebra of diagonal matrices.
1. Any of the groups Γ ∈ C ∪D∪E ∪C 2 ∪D 2 such that the family S consists of relatively malnormal subgroups of Γ.
2. [CP10, Corollary 5.3]. Any of the groups Γ ∈ C ∪ D ∪ E ∪ C 2 ∪ D 2 such that the family S is reduced to {{e}}, i.e. the case where the orthogonal representations are mixing.
3. [PV09, Theorem 5.2]. Γ is a nontrivial amalgamated free product Γ 1 * Σ Γ 2 where Σ is amenable and weakly malnormal in Γ and where Γ admits a nonamenable subgroup with the relative property (T) or admits two commuting nonamenable subgroups.
[HPV10, Theorem 5].
Γ is a nontrivial amalgamated free product Γ 1 * Σ Γ 2 where Σ is anti-(T) and weakly malnormal in Γ and where Γ admits an infinite subgroup with property (T).
5. [FV10, Theorem 4.1]. Γ is an HNN extension HNN(H, Σ, θ) such that Σ is amenable and weakly malnormal in Γ and such that Γ admits a nonamenable subgroup with the relative property (T) or admits two commuting nonamenable subgroups.
Ideally Theorem 1.3 could hold for all groups Γ in C ∪ D ∪ E ∪ C 2 ∪ D 2 for which S consists of weakly malnormal subgroups of Γ, but we were unable to prove such a statement.
As in [OP07, Corollary 4.4] and [PV09, Theorem 1.4] we also get plenty of II 1 factors that have no group measure space Cartan subalgebra.
Theorem 1.4. Let Γ be any of the groups in Theorem 1.3 and assume moreover that Γ has infinite conjugacy classes (icc). Let Γ (X, µ) be an ergodic pmp action that is not essentially free. Denote M = L ∞ (X) ⋊ Γ and observe that M is a II 1 factor. This includes the case where X is one point and M = LΓ. The II 1 factors M t , t > 0, have no group measure space decomposition.
In [Ki10] Kida proves measure equivalence rigidity theorems for amalgamated free product groups Γ. Such results are complementary to uniqueness theorems for the group measure space Cartan subalgebra since the latter reduce a W*-equivalence to an orbit equivalence to which the measure equivalence rigidity theorems can be applied. It is therefore interesting to notice that Kida does not use the 1-cocycle that goes with the action of Γ on the Bass-Serre tree T , but rather the very much related map that associates to three distinct points of x, y, z ∈ ∂T the unique vertex of the tree where the three geodesics x y, y z and z x meet.
We have made the choice to write an essentially self-contained article with rather elementary proofs. This means that we provide detailed arguments for a number of lemmas that are well known to some experts. It also gives us the occasion to reprove a number of results, e.g. Peterson's theorem on the solidity of certain group von Neumann algebras, see Theorem 3.6.
Structure of the proofs
Let M be a II 1 factor of the form M = L ∞ (X) ⋊ Γ, where Γ is a countable group and b : Γ → H R is an unbounded 1-cocycle into an orthogonal representation π : Γ → O(H R ). We assume that π is mixing relative to a family S of subgroups of Γ and that b is bounded on every Σ ∈ S. Following [BO08, Definition 15.1.1] we call a subset F ⊂ Γ small relative to S when F can be written as a finite union of subsets of the form gΣh, g, h ∈ Γ, Σ ∈ S.
Associated with (b, π) is the conditionally negative type function ψ(g) = b(g) 2 and the semigroup group (ϕ t ) t>0 of completely positive maps
Assume that M = L ∞ (Y ) ⋊ Λ is another group measure space decomposition. Also assume that Γ satisfies a rigidity assumption, like the presence of a nonamenable subgroup with the (relative) property (T) or the presence of two commuting nonamenable subgroups.
• It is of course impossible to prove that Λ automatically inherits similar rigidity properties as Γ has. Nevertheless the transfer of rigidity principle from [PV09] allows to prove that there exists a sequence of group elements s n ∈ Λ such that ϕ t → id in · 2 -norm uniformly on {v sn | n ∈ N}. Also the sequence can be taken 'large enough' in the sense that v sn asymptotically leaves all the subspaces spanned by {au k | a ∈ L ∞ (X), k ∈ F} for any fixed subset F ⊂ Γ that is small relative to S. These matters are dealt with in Proposition 5.1 and Lemma 6.2. The 'larger' the subgroups in S are allowed to be, the stricter the rigidity assumption on Γ must be.
• The unitaries v sn normalize the abelian von Neumann subalgebra L ∞ (Y ) and the deformation ϕ t converges to the identity uniformly on the (v sn ) n∈N . In Theorem 4.1 we prove that then ϕ t must converge to the identity uniformly on the unit ball of L ∞ (Y ). It is illustrative to compare Theorem 4.1 and its proof to the following group theoretic result inspired by [CTV06] . Let b : Γ → H R be a 1-cocycle into an orthogonal representation π : Γ → O(H R ) that is mixing relative to a family S of subgroups of Γ. Assume that b is bounded on every subgroup Σ ∈ S. We say that a sequence (g n ) tends to infinity relative to S if (g n ) eventually leaves every subset of Γ that is small relative to S. Whenever H < Γ is an abelian subgroup that is normalized by a sequence (g n ) tending to infinity relative to S and on which b is bounded, then the 1-cocycle b is bounded on H. The proof consists of two cases. Put κ = sup n b(g n ) < ∞. Case 1. There is no h ∈ H such that the sequence g n hg −1 n tends to infinity relative to S. We show that b(h) ≤ 2κ for all h ∈ H. To prove this statement, fix h ∈ H. Since g n hg −1 n does not tend to infinity relative to S, we can pass to a subsequence and find γ, γ ′ ∈ Γ and Σ ∈ S such that g n hg −1 n ∈ γΣγ ′ for all n. Since b is bounded on Σ, there exists a vector
because (g n ) tends to infinity relative to S and π is mixing relative to S. We have shown that
Case 2. There exists h 0 ∈ H such that the sequence h n := g n h 0 g −1 n tends to infinity relative to S. Put κ 1 = 2κ + b(h 0 ) . Note that b(h n ) ≤ κ 1 for all n. We show that b(h) ≤ 2κ 1 for all h ∈ H. To prove this statement, fix h ∈ H. Since H is abelian, we have h = h n hh −1 n and hence
We have shown that b(h) ≤ 2κ 1 for all h ∈ H.
• From the previous step we know that ϕ t → id in · 2 -norm uniformly on the unit ball of L ∞ (Y ). We argue by contradiction that there exists
If the statement is false Lemma 2.4 provides a sequence of unitaries b n ∈ L ∞ (Y ) such that b n asymptotically leaves all the subspaces spanned by {au k | a ∈ L ∞ (X), k ∈ F} for any fixed subset F ⊂ Γ that is small relative to S.
By [CP10, Theorem 2.5] -for which we provide a self-contained proof as Theorem 3.10 belowit follows that ϕ t → id in · 2 -norm uniformly on the unit ball of the normalizer of L ∞ (Y ), i.e. on the unit ball of the whole of M . This is absurd because the 1-cocycle b was assumed to be unbounded.
Also Theorem 3.10 and its proof can be illustrated by a well known group theoretic fact. Let b : Γ → H R be a 1-cocycle into an orthogonal representation π : Γ → O(H R ) that is mixing relative to a family S of subgroups of Γ. Assume that H < Γ is a subgroup of Γ on which the cocycle is bounded. Denote by N Γ (H) the normalizer of H inside Γ. If H contains a sequence (h n ) tending to infinity relative to S (meaning that (h n ) eventually leaves every subset of Γ that is small relative to S), then b is bounded on N Γ (H). The proof of this fact goes as follows.
Put κ = sup h∈H b(h) < ∞. We show that b(g) ≤ 2κ for all g ∈ N Γ (H). To prove this statement fix g ∈ N Γ (H). Write k n := g −1 h −1 n g and note that k n ∈ H. By construction g = h n gk n . Therefore
It follows that b(g) ≤ 2κ for all g ∈ N Γ (H).
• Once we know that 
Popa's intertwining-by-bimodules
We first recall Popa's intertwining-by-bimodules theorem.
Theorem 2.1 ([Po03, Theorem 2.1 and Corollary 2.3]). Let (M, τ ) be a von Neumann algebra with a faithful normal tracial state τ . Assume that p ∈ M is a projection and that P ⊂ M and B ⊂ pM p are von Neumann subalgebras with B being generated by a group of unitaries G ⊂ U (B). Then the following two statements are equivalent.
• There exists a nonzero partial isometry v ∈ M 1,n (C) ⊗ pM and a, possibly non-unital, normal
• There is no sequence of unitaries (b n ) in G satisfying E P (xb n y) 2 → 0 for all x, y ∈ M .
We write B ≺ P if these equivalent conditions hold.
Note that when the von Neumann algebra M is non separable, sequences have to be replaced by nets in the formulation of Theorem 2.1.
Throughout this section we fix a trace preserving action Γ (N, τ ) and denote M = N ⋊ Γ. We assume that S is a family of subgroups of Γ. Following [BO08, Definition 15.1.1] we say that a subset F ⊂ Γ is small relative to S if F can be written as a finite union of subsets of the form gΣh, g, h ∈ Γ, Σ ∈ S. Whenever F ⊂ Γ we denote by P F the orthogonal projection of L 2 (M ) onto the closed linear span of {au g | a ∈ N, g ∈ F}.
Definition 2.2. Whenever V ⊂ M is a norm bounded subset, we write V ⊂ approx N ⋊ S if for every ε > 0 there exists a subset F ⊂ Γ that is small relative to S such that
Lemma 2.3. Let V ⊂ M be a norm bounded subset satisfying V ⊂ approx N ⋊ S. Then for all x, y ∈ M we have xVy ⊂ approx N ⋊ S.
If (v i ) is a bounded net in M satisfying P F (v i ) 2 → 0 for every subset F ⊂ Γ that is small relative to S, then P F (xv i y) 2 → 0 for every x, y ∈ M and every subset F ⊂ Γ that is small relative to S.
Proof. To prove the first statement, by symmetry it suffices to show that xV ⊂ approx N ⋊ S. We may assume that x ∈ (M ) 1 and V ⊂ (M ) 1 . Choose ε > 0. Take a finite subset F 0 ⊂ Γ and elements (a g ) g∈F 0 of N such that x 0 := g∈F 0 a g u g satisfies x − x 0 2 ≤ ε/2. Put κ = max{ a g | g ∈ F 0 }. Take a subset F ⊂ Γ that is small relative to S and such that P Γ−F (b) 2 ≤ ε/(2|F 0 |κ) for all b ∈ V. Define the subset F 1 := F 0 F and note that F 1 is small relative to S. We claim that
This proves the claim and hence also the first statement in the lemma.
To prove the second statement, we can approximate x and y by linear combinations of au g , a ∈ N , g ∈ Γ. Using the Kaplansky density theorem we may assume that x = u g and y = u h . But then
and we are done.
The following lemma is essentially contained in [Po03] and [Va07, Remark 3.3]. To keep this paper self-contained we provide a short proof. The only reason that nets appear, is because we do not want to make the restriction that the family S is countable.
Lemma 2.4. Let p ∈ M be a projection and B ⊂ pM p a von Neumann subalgebra generated by a group of unitaries G ⊂ U (B). Then the following two statements are equivalent.
• For every Σ ∈ S we have B ≺ N ⋊ Σ.
• There exists a net of unitaries (w i ) in G such that P F (w i ) 2 → 0 for every subset F ⊂ Γ that is small relative to S.
Proof. If Σ ∈ S and B ≺ N ⋊ Σ, Theorem 2.1 yields a nonzero partial isometry v ∈ M 1,n (C) ⊗ pM and a normal * -homomorphism θ :
If (w i ) would be a net as in the second statement, Lemma 2.3 implies that (1 ⊗ P F )(v * w i v) 2 → 0 for every subset F ⊂ Γ that is small relative to S. This holds in particular for F = Σ so that
We arrive at the contradiction that v = 0.
Conversely assume that for every Σ ∈ S we have B ≺ N ⋊ Σ. Let F ⊂ Γ be a subset that is small relative to S and let ε > 0. We have to prove the existence of w ∈ G such that
Since for every k = 1, . . . , n we have B ≺ N ⋊ Σ k , the first criterion of Theorem 2.1 implies that B ≺ P . Then the second criterion in Theorem 2.1 provides a sequence of unitaries
Applying this to x = u * g k and y = u * h k , this means that P g k Σ k h k (w i ) 2 → 0. Hence P F (w i ) 2 → 0 and it suffices to take w = w i for i sufficiently large.
The following lemma clarifies the relation between the approximate containment ⊂ approx and the intertwining relation ≺.
Lemma 2.5. Let p ∈ M be a projection and B ⊂ pM p a von Neumann subalgebra. The following two statements are equivalent.
1. There exists a Σ ∈ S such that B ≺ N ⋊ Σ.
There exists a nonzero projection
Also the following two statements are equivalent.
a. For every nonzero projection q ∈ B ′ ∩ pM p there exists a Σ ∈ S such that Bq ≺ N ⋊ Σ.
Proof. 1 ⇒ 2. Take Σ ∈ S such that B ≺ N ⋊ Σ. Theorem 2.1 provides a nonzero partial isometry v ∈ M 1,n (C)⊗pM such that q := vv * belongs to B ′ ∩pM p and satisfies
We assume that for all Σ ∈ S we have B ≺ N ⋊ Σ. Then Lemma 2.4 provides a net of unitaries (w i ) in U (B) such that P F (w i ) 2 → 0 for every subset F ⊂ Γ that is small relative to S. Take a nonzero projection q ∈ B ′ ∩ pM p. We conclude from Lemma 2.3 that P F (w i q) 2 → 0 for every subset F ⊂ Γ that is small relative to S. Since w i q ∈ (Bq) 1 and w i q 2 = q 2 > 0 for all i, we see that (Bq) 1 is not approximately contained in N ⋊ S. a ⇒ b. By the assumption in statement a and using the already proven implication 1 ⇒ 2, we can take an orthogonal family of projections q i ∈ B ′ ∩pM p such that i q i = p and (
b ⇒ a. Assume that (B) 1 ⊂ approx N ⋊ S and let q ∈ B ′ ∩ pM p be a nonzero projection. We conclude from Lemma 2.3 that (Bq) 1 ⊂ approx N ⋊ S. The already proven implication 2 ⇒ 1 implies that there exists a Σ ∈ S such that Bq ≺ N ⋊ Σ.
Whenever p ∈ M is a projection and B ⊂ pM p is a von Neumann subalgebra we find as follows a unique projection q ∈ B ′ ∩ pM p such that (Bq) 1 ⊂ approx N ⋊ S and such that
Proposition 2.6. Let p ∈ M be a projection and B ⊂ pM p a von Neumann subalgebra generated by a group of unitaries G ⊂ U (B). Denote by Q the normalizer of B inside pM p. The set of projections
attains its maximum in a unique projection q ∈ P. This projection q belongs to Z(Q).
Moreover there exists a net of unitaries (w i ) in G such that P F (w i (p − q)) 2 → 0 for every subset F ⊂ Γ that is small relative to S.
Proof. Let q k ∈ B ′ ∩ pM p be a maximal orthonormal sequence of nonzero projections in P. Define q = k q k . It is easy to prove that q ∈ P. We prove that q is the maximum of P. Assume that q ′ ∈ P and that q ′ ≤ q. It follows that T :
Take S ∈ B ′ ∩ pM p such that T S is a nonzero spectral projection q ′′ of T . Note that the projection q ′′ is orthogonal to q and that the formula
together with Lemma 2.3 implies that (Bq ′′ ) 1 ⊂ approx N ⋊ S. This contradicts the maximality of the sequence (q k ). So, P attains its maximum in q ∈ P.
If u ∈ N pM p (B), the fact that (B) 1 q ⊂ approx N ⋊ S and Lemma 2.3 imply that u(B) 1 qu * ⊂ approx N ⋊ S. But u(B) 1 qu * = (B) 1 uqu * and it follows that uqu * ≤ q. Hence, q commutes with Q. In particular, q commutes with B so that q ∈ Q. Hence, q ∈ Z(Q).
By Lemma 2.4 it remains to prove that for all Σ ∈ S we have B(p − q) ≺ N ⋊ Σ. If the contrary would be true, the implication 1 ⇒ 2 in Lemma 2.5 provides a nonzero projection q ′ ∈ B ′ ∩ pM p such that q ′ ≤ p − q and such that (Bq ′ ) 1 ⊂ approx N ⋊ S. This contradicts the maximality of q.
Lemma 2.7. Assume that S 1 and S 2 are two families of subgroups of Γ. Define the family S consisting of the subgroups
Proof. It suffices to make the following observation: if F i ⊂ Γ are small relative to S i for i = 1, 2, then F 1 ∩ F 2 is small relative to S and
3 Malleable deformations coming from group 1-cocycles 3.1 Malleable deformation by a one-parameter group of automorphisms
is an orthogonal representation of a countable group Γ and b : Γ → H R is a 1-cocycle, i.e. a map satisfying
The function Γ → C : g → b(g) 2 is conditionally of negative type. Whenever Γ (N, τ ) is a trace preserving action and M = N ⋊ Γ, we get a semigroup (ϕ t ) t>0 of unital tracial completely positive maps
Following [Si10, beginning of Section 3] we construct a malleable deformation of M in the sense of Popa (see [Po06a, Section 6]), i.e. a canonical larger finite von Neumann algebra M ⊂ M together with a 1-parameter group of automorphisms (α t ) t∈R of M such that ϕ t 2 (x) = E M (α t (x)) for all x ∈ M and t ∈ R.
Denote by Γ (Z, η) the Gaussian action associated with π. Put D = L ∞ (Z) and denote by τ the trace on D given by integration with respect to η. Denote by (σ g ) g∈Γ the Gaussian action viewed as an action by trace preserving automorphisms of D. For our purposes it is most convenient to consider (D, τ ) as the unique pair of a von Neumann algebra D with a faithful tracial state τ such that D is generated by unitary elements ω(ξ), ξ ∈ H R , satisfying
. Note that the linear span of all ω(ξ), ξ ∈ H R , is a dense * -subalgebra of D.
provides the required 1-parameter group of automorphisms.
We finally prove that the deformation (α t ) t∈R is s-malleable in the sense of [Po06a, Section 6]. The formula β(ω(ξ)) = ω(−ξ) = ω(ξ) * for all ξ ∈ H R , defines a trace preserving automorphism of D. This automorphism extends to an automorphism β of M satisfying β(x) = x for all x ∈ M . One easily checks that β satisfies the s-malleability conditions : β 2 = id and β • α t = α −t • β for all t ∈ R.
Two easy inequalities
We start by proving a version of the 'transversality inequality' from [Po06c, Lemma 2.1].
So, studying convergence of α t → id is equivalent to studying convergence of δ t → 0.
Also, if x ∈ M and |t| decreases, the expressions δ t (x) 2 and x − α t (x) 2 decrease.
Proof. Define f t (g) = exp(−t 2 b(g) 2 ) and note that 0 < f t (g) ≤ 1 for all g ∈ Γ and t ∈ R. Take x ∈ M and write x = g∈Γ x g u g with x g ∈ N . It is easy to check that
Using the inequalities 1
, the lemma follows.
Lemma 3.2. For all x, y ∈ ( M ) 1 and all t, ε > 0, there exists s > 0 such that
Proof. Fix x, y ∈ ( M ) 1 and fix t, ε > 0. By the Kaplansky density theorem choose x 1 , . . . , x n , y 1 , . . . , y m ∈ M and ξ 1 , . . . , ξ n , η 1 , . . . , η m ∈ H R such that the elements Define κ 1 = max{ x i | i = 1, . . . , n} and κ 2 = max{ y j | j = 1, . . . , m}. Also put γ 1 = max{ ξ i | i = 1, . . . , n} and γ 2 = max{ η j | j = 1, . . . , m}. Choose ρ > 0 large enough such that exp(−ρ 2 ) ≤ ε/(4nκ 1 mκ 2 ). Then put κ = (ρ + γ 1 + γ 2 )/t. Finally take s > 0 small enough such that exp(−2s 2 κ 2 ) ≥ 1 − (ε/4) 2 . We claim that this s satisfies the conclusions of the lemma.
To prove the claim define
For any subset G ⊂ Γ we denote by P G the orthogonal projection of L 2 (M ) onto the closed linear span of {au g | a ∈ N, g ∈ G}. We decompose every a ∈ M in its Fourier expansion a = g∈Γ a g u g with a g ∈ N . Noticing that for all a ∈ M we have
it follows that for all a ∈ (M ) 1 we have
Multiplying with x i on the left and with y j on the right and summing over i and j, we conclude that
Whenever g ∈ F we have b(g) ≤ κ and therefore exp(−2 sb(g) 2 ) ≥ 1 − (ε/4) 2 . So, for all a ∈ (M ) 1 we get
Altogether it follows that
for all a ∈ (M ) 1 . Our choice of x 0 and y 0 then imply the claim.
The maximal projection under which the malleable deformation is uniform
Lemma 3.3. Let p ∈ M be a projection and B ⊂ pM p a von Neumann subalgebra. Define Q ⊂ pM p as the normalizer of B inside pM p. The set of projections
Proof. Let q k ∈ B ′ ∩ pM p be a maximal orthogonal sequence of nonzero elements of P. Put q = k q k . It is easy to check that q ∈ P. We claim that q is the maximum of P. So assume that e ∈ P. We have to prove that e ≤ q. If this is not the case, T := (p − q)e(p − q) is nonzero. Since α t → id uniformly on (B) 1 e, the same is true on
Since T is nonzero we can find a bounded operator S ∈ B ′ ∩pM p such that T S is a nonzero spectral projection f of T . It follows that α t → id uniformly on (B) 1 f = (B) 1 T S. This contradicts the maximality of the sequence (q k ).
We finally prove that q ∈ Z(Q). Let u ∈ N pM p (B). Since α t → id uniformly on (B) 1 q, the same is true on u (B) 1 q u * , which equals (B) 1 uqu * . Hence uqu * ≤ q which means that uqu * = q for all u ∈ N pM p (B). So, q ∈ Q ′ ∩ pM p = Z(Q).
Assume that B ⊂ pM p is a von Neumann subalgebra and let q ∈ B ′ ∩ pM p be as in the previous lemma, the largest projection such that α t → id uniformly on (B) 1 q. In good cases, it follows that on (B) 1 (p − q) the convergence is the furthest possible from being uniform, in the sense that we can find a sequence of unitaries (w n ) in U (B) such that for every t > 0 we have that E M (α t (w n (p − q))) 2 → 0 as n → ∞. These good cases correspond to π being mixing relative to a family S of subgroups of Γ such that the 1-cocycle b is bounded on every Σ ∈ S, see Proposition 3.9 below.
To establish uniform convergence of α t on Bq, it often suffices to prove uniform convergence on rGr where r ≤ q is a smaller projection and G is a group of unitaries generating B. The precise result goes as follows.
Proposition 3.4. Let p ∈ M be a projection and B ⊂ pM p a von Neumann subalgebra generated by a group of unitaries G ⊂ U (B). Let r ∈ pM p be any projection and assume that α t → id in · 2 -norm uniformly on the set rGr.
Define Q as the normalizer of B inside pM p and denote by q the smallest projection in Z(Q) satisfying r ≤ q. Then, α t → id in · 2 -norm uniformly on the unit ball of Bq.
Proof. For x ∈ M we write δ t (x) = α t (x) − E M (α t (x)). By Lemma 3.1 we have that δ t → 0 in · 2 -norm uniformly on rGr. Define T := E B ′ ∩pM p (r). We claim that δ t → 0 in · 2 -norm uniformly on T GT . To prove this claim, choose ε > 0. Note that T coincides with the unique element of minimal · 2 -norm in the · 2 -closed convex hull of {uru * | u ∈ G}. So we can take u 1 , . . . , u n ∈ G and λ 1 , . . . , λ n ∈ [0, 1] such that i λ i = 1 and such that
Choose t > 0 small enough such that δ t (rur) 2 ≤ ε for all u ∈ G and such that α t (u i ) − u i 2 ≤ ε for all i = 1, . . . , n. The latter implies that δ t (u i xu * j ) − u i δ t (x)u * j 2 ≤ 4ε for all x ∈ (M ) 1 . Whenever u ∈ G, we have u * i uu j ∈ G and hence
Taking convex combinations it follows that δ t (T 0 uT 0 ) 2 ≤ 5ε for all u ∈ G. Since T − T 0 2 ≤ ε and both T , T 0 ≤ 1, it follows that δ t (T uT ) 2 ≤ 7ε for all u ∈ G, hence proving the claim.
Since T commutes with the elements in G and since for all u ∈ G we have δ t (uT 2 ) − δ t (u)T 2 2 ≤ 2 α t (T 2 ) − T 2 2 , it follows that δ t (u)T 2 2 → 0 uniformly in u ∈ G. For every δ > 0 define the spectral projection q δ = χ (δ,+∞) (T 2 ) and take bounded operators T δ ∈ B ′ ∩ pM p such that T 2 T δ = q δ . It follows that for every δ > 0, we have that δ t (u)q δ 2 → 0 uniformly in u ∈ G. Denote by q 0 the support projection of T . When δ → 0 we have q 0 − q δ 2 → 0. Hence, δ t (u)q 0 2 → 0 uniformly in u ∈ G. So, α t → id in · 2 -norm uniformly on Gq 0 .
Note that r ≤ q 0 and that actually q 0 precisely is the smallest projection in B ′ ∩ pM p satisfying r ≤ q 0 . By Lemma 3.3 it remains to prove that α t → id in · 2 -norm uniformly on the unit ball of Bq 0 . Choose ε > 0. Take t > 0 such that uq 0 − α t (uq 0 ) 2 ≤ ε for all u ∈ G. In particular q 0 − α t (q 0 ) 2 ≤ ε. Define v ∈ M as the element of smallest · 2 -norm in the · 2 -closed convex hull of {uq 0 α t (q 0 u * ) | u ∈ G}. Note that bv = vα t (b) for all b ∈ Bq 0 and that v − q 0 2 ≤ ε. Whenever b ∈ (B) 1 q 0 we have
We also have for all b ∈ (B) 1 q 0 that bv − b 2 ≤ b(v − q 0 ) 2 ≤ ε. Since bv = vα t (b) we conclude that α t (b) − b 2 ≤ 3ε for all b ∈ (B) 1 q 0 . This ends the proof of the proposition. Proof. Whenever η : Γ → U (K) is a unitary representation, we define the M -M -bimodule H η on the Hilbert space L 2 (M ) ⊗ K with bimodule structure
If η is the regular representation, one checks that H η is unitarily equivalent with
Because N is amenable we conclude that H η is weakly contained in the coarse bimodule whenever η is weakly contained in the regular representation.
One checks that M L 2 ( M ⊖ M ) M is unitarily equivalent to the direct sum of H η where η runs through all the symmetric tensor powers of the complexified π. Since all these symmetric tensor powers are weakly contained in the regular representation, the lemma follows.
Following Ozawa [Oz03] , a II 1 factor M is called solid if A ′ ∩ M is amenable for every diffuse von Neumann subalgebra A ⊂ M . Ozawa proved in [Oz03] that all group von Neumann algebras of icc hyperbolic groups are solid. In particular the free group factors LF n , n ≥ 2, are solid. Although this is not needed in the rest of this paper, we reprove Peterson's [Pe06, Theorem 1.3] on the solidity of the group factors LΓ when Γ is an icc group that admits a proper (4) 1-cocycle into a multiple of the regular representation. Prior to this Popa had given in [Po06b] a new proof for the solidity of the free group factors LF n using the malleable deformation coming from the word length. Our proof is very close to Popa's, replacing the word length by a proper 1-cocycle.
It is shown in [CSV07] that for every finite group H and n ≥ 2, the wreath product Γ = H ≀ F n := H (Fn) ⋊F n admits a so-called proper wall structure with the stabilizer of every wall being amenable. Hence Γ admits a proper 1-cocycle into an orthogonal representation that is weakly contained in the regular representation. In particular LΓ is solid by Theorem 3.6 below. A more general result is proven by Ozawa in [Oz04, Corollary 4.5] implying that all wreath products H ≀ Γ with H amenable and Γ hyperbolic, have a solid group von Neumann algebra.
Theorem 3.6 ([Pe06, Theorem 1.3]). Let Γ be an icc group that admits a proper 1-cocycle into an orthogonal representation π that is weakly contained in the regular representation. Then LΓ is solid.
Proof. Let A ⊂ M be a diffuse von Neumann subalgebra and assume by contradiction that A ′ ∩ M is nonamenable. So we can take a nonzero projection p ∈ Z(A ′ ∩ M ) such that P := (A ′ ∩ M )p has no amenable direct summand. Let b : Γ → H R be a proper 1-cocycle into the orthogonal representation π : Γ → O(H R ) that is weakly contained in the regular representation. Consider the one-parameter group of automorphisms (α t ) of M = D ⋊ Γ as above. By Lemma 3.5 the bimodule M L 2 ( M ⊖ M ) M is weakly contained in the coarse M -M -bimodule. By assumption P has no amenable direct summand and we just observed that P L 2 (p M p ⊖ pM p) P is weakly contained in the coarse P -P -bimodule. As we explain for the sake of completeness in Remark 3.7 below, it follows that for every ε > 0, there exists a finite subset F ⊂ (P ) 1 and a δ > 0 such that if x ∈ p( M ⊖ M )p satisfies x ≤ 2 and [x, y] 2 ≤ δ for all y ∈ F then x 2 ≤ ε .
(3.1)
We prove that α t → id uniformly on the unit ball of Ap. Choose ε > 0. Take a finite subset F ⊂ (P ) 1 and a δ > 0 such that (3.1) holds. Put δ 0 = min{δ/12, ε}. Take t > 0 small enough such that α t (p) − p 2 ≤ δ 0 and α t (y) − y 2 ≤ δ 0 for all y ∈ F. We claim that α t (ap) − ap 2 ≤ 5 √ 2ε for all a ∈ (A) 1 . Once this claim is proven, we have shown that α t → id uniformly on the unit ball of Ap.
To prove the claim, fix a ∈ (A) 1 . As before write
, it follows that pα t (a)p − α t (ap) 2 ≤ 2δ 0 and hence x − δ t (ap) 2 ≤ 4δ 0 . Since α t (ap) and α t (y) commute for all y ∈ F, it follows that [α t (ap), y] 2 ≤ 2δ 0 and hence [δ t (ap), y] 2 ≤ 4δ 0 for all y ∈ F. So, [x, y] 2 ≤ 12δ 0 ≤ δ for all y ∈ F. Since x ≤ 2 we conclude from (3.1) that x 2 ≤ ε. Hence, δ t (ap) 2 ≤ ε + 4δ 0 ≤ 5ε. By Lemma 3.1 we get that α t (ap) − ap 2 ≤ 5 √ 2ε.
So α t → id uniformly on the unit ball of Ap. Using the facts that Ap is diffuse and that the 1-cocycle b is proper, we finally derive a contradiction. Since α t → id uniformly on U (Ap), we can fix t > 0 such that E M (α t (wp)) 2 ≥ p 2 /2 for all w ∈ U (A). Since A is diffuse, we can take a sequence of unitaries w n ∈ U (A) tending to zero weakly. We prove that E M (α t (w n p)) 2 → 0 as n → ∞. Let w n p = g∈Γ λ n g u g be the Fourier expansion of w n p, with λ n g ∈ C. Since w n p → 0 weakly, for every fixed g ∈ Γ we have λ n g → 0 as n → ∞. Fix ε > 0. Take a finite subset F ⊂ Γ such that exp(−2t 2 b(g) 2 ) < ε for all g ∈ Γ − F. Take n 0 ∈ N such that g∈F |λ n g | 2 < ε for all n ≥ n 0 . So for all n ≥ n 0 we have
Hence we have shown that E M (α t (w n p)) 2 → 0 as n → ∞ which is a contradiction with the fact that E M (α t (wp)) 2 ≥ p 2 /2 for all w ∈ U (A).
Remark 3.7. The following is a detailed explanation for (3.1). Let (P, τ ) be a tracial von Neumann algebra and P H P a P -P -bimodule. Assume that ξ n ∈ H is a sequence of vectors and κ, ε > 0 are positive numbers such that ξ n ≥ ε for all n ∈ N , xξ n , ξ n ≤ κτ (x) for all x ∈ P + and lim n xξ n − ξ n x = 0 for all x ∈ P .
We claim that there is a nonzero central projection z ∈ Z(P ) such that zHz weakly contains the trivial bimodule P z L 2 (P z) P z . By our assumptions we find T n ∈ P + such that T n ≤ κ and xξ n , ξ n = τ (xT n ) for all x ∈ P . After a passage to a subsequence we may assume that T n → T weakly. Since ξ n ≥ ε for all n ∈ N we have τ (T ) ≥ ε 2 . So T = 0. Because lim n xξ n − ξ n x = 0 for all x ∈ P , it follows that T ∈ Z(P ). Since T is positive, take a nonzero central projection z ∈ Z(P ) and an element S ∈ Z(P ) + such that S 2 T = z. Write η n = Sξ n . It follows that xη n y, aη n b → τ (xyb * a * ) = xy, ab for all x, y, a, b ∈ P z .
This proves our claim.
Cocycles into representations that are mixing relative to a family of subgroups
Assume that π is mixing relative to a family S of subgroups of Γ. As before we say that a subset F ⊂ Γ is small relative to S if F can be written as a finite union of gΣh, g, h ∈ Γ, Σ ∈ S. Denote by P F the orthogonal projection of L 2 (M ) onto the closed linear span of {au g | a ∈ N, g ∈ F}.
We prove the following technical lemma. It will be useful in Section 4, but also when proving Proposition 3.9 and Theorem 3.10 below. The final statement of Lemma 3.8 'controls' the normalizer of certain von Neumann subalgebras B ⊂ p M p. The usage of mixing techniques to control normalizers goes back to Popa's [Po03, Section 3].
Lemma 3.8. Assume that π is mixing relative to a family S of subgroups of Γ. Use the notation P F as explained before the lemma.
For every finite dimensional subspace K ⊂ D ⊖ C1, every x ∈ ( M ) 1 and every ε > 0, there exists a subset F ⊂ Γ that is small relative to S such that
In particular, if p ∈ M is a projection and B ⊂ pM p is a von Neumann subalgebra satisfying B ≺ N ⋊ Σ for all Σ ∈ S, then the normalizer of B inside p M p is contained in pM p.
Proof. Fix the finite dimensional subspace K ⊂ D ⊖ C1, the element x ∈ ( M ) 1 and ε > 0. By the Kaplansky density theorem we can take d 1 , . . . , d n ∈ D and z 1 , . . . , z n ∈ M such that the element
, is mixing relative to S. So we can take a subset F ⊂ Γ that is small relative to S such that
for all g ∈ Γ − F .
We claim that F satisfies the conclusion of the lemma. So, take v ∈ (M ) 1 . We have to prove that
Since vx−vx 0 2 ≤ ε/2, also Q K (vx)−Q K (vx 0 ) 2 ≤ ε/2 and it suffices to prove that Q K (vx 0 ) 2 ≤ P F (v) 2 + ε/2. Let v = g∈Γ v g u g , with v g ∈ N , be the Fourier expansion of v. A direct computation yields that
For every i = 1, . . . , n, we have
Hence,
On the other hand,
and
Finally assume that B ⊂ pM p is a von Neumann subalgebra satisfying B ≺ N ⋊ Σ for all Σ ∈ S. Lemma 2.4 provides a net (v i ) of unitaries in B such that P F (v i ) 2 → 0 for every subset F ⊂ Γ that is small relative to S. Let x ∈ N p Mp (B). We have to prove that x ∈ M . Let K ⊂ D ⊖ C1 be an arbitrary finite dimensional subspace. It suffices to prove that Q K (x) = 0. Let ε > 0. Take a subset F ⊂ Γ that is small relative to S and such that
for all v ∈ (M ) 1 . Taking v = v i and using that Q K is right M -modular, it follows that
Proposition 3.9. Assume that π is mixing relative to a family S of subgroups of Γ and that b is bounded on every Σ ∈ S. Let p ∈ M be a projection and B ⊂ pM p a von Neumann subalgebra generated by a group of unitaries G ⊂ U (B). Denote by Q the normalizer of B inside pM p.
Let q ∈ Z(Q) be the maximal projection given by Lemma 3.3 such that α t → id in · 2 -norm uniformly on the unit ball of Bq. There exists a sequence of unitaries (w n ) in G such that for every
Proof. By Proposition 2.6 let q 0 ∈ Z(Q) be the maximal projection such that (Bq 0 ) 1 ⊂ approx N ⋊S. Since b is bounded on every subgroup Σ ∈ S and hence on every subset F ⊂ Γ that is small relative to S, one checks easily that α t → id in · 2 -norm uniformly on the unit ball of Bq 0 . So in order to prove the proposition we may replace p by p − q 0 and B by B(p − q 0 ) and assume that B ≺ N ⋊ Σ for all Σ ∈ S.
Assume that there is no sequence of unitaries (w n ) in G such that E M (α t (w n (p − q))) 2 → 0 for every t > 0. So, we find s, δ > 0 such that
Hence the element w ∈ M of minimal · 2 -norm in the weakly closed convex hull of
is nonzero and satisfies bw = wα t (b) for all b ∈ B and w * = α t (β(w)). Here β denotes the automorphism of M satisfying β(x) = x for all x ∈ M and β(ω(ξ)) = ω(ξ) * for all ξ ∈ H R . Recall that β • α t = α −t • β. Also, by construction qw = 0. We shall prove that the support projection r of ww * satisfies r ≤ q, hence reaching a contradiction. So we have to prove that r ∈ B ′ ∩ pM p and that α t → id uniformly on (B) 1 r.
Let v be the polar part of w. It follows that vv * = r and bv = vα t (b) for all b ∈ B. It also follows that v * v is the support projection of w * w. Since w * = α t (β(w)), we have w * w = α t (β(ww * )) and conclude that v * v = α t (β(r)). By Lemma 3.8 and because B ≺ N ⋊ Σ for all Σ ∈ S, we get that
Since β(x) = x for all x ∈ M , we have in particular that β(r) = r. We have seen above that v * v = α t (β(r)) and hence v * v = α t (r).
Choose 1 ≥ ε > 0. By Lemma 3.2 take t ′ > 0 such that
Applying this to a = br for b ∈ (B) 1 it follows that br 2 − E M (α t ′ (br) 2 ≤ ε for all b ∈ (B) 1 . So we have shown that br 2 − E M (α t (br)) 2 → 0 uniformly in b ∈ (B) 1 . This precisely means that α t → id in · 2 -norm uniformly on (B) 1 r.
From uniform convergence on B to uniform convergence on the normalizer
In [Pe06, Theorem 4.5] and [CP10, Theorem 2.5] Peterson and Chifan-Peterson prove that if B ⊂ pM p is a von Neumann subalgebra such that α t → id uniformly on the unit ball of B and such that for all Σ ∈ S we have B ≺ N ⋊ Σ, then α t → id uniformly on the unit ball of the normalizer of B. They prove this theorem using the technology of unbounded derivations. We repeat their proof, but using the malleable dilation technology from paragraph 3.1, which makes things slightly easier. . Assume that π is mixing relative to a family S of subgroups of Γ. Let p ∈ M be a projection and B ⊂ pM p a von Neumann subalgebra. Let r ∈ B ′ ∩ pM p be a projection and make the following assumptions.
• If t → 0 then α t → id in · 2 -norm uniformly on (Br) 1 .
• For every Σ ∈ S we have Br ≺ N ⋊ Σ.
Denote by Q the normalizer of B inside pM p. Define q as the smallest projection in Z(Q) satisfying r ≤ q. Then α t → id in · 2 -norm uniformly on (Qq) 1 .
Proof. From Lemma 2.4 and Proposition 2.6 it follows that Bq ≺ N ⋊ Σ for all Σ ∈ S and that we can take a net of unitaries (v i ) i∈I in U (B) such that lim i P F (v i q) 2 = 0 for every subset F ⊂ Γ that is small relative to S. By Lemma 3.3 we have α t → id in · 2 -norm uniformly on the unit ball of Bq.
For every x ∈ M , put δ t (x) = α t (x) − E M (α t (x)). By Lemma 3.1 and Proposition 3.4 it suffices to prove that δ t → 0 in · 2 -norm uniformly on N Q (B)q. Choose ε > 0. Put δ = ε 2 /(4τ (q)).
Take t > 0 such that α t (bq) − bq 2 ≤ δ q 2 for all b ∈ U (B). We show that δ t (uq) 2 ≤ ε for all u ∈ N Q (B), hence proving the claim. To prove this statement, fix u ∈ N Q (B). Using the notation in Lemma 3.8 take a finite dimensional subspace
By Lemma 3.8 take a subset F ⊂ Γ that is small relative to S and such that Q K (vα t (u)) 2 ≤ P F (v) 2 + δ q 2 for all v in the unit ball of M .
Write d i := u * v * i u and note that d i ∈ U (B). By construction uq = v i q u d i q for all i ∈ I. By our choice of t we have α t (v i q) − v i q 2 ≤ δ q 2 and α t (d i q) − d i q 2 ≤ δ q 2 for all i ∈ I. Using the fact that Q K is right M -modular, it follows that for all i ∈ I,
Taking the limit over i ∈ I it follows that δ t (uq) 2 2 ≤ 4δτ (q) = ε 2 . We have shown that δ t → 0 in · 2 -norm uniformly on N Q (B)q.
Deformations must be uniform when they are uniform on enough normalizing unitaries
Let Γ (N, τ ) be a trace preserving action and put M = N ⋊ Γ. Assume that π : Γ → O(H R ) is an orthogonal representation that is mixing relative to a family S of subgroups of Γ. Let b : Γ → H R be a 1-cocycle w.r.t. π and assume that b is bounded on every Σ ∈ S. As above we call a subset F ⊂ Γ small relative to S if F can be written as a finite union of subsets of the form gΣh, g, h ∈ Γ, Σ ∈ S. Whenever F ⊂ Γ we denote by P F the orthogonal projection of L 2 (M ) onto the closed linear span of {au g | a ∈ N, g ∈ Γ}.
Consider the algebra M ⊃ M together with the 1-parameter group of automorphisms (α t ) of M as in paragraph 3.1. We say that α t → id in · 2 -norm uniformly on the tail of a net (v i ) i∈I if for every ε > 0, there exists a t 0 > 0 and i 0 ∈ I such that v i − α t (v i ) 2 < ε for all i ≥ i 0 and all |t| < t 0 .
In this section we prove the following result: if B ⊂ pM p is an abelian von Neumann subalgebra that is normalized by 'enough' unitaries (v i ) such that α t → id uniformly on the tail of (v i ), then α t → id uniformly on the unit ball of B. In the special where S consists of normal subgroups of Γ and using the technology of unbounded derivations and ultrapowers, this theorem was first proven by Chifan Theorem 4.1. Let p ∈ M be a projection and B ⊂ pM p an abelian von Neumann subalgebra that is normalized by a net of unitaries (v i ) i∈I in U (pM p). Let r ∈ pM p be any projection and make the following assumptions.
• If t → 0 then α t → id in · 2 -norm uniformly on the tail of (v i ) i∈I .
• For every subset F ⊂ Γ that is small relative to S, we have lim i P F (v i r) 2 = 0.
Denote by Q the normalizer of B inside pM p and define q as the smallest projection in Z(Q) that satisfies r ≤ q. Then α t → id in · 2 -norm uniformly on (Bq) 1 .
To prove this theorem we need two technical lemmas.
Lemma 4.2. Assume that (v i ) i∈I and (w i ) i∈I are bounded nets in M such that P F (v i ) 2 → 0 and P F (w i ) 2 → 0 for all subsets F ⊂ Γ that are small relative to S. Then,
Proof. We can approximate x, y, z by linear combinations of (ω(ξ) ⊗ 1)a, ξ ∈ H R , a ∈ M . If the nets v i , w i satisfy the hypotheses of the lemma, the same is true, using Lemma 2.3, for the nets av i b and aw i b, given fixed elements a, b ∈ M . As a result it suffices to prove the lemma when
and ξ 1 , ξ 2 , ξ 3 ∈ H R . In that case a direct computation yields
where for all α, β ∈ {1, 2, 3} we define the completely bounded maps ϕ αβ : M → M given by
One checks that
for all x ∈ M , implying that the ϕ αβ are indeed well defined completely bounded maps. By our assumptions on v i and w i , we have for all α, β ∈ {1, 2, 3} that ϕ αβ (v i ) − v i 2 → 0. Since (ϕ αβ (v i )) i and (ϕ αβ (w i )) i are moreover bounded nets, it follows that
In order to prove 4.2 we only used that π is mixing relative to the family S of subgroups of Γ. We now also use that the 1-cocycle b is bounded on every Σ ∈ S. Lemma 4.3. Let v i and w i be bounded nets in M such that P F (v i ) 2 → 0 and P F (w i ) 2 → 0 for all subsets F ⊂ Γ that are small relative to S. Let x ∈ M ⊖ M , t > 0 and F ⊂ Γ a subset that is small relative to S. Then,
Proof. Fix x ∈ M ⊖M , t > 0 and a subset F ⊂ Γ that is small relative to S.
for all v, w ∈ M and all ξ ∈ L 2 (M ) with ξ 2 ≤ 1. Once this claim is proven, the lemma follows from Lemma 4.2.
Since the 1-cocycle b is bounded on Σ k , we can take
, that ξ k 2 ≤ 1 and that we have an orthogonal decomposition
For all k = 1, . . . , m, we have
Summing over k yields the claim and hence proves the lemma.
Proof of Theorem 4.1
Denote by Q the normalizer of B inside pM p. Denote by q 1 ∈ Z(Q) the maximal projection given by Lemma 3.3 such that α t → id in · 2 -norm uniformly on the unit ball of Bq 1 . If r ≤ q 1 , then also q ≤ q 1 and we are done. So assume that r ≤ q 1 .
Put T := (p − q 1 )r(p − q 1 ) and note that T is nonzero. Let r 0 be a nonzero spectral projection of T of the form r 0 = T S for some S ∈ M . Since v i r 0 = (p − q 1 ) v i r (p − q 1 )S, it follows from Lemma 2.3 that P F (v i r 0 ) 2 → 0 for every subset F ⊂ Γ that is small relative to S. Replace p by p − q 1 , v i by v i (p − q 1 ), r by r 0 and B by B(p − q 1 ). We are now in a situation where B ⊂ pM p is an abelian von Neumann subalgebra normalized by a net of unitaries (v i ) i∈I in U (pM p) and where r ∈ pM p is a nonzero projection such that the following properties hold.
• By Proposition 3.9 there exists a sequence of unitaries w n ∈ U (B) such that for every t > 0 we have that E M (α t (w n )) 2 → 0 as n → ∞.
We shall derive a contradiction from this list of three properties. We separately consider two cases.
Case 1. For every ε > 0 and every b ∈ U (B) there exists a subset F ⊂ Γ that is small relative to S such that lim inf
Case 2. There exists a δ > 0 and a unitary b ∈ U (B) such that for every subset F ⊂ Γ that is small relative to S, we have
First assume that we are in case 1. Denote
We claim that δ t → 0 in · 2 -norm uniformly on rU (B)r. To prove this statement, choose ε > 0. Put δ = ε 2 /(9τ (p)) and take t > 0 small enough and i 0 ∈ I such that
We show that δ t (rbr) 2 ≤ ε for all b ∈ U (B), hence proving the claim above.
Note that our choice of t implies that for all b ∈ U (B)
Fix b ∈ U (B). Take a subset F ⊂ Γ that is small relative to S and such that lim inf
It follows that for all i ≥ i 0 ,
Taking the lim inf and using Lemma 4.3 it follows that δ t (rbr) 2 2 ≤ 9δτ (p) = ε 2 , hence proving the claim above.
Denote by q the smallest projection in Z(Q) that satisfies r ≤ q. We conclude from the claim above and from Proposition 3.4 that α t → id uniformly on the unit ball of Bq. This is a contradiction with the existence of the sequence w n ∈ U (B) such that E M (α t (w n )) 2 → 0 for every t > 0.
Next assume that we are in case 2. Take δ > 0 and b ∈ U (B) such that (4.1) holds. Write ε = δ/5 and put b i := v i bv * i . Note that α t → id in · 2 -norm uniformly on the tail of (b i ) i∈I . Take t > 0 and
. To prove this claim fix d ∈ U (B). Take a finite-dimensional subspace K ⊂ D ⊖ C1 such that, using the notation of Lemma 3.8, we have (1 − Q K )δ t (d) 2 ≤ ε p 2 . By Lemma 3.8 take a subset F ⊂ Γ that is small relative to S and such that Q K (bα t (d)) 2 ≤ P F (b) 2 + ε p 2 for all b in the unit ball of M .
By our choice of t we know that
Using that Q K is right M -modular it follows that for all i ≥ i 0 we have
Taking the lim sup it follows that
, hence proving the claim.
From this claim, it follows that
. This is a contradiction with the existence of the sequence (w n ) in U (B) such that E M (α t (w n )) 2 → 0. This ends the proof of case 2 and also ends the proof of Theorem 4.1.
Transfer of rigidity
We fix a trace preserving action Γ (N, τ ) and put M = N ⋊ Γ. Let S be a family of subgroups of Γ. As above we call a subset F ⊂ Γ small relative to S if F can be written as a finite union of subsets of the form gΣh, g, h ∈ Γ, Σ ∈ S. Whenever F ⊂ Γ we denote by P F the orthogonal projection of L 2 (M ) onto the closed linear span of {au g | a ∈ N, g ∈ F}.
Let f : Γ → R be a conditionally negative type function with f (e) = 0. Define the semigroup (ϕ t ) t>0 of unital trace preserving completely positive maps
Proposition 5.1. Let p ∈ M be a projection and assume that pM p = B ⋊ Λ is any crossed product decomposition with corresponding canonical unitaries (v s ) s∈Λ . Let ∆ : pM p → pM p ⊗ LΛ be the comultiplication given by ∆(bv s ) = bv s ⊗ v s for all b ∈ B, s ∈ Λ. Assume that (w i ) i∈I is a net of unitaries in U (pM p) and that q ∈ (LΛ) ′ ∩ pM p is a projection satisfying
-norm uniformly on the tail of (∆(w i )) i∈I ,
• for every subset F ⊂ Γ that is small relative to S, we have
Then there exists a net of elements (s j ) j∈J in Λ such that, writing v j := v s j , the following holds.
• If t → 0 then ϕ t → id in · 2 -norm uniformly on the tail of (v j ) j∈J .
• For every subset F ⊂ Γ that is small relative to S, we have lim j P F (v j q) 2 = 0.
Proof. Normalize the trace on M such that τ (p) = 1. As such ∆ is trace preserving. Take a decreasing sequence t 1 > t 2 > · · · of strictly positive numbers and an increasing sequence
Fix n ∈ N and i ≥ i n . Write w i = s∈Λ w i s v s with w i s ∈ B. It follows that
We conclude that for all n ∈ N and all i ≥ i n , We claim that for every ε > 0, n ∈ N and subset F ⊂ Γ that is small relative to S, there exists an s ∈ W n satisfying P F (v s q) 2 < ε. Indeed, if for a given ε > 0, n ∈ N and F ⊂ Γ that is small relative to S, the claim fails, it would follow that for all i ≥ i n ,
Since lim i (id ⊗ P F )(∆(w i )(1 ⊗ q)) 2 = 0 this is absurd and the claim is proven.
For every ε > 0, n ∈ N and F ⊂ Γ small relative to S, pick an element s ε,n,F ∈ W n such that P F (v s ε,n,F q) 2 < ε. We obtain a net (s j ) j∈J in Λ that satisfies all the conclusions of the proposition. Indeed, first observe that for every fixed s ∈ Λ the expression τ (v * s ϕ t (v s )) increases when t > 0 decreases. Writing v ε,n,F = v s ε,n,F and using the inequality
−n 0 /2 whenever 0 < t ≤ t n 0 and n ≥ n 0 ,
6 Proof of Theorems 1.2 and 1.3
We are given a crossed product II 1 factor M = N ⋊ Γ. Fix a projection p ∈ M and assume that pM p = B ⋊ Λ is another crossed product decomposition with B being diffuse and of type I. Denote by (v s ) s∈Λ the canonical unitaries in B ⋊ Λ. Since M is a factor, the action Λ Z(B) is ergodic and hence B ∼ = M m (C) ⊗ Z(B) for some integer m.
Denote by ∆ : pM p → pM p ⊗ LΛ the comultiplication given by ∆(bv s ) = bv s ⊗ v s for all b ∈ B, s ∈ Λ.
Since M is a II 1 factor and B ⊂ pM p is diffuse, we can take partial isometries V 1 , . . . , V k ∈ M such that V 1 = p, V * i V i ∈ B for all i = 1, . . . , k and i V i V * i = 1. We extend ∆ to a unital * -homomorphism M → M ⊗ LΛ by the formula
Since V 1 = p, the restriction of the new ∆ to pM p equals the original comultiplication.
The following meta-theorem brings together all that we have done in the previous sections. Our main Theorem 1.2 will be a direct consequence.
Theorem 6.1. Within the setup described before the theorem, let b be an unbounded 1-cocycle into the orthogonal representation π : Γ → O(H R ) that is mixing relative to a family S of subgroups of Γ such that b is bounded on every Σ ∈ S. Define M and (α t ) t∈R as in paragraph 3.1. Assume that Q ⊂ M is a diffuse von Neumann subalgebra and that q ∈ (LΛ) ′ ∩ pM p is a nonzero projection such that the following two conditions hold.
Since Z(B) is an abelian von Neumann subalgebra of pM p that is normalized by the unitaries v j and that is moreover regular in pM p, it follows from Theorem 4.1 and Lemma 3.3 that α t → id in · 2 -norm uniformly on the unit ball of Z(B), and hence as well on the unit ball of B = M m (C) ⊗ Z(B). If for every Σ ∈ S we would have that B ≺ N ⋊ Σ, Theorem 3.10 would imply that α t → id in · 2 -norm uniformly on the unit ball of pM p. This would be a contradiction with b being unbounded.
So there exists a Σ ∈ S such that B ≺ N ⋊ Σ. Since B ⊂ pM p is regular Proposition 2.6 implies that (B) 1 ⊂ approx N ⋊ S.
In order to establish the condition ∆(Q)(1 ⊗ q) ≺ M ⊗ (N ⋊ Σ) appearing in Theorem 6.1, we prove the following lemma. It is contained in [IPV10, Lemma 9.2] and [HPV10, Lemma 4] but we include a proof for the convenience of the reader.
We say that a finite von Neumann algebra P is anti-(T) if there exists a chain of von Neumann subalgebras C1 = P 0 ⊂ P 1 ⊂ · · · ⊂ P n = P such that for every i = 1, . . . , n the finite von Neumann algebra P i has property (H) relative to P i−1 in the sense of [Po01, Section 2]. Examples include crossed products A ⋊ Σ where A is amenable and Σ admits a chain of subgroups {e} = Σ 0 < Σ 1 < · · · < Σ n = Σ such that for all i ∈ {1, . . . , n} the subgroup Σ i−1 ⊳ Σ i is normal and the quotient group Σ i /Σ i−1 has the Haagerup property.
Lemma 6.2. If the bimodule pM p H pM p is weakly contained in the coarse pM p-pM p-bimodule then the
is weakly contained in the coarse M -M -bimodule.
Let Q, P ⊂ M be von Neumann subalgebras.
• If Q has no amenable direct summand and P is amenable, then ∆(Q) ≺ M ⊗ P .
• If Q is diffuse with property (T) and P is anti-(T), then ∆(Q) ≺ M ⊗ P .
Proof. Put M = B ⋊ Λ = pM p. Denote by σ : M ⊗ M → M ⊗ M the flip automorphism. We first claim that the bimodule
is weakly contained in the coarse M-M-bimodule. To prove this claim, observe that
Since B is amenable this relative tensor product is weakly contained in the coarse bimodule. Restricting the right (M ⊗ M)-module action to ∆(M), the claim follows. We extended ∆ from M to M . In the bimodule picture this amounts to tensoring on the left by L 2 (M p) and on the right by L 2 (pM ). It follows that
is weakly contained in the coarse M -M -bimodule. From this the first statement of the lemma follows immediately.
Assume that P is amenable and that ∆(Q) ≺ M ⊗ P . We prove that Q has an amenable direct summand. Since P is amenable, the coarse P -P -bimodule P ⊗ 1 L 2 (P ⊗ P ) 1 ⊗ P contains a sequence of vectors ξ n satisfying the following properties.
So every ξ n gives rise to a Hilbert Schmidt operator S n on L 2 (M ) and hence a trace class operator
By construction, T n has the following properties aT n − T n a 1,Tr → 0 for all a ∈ P and Tr(bT n ) → τ (b) for all b ∈ M .
Since ∆(Q) ≺ M ⊗ P , take a nonzero partial isometry v ∈ M 1,k (C) ⊗ M ⊗ pM and a, possibly non-unital, * -homomorphism θ :
Denote q := vv * and note that q ∈ ∆(Q) ′ ∩ M ⊗ M.
The operator R n := v(1⊗1⊗T n )v * is a positive element of M ⊗B(pL 2 (M )) satisfying (τ ⊗Tr)(R n ) < ∞. The square root η n := R 1/2 n can be viewed as a vector in L 2 (M )⊗pL 2 (M )⊗L 2 (M )p and satisfies by construction the following properties.
Define z ∈ Z(Q) such that ∆(z) is the support projection of E ∆(Q) (q). We have shown that the bimodule
weakly contains the trivial Qz-bimodule. By the first statement of the lemma the bimodule in (6.1) is weakly contained in the coarse Q-Q-bimodule. It follows that Qz is an amenable direct summand of Q.
Finally assume that P is anti-(T), that Q is diffuse with property (T) and that ∆(Q) ≺ M ⊗ P . Let C1 = P 0 ⊂ P 1 ⊂ · · · ⊂ P n = P be a chain of von Neumann subalgebras such that for every i = 1, . . . , n, P i has property (H) relative to P i−1 . Repeatedly applying [HPV10, Lemma 1] it follows that ∆(Q) ≺ M ⊗ P i for every i and hence ∆(Q) ≺ M ⊗ 1. By the previous statement of the lemma, Q has an amenable direct summand. This is a contradiction with Q being diffuse with property (T).
Proof of Theorem 1.2
We finally prove Theorem 1.2. We now also require that N = A is of type I. Since M is a factor the action Γ Z(A) is ergodic and since A is of type I it follows that A ∼ = M n (C) ⊗ Z(A) for some integer n.
The case Γ ∈ C. Let H < Γ be a nonamenable subgroup with the relative property (T). Then, Q = LH satisfies the conditions in Theorem 6.1. Condition 1 follows directly from the relative property (T) of ∆(Q) inside M ⊗ pM p. Condition 2 follows from Lemma 6.2 and the observation that all the von Neumann algebras A ⋊ Σ, Σ ∈ S, are amenable.
The case Γ ∈ D. Let H < Γ be an infinite subgroup with the plain property (T). Then, Q = LH satisfies the conditions in Theorem 6.1. Condition 1 follows directly from the property (T) of ∆(Q), while condition 2 follows from Lemma 6.2 and the observation that all the von Neumann algebras A ⋊ Σ, Σ ∈ S, are anti-(T).
The case Γ ∈ E. Let H < Γ be a nonamenable subgroup with a nonamenable centralizer H ′ < Γ. We claim that Q = LH satisfies the conditions of Theorem 6.1. Condition 2 follows from Lemma 6.2 and the observation that all the von Neumann algebras A ⋊ Σ, Σ ∈ S, are amenable. We now prove condition 1 using a spectral gap argument.
We are given the orthogonal representation π : Γ → O(H R ) that is weakly contained in the regular representation and the 1-cocycle b : Γ → H R . With these data we build the automorphisms (α t ) on M as in paragraph 3.1. Define H := pL 2 ( M ⊖ M )p. From Lemma 3.5 it follows that pM p H pM p is weakly contained in the coarse pM p-pM p-bimodule. By Lemma 6.2 the bimodule
) is weakly contained in the regular representation. Since H ′ is nonamenable, γ does not weakly contain the trivial H ′ -representation.
Choose ε > 0. Take g 1 , . . . , g n ∈ H ′ and ρ > 0 such that every vector ξ ∈ L 2 (M ) ⊗ H satisfying ξ − γ(g k )ξ ≤ ρ for all k = 1, . . . , n, must be of norm at most ε, i.e. satisfies ξ ≤ ε. Put δ = min{ρ/12, ε}. Take t > 0 small enough such that α t (p) − p 2 ≤ δ and (id ⊗ α t )∆(u g k ) − ∆(u g k ) 2 ≤ δ for all k = 1, . . . , n .
We claim that (id ⊗ α t )∆(b) − ∆(b) 2 ≤ 5 √ 2ε for all b in the unit ball of Q. Once this claim is proven, also condition 1 of Theorem 6.1 has been verified and the theorem follows from Theorem 6.1.
Fix b ∈ (Q) 1 . Write ξ = (id ⊗ α t )∆(b), ξ ′ = (1 ⊗ p)ξ(1 ⊗ p) and ξ ′′ = ξ ′ − (id ⊗ E M )(ξ ′ ). Note that ξ ′′ ∈ L 2 (M ) ⊗ H. Observe that ξ − ξ ′ 2 ≤ 2δ. Since b commutes with u g k , we get that ξ − ∆(u g k )ξ∆(u * g k ) 2 ≤ 2δ for all k = 1, . . . , n. Hence, ξ ′ − ∆(u g k )ξ ′ ∆(u * g k ) 2 ≤ 6δ and so ξ ′′ − γ(g k )ξ ′′ 2 ≤ 12δ ≤ ρ. We conclude that ξ ′′ 2 ≤ ε. Hence, ξ − (id ⊗ E M )(ξ) 2 ≤ ε + 4δ ≤ 5ε. This means that (id ⊗ δ t )∆(b) 2 ≤ 5ε. It follows from Lemma 3.1 that ∆(b) − (id ⊗ α t )∆(b) 2 ≤ 5 √ 2ε, proving the claim above.
The case Γ ∈ C 2 . We have Γ = Γ 1 × Γ 2 with Γ i ∈ C. So we are given nonamenable subgroups H i < Γ i with the relative property (T) and families S i of subgroups of Γ i . We can view M as the crossed product M = (A ⋊ Γ 1 ) ⋊ Γ 2 or as the crossed product (A ⋊ Γ 2 ) ⋊ Γ 1 . This gives rise to the malleable deformations (α 1 t ) and (α 2 t ) associated with the unbounded cocycles b i : Γ i → H i R into the orthogonal representations π i : Γ i → O(H i R ).
that p i ≤ p ⊗ q 1 for every i = 1, . . . , k. So p 3 ≤ 1 ⊗ q 1 and in particular p 1 ≤ 1 ⊗ q 1 . If q 1 < p, we can put q = p − q 1 and (6.2) is proven.
As a final step, we assume that q 1 = p and derive a contradiction. So, α 1 t → id in · 2 -norm uniformly on the unit ball of L(Λ). We observed above that ∆(L(H 2 ))p 1 ≺ M ⊗ (A ⋊ (S 1 × Γ 2 )). Since ∆(M ) ⊂ M ⊗ LΛ, it is then impossible that Ball M ⊗ L(Λ)) ⊂ approx M ⊗ (A ⋊ (S 1 × Γ 2 )) .
By Lemma 2.4 and Proposition 2.6 we find a nonzero projection e ∈ (LΛ) ′ ∩ pM p and a net of elements (s j ) in Λ such that P F ×Γ 2 (v s j e) 2 → 0 for every subset F ⊂ Γ 1 that is small relative to S 1 . Since the unitaries v s j normalize the regular abelian von Neumann subalgebra Z(B) ⊂ pM p, it follows from Theorem 4.1 that α 1 t → id in · 2 -norm uniformly on the unit ball of Z(B). Together with the uniform convergence on the unit ball of L(Λ) and Proposition 3.4, we obtain the uniform convergence on the unit ball of pM p. This is absurd because the cocycle b 1 is unbounded.
The case Γ ∈ D 2 . The proof is identical to the proof of the case Γ ∈ C 2 , but now using the last statement of Lemma 6.2.
Proof of Theorem 1.3
Both amalgamated free products and HNN extensions admit a natural action on their Bass-Serre tree, yielding 1-cocycles into orthogonal representations. Very concretely, if Γ = Γ 1 * Σ Γ 2 , define the orthogonal representation π : Γ → O(ℓ 2 R (Γ/Σ)) given by left translation. Clearly π is mixing relative to the subgroup Σ. One checks that there is a unique 1-cocycle b : Γ → H R satisfying b(g) = 0 for all g ∈ Γ 1 and b(h) = δ Σ − δ hΣ for all h ∈ Γ 2 . This 1-cocycle is unbounded and vanishes on Σ. When Γ = HNN(H, Σ, θ) is the HNN extension generated by H and t subject to the relations tσt −1 = θ(σ) for all σ ∈ Σ, define the orthogonal representation π : Γ → O(ℓ 2 R (Γ/Σ)) given by left translation. Again π is mixing relative to Σ and there is a unique 1-cocycle b : Γ → H R satisfying b(h) = 0 for all h ∈ H and b(t) = δ tΣ . Also this 1-cocycle is unbounded and vanishes on Σ.
So all groups Γ appearing in Theorem 1.3 belong to C ∪ D ∪ E ∪ C 2 ∪ D 2 .
Use the notations as in the formulation of Theorem 1.3. Applying Theorem 1.2 to A := M n (C) ⊗ L ∞ (X), we conclude that there exists a Σ ∈ S such that L ∞ (Y ) ≺ A ⋊ Σ and hence
Take any projection q ∈ D n (C) ⊗ L ∞ (X) having the same trace as p.
• If Σ = {e}, the unitary conjugacy of L ∞ (Y ) and (D n (C)⊗L ∞ (X))q follows from [Po01, Theorem A.1]. This settles item 2 of the theorem.
• When Γ is a nontrivial amalgamated free product or an HNN extension and if Σ is weakly malnormal, [HPV10, Proposition 8] provides a finite group Σ 0 such that
X) and the conclusion follows again from [Po01, Theorem A.1]. This settles items 3, 4 and 5 of the theorem.
• If Σ is relatively malnormal, take a subgroup Σ < Λ < Γ such that Λ < Γ has infinite index and gΣg −1 ∩ Σ is finite for all g ∈ Γ − Λ. We apply Lemma 6. Whenever F ⊂ Γ, denote by P F the orthogonal projection onto the closed linear span of {au g | a ∈ N, g ∈ F}. Because of (6.4) we can take a sequence of unitaries b n ∈ U (B) such that P F (θ(b n )) 2 → 0 for every finite subset F ⊂ Σ.
We claim that E N ⋊Σ (xθ(b n )y) 2 → 0 whenever x, y ∈ (N ⋊Γ)⊖(N ⋊Λ). Since we can approximate x and y by linear combinations of au g , a ∈ N and g ∈ Γ − Λ, it suffices to prove the claim when x = u g , y = u h for some g, h ∈ Γ − Λ. But then
The claim follows from the fact that Σ ∩ g −1 Σh −1 is finite.
We prove that v * Qv ⊂ N ⋊ Λ, so that in particular, Q ≺ A ⋊ Λ. Take d ∈ N pM p (B). We have to prove that v * dv ∈ N ⋊ Λ. Write x = v * dv − E N ⋊Λ (v * dv). We have to prove that x = 0. By construction, xθ(b n )x * = θ(db n d * )xx * . Hence,
by the claim in the previous paragraph. So, x = 0 and the lemma is proven.
Proof of Theorem 1.4
Assume that B ⊂ (L ∞ (X) ⋊ Γ) t is a group measure space Cartan subalgebra. Literally repeating the proof of Theorem 1.3 it follows that B ≺ L ∞ (X). By [OP07, Lemma 4.11] the action Γ (X, µ) is essentially free, contradicting the assumptions of Theorem 1.4.
