Bayesian estimators of unknown parameters of a two parameter generalized exponential distribution are obtained based on non-informative priors using different loss functions.
Introduction
One of the simplest and most commonly used distributions (and often erroneously overused due to its simplicity) is the exponential distribution. The two-parameter exponential distribution, which is an extension of the exponential distribution, was first introduced by Gupta and Kundu (1999) , and is very popular in analyzing lifetime or survival data. Like Weibull and gamma distributions, the generalized exponential distribution can have an increasing, constant, or decreasing hazard function depending on the shape parameter.
It was observed by Gupta and Kundu (2001) that the generalized exponential (GE) distribution and the gamma distribution have very similar properties in many respects, and in some situations the generalized exponential distribution provides a better fit than Gamma and Weibull distributions in terms of maximum likelihood (ML) or minimum chi-square. Sanku Dey (2010) obtained Bayes estimators of the parameters of GE and its associated risk using different loss functions. Raqab (2002) , Raqab and Ahsanullah (2001) , Raqab and Madi (2005) , Jaheen (2004), Kundu and Gupta (2008) extensively studied this distribution. Singh, Singh, Singh, and Singh (2008) studied the estimation problem of the parameters of this 657 distribution under some symmetric and asymmetric loss functions using Lindley's method.
Let x1, x2,…, xn be independently and identically distributed GE random variables with shape parameter α and scale parameter λ (= 1). Then the C.D.F. of x will become
and the corresponding P.D.F. is
For α = 1, the GE distribution reduces to the one parameter (standard) exponential distribution. The GE distribution is unimodal with mode at z = logα, α > 1, and its median is
Maximum Likelihood Estimation
Assume that X = (x1, x2,…, xn) is a random sample from GE distribution. The likelihood function of α for the given sample observation is: 
and
where T is given as above.
Bayes Estimator under Jeffery's Prior Using Different Loss Functions Squared Error Loss Function (SELF)
Consider the following SELF:
and obtain the Risk function as:
will give the Bayes estimator:
which is the same as the MLE of α given in (4).
Quadratic Loss Function (QLF)
Consider the following QLF:
and obtain the Risk function as 
, we get the Bayes estimator of α as:
Remark 1:
, which gives the Bayes estimator under QLF using Jeffery's prior.
2.
For c2 = 0 in (10), we get ˆn T   , which gives the Bayes estimator under SELF using Jeffery's prior.
Precautionary Loss Function (PLF)
Consider the following PLF:
and obtain the Risk function as: 
Bayes Estimation under the Extension of Jeffery's Prior using Different Loss Functions Squared Error Loss Function
The risk function under SELF is obtained as 
Simulation Study of Generalized Exponential Distribution
In the simulation study, sample sizes were chosen at n = 25, 50, and 100 to represent small, medium, and large data sets. The scale parameter is estimated for Generalized Exponential distribution with Maximum Likelihood and Bayesian using Jeffrey's & extension of Jeffrey's prior methods. For the scale parameter, α = 0.5, 1.0, and 1.5. The values of Jeffrey's extension are chosen as c1 = 1.0, 1.5, and 2. The value for the loss parameter c2 = ±1.0 and ±2.0. This was iterated 5000 times and the scale parameter for each method was calculated. A simulation study was conducted in R-software to examine and compare the performance of the estimates for different sample sizes with different values for Jeffrey's prior and the extension of Jeffrey's prior under different loss functions. The results are presented in tables for different selections of the parameters and c extension of Jeffrey's prior.
In Table 2 , Bayes' estimation with Al-Bayyati's Loss function under Jeffrey's prior provides the smallest values in most cases especially when loss parameter c2 is ±2.0. Similarly, in Table 4 , Bayes' estimation with Al-Bayyati's Loss function under extension of Jeffrey's prior provides the smallest values in most cases, especially when loss parameter c2 is ±2.0 whether the extension of Jeffrey's prior is 0.5, 1.0, or 1.5. Moreover, when the sample size increases from 25 to 100, the Mean Squared Error decreases quite significantly. 
Conclusion
The Bayes' estimator of the parameter of the Generalized Exponential distribution was studied under Jeffrey's prior and the extended Jeffrey's prior assuming different loss functions. The extended Jeffrey's prior gives the opportunity of covering wide spectrum of priors to get Bayes' estimates of the parameter - 
