The analog part of a mixed-signal integrated circuit represents a great amount of the circuit sizing effort. It is necessary to size each device separately and, in cases with several variables, the design space becomes quite large. The analog integrated circuit sizing can be modeled as an optimization problem and solved by optimization heuristics. In this work, we compare three bio-inspired heuristics to size a twostage CMOS Miller operational transconductance amplifier: Particle Swarm Optimization (PSO), Cuckoo Search (CS) and Firefly Algorithm (FA). The goal is to evaluate the applicability of these heuristics for the analog sizing problem and to determine the best configuration of the algorithms parameters for optimizing performance of the generated circuit, mainly power consumption and gate area. Results show that PSO and CS are more suitable to find optimized solutions, while FA presents less efficient exploration of the design space. Although PSO is faster and generates good solutions, the best overall solution was achieved with CS algorithm, which resulted in a reduction of 62% in power consumption and 31% in gate area when compared to the results obtained with FA, in addition to meeting all design constraints.
I. INTRODUCTION
Most of integrated systems functions are implemented in the digital domain, although analog functions are still essential for many applications. Since the input signals of a circuit are in general analog, they must be amplified and filtered for digital conversion. Analog blocks represent a small fraction (about 20%, in average) of a mixed-signal integrated circuit. However, analog design is more complex due to the intricate relationships between design and process parameters and design specifications. According to [1] , the design of analog blocks represents 40% of the entire design effort in a typical mixed-signal chip.
The design methodology of an analog integrated module is essentially based on the knowledge and experience of the designer, since it contains several variables and specifications that are often conflicting. The designer must individually size each component of the circuit, including transistors, resistors, capacitors and even inductors [1, 2, 3] . The adjustment of the circuit electrical behavior is usually accomplished through an interactive trial and error process. The designer performs the manual refinement of circuit parameters, such as transistors gate width and length, based on his experience or on circuit analytic equations, and evaluates the performance through electrical simulation. This repetitive process is slow and does not always generates good results. Short design schedules caused by time-to-market getting tighter hamper the effective search for optimized solutions. Also, the growing demand for low-power circuits for biomedical and IoT applications, for example, turns mandatory the exploration of all transistor operation regions for achieving a resulting circuit with high energy efficiency [4] [5] [6] .
Most of analog integrated circuits present a large design space, which makes the manual design very inefficient. Also, manual design methodologies are often based on first order equations for modeling MOS transistors electrical behavior. These simplifications produce losses in accuracy for performance prediction, mainly for sub-micrometer process technologies in which second order effects are prominent [7] . In a circuit with 24 free variables, for instance, the number of possible combinations in the design space can exceed the order of 10 40 , which is too large to evaluate with exhaustive technique. Automatic design methodologies become mandatory in this case.
First analog design automation strategies [8, 9, 10] tried to find systematic design procedures using techniques derived from the knowledge [11] . The basic idea of the knowledgebased approach is to translate the designer experience into synthesis rules using simplified mathematical models. The main objective is to represent circuit specifications by means of equations that allow the evaluation of devices dimensions in order to meet required design constraints. The main advantage of this approach is the fast execution time. However, the elaboration of the design plan is hard and time-consuming. It is also necessary to implement frequent changes in the equations in order to keep them updated according to the evolution of the fabrication technology. According to [11] , the knowledge-based approach was applied with moderate success, since the precision of the generated solution is compromised by the simplification of the analytical models.
On the other hand, device sizing can be modeled as a combinatorial optimization problem, in which a circuit specification is modeled as a cost function to be minimized and an algorithm based on some heuristic is applied to find optimized solutions [12] . Algorithmic optimization methods are able to incorporate sophisticated heuristics that can process many design specifications simultaneously, whilst efficiently exploring the design space [13] .
Optimization heuristics are used to deal with problems with several variables and criteria to be met. They can be adapted to specific problem requirements and, even not finding the optimum point, they present good capability to find near-optimum solutions.
Algorithms based on several kinds of heuristics have been proposed for optimization problems, like Simulated Annealing (SA) [14] , Genetic Algorithms (GA) [15] , Gravitational Search (GSA) [16] , Particle Swarm Optimization (PSO) [17] , Firefly Algorithm (FA) [18] , Cuckoo Search (CS) [19] , Ant Colony Optimization (ACO) [20] , Colliding Bodies Optimization (CBO) [21] , or a combination of them. A class of heuristics that has recently gained relevance is the biologically-inspired algorithms, such as PSO, CS and FA [22] . They are based on the observation of natural behavior of groups of animals or biological processes and phenomena. These heuristics perform well for many types of applications. The efficiency of these algorithms relies on the fact that they mimic characteristics of nature. For example, PSO is inspired on the social behavior of bird flocking or fish schooling. The FA algorithm is inspired on the blinking communication standard between fireflies in the search for food or in the attraction process for mating. Also, the Cuckoo Search algorithm is inspired by the aggressive pattern of reproduction of some species of cuckoo birds.
Some studies have been reported in literature describing the application of bioinspired algorithms for the problem of sizing analog ICs. PSO is applied in [23] for the sizing procedure of a differential amplifier and a two-stage operational amplifier in 0.35µm technology. The performance is estimated with analytic equations and the final solution is validated with electrical simulation. A hybrid algorithm based on GSA and PSO is used for the design of operational amplifiers in [24] and [25] . PSO in conjunction with GA is also described in [26] for optimizing area and power consumption of operational transconductance amplifiers (OTAs).
A fair comparison between these algorithms based on the reported results, however, is not possible, since the boundary conditions are different (fabrication technology, circuit topology, computational resources, design objectives and constraints, etc). In order to analyze the implementation characteristics and the applicability for analog circuit sizing optimization, we describe in this paper the modeling and design procedure of three heuristics (PSO, FA and CS) to size a two-stage Miller OTA. For this, we use the automatic sizing tool called UCAF [27] and exactly the same boundary conditions for the three algorithms.
The remaining of this paper is organized as follows: section II presents the methodologies used for the optimization of an analog integrated circuit; section III describes the bioinspired heuristics PSO, FA and CS; results and discussion for the sizing of a two-stage OTA are presented in section IV; finally, section V summarizes the conclusions.
II. ANALOG IC OPTIMIZATION METHODOLOGY
UCAF is a tool for automatic sizing of analog integrated circuits, such as operational amplifiers [27] . It is based on an optimization methodology using heuristics to explore the design space and SPICE electrical simulation to evaluate circuit electrical behavior. A cost function given in terms of the expected circuit performance is defined to model the design of an analog IC block through a generic optimization problem [27] . The tool receives as input the design requirements, the parameters from the target manufacturing technology process and the netlist that represents circuit topology. At each iteration, the algorithm modifies the values of the free variables and evaluates the performance of the circuit through SPICE electrical simulation, calculating the value of the cost function. This process is repeated until a stop condition is satisfied, thereby providing a sized circuit. Fig. 1 shows the UCAF tool basic operation flow.
Since UCAF is organized in independent modules, the optimization method can be easily changed, avoiding the modification of the remaining functions of the tool.
The problem of analog sizing is modeled as an optimization problem by translating circuit performance specifications to a cost function dependent on the transistor dimensions, capacitances and bias currents (design free parameters). This cost function fully defines the performance space, which can be explored by an optimization heuristic in the search for a minimum point. The optimized solution corresponds to this point [27] .
The modeling of an analog sizing problem to a general non-linear optimization problem is straightforward. Consider a set of circuit performance features (design specifications) Y(r, q) = {S 1 , S 2 , ..., S s } which depends on a set of design parameter values r and on a set of technology parameter values q. S is an individual specification and s is the total number of design specifications. Performance features for an OTA can be the low-frequency voltage gain (Av0), gain-bandwidth product (GBW), slew rate (SR), consumed power (Pcons), etc. Design parameters are the free variables the designer can handle in order to design the circuit, such as gate dimensions (length L and width W ), reference currents, capacitor values, etc. Technology parameters include electrical MOS model parameters, like oxide thickness T ox , threshold voltage of the long channel device at zero substrate bias V T H0 , etc.
The acceptance of a circuit by a specification test can be expressed as follows:
The set Φ represents the region of acceptable performance specifications in the performance space. The acceptance region Ψ in the design parameter space is defined by:
A manufactured circuit will be considered acceptable if all of its actual performances fall within acceptable limits, i.e., if S L i ≤ S i ≤ S U i , where i is the number of the specification and indexes L and U correspond to lower and upper specification limits, respectively. The proposed approach for optimization of circuit performance results in a non-linear optimization problem and requires the formulation of a set of objective functions to minimize subject to a set of inequality constraints, as in the following standard form:
I is the total number of specifications to optimize and J is the number of constrained performance functions. S L j is the minimum value of the constraint specification to be achieved.
The constrained problem can be transformed into an unconstrained minimization problem using the penalty function approach. A cost function f c to be minimized is defined as:
The first sum represents the design objectives and the second the design constraints. Here, w i and v j are weights indicating the relative importance of design objectives and design constraints, respectively. C j (S j , S L j , S A j ) is a function that returns a penalty value to the cost function if the achieved constraint specification is below the expected reference value [28] . This function is shown in Fig. 2 , where S L j is the minimum required value and S A j is the bound value between acceptable and unacceptable performance values. Its mathematical definition is given by:
Acceptable but non-feasible performance values are the points between S L j and S A j . They return intermediate values for the constraint function in order to allow the exploration of disconnected feasible design space regions. These functions return additional penalty for the cost function if the performance is outside the desired range. Otherwise, the additional cost is zero.
The circuit to be sized is inserted into the tool through its netlist. For this work, we use a Miller OTA, composed of two gain stages. In this circuit, the first stage is a differential amplifier and the second stage is an inverting amplifier. Between the two stages there is a compensation capacitor (C c ) to generate a dominant pole and ensure the stability of the circuit, especially at high frequencies [29] .
The schematic of the Miller OTA is depicted in Fig. 3 . It is composed of 8 MOS transistors, named M1 to M8, a current source I B and a compensation capacitor C C . The input signal is connected to nodes V IN+ and V IN− and a capacitive load C L is connected at the output. The circuit has a symmetric supply voltage indicated by V DD and V SS . The circuit is described in the proposed tool as a sub-circuit in SPICE language, as shown in Fig. 4 . MOS devices are instantiated in lines 10 to 17, current source I B in line 19 and capacitors in lines 19 and 20.
The OTA sizing is modeled as an optimization problem composed of 12 design parameters, representing width (W ) and length (L) of the gate of the transistors (
, the current source I B and the coupling capacitance C C . Fig. 5 shows the description of design parameters in SPICE. This description is stored in a separated file, which is included in the SPICE main file. It contains the values of the variables generated by the optimization algorithm for a given solution.
The circuit used in this work is targeted to XFAB 0.18µm technology process operating with a symmetric supply voltage of ±0.9V . The W values range from 0.22µm to 50µm and L from 0.18µm to 10µm. Values for C C may change from 0.1pF to 10pF and I B from 0.1pA to 100pA.
Design objectives are the minimization of power consumption and circuit gate area. Constraints include low frequency voltage gain (Avo), gain-bandwidth product (GBW), phase-margin (PM), slew rate (SR), input common mode range (ICMR) and output voltage swing (OS). Required values are shown in the second column of Tab. VII. The adopted cost function to be minimized is in the form of eq. 4 and, for this application, it can be written as:
Constraint functions C j are of the form of Fig. 2 , with feasible limits (S L j ) defined by the required specifications values of Tab. VII and acceptable values (S A j ) equal to 80% of the feasible limits. The vector of design parameter is r = [W 1 , L 1 , W 3 , L 3 , W 5 , L 5 , W 6 , L 6 , W 7 , L 7 , I B , C C ] and the vector of technology parameters q is composed of target technology parameters provided by the foundry. Each constraint function C j contributes to the increasing in the cost function with a value proportional to the amount of performance feature below the requirement. If the performance feature is higher than the requirement, the constraint function contribution is zero. The specifications that require a maximum value to be achieved can be translated to a minimum constraint simply by turning it negative. All weights v j are equal to the inverse of the required values listed in the second column of Tab. VII. Design objectives P cons and Area always contribute positively to the cost function, since the goal is to minimize these features.
III. BIO-INSPIRED HEURISTICS
In this section, we describe briefly the three algorithms used in this work.
A. Cuckoo Search via Levy flights
Cuckoo Search (CS) is a search algorithm based on the parasitic behavior of some species of cuckoo birds in combination with the behavior of Levy flights of some birds and insects [30] .Á Cuckoos have a reproduction characteristic that stands out for its aggressive strategy. Some cuckoo species lay their eggs in community nests and use the strategy to remove other bird's eggs in order to increase the incubating probability of their own eggs. If the host bird discovers that some egg does not belong to him, he throws the intruder egg out or abandons the nest and builds a new one elsewhere. Therefore, in some cuckoo species, females are able to mimic the pattern color of the eggs from host birds. This reduces the probability of eggs being destroyed and increases cuckoo's reproduction rate [31] .
Three rules are used for the implementation of CS algorithm [32]:
1. Each cuckoo lays one egg (solution) at a time and deposits it in a nest of a randomly chosen host bird;
2. Best nests, with high egg quality, are transferred to next generations;
3. The number of available nests is fixed and the egg placed by a cuckoo can be discovered by the host bird with a probability pa ∈ [0, 1].
Based on these three rules, the CS algorithm basic steps can be summarized as shown in Algorithm 1.
When generating a new solution X i for a given cuckoo i in an iteration t + 1, a Levy flight [33] is performed:
In this case, X i (t) represents the current solution, α > 0 is the step size that must be related to the scales of the problem and λ is the exponent in the power law that defines the step size. The above equation is essentially the stochastic equation for random walking. The product ⊗ means multiplication performed independently between vectors.
A random walking is a stochastic process which particles or waves travel along random paths [34] . The Brownian movement is the most known of all random walks, in which the step length is defined according to a Gaussian probability distribution.
In Levy flights, step length is defined according to a power law and it is described by a heavy tail distribution probability, because large length steps are more prevalent than in other istributions. This difference gives to the Levy flights a very distinct appearance, in which the pattern presents clusters of small steps separated by large jumps. This movement contrasts visually with the homogeneous patterns of Brownian movement [35] , as depicted in Fig. 6 . Several studies show that the dislocating behavior of many animals and insects follows the Levy flights typical characteristics [36, 37, 38] .
Levy flights are composed of random sequences of motion segments with lengths l, extracted from a probability distribution function (p(l) = l λ ), where 1 < λ < 3 and l is the step size. As consequence, Levy jumps do not have a characteristic length scale [39] .
The generation of random movements with Levy flights consists in two stages: choosing a random direction and step generation. The direction choice is obtained randomly from an uniform distribution, while the step generation consists in defining the lengths of the jumps, which can be calculated by the Mantegna algorithm [41] for a stable Levy distribution.
Some of the new solutions are generated around the best obtained solution, accelerating the local search. However, a substantial fraction of new solutions must be randomly generated in order to reach distant places of the best current solution. This ensures that the system does not get stuck into a local best solution.
B. Firefly Algorithm
Fireflies are small insects that use their brightness to attract partners. This attraction is stronger according to the intensity of the emitted light. The idea of the FA algorithm is to calculate the value of the objective function in several points of the domain, considering that each of these points is considered a firefly [42] .
The light intensity of fireflies is related to the value of the cost function for that point in the domain. At each iteration, the goal is that the values converge to the point that generates the highest brightness, which is obtained at the position where the cost function presents the optimal value [18] .
The attractiveness of each firefly is linked to the intensity of the light (I) it emits and decreases with distance. Some rules of the algorithm are summarized [43]:
1. A firefly can be attracted to any other; 2. Attractiveness is proportional to brightness. The lowerbright firefly will always move toward the higher brightness;
3. Attractiveness is proportional to the intensity of light, which is inversely proportional to distance. Therefore, the attractiveness will decrease with the distance between the fireflies;
4. When there is no other firefly brighter than it, the firefly move at random; Algorithm 2: Firefly Algorithm Objective Function f c (r), r = (r 1 , ..., r d ) T ; Generate initial population of ne fireflies X k (k = 1, 2, ..., ne); Determine light intensity I k in X k based on f ck ; Define the coefficient of light absorption γ; while (stopping criteria not met) do for i=1:ne do for j=1:ne do if I j > I i then Move firefly i to j in dimension d; end Update attractiveness according to distance; Evaluate new solution and update light intensity; end end Classify fireflies based on f ck and choose the best one; end Show results and finish procedure; 5. The firefly's bright intensity is determined by the value of the cost function corresponding to the position in which it is located.
The environment absorbs the light, which becomes weaker as the distance increases. Considering the reductions caused by distance and the absorption of the environment, we have the following equation for the intensity of the brightness seen by a firefly:
Here, r is the distance between fireflies, γ is the light absorption coefficient by the medium and I 0 is the light intensity at r = 0. As the attractiveness of a firefly is proportional to the intensity seen by the adjacent fireflies, we can define attractiveness (β) as:
where β 0 is the attractiveness at r = 0. Thus, the position P of a firefly i attracted by another firefly j at iteraction t + 1 is given by
where P i(j) (t)) is the current position of the firefly i and α(rand − 0.5) is the random portion of the movement, in which rand is a random number between 0 and 1 and α is the weight coefficient of this movement. The parameter γ is of extreme importance in determining the convergence speed of the algorithm. This parameter must be determined based on the dimensions of the problem to be optimized. This value can range between 0.01 and 100. The FA pseudocode is presented in Algorithm 2 [40] .
Algorithm 3: Particle Swarm Optimization
Objective Function f c (r), r = (r 1 , ..., r d ) T ; Generate initial population of ne particles X k (k = 1, 2, ..., ne); Generate value for velocity; Determine initial values for P best(X i ) and Gbest; while (stopping criteria not met) do
Determine the value of f c for each particle; Update P best(X i ) and Gbest; Calculate the velocity for each particle; Update the position of each particle; end Show the results and finish procedure;
C. Particle Swarm Optimization
Particle Swarm Optimization (PSO) is an evolutionary technique inspired by the social behavior of birds. It uses a population of individuals, referred to as particles, that moves through the search space with a certain velocity toward the particle with the best position [44] . Each particle keeps the information of the best solution found by it so far. This value is called P best. The algorithm also stores information about the best overall solution and its location. This value is the best value obtained among all particles and it is called Gbest. At each iteration, the position of each particle is updated toward its P best and Gbest. New positions are determined according to a predefined fitness function. The particles move towards the optimal solution or the best solution found so far. This movement occurs with a certain speed and, at each iteration, an evaluation of the cost function corresponding to the occupied position is performed. Algorithm 3 shows the PSO pseudocode [45] .
PSO is capable of refining good solutions, because the swarm, initially dispersed in the search space, tends to focus on certain regions that present more suitable results for the expected solution. The swarm tends to reach a point of alignment over time. However, there is a different balance between local and global search capabilities, so that the algorithm may not find satisfactory results. In [46] the authors added an inertia parameter w in the velocity calculation equation, with the intention of balancing the capability between global and local search. This inertia parameter was mainly defined as a positive constant.
At iteration t + 1, each particle i updates its velocity v i as follows [18] :
where C 1 and C 2 are acceleration constants, P i (t) is the current position of the particle and P best i and Gbest represent the best solution of particle i and the best overall solution, respectively. The particle's position P i is updated as follows:
The tendency is for the particles to converge to a common point that represents the optimal solution in the optimization process.
IV. RESULTS
The three optimization algorithms were implemented for the automatic sizing of a Miller OTA, with the purpose of comparison in terms of the obtained solution quality and processing time. This section presents the results and strategies.
A. Parameter calibration for CS
In order to verify the effect of parameter tuning over the behavior of CS algorithm for analog synthesis, we implemented a battery of tests for different configurations. The number of iterations was fixed in 50 and the number of nests (ne) was varied from 10 to 60 with a step of 10. This interval was defined empirically, since the increase in the number of nests results in an increase in the execution time. The algorithm was executed 10 times for each number of nests, in order to minimize the effect of random variables over the final result. Tab. I shows the mean value for the optimized cost function obtained for each number of nests. An increase in the number of nests allows a higher coverage in the search space but, at the same time, demands more computational resources. Increasing the number of nests up to 50 resulted in a reduction in the mean cost function. However, this effect does not appear when the number of nests goes to 60, indicating that the optimum value for ne is 50 for this problem.
Parameter pa, which indicates the probability of a host bird to discover and destroy an intruder egg, was swept from 0.15 to 0.70. For each value, the algorithm was executed 10 times with 50 iterations and 50 nests. Table II shows the obtained mean cost function. The value of pa that resulted in a smaller cost function was 0.25. A very large value for pa brings about a high rate of destroyed eggs, discarding also some good solutions. A very small value for pa results in too few discards, leading the algorithm to explore less efficiently the design space. So, an optimum value for pa is around 0.25.
B. Parameter calibration for FA
FA algorithm has a greater number of parameters to be tuned. Parameter α is related to the starting value of the random part of the firefly movement, which decreases at each iteration. The value was swept from 0.3 to 0.9 in 10 executions, considering 50 iterations and a population of 50 fireflies. Results are shown in Tab. III. A low value for α makes the algorithm to converge fast for the final result, but stagnating after first iterations. If the value is high, the movement tends to be too random, corrupting the process of intensifying the searching for best solutions in promising areas of the design space. A value near 0.7 can be considered adequate for the application. The value of γ must take in consideration the dimensions of the problem, which is related to the maximum possible distance between two visible fireflies (solutions). We executed the algorithm 10 times with γ varying from 0 to 10 with step of 1 and between 0.1 and 2 with a step of 0.2 for fine tuning. Each execution was configured with 50 iterations, 50 fireflies and α = 0.7. The value of γ that produced the best mean cost function was γ = 1.5.
According to [18] , the value of β for most applications must be zero, but for some problems it is possible to achieve best solutions if this value is greater than zero. So, we executed the algorithm with β varying from 0 to 0.3, with step of 0.1, with other parameters configured with 50 iterations, 50 fireflies, γ = 1.5 and α = 0.7. For each value of β the execution was repeated 10 times. Table IV shows the obtained results for the mean cost function. It is possible to see that this parameter influences the obtained cost function, but the relation is not monotonic. Although the value zero generates good solutions, a value of 0.2 achieved the smallest mean value for the cost function.
The optimum number of fireflies was also investigated with a sweep from 10 to 60, for 50 iterations and α = 0.7, γ = 1.5 and β = 0.2. Results are shown in Tab. V, demonstrating that increasing the number of fireflies results in an improvement in the mean cost function.
C. Stopping Criteria
The choice of the stop criterion influences the execution time of the optimization algorithm. If the stop condition is not well adjusted, the optimization procedure can be terminated prematurely without converging, or terminated late, wasting computational resources.
One of the following three stopping criteria can be adopted for optimization algorithms:
• A predetermined number of iterations;
• A considered satisfactory result;
• The cost function variation over iterations is smaller than a predetermined threshold.
In this work, we use the stopping criterion based on the variation of the cost function. The best value of the cost function at a given iteration t is compared to the best value of the cost function at iteration t − h, where h is the size of the window to be considered. If the difference between the values is less than an established threshold, the execution of the algorithm is interrupted. Fig. 7 shows an example of the evolution of the cost function in the execution of the 3 algorithms described in this work with window size h = 30 iterations and threshold defined as 5% of the cost function value in the iteration t − h. The 3 algorithms were performed using a population of 50 individuals.
Using this stopping criterion makes the three algorithms converge differently and stop execution at different iterations. For different runs of the algorithms, the number of iterations and the value of the cost function at the end of execution tend to vary. Despite the random aspect of the algorithms, it is noticed that the stop criterion has big influence on the final obtained results. The CS algorithm presented a higher capacity to escape from local minimum, a fact that can be observed by the decrease of the cost function in the iterations near 37 and 65. However, if the value of window h was smaller, this space might not happen. By the other side, the FA algorithm finished early and could not escape from a local minimum, providing a final solution much worse than the other tested algorithms.
D. Sizing and specifications
In order to analyze the quality of the design space exploration generated by the three studied algorithms, we executed them in the UCAF automatic sizing procedure with exactly the same boundary conditions.
In each execution, the same initial values and the same vector of random numbers were used for the three heuristics, thus guaranteeing a fair comparison of the generated results. All tests were performed for the Miller OTA amplifier described in Section II in 0.18µm technology. Synopsys HSpice electrical simulator was used for performance evaluation.
The stop criterion was defined as the cost function variation over iterations with a window h = 30 and a threshold of 5%. All algorithms were set with a population of 50 individuals. FA algorithm was configured to α = 0.7, γ = 1.5 and β = 0.2, and CS with pa = 0.25.
The optimization procedure was repeated 10 times for each algorithm in an Intel Core i7-3770 3.40 GHz PC with 8 GB of main memory. Table VI shows the obtained cost function and number or iterations for each execution, as well as mean and standard deviation.
FA algorithm ended the execution in a smaller number of iterations in 8 of the cases. However, it presented an average cost function value higher than the other two algorithms. This leads to the observation that, although FA algorithm converges faster -making the agents, or fireflies, to group quickly around the best result -, it presents difficulty for a wider exploration of the search space.
Regarding the cost function value, it can be observed that in 6 cases the PSO algorithm presented better results, while CS was better in 4 cases. However, the best overall achieved cost function (f c = 0.623) was generated with CS algorithm. Comparing only CS and PSO, it can be observed that PSO converges faster, which leads to a smaller number of iterations and a better average cost function. Table VII shows the values obtained for circuit specifications for the best result of each algorithm and Table VIII shows the respective solutions for the design variables.
In terms of circuit performance, the Miller OTA amplifier designed with FA heuristic did not meet the minimum requirements of Av0 and ICMR. It was also the circuit that presented the largest power consumption and gate area.
The design using CS obtained the better overall performance, with smaller cost function compared to the other two algorithms, while achieving all constraints. It presents a reduction of 62% in power consumption and 31% in gate area when compared to the best result obtained with FA.
The design considering the PSO heuristic presented a circuit with a performance very close to that obtained with CS. Although the gate area was around 27.5% higher, power consumption was 14.4% smaller.
The larger difference between PSO and CS optimization heuristics, which presented the best results, is related to the execution time. The design with CS algorithm required a runtime of approximately 1 hour and 45 minutes, which was more than 3.5 times slower than the execution with PSO. This can be explained by the fact that the calculation of Levy flight movements is computationally intense. In addition, the convergence for the optimal solution is slower, which causes the algorithm to require a larger number of iterations. Some of the specifications did not reach the desired value because the algorithms were implemented in order to accept values within minimum and maximum intervals for each variable using a penalty system. The more distant the obtained value from the required value for a given specification, the greater the penalty applied to the cost function.
V. CONCLUSION
This paper presented a comparison between three modern bio-inspired heuristics for automatic sizing of a two-stage Miller OTA. It has been shown that it is possible to model the circuit as an optimization problem and to size it by using heuristics in order to meet the target values as acceptable for circuit specifications while optimizing gate area and consumed power. All algorithms were implemented with the same boundary conditions in order to ensure a fair comparison between them. PSO and CS algorithms presented quite similar results considering circuit constraints, achieving better performance than FA algorithm. PSO presented better results in 6 out of 10 executions, while CS was better in 4 cases. Although PSO is faster and provided a smaller mean cost function, CS algorithm achieved the best overall result, generating a Miller OTA with 58.13µW of consumed power and 11.23µm 2 of gate area. It represents a reduction of 62% in power consumption and 31% in gate area when compared to the results obtained with FA, in addition to meeting all design constraints. We demonstrate that the use of bio-inspired heuristics is suitable for the automatic sizing of analog integrated circuits. The modeling as an optimization problem is straightforward and the exploration of the entire design space is done efficiently.
