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ESCUELA DE POSGRADO
INFERENCIA BAYESIANA EN EL MODELO
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Dirigido por
DR. CRISTIAN LUIS BAYES RODRÍGUEZ
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RESUMEN DE LA TESIS
Francisco Germán Calderón Pozo
Maestŕıa en Estad́ıstica
Inferencia Bayesiana en el Modelo de Regresión Beta Rectangular
................................................................................................................................................
Se conoce que el modelo lineal normal no es apropiado para situaciones en la que la variable
respuesta es una proporción que solo toma valores en un rango limitado (0, 1), pues, se
pueden obtener valores ajustados para la variable de interés que exceden sus ĺımites inferior
y superior.
Ante dicha situación, una propuesta es utilizar la distribución beta ya que es bastante flexible
para modelar proporciones. Este modelo de regresión, sin embargo, puede ser influenciado
por la presencia de valores at́ıpicos o extremos. Debido a ello, se ha propuesto en la literatura,
un modelo de mayor robustez llamado modelo de regresión beta rectangular, el cual permite
una mayor incidencia de tales valores.
El objetivo general de la tesis es estudiar las propiedades, estimar y aplicar a un conjunto de
datos reales el modelo de regresión beta rectangular desde el punto de vista de la estad́ıstica
bayesiana.
Para cumplir con el objetivo planteado, se estudian las caracteŕısticas y propiedades de las
distribuciones beta y beta rectangular. Luego, se desarrolla el análisis bayesiano del modelo de
regresión beta rectangular considerando las distribuciones a priori y a posteriori, los criterios
de selección de modelos y simulaciones de Montecarlo v́ıa cadenas de Markov. También, se
realizan estudios de simulación para demostrar que el nuevo modelo es más robusto que el
modelo de regresión beta. Adicionalmente, se presenta una aplicación para mostrar la utilidad
del modelo de regresión beta rectangular.
Palabras-clave: Regresión beta rectangular, regresión beta, inferencia Bayesiana, valores
extremos.
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En diversas disciplinas como la Economı́a, Ingenieŕıa y Psicoloǵıa, por citar algunas; se
investiga la influencia de ciertas covariables en una variable continua que admite únicamente
valores en el intervalo (0, 1), tales como, proporciones, ratios, tasas, etc. Por ejemplo, la tasa
de mortalidad de una cierta región puede ser influenciada por la endemicidad de malaria o
el porcentaje de casos de tuberculosis ocurridos en cierto peŕıodo de tiempo y región puede
ser influenciado por la proporción de pobres, cantidad de personas vacunadas, número de
campañas de prevención, etc.
En estos casos, como mencionan Ferrari y Cribari-Neto (2004), los modelos de regresión
usuales pueden no ser apropiados para situaciones en la que la variable respuesta solo toma
valores en un rango limitado (0, 1); debido a que se pueden obtener valores ajustados para la
variable de interés que exceden sus ĺımites inferior y superior.
Una clase de distribución que permite modelar variables continuas limitadas al intervalo (0, 1)
es la distribución beta, la cual es bastante flexible para modelar este tipo de datos debido
a que su función de densidad puede tomar diversas formas dependiendo del valor de los dos
parámetros que caracterizan a esta distribución.
Sin embargo, el modelo de regresión beta planteado por Ferrari y Cribari-Neto (2004) puede
ser influenciado por la presencia de valores extremos, motivo por el cual se han propuesto
alternativas como el modelo de regresión beta rectangular propuesto por Bayes, Bazán y
Garćıa (2012). Este nuevo modelo permite una mayor probabilidad en la ocurrencia de even-
tos extremos considerando que la variable respuesta sigue la distribución beta rectangular
planteada por Hahn (2008) la cual es una mezcla de una distribución beta con una distribu-
ción uniforme. Esta distribución podŕıa verse como un caso particular de modelo mixto beta
finito propuesto por Bouguila et al. (2006). Es bien conocido que las distribuciones mixtas
son más robustas ante valores at́ıpicos o extremos (se refiere a valores más grandes o influ-
yentes) debido a que incluyen una componente de distribución extra; más aún, la variabilidad
se explica mejor y la estimación del ((verdadero)) parámetro de la media es menos afectada,
como indica Markatou (2000).
1
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1.2. Objetivos
El objetivo general de la tesis es estudiar propiedades, estimar y aplicar a un conjunto de
datos reales el modelo de regresión beta rectangular desde el punto de vista de la estad́ıstica
bayesiana. De manera espećıfica se busca:
• Revisar la literatura acerca de las diferentes propuestas de modelos de regresión para
proporciones.
• Estudiar a profundidad la distribución beta rectangular.
• Estudiar las caracteŕısticas y propiedades del modelo de regresión beta rectangular
desde la perspectiva bayesiana.
• Implementar métodos de inferencia bayesiana considerando simulación MCMC.
• Realizar estudios de simulación para evaluar el desempeño del modelo de regresión beta
rectangular en diferentes escenarios.
• Aplicar el modelo a un conjunto de datos reales.
1.3. Organización del trabajo
En el Caṕıtulo 2, se estudiarán las caracteŕısticas y propiedades de la distribución beta. En
el Caṕıtulo 3, se estudiará a profundidad la distribución beta rectangular. En el Caṕıtulo 4,
se desarrollará el análisis bayesiano del modelo de regresión beta rectangular considerando las
distribuciones a priori y a posteriori, aśı como los criterios de comparación para estimadores
y los criterios de selección de modelos. En el Caṕıtulo 5 se muestra un estudio de simulación
considerando los modelos de regresión beta y beta rectangular con la finalidad de demostrar
que este último es más robusto. En el Caṕıtulo 6 se trabaja una aplicación en la cual se
analiza como se ve afectada la tasa de analfabetismo de los distritos del departamento de La
Libertad por la condición de pobreza en el año 2007.
Finalmente, en el Caṕıtulo 7 se discuten algunas conclusiones obtenidas en este trabajo.
También, se brindan algunas recomendaciones para realizar investigaciones futuras.
En el apéndice A se muestran los programas desarrollados en el software R para realizar las
simulaciones de datos considerando el paquete rjags. En el apéndice B se presentan los códigos
en R donde se utiliza el paquete rjags. Asimismo, en el apéndice C se muestra el conjunto de
datos utilizado en el caso aplicativo. Finalmente, en el apéndice D se presentan los gráficos




La distribución beta permite modelar variables continuas que toman valores en el inter-
valo (0, 1), lo que la hace muy apropiada para modelar proporciones. Por ejemplo: la tasa de
analfabetismo de un páıs, la PEA ocupada según actividad económica, la proporción de defec-
tuosos en un determinado lote, etc. Por otro lado, en la inferencia bayesiana es muy utilizada
como distribución a priori cuando las observaciones tienen una distribución binomial.
En este caṕıtulo se describirá a la distribución beta, se estudiarán sus propiedades y se
presentará una parametrización alternativa propuesta por Ferrari y Cribari-Neto (2004).
2.1. Función de densidad de probabilidad
La función de densidad de probabilidad de una variable aleatoria Y que sigue una distri-
bución beta es dada por
gY (y | α, β) =
Γ(α+ β)
Γ(α)Γ(β)
yα−1(1− y)β−1, 0 < y < 1, α > 0, β > 0. (2.1)
Una de las principales ventajas de esta distribución es el ajuste a una gran variedad de
distribuciones emṕıricas, pues adopta formas muy diversas dependiendo de cuáles sean los
valores de los parámetros de forma α y β, mediante los que viene definida la distribución.
En la Figura 2.1 se muestran las gráficas de la distribución beta para algunos valores de α
y β. Se puede apreciar en (1) que con un valor de α = 1 y β > 1, la curva tiene forma de J
invertida. En (2) se visualiza que cuando α y β son iguales a 0.5, la distribución beta tiene
forma de U. En (3) se visualiza que cuando los valores de α y β son iguales a 6 se tiene una
curva simétrica. En (4) se muestra que cuando el valor de α = 6 y β = 3 , la curva tiene
asimetŕıa negativa o de cola a la izquierda.
2.2. Propiedades de la distribución beta




y V ar(Y ) =
αβ
(α+ β)2(α+ β + 1)
. (2.2)
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Figura 2.1: Función de densidad de la distribución beta para diferentes valores de los parámetros.
La distribución beta tiene una moda solo si ambos de sus parámetros son mayores que 1. La
expresión de la moda es la siguiente:
Moda =
α− 1
α+ β − 2
, si α, β > 1 (2.3)
La desviación absoluta según Krishnamoorthy (2006) se define como una medida de la va-
riabilidad de los posibles valores de la variable aleatoria Y , y se expresa como E(|Y − µ|).







El coeficiente de simetŕıa es la división del tercer momento respecto a la media entre la




α+ β + 1




Del mismo modo, el coeficiente de kurtosis es el cuarto momento respecto a la media entre
la varianza elevada al cuadrado y se expresa de la siguiente forma:
Kurtosis =
3(α+ β + 1)[2(α+ β)2 + αβ(α+ β − 6)]
αβ(α+ β + 2)(α+ β + 3)
. (2.6)
Dos casos importantes de mencionar son el de Beta(1,1) que es equivalente a la distribución
uniforme en el intervalo unitario y el caso ĺımite cuando ambos α y β → 0, que corresponde
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a la distribución Bernoulli(p), donde p es determinado por el ratio de convergencia relativa
de α y β a 0 como se menciona en Smithson y Verkuilen (2006).
2.3. Parametrización alternativa de la distribución beta
Muchos profesionales comúnmente utilizan modelos de regresión para analizar datos que
están relacionados con otras variables. El modelo de regresión lineal es el más usado; sin
embargo no es apropiado para situaciones en las que la variable respuesta está restringida al
intervalo (0, 1), debido a que se pueden obtener valores ajustados para la variable de interés
que exceden los ĺımites superiores e inferiores.
Debido a ello, en la literatura se han propuesto modelos de regresión basados en la distribución
beta, porque tiene una alta flexibilidad para modelar proporciones debido a que su función
de densidad puede, como vimos, tomar diferentes formas al variar sus dos parámetros.
Uno de los más famosos modelos de regresión fue propuesto por Ferrari y Cribari-Neto (2004).
El modelo propuesto por estos autores permite la interpretación de los parámetros en términos
de la respuesta en su escala original (variable respuesta sin transformar). Ellos consideraron
una reparametrización del modelo donde µ = α/(α + β) y φ = α + β, siguiendo (2.2) se
obtiene que




donde V (µ) = µ(1− µ); de tal manera que µ es la media de la variable respuesta y φ puede
ser interpretado como un parámetro de precisión en el sentido que para valores fijos de µ,
al aumentar el valor de φ, la varianza de Y disminuye. En esta nueva parametrización la
densidad de la distribución beta puede ser escrita como
bY (y | µ, φ) =
Γ(φ)
Γ(µφ)Γ((1− µ)φ)
yµφ−1(1− y)(1−µ)φ−1, 0 < y < 1, (2.8)
donde 0 < µ < 1 y φ > 0.
Tal como se mencionó en la Sección 2.1, la distribución beta está asociada a los parámetros de
forma α y β; sin embargo, tal como se menciona en esta sección, esta parametrización no es
adecuada para llevar a cabo un análisis de regresión; por ello, se realizó una parametrización
alternativa que asocia la distribución beta a sus parámetros de media y precisión.
En la Figura 2.2 se pueden observar diferentes densidades beta para los valores correspon-
dientes de (µ, φ). La curva es simétrica cuando µ = 0.5 y asimétrica cuando µ 6= 0.5. También,
puede tomar la forma de J y J invertida como se visualiza en el panel central. En el tercer
panel se puede observar que la distribución beta reparametrizada tiene la forma de U cuando
µ = 0.5 y φ = 1; por otro lado, cuando µ = 0.5 y φ = 2, se obtiene una distribución unifor-
me. La dispersión de la distribución para el parámetro fijo µ, disminuye cuando el valor de
φ aumenta. Otro aspecto importante es que a medida que aumenta el valor de φ, las colas se
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vuelven más pesadas.



















µ = 0.25, φ = 6
µ = 0.5, φ = 6
µ = 0.75, φ = 6











µ = 0.05, φ = 8
µ = 0.95, φ = 8

















µ = 0.5, φ = 2
µ = 0.5, φ = 1
Figura 2.2: Función de densidad de la distribución beta reparametrizada para diferentes valores de
los parámetros µ y φ.
Considerando esta nueva parametrización y la ecuación (2.3), la moda de la distribución beta




, si µφ > 1 y (1− µ)φ > 1 (2.9)







Tomando en cuenta que V (µ) = µ(1−µ), el coeficiente de simetŕıa para la distribución beta





El coeficiente de kurtosis es re-escrito a partir de la ecuación (2.6) como:
Kurtosis =
3(φ+ 1)[2 + V (µ)(φ− 6)]




La distribución beta rectangular fue propuesta por Hahn (2008), debido a la necesidad
de contar con una distribución con rango acotado y que presente colas pesadas. De modo
que le permitiera modelar en forma más flexible el tiempo de duración de una actividad
dentro de un proyecto. En particular, Hahn (2008) aplicó esta distribución como parte de la
herramienta de gestión de proyectos PERT (Program Evaluation and Review Technique)
Esta nueva distribución es una mezcla de una distribución beta con una distribución unifor-
me; que como muestran Bayes et al. (2012) permite realizar inferencia más robusta ante la
presencia de valores at́ıpicos.
En este caṕıtulo se mostrará la función de densidad de probabilidad, sus propiedades y una
parametrización alternativa de la distribución beta rectangular propuesta por Bayes et al.
(2012).
3.1. Función de densidad de probabilidad
La función de densidad de probabilidad de una variable aleatoria Y que sigue una distri-
bución beta rectangular es dada por:
fY (y | µ, φ, θ) = (1− θ)
Γ(φ)
Γ(µφ)Γ((1− µ)φ)
yµφ−1(1− y)(1−µ)φ−1 + θ. (3.1)
Esta nueva distribución utiliza los parámetros µ y φ que provienen de la parametrización
alternativa propuesta en la ecuación (2.8); e incorpora un parámetro de mixtura 0 ≤ θ ≤ 1.
Se puede notar que la distribución uniforme se obtiene cuando θ = 1 y la distribución beta
se encuentra cuando θ = 0. Se usará la notación Y ∼ BR(µ, φ, θ) para hacer referencia a la
distribución beta rectangular de una variable aleatoria Y con parámetros µ, φ y θ.
La distribución propuesta puede ser escrita siguiéndose la notación empleada por Bayes et al.
(2012) de la siguiente manera:
fY (y | µ, φ, θ) = θ + (1− θ)bY (y | µ, φ), (3.2)
donde bY (y | µ, φ) está definida en (2.8).
7
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Figura 3.1: Función de densidad de la distribución beta rectangular para diferentes valores de los
parámetros µ, φ y θ
En la Figura 3.1 se pueden observar las diversas formas adoptadas por la función de densidad,
dependiendo del valor de los parámetros que caracterizan a esta distribución. En el gráfico
del lado izquierdo, se visualiza que con un valor de µ = 0.3, la curva tiene asimetŕıa positiva
(o a la derecha); en el gráfico central, la curva es simétrica cuando el valor de µ es 0.5 y en el
gráfico del lado derecho, la curva tiene asimetŕıa negativa (o a la izquierda) cuando µ = 0.7.
En todos los gráficos se visualiza que a medida que el valor de θ aumenta, las colas se vuelven
más pesadas.
3.2. Propiedades de la distribución beta rectangular




+ (1− θ)µ, (3.3)
V ar(Y ) =
V (µ)
1 + φ
(1− θ)(1 + θ(1 + φ)) + θ
12
(4− 3θ). (3.4)
Se debe notar que cuando θ = 0, las expresiones dadas en (3.3) y (3.4) coinciden con las
expresiones de la media y la varianza de la distribución beta(ver Bayes et al., 2012):




Por otro lado, cuando θ = 1, las expresiones dadas en (3.3) y (3.4) coinciden con las expre-
siones de la media y la varianza de la distribución uniforme:












, si µφ > 1 y (1− µ)φ > 1 (3.7)
que coincide con la moda de la distribución beta mostrada en (2.9).
3.3. Parametrización alternativa de la distribución beta rectangular
Como se mencionó anteriormente, Bayes et al. (2012) notan que la media de la distribución
beta rectangular dada en la ecuación (3.3) es una función de los parámetros θ y µ. Al igual
que con la distribución beta, se considera a la media de esta distribución, γ, como un nuevo




+ (1− θ)µ = γ,





Como se conoce que µ se encuentra entre 0 y 1; se impone la siguiente desigualdad:
θ
2
< γ < 1− θ
2
, (3.9)
Se puede observar en la inecuación (3.9) que el espacio paramétrico de γ depende de θ.
Entonces, se plantean las siguientes condiciones para el parámetro θ:
{
0 < θ < 2γ si γ < 12 ,
0 < θ < 2(1− γ) si γ > 12
(3.10)
Al utilizar la parametrización empleada por Bayes et al. (2012), se tiene que para que γ ∈
[0, 1], θ debe cumplir la siguiente condición:
0 < θ < 1− |2γ − 1|. (3.11)
Con la finalidad de obtener una estructura más apropiada para modelar la media de la
distribución beta rectangular, Bayes et al. (2012) proponen una nueva reparametrización que
sustituye los parámetros θ y µ por los parámetros




+ (1− θ)µ y α = θ
1− |2γ − 1|
, (3.12)
Considerando la nueva parametrización dada en (3.12), la media y la varianza de la distri-
bución beta rectangular pueden ser escritas como:
E(Y ) = γ, (3.13)
V ar(Y ) =
γ(1− γ)
(1 + φ)(1− θ)





1 + θ(1 + φ)





donde θ = α(1 − 2|γ − 1|). Nótese que en este caso, los espacios paramétricos de γ y α son
independientes con γ ∈ (0, 1) y α ∈ (0, 1).
Bajo esta parametrización, la función de densidad de probabilidad de la distribución beta
rectangular, considerando la notación Y ∼ BRr(γ, φ, α), está dada por (Bayes et al., 2012):
hY (y|γ, φ, α) = α(1− |2γ− 1|) + (1−α(1− |2γ− 1|))b
(
y|γ − 0.5α(1− |2γ − 1|)




Esta función permite tener mayor robustez en la estimación de los parámetros porque permite
incluir los valores extremos que se puedan presentar en un conjunto de datos (ver Chia, 2012).
En la Figura 3.2 se muestra la función de densidad de la distribución beta rectangular repa-
rametrizada para distintos valores del parámetro γ, especificados en cada panel. En el panel
(1) se muestra el gráfico de la función beta rectangular simétrica, que se da cuando γ = 0.5;
en el panel (2) se muestra que esta función puede tomar formas asimétricas, como en este
caso que la media es igual a γ = 0.2. En el panel (3) se muestra la función en forma de J
invertida, que se da cuando por ejemplo γ = 0.05 y en el panel (4) se muestra la función en
forma de J, que se da cuando γ = 0.95.
Al igual que con la parametrización original, mientras el valor de α sea más cercano a
0, la función toma la forma de la distribución beta; por otro lado, cuando el parámetro se
acerca a 1, la función es más plana, es decir se parece más a la distribución uniforme (ver la
ĺınea continua punteada).
En la Figura 3.3 se muestra la función de densidad de la distribución beta rectangular re-
parametrizada para γ = 0.5 y diferentes valores de α, φ en cada uno de los paneles; siendo
evidente que la distribución tiene colas más pesadas a medida que aumenta el valor de α.
El parámetro φ puede ser entendido como un parámetro de precisión; por ello, la dispersión
de la distribución va disminuyendo a medida que dicho parámetro aumenta. El panel (1)
muestra la mayor dispersión del ejemplo debido a que φ = 5 y la menor dispersión proviene
CAPÍTULO 3. DISTRIBUCIÓN BETA RECTANGULAR 11









































































Figura 3.2: Función de densidad de la distribución beta rectangular bajo la parametrización dada en
3.15 para diferentes valores de los parámetros.
del panel (4) con un valor de φ = 150.

















































































Figura 3.3: Función de densidad de la distribución beta rectangular bajo la parametrización dada en
3.15 para valores de γ = 0.5, φ = 5 (panel 1), φ = 15 (panel 2), φ = 45 (panel 3), φ = 150 (panel 4).
Es necesario resaltar que a diferencia de la parametrización original, α no es un parámetro
de mixtura sino, como señalan Bayes et al. (2012), un parámetro de forma que está asociado
con la amplitud de la cola. Mientras que φ es un parámetro que controla la precisión de la
distribución, de tal manera que mientras mayor sea su valor, se observa menor dispersión.
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3.4. Espacio paramétrico de las distribuciones beta rectangular y beta
rectangular reparametrizada
La parametrización propuesta por Hahn (2008) no es adecuada para aquellos casos en
los que se debe hacer análisis de regresión, por lo que Bayes et al. (2012) propusieron la
reparametrización de la distribución beta rectangular descrita en la Sección 3.3. También,
se observó que el espacio paramétrico presentado por Hahn (2008) estaba restringido por el
espacio dado en la desigualdad (3.11). Los parámetros γ y α en cambio se mueven de manera
independiente en el cuadrado unitario con γ ∈ (0, 1) y α ∈ (0, 1).
En la Figura 3.4 se muestra el espacio paramétrico propuesto por Bayes et al. (2012) y
estudiado por Chia (2012). En el panel izquierdo se muestra el espacio para los parámetros































Figura 3.4: Espacio paramétrico para la distribuciones Beta Rectangular (γ,θ) y Beta Rectangular
Reparametrizada(γ,α). Fuente: Chia (2012).
En el panel izquierdo se puede apreciar que el espacio en el cual θ está definido no permite
que γ tome ciertos valores, lo cual no es tan beneficioso para realizar la regresión. En cambio,
al realizar la reparametrización planteada en la expresión (3.12) se obtiene un espacio en el
que γ tiene mayor alcance tal como se visualiza en el panel derecho.
Caṕıtulo 4
Inferencia bayesiana en el modelo de regresión beta
rectangular
Los modelos de regresión tratan de estimar o predecir el valor de una variable dependiente
en función de valores conocidos de variables explicativas. En el presente caṕıtulo se muestra
el modelo de regresión beta rectangular desde la perspectiva bayesiana. También, se tratan
aspectos como el ajuste del modelo, las distribuciones a priori y la elección del modelo basado
en los criterios de comparación.
4.1. Modelo de regresión beta rectangular
La distribución beta es considerada flexible, sin embargo, como observaron Hahn (2008)
y Bayes et al. (2012), esta distribución no considera los eventos extremos.
Bayes et al. (2012) reafirmaron y demostraron que el modelo de regresión beta está fuerte-
mente influenciado en la estimación de los parámetros de regresión cuando hay observaciones
at́ıpicas en la variable respuesta; por ello, sugirieron un nuevo modelo, llamado beta rectan-
gular, que sea robusto frente a este tipo de observaciones.
El modelo de regresión para el vector de respuestas observadas Y = (Y1, ..., Yn)
T que siguen
una distribución beta rectangular está dado por:
Yi ∼ BRr(γi, φi, α)
F−11 (γi) = x
T
i β
F−12 (φi) = −wTi δ
(4.1)
donde β = (β1, ..., βk)
T y δ = (δ1, ..., δl)
T son vectores de parámetros de regresión, xi =
(xi1, ..., xik)
T y wi = (wi1, ..., wil)
T son valores de k y l covariables. Asimismo, F−11 (·) y
F−12 (·) son funciones reales estrictamente monótonas y doblemente diferenciables en (0, 1)
con dominios en R para el primer caso y R+ para el segundo caso.
En general F1(·) puede ser cualquier función de distribución acumulada que corresponda a
una distribución continua tal que su función inversa, llamada de enlace, relaciona el parámetro
de la media γi con las covariables xi. Las funciones de enlace para F
−1
1 (·) pueden ser logit,
probit, entre otras. F−12 (·) es una función de enlace que relaciona el parámetro de precisión
13
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φi con las covariables wi; en este caso se utiliza el enlace log(φi) = −wTi δ, el signo negativo
fue indicado por Smithson y Verkuilen (2006) para que la interpretación del coeficiente δ sea
más fácil. Dado que φ es un parámetro de precisión, el signo positivo de δ indica una menor
varianza, lo cual puede llevar a confusión. El signo negativo permite modelar la dispersión
en vez de la precisión que es una acción más común.
4.1.1. Función de verosimilitud
Considerando la reparametrización propuesta por Bayes et al. (2012) definida en (3.15)




hY (yi|γi, φi, α)
donde
hY (yi|γi, φi, α) = α(1−|2γi−1|)+(1−α(1−|2γi−1|))b
(
yi|
γi − 0.5α(1− |2γi − 1|)








Se puede apreciar en (3.15) que cuando α = 0 y φi es constante, se obtiene el modelo
de regresión beta propuesto por Ferrari y Cribari-Neto (2004) que no está en la familia
exponencial y por tanto no es un Modelo Lineal Generalizado (MLG). También, se obtiene el
modelo de regresión beta con dispersión variable introducido por Paolino (2001), Smithson
y Verkuilen (2006) y Simas et al. (2010).
4.1.2. Función de verosimilitud aumentada
Dado que el modelo beta rectangular es una mixtura finita entre una distribución beta y
una distribución uniforme, este admite la siguiente reparametrización jerarquica:
Yi|Zi = 1 ∼ Uniforme(0, 1)
Yi|Zi = 0 ∼ Beta(µi, φi)
Zi ∼ Bernoulli(θi)
donde Zi es una variable auxiliar o latente. Este tipo de variables se usan para modelar las
caracteŕısticas no observadas de los sujetos que determinan las respectivas probabilidades de
éxito. Asimismo, θi y µi fueron definidos en (4.1) y (4.2).
Luego, si Z = (Z1, Z2, ..., Zn), entonces la función de verosimilitud aumentada del modelo de
regresión beta rectangular puede escribirse como:
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bY (yi|µi, φ)1−ziθzii (1− θi)
1−zi ,
(4.3)
donde η = (βT , δT , α).
4.2. Distribución a priori
En el presente trabajo de investigación se considerará el supuesto de que no se cuenta
con información previa acerca de los parámetros (β, δ, α).




α ∼ Uniforme(0, 1)
(4.4)
donde a y c son vectores de dimensiones k y l respectivamente; mientras que B y D son
matrices k × k y l × l respectivamente. Asimismo, se asume que los elementos del vector de
parámetros son independientes (ver Bayes et al., 2012); por lo tanto la distribución a priori
es dada por:
p(η) = p(β)p(δ)p(α).
De aqúı en adelante, se usará la notación N(µ, σ2) para hacer referencia a la distribución
Normal y la notación U(a, b) para hacer referencia a la distribución uniforme.
4.3. Distribución a posteriori
La distribución a posteriori es proporcional a la multiplicación de la priori propuesta en
(4.4) por la función de verosimilitud y se define como:
p(η|Y) ∝ L(η|Y)p(η)
Si se considera que β ∼ Nk(a,B), δ ∼ Nl(c,D) y α ∼ U(0, 1); la forma de la distribución a
posteriori es la siguiente:










i β)− 0.5α(1− |2F1(xTi β)− 1|)





× φk(β|a,B)× φl(δ|c,D)× 1
(4.5)
donde φk(·) y φl(·) expresan la función de densidad de una distribución normal multivariada
de orden k y l respectivamente.
Asimismo, la función de distribución a posteriori aumentada se expresa como:
p(η, Z|Y) ∝ L(η, Z|Y)p(η)
Para este caso, se considera también β ∼ Nk(a,B), δ ∼ Nl(c,D) y α ∼ U(0, 1); de tal manera




b(yi|µi, φ)1−ziθzii (1− θi)
1−zi





y φi = e
−wTi δ.
Se usará esta distribución a posteriori porque es más sencilla de implementar computacio-
nalmente y permite trabajar con data en diferentes peŕıodos.
4.4. Criterios de comparación para selección de modelos
Actualmente existen diferentes metodoloǵıas para comparar modelos bajo inferencia ba-
yesiana, entre las que destacan el EAIC(Esperado del Criterio de Información de Akaike)
y el EBIC (Esperado del Criterio de Información Bayesiano). Ambos fueron propuestos
por Brooks (2002). También, se utiliza el DIC (Criterio de Información del Desv́ıo) que fue
propuesto por Spiegelhalter et al. (2002).
Se tiene que D(η) = −2logL(η|y) representa el desv́ıo, donde L(η|y) es la función de verosi-
militud expresada en (4.2). Entonces, Spiegelhalter et al. (2002) define el DIC como:
DIC = Eη|y[D(η)] + ρD
donde Eη|y[D(η)] representa la media a posteriori del desv́ıo y ρD es el número efectivo de
parámetros definido como:
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ρD = Eη|y[D(η)]−D[Eη|y(η)],
donde D[Eη|y(η)] representa el desv́ıo evaluado en la media a posteriori.
Mientras que Brooks (2002) define el EAIC y EBIC de la siguiente manera:
EAIC = Eη|y[D(η)] + 2p
EBIC = Eη|y[D(η)] + plog(n)
siendo p el número de parámetros en el modelo y n el número total de observaciones.












ηb) y ρ̂D = D − D̂,
respectivamente, donde B representa el número de iteraciones y D(ηb) = −2logL(ηb|Y ) es
el valor de la desviación en la iteración b. Finalmente, los criterios EAIC, EBIC y DIC son
estimados por:
ÊAIC = D + 2p, ÊBIC = D + plog(n) y D̂IC = D + ρ̂D = 2D − D̂.
Menores valores de DIC, EBIC y EAIC implican un mejor ajuste del modelo.
Caṕıtulo 5
Estudio de simulación
En el presente caṕıtulo se muestran los resultados de un estudio de simulación conside-
rando los modelos de regresión beta y beta rectangular. El objetivo del estudio fue observar
el comportamiento de ambos modelos frente a la presencia de datos at́ıpicos; para ello, se
compararon el sesgo y error cuadrático medio de los parámetros estimados y se obtuvo el
porcentaje de casos en los que el modelo de regresión beta rectangular obtuvo un menor valor
estimado de DIC. En el presente estudio se consideran 30 escenarios a partir de la combina-
ción de distintos tamaños de muestra y porcentajes de valores extremos que se utilizan para
crear diferentes patrones de perturbación. Para ello, se usan los software libres R en su ver-
sión 3.2.2 y JAGS en su versión 3.4.0 similar a Alencar (2016). Los códigos computacionales
se encuentran en el apéndice A.
5.1. Modelos en estudio
Similar a Bayes et al. (2012) y Alencar (2016) para el presente estudio de simulación se
considerarán modelos de regresión con precisión constante.
5.1.1. Modelo de regresión beta
En primer lugar, se considera un modelo de regresión beta con las siguientes caracteŕısticas:
Yi ∼ Beta(µi, φ)
logit(µi) = β1 + β2xi,
donde i=1,2,...,n. Las distribuciones a priori que se consideran para cada parámetro son:
β1 ∼ N(0, 1002), β2 ∼ N(0, 1002) y φ ∼ Gamma(0.01, 0.01).
5.1.2. Modelo de regresión beta rectangular
Luego, se considera un modelo de regresión beta rectangular que cumpla con lo siguiente:
Yi ∼ BR(γi, φ, α)
logit(γi) = β1 + β2xi,
18
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donde i=1,2,...,n. Las distribuciones a priori que se consideran para cada parámetro son:
β1 ∼ N(0, 1002), β2 ∼ N(0, 1002), α ∼ U(0, 1) y φ ∼ Gamma(0.01, 0.01).
5.2. Criterios de comparación para estimadores
Existen diferentes criterios para evaluar el desempeño de un estimador. A continuación,
se presentan tres (ver Gentle, 2002, cap.1):
1. Sesgo: El cual es definido como
sesgo(T ) = E(T )− θ.
El sesgo de un estimador es una medida de cuanto error se comete, en promedio, cuando
se utiliza T para estimar el parámetro θ. Un estimador es insesgado si E(T ) = θ. Para
determinar E(T ) se debe conocer la distribución de la estad́ıstica T. Cuando la distribución
de T es desconocida se puede utilizar algún método de simulación para estimar el sesgo.
2. Error cuadrático medio: Este criterio se define como
ECM(T ) = E[(T − θ)2].
El ECM se puede escribir también en función de la varianza y el sesgo de T
ECM(T ) = V ar(T ) + [sesgo(T )]2.
Cuando la varianza y el sesgo al cuadrado son pequeños, el ECM será pequeño. Si T es
insesgado, entonces ECM(T ) = V ar(T ).
3. Error estándar: Es la desviación estándar de la distribución muestral de un estad́ıstico
y se define como
EE(T ) =
√
V ar(T ) = σT .
5.3. Simulación de datos
En este estudio se establece una covariable X, tal que X ∼ U(−4, 4), lo cual se tomará
en cuenta para la generación de un modelo de regresión beta dado por:
Yi ∼ Beta(µi, φ)
logit(µi) = β1 + β2xi,
donde i=1,2,...,n.
Para este análisis, se considera β1 = 0.6, β2 = 1 y φ = 40, tres tamaños de muestra
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n ∈ {100, 150, 200} y porcentajes de casos con valores extremos r ∈ {0 %, 2 %, 4 %, 6 %}.
La combinación de valores de n y r produce 3× 4 = 12 escenarios.
Se desea estudiar el efecto que producen los valores at́ıpicos en la estimación de los parámetros
de localización y el parámetro de precisión de los modelos beta y beta rectangular; para
ello, se seleccionan r × n/100 datos simulados. Luego, se sustituyen estos valores de yi por
y∗i = yi ±∆, donde ∆ es el incremento o decremento de los valores de y. En este trabajo se
toman en cuenta 3 patrones de perturbación similar a Alencar (2016) y Bayes et al. (2012) :
(i) Un incremento de ∆ unidades de los valores de y correspondiente a los r×n/100 valores
más bajos de x.
(ii) Una disminución de ∆ unidades de los valores de y correspondiente a los r × n/100
valores más altos de x.
(iii) Un incremento o disminución de ∆ unidades de los valores de y correspondiente a los
r × n/100 valores más altos y más bajos de x respectivamente.
En primer lugar se consideran 3 escenarios sin data perturbada y luego se obtienen 27 escena-
rios con la data contaminada para cada modelo. En la Figura 5.1 se muestra la data obtenida
cuando n = 200, r = 2 % para la data sin contaminar y con datos at́ıpicos. Para el patrón de
perturbación (I) se utilizó un ∆ de 0.9, para el patrón de perturbación (II) se utilizó un ∆
de 0.80 y para el patrón de perturbación (III) se utilizó un ∆ incremental de 0.90 y un ∆ de
disminución de 0.80. En los demás escenarios se utilizó el mismo procedimiento para obtener
los datos con valores at́ıpicos.
Para cada escenario y para cada conjunto de datos, se estimaron los modelos beta y beta
rectangular tal como fueron explicados en la Sección 5.1. Esta estimación se realiza utilizando
el programa JAGS que implementa un algoritmo de Gibbs. Este necesita una fase inicial de
muestreo durante la cual los muestreadores adaptan su comportamiento para maximizar
su eficiencia; en este caso el peŕıodo de adaptación considerado fue de 5,000 iteraciones. El
peŕıodo de burn-in considerado fue de 25,000 para 100,000 valores de la cadena y para reducir
la autocorrelación se tomaron solamente saltos de 10 en 10 (thin =10).
El sesgo, el error cuadrático medio y el error estándar fueron calculados para cada modelo
considerando las réplicas en cada escenario; también, se obtuvo el porcentaje de casos en el
cual el modelo de regresión beta rectangular fue seleccionado en vez del modelo de regresión
beta. Esto se define en términos del porcentaje de veces en el cual el modelo de regresión beta
rectangular obtiene un menor valor estimado de DIC. Cabe resaltar que en los escenarios
donde no existe data perturbada, el modelo de regresión beta obtiene un menor valor estimado
de DIC en un mayor porcentaje de veces.
En las Figuras 5.2 y 5.3 se muestra para cada patrón que a medida que r aumenta, el sesgo
para β1 y β2 es mayor; además, el modelo de regresión beta rectangular muestra menores
valores de sesgo que se acercan a cero. Asimismo, en las Figuras 5.4 y 5.5 se muestra que
a medida que el porcentaje de datos at́ıpicos aumenta, el ECM aumenta; sin embargo, el
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modelo de regresión beta rectangular presenta menores valores de ECM. En general, existe
una mejora en la precisión (el sesgo y el error cuadrático medio decrecen) para las estimaciones
de los parámetros cuando se emplea un modelo de regresión beta rectangular en vez de un
modelo de regresión beta, esta observación se sustenta en que el modelo de regresión beta
rectangular obtiene un menor valor estimado de DIC en un gran porcentaje de los casos; tal
como se observa en la última columna de la Tabla 5.1.




























































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































(c) Sesgo de β1 siguiendo el patrón III para diferentes tamaños de n
Figura 5.2: Gráficos de comparación de sesgo para β1 obtenidos para los modelos de regresión beta y
beta rectangular considerando diferentes tamaños de n y porcentajes de valores extremos.




































































































































(c) Sesgo de β2 siguiendo el patrón III para diferentes tamaños de n
Figura 5.3: Gráficos de comparación de sesgo para β2 obtenidos para los modelos de regresión beta y
beta rectangular considerando diferentes tamaños de n y porcentajes de valores extremos.



























































































































(c) ECM de β1 siguiendo el patrón III para diferentes tamaños de n
Figura 5.4: Gráficos de comparación de error cuadrático medio (ECM) para β1 obtenidos para los
modelos de regresión beta y beta rectangular considerando diferentes tamaños de n y porcentajes de
valores extremos.




























































































































(c) ECM de β2 siguiendo el patrón III para diferentes tamaños de n
Figura 5.5: Gráficos de comparación de error cuadrático medio (ECM) para β2 obtenidos para los




En el presente caṕıtulo se realizará la estimación por inferencia bayesiana de los modelos
de regresión beta y beta rectangular empleando el paquete rjags del programa libre R, con la
finalidad de comparar, para una aplicación real, ambos métodos. Los códigos se encuentran
en el apéndice B.
En la aplicación referida se analizará el conjunto de datos de los 83 distritos del departamento
de La Libertad según condición de pobreza y tasa de analfabetismo, 2007. Estos datos fueron
extráıdos del documento “La Libertad Compendio Estad́ıstico 2012” publicado en la dirección
electrónica http://www.inei.gob.pe/media/MenuRecursivo/publicaciones_digitales/
Est/Lib1060/libro.pdf y se encuentran en el apéndice C.
6.1. Estudio de caso: distritos del departamento de La Libertad según
condición de pobreza y tasa de analfabetismo
6.1.1. Descripción del caso
En el Informe sobre Desarrollo Humano de las Naciones Unidas para los años 2014 y
2015 se mencionó que los páıses más pobres son los que tienen tasas de analfabetismo más
altas. También, se menciona que los porcentajes de analfabetismo y pobreza aumentan o
disminuyen conjuntamente.
Según el INEI (2015), en el año 2014, el 14 % de la población pobre de 15 o más años de edad
no sab́ıa leer ni escribir, es decir eran analfabetos. Este fenómeno afecta más a los pobres
extremos ya que el 23.1 % de dicho grupo no han seguido estudios de educación primaria.
Entre la población no pobre se observa una tasa de analfabetismo de 4.5 %.
A nivel de área de residencia, la tasa de analfabetismo de la población pobre del área urbana
se ubicó en 8.8 % y en el área rural en 19.8 %. Entre la población no pobre la incidencia del
analfabetismo en el área urbana fue de 2.9 % y en el área rural de 12.7 %.
La aplicación que se muestra en la presente sección consiste en la estimación de los parámetros
de los modelos de regresión beta y beta rectangular por inferencia bayesiana. Para ello, se
analizará como la tasa de analfabetismo de los distritos del departamento de La Libertad se
verá influenciado por la condición de pobreza; estos datos se encuentran en el apéndice C.
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6.1.2. Descripción de los datos
Se están considerando para el análisis las siguientes variables:
• Proporción total de pobres: Según el INEI (2000), la pobreza total comprende a las
personas cuyos hogares tienen ingresos o consumo per cápita inferiores al costo de una
canasta total de bienes y servicios mı́nimos esenciales. En este caṕıtulo, se trabajará
con la proporción total de pobres en los distritos del departamento de La Libertad.
• Proporción total de analfabetos: Se define como la incapacidad de leer y escribir de-
bido a la falta de enseñanza. En este caṕıtulo, se trabajará con la proporción total de
analfabetos en los distritos del departamento de La Libertad.
En la Figura 6.1 se muestra el diagrama de dispersión para los distritos del departamento
de La Libertad. Aqúı se puede observar que los datos para los distritos de Condomarca y
Ucuncha constituyen valores extremos para la distribución de este par de variables, porque
a pesar de tener valores altos de pobreza, sus tasas de analfabetismo no son muy altas. El
primero tiene un porcentaje de pobreza total de 97.5 %; sin embargo su tasa de analfabetismo
es de 12.3 %. Con respecto al distrito de Ucuncha, este tiene un 91.6 % de pobreza total; pero,
su tasa de analfabetismo no supera el 12.5 %.



























Figura 6.1: Gráfico de dispersión de tasa de analfabetismo vs pobreza total en los distritos de La
Libertad.
En la Figura 6.2 se muestra el diagrama de cajas para la variable “Pobreza total” en los
distritos del departamento de La Libertad. El distrito con menor cantidad de pobres es
Trujillo con un 7.2 %; por otro lado, el distrito con mayor cantidad de pobres es Ongón con
un 99.7 %. La media de esta variable es del 58 %, lo que indica que más de la mitad de la
población de los distritos es pobre; el rango intercuantil va de 38.70 % a 75.70 %.
Por otro lado, en la Figura 6.3 se muestra el diagrama de cajas para la variable “Tasa
de Analfabetismo” en los distritos del departamento de La Libertad. El distrito con menor
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0.2 0.4 0.6 0.8 1.0
Pobreza Total
0.072 0.387 0.58 0.757 0.997
Figura 6.2: Diagrama de cajas de la proporción total de pobres en los distritos del departamento de
La Libertad.
cantidad de analfabetos es Trujillo con un 1.7 %; por otro lado, el distrito con mayor cantidad
de analfabetos es Sanagorán con un 36.8 %. La media de esta variable es de 14.26 %, lo que
indica que cerca del 15 % de la población liberteña es analfabeta; el rango intercuantil va de
7.60 % a 18.80 %.
0.05 0.10 0.15 0.20 0.25 0.30 0.35
Tasa de Analfabetismo
0.017 0.076 0.123 0.188 0.352
Figura 6.3: Diagrama de cajas de la tasa de analfabetismo en los distritos del departamento de La
Libertad.
6.1.3. Estimación por inferencia bayesiana de los parámetros
En esta sección se muestra la estimación de los parámetros por inferencia bayesiana tanto
del modelo de regresión beta como del modelo de regresión beta rectangular. La estimación
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de los parámetros se realizarán en base a 4 modelos diferentes, los cuales se detallan a
continuación.
1. Modelo de regresión beta con φ constante (modelo 1)
En primer lugar se consideró un modelo de regresión beta que teńıa las siguientes carac-
teŕısticas:
Analfabetismoi ∼ Beta(µi, φ)
logit(µi) = β1 + β2PobrezaToti
y distribuciones a priori no informativas dadas por β1 ∼ N(0, 106), β2 ∼ N(0, 106) y φ ∼
Gamma(0.01, 0.01).
Se consideró que el parámetro de precisión φ era constante. Entonces, se realizó la estimación
por MCMC de los parámetros utilizando el paquete rjags (ver B.1) considerando lo siguiente:
100000 iteraciones, saltos de 10 para reducir la autocorrelación y 2 cadenas; además, se
descartaron las primeras 25000 observaciones. Se obtuvieron los resultados que se muestran
en la Tabla 6.1. Como se puede observar en la Figura D.1, los valores simulados de los
parámetros del modelo de regresión beta tienen una autocorrelación baja. Asimismo, se
puede apreciar que todas las cadenas convergen; esto indica que los valores simulados son
adecuados.
Parámetros Media Mediana Desv. Est.
Intervalo de Credibilidad
2.5 % 97.5 %
β1 -3.38 -3.38 0.13 -3.63 -3.13
β2 2.55 2.55 0.18 2.19 2.89
φ 63.27 62.68 9.92 45.33 84.02
Tabla 6.1: Estimación de los parámetros del modelo 1 considerando µ variable y φ constante. Se puede
apreciar que β1 y β2 son significativos ya que en sus intervalos de credibilidad no contienen al cero.
El valor estimado de la constante β1 es -3.38 y el valor estimado de β2 es 2.55, lo que indica
que a medida que aumenta el nivel de Pobreza, aumenta el nivel de Analfabetismo. Cuando
la tasa de Pobreza Total es igual a 0, se espera que la tasa de analfabetismo estimada sea de
3.29 %.
2. Modelo de regresión beta con φ variable (modelo 2)
Se consideró un modelo de regresión beta que teńıa las siguientes caracteŕısticas:
Analfabetismoi ∼ Beta(µi, φi)
logit(µi) = β1 + β2PobrezaToti
log(φi) = −δ1 − δ2PobrezaToti
y distribuciones a priori no informativas dadas por β1 ∼ N(0, 106), β2 ∼ N(0, 106), δ1 ∼
N(0, 106) y δ2 ∼ N(0, 106).
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Parámetros Media Mediana Desv. Est.
Intervalo de Credibilidad
2.5 % 97.5 %
β1 -3.58 -3.58 0.10 -3.77 -3.37
β2 2.83 2.84 0.17 2.50 3.17
δ1 -5.77 -5.78 0.38 -6.47 -4.99
δ2 2.45 2.45 0.59 1.28 3.60
Tabla 6.2: Estimación de los parámetros del modelo 2 considerando µ y φ variables. Se puede apreciar
que β1, β2, δ1 y δ2 son significativos ya que en sus intervalos de credibilidad no contienen al cero.
Entonces, se realizó la estimación por MCMC de los parámetros utilizando el paquete rjags
(ver B.1) considerando lo siguiente: 100000 iteraciones, saltos de 10 para reducir la autocorre-
lación y 2 cadenas; además, se descartaron las primeras 25000 observaciones. Se obtuvieron
los resultados que se muestran en la Tabla 6.2. Como se puede observar en la Figura D.2, los
valores simulados de los parámetros del modelo de regresión beta tienen una concordancia
muy buena. También, se puede apreciar que todas las cadenas convergen.
Se observa que el valor estimado de la constante β1 es -3.58 y el valor estimado de β2 es
2.83, lo que indica que a medida que aumenta el nivel de Pobreza, aumenta el nivel de
Analfabetismo. Por otro lado, el valor de δ1 es la constante negativa, que al entrar al modelo
tiene un efecto positivo; asimismo, el valor de δ2 es positivo y al entrar al modelo tiene un
efecto negativo sobre la Pobreza Total; por ello, el valor de φi disminuye, haciendo que la
varianza del Analfabetismo aumente. Cuando la tasa de Pobreza Total es igual a 0, la tasa
de analfabetismo es de 2.71 %.
3. Modelo de regresión beta rectangular con φ constante (modelo 3)
Se consideró un modelo de regresión beta rectangular que teńıa las siguientes caracteŕısticas:
Analfabetismoi ∼ BR(γi, φ, α)
logit(γi) = β1 + β2PobrezaToti
y distribuciones a priori no informativas dadas por β1 ∼ N(0, 106), β2 ∼ N(0, 106), φ ∼
Gamma(0.01, 0.01) y α ∼ U(0, 1).
Se consideró que la media γ depend́ıa de covariables; mientras que φ y α eran constantes.
Luego, se realizó la estimación por MCMC de los parámetros utilizando el paquete rjags (ver
B.2) considerando lo siguiente: 100000 iteraciones, saltos de 10 para reducir la autocorrelación
y 2 cadenas; además, se descartaron las primeras 25000 observaciones. Se obtuvieron los
resultados que se muestran en la Tabla 6.3. Como se puede observar en la Figura D.3,
los valores simulados de los parámetros del modelo de regresión beta rectangular tienen
una concordancia muy buena; esto significa que el proceso de simulación ha sido adecuado.
Asimismo, se puede apreciar que todas las cadenas convergen.
El valor estimado de la constante β1 es -3.39 y el valor estimado de β2 es 2.75, lo que indica
que a medida que aumenta el nivel de Pobreza, aumenta el nivel de Analfabetismo. Cuando
la tasa de Pobreza Total es igual a 0, la tasa de analfabetismo es de 3.26 %.
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Parámetros Media Mediana Desv. Est.
Intervalo de Credibilidad
2.5 % 97.5 %
β1 -3.39 -3.39 0.15 -3.67 -3.09
β2 2.75 2.76 0.19 2.36 3.12
α 0.13 0.12 0.07 0.01 0.30
φ 86.43 85.31 17.58 55.55 124.58
Tabla 6.3: Estimación de los parámetros del modelo 3 considerando γ variable, φ y α constantes. Se
puede apreciar que β1 y β2 son significativos ya que en sus intervalos de credibilidad no contienen al
cero.
4. Modelo de regresión beta rectangular con φ variable (modelo 4)
Se consideró un modelo de regresión beta rectangular que teńıa las siguientes caracteŕısticas:
Analfabetismoi ∼ BR(γi, φi, α)
logit(γi) = β1 + β2PobrezaToti
log(φi) = −δ1 − δ2PobrezaToti
y distribuciones a priori no informativas dadas por β1 ∼ N(0, 106), β2 ∼ N(0, 106), δ1 ∼
N(0, 106), δ2 ∼ NN (0, 106) y α ∼ U(0, 1).
Se consideró que γ y φ depend́ıan de covariables; mientras que α se manteńıa constante.
Luego, se realizó la estimación por MCMC de los parámetros utilizando el paquete rjags (ver
B.2) considerando lo siguiente: 100000 iteraciones, saltos de 10 para reducir la autocorrelación
y 2 cadenas; además, se descartaron las primeras 25000 observaciones. Se obtuvieron los
resultados que se muestran en la Tabla 6.4. Como se puede observar en la Figura D.4 y la
Figura D.5 , los valores simulados de los parámetros del modelo de regresión beta rectangular
tienen una concordancia muy buena. Nuevamente, significa que el proceso de simulación ha
sido adecuado. También, se puede apreciar que todas las cadenas convergen.
Parámetros Media Mediana Desv. Est.
Intervalo de Credibilidad
2.5 % 97.5 %
β1 -3.52 -3.52 0.11 -3.73 -3.28
β2 2.82 2.82 0.17 2.49 3.15
δ1 -5.73 -5.74 0.39 -6.44 -4.93
δ2 2.33 2.35 0.63 1.02 3.53
α 0.06 0.04 0.05 0.00 0.19
Tabla 6.4: Estimación de los parámetros del modelo 4 considerando γ variable, φ variable y α constante.
Se puede apreciar que β1, β2, δ1 y δ2 son significativos ya que en sus intervalos de credibilidad no
contienen al cero.
Se observa que el valor estimado de la constante β1 es -3.52 y el valor estimado de β2 es
2.82, lo que indica que a medida que aumenta el nivel de Pobreza, aumenta el nivel de
Analfabetismo. Por otro lado, el valor de δ1 es la constante negativa, que al entrar al modelo
tiene un efecto positivo; asimismo, el valor de δ2 es positivo y al entrar al modelo tiene un
efecto negativo sobre la Pobreza Total; por ello, el valor de φi disminuye, haciendo que la
varianza del Analfabetismo aumente. Cuando la tasa de Pobreza Total es igual a 0, la tasa
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de analfabetismo es de 2.87 %.
6.1.4. Resultados de la aplicación
En la presente sección se comparan los criterios de información EAIC, EBIC y DIC
para cada modelo de regresión beta y beta rectangular. En la Tabla 6.5 se pueden apreciar
dichos valores calculados.
Criterios Modelos de regresión
de Beta Beta rectangular
información Modelo 1 Modelo 2 Modelo 3 Modelo 4
EAIC -296.43 -280.22 -296.66 -280.71
EBIC -296.67 -280.54 -296.98 -281.12
DIC -299.40 -284.42 -300.86 -286.91
Tabla 6.5: Criterios de información para los diferentes modelos de regresión beta y beta rectangular.
Los criterios de información indican que entre los modelos de regresión beta, el mejor es el
que considera a φ constante (Modelo 1); por otro lado, entre los modelos de regresión beta
rectangular, el mejor es también el que considera a φ constante (Modelo 3). Este último es el
que tiene un mejor ajuste de entre todos los modelos utilizados según el análisis de criterios.
6.1.5. Comparación de los mejores modelos de regresión beta y beta rectangular
luego de retirar observaciones at́ıpicas
En esta sección se muestra una comparación, luego de retirar las observaciones at́ıpicas,
entre el Modelo 3 que fue el que obtuvo mejor ajuste de todos los modelos con el Modelo 1
porque para ambos el parámetro φ es constante . En el panel izquierdo de la Figura 6.4 se
muestra el gráfico de dispersion donde se marcaron los distritos de Condomarca y Ucuncha
porque constitúıan valores extremos para la distribución de los datos; además, se visualizan
los modelos de regresión beta y beta rectangular estimados.
Primero, se realizó la estimación por MCMC de los parámetros utilizando un modelo de
regresión beta con φ constante; para ello, considerando lo siguiente: 100000 iteraciones, saltos
de 10 para reducir la autocorrelación y 2 cadenas; además, se descartaron las primeras 25000
observaciones. Se obtienen los resultados que se muestran en la Tabla 6.6.
Parámetros Media Mediana Desv. Est.
Intervalo de Credibilidad
2.5 % 97.5 %
β1 -3.54 -3.54 0.11 -3.77 -3.32
β2 2.83 2.83 0.16 2.51 3.15
φ 85.97 85.19 13.77 60.77 115.02
Tabla 6.6: Estimación de los parámetros considerando un modelo de regresión beta con µ variable y
φ constante. Se puede apreciar que β1, β2 y φ son significativos ya que en sus intervalos de confianza
no se considera al cero.
CAPÍTULO 6. APLICACIÓN 35
Luego, se realizó la estimación por MCMC de los parámetros utilizando un modelo de regre-
sión beta rectangular con φ constante; considerando lo siguiente: 100000 iteraciones, saltos
de 10 para reducir la autocorrelación y 2 cadenas; además, se descartaron las primeras 25000
observaciones. Se obtienen los resultados que se muestran en la Tabla 6.7.
Parámetros Media Mediana Desv. Est.
Intervalo de Credibilidad
2.5 % 97.5 %
β1 -3.49 -3.49 0.13 -3.74 -3.23
β2 2.82 2.82 0.17 2.49 3.15
α 0.05 0.04 0.05 0.00 0.19
φ 88.05 86.99 14.61 62.38 119.49
Tabla 6.7: Estimación de los parámetros considerando un modelo de regresión beta rectangular con γ
variable y φ constante. Se puede apreciar que β1, β2, α y φ son significativos ya que en sus intervalos
de confianza no se considera al cero.
Finalmente, se comparan los criterios de información EAIC, EBIC y DIC para los modelos
evaluados.
Criterios Modelos de regresión
de Beta Beta rectangular




Tabla 6.8: Criterios de información para el modelo de regresión beta y beta rectangular utilizando
datos sin valores at́ıpicos
Los criterios de información indican que el mejor modelo, cuando se retiran los valores at́ıpi-
cos, es el de regresión beta que emplea φ constante (modelo 1). También, en el panel izquierdo
de la Figura 6.4 se muestran los datos con dos observaciones at́ıpicas y los modelos de regre-
sión beta y beta rectangular, luego en el panel derecho se aprecian ambos modelos reajustados
después de retirar estos valores at́ıpicos. Esto indica que no existe mucha diferencia en la esti-
mación de la media de la variable Analfabetismo cuando no hay valores at́ıpicos; sin embargo,
dichos valores pueden tener un impacto en las estimaciones del modelo de regresión beta,
mientras que este comportamiento no se observó en el modelo de regresión beta rectangular.





































































































































































































































































































El estudio de simulación realizado demostró que el modelo de regresión beta rectangular
resulta ser más apropiado que el modelo de regresión beta ante la presencia de observaciones
at́ıpicas o extremas. En este estudio se vió como este modelo mostraba mejores indicadores
de ajuste (menores valores de sesgo y ECM); aśı como un menor valor de DIC para los
escenarios estudiados.
Mediante la aplicación realizada al conjunto de datos de distritos del departamento de La
Libertad según condición de pobreza y tasa de analfabetismo, se verificó que el modelo de
regresión beta rectangular presentó un mejor ajuste cuando los datos presentan valores at́ıpi-
cos o extremos. Los datos muestran que los distritos de Condomarca y Ucuncha constituyen
valores extremos para la distribución de los datos, porque a pesar de tener valores altos de
pobreza, sus tasas de analfabetismo no son muy altas. El mejor ajuste fue obtenido mediante
el modelo de regresión beta rectangular, que busca explicar la tasa de analfabetismo con la
covariable de porcentaje de pobreza en donde el parámetro de precisión φ se considera cons-
tante (modelo 3). Asimismo, cuando se retiran los valores extremos del conjunto de datos,
no existe mucha diferencia entre este y el modelo beta; sin embargo, dichos valores pueden
tener un impacto en las estimaciones del modelo de regresión beta, por lo que el modelo de
regresión beta rectangular, se podŕıa catalogar como más seguro de utilizar y replicar para
otras aplicaciones en donde se tenga valores extremos o at́ıpicos.
7.2. Sugerencias para investigaciones futuras
Algunos temas que pueden ser estudiados a profundidad son los siguientes:
• Realizar estudios de sensibilidad considerando otras distribuciones a priori para los
parámetros y estudios de simulación con más variables predictoras.
• Desarrollar técnicas de detección de puntos influyentes para el modelo de regresión beta
rectangular.
• Extender el modelo beta rectangular para el análisis de datos longitudinales.
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Apéndice A
Código en rjags para realizar simulaciones de datos
considerando los modelos de regresión beta y beta
rectangular
A continuación, se muestran los códigos en R que se utilizaron en la simulación de los
modelos de regresión beta y beta rectangular para comparar el sesgo y error cuadrático medio
de los parámetros obtenidos. Para ello, se utilizaron los software libres R en su versión 3.2.2
y JAGS en su versión 3.4.0. Asimismo, para los ajustes de los modelos bajo la perspectiva
bayesiana se usó la función jags.model del paquete rjags de R.
A.1. Código R para la simulación del modelo de regresión beta















##Modelo de regresión beta##
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model_string1= "model {



























































dic.pD <- dic.samples(jags, 100000, "pD")
dic.pD








##Simulación del conjunto de datos##







##Modelo de regresión beta##
model_string1= "model {




































































dic.pD <- dic.samples(jags, 100000, "pD")
dic.pD
A.2. Código R para la simulación del modelo de regresión beta rectangular


















##Modelo de regresión beta rectangular##
model_string2= "model {













































































dic.pD <- dic.samples(jags, 100000, "pD")
dic.pD
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##Modelo de regresión beta rectangular##
model_string2= "model {





















































































dic.pD <- dic.samples(jags, 100000, "pD")
dic.pD
Apéndice B
Programas utilizados en las estimaciones de modelos
de regresión beta y beta rectangular
B.1. Código rjags de estimación del modelo de regresión beta con la data
de distritos del departamento de La Libertad
1. Modelo de regresión beta cuando µ es variable y φ es constante
model {











2. Modelo de regresión beta cuando µ y φ son variables
model{




logit(mu[i])<- beta1 + beta2*x[i]
log(phi[i]) <- -delta1 - delta2*x[i]
}
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B.2. Código rjags de estimación del modelo de regresión beta rectangular
con la data de distritos del departamento de La Libertad
1. Modelo de regresión beta rectangular cuando γ es variable y φ es constante
model {


















2. Modelo de regresión beta rectangular cuando γ y φ son variables
model {






















Datos empleados en la aplicación
Distritos del Población Pobres ( %) No Pobres ( %) Tasa de
departamento de La Libertad Total Extremos No extremos Analfabetismo ( %)
Ongón 1,784 99.7 % 97.2 % 2.5 % 0.3 % 30.8 %
Bambamarca 3,826 98.7 % 92.4 % 6.3 % 1.3 % 20.3 %
Condomarca 2,403 97.5 % 83.3 % 14.2 % 2.5 % 12.3 %
Ucuncha 1,023 91.6 % 58.6 % 33.0 % 8.4 % 12.5 %
Sartimbamba 13,328 91.3 % 58.2 % 33.1 % 8.7 % 35.2 %
Curgos 8,621 90.7 % 54.0 % 36.7 % 9.3 % 28.4 %
Sinsicap 8,729 90.6 % 55.4 % 35.2 % 9.4 % 21.9 %
Chugay 18,163 90.1 % 55.2 % 34.9 % 9.9 % 30.3 %
Sanagorán 13,682 89.8 % 53.6 % 36.2 % 10.2 % 36.8 %
Sitabamba 3,907 89.7 % 51.5 % 38.2 % 10.3 % 23.8 %
Marcabal 15,604 88.5 % 47.5 % 41.0 % 11.5 % 36.2 %
Huayo 4,366 88.3 % 50.5 % 37.8 % 11.7 % 25.4 %
Cochorco 9,222 88.2 % 48.2 % 40.0 % 11.8 % 24.7 %
Chillia 12,686 87.4 % 48.8 % 38.6 % 12.6 % 32.2 %
Saŕın 9,649 86.1 % 46.7 % 39.4 % 13.9 % 30.7 %
Huancaspata 6,691 82.2 % 38.7 % 43.5 % 17.8 % 25.8 %
Tayabamba 14,521 79.3 % 37.6 % 41.7 % 20.7 % 23.1 %
Carabamba 7,292 77.5 % 32.1 % 45.4 % 22.5 % 16.7 %
Usquil 27,722 77.1 % 30.9 % 46.2 % 22.9 % 18.9 %
Paranday 727 76.9 % 29.2 % 47.7 % 23.1 % 11.1 %
Lucma 6,268 75.8 % 28.1 % 47.7 % 24.2 % 12.8 %
Julcán 13,356 75.6 % 29.2 % 46.4 % 24.4 % 17.4 %
Huaylillas 2,463 75.2 % 31.6 % 43.6 % 24.8 % 17.8 %
Huamachuco 55,281 75.0 % 32.3 % 42.7 % 25.0 % 22.5 %
Taurija 3,162 72.5 % 27.6 % 44.9 % 27.5 % 24.1 %
Santiago de Challas 2,946 72.3 % 24.4 % 47.9 % 27.7 % 21.5 %
Sayapullo 8,676 72.2 % 25.3 % 46.9 % 27.8 % 14.0 %
Urpay 3,180 72.0 % 27.1 % 44.9 % 28.0 % 23.6 %
Mache 3,372 70.6 % 23.6 % 47.0 % 29.4 % 11.6 %
Calamarca 6,616 70.1 % 25.3 % 44.8 % 29.9 % 17.8 %
Huaranchal 5,369 69.9 % 22.5 % 47.4 % 30.1 % 12.9 %
Buldibuyo 4,041 69.8 % 23.4 % 46.4 % 30.2 % 16.4 %
Huaso 6,593 69.2 % 22.9 % 46.3 % 30.8 % 17.6 %
Agallpampa 10,345 69.1 % 21.2 % 47.9 % 30.9 % 18.7 %
Boĺıvar 5,139 68.8 % 25.9 % 42.9 % 31.2 % 12.7 %
Charat 3,266 63.7 % 15.7 % 48.0 % 36.3 % 11.2 %
Comṕın 2,650 63.6 % 17.7 % 45.9 % 36.4 % 13.6 %
Angasmarca 6,299 63.4 % 18.8 % 44.6 % 36.6 % 15.5 %
Uchumarca 3,124 61.9 % 18.8 % 43.1 % 38.1 % 8.8 %
Parcoy 17,315 61.3 % 19.0 % 42.3 % 38.7 % 10.6 %
Santa Cruz de Chuca 3,360 59.2 % 14.4 % 44.8 % 40.8 % 14.7 %
Santiago de Chuco 20,671 58.0 % 16.4 % 41.6 % 42.0 % 11.9 %
Sigue en la página siguiente.
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Distritos del Población Pobres ( %) No Pobres ( %) Tasa de
departamento de La Libertad Total Extremos No extremos Analfabetismo ( %)
Longotea 2,494 57.7 % 16.0 % 41.7 % 42.3 % 9.4 %
Otuzco 26,664 56.4 % 15.0 % 41.4 % 43.6 % 12.2 %
Mollepata 2,860 55.5 % 12.8 % 42.7 % 44.5 % 21.9 %
La Cuesta 747 54.1 % 13.4 % 40.7 % 45.9 % 11.6 %
Cachicadán 6,935 53.3 % 14.3 % 39.0 % 46.7 % 15.0 %
Pacanga 18,809 53.2 % 10.2 % 43.0 % 46.8 % 10.4 %
Salpo 6,793 52.7 % 11.4 % 41.3 % 47.3 % 12.7 %
Quiruvilca 14,634 52.7 % 13.9 % 38.8 % 47.3 % 12.8 %
Ṕıas 1,606 50.4 % 11.6 % 38.8 % 49.6 % 17.9 %
Mollebamba 2,035 49.7 % 10.7 % 39.0 % 50.3 % 15.7 %
Guadalupito 6,416 49.7 % 8.7 % 41.0 % 50.3 % 9.9 %
Chao 23,502 49.0 % 8.6 % 40.4 % 51.0 % 8.3 %
Virú 49,066 48.6 % 8.9 % 39.7 % 51.4 % 8.0 %
Poroto 3,650 48.5 % 9.1 % 39.4 % 51.5 % 11.4 %
Pueblo Nuevo 12,938 45.5 % 7.2 % 38.3 % 54.5 % 9.1 %
Cascas 15,404 44.1 % 8.0 % 36.1 % 55.9 % 10.7 %
Pataz 7,805 40.9 % 8.2 % 32.7 % 59.1 % 10.1 %
Paiján 23,913 39.9 % 5.9 % 34.0 % 60.1 % 6.8 %
Jequetepeque 3,548 39.9 % 6.4 % 33.5 % 60.1 % 7.5 %
San José 11,716 38.9 % 5.4 % 33.5 % 61.1 % 9.0 %
Guadalupe 38,225 38.5 % 6.1 % 32.4 % 61.5 % 7.7 %
Salaverry 14,080 38.0 % 5.1 % 33.0 % 62.0 % 3.3 %
Florencia de Mora 40,557 37.9 % 3.6 % 34.3 % 62.1 % 5.5 %
El Porvenir 142,413 33.9 % 4.2 % 29.7 % 66.1 % 5.6 %
Simbal 4,137 32.0 % 4.1 % 27.9 % 68.0 % 10.9 %
Ascope 7,229 31.4 % 3.9 % 27.5 % 68.6 % 6.4 %
Huanchaco 45,414 29.5 % 3.6 % 26.0 % 70.5 % 4.3 %
Rázuri 8,588 27.8 % 3.2 % 24.6 % 72.2 % 5.2 %
Chicama 15,523 27.5 % 3.0 % 24.5 % 72.5 % 6.4 %
Chepén 47,755 26.8 % 2.9 % 23.9 % 73.2 % 5.9 %
San Pedro de Lloc 16,576 25.7 % 2.6 % 23.1 % 74.3 % 4.6 %
La Esperanza 153,905 25.4 % 2.3 % 23.1 % 74.6 % 4.1 %
Moche 30,130 23.7 % 2.1 % 21.7 % 76.3 % 4.1 %
Pacasmayo 26,809 23.7 % 1.9 % 21.8 % 76.3 % 2.9 %
Laredo 33,270 21.3 % 2.3 % 18.9 % 78.7 % 5.9 %
Santiago de Cao 20,343 20.8 % 1.6 % 19.2 % 79.2 % 4.4 %
Casa Grande 30,813 19.5 % 1.5 % 18.0 % 80.5 % 4.7 %
Chocope 10,452 16.6 % 1.4 % 15.2 % 83.4 % 5.3 %
Magdalena de Cao 2,973 13.3 % 1.0 % 12.3 % 86.7 % 7.1 %
Vı́ctor Larco Herrera 56,538 8.2 % 0.6 % 7.6 % 91.8 % 2.1 %
Trujillo 298,899 7.2 % 0.4 % 6.8 % 92.8 % 1.7 %
Tabla C.1: Distritos del departamento de La Libertad según condición de pobreza y tasa de
analfabetismo, 2007. Fuente: Instituto Nacional de Estad́ıstica e Informática.
Apéndice D
Gráficos para los modelos de la aplicación
A continuación, se presentan los gráficos de valores simulados y de no existencia de au-
tocorrelación para los modelos 1, 2, 3 y 4 desarrollados en el Caṕıtulo 6.
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Iteraciones
β 1

























(a) Gráfico de los valores simulados de los parámetros cuando µ es variable y φ constante (modelo
1).



































(b) Gráfico de no existencia de autocorrelación de los parámetros simulados cuando µ es variable
y φ constante (modelo 1).
Figura D.1: Gráficos de valores simulados y de no existencia de autocorrelación para el modelo 1.


































(a) Gráfico de los valores simulados de los parámetros cuando µ y φ son variables (modelo 2).







































(b) Gráfico de no existencia de autocorrelación de los parámetros simulados cuando µ y φ son
variables (modelo 2).
Figura D.2: Gráficos de valores simulados y de no existencia de autocorrelación para el modelo 2.





























(a) Gráfico de los valores simulados de los parámetros cuando γ es variable y φ es constante
(modelo 3).







































(b) Gráfico de no existencia de autocorrelación de los parámetros simulados cuando γ es variable
y φ es constante (modelo 3).
Figura D.3: Gráficos de valores simulados y de no existencia de autocorrelación para el modelo 3.























































(b) Gráfico de los valores simulados de los parámetros cuando γ y φ son variables - Parte 2
(modelo 4).
Figura D.4: Gráficos de valores simulados para el modelo 4.
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(a) Gráfico de no existencia de autocorrelación de los parámetros simulados cuando γ y φ son
variables - Parte 1 (modelo 4).























(b) Gráfico de no existencia de autocorrelación de los parámetros simulados cuando γ y φ son
variables - Parte 2 (modelo 4).
Figura D.5: Gráficos de no existencia de autocorrelación para el modelo 4.
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Nacional de Estad́ıstica e Informática.
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