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Let q be a power of a prime p, let ψq : Fq → C be the canonical
additive character ψq(x) = exp(2π i TrFq/Fp (x)/p), let d be an
integer with gcd(d,q − 1) = 1, and consider Weil sums of the
form Wq,d(a) = ∑x∈Fq ψq(xd + ax). We are interested in how
many different values Wq,d(a) attains as a runs through F∗q .
We show that if |{Wq,d(a): a ∈ F∗q}| = 3, then all the values in
{Wq,d(a): a ∈ F∗q} are rational integers and one of these values is 0.
This translates into a result on the cross-correlation of a pair of p-
ary maximum length linear recursive sequences of period q − 1,
where one sequence is the decimation of the other by d: if the
cross-correlation is three-valued, then all the values are in Z and
one of them is −1. We then use this to prove the binary case of
a conjecture of Helleseth, which states that if q is of the form 22
n
,
then the cross-correlation cannot be three-valued.
© 2012 Elsevier Inc. All rights reserved.
1. Introduction
We are concerned with certain Weil sums of binomials, that is character sums of the form∑
y∈Fq
ψq
(
bym + cyn), (1)
where q is a power of the prime p, Fq the ﬁnite ﬁeld with q elements, ψq : Fq → C the canonical
additive character ψq(x) = exp(2π iTrFq/Fp (x)/p), and the coeﬃcients b, c are elements of F∗q , while
the exponents m,n are positive integers such that gcd(m,q − 1) = gcd(n,q − 1) = 1. In particular, we
are interested in the set of values obtained if we ﬁx q, m, and n and allow b and c to run through F∗q .
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nents is taken modulo q − 1), then we obtain ∑x∈F∗q ψq(xm/n + cb−n/mx), which prompts us to deﬁne
the Weil sum
Wq,d(a) =
∑
x∈Fq
ψq
(
xd + ax), (2)
for each prime power q, positive integer d with gcd(d,q − 1) = 1, and a ∈ Fq . Then the set of values
of (1) as b and c run through F∗q is just {Wq,d(a): a ∈ F∗q} where d ≡ mn−1 (mod q − 1). Note that
the Kloosterman sum
∑
x∈F∗q ψq(ax + bx−1) is Wq,q−2(ab) − 1. The evaluation and bounding of sums
of the form Wq,d is a long-running and ongoing line of research [26,12,19,5,6,11,9,10].
These sums link arithmetic geometry to information theory, and as such appear under various
guises in pure and applied mathematics [16,27,14,15,21,20,25,2–4,18,24,8,17,1,13]. The problem of
determining {Wq,d(a): a ∈ F∗q} is equivalent to two, and in some cases even three or four, other
problems of interest in information theory, cryptography, and ﬁnite geometry: (i) determination of the
Fourier (or Walsh) spectrum of a power permutation, (ii) the determination of the cross-correlation
values for a pair of maximal linear recursive sequences over a ﬁnite ﬁeld, (iii) in the case where
d ≡ 1 (mod p−1), the problem of determining the weights of words in certain p-ary cyclic codes, and
(iv) in the case where p = 2, the problem of determining the sizes of intersections certain subsets of
the ﬁnite projective geometry PG(e−1,2) with the hyperplanes. The precise correspondences between
our problem and these are given in Appendix A; for now, we translate prior results obtained in these
milieux into the language of the Weil sum Wq,d(a).
We are particularly interested in how many values Wq,d(a) takes as a ranges over F∗q , and we say
that Wq,d is v-valued over F∗q to mean that |{Wq,d(a): a ∈ F∗q}| = v . If d ≡ p j (mod q − 1) for some
j ∈ Z, then the binomial xd +ax could be replaced with the monomial (1+a)x in our Weil sum, since
TrFq/Fp (x
p) = TrFq/Fp (x). In this case, we say that d is degenerate, and it is easy to check that Wq,d is
two-valued over Fq . Otherwise, we say that d is nondegenerate and rely on a theorem of Helleseth to
see that Wq,d takes at least three different values.
Theorem 1.1. (See Helleseth [16], Theorems 3.1(d), (g), 4.1.) If d is degenerate, then Wq,d is two-valued over Fq,
with
Wq,d(a) =
{
q if a = −1,
0 otherwise.
If d is nondegenerate, then Wq,d takes at least three values over F∗q .
The values Wq,d takes are sums of roots of unity, hence algebraic integers. The following important
result indicates when the values of Wq,d are all rational integers.
Theorem 1.2. (See Helleseth [16], Theorem 4.2.) Wq,d(a) ∈ Z for all a ∈ F∗q if and only if d ≡ 1 (mod p − 1).
Helleseth formulated two conjectures in 1976 that have remained unresolved for decades.
Conjecture 1.3. (See Helleseth [16], Conjecture 5.1.) If q > 2 and d ≡ 1 (mod p − 1), then Wq,d(a) = 0 for
some a ∈ F∗q .
(Helleseth’s statement omits the assumption that q > 2, but it is clear that the conclusion does not
hold in this trivial case.)
Conjecture 1.4. (See Helleseth [16], Conjecture 5.2.) If q = p2n for some nonnegative integer n, and d is non-
degenerate, then Wq,d takes at least four values over F∗q .
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√
q, in which case the
Weil–Carlitz–Uchiyama bound [29,7], the mainstay of the analysis of Weil sums, becomes trivial.
Hitherto, work on Conjecture 1.4 has focused on the p = 2 case, where interesting partial results
have been obtained [2,24,8,1,13]. In these works, the authors have either restricted themselves from
the outset to cases in which 0 ∈ {Wq,d(a): a ∈ F∗q} (in [2,24,1,13]) or have taken the pains of proving
that 0 ∈ {Wq,d(a): a ∈ F∗q} under their conditions (in [8, Corollary 1]). Of particular interest to us is
the following result.
Theorem 1.5. (See Calderbank, McGuire, Poonen, Rubinstein [2].) If q = 22n for some nonnegative integer n,
and d is nondegenerate, then there is no A ∈ Z such that {Wq,d(a): a ∈ F∗q} = {0, A,−A}.
The following recent theorem further restricts the possibilities for a Wq,d three-valued over F∗q
with q = 22n .
Theorem 1.6. (See Feng [13].) If q = 22n for some nonnegative integer n, and d is nondegenerate, then there
are no A, B ∈ Z such that {Wq,d(a): a ∈ F∗q} = {0, A, B}.
In this paper, we complete this line of research by giving a proof of Conjecture 1.4 in the p = 2
case: we utterly exclude the possibility that Wq,d is three-valued over F∗q when q = 22n . This comes
as a consequence (Corollary 1.10 below) of much more general results.
The ﬁrst main result of this paper is the following theorem.
Theorem 1.7. If Wq,d is three-valued over F∗q , then d ≡ 1 (mod p − 1) and Wq,d(a) ∈ Z for all a ∈ Fq.
If Fq is the prime ﬁeld Fp , then d ≡ 1 (mod p − 1) would make d degenerate and thus (by
Theorem 1.1) would make Wq,d two-valued over Fq , so we have the following consequence.
Corollary 1.8. If q = p, then Wq,d is not three-valued over F∗q .
Once we have proved that Wq,d has rational integer values whenever it is three-valued over F∗q ,
we go on to show that one of these values must in fact be 0.
Theorem 1.9. If Wq,d is three-valued over F∗q , then there is some a ∈ F∗q such that Wq,d(a) = 0.
The p = 2 case of Conjecture 1.4 now follows: the nondegeneracy of d forces Wq,d to take at least
three values over F∗q by Theorem 1.1; the values lie in Z since our Weil sums only involve 1 and −1
as summands (because p = 2); if precisely three values were taken, Theorem 1.6 would force all three
to be nonzero, but this would contradict Theorem 1.9.
Corollary 1.10. If q = 22n for some nonnegative integer n, and d is nondegenerate, then Wq,d takes at least
four values over F∗q .
More generally, one can see that the theorem shows that for a ﬁxed q and a ﬁxed nondegenerate d,
the conclusion of at least one of Conjectures 1.3 or 1.4 must hold. We shall also prove, as another
corollary of Theorem 1.9, that if q = ppn for some n, then we can explicitly specify values a ∈ F∗q such
that Wq,d(a) = 0.
Corollary 1.11. If q = ppn for some nonnegative integer n, and Wq,d is three-valued over F∗q , then Wq,d(a) = 0
for all a ∈ Fp .
In view of Corollary 1.10, this is only relevant for odd p.
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set notation and prove some basic results about Wq,d . In Section 3, we deﬁne the power moments
of the Weil sums, give values for the ﬁrst few moments, and make deductions from them about the
distribution of values of Wq,d . In Section 4, we prove Theorem 1.7. In Section 5, we prove Theorem 1.9
and Corollary 1.11, and then note that the p = 2 case of Theorem 1.9 (which is all that is needed to
prove Corollary 1.10) has a much easier proof than the general case. In Appendix A, we describe the
correspondence between our Weil sums and four objects from information theory, cryptography, and
ﬁnite geometry: (i) the Walsh transform of a power permutation, (ii) the cross-correlation function of
a pair of maximum length linear sequences, (iii) the weight distribution of certain cyclic codes, and
(iv) the set of sizes of the intersections of the hyperplanes of PG(e − 1,2) with a certain subset of
that geometry. For the last three, we brieﬂy restate our results in corresponding terms.
2. Preliminaries
For the rest of this paper, Fq is the ﬁnite ﬁeld of characteristic p having q elements, d is a positive
integer with gcd(d,q − 1) = 1, ψq : Fq → C is the canonical additive character, and Wq,d(a) is as
deﬁned in (2). We also set ζp = exp(2π i/p), so that ψq(x) = ζ TrFq/Fp (x)p . Note that Q(ζp) is a cyclic
Galois extension of degree p − 1 over Q. The Galois group consists of the automorphisms σ j with
j ∈ F∗p where σ j(ζp) = ζ jp .
We shall often be concerned with p-divisibility, so for any nonzero a ∈ Z, we let νp(a) be the p-
adic valuation of a, i.e., the largest i such that pi | a, and we set νp(0) = ∞. We extend the valuation to
the ring of algebraic integers in Q(ζp), where one ﬁnds that νp(1− ζp) = 1/(p − 1) because the ideal
(p) equals the (p − 1)th power of the ideal (1 − ζp). We then extend νp to the quotient ﬁeld Q(ζp)
by letting νp(a/b) = νp(a)−νp(b). The basic properties of the valuation that we use are that νp(ab) =
νp(a) + νp(b) and νp(a + b)min{νp(a), νp(b)}, where exact equality always holds if νp(a) = νp(b).
We list some facts about Wq,d(a) that will be useful later.
Theorem 2.1. Wq,d(a) has the following properties:
(a) Wq,d(0) = 0.
(b) If σ j ∈ Gal(Q(ζp)/Q) with σ j(ζp) = ζ jp , and a ∈ Fq, then σ j(Wq,d(a)) = Wq,d( j1−d−1a), where d−1 is
the inverse of d modulo p − 1.
(c) For any a ∈ Fq, Wq,d(a) is a real number and is algebraic over Q.
(d) Wq,d(ap) = Wq,d(a) for any a ∈ Fq.
(e) νp(Wq,d(a)) > 0 for any a ∈ Fq, and so p | Wq,d(a) if Wq,d(a) ∈ Z.
(f) If d is nondegenerate, then |Wq,d(a)| < q for all a ∈ Fq.
Proof. Part (a) follows from the fact that x 	→ xd is a permutation of Fq .
For part (b), note that
σ j
(
Wq,d(a)
)= ∑
x∈Fq
ζ
jTrFq/Fp (x
d+ax)
p
=
∑
x∈Fq
ζ
TrFq/Fp (( j
d−1 x)d+aj1−d−1 ( jd−1 x))
p
=
∑
y∈Fq
ζ
TrFq/Fp (y
d+aj1−d−1 y)
p
= Wq,d
(
j1−d−1a
)
.
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The fact that Wq,d(a) is real is clear when p = 2 (because ζ2 = −1). When p is odd, it follows from
part (b) with j = −1, where the fact that d and d−1 are coprime to q − 1 forces them to be odd, so
that (−1)1−d−1 = 1.
For part (d), we use the properties of the Frobenius automorphism to see that
Wq,d
(
ap
)= ∑
x∈Fq
ζ
TrFq/Fp (x
d+apx)
p
=
∑
y∈Fq
ζ
TrFq/Fp (y
pd+ap yp)
p
=
∑
y∈Fq
ζ
TrFq/Fp ((y
d+ay)p)
p
= Wq,d(a).
Part (e) follows from part (a) and [16, Theorem 4.5], for if we let α be a primitive element of Fq
and deﬁne Cd(t) as in that paper, then Wq,d(−α−t) = 1 + Cd(t) for all t . (See (14) in Section A.2 for
details.)
For part (f), let q = pe and we note that Wq,d(a) is a sum of q roots of unity, at least one of which
is ζ
TrFq/Fp (0
d+a·0)
p = 1. Thus by the triangle inequality, we have |Wq,d(a)| q, with equality if and only
if all the roots of unity equal 1, i.e., if and only if TrFq/Fp (x
d + ax) = 0 for all x ∈ Fq . If this is to be so,
then the polynomial xd + xpd + · · · + xpe−1d + ax+ apxp + · · · + ape−1xpe−1 must be zero modulo xq − x.
Since d ≡ 1, p, . . . , pe−1 (mod q − 1), all exponents in this polynomial as written are distinct modulo
q − 1 and so it is impossible that it reduce to zero modulo xq − x. 
3. Power moments of Weil sums
In this section we introduce moments for our Weil sums, which are analogous to the Pless power
moments in coding theory. We ﬁx q and d, and for any nonnegative integer r, we let
Pr =
∑
a∈F∗q
Wq,d(a)
r .
We are fortunate that the ﬁrst few moments Pr have already been calculated.
Proposition 3.1. (See Helleseth [16].) We have:
(a) P0 = q − 1.
(b) P1 = q.
(c) P2 = q2 .
(d) P3 = q2|V |, where V is the set of roots of (x+ 1)d − xd − 1 in Fq.
Proof. The calculation of the zeroth moment is trivial. The rest can be deduced easily from the corre-
sponding power moments of the cross-correlation function given in [16]: if one lets α be a primitive
element of Fq and deﬁnes Cd(t) as in that paper, and then Wq,d(−α−t) = 1+ Cd(t) for all t . (See (14)
in Section A.2 for details.) The ﬁrst moment for Cd(t) is given [16, Theorem 3.1(f)], while the second
and third moments can likewise be obtained from Theorems 3.3 and 3.4 of the same paper. 
From these moments we can draw some conclusions about the values of Wq,d if we assume that
it is three-valued over F∗q .
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are the other two values taken by Wq,d(a), then
NA = q
2 − q(B + C) + (q − 1)BC
(A − B)(A − C) , (3)
and
q2|V | = q2(A + B + C) − q(AB + BC + C A) + (q − 1)ABC, (4)
where V is the set of roots of (x+ 1)d − xd − 1 in Fq.
Proof. Since Wq,d(a) ∈ {A, B,C} for all a ∈ F∗q , we have∑
a∈F∗q
(
Wq,d(a) − B
)(
Wq,d(a) − C
)= NA(A − B)(A − C),
so that
P2 − (B + C)P1 + BC P0 = NA(A − B)(A − C).
Then substitute the values of P0, P1, and P2 from Proposition 3.1 and solve for NA . We can obtain
NB and NC the same way.
Similarly,∑
a∈F∗q
(
Wq,d(a) − A
)(
Wq,d(a) − B
)(
Wq,d(a) − C
)= 0,
whence one obtains
P3 − (A + B + C)P2 + (AB + BC + C A)P1 − ABC P0 = 0.
Then substitute the values of the power moments from Proposition 3.1. 
4. Proof of Theorem 1.7
We are now ready to prove Theorem 1.7, which we recall here.
Theorem 4.1. If Wq,d is three-valued over F∗q , then d ≡ 1 (mod p − 1) and Wq,d(a) ∈ Z for all a ∈ Fq.
Proof. Let the three values Wq,d(a) takes for a ∈ F∗q be called A, B,C . It suﬃces to show A, B,C ∈ Z;
if we do, Wq,d(0) = 0 by Theorem 2.1(a), so Wq,d(a) ∈ Z for all a ∈ Fq , and so d ≡ 1 (mod p − 1) by
Theorem 1.2.
Let NA , NB , and NC be the numbers of a ∈ F∗q such that Wq,d(a) = A, B , and C , respectively. By part
Theorem 2.1(b), the Galois group Gal(Q(ζp)/Q) permutes A, B , and C . Q(A, B,C) must be a Galois
extension of Q contained in the cyclic extension Q(ζp) of order p − 1. Then Gal(Q(A, B,C)/Q) is a
quotient of Gal(Q(ζp)/Q), hence is cyclic. Let σ be a generator of Gal(Q(A, B,C)/Q). Then, without
loss of generality, there are three possible actions for σ on {A, B,C}: (1) σ is the identity permutation,
(2) σ acts transitively, with σ(A) = B , σ(B) = C , and σ(C) = A, or (3) σ transposes A and B and
leaves C ﬁxed.
Case 1. In this case Gal(Q(A, B,C)/Q) is the trivial group, and so we have Q(A, B,C) =Q, so that A,
B , and C are algebraic integers (see Theorem 2.1(c)) in Q, hence elements of Z, and we are done.
In the other two cases, the elements moved by σ would not be in Q, so it is our task to show
that the other two cases cannot occur.
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to see that σ 2(NA) = σ(NB) = NC , but since σ ﬁxes integers, this means that NA = NB = NC =
(q − 1)/3. Then since Proposition 3.1(b) indicates that P1 = NA A + NB B + NCC = q, we see that A +
B + C = 3 + 3q−1 . Now A + B + C is ﬁxed by σ so it is a rational number and at the same time an
algebraic integer, hence it lies in Z. Thus we must have q − 1 | 3, and so p = 2. But if p = 2, then
all values of Wq,d(a) lie in Z since ζ2 = −1. So then σ could not induce a nontrivial permutation of
{A, B,C}, and so this case never actually occurs.
Case 3. Our proof here is highly technical, and so we break it into steps. We use algebraic number the-
ory to show that Q(A, B,C) =Q(√p ) (Step 1) and then use the interplay of p-adic and archimedean
bounds to force a contradiction: the p-adic bounds show that C (which lies in Z) must be nonzero
and divisible by p (cf. Step 6), and yet the archimedean bounds show that it must be smaller than p
(Step 15).
Step 1. Q(A, B,C) =Q(√p ) and p ≡ 1 (mod 4): The generator σ of Gal(Q(A, B,C)/Q) is of order 2,
so Q(A, B,C) is a quadratic extension of Q contained in Q(ζp). There is no such thing if p = 2 (since
ζ2 = −1, Q(ζ2) =Q). Otherwise, since Q(ζp) is cyclic of order p − 1 over Q, we have Q(A, B,C) the
unique quadratic extension of Q lying in Q(ζp). This will be Q(
√
p ) if p ≡ 1 (mod 4) or Q(√−p )
if p ≡ 3 (mod 4). For a proof of this, see Theorem 212 of [22] or Theorem 6 of Chapter IV of [23].
Q(A, B,C) =Q(√−p ) is impossible since A, B,C are real by Theorem 2.1(c). So we must have p ≡ 1
(mod 4) and Q(A, B,C) =Q(√p ).
Step 2. C ∈ Z, A = a + b√p, B = a − b√p, with 2a,2b,a + b ∈ Z and b > 0: The generator σ of
Gal(Q(A, B,C)/Q) = Gal(Q(√p )/Q) ﬁxes C , so C ∈ Q, and since C is an algebraic integer, we have
C ∈ Z. We have σ(√p ) = −√p, and the algebraic integers in Q(√p ) are the elements of the form
r + s√p with 2r,2s, r + s ∈ Z. (See Theorem 5 of Chapter IV of [23].) Since σ transposes A and B ,
they must be of the form A = a+ b√p and B = a− b√p where 2a,2b,a + b ∈ Z, and without loss of
generality, we may insist that b > 0.
Step 3. NA = NB , NC = q − 1 − 2NA : We have σ(NA) = NA since NA is a natural number. We use
Proposition 3.2 (noting that Eq. (3) remains true under permutation of A, B , and C ) to see that
NA = σ(NA) = NB , and since NA + NB + NC = q − 1, we have NC = q − 1− 2NA .
Step 4. a = 0: Proposition 3.1(b), (c) gives us
NA A + NB B + NCC = q,
NA A
2 + NB B2 + NCC2 = q2,
which, when we substitute expressions from Steps 2 and 3, give
2NA(a − C) + (q − 1)C = q, (5)
2NA
(
a2 + pb2 − C2)+ (q − 1)C2 = q2. (6)
The relation (5) shows that a = 0, for otherwise, we would have (q − 1 − 2NA)C = q, but since p is
odd, q is odd and q − 1 is even, which would make the left hand side even and the right hand side
odd.
Step 5. C = 0: Similarly, (5) and (6) show that C = 0, for otherwise, we would have
2NAa = q,
2NA
(
a2 + pb2)= q2,
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and so 1 + p(b/a)2 = 2q/p j . We cannot have νp(b) < νp(a), for then the term p(b/a)2 would have
strictly lower p-adic valuation than any other term in the equation. Then νp(b)  νp(a) means that
νp(p(b/a)2) > 0 and so 0 = νp(1+ p(b/a)2) = νp(2q/p j) = νp(q) − j. So then j = νp(q), a = q/2, and
1+ p(b/a)2 = 2, so that p(b/a)2 = 1, which is absurd since it would make √p a rational number.
Step 6. 5 p  |C | < q: That p  5 is immediate from Step 1. C ∈ Z by Step 2, C = 0 by the previous
step, and p | C by part (e) of Theorem 2.1, so we have |C | p. Part (f) of the same theorem tells us
that |C | < q.
Step 7. q  25: The previous step tells us that q > p  5, and since q is a power of p, we see that
q p2  25.
Step 8. νp(C) < νp(q) and νp(A) = νp(B) < νp(q): Since C is a nonzero integer with |C | < q
(Steps 1, 6), we have νp(C) < νp(q). Now note that if r, s ∈Q, then
νp(r + s√p ) =
{
νp(r) if νp(r) νp(s),
νp(s) + 12 if νp(r) > νp(s),
so that νp(A) = νp(a+b√p ) = νp(a−b√p ) = νp(B). We also claim that νp(A) < νp(q). For otherwise
we would have νp(b) νp(q), and since 2b ∈ Z and b > 0 (Step 2), we would then have b  q/2, and
so |A − B| = 2b√p  q√p > 2q (since p  5 by Step 6). This would contradict |A|, |B| < q from
Theorem 2.1(f).
Step 9. νp(C) < νp(A) = νp(B) = νp(b) + 12  νp(a) − 12 : Now we recall Eq. (3)
NA = q
2 − q(B + C) + (q − 1)BC
(A − B)(A − C)
from Proposition 3.2. Since νp(B), νp(C) < νp(q) by the previous step, the term (q − 1)BC has the
least p-adic valuation of the terms in the numerator, and so
νp(NA) = νp(B) + νp(C) − νp(b) − 1
2
− νp(A − C), (7)
where we have used the fact that A − B = 2b√p has valuation νp(b) + 12 . If we had νp(C) > νp(A),
then we would have νp(A − C) = νp(A), and recall from the previous step that νp(A) = νp(B), so
then we would have νp(NA) = νp(C)− νp(b)− 12 , which is absurd since NA , C and b are rational and
so have integral valuations. Thus νp(C)  νp(A). This implies that νp(C)  νp(A − C), and we note
that νp(B) = νp(a − b√p ) νp(b) + 12 . In view of (7), these last two inequalities must be equalities:
otherwise NA would have negative valuation, which is absurd since NA is a natural number. Thus,
in particular νp(B) = νp(b) + 12 , which means that νp(a) > νp(b), and since a,b ∈ Q, we must have
νp(a) νp(b) + 1. Then since νp(A) = νp(B) is not an integer, while νp(C) is, the inequality νp(C)
νp(A) must be strict. So, in summary νp(C) < νp(A) = νp(B) = νp(b) + 12 < νp(a) − 12 .
Step 10. νp(ABC) 2νp(q): Then Eq. (4) in Proposition 3.2 implies that
q(AB + BC + C A) ≡ (q − 1)ABC (mod q2),
and since νp(A), νp(B), νp(C) < νp(q) by Step 8, we see that the right hand side has strictly lower
p-adic valuation than the left, so that νp(ABC) νp(q2).
Step 11. |a2C | pq2/4: Since νp(a2) νp(AB) + 1 by Step 9, this means that νp(4a2C) 2νp(q) + 1.
Since a = 0 (by Step 4), C = 0 (by Step 5), and 2a,C ∈ Z (by Step 2), we see that |4a2C | pq2.
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by Step 9, we have νp(b)  2νp(q)−13 . Note that νp(a)  νp(b) + 1 by Step 9 also, and so we have
νp(a) 2νp(q)+23 . Since 2a ∈ Z and a = 0 (by Steps 2 and 4), this means that |a| (pq)2/3/2.
Step 13. |C/a| < 1/√6 < 5/12: We can rearrange the relations (5) and (6) and use the fact that
q − 1= 2NA + NC from Step 3 to obtain
2NA = q − (q − 1)C
a − C , (8)
2NA = q
2 − (q − 1)C2
a2 + pb2 − C2 , (9)
NC = −q
2 + (q − 1)(a2 + pb2)
a2 + pb2 − C2 . (10)
(That the denominators are nonzero follows from what we know about νp(a), νp(b), and νp(C) from
Step 9.) By Step 12, we have a2  (pq)4/3/4, and since p ≡ 1 (mod 4), this means that a2  5q4/3/4.
Since (q − 1)/q = 1 − (1/q)  1 − (1/5)  4/5, we see that (q − 1)a2  4/5qa2  q7/3. Thus −q2 +
(q − 1)(a2 + pb2) > 0, and since NC > 0, consideration of (10) shows that a2 + pb2 − C2 > 0. Then
since NA > 0, relation (9) reveals that |C | < q/√q − 1, and so by Step 12
|C |
|a| <
2q
(pq)2/3
√
q − 1
=
(
26q2
p4(q − 1)3
)1/6
.
This is a decreasing function of p and q, and since p  5 and q  25 by Step 6, we have |C/a| <
1/
√
6< 5/12.
Step 14. 125(|a|/q)2 + 204(|a|/q) − 30p > 0: Consider (8) and note that |C |  5 by Step 6, so that
(q − 1)|C | > q. Thus 2NA  ((q − 1)|C | − q)/(|C | + |a|), and in view of the previous step, this means
that
2NA 
12((q − 1)|C | − q)
17|a| . (11)
Now consider (9) and recall that we have shown (in the paragraph following (8)–(10)) that both the
numerator q2 − (q − 1)|C |2 and the denominator a2 + pb2 − C2 in this relation are strictly positive.
Since |C | 5 by Step 6, one sees that q2 − (q − 1)|C |2 < q(q − 1). So 2NA < q(q − 1)/(a2 + pb2 − C2).
In view of the previous step, we have a2 − C2 > 5a2/6, so
2NA <
6q(q − 1)
5a2
. (12)
We can combine (11) and (12) to obtain |C | < 17q10|a| + qq−1 . Since q/(q − 1) = 1+ 1/(q − 1) and q 25,
we see that
|C | < 17q
10|a| +
25
24
, (13)
and so |a2C | < 25a224 + 17q|a|10 . We combine this with Step 11 to obtain pq
2
4 <
25a2
24 + 17q|a|10 , and so
125a2
q2
+ 204|a|q − 30p > 0.
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1022 + 3750p )/125. Since p  5 (by Step 6), we have √1022 + 3750p  √29154 > 170, and so
the positive root is greater than 68/125 > 1/2. Since f (|a|/q) > 0 by the previous step, this forces
|a|/q > 1/2. Returning to (13), we have |C | < 175 + 2524 < 5. This contradicts |C |  p  5 from Step 6,
thus completing the proof. 
5. Proof of Theorem 1.9
As a prelude to our proof, we begin with a lower bound on the p-adic valuations of pairwise
products of Weil sum values.
Lemma 5.1. If Wq,d is three-valued on F∗q with values A, B, and C , then one of these three values is zero, or
else νp(AB), νp(BC), νp(C A) νp(q) + 1.
Proof. Note that A, B,C ∈ Z by Theorem 1.7. Suppose that 0 /∈ {A, B,C}. Then by Eq. (4) in Proposi-
tion 3.2, we have
q2|V | = q2(A + B + C) − q(AB + BC + C A) + (q − 1)ABC,
where V is the set of roots of (x+1)d − xd −1 in Fq , and we note that νp(A), νp(B), νp(C) νp(q)−1
by Theorem 2.1(f). Therefore the term (q − 1)ABC has strictly smaller p-adic valuation than the other
two terms on the right hand side, and so it must have the same p-adic valuation as the left hand
side. Thus νp(ABC) 2νp(q). So νp(AB) 2νp(q)−νp(C) 2νp(q)− (νp(q)−1) = νp(q)+1, and the
same is true if we permute A, B , and C . 
Now we are ready to prove Theorem 1.9, which we recall here.
Theorem 5.2. If Wq,d is three-valued over F∗q , then there is some a ∈ F∗q such that Wq,d(a) = 0.
Proof. Suppose that the three values taken are A, B , and C . These are in Z by Theorem 1.7. We
shall assume that none of them is zero to show a contradiction. Recall from Proposition 3.1 that∑
a∈F∗q Wq,d(a) = q, so they cannot all be strictly negative. Furthermore, by the same proposition,
∑
a∈F∗q
Wq,d(a)
2 =
(∑
a∈F∗q
Wq,d(a)
)2
,
so that they cannot all be strictly positive either. Thus without loss of generality, we may take A < 0,
B > 0, and C not between A and B (i.e., either C < A or C > B). Then by Eq. (3) in Proposition 3.2
(which remains true under permutation of A, B , and C ), the number NC of a ∈ F∗q such that Wq,d(a) =
C is
NC = q
2 − q(A + B) + (q − 1)AB
(C − A)(C − B) ,
and since the denominator is positive, we conclude that
q2 − q(A + B) + (q − 1)AB > 0.
By Theorem 2.1(f), we have |A|, |B| < q. This, along with the fact that A < 0 and B > 0, means that
q2 − q(−(q − 1) + 1)+ (q − 1)AB > 0,
so that
AB > −2q,
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diction. 
We now prove Corollary 1.11, which we recall here.
Corollary 5.3. If q = ppn for some nonnegative integer n, and Wq,d is three-valued over F∗q , then Wq,d(a) = 0
for all a ∈ Fp .
Proof. By our theorem, we have Wq,d(a) = 0 for some a ∈ F∗q . Let A and B be the other two values
that Wq,d(a) takes (which are in Z by Theorem 1.7). Then Eq. (3) in Proposition 3.2 tells us that
the number of a ∈ F∗q with Wq,d(a) = 0 is N0 = q − 1 + q
2−q(A+B)
AB . Now by Theorem 2.1(f), we have
νp(A), νp(B) νp(q) − 1, so that the fraction vanishes modulo p, and hence N0 ≡ −1 (mod p).
By Theorem 2.1(d), Wq,d(a) = Wq,d(ap j ) for all a, j. Thus the set of a ∈ F∗q such that Wq,d(a) takes
a certain value is closed under the action of the Frobenius automorphism a 	→ ap , and so is a union
of conjugacy classes under this action. Since q = ppn , all such conjugacy classes have cardinalities
that are powers of p, and the only elements in singleton classes are the units in the prime ﬁeld
Fp . Thus N0 must be congruent modulo p to the number of a ∈ F∗p such that Wq,d(a) = 0. Since
N0 ≡ −1 (mod p), we must have Wq,d(a) = 0 for all a ∈ F∗p . Since Wq,d(0) = 0 by Theorem 2.1(a), we
have Wq,d(a) = 0 for all a ∈ Fp . 
We showed in the Introduction how Corollary 1.10 is a consequence of Theorem 1.9, whose proof
above uses Theorem 1.7. We should note, however, that to prove Corollary 1.10 it is suﬃcient to
establish the special case of Theorem 1.9 for p = 2, which does not require Theorem 1.7 (because the
consequences of Theorem 1.7 are trivially true when p = 2). Thus, our proof of Corollary 1.10 does not
require Theorem 1.7 (whose proof is very technical), but merely the relatively short argument we use
to prove of Theorem 1.9.
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Appendix A. Equivalent formulations
Here we discuss four problems in information theory, cryptography, and ﬁnite geometry that are
of long-standing and ongoing interest [16,27,14,15,21,20,25,2–4,18,24,8,17,1,13]: (i) Walsh transforms
of power permutations, (ii) cross-correlations of m-sequences, (iii) weights in certain cyclic codes, and
(iv) sizes of intersections of certain subsets of PG(e − 1,2) with the hyperplanes. We show how each
of these relates to the problem of determining the values of Wq,d .
A.1. Walsh transforms of power permutations
A Boolean function is a function from Fe2 to F2, where e is a positive integer. More generally, we can
consider p-ary functions from Fep → Fp . We set q = pe and identify Fq with the Fp-vector space Fep ,
so that we can regard our p-ary functions as being of the form f : Fq → Fp . The linear functions are
then the Fp-linear functionals of Fq , i.e. the functions of the form
φa(x) = TrFq/Fp (ax),
with a ∈ Fq . Then the Walsh transform of the p-ary function f : Fq → Fp is the function from Fq to C
given by
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∑
x∈Fq
exp
(
2π i( f (x) + φa(x))
p
)
;
this is a Fourier transform on the additive group of Fq .
A power permutation is a permutation of Fq of the form x 	→ xs; the necessary and suﬃcient con-
dition for bijectivity is that s = 0 and gcd(s,q − 1) = 1. We are interested in the Walsh transform of
the absolute trace of the power permutation x 	→ xd , that is
a 	→
∑
x∈Fq
exp
(
2π i(TrFq/Fp (x
d) + φa(x))
p
)
,
which, by an abuse of language which neglects to mention the trace, is just called the Walsh transform
of the power permutation x 	→ xd. Comparison with (2), shows that our Walsh transform here is a 	→
Wq,d(a). Thus our Weil sums give the values of the Walsh transform of (the absolute trace of) a
power permutation; these values taken collectively are known as the Walsh spectrum of the power
permutation.
A.2. Cross-correlations of maximum length linear recursive sequences
A p-ary linear recursive sequence {a j} j∈Z consists of elements of Fp and satisﬁes an Fp-linear
recursion. Suppose that the minimal polynomial for the recursion is of degree e. Then period of
the sequence can be at most pe − 1 by the pigeonhole principle; if the period is precisely pe − 1,
then the sequence is called a maximum length linear recursive sequence (or an m-sequence, a maximal
linear sequence, a maximal linear recursive sequence, a maximum length linear recursive shift-register
sequence, or a Galois sequence [28]).
Let α a primitive element of Fq . Then it is well known (see the Introduction of [16]) that the p-ary
maximal sequences of period q − 1 are precisely the sequences of the form {TrFq/Fp (αsj+t)} j∈Z where
gcd(s,q − 1) = 1.
The cross-correlation of two p-ary sequences {a j} and {b j} of period q − 1 is the function from
Z/(q − 1)Z to C given by
t 	→
q−2∑
j=0
exp
(
2π i(a j−t − b j)
p
)
,
where we notes that t is the translation applied to the sequence {a j}. The values of the cross-
correlation function, taken collectively as t ranges over Z/(q − 1)Z, are known as the cross-correlation
spectrum of {a j} and {b j}.
Here we shall take a j = TrFq/Fp (α j) and b j = adj = TrFq/Fp (αdj) for all j ∈ Z. We say that {b j} is
the decimation of {a j} by d. Then the cross-correlation function for this pair of m-sequences is the
function
Cd(t) =
q−2∑
j=0
exp
(
2π iTrFq/Fp (α
j−t − αdj)
p
)
.
We can reparameterize with x = −α j and compare with (2) to see that
Cd(t) = Wq,d
(−α−t)− 1 (14)
for every t ∈ Z/(q − 1)Z. Thus one obtains the cross-correlation spectrum by shifting the values of
the Weil sums down by 1, i.e., {Cd(t): t ∈ Z/(q − 1)Z} = {Wq,d(a) − 1: a ∈ F∗q}.
Accordingly, we may translate the results of this paper into equivalent forms for the cross-
correlation of our pair of m-sequences. We say that Cd is v-valued to mean that |{Cd(t): t ∈
Z/(q − 1)Z}| = v . As with the Weil sums, we say that d is degenerate when there is a k ∈ Z such
that d ≡ pk (mod q − 1); this makes {a j} and {b j} identical. Then Theorem 1.7, Corollary 1.8, Theo-
rem 1.9, and Corollaries 1.10 and 1.11 respectively become the following.
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Corollary A.2. If q = p, then Cd is not three-valued.
Theorem A.3. If Cd is three-valued, then there is some t ∈ Z/(q − 1)Z such that Cd(t) = −1.
Corollary A.4. If q = 22n for some nonnegative integer n, and d is nondegenerate, then Cd takes at least four
values.
Corollary A.5. If q = ppn for some nonnegative integer n, and Cd is three-valued, then Cd(t) = −1 when
q−1
p−1 | t.
A.3. Cyclic codes over Fp
When d ≡ 1 (mod p − 1), one can also reformulate problems about the Weil sum Wq,d(a) or the
cross-correlation Cd(t) in terms of the theory of cyclic error-correcting codes. Let α be a primitive
element of Fq . Then the m-sequence {a j} = {TrFq/Fp (α j)} can be regarded (by restricting to the ﬁnite
subsequence a0, . . . ,aq−2) as a nonzero codeword u in the p-ary cyclic code C1 of length q−1 whose
check polynomial is the minimal polynomial of α−1 over Fp . Likewise, the m-sequence {b j} = {adj} =
{TrFq/Fp (αdj)} can be regarded as a nonzero word v in the cyclic code Cd whose check polynomial is
the minimal polynomial of α−d over Fp . As always, we say that d is degenerate if there is a k ∈ Z such
that d ≡ pk (mod q − 1); this would make C1 = Cd . We assume that d is nondegenerate henceforth.
Let u(t) (resp., v(t)) denote the cyclic shift of u (resp., v) by t places to the right. Then C1 consists
of the zero word and all words of the form u(t) , while Cd consists of the zero word all words of the
form v(t) . The nonzero words of these codes all have weight (p−1)q/p since TrFq/Fp is a (q/p)-to-one
function from Fq to Fp .
In this scenario, u(t) − v(0) is the codeword corresponding to the sequence {a j−t − b j} =
{TrFq/Fp (α j−t − αdj)} and residing in the code C1,d spanned by C1 and Cd . It turns out that every
nonzero symbol (i.e., each element of F∗p) occurs an equal number of times in u(t) − v(0) . To see
this note that the elements of F∗p are the powers of αr where r = (q − 1)/(p − 1). Then note that
TrFq/Fp (α
j+r−t −αd( j+r)) = αrTrFq/Fp (α j−t −αdj) since we are assuming that d ≡ 1 (mod p− 1). That
is, translation of the sequence r places to the left is the same as multiplication by αr . Thus it is not
hard to show that if wt is the Hamming weight, then
Cd(t) = (q − 1) − pwt(u
(t) − v(0))
p − 1 ,
so that by (14), we have
Wq,d
(−α−t)= q − pwt(u(t) − v(0))
p − 1 . (15)
Furthermore, since u(t+s) − v(s) is a cyclic shift of u(t) − v(0) , we see that Wq,d(a) takes as many
distinct values as a runs through F∗q as there are distinct weights of words of the form u(k) − v(	) .
This last set of words runs through all of C1,d  (C1 ∪ Cd).
With this correspondence, we may translate the results of this paper into equivalent forms for
weights in our codes. Note that we are restricted to the case where d ≡ 1 (mod p − 1): when this is
not the case, Theorem 1.2 shows us that Wq,d(a) is irrational for some a ∈ F∗q , and the correspondence
between codeword weights and Weil sums is not as simple as (15). Thus we have no analogues of
Theorem 1.7 and Corollary 1.8, but Theorem 1.9 and Corollaries 1.10 and 1.11 respectively become the
following.
Theorem A.6. If d ≡ 1 (mod p − 1) and the words of C1,d  (C1 ∪ Cd) have precisely three weights, then one
of the weights is (p − 1)q/p.
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C1,d  (C1 ∪ Cd) have at least four different weights.
Corollary A.8. If q = ppn for some n, d ≡ 1 (mod p − 1), and the words in C1,d  (C1 ∪ Cd) have precisely
threeweights, then for each s ∈ {0,1, . . . , p−1}, theword u(s(q−1)/(p−1))−v(0) ∈ C1,d  (C1 ∪ Cd) hasweight
(p − 1)q/p.
A.4. Finite projective geometry
Suppose that p = 2, e is a positive integer, and q = 2e . Identify Fq with Fe2 by choosing β1, . . . , βe
an F2-basis of Fq and using the F2-linear isomorphism
a1β1 + · · · + aeβe ←→ (a1, . . . ,ae).
Since p = 2, projective equivalence of a pair of nonzero points in Fe2 is the same as equality, so the
above isomorphism between Fq and Fe2 induces a bijection between F
∗
q and the projective geometry
PG(e − 1,2). Thus we identify F∗q and PG(e − 1,2).
Our identiﬁcation of Fq with Fe2 (resp., F
∗
q with PG(e − 1,2)) allows us to transport the multi-
plication operation of Fq (resp., F∗q ) to Fe2 (resp., PG(e − 1,2)). In particular, if s = (s1, . . . , se) is an
element of Fe2 (resp., PG(e − 1,2)) and r is a positive integer, we can write sr for the element of Fe2
(resp., PG(e− 1,2)) corresponding to (s1β1 + · · · + seβe)r in Fq (resp., F∗q ). For S a subset of Fe2 (resp.,
PG(e − 1,2)), we write Sr to mean the subset {sr: s ∈ S} of Fe2 (resp., PG(e − 1,2)).
In our correspondence, the nontrivial F2-linear functionals of Fe2 correspond to those of Fq , which
are of the form φa(x) = TrFq/Fp (ax) where a ∈ F∗q . Thus the hyperplanes of Fe2 correspond via our
isomorphism to the kernels of these functionals. From these, we get the projective hyperplanes in
PG(e − 1,2): for each a ∈ F∗q , we write Ha = {(s1, . . . , se) ∈ PG(e − 1,2): φa(s1β1 + · · · + seβe) = 0}.
Thus {Ha}a∈F∗q is the collection of the q − 1 = 2e − 1 hyperplanes of PG(e − 1,2).
As our d is a positive integer with gcd(d,q − 1) = 1, the map x 	→ xd is a permutation both of Fq
and of F∗q . Let D be the unique integer in {1, . . . ,q − 2} with D ≡ d−1 (mod q − 1), so that x 	→ xD is
the inverse of the permutation of x 	→ xd on both Fq and F∗q . Then for any a ∈ F∗q , the subset HDa of
PG(e− 1,2) corresponds to the set of x ∈ F∗q such that φa(xd) = TrFq/Fp (axd) = 0. For S ⊆ PG(e− 1,2),
we use S to denote the complement PG(e − 1,2) S . Since the canonical additive character is given
by ψq(x) = (−1)TrFq/Fp (x) , we have for every a,b ∈ F∗q that∑
x∈Fq
ψq
(
ax+ bxd)= 1+ ∑
x∈F∗q
(−1)φa(x)+φb(xd)
= 1+ ∣∣Ha ∩ HDb ∣∣− ∣∣Ha ∩ HDb ∣∣− ∣∣Ha ∩ HDb ∣∣+ ∣∣Ha ∩ HDb ∣∣
= 4∣∣Ha ∩ HDb ∣∣− q + 4,
where the last equality uses the fact that |Hc| = |HDc | = q2 − 1 for every c ∈ F∗q . Thus by reparameter-
izing with y = b1/dx in the ﬁrst character sum, and noting that Hda ∩ Hb = (Ha ∩ HDb )d has the same
cardinality as Ha ∩ HDb we see that
∣∣Hda ∩ Hb∣∣= q4 − 1+ Wq,d(ab
−1/d)
4
(16)
for any a,b ∈ F∗q .
As always, we say that d is degenerate if there is a k ∈ Z such that d ≡ pk (mod q − 1); d is
degenerate if and only if D is degenerate, in which case it is easy to see from our deﬁnitions above
that Hda is equal to the hyperplane Had for each a ∈ F∗q . If d is nondegenerate and a ∈ F∗q , then Hda
is not a hyperplane, as evidenced by the fact that Theorem 1.1 and Eq. (16) imply that when we
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intersections.
Now we use (16) to translate the results of this paper into equivalent statements about projective
geometry. As we are assuming p = 2 in this section, the conclusions of Theorem 1.7 and Corollary 1.8
are trivial. As mentioned in the Introduction, Corollary 1.10 shows that Corollary 1.11 is only relevant
in odd characteristic. So here we are only concerned with equivalent formulations of Theorem 1.9 and
Corollary 1.10.
Theorem A.9. If p = 2, a ∈ F∗q , and |Hda ∩ Hb| assumes precisely three values as b runs through F∗q , then one
of these values is q4 − 1.
Corollary A.10. If q = 22n for some nonnegative integer n, d is nondegenerate, and a ∈ F∗q , then |Hda ∩ Hb|
assumes at least four values as b runs through F∗q .
Suppose that f (x1, . . . , xe) is a quadratic form deﬁned on Fe2, and consider the set of projective
points in PG(e − 1,2) where f vanishes. Any Q ⊆ PG(e − 1,2) than can be obtained in this manner
is known as a quadric. Any hyperplane Ha is a quadric because our quadratic form f can be the
square of the corresponding linear form. It has been noted in [14, Example 1] that the subset Hda of
PG(e − 1,2) can be a quadric, and note that Hda has the same cardinality as a hyperplane (because
x 	→ xd is a permutation of F∗q ). This is of interest because Games [15, Theorem 1] showed that
any quadric that has the same cardinality as a hyperplane, but is not itself a hyperplane, produces
precisely three distinct intersection sizes when intersected with all the hyperplanes of PG(e − 1,2).
Games made the following conjecture concerning the possibility of Hda being a quadric.
Conjecture A.11. (See Games [14], Conjecture 2′ .) If q = 22n for some nonnegative integer n, a ∈ F∗q , and Hda
is a quadric, then d is degenerate and Hda is a hyperplane.
In his paper, Games notes that this would follow from Helleseth’s conjecture (proved here as
Corollary 1.10, and restated in terms of ﬁnite geometry as Corollary A.10); it could also be proved
from Theorem 1.6 without too much diﬃculty. Recall that Hda is a hyperplane if and only if d is
degenerate. Hda has the same cardinality as a hyperplane, so if it were a quadric but not a hyperplane,
then the aforementioned theorem of Games [15, Theorem 1] would show that it had precisely three
sizes of intersection with hyperplanes, which Corollary A.10 forbids.
Corollary A.12. (Of Theorem A.9.) Conjecture A.11 is true.
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