In this paper, different model predictive control synthesis frameworks are examined for DC-DC quasi-resonant converters in order to achieve stability and desired performance. The performances of model predictive control strategies which make use of different forms of linearized models are compared. These linear models are ranging from a simple fixed model, linearized about a reference steady state to a weighted sum of different local models called multi model predictive control. A more complicated choice is represented by the extended dynamic matrix control in which the control input is determined based on the local linear model approximation of the system that is updated during each sampling interval, by making use of a nonlinear model. In this paper, by using and comparing these methods, a new control scheme for quasi-resonant converters is described. The proposed control strategy is applied to a typical half-wave zero-current switching QRC. Simulation results show an excellent transient response and a good tracking for a wide operating range and uncertainties in modeling.
Introduction
Quasi-resonant converters (QRCs) are widely used at present because they increase power conversion efficiency and reduce electromagnetic interference (EMI). Generally, quasi-resonant converters show lower EMI and higher efficiency compared to the conventional hard switched converters with fixed switching frequency. In a Quasi-Resonant Converter, the switch network of a PWM converter is replaced by a switch network containing resonant elements, so that the active device can be switched with either zero current or zero voltage. The resulting converter combines the properties of the resonant switch network and the parent PWM converter.
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Quasi-resonant converters use the tank circuit to create either Zero-Voltage Switching turn-on (ZVS) or Zero-Current Switching turn-off (ZCS).
In contrast to square-wave switch waveforms in PWM converters, all QR topologies exhibit smooth quasi-sinusoidal waveforms and therefore reduced switching losses. Utilizing soft switching, the switching frequency can be increased, resulting in a higher power density.
A closed-loop regulation is most commonly achieved by feeding back from the output voltage through an error-amplifier circuit and a voltage-controlled oscillator (VCO). Simple PID compensators can be designed in a similar manner to those of PWM converters. 3, 4 These control schemes have several disadvantages, however.
DC-DC quasi-resonant converters have a highly nonlinear and time-varying behavior. Changing in operating conditions, mainly due to variation in load and line disturbance, leads to significant changes on system dynamics so that desired performance and even stability are lost. Particularly, in a half-wave resonant switch, the dc-gain, damping factor and corner frequency change depending on the operating point. 5 These control schemes are also sensitive to variations in the parameters
and it may be difficult to stabilize the converter with a good behavior. The ever increasing need for high-quality resonant power converters demands for sophisticated control systems that ensure high levels of efficiency and robust operation. In this study we will demonstrate the application of model predictive control (MPC) to QRCs. Model predictive control is a class of advanced control techniques most widely applied in the industries. A primary advantage is its explicit handling of constraints. 6 This method is referred to a set of control design techniques which are based on the following three design and implementation steps. A model of the process is used to predict its future behavior and then an optimization algorithm is employed to calculate the future inputs and finally a certain number of calculated inputs are applied to the process. These three steps are performed in each control interval. Since there is no restriction on the type of the model used in the prediction, MPC can be applied to both linear and nonlinear systems. The major advantage of the MPC is its straightforward design procedure. Given a model of the system, only an objective function incorporating the control objective is needed to be set up. Additional constraints can be easily dealt with by adding them as inequality constraints.
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One of the major limitations of MPC techniques in their original formulation comes from the use of a linear model of the process inside the algorithm. Such a linear model is used at every sampling time in order to find out the appropriate inputs that lead the future outputs to be as close as possible to the desired trajectories, without violating constraints. If the process dynamics are rather linear within the operating region, then the use of a linear model based control algorithm leads to good performance. However, the use of this control strategy with nonlinear systems is limited to relatively small operating regions due to process-model mismatch. Hence, the capabilities of MPC will be degraded as the operating level moves away from the original design level of operation.
The introduction of nonlinear models inside the control algorithm does not cause major problems from a theoretical point of view. 7 However, from a computational point of view, the optimization problem that should be solved at every sampling time can become so extensive to make on-line optimizations almost impossible.
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Hence intermediates solutions have been introduced that maintain the simplicity of the linear input-output model and include a partial or full knowledge of nonlinearity. Dynamic matrix control (DMC) is the most popular MPC algorithm due to its simplicity and efficiency. The output prediction is performed using step response of the system, while disturbances are regarded as constant over the prediction horizon. In extended DMC (EDMC) a local linear model is obtained at every sampling time by using a local linearization of the nonlinear model of the system, and then another optimization algorithm should be solved to make the local linear model as close as possible to the nonlinear model. Designing and comparing MPC for QRC using the above strategies is the main purpose of this paper. Also, to maintain the performance of the MPC controller to control nonlinear systems, a multi model predictive control (MMPC) strategy has been developed. The method combines the output of multiple linear MPC controllers, each with their own linear model describing process dynamics at a specific level of operation. The final controller output is an interpolation of the individual controller outputs weighted based on the current values of the measured process variables. While MMPC cannot handle severe nonlinear dynamic behavior, it will provide significant benefits over linear controllers. The accuracy of the nonlinear approximation can be increased by combining more models.
Model Predictive Control
Consider a system with the dynamic and output equations as follow:
where y, u and x are the output, input and states respectively. Most model predictive control strategies solve an optimization problem of the following kind at every sampling time t k ; "compute the set of P future control moves that minimize an objective function and satisfy input and state constraints". It can be formulated as below 6 :
where y d (k + j) is the desired future set point at time t k+j and y(k + j|k) is the future output at time t k+j manipulated using the model at t k .
The tuning parameters for MPC include the sample time (T ), prediction horizon (P ), control horizon (number of controller output moves that are computed, M ), move suppression coefficients (controller output weight, R) and controlled variable weights (process variable weight, Q). These parameters are computed by employing the tuning rules given in Ref. 10 . In fact, MPC calculates control signals, ∆u(k + j), j = 0, 1, . . . , M, which will bring the output of the process, y(k + j), j = 1, 2, . . . , P , to the reference trajectory.
This value of sample time compromises between the need for a low computation load (a large T ) and the need for a precise tracking of the required dynamic behavior (a small T ). Previous researchers have indicated that too slow a sampling rate will lead to information losses, and too fast a sampling rate could lead to numerically sensitive procedures. We must be sure that when the process is operating in the level with the fastest dynamics, the sample time is fast enough to capture the process behavior.
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A larger P improves the nominal stability of the closed loop. For this reason, P is selected such that it includes the steady state effect of all past controller output moves, i.e., it is calculated as the open loop settling time of the slowest model approximation.
The control horizon, M , must be long enough such that the results of the control actions are clearly evident in the response of the measured process variable.
The controlled variable weights are usually set equal to one. These parameters can also be used to achieve tighter control of a particular measured process variable or prioritizing the controller action among multiple outputs by selectively increasing its relative weight. It should be noted that the controlled variable weights are only used for multivariable MPC.
Matrix R has to suppress aggressive control actions over the entire control horizon. This parameter is used for a control horizon greater than 1 (M > 1), and if the control horizon is 1 (M = 1), then no move suppression coefficient is used (R = 0). y d represents the desired output trajectory and is determined by passing the set point through the following first-order filter (0 < α < 1):
To take into account the unmolded effects, this profile is corrected by adding to it estimates of the disturbance. The disturbance estimates are calculated as the difference between the actual current measurement of the process variable and the previous value of the predicted process variable at the present sample time. The disturbance estimate is assumed to be constant over the prediction horizon and is added to future predicted output term. This contribution adds feedback characteristic to the algorithm. Dynamic Matrix Control (DMC). Later, 13 it was shown that the conventional MPC modeling approach can be interpreted as state-space or continuous time transferfunctions models called Generalized Predictive Control. Using a linear input-output model to represent the process, the prediction of the future response is built by summing up three contributions, the effect of past inputs (known), the effect of the future inputs (to be determined) and error term due to the difference between current measurements and previous prediction (known). So the outputs in the objective function are linear. An analytical solution is then possible by solving a quadratic programming problem at every sampling time; provided that the constraints are not violated.
Linear MPC

Multi model predictive control
The nearest variation to linear MPC that allows taking into account changes in the process model due to variations in the steady-state conditions is the MultiModel Predictive Control (MMPC). This approach uses a multi-model system to approximate the nonlinear process where each model is locally linearized at different operating points and is valid only in a certain region. When the system under control has several candidate models, there should be a strategy to distinguish which one is the true system model at the current operating point. The method used in this work focuses on weighting of linear MPC controllers based on the current measurement of the process variable.
Let us suppose to identify preliminarily n local linear models linearized around n steady-state controlled variable Y i . Each model has different parameter values, and accurately describes the process dynamic about the specific point in which it was linearized. Next, we will design n similar linear MPC controllers with the same parameters. Then the MMPC strategy calculates the moves of each controller effort (∆u i ) at the current operating point, and each linear model output (y i ) using of its own controller output. The final controller output moves are a weighted average of each linear controller output move:
where w i is a weighting factor based on current measurement of the process. It makes sense to give more weight to consistent models and less weight to models that are far away from the consensus of the majority. If the distance between the current measured process output and the calculated linear model's output (y i ) is represented by d i , the weights to be used in equation above are computed as follows:
In this way it is shown that if y → Y i , then w i → 1 and w j (i = j) → 1.
As explained above, all the controllers use the same values for T , P , M , Q and R. Here, T is selected as close as possible to the smallest dynamic of the all linear models. This ensures that when the process is operating in the level with the fastest dynamics, the sample time is fast enough to capture the process behavior. The tuning parameters P and M are selected as the maximum values of all linear models parameters. Thus, the horizons will always be long enough to capture the slowest dynamic behaviors in the whole range of operation. Truncation of any of the horizons (prediction or control) can result in instabilities in the closed loop system.
The performance of the MMPC remains constant as the dynamic behavior of the process changes by weighting the linear controller output moves from each model to account for the changing dynamic behavior of the process. In effect, MMPC strategy is changing the amount of control effort needed as the process dynamics are changed. The more linear controllers that are used in this method, the better the controller will perform.
Extended dynamic matrix control
A more comprehensive approach to nonlinearity is through the use of a detailed nonlinear model. EDMC uses a nonlinear model to obtain a precise local linear model at every sampling time. In fact, to take into account the nonlinearity effect, the linear model is updated in each control or optimization interval. The difference between the linear and the nonlinear model is then optimized by proper choice of the future control moves, as illustrated in Fig. 1 . At each control interval, the step response of the nonlinear model of system is determined. This is done by integrating the equations of the nonlinear model twice. First, by assuming zero future moves (which gives y past ) and then by applying a step input with specified magnitude (which gives y past ). Therefore,
where δ is the step magnitude and g i is the i th element of the step responses. Applying the DMC formulation, the future control moves are calculated. Here, D(t + 1) is determined as follows:
where D * (t + 1) represents disturbance and mismatch between the nonlinear model and the system outputs. D nl (t + 1) stands for the difference between nonlinear and linear model outputs.
Since both models are known, D nl (t + 1) is known as well. However its magnitude will depend on ∆U (t). To obtain a proper value for ∆U (t), the following problem is solved iteratively: Usually the fixed point or secant method is used to solve Eq. (10). In the first method, the following successive substitution is employed:
where β is a small value and is used to tune correction rate in the fixed point method.
At each iteration, DMC equation is solved to find ∆U (t) and then Eq. (11) is solved to update D nl (t + 1). This iteration will continue until some norm of f reaches to a small value. In the scant method, the following equation is solved in the iterations.
Using contraction-mapping theorem, it is shown that the overall system using EDMC will be stable as long as the steady state gain of the system exhibits no change in sign. 
Modeling
The concept of resonant switching can be directly applied to many topological varieties of QRCs. For demonstration purpose we consider a ZCS-QRC buck converter. Intentionally we consider a Half-wave version in which the switch exhibits a conversion ratio that is strongly dependent on the load current. The converter is depicted in Fig. 2 . This control scheme, however, can be applied to other topologies.
Generalized state-space averaging method
The analysis and modeling of QRCs have been received much attention in the literatures. A unified averaging technique called generalized state-space averaging (GSSA) for the modeling and analysis of the resonant circuit has been proposed in Ref.
14. This technique focuses mainly on the low-frequency behavior of the circuit, giving a low frequency representation. The proved accuracy of GSSA technique has converted it to a basic tool for the analysis and design of linear and nonlinear controllers of QRCs.
To demonstrate the principles of this technique, consider a periodically switched network, with k different switched modes in each switching cycle, described by the state equations as below 14 :
The i th equation of Eq. (13) is defined on the time interval ε i = [t i−1 , t i ], and (13) can be characterized by the following GSSA equation 14 :
Equation (14) is the GSSA form of Eq. (13) . The advantage of GSSA over traditional State-Space Averaging (SSA) is that the slow-time varying input variable assumption made by SSA is not a necessary requirement for GSSA.
14 To apply this method to any system, its states should be identified.
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Now, looking into the operation of QRC, it is known that it has two different kinds of energy storage states, one is the resonant tank state, whose natural frequency is of the same order as the switching frequency, and the other is the filter state, whose natural frequency is much lower than the switching frequency. The state variables in the resonant tank reach zero periodically within each switching cycle. It has been known that once the state variables associated with the low-pass filter are determined, the state variables in the resonant tank can be determined in each operation mode. Therefore, for the modeling and analysis of QRCs, we can formulate the reduced-order state-space equation of QRCs by considering state variables as those of the filter states, while considering the variables associated with the resonant tank as input control variables, rather than as state variables.
14 In this way, for applying GSSA method to the modeling of ZCS-QRC buck converter, a complete analysis of the behavior of the filter states is performed.
Applying GSSA to the ZCS-QRC buck converter
We make the following assumptions:
switching frequency f s is much higher than the natural frequency of the low-pass filter L o − C o , thus state variables i Lo and v Co can be regarded as constant in each switching cycle and (3) all the elements including the semiconductor switches are ideal.
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The ZCS-QRC buck converter has four operating modes shown in Fig. 3 . 
The duration of this interval is τ 1 = LriL 0 vg .
(2) Resonant Mode: The state-space equations for the second interval of the switching period are:
With v Cr (t) = v g (1 − cos ωt), and the duration of this interval is τ 2 = α ω . Where,
For the half-wave mode we have π ≤ α ≤ 3π 2 .
(3) Capacitor Discharging Mode: The state-space equations for the third interval of the switching period are:
With
(4) Free-wheeling mode: The state-space equations for the fourth interval of the switching period are:
And the duration of this interval is 
The controller parameters are selected in accordance with the rules mentioned in Sec. 2. In this way, the parameters are obtained as M = 3, P = 18 and α = 0.5.
MMPC design
First we should determine the number of the models that are needed to cover the whole range of operation, where each one exactly describes the behavior of the process at a specific value of the measured process variable. For this purpose, the steady-state gain of the system is determined by setting derivative terms in Eq. (20) to zero and then plotting v Co versus f s .
Looking through this plot it is known that by the combination of at least three local models around three specific operating points, we can approximately form the nonlinear model. For each operating point, the values of the (input, output) pairs and the model parameters are listed in Table 2 . The models are represented by a second-order transfer functions obtained by the use of Eq. (24).
These transfer functions are combined to yield a continually changing dynamic behavior. Although three models are employed here, the method can be expanded to include many local linear controllers. The parameters of the MMPC controller are tuned using the method given in Sec. 2.2. In this way, the parameters are obtained as M = 3, P = 26 and α = 0.5.
EDMC design
It was showed in the previous section that the modeling equations describing the converter consist of two nonlinear state equations. This model is used to predict the future of the converter. To design the EDMC controller for this quasi-resonant converter, the appropriate control parameters are selected as before. In this design the fixed point method is used in the iterative DMC calculations and the control parameters are obtained as in Table 3 . It is shown that the overall system controlled by EDMC will work properly, if the process has single sign and slowly varying steady-state gain.
8 Looking through Fig. 4 . it is evident that the above constraint is satisfied.
Simulation Results
The three kind of controllers have been applied to the buck HW-ZCS converter. The desired output voltage v d is 12.5 V, which corresponds to an inductor current i L0 = 1.3 A. The steady state waveforms of the resonant tank inductor current and the capacitor voltage are shown in Fig. 5 . Diode D 1 causes the switch to turn off at first zero crossing of the tank inductor current. Figure 6 compares the ability of tracking a wide range varying set point for the three controllers. As the set point is changed stepwise from 16 V down to 2 V, the performance of the linear controller varies from an under-damped oscillatory response with a large peak overshoot to one that is over-damped and sluggish. Specially, as the set point is stepped from 7 V to 2 V, the set point is lost and the controller cannot track it either, because it contains wrong steady-state and dynamic information. The performance of the MMPC is not completely constant for the whole range of operation. Particularly, as the set point is stepped from 7 V to 2 V, the range where the effect of nonlinearity is larger, the response is very sluggish and has a very long settling time. As the dynamic behavior of the process changes, the performance of the EDMC remains rather constant over the whole range of set points. Its behavior has a fast rise time and a quick settling time with no more than an 8% peak overshoot.
To evaluate the dynamic performance of the control system, in the second case, we examine the behavior of the controllers under the step changes in the input voltage and the load. In the examples presented, the converter is initially assumed at nominal steady state (v o = 12.5 V). The input voltage is increased by 30% at k = 100 and then returned back to its previous value at k = 160. The step has amplitude of 30% increase and decrease. Figure 7 shows the response of three controllers. In the next simulation the load is initially decreased by 30% and then returned back to the nominal value. The results are depicted in Fig. 8 . At this level of operation (v 0 = 12.5 V), all of the three controllers give similar performance approximately. This is because the linear controller was designed for a level of 12.5 V and MMPC has an exact model at this operating point. Figures 9 and 10 show the disturbance rejection capabilities of three controllers implementations at a set point level of 5 V. Evidently, at this level of operation the EDMC controller should exhibit better disturbance rejection capabilities. This is
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because the models for the MMPC and linear controller are not the exact one. As shown, the EDMC controller is capable to faster reject the disturbance.
Conclusions
In this paper the subject of predictive controller design for QRCs was examined. Different linear based predictive control strategies applied to a buck ZCS-HW QRC with particular attention to the effects of nonlinearity and parametric uncertainty to find an appropriate controller. For the linear controller and MMPC, the output voltage responses varied from over-damped to under-damped depending on the operating point level. For the EDMC controller, the transient and steady-state response showed a good behavior and the controller was able to maintain consistent set point tracking performance over the whole range of nonlinear operation with unaffected performance by parameter variations.
