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 ABSTRACT
   Electronic and microwave properties of transferred-electron 
semiconductors are investigated and described in this thesis. 
The thesis presents the following studies. 





obtained in transferred-electron semiconductors. With this 
condition, the confusion is resolved to the two operational 
modes: the mode based on the differential negative resistance 
and the mode based on the current instability. 
   The conditions for space-charge-wave growth and differen-
tial negative resistance are derived with taking account of 
the energy transport effect. They can be considered to give 
more accurate quantitative results as compared with those 
derived precedently. 
   The power-impedance product of the transit-time oscilla-
tion in transferred-electron diodes is obtained. The result 
predicts the maximum power output available from the transit-
time oscillation. The formula for the maximum efficiency 
in the transit-time oscillation is also obtained. 
  Self-pumped parametric effects in transferred-electron 
diodes are described. This study gives the theoretical 
basis to the self-pumped operation and the increase in the 
output power with a harmonic frequency. 
   Transient behavior and characteristics of a high-field 
domain in transferred-electron diodes are analyzed with 




time in a large-signal state, the equivalent admittance of 
a domain, the shape of a domain, the maximum value of a domain 
potential, and the current of a diode are described. The 
study gives a physical basis for non-linear and parametric 
operations of transferred-electron diodes. 
   In the study on the magnetic field effects on the electron 
transfer and transport properties, it is found  teoretically 
and experimentally that the magnetic field decreases not only 
the drift velocity along the applied electric field but also 
the energy in the random motion of the electrons in a single 
valley; the former is known as the magnetoresistance effect 
and the latter can be termed as the magnetic cooling effect. 
The cooling effect is interpreted due to the decrease in the 
drift velocity of electrons in each valley and the appear-
ently reduced value of the collision time caused by the ap-
plication of the magnetic field. A negative magnetoresist-
ance effect is found in the velocity-field characteristic . 
The results obtained give the basis for the dynamic opera-
tions of transferred-electron diodes subjected to the crossed 
electric magnetic fields. 
   Finally, in a further study on the electron properties of 
trnasferred-electron semiconductors, new wave instabilities 
caused by a negative dependency of the carrier temperature 
are derived. The analysis is equally valid for a collision-
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CHAPTER I INTRODUCTION 
   In this thesis, electronic and microwave properties of trans-
ferred-electron semiconductors are studied. 
   To begin with, the study derives new small-signal instability 
due to the differential negative resistance in transferred-
electron semiconductors being often called Gunn-effect semicon-
ductors. The distinguishment is made between the instability 
of the differential negative resistance and the current insta-
bility. The maximum microwave power available from the current 
instability is predicted to the transit-time oscillation in trans-
ferred-electron diodes. A self-pumped operation of transferred-
electron diodes is analyzed with taking account of an rf circuit 
voltage. 
   The transient behavior and large-signal characteristics of 
the current instability are analyzed using qausi-linear equations. 
The analysis derives the equivalent impedance of transferred-
electron diodes in transient and stable states. With this 
equivalent impedance, the self-pumped operation of transferred-
electron diodes is interpreted. 
   The magnetic field effects on transferred-electron character-
istics are studied deriving the electron distribution functions. 
It is found and described that the raise  it the carrier temper-
ature is suppressed by the application of a magnetic field. It 
can be termed the magnetic cooling effect. The negative magneto-
resistance effect is found in the region of a negative differen-
tial mobility. This effect is understood as the result from 
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the magnetic cooling effect. These are confirmed qualitatively 
in experiments. The velocity-field characteristic derived in 
this study gives the basis on the study of the dynamic character-
istics of transferred-electron diodes subjected to the crossed 
electric and magnetic fields. 
   Finally, the study extends to the wave instabilities based on 
the field-dependent drift velocity and carrier temperature. It 
predicts new wave instabilities due to the negative dependency 
of the temperature variations on the electric field and compare 
with previous diffusion instability. 
   Through these subjects, the thesis describes electronic and 
microwave properties of transferred-electron semiconductors. 
   The transferred-electron effect semiconductors are a synonym 
in other expressions for the transferred-electron semiconductors. 
The latter is used throughout the thesis for simplicity.
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CHAPTER II CONDITIONS FOR AMPLIFICATION AND OSCILLATION IN 
        TRANSFERRED-ELECTRON SEMICONDUCTORS 
   Experiments have shown that there are two operational modes 
in bulk GaAs:[U one is the mode which is less dependent on the 
external load and can be used only as an oscillator,[2] and 
occurs in a low-resistivity sample; the other is the mode which 
is much more dependent on the external load can be used as 
either  amplifier[3]' [4] or oscillator,[l] and occurs in a 
high-resistivity sample. From the equivalent impedance of 
a GaAs bulk semiconductor, we will examine the difference between 
two modes and find the condition for the second mode to occur. 
   We may consider that the first mode is due to the current 
instability analyzed by McCumber and Chynoweth.[5] The current 
instability can occur when the differential negative conductance 
of a sample is infinite and the susceptance changes from the 
capacitive to inductive near the critical condition. The 
oscillation due to the current instability may start nearly 
independent of the external load. We can consider that the 
second mode is taken to occur when a sample is operated in a 
region where finite negative conductance and finite suscepatance 
are realized at a bias voltage below that for the current 
instability to occur. Hence, the second mode is used as 
oscillator or amplifier depending on whether the negative 
conductance exceeds the load conductance. 
   A small-signal analysis may be used to derive the equivalent 
impedance of a GaAs bulk semiconductor:[6'
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                Ze —   (/W)  —  i  1 + I'L — erL(2.1) 
                     wC{1 + (awc/(0)2J • 1'L 
where the propagation constant F is 
r 2vo)14/1+4we+4~cod.(2.2) 
Here a=Eo(d In vo/dEo) is the field dependence of average drift 
velocity vo in the conduction band of GaAs, wc=o*o/e is the 
ratio of the average conductivity ao to the permittivity e, wd=vo2/De 
is the ratio of a drift velocity squared to the diffusion 
coefficient D. determined by the Einstein relation De=µkT/e, 
and C=eA/L is the geometrical capacity where A and L are 
the cross-sectional area and the length of a sample, respectively. 
We analyze the case when (w/wd)2<<1 is satisfied. 
   As McCumber and Chynoweth reported, a first zero of the 
impedance occurs at awe/w=-0.280 andwL/vo=2.38ir,which give the 
critical condition for the current instability. From both 
conditions they obtained the condition for the current instability 
in a GaAs bulk semiconductor :[5] 
noL > 2.7 X 1011 cm-2(2 .3) 
where no is the carrier density. We may point out that in 
a sample the oscillation starts at w=2.38,rvo/L and then, when 
stable oscillation is achieved, the frequency is given by 
w=2lrvd/L where vd is the drift velocity of the high-field 
domain. 
   We find next the critical condition at which negative 
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resistance occurs in a GaAs bulk semiconductor. We consider 
that it can occur with small value of  aw,/wd. Then the equivalent 
                                           be 
resistance, the real part of Eq. (2.1), can reduced to 
A 
         1 rawe(awew          R~
coo), L1 +co9~ —1 —`w+WOee cos B~(2.4) 
                                                                      where Oe=wL/vo is the transit angle of carriers in a sample. 
A first negative value occurs at wL/vo=2ir (except for wL/vo=0). 
The condition for the resistance to be negative is (—a)wc/w>w/201d. 
This indicates that the semiconductor exhibits a negative 
resistance when the value of the conduction current of a forward 
space-charge wave in a GaAs semiconductor exceeds a half value 
of the diffusion current, since (—a)wc/w expresses the ratio of 
the conduction current to the displacement current and w/wit 
expresses the ratio of the diffusion current to the displacement 




where e is the absolute value of electron charge, 
kT/e = k{To + (2/3)TrvoEo}/e 
is the electron temperature, To is the lattice temperature, and 
 TT is the thermal relaxation time. From the condition at which 
a GaAs bulk semiconductor exhibits a maximum negative value of 
Eo(d In vo/dEo) derived by McCumber and Chynoweth ,51we know the 
numerical values: a= —0.272 and kT/e=0.092 volt.Using the values 
TT=2X10-12 sec and e=12.5€0 (eo is the permittivity of free space) ,
5
we obtain 
 noL2 > 4.6 X 107 cm-'(2.6) [7] 
which is in a good agreement with the condition of minimum nL2 
product calculated from the experimental values n and L listed 
in reference [1]. 
   We can show that the condition for the resistance of the 
semiconductor to be negative is different from the condition 
for the forward space-charge wave to grow. The condition for 
the real part of Eq. (2.2) to be positive is (—a)wc/w>w/wd , which 
is rewritten as 
no 4ir2e(kT/e)(2
.7)   
                  f2> e(—a)voz= 9.2 X 10-7 (c/s)-2 cm-3, 
where we used the numerical values of T, (—a) , and vo given 
by McCumber and Chynoweth.[5]The condition (—a)c.c/ca>w/wd is
also obtained from that for the resistance associated with 
forward space-charge wave to be negative. 
   At the condition for the current instability, we know from 
aw,/w=aoo/ew= —0.280 that a low-resistivity sample requires a smaller 
value of a than a high-resistivity sample. The low-resistivity 
sample (noL>>2.7X1011 cm-3) as used in Gunn 's experiment [21 can 
satisfy the instability condition slightly beyond the threshold 
bias voltage. If a high-resistivity sample satisfies the 
condition, noL2>4.6X107 cm-, , noL<2.7X1011cm-2 , then only a finite 
admittance occurs in the sample. Thus, the operational condi-
tions, amplification or oscillation, of a high-resistivity 
sample depend on the external load. If a sample has a value 
                             6
slightly larger than  noL=2.7X1011 cm 2 , 
modes, the current instability and the 
the same sample depending on the bias
 then the two operational 
 other, are realizable in 
voltage.
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CHAPTER III CONDITIONS FOR SPACE-CHARGE-WAVE GROWTH AND 
DIFFERENTIAL NEGATIVE RESISTANCE IN TRANSFERRED-
ELECTRON  SEMICONDUCTORS
   McCumber and Chynoweth[1] have derived the impedance of a 
bulk semiconductor in which the carrier velocity depends non-
linearly on the electric field as a result of the two valleys 
in the conduction band. They have obtained the condition for 
zero impedance which permits current instability to occur in 
a bulk semiconductor. We may consider two other conditions: 
one is the condition for a space-charge wave to grow in a bulk 
semiconductor; the other is the condition for the differential 
negative resistance which permits oscillation when the differen-
tial negative conductance of the bulk semiconductor exceeds 
the load conductance. These conditions are not simply given 
by the differential negative mobility when we taken into account 
the diffusion effect which prevents the space-charge wave from 
growing and the resistance from being negative. To see the 
conditions for amplification and oscillation in the bulk semicon-
ductor, both conditions have been obtained from the small-signal 
wave theory[2]in which the diffusion effect was considered 
only in terms of µT(an/8x) and the electron' temperature was 
approximated by T=To+(2tTAE2/3) . In this chapter, two conditions 
will be derived from the impedance given by McCumber and 
Chynoweth in which both diffusion and energy-transport effects 
are taken into account. With the condition for the differential 
negative resistance, the work described here will thus add one 
condition for the small-signal instabilities.
8
   The condition for space-charge-wave growth requires that the 
real part  of the propagation constants s(w) given by McCumber 
and Chynoweth's equation (41b) must be positive. Noting that 
exp(-iw) was used in (41b) and considering the first-order 
approximation for the diffusion effect a to be small, we obtain 
-C/yw >ayw/,9 which indicates that the effect of a differential 
negative mobility ( must be larger than the effect of the diffu-




      \e -EdEIne) C'
±E  2dµ 
     dE/\f J (3.1)
where y01 when the energy transport is considered and fob when 
both diffusion and energy transport are considered,[l] and we 
follow the notations used by McCumber and Chynoweth except that 
e is the permittivity of the semiconductor. From the negative 
condition on the real part of the impedance Z(w) given in (4la), 





vl(E din fi) 
  1+2 d
E ) (3.2)
which can be considered to be the condition for one of the 
small-signal instabilities. We may expect the small-signal 
instability by which the space-charge-wave growth breaks into 
the oscillation[3] only when the differential negative conduct-
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ance exceeds the load conductance. Otherwise the amplification 
which has been experimentally shown by  Thim et al. may be 
expected.[4] We see that there are additional terms ,(E/2)(d In µ/dE) 
and (yv/$)2 , in the conditions given here as compared with the 
conditions derived from the small-signal wave theory.[2] The 
discrepancy results from the difference in the assumptions of 
the two analyses. 
   In a GaAs bulk semiconductor, for example, a minimum value 
of the derivative d In v/dE is —5.43x 10-3 m/V at E=5x 105 V/m where 
the value [5] of the average velocity u is 1.00 x 105 m/s.Using 
the value of the thermal relaxation time ZT=2 x 10-12 second, the 
permittivity E=12.5e0 and the lattice temperature To=0.025 eV ,[l] 
we obtain 
                   no/f> 3.4 x 10- 7(yv/(3)2 cm- 3(c/s)- 2( 3. 3) 
and 
noL2 > 1.7 x 10' cm-1.(3.4)
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CHAPTER IV FREQUENCY DEPENDENCIES OF POWER AND EFFICIENCY OF 
        TRANSIT-TIME OSCILLATIONS IN TRANSFFERRED-ELECTRON 
        SEMICONDUCTORS 
   When the voltage  Vb is applied to a sample of a bulk semicon-
ductor which is uniformly doped along a length L, a uniform 
electric field Eb is applied to the sample: 
Vb=EbL.(4.1) 
As discovered by Gunn,[l] a disturbance in the field at the 
cathode contact (low-voltage side) of a sample grows to a high-
field domain when the field Eb is in the range, beyond the 
threshold and below the valley field E,,, where bulk semiconductors 
such as GaAs and InP show a negative differential mobility. 
The high-field domain drifts from the cathode contact to the 
anode contact (high-voltage side) of the sample and is extin-
guished at the anode. The repetition of growth, drift, and 
extinction induces an rf voltage AV, in the circuit. The rf 
circuit voltage reduces the bias voltage of the sample to the 
value (Vb— 0 V,) when the phase of the rf circuit voltage is 
opposite to the polarity of the applied dc voltage Vb. The 
high-field domain is quenched when the rf voltage AV, reduces 
the field in the sample to below the sustaining field ES, which 
is the minimum strength of the field necessary to sustain the 
transit-time oscillation. In order to sustain the transit-
time oscillation in the sample, we require 
EbL — AV, > ESL.(4.2) 
From Eq. (4.2), the rf power P delivered to the circuit is 
                              11
given by 
            P<(Eh—E02q,(4.3) 
 2.f2Z, 
where Zr is the resistive part of the impedance of the circuit, 
I is the oscillation frequency, vd is the average drift velocity 
of the high-field domain, and the equation f=vd/L is used since 
the frequency of the transit-time oscillation is determined by 
the transit time of the high-field domain. The power-impedance 
product (PZr) of the transit-time oscillation in a transferred-
electron semiconductor is proportional to the square of the 
product of the difference of the applied and the sustaining 
fields and the drift velocity, and inversely proportional to 
the square of the frequency. It is very interesting to notice 
that Eq. (4.3) shows a result similar to that of the physical 
limitation on power of transistors given by Johnson.[2] The 
dc power supplied to a sample is given by Pd=ALE,, • <J(t)> , where 
A is the cross-sectional area of a sample and <J(t)> is the average 
current density in the transit-time oscillation. The efficiency 
n=P/Pd is obtained by 
                         <I1 --) I 
            \JdEh                  2AfZ, <J(t))(4.4)     Eh 
which indicates that the efficiency-impedance product (r,Z,)of 
the transit-time oscillation is inversely proportional to the 
frequency. In the case of the quenched mode, the value of the 
field strength in the right-hand side of Eq. (4 .2)would be less 
than the value of the E, and the length in the equation f =v
d/L 
would be a fraction of the length L , but the results of Egs .(4.3) 
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and  (4.4) are not much modified. The results, however, are 
changed when there is impact ionization in the high-field domain. 
   The value of the power-impedance product (PZ,) of the transit-
time oscillation in uniformly-doped n-GaAs, for example, is 
                           28800 PZ
, < f2(4. 5) 
in watts•GHz. It was assumed that the average drift velocity 
vd=105 m/s and the sustaining field ES = 105 V/m, and that the 
sample is biased near the valley field Ev=25x 105 V/m.[3]
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CHAPTER V SELF-PUMPED PARAMETRIC AMPLIFICATION AND OSCILLATION 
       OF TRANSFERRED-ELECTRON SEMICONDUCTORS 
   It is by now well known that in a transferred-electron diode 
oscillating in a transit-time mode a high-field domain grows 
near the cathode and travels in a stable state through the diode 
and is quenched at the anode. A high-field domain consisting 
of charge-accumulation and charge-depletion regions can be 
represented by a capacitance.[1]The capacitance is observed 
in a diode during the transit of a high-field domain, and disap-
pears with extinction of a high-field domain at the anode. 
The admittance of the domain varies with time during the transi- 
ent periods near the cathode and at the anode.[2] Thus the 
repetition of growth, transit, and extinction of the domain leads 
to the repeated change in a admittance of the transferred-elec-
tron diode. The admittance change is repeated with the fre-
quency of an oscillating diode. The self-pumped parametric 
amplification and oscillation of the transferred-electron diodes 
were previously treated by considering the appearance and the 
disappearance of the domain  capacitance  [1],  [ 3 ] - [ 5 ] and the change 
of the domain admittance in transient periods!21, [6], [7] 
   The effect of an external rf voltage on the admittance of 
a stable domain was not taken into account in previous treat-
ments. For reference the dependence of the domain capacitance 
on the bias voltage is shown in Fig. 5.1 where the capacitance 
has been calculated using the results of the large-signal theo- 
r[2]  y. In this chapter the self-pumped parametric effect is 
presented where the bias voltage across a diode is varied by 
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       Fig. 5.1 Dependence of domain capacitance on bias voltage. 
the rf output voltage. There can be considered two cases in 
self-pumped parametric operations: one is the external-signal 
amplification by the parametric change of the admittance of a 
diode self-pumped by the voltage with a fundamental frequency 
of the oscillating diode; the other is the oscillation increased 
in the output power by the additional negative conductance of 
a diode self-pumped by the voltage with a harmonic frequency 
of the oscillating diode. 
   We consider a transferred-electron diode of length L and 
biased with dc voltage Vb. When the bias field exceeds the 
threshold field, a high-field domain of voltage AV(t) grows  in 
a diode. Thus current flows in an rf circuit, and an rf voltage 
is induced across the rf circuit. The dc bias voltage is
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changed by the superposition of this rf voltage. The total 
bias voltage must be equal to the total voltage obtained from 
the field distribution inside the diode. 
                Vb  + AVM) = E0(t)L+ AV(t)(5.1) 
where AVJt) is the rf voltage, and E0(t) is the electric field 
outside the domain (i.e., in the low-field region) and is assumed 
uniform in space. The current 1(t) in a diode can be given in 
terms of the conditions outside the domain 
3 
                 1(t) = APouo(t) + As —40)(5.2)
Ot 
where the first term represents the conduction current and the 
second the displacement current. Here A denotes the constant 
cross-sectional area of the diode, Po the charge density of 
carriers, uo(t) the carrier drift velocity given by pE0(t) , and 
s the dielectric constant. The substitution of E0(t) from Eq. 
(5.1) into Eq. (5.2) gives 
          1(t) = GVb + G{AVM) - AV(t)} +at[C {AVM) - AV(t)}](5.3) 
where G =Apoµ/L represents the bulk conductance of a diode at 
the low field and C =As/L the bulk capacitance of the diode. 
   We consider first the parametric change in admittance of a 
diode self-pumped by the voltage with a fundamental frequency. 
The rf voltage across a diode is then expressed as AV
c(t) = 
AV
c1 sin wt, which is superposed on the dc voltage Vb. The 
domain voltage AV(t) depends non-linearly on the bias voltage.[2] 
In order to see the effect of the rf voltage AV
c(t) on the domain 
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voltage  /V(t), we expand the domain voltage in terms of the rf 
voltage. 
°V(t) = °Vo + a°Vcl sin wt + fl(°Vc1 sin wt)2 + • • (5.4 ) 
where
r             a =ra°V  land f3 =1Lae°V  
                 a°Vc,,,,=02a°Vc OV=0 
Here AVMrepresents the domain voltage which is due to only the 
dc bias voltage, and is constant in the stable state. Substi-
tuting Eq. (5.4) into (5.3), we obtain 
     1(t) = GVb - G°V0 + G(1 - a -fl°Vcl sin wt • • • )°V,/ sin wt 
                     +at {CO —a- fl°Vcl sinwt •• •)°V,1 sin wt} (5. 5) 
which describes the relationship between the current I(t) and 
the rf voltage /V
c(t)- We can see in Eq. (5.5) that there is 
a parametric change in conductance and capacitance, given by 
GISLVc1 and CSAVc1, with the frequency w/2Tr. Using this self-
pumped parametric change in admittance, we can obtain the ampli-
fication of a signal supplied from an external source to an 
oscillating diode. 
   We present next the admittance of a diode self-pumped by a 
voltage of the second harmonic. The rf voltage across a diode 
is then 
° V,(t) = AV„ sin wt + °Vc2 sin (2wt + 0) (5. 6) 
where 0 is the phase difference between the fundamental and the 
harmonic voltages. The current I(t) can be written as 
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               1(t) =  10 + 1 sin (cot + / 1) + 12 sin (2wt + ti 2)( 5.7) 
where I0denotes the direct current,I1 and I2 the amplitudes 
of the current with fundamental and harmonic frequencies, 
respectively, and `Y and 'Y2 the phase difference with respect 
to the voltage AVc1 sin wt. The domain voltage is, as before, 
expanded in terms of the rf voltage AVc(t) as 
AV(t) = AK) + aAK(t) + fAV,(t)2 + • • • .(5.8) 
Substituting Eqs. (5.7) and (5.8) into Eq. (5.3) and taking 
the terms of the fundamental frequency, we obtain 
              hsin (wt +t1/1)= GdAV,I sinwt +WCdAVclcoswt(5.9) 
where 
             Gd=G(1-a+/3AVc2Isin0+(DCcos011 
Cd=Cj1 -a+/i0Vc21sin0- Cco 0X (5 .10) 
Here Gil and Cd are the conductance and the capacitance, 
respectively, of a diode self-pumped by a voltage of the second 
harmonic. We can see in Eq. (5.10) an additional conductance 
that can be negative by properly choosing the phase of the second 
harmonic with respect to the fundamental wave. We can thus 
obtain an increase of output power of a diode self-pumped by 
a voltage of the second harmonic.
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CHAPTER VI TRANSIENT BEHAVIOR AND CHARACTERISTICS OF THE 
HIGH-FIELD DOMAIN IN TRANSFERRED-ELECTRON SEMI-
CONDUCTORS
6.1 INTRODUCTION 
   A small-signal theory has been applied to transferred-electron 
diodes to derive a small-signal admittance, and the conditions 
for current instability and for a negative resistance.[1]-[3] 
A large-signal theory has been used to analyze stable behavior 
of a high-field domain in transferred-electron diodes.[4] 
Theory is not sufficient to understand transient behavior of 
the domain, which has been investigated mostly by computer 
analysis.Theoretical  [5]Theoretical work on transient behavior of 
the domain is required to understand transient phenomena of 
transferred-electron oscillations, and non-linear and parametric 
operations of transferred-electron diodes, such as are used 
in high-speed switching elements, frequency mixers, frequency 
up-converters, and self-pumped oscillators.[6]-[9] 
   Quasi-linear equations are used to analyze transient and 
stable behavior of a high-field domain in transferred-electron 
diodes. The analysis shows that an equivalent admittance of 
a domain is represented by a parallel connection of capacitance 
and conductance which vary with time in the transient state. 
The equations for the shape of a high-field domain and for the 
time-constant of the admittance are derived. The width of a 
high-field domain and the displacement current of diodes are 
discussed. Numerical examples of characteristics of a high-
field domain based on the results of the analysis are given. 
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It is pointed out  that  non-linear and parametric operations of 
transferred-electron diodes can be interpreted by the use of 
an expression for admittance of the diode in which the effects 
of rf circuit voltage on the domain are taken into account. 
6.2 EQUATIONS FOR DOMAIN 
   Transient behavior of a high-field domain has been in most 
cases studied by computer analysis in which the understanding 
of transient behavior is limited to specified cases reported 
previously.[2],[5]Only a few papers have studied the growth 
of the domain in a theoretical analysis.[10], [19] Transient 
behavior has thus not been sufficiently investigated to provide 
an understanding of non-linear and parametric phenomena in trans-
ferred-electron diodes. In this section quasi-linear differen-
tial equations for the domain in a transient state are derived, 
and in subsequent sections the solutions to the equations are 
given. 
   We consider a uniformly-doped bulk semiconductor in which 
the drift velocity of carriers depends non-linearly on the 
electric field, such as in GaAs and InP. A bulk semiconductor 
diode of uniform cross-sectional area A and of length L is 
considered. As discovered by J. B. Gunn,[11] a disturbance 
in the field near the cathode contact (the low-voltage side) 
of a diode grows to a high-field domain when the apllied field 
to the diode is in the range where the bulk semiconductor shows 
a negative differential mobility. There are two regions of 
the field in an oscillating diode: one is a low-field region; 
the other is a high-field region (customarily called a high-
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field domain), as shown in Fig. 6.1(a). The total current density 
J(t) in the low-field region is given by 
 At)  =Pou0(t)+Ear Eo(t)(6.1) 
where, for convenience in the analysis, the charge of the carriers 
is assumed positive. The results obtained from the analysis 
are applicable to n-GaAs and n-InP by changing the sign of the 
charge. In the low-field region the field E0(t) is assumed 
to have no spatial variation which implies by Poisson's equation 
that the value of the charge density is equal to the value of 
the charge of the doping concentration p0. In Eq. (6.1), a 
conduction current is given by the first term where u0(t) is 
the drift velocity of the carriers in the low-field region, and 
a displacement current is given by the second term where e is 
the permittivity of the semiconductor. The diffusion current 
in the low-field region is zero because of spatial uniformity 
of charge density. The total current density in the high-field 
domain is given by 
              J(t) =p(x, t)u(x, t)+E~tE(x, t)— D-axp(x, t)( 6.2 ) 
where the charge denisty p, the drift velocity u of carriers, 
and the electric field E vary not only with time t but also with 
position x in the high-field domain. In Eq. (6.2) the total 
current in the high-field domain is obtained by the sum of the 
conduction, the displacement, and the diffusion currents, re-
spectively, where D is the diffusion coefficient. The term 
p(aD/x) is neglected in Eq. (6.2) since it has little effect 
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on the analysis and complicates physical understanding of the 
results. The field dependency of the diffusion coefficient 
is, however, taken into account when the value of the average 
diffusion coefficient of the domain is computed in Section 6.6. 
The total current density  J is a function of only the time t 
since total current density is continuous through a diode with 
a uniform cross-sectional area. The Poisson equation in a 
high-field domain is 
                axE(x, t)=s{p(x,t)-po T=-1Ap(x, t)  (6.  3)
Using the continuity of total current, and putting Eq. (6.1) 
equal to Eq. (6.2), we have 
                         z 
               D-zDE(x,t) - u(x,t)aAE(x, t) - poµd AE(x, t) 
     axax 
a 
= 
at iE(x, t)                                                             (6.4a)
AE(x, t) = E(x, t)-E0(t) ( 6
. 4b) 
                µa(E, Eo) =u(EE_~(Eo)                                                             (6.4c)                               E
0 
where AE(x,t) is the electric field which is the difference 
between the fields in the high-field domain and the low-field 
region, as shown in Fig. 6.1(a) . The parameter pdhas the dimen- 
sions of mobility and is considered to be function of the fields 
E and E0. It is interesting to notice that Eq . (6.4a) is very 
similar equation to that for the perturbation in the charge 
density of a bulk semiconductor examined by the Haynes -Shockley 
experiment,[12],[13] although in Eq . (6.4a) the diffusion 
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Fig.6.l Distribution of electric field (a) and charge density of carriers 
          (b) in transferred-electron diode with fractional depletion of
         carriers in leading edge. 
coefficient and the mobility parameter depend strongly on the 
field. In Eq. (6.4a), which is the equation for a domain 
excess field DE, the three terms in the left-hand side can be 
interpreted in the following way: the first term represents the 
diffusion effect of spreading in width; the second term repre-
sents the propagation of the domain excess field AE with the 
velocity u(x,t); and the third term represents change of the 
domain at the rate of the relaxation time E/ppud, growing with 





negative  pd and decaying with positive In In a semiconductor 
in which the drift velocity is linearly proportional to the 
field, a perturbation in the field decays to zero since the 
mobility given in Eq. (6.4c) is always positive. On the other 
hand, in a semiconductor which exhibits the transferred-electron 
effect, the mobility pd can be negative as long as the drift 
velocity u(E) of carriers in the domain is slower than the drift 
velocity u0(E) of carriers in the low-field region. Thus a 
perturbation in the field grows because the slow velocity of 
carriers in the domain causes a depletion region in the leading 
edge and an accumulation region in the trailing edge. The 
mobility pd given in Eq. (6.4c) reduces to the differential 
mobility (8u/E) in a small-signal treatment when the difference 
of the field AE tends to the value being considered as a per-
turbation. In a large-signal treatment, the mobility in the 
relaxation time is not given by the differential mobility. As 
long as the mobility pd is positive, there is a decay of the 
domain in diodes even if the differential mobility (u/8E) of 
the carriers in the domain is negative. The decay of the 
domain, other than at the anode contact (the high-voltage side) 
of diodes, has been seen in the figures of a high-field domain 
presented in the flip-page sequence III given by computer analy- 
sis.(2l 
6.3 TRANSIENT BEHAVIOR OF DOMAIN 
   The distribution of the charge density of the carriers in 
a high-field domain is shown in Figs . 6.1(b) and 6.3(b). The 
carriers are depleted in the leading edge and accumulated in 
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the trailing edge. The carriers in the leading edge cannot 
be depleted more than the doping concentration. When the 
carrier depletion in the leading edge becomes complete, the 
leading edge spreads in width, as shown in Fig. 6.3(b). For 
simplicity, the analysis of the domain growth is divided in 
two parts: the first analyses the transient behavior with a 
fractional depletion of carriers in the leading edge and does 
not take into account the effects on the domain growth of the 
limitation in carrier depletion; the second analyses the tran-
sient behavior with a complete depletion of carriers in the 
leading edge, assuming the replacement of an almost complete 
depletion by a complete depletion with the same amount of de-
pleted charge. 
6.3.1 Growth of Domain With Fractional Depletion 
   The diffusion coefficient D, the drift velocity u, and the 
mobility  pd in Eq. (6.4a) depend strongly on the field. They 
could be assumed nearly constant, however, when Eq. (6.4a) is 
applied in a sufficiently short time that their variations 
are small enough to neglect. The coefficients for the subse-
quent short time can be obtained from the field distribution for 
the previous short time since the coefficients are functions of 
the field. By postulating an initial disturbance in the field, 
we could study transient behavior of the domain in successive 
short time intervals until the domain reaches a stable state. 
By transferring Eq. (6.4a) to the coordinate 
x' = x—ut(6.5) 
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we analyse the field in the coordinates moving with the carrier 
velocity u in the domain and we obtain 
 z 
                D 8 DE(x' t)  -PopdAE(x,, t) =4E(x't)( 6. 6 )        e
x'2a8t 
The field in an initial disturbance is assumed to have a Gaussian 
distribution which is expressed by 
DE(x, 0) = AE(0) exp [(x-)2]( 6. 7) 
where AE(0) is an initial amplitude of the field, x00 is the 
position of the disturbance occuring near the cathode x = 0, 
and k is such a small value of the length parameter that the 
value of the excess field AE is assumed zero at the cathode in 
the analysis. The potential in an initial disturbance is 
obtained by integrating Eq. (6.7) from the cathode x = 0 to the 
anode x = L , we have 
AV(0) = .~/kg DE(0)(6. 8) 
where zero excess fields at the cathode and the anode are as-
sumed. From Eq. (6.6) the field distribution in the domain is 
obtained as 
A V(0) Poµd(x-x0)2 
        ,,E(x', t) _----------exp--t-(6.9)
                   kn+4nDtsk+4Dt1 
which satisfies the initial disturbance given by Eq. (6.7). 
In Eq. (6.9) the term exp[-(x'-xo)2/(k+4Dt)] describes the Gaussian 
distribtution of the field in the domain , the term exp(-popdt/E) 
describes the domain growth at the rate of the inverse relaxation 
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time  (PoPd/E) , when the mobility pd is negative, and the term 
..Jkn+4nDt describes the spread in width with time by the diffusion 
effect. The integration of the field distribution gives the 
potential of the domain, 
              AV(t) = AV(0) exp[— Poµa tJ  
                        L 
                            = ~/kn+4nDt DE(x°, 1)(6.10) 
where LE(x0,t) is the maximum field in the domain. The expres- 
sion of Eq. (6.6) in terms of the potential rather than the field 
becomes 
2th AV(t)                 Poµe+ k+4Dt) --------—+ 
                              ~/kn+4irDt 
                a E  1 
                                 atNlkrz+47rDtOV(t)j= 0                                                         (6.11)
It can be seen that the admittance of the domain of the excess 
field can be represented by the parallel connection of the con-
ductance 
2ED1                         =Go(t)Potd+ 
                      k+4Dt)kn+4nDt(6.12) 
and the capacitance 
Cd(t) =  (6.13)                            ~
kn+4lDt 
both of which show time variation. It is seen in Eq. (6.11) 
that the total current is zero in the domain. The term 
.J(ktr+4nDt) in Eqs. (6.12) and (6.13) is the effective length of 
the domain, as can be understood in Eq. (6.10), where it appears 
as the ratio of the potential AV(t) to the field AE(x0,t) • 
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The term  p0ud is a negative conductivity resulting from the nega-
tive mobility, and the term 2eD/(k+4Dt) is positive conductivity 
resulting from the diffusion effect. It should be noticed that 
the time variation of the effective length 0101+4nDt) depends on 
the relative value of the initial length J(kn) to the variable 
length.J(knDt);large variation of the effective length or of the 
capacitance could not be expected if kn>4nDtfor the time period 
being considered. Substituting Eq. (6.9) into Poisson's equa-
tion (6.3), we obtain the distribution of the charge density of 
the carriers in the domain: 
Ap(x', t) =26(x' — xo) AE(x', t)(6.14) k
+4Dt 
which is shown in Fig. 6.1(b). The integration of the charge 
density in the leading or trailing edge gives the charge AQ(t)= 
EAV(t)/V(kn+4nDt). Using the definition of the capacitance 
Cd(t) _ AQ(t)/LV(t), we obtain the domain capacitance already derived 
in Eq. (6.13). The differential capacitance, defined as C,(t)= 
8{AQ(t)}/8{6V(t)}, is often of interest and is in the present case 
given by CC(t) = Cd(t) since the charge Q(t) is a linear function 
of the voltage AV(t). 
   The admittance of the domain can be interpreted in Fig. 6.2 
where the charge distributions of the carriers are shown. With 
the domain growing, the carriers are being depleted in the lead-
ing edge and accumulated in the trailing edge. There are , in 
Fig. 6.2(b), larger depleted and accumulated regions than in 
Fig. 6.2(a). Although in practice the accumulation is formed 
by carriers coming behind the trailing edge of the domain, and 
the depletion by carriers moving forward from the leading edge, 
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Fig. 6.2 Distribution of charge density of carriers where the area under 
            the dotted line is equal to the area under the solid line, and
            thus V/kn+4lrDt can be considered as effective width of domain. 
it could be considered that both the depletion and the accumu-
lation are formed by a virtual transfer from the leading edge 
to the trailing edge. There is in the domain an effective 
velocity component directed from the leading edge to the trail-
ing edge whereas the total carrier in the diode moves from the 
cathode contact to the anode. Negative conductance of the 
domain thus can be considered as resulting from the inverse 
directed velocity component of the carriers in the domain. 
Positive conductance of the domain, on the other hand, results 
from the diffusion velocity directed from the trailing edge to 
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the leading since the carrier density in the trailing edge is 
larger than that in the leading edge. The existence of the 
capacitance in the domain can be interpreted by saying that the 
carrier distribution of the domain corresponds to the charge 
distribution of the space-charge region in a p-n diode where 
the width of the region is given by  J(kn+4nDt). 
   On applying a bias voltage Vb to a diode of length L, we have 
Vb = EbL+AV(0) •(6.15) 
where Eb is the bias field of the diode. After an initial 
potential LV(0) grows up to 4V(t) in the diode, the electric 
field of the low-field region decreases from Eb to Eo(t) which 
satisfies 
Vb = Eo(t)L+OV(t)(6.16) 
where the rf circuit voltage induced by the diode is assumed 
small compared with the dc bias voltage Vb. From Eqs. (6.15) 
and (6.16), we obtain the field of the low-field region 
E0(t) = Eb— L {OV(t)—OV(0)}(6.17) 
Substituting the field Eo(t) into the equation: 
J0(t) = POPLE0(t)+s a
t E0(t)(6.18) 
we can calculate the total current density of the diode. In 
Eq. (6.18), the conduction current is given by the first term 
where uL is the carrier mobility in the low-field region , and 
the displacement current is given by the second term . 
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6.3.2 Growth of Domain With Complete Depletion 
   The leading edge spreads in width as the charge depletion 
in the leading edge approaches completion. For simplicity of 
analysis, an almost complete depletion is replaced by a complete 
depletion with the same amount of depleted charge. The accumu-
lation region is assumed to grow continuously according to the 
results obtained in Section 6.3.1. The field distribution of 
the trailing edge  tE1(x,t) is thus given by Eq. (6.9). The 
subscript 1 of 4E1 denotes the left-hand side of the domain, but 
not the leading edge which is in the right-hand side of the 
domain . The field distribution of the leading edge AEr(x,t) 
is obtained by solving Poisson's equation and applying the con- 
dition of field continuity, E1(x0,t) = E r(x0,t) , at x'= x0 which 
is the boundary between the trailing and leading edges as shown 
in Fig. 6.3. 
DEr(x' t) = - Po(x'-xo)+ 
E OV(0)
L_ ex_PoPd t                   \~kzr+4irDtpE,(6.19) 
The field distribution of the trailing edge is mainly affected 
by the diffusion effect; the field distribution of the leading 
edge is mainly affected by charge of the impurity concentration, 
p0.The width (w'-x0) of a complete depletion region is de- 
rived from the equation 4Er(w',t)= 0 which represents zero excess 
field at the edge x'= w' of the depletion region. 
              w-x0= EO V(0)---------—expf-Pouati(6.0) 
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 A  V(t) =e V(a)exp[ vaud                   ti1 
                   2- e+2po{eE(xo,t)}2( 6.21) 
where the first term presents the potential of the trailing edge 
and the second the potential of the leading edge. With suffi-
cient growth of the domain, the potential of the leading edge 
becomes larger than the potential of the trailing edge. Thus 
the potential, with sufficient growth of the domain, becomes 
proportional to the square of the maximum excess field of the 
domain, LE(x0, t). This proportionality has been observed in 
the experiments on the shape of travelling domains in GaAs by 
J. B. Gunn[14] and the experiments on high-field dipole domains 
in GaAs by I. Kuru et al.[15] The charge of the domain, OQ(t), 
is obtained by the assumption of charge neutrality in the diode: 
eQ(t) = po(w' - x0) = eAE(xo, t)(6.22) 
With sufficient growth of the domain, the charge AQ(t) is pro-
portional to the square root of the domain voltage, AV(t) 
,/F/2po •AE(xo, t), which has been measured experimentally.[14]The 
application of the definitions of the capacitance and the dif-
ferential capacitance to Eqs. (6.21) and (6.22) gives 
         Cd(t) = AQ(t) _ -2e(6.23a)                       V
t)~~/or +4rrDt+(w'—x0) 
and 
           Cd(t) — oeQ(t)___—_ ---------(6.23h)                       8MV(
t)'1~lkn+4nDt+(w'-xo) 
which show that the values of these capacitances are decreasing
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with time. The differential capacitance  Ca(t) is different 
from the capacitance Cd(t) since the charge is not a linear func- - 
tion of the voltage OV(t). In the differential capacitance, 
the first term of the denominator represents the effective width 
of the accumulation region and the second the width of the de-
pletion region. If, as obtained in Section 6.3.1, the total 
current in the domain is assumed to be zero here, 
                         a 
                   Gd(t).OV(t)+-[Cd(t).AV(t)}=0,(6.24) 
we can derive the conductance Gd(t): 
           (POPd2W\X 2(6.25)               Gd(t) =+ k+4DJ ,/kn+4nDt+(w'-xo) 
where the denominator has length dimensions and the same value 
as that in the capacitance Cd(t); and where the term ppud rep-
resents negative conductivity resulting from the negative mobil-
ity and the term 2ED/(k+4Dt) represents positive conductivity 
resulting from the diffusion effect. The fields of the low-
field region E0(t) and the total current density of the diode 
Jo(t) are calculated by Eqs. (6.17) and (6.18) given in Section 
6.3.1. 
   When the domain reaches a steady state, it can be expected 
for the domain not to vary with time. There is no displacement 
current in the domain , which by Eq. (6.24) implies zero con-
ductance of the domain. In a steady state , no effective trans-
fer of the carriers occurs between the leading and trailing 
edges. The admittance of the domain in a steady state is repre- - 
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sented by the capacitance determined by the carrier distributions 
of the leading and trailing edges. 
6.3.3 Extinction of Domain at the Anode Contact 
   The carrier distribution of the metal near the anode contact 
is disturbed by the arrival of the depletion region of the domain. 
The disturbances are extinguished at the rate of the dielectric 
relaxation time e/6m where am is the conductivity of the metal. 
As the conductivity of the metal is large, the disturbances would 
be assumed to be extinguished at the instant the depletion region 
of the domain arrives at the anode contact. The transient be-
havior of the domain being extinguished at the anode contact is 
studied in this section by a simple analysis in which zero relax-
ation time of the metal is assumed. At the time t after the 
depletion region arrives at the anode contact, the width of the 
depletion region is given by 
 (tt',—xo— PLEo(t)t), 
where (ws—x0) is the width of the domain in the steady state and 
the domain velocity is approximated by the velocity of the car-
riers in the low-field region, uLEo(t). The neutrality of total 
charge in the diode implies 
EA 4 (0)r _Po/td,1                          exPL= tJ 
               \ kn+4nDt'E 
= Poix's—xo—µLEo(t)t}(6 .26) 
where the left-hand side gives the charge in the accumulation 
region and the right the charge in the depletion region. In 
Eq. (6.26), t' denotes a time parameter which decreases with
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increasing values of the time t because the accumulation region 
must decrease with the time t. The bias voltage Vb is expressed 
by 
             Vb  =E0(t)L+2~6)exp [—P~dt'j+ 
                          +2{w;—xo—µLEo(t)t}Z(6.27) 
where the rf circuit voltage is assumed small compared with the 
 dc bias voltage Vb. In Eq. (6.27) the first, second, and third 
terms represent the potentials of the low-field region, of the 
trailing edge, of the leading edge, respectively. The field 
Eo(t) and the time parameter t' are obtained from Eqs. (6.26) 
and (6.27) at a given time t. The use of the potential of the 
domain and the charge given by Eq. (6.26) with the definitions 
for capacitance and differential cpapcitance gives the domain 
capacitance: 
Cd(t) =------------------2E (6 .28a) 
                       N/k+ 4nDe -i- N - xo - µLEo(t ) } 
 n and the differential capacitance of the domain: 
E  Cd(t)=---------------------------------------(6.28b) I
N/ kn+4nDt'+ {w- xo - µLEo(t)t} 
The first and second terms in the denominator of Ca(t) are re- 
spectively the effective widths of the trailing and the leading 
edges. As these terms decrease with time the capacitances C
d(t) 
and C'(t) of the domain being extinguished at the anode contact
, 
increase with time. The conductance is obtained from Eq . (6.24); 
the width of the domain.is given by the denominator of Eq . (6.28b); 
the field distribution of the trailing edge is given by Eq . (6. 9), 
                            36
using the time parameter  t' in place of the time t; the field 
distribution of the leading edge is given by 
                DE,(x t) = — —Po {ws—xo—PLEo(t)t}+ 
+ AV(0)------ ex _Potia el 
                                   \ krr+4lrDt'Pe' 
the domain potential is given by the second and third terms in 
Eq. (6.27); and the total current density is obtained from Eq. 
(6.18). The time for the domain to be extiguished at the anode 
contact can be approximated by the time when the width of the 
domain reduces to the width of the initial disturbance, (kn)• 
The time obtained from this calculation would not be an accurate 
value of the time for extinction, but could give an approximate 
value of it. 
6.4 DOMAIN CHARACTERISTICS 
6.4.1 Domain Shape 
   Two types of domain shape could be considered when the domain 
reaches a steady state: one with a fractional depletion in the 
leading edge; the other with a complete depletion in the leading 
edge. As shown in Fig. 6.1(a), a domain with a fractional 
depletion is in the shape of a Gaussian distribution which is 
symmetrical with respect to the position of maximum field. The 
shape of a domain with a complete depletion is asymmetrical as 
shown in Fig. 6.3(a). The potential of a domain with a complete 
depletion is generally larger than that of a domain with a 
fractional depletion because it reaches a steady state through 
the process of growth of a domain with a fractional depletion. 
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It can be said that the shape of the domain with a relatively 
small potential is a symmetrical triangle and that the shape of 
the domain with a relatively large potential is an asymmetrical 
triangle. These shapes have been observed in experiments.[14] 
6.4.2 Domain Excess Potential 
   The approximate value of the potential of a domain in a steady 
state is calculated by a simple equation. Neglecting an initial 
potential  AV(0) in Eqs. (6.16) and (6.17), we obtain 
                      AV(t) 
= 1E0 (6.29)                                  ,E 
          bb 
in which the value of AV(t)/Vb is 54 % when the threshold field 
3.25kV/cm is used for the bias field Eb and a minimum sustaining 
field (about 1.5kV/cm) is used for the field Eo in the low-field 
region. 
6.4.3 Time-Constant of the Domain Admittance 
   The time-constant of the admittance of the domain with a 
fractional depletion is derived by using Eqs. (6.12) and (6 .13). 
                      1 — Ga(t)  DU +  2D  (6.30) 
                                                             ; Cd(t) s k+4Dt
It is interesting to see that the time-constant of the domain 
admittance relates closely to the dielectric relaxation time . 
As ud is negative for the domain growth , the second term in Eq. 
(6.30) indicates the reduction of the growth rate by the diffu-
sion effect. The time-constant of the admittance of the domain
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with a complete depletion is derived from Eqs.  (6.23a) and (6.25), 
and it is given by the same expression as that of Eq. (6.30). 
6.5 NON-LINEAR OR PARAMETRIC OPERATION OF DIODE 
   A time-varying admittance is derived for a diode which is 
treated as an active element of a circuit. When the diode is 
biased by the direct voltage Vb and the rf circuit voltage Alit), 
the voltage equation (6.16) is rewritten as 
Vb+AUr) = E0(t)L+AV(1)(6.31) 
where the rf circuit voltage can either be induced in the circuit 
by the domain voltage or introduced as an applied rf voltage, 
not necessarily of the same frequency or variation as the domain 
voltage. Substituting E0(t) into the total current 1(t) =A•J(t) 
where A is the cross-sectional area of a diode and J(t) is the 
total current density given by Eq. (6.1), we obtain 
AI(t) = Gp(t).AV~(t)+a{Cp(t).AV,(t)} (6. 32a) 
7 AI(t) = lo(t)-I , 1=T f Io(t)dt(6. 32b) 
0 Go. Vb—IAV(t) Gp(t) _ V~(t)+Go{I—A~~(1)}(6.32c) 
                         AV(t)             CO) =C0{1-Al/c(t)(6. 32d) 
where T is the period of the domain transit in a diode, Go is 
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a low-field conductance given by  ApouL/L, Co is the geometrical 
capacitance given by AE/L, and AI(t) is the rf current obtained 
by substracting the dc component I from the total current I0(t). 
It is seen in Eq. (6.32a) that the terms Gp(t) and Cp(t) could 
be considered to be the conductance and the capacitance of the 
diode which is treated as an active element of a circuit. The 
domain voltage IV(t) in the conductance G
p(t) and capacitance 
C
p(t) varies not only with the frequency determined by the length 
of the diode but also with the frequency of the circuit voltage 
which affects the domain growth non-linearly. The conductance 
G
p(t) and the capacitance Cp(t), which vary non-linearly with 
respect to the applied rf voltage and parametrically with respect 
to time, allow interpretation of the non-linear or parametric 
operation of diodes when used as frequency mixers, frequency 
up-converters and self-pumped oscillators. 
6.6 NUMERICAL EXAMPLES OF DOMAIN CHARACTERISTICS 
   Transient and stable characteristics of domains are shown in 
numerical examples calculated by the analytical results obtained 
in previous sections where the diffusion coefficient D, the drift 
velocity u, and the mobility p
d have been assumed approximately 
constant in a very short time Lt. The growth of the disturbance 
for the time t = At, from t = 0 to t =At , can be calculated by using 
an initial disturbance in field and potential , and initial values 
of the diffusion D, the velocity u and the mobility u .In a                                                         d 
subsequent time interval from t= At to t = 2At , the growth of the 
disturbance is calculated by using the coefficients 
which are 
averaged with respect to the carrier density at ti
me t = At; for 
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example, 
 em 
 J  Pa•(Pi+Pr)dE 
          Eo------------ 
             Pa = E,,, ( 6. 33) 
                                                               .J (Pi+Pr)dE E. 
where Em is a maximum field in a high-field domain, and p
1and 
pr are the distributions of the charge density expressed in terms 
of the electric field. The subscripts 1 and r denote the left-
hand side (trailing edge) and the right-hand side (leading edge) 
of the domain, respectively. When the charge distributions 
are symmetrical as shown in Fig. 6.1(b) and written asp, = p0+Op(E) 
and pr = po-ttp(E), the average mobility is given by 
E,,, 
Pa = f Pd /(Em - E0)(6.34) 
                                               E0 
In a domain with a complete depletion region, the leading edge 
is not taken into account for evaluating the average mobility 
Pa since there are no carriers in the leading edge: pr= 0. 
The mobility of the region between a low-field E
0 and the 
threshold field E
T in a domain would act to suppress the growth 
of the domain because the mobility in this region reduces the 
absolute value of a negative mobility P
d in the evaluation of 
Eq. (6.33). Thus the average mobility given by Eq. (6.33) 
takes into consideration such effects as the lack of carriers 
in the leading edge and the suppression of domain growth by the 
low-field mobility in the domain. The velocity-field charac-
teristic shown in Fig. 6.4, which is approximated from that 
derived theoretically by P. N. Butcher and W. Fawcett,[16]is 
used in making the calculations. The field dependency of the 
diffusion coefficient is also taken into account in the calcu-
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       Fig. 6.4 Velocity-field characteristic used in computation. 
lations, and the diffusion coefficient-field characteristic 
approximated from that given theoretically by P. N. Butcher 
et al.[17] is used. The average diffusion is evaluated by 
the technique of Eq. (6.33). 
   The potential corresponding to thermal energy at room tem-
perature, 0.025V, is assumed as the value of the initial po-
tential AV(0). It is generally considered[18] that significant 
departures from electrical neutrality are not found over dis-
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tances greater than about four or five times the Debye length 
 Ld. Thus we could choose five times the Debye length as an 
initial value of the effective width of the domain,kTr. . It 
could be understood for uniformly-doped semiconductors that the 
values of OV(0) = 0.025V and .Jkir = 5L
D were determined by one 
of the methods to decide what are initial disturbances in theo-
retical analysis. In actual cases of the transferred-electron 
diodes, initial disturbances could be caused, for example, by 
non-uniformity in doping and non-ohmic characteristics of the 
cathode contact. 
   The impurity concentration of 2.0 x 1020 m-3 and a low-field 
resistivity of 4.6 ohm-cm are used in the calculations of tran-
sient and stable characteristics of domains in transferred-elec-
tron diodes. Numerical examples of domain characteristics are 
shown in Figs. 6.5-6.7, for three different values of the prod-
uct n0L,the time for the domain growth is taken as the time 
from the initial perturbation until the field of the domain stops 
increasing. The value of t/T in the abscissa of the figures 
indicates the ratio of the time t to the period T, which is the 
transit time of the domain through the sample length with average 
velocity 105 m/s. 
   It can be seen in Figs. 6.5 - 6.7 that the capacitance of a 
domain decreases during domain growth because the effective width 
of the domain is spreaded by the diffusion effect. It can also 
be seen that a negative conductance of domain is large at the 
beginning of the domain growth and then decreases during growth 
of a domain. The domain growth in a diode always accompanies 
these variations of the capacitance and the conductance. Larger 
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Fig. 6.5 Transient characteristics of domain growing in diode with n0 = 
2.0 x 1020 m-3 and L = 40 pm (n0L = 0.8 x 1012 cm-2) and biased at 
            threshold. 
variations in the fields, the potential, and the admittance of 
a domain are observed with larger values of the product n0L. 
The discontinuity appearing in the variations of the capacitance 
and the conductance in Fig. 6.7 is attributed to the abrupt 
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Fig. 6.7 Transient characteristics of domain growing in diode with no = 
2.0 x 1020 m-3  and L= 400 pm (n0E = 8 x 1012 cm 2) and biased at 
           threshold. E0,E
m,0V,Gdand Cd are in the same units as in 
             Fig. 6.5. 
less than the conduction current. The variation of the total 
current in a sample biased at the threshold field is approximated 
by the variation of the electric field outside the domain, as 
shown in Figs. 6.5- 6.7. A small capacitance accompanies a 
large domain potential since the domain grows with spreading 
width of the domain by the diffusion effect . The width of the 
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Table 6.1 Characteristics of 
Diodes are biased
 domain when 
at threshold.
it reaches a steady  state.
Length of diode µm
,a
n„Lcm-
Time for domain growth ps 
Time for domain growth/period of oscillation 
Maximum field of domainkV/cm 
Potential of domainvolt 
Potential of domain/bias voltage 
Current densityA/m2 
Displacement current/conduction current 
Capacitance per unit areaF/m2 
Effective width of domainµm 
Effective width of domain/length of diode 
Accumulation width/depletion width
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Fig. 6.8 Theoretical variations of carrier velocity u0 outside 
           excess field (E
m-E0)  of domain, and ionized impurity 
4n=0p/q appearing in the leading depleted region, plotted 
            functions of the square root of domain voltage D . 
            different scales and zeros in each quantity. 
leading edge until complete depletion appears in the 
edge, then the width of the leading edge becomes large 
with the width of the trailing edge. The ratio of 
lation width to the depletion width becomes small, a 
the last row in Table 6.1. 
   The characteristics of a domain at a steady state 
in Fig. 6.8 where the analytical results obtained in 
6.2 and 6.3 are applied to a diode of n02.0 x 1020 m 
200 pm at various applied bias voltages. The voltages 
assumed to bias the diode instantaneously beyond the 
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The characteristics shown in Fig. 6.8 are qualitatively in good 
agreement with the experimental data measured by the capacitive 
probe techniques.[14] The domain excess field (Em-E°) is lin- 
early proportional  to the square root of the domain voltage, IT. 
The carriers in the leading edge are almost depleted, except 
when the domain field and potential are relatively small. Outside 
the domain the carrier velocity u0, which is approximately equal 
to the domain velocity at a steady state, decreases with the 
increase of domain voltage or domain field. The decrease of 
the domain velocity can be understood by the negative differen-
tial characteristic shown in Fig. 6.4 which implies slower veloc-
ity at higher field. Quantitative agreement can be obtained by 
the use of slightly different initial conditions and velocity-
field characteristic in the computation since the trends of the 
variations given in Fig. 6.8 are the same as those measured 
experimentally.[14] 
   The time for domain extinction at the anode can be roughly 
estimated by the ratio of the domain width to the average veloc-
ity. In Table 6.1, the domain width is 18 pm for the diode, 
biased at the threshold, with n0= 2. 0 x 1020m-3 and L= 400 pm . 
The time for domain extinction is 180 ps when the average veloc-
ity is assumed to be 105 m/s. Using the analytical results 
obtained in Section 6.3.3, we obtain in Fig. 6.9, transient 
characteristics of domain being extinguished at the anode. The 
time chosen for the extinction is from the arrival of the edge 
of the domain at the anode to the reduction of the domain width 
to the width of the initial perturbation. In Fig. 6.9 we see 
that the time for the extinction is 63 ps, which is shorter than 
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Transient characteristics of domain being extinguished at the 
anode of diode with n0= 2.0 x 1020 m-3 and L= 400 }.tm(n~= 
8 x 1012 cm 2) and biased at threshold. E0, E
m, AV, Gdand Cd 
are in the same units as in Fig. 6.5.
the value of 180 ps, since the domain velocity becomes larger 
as the domain field is decreased (see Fig. 6.4). It is shown 
in Fig. 6.9 that the capacitance of a domain being extinguished 
at the anode is increased because the domain width is becoming 
shorter. The conductance of a domain being extinguished at
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the anode is positive and becomes infinite when the domain ap-
proaches complete extinction. The variations of the capacitance 
and the conductance for domain extinction are the inverse of 
those for domain growth. The sign of the conductance for ex-
tinction is opposite to that for growth. 
6.7  SUMMARY 
   Quasi-linear equations have been used to analyze the charac-
teristics of domains in transferred-electron semiconductors. 
Since the equations have been treated analytically, some physical 
interpretations have been given to the behavior of high-field 
domains observed in experiments. The analysis shows that the 
differential mobility appearing in the relaxation time of the 
large-signal analysis is not the same as that used in the small-
signal analysis. The differential mobility of the large-signal 
analysis, however, becomes equal to that of the small-signal 
analysis when the domain reduces to a perturbation. It is shown 
in the analysis that an equivalent admittance of a domain is 
represented by a parallel connection of capacitance and conduct-
ance which vary with time in the transient state. The time-
constant of the admittance is shown to equal the dielectric 
relaxation time plus a term dependent on the diffusion effect. 
The shape of a domain with a fractional depletion of carriers 
in the leading edge is expressed by a symmetrical triangle. 
The shape of a domain with a complete depletion, however, is 
expressed by an asymmetrical triangle in which the gradient 
of the leading edge is determined by the density of the ionized 
impurity and the shape of the trailing edge is determined by 
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the diffusion effect. The depletion width is equal to the 
accumulation width for a domain of relatively small field and 
potential. The depletion width increases relative to the 
accumulation width after complete depletion appears in the 
leading edge. The maximum value of the domain potential in 
a diode biased at the threshold is derived to be approximately 
 54  % of the threshold voltage. The displacement current of 
the diode is shown numerically to be very small in comparison 
with the conduction current. Thus the total current of the 
diode is given mainly by the conduction current. The charac-
teristics of a domain calculated from the results of the analysis 
have been given as numerical examples, which show qualitatively 
good agreement with the measured values of experiments. It has 
been pointed out that non-linear and parametric operations of 
transferred-electron diodes can be interpreted by the use of 
an expression for admittance of the diode in which the effects 
of rf circuit voltage on the domain are taken into account.
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CHAPTER VII EFFECTS OF MAGNETIC FIELD ON ELECTRON TRANSPORT 
        PROPERTIES IN TRANSFERRED-ELECTRON SEMICONDUTORS 
7.1 INTRODUCTION 
   Current instabilities[l] due to negative differential mobility 
observed in transferred-electron semiconductor, such as n-type 
gallium arsenide, at a high electric field have stimulated great 
interest in the transport properties of this kind of material. 
A great many investigations, both theoretical and experimental, 
into the transport properties and the transferred-electron os-
cillations have been conducted. 
   The application of a transverse magnetic field to a trans-
ferred-electron oscillator has led to various effects such as 
suppression of the oscillation, enhancement of the coherence 
of the current fluctuations, a decrease of the apparent thresh-
old, a decrease or increase in output power, and other phenom- 
ena.[2] -  [5]To understand these effects, a knowledge is re-
quired of the transport properties of n-GaAs subject to a trans-
verse magnetic field. The Hall mobility and the galvanomagnetic 
effect of hot electrons in n-GaAs have been experiemntally inves- 
tigated applying a high field of a microwave frequency.[6], [7] 
   The velocity-field characteristic of n-GaAs was obtained by 
using the Monte Carlo technique in which the value of a peak 
current with the magnetic field is higher than that without the 
magnetic field.[8] The high-field galvanomagnetic effects of 
n-GaAs were also investigated through a compromise approach of 
the displaced Maxwellian distribution of electron density and
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the distribution approximated by the first two terms in its 
Legendre series expansion.[91 The terms symmetric in momentum 
are Maxwellian functions at effective carrier temperatures which 
are determined by the energy balance condition, and the terms 
asymmetric in momentum are determined as functions of applied 
field from Boltzmann's transport equation. In this theoretical 
work, the peak value of a current is low compared with that in 
the zero magnetic field. Except for a shift of the threshold 
field to a higher value, the results of magnetic effects in 
experimental and theoretical works have been rather dissimilar. 
   The electron transfer and the transport properties of n-GaAs 
in crossed electric and magnetic fields are described in this 
chapter, deriving the distribution function through the Conwell 
and Vassell approach,[10] and measuring the current-field 
characteristic by the microwave technique. 
   For simplicity, the distribution functions are derived assum-
ing that the band structure of the lower valley is parabolic. 
This assumption tends to shift the threshold field to a lower 
value, since for the parabolic case the electrons are hotter 
than for the nonparabolic.[10], [12] 
7.2 BOLTZMANN'S EQUATIONS FOR A TRANSFERRED-ELECTRON SEMICON-
      DUCTOR 
   Boltzmann's equations are derived for a transferred-electron 
semiconductor subject to an electric field  E
x applied in the 
x  -  direction and a magnetic field B in the z- direction . We 
first consider the equation for the lower valley . The distri-
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bution function is approximated by the first two terms in its 
Legendre series: 
 fm=fl+kxgg+kyg6y,(7.1) 
where f1is the term symmetric in momentum,g and gthe terms 
asymmetric in momentum, and kx and ky the x and the y components 
of the momentum vector k respectively. We assume for simplicity 
that the band structure of the lower valley is parabolic. The 
energy E is thus expressed in terms of the momentum k as E = 
h2k2/2m1where mlis the effective mass in the lower valley, 
  = h/27r, and h is Planck's constant. 
   Boltzmann's equation for a uniform and equilibrium function 
f(l) is given by 
              (')F+(')C=o.of () 8f(1)        at  (7.2) 
The first term expresses the variations of the distribution 
function resulting from the external forces: 
          (1)aa(                  t-----)F=+{E+_vke)xB1.Pkf(1),(7.3) 
where q is the electron charge. The substitution of Eq. (7.1) 
into Eq. (7.3) gives 
      (af`1)1= g                   ml          J(~iExfi—Bgly)kz-I-(kEyfi+Bgl:)ky+ atFml 
2gEx a 3 2gEya3 
                           3he2(EZgix) +1(EZgiy), (7.4) -------- as3heaE 
where the prime denotes the differentiation with respect to the 
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energy  6. Here we have replaced the product of the momentum 
compoenets by its average value; i.e.,i2kx/2m1 =~i2ky/2m1 = e/3 
and kxky=0 which is an approximation similar to that usually 
made in the past analysis.[ll] The second term in Eq. (7.2) 
expresses the variations of the distribution function resulting 
from collisions: 
            Cf (1)fl                  aatCatlzll~(k:gixIkygiy)'(7.5) 
where we have assumed the existence of a collision time T(1). 
   The balance, at any momentum, of the variations by the external 
forces and the collisions implies that terms in different powers 
of kx and k vanish separately in Eq. (7.2) substituted by Eqs. 
(7.4) and (7.5) . 
29,2(Ez+Ey) a J  ezz.(1)fi Caf 1 0 
            3m1e2ae 11+(gr(1)B/m1)12+at1c' (7. 6a) 
          gls=l+~zc1~B~m1)2lEx_Cgm1B)fig(7.6b) 
             _ (ghr(1)/ml)r(1)B)g1Y(grcl)B/ml)2Ex+Ey}fi(7. 6c) 
Following the past discussions, [10] the collision timeT(1) 
and the collision operator (aft/at)
c are given by 
                 1 1 + 1 
                7c1> —6po 61-,2 (7.7a) 
             CatJafOf')Call\a1  at ipo+C at J1~2'(7.7b) 
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where the first terms in both equations represent the polar opti-
cal scattering and the second terms the intervalley scattering 
from the lower valley to the upper valleys. 
   The upper valleys of the conduction band in n-GaAs are along 
 the  <100> directions, 0.36 eV above the lower valley. Since 
the characterisitc features of the many-valley solutions can be 
neglected, it should be a good approximation to assume the dis-
tribution to be the same for each valley with spherical constant 
energy surfaces.[10] Thus, with the same approach used to obtain 
the equations for the lower valley, we can derive the equations 
for the upper valley: 
          2g2(ES-FEy)af (e—eo)zz(z)fi (f2) 
             37712(e-602ae11+(gz(2)13/mz)z+at'                                                              (7.8a) 
            g2x1+(gr(z)B~)z)z1Ex—(gmzB)Ey}fi,(7.8b) 
            gzy1-------------------+(gz(z)B~mz)z}Cgzm2------)E+E}f z, (7.8c) 
where the value of E
o is 0.36 eV which is the energy difference 
between the minimums of the upper and the lower valleys. Here 
the collision time T(2) and the collision operator (aft/at)c are 
given by 
          1 111 1  —(7 .9a)                      r(2) r tpo zz +1 zjyj 
        Caa2!~=Catt/a+Catz/po+Cat2721(aiZLi, , (7.9b) 
                             57
where the first terms in both equations represent the acoustic 
mode scattering and the last terms the equivalent intervalley 
scatterings in the upper valleys. 
7.3 DISTRIBUTION FUNCTIONS 
   The symmetric terms fland  f2 can be found by integrating 
Eqs. (7.6a) and (7.8a) which are simultaneous second-order dif-
ferential equations with variable coefficients. The equations 
are simultaneous in fland f2 because they couple through the 
collision operators, (8fl/at)1E 2and(af2/at)1E 2, of the inter- 
valley scattering which are expressed by fland f2_Once fl 
and f2 are derived as a function of the energy s, the asymmetric 
terms g1x, gly, g2x'and g2yare obtained from Eqs. (7.6b), (7.6c), 
(7.8b), and (7.8c) respectively. 
   The intervalley scattering is insignificant in the energy 
region e<0.36 eV, below the bottom of the upper valley. Thus, 
for e<0.36 eV, Eq. (7.6a) can be solved alone, taking account 
of only the polar scattering time and operator. To begin the 
integration of Eq. (7.6a), we must choose the values of f
1(0) 
and f(0). The value of f1(0)is determined by normalizing 
the integration to give the number of electrons. For facili-
tating the analysis, fl(0) =1 is chosen at first. An approxi-
mation method is used to avoid difficulty in determing the value 
of fi(0). For the energy being much greater than a phonon 
energy, e>>0.036 eV, Eq. (7.6a) is reduced to a first-order 
differential equation which may be integrated by using the bound-
ary condition, fl(0) = 1. Thus, the symmetric term f
lfor s< 
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 0.36  eV can be numerically derived in such a way that fl can 
approach asymptotically for a large energy value. The numerical 
values of the asymptotic curve for e <0.36 eV are taken as a 
solution for f1below the bottom of the upper valley. 
For E >0.36 eV , Eqs. (7.6a) and (7.8a) must be integrated 
simultaneously since the intervalley scattering is dominant in 
the energy region beyond the bottom of the upper valley. The 
values of f (0.36), f 1(0.36), f2 (0.36), and f2(0.36) must be 
known. The first two are known from the numerical integration 
of f1forE= 0.36 eV, but the value of f2 (0.36) and f2 (0.36) are 
um 
left known. The value of the symmetric terms f1and f2 for 
E> 0.36 eV, however, can be obtained from the approximation 
method in which Eqs. (7.6a) and (7.8a) are reduced to a first-
order equation for E» 0.36 eV , and they are reduced to difference 
equations valid for a small range of energy for E > 0.36 eV. 
Giving arbitrary values to f2(0.36) and f2(0.36), we determine 
f1and f2 for c>0.36 eV in such a way that f2 obtained from 
the difference equations approaches asymptotically to f2 obtained 
from the first-order equation, and the values of f1 and f2 remain 
positive in the range of energy with which we are concerned in 
the analysis. When these conditions are not satisfied, the 
difference equations and the first-order equation are again 
integrated by using f2(0.36) and f2(0.36) with differnt values 
from the preceeding trials. 
   The Hall field counteracts the deflection of the electron 
motion caused by a transverse magnetic field and reduces the 
effect of a magnetic field on transport properties. To observe 
the maximum effect of the magnetic field, analysis is made for 
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the Conwell and the Vassell paper.[10] The intervalley and 
the equivalent-intervalley deformation potentials, D
12 and D..'                                            j 
are taken as  5x 108 eV/cm and 1 x 109 eV/cm respectively. 
    The symmetric terms of the distribution functions are shown 
in Fig. 7.1 where the hyphenated and the solid lines denote the 
absence and the presence of a magnetic field 10 kG respectively. 
The abscissa denotes the energy normalized by the phonon energy 
hw1=0.036 eV.The values of fldecrease rapidly beyond x=10 
                                                                       where the electron transfer occurs significantly from the lower
valley to the upper valleys. The result indicates that the 
number of electrons in the higher energy region is reduced in 
the presence of a magnetic field, which can be called the cool-
ing effect of the magnetic field. 
   The energy is supplied from the electric field to electrons 
and it is evaluated by - gE
xvx-r where vx is the velocity compo-
nent along the field and T the collision time. Although in the 
absence of the electric field the electrons distribute symmetri-
cally in the velocity space, by the application of an electric 
field the electrons stream on the average along the opposite 
direction of the electric field and obtain the energy in a drift 
motion. However, the elastic scatterings will oppose the stream-
ing tendency and tend to randomize the distribution. Thus, part 
of the energy in the drift motion turns to the energy in the ran-
dom motion. Because the electrons are accelerated for the col-
lision time T which is reduced to T/{1+ (qTB/m)2} with a magnetic 
field, the drift velocity is reduced along the electric field; 
this is known as the magnetoresistance effect. Because of the 
decrease in the drift velocity and the reduced value of T in 
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 -  gE
xvxT, the application of the magnetic field reduces not only 
the energy in the drift motion but also the energy in the random 
motion. The latter effect can be called the cooling effect of 
the magnetic field. 
7.4 ELECTRON TRANSFER AND TRANSPORT PROPERTIES 
    The electron transfer and the transport properties can be 
obtained once the distributions of the electron density are found. 
Integrating f1 from zero to infinity and f2 from E
Dto infinity, 
we obtain the electron concenrations n1 in the lower valley and 
n2 in the upper valley respectively. The total electron con-
centration n
T is thus given by (n1 +n2). 
nT=8V21rm1s/sa(II+12)/hs ,( 7. 10 ) 
where 
                       II—P1/E(E)r~(E)fl(E)de ,                                              r(E)'~''(E)sEYZ(7. ila) 
                                             0 
                                                                   (nz(N))S/2J,o(6_6o)1/2f2(E)d6,(7. lib)            mI 
Here a is the normalization constant of the distribution and 
m2N~the density-of-states mass. The first terms of Eq. (7.10) 
corresponds to the electron concentration n
1 in the lower valley 
and the second to the electron concentration n
2 in the upper 
valleys. Thus we obtain the concentration ratio: 
nl    r11(7 .12) nl+n2— I1+1E 
  The result is shown in Fig . 7.2 where the electron transfer 
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(7.14a)
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Fig. 7.3 Drift velocity-electric field characteristic with and without 
            magnetic field. 
where subscripts 1 and 2 are for the lower and the upper 
valleys respectively. The total drift velocity v
d ='/vdx +va 
                                                       y is obtained from the average over the two valleys of the electron 
velocities vdland vd2 respectively. The results are shown in 
Fig. 7.3 where vd
x=rvdxl+ (1-r)vdx2 and vd=rvdl+ (1-r)vd2. 
With the magnetic field, the ratio r increases because of the 
decrease in the electron transfer to the upper valleys, and 
the velocitites vdxland vd x2 decrease because of the magneto-
resistance effect on the electrons in each valley . As can be 
seen in Fig. 7.3, the drift velocity v
dx is reduced in the low-
field region where the magnetoresistance effect predominates . 
The threshold field shifts to a higher field because the mag-
netic cooling effect requires more field for the electron trans-
fer to realize a negative differential mobility . The drift 
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Fig. 7.4 Variations of drift velocity v
dy with applied electric field X. 
velocity vd
x increases in a high-field region where more elec-
trons are left in a lower valley with a high mobility. Because 
the magnetic cooling effect predominates over the magnetoresist-
ance effect, the negative effect of the magnetoresistance appears 
in n-GaAs where there exist two species of electrons with differ-
ent mobilities. 
   We can see in the presence of a magnetic field that the peak 
value increases in total drift velocity in which a magnetic cool-
ing effect predominates over the magnetoresistance effect. With 
certain scattering times and operators, we could expect such an 
electron transfer that a magnetic cooling effect is strong enough 
for the peak value of the drift velocity vd
x to increase. 
   The drift velocity vd
y perpendicular to the electric field 
is given in Fig. 7.4 where the differential mobility (avdy/aEx) 
is negative in a high-field region. The negative value can be 
understood because the galvanomagnetic effect is proportional 
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Fig. 7.5 Energy in the random motion with and without magnetic field. 
to the drift velocity vdx which shows a negative differential 
mobility in n-GaAs. Thus, in the presence of the magnetic field, 
a fraction of an oscillation power can be obtained along the 
direction perpendicular to the applied electric field E
x. It 
was found in a recent work[13] that the carrier waves are skew-
ed in the presence of a magnetic field. The flow of a fraction 
of power in a sample is inverted when a magnetic field is direct-
ed to a negative z - direction. The energy in the random motion, 
<E>=r<fl>+(1—r)<E2>, and the diffusion coefficient, D=rDI+ 
(1—r)D2i are given in Figs. 7.5 and 7.6 respectively. We can 
see in the presence of a magnetic field that both <E> and D 
decrease in a low-field region where the number of electrons 
with higher energy decrease due to the magnetic cooling effect , 
and that they increase in a high-field region where more elec-
trons remain in the lower valley due to the magnetic cooling 
effect. The transport properties are mainly determined by the 
electrons in the lower valley although in the high-field region 
the most electrons are in the upper valley.
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     Fig. 7.6Diffusion coefficient with and without magnetic field. 
7.5 MEASUREMENT OF CURRENT-FIELD CHARACTERISTIC 
   A microwave electric field is used to measure the current-
field characteristic of n-GaAs. A uniform distribution of the 
applied field can be expected in a sample when the period of the 
microwave frequency is too short for the field distribution to 
be distorted due to the negative differential mobility. When 
the capacitance of the Schottky barrier formed by the contact 
of the waveguide wall and the sample of n-GaAs becomes a small 
enough component of the impedance in a microwave frequency to 
shorten the contact electrically, Ohmic electrodes of the sample 
are not required. 
   The schematic diagram of the experiment is shown in Fig. 7.7. 
The microwave field is generated in 9 GHz by the M167 type magne-
tron which is driven by the high voltage of a pulse with a width 
of lu second. The repetition rate of the pulse is chosen as 
10 Hz to avoid heating the sample. The sample, about 5.0 x 2.6x 
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   The current density is expressed in terms of the applied 
field  E: 
J(E) = i0E(1-{-CE2+eE4) ,(7 .16) 
where a is the low-field conductivity and and are the 
coefficients to be determined by the experiment. When the 
microwave field is given by E = E1 cos wt, the absorbed power of 
the sample is evaluated by 
              Vf 2'             P. b. =2
~JuAEI cos(00E1 cosutd (wt) 
                         —2vu(1+4CE12+g£E14) •(7 .17) 
The absorbed power is measured from the difference between 
powers transmitted to the detector through path 1 and path 2. 
We determine the coefficients and E by the least square method, 
using the value of the absorbed power P abs and the microwave 
peak field E[118]which were taken in the measurement. The current- 
field characteristic of n-Ge with 852-cm was measured to confirm 
the validity of the measurement of P
abs and E1. The result is 
closely similar to the characteristic which was measured by a 
different procedure and has been widely accepted.[19] 
   The current-field characteristic of n-GaAs is shown ih Fig. 
7.8. It can be seen in the figure that the application of the 
magnetic field decreases the peak value of the current and shifts 
the threshold to a higher field, and in a high-field region in-
creases the value of the current,i.e., a negative magnetoresist-
ance effect. The results agree qualitatively with the theoret-
ical ones described in the preceding section. The character-
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istic in the absence of the magnetic field shows in the experi-
ment that the threshold appears near 5 kV/cm. This can be at-
tributed to the imperfection in the contact of the sample to the 
waveguide wall. The experimental results may not be referred 
for quantitative discussion. The decisive conclusion of the 
effect on the negative differential mobility was left to a fur-
ther study since improvement in the experiment is required to 
prevent the electrical discharge along the sample surface.
7.6 SUMMARY 
   The effects of the magnetic field on the electron transfer 
and transport properties have been investigated theoretically 
and experimentally. The magnetic field decreases not only the 
drift velocity along the applied electric field but also the 
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energy in the random motion of the electrons in a single valley; 
the former is known as the magnetoresistance effect and the latter 
can be termed the cooling effect of the magnetic field. Due to 
the cooling effect the rate of the electron transfer from the 
lower valley to the upper valley is reduced in a  transferred-
electron semiconductor. 
   The effects of the magnetic field on the velocity-field char-
acteristic can be summarized as follows: (1) the drift velocity 
along the electric field decreases in a low-field region where 
the magnetoresistance effect predominates, whereas it increases 
(i.e., a negative magnetoresistance effect) in a high-field region, 
where the magnetic cooling effect predominates; (2) the threshold 
field shifts to a higher field,because the magnetic cooling effect 
requires a higher intensity of the field for the electron trnasfer 
to realize a negative differential mobility; (3) the peak value 
of the total drift velocity increases,i.e., a negative magneto-
resistance effect, because more electrons are left in a lower 
valley with a high mobility; (4) the differential mobility 
(Dvd
y/BEx) can be negative; and (5) the energy in the random 
motion and the diffusion coefficient decrease in a low-field 
region and increase in a high-field region. 
   The experiment to measure the current-field characteristic 
by the microwave technique shows qualitative agreements with 
the characteristic obtained by the theory. The experiment on 
a negative differential mobility has been left to a further study. 
It has to be noticed that the theoretical results have been obtain-
ed to see the maximum effect of the magnetic field neglecting 
the Hall field. It must be taken into account for each practi-
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CHAPTER VIII WAVE INSTABILITIES IN BULK SEMICONDUCTORS WITH 
         FIELD-DEPENDNET DRIFT VELOCITY AND CARRIER
 TEMPERATURE 
8.1 INTRODUCTION 
   The Boltzmann equation and the Poisson equation are often 
used to analyze wave instabilities in semiconductors. A set 
of transport equations, which describe macroscopically observable 
phenomena, can be derived from the Boltzmann equation. When 
we write these equations in the order of increasing powers of 
the carrier velocity, they are called the continuity equation, 
the momentum equation, the temperature equation (customarily 
called the energy equation), and so on. 
   The analysis in this paper was stimulated by observed wave 
instabilities in microwave bulk semiconductor devices such as 
avalanche diodes[1] and transferred-electron diodes.[2]An 
avalanche diode (transferred-electron diode) is considered to 
be a diode in which wave instability associated with the conti-
nuity equation (momentum equation) is utilized to generate rf 
power since the instability is caused by changes in carrier 
density (changes in carrier momentum). Thus we may investigate 
the existence of wave instabilities associated with the energy 
equation. Such wave instabilties, caused by changes in carrier 
temperature, are of interest as a new class of instabilites 
capable of being utilized for the generation of rf power. 
   We assume that the semiconductor is extrinsic, in which one 
species of carrier exists, and that the mobility and the energy
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relaxation time depend non-linearly on the carrier temperature. 
The avalanche and the recombination of carriers are neglected 
in order to confine the analysis to wave instabilites caused by 
the field dependencies of the drift velocity and the carrier 
temperature. The results are compared with the small-signal 
instability of the transferred-electron diode[2] and the dif-
fusion  instability[31 in semiconductors. Although the analysis 
is presented with reference to semiconductors, it is equally 
valid for a collision-dominated, weakly ionized gas plasma. 
8.2 LIMITATION ON INSTABILITIES 
   The kinetic energy of carriers is given by the sum of the 
drift energy and random energy. The drift energy, which is 
expressed by m*v2/2, results from the drift motion of carriers . 
The random energy, which is expressed by 3kT/2, results from 
the random motion of carriers. Here m* is the effective mass , 
v is the drift velocity, k is the Boltzmann constant , and T is 
the carrier temperature. An external field supplies carriers 
with drift energy gT
p0E0v0/2 and random energy2gTe0E0v0/3, 
where the momentum relaxation time T
p0 is in most cases in semi-
conductors much less than the energy relaxation time T
eO.Here 
the subscript 0 represents the value at dc state . The kinetic 
energy of carriers, thus, can be approximated by the random 
energy. 
   The tmeperature of the host lattice has been treated as con -
stant in many earlier analyses. The lattice temperature must 
increase since the kinetic energy supplied to carriers by an
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external field is transferred to the host lattice through colli-
sions. On considerations of energy conservation, we have to 
take not only the energy of carriers but also the energy of the 
host lattice. The total energy can be written as 
 8ao= (3k/2) [(noTo+NoTLO)/(no-I-No) ] ,(8.1) 
where n0denotes the carrier density,N0the density of the lat- 
tice, and TLO the lattice temperature. When no external field 
is applied to the carriers at thermal equilibrium, the carrier 
temperature equals the temperature of the host lattice. The 
Eto= 3kTLOO/2,where TLOOis the lattice temperature at zero 
external field. From the thermodynamic considerations we may 
require that positive dependency of the energy on the field, 
BetO/8E0> 0, must hold. The wave instabilities caused by 
3T0/3E0<0 must be examined subject to the condition BEt0P EO> 0. 
From Eq. (8.1) we obtain the condition for 3ctO/aE0 to be posi-
tive: 
                T1> - (iVoTLO/noTo) L1,(8.2) 
where T1represents the field dependency of the carrier temper- 
ature, given by (E0/T0)3T0/3E0,and TL1represents the field 
dependency of the lattice temperature, given by (E0/TL0)BTL0/aEo. 
The limitation given by Eq. (8.2) should be taken into account 
in the study of the wave instabilities caused by negative depen-
dency of the carrier temperature on the field. When we consider 
the potential energy of carriers, the limitation given by Eq. 
 (8.2) is modified. 
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8.3 DISPERSION RELATION 
   The assumptions which we use in the analysis are listed as 
follows: 
(1) Carriers have positive charge and the results of the analysis 
    may be applied to an n  -  type semiconductor by changing the 
    sign of the charge; 
(2) quasi-one-dimensional analysis is used; 
(3) dc quantities are uniform in space and small-signal theory 
    is used; 
(4) phenomena are adiabatic, i.e., heat flow is zero; and 
(5) generation and recombination of carriers are zero. 
   The transport equations can be derived from the Boltzmann 
equation by using phenomenological expressions of the collision 
terms[4]' [5]: - nm*v/Tpin the momentum equation and - (3/2)• 
kn(T - TL)/T
e in the energy equation. Here n is the carrier 
density and Te is the energy relaxation time. The continuity 
equation is 
(ara/at)+ra/ax)('iv)=0.(8 .3) 
The momentum equation is 
av av k a y v 
                 ilt+`a—• —(n•T)—1,=--.(8.4)                 X mn OX )Y7 T,, 
The energy equation is 
i)T aT 2 av7-Tl .2mC          —+v —IT—= - -------(8.5)                -at
aX 3axT.+3k7 F 
To derive the dispersion relation, Poisson's equation is used: 
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 i1ES/aX= WO((8.6) 
where e is the dielectric constant of the semiconductor and n
0 
is the density of ionized impurity, which is equal to the carrier 
density at dc state. 
   In the microwave frequency region, in which wave instabilities 
will be examined, we may assume in semiconductors that 
co-r,,<<1 and OvrP«1,(8.7) 
where w is the angular frequency and S is the phase constant. 
Thus the analysis is valid when the variations of wave disturb-
ances are slow in time and space as compared with the microscopic 
variations due to collisions with the lattice. Using this 
assumption we can write Eq. (8.4) as 
v= µE— (kµ/qra) •wax) (nT) .(8.8) 
   In small-signal analysis, quantities are divided into dc and 
ac components. We denote a dc component by the subscript 0, 
such as E
0,and an ac component by S, such as SE. The mobility 
u and the effective mass m* are considered in this analysis to 
be functions of the carrier temperature T. First we obtain 
dc equations: 
vo = µ0T0(8.9) 
To= Tu,+)2/3k)yreoEozb (Ref. 6). (8.10) 
Second, neglecting the product of ac terms, we obtain ac equa-
tions: 
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          t1 w 0 vnill                       -- Sv=-/- • - (AIuSE)-- •--, (µuo/i), (8.11)                 i1
X w,: ax w, aX_ 
                   kE, aFlu kµo a kµol o d2
            62=1206F,+ -- • — ST — • ST------ • — (ALOE) (8.12) 
q aTu q axqw, ax" 
 (1+jwr~.ol ST=qre4E0Sv+jar,oTo w&reovoToa`                       •(146E))3 ---------•,                                           ax_(µuoE)          co,3k.OXw 
2vo2Teo amo* 2mo*vo2 a ST                                                          al'LOST(8.13) 
------- • +3kr,o aToSTS3k aTo (:r9)ryo-reovoaxST }-aTo 
where we=/ionoq/o is the inverse of the dielectric relaxation time. 
Here we have used 
µ = µo+ (aµo,/aTo) ST 
m*= mo*+ (amo*/aTo) ST.(8.14) 
The differentiations 3110/3To and am8/3T0 can be written as 
(ap0/aE0)(aE0/aT0) and (3m8/8E0)(9E0/aT0) since dc quantities 
are a function of the electric field as as can be seen in dc 
equations (8.9) and (8.10). To investigate the existence of 
wave instability, we use the criterion that the condition for 
wave instability is obtained by requiring the imaginary part 
of co to be negative when the propagation constant r is replaced 
by pure imaginaryS.[71Applying the variation exp j ( wt - Sx ) 
to Egs.(8.11)-(8.13), we derive the dispersion relation: 
      ~2($l3vo)3— (2wd)11ZwdT1) (Nvo)2 
                 3w iw   +w
                          l1 +]
w,tTj+j2w,Ti+J-2'~-j(Oro)                                     wt cod
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 3w  3w __1 (8.15)                     -jui (1+ -fwd 4wd w 
where vl represents the field dependency of the carrier velocity 
given by (E0/v0)0v0/8E0) and wd represents the diffusion effect 
given by qvo/ku0T0. The first term in Eq. (8.15) results from 
nonisothermal phenomena. The second term represents the diffu-
sion effect and the third term represents the propagation of 
the wave disturbances. The last term expresses that the wave 
disturbance varies with angular frequency w affected by 3wcT1/4wd, 
and is attenuated in a semiconductor with diffusion ku0T0/q 
(1/wd = ku0T0/qv2) affected by T1and with conductivity 00(wc 
a0/0affected by vl. 
8.4 WAVE INSTABILITIES 
   We study here the existence of wave instabilities in semi-
conductors in which the drift velocity and the carrier tempera-
ture depend on the strength of an applied field. From the 
dispersion relation an imaginary part of w can be derived as 
w'= (2wd/3Ti) }(1+CTI)f(1/V)[(A2+B2)"i—A]u22}, (8.16) 
where 
A= (wo/2wd) 2(1- vI- 2TI) 2 +3[(wdwd) + (woe/wd2) ]v1TI— (1+CTI) 
          B= (wo/wd) (1- 2T1) (1+CTI) 
C= (30,c1 40) + (5wo2/-1wd2) •
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Here we have used 0=av0. By using the criterion, we derive 
the conditions for wave disturbances to be unstable. The con-
ditions are shown in Fig. 1 and listed as follows (see Appendix): 
              I  vi<0 and T1>0 
             II vl<0 and —[(3( /40a)+(5w02/4wa2)] '<T1<0 
      III v1>0 and T1<0.(8.17) 
Taking into account the limitation on instabilities derived in 
Section 8.2, we can consider two cases: the case NoTLOTL1/noTo> 
1/[(3wd4wa)-f-(5w42/4(4)] which is shown in Fig. 1 (a) and the case 
NoTL0TLI/noTo< 1/[(3(44wa)+(5wo2/4w2)] which is shown in Fig. 1 (b) . 
The wave instability in the region denoted by U in Fig. 1 
cannot occur because positive dependency of the energy on the 
field is not satisfied there, i.e., the total energy decreases 
with the application of an external field. 
   The wave disturbances are unstable when T1= 0 and v
1<0, but 
not when T1= 0 and v1>O. The wave instability in region I is 
caused by the transferred-electron effect, for which the field 
dependency of the carrier temperature is not required to be 
negative. The instabilities in regions II and III are the 
ones associated with the energy equation. In particular , the 
wave instability in region III is caused only by a negative T
1. 
Diffusion instability in which an effective diffusion coefficient 
is negative has been proposed for two species of carriers , elec- 
trons and holes.[3] The regions obtained by substracting the 
region of diffusion instability for one species of carrier from 
regions II and III may be considered to be the regions of insta-











  Io 
   3wc 5w0noToTLi 















               WI3LNnTeo Tu 
                             4L0d '5(Z 
             (b) 
   Wave disturbances are unstable in the hatched regions. The 
   notations S and U denote stable and unstable regions, respectively, 
  where positive dependency of the energy on the field is not 
   satisfied. 
derived in this analysis. 
 the diffusion coefficient  Do  defined by kp0T0/q, we 
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obtain 
 D,=V11-7,-I,(8.18) 
where D1= (Eo, Do) (oDo!81:0) is the field dependency of the diffusion 
effect. By using Eq. (8.18), we can show unstable regions in 
the v1-D1diagram as in Fig. 8.2, where the regions `denoted by 
the Roman numerals correspond to those in Fig. 8.1. It can be 
seen in Fig. 8.2 that we may expect wave instabilities for pos-
itive vland D1as long as T1is negative. 
   We now study the existence of wave instabilities in a field-
independent case in which the mobility and the energy relaxation 
time do not depend on the strength of an applied field. We 
assume further that the temperature of the host lattice is con-
stant. From Eqs. (8.9) and (8.10) we obtain 
                v1=1 and T1=2(To-TLo)/7'o=20.(8.19) 
Applying Eq. (8.19) to Eq. (8.15) we may write the dispersion 
relation as 
        j5~043- (wd) 11- 5w wo2A) 2wa22wd 
/ 3cw 5w                           +1 11+ 
Zwd A-Fj — wo 
                                -jw (1+3w`p+j3w p_ W`) =0. (8.20 ) 
                              2wd 2wd w 
When the carrier temperature To increases over 7TI
O/5, we have 
a negative real part of the diffusion term, for which an unphys-
ical process in instability has been pointed out.{8] The in-
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 gives the condition for instability, 
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 (wo%wd) [(6 ,1 ,00) + (wo /wd) ]0<0(8.21) 
which cannot be satisfied by 7'0> 7T,o/5. Thus we may not expect 
instability for a negative real part of the diffusion term in 
the dispersion relation. 
8.5 COMPARISON WITH DIFFUSION INSTABILITY 
   We have analyzed wave instabilities of one species of carrier, 
electrons or holes, caused by the field dependency of the drift 
velocity vl and the carrier temperature T1. The results obtained 
in this chapter will be compared with diffusion instability, 
which has been discussed by D. W. Ross,3' and K. Blotekjaer and 
P. Weissglas.3] Diffusion instability is caused when the 
effective diffusion coefficient Deff is negative. The coeffi-
cient Deff has been defined by replacing the temperature gradient 
by the denisty gradient as 
Derr a kliokilo To a 
Stt—— • - -oI~---orr.(8.22) 
no•axq aX quo ax 
From Eqs. (8.11) - (8.13) the effective diffusion coefficient is 
derived as 
gD,.rr — ]+ [(2'ur,/T0) — 11±_j(atn'n/74,1dv?0 [(2bn/1'0 — ]1—J (w,T'p/,/WZ'n) 7•r,(8.23) 
                                                     kµaToz'r- (3/7)+j Ow/ 7w,r~Tr —  
where we have used the phase velocity vph given by w/S. For 
simplicity we assume w, /w,,=() for which we obtainthe realpart 
of the effective diffusion coefficient. 
                   yD,•rr14-T1 (7'pa,]l.(8.24)                        IZ'
\kloTo/T'r—(3%7) \70/ 
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Fig. 8.3 The effective dif-
fusion coefficient 













   When two species of mobile carriers exist in a semiconductor, 
the phase velocity  v
ph of either one of the carriers is slower 
than the dc velocity. Two species of mobile carriers were taken 
in the analysis to realize negative Re(gDerr/kµoTo) when the field 
dependencies of the drift velocity and the carrier temperature 
are not considered.[31 On the other hand, when the field de-
pendencies are considered, wave instabilities are expected in an 
extrinsic semiconductor where only one species of carrier exists. 
   The hatched region in Fig. 8.3 shows the region where 
Rc(gD,.rr,"k/.zoTo) is negative. The comparison of the negative region 
of Re(yD,.rr/kuoTO with unstable region in Fig. 8.1 indicates that 
wave disturbances are not always unstable in the case of one 
species of carrier even if Rc(gD,.rr'kiioTo is negative. 
8.6 SUMMARY 
   The wave instabilities in avalanche and transferred-electron 
effect diodes are associated with the continuity and the momentum 
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equations, respectively. The analysis in this chapter has de-
rived the wave instabilities caused by  vl> 0 and T1< 0, and v1<0 
and T1<0 as shown in Fig. 8.1. These instabilties are associ- 
ated with energy equation. The results obtained in this anal-
ysis are valid when the drift energy of the carrier is small 
enough to neglect relative to the random energy . This condi-
tion can be satisfied in many cases of semiconductors although 
the random energy may not reduce without limitation by negative 
dependence on an external field. We emphasize that the thermo-
dynamic considerations must be taken when negative dependencies 
of the drift velocity and the carrier temperature are considered. 
We can expect diffusion instability in an extrinsic semiconductor 
when the field dependencies are considerd. It must be realized, 
however, that a negative value of the effective diffusion coeffi-
cient does not always lead to wave instability in an extrinsic 
semiconductor, as can be seen by comparing Fig. 8.3 with Fig. 8.1. 
   Further investigations open to practical materials in which 
the wave instabilty is observed associating with the energy 
equation.[9] The analysis in this chapter is equally valid 
for a collision-dominated, weakly ionized gas plasma although 
it has presented with reference to semiconductors.
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CHAPTER IX CONCLUSIONS AND SUGGESTIONS FOR FURTHER STUDY 
   Electronic and microwave properties of transferred-electron 
semiconductors have been studied and described in this thesis. 
The results and conclusions obtained in this study can be  summa-
rized in the followings. 
(1) The condition for differential negative resistance has
(2)
(3)
been obtained in the transferred-electron semiconductors. 
With this condition, the confusion has been resolved to the 
two operational modes in the transferred-electron semicon-
ductors: the mode based on the differential negative resist-
ance and the mode based on the current instability. 
   The conditions for space-charge-wave growth and differ-
ential negative resistance have been derived with taking 
account of the energy transport effect. They can be con-
sidered to give more accurate quantitative results as com-
pared with those derived precedently. 
   It has been shown in a simple analysis that the power-
impedance product of the transit-time oscillation in trans-
ferred-electron diodes is proportional to the square of the 
product of the difference between the applied and the sus-
taining electric fields and the drift velocity , and inverse-
ly proportional to the square of the frequency . The result 
predicts the maximum power output available from the transit-
time oscillation of the transferred-electron diodes . The 
formula for the maximum efficiency in the transit-time oscil -




  Self-pumped parametric effects have been described consid-
ering the admittance variations of a domain which occur not 
when the domain grows near the cathode and is quenched at 
the anode, but when the bias voltage is varied by an rf out-
put voltage. It has been shown that a parametric change in 
admittance appears in a diode self-pumped by a voltage with 
a fundamental frequency and that additional admittance appears 
in a diode self-pumed by a voltage with a harmonic frequency. 
This study gives the theoretical basis to the self-pumped 
operation and the increase in the output power with a har-
monic frequency in the transferred-electron diodes. 
   Transient behavior and characteristics of the high-field 
domain in the transferred-electron diodes have been analyzed 
with quasi-linear equations. The analysis has shown that 
the differential mobility appearing in the relaxation time 
of the large-signal analysis is not the same as that used 
in the small-signal analysis. The differential mobility 
of the large-signal analysis, however, becomes equal to that 
of the small-signal analysis when the domain reduces to a 
perturbation. It has been shown in the analysis that an 
equivalent admittance of a domain is  represented by a par-
                                        e allel connection of capacitance and conductance which vary 
with time in the trnasient state. The time-constant of 
the admittance has been shown to equal the dielectric relax-
ation time plus a term dependent on the diffusion effect. 
The shape of a domain with a fractional depletion of carriers 
in the leading edge is expressed by a symmetrical triangle. 
The shape of a domain with a complete depletion, however ,
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(6)
is expressed by an asymmetrical triangle in which the gradient 
of the leading edge is determined by the density of the ion-
ized impurity and the shape of the trailing edge is determined 
by the diffusion effect. The maximum value of the domain 
potential in a diode biased at the threshold has been derived 
to be approximately  54°% of the threshold voltage. The 
displacement current of the diode has been shown numerically 
to be very small in comparison with the conduction current. 
Thus the total current of the diode is given by the conduc-
tion current. The characteristics of a domain calculated 
from the results of the analysis have been given as numerical 
examples, which show qualitatively good agreement with the 
measured values of experiments. In further results derived 
from the study on the transient behavior of a high-field 
domain, it has been pointed out that non-linear and parametric 
operations can be interpreted by the use of an expression 
for admittance of the diode in whcih the effects of rf circuit 
voltage on the domain are taken into account. 
    In the study on the magnetic field effects on the electron 
transfer and transport properties, it has been found theoret-
ically and experimentally that the magnetic field decreases 
not only the drift velocity along the applied electric field 
but also the energy in the random motion of the electrons 
in a single valley; the former is known as the magnetoresist-
ance effect and the latter can be termed the magnetic cooling 
effect. The cooling effect has been understood due to the 
decrease in the drift velocity of electrons in each valley 
and the appearently reduced value of the collision time 
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(7)
caused by the application of the magnetic field. The effects 
of the magnetic field on the velocity-field characteristic 
can be  summarized as follows: (i) the drift velocity along 
the electric field decreases in a low-field region where 
the magnetoresistance effect predominates, whereas it in-
creases (i.e., a negative magnetoresistance effect) in a 
high-field region; (ii) the threshold field shifts to a 
higher field because the magnetic cooling effect requires 
higher intensity of field for the electron transfer to real-
ize a negative differential mobility; (iii) the peak value 
of the total drift velocity increases,i.e., a negative mag-
netoresistance effect, because more electrons are left in 
a lower valley with a high mobility; (iv) the differential 
mobility (8vdy/aE
x) can be negative; and (v) the energy in 
the random motion and the diffusion coefficient decrease in 
a low-field region and increase in a high-field region. 
The experiment to measure the current-field characteristic 
by the microwave technique has shown qualitative agreements 
with the characteristic obtained by the theory. With this 
study, the qualitative understanding has been obtained to 
the electron transport properties of the transferred-electron 
semiconductors subjected to the crossed electric and magnetic 
fields. The results obtained can give the basis for the 
dynamic operations of the transferred-electron diodes sub-
jected to the crossed fields. 
   In a further study on the electronic properties of the 
transferred-electron semiconductors, new wave instabilities 
caused by a negative field dependency of the carrier temperature 
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    have been derived. The diffusion instability, which is 
    caused by a negative field dependency of the diffusion effect, 
    has also been derived for an extrinsic semiconductor. It 
    has been shown, however, that a negative value of the effec-
    tive diffusion coefficient does not always lead to wave insta-
    bility. The analysis is equally valid for a collision-domi-
    nated, weakly ionized gas, although it has been presented 
    with reference to semiconductors. 
   Through the investigations in the condition for a differential 
negative resistance, the maximum available output power, self-
pumped operation, transient behavior of a high-field domain, 
magnetic field effects, and wave instabilities by negative field 
dependency of the carrier temperature, the electronic and micro-
wave properties of the transferred-electron semiconductors have 
been described in this thesis. 
   It can be suggested for further study that: (1) the noise 
figure in a  slf-pumped parametric operation of transferred-
electron diodes; (2) the magnetic field effect taking account 
of the Hall field; (3) the experiment on a negative differential 
mobility subjected to the crossed electric and magnetic fields; 
and (4) materials for the wave instability due to a negatvie 
field dependency of the carrier temperature. These are in 
practical applications very interesting and important subjects 
which can be extended from the study in this thesis.
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APPENDIX 
   The value of  032 can be negative when T 0 and (1+CT1)± 
{ [(A2+B2) 1/2-A]/2} 1/2 j 0. 
Case 1 
T1>0 and (1-1-CTI)+{[(A2+B2)"2—A]/2}1/2<0. 
   No condition occurs where both inequalities are satisfied 
simultaneously. 
Case 2 
T1>0 and (1+CT1)—{[(A2+B2)1/2-A]/2}"2<0.(Al) 
   Squaring inequality (Al), we obtain 
2(1-+CT1)2+A < (A2-f-B2)1/2.(A2) 
Regardless of the values of A and B, we may have 
— (A2+B2)1/2<2(1+CT1)2+A.(A3) 
Thus, the square of the inequality (A2) gives [2(1+CT1)2+A]2<A2+B2, 
which leads to viTi<0. In case 2 the condition for w.to be 
negative is v 1< 0 and T 1> 0. 
Case 3 
             T1<0 and (1+CT1)+{[(A2+B2)1/2—A]/2}1/2>0.(A4) 
   In inequality (A4) we must consider two cares: 
[(A2+B2) "2—A]112> 0(1+CT1) > —[(A2+B2)1/2—A]1/2,(A5) 
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 2'/2(1-FCT,)  >[(A2-I-B2)112—A  J1/2,(A6) 
where the second case is the same as case 4. We derive here 
the condition for the first case. Squaring inequality (A6) 
twice and considering inequality (A3), we obtain v1T1<0. The 
condition for w. to be negative is v1> 0 and T1< 0. 
Case 4 
T1<0 and (1~ CT1)—{[(A2+B2)1/2—A]/2}'/2>0.(A7) 
   The inequality (A7) requires that (1+CT1) is positive.Thus, 
T1is restricted to the range, —1/C<T1<0. 
   Squaring inequality (A7), we have 
2(1+CT1) 2+ A> (A2+ B2)1/2(A8) 
which requires that [2(1+CT1)2+A] is positive. Provisionally 
assuming it to be positive and squaring inequality (A8), we ob-
tain v1T1>0. Thus, in case 4 the condition for wi to be negative 
is v 1 < 0 and - 17C <T1 <0 . The values v 1 and T1 in the ranges 
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    May 1967, which is written in Chapter III, 
(3) "Frequency dependencies of power and efficiency of transit-
     time oscillations in two-valley semiconductors," by A. Sasaki, 
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    is written in Chapter IV, 
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    Chapter V, 
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    ary 1970, which is written Chapter VI, 
(6) "Effects of magnetic field on electron transport properties 
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    Conf. Solid State Devices, Tokyo, 1971, Supplement to OYO
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    BUTURI (Japan), vol. 41, pp. 24  -29, which is written in 
    Chapter VII, 
(7) "Effects of magnetic field on electron transfer and velocity-
     field characteristic in gallium arsenide," by A. Sasaki, H. 
     Oheda, and T. Tanaka, J. Phys. Soci. Japan (Japan), vol. 32, 
    pp. 1550- 1555, June 1972, some of which is written in Chap-
    ter VII, and 
(8) "Wave instabilities in bulk semiconductors with field-
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   Through these papers, the thesis describes electronic and 
microwave properties of transferred-electron semiconductors.
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