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SZEGO¨ KERNEL ASYMPTOTICS FOR HIGH POWER OF CR LINE BUNDLES
AND KODAIRA EMBEDDING THEOREMS ON CR MANIFOLDS
CHIN-YU HSIAO
Abstract. Let X be an abstract not necessarily compact orientable CR manifold of dimension
2n − 1, n > 2, and let Lk be the k-th tensor power of a CR complex line bundle L over X. Given
q ∈ {0, 1, . . . , n− 1}, let 
(q)
b,k
be the Gaffney extension of Kohn Laplacian for (0, q) forms with
values in Lk. For λ ≥ 0, let Π
(q)
k,≤λ
:= E((−∞, λ]), where E denotes the spectral measure of 
(q)
b,k
. In
this work, we prove that Π
(q)
k,≤k−N0
F ∗
k
, FkΠ
(q)
k,≤k−N0
F ∗
k
, N0 ≥ 1, admit asymptotic expansions with
respect to k on the non-degenerate part of the characteristic manifold of 
(q)
b,k
, where Fk is some
kind of microlocal cut-off function. Moreover, we show that FkΠ
(q)
k,≤0F
∗
k
admits a full asymptotic
expansion with respect to k if 
(q)
b,k
has small spectral gap property with respect to Fk and Π
(q)
k,≤0 is
k-negligible away the diagonal with respect to Fk. By using these asymptotics, we establish almost
Kodaira embedding theorems on CR manifolds and Kodaira embedding theorems on CR manifolds
with transversal CR S1 action.
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1. Introduction and statement of the main results
The problem of local and global embedding CR manifolds is prominent in areas such as complex
analysis, partial differential equations and differential geometry. Consider X a compact CR manifold
of dimension 2n − 1, n ≥ 2. When X is strongly pseudoconvex and dimension of X is greater than
five, a classical theorem of L. Boutet de Monvel [5] asserts that X can be globally CR embedded into
CN , for some N ∈ N. When the Levi form of X has mixed signature, then the space of global CR
functions is finite dimensional (could be even trivial) and moreover many interesting examples live in
the projective space (e. g. the quadric {[z] ∈ CPN−1; |z1|2 + . . .+ |zq|2 − |zq+1|2 − . . . − |zN |2 = 0}).
It is thus natural to consider a setting analogue to the Kodaira embedding theorem and ask if X
can be embedded into the projective space by means of CR sections of a CR line bundle of positive
curvature. For this purpose it is important to study the asymptotic behaviour of the associated Szego¨
kernel and study if there are a lot of CR sections in high powers of the line bundle. This was initiated
in [15], [17](see also Marinescu [20]).
Other developments recently concerned the Bergman kernel for a high power of a holomorphic line
bundle. The Bergman kernel is the smooth kernel of the orthogonal projection onto the space of
L2-integrable holomorphic sections. The study of the asymptotic behaviour of the Bergman kernel
is an active research subject in complex geometry and is closely related to topics like the structure
of algebraic manifolds, the existence of canonical Ka¨hler metrics , Berezin-Toeplitz quantization and
equidistribution of zeros of holomorphic sections(see [18]). It is quite interesting to consider CR
analogue of the Bergman kernel asymptotic expansion and to study the influence of the asymptotics
in CR geometry as in the complex case. This direction could become a research area in CR geometry.
The purpose of this work is to completely study the asymptotic behaviour of the Szego¨ kernel
associated to a hypoelliptic operator 
(q)
b,k with respect to a high power of a CR line bundle. The
difficulty of this problem comes from the presence of positive eigenvalues of the curvature of the line
bundle and negative eigenvalues of the Levi form of X and hence the semi-classical characteristic
manifold of 
(q)
b,k is always degenerate at some point. This difficulty is also closely related to the fact
that in the global L2-estimates for the ∂b-operator of Kohn-Ho¨rmander there is a curvature term from
the line bundle as well from the Levi form and, in general, it is very difficult to control the sign of
the total curvature contribution. In this work, we introduce some kind of microlocal cut-off function
Fk and we prove that Π
(q)
k,≤k−N0F
∗
k , FkΠ
(q)
k,≤k−N0F
∗
k , N0 ≥ 1, admit asymptotic expansions on the non-
degenerate part of the characteristic manifold of 
(q)
b,k, where for λ ≥ 0, Π(q)k,≤λ := E((−∞, λ]), E is
the spectral measure of 
(q)
b,k. Moreover, we show that FkΠ
(q)
k,≤0F
∗
k admits a full asymptotic expansion
if 
(q)
b,k has small spectral gap property with respect to Fk and Π
(q)
k,≤0 is k-negligible away the diagonal
with respect to Fk. By using these asymptotics, we establish almost Kodaira embedding theorems
on CR manifolds and Kodaira embedding theorems on CR manifolds with transversal CR S1 action.
From the analytic view point, this work can be seen as a completely semi-classical study of some kind
of hypoelliptic operators.
We now formulate the main results. We refer to section 3 for some standard notations and termi-
nology used here.
3Let (X,T 1,0X) be a paracompact orientable not necessarily compact CR manifold of dimension
2n− 1, n > 2, with a Hermitian metric 〈 · | · 〉 on CTX such that T 1,0X is orthogonal to T 0,1X and
〈u | v 〉 is real if u, v are real tangent vectors. For every q = 0, 1, . . . , n− 1, the Hermitian metric 〈 · | · 〉
on CTX induces a Hermitian metric 〈 · | · 〉 on T ∗0,qX the bundle of (0, q) forms of X . Let (L, hL) be
a CR Hermitian line bundle over X , where the Hermitian fiber metric on L is denoted by hL. We
will denote by φ the local weights of the Hermitian metric(see (3.5)). For k > 0, let (Lk, hL
k
) be the
k-th tensor power of the line bundle (L, hL). We denote by dvX = dvX(x) the volume form on X
induced by the fixed Hermitian metric 〈 · | · 〉 on CTX . Then we get natural global L2 inner products
( · | · )hLk , ( · | · ) on Ω0,q0 (X,Lk) and Ω0,q0 (X) respectively. We denote by L2(0,q)(X,Lk) and L2(0,q)(X)
the completions of Ω0,q0 (X,L
k) and Ω0,q0 (X) with respect to ( · | · )hLk and ( · | · ) respectively. Let

(q)
b,k : Dom
(q)
b,k ⊂ L2(0,q)(X,Lk)→ L2(0,q)(X,Lk)
be the Gaffney extension of the Kohn Laplacian(see (3.9)). By a result of Gaffney, for every q =
0, 1, . . . , n − 1, (q)b,k is a positive self-adjoint operator (see Proposition 3.1.2 in Ma-Marinescu [18]).
That is, 
(q)
b,k is self-adjoint and the spectrum of 
(q)
b,k is contained in R+, q = 0, 1, . . . , n − 1. For a
Borel set B ⊂ R we denote by E(B) the spectral projection of (q)b,k corresponding to the set B, where
E is the spectral measure of 
(q)
b,k (see section 2 in Davies [7], for the precise meanings of spectral
projection and spectral measure). For λ ≥ 0, we set
Hqb,≤λ(X,L
k) := RanE
(
(−∞, λ]) ⊂ L2(0,q)(X,Lk) ,
Hqb,>λ(X,L
k) := RanE
(
(λ,∞)) ⊂ L2(0,q)(X,Lk).(1.1)
For λ = 0, we denote
(1.2) Hqb (X,L
k) := Hqb,≤0(X,L
k) = Ker
(q)
b,k.
For λ ≥ 0, let
Π
(q)
k,≤λ : L
2
(0,q)(X,L
k)→ Hqb,≤λ(X,Lk),
Π
(q)
k,>λ : L
2
(0,q)(X,L
k)→ Hqb,>λ(X,Lk),
(1.3)
be the orthogonal projections with respect to ( · | · )hLk and let Π(q)k,≤λ(x, y) ∈ D ′(X×X, (T ∗0,qy X⊗Lky)⊠
(T ∗0,qx X ⊗Lkx)) and Π(q)k,>λ(x, y) ∈ D ′(X ×X, (T ∗0,qy X ⊗Lky)⊠ (T ∗0,qx X ⊗Lkx)) denote the distribution
kernels of Π
(q)
k,≤λ and Π
(q)
k,>λ respectively. For λ = 0, we denote Π
(q)
k := Π
(q)
k,≤0, Π
(q)
k (x, y) := Π
(q)
k,≤0(x, y).
Let s be a local trivialization of L on an open set D ⋐ X , |s|2hL = e−2φ. We assume that Y (q)
holds at each point of D(see Definition 3.2, for the precise meaning of condition Y (q)). By the L2
estimates of Kohn (see Folland-Kohn [8] and Chen-Shaw [6]), we see that for every λ ≥ 0,
(1.4) Π
(q)
k,≤λ(x, y) ∈ C∞(D ×D, (T ∗0,qy X ⊗ Lky)⊠ (T ∗0,qx X ⊗ Lkx)).
Let Σ be the semi-classical characteristic manifold of 
(q)
b,k on D(see (4.11)). We have
Σ =
{
(x, ξ) ∈ T ∗D; ξ = λω0(x)− 2Im ∂bφ(x), λ ∈ R
}
(see Proposition 4.2), where ω0 ∈ C∞(X,T ∗X) is the uniquely determined global 1-form(see the
discussion before (3.1)). For x ∈ D, let Mφx be the Hermitian quadratic form on T 1,0x X given by
Definition 3.4 and let Lx be the Levi form at x with respect to ω0(see Definition 3.1). Let σ denote the
canonical two form on T ∗D. We can show that σ is non-degenerate at ρ = (p, λ0ω0(p)−2Im∂bφ(p)) ∈
Σ, p ∈ D, if and only if the Hermitian quadratic formMφp −2λ0Lp is non-degenerate(see Theorem 4.5).
From this, it is easy to see that if Mφp has q negative and n − 1 − q positive eigenvalues, then σ is
degenerate at (p, λω0(p) − 2Im ∂bφ(p)) ∈ Σ, for some λ ∈ R. Fix (n−, n+) ∈ N20, n− + n+ = n − 1.
Put
Σ′ ={(x, λω0(x) − 2Im∂bφ(x)) ∈ T ∗D
⋂
Σ;
Mφx − 2λLx is non-degenerate of constant signature (n−, n+)}.
(1.5)
4Let s be a local trivializing section of L on an open subset D ⋐ X and |s|2hL = e−2φ. Let
Bk : Ω
0,q
0 (D) → D ′(D,T ∗0,qX) be a k-dependent continuous operator. We write Bk(x, y) to denote
the distribution kernel of Bk. Bk is called k-negligible (on D) if Bk is smoothing and the kernel
Bk(x, y) of Bk satisfies
∣∣∂αx ∂βyBk(x, y)∣∣ = O(k−N ) locally uniformly on every compact set in D ×D,
for all multi-indices α, β and all N ∈ N. Let Ck : Ω0,q0 (D)→ D ′(D,T ∗0,qX) be another k-dependent
continuous operator. We write Bk ≡ Ck mod O(k−∞) (on D) or Bk(x, y) ≡ Ck(x, y) mod O(k−∞)
(on D) if Bk − Ck is k-negligible on D. Let Ak : L2(0,q)(X,Lk) → L2(0,q)(X,Lk) be a continuous
operator. We define the localized operator (with respect to the trivializing section s) of Ak by
Aˆk,s : L
2
(0,q)(D)
⋂
E
′(D,T ∗0,qX)→ L2(0,q)(D),
u→ e−kφs−kAk(skekφu).
(1.6)
We write Ak ≡ 0 mod O(k−∞) on D if Aˆk,s ≡ 0 mod O(k−∞) on D. For λ ≥ 0, we write Πˆ(q)k,≤λ,s to
denote the localized operator of Π
(q)
k,≤λ. We denote Πˆ
(q)
k,s := Πˆ
(q)
k,≤0,s.
1.1. Main results: Szego¨ kernel asymptotics for lower energy forms and almost Kodaira
embedding Theorems on CR manifolds. One of the main results of this work is the following
Theorem 1.1. With the notations and assumptions used above, let s be a local trivializing section of
L on an open subset D ⋐ X and |s|2hL = e−2φ. Fix q ∈ {0, 1, . . . , n− 1} and suppose that Y (q) holds
on D. We assume that there exist a λ0 ∈ R and x0 ∈ D such that Mφx0 − 2λ0Lx0 is non-degenerate
of constant signature (n−, n+). We fix D0 ⋐ D, D0 open, and let V be any bounded open set of T ∗D
with V ⊂ T ∗D, V ⋂Σ ⊂ Σ′, where Σ′ is given by (1.5). Let
(1.7) Iˆk ≡ k2n−1(2π)2n−1
∫
eik<x−y,η>α(x, η, k)dη mod O(k−∞) at T ∗D0
⋂
Σ
be a properly supported classical semi-classical pseudodifferential operator on D of order 0 from sec-
tions of T ∗0,qX to sections of T ∗0,qX with α(x, η, k) = 0 if |η| > M , for some large M > 0 and
Suppα(x, η, k)
⋂
T ∗D0 ⋐ V . Let Iˆ∗k be the adjoint of Iˆk with respect to ( · | · ). Then for every N0 ≥ 1
and every D′ ⋐ D0, α, β ∈ N2n−10 , there is a constant CD′,α,β,N0 > 0 independent of k, such that∣∣∣∣∂αx ∂βy ((Πˆ(q)k,≤k−N0 ,sIˆ∗k)(x, y)− ∫ eikϕ(x,y,s)a(x, y, s, k)ds)∣∣∣∣
≤ CD′,α,β,N0k3n+2|β|+|α|−N0−2 on D′ ×D′,∣∣∣∣∂αx ∂βy ((IˆkΠˆ(q)k,≤k−N0 ,sIˆ∗k)(x, y)− (∫ eikϕ(x,y,s)g(x, y, s, k)ds)∣∣∣∣
≤ CD′,α,β,N0k3n+2|β|+|α|−N0−2 on D′ ×D′,
(1.8)
where a(x, y, s, k) = g(x, y, s, k) = 0 if q 6= n−, a(x, y, s, k), g(x, y, s, k) ∈ Snloc
(
1; Ω, T ∗0,qX ⊠
T ∗0,qX
)⋂
C∞0
(
Ω, T ∗0,qX ⊠ T ∗0,qX
)
are as in (7.71) and (7.72) if q = n− and
ϕ(x, y, s) ∈ C∞(Ω), Imϕ(x, y, s) ≥ 0, ∀(x, y, s) ∈ Ω,
dxϕ(x, y, s)|x=y = −2Im∂bφ(x) + sω0(x), dyϕ(x, y, s)|x=y = 2Im∂bφ(x) − sω0(x),
Imϕ(x, y, s) +
∣∣∣∂ϕ∂s (x, y, s)∣∣∣ ≥ c |x− y|2, c > 0 is a constant, ∀(x, y, s) ∈ Ω,
ϕ(x, y, s) = 0 and ∂ϕ∂s (x, y, s) = 0 if and only if x = y.
(1.9)
Here
Ω :={(x, y, s) ∈ D ×D × R; (x,−2Im∂bφ(x) + sω0(x)) ∈ V
⋂
Σ,
(y,−2Im∂bφ(y) + sω0(y)) ∈ V
⋂
Σ, |x− y| < ε, for some ε > 0}.
(1.10)
We refer the reader to Definition 6.2, Definition 6.3 and Definition 6.1 for the definition of classi-
cal semi-classical pseudodifferential operators and the precise meanings of (1.7) and the Ho¨rmander
symbol spaces S0loc ,cl and S
0
loc .
For more properties for the phase ϕ, see Theorem 2.1, Theorem 2.2 and Theorem 2.4.
5Basically, Theorem 1.1 says that (Πˆ
(q)
k,≤k−N0 ,sIˆ∗k)(x, y), (IˆkΠˆ
(q)
k,≤k−N0 ,sIˆ∗k )(x, y) are asymptotically
close to the complex Fourier integral operators
∫
eikϕ(x,y,s)a(x, y, s, k)ds,
∫
eikϕ(x,y,s)g(x, y, s, k)ds if
N0 large. We will show in section 9 that under certain conditions, (IˆkΠˆ(q)k,sIˆ∗k)(x, y) is a complex
Fourier integral operator
∫
eikϕ(x,y,s)g(x, y, s, k)ds(see Theorem 1.5).
Since Imϕ(x, y, s) +
∣∣∣∂ϕ∂s (x, y, s)∣∣∣ ≥ c |x− y|2, c > 0 is a constant, we can integrate by parts with
respect to s and conclude that the integral
∫
eikϕ(x,y,s)b(x, y, s, k)ds, b(x, y, s, k) ∈ Snloc
(
1; Ω, T ∗0,qX⊠
T ∗0,qX
)⋂
C∞0
(
Ω, T ∗0,qX ⊠ T ∗0,qX
)
, is k-negligible away x = y. Thus, we can take ε > 0 in (1.10) to
be any small positive constant.
Definition 1.2. We say that L is positive if for every x ∈ X there is a η ∈ R such that the Hermitian
quadratic form Mφx − 2ηLx is positive definite.
In view of Proposition 3.5, we see that Definition 1.2 is well-defined.
Definition 1.3. Let (X,T 1,0X) be a compact orientable CR manifold of dimension 2n − 1, n > 2.
We say that X can be almost CR embedded into projective space if for every m ∈ N0 and ε > 0 there
is an embedding Φε,m : X → CPN , for some N ∈ N, N ≥ 2, such that∥∥∥dΦε,m(T 1,0X)− CTΦε,m(X)⋂T 1,0CPN∥∥∥
Cm(CPN ,CTCPN )
< ε.
We recall that a smooth map Φ : X → CPN , N ∈ N, N ≥ 2, is a CR embedding if Φ is an
embedding and dΦ(T 1,0X) = CTΦ(X)
⋂
T 1,0CPN .
By using Theorem 1.1, we establish in section 8 the almost Kodaira embedding theorems on CR
manifolds (see Theorem 8.11)
Theorem 1.4. Let (X,T 1,0X) be a compact orientable CR manifold of dimension 2n− 1, n > 2. If
X admits a positive CR line bundle L over X, then X can be almost CR embedded into projective
space.
It should be mentioned that Theorem 1.4 is in the spirit of the almost symplectic and almost
isometric embedding of compact symplectic manifolds by Borthwick-Uribe [4], Ma-Marinescu [19] and
Shiffman-Zelditch [23]. Especially, in Ma-Marinescu [19] the spectral spaces of the Bochner Laplacian
are used to obtain the embedding.
1.2. Main results: Szego¨ kernel asymptotics. In view of Theorem 1.1, we see that if 
(q)
b,k has
spectral gap ≥ k−M , for some M > 0, the operator (IˆkΠˆ(q)k,sIˆ∗k)(x, y) admits a full asymptotic expan-
sion. But in general, it is very difficult to see that if 
(q)
b,k has spectral gap. We then impose some
mild semi-classical local conditions and we show that a certain conjugation of the Szego¨ projection by
some kind of pseudodifferential operator is a Fourier integral operator under these semi-classical local
conditions. More precisely, we have
Theorem 1.5. With the notations and assumptions used above, let s be a local trivializing section of
L on an open subset D ⋐ X and |s|2hL = e−2φ. Fix q ∈ {0, 1, . . . , n− 1} and suppose that Y (q) holds
on D. We assume that there exist a λ0 ∈ R and x0 ∈ D such that Mφx0 − 2λ0Lx0 is non-degenerate
of constant signature (n−, n+). Let Fk : L2(0,q)(X,L
k) → L2(0,q)(X,Lk) be a continuous operator and
let F ∗k : L
2
(0,q)(X,L
k)→ L2(0,q)(X,Lk) be the Hilbert space adjoint of Fk with respect to ( · | · )hLk . Let
Fˆk,s and Fˆ
∗
k,s be the localized operators of Fk and F
∗
k respectively. We fix D0 ⋐ D, D0 open and let
V be any bounded open set of T ∗D with V ⊂ T ∗D, V ⋂Σ ⊂ Σ′, where Σ′ is as in (1.5). Assume that
Fˆk,s −Ak = O(k−∞) : Hscomp (D,T ∗0,qX)→ Hsloc (D,T ∗0,qX), ∀s ∈ N0,
where Ak ≡ k2n−1(2π)2n−1
∫
eik<x−y,η>α(x, η, k)dη mod O(k−∞) at T ∗D0
⋂
Σ is a classical semi-classical
pseudodifferential operator on D of order 0 from sections of T ∗0,qX to sections of T ∗0,qX with
α(x, η, k) = 0 if |η| > M , for some large M > 0 and Suppα(x, η, k)⋂ T ∗D0 ⋐ V . Put Pk := FkΠ(q)k F ∗k
6and let Pˆk,s be the localized operator of Pk. Assume that 
(q)
b,k has O(k
−n0) small spectral gap on D
with respect to Fk and Π
(q)
k is k-negligible away the diagonal with respect to Fk on D. If q 6= n−, then
Pˆk,s(x, y) ≡ 0 mod O(k−∞) on D0.
If q = n−, then
Pˆk,s(x, y) ≡
∫
eikϕ(x,y,s)g(x, y, s, k)ds mod O(k−∞) on D0,
where ϕ(x, y, s) ∈ C∞(Ω) is as in Theorem 1.1 and
g(x, y, s, k) ∈ Snloc
(
1; Ω, T ∗0,qX ⊠ T ∗0,qX
)⋂
C∞0
(
Ω, T ∗0,qX ⊠ T ∗0,qX
)
is as in (7.71) and (7.72). Here Ω is given by (1.10).
We refer the reader to Definition 9.1 and Definition 9.2 for the precise meanings of ”O(k−n0) small
spectral gap on D with respect to Fk” and ”k-negligible away the diagonal with respect to Fk on D”.
Remark 1.6. With the assumptions and notations used in Theorem 1.5, since we only assume some
local properties of Fk on D, we don’t know what is Fk outside D. In order to get an asymptotic
expansion for the Szego¨ kernel, we need to assume that Π
(q)
k is k-negligible away the diagonal with
respect to Fk on D. If X is compact and Fk is a global classical semi-classical pseudodifferential
operator on X(see Definition 9.3), we can show that(see Proposition 9.4) Π
(q)
k is k-negligible away the
diagonal with respect to Fk on every local trivialization D ⋐ X . Furthermore, if X is non-compact
and Fk is properly supported on D ⋐ X , then Π
(q)
k is k-negligible away the diagonal with respect to
Fk on D(see also Proposition 9.4).
Remark 1.7. With the assumptions and notations used in Theorem 1.5, let{
f1 ∈ H0b (X,Lk), . . . , fdk ∈ H0b (X,Lk)
}
be an orthonormal frame of the space H0b (X,L
k), where dk ∈ N0
⋃ {∞}. It is easy to see that
Pˆk,s(x, x) =
dk∑
j=1
|(Fkfj)(x)|2hLk , ∀x ∈ D.
Theorem 1.5 implies that if 
(q)
b,k has O(k
−n0) small spectral gap on D with respect to Fk and Π
(q)
k is
k-negligible away the diagonal with respect to Fk on D, then∑dk
j=1 |(Fkfj)(x)|2hLk ≡ 0 mod O(k−∞) on D0 when q 6= n−
and ∑dk
j=1 |(Fkfj)(x)|2hLk ≡
∑∞
j=1 k
n−jbj(x) mod O(k−∞) on D0 when q = n−,
where bj(x) ∈ C∞0 (D), j = 0, 1, . . ., and for every x ∈ D0, b0(x) =
∫
g0(x, x, s)ds, g0(x, y, s) is given
by (7.72).
After proving Theorem 1.4 and Theorem 1.5, we asked the following two questions: When we can
get ”true” Kodaira embedding Theorems on CR manifolds? Can we find some non-trivial examples
for Theorem 1.5? In order to answer these questions, let’s study carefully some CR submanifolds of
projective space. We consider CPN−1, N ≥ 4. Let [z] = [z1, . . . , zN ] be the homogeneous coordinates
of CPN−1. Put
X :=
{
[z1, . . . , zN ] ∈ CPN−1; λ1 |z1|2 + · · ·+ λm |zm|2 + λm+1 |zm+1|2 + · · ·+ λN |zN |2 = 0
}
,
where m ∈ N and λj ∈ R, j = 1, . . . , N . Then, X is a compact CR manifold of dimension 2(N−1)−1
with CR structure T 1,0X := T 1,0CPN−1
⋂
CTX . Now, we assume that λ1 < 0, λ2 < 0, . . . , λm < 0,
λm+1 > 0, λm+2 > 0, . . . , λN > 0, where m ≥ 2, N −m ≥ 2. Then, it is easy to see that the Levi form
has at least one negative and one positive eigenvalues at each point of X . Thus, Y (0) holds at each
point of X . X admits a S1 action:
S1 ×X → X,
eiθ ◦ [z1, . . . , zm, zm+1, . . . , zN ]→ [eiθz1, . . . , eiθzm, zm+1, . . . , zN ], θ ∈ [−π, π[.
(1.11)
7Since (z1, . . . , zm) 6= 0 on X , this S1 action is well-defined. Let T ∈ C∞(X,TX) be the real vector
field given by
(1.12) Tu =
∂
∂θ
(u(eiθx))|θ=0, u ∈ C∞(X).
It is easy to see that [T,C∞(X,T 1,0X)] ⊂ C∞(X,T 1,0X) and T (x)⊕T 1,0x X⊕T 0,1x X = CTxX(we say
that the S1 action is CR and transversal, see Definition 10.1).
Let E → CPN−1 be the canonical line bundle with respect to the standard Fubini-Study metric.
Consider L := E|X . Then, it is easy to see that(see section 10.1) L is a T -rigid positive CR line bundle
over (X,T 1,0X)(see Definition 1.10, for the meaning of ”positive T -rigid CR line bundle”). Thus, we
ask the following question
Question 1.8. Let (X,T 1,0X) be a compact CR manifold with a transversal CR S1 action and let T
be the global vector field induced by the S1 action. If there is a T -rigid positive CR line bundle over
X , then can X be CR embedded into CPN , for some N ∈ N?
In section 10, we study ”CR manifolds with transversal CR S1 actions” and fortunately, we found
that if Y (q) holds and Mφx is non-degenerate of constant signature, then we can always find a contin-
uous operator Fk : L
2
(0,q)(X,L
k)→ L2(0,q)(X,Lk) such that the assumptions in Theorem 1.5 hold and
by using Theorem 1.5, we solve Question 1.8 completely.
1.3. Main results: Sezgo¨ kernel asymptotics and Kodairan embedding Theorems on CR
manifolds with transversal CR S1 actions. Let (X,T 1,0X) be a CR manifold. We assume that
X admits a transversal CR S1 action: S1 ×X → X (see Definition 10.1). We write eiθ, 0 ≤ θ < 2π,
to denote the S1 action and we let T be the global vector field induced by the S1 action(see (10.1)).
Note that we don’t assume that the S1 action is globally free.
We show in Theorem 10.5 that there is a T -rigid Hermitian metric 〈 · | · 〉 onCTX (see Definition 10.2
and Definition 10.3) such that T 1,0X ⊥ T 0,1X , T ⊥ (T 1,0X ⊕ T 0,1X), 〈T |T 〉 = 1 and 〈u |v 〉 is real
if u, v are real tangent vectors. Until further notice, we fix a T -rigid Hermitian metric 〈 · | · 〉 on CTX
such that T 1,0X ⊥ T 0,1X , T ⊥ (T 1,0X⊕T 0,1X), 〈T |T 〉 = 1 and 〈u |v 〉 is real if u, v are real tangent
vectors.
Let L be a T -rigid CR line bundle over (X,T 1,0X) with a T -rigid Hermitian fiber metric hL on
L(see Definition 10.7 and Definition 10.8). For k > 0, as before, we shall consider (Lk, hL
k
) and we
will use the same notations as before. Since L is T -rigid, Tu is well-defined, for every u ∈ Ω0,q(X,Lk).
For m ∈ Z, put
(1.13) A0,qm (X,L
k) :=
{
u ∈ Ω0,q(X,Lk); Tu = imu}
and let A0,qm (X,Lk) ⊂ L2(0,q)(X,Lk) be the completion of A0,qm (X,Lk) with respect to ( · | · )hLk . For
m ∈ Z, let
(1.14) Q
(q)
m,k : L
2
(0,q)(X,L
k)→ A0,qm (X,Lk)
be the orthogonal projection with respect to ( · | · )hLk . Fix δ > 0. Take τδ(x) ∈ C∞0 (] − δ, δ[),
0 ≤ τδ ≤ 1 and τδ = 1 on [− δ2 , δ2 ]. Let F (q)δ,k : L2(0,q)(X,Lk) → L2(0,q)(X,Lk) be the continuous map
given by
F
(q)
δ,k : L
2
(0,q)(X,L
k)→ L2(0,q)(X,Lk),
u→
∑
m∈Z
τδ(
m
k
)(Q
(q)
m,ku).
(1.15)
One of the main results of this work is the following
Theorem 1.9. Let (X,T 1,0X) be a compact CR manifold with a transversal CR S1 action and let
T be the global vector field induced by the S1 action. Let L be a T -rigid CR line bundle over X
with a T -rigid Hermitian fiber metric hL. We assume that Y (q) holds at each point of X and Mφx is
non-degenerate of constant signature (n−, n+), for every x ∈ X. Let s be a local trivializing section
of L on an open set D ⊂ X, |s|2hL = e−2φ. Fix D0 ⋐ D. Let F (q)δ,k : L2(0,q)(X,Lk) → L2(0,q)(X,Lk) be
8the continuous operator given by (1.15) and let F
(q),∗
δ,k : L
2
(0,q)(X,L
k) → L2(0,q)(X,Lk) be the adjoint
of F
(q)
δ,k with respect to ( · | · )hLk . Put Pk := F (q)δ,kΠ(q)k F (q),∗δ,k and let Pˆk,s be the localized operator of Pk.
Assume that δ > 0 is small. If q 6= n−, then Pˆk,s ≡ 0 mod O(k−∞) on D0. If q = n−, then
Pˆk,s(x, y) ≡
∫
eikϕ(x,y,s)g(x, y, s, k)ds mod O(k−∞) on D0,
where ϕ(x, y, s) ∈ C∞(Ω) is as in Theorem 1.1 and
g(x, y, s, k) ∈ Snloc
(
1; Ω, T ∗0,qX ⊠ T ∗0,qX
)⋂
C∞0
(
Ω, T ∗0,qX ⊠ T ∗0,qX
)
,
g(x, y, s, k) ∼
∞∑
j=0
gj(x, y, s)k
n−j in Snloc
(
1; Ω, T ∗0,qX ⊠ T ∗0,qX
)
,
gj(x, y, s) ∈ C∞0
(
Ω, T ∗0,qX ⊠ T ∗0,qX
)
, j = 0, 1, 2, . . . ,
and for every (x, x, s) ∈ Ω, x ∈ D0, g0(x, x, s) = (2π)−n
∣∣det(Mφx − 2sLx)∣∣ |τδ(s)|2 π(x,s,n−). Here Ω
is given by (1.10), π(x,s,n−) is as in Theorem 7.12 and τδ is as in the discussion after (1.14).
Definition 1.10. Let (X,T 1,0X) be a CR manifold with a transversal CR S1 action and let T be
the global vector field induced by the S1 action. We say that L is a T -rigid positive CR line bundle
over X if L is a T -rigid CR line bundle over X and there is a T -rigid Hermitian fiber metric hL on L
such that Mφx is positive, for every x ∈ X , where φ is the local weights of hL.
By using Theorem 1.9, we can repeat the proof of Theorem 1.4 and establish Kodaira embedding
theorems on CR manifolds with transversal CR S1 actions
Theorem 1.11. Let (X,T 1,0X) be a compact CR manifold with a transversal CR S1 action and let
T be the global vector field induced by the S1 action. If there is a T -rigid positive CR line bundle over
X, then X can be CR embedded into CPN , for some N ∈ N.
In section 11, we also establish Szego¨ kernel asymptotis on some non-compact CR manifolds (see
Theorem 11.5).
The layout of this paper is as follows. In section 2, we collect some properties for the phase ϕ(x, y, s).
In section 3, we collect some notations, definitions and statements we use throughout. In section 4, we
write down 
(q)
b,k in a local trivialization and we get the formula for the characteristic manifold for 
(q)
b,k
and we prove that the canonical two form σ is non-degenerate at ρ = (p, λ0ω0(p) − 2Im ∂bφ(p)) ∈ Σ
if and only if the Hermitian quadratic form Mφp − 2λ0Lp is non-degenerate(see Theorem 4.5). In
section 5, by using the identity k = e−ikx2n
( − i ∂∂x2n (eikx2n)), we introduce the local operator (q)s
defined on some open set of R2n and by using the heat equation method, we establish microlocal
Hodge decomposition theorems for 
(q)
s . Moreover, we study the phase ϕ carefully and we prove
Theorem 2.1 and Theorem 2.2. In section 6, we reduce the semi-classical analysis of 
(q)
b,k to the
microlocal analysis of 
(q)
s and we establish semi-classical Hodge decomposition theorems for 
(q)
b,k
in non-degenerate part of Σ and we calculate the leading terms of the asymptotic expansions in
(7.71). We notice that it is possible to consider semi-classical heat equation for 
(q)
b,k and establish
semi-classical Hodge decomposition theorems for 
(q)
b,k directly. In a further publication, we will study
Kohn Laplacian on a CR manifold with codimension≥ 2 and the local operator (q)s is similar to
some kind of Kohn Laplacian on a CR manifold with codimension 2. Hence, we decide to reduce the
semi-classical analysis of 
(q)
b,k to the microlocal analysis of 
(q)
s . In section 7, by using the scaling
technique introduced in [15] and the semi-classical Hodge decomposition theorems in section 6, we
prove Theorem 1.1. In section 8, by using Theorem 1.1, we establish almost Kodaira embedding
theorems on CR manifolds and therefore we prove Theorem 1.4. It should be mentioned that the
method in section 8 works well in complex case(the complex case is much more simpler than CR
case) and we can give a pure analytic proof of classical Kodaira embedding theorem. In section 9,
we prove Theorem 1.5. In section 10, we introduce and study CR manifolds with transversal CR
S1 action. We show that there is a T -rigid Hermitian metric 〈 · | · 〉 on CTX(see Theorem 10.5) and
we prove Theorem 1.9. Moreover, by using Theorem 1.9, we can repeat the proof of Theorem 1.4
9and establish Kodaira embedding theorems on CR manifolds with transversal CR S1 action. For
simplicity, we only give the outline of the proof of Theorem 1.11. In section 11, by using Ho¨rmander’s
L2 estimates, we establish the small spectral gap property for 
(0)
b,k with respect to F
(0)
δ,k and we prove
Theorem 11.5. Finally, in section 12, by using global theory of complex Fourier integral operators of
Melin-Sjo¨strand [21], we prove Theorem 2.4.
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fellow at Universita¨t zu Ko¨ln, Mathematisches Institut. I am grateful to Universita¨t zu Ko¨ln, Mathe-
matisches Institut, for offering excellent working conditions. The methods of microlocal analysis used
in this work are marked by the influence of Professor Johannes Sjo¨strand. This paper is dedicated to
him for his retirement.
2. More properties of the phase ϕ(x, y, s)
In this section, we collect some properties of the phase ϕ(x, y, s) for the convenience of the reader.
We can estimate Imϕ(x, y, s) in some local coordinates
Theorem 2.1. With the assumptions and notations used in Theorem 1.1, fix p ∈ D. We take
local coordinates x = (x1, . . . , x2n−1) defined in a small neighbourhood of p so that ω0(p) = dx2n−1,
T 1,0p X ⊕ T 0,1p X =
{∑2n−2
j=1 aj
∂
∂xj
; aj ∈ R, j = 1, . . . , 2n− 2
}
. If D is small enough, then there is a
constant c > 0 such that
Imϕ(x, y, s) ≥ c |x′ − y′|2 , ∀(x, y, s) ∈ Ω,
Imϕ(x, y, s) +
∣∣∣∣∂ϕ∂s (x, y, s)
∣∣∣∣ ≥ c( |x2n−1 − y2n−1|+ |x′ − y′|2), ∀(x, y, s) ∈ Ω,(2.1)
where x′ = (x1, . . . , x2n−2), y′ = (y1, . . . , y2n−2), |x′ − y′|2 =
∑2n−2
j=1 |xj − yj |2.
In section 5.4, we determine the tangential Hessian of ϕ(x, y, s)
Theorem 2.2. With the assumptions and notations used in Theorem 1.1, fix (p, p, s0) ∈ Ω, and let
Z1,s0 , . . . , Zn−1,s0 be an orthonormal frame of T
1,0
x X varying smoothly with x in a neighbourhood of
p, for which the Hermitian quadratic form Mφx − 2s0Lx is diagonalized at p. That is,
Mφp
(
Zj,s0(p), Zt,s0(p)
)− 2s0Lp(Zj,s0(p), Zt,s0(p)) = λj(s0)δj,t, j, t = 1, . . . , n− 1.
Assume that λj(s0) < 0, j = 1, . . . , n−, λj(s0) > 0, j = n− + 1, . . . , n − 1. Let x = (x1, . . . , x2n−1),
zj = x2j−1 + ix2j, j = 1, . . . , n− 1, be local coordinates of X defined in some small neighbourhood of
p such that
x(p) = 0, ω0(p) = dx2n−1, T (p) = − ∂
∂x2n−1
(p),
〈 ∂
∂xj
(p) | ∂
∂xt
(p) 〉 = 2δj,t, j, t = 1, . . . , 2n− 2,
Zj,s0(p) =
∂
∂zj
+ i
n−1∑
t=1
τj,tzt
∂
∂x2n−1
+ cjx2n−1
∂
∂x2n−1
+O(|x|2), j = 1, . . . , n− 1,
φ(x) = βx2n−1 +
n−1∑
j=1
(
αjzj + αjzj
)
+
1
2
n−1∑
l,t=1
µt,lztzl +
n−1∑
l,t=1
(
al,tzlzt + al,tzlzt
)
+
n−1∑
j=1
(
djzjx2n−1 + djzjx2n−1
)
+ O(|x2n−1|2) +O(|x|3),
(2.2)
where β ∈ R, τj,t, cj, αj , µj,t, aj,t, dj ∈ C, µj,t = µt,j, j, t = 1, . . . , n− 1. (This is always possible, see
[2, p. 157–160]). We also write y = (y1, . . . , y2n−1), wj = y2j−1 + iy2j, j = 1, . . . , n − 1. Then, in
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some small neighbourhood of (p, p),
ϕ(x, y, s0)
= −i
n−1∑
j=1
αj(zj − wj) + i
n−1∑
j=1
αj(zj − wj) + s0(x2n−1 − y2n−1)− i
2
n−1∑
j,l=1
(al,j + aj,l)(zjzl − wjwl)
+
i
2
n−1∑
j,l=1
(al,j + aj,l)(zjzl − wjwl) + 1
2
n−1∑
j,l=1
(
is0(τ l,j − τj,l) + (τ l,j + τj,l)β
)
(zjzl − wjwl)
+
n−1∑
j=1
(−icjβ − s0cj − idj)(zjx2n−1 − wjy2n−1) +
n−1∑
j=1
(icjβ − s0cj + idj)(zjx2n−1 − wjy2n−1)
− i
2
n−1∑
j=1
λj(s0)(zjwj − zjwj) + i
2
n−1∑
j=1
|λj(s0)| |zj − wj |2 + (x2n−1 − y2n−1)f(x, y, s0) +O(|(x, y)|3),
f ∈ C∞, f(0, 0) = 0.
(2.3)
Definition 2.3. With the assumptions and notations used in Theorem 1.1, let ϕ1(x, y, s), ϕ2(x, y, s) ∈
C∞(Ω). We assume that ϕ1(x, y, s) and ϕ2(x, y, s) satisfy (1.9) and (2.1). We say that ϕ1(x, y, s) and
ϕ2(x, y, s) are equivalent on Ω if for any
b1(x, y, s, k) ∈ Smloc
(
1; Ω, T ∗0,qX ⊠ T ∗0,qX
)⋂
C∞0
(
Ω, T ∗0,qX ⊠ T ∗0,qX
)
, m ∈ Z,
we can find
b2(x, y, s, k) ∈ Smloc
(
1; Ω, T ∗0,qX ⊠ T ∗0,qX
)⋂
C∞0
(
Ω, T ∗0,qX ⊠ T ∗0,qX
)
such that ∫
eikϕ1(x,y,s)b1(x, y, s, k)ds ≡
∫
eikϕ1(x,y,s)b2(x, y, s, k)ds mod O(k
−∞) on D
and vise versa.
Let ϕ1(x, y, s) ∈ C∞(Ω). We assume that ϕ1(x, y, s) satisfies (1.9) and (2.1). Fix p ∈ D. We take
local coordinates x = (x1, . . . , x2n−1) defined in a small neighbourhood of p so that ω0(p) = dx2n−1,
T 1,0p X ⊕ T 0,1p X =
{∑2n−2
j=1 aj
∂
∂xj
; aj ∈ R, j = 1, . . . , 2n− 2
}
. Put
−2Im ∂bφ(x) =
2n−1∑
j=1
αj(x)dxj , ω0(x) =
2n−1∑
j=1
βj(x)dxj .
We assume that D is a small open neighbourhood of p. In Lemma 5.26, we will show that if D
is small enough then we can find ϕˆ1(x, y, s) ∈ C∞(Ω) such that ϕˆ1(x, y, s) satisfies (1.9), (2.1),
∂ϕˆ1
∂y2n−1
(x, y, s)−(α2n−1(y)+sβ2n−1(y)) vanishes to infinite order at x = y and ϕˆ1(x, y, s) and ϕ1(x, y, s)
are equivalent on Ω in the sense of Definition 2.3. We characterize the phase ϕ(see section 5.3 and
section 12)
Theorem 2.4. With the assumptions and notations used in Theorem 1.1, put ϕ˜(x, y, s) := −ϕ(y, x, s).
Then, ϕ˜(x, y, s) and ϕ(x, y, s) are equivalent on Ω in the sense of Definition 2.3. Moreover, let
ϕ1(x, y, s) ∈ C∞(Ω). We assume that ϕ1(x, y, s) satisfies (1.9) and (2.1). If D is small enough,
then ϕ and ϕ1 are equivalent on Ω in the sense of Definition 2.3 if and only if there are functions
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f ∈ C∞(Ω), gj ∈ C∞(Ω), j = 0, 1, . . . , 2n− 1, pj ∈ C∞(Ω), j = 1, . . . , 2n− 1, such that
∂ϕˆ
∂s
(x, y, s)− f(x, y, s)∂ϕˆ1
∂s
(x, y, s),
ϕˆ(x, y, s)− ϕˆ1(x, y, s) = g0(x, y, s)∂ϕˆ
∂s
(x, y, s),
∂ϕˆ
∂xj
(x, y, s)− ∂ϕˆ1
∂xj
(x, y, s) = gj(x, y, s)
∂ϕˆ
∂s
(x, y, s), j = 1, 2, . . . , 2n− 1,
∂ϕˆ
∂yj
(x, y, s)− ∂ϕˆ1
∂yj
(x, y, s) = pj(x, y, s)
∂ϕˆ
∂s
(x, y, s), j = 1, 2, . . . , 2n− 1,
vanish to infinite order on x = y, for every (x, y, s) ∈ Ω, where ϕˆ(x, y, s) ∈ C∞(Ω), ϕˆ1(x, y, s) ∈
C∞(Ω) are as in the discussion after Definition 2.3.
3. Preliminaries
3.1. Some standard notations. We shall use the following notations: R is the set of real numbers,
R+ := {x ∈ R; x ≥ 0}, N = {1, 2, . . .}, N0 = N
⋃ {0}. An element α = (α1, . . . , αn) of Nn0 will be
called a multiindex, the size of α is: |α| = α1 + · · ·+ αn and the length of α is l(α) = n. For m ∈ N,
we write α ∈ {1, . . . ,m}n if αj ∈ {1, . . . ,m}, j = 1, . . . , n. We say that α is strictly increasing if
α1 < α2 < · · · < αn. We write xα = xα11 · · ·xαnn , x = (x1, . . . , xn), ∂αx = ∂α1x1 · · · ∂αnxn , ∂xj = ∂∂xj ,
∂αx =
∂|α|
∂xα , D
α
x = D
α1
x1 · · ·Dαnxn , Dx = 1i ∂x, Dxj = 1i ∂xj . Let z = (z1, . . . , zn), zj = x2j−1 + ix2j , j =
1, . . . , n, be coordinates of Cn. We write zα = zα11 · · · zαnn , zα = zα11 · · · zαnn , ∂
|α|
∂zα = ∂
α
z = ∂
α1
z1 · · ·∂αnzn ,
∂zj =
∂
∂zj
= 12 (
∂
∂x2j−1
− i ∂∂x2j ), j = 1, . . . , n. ∂
|α|
∂zα = ∂
α
z = ∂
α1
z1
· · · ∂αnzn , ∂zj = ∂∂zj = 12 ( ∂∂x2j−1 + i ∂∂x2j ),
j = 1, . . . , n.
Let M be a C∞ paracompact manifold. We let TM or T (M) and T ∗M or T ∗(M) denote the
tangent bundle of M and the cotangent bundle of M respectively. The complexified tangent bundle
of M and the complexified cotangent bundle of M will be denoted by CTM and CT ∗M respectively.
We write 〈 · , · 〉 to denote the pointwise duality between TM and T ∗M . We extend 〈 · , · 〉 bilinearly
to CTM × CT ∗M . Let E be a C∞ vector bundle over M . The fiber of E at x ∈ M will be denoted
by Ex. Let F be another vector bundle over M . We write E ⊠ F to denote the vector bundle over
M×M with fiber over (x, y) ∈M×M consisting of the linear maps from Ex to Fy. Let Y ⊂M be an
open set. From now on, the spaces of smooth sections of E over Y and distribution sections of E over
Y will be denoted by C∞(Y,E) and D ′(Y,E) respectively. Let E ′(Y,E) be the subspace of D ′(Y,E)
whose elements have compact support in Y . For m ∈ R, we let Hm(Y,E) denote the Sobolev space
of order m of sections of E over Y . Put
Hmloc (Y,E) =
{
u ∈ D ′(Y,E); ϕu ∈ Hm(Y,E), ∀ϕ ∈ C∞0 (Y )
}
,
Hmcomp (Y,E) = H
m
loc(Y,E) ∩ E ′(Y,E) .
Let E and F be C∞ vector bundles over a paracompact C∞ manifold M equipped with a smooth
density of integration. If A : C∞0 (M,E) → D ′(M,F ) is continuous, we write KA(x, y) or A(x, y) to
denote the distribution kernel of A. The following two statements are equivalent
(a) A is continuous: E ′(M,E)→ C∞(M,F ),
(b) KA ∈ C∞(M ×M,Ey ⊠ Fx).
If A satisfies (a) or (b), we say that A is smoothing. Let B : C∞0 (M,E)→ D ′(M,F ) be a continuous
operator. We write A ≡ B if A − B is a smoothing operator. We say that A is properly supported
if SuppKA ⊂ M ×M is proper. That is, the two projections: tx : (x, y) ∈ SuppKA → x ∈ M ,
ty : (x, y) ∈ SuppKA → y ∈M are proper (i.e. the inverse images of tx and ty of all compact subsets
of M are compact).
Let H(x, y) ∈ D ′(M × M,Ey ⊠ Fx). We write H to denote the unique continuous operator
C∞0 (M,E)→ D ′(M,F ) with distribution kernel H(x, y). In this work, we identify H with H(x, y).
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3.2. Set up and Terminology. Let (X,T 1,0X) be a paracompact orientable not necessarily com-
pact CR manifold of dimension 2n − 1, n > 2, where T 1,0X is a CR structure of X . That is,
T 1,0X is a complex n− 1 dimensional subbundle of the complexified tangent bundle CTX , satisfying
T 1,0X
⋂
T 0,1X = {0}, where T 0,1X = T 1,0X , and [V ,V ] ⊂ V , where V = C∞(X,T 1,0X).
Fix a smooth Hermitian metric 〈 · | · 〉 on CTX so that T 1,0X is orthogonal to T 0,1X := T 1,0X and
〈u | v 〉 is real if u, v are real tangent vectors. Then locally there is a real non-vanishing vector field T
of length one which is pointwise orthogonal to T 1,0X ⊕ T 0,1X . T is unique up to the choice of sign.
For u ∈ CTX , we write |u|2 := 〈u |u 〉. Denote by T ∗1,0X and T ∗0,1X the dual bundles of T 1,0X
and T 0,1X , respectively. They can be identified with subbundles of the complexified cotangent bundle
CT ∗X . Define the vector bundle of (0, q) forms by T ∗0,qX := ΛqT ∗0,1X . The Hermitian metric 〈 · | · 〉
on CTX induces, by duality, a Hermitian metric on CT ∗X and also on the bundles of (0, q) forms
T ∗0,qX , q = 0, 1, . . . , n− 1. We shall also denote all these induced metrics by 〈 · | · 〉. For v ∈ T ∗0,qX ,
we write |v|2 := 〈 v | v 〉, and for any p = 0, 1, 2, . . . , n− 1, let v∧,∗ : T ∗0,q+pX → T ∗0,pX be the adjoint
of v∧ : T ∗0,pX → T ∗0,p+qX with respect to 〈 · | · 〉. That is, 〈 v ∧ u | g 〉 = 〈u | v∧,∗g 〉, ∀u ∈ T ∗0,pX ,
g ∈ T ∗0,p+qX . Let D ⊂ X be an open set. Let Ω0,q(D) denote the space of smooth sections of
T ∗0,qX over D and let Ω0,q0 (D) be the subspace of Ω
0,q(D) whose elements have compact support
in D. Similarly, if E is a vector bundle over D, then we let Ω0,q(D,E) denote the space of smooth
sections of T ∗0,qX ⊗E over D and let Ω0,q0 (D,E) be the subspace of Ω0,q(D,E) whose elements have
compact support in D.
Locally we can choose an orthonormal frame ω1, . . . , ωn−1 of the bundle T ∗1,0X . Then ω1, . . . , ωn−1
is an orthonormal frame of the bundle T ∗0,1X . The real (2n−2) form ω = in−1ω1∧ω1∧· · ·∧ωn−1∧ωn−1
is independent of the choice of the orthonormal frame. Thus ω is globally defined. Locally there is a
real 1-form ω0 of length one which is orthogonal to T
∗1,0X ⊕ T ∗0,1X . The form ω0 is unique up to
the choice of sign. Since X is orientable, there is a nowhere vanishing (2n− 1) form Q on X . Thus,
ω0 can be specified uniquely by requiring that ω ∧ω0 = fQ, where f is a positive function. Therefore
ω0, so chosen, is globally defined. We call ω0 the uniquely determined global real 1-form. We choose
a vector field T so that
(3.1) |T | = 1 , 〈T , ω0 〉 = −1 .
Therefore T is uniquely determined. We call T the uniquely determined global real vector field. We
have the pointwise orthogonal decompositions:
CT ∗X = T ∗1,0X ⊕ T ∗0,1X ⊕ {λω0; λ ∈ C} ,
CTX = T 1,0X ⊕ T 0,1X ⊕ {λT ; λ ∈ C} .(3.2)
We recall
Definition 3.1. For p ∈ X , the Levi form Lp is the Hermitian quadratic form on T 1,0p X defined as
follows. For any U, V ∈ T 1,0p X , pick U ,V ∈ C∞(X,T 1,0X) such that U(p) = U , V(p) = V . Set
(3.3) Lp(U, V ) = 1
2i
〈[U ,V ](p) , ω0(p)〉 ,
where
[U ,V ] = U V − V U denotes the commutator of U and V . Note that Lp does not depend of
the choices of U and V .
Locally there is an orthonormal basis {U1, . . . ,Un−1} of T 1,0X with respect to 〈 · | · 〉 such that Lp
is diagonal in this basis, Lp(Uj ,U l) = δj,lλj(p), where δj,l = 1 if j = l, δj,l = 0 if j 6= l. The entries
{λ1(p), . . . , λn−1(p)} are called the eigenvalues of the Levi form at p ∈ X with respect to 〈 · | · 〉.
Definition 3.2. Given q ∈ {0, . . . , n− 1}, the Levi form is said to satisfy condition Y (q) at p ∈ X ,
if Lp has at least either max (q + 1, n− q) eigenvalues of the same sign or min (q + 1, n− q) pairs of
eigenvalues with opposite signs. Note that the sign of the eigenvalues does not depend on the choice
of the metric 〈 · | · 〉.
Let
(3.4) ∂b : Ω
0,q(X)→ Ω0,q+1(X)
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be the tangential Cauchy-Riemann operator. We say that a function u ∈ C∞(X) is Cauchy-Riemann
(CR for short) if ∂bu = 0.
Definition 3.3. Let L be a complex line bundle over X . We say that L is a Cauchy-Riemann (CR)
complex line bundle over X if its transition functions are CR.
From now on, we let (L, hL) be a CR Hermitian line bundle over X , where the Hermitian fiber
metric on L is denoted by hL. We will denote by φ the local weights of the Hermitian metric. More
precisely, if s is a local trivializing section of L on an open subset D ⊂ X , then the local weight of hL
with respect to s is the function φ ∈ C∞(D,R) for which
(3.5) |s(x)|2hL = e−2φ(x) , x ∈ D.
Let Lk, k > 0, be the k-th tensor power of the line bundle L. The Hermitian fiber metric on L
induces a Hermitian fiber metric on Lk that we shall denote by hL
k
. If s is a local trivializing section of
L then sk is a local trivializing section of Lk. The Hermitian metrics 〈 · | · 〉 on T ∗0,qX and hLk induce
Hermitian metrics on T ∗0,qX ⊗ Lk, q = 0, 1, . . . , n − 1. We shall denote these induced metrics by
〈 · | · 〉hLk . For f ∈ Ω0,q(X,Lk), we denote the pointwise norm |f(x)|2hLk := 〈 f(x) | f(x)〉hLk . We write
∂b,k to denote the tangential Cauchy-Riemann operator acting on forms with values in L
k, defined
locally by:
(3.6) ∂b,k : Ω
0,q(X,Lk)→ Ω0,q+1(X,Lk) , ∂b,k(sku) := sk∂bu,
where s is a local trivialization of L on an open subset D ⊂ X and u ∈ Ω0,q(D). We denote by
dvX = dvX(x) the volume form on X induced by the fixed Hermitian metric 〈 · | · 〉 on CTX . Then
we get natural global L2 inner products ( · | · )hLk , ( · | · ) on Ω0,q0 (X,Lk) and Ω0,q0 (X) respectively.
We denote by L2(0,q)(X,L
k) and L2(0,q)(X) the completions of Ω
0,q
0 (X,L
k) and Ω0,q0 (X) with respect
to ( · | · )hLk and ( · | · ) respectively. We extend ( · | · )hLk and ( · | · ) to L2(0,q)(X,Lk) and L2(0,q)(X) in
the standard way respectively. For f ∈ Ω0,q(X,Lk), we denote ‖f‖2hLk := ( f | f )hLk . Similarly, for
f ∈ Ω0,q(X), we denote ‖f‖2 := ( f | f ). We extend ∂b,k to L2(0,r)(X,Lk), r = 0, 1, . . . , n− 1, by
(3.7) ∂b,k : Dom ∂b,k ⊂ L2(0,r)(X,Lk)→ L2(0,r+1)(X,Lk) ,
where Dom ∂b,k := {u ∈ L2(0,r)(X,Lk); ∂b,ku ∈ L2(0,r+1)(X,Lk)}, where for any u ∈ L2(0,r)(X,Lk),
∂b,ku is defined in the sense of distribution. We also write
(3.8) ∂
∗
b,k : Dom ∂
∗
b,k ⊂ L2(0,r+1)(X,Lk)→ L2(0,r)(X,Lk)
to denote the Hilbert space adjoint of ∂b,k in the L
2 space with respect to ( · | · )hLk . Let (q)b,k denote
the (Gaffney extension) of the Kohn Laplacian given by
Dom
(q)
b,k = {s ∈ L2(0,q)(X,Lk); s ∈ Dom∂b,k ∩Dom ∂
∗
b,k, ∂b,ks ∈ Dom ∂
∗
b,k, ∂
∗
b,ks ∈ Dom ∂b,k} ,
(3.9)
and 
(q)
b,ks = ∂b,k∂
∗
b,ks+ ∂
∗
b,k∂b,ks for s ∈ Dom(q)b,k.
We need
Definition 3.4. Let s be a local trivializing section of L on an open subset D ⊂ X and φ the
corresponding local weight as in (3.5). For p ∈ D, we define the Hermitian quadratic form Mφp on
T 1,0p X by
(3.10) Mφp (U, V ) =
〈
U ∧ V , d(∂bφ− ∂bφ)(p)〉, U, V ∈ T 1,0p X,
where d is the usual exterior derivative and ∂bφ = ∂bφ.
The definition of Mφp depends on the choice of local trivializations. The following is well-known
(see Proposition 4.2 of [15])
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Proposition 3.5. Let D˜ be another local trivialization with D ∩ D˜ 6= ∅. Let s˜ be a local trivializing
section of L on D˜, |s˜(x)|2hL = e−2φ˜(x), φ˜ ∈ C∞(D˜,R), and s˜ = gs on D ∩ D˜, for some non-zero CR
function g. For p ∈ D⋂ D˜, we have
(3.11) Mφp =M
φ˜
p + i
( Tg
g
− T g
g
)
(p)Lp.
4. Semi-classical 
(q)
b,k and the characteristic manifold for 
(q)
b,k
As before, let s(x) be a local trivializing of L on some open subset D ⊂ X . We have the unitary
identification
(4.1)

C∞0 (D,T
∗0,qX)←→ C∞0 (D,Lk ⊗ T ∗0,qX)
u←→ u˜ = (eφs)ku, u = e−kφs−ku˜
∂s,k ←→ ∂b,k, ∂s,ku = e−kφs−k∂b,k((eφs)ku),
∂
∗
s,k ←→ ∂
∗
b,k, ∂
∗
s,ku = e
−kφs−k∂
∗
b,k((e
φs)ku),

(q)
s,k ←→ (q)b,k, (q)s,ku = e−kφs−k(q)b,k((eφs)ku).
We can check that
(4.2) ∂s,k = ∂b + k(∂bφ)
∧,
(4.3) ∂
∗
s,k = ∂
∗
b + k(∂bφ)
∧,∗
and
(4.4) 
(q)
s,k = ∂s,k∂
∗
s,k + ∂
∗
s,k∂s,k.
Here ∂
∗
b : C
∞(X,T ∗0,q+1X)→ C∞(X,T ∗0,qX) is the formal adjoint of ∂b with respect to ( · | · ).
For p ∈ X , we can choose an orthonormal frame e1(x), . . . , en−1(x) for T ∗0,1x X varying smoothly
with x in a neighbourhood of p. Let Zj(x), j = 1, . . . , n− 1, denote the basis of T 0,1x X , which is dual
to ej(x), j = 1, . . . , n− 1. Let Z∗j be the formal adjoint of Zj with respect to ( · | · ), j = 1, . . . , n− 1.
That is, (Zjf | h) = (f | Z∗j h), f, h ∈ C∞(X). On scalar functions, we have
∂s,k =
n−1∑
j=1
e∧j ◦ (Zj + kZj(φ)).
If f(x)ej1 ∧ · · · ∧ ejq is a typical term in a general (0, q) form, we get
∂s,k(f(x)ej1 ∧ · · · ∧ ejq )
=
n−1∑
j=1
(
Zj(f) + kZj(φ)
)
e∧j ej1 ∧ · · · ∧ ejq
+
q∑
t=1
(−1)t−1f(z)ej1 ∧ · · · ∧ (∂bejt) ∧ · · · ∧ ejq
=
( n−1∑
j=1
(
Zj(f) + kZj(φ)
)
e∧j
)
ej1 ∧ · · · ∧ ejq
+
( n−1∑
j=1
(∂bej)
∧e∧,∗j
)
(f(z)ej1 ∧ · · · ∧ ejq ).
So for the given orthonormal frame we have the identification
(4.5) ∂s,k =
n−1∑
j=1
(
e∧j ◦ (Zj + kZj(φ)) + (∂bej)∧e∧,∗j
)
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and correspondingly
(4.6) ∂
∗
s,k =
n−1∑
j=1
(
e∧,∗j ◦ (Z∗j + kZj(φ)) + e∧j (∂bej)∧,∗
)
.
We have

(q)
s,k = ∂s,k∂
∗
s,k + ∂
∗
s,k∂s,k
=
n−1∑
j,t=1
[(
e∧j ◦ (Zj + kZj(φ)) + (∂bej)∧e∧,∗j
)(
e∧,∗t ◦ (Z∗t + kZt(φ)) + e∧t (∂bet)∧,∗
)
+
(
e∧,∗t ◦ (Z∗t + kZt(φ)) + e∧t (∂bet)∧,∗
)(
e∧j ◦ (Zj + kZj(φ)) + (∂bej)∧e∧,∗j
)]
=
n−1∑
j,t=1
[(
e∧j ◦ (Zj + kZj(φ))
)(
e∧,∗t ◦ (Z∗t + kZt(φ))
)
+
(
e∧,∗t ◦ (Z∗t + kZt(φ))
)
(
e∧j ◦ (Zj + kZj(φ)))
]
+ ε(Z + kZ(φ)) + ε(Z∗ + kZ(φ)) + f
=
n−1∑
j,t=1
[
e∧j e
∧,∗
t ◦ (Zj + kZj(φ))(Z∗t + kZt(φ)) + e∧,∗t e∧j ◦ (Z∗t + kZt(φ))
(Zj + kZj(φ))
]
+ ε(Z + kZ(φ)) + ε(Z∗ + kZ(φ)) + f
=
n−1∑
j,t=1
(e∧j e
∧,∗
t + e
∧,∗
t e
∧
j ) ◦ (Z∗t + kZt(φ))(Zj + kZj(φ))
+
n−1∑
j,t=1
e∧j e
∧,∗
t ◦ [Zj + kZj(φ), Z∗t + kZt(φ)]
+ ε(Z + kZ(φ)) + ε(Z∗ + kZ(φ)) + f,
(4.7)
where ε(Z + kZ(φ)) denotes remainder terms of the form
∑
aj(Zj + kZjφ) with aj smooth, matrix-
valued and independent of k, for all j, and similarly for ε(Z∗ + kZ(φ)) and f is a smooth function
independent of k.
Note that
(4.8) e∧j e
∧,∗
t + e
∧,∗
t e
∧
j = δj,t.
Combining (4.7) with (4.8), we get the following
Proposition 4.1. With the notations used before, using the identification (4.1), we can identify the
Kohn Laplacian 
(q)
b,k with

(q)
s,k = ∂s,k∂
∗
s,k + ∂
∗
s,k∂s,k
=
n−1∑
j=1
(Z∗j + kZj(φ))(Zj + kZj(φ))
+
n−1∑
j,t=1
e∧j e
∧,∗
t ◦ [Zj + kZj(φ), Z∗t + kZt(φ)]
+ ε(Z + kZ(φ)) + ε(Z∗ + kZ(φ)) + f,
(4.9)
where ε(Z + kZ(φ)) denotes remainder terms of the form
∑
aj(Zj + kZj(φ)) with aj smooth, matrix-
valued and independent of k, for all j, and similarly for ε(Z∗ + kZ(φ)) and f is a smooth function
independent of k.
16
We work with some real local coordinates x = (x1, . . . , x2n−1) defined on D. Let ξ = (ξ1, . . . , ξ2n−1)
denote the dual variables of x. Then (x, ξ) are local coordinates of the cotangent bundle T ∗D. Let
qj(x, ξ) be the semi-classical principal symbol of Zj+kZj(φ), j = 1, . . . , n−1. Then the semi-classical
principal symbol of 
(q)
s,k is given by
(4.10) p0 =
n−1∑
j=1
qjqj .
The characteristic manifold Σ of 
(q)
s,k is
Σ = {(x, ξ) ∈ T ∗D; p0(x, ξ) = 0}
=
{
(x, ξ) ∈ T ∗D; q1(x, ξ) = · · · = qn−1(x, ξ) = q1(x, ξ) = · · · = qn−1(x, ξ) = 0
}
.
(4.11)
From (4.11), we see that p0 vanishes to second order at Σ. We have the following
Proposition 4.2. We have
(4.12) Σ =
{
(x, ξ) ∈ T ∗D; ξ = λω0(x) − 2Im∂bφ(x), λ ∈ R
}
.
Proof. For p ∈ D, we may choose local coordinates x = (x1, . . . , x2n−1), such that x(p) = 0, ω0(p) =√
2dx2n−1, ( ∂∂xj (p) | ∂∂xk (p)) = 2δj,k, j, k = 1, . . . , 2n − 1 and Zj = 12 ( ∂∂x2j−1 + i ∂∂x2j ) at p, j =
1, . . . , n−1, where Zj , j = 1, . . . , n−1, are as in (4.9). Then the principal symbol of Zj is 12 i(ξ2j−1+iξ2j)
at p, j = 1, . . . , n− 1. Thus
(4.13) qj(p, ξ) =
1
2
i(ξ2j−1 + iξ2j) +
1
2
(
∂φ
∂x2j−1
(p) + i
∂φ
∂x2j
(p)),
j = 1, . . . , n− 1. From (4.13), we see that (p, ξ) ∈ Σ if and only if
(4.14) ξ2j−1 = − ∂φ
∂x2j
(p), ξ2j =
∂φ
∂x2j−1
(p), j = 1, . . . , n− 1.
Note that
(∂bφ)(p) =
n−1∑
j=1
(1
2
( ∂φ
∂x2j−1
(p) + i
∂φ
∂x2j
(p)
)
(dx2j−1 − idx2j)
)
.
Hence
(4.15) Im (∂bφ)(p) =
n−1∑
j=1
(1
2
(− ∂φ
∂x2j−1
(p)dx2j +
∂φ
∂x2j
(p)dx2j−1
))
.
From (4.14) and (4.15), the proposition follows. 
Let σ = dξ∧dx denote the canonical two form on T ∗D. We are therefore interested in whether σ is
non-degenerate at ρ ∈ Σ. We recall that σ is non-degenerate at ρ ∈ Σ if σ(u, v) = 0 for all v ∈ CTρΣ,
where u ∈ CTρΣ, then u = 0.
From now on, for any f ∈ C∞(T ∗D,C), we write Hf to denote the Hamilton field of f . That is,
in local symplectic coordinates (x, ξ),
Hf =
2n−1∑
j=1
( ∂f
∂ξj
∂
∂xj
− ∂f
∂xj
∂
∂ξj
)
.
For f, g ∈ C∞(T ∗D,C), {f, g} denotes the Poisson bracket of f and g. We recall that {f, g} =∑2n−1
s=1 (
∂f
∂ξs
∂g
∂xs
− ∂f∂xs
∂g
∂ξs
).
First, we need
Lemma 4.3. For ρ = (p, λ0ω0(p)− 2Im ∂bφ(p)) ∈ Σ, we have
(4.16) σ(Hqj , Hqt)|ρ = 0, j, t = 1, . . . , n− 1,
(4.17) σ(Hqj , Hqt)|ρ = 0, j, t = 1, . . . , n− 1,
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and
σ(Hqj , Hqt)|ρ = 2iλ0Lp(Zj , Zt) + i < [Zj , Zt](p), ∂bφ(p)− ∂bφ(p) >
− i(ZjZt + ZtZj)φ(p), j, t = 1, . . . , n− 1,
(4.18)
where Zj, j = 1, . . . , n−1, are as in (4.9) and qj is the semi-classical principal symbol of Zj+kZj(φ),
j = 1, . . . , n− 1.
Proof. We write ρ = (p, ξ0). It is straightforward to see that
(4.19) σ(Hqj , Hqt)|ρ = {qj , qt} (ρ) = − < [Zj , Zt](p), ξ0 > +i[Zj, Zt]φ(p).
We have
< [Zj, Zt](p), ξ0 >=< [Zj , Zt](p), λ0ω0(p)− 2Im ∂bφ(p) >
= λ0 < [Zj , Zt](p), ω0(p) > +i < [Zj, Zt](p), ∂bφ(p)− ∂bφ(p) > .
(4.20)
Since [Zj , Zt](p) ∈ T 0,1p X , we have
(4.21) < [Zj , Zt](p), ω0(p) >= 0
and
(4.22) < [Zj , Zt](p), ∂bφ(p) >= 0.
Thus,
(4.23) < [Zj , Zt](p), ∂bφ(p) − ∂bφ(p) >=< [Zj, Zt](p), ∂bφ(p) >= [Zj, Zt]φ(p).
From (4.20), (4.21) and (4.23), we get
< [Zj , Zt](p), ξ0 >= i[Zj, Zt]φ(p).
Combining this with (4.19), we get (4.16). The proof of (4.17) is the same.
As (4.19), it is straightforward to see that
(4.24) σ(Hqj , Hqt)|ρ =
{
qj, qt
}
(ρ) =< [Zj , Zt](p), ξ0 > −i(ZjZt + ZtZj)φ(p),
where j, t = 1, . . . , n− 1. We have
< [Zj , Zt](p), ξ0 >=< [Zj , Zt](p), λ0ω0(p)− 2Im ∂bφ(p) >
= λ0 < [Zj , Zt](p), ω0(p) > +i < [Zj , Zt](p), ∂bφ(p)− ∂bφ(p) >
= 2iλ0Lp(Zj , Zt) + i < [Zj , Zt](p), ∂bφ(p)− ∂bφ(p) > .
(4.25)
Combining (4.25) with (4.24), (4.18) follows. 
The following is well-known (see Lemma 4.1 in [15])
Lemma 4.4. For any U, V ∈ T 1,0p X, pick U ,V ∈ C∞(D,T 1,0X) that satisfy U(p) = U , V(p) = V .
Then,
(4.26) Mφp (U, V ) = −
〈[U ,V ](p), ∂bφ(p)− ∂bφ(p)〉 + (UV + VU)φ(p).
Now, we can prove
Theorem 4.5. σ is non-degenerate at ρ = (p, λ0ω0(p)− 2Im∂bφ(p)) ∈ Σ if and only if the Hermitian
quadratic form Mφp − 2λ0Lp is non-degenerate.
Proof. Note that
Σ =
{
(x, ξ) ∈ T ∗D; qj(x, ξ) = qj(x, ξ) = 0, j = 1, . . . , n− 1
}
.
Let CTρΣ and CTρ(T
∗D) be the complexifications of TρΣ and Tρ(T ∗D) respectively. Let TρΣ⊥ be
the orthogonal to CTρΣ in CTρ(T
∗D) with respect to the canonical two form σ. We notice that
dimCTρΣ
⊥ = 2n− 2. It is easy to check that
σ(v,Hqj )|ρ =< dqj(ρ), v >, σ(v,Hqj )|ρ =< dqj(ρ), v >,
j = 1, . . . , n − 1, v ∈ CTρ(T ∗D). Thus, if v ∈ CTρΣ, we get σ(Hqj , v)|ρ = 0, σ(Hqj , v)|ρ = 0,
j = 1, . . . , n− 1. We conclude that Hq1 , . . . , Hqn−1 , Hq1 , . . . , Hqn−1 is a basis for TρΣ⊥.
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Now, we assume that Mφp − 2λ0Lp is non-degenerate. Let ν ∈ CTρΣ
⋂
TρΣ
⊥. We write ν =∑n−1
j=1 (αjHqj (ρ) + βjHqj (ρ)). Since ν ∈ CTρΣ, we have
σ(ν,Hqt)|ρ = σ(ν,Hqt)|ρ = 0,
t = 1, . . . , n− 1. In view of (4.16), (4.17), (4.18) and (4.26), we see that
σ(ν,Hqt)|ρ =
n−1∑
j=1
βj
(
2iλ0Lp(Zj , Zt)− iMφp (Zj , Zt)
)
= 2iλ0Lp(Y, Zt)− iMφp (Y, Zt) = 0,
(4.27)
for all t = 1, . . . , n − 1, where Y = ∑n−1j=1 βjZj(p) ∈ T 1,0p X . Since −Mφp + 2λ0Lp is non-degenerate,
we get Y = 0. Thus, βj = 0, j = 1, . . . , n− 1. Similarly, we can repeat the process above to show that
αj = 0, j = 1, . . . , n− 1. We conclude that CTρΣ
⋂
TρΣ
⊥ = 0. Hence σ is non-degenerate at ρ.
Conversely, we assume that σ is non-degenerate at ρ. If for some Y ∈ T 1,0p X , we have Mφp (Y, Z)−
2λ0Lp(Y, Z) = 0 for all Z ∈ T 1,0p X . We write Y =
∑n−1
j=1 βjZj(p). As before, we can show that
σ(
∑n−1
j=1 βjHqj , Hqt)|ρ = 0 and σ(
∑n−1
j=1 βjHqj , Hqt)|ρ = 0 for all t = 1, . . . , n−1. Thus,
∑n−1
j=1 βjHqj ∈
(TρΣ
⊥)⊥ = CTρΣ. Hence,
∑n−1
j=1 βjHqj ∈ CTρΣ
⋂
TρΣ
⊥. Since σ is non-degenerate at ρ, we get
βj = 0, j = 1, . . . , n− 1. Thus, Mφp − 2λ0Lp is non-degenerate. The theorem follows. 
5. The heat equation for the local operatot 
(q)
s
In this section, we will introduce the local operator 
(q)
s . The goal of this section is to find a
microlocal partial inverse and an approximate kernel for 
(q)
s in some non-degenerate part of the
characteristic manifold of 
(q)
s . In the next section, we will reduce the semi-classical analysis of the
Kohn Laplacian 
(q)
b,k to the microlocal analysis of the local operator 
(q)
s .
5.1. 
(q)
s and the eikonal equation for 
(q)
s . We first introduce some notations. Let Ω be an open
set in RN and let f , g be positive continuous functions on Ω. We write f ≍ g if for every compact set
K ⊂ Ω there is a constant cK > 0 such that f ≤ cKg and g ≤ cKf on K.
Let s be a local trivializing section of L on an open subset D ⋐ X and |s|2hL = e−2φ. In this
section, we work with some real local coordinates x = (x1, . . . , x2n−1) defined on D. We write
ξ = (ξ1, . . . , ξ2n−1) or η = (η1, . . . , η2n−1) to denote the dual coordinates of x. We consider the domain
Dˆ := D × R. We write xˆ := (x, x2n) = (x1, x2, . . . , x2n−1, x2n) to denote the coordinates of D × R,
where x2n is the coordinate of R. We write ξˆ := (ξ, ξ2n) or ηˆ := (η, η2n) to denote the dual coordinates
of xˆ, where ξ2n and η2n denote the dual coordinate of x2n. We shall use the following notations:
< x, η >:=
∑2n−1
j=1 xjηj , < x, ξ >:=
∑2n−1
j=1 xjξj , < xˆ, ηˆ >:=
∑2n
j=1 xjηj , < xˆ, ξˆ >:=
∑2n
j=1 xjξj .
Let T ∗0,qDˆ be the bundle with fiber
T ∗0,qxˆ Dˆ :=
{
u ∈ T ∗0,qx D, xˆ = (x, x2n)
}
at xˆ ∈ Dˆ. From now on, for every point xˆ = (x, x2n) ∈ Dˆ, we identify T ∗0,qxˆ Dˆ with T ∗0,qx X .
Let 〈 · | · 〉 be the Hermitian metric on CT ∗Dˆ given by 〈 ξˆ | ηˆ 〉 = 〈 ξ | η 〉 + ξ2nη2n, (xˆ, ξˆ), (xˆ, ηˆ) ∈
CT ∗Dˆ. Let Ω0,q(Dˆ) denote the space of smooth sections of T ∗0,qDˆ over Dˆ and put Ω0,q0 (Dˆ) :=
Ω0,q(Dˆ)
⋂
E ′(Dˆ, T ∗0,qDˆ). Using the identification
ku(x) = e−ikx2n(−i ∂
∂x2n
(eikx2nu(x)), ∀u ∈ Ω0,q(D),
we consider the following operators
∂s : Ω
0,r(Dˆ)→ Ω0,r+1(Dˆ), ∂s,ku = e−ikx2n+1∂s(ueikx2n), ∀u ∈ Ω0,r(D),
∂
∗
s : Ω
0,r+1(Dˆ)→ Ω0,r(Dˆ), ∂∗s,ku = e−ikx2n+1∂
∗
s(ue
ikx2n), ∀u ∈ Ω0,r+1(D),
(5.1)
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where r = 0, 1, . . . , n− 1 and ∂s,k, ∂∗s,k are given by (4.1). From (4.5) and (4.6), it is easy to see that
∂s =
n−1∑
j=1
(
e∧j ◦ (Zj − iZj(φ)
∂
∂x2n
) + (∂bej)
∧e∧,∗j
)
,
∂
∗
s =
n−1∑
j=1
(
e∧,∗j ◦ (Z∗j − iZj(φ)
∂
∂x2n
) + e∧j (∂bej)
∧,∗
)
,
(5.2)
where Z1, . . . , Zn−1, Z∗1 , . . . , Z
∗
n−1 and e1, . . . , en−1 are as in Proposition 4.1. Put
(5.3) (q)s := ∂s∂
∗
s + ∂
∗
s∂s : Ω
0,q(Dˆ)→ Ω0,q(Dˆ).
From (5.1), we have
(5.4) 
(q)
s,ku = e
−ikx2n+1(q)s (ue
ikx2n), ∀u ∈ Ω0,q(D),
where 
(q)
s,k is given by (4.4).
Let u(x) ∈ Ω0,q0 (Dˆ). Note that
k
∫
e−ikx2nu(x)dx2n =
∫
i
∂
∂x2n
(e−ikx2n)u(x)dx2n =
∫
e−ikx2n
(− i ∂u
∂x2n
(x)
)
dx2n.
From this observation and explicit formulas of ∂s,k, ∂
∗
s,k, ∂s and ∂
∗
s (see (4.5), (4.6) and (5.2)), we
conclude that
(5.5) 
(q)
s,k
( ∫
e−ikx2nu(x)dx2n
)
=
∫
e−ikx2n((q)s u)(x)dx2n,
for all u(x) ∈ Ω0,q0 (Dˆ).
From (5.2) and (5.3), we can repeat the proof of Proposition 4.1 and conclude that
Proposition 5.1. With the notations used before, we have
(q)s = ∂s∂
∗
s + ∂
∗
s∂s
=
n−1∑
j=1
(Z∗j − iZj(φ)
∂
∂x2n
)(Zj − iZj(φ) ∂
∂x2n
)
+
n−1∑
j,t=1
e∧j e
∧,∗
t ◦ [Zj − iZj(φ)
∂
∂x2n
, Z∗t − iZt(φ)
∂
∂x2n
]
+ ε(Z − iZ(φ) ∂
∂x2n
) + ε(Z∗ − iZ(φ) ∂
∂x2n
) + zero order terms,
(5.6)
where ε(Z − iZ(φ) ∂∂x2n ) denotes remainder terms of the form
∑
aj(Zj − iZj(φ) ∂∂x2n ) with aj smooth,
matrix-valued, for all j, and similarly for ε(Z∗ − iZ(φ) ∂∂x2n ).
In this section, we will study the heat equation ∂t + 
(q)
s . Until further notice, we fix q ∈
{0, 1, . . . , n− 1}. First, we consider the problem
(5.7)
{
(∂t +
(q)
s )u(t, xˆ) = 0 in R+ × Dˆ,
u(0, xˆ) = v(xˆ).
We need
Definition 5.2. Let 0 ≤ q1 ≤ n−1, q1 ∈ N0. We say that a(t, xˆ, ηˆ) ∈ C∞(R+×T ∗Dˆ, T ∗0,q1Dˆ⊠T ∗0,qDˆ)
is quasi-homogeneous of degree j if a(t, xˆ, ληˆ) = λja(λt, xˆ, ηˆ) for all λ > 0.
Definition 5.3. Let 0 ≤ q1 ≤ n− 1, q1 ∈ N0. We say that b(xˆ, ηˆ) ∈ C∞(T ∗Dˆ, T ∗0,q1Dˆ ⊠ T ∗0,qDˆ) is
positively homogeneous of degree j if b(xˆ, ληˆ) = λjb(xˆ, ηˆ) for all λ > 0.
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Let 0 ≤ q1 ≤ n − 1, q1 ∈ N0. We look for an approximate solution of (5.7) of the form u(t, xˆ) =
A(t)v(xˆ),
(5.8) A(t)v(xˆ) =
1
(2π)2n
∫∫
ei(ψ(t,xˆ,ηˆ)−<yˆ,ηˆ>)a(t, xˆ, ηˆ)v(yˆ)dyˆdηˆ
where formally a(t, xˆ, ηˆ) ∼∑∞j=0 aj(t, xˆ, ηˆ), aj(t, xˆ, ηˆ) ∈ C∞(R+×T ∗Dˆ, T ∗0,q1Dˆ⊠T ∗0,qDˆ), aj(t, xˆ, ηˆ)
is a quasi-homogeneous function of degree −j. The phase ψ(t, xˆ, ηˆ) should solve the eikonal equation
(5.9)
{
∂ψ
∂t
− ipˆ0(xˆ, ψ′xˆ) = O(|Imψ|N ), ∀N ≥ 0,
ψ|t=0 =< xˆ, ηˆ >
with Imψ ≥ 0, where pˆ0 denotes the principal symbol of (q)s . From (5.6), we have
(5.10) pˆ0 =
n−1∑
j=1
qˆj qˆj ,
where qˆj is the principal sympol of Zj − iZj(φ) ∂∂x2n , j = 1, . . . , n− 1. The characteristic manifold Σˆ
of 
(q)
s is given by
(5.11) Σˆ =
{
(xˆ, ξˆ) ∈ T ∗Dˆ; qˆ1(xˆ, ξˆ) = · · · = qˆn−1(xˆ, ξˆ) = qˆ1(xˆ, ξˆ) = · · · = qˆn−1(xˆ, ξˆ) = 0
}
.
From (5.11), we see that pˆ0 vanishes to second order at Σˆ. Let σˆ denote the canonical two form on
T ∗Dˆ. We can repeat the proofs of Proposition 4.2 and Theorem 4.5 with minor changes and conclude
that
Theorem 5.4. We have
(5.12) Σˆ =
{
(xˆ, ξˆ) ∈ T ∗Dˆ; ξˆ = (λω0(x) − 2Im∂bφ(x)ξ2n, ξ2n), λ ∈ R
}
.
Moreover, σˆ is non-degenerate at ρˆ = ((p, x2n), (λ0ω0(p) − 2Im ∂bφ(p), ξ2n)) ∈ Σˆ if and only if the
Hermitian quadratic form ξ2nM
φ
p − 2λ0Lp is non-degenerate.
Until further notice, we assume that
there exist x0 ∈ D and λ0 ∈ R such that Mφx0 − 2λ0Lx0 is non-degenerate
of constant signature (n−, n+) at each point of D.
(5.13)
Let V be a bounded open set of T ∗D with V ⊂ T ∗D and
(5.14) V
⋂
Σ ⊂ Σ′,
where Σ′ is given by (1.5). Put
(5.15) U =
{
(xˆ, ξˆ) ∈ T ∗Dˆ; ξˆ = (ξ2nξ, ξ2n), (x, ξ) ∈ V, ξ2n > 0
}
.
U is a conic open set of T ∗Dˆ and
U
⋂
Σˆ ⊂{(xˆ, (λω0(x)− 2Im ∂bφ(x)ξ2n, ξ2n)); ξ2nMφx − 2λLx is non-degenerate
of constant signature (n−, n+)}.
(5.16)
Since V
⋂
Σ ⋐ Σ′, it is not difficult to see that there is a constant µ > 0 such that
(5.17) inf{|λ|; λ: eigenvalue of ξ2nMφx − 2λLx, (xˆ, ξˆ) ∈ U
⋂
Σˆ} ≥ µξ2n.
Until further notice, we work in U . Since σˆ is non-degenerate at each point of U
⋂
Σˆ, (5.9) can be
solved with Imψ ≥ 0 on U . More precisely, we have the following
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Theorem 5.5. There exists ψ(t, xˆ, ηˆ) ∈ C∞(R+ × U) such that ψ(t, xˆ, ηˆ) is quasi-homogeneous of
degree 1 and Imψ ≥ 0 and such that (5.9) holds where the error term is uniform on every set of the
form [0, T ] × K with T > 0 and K ⊂ U compact. Furthermore, ψ is unique up to a term which is
O(|Imψ|N ) locally uniformly for every N and
ψ(t, xˆ, ηˆ) =< xˆ, ηˆ > on Σˆ
⋂
U,
dxˆ,ηˆ(ψ− < xˆ, ηˆ >) = 0 on Σˆ
⋂
U.
(5.18)
Moreover, we have
(5.19) Imψ(t, xˆ, ηˆ) ≍
(
|ηˆ| t |ηˆ|
1 + t |η|
)(
dist
(
(xˆ,
ηˆ
|ηˆ| ), Σˆ
))2
, t ≥ 0, (xˆ, ηˆ) ∈ U.
Theorem 5.6. There exists a function ψ(∞, xˆ, ηˆ) ∈ C∞(U) with a uniquely determined Taylor ex-
pansion at each point of Σˆ
⋂
U such that ψ(∞, xˆ, ηˆ) is positively homogeneous of degree 1 and for
every compact set K ⊂ U there is a cK > 0 such that Imψ(∞, xˆ, ηˆ) ≥ cK |ηˆ|
(
dist
(
(xˆ, ηˆ|ηˆ| ), Σˆ
))2
,
dxˆ,ηˆ(ψ(∞, xˆ, ηˆ)− < xˆ, ηˆ >) = 0 on U
⋂
Σˆ. If λ ∈ C(U), λ > 0 and λ(xˆ, ξˆ) < minλj(xˆ, ξˆ), for all
(xˆ, ξˆ) = (xˆ, (λω0(x)− 2Im∂bφ(x)ξ2n , ξ2n)) ∈ Σˆ
⋂
U , where λj(xˆ, ξˆ) are the eigenvalues of the Hermit-
ian quadratic form ξ2nM
φ
x − 2λLx, then the solution ψ(t, xˆ, ηˆ) of (5.9) can be chosen so that for every
compact set K ⊂ U and all indices α, β, γ, there is a constant cα,β,γ,K > 0 such that
(5.20)
∣∣∣∂αxˆ ∂βηˆ ∂γt (ψ(t, xˆ, ηˆ)− ψ(∞, xˆ, ηˆ))∣∣∣ ≤ cα,β,γ,Ke−λ(xˆ,ηˆ)t on R+ ×K.
For the proofs of Theorem 5.5 and Theorem 5.6, we refer the reader to Menikoff-Sjo¨strand [22]
and [14]. Put
(5.21) diag ′
(
(U
⋂
Σˆ)× (U
⋂
Σˆ)
)
:=
{
(xˆ, xˆ, ξˆ,−ξˆ); (xˆ, ξˆ) ∈ U
⋂
Σˆ
}
.
We also need the following which is also well-known (see Proposition 3.5 of part I in [14])
Theorem 5.7. The two phases ψ(∞, xˆ, ηˆ)− < yˆ, ηˆ >, −ψ(∞, yˆ, ηˆ)+ < xˆ, ηˆ > are equivalent for
classical symbols at every point of diag ′
(
(U
⋂
Σˆ)× (U ⋂ Σˆ)) in the sense of Melin-Sjo¨strand [21].
From (5.6), we can check that the principal symbol pˆ0 has the following property:
(5.22) pˆ0((x, x2n + α), ηˆ) = pˆ0(xˆ, ηˆ), ∀α ∈ R.
Fix α ∈ R, we consider
ψ˜(t, xˆ, ηˆ) := ψ(t, (x, x2n + α), ηˆ)− αη2n.
From (5.22), it is not difficult to see that ψ˜(t, xˆ, ηˆ) solves (5.9). From Theorem 5.5, we see that
ψ˜(t, xˆ, ηˆ)− ψ(t, xˆ, ηˆ) =(ψ(t, (x, x2n + α), η) − (x2n + α)η2n)−(ψ(t, xˆ, ηˆ)− x2nη2n)
vanishes to infinite order at Σˆ
⋂
U , for all α ∈ R. This means that the Taylor expansions of ψ(t, xˆ, ηˆ)−
x2nη2n at Σˆ
⋂
U do not depend on x2n. Thus,
∂ψ
∂x2n
(t, xˆ, ηˆ)− ηˆ2n vanishes to infinite order at Σˆ
⋂
U .
We conclude that ψ(t, xˆ, ηˆ)−(ψ(t, (x, 0), ηˆ) + x2nη2n) vanishes to infinite order at Σˆ⋂U . Since we
only need to consider Taylor expansions at Σˆ
⋂
U , from now on, we assume that
(5.23) ψ(t, xˆ, ηˆ) = ψ(t, (x, 0), ηˆ) + x2nη2n.
Thus,
(5.24) ψ(∞, xˆ, ηˆ) = ψ(∞, (x, 0), ηˆ) + x2nη2n.
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5.2. The transport equations for 
(q)
s . We let the full symbol of 
(q)
s be:
full symbol of (q)s =
2∑
j=0
pˆj(xˆ, ξˆ),
where pˆj(xˆ, ξˆ) is positively homogeneous of order 2−j. We apply ∂t+(q)s formally under the integral
in (5.8) and then introduce the asymptotic expansion of 
(q)
s (aeiψ) (see page 148 of [21]). Setting
(∂t + 
(q)
s )(aeiψ) ∼ 0 and regrouping the terms according to the degree of quasi-homogeneity. We
obtain the transport equations
(5.25)
{
T (t, xˆ, ηˆ, ∂t, ∂xˆ)a0 = O(|Imψ|N), ∀N,
T (t, xˆ, ηˆ, ∂t, ∂xˆ)aj +Rj(t, xˆ, ηˆ, a0, . . . , aj−1) = O(|Imψ|N ), ∀N.
Here
T (t, xˆ, ηˆ, ∂t, ∂xˆ) = ∂t − i
2n∑
j=1
∂pˆ0
∂ξj
(xˆ, ψ′xˆ)
∂
∂xj
+ q(t, xˆ, ηˆ)
where
q(t, xˆ, ηˆ) = pˆ1(xˆ, ψ
′
xˆ) +
1
2i
2n∑
j,t=1
∂2pˆ0(xˆ, ψ
′
xˆ)
∂ξj∂ξt
∂2ψ(t, xˆ, ηˆ)
∂xj∂xt
and Rj is a linear differential operator acting on a0, a1, . . . , aj−1. We note that q(t, xˆ, ηˆ)→ q(∞, xˆ, ηˆ)
exponentially fast in the sense of (5.20) and the same is true for the coefficients of Rj , for all j.
We pause and introduce some notations. The subprincipal symbol of 
(q)
s at (xˆ, ξˆ) ∈ Σˆ is given by
(5.26) pˆs0(xˆ, ξˆ) = pˆ1(xˆ, ξˆ) +
i
2
2n∑
j=1
∂2pˆ0(xˆ, ξˆ)
∂xˆj∂ξˆj
∈ T ∗0,qxˆ Dˆ ⊠ T ∗0,qxˆ Dˆ.
Since Σˆ is doubly characteristic, it is well-known that the subprincipal symbol of 
(q)
s is invariantly
defined on Σˆ (see page 83 in Ho¨rmander [12]). The fundamental matrix of pˆ0 at ρˆ ∈ Σˆ is the linear
map F (ρˆ) on Tρˆ(T
∗Dˆ) defined by
(5.27) σˆ(t, F (ρ)s) =< t, pˆ′′0(ρˆ)s >, t, s ∈ Tρˆ(T ∗Dˆ),
where pˆ′′0 (ρˆ) =
 ∂2pˆ0∂xˆ∂xˆ (ρˆ) ∂2pˆ0∂ξˆ∂xˆ (ρˆ)
∂2pˆ0
∂xˆ∂ξˆ
(ρˆ) ∂
2pˆ0
∂ξˆ∂ξˆ
(ρˆ)
. For ρˆ ∈ Σˆ, let t˜rF (ρˆ) := ∑ |µj |, where ±iµj are non-
vanishing eigenvalues of F (ρˆ). For ρˆ = (xˆ, ξˆ) ∈ Σˆ⋂U , put
(5.28) inf(pˆs0(ρˆ) +
1
2
t˜rF (ρˆ)) = inf
{
λ; λ: eigenvalue of pˆs0(ρˆ) +
1
2 t˜rF (ρˆ)
}
and set
(5.29) N(pˆs0(ρˆ) +
1
2
t˜rF (ρˆ)) =
{
u ∈ T ∗0,qxˆ Dˆ; (pˆs0(ρˆ) +
1
2
t˜rF (ρˆ))u = 0
}
.
We return to our situation. We can repeat the proof of Proposition 4.3 in part I of [14] with minor
changes and obtain the following
Theorem 5.8. Let 0 ≤ q1 ≤ n − 1, q1 ∈ N0. Let cj(xˆ, ηˆ) ∈ C∞(U, T ∗0,q1Dˆ ⊠ T ∗0,qDˆ), j = 0, 1, . . .,
be positively homogeneous functions of degree m− j, m ∈ Z. Then, we can find solutions aj(t, xˆ, ηˆ) ∈
C∞(R+ × T ∗Dˆ, T ∗0,q1Dˆ ⊠ T ∗0,qDˆ), j = 0, 1, . . ., of the system (5.25) with aj(0, xˆ, ηˆ) = cj(xˆ, ηˆ),
j = 0, 1, . . ., where aj(t, xˆ, ηˆ) is a quasi-homogeneous function of degree m− j such that aj(t, xˆ, ηˆ) has
unique Taylor expansions on Σˆ, for all j. Furthermore, let λ(xˆ, ηˆ) ∈ C(U) and λ(xˆ, ηˆ) < inf(pˆs0(xˆ, ηˆ)+
1
2 t˜rF (xˆ, ηˆ)), for all (xˆ, ηˆ) ∈ Σˆ
⋂
U . Then for all indices α, β, γ, j and every compact set K ⋐ Σˆ
⋂
U
there exists a constant c > 0 such that
(5.30)
∣∣∣∂γt ∂αxˆ ∂βηˆ aj(t, xˆ, ηˆ)∣∣∣ ≤ ce−tλ(xˆ,ηˆ) on R+ ×K.
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Moreover, for every ρˆ0 = (xˆ0, ηˆ0) ∈ Σˆ
⋂
U ,
lim
t→∞
a0(t, xˆ0, ηˆ0) exists,(
lim
t→∞
a0(t, xˆ0, ηˆ0)
)
u ∈ N(pˆs0(ρˆ) +
1
2
t˜rF (ρˆ)), ∀u ∈ T ∗0,qxˆ Dˆ.
(5.31)
We are therefore interested in whether inf(pˆs0(ρˆ)+
1
2 t˜rF (ρˆ)) > 0, ρˆ ∈ U
⋂
Σˆ. We have the following
Theorem 5.9. If q = n−, then for all (xˆ, ξˆ) ∈ Σˆ
⋂
U , we have
(5.32) inf(pˆs0(xˆ, ξˆ) +
1
2
t˜rF (xˆ, ξˆ)) = 0.
If q 6= n−, then there is a constant µ0 > 0 such that for all (xˆ, ξˆ) ∈ Σˆ
⋂
U , we have
(5.33) inf(pˆs0(xˆ, ξˆ) +
1
2
t˜rF (xˆ, ξˆ)) > µ0ξ2n.
Proof. First, we compute the subprincipal symbol pˆs0(ρˆ), ρˆ ∈ Σˆ. For an operator of the form (Z∗j −
iZj(φ)
∂
∂x2n
)(Zj − iZj(φ) ∂∂x2n ) this subprincipal symbol is given by − 12i{qˆj , qˆj} and the contribution
from the double sum in (5.6) to the subprincipal symbol of 
(q)
s is
1
i
∑n−1
j,t=1 e
∧
j e
∧,∗
t ◦ {qˆj, qˆt}, where
qˆj is the principal symbol of Zj − iZj(φ) ∂∂x2n and {qˆj, qˆt} denotes the Poisson bracket of qˆj and qˆt.
We recall that {qˆj, qˆt} =
∑2n
s=1(
∂qˆj
∂ξs
∂qˆt
∂xs
− ∂qˆj∂xs
∂qˆt
∂ξs
). We get the subprincipal symbol of 
(q)
s on Σˆ,
pˆs0 =
∑n−1
j=1 − 12i{qˆj , qˆj}+
∑n−1
j,t=1 e
∧
j e
∧,∗
t
1
i {qˆj , qˆt}. For ρˆ = (xˆ, (λω0(x)−2Im ∂bφ(x)ξ2n, ξ2n)) ∈ Σˆ, from
the proof of Lemma 4.3, we see that
(5.34) {qˆj, qˆt}(ρˆ) = iMφx (Zj , Zt)ξ2n − 2iλLx(Zj , Zt).
Thus,
pˆs0(ρˆ) =
n−1∑
j=1
−1
2
(
Mφx (Zj , Zj)ξ2n − 2λLx(Zj , Zj)
)
+
n−1∑
j,t=1
e∧j e
∧,∗
t
(
Mφx (Zj , Zt)ξ2n − 2λLx(Zj , Zt)
)
,
(5.35)
for all ρˆ = (xˆ, ξˆ) = (xˆ, (λω0(x)− 2Im ∂bφ(x)ξ2n, ξ2n)) ∈ Σˆ.
Now, we compute the fundamental matrix F of pˆ0 at ρˆ ∈ Σˆ. From now on, for any f ∈ C∞(T ∗Dˆ),
we write Hf to denote the Hamilton field of f . We can choose the basisHqˆ1 , . . . , Hqˆn−1 , Hqˆ1 , . . . , Hqˆn−1
for TρΣˆ
⊥, where TρΣˆ⊥ is the orthogonal to CTρΣˆ in CTρ(T ∗Dˆ) with respect to canonical two form σˆ.
Since pˆ0 =
∑n−1
j=1 qˆj qˆj , we have Hpˆ0 =
∑n−1
j=1
(
qˆjHqˆj + qˆjHqˆj
)
. We compute the linearization of Hpˆ0
at ρˆ
Hpˆ0
(
ρˆ+
∑
(tkHqˆk + skHqˆk)
)
= O(|t, s|2) +
∑
j,k
tk{qˆk, qˆj}Hqˆj +
∑
j,k
sk{qˆk, qˆj}Hqˆj .
So F (ρˆ) is expressed in the basis Hqˆ1 , . . . , Hqˆn−1 , Hqˆ1 , . . . , Hqˆn−1 by
(5.36) F (ρˆ) =
( {qˆt, qˆj}(ρˆ) 0
0 {qˆt, qˆj}(ρˆ)
)
.
Again, from (5.34), we see that the non-vanishing eigenvalues of F (ρˆ) are
(5.37) ± iλ1(x, λ, ξ2n), . . . ,±iλn−1(x, λ, ξ2n),
where ρˆ = (xˆ, (λω0(x)− 2Im∂bφ(x)ξ2n, ξ2n)) and λj(x, λ, ξ2n), j = 1, . . . , n− 1, are the eigenvalues of
the Hermitian quadratic form Mφx ξ2n − 2λLx.
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To compute further, fix a point ρˆ0 = ((p, x2n), (λω0(p) − 2Im∂bφ(p)ξ2n, ξ2n)) ∈ U
⋂
Σˆ and we
may assume that the Hermitian quadratic form ξ2nM
φ
p − 2λLp is diagonalized with respect to Zj(p),
j = 1, . . . , n− 1. Thus,
n−1∑
j,t=1
e∧j e
∧,∗
t
(
Mφp (Zj , Zt)ξ2n − 2λLp(Zj , Zt)
)
=
n−1∑
j=1
e∧j e
∧,∗
j
(
Mφp (Zj , Zj)ξ2n − 2λLp(Zj , Zj)
)
.
From this, (5.35) and (5.37), we see that on Σˆ
⋂
U and on the space of (0, q) forms, pˆs0(ρˆ) +
1
2 t˜rF (ρˆ),
ρˆ = (xˆ, (λω0(x) − 2Im∂bφ(x)ξ2n , ξ2n)) ∈ Σˆ
⋂
U has the eigenvalues
1
2
n−1∑
j=1
|λj(x, λ, ξ2n)| − 1
2
∑
j /∈J
λj(x, λ, ξ2n) +
1
2
∑
j∈J
λj(x, λ, ξ2n), |J | = q,
J = (j1, j2, . . . , jq), 1 ≤ j1 < j2 < · · · < jq ≤ n− 1,
(5.38)
where λj(x, λ, ξ2n), j = 1, . . . , n−1, are the eigenvalues of the Hermitian quadratic formMφx ξ2n−2λLx.
Note that ξ2nM
φ
x − 2λLx is non-degenerate of constant signature (n−, n+), for every (xˆ, (λω0(x)−
2Im∂bφ(x)ξ2n, ξ2n)) ∈ Σˆ
⋂
U and there is a constant µ > 0 such that |λj(x, λ, ξ2n)| > µξ2n, j =
1, . . . , n−1, for all (xˆ, (λω0(x)−2Im ∂bφ(x)ξ2n, ξ2n)) ∈ Σˆ
⋂
U (see (5.17)). Combining this observation
with (5.38), it is straightforward to see that (5.32) and (5.33) hold. 
Remark 5.10. With the notations and assumptions above, let q = n− and let
ρ0 = ((x0, (s0ω0(x0)− 2Im ∂bφ(x0)) ∈ V
⋂
Σ.
Let Z1,s0 , . . . , Zn−1,s0 be an orthonormal frame of T
1,0
x X varying smoothly with x in a neighbourhood
of p, for which the Hermitian quadratic form Mφx − 2s0Lx is diagonalized at x0. That is,
Mφp
(
Zj,s0(x0), Zt,s0(x0)
)− 2s0Lx0(Zj,s0(x0), Zt,s0(x0)) = λj(s0)δj,t, j, t = 1, . . . , n− 1.
Assume that λj(s0) < 0, j = 1, . . . , n−. Let e1,s0 , . . . , en−1,s0 denote the basis of T
∗0,1X , which is
dual to Z1,s0 , . . . , Zn−1,s0 . Put
(5.39) N (x0, s0, n−) :=
{
ce1,s0(x0) ∧ · · · ∧ en−,s0(x0) ∈ T ∗0,qx0 X ; c ∈ C
}
.
From the proof of Theorem 5.9, it is not difficult to see that for every ρˆ = ((x, x2n), (ξ2nξ, ξ2n)) ∈
U
⋂
Σˆ, ξ = s0ω0(x)− 2Im ∂bφ(x), we have
(5.40) N(pˆs0(ρˆ) +
1
2
t˜rF (ρˆ)) = N (x, s0, n−).
Put
(5.41) π(U) =
{
xˆ ∈ Dˆ; (xˆ, ξˆ) ∈ U, for some ξˆ ∈ R2n
}
.
From Theroem 5.8 and Theorem 5.9, we get the following
Theorem 5.11. Let 0 ≤ q1 ≤ n− 1, q1 ∈ N0. Let cj(xˆ, ηˆ) ∈ C∞(U, T ∗0,q1Dˆ ⊠ T ∗0,qDˆ), j = 0, 1, . . .,
be positively homogeneous functions of degree m− j, m ∈ Z. Then, we can find solutions aj(t, xˆ, ηˆ) ∈
C∞(R+ × T ∗Dˆ, T ∗0,q1Dˆ ⊠ T ∗0,qDˆ), j = 0, 1, . . ., of the system (5.25) with aj(0, xˆ, ηˆ) = cj(xˆ, ηˆ),
j = 0, 1, . . ., where aj(t, xˆ, ηˆ) is a quasi-homogeneous function of degree m − j, such that a0(t, xˆ, ηˆ)
satisfies (5.31) and for all α, β ∈ N2n0 , γ, j ∈ N0, every ε0 > 0 and compact set K ⋐ π(U), there is a
constant c > 0 such that
(5.42)
∣∣∣∂γt ∂αxˆ ∂βηˆ aj(t, xˆ, ηˆ)∣∣∣ ≤ ceε0t|η2n|(1 + |ηˆ|)m−j−|β|+γ on R+×(K × R2n)⋂(U ⋂ Σˆ)).
Furthermore, if q 6= n−, then for all α, β ∈ N2n0 , γ, j ∈ N0, and every compact set K ⋐ π(U), there is
a constant c > 0 such that
(5.43)
∣∣∣∂γt ∂αxˆ ∂βηˆ aj(t, xˆ, ηˆ)∣∣∣ ≤ ce−µ0t|η2n|(1 + |ηˆ|)m−j−|β|+γ on R+×(K × R2n)⋂(U ⋂ Σˆ)),
where µ0 > 0 is a constant as in (5.33).
We introduce some symbol classes
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Definition 5.12. Let µ ≥ 0 be a non-negative constant. For 0 ≤ q1, q2 ≤ n − 1, q1, q2 ∈ N0 and
m ∈ R, we say that a ∈ Sˆmµ (R+×U, T ∗0,q1Dˆ⊠T ∗0,q2Dˆ) if a ∈ C∞(R+×U, T ∗0,q1Dˆ⊠T ∗0,q2Dˆ) and for
all indices α, β ∈ N2n0 , γ ∈ N0, every compact set K ⋐ π(U) and every ε > 0, there exists a constant
c > 0 such that∣∣∣∂γt ∂αxˆ ∂βηˆ a(t, xˆ, ηˆ)∣∣∣ ≤ cet(−µ|η2n|+ε|η2n|)(1 + |η|)m+γ−|β|, xˆ ∈ K, (xˆ, ηˆ) ∈ U.
Remark 5.13. It is easy to see that we have the following properties:
(a) If a ∈ Sˆmµ1 , b ∈ Sˆlµ2 then ab ∈ Sˆm+lµ1+µ2 , a+ b ∈ Sˆmax(m,l)min(µ1,µ2).
(b) If a ∈ Sˆmµ then ∂γt ∂αxˆ ∂βηˆ a ∈ Sˆm−|β|+γµ .
(c) If aj ∈ Sˆmjµ , j = 0, 1, 2, . . . and mj ց −∞ as j → ∞, then there exists a ∈ Sˆm0µ such that
a−∑v−10 aj ∈ Sˆmvµ , for all v = 1, 2, . . .. Moreover, if Sˆ−∞µ denotes ⋂m∈R Sˆmµ then a is unique
modulo Sˆ−∞µ .
If a and aj have the properties of (c), we write a ∼
∑∞
j=0 aj in Sˆ
m0
µ .
From Theorem 5.11 and the standard Borel construction, we get the following
Theorem 5.14. Let 0 ≤ q1 ≤ n− 1, q1 ∈ N0. Let cj(xˆ, ηˆ) ∈ C∞(U, T ∗0,q1Dˆ ⊠ T ∗0,qDˆ), j = 0, 1, . . .,
be positively homogeneous functions of degree m − j, m ∈ Z. We can find solutions aj(t, xˆ, ηˆ) ∈
C∞(R+×U, T ∗0,q1Dˆ⊠T ∗0,qDˆ), j = 0, 1, . . . of the system (5.25) with aj(0, xˆ, ηˆ) = cj(xˆ, ηˆ), j = 0, 1, . . .,
where aj(t, xˆ, ηˆ) is a quasi-homogeneous function of degree m− j, such that a0(t, xˆ, ηˆ) satisfies (5.31)
and aj ∈ Sˆm−jµ (R+ × U, T ∗0,q1Dˆ,⊠T ∗0,qDˆ), j = 0, 1, . . ., for some µ with µ > 0 if q 6= n− and µ = 0
if q = n−.
For 0 ≤ q1 ≤ n − 1, q1 ∈ N0, let aj(t, xˆ, ηˆ) ∈ Sˆm−jµ (R+ × U, T ∗0,q1Dˆ ⊠ T ∗0,qDˆ), j = 0, 1, . . ., be
quasi-homogeneous functions of degree m − j, m ∈ Z. Assume that aj(t, xˆ, ηˆ), j = 0, 1, . . . , are the
solutions of the system (5.25). Let a(t, xˆ, ηˆ) ∼∑∞j=0 aj(t, xˆ, ηˆ) in Sˆmµ (R+×U, T ∗0,q1Dˆ⊠T ∗0,qDˆ). Put
(∂t +
(q)
s )(e
iψ(t,xˆ,ηˆ)a(t, xˆ, ηˆ)) = eiψ(t,xˆ,ηˆ)b(t, xˆ, ηˆ),
where
b(t, xˆ, ηˆ) ∼∑∞j=0 bj(t, xˆ, ηˆ) in Sˆm+2µ (R+ × U, T ∗0,q1Dˆ ⊠ T ∗0,qDˆ),
bj ∈ Sˆm+2−jµ (R+ × U, T ∗0,q1Dˆ, T ∗0,qDˆ), bj is a quasi-homogeneous function of degree m + 2 − j,
j = 0, 1, . . ..
Since aj(t, xˆ, ηˆ), j = 0, 1, . . ., solve the transport equations (5.25), we have that for all N ∈ N, every
compact set K ⋐ π(U), ε > 0, and all indices α, β ∈ N2n0 , there exists c > 0 such that
(5.44)
∣∣∣∂αxˆ ∂βηˆ b∣∣∣ ≤ ceεt|η2n|( |ηˆ|−N + |ηˆ|m+2−N (Imψ(t, xˆ, ηˆ))N) on R+×(K × R2n)⋂(U ⋂ Σˆ)).
Conversely, if (∂t + 
(q)
s )(eiψ(t,xˆ,ηˆ)a(t, xˆ, ηˆ)) = eiψ(t,xˆ,ηˆ)b(t, xˆ, ηˆ) and b satisfies the same kind of
estimates as (5.44), then aj(t, xˆ, ηˆ), j = 0, 1, . . ., solve the system (5.25) to infinite order at Σˆ
⋂
U .
From this observation and the particular structure of the problem, we will next show
Theorem 5.15. Let q = n−. Let cj(xˆ, ηˆ) ∈ C∞(U, T ∗0,qDˆ ⊠ T ∗0,qDˆ), j = 0, 1, . . ., be positively
homogeneous functions of degree m − j, m ∈ Z. We can find solutions aj(t, xˆ, ηˆ) ∈ Sˆm−j0 (R+ ×
U, T ∗0,qDˆ⊠T ∗0,qDˆ), j = 0, 1, . . . of the system (5.25), where aj(t, xˆ, ηˆ) is a quasi-homogeneous function
of degree m− j, for each j, with aj(0, xˆ, ηˆ) = cj(xˆ, ηˆ), j = 0, 1, . . .,
aj(t, xˆ, ηˆ)− aj(∞, xˆ, ηˆ) ∈ Sˆm−jµ (R+ × U, T ∗0,qDˆ ⊠ T ∗0,qDˆ), j = 0, 1, 2, . . . ,
and for every (xˆ, ηˆ) = ((x, x2n), (η2nη, η2n)) ∈ U
⋂
Σˆ, η = s0ω0(x)− 2Im ∂bφ(x), we have
(5.45) a0(∞, xˆ, ηˆ)u ∈ N (x, s0, n−), ∀u ∈ T ∗0,qxˆ Dˆ,
where µ > 0 is a constant and aj(∞, xˆ, ηˆ) ∈ C∞(U, T ∗0,qDˆ ⊠ T ∗0,qDˆ), j = 0, 1, . . ., aj(∞, xˆ, ηˆ) is a
positively homogeneous function of degree m− j, for each j.
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Proof. Let a˜j(t, xˆ, ηˆ) ∈ Sˆm−j0 (R+ × U, T ∗0,qDˆ ⊠ T ∗0,qDˆ), j = 0, 1, . . ., be any solutions of the system
(5.25) with a˜j(0, xˆ, ηˆ) = cj(xˆ, ηˆ), j = 0, 1, . . . , where a˜j(t, xˆ, ηˆ) is a quasi-homogeneous function of
degree m− j, j = 0, 1, . . .. Set a˜(t, xˆ, ηˆ) ∼∑∞j=0 a˜j(t, xˆ, ηˆ) in Sˆm0 (R+ × U, T ∗0,qDˆ ⊠ T ∗0,qDˆ) and put
(∂t +
(q)
s )(e
iψ(t,xˆ,ηˆ)a˜(t, xˆ, ηˆ)) = eiψ(t,xˆ,ηˆ)b˜(t, xˆ, ηˆ),
where
b˜(t, xˆ, ηˆ) ∼∑∞j=0 b˜j(t, xˆ, ηˆ) in Sˆm+2µ (R+ × U, T ∗0,qDˆ ⊠ T ∗0,qDˆ),
b˜j ∈ Sˆm+2−jµ (R+ × U, T ∗0,qDˆ ⊠ T ∗0,qDˆ), b˜j is a quasi-homogeneous function of degree m + 2 − j,
j = 0, 1, . . .. Since a˜j(t, xˆ, ηˆ), j = 0, 1, . . ., solve the transport equations (5.25), b˜(t, xˆ, ηˆ) satisfies
(5.44). Note that we have the interwing properties
(5.46) ∂s
(q)
s = 
(q+1)
s ∂s, ∂
∗
s
(q)
s = 
(q−1)
s ∂
∗
s.
Now,
∂s(e
iψa˜) = eiψc, ∂
∗
s(e
iψa˜) = eiψd,
c ∼ ∑∞j=0 cj(t, xˆ, ηˆ) in Sˆm+10 (R+ × U, T ∗0,qDˆ ⊠ T ∗0,q+1Dˆ), d ∼ ∑∞j=0 dj(t, xˆ, ηˆ) in Sˆm+10 (R+ ×
U, T ∗0,qDˆ ⊠ T ∗0,q−1Dˆ), where cj(t, xˆ, ηˆ) and dj(t, xˆ, ηˆ) are quasi-homogeneous functions of degree
m+ 1− j, j = 0, 1, . . .. From (5.46), we have (∂t + (q+1)s )(eiψc) = eiψe, (∂t +(q−1)s )(eiψd) = eiψf ,
where e and f satisfy (5.44). Since e and f satisfy (5.44), we deduce that cj , j = 0, 1, . . ., solve
the system (5.25) and dj , j = 0, 1, . . ., solve the system (5.25) too. From Theorem 5.8 and The-
orem 5.11, we see that cj(t, xˆ, ηˆ), dj(t, xˆ, ηˆ), j = 0, 1, . . ., satisfy the same kind of estimates as
(5.43). Now 
(q)
s = ∂s
∗
∂s + ∂
∗
s∂s, so 
(q)
s (eiψ a˜) = eiψg, where g satisfies the same kind of es-
timates as (5.43). From this we see that ∂t(e
iψ a˜) = eiψh, where h has the same properties as
g. Since h = i(∂tψ)a˜ + ∂ta˜ and ∂tψ satisfy the same kind of estimates as (5.43), ∂ta˜ satisfies the
same kind of estimates as (5.43). From the standard Borel construction, we can find aj(t, xˆ, ηˆ) ∈
C∞(R+×U, T ∗0,qDˆ⊠T ∗0,qDˆ), j = 0, 1, . . ., such that aj(t, xˆ, ηˆ)− a˜j(t, xˆ, ηˆ) vanishes to infinite order
at each point of Σˆ
⋂
U , aj(t, xˆ, ηˆ) is a quasi-homogeneous function of degree m − j and there is a
µ > 0 such that ∂taj(t, xˆ, ηˆ) ∈ Sˆm−jµ (R+×U, T ∗0,qDˆ⊠T ∗0,qDˆ), j = 0, 1, . . .. We conclude that we can
find aj(∞, xˆ, ηˆ) ∈ C∞(U, T ∗0,qDˆ ⊠ T ∗0,qDˆ), where aj(∞, xˆ, ηˆ) is a positively homogeneous function
of degree m − j, j = 0, 1, . . ., such that aj(t, xˆ, ηˆ) − aj(∞, xˆ, ηˆ) ∈ Sˆm−jµ (R+ × U, T ∗0,qDˆ ⊠ T ∗0,qDˆ),
µ > 0, j = 0, 1, 2, . . ..
Finally, from Theorem 5.8, (5.31) and (5.40), we obtain (5.45). The theorem follows. 
5.3. Microlocal Hodge decomposition theorems for 
(q)
s in U . We use the same notations and
assumptions as before. Fix D0 ⋐ D, where D0 is an open set of D. As before, we put Dˆ0 := D0 ×R.
We need the following which is essentially well-known (see Chapter 5 in part I of [14])
Proposition 5.16. Let µ > 0 and let b(t, xˆ, ηˆ) ∈ Sˆmµ (R+ ×U, T ∗0,qDˆ⊠ T ∗0,qDˆ), m ∈ R. We assume
that b(t, xˆ, ηˆ) = 0 when |ηˆ| ≤ 1 and for every t ∈ R+, Supp b(t, xˆ, ηˆ)
⋂
T ∗Dˆ0 ⊂ W , where W ⊂ U is
a conic open set with W ⊂ U . Take τ(xˆ, ηˆ) ∈ C∞(T ∗Dˆ), τ = 1 on W , τ = 0 outside U and τ is
positively homogeneous of degree 0. Let χ ∈ C∞0 (R2n) be equal to 1 near the origin. Put
Bǫ(xˆ, yˆ) =
∫
(
∫ ∞
0
ei(ψ(t,xˆ,ηˆ)−<yˆ,ηˆ>)b(t, xˆ, ηˆ)dt)χ(ǫη)τ(xˆ, ηˆ)dηˆ.
For u ∈ Ω0,q0 (Dˆ), we have
lim
ǫ→0
( ∫
Bǫ(xˆ, yˆ)u(yˆ)dyˆ
) ∈ Ω0,q(Dˆ)
and the operator
B : Ω0,q0 (Dˆ)→ Ω0,q(Dˆ)
u→ lim
ǫ→0
( ∫
Bǫ(xˆ, yˆ)u(yˆ)dy
)(5.47)
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is continuous and B has a unique continuous extension:
B : E ′(Dˆ, T ∗0,qDˆ)→ D′(Dˆ, T ∗0,qDˆ)
and B(x, y) ∈ C∞(Dˆ × Dˆ \ diag (Dˆ × Dˆ), T ∗0,qDˆ ⊠ T ∗0,qDˆ), where B(xˆ, yˆ) denotes the distribution
kernel of B.
Let b(t, xˆ, ηˆ) ∈ Sˆmµ (R+ × U, T ∗0,qDˆ ⊠ T ∗0,qDˆ), µ > 0. m ∈ R. We assume that b(t, xˆ, ηˆ) = 0 when
|ηˆ| ≤ 1 and for every t ∈ R+, Supp b(t, xˆ, ηˆ)
⋂
T ∗Dˆ0 ⊂ W , where W ⊂ U is a conic open set with
W ⊂ U . Let
B : Ω0,q0 (Dˆ)→ Ω0,q(Dˆ), E ′(Dˆ, T ∗0,qDˆ)→ D′(Dˆ, T ∗0,qDˆ)
be the continuous operator given by (5.47). We formally write
B = B(xˆ, yˆ) =
∫ (∫ ∞
0
ei(ψ(t,xˆ,ηˆ)−<yˆ,ηˆ>)b(t, xˆ, ηˆ)dt
)
τ(xˆ, ηˆ)dηˆ.
From now on, we identify B with B(xˆ, yˆ).
Remark 5.17. Let a(t, xˆ, ηˆ) ∈ Sˆm0 (R+ × U, T ∗0,qDˆ ⊠ T ∗0,qDˆ), m ∈ R. We assume that a(t, xˆ, ηˆ) = 0
if |η| ≤ 1 and for every t ∈ R+, Supp a(t, xˆ, ηˆ)
⋂
T ∗Dˆ0 ⊂ W , where W ⊂ U is a conic open set
with W ⊂ U and a(t, xˆ, ηˆ) − a(∞, xˆ, ηˆ) ∈ Sˆmµ (R+ × U, T ∗0,qDˆ ⊠ T ∗0,qDˆ), µ > 0, where a(∞, xˆ, ηˆ) ∈
C∞(U, T ∗0,qDˆ ⊠ T ∗0,qDˆ) and Supp a(∞, xˆ, ηˆ)⋂T ∗Dˆ0 ⊂W . Then we can also define
(5.48) A(xˆ, yˆ) =
∫ ( ∫ ∞
0
(
ei(ψ(t,xˆ,ηˆ)−<yˆ,ηˆ>)a(t, xˆ, η)− ei(ψ(∞,xˆ,ηˆ)−<yˆ,ηˆ>)a(∞, xˆ, ηˆ))dt)τ(xˆ, ηˆ)dηˆ
as an oscillatory integral by the following formula:
A(xˆ, yˆ) =
∫ ( ∫ ∞
0
ei(ψ(t,xˆ,ηˆ)−<yˆ,ηˆ>)(−t)(iψ′t(t, xˆ, ηˆ)a(t, xˆ, ηˆ) + a′t(t, xˆ, ηˆ))dt)τ(xˆ, ηˆ)dηˆ.
We notice that (−t)(iψ′t(t, xˆ, ηˆ)a(t, xˆ, ηˆ) + a′t(t, xˆ, ηˆ)) ∈ Sˆm+1µ , µ > 0.
The oscillatory integral A(xˆ, yˆ) defines a continuous operator
A : Ω0,q0 (Dˆ)→ Ω0,q(Dˆ), E ′(Dˆ, T ∗0,qDˆ)→ D′(Dˆ, T ∗0,qDˆ).
We formally write
A = A(xˆ, yˆ)
=
∫ ( ∫ ∞
0
(
ei(ψ(t,xˆ,ηˆ)−<yˆ,ηˆ>)a(t, xˆ, η)− ei(ψ(∞,xˆ,ηˆ)−<yˆ,ηˆ>)a(∞, xˆ, ηˆ))dt)τ(xˆ, ηˆ)dηˆ.
Let m ∈ R, 0 ≤ ρ, δ ≤ 1. Let Γ be a conic open set of T ∗Dˆ. Let Smρ,δ(Γ, T ∗0,qDˆ ⊠ T ∗0,qDˆ) denote
the Ho¨rmander symbol space on Γ with values in T ∗0,qDˆ⊠T ∗0,qDˆ of orderm type (ρ, δ)(see Definition
1.1 of Grigis-Sjo¨strand [9]) and let Smcl (Γ, T
∗0,qDˆ⊠T ∗0,qDˆ) denote the space of classical symbols on Γ
with values in T ∗0,qDˆ⊠T ∗0,qDˆ of orderm (see page 35 of Grigis-Sjo¨strand [9]). Let B ⊂ D be an open
set. Let Lm1
2 ,
1
2
(B, T ∗0,qDˆ⊠T ∗0,qDˆ) and Lmcl (B, T
∗0,qDˆ⊠T ∗0,qDˆ) denote the space of pseudodifferential
operators on B of order m type (12 ,
1
2 ) from sections of T
∗0,qDˆ to sections of T ∗0,qDˆ and the space of
classical pseudodifferential operators on B of order m from sections of T ∗0,qDˆ to sections of T ∗0,qDˆ.
The classical result of Calderon and Vaillancourt tells us that for any A ∈ Lm1
2 ,
1
2
(B, T ∗0,qDˆ⊠T ∗0,qDˆ),
(5.49) A : Hscomp(B, T
∗0,qDˆ)→ Hs−mloc (B, T ∗0,qDˆ) is continuous, for every s ∈ R.
(See Ho¨rmander [12], for a proof).
We can repeat the proofs of Lemma 5.14, Lemma 5.16 in [14] and obtain the following
Proposition 5.18. Let a(t, xˆ, ηˆ) ∈ Sˆm0 (R+ × U, T ∗0,qDˆ ⊠ T ∗0,qDˆ), m ∈ R. We assume a(t, xˆ, ηˆ) = 0
if |η| ≤ 1 and for every t ∈ R+, Supp a(t, xˆ, ηˆ)
⋂
T ∗Dˆ0 ⊂ W , where W ⊂ U is a conic open set
with W ⊂ U and a(t, xˆ, ηˆ) − a(∞, xˆ, ηˆ) ∈ Sˆmµ (R+ × U, T ∗0,qDˆ ⊠ T ∗0,qDˆ), µ > 0, where a(∞, xˆ, ηˆ) ∈
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C∞(U, T ∗0,qDˆ ⊠ T ∗0,qDˆ) and Supp a(∞, xˆ, ηˆ)⋂ T ∗Dˆ0 ⊂ W . Take τ(xˆ, ηˆ) ∈ C∞(T ∗Dˆ), τ = 1 on W ,
τ = 0 outside U and τ is positively homogeneous of degree 0. Let
A(xˆ, yˆ)
=
1
(2π)2n
∫ (∫ ∞
0
(
ei(ψ(t,xˆ,ηˆ)−<yˆ,ηˆ>)a(t, xˆ, ηˆ)− ei(ψ(∞,xˆ,ηˆ)−<yˆ,ηˆ>)a(∞, xˆ, ηˆ))dt)τ(xˆ, ηˆ)dηˆ
be the oscillatory integral as in (5.48). Then A ∈ Lm−11
2 ,
1
2
(Dˆ, T ∗0,qDˆ ⊠ T ∗0,qDˆ) with symbol
q(xˆ, ηˆ) =
∫ ∞
0
(
ei(ψ(t,xˆ,ηˆ)−<xˆ,ηˆ>)a(t, xˆ, ηˆ)− ei(ψ(∞,xˆ,ηˆ)−<xˆ,ηˆ>)a(∞, xˆ, ηˆ)
)
dtτ(xˆ, ηˆ)
in Sm−11
2 ,
1
2
(T ∗Dˆ, T ∗0,qDˆ ⊠ T ∗0,qDˆ).
We can repeat the proof Proposition 5.18 in [14] and conclude that
Proposition 5.19. Let a(∞, xˆ, ηˆ) ∈ C∞(T ∗Dˆ, T ∗0,qDˆ⊠T ∗0,qDˆ), Supp a(∞, xˆ, ηˆ)⋂T ∗Dˆ0 ⊂W , be a
classical symbol of order m, where W ⊂ U is a conic open set with W ⊂ U . Take τ(xˆ, ηˆ) ∈ C∞(T ∗Dˆ),
τ = 1 on W , τ = 0 outside U and τ is positively homogeneous of degree 0. Then
a(xˆ, ηˆ) = ei(ψ(∞,x,η)−<x,η>)a(∞, xˆ, ηˆ)τ(xˆ, ηˆ) ∈ Sm1
2 ,
1
2
(T ∗Dˆ, T ∗0,qDˆ ⊠ T ∗0,qDˆ).
We assume that q 6= n−. Let I˜ = (2π)−2n
∫
ei<xˆ−yˆ,ηˆ>c(xˆ, ηˆ)dηˆ be a classical pseudodifferential
operator on Dˆ of order 0 from sections of T ∗0,qDˆ to sections of T ∗0,qDˆ with c(xˆ, ηˆ) ∈ S0cl (T ∗Dˆ, T ∗0,qDˆ⊠
T ∗0,qDˆ), Supp c(xˆ, ηˆ)
⋂
T ∗Dˆ0 ⊂W , where W ⊂ U is a conic open set with W ⊂ U . We have
c(xˆ, ηˆ) ∼
∞∑
j=0
cj(xˆ, ηˆ)
in the Ho¨rmander symbol space S01,0(T
∗Dˆ, T ∗0,qDˆ ⊠ T ∗0,qDˆ), cj(xˆ, ηˆ) ∈ C∞(U, T ∗0,qDˆ ⊠ T ∗0,qDˆ),
Supp cj(xˆ, ηˆ) ⊂W , j = 0, 1, . . ., are positively homogeneous functions of degree −j. Let
aj(t, xˆ, ηˆ) ∈ Sˆ−jµ0 (R+ × U, T ∗0,qDˆ ⊠ T ∗0,qDˆ), j = 0, 1, . . . ,
where µ0 > 0 is as in Theorem 5.14, with aj(0, xˆ, ηˆ) = cj(xˆ, ηˆ), j = 0, 1, . . .. Let a(t, xˆ, ηˆ) ∼∑∞
j=0 aj(t, xˆ, ηˆ) in Sˆ
0
µ0(R+ × U, T ∗0,qDˆ ⊠ T ∗0,qDˆ). Choose χ ∈ C∞0 (R2n) so that χ(ηˆ) = 1 when
|ηˆ| < 1 and χ(ηˆ) = 0 when |ηˆ| > 2. Take τ(xˆ, ηˆ) ∈ C∞(T ∗Dˆ), τ = 1 on W , τ = 0 outside U and τ is
positively homogeneous of degree 0. Set
(5.50) A(xˆ, yˆ) =
1
(2π)2n
∫ ( ∫ ∞
0
ei(ψ(t,xˆ,ηˆ)−<yˆ,ηˆ>)a(t, xˆ, ηˆ)(1− χ(ηˆ))τ(xˆ, ηˆ)dt)dηˆ.
We can repeat the proof of Proposition 6.3 in [14] with minor changes and conclude that
Theorem 5.20. Assume that q 6= n−. Let I˜ = (2π)−2n
∫
ei<xˆ−yˆ,ηˆ>c(xˆ, ηˆ)dηˆ be a classical pseudo-
differential operator on Dˆ of order 0 from sections of T ∗0,qDˆ to sections of T ∗0,qDˆ with c(xˆ, ηˆ) ∈
S0cl (Dˆ, T
∗0,qDˆ ⊠ T ∗0,qDˆ), Supp c(xˆ, ηˆ)
⋂
T ∗Dˆ0 ⊂ W , where W ⊂ U is a conic open set with W ⊂ U .
Let A = A(x, y) ∈ L−11
2 ,
1
2
(Dˆ, T ∗0,qDˆ ⊠ T ∗0,qDˆ) be as in (5.50). Then, on Dˆ0,
(q)s ◦A ≡ I˜ .
We assume that q = n−. Let I˜ be the classical pseudodifferential operator as in Theorem 5.20. Let
aj(t, xˆ, ηˆ) ∈ Sˆ−j0 (R+ × U, T ∗0,qDˆ ⊠ T ∗0,qDˆ), j = 0, 1, . . . ,
and aj(∞, xˆ, ηˆ) ∈ C∞(U, T ∗0,qDˆ ⊠ T ∗0,qDˆ), j = 0, 1, . . ., be as in Theorem 5.15. We recall that for
some µ > 0,
aj(t, xˆ, ηˆ)− aj(∞, xˆ, ηˆ) ∈ Sˆ−jµ (R+ × U, T ∗0,qDˆ ⊠ T ∗0,qDˆ), j = 0, 1, . . . ,
and for every (xˆ, ηˆ) = ((x, x2n), (η2nη, η2n)) ∈ U
⋂
Σˆ, η = s0ω0(x)− 2Im ∂bφ(x), we have
(5.51) a0(∞, xˆ, ηˆ)u ∈ N (x, s0, n−), ∀u ∈ T ∗0,qxˆ Dˆ.
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Let
(5.52) a(∞, xˆ, ηˆ) ∼
∞∑
j=0
aj(∞, xˆ, ηˆ)
in S01,0(U, T
∗0,qDˆ ⊠ T ∗0,qDˆ). Let
(5.53) a(t, xˆ, ηˆ) ∼
∞∑
j=0
aj(t, xˆ, ηˆ)
in Sˆ00(R+ × U, T ∗0,qDˆ ⊠ T ∗0,qDˆ). We take a(t, xˆ, ηˆ) so that for every compact set K ⊂ π(U) and all
indices α, β ∈ N2n0 , γ, l ∈ N0, there exists c > 0 independent of t, such that
(5.54)
∣∣∣∣∣∣∂γt ∂αxˆ ∂βηˆ
(
a(t, xˆ, ηˆ)−
l∑
j=0
aj(t, xˆ, ηˆ)
)∣∣∣∣∣∣ ≤ c(1 + |ηˆ|)−l−1+γ−|β|,
where t ∈ R+, xˆ ∈ K, (xˆ, ηˆ) ∈ U , |ηˆ| ≥ 1, and
a(t, xˆ, ηˆ)− a(∞, xˆ, ηˆ) ∈ Sˆ0µ(R+ × U, T ∗0,qDˆ ⊠ T ∗0,qDˆ) with µ > 0.
Choose χ ∈ C∞0 (R2n) so that χ(ηˆ) = 1 when |ηˆ| < 1 and χ(ηˆ) = 0 when |ηˆ| > 2. Take τ(xˆ, ηˆ) ∈
C∞(T ∗Dˆ), τ = 1 on W , τ = 0 outside U and τ is positively homogeneous of degree 0. Set
G(xˆ, yˆ) =
1
(2π)2n
∫ (∫ ∞
0
(
ei(ψ(t,xˆ,ηˆ)−<yˆ,ηˆ>)a(t, xˆ, ηˆ)
− ei(ψ(∞,xˆ,ηˆ)−<yˆ,ηˆ>)a(∞, xˆ, ηˆ))(1 − χ(ηˆ))τ(xˆ, ηˆ)dt)dηˆ.(5.55)
Put
(5.56) S(xˆ, yˆ) =
1
(2π)2n
∫
ei(ψ(∞,xˆ,ηˆ)−<yˆ,ηˆ>)a(∞, xˆ, ηˆ)(1 − χ(ηˆ))τ(xˆ, ηˆ)dηˆ.
We can repeat the proof of Proposition 6.5 in [14] with minor changes and obtain
Theorem 5.21. We assume that q = n−. Let I˜ = (2π)−2n
∫
ei<xˆ−yˆ,ηˆ>c(xˆ, ηˆ)dηˆ be a classical
pseudodifferential operator on Dˆ of order 0 from sections of T ∗0,qDˆ to sections of T ∗0,qDˆ with
c(xˆ, ηˆ) ∈ S0cl (T ∗Dˆ, T ∗0,qDˆ ⊠ T ∗0,qDˆ), Supp c(xˆ, ηˆ)
⋂
T ∗Dˆ0 ⊂ W , where W ⊂ U is a conic open
set with W ⊂ U . Let G = G(xˆ, yˆ) ∈ L−11
2 ,
1
2
(Dˆ, T ∗0,qDˆ ⊠ T ∗0,qDˆ) be as in (5.55) and let S = S(xˆ, yˆ) ∈
L01
2 ,
1
2
(Dˆ, T ∗0,qDˆ ⊠ T ∗0,qDˆ) be as in (5.56). Then,
S +(q)s ◦G ≡ I˜ on Dˆ0, (q)s ◦ S ≡ 0 on Dˆ.
Now, we study the distribution kernel S(xˆ, yˆ) of S. Fix p ∈ D and assume that D is a small
open neighbourhood of p. We take local coordinates x = (x1, . . . , x2n−1) so that x(p) = 0, ω0(p) =
(0, 0, . . . , 1) ∈ R2n−1 and
−2Im∂bφ(p) = (α1, . . . , α2n−2, 0) := (α, 0) ∈ R2n−1.
Thus, ((p, x2n), ξˆ) ∈ Σˆ if and only if ξˆ = (ξ2nα1, ξ2nα2, . . . , ξ2nα2n−2, ξ2nλ, ξ2n), λ ∈ R. We need
Lemma 5.22. We have
det
(
∂2ψ
∂ηj∂ηt
(∞, (p, x2n), (α1, . . . , α2n−2, λ, 1))
)2n−2
j,t=1
6= 0,
for every ((p, x2n), (α1, . . . , α2n−2, λ, 1)) ∈ U .
Proof. We first claim that
(5.57)
(
∂2Imψ
∂ηj∂ηt
(∞, (p, x2n), (α1, . . . , α2n−2, λ, 1))
)2n−2
j,t=1
is positive definite,
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for every ((p, x2n), (α1, . . . , α2n−2, λ, 1)) ∈ U . We consider Taylor expansion of
Imψ(∞, (p, x2n), (η1, . . . , η2n−2, λ, 1))
at ((p, x2n), (α1, . . . , α2n−2, λ, 1)):
Imψ(∞, (p, x2n), (η1, . . . , η2n−2, λ, 1))
=
1
2
2n−2∑
j,t=1
∂2Imψ
∂ηj∂ηt
(∞, (p, x2n), (α1, . . . , α2n−2, λ, 1))(ηj − αj)(ηt − αt)
+O(
2n−2∑
j=1
|ηj − αj |3).
(5.58)
Here we use the fact that (Im dηψ(∞, (p, x2n), (α1, . . . , α2n−2, λ, 1)) = 0 (see (5.18)). From Theo-
rem 5.6, it is straightforward to see that
Imψ(∞, (p, x2n), (η1, . . . , η2n−2, λ, 1)) ≍ |η − α|2 ,
for (η1, . . . , η2n−2) is in some small neighbourhood of (α1, . . . , α2n−2). From this and (5.58), we
conclude that (
∂2Imψ
∂ηj∂ηt
(∞, (p, x2n), (α1, . . . , α2n−2, λ, 1))
)2n−2
j,t=1
is positive definite. The claim (5.57) follows.
Put A =
(
∂2Imψ
∂ηj∂ηt
(∞, (p, x2n), (α1, . . . , α2n−2, λ, 1))
)2n−2
j,t=1
= ReA+ iImA. Let u ∈ C2n−2. If Au =
0, then < (ReA + iImA)u, u >=< (ReA)u, u > +i < (ImA)u, u >= 0. Thus, < (ReA)u, u >=<
(ImA)u, u >= 0. Since ImA is positive definite, we conclude that u = 0. The lemma follows. 
Put
(5.59) − 2Im ∂bφ(x) = (α1(x), . . . , α2n−1(x)), ω0(x) = (β1(x), . . . , β2n−1(x)), x ∈ D.
From Lemma 5.22, we may take V and D small enough so that
det
(
∂2ψ
∂ηj∂ηk
(∞, xˆ, ηˆ)
)2n−2
j,k=1
6= 0, ∀(xˆ, ηˆ) ∈ U
and
(5.60) β2n−1(x) ≥ 1
2
, ∀x ∈ D.
Set
a˜(xˆ, ηˆ) := a(∞, xˆ, ηˆ)(1− χ(ηˆ))τ(xˆ, ηˆ).
Since τ(xˆ, ηˆ) = 0 outside U , a˜(xˆ, ηˆ) = 0 if η2n ≤ 0. We have
S(xˆ, yˆ) =
1
(2π)2n
∫
ei(ψ(∞,xˆ,ηˆ)−<yˆ,ηˆ>)a˜(xˆ, ηˆ)dηˆ
=
1
(2π)2n
∫
t>0
eit(ψ(∞,xˆ,(w,1))−<yˆ,(w,1)>)t2n−1a˜(xˆ, (tw, t))dwdt,
(5.61)
where η = (η1, . . . , η2n−1) = tw, η2n = t, w = (w1, . . . , w2n−1) ∈ R2n−1. Let w2n−1 = α2n−1(x) +
sβ2n−1(x) and put w′ = (w1, . . . , w2n−2) in (5.61), we get
S(xˆ, yˆ)
=
1
(2π)2n
∫
t>0
eit(ψ(∞,xˆ,(w
′,α2n−1(x)+sβ2n−1(x),1))−<yˆ,(w′,α2n−1(x)+sβ2n−1(x),1)>)×
t2n−1β2n−1(x)a˜(xˆ, (tw′, tα2n−1(x) + tsβ2n−1(x), t))dw′dsdt.
(5.62)
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Note that β2n−1(x) ≥ 12 , for every x ∈ D. The stationary phase method of Melin and Sjo¨strand (see
page 148 of [21]) then permits us to carry out the w′ integration in (5.62), to get
(5.63) S(xˆ, yˆ) ≡
∫
eitΦ(xˆ,yˆ,s)b(xˆ, yˆ, s, t)dsdt
with
(5.64) b(xˆ, yˆ, s, t) ∼
∞∑
j=0
bj(xˆ, yˆ, s)t
n−j
in Sn1,0(Ωˆ×]0,∞[, T ∗0,qyˆ Dˆ ⊠ T ∗0,qxˆ Dˆ), Supp b(xˆ, yˆ, s, t) ⊂ Ωˆ× R+, where
Ωˆ :={(xˆ, yˆ, s) ∈ Dˆ × Dˆ × R; (xˆ, (−2Im∂bφ(x) + sω0(x), 1)) ∈ U
⋂
Σˆ,
(yˆ, (−2Im ∂bφ(y) + sω0(y), 1)) ∈ U
⋂
Σˆ, |xˆ− yˆ| < ε, for some ε > 0}
(5.65)
and
Supp bj(xˆ, yˆ, s) ⊂ Ωˆ, bj(xˆ, yˆ, s) ∈ C∞(Ωˆ, T ∗0,qyˆ Dˆ ⊠ T ∗0,qxˆ Dˆ), j = 0, 1, . . . ,
and Φ(xˆ, yˆ, s) ∈ C∞(Ωˆ) is the corresponding critical value. Since V is bounded, there is a constant
M > 0 so that |s| < M , for every (xˆ, yˆ, s) ∈ Ωˆ. Since S is a pseudodifferential operator, S(xˆ, yˆ) is
smoothing away the diagonal xˆ = yˆ. We can take ε > 0 in (5.65) to be any small positive constant.
That is, we may assume that Φ(xˆ, yˆ, s) and bj(xˆ, yˆ, s), j = 0, 1, . . ., are supported in some small
neighbourhood of xˆ = yˆ.
From (5.24), it is straightforward to see that we can take Φ(xˆ, yˆ, s) so that
Φ(xˆ, yˆ, s) = x2n − y2n + ϕ(x, y, s), ϕ(x, y, s) ∈ C∞(Ω),(5.66)
where
Ω :={(x, y, s) ∈ D ×D × R; (x,−2Im ∂bφ(x) + sω0(x)) ∈ V
⋂
Σ,
(y,−2Im∂bφ(y) + sω0(y)) ∈ V
⋂
Σ, |x− y| < ε, for some ε > 0}.
(5.67)
Since
dw′(ψ(∞, xˆ, (w′, α2n−1(x) + sβ2n−1(x), 1))− < yˆ, (w′, α2n−1(x) + sβ2n−1(x), 1)) = 0
at xˆ = yˆ, w′ = (α1(x) + sβ1(x), . . . , α2n−2(x) + sβ2n−2(x)), it follows that when xˆ = yˆ, the corre-
sponding critical point is w′ = (α1(x)+ sβ1(x), . . . , α2n−2(x)+ sβ2n−2(x)) and consequently for every
(xˆ, xˆ, s) ∈ Ωˆ and every (x, x, s) ∈ Ω,
ϕ(x, x, s) = 0,(5.68)
ϕ′x(x, x, s) = (α1(x) + sβ1(x), . . . , α2n−1(x) + sβ2n−1(x)) = −2Im∂bφ(x) + sω0(x),(5.69)
ϕ′y(x, x, s) = 2Im∂bφ(x) − sω0(x).(5.70)
Moreover, from the process above and (5.51), it is easy to see that
(5.71) b0(xˆ, xˆ, s) : T
∗0,q
xˆ Dˆ → N (x, s, n−), ∀(xˆ, xˆ, s) ∈ Ωˆ,
where b0(xˆ, yˆ, s) is as in (5.64).
The following is essentially well-known (see page 147 of [21] or Proposition B.14 of paper I in [13]).
Proposition 5.23. With the notations used above, if D and V are small enough, then there is a
constant c > 0 such that
Imϕ(x, y, s) ≥ c inf
w′∈Λ
(
Imψ(∞, xˆ, (w′, α2n−1(x) + sβ2n−1(x), 1))
+ |dw′
(
ψ(∞, xˆ, (w′, α2n−1(x) + sβ2n−1(x), 1))− < yˆ, (w′, α2n−1(x) + sβ2n−1(x), 1) >)|2
)
,
(5.72)
for all (x, y, s) ∈ Ω, where Λ is some open set of the origin in R2n−2.
From now on, we take D and V small enough so that (5.72) holds. We need
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Theorem 5.24. With the notations used above, there is a constant c > 0 such that
(5.73) Imϕ(x, y, s) ≥ c |x′ − y′|2 , ∀(x, y, s) ∈ Ω,
where x′ = (x1, . . . , x2n−2), y′ = (y1, . . . , y2n−2).
Moreover, if ε > 0 is small enough (ε is as in (5.65)) then there is a constant c1 > 0 such that
(5.74) Imϕ(x, y, s) +
∣∣∣∣∂ϕ∂s (x, y, s)
∣∣∣∣ ≥ c1( |x2n−1 − y2n−1|+ |x′ − y′|2), ∀(x, y, s) ∈ Ω,
and
(5.75) Φ(xˆ, yˆ, s) = 0 and ∂Φ∂s (xˆ, yˆ, s) =
∂ϕ
∂s (x, y, s) = 0 if and only if x = y.
Proof. From
ψ(∞, xˆ, (w′, α2n−1(x) + sβ2n−1(x), 1))− < yˆ, (w′, α2n−1(x) + sβ2n−1(x), 1) >
=< xˆ− yˆ, (w′, α2n−1(x) + sβ2n−1(x), 1) >
+O(|w′ − (α1(x) + sβ1(x), . . . , α2n−2(x) + sβ2n−2(x))|2)
we can check that
dw′
(
ψ(∞, xˆ, (w′, α2n−1(x) + sβ2n−1(x), 1))− < yˆ, (w′, α2n−1(x) + sβ2n−1(x), 1) >
)
=< x′ − y′, dw′ > +O(|w′ − (α1(x) + sβ1(x), . . . , α2n−2(x) + sβ2n−2(x))|).
Thus, there are constants c1, c2 > 0 such that∣∣dw′(ψ(∞, xˆ, (w′, α2n−1(x) + sβ2n−1(x), 1))− < yˆ, (w′, α2n−1(x) + sβ2n−1(x), 1) >)∣∣2
≥ c1 |x′ − y′|2 − c2 |w′ − (α1(x) + sβ1(x), . . . , α2n−2(x) + sβ2n−2(x))|2 .
If c12 |(x′ − y′)|2 ≥ c2 |w′ − (α1(x) + sβ1(x), . . . , α2n−2(x) + sβ2n−2(x))|2, then∣∣dw′(ψ(∞, xˆ, (w′, α2n−1(x) + sβ2n−1(x), 1))− < yˆ, (w′, α2n−1(x) + sβ2n−1(x), 1) >)∣∣2
≥ c1
2
|(x′ − y′)|2 .
(5.76)
Now, we assume that
|(x′ − y′)|2 ≤ 2c2
c1
|w′ − (α1(x) + sβ1(x), . . . , α2n−2(x) + sβ2n−2(x))|2 .
From Theorem 5.6, we have
Imψ(∞, xˆ, (w′, α2n−1(x) + sβ2n−1(x), 1))
≥ c3 |w′ − (α1(x) + sβ1(x), . . . , α2n−2(x) + sβ2n−2(x))|2 ≥ c1c3
2c2
|(x′ − y′)|2 ,(5.77)
where c3 is a positive constant. From (5.76), (5.77) and Proposition 5.23, (5.73) follows.
Now, we prove (5.74). In view of (5.69) and (5.70), we see that ϕ(x, y, s) =< −2Im∂bφ(x) +
sω0(x), x − y > +O(|x− y|2). Thus,
(5.78)
∂ϕ
∂s
(x, y, s) =< ω0(x), x − y > +O(|x− y|2) =
2n−1∑
j=1
βj(x)(xj − yj) +O(|x− y|2).
Since β2n−1(x) ≥ 12 for every x ∈ D, we conclude that if ε > 0 is small then there are constants c2 > 0,
c3 > 0, such that ∣∣∣∣∂ϕ∂s (x, y, s)
∣∣∣∣ ≥ c2 |x2n−1 − y2n−1| − c3 |x′ − y′|2 , ∀(x, y, s) ∈ Ω.
Combining this with (5.73), we obtain (5.74).
Finally, from (5.73) and (5.74), it is easy to see that (5.75) holds and the theorem follows. 
From now on, we take ε > 0 small enough so that (5.74) and (5.75) hold.
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Remark 5.25. The phase tΦ(xˆ, yˆ, s) is not positively homogeneous with respect to (s, t). Since t > 0
on Ωˆ, we put Φ0(xˆ, yˆ, s, t) := tΦ(xˆ, yˆ,
s
t ), Φ0(xˆ, yˆ, s, t) ∈ C∞(Ωˆ0), where
Ωˆ0 = {(xˆ, yˆ, s, t) ∈ Dˆ × Dˆ × R× R+; (xˆ, (−2Im∂bφ(x)t + sω0(x), t)) ∈ U
⋂
Σˆ,
(yˆ, (−2Im∂bφ(y)t + sω0(y), t)) ∈ U
⋂
Σˆ, |xˆ− yˆ| < ε}.
It is easy to see that Φ0 is a complex valued phase function in the sense of Melin-Sjo¨strand(see
Definition 3.5 in [21]). By using the identification tΦ ↔ Φ0, the framework of complex Fourier
integral operators in [21] works well in this non-homogeneous case.
We pause and introduce some notations. Let g(x, y, s) ∈ C∞(Ω) be a complex valued smooth
function. Assume that g(x, y, s) = 0 if and only if x = y. For p ∈ D, put
T(p,p,s)Hg
=
(a1, . . . , a2n−1, b1, . . . , b2n−1) ∈ C2n−1 × C2n−1;
2n−1∑
j=1
(
aj
∂2g
∂xj∂s
(p, p, s) + bj
∂2g
∂yj∂s
(p, p, s)
)
= 0
 .
(5.79)
The tangential Hessian of g(x, y, s) at (p, p, s) ∈ Ω is the bilinear map Hess (g, T(p,p,s)Hg) : T(p,p,s)Hg×
T(p,p,s)Hg → C given by
Hess (g, T(p,p,s)Hg) : T(p,p,s)Hg × T(p,p,s)Hg → C,
(u, v)→< g′′(p, p)u, v >, u, v ∈ T(p,p,s)Hg,
(5.80)
where g′′ =
[
g′′xx g
′′
xy
g′′yx g
′′
yy
]
. More precisely, if we put u = (a1, . . . , a2n−1, b1, . . . , b2n−1) ∈ C2n−1 ×
C2n−1, v = (c1, . . . , c2n−1, d1, . . . , d2n−1) ∈ C2n−1 × C2n−1, then
< g′′(p, p)u, v >
=
2n−1∑
s,t=1
(
csat
∂2g
∂xs∂xt
(p, p, s) + dsat
∂2g
∂ys∂xt
(p, p, s) + csbt
∂2g
∂xs∂yt
(p, p, s) + dsbt
∂2g
∂ys∂yt
(p, p, s).
In view of (5.69) and (5.70), it is easy to see that T(p,p,s)Hϕ is spanned by
(5.81) (u, v),
(
T (p), T (p)
)
, u, v ∈ T 1,0p X ⊕ T 0,1p X.
Let U be an open set in RN . We let UC be an almost comlexification of U . That is, UC is an open
set in CN with UC⋂RN = U . For any smooth function f ∈ C∞(U), we write f˜ ∈ C∞(UC) to denote
an almost analytic extension of f . (See Chapter 1 of Melin-Sjo¨strand [21], for the precise meaning of
”almost analytic extension ”). We need
Lemma 5.26. Let υ(x, y, s) ∈ C∞(Ω). We assume that υ(x, y, s) satisfies (5.68), (5.69), (5.70),
(5.73) and (5.74). If D is small enough then for every (x0, x0, s0) ∈ Ω, we can find a function
υˆ(x, y, s) ∈ C∞(Λ), where Λ ⊂ Ω is a small neighbourhood of (x0, x0, s0), such that υˆ(x, y, s) satisfies
(5.68), (5.69), (5.70), (5.73) and (5.74) and ∂υˆ∂y2n−1 (x, y, s) − (α2n−1(y) + sβ2n−1(y)) vanishes to
infinite order at x = y, Hess (υ, T(x,x,s)Hυ) = Hess (υˆ, T(x,x,s)Hυˆ), ∀(x, x, s) ∈ Λ, and tΥ(xˆ, yˆ, s) :=
t(x2n − y2n + υ(x, y, s)) and tΥˆ(xˆ, yˆ, s) := t(x2n − y2n + υˆ(x, y, s)) are equivalent for classical symbols
at every point of
diag ′
(
(U
⋂
Σˆ)× (U
⋂
Σˆ)
)⋂{
(xˆ, xˆ, tdxˆΥ(xˆ, xˆ, s),−tdxˆΥ(xˆ, xˆ, s)) ∈ T ∗Dˆ; (x, x, s) ∈ Λ, t > 0
}
in the sense of Melin-Sjo¨strand [21].(Remind that diag ′
(
(U
⋂
Σˆ)× (U ⋂ Σˆ)) is given by (5.21).)
Proof. We first claim that we can find g(x, y, s) ∈ C∞(Λ) with g(x, x, s) = s, where Λ ⊂ Ω is a small
neighbourhood of (x0, x0, s0), such that if we put
υ1(x, y, s) := υ˜(x, y, g(x, y, s))
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then ∂υ1∂y2n−1 (x, y, s) − (α2n−1(y) + sβ2n−1(y)) vanishes to infinite order at x = y. We formally set
g(y, y, s) = s and ∂υ1∂y2n−1 (x, y, s) = α2n−1(y) + sβ2n−1(y) mod O(|x− y|
∞). Then,
∂υ˜
∂y2n−1
(x, y, g(x, y, s)) +
∂υ˜
∂s
(x, y, g(x, y, s))
∂g
∂y2n−1
(x, y, s)
= α2n−1(y) + sβ2n−1(y) mod O(|x− y|∞).
Thus,
∂2υ˜
∂y22n−1
(x, y, g(x, y, s)) + 2
∂2υ˜
∂s∂y2n−1
(x, y, g(x, y, s))
∂g
∂y2n−1
(x, y, s)
+
∂2υ˜
∂s2
(x, y, g(x, y, s))(
∂g
∂y2n−1
(x, y, s))2 +
∂υ˜
∂s
(x, y, g(x, y, s))
∂2g
∂y22n−1
(x, y, s)
=
∂α2n−1
∂y2n−1
(y) + s
∂β2n−1
∂y2n−1
(y) mod O(|x− y|∞).
(5.82)
Note that ∂
2υ˜
∂s∂y2n−1
(y, y, g(y, y, s)) = ∂
2υ˜
∂s∂y2n−1
(y, y, s) 6= 0(see (5.78)) and
∂υ˜
∂s
(y, y, g(y, y, s)) =
∂υ˜
∂s2
(y, y, g(y, y, s)) = 0.
From this observation and (5.82), we can determine ∂g∂y2n−1 (x, y, s)|x=y. Continuing in this way, we
can determine ∂
|α|g
∂yα (x, y, s)|x=y, for every multiindex α = (α1, . . . , α2n−1) ∈ N2n−10 . By using Borel
construction, the claim follows.
Since α2n−1(y) + sβ2n−1(y) is real, we have
(5.83)
∂|α|+1Im υ1
∂yα∂y2n−1
(x, y, s)|x=y = 0,
for every multiindex α = (α1, . . . , α2n−1) ∈ N2n−10 . Moreover, from (5.73), it is straightforward to see
that if D is small enough then,
(5.84)
(
∂2Im υ1
∂yj∂yt
(x, y, s)|x=y
)2n−2
j,t=1
is positive definite at each point of (x, x, s) ∈ Λ.
From (5.83) and (5.84), we deduce that for every N > 0, there is a CN > 0, such that
(5.85) Im υ1(x, y, s) +
1
CN
|x− y|N ≥ CN |x′ − y′|2 , ∀(x, y, s) ∈ Λ.
From (5.83), (5.85) and the standard Borel construction, we can find υˆ(x, y, s) ∈ C∞(Λ) such that
υˆ(x, y, s)−υ1(x, y, s) vanishes to infinite order at x = y and Im υˆ(x, y, s) ≥ C0 |x′ − y′|2, ∀(x, y, s) ∈ Λ,
where C0 > 0 is a constant. Since υˆ(x, y, s) − υ1(x, y, s) vanishes to infinite order at x = y, υ(x, y, s)
satisfies (5.68), (5.69), (5.70), (5.74) and ∂υˆ∂y2n−1 (x, y, s)− (α2n−1(y) + sβ2n−1(y)) vanishes to infinite
order at x = y.
Now, we prove that tΥ(xˆ, yˆ, s) := t(x2n−y2n+υ(x, y, s)) and tΥˆ(xˆ, yˆ, s) := t(x2n−y2n+ υˆ(x, y, s))
are equivalent for classical symbols at every point of
diag ′
(
(U
⋂
Σˆ)× (U
⋂
Σˆ)
)⋂{
(xˆ, xˆ, tdxˆΥ(xˆ, xˆ, s),−tdxˆΥ(xˆ, xˆ, s)) ∈ T ∗Dˆ; (x, x, s) ∈ Λ, t > 0
}
.
Fix (xˆ0, xˆ0, s0) ∈ Ωˆ, (x, x, s) ∈ Λ, t0 > 0 and set
xˆ0 = (x0, xn,0), x0 ∈ R2n−1, (x0, x0, s0) ∈ Ω,
(xˆ0, ξˆ0) = (xˆ0, t0
∂Υˆ
∂xˆ
(xˆ0, xˆ0, s0)) = (xˆ0, t0
∂Υ
∂xˆ
(xˆ0, xˆ0, s0)) ∈
(
U
⋂
Σˆ
)⋂
T ∗Dˆ.
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Let Wˆ be a small neighbourhood of (xˆ0, xˆ0, s0) and let I0 be a neighbourhood of t0 in R+. Put
Λ˜
tΥˆ
:={(˜ˆx, ˜ˆy, t˜∂ ˜ˆΥ
∂x˜
(˜ˆx, ˜ˆy, s˜), t˜ ∂ ˜ˆΥ
∂y˜
(˜ˆx, ˜ˆy, s˜)) ∈ C2n × C2n × C2n × C2n;
˜ˆ
Υ(˜ˆx, ˜ˆy, s˜) = 0, ∂ ˜ˆΥ
∂s˜
(˜ˆx, ˜ˆy, s˜) = 0, (˜ˆx, ˜ˆy, s˜) ∈ WˆC, t˜ ∈ IC0 },
Λ
t˜Υ
:={(˜ˆx, ˜ˆy, t˜∂Υ˜
∂x˜
(˜ˆx, ˜ˆy, s˜), t˜ ∂Υ˜
∂y˜
(˜ˆx, ˜ˆy, s˜)) ∈ C2n × C2n × C2n × C2n;
Υ˜(˜ˆx, ˜ˆy, s˜) = 0, ∂Υ˜
∂s˜
(˜ˆx, ˜ˆy, s˜) = 0, (˜ˆx, ˜ˆy, s˜) ∈ WˆC, t˜ ∈ IC0 }.
(5.86)
From global theory of complex Fourier integral operators of Melin-So¨strand [21], we know that
tΥˆ(xˆ, yˆ, s) and tΥ(xˆ, yˆ, s) are equivalent for classical symbols at (xˆ0, xˆ0, ξˆ0,−ξˆ0) ∈ diag ′
(
(U
⋂
Σˆ) ×
(U
⋂
Σˆ)
)
in the sense of Melin-Sjo¨strand [21] if and only if Λ˜
tΥˆ
and Λ
t˜Υ
are equivalent in the sense
that there is a neighbourhood Q of (xˆ0, xˆ0, ξˆ0,−ξˆ0) in C2n × C2n × C2n × C2n, such that for every
N > 0, we have
dist (z,Λ˜
tΥˆ
) ≤ CN |Im z|N , ∀z ∈ Q
⋂
Λ
t˜Υ
,
dist (z1,Λt˜Υ) ≤ CN |Im z1|N , ∀z1 ∈ Q
⋂
Λ˜
tΥˆ
,
(5.87)
where CN > 0 is independent of z and z1. Put tΥ1(xˆ, yˆ, s) = t(x2n−y2n+υ1(x, y, s)). We take almost
analytic extensions of tΥˆ, tΥ and tΥ1 such that
t˜Υˆ(˜ˆx, ˜ˆy, s˜) = t˜ ˜ˆΥ(˜ˆx, ˜ˆy, s˜) = t˜(x˜2n − y˜2n) + t˜˜ˆυ(x˜, y˜, s˜),
t˜Υ(˜ˆx, ˜ˆy, s˜) = t˜ Υ˜(˜ˆx, ˜ˆy, s˜) = t˜(x˜2n − y˜2n) + t˜υ˜(x˜, y˜, s˜),
t˜Υ1(˜ˆx, ˜ˆy, s˜) = t˜ Υ˜1(˜ˆx, ˜ˆy, s˜) = t˜(x˜2n − y˜2n) + t˜υ˜1(x˜, y˜, s˜),
(5.88)
and near (xˆ0, xˆ0, ξˆ0,−ξˆ0), we have
(5.89) Λ
t˜Υ
= Λ
t˜Υ1
,
where Λ
t˜Υ1
is defined as in (5.86), (˜ˆx, ˜ˆy, s˜) ∈ WˆC, t˜ ∈ IC0 . Thus, we only need to prove that Λ˜tΥˆ and
Λ
t˜Υ1
are equivalent in the sense of (5.87).
Since υˆ(x, y, s)− υ1(x, y, s) vanishes to infinite order at x = y, it is straightforward to see that (see
section 12) there is a neighbourhood Q of (xˆ0, xˆ0, ξˆ0,−ξˆ0) in C2n × C2n × C2n × C2n, such that for
every N > 0 and every z = (˜ˆx, ˜ˆy, t˜∂Υ˜∂x˜ (˜ˆx, ˜ˆy, s˜), t˜∂Υ˜∂y˜ (˜ˆx, ˜ˆy, s˜)) ∈ Q⋂Λt˜Υ, we have
(5.90) dist (z,Λ˜
tΥˆ
) ≤ CN
(
|Im (x˜′, y˜, s˜)|N + |Re x˜′ − Re y˜|N
)
,
where CN > 0 is independent of z ∈ Q. Moreover, we can repeat the process in section 12 and
conclude that if Q is small enough then there is a constant C1 > 0 independent of z ∈ Q such that
(5.91) |Im (x˜′, y˜, s˜)|+ |Re x˜′ − Re y˜| ≤ C1 |Im z| ,
for every z = (˜ˆx, ˜ˆy, t˜∂Υ˜∂x˜ (˜ˆx, ˜ˆy, s˜), t˜∂Υ˜∂y˜ (˜ˆx, ˜ˆy, s˜)) ∈ Q⋂Λt˜Υ. From (5.90) and (5.91), we get the first
formula in (5.87). Similarly, we can repeat the process above and conclude the second formula in
(5.87). Moreover, from the construction above, it is easy to see that
Hess (υ, T(x,x,s)Hυ) = Hess (υˆ, T(x,x,s)Hυˆ), ∀(x, x, s) ∈ Λ.
The lemma follows. 
Definition 5.27. Let Φ1(xˆ, yˆ, s) = x2n − y2n + ϕ1(x, y, s) ∈ C∞(Ωˆ), Φ2(xˆ, yˆ, s) = x2n − y2n +
ϕ2(x, y, s) ∈ C∞(Ωˆ), , ϕ1(x, y, s), ϕ2(x, y, s) ∈ C∞(Ω). We assume that ϕ1 and ϕ2 satisfy (5.68),
(5.69), (5.70), (5.73) and (5.74). Let (x0, x0, s0) ∈ Ω. From Lemma 5.26, we know that in some
small neighbourhood Λ ⊂ Ω of (x0, x0, s0), there are ϕˆ1(x, y, s), ϕˆ2(x, y, s) ∈ C∞(Λ) such that ϕ1
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and ϕ2 satisfy (5.68), (5.69), (5.70), (5.73), (5.74) and
∂ϕˆ1
∂y2n−1
(x, y, s) − (α2n−1(y) + sβ2n−1(y)) and
∂ϕˆ2
∂y2n−1
(x, y, s) − (α2n−1(y) + sβ2n−1(y)) vanish to infinite order at x = y, Hess (ϕ1, T(x,x,s)Hϕ1) =
Hess (ϕˆ1, T(x,x,s)Hϕˆ1), ∀(x, x, s) ∈ Λ, Hess (ϕ2, T(x,x,s)Hϕ2) = Hess (ϕˆ2, T(x,x,s)Hϕˆ2), ∀(x, x, s) ∈ Λ
and tΦˆ1(xˆ, yˆ, s) := t(x2n − y2n + ϕˆ1(x, y, s)) and tΦ1(xˆ, yˆ, s) are equivalent for classical symbols at
every point of
diag ′
(
(U
⋂
Σˆ)× (U
⋂
Σˆ)
)⋂{
(xˆ, xˆ, tdxˆΦ1(xˆ, xˆ, s),−tdxˆΦ1(xˆ, xˆ, s)) ∈ T ∗Dˆ; (x, x, s) ∈ Λ, t > 0
}
in the sense of Melin-Sjo¨strand [21], tΦˆ2(xˆ, yˆ, s) := t(x2n − y2n + ϕˆ2(x, y, s)) and tΦ2(xˆ, yˆ, s) are
equivalent for classical symbols at every point of
diag ′
(
(U
⋂
Σˆ)× (U
⋂
Σˆ)
)⋂{
(xˆ, xˆ, tdxˆΦ2(xˆ, xˆ, s),−tdxˆΦ2(xˆ, xˆ, s)) ∈ T ∗Dˆ; (x, x, s) ∈ Λ, t > 0
}
in the sense of Melin-Sjo¨strand [21]. We say that ϕ1(x, y, s) and ϕ2(x, y, s) are equivalent at (x0, x0, s)
if there are functions f ∈ C∞(Λ′), gj ∈ C∞(Λ′), j = 0, 1, . . . , 2n− 1, pj ∈ C∞(Λ′), j = 1, . . . , 2n− 1,
such that
∂ϕˆ1
∂s
(x, y, s)− f(x, y, s)∂ϕˆ2
∂s
(x, y, s),
ϕˆ1(x, y, s)− ϕˆ2(x, y, s) = g0(x, y, s)∂ϕˆ1
∂s
(x, y, s),
∂ϕˆ1
∂xj
(x, y, s)− ∂ϕˆ2
∂xj
(x, y, s) = gj(x, y, s)
∂ϕˆ1
∂s
(x, y, s), j = 1, 2, . . . , 2n− 1,
∂ϕˆ1
∂yj
(x, y, s)− ∂ϕˆ2
∂yj
(x, y, s) = pj(x, y, s)
∂ϕˆ1
∂s
(x, y, s), j = 1, 2, . . . , 2n− 1,
vanish to infinite order on x = y, for every (x, y, s) ∈ Λ′, where Λ′ ⊂ Λ is a small neighbourhood of
(x0, x0, s0).
We have
Theorem 5.28. Let Φ1(xˆ, yˆ, s) = x2n−y2n+ϕ1(x, y, s) ∈ C∞(Ωˆ), ϕ1(x, y, s) ∈ C∞(Ω). Assume that
ϕ1 satisfis (5.68), (5.69), (5.70), (5.73) and (5.74). Then tΦ(xˆ, yˆ, s) and tΦ1(xˆ, yˆ, s) are equivalent
for classical symbols at every point of
diag ′
(
(U
⋂
Σˆ)× (U
⋂
Σˆ)
)⋂{
(xˆ, xˆ, ξˆ,−ξˆ); (xˆ, ξˆ) ∈ T ∗Dˆ
}
.
(remind that diag ′
(
(U
⋂
Σˆ)× (U ⋂ Σˆ)) is given by (5.21)) in the sense of Melin-Sjo¨strand [21] if and
only if ϕ(x, y, s) and ϕ1(x, y, s) are equivalent at each point of Ω in the sense of Definition 5.27.
The proof is straightforward and follows from global theory of complex Fourier integral operators
of Melin-Sjo¨strand [21]. We put the proof in section 12.
We notice that ψ(∞, xˆ, ηˆ)− < yˆ, ηˆ > and tΦ(xˆ, yˆ, s) are equivalent for classical symbols at every
point of diag ′
(
(U
⋂
Σˆ)×(U ⋂ Σˆ))⋂{(xˆ, xˆ, ξˆ,−ξˆ); (xˆ, ξˆ) ∈ T ∗Dˆ} in the sense of Melin-Sjo¨strand [21].
Consider
−Φ(yˆ, xˆ, s) = x2n − y2n − ϕ(y, x, s).
From Theorem 5.7, we see that tΦ(xˆ, yˆ, s) and −tΦ(yˆ, xˆ, s) are equivalent for classical symbols at every
point of diag ′
(
(U
⋂
Σˆ)× (U ⋂ Σˆ)) in the sense of Melin-Sjo¨strand [21]. Note that −ϕ(y, x, s) satisfies
(5.68), (5.69), (5.70), (5.73) and (5.74). From Theorem 5.28, we see that ϕ(x, y, s) and −ϕ(y, x, s) are
equivalent at each point of Ω in the sense of Definition 5.27.
Summing up, we obtain the main result of this section
Theorem 5.29. With the notations and assumptions above. Let S = S(xˆ, yˆ) ∈ L01
2 ,
1
2
(Dˆ, T ∗0,qDˆ ⊠
T ∗0,qDˆ) be as in Theorem 5.21. Then, on Dˆ, we have
(5.92) S(xˆ, yˆ) ≡
∫
eitΦ(xˆ,yˆ,s)b(xˆ, yˆ, s, t)dsdt
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with
(5.93) b(xˆ, yˆ, s, t) ∼
∞∑
j=0
bj(xˆ, yˆ, s)t
n−j
in Sn1,0(Ωˆ×]0,∞[, T ∗0,qyˆ Dˆ ⊠ T ∗0,qxˆ Dˆ), Supp b(xˆ, yˆ, s, t) ⊂ Ωˆ× R+,
(5.94) b0(xˆ, xˆ, s) : T
∗0,q
xˆ Dˆ → N (x, s, n−), ∀(xˆ, xˆ, s) ∈ Ωˆ,
where N (x, s, n−) is given by (5.39),
Ωˆ :={(xˆ, yˆ, s) ∈ Dˆ × Dˆ × R; (xˆ, (−2Im ∂bφ(x) + sω0(x), 1)) ∈ U
⋂
Σˆ,
(yˆ, (−2Im ∂bφ(y) + sω0(y), 1)) ∈ U
⋂
Σˆ, |xˆ− yˆ| < ε, for some ε > 0},
(5.95)
Supp bj(xˆ, yˆ, s) ⊂ Ωˆ, bj(xˆ, yˆ, s) ∈ C∞(Ωˆ, T ∗0,qyˆ Dˆ ⊠ T ∗0,qxˆ Dˆ), j = 0, 1, . . . ,
Φ(xˆ, yˆ, s) = x2n − y2n + ϕ(x, y, s),
ϕ(x, y, s) ∈ C∞(Ω), Ω =
{
(x, y, s) ∈ D ×D × R; (xˆ, yˆ, s) ∈ Ωˆ
}
,
and ϕ(x, y, s) satisfies (5.68), (5.69), (5.70), (5.73) and (5.74). Furthermore, ϕ(x, y, s) and −ϕ(y, x, s)
are equivalent at each point of Ω in the sense of Definition 5.27.
Moreover, the phase tΦ(xˆ, yˆ, s) can be characterized as follows: Let Φ1(xˆ, yˆ, s) = x2n − y2n +
ϕ1(x, y, s) ∈ C∞(Ωˆ), ϕ1(x, y, s) ∈ C∞(Ω). We assume that ϕ1 satisfies (5.68), (5.69), (5.70), (5.73)
and (5.74). Then tΦ(xˆ, yˆ, s) and tΦ1(xˆ, yˆ, s) are equivalent for classical symbols at every point of
diag ′
(
(U
⋂
Σˆ)× (U
⋂
Σˆ)
)⋂{
(xˆ, xˆ, ξˆ,−ξˆ); (xˆ, ξˆ) ∈ T ∗Dˆ
}
in the sense of Melin-Sjo¨strand [21] if and only if ϕ(x, y, s) and ϕ1(x, y, s) are equivalent at each point
of Ω in the sense of Definition 5.27.
5.4. The tangential Hessian of ϕ(x, y, s). In this section, we will calculate the tangential Hessian
of ϕ(x, y, s) and we will use the same notations as before. Let x = (x1, . . . , x2n−1) be local coordinates
on D. The following is straightforward. We omit the proof.
Proposition 5.30. Let ϕ1(x, y, s), ϕ2(x, y, s) ∈ C∞(Ωˆ). We assume that ϕ1 and ϕ2 satisfy (5.68),
(5.69), (5.70), (5.73) and (5.74). Then, T(x,x,s)Hϕ1 = T(x,x,s)Hϕ2 , for every (x, x, s) ∈ Ω. Assume
further that ϕ1(x, y, s) and ϕ2(x, y, s) are equivalent at each point of Ω in the sense of Definition 5.27.
Then, Hess (ϕ1, T(x,x,s)Hϕ1) = Hess (ϕ2, T(x,x,s)Hϕ2), ∀(x, x, s) ∈ Ω.
In particular, if we put ϕ1(x, y, s) = −ϕ(y, x, s) then Hess (ϕ, T(x,x,s)Hϕ) = Hess (ϕ1, T(x,x,s)Hϕ1),
∀(x, x, s) ∈ Ω.
From Proposition 5.30, we know that the tangential Hessian of ϕ at (x, x, s) ∈ Ω is uniquely
determined in the equivalence class of ϕ in the sense of Definition 5.27. In the rest of this section,
we will determine the tangential Hessian of ϕ(x, y, s) at (x, x, s) ∈ Ω. Until further notice, we fix
(p, p, s0) ∈ Ω. Recall that (see (5.14) and (5.67)) Mφp − 2s0Lp is non-degenerate of constant signature
(n−, n+). We can repeat the proof of Lemma 8.1 in [14] with minor change and conclude that
Proposition 5.31. Let Z1,s0 , . . . , Zn−1,s0 be an orthonormal frame of T
1,0
x X varying smoothly with
x in a neighbourhood of p, for which the Hermitian quadratic form Mφx − 2s0Lx is diagonalized at p.
That is,
(5.96) Mφp
(
Zj,s0(p), Zt,s0(p)
)− 2s0Lp(Zj,s0(p), Zt,s0(p)) = λj(s0)δj,t, j, t = 1, . . . , n− 1.
Assume that λj(s0) < 0, j = 1, . . . , n−, λj(s0) > 0, j = n− + 1, . . . , n − 1. Let x = (x1, . . . , x2n−1)
be local coordinates of X defined in some small neighbourhood of p such that x(p) = 0. Let hj(x, ξ) be
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the principal symbol of Zj,s0 , j = 1, . . . , n− 1. Then in some open neighbourhood W ⊂ Ω of (p, p, s0),
there exist gj(x, y, s) ∈ C∞(W ), j = 1, . . . , n− 1, such that
hj(x, ϕ
′
x(x, y, s0)) + (Zj,s0φ)(x) = gj(x, y, s0)
∂ϕ
∂s
(x, y, s0) +O(|(x, y)|2), j = 1, . . . , n−,
hj(x, ϕ
′
x(x, y, s0)) + (Zj,s0φ)(x) = gj(x, y, s0)
∂ϕ
∂s
(x, y, s0) +O(|(x, y)|2), j = n− + 1, . . . , n− 1.
(5.97)
Let Z1,s0 , . . . , Zn−1,s0 be as in Proposition 5.31. We take local coordinates x = (x1, . . . , x2n−1),
zj = x2j−1+ ix2j , j = 1, . . . , n− 1, defined in some small neighbourhood of p so that (2.2) hold. From
(2.2), (5.69) and (5.70) it is not difficult to see that
∂2ϕ
∂s∂xj
(p, p, s0) =
∂2ϕ
∂s∂yj
(p, p, s0) = 0, j = 1, . . . , 2n− 2,
∂2ϕ
∂s∂x2n−1
(p, p, s0) = 1,
∂2ϕ
∂s∂y2n−1
(p, p, s0) = −1.
(5.98)
From (5.98), it is easy to see that to determine the tangential Hessian of ϕ(x, y, s) at (p, p, s0) is
equivalent to determine
∂2ϕ
∂xj∂xl
(p, p, s0),
∂2ϕ
∂xj∂yl
(p, p, s0),
∂2ϕ
∂yj∂yl
(p, p, s0), j, l = 1, . . . , 2n− 2,
( ∂2ϕ
∂xj∂x2n−1
+
∂2ϕ
∂xj∂y2n−1
)(p, p, s0), (
∂2ϕ
∂yj∂x2n−1
+
∂2ϕ
∂yj∂y2n−1
)
(p, p, s0), j = 1, . . . , 2n− 2,
( ∂2ϕ
∂x22n−1
+ 2
∂2ϕ
∂x2n−1∂y2n−1
+
∂2ϕ
∂y22n−1
)
(p, p, s0).
(5.99)
From (2.2), (3.3) and (4.26), it is straightforward to check that
Mφp
(
Zj,s0(p), Zl,s0(p)
)
= (iτj,l − iτ l,j)β + µj,l, j, l = 1, . . . , n− 1,
Lp
(
Zj,s0(p), Zl,s0(p)
)
= −1
2
(τj,l + τ l,j), j, l = 1, . . . , n− 1.
(5.100)
Since Mφp − 2s0Lp is diagonal in the basis
{
Z1,s0 , . . . , Zn−1,s0
}
, we have
(5.101) (iτj,l − iτ l,j)β + µj,l + s0(τj,l + τ l,j) = λj(s0)δj,l, j, l = 1, . . . , n− 1.
We write y = (y1, . . . , y2n−1), wj = y2j−1 + iy2j, j = 1, . . . , n− 1,
∂
∂wj
=
1
2
(
∂
∂y2j−1
− i ∂
∂y2j
),
∂
∂wj
=
1
2
(
∂
∂y2j−1
+ i
∂
∂y2j
), j = 1, . . . , n− 1.
From (5.97) and (2.2), we can check that
− i ∂ϕ
∂zj
(x, y, s0) +
n−1∑
t=1
τj,tzt
∂ϕ
∂x2n−1
(x, y, s0)− icjx2n−1 ∂ϕ
∂x2n−1
(x, y, s) + (Zj,s0φ)(x)
= gj(x, y, s0)
∂ϕ
∂s
(x, y, s0) +O(|(x, y)|2), j = 1, . . . , n−,
i
∂ϕ
∂zj
(x, y, s0) +
n−1∑
t=1
τ j,tzt
∂ϕ
∂x2n−1
(x, y, s0) + icjx2n−1
∂ϕ
∂x2n−1
(x, y, s0) + (Zj,s0φ)(x)
= gj(x, y, s0)
∂ϕ
∂s
(x, y, s0) +O(|(x, y)|2), j = n− + 1, . . . , n− 1.
(5.102)
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From (2.2), (5.98), (5.102) and notice that ∂ϕ∂x2n−1 (p, p, s0) = s0, it is straightforward to see that
∂2ϕ
∂zj∂zl
(p, p, s0) = −i(al,j + aj,l), 1 ≤ j ≤ n−, 1 ≤ l ≤ n− 1,
∂2ϕ
∂zj∂wl
(p, p, s0) =
∂2ϕ
∂zj∂wl
(p, p, s0) = 0, 1 ≤ j ≤ n−, 1 ≤ l ≤ n− 1,
∂2ϕ
∂zj∂zl
(p, p, s0) = −is0τj,l + τj,lβ − i
2
µj,l, 1 ≤ j ≤ n−, 1 ≤ l ≤ n− 1,
( ∂2ϕ
∂zj∂x2n−1
+
∂2ϕ
∂zj∂y2n−1
)
(p, p, s0) = −icjβ − s0cj − idj , 1 ≤ j ≤ n−,
(5.103)
and
∂2ϕ
∂zj∂zl
(p, p, s0) = i(al,j + aj,l), n− + 1 ≤ j ≤ n− 1, 1 ≤ l ≤ n− 1,
∂2ϕ
∂zj∂wl
(p, p, s0) =
∂2ϕ
∂zj∂wl
(p, p, s0) = 0, n− + 1 ≤ j ≤ n− 1, 1 ≤ l ≤ n− 1,
∂2ϕ
∂zj∂zl
(p, p, s0) = is0τ j,l + τ j,lβ +
i
2
µj,l, n− + 1 ≤ j ≤ n− 1, 1 ≤ l ≤ n− 1,( ∂2ϕ
∂zj∂x2n−1
+
∂2ϕ
∂zj∂y2n−1
)
(p, p, s0) = icjβ − s0cj + idj , n− + 1 ≤ j ≤ n− 1.
(5.104)
Put ϕ1(x, y, s) = −ϕ(y, x, s). In view of Proposition 5.31, we know the Hess (ϕ, T(p,p,s0)Hϕ) =
Hess (ϕ1, T(p,p,s0)Hϕ1). From this observation, (5.103) and (5.104), we can check that
∂2ϕ
∂wj∂wl
(p, p, s0) = −i(al,j + aj,l), 1 ≤ j ≤ n−, 1 ≤ l ≤ n− 1,
∂2ϕ
∂wj∂zl
(p, p, s0) =
∂2ϕ
∂wj∂zl
(p, p, s0) = 0, 1 ≤ j ≤ n−, 1 ≤ l ≤ n− 1,
∂2ϕ
∂wj∂wl
(p, p, s0) = −is0τ j,l − τ j,lβ − i
2
µj,l, 1 ≤ j ≤ n−, 1 ≤ l ≤ n− 1,( ∂2ϕ
∂wj∂x2n−1
+
∂2ϕ
∂wj∂y2n−1
)
(p, p, s0) = −icjβ + s0cj − idj , 1 ≤ j ≤ n−,
∂2ϕ
∂wj∂wl
(p, p, s0) = i(al,j + aj,l), n− + 1 ≤ j ≤ n− 1, 1 ≤ l ≤ n− 1,
∂2ϕ
∂wj∂zl
(p, p, s0) =
∂2ϕ
∂wj∂zl
(p, p, s0) = 0, n− + 1 ≤ j ≤ n− 1, 1 ≤ l ≤ n− 1,
∂2ϕ
∂wj∂wl
(p, p, s0) = is0τj,l − τj,lβ + i
2
µj,l, n− + 1 ≤ j ≤ n− 1, 1 ≤ l ≤ n− 1,
( ∂2ϕ
∂wj∂x2n−1
+
∂2ϕ
∂wj∂y2n−1
)
(p, p, s0) = icjβ + s0cj + idj, n− + 1 ≤ j ≤ n− 1.
(5.105)
Fix n−+1 ≤ j, l ≤ n− 1. We determine ∂
2ϕ
∂zj∂zl
(p, p, s0). From the fact ϕ(z, z, s) = 0, we can check
that
(5.106)
∂2ϕ
∂zj∂zl
(p, p, s0) +
∂2ϕ
∂zj∂wl
(p, p, s0) +
∂2ϕ
∂wj∂zl
(p, p, s0) +
∂2ϕ
∂wj∂wl
(p, p, s0) = 0.
From (5.106) and (5.105), we conclude that
(5.107)
∂2ϕ
∂zj∂zl
(p, p, s0) = −i(al,j + aj,l), n− + 1 ≤ j, l ≤ n− 1.
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We can repeat the procedure above several times and deduce (we omit the computations)
∂2ϕ
∂zj∂zl
(p, p, s0) = i(al,j + aj,l), 1 ≤ j, l ≤ n−,
∂2ϕ
∂zj∂zl
(p, p, s0) = is0τ j,l + τ j,lβ +
i
2
µj,l, 1 ≤ j ≤ n−, n− + 1 ≤ l ≤ n− 1,
∂2ϕ
∂zj∂wl
(p, p, s0) = 0, 1 ≤ j ≤ n−, n− + 1 ≤ l ≤ n− 1,
∂2ϕ
∂zj∂wl
(p, p, s0) = 0, n− + 1 ≤ j ≤ n− 1, 1 ≤ l ≤ n−,
∂2ϕ
∂zj∂wl
(p, p, s0) = is0(τl,j + τ j,l) + (τ j,l − τl,j)β + iµl,j , 1 ≤ j, l ≤ n−,
∂2ϕ
∂zj∂wl
(p, p, s0) = −is0(τ l,j + τj,l) + (τj,l − τ l,j)β − iµj,l, n− + 1 ≤ j, l ≤ n− 1,
( ∂2ϕ
∂zj∂x2n−1
+
∂2ϕ
∂zj∂y2n−1
)
(p, p, s0) = −icjβ − s0cj − idj , n− + 1 ≤ j ≤ n− 1,
( ∂2ϕ
∂zj∂x2n−1
+
∂2ϕ
∂zj∂y2n−1
)
(p, p, s0) = icjβ − s0cj + idj , 1 ≤ j ≤ n−.
(5.108)
Again, from the fact that Hess (ϕ, T(p,p,s0)Hϕ) = Hess (ϕ1, T(p,p,s0)Hϕ1), (5.107) and (5.108), we
can check that
∂2ϕ
∂wj∂wl
(p, p, s0) = −i(al,j + aj,l), n− + 1 ≤ j, l ≤ n− 1,
∂2ϕ
∂wj∂wl
(p, p, s0) = i(al,j + aj,l), 1 ≤ j, l ≤ n−,
∂2ϕ
∂wj∂wl
(p, p, s0) = is0τj,l − τj,lβ + i
2
µj,l, 1 ≤ j ≤ n−, n− + 1 ≤ l ≤ n− 1,
( ∂2ϕ
∂wj∂x2n−1
+
∂2ϕ
∂wj∂y2n−1
)
(p, p, s0) = −icjβ + s0cj − idj , n− + 1 ≤ j ≤ n− 1,
( ∂2ϕ
∂wj∂x2n−1
+
∂2ϕ
∂wj∂y2n−1
)
(p, p, s0) = icjβ + s0cj + idj , 1 ≤ j ≤ n−.
(5.109)
Moreover, from ϕ(x, x, s) = 0, we conclude that
(5.110)
( ∂2ϕ
∂x22n−1
+ 2
∂2ϕ
∂x2n−1∂y2n−1
+
∂2ϕ
∂y22n−1
)
(p, p, s0) = 0.
From (5.103), (5.104), (5.105), (5.107), (5.108), (5.109), (5.110) and (5.99), we completely determine
the tangential Hessian of ϕ(x, y, s) at (p, p, s0). Summing up, we obtain Theorem 2.2.
6. Semi-classical Hodge decomposition theorems for 
(q)
s,k in some non-degenerate
part of Σ
In this section we apply the results about the Microlocal decomposition for 
(q)
s previously in
order to describe the semi-classical behaviour of 
(q)
s,k in some non-degenerate part of Σ. We pause
and introduce some notations and definitions. We first recall briefly the definition of semi-classical
pseudodifferential operators. We need
Definition 6.1. Let W be an open set in RN . Let S(1;W ) = S(1) be the set of a ∈ C∞(W ) such
that for every α ∈ NN0 , there exists Cα > 0, such that |∂αx a(x)| ≤ Cα on W . If a = a(x, k) depends
on k ∈]1,∞[, we say that a(x, k) ∈ Sloc (1;W ) = Sloc (1) if χ(x)a(x, k) uniformly bounded in S(1)
when k varies in ]1,∞[, for any χ ∈ C∞0 (W ). For m ∈ R, we put Smloc(1;W ) = Smloc(1) = kmSloc (1).
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If aj ∈ Smjloc (1), mj ց −∞, we say that a ∼
∑∞
j=0 aj in S
m0
loc (1) if a−
∑N0
j=0 aj ∈ S
mN0+1
loc (1) for every
N0. For a given sequence aj as above, we can always find such an asymptotic sum a and a is unique
up to an element in S−∞loc (1) = S
−∞
loc (1;W ) :=
⋂
m S
m
loc (1). We say that a(x, k) ∈ Sm0loc (1) is a classical
symbol on W of order m0 if
(6.1) a(x, k) ∼∑∞j=0 km0−jaj(x) in Sm0loc (1), aj(x) ∈ Sloc (1), j = 0, 1 . . . .
The set of all classical symbols on W of order m0 is denoted by S
m0
loc ,cl (1) = S
m0
loc ,cl (1;W ).
Let E be a vector bundle over a smooth paracompact manifold Y . We extend the definitions
above to the space of smooth sections of E over Y in the natural way and we write Smloc (1;Y,E) and
Smloc ,cl (1;Y,E) to denote the corresponding spaces.
Let W be an open set in RN and let E and F be complex vector bundles over W with Hermitian
metrics. For any k-dependent continuous function
Fk : H
s
comp (W,E)→ Hs
′
loc (W,F ), s, s
′ ∈ R,
we write
Fk = O(k
n0 ) : Hscomp (W,E)→ Hs
′
loc (W,F ), n0 ∈ Z,
if for any χ0, χ1 ∈ C∞0 (W ), there is a positive constant c > 0 independent of k, such that
(6.2) ‖(χ0Fkχ1)u‖s′ ≤ ckn0 ‖u‖s , ∀u ∈ Hsloc (W,E),
where ‖u‖s is the usual Sobolev norm of order s.
A k-dependent continuous operator Ak : C
∞
0 (W,E)→ D ′(W,F ) is called k-negligible (on W ) if Ak
is smoothing and the kernel Ak(x, y) of Ak satisfies
∣∣∂αx ∂βyAk(x, y)∣∣ = O(k−N ) locally uniformly on
every compact set in W ×W , for all multi-indices α, β and all N ∈ N. Ak is k-negligible if and only if
Ak = O(k
−N ′) : Hscomp (W,E)→ Hs+Nloc (W,F ) ,
for all N,N ′ ≥ 0 and s ∈ Z. Let Ck : C∞0 (W,E) → D ′(W,F ) be another k-dependent continuous
operator. We write Ak ≡ Ck mod O(k−∞) (on W ) or Ak(x, y) ≡ Ck(x, y) mod O(k−∞) (on W ) if
Ak − Ck is k-negligible on W .
Definition 6.2. Let W be an open set in RN and let E and F be complex vector bundles over W .
A classical semi-classical pseudodifferential operator on W of order m from sections of E to sections
of F is a k-dependent continuous operator Ak : C
∞
0 (W,E) → C∞(W,F ) such that the distribution
kernel Ak(x, y) is given by the oscillatory integral
Ak(x, y) ≡ k
N
(2π)N
∫
eik<x−y,η>a(x, y, η, k)dη mod O(k−∞),
a(x, y, η, k) ∈ Smloc ,cl (1;W ×W × RN , E ⊠ F ).
We shall identify Ak with Ak(x, y) and it is clearly that Ak has a unique continuous extension
E ′(W,E)→ D ′(W,F ).
Definition 6.3. Let
Iˆk = k
2n−1
(2π)2n−1
∫
eik<x−y,η>p(x, y, η, k)dη
be a classical semi-classical pseudodifferential operator on D of order 0 from sections of T ∗0,qX to
sections of T ∗0,qX with p(x, y, η, k) ∈ S0loc ,cl (1;D ×D×R2n−1, T ∗0,qX ⊠ T ∗0,qX). Let Λ be an open
set of T ∗D. We write
Iˆk ≡ k2n−1(2π)2n−1
∫
eik<x−y,η>q(x, y, η, k)dη mod O(k−∞) at Λ
⋂
Σ,
where q(x, y, η, k) ∈ S0loc ,cl (1;D ×D × R2n−1, T ∗0,qX ⊠ T ∗0,qX), if
Iˆk ≡ k
2n−1
(2π)2n−1
∫
eik<x−y,η>q(x, y, η, k)dη +
k2n−1
(2π)2n−1
∫
eik<x−y,η>β(x, y, η, k)dη mod O(k−∞),
where β(x, y, η, k) ∈ S0loc (1;D ×D × R2n−1, T ∗0,qX ⊠ T ∗0,qX) and there is a small neighbourhood Γ
of Λ
⋂
Σ such that β(x, y, η, k) = 0 if (x, η) ∈ Γ.
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We return to our situation. Let s be a local trivializing section of L on an open subset D ⊂ X
and |s|2hL = e−2φ. From now on, we assume that there exist a λ0 ∈ R and x0 ∈ D such that
Mφx0 − 2λ0Lx0 is non-degenerate of constant signature (n−, n+). We fix D0 ⋐ D, D0 open. We work
with some real local coordinates x = (x1, . . . , x2n−1) defined on D. We write ξ = (ξ1, . . . , ξ2n−1)
or η = (η1, . . . , η2n−1) to denote the dual coordinates of x. We will use the same notations as in
section 5. Note that we write xˆ = (x1, . . . , x2n−1, x2n) to denote the local coordinates of Dˆ and we
write ξˆ = (ξ1, . . . , ξ2n−1, ξ2n) or ηˆ = (η1, . . . , η2n−1, η2n) to denote the dual coordinates of xˆ.
Let χ(x2n), χ1(x2n) ∈ C∞0 (R), χ, χ1 ≥ 0. We assume that χ1 = 1 on Suppχ. We take χ so that∫
χ(x2n)dx2n = 1. Put
(6.3) χk(x2n) = e
ikx2nχ(x2n).
Let V and U be as in (5.14) and (5.15) respectively. The following is straightforward and follows from
the usual stationary phase formula and therefore we omit the proof.
Proposition 6.4. With the notations before, let q ∈ {0, 1, . . . , n− 1}. Let
I˜k = k
2n−1
(2π)2n−1
∫
eik<x−y,η>α(x, η, k)dη
be a classical semi-classical pseudodifferential operator on D of order 0 from sections of T ∗0,qX to
sections of T ∗0,qX with α(x, η, k) ∈ S0loc ,cl (1;T ∗D,T ∗0,qX ⊠ T ∗0,qX), α(x, η, k) = 0 if |η| > M , for
some large M > 0, and Suppα(x, η, k)
⋂
T ∗D0 ⋐ V . Then, there is a classical pseudodifferential
operator I˜ = (2π)−2n
∫
ei<xˆ−yˆ,ηˆ>c(xˆ, ηˆ)dηˆ on Dˆ of order 0 from sections of T ∗0,qDˆ to sections of
T ∗0,qDˆ with c(xˆ, ηˆ) ∈ S0cl (T ∗Dˆ, T ∗0,qDˆ⊠T ∗0,qDˆ), Supp c(xˆ, ηˆ)
⋂
T ∗Dˆ0 ⊂W , where W ⊂ U is a conic
open set with W ⊂ U , such that
I˜k ≡ I˜k mod O(k−∞) on D,
where I˜k is the continuous operator C
∞
0 (D,T
∗0,qX)→ C∞(D,T ∗0,qX) given by
I˜k : C
∞
0 (D,T
∗0,qX)→ C∞(D,T ∗0,qX),
u→
∫
e−ikx2nχ1(x2n)I˜(χku)(xˆ)dx2n.
Now, we assume that q = n−. Let I˜k = k2n−1(2π)2n−1
∫
eik<x−y,η>α(x, η, k)dη be a classical semi-
classical pseudodifferential operator on D of order 0 from sections of T ∗0,qX to sections of T ∗0,qX
with α(x, η, k) ∈ S0loc ,cl (1;T ∗D,T ∗0,qX ⊠ T ∗0,qX), α(x, η, k) = 0 if |η| > M , for some large M > 0,
and Suppα(x, η, k)
⋂
T ∗D0 ⋐ V . Let I˜ be as in Proposition 6.4 and let S ∈ L01
2 ,
1
2
(Dˆ, T ∗0,qDˆ⊠T ∗0,qDˆ)
and G ∈ L−11
2 ,
1
2
(Dˆ, T ∗0,qDˆ ⊠ T ∗0,qDˆ) be as in Theorem 5.21. Then, we have
(6.4) S +(q)s ◦G ≡ I˜ on Dˆ0, (q)s ◦ S ≡ 0 on Dˆ.
Now, we assume that S and G are properly supported. Define
Sk : Hsloc (D,T ∗0,qX)→ Hsloc (D,T ∗0,qX), ∀s ∈ N0,
u→
∫
e−ikx2nχ1(x2n)S(χku)(xˆ)dx2n.
(6.5)
Let u ∈ Hsloc (D,T ∗0,qX), s ∈ N0. We have χku ∈ Hsloc (Dˆ, T ∗0,qDˆ). Since S ∈ L01
2 ,
1
2
(Dˆ, T ∗0,qDˆ ⊠
T ∗0,qDˆ), we see that S(χku) ∈ Hsloc (Dˆ, T ∗0,qDˆ). From this, it is not difficult to see that∫
e−ikx2nχ1(x2n)S(χku)(xˆ)dx2n ∈ Hsloc (D,T ∗0,qX).
Thus, Sk is well-defined. Since S is properly supported, Sk is properly supported, too. Moreover, from
(6.5) and the fact that S : Hscomp (Dˆ, T
∗0,qDˆ)→ Hscomp (Dˆ, T ∗0,qDˆ) is continuous, for every s ∈ R, it
is straightforward to check that
(6.6) Sk = O(ks) : Hscomp (D,T ∗0,qX)→ Hscomp (D,T ∗0,qX),
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for all s ∈ N0.
Let S∗k : D ′(D,T ∗0,qX)→ D ′(D,T ∗0,qX) be the formal adjoint of Sk with respect to ( · | · ). Then
S∗k is also properly supported. It is not difficult to see that
(S∗kv)(x) =
∫
χk(x2n)S
∗(veix2nkχ1)(xˆ)dx2n ∈ Ω0,q0 (D),
for all v ∈ Ω0,q0 (D). From this observation, we can check that
(6.7) S∗k = O(ks) : Hscomp (D,T ∗0,qX)→ Hscomp (D,T ∗0,qX) , ∀s ∈ N0.
From (5.5), we have

(q)
s,k◦
( ∫
e−ikx2nχ1(x2n)S(χku)(xˆ)dx2n
)
=
∫
e−ikx2n
(

(q)
s (χ1S)
)
(χku)(xˆ)dx2n
=
∫
e−ikx2n
(
(q)s (χ1Sχ˜)
)
(χku)(xˆ)dx2n,
(6.8)
where χ˜ ∈ C∞0 (R), χ˜ = 1 on Suppχ and χ1 = 1 on Supp χ˜ and u ∈ Ω0,q0 (D0). Note that (q)s (χ1Sχ˜) =

(q)
s (Sχ˜)−(q)s ((1−χ1)Sχ˜). From Theorem 5.21, we know that (q)s S is smoothing and the kernel of
S is smoothing away the diagonal. Thus, (1−χ1)Sχ˜ is smoothing. It follows that (q)s ((1−χ1)Sχ˜) is
smoothing. We conclude that 
(q)
s (χ1Sχ˜) is smoothing. Let K(xˆ, yˆ) ∈ C∞ be the distribution kernel
of 
(q)
s (χ1Sχ˜). From (6.8) and recall the form χk (see (6.3)), we see that the distribution kernel of

(q)
s,kSk is given by
(6.9) (
(q)
s,kSk)(x, y) =
∫
e−i(x2n−y2n)kK(xˆ, yˆ)χ(y2n)dx2ndy2n.
For N ∈ N, we have∣∣∣kN ((q)s,kSk)(x, y)∣∣∣ = ∣∣∣∣∫ ((−i ∂∂y2n )Ne−i(x2n−y2n)k))K(xˆ, yˆ)χ(y2n)dy2ndx2n
∣∣∣∣
=
∣∣∣∣∫ e−i(x2n−y2n)k(i ∂∂y2n )N(K(xˆ, yˆ)χ(y2n))dy2ndx2n
∣∣∣∣ .(6.10)
Thus, (
(q)
s,kSk)(x, y) = O(k−N ), locally uniformly for all N ∈ N, and similarly for the derivatives. We
deduce that
(6.11) 
(q)
s,kSk ≡ 0 mod O(k−∞) on D.
Thus,
(6.12) S∗k(q)s,k ≡ 0 mod O(k−∞) on D.
Define
Gk : Hsloc (D,T ∗0,qX)→ Hs+1loc (D,T ∗0,qX), ∀s ∈ N0,
u→
∫
e−ikx2nχ1G(χku)(xˆ)dx2n.
(6.13)
As above, we can show that Gk is well-defined. Since G is properly supported, Gk is properly sup-
ported, too. Moreover, from (6.13) and the fact that G : Hscomp (Dˆ, T
∗0,qDˆ) → Hs+1comp (Dˆ, T ∗0,qDˆ) is
continuous, for every s ∈ R, it is straightforward to check that
(6.14) Gk = O(ks) : Hscomp (D,T ∗0,qX)→ Hs+1comp (D,T ∗0,qX),
for all s ∈ N0.
Let G∗k : D ′(D,T ∗0,qX) → D ′(D,T ∗0,qX) be the formal adjoint of Gk with respect to ( · | · ). We
can check that
(G∗kv)(x) =
∫
χk(x2n)G
∗(veix2nkχ1)(xˆ)dx2n ∈ Ω0,q0 (D),
for all v ∈ Ω0,q0 (D). Thus, G∗k : Ω0,q0 (D)→ Ω0,q0 (D). Moreover, as before, we can show that
(6.15) G∗k = O(ks) : Hscomp (D,T ∗0,qX)→ Hs+1comp (D,T ∗0,qX) , ∀s ∈ N0.
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Let u ∈ Ω0,q0 (D0). From (5.5), we have

(q)
s,k(Gku) = (q)s,k◦
( ∫
e−ikx2nχ1G(χku)dx2n
)
=
∫
e−ikx2n
(

(q)
s χ1Gχ˜)(χku)(xˆ)dx2n,
where χ˜ is as in (6.8). Note that 
(q)
s (χ1Gχ˜) = 
(q)
s (Gχ˜) − (q)s ((1 − χ1)Gχ˜). From (6.4) and
Theorem 5.21, we know that 
(q)
s G + S ≡ I˜ and the kernel of G is smoothing away the diagonal.
Thus, (1 − χ1)Gχ˜ is smoothing. It follows that (q)s ((1 − χ1)Gχ˜) is smoothing. We conclude that

(q)
s (χ1Gχ˜) ≡ (I˜ − S)χ˜. From this, we get

(q)
s,k(Gku) =
∫
e−ikx2n
(
(I˜ − S)(χku)
)
(xˆ)dx2n +
∫
e−ikx2nF (χku)(xˆ)dx2n
=
∫
e−ikx2nχ1
(
(I˜ − S)(χku)
)
(xˆ)dx2n +
∫
e−ikx2n(1 − χ1)
(
(I˜ − S)(χku)
)
(xˆ)dx2n
+
∫
e−ikx2nF (χku)(xˆ)dx2n
= (I˜k − Sk)u+
∫
e−ikx2n(1− χ1)
(
(I˜ − S)(χku)
)
(xˆ)dx2n
+
∫
e−ikx2nF (χku)(xˆ)dx2n,
(6.16)
where F is a smoothing operator. We can repeat the procedure as in (6.8) and conclude that the
operator
u→
∫
e−ikx2nF (χku)(xˆ)dx2n, u ∈ Ω0,q0 (D0),
is k-negligible. Similarly, since (1 − χ1)(I˜ − S)χ is smoothing, the operator
u→
∫
e−ikx2n(1− χ1)
(
(I˜ − S)(χku)
)
(xˆ)dx2n, u ∈ Ω0,q0 (D0),
is also k-negligible. From this observation and note that I˜k ≡ I˜k mod O(k−∞), we obtain
(6.17) 
(q)
s,kGk + Sk ≡ I˜k mod O(k−∞) on D0
and hence
(6.18) G∗k(q)s,k + S∗k ≡ I˜∗k mod O(k−∞) on D0,
where I˜∗k is the formal adjoint of I˜k with respect to ( · | · ).
We now consider more general situations. We recall Definition 6.3. Let
Iˆk = k
2n−1
(2π)2n−1
∫
eik<x−y,η>p(x, y, η, k)dη
be a classical semi-classical pseudodifferential operator on D of order 0 from sections of T ∗0,qX to
sections of T ∗0,qX with p(x, y, η, k) ∈ S0loc ,cl (1;D ×D × R2n−1, T ∗0,qX ⊠ T ∗0,qX). We assume that
Iˆk ≡ I˜k mod O(k−∞) at T ∗D0
⋂
Σ, where
I˜k = k
2n−1
(2π)2n−1
∫
eik<x−y,η>α(x, η, k)dη
with α(x, η, k) ∈ S0loc ,cl (1;T ∗D,T ∗0,qX ⊠ T ∗0,qX), α(x, η, k) = 0 if |η| > M , for some large M > 0
and Suppα(x, η, k)
⋂
T ∗D0 ⋐ V . We write
Iˆk ≡ I˜k + I˜1k mod O(k−∞),
I˜1k =
k2n−1
(2π)2n−1
∫
eik<x−y,η>β(x, y, η, k)dη,
where β(x, y, η, k) ∈ S0loc ,cl (1;D × D × R2n−1, T ∗0,qX ⊠ T ∗0,qX) and there is a small neighbour-
hood Γ of T ∗D0
⋂
Σ such that β(x, y, η, k) = 0 if (x, η) ∈ Γ. Let Gk and Sk be as in (6.13)
and (6.6) respectively. Then, (6.17) and (6.18) hold. Since β(x, y, η, k) = 0 if (x, η) is in some
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small neighbourhood of T ∗D0
⋂
Σ, it is clear that there is a properly supported continuous operator
G1k = O(ks) : Hscomp (D,T ∗0,qX)→ Hs+1comp (D,T ∗0,qX), ∀s ∈ N0, such that(q)s,kG1k ≡ I˜1k mod O(k−∞)
on D0. Put
(6.19) Nk := Gk + G1k = O(ks) : Hscomp (D,T ∗0,qX)→ Hs+1comp (D,T ∗0,qX), ∀s ∈ N0.
Then, we have
Nk = O(ks) : Hscomp (D,T ∗0,qX)→ Hs+1comp (D,T ∗0,qX), ∀s ∈ N0,
N ∗k = O(ks) : Hscomp (D,T ∗0,qX)→ Hs+1comp (D,T ∗0,qX), ∀s ∈ N0,
(6.20)
and

(q)
s,kNk + Sk ≡ Iˆk mod O(k−∞) on D0,
N ∗k(q)s,k + S∗k ≡ Iˆ∗k mod O(k−∞) on D0,
(6.21)
where N ∗k and Iˆ∗k are the formal adjoints of Iˆk and Nk with respect to ( · | · ) respectively.
From (6.6), (6.7), (6.11), (6.12), (6.20) and (6.21), we get
Theorem 6.5. Let s be a local trivializing section of L on an open subset D ⊂ X and |s|2hL = e−2φ.
We assume that there exist a λ0 ∈ R and x0 ∈ D such that Mφx0−2λ0Lx0 is non-degenerate of constant
signature (n−, n+). Let q = n−. We fix D0 ⋐ D, D0 open. Let V be as in (5.14). Let
Iˆk = k
2n−1
(2π)2n−1
∫
eik<x−y,η>p(x, y, η, k)dη
be a classical semi-classical pseudodifferential operator on D of order 0 from sections of T ∗0,qX to
sections of T ∗0,qX with p(x, y, η, k) ∈ S0loc ,cl (1;D ×D × R2n−1, T ∗0,qX ⊠ T ∗0,qX). We assume that
Iˆk ≡ I˜k mod O(k−∞) at T ∗D0
⋂
Σ,
I˜k = k
2n−1
(2π)2n−1
∫
eik<x−y,η>α(x, η, k)dη,
α(x, η, k) ∼∑j=0 αj(x, η)k−j in S0loc (1;T ∗D,T ∗0,qX ⊠ T ∗0,qX),
αj(x, η) ∈ C∞(T ∗D,T ∗0,qD ⊠ T ∗0,qD), j = 0, 1, . . . ,
(6.22)
where α(x, η, k) ∈ S0loc ,cl (1;T ∗D,T ∗0,qX ⊠ T ∗0,qX) with α(x, η, k) = 0 if |η| > M , for some large
M > 0 and Suppα(x, η, k)
⋂
T ∗D0 ⋐ V . Let Sk, Gk and Nk be as in (6.5), (6.13) and (6.19)
respectively. Then,
S∗k ,Sk = O(ks) : Hscomp (D,T ∗0,qX)→ Hscomp (D,T ∗0,qX), ∀s ∈ N0,
G∗k ,Gk,N ∗k ,Nk = O(ks) : Hscomp (D,T ∗0,qX)→ Hs+1comp (D,T ∗0,qX), ∀s ∈ N0,
(6.23)
and we have

(q)
s,kSk ≡ 0 mod O(k−∞) on D, S∗k(q)s,k ≡ 0 mod O(k−∞) on D,(6.24)
Sk +(q)s,kGk ≡ I˜k mod O(k−∞) on D0,(6.25)
G∗k(q)s,k + S∗k ≡ I˜∗k mod O(k−∞) on D0,(6.26)
Sk +(q)s,kNk ≡ Iˆk mod O(k−∞) on D0,(6.27)
N ∗k(q)s,k + S∗k ≡ Iˆ∗k mod O(k−∞) on D0,(6.28)
where S∗k , G∗k , N ∗k , I˜∗k and Iˆ∗k are the formal adjoints of Sk, Gk, Nk, I˜k and Iˆk with respect to ( · | · )
respectively and 
(q)
s,k is given by (4.4).
We notice that Sk, S∗k , Gk, G∗k , Nk, N ∗k , are all properly supported on D. We need
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Theorem 6.6. With the notations and assumptions above, let Sk be as in Theorem 6.5. Then, Sk is
a smoothing operator and the kernel of Sk satisfies
(6.29) Sk(x, y) ≡
∫
eikϕ(x,y,s)a(x, y, s, k)ds mod O(k−∞) on D
with
a(x, y, s, k) ∈ Snloc
(
1; Ω, T ∗0,qX ⊠ T ∗0,qX
)⋂
C∞0
(
Ω, T ∗0,qX ⊠ T ∗0,qX
)
,
a(x, y, s, k) ∼
∞∑
j=0
aj(x, y, s)k
n−j in Snloc
(
1; Ω, T ∗0,qX ⊠ T ∗0,qX
)
,
aj(x, y, s) ∈ C∞0
(
Ω, T ∗0,qX ⊠ T ∗0,qX
)
, j = 0, 1, 2, . . . ,
a0(x, x, s) : T
∗0,q
x X → N (x, s, n−), ∀(x, x, s) ∈ Ω,
(6.30)
and ϕ(x, y, s) is as in Theorem 5.29 and (2.3), where N (x, s, n−) is as in (5.39),
Ω :={(x, y, s) ∈ D ×D × R; (x,−2Im∂bφ(x) + sω0(x)) ∈ V
⋂
Σ,
(y,−2Im∂bφ(y) + sω0(y)) ∈ V
⋂
Σ, |x− y| < ε, for some ε > 0}.
Proof. Theorem 6.6 essentially follows from the stationary phase formula of Melin-Sjo¨strand [21].
From the definition (6.5) of Sk and Theorem 5.29, we see that the distribution kernel of Sk is given
by
Sk(x, y) ≡
∫
t≥0
eitΦ(xˆ,yˆ,s)−ikx2n+iky2nb(xˆ, yˆ, s, t)χ1(x2n)χ(y2n)dx2ndtdy2nds mod O(k−∞)
≡
∫
t≥0
eitϕ(x,y,s)+i(x2n−y2n)(t−k)b(xˆ, yˆ, s, t)χ1(x2n)χ(y2n)dx2ndtdy2nds mod O(k−∞)
≡
∫
σ≥0
eik
(
ϕ(x,y,s)σ+(x2n−y2n)(σ−1)
)
kb(xˆ, yˆ, s, kσ)χ1(x2n)χ(y2n)dx2ndσdy2nds mod O(k
−∞),
(6.31)
where the integrals above are defined as oscillatory integrals and t = kσ. Let γ(σ) ∈ C∞0 (R+) with
γ(σ) = 1 in some small neighbourhood of 1. We introduce the cut-off functions γ(σ) and 1− γ(σ) in
the integral (6.31):
I0(x, y) :=
∫
σ≥0
eik
(
ϕ(x,y,s)σ+(x2n−y2n)(σ−1)
)
γ(σ)kb(xˆ, yˆ, s, kσ)χ1(x2n)χ(y2n)dx2ndσdy2nds,(6.32)
I1(x, y) :=
∫
σ≥0
eik
(
ϕ(x,y,s)σ+(x2n−y2n)(σ−1)
)
(1− γ(σ))kb(xˆ, yˆ, s, kσ)χ1(x2n)χ(y2n)dx2ndσdy2nds ,
(6.33)
so that Sk(x, y) ≡ I0(x, y) + I1(x, y) mod O(k−∞). First, we study I1(x, y). Note that when σ 6= 1,
dy2n
(
ϕ(x, y, s)σ + (x2n − y2n)(σ − 1)
)
= 1 − σ 6= 0. Thus, we can integrate by parts and get that I1
is smoothing and
(6.34) I1(x, y) ≡ 0 mod O(k−∞).
Next, we study the kernel I0(x, y). From (5.74), we may assume that b(xˆ, yˆ, s, kσ) is supported in
some small neighbourhood of xˆ = yˆ. We want to apply the stationary phase method of Melin and
Sjo¨strand (see page 148 of[21]) to carry out the dx2ndσ integration in (6.32). Put
Ψ(xˆ, yˆ, σ) := ϕ(x, y, s)σ + (x2n − y2n)(σ − 1).
We first notice that dσΨ(xˆ, yˆ, σ)|xˆ=yˆ = 0 and dx2nΨ(xˆ, yˆ, σ)|σ=1 = 0. Thus, x = y and σ = 1 are real
critical points. Moreover, we can check that the Hessian of Ψ(xˆ, yˆ, σ) at xˆ = yˆ, σ = 1, is given by(
Ψ′′σσ(xˆ, xˆ, 1) Ψ
′′
x2nσ(xˆ, xˆ, 1)
Ψ′′σx2n(xˆ, xˆ, 1) Ψ
′′
x2nx2n(xˆ, xˆ, 1)
)
=
(
0 1
1 0
)
.
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Thus, Ψ(xˆ, yˆ, σ) is a non-degenerate complex valued phase function in the sense of Melin-Sjo¨strand [21].
Let
Ψ˜(˜ˆx, ˜ˆy, σ˜) := ϕ˜(x˜, y˜, s)σ˜ + (x˜2n − y˜2n)(σ˜ − 1)
be an almost analytic extension of Ψ(xˆ, yˆ, σˆ), where ϕ˜(x˜, y˜, s) is an almost analytic extension of
ϕ(x, y, s). Here we fix s. We can check that given y2n and (x, y), x˜2n = y2n−ϕ(x, y, s), σ˜ = 1 are the
solutions of
∂Ψ˜
∂σ˜
= 0 ,
∂Ψ˜
∂x˜2n
= 0.
From this and by the stationary phase formula of Melin-Sjo¨strand [21], we get
(6.35) I0(x, y) ≡
∫
eikϕ(x,y,s)a(x, y, s, k)ds mod O(k−∞),
where a(x, y, s, k) ∈ Snloc
(
1; Ω, T ∗0,qX ⊠ T ∗0,qX
)⋂
C∞0
(
Ω, T ∗0,qX ⊠ T ∗0,qX
)
,
a(x, y, s, k) ∼∑∞j=0 aj(x, y, s)kn−j in Snloc (1; Ω, T ∗0,qX ⊠ T ∗0,qX),
aj(x, y, s) ∈ C∞0
(
Ω, T ∗0,qX ⊠ T ∗0,qX
)
, j = 0, 1, 2, . . ., and
(6.36) a0(x, y, s) = 2π
∫
b˜0((x, y2n − ϕ(x, y, s)), yˆ, s)χ(y2n)χ˜1(y2n − ϕ(x, y, s))dy2n,
where χ˜1 and b˜0 are almost analytic extensions of b0 and χ1 respectively, b0 is as in Theorem 5.29.
From (6.36) and notice that χ1 = 1 on Suppχ, ϕ(x, x, s) = 0, we deduce that
(6.37) a0(x, x, s) = 2π
∫
b˜0((x, y2n, y, s)χ(y2n)dy2n.
From (5.94) and (6.37), we conclude that
(6.38) a0(x, x, s) : T
∗0,q
x X → N (x, s, n−), ∀(x, x, s) ∈ Ω.
From (6.34), (6.35) and (6.38), the theorem follows. 
We need
Theorem 6.7. With the notations and assumptions before, we have
S∗kSk ≡ I˜∗kSk mod O(k−∞) on D0,
S∗kSk ≡ Iˆ∗kSk mod O(k−∞) on D0
(6.39)
and S∗kSk is a smoothing operator and the kernel of S∗kSk satisfies
(6.40) (S∗kSk)(x, y) ≡
∫
eikϕ(x,y,s)g(x, y, s, k)ds mod O(k−∞) on D0
with
g(x, y, s, k) ∈ Snloc
(
1; Ω, T ∗0,qX ⊠ T ∗0,qX
)⋂
C∞0
(
Ω, T ∗0,qX ⊠ T ∗0,qX
)
,
g(x, y, s, k) ∼
∞∑
j=0
gj(x, y, s)k
n−j in Snloc
(
1; Ω, T ∗0,qX ⊠ T ∗0,qX
)
,
gj(x, y, s) ∈ C∞0
(
Ω, T ∗0,qX ⊠ T ∗0,qX
)
, j = 0, 1, 2, . . . ,
g0(x, x, s) = α
∗
0(x, dxϕ(x, x, s))a0(x, x, s), ∀(x, x, s) ∈ Ω,
(6.41)
where I˜∗k is as in (6.22), α∗0(x, η) : T ∗0,qx X → T ∗0,qx X is the adjoint of α0(x, η) with respect to the
Hermitian metric 〈 · | · 〉 on T ∗0,qx X, α0(x, η) is as in (6.22).
Proof. From (6.26) and (6.28), we have I˜∗kSk ≡ (G∗k(q)s,k + S∗k)Sk mod O(k−∞) on D0 and Iˆ∗kSk ≡
(N ∗k(q)s,k + S∗k )Sk mod O(k−∞) on D0. Since (q)s,kSk ≡ 0 mod O(k−∞) on D, (6.39) follows.
From Theorem 6.6, (6.39) and the stationary phase formula of Melin-Sjo¨strand [21], we get (6.40)
and (6.41). The theorem follows. 
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In the rest of this section, we will compute the leading terms a0(x, x, s) and g0(x, x, s) in the
asymptotic expansions (6.30) and (6.41) respectively.
As before, let x = (x1, . . . , x2n−1) be local coordinates on D0. We also write y = (y1, . . . , y2n−1)
and u = (u1, . . . , u2n−1). On D0, we put dvX(x) = m(x)dx1dx2 . . . dx2n−1 = m(x)dx. From (6.29),
we can check that
S∗k(x, u) =
∫
σ≥0
e−ikϕ(u,x,σ)a∗(u, x, σ, k)dσ,
where a∗(u, x, σ, k) : T ∗0,qu X → T ∗0,qx X is the adjoint of a(u, x, σ, k) : T ∗0,qx X → T ∗0,qu X with respect
to 〈 · | · 〉. Thus,
(6.42)
(S∗k ◦ Sk)(x, y) ≡
∫
σ≥0,s≥0
eik
(
−ϕ(u,x,σ)+ϕ(u,y,s)
)
a∗(u, x, σ, k)a(u, y, s, k)m(u)dudσds mod O(k−∞).
Note that S∗k (x, u) and Sk(u, y) are k-negligible outside x = u and u = y respectively and du
( −
ϕ(u, x, σ) + ϕ(u, y, s)
) 6= 0 if σ 6= s and (x, y) is in some small neighbourhood of x = y. From this
observation, we conclude that for every ε > 0, we have
(S∗k ◦ Sk)(x, y)
≡
∫
σ≥0,s≥0
eik
(
−ϕ(u,x,σ)+ϕ(u,y,s)
)
a∗(u, x, σ, k)a(u, y, s, k)µ(
σ − s
ε
)µ(
|y − u|2
ε
)µ(
|x− u|2
ε
)m(u)dudσds
mod O(k−∞),
(6.43)
where µ ∈ C∞0 (]− 1, 1[), µ = 1 on [ 12 , 12 ]. We want to apply the stationary phase method of Melin and
Sjo¨strand (see page 148 of[21]) to carry out the dudσ integration in (6.43). Put
(6.44) Ξ(u, x, y, σ, s) := −ϕ(u, x, σ) + ϕ(u, y, s).
From (5.68), (5.69), (5.70) and (5.73), it is easy to see that
ImΞ(u, x, y, σ, s) ≥ 0, duΞ(u, x, y, σ, s)|u=x=y,σ=s = 0, dσΞ(u, x, y, σ, s)|u=x=y,σ=s = 0.
Thus, x = y = u, σ = s, x is real, are real critical points. Now, we will compute the Hessian of Ξ at
x = y = u, σ = s. We write HΞ(x, s) to denote the Hessian of Ξ at x = y = u, σ = s. HΞ(x, s) has
the following form:
(6.45) HΞ(x, s) =

∂2Ξ
∂σ∂σ |u=x=y,σ=s ∂
2Ξ
∂σ∂u1
|u=x=y,σ=s · · · ∂2Ξ∂σ∂u2n−1 |u=x=y,σ=s
∂2Ξ
∂u1∂σ
|u=x=y,σ=s ∂2Ξ∂u1∂u1 |u=x=y,σ=s · · · ∂
2Ξ
∂u1∂u2n−1
|u=x=y,σ=s
...
...
...
...
∂2Ξ
∂u2n−1∂σ
|u=x=y,σ=s ∂2Ξ∂u2n−1∂u1 |u=x=y,σ=s · · · ∂
2Ξ
∂u2n−1∂u2n−1
|u=x=y,σ=s
 .
We fix (p, p, s0) ∈ Ω, p ∈ D0. Take local coordinates x = (x1, . . . , x2n−1) so that (2.2) hold. It is easy
to see that
(6.46) m(p) = 2n−1.
From (2.3), it is straightforward to check that
∂2Ξ
∂σ∂σ
|u=x=y=p,σ=s0 =
∂2Ξ
∂u1∂σ
|u=x=y,σ=s = . . . = ∂
2Ξ
∂u2n−2∂σ
|u=x=y,σ=s = 0,
∂2Ξ
∂u2n−1∂σ
|u=x=y,σ=s = −1,
∂2Ξ
∂u2j−1∂u2j−1
|u=x=y=p,σ=s0 =
∂2Ξ
∂u2j∂u2j
|u=x=y=p,σ=s0 = 2i |λj(s0)| , j = 1, . . . , n− 1,
∂2Ξ
∂uj∂uk
|u=x=y=p,σ=s0 = 0 if j 6= k and j, k = 1, . . . , 2n− 2,
(6.47)
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where λ1(s0), . . . , λn−1(s0) are as in Theorem 2.2. From (6.47), we see that
(6.48) HΞ(p, s0) =

0 0 0 · · · 0 0 −1
0 2i |λ1(s0)| 0 · · · 0 0 0
0 0 2i |λ1(s0)| · · · 0 0 0
...
...
...
. . .
...
...
...
0 0 0 · · · 2i |λn−1(s0)| 0 0
0 0 0 · · · 0 2i |λn−1(s0)| 0
−1 ∗ ∗ · · · ∗ ∗ ∗

.
Thus,
(6.49) det
(HΞ(p, s0)
2πi
)
=
1
4
π−2n |λ1(s0)|2 |λ2(s0)|2 · · · |λn−1(s0)|2 .
Since (p, p, s0) ∈ Ω is arbitrary, we conclude that det
(HΞ(p,s0)
2πi
) 6= 0, for every (x, x, s) ∈ Ω. Hence, we
can apply the stationary phase method of Melin and Sjo¨strand (see page 148 of[21]) to carry out the
dudσ integration in (6.43) and obtain
(6.50) (S∗kSk)(x, y) ≡
∫
eikϕ1(x,y,s)h(x, y, s, k)ds mod O(k−∞)
with
h(x, y, s, k) ∈ Snloc
(
1; Ω, T ∗0,qX ⊠ T ∗0,qX
)⋂
C∞0
(
Ω, T ∗0,qX ⊠ T ∗0,qX
)
,
h(x, y, s, k) ∼
∞∑
j=0
hj(x, y, s)k
n−j in Snloc
(
1; Ω, T ∗0,qX ⊠ T ∗0,qX
)
,
hj(x, y, s) ∈ C∞0
(
Ω, T ∗0,qX ⊠ T ∗0,qX
)
, j = 0, 1, 2, . . . ,
h0(x, x, s) =
(
det
(HΞ(x, s)
2πi
))− 12
a∗0(x, x, s)a0(x, x, s)m(x), ∀(x, x, s) ∈ Ω,
(6.51)
and
ϕ1(x, x, s) = 0, dxϕ1(x, x, s) = dxϕ(x, x, s), dyϕ1(x, x, s) = dyϕ(x, x, s), ∀(x, x, s) ∈ Ω,
Imϕ1(x, y, s) ≥ 0, ∀(x, y, s) ∈ Ω,(6.52)
where a0(x, y, s) is as in (6.30) and a
∗
0(x, x, s) : T
∗0,q
x X → T ∗0,qx X is the adjoint of a0(x, x, s) :
T ∗0,qx X → T ∗0,qx X with respect to 〈 · | · 〉. We need
Lemma 6.8. With the notations above, for every (x, x, s) ∈ Ω, we have
(6.53) h0(x, x, s) = g0(x, x, s),
where g0(x, y, s) is as in (6.41).
Proof. Fix (x0, x0, s0). Suppose that Reh0(x0, x0, s0) 6= Re g0(x0, x0, s0). We may assume that
Reh0(x0, x0, s0) < Re g0(x0, x0, s0). Take ǫ0 > 0 be a small constant so that Reh0(x0, x0, s) <
Re g0(x0, x0, s), for every |s− s0| < ǫ0. Let Σ′ and V be as in (1.5) and (5.14) respectively. For every
ǫ > 0, put
Σ′s0,ǫ :=
{
(x, sω0(x)− 2Im ∂bφ(x)) ∈ Σ′; |s− s0| < ǫ
}
.
Let r(x, η) ∈ C∞0 (V ) with r(x, η) ≥ 0, r(x, η) = 1 on Σ′s0, ǫ02 and Supp r(x, η)
⋂
Σ ⊂ Σ′s0,ǫ0 . We remind
that Σ is given by (4.11). Consider the classical semi-classical pseudodifferential operator:
R =
k2n−1
(2π)2n−1
∫
eik<x−y,η>r(x, η)dη.
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From (6.50), (6.51), (6.52), (5.69) and the stationary phase method of Melin and Sjo¨strand (see page
148 of[21]), we have
(RS∗kSk)(x, x) ∼
∞∑
j=0
k−j
∫
ϑj(x, x, s)ds in S
n
loc
(
1; Ω, T ∗0,qX ⊠ T ∗0,qX
)
,
ϑj(x, y, s) ∈ C∞0
(
Ω, T ∗0,qX ⊠ T ∗0,qX
)
, j = 0, 1, 2, . . . ,
ϑ0(x, x, s) = r(x, sω0(x)− 2Im ∂bφ(x))h0(x, x, s), ∀(x, x, s) ∈ Ω.
(6.54)
Similarly, from Theorem 6.7, we conclude that
(RS∗kSk)(x, x) ∼
∞∑
j=0
k−j
∫
ζj(x, x, s)ds in S
n
loc
(
1; Ω, T ∗0,qX ⊠ T ∗0,qX
)
,
ζj(x, y, s) ∈ C∞0
(
Ω, T ∗0,qX ⊠ T ∗0,qX
)
, j = 0, 1, 2, . . . ,
ζ0(x, x, s) = r(x, sω0(x) − 2Im∂bφ(x))g0(x, x, s), ∀(x, x, s) ∈ Ω.
(6.55)
From (6.54) and (6.55), we deduce that
(6.56)∫
r(x0, sω0(x0)− 2Im ∂bφ(x0))Re h0(x0, x0, s)ds =
∫
r(x0, sω0(x0)− 2Im∂bφ(x0))Re g0(x0, x0, s)ds.
Since Supp r(x, η)
⋂
Σ ⊂ Σ′s0,ǫ0 , we have∫
r(x0, sω0(x0)− 2Im∂bφ(x0))Reh0(x0, x0, s)ds
=
∫
|s−s0|<ǫ0
r(x0, sω0(x0)− 2Im ∂bφ(x0))Re h0(x0, x0, s)ds
and ∫
r(x0, sω0(x0)− 2Im ∂bφ(x0))Re g0(x0, x0, s)ds
=
∫
|s−s0|<ǫ0
r(x0, sω0(x0)− 2Im∂bφ(x0))Re g0(x0, x0, s)ds.
From this observation and (6.56), we deduce that∫
|s−s0|<ǫ0
r(x0, sω0(x0)− 2Im∂bφ(x0))
(
Reh0(x0, x0, s)− Re g0(x0, x0, s)
)
ds = 0.
Since Reh0(x0, x0, s) < Re g0(x0, x0, s), for every |s− s0| < ǫ0, and r(x0, sω0(x0) − 2Im ∂bφ(x0)) ≥
0, r(x0, sω0(x0) − 2Im∂bφ(x0)) is not identically to zero function, we get a contradiction. Thus,
Reh0(x0, x0, s0) = Re g0(x0, x0, s0).
We can repeat the procedure above and conclude that Imh0(x0, x0, s0) = Im g0(x0, x0, s0). Since
(x0, x0, s0) is arbitrary, the lemma follows. 
As before, we fix (p, p, s0) ∈ Ω and take local coordinates x = (x1, . . . , x2n−1) so that (2.2) hold.
From (6.46), (6.49), (6.51) Lemma 6.8 and (6.41), we see that
g0(p, p, s0) = (2π)
n |λ1(s0)|−1 |λ2(s0)|−1 · · · |λn−1(s0)|−1 a∗0(p, p, s0)a0(p, p, s0)
= α∗0(p, s0ω0(p)− 2Im ∂bφ(p))a0(p, p, s0),
(6.57)
where α0(x, η) is as in (6.22) and α
∗
0(x, η) : T
∗0,q
x X → T ∗0,qx X is the adjoint of α0(x, η) with respect
to the Hermitian metric 〈 · | · 〉 on T ∗0,qx X . Let π(p,s0,n−) : T ∗0,qp X → N (p, s0, n−) be the orthogonal
projection with respect to 〈 · | · 〉. In view of (6.30), we know that a0(p, p, s0) : T ∗0,qp X → N (p, s0, n−).
From (5.39), we see that dimN (p, s0, n−) = 1. From this observation and (6.57), it is straightforward
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to see that
a0(p, p, s0) =(2π)
−n |λ1(s0)| |λ2(s0)| · · · |λn−1(s0)|π(p,s0,n0)α(p, s0ω0(p)− 2Im∂bφ(p)),
g0(p, p, s0) =(2π)
−n |λ1(s0)| |λ2(s0)| · · · |λn−1(s0)| ×
α∗0(p, s0ω0(p)− 2Im∂bφ(p))π(p,s0,n−)α(p, s0ω0(p)− 2Im∂bφ(p)).
Summing up, we obtain
Theorem 6.9. With the same same notations and assumptions as in Theorem 6.5, let a0(x, y, s) ∈
C∞0 (Ω, T
∗0,qX ⊠ T ∗0,qX) and g0(x, y, s) ∈ C∞0 (Ω, T ∗0,qX ⊠ T ∗0,qX) be as in (6.30) and (6.41) re-
spectively. Fix (p, p, s0) ∈ Ω, p ∈ D0, and let π(p,s0,n−) : T ∗0,qp X → N (p, s0, n−) be the orthogonal
projection with respect to 〈 · | · 〉, where N (p, s0, n−) is given by (5.39). Then,
a0(p, p, s0) = (2π)
−n ∣∣det(Mφp − 2s0Lp)∣∣ π(p,s0,n−)α0(p, s0ω0(p)− 2Im∂bφ(p)),
g0(p, p, s0)
= (2π)−n
∣∣det(Mφp − 2s0Lp)∣∣α∗0(p, s0ω0(p)− 2Im∂bφ(p))π(p,s0,n−)α0(p, s0ω0(p)− 2Im∂bφ(p)),
(6.58)
where α0(x, η) is as in (6.22), α
∗
0(x, η) : T
∗0,q
x X → T ∗0,qx X is the adjoint of α0(x, η) with respect
to the Hermitian metric 〈 · | · 〉 on T ∗0,qx X and
∣∣det(Mφp − 2s0Lp)∣∣ = |λ1(s0)| |λ2(s0)| · · · |λn−1(s0)|.
Here λ1(s0), . . . , λn−1(s0) are eigenvalues of the Hermitian quadratic form Mφp − 2s0Lp with respect
to 〈 · | · 〉.
Using Theorem 5.20 and repeating the proof of Theorem 6.5 we conclude that
Theorem 6.10. Let s be a local trivializing section of L on an open subset D ⊂ X and |s|2hL = e−2φ.
We assume that there exist a λ0 ∈ R and x0 ∈ D such that Mφx0−2λ0Lx0 is non-degenerate of constant
signature (n−, n+). Let q 6= n−. We fix D0 ⋐ D, D0 open. Let V be as in (5.14). Let
Iˆk ≡ k2n−1(2π)2n−1
∫
eik<x−y,η>α(x, η, k)dη mod O(k−∞) at T ∗D0
⋂
Σ
be a classical semi-classical pseudodifferential operator on D of order 0 from sections of T ∗0,qX to
sections of T ∗0,qX, where α(x, η, k) ∈ S0loc ,cl (1;T ∗D,T ∗0,qX⊠T ∗0,qX) with α(x, η, k) = 0 if |η| > M ,
for some large M > 0 and Suppα(x, η, k)
⋂
T ∗D0 ⋐ V . Then, there exists a properly supported
continuous operator
Nk = O(ks) : Hscomp (D,T ∗0,qX)→ Hs+1comp (D,T ∗0,qX), ∀s ∈ N0,
such that

(q)
s,kNk ≡ Iˆk mod O(k−∞)
on D0, where 
(q)
s,k is given by (4.4).
7. Szego¨ kernel asymptotics for lower energy forms
Let λ ≥ 0. We recall that (see (1.1)) Hqb,≤λ(X,Lk) denote the spectral space of (q)b,k corresponding
to energy less that λ and Π
(q)
k,≤λ : L
2
(0,q)(X,L
k)→ Hqb,≤λ(X,Lk) denote the orthogonal projection with
respect to ( · | · )hLk . Fix N0 ≥ 1. In this section, we will study semi-classical asymptotic expansion of
Π
(q)
k,≤k−N0 .
7.1. Asymptotic upper bounds. Fix N0 ≥ 1. In this section we will give pointwise upper bounds
for u and ∂αu, where u ∈ Hq
b,≤k−N0 (X,L
k).
Let s be a local trivializing section of L on an open subset D ⊂ X and |s|2hL = e−2φ. Fix p ∈ D, let
U1(y), . . . , Un−1(y) be an orthonormal frame of T 1,0y X varying smoothly with y in a neighbourhood
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of p, for which the Levi form is diagonal at p. We take local coordinates x = (x1, . . . , x2n−2, x2n−1) =
(z, x2n−1), zj = x2j−1 + ix2j , j = 1, . . . , n− 1, defined on a small neighbourhood of p such that
x(p) = 0, ω0(p) = dx2n−1, T (p) = − ∂
∂x2n−1
(p),
〈 ∂
∂xj
(p) | ∂
∂xt
(p) 〉 = 2δj,t, j, t = 1, . . . , 2n− 2,
Uj =
∂
∂zj
− iτjzj ∂
∂x2n−1
− cjx2n−1 ∂
∂x2n−1
+O(|x|2), j = 1, . . . , n− 1,
φ =
n−1∑
j=1
(αjzj + αjzj) + βx2n−1 +
n−1∑
j,t=1
(aj,tzjzt + aj,tzjzt) +
n−1∑
j,t=1
µj, tzjzt
+O(|z| |x2n−1|) +O(|x2n−1|2) +O(|x|3),
(7.1)
where τj , β ∈ R, j = 1, . . . , n − 1, µj,t, cj , αj , aj,t ∈ C, µj,t = µt,j, j, t = 1, . . . , n − 1 (This is always
possible, see [2, p. 157–160]). Note that τ1, . . . , τn−1 are eigenvalues of Lp with respect to 〈 · | · 〉. We
assume that this local coordinates are defined on D and until further notice, we work with this local
coordinates and we identify D with some open set in R2n−1. Put
R(x) = R(z, x2n−1) =
n−1∑
j=1
αjzj +
n−1∑
j,t=1
aj,tzjzt,(7.2)
φ0 = φ−R(x)−R(x) = βx2n−1 +
n−1∑
j,t=1
µj, tzjzt +O(|z| |x2n−1|) +O(|x2n−1|2) +O(|x|3).(7.3)
Let ( · | · )kφ and ( · | · )kφ0 be the inner products on the space Ω0,q0 (D) defined as follows:
(f | g)kφ =
∫
D
〈 f | g 〉e−2kφdvX , (f | g)kφ0 =
∫
D
〈 f | g 〉e−2kφ0dvX ,
where f, g ∈ Ω0,q0 (D). We denote by L2(0,q)(D, kφ) and L2(0,q)(D, kφ0) the completions of Ω0,q0 (D) with
respect to ( · | · )kφ and ( · | · )kφ0 , respectively. We have the unitary identification
(7.4)

L2(0,q)(D, kφ0)↔ L2(0,q)(D, kφ)
u→ e2kRu,
u = e−2kRv ← v.
Let ∂
∗,kφ
b : Ω
0,q+1(D)→ Ω0,q(D) be the formal adjoint of ∂b with respect to ( · | · )kφ. Put

(q)
b,kφ = ∂b∂
∗,kφ
b + ∂
∗,kφ
b ∂b : Ω
0,q(D)→ Ω0,q(D) .
Let u ∈ Ω0,q(D,Lk). Then there exists uˆ ∈ Ω0,q(D) such that u = skuˆ and we have (q)b,ku = sk(q)b,kφuˆ.
In this section, we identify u with uˆ and 
(q)
b,k with 
(q)
b,kφ. Note that |u(0)|2 = |uˆ(0)|2 e−2kφ(0) = |uˆ(0)|2.
Let ∂˜b : Ω
0,q(D)→ Ω0,q+1(D) be the first order partial differential operator given by
∂˜b : Ω
0,q(D)→ Ω0,q+1(D),
∂b(e
2kRu) = e2kR∂˜bu, ∀u ∈ Ω0,q(D).
(7.5)
Let ∂˜
∗
b : Ω
0,q+1(D) → Ω0,q(D) be the formal adjoint of ∂˜b with respect to ( · | · )kφ0 . It is easy to see
that
(7.6) ∂
∗,kφ
b (e
2kRu) = e2kR∂˜
∗
bu, ∀u ∈ Ω0,q+1(D).
Put
(7.7) ˜
(q)
b,kφ = ∂˜b∂˜
∗
b + ∂˜
∗
b ∂˜b : Ω
0,q(D)→ Ω0,q(D).
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From (7.5) and (7.6), we have
(7.8) 
(q)
b,kφ(e
2kRu) = e2kR˜
(q)
b,kφu, ∀u ∈ Ω0,q(D).
Until further notice, we fix q ∈ {0, 1, . . . , n− 1} and we assume that Y (q) holds at each point of
D. For r > 0, let Dr =
{
x = (x1, . . . , x2n−1) ∈ R2n−1; |xj | < r, j = 1, . . . , 2n− 1
}
. Let Fk be the
scaling map: Fk(z, x2n−1) = ( z√k ,
x2n−1
k ). From now on, we assume that k is large enough so that
Fk(Dlog k) ⊂ D. Let (ej(x))j=1,...,n−1 denote the basis of T ∗0,1x X , dual to (U j(x))j=1,...,n−1. Let
J = (j1, . . . , jq) ∈ {1, . . . , n− 1}q be a multiindex. Define
eJ = ej1 ∧ · · · ∧ ejq , if 1 ≤ j1, j2, . . . , jq ≤ n− 1.
Then {eJ ; J ∈ {1, . . . , n− 1}q, J strictly increasing} is an orthonormal frame for T ∗0,qX over D. We
define the scaled bundle F ∗k T
∗0,qX on Dlog k to be the bundle whose fiber at x ∈ Dlog k is
F ∗k T
∗0,q
x X :=
{ ∑′
J∈{1,...,n−1}q
aJeJ(
z√
k
, x2n−1k ); aJ ∈ C, ∀J ∈ {1, . . . , n− 1}q
}
,
where
∑′ means that the summation is performed only over strictly increasing multiindices. We take
the Hermitian metric 〈 · | · 〉F∗
k
on F ∗k T
∗0,qX so that at each point x ∈ Dlog k,{
eJ
(
z√
k
, x2n−1k
)
; J ∈ {1, . . . , n− 1}q, J strictly increasing
}
is an orthonormal basis for F ∗k T
∗0,q
x X . For r > 0, let F
∗
kΩ
0,q(Dr) denote the space of smooth sections
of F ∗k T
∗0,qX over Dr. Let F ∗kΩ
0,q
0 (Dr) be the subspace of F
∗
kΩ
0,q(Dr) whose elements have compact
support in Dr. Given f ∈ Ω0,q(Fk(Dlog k)) we write f =
∑′
|J|=q
fJeJ . We define the scaled form
F ∗k f ∈ F ∗kΩ0,q(Dlog k) by:
F ∗k f =
∑′
J∈{1,...,n−1}q
fJ
( z√
k
,
x2n−1
k
)
eJ
( z√
k
,
x2n−1
k
)
.
It is well-known (see section 2.2 in [15]) that there is a scaled Laplacian ˜
(q),(k)
b,kφ : F
∗
kΩ
0,q(Dlog k) →
F ∗kΩ
0,q(Dlog k) such that
(7.9) ˜
(q),(k)
b,kφ (F
∗
k u) =
1
k
F ∗k (˜
(q)
b,kφu), ∀u ∈ Ω0,q(Fk(Dlog k)),
and all the derivatives of the coefficients of the operator ˜
(q),(k)
kφ,(k) are uniformly bounded in k on Dlog k.
Let Dr ⊂ Dlog k and let W skF∗
k
φ0
(Dr, F
∗
k T
∗0,qX), s ∈ N0, denote the Sobolev space of order s of
sections of F ∗k T
∗0,qX over Dr with respect to the weight e−2kF
∗
k φ0 . The Sobolev norm on this space
is given by
(7.10) ‖u‖2kF∗
k
φ0,s,Dr
=
∑′
α∈N2n−10 ,|α|≤s,J∈{1,...,n−1}q
∫
Dr
|∂αx uJ |2 e−2kF
∗
k φ0(F ∗km)(x)dx,
where u =
∑′
J∈{1,...,n−1}q uJeJ
(
z√
k
, x2n−1k
) ∈ W skF∗
k
φ0
(Dr, F
∗
k T
∗0,qX) and m(x)dx is the volume form.
If s = 0, we write ‖·‖kF∗
k
φ0,Dr
to denote ‖·‖kF∗
k
φ0,0,Dr
.
The following is well-known(see section 2.2 in [15])
Proposition 7.1. Let r > 0 with D2r ⊂ Dlog k and let s ∈ N0. Then, there is a constant Cr,s > 0
independent of k and the point p, such that for every u ∈ Ω0,q(Dlog k),
(7.11) ‖u‖2kF∗
k
φ0,s,Dr
6 Cr,s
(
‖u‖2kF∗
k
φ0,D2r
+
s∑
j=1
∥∥(˜(q),(k)b,kφ )ju∥∥2kF∗
k
φ0,D2r
)
.
Moreover, there exist a semi-norm P on C∞(D2r) and a strictly positive continuous function F :
R → R+, where P and F only depend on r and s independent of the point p and k, such that if we
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put
A
= {all the coefficients of ˜(q),(k)b,kφ , ∂˜b, ∂˜
∗
b , [U j , Ut], U j, Ut, j, t = 1, . . . , n− 1, and kF ∗kφ0, F ∗km}
and B = {all the eigenvalues of Lp}, then Cr,s can be bounded by
∑
f∈A
F (P (f)) +
∑
λ∈B
F (λ).
We need
Lemma 7.2. For k large and for every α ∈ N2n−10 , there is a constant Cα > 0 independent of k and
the point p, such that for all u ∈ Ω0,q(Dlog k) with ‖u‖kF∗
k
φ0,Dlog k
≤ 1 and
∥∥∥(˜(q),(k)b,kφ )mu∥∥∥
kF∗
k
φ0,Dlog k
≤
k−m, ∀m ∈ N0, we have
(7.12) |(∂αx u)(0)| ≤ Cα.
Proof. Let u ∈ Ω0,q(Dlog k), ‖u‖kF∗
k
φ0,Dlog k
≤ 1,
∥∥∥(˜(q),(k)b,kφ )mu∥∥∥
kF∗
k
φ0,Dlog k
≤ k−m, ∀m ∈ N0. By
using Fourier transform, it is easy to see that (cf. Lemma 2.6 in [15])
(7.13) |(∂αx u)(0)| ≤ C ‖u‖kF∗
k
φ0,n+|α|,Dr ,
for some r > 0, where C > 0 only depends on the dimension and the size of α. From (7.11), we see
that
‖u‖2kF∗
k
φ0,n+|α|,Dr ≤ Cr,n+|α|
(
‖u‖2kF∗
k
φ0,D2r
+
n+|α|∑
j=1
∥∥∥(˜(q),(k)b,kφ )ju∥∥∥
kF∗
k
φ0,D2r
)
≤ Cr,n+|α|
(
1 +
∞∑
j=1
k−j
)
≤ C˜α,
(7.14)
where C˜α > 0 is independent of k and the point p. Combining (7.14) with (7.13), (7.12) follows. 
Now, we can prove
Theorem 7.3. For every α ∈ N2n−10 , D′ ⋐ D, there is a constant Cα,D′ > 0 independent of k, such
that for every u ∈ Hq
b,≤k−N0 (X,L
k), u|D = sku˜, u˜ ∈ Ω0,q(D), we have
(7.15)
∣∣(∂αx (u˜e−kφ))(x)∣∣ ≤ Cα,D′k n2+|α| ‖u‖ , ∀x ∈ D′.
Remark 7.4. Let s1 be another local frame of L on D, |s1|2 = e−2φ1 . We have s1 = gs for some CR
function g ∈ C∞(D), g 6= 0 on D. Let u ∈ Ω0,q(D,Lk). On D, we write u = sku˜ = sk1 v˜. Then, we
can check that
(7.16) v˜e−kφ1 = u˜(g 1/2g−1/2)ke−kφ.
From (7.16), it is easy to see that if u˜ satisfies (7.15), then v˜ also satisfies (7.15). Thus, the conclusion
of Theorem 7.3 makes sense.
Proof of Theorem 7.3. We may assume that 0 ∈ D′. Let u ∈ Hq
b,≤k−N0 (X,L
k), u|D = sku˜, u˜ ∈
Ω0,q(D). We may assume that Fk(Dlog k) ⊂ D and consider u˜|Fk(Dlog k). Set
βk := k
−n2 F ∗k (e
−2kRu˜) ∈ F ∗kΩ0,q(Dlog k).
We recall that R is given by (7.2). (See also (7.4).) We can check that
(7.17) ‖βk‖kF∗
k
φ0,Dlog k
≤ ‖u‖hLk .
Since u ∈ Hq
b,≤k−N0 (X,L
k), we have
∥∥∥((q)b,k)mu∥∥∥
hLk
≤ k−mN0 ‖u‖hLk for all m ∈ N. From this
observation, (7.9) and (7.8), we have∥∥∥(˜(q),(k)b,kφ )mβk∥∥∥
kF∗
k
φ0,Dlog k
=
1
km+
n
2
∥∥∥F ∗k ((˜(q)b,kφ)me−2kRu˜)∥∥∥
kF∗
k
φ0,Dlog k
≤ 1
km
∥∥∥((q)b,k)mu∥∥∥
hLk
≤ k−mN0−m ‖u‖hLk .
(7.18)
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From (7.17), (7.18) and Lemma 7.2, it is straightforward to see that for every α ∈ N2n−10 ,∣∣∣k−n2− |α|2 (∂αx u˜)(0)∣∣∣ ≤ Cˆαk |α|2 ∑
γ∈N2n−10 ,|γ|≤|α|
|(∂γxβk)(0)| ≤ C˜α ‖u‖hLk ,
where Cˆα > 0, C˜α > 0 are constants independent of k and the point p. Thus, for every α ∈ N2n0 , there
is a constant Cα > 0 independent of k and the point p, such that∣∣(∂αx (u˜e−kφ))(0)∣∣ ≤ Cαk n2+|α| ‖u‖hLk .
Let x0 be another point of D
′. We can repeat the procedure above and conclude that for every
α ∈ N2n−10 , there is a Cα(x0) > 0 independent of k and the point x0, such that∣∣(∂αx (u˜e−kφ))(x0)∣∣ ≤ Cα(x0)k n2+|α| ‖u‖hLk .
The theorem follows. 
We pause and introduce some notations. We identify R2n−1 with the Heisenberg group Hn :=
Cn−1 × R. Put
(7.19) ψ0(z, θ) = βx2n−1 +
n−1∑
j,t=1
µj,tzjzt ∈ C∞(Hn,R),
where β and µj,t, j, t = 1, . . . , n − 1, are as in (7.1). Let ( · | · )ψ0 be the inner product on C∞0 (Hn)
defined as follows:
( f | g )ψ0 =
∫
Hn
fge−2ψ0dλ(x) , f, g ∈ C∞0 (Hn),
where dλ(x) = 2n−1dx1 · · · dx2n−1. For f ∈ C∞(Hn), we write ‖f‖2ψ0 := ( f | f )ψ0 . Let u(x) ∈
C∞(Hn). Fix α ∈ N2n−10 . Assume that ‖∂αx u‖ψ0 <∞. Put
(7.20) vα(x) = (∂
α
x u)(x)e
−βx2n−1 .
Set
(7.21) Φ0 =
n−1∑
j,t=1
µj, tzjzt.
We have ∫
Hn
|vα(x)|2 e−2Φ0(z)dλ(x) <∞.
Let us denote by L2(Hn,Φ0) the completion of C
∞
0 (Hn) with respect to the norm ‖ · ‖Φ0 , where
‖u‖2Φ0 =
∫
Hn
|u|2 e−2Φ0dλ(x) , u ∈ C∞0 (Hn) .
Choose χ(x2n−1) ∈ C∞0 (R) so that χ(x2n−1) = 1 when |x2n−1| < 1 and χ(x2n−1) = 0 when |x2n−1| > 2
and set χj(x2n−1) = χ(x2n−1/j), j ∈ N. Let
(7.22) vˆα,j(z, η) =
∫
R
v(x)χj(x2n−1)e−ix2n−1ηdx2n−1 ∈ C∞(Hn), j = 1, 2, . . . .
From Parseval’s formula, we have∫
Hn
|vˆα,j(z, η)− vˆα,t(z, η)|2 e−2Φ0(z)dηdv(z)
= 2π
∫
Hn
|v(x)|2 |χj(x2n−1)− χt(x2n−1)|2 e−2Φ0(z)dηdv(z)→ 0, j, t→∞,
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where dv(z) = 2n−1dx1 · · · dx2n−2. Thus, there is vˆα(z, η) ∈ L2(Hn,Φ0) such that vˆα,j(z, η)→ vˆα(z, η)
in L2(Hn,Φ0). We call vˆ(z, η) the Fourier transform of vα(x) with respect to x2n−1. Formally,
vˆα(z, η) =
∫
R
e−ix2n−1ηvα(x)dx2n−1
=
∫
R
e−ix2n−1η(∂αx u)(x)e
−βx2n−1dx2n−1.
(7.23)
Put
(7.24) Rp :=
{
η ∈ R; Mφp − 2ηLp is positive definite
}
.
We can check that
Rp :=
{
η ∈ R; the matrix (µj,t)n−1j,t=1 − η (τjδj,t)n−1j,t=1 is positive definite
}
.
The following theorem is essentially well-known (see section 2 and section 3 in [15])
Theorem 7.5. With the notations used before, fix N0 ≥ 1. Let {kj}∞j=1 be a sequence with 0 < k1 <
k2 < k3 < · · · , limj→∞ kj = ∞. Let fkj ∈ H0b,≤k−N0 (X,Lk) with
∥∥fkj∥∥hLkj = 1, j = 1, 2, . . .. On
D, put fkj = s
kf˜kj , f˜kj ∈ C∞(D), j = 1, 2, . . .. Let ukj = k−
n
2
j F
∗
kj
(e−2kjRf˜kj ) ∈ C∞(Fkj (Dlog kj )).
Identify ukj with a function on Hn by extending it with zero, for each j. Then there is a subsequence{
ukjs
}
of
{
ukj
}
such that ukjs converges uniformly with all its derivatives on any compact subset
of Hn to a smooth function u ∈ C∞(Hn) with ‖∂αx u‖ψ0 < ∞, for every α ∈ N2n−10 . Moreover, fix
α ∈ N2n−10 and let vˆα(z, η) ∈ L2(Hn,Φ0) be as in (7.23). Then, for almost everywhere η ∈ R,
(7.25) |vˆα(z, η)| ≤ fα(η)gα(z, η)1Rp(η), ∀z ∈ C∞(Cn),
where fα(η) is a positive measurable function with
∫
R
|fα(η)| dη < C < ∞, C > 0 is a constant
independent of the sequence
{
fkj
}∞
j=1
and the point p, gα(z, η) ∈ C∞(Hn,R+), 1Rp(η) = 1 if η ∈ Rp,
1Rp(η) = 0 if η /∈ Rp and |gα(0, η)| 1Rp(η) ≤ C1, C1 > 0 is a constant independent of the sequence{
fkj
}∞
j=1
and the point p. Thus, fix z ∈ Cn−1, ∫ |vˆα(z, η)| dη <∞. Furthermore, we have
(7.26) (∂αx u)(x)e
−βx2n−1 =
1
2π
∫
eix2n−1ηvˆα(z, η)dη =
1
2π
∫
eix2n−1η vˆα(z, η)1Rp(η)dη, ∀x ∈ Hn.
Theorem 7.5 will only be used in section 8.
7.2. Kernel of the spectral function. We first introduce some notations. Let (e1, . . . , en−1) be
a smooth local orthonormal frame of T ∗0,1x X over an open set D ⊂ X . Then (eJ := ej1 ∧ · · · ∧
ejq )16j1<j2<···<jq≤n−1 is an orthonormal frame of T
∗0,q
x X over D. For f ∈ Ω0,q(D), we may write
f =
∑′
J∈{1,...,n−1}q
fJe
J , with fJ = 〈 f | eJ 〉 ∈ C∞(D). We call fJ the component of f along eJ . Let
A : Ω0,q0 (D)→ Ω0,q(D) be a continuous operator with smooth kernel. We write
(7.27) A(x, y) =
∑′
I,J∈{1,...,n−1}q
eI(x)AI,J (x, y)e
J (y),
where AI,J ∈ C∞(D ×D) for all strictly increasing I, J ∈ {1, . . . , n− 1}q, in the sense that
(7.28) (Au)(x) =
∑′
I,J∈{1,...,n−1}q
eI(x)
∫
D
AI,J(x, y)uJ(y)dvX(y),
for all u =
∑′
J∈{1,...,n−1}q
uJe
J ∈ Ω0,q0 (D). Let A∗ be the formal adjoint of A with respect to ( · | · ). We
can check that
A∗(x, y) =
∑′
I,J∈{1,...,n−1}q
eI(x)A∗I,J (x, y)e
J (y),
A∗I,J(x, y) = AJ,I(y, x) for all strictly increasing I, J ∈ {1, . . . , n− 1}q.
(7.29)
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Let
B : Ω0,q(D)→ Ω0,q(D), Ω0,q0 (D)→ Ω0,q0 (D),
B(x, y) =
∑′
I,J∈{1,...,n−1}q
eI(x)BI,J (x, y)e
J (y),
whereBI,J(x, y) ∈ C∞(D×D) for all strictly increasing I, J ∈ {1, . . . , n− 1}q, be a properly supported
smoothing operator. We write
(B ◦A)(x, y) =
∑′
I,J∈{1,...,n−1}q
eI(x)(B ◦A)I,J (x, y)eJ(y)
in the sense of (7.28). It is not difficult to see that
(7.30) (B ◦A)I,J (x, y) =
∑′
K∈{1,...,n−1}q
∫
D
BI,K(x, u)AK,J (u, y)dvX(u),
for all strictly increasing I, J ∈ {1, . . . , n− 1}q.
Now, we return to our situation. Fix q ∈ {1, 2, . . . , n− 1}. As before, let s be a local trivializing
section of L on an open subset D ⊂ X and |s|2hL = e−2φ. Until further notice, we assume that Y (q)
holds at each point of D. Since Y (q) holds at each point of D, by Kohn’s L2 estimates (see [6]), we
have
Π
(q)
k,≤λ(x, y) ∈ C∞
(
D ×D, (T ∗0,qy X ⊗ Lky)⊠ (T ∗0,qx X ⊗ Lkx)
)
,
for every λ ≥ 0. Fix λ ≥ 0. On D ×D, we write
Π
(q)
k,≤λ(x, y) = s(x)
kΠ
(q)
k,≤λ,s(x, y)s
∗(y)k,
where Π
(q)
k,k−N0 ,s
(x, y) is smooth on D ×D, so that for x ∈ D, u ∈ Ω0,q0 (D,Lk),
(Π
(q)
k,≤λu)(x) = s(x)
k
∫
X
Π
(q)
k,≤λ,s(x, y)〈u(y) , s∗(y)k 〉dvX(y)
= s(x)k
∫
X
Π
(q)
k,≤λ,s(x, y)u˜(y)dvX(y), u = s
ku˜, u˜ ∈ Ω0,q0 (D).
(7.31)
For x = y, we can check that Π
(q)
k,≤λ,s(x, x) ∈ C∞(D,T ∗0,qX ⊠ T ∗0,qX) is independent of the choice
of local frame s.
As (1.6), we define the localized spectral projection (with respect to the trivializing section s) by
Πˆ
(q)
k,≤λ,s : L
2
(0,q)(D)
⋂
E
′(D,T ∗0,qX)→ Ω0,q(D),
u→ e−kφs−kΠ(q)k,≤λ(skekφu).(7.32)
That is, if Π
(q)
k,≤λ(s
kekφu) = skv on D, then Πˆ
(q)
k,≤λ,su = e
−kφv. We notice that
(7.33) Πˆ
(q)
k,≤λ,s(x, y) = e
−kφ(x)Π(q)k,≤λ,s(x, y)e
kφ(y),
where Πˆ
(q)
k,≤λ,s(x, y) is the kernel of Πˆ
(q)
k,≤λ,s with respect to ( · | · ) and Π(q)k,≤λ,s(x, y) is as in (7.31).
When λ = 0, we call Πˆ
(q)
k,≤0,s the localized Szego¨ projection and we set
(7.34) Πˆ
(q)
k,s := Πˆ
(q)
k,≤0,s.
We write
(7.35) Πˆ
(q)
k,≤λ,s(x, y) =
∑′
I,J∈{1,...,n−1}q
eI(x)Πˆ
(q)
k,≤λ,s,I,J (x, y)e
J (y)
in the sense of (7.28), where Πˆ
(q)
k,≤λ,s,I,J ∈ C∞(D×D), for all strictly increasing I, J ∈ {1, . . . , n− 1}q.
Since Π
(q)
k,≤λ is self-adjoint, we have
(7.36) Πˆ
(q)
k,≤λ,s,I,J(x, y) = Πˆ
(q)
k,≤λ,s,J,I(y, x),
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for all strictly increasing I, J ∈ {1, . . . , n− 1}q.
Now, we fix N0 ≥ 1. Let {fj}dkj=1 ⊂ L2(0,q)(X,Lk) be an orthonormal frame for Hqb,≤k−N0 (X,Lk),
dk ∈ N0
⋃ {∞}. Note that fj|D ∈ Ω0,q(D), j = 1, . . . , dk. For each j, we write
fj |D =
∑′
J∈{1,...,n−1}q
fj,J(x)e
J (x), fj,J ∈ C∞(D,Lk) for all strictly increasing J ∈ {1, . . . , n− 1}q.
For j = 1, . . . , dk and strictly increasing J ∈ {1, . . . , n− 1}q we define f˜j,J ∈ C∞(D) and f˜j ∈ Ω0,q(D)
by
(7.37) fj,J = s
kf˜j,J , f˜j =
∑′
J∈{1,...,n−1}q
f˜j,J(x)e
J (x).
Then, fj |D = skf˜j, j = 1, . . . , dk, and it is not difficult to see that
(7.38) Πˆ
(q)
k,≤k−N0 ,s,I,J(x, y) =
dk∑
j=1
f˜j,I(x)f˜j,J (y)e
−k(φ(x)+φ(y)),
for all strictly increasing I, J ∈ {1, . . . , n− 1}q. Since Πˆ(q)k,≤λ,s,I,J is smooth for every strictly increasing
I, J ∈ {1, . . . , n− 1}q, we conclude that for all α ∈ N2n−10 ,
(7.39)
∑dk
j=1
∣∣∣(∂αx (f˜je−kφ))(x)∣∣∣2 converges at each point of x ∈ D.
Similarly, if F : E ′(D,T ∗0,qX) → E ′(D,T ∗0,qX) is a properly supported continuous operator such
that for all s ∈ N0,
F : Hscomp (D,T
∗0,qX)→ Hs+s0comp (D,T ∗0,qX)
is continuous, for some s0 ∈ R. Then, we can check that
(7.40)
∑dk
j=1
∣∣∣(F (f˜je−kφ))(x)∣∣∣2 converges at each point of x ∈ D.
Proposition 7.6. With the notations used above, for every α ∈ N2n−10 , D′ ⋐ D, there is a constant
Cα,D′ > 0 independent of k, such that
(7.41)
dk∑
j=1
∣∣∣(∂αx (f˜je−kφ))(x)∣∣∣2 ≤ Cα,D′kn+2|α|, ∀x ∈ D′.
Proof. Fix α ∈ N2n−10 and p ∈ D′. We may assume that
dk∑
j=1
∣∣∣(∂αx (f˜je−kφ))(p)∣∣∣2 6= 0.
Set
u(x) =
1√∑dk
j=1
∣∣∣(∂αx (f˜je−kφ))(p)∣∣∣2
dk∑
j=1
fj(x)(∂αx (f˜je
−kφ))(p).
Since
∑dk
j=1
∣∣∣(∂αx (f˜je−kφ))(p)∣∣∣2 converges, it is easy to check that
u ∈ Hq
b,≤k−N0 (X,L
k), ‖u‖hLk = 1.
On D, we write u = sku˜, u˜ ∈ Ω0,q(D). We can check that
(7.42) u˜ =
1√∑dk
j=1
∣∣∣(∂αx (f˜je−kφ))(p)∣∣∣2
dk∑
j=1
f˜j(x)(∂αx (f˜je
−kφ))(p).
59
In view of Theorem 7.3, we see that
∣∣(∂αx (u˜e−kφ))(p)∣∣ ≤ Cαk n2+|α|, with Cα > 0 independent of k and
of the point p. From (7.42), it is straightforward to see that
∣∣(∂αx (u˜e−kφ))(p)∣∣ =
√√√√ dk∑
j=1
∣∣∣(∂αx (f˜je−kφ))(p)∣∣∣2 ≤ Cαk n2+|α|.
The proposition follows. 
Now, we assume that there exist a λ0 ∈ R and x0 ∈ D such that Mφx0 − 2λ0Lx0 is non-degenerate
of constant signature (n−, n+). Let q = n−. We fix D0 ⋐ D, D0 open. Let V be as in (5.14). Let
Iˆk ≡ k2n−1(2π)2n−1
∫
eik<x−y,η>α(x, η, k)dη mod O(k−∞) at T ∗D0
⋂
Σ
be a properly supported classical semi-classical pseudodifferential operator on D of order 0 from
sections of T ∗0,qX to sections of T ∗0,qX , where α(x, η, k) ∈ S0loc ,cl (1;T ∗D,T ∗0,qX ⊠ T ∗0,qX) with
α(x, η, k) = 0 if |η| > M , for some large M > 0 and Suppα(x, η, k)⋂ T ∗D0 ⋐ V . Let Sk, Nk be as in
Theorem 6.5. Let 
(q)
s,k be as in (4.4). Then,

(q)
s,kNk + Sk = Iˆk +Hk on D ′(D0, T ∗0,qX),
N ∗k(q)s,k + S∗k = Iˆ∗k +H∗k on D ′(D0, T ∗0,qX),
where Hk ≡ 0 mod O(k−∞) on D0, N ∗k , S∗k , Iˆ∗k and H∗k are formal adjoints of Nk, Sk, Iˆk and Hk
with respect to ( · | · ) respectively. Now,
(7.43) Iˆ∗kΠˆ(q)k,≤k−N0 ,s = (N ∗k
(q)
s,k −H∗k + S∗k )Πˆ(q)k,≤k−N0 ,s = R+ S∗k Πˆ
(q)
k,≤k−N0 ,s on E
′(D0, T ∗0,qX),
where we denote
R = (N ∗k(q)s,k −H∗k )Πˆ(q)k,≤k−N0 ,s.
We write
R(x, y) =
∑′
I,J∈{1,...,n−1}q
eI(x)RI,J (x, y)e
J(y)
in the sense of (7.28), where RI,J ∈ C∞(D0 × D0) for all strictly increasing I, J ∈ {1, . . . , n− 1}q.
From (7.38), it is straightforward to see that
RI,J(x, y) =
dk∑
j=1
g˜j,I(x)f˜j,J (y)e
−kφ(y),
g˜j = (N ∗k(q)s,k −H∗k )(f˜je−kφ)(x), g˜j(x) =
∑′
I∈{1,...,n−1}q
g˜j,I(x)e
I(x), j = 1, . . . , dk,
(7.44)
for all strictly increasing I, J ∈ {1, . . . , n− 1}q. From (7.40), we see that for all α ∈ N2n−10 ,∑dk
j=1 |(∂αx g˜j)(x)|2 converges at each point of x ∈ D0.
To estimate RI,J (x, y), we first need
Lemma 7.7. With the notations and assumptions used above, for every D′ ⋐ D0, α ∈ N2n−10 , there
is a constant Cα,D′ > 0 independent of k, such that for all u ∈ Hqb,≤k−N0 (X,Lk), ‖u‖hLk = 1,
u|D0 = sku˜, u˜ ∈ Ω0,q(D0), if we set v˜(x) = (N ∗k(q)s,k −H∗k )(u˜e−kφ), then
|(∂αx v˜)(x)| ≤ Cα,D′k
5n
2 +2|α|−N0−2, ∀x ∈ D′.
Proof. Let u ∈ Hq
b,≤k−N0 (X,L
k), ‖u‖hLk = 1, u|D0 = sku˜, u˜ ∈ Ω0,q(D). Set v˜(x) = N ∗k(q)s,k(u˜e−kφ).
We recall that (see (6.23))
(7.45) N ∗k = O(ks) : Hscomp (D0, T ∗0,qX)→ Hs+1loc (D0, T ∗0,qX), ∀s ∈ N0.
Let D′ ⋐ D′′ ⋐ D0. By using Fourier transforms, we see that for all x ∈ D′, we have
|(∂αx v˜)(x)| ≤ Cα ‖v˜‖n+|α|,D′′ ,
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where Cα only depends on the dimension and the length of α. Here ‖.‖s,D′′ denotes the usual Sobolev
norm of order s on D′′. From this observation and (7.45), we see that for every N > 0,
(7.46) |(∂αx v˜)(x)| ≤ Cα ‖v˜‖n+|α|,D′′ ≤ C′αkn−1+|α|
∥∥∥(q)s,k(u˜e−kφ)∥∥∥
n−1+|α|,D′′
+ CNk
−N ,
where C′α > 0, CN > 0 are independent of k and u˜. Let 
(q)
b,ku = f , f |D0 = skf˜ , f˜ ∈ Ω0,q(D0). We
can check that f ∈ Hq
b,≤k−N0 (X,L
k) and ‖f‖hLk ≤ k−N0 . From (4.1), we see that
(7.47) 
(q)
s,k(e
−kφu˜) = e−kφf˜ .
In view of Theorem 7.3, we know that for all β ∈ N2n−10 ,∣∣∣∂βx ((q)s,k(e−kφu˜))∣∣∣ = ∣∣∣∂βx (e−kφf˜)∣∣∣ ≤ Cβk n2+|β| ‖f‖hLk ≤ Cβk n2+|β|−N0 on D′′,
where Cβ > 0 is independent of k. Thus,
(7.48)
∥∥∥(q)s,k(e−kφu˜)∥∥∥
n−1+|α|,D′′
≤ C˜αk 3n2 +|α|−N0−1,
where C˜α > 0 is independent of k. Combining (7.48) with (7.46), the lemma follows. 
Lemma 7.8. Let g˜j(x) ∈ Ω0,q(D0), j = 1, . . . , dk, be as in (7.44). For every D′ ⋐ D0, α ∈ N2n−10 ,
there is a constant Cα > 0 independent of k, such that for all x ∈ D′
dk∑
j=1
|(∂αx g˜j)(x)|2 ≤ Cαk5n+4|α|−2N0−4 .
Proof. Fix α ∈ N2n−10 and p ∈ D′. We may assume that
∑dk
j=1 |(∂αx g˜j)(p)|2 6= 0. Set
h(x) =
1√∑dk
j=1 |(∂αx g˜j)(p)|2
dk∑
j=1
fj(x)(∂αx g˜j)(p).
Since
∑dk
j=1 |(∂αx g˜j)(p)|2 converges, we can check that h ∈ Hqb,≤k−N0 (X,Lk), ‖h‖hLk = 1. On D0, we
write h = skh˜. We can check that
N ∗k(q)s,k(h˜e−kφ) =
1√∑dk
j=1 |(∂αx g˜j)(p)|2
dk∑
j=1
g˜j(x)(∂αx g˜j)(p).
In view of Lemma 7.7, we see that∣∣∣∂αx (N ∗k(q)s,k(h˜e−kφ))(p)∣∣∣ =
√√√√ dk∑
j=1
|(∂αx g˜j)(p)|2 ≤ Cαk
5n
2 +2|α|−N0−2,
where Cα > 0 is independent of k and the point p. The lemma follows. 
Now, we can prove
Proposition 7.9. With the notations and assumptions used above, for every D′ ⋐ D0, α, β ∈ N2n−10 ,
there is a constant Cα,β > 0 independent of k, such that
(7.49)
∣∣(∂αx ∂βyRI,J)(x, y)∣∣ ≤ Cα,βk3n+2|α|+|β|−N0−2, ∀(x, y) ∈ D′ ×D′,
for all strictly increasing I, J ∈ {1, . . . , n− 1}q, where RI,J(x, y) is as in (7.44).
Proof. Fix p ∈ D′ and J ∈ {1, . . . , n− 1}q strictly increasing. Let α, β ∈ N2n−10 . We may assume that∑dk
j=1
∣∣∣(∂βy (f˜j,Je−kφ))(p)∣∣∣2 6= 0. Put
(7.50) u(x) =
1√∑dk
j=1
∣∣∣(∂βy (f˜j,Je−kφ))(p)∣∣∣2
dk∑
j=1
fj(x)(∂
β
y (f˜j,Je−kφ))(p).
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Then, u ∈ Hq
b,≤k−N0 (X,L
k), ‖u‖hLk = 1. On D0, we write u = sku˜, u˜ =
∑′
I∈{1,...,n−1}q
u˜Ie
I . Put
v˜ = N ∗k(q)s (u˜e−kφ) =
∑′
I∈{1,...,n−1}q
v˜Ie
I ∈ Ω0,q(D). It is not difficult to check that
v˜ =
1√∑dk
j=1
∣∣∣(∂βy (f˜j,Je−kφ))(p)∣∣∣2
dk∑
j=1
g˜j(∂
β
y (f˜j,Je−kφ))(p),
where {g˜j}dkj=1 are as in (7.44). In view of Lemma 7.7, there exists Cα > 0 independent of k and the
point p such that |(∂αx v˜)(x)| ≤ Cαk
5n
2 +2|α|−N0−2, for all x ∈ D′. In particular,
|(∂αx v˜I)(x)| =
1√∑dk
j=1
∣∣∣(∂βy (f˜j,Je−kφ))(p)∣∣∣2
∣∣∣∣∣∣
dk∑
j=1
(∂αx g˜j,I)(x)(∂
β
y (f˜j,Je−kφ))(p)
∣∣∣∣∣∣
≤ Cαk 5n2 +2|α|−N0−2, ∀x ∈ D′,
(7.51)
for all strictly increasing I ∈ {1, . . . , n− 1}q. In view of Proposition 7.6, we see that
dk∑
j=1
∣∣∣(∂βy (f˜je−kφ))(p)∣∣∣2 ≤ Cβkn+2|β|,
where Cβ > 0 is independent of k and the point p. From this and (7.51), we conclude the existence of
a constant Cα,β > 0 independent of k and the point p with
∣∣(∂αx ∂βyRI,J)(x, p)∣∣ =
√√√√ dk∑
j=1
∣∣∣(∂βy (f˜j,Je−kφ))(p)∣∣∣2 |(∂αx v˜I)(x)|
≤ Cα,βk3n+2|α|+|β|−N0−2,
for all x ∈ D′, all strictly increasing I, J ∈ {1, . . . , n− 1}q. The proposition follows. 
Let R∗ be the formal adjoint R with respect to ( · | · ). From (7.43), we have
(7.52) Πˆ
(q)
k,≤k−N0 ,sIˆk = R∗ + Πˆ
(q)
k,≤k−N0 ,sSk.
We also write
(7.53) R∗(x, y) =
∑′
I,J∈{1,...,n−1}q
eI(x)R∗I,J (x, y)e
J(y)
in the sense of (7.28), whereR∗I,J(x, y) ∈ C∞(D0×D0), for all strictly increasing I, J ∈ {1, . . . , n− 1}q.
Note that R∗I,J(x, y) = RJ,I(y, x), for all strictly increasing I, J ∈ {1, . . . , n− 1}q. Combining this
observation with (7.49), we conclude that for every D′ ⋐ D0, α, β ∈ N2n−10 , there is a constant
Cα,β > 0 independent of k, such that
(7.54)
∣∣(∂αx ∂βyR∗I,J)(x, y)∣∣ ≤ Cα,βk3n+2|β|+|α|−N0−2, ∀(x, y) ∈ D′ ×D′,
for all strictly increasing I, J ∈ {1, . . . , n− 1}q.
We consider Iˆ∗kR∗. Note that Iˆ∗kR∗ is a smoothing function on D and we write
(Iˆ∗kR∗)(x, y) =
∑′
I,J∈{1,...,n−1}q
eI(x)(Iˆ∗kR∗)I,J(x, y)eJ (y)
in the sense of (7.28), where (Iˆ∗kR∗)I,J ∈ C∞(D×D) for all strictly increasing I, J ∈ {1, . . . , n− 1}q.
It is easy to see that
(7.55) Iˆ∗k = O(k0) : Hscomp (D,T ∗0,qX)→ Hscomp (D,T ∗0,qX),
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for every s ∈ N0. From (7.55), we can repeat the proof of Proposition 7.9 with minor change and
conclude that
Proposition 7.10. With the notations and assumptions used above, for every D′ ⋐ D0, α, β ∈ N2n−10 ,
there is a constant Cα,β > 0 independent of k, such that
(7.56)
∣∣∣∂αx ∂βy (Iˆ∗kR∗)I,J(x, y)∣∣∣ ≤ Cα,βk3n+2|α|+|β|−N0−2, ∀(x, y) ∈ D′ ×D′,
for all strictly increasing I, J ∈ {1, . . . , n− 1}q.
7.3. Szego¨ kernel asymptotics for lower energy forms. Let λ ≥ 0 and let Hqb,>λ(X,Lk) and
Π
(q)
b,>λ be as in (1.1) and (1.3) respectively. It is well-known (see section 2 in [7]) that for all λ > 0,
(7.57) L2(0,q)(X,L
k) = Hqb,≤λ(X,L
k)⊕Hqb,>λ(X,Lk)
and
(7.58) ‖u‖2
hLk
≤ 1
λ
(
(q)
b,ku |u )hLk , ∀u ∈ Hqb,>λ(X,Lk)
⋂
Dom
(q)
b,k.
Let s be a local trivializing section of L on an open subset D ⊂ X and |s|2hL = e−2φ. Consider the
localization
Πˆ
(q)
k,>λ,s : L
2
(0,q)(D) ∩ E ′(D,T ∗0,qX)→ L2(0,q)(D),
u→ e−kφs−kΠ(q)k,>λ(skekφu).
(7.59)
From (7.57), we have the decomposition
(7.60) u = Πˆ
(q)
k,≤λ,su+ Πˆ
(q)
k,>λ,su, u ∈ Ω0,q0 (D).
We work with the same notations and assumptions as in section 7.2. Let u ∈ Hs1comp (D,T ∗0,qX),
s1 ≤ 0, s1 ∈ Z. From (7.60), we have
(7.61) Sku = Πˆ(q)k,≤k−N0 ,s Sku+ Πˆ
(q)
k,>k−N0 ,s
Sku.
From (7.59) and (7.58), we can check that∥∥∥Πˆ(q)k,>k−N0 ,sSku∥∥∥D ≤ ∥∥∥Π(q)k,>k−N0 (skekφ(Sku))∥∥∥hLk ≤ kN0 ∥∥∥(q)b,kΠ(q)k,>k−N0 (skekφ(Sku))∥∥∥hLk
≤ kN0
∥∥∥(q)b,k(skekφ(Sku))∥∥∥
hLk
= kN0
∥∥∥(q)s,k(Sku)∥∥∥ .(7.62)
Here we have used (4.1). In view of Theorem 6.5, we see that 
(q)
s,kSk ≡ 0 mod O(k−∞). From this
observation and (7.62), we conclude that
(7.63) Πˆ
(q)
k,>k−N0 ,s
Sk = O(k−N ) : Hs1comp (D,T ∗0,qX)→ H0loc (D,T ∗0,qX),
locally uniformly on D, for all N ≥ 0, s1 ∈ Z, s1 ≤ 0. Since Y (q) holds at each point of D, we can
repeat Kohn’s L2 estimates (see [6]) and obtain
Proposition 7.11. Let u ∈ Dom(q)b,k. If ((q)b,k)ju ∈ Dom(q)b,k, for all j = 1, 2, . . ., then u|D ∈
Ω0,q(D,Lk).
Moreover, for every m ∈ N0 and D′ ⋐ D′′ ⋐ D0, there are constants Cm > 0 and nm ∈ N
independent of k such that
(7.64) ‖u‖m,D′ ≤ Cmknm
(
‖u‖D′′ +
m∑
j=1
∥∥∥((q)s,k)ju∥∥∥
D′′
)
, ∀u ∈ Ω0,q(D0),
where ‖·‖s,D′ denote the usual Sobolev norm of order s on D′ with respect to dvX(x) and ‖·‖D′′ denote
the L2 norm on D′′ with respect to dvX(x).
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Let u ∈ Hs1comp (D,T ∗0,qX), s1 ≤ 0, s1 ∈ Z. Since skekφSku ∈ Ω0,q0 (D,Lk), we have
(
(q)
b,k)
j(skekφSku) ∈ Dom(q)b,k, ∀j = 1, 2, . . . .
Hence,(

(q)
b,k
)j(
Π
(q)
k,≤k−N0 (s
kekφSku)
)
= Π
(q)
k,≤k−N0
((

(q)
b,k
)j
(skekφSku)
)
∈ Dom(q)b,k, ∀j = 1, 2, . . . .
Since I = Π
(q)
k,≤k−N0 +Π
(q)
k,>k−N0
on L2(0,q)(X,L
k), we conclude that(

(q)
b,k
)j(
Π
(q)
k,>k−N0
(skekφSku)
) ∈ Dom(q)b,k, ∀j = 1, 2, . . . .
From this and Proposition 7.11, we conclude that
Π
(q)
k,>k−N0
(skekφSku)|D ∈ Ω0,q(D,Lk),
Πˆ
(q)
k,>k−N0 ,s
(Sku)|D ∈ Ω0,q(D).
(7.65)
Moreover, from (7.64), for every m ∈ N0 and D′ ⋐ D′′ ⋐ D, it is straightforward to see that
∥∥∥Πˆ(q)k,>k−N0 ,sSku∥∥∥m,D′ ≤ Cmknm(∥∥∥Πˆ(q)k,>k−N0 ,s(Sku))∥∥∥D′′ +
m∑
j=1
∥∥∥((q)s,k)j(Πˆ(q)k,>k−N0 ,s(Sku))∥∥∥D′′)
≤ Cmknm
(∥∥∥Πˆ(q)k,>k−N0 ,s(Sku))∥∥∥D′′ +
m∑
j=1
∥∥∥Π(q)k,>k−N0 ((q)b,k)j(ekφskSku)∥∥∥hLk)
≤ Cmknm
(∥∥∥Πˆ(q)k,>k−N0 ,s(Sku))∥∥∥D′′ +
m∑
j=1
∥∥∥Π(q)k,>k−N0 (ekφsk((q)s,k)jSku)∥∥∥hLk),
(7.66)
where Cm > 0 and nm ∈ N are constants independent of k. Here we use the facts
(
(q)
s,k)
j
(
Πˆ
(q)
k,>k−N0 ,s
(Sku)
)
= s−ke−kφ((q)b,k)
j
(
Π
(q)
k,>k−N0
(ekφskSku)
)
= s−ke−kφΠ(q)
k,>k−N0
(
(
(q)
b,k)
j(ekφskSku)
)
and
(
(q)
b,k)
j(ekφskSku) = ekφsk((q)s,k)j(Sku),
for all j = 1, 2, . . .. From 
(q)
s,kSk ≡ 0 mod O(k−∞), (7.63) and (7.66), we conclude that
Πˆ
(q)
k,>k−N0 ,s
Sk = O(k−N ) : Hs1comp (D,T ∗0,qX)→ Hmloc (D,T ∗0,qX),
locally uniformly on D, for all N ≥ 0, s1 ∈ Z, s1 ≤ 0, and m ∈ N0. Thus,
(7.67) Πˆ
(q)
k,>k−N0 ,s
Sk ≡ 0 mod O(k−∞).
Note that Sk = Πˆ(q)k,≤kN0 ,sSk + Πˆ
(q)
k,>kN0 ,s
Sk. From this observation, (7.52) and (7.67), we deduce that
(7.68) Πˆ
(q)
k,≤k−N0 ,sIˆk −R∗ ≡ Sk mod O(k−∞)
on D0, where R
∗(x, y) satisfies (7.54). Hence,
(7.69) Iˆ∗kΠˆ(q)k,≤k−N0 ,sIˆk − Iˆ∗kR∗ ≡ S∗kSk mod O(k−∞)
on D0, where (Iˆ∗kR∗)(x, y) satisfies (7.56). Here we used (6.39).
Summing up, we obtain one of the main results of this work
Theorem 7.12. Let s be a local trivializing section of L on an open subset D ⊂ X and |s|2hL = e−2φ.
We assume that there exist a λ0 ∈ R and x0 ∈ D such that Mφx0−2λ0Lx0 is non-degenerate of constant
signature (n−, n+). Let q = n− and assume that Y (q) holds at each point of D. We fix D0 ⋐ D, D0
open. Let V be as in (5.14). Let
Iˆk ≡ k2n−1(2π)2n−1
∫
eik<x−y,η>α(x, η, k)dη mod O(k−∞) at T ∗D0
⋂
Σ
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be a properly supported classical semi-classical pseudodifferential operator on D of order 0 from sections
of T ∗0,qX to sections of T ∗0,qX, where
α(x, η, k) ∼∑j=0 αj(x, η)k−j in S0loc (1;T ∗D,T ∗0,qX ⊠ T ∗0,qX),
αj(x, η) ∈ C∞(T ∗D,T ∗0,qD ⊠ T ∗0,qD), j = 0, 1, . . . ,
with α(x, η, k) = 0 if |η| > M , for some large M > 0 and Suppα(x, η, k)⋂ T ∗D0 ⋐ V . Then for every
N0 ≥ 1 and every D′ ⋐ D0, α, β ∈ N2n−10 , there is a constant CD′,α,β,N0 > 0 independent of k, such
that ∣∣∣∣∂αx ∂βy ((Πˆ(q)k,≤k−N0 ,sIˆk)(x, y)− ∫ eikϕ(x,y,s)a(x, y, s, k)ds)∣∣∣∣
≤ CD′,α,β,N0k3n+2|β|+|α|−N0−2 on D′ ×D′,∣∣∣∣∂αx ∂βy ((Iˆ∗kΠˆ(q)k,≤k−N0 ,sIˆk)(x, y)− (∫ eikϕ(x,y,s)g(x, y, s, k)ds)∣∣∣∣
≤ CD′,α,β,N0k3n+2|β|+|α|−N0−2 on D′ ×D′,
(7.70)
where Πˆ
(q)
k,≤k−N0 ,s is the localized spectral projection (7.32), ϕ(x, y, s) ∈ C∞(Ω) is as in Theorem 5.29,
(2.3) and
a(x, y, s, k), g(x, y, s, k) ∈ Snloc
(
1; Ω, T ∗0,qX ⊠ T ∗0,qX
)⋂
C∞0
(
Ω, T ∗0,qX ⊠ T ∗0,qX
)
,
a(x, y, s, k) ∼
∞∑
j=0
aj(x, y, s)k
n−j in Snloc
(
1; Ω, T ∗0,qX ⊠ T ∗0,qX
)
,
g(x, y, s, k) ∼
∞∑
j=0
gj(x, y, s)k
n−j in Snloc
(
1; Ω, T ∗0,qX ⊠ T ∗0,qX
)
,
aj(x, y, s), gj(x, y, s) ∈ C∞0
(
Ω, T ∗0,qX ⊠ T ∗0,qX
)
, j = 0, 1, 2, . . . ,
(7.71)
with
a0(x, x, s) = (2π)
−n ∣∣det(Mφx − 2sLx)∣∣ π(x,s,n−)α0(x, sω0(x)− 2Im ∂bφ(x)),
g0(x, x, s)
= (2π)−n
∣∣det(Mφx − 2sLx)∣∣α∗0(x, sω0(x)− 2Im ∂bφ(x))π(x,s,n−)α0(x, s0ω0(x) − 2Im∂bφ(x)),
(7.72)
for every (x, x, s) ∈ Ω, x ∈ D0, where
Ω :={(x, y, s) ∈ D ×D × R; (x,−2Im∂bφ(x) + sω0(x)) ∈ V
⋂
Σ,
(y,−2Im∂bφ(y) + sω0(y)) ∈ V
⋂
Σ, |x− y| < ε, for some ε > 0},
α∗0(x, η) : T
∗0,q
x X → T ∗0,qx X is the adjoint of α0(x, η) with respect to the Hermitian metric 〈 · | · 〉 on
T ∗0,qx X, π(x,s,n−) : T
∗0,q
x X → N (x, s, n−) is the orthogonal projection with respect to 〈 · | · 〉, N (x, s, n−)
is given by (5.39),
∣∣det(Mφx − 2sLx)∣∣ = |λ1(s)| |λ2(s)| · · · |λn−1(s)|, where λ1(s), . . . , λn−1(s) are
eigenvalues of the Hermitian quadratic form Mφx − 2sLx with respect to 〈 · | · 〉.
By using Theorem 6.10 and repeat the proof of Theorem 7.12, we deduce
Theorem 7.13. Let s be a local trivializing section of L on an open subset D ⊂ X and |s|2hL = e−2φ.
We assume that there exist a λ0 ∈ R and x0 ∈ D such that Mφx0−2λ0Lx0 is non-degenerate of constant
signature (n−, n+). Let q 6= n− and assume that Y (q) holds at each point of D. We fix D0 ⋐ D, D0
open. Let V be as in (5.14). Let
Iˆk ≡ k2n−1(2π)2n−1
∫
eik<x−y,η>α(x, η, k)dη mod O(k−∞) at T ∗D0
⋂
Σ
be a properly supported classical semi-classical pseudodifferential operator on D of order 0 from sections
of T ∗0,qX to sections of T ∗0,qX, where α(x, η, k) ∈ S0loc (1;T ∗D,T ∗0,qX ⊠ T ∗0,qX) with α(x, η, k) = 0
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if |η| > M , for some large M > 0 and Suppα(x, η, k)⋂ T ∗D0 ⋐ V . Then for every N0 ≥ 1 and every
D′ ⋐ D0, α, β ∈ N2n−10 , there is a constant CD′,α,β,N0 > 0 independent of k, such that∣∣∣∂αx ∂βy ((Πˆ(q)k,≤k−N0 ,sIˆk)(x, y))∣∣∣ ≤ CD′,α,β,N0k3n+2|β|+|α|−N0−2 on D′ ×D′,∣∣∣∂αx ∂βy ((Iˆ∗kΠˆ(q)k,≤k−N0 ,sIˆk)(x, y)∣∣∣ ≤ CD′,α,β,N0k3n+2|β|+|α|−N0−2 on D′ ×D′,(7.73)
where Πˆ
(q)
k,≤k−N0 ,s is the localized spectral projection (7.32).
8. Almost Kodaira embedding Theorems on CR manifolds
In this section, we will use Theorem 7.12 to establish ”Almost Kodaira embedding Theorems on
CR manifolds” (see Definition 1.3). First, we recall Definition 1.2 for the definition of ”positive CR
line bundles”.
In this section, we assume that X is compact, L is positive and condition Y (0) holds at each point
of X . Fix N0 ≫ 2n, N0 large. Let s be a local trivializing section of L on an open subset D ⊂ X ,
|s|2hL = e−2φ. As (1.5), we set
Σ′ ={(x, λω0(x)− 2Im ∂bφ(x)) ∈ T ∗D
⋂
Σ;
Mφx − 2λLx is positive definite}.
(8.1)
Fix p ∈ D. Let x = (x1, . . . , x2n−1), zj = x2j−1 + ix2j , j = 1, . . . , n − 1, be local coordinates of X
defined on D such that (7.1) hold. On D, we write ω0(x) =
∑2n−1
j=1 βj(x)dxj . We take D small enough
so that β2n−1(x) ≥ 12 , for every x ∈ D. Let η = (η1, . . . , η2n−1) denote the dual coordinates of x. Let
Rp be as in (7.24). Take ψ(η) ∈ C∞0 (Rp,R+) with
(8.2)
∫
ψ(η)
(
Mφp − 2ηLp
)
dη ≥ 1
2
∫
Rp
(
Mφp − 2ηLp
)
dη.
Let M > 0 be a large constant so that for every (x, η) ∈ T ∗D if |η′| > M2 then (x, η) /∈ Σ, where
η′ = (η1, . . . , η2n−2), |η′| =
√∑2n−2
j=1 |ηj |2. Take D0 ⊂ D be a small open neighbourhood of p so that
(8.3) Mφx − 2〈 η |ω0(x) 〉Lx is positive definite, for every x ∈ W , every η2n−1 ∈ Γ, |η′| < M,
where W ⊂ D and Γ ⊂ Rp are small open neighbourhoods of D0 and Suppψ respectively. Put
(8.4) V = {(x, η) ∈ T ∗D; x ∈ W, η2n−1 ∈ Γ, |η′| < M} .
From (8.3), it is straightforward to see that
(8.5) V
⋂
Σ ⊂ Σ′.
Take τ , τ1 ∈ C∞0 (D), τ = 1 on D0 and τ1 = 1 on Supp τ . Let χ ∈ C∞0 (]− 1, 1[), χ = 1 on [− 12 , 12 ].
Let
(8.6) Iˆk = k
2n−1
(2π)2n−1
∫
eik<x−y,η>τ(x)χ(
|η′|2
M2
)ψ(η2n−1)τ1(y)dη.
It is straightforward to see that Iˆk satisfies the assumptions in Theorem 6.5. Let
Sk(x, y) =
∫
eikϕ(x,y,s)a(x, y, s, k)ds ∈ C∞(D ×D)
be as in Theorem 6.5, Theorem 6.6. From (6.58), it is not difficult to see that
(8.7) a0(p, p, s) = (2π)
−n ∣∣det(Mφp − 2sLp)∣∣ψ(s),
for all (p, p, s) ∈ Ω. We recall that Ω is as in Theorem 6.6. Put x′ = (x1, . . . , x2n−2) and set
|x′|2 =∑2n−2j=1 |xj |2. Let
vk =
∫
eikϕ(x,p,s)k−
n
2 a(x, p, s, k)dsχ(
k
(log k)2
|x′|2)χ(k 56x2n−1) ∈ C∞0 (D0),
uk = s
kekφvk ∈ C∞0 (D0, Lk).
(8.8)
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Here we assume that k is large enough so that Supp vk ⋐ D0. First, we need
Lemma 8.1. With the assumptions and notations above, for every N > 0 and m > 0, there is a
constant CN,m > 0 independent of k and the point p such that
(8.9)
∑
|α|≤m,α∈N2n−10
Sup
{∣∣∣∂αx ((0)s,kvk(x))∣∣∣ ; x ∈ D0} ≤ CN,mk−N ,
where 
(0)
s,k is given by (4.1) and (4.4).
Moreover, there exist C > 1 and k0 > 0 independent of k and the point p such that for every k ≥ k0,
we have
(8.10)
1
C
≤ ‖uk‖hLk ≤ C.
Proof. Put v˜k =
∫
eikϕ(x,p,s)k−
n
2 a(x, p, s, k)ds ∈ C∞(D). In view of (6.24), we see that
(8.11)
∑
|α|≤m,α∈N2n−10
Sup
{∣∣∣∂αx ((0)s,kv˜k(x))∣∣∣ ; x ∈ D0} ≤ C˜N,mk−N
for every N > 0, where C˜N,m > 0 is a constant independent of k. Since X is assumed to be compact,
it is straightforward to see that C˜N,m > 0 can be taken to be independent of p. Now, we claim that
for every N > 0 and m > 0, there is a constant CˆN,m > 0 independent of k and the point p such that
(8.12)
∑
|α|≤m,α∈N2n−10
Sup {|∂αx (v˜k(x) − vk(x))| ; x ∈ D0} ≤ CˆN,mk−N .
Note that
Supp (v˜k(x)− vk(x))
⋂
D0 ⊂
{
x ∈ D0; |x′| ≥ 12 log k√k or |x2n−1| ≥ 12k−
5
6
}
.
When |x′| ≥ 12 log k√k , we use the fact kImϕ(x, p, s) ≥ ck |x′|
2 ≥ c′(log k)2, where c > 0, c′ > 0
are constants independent of x and s, and conclude that v˜k(x) − vk(x) ≡ 0 mod O(k−∞). When
|x2n−1| ≥ 12k−
5
6 , we have
k
∂ϕ(x, p, s)
∂s
≥ kc1 |x2n−1| ≥ c′1k
1
6 ,
where c1 > 0, c
′
1 > 0 are constants independent of x and s. From this we can integrate by parts in s
several times and conclude that v˜k(x)− vk(x) ≡ 0 mod O(k−∞). The claim (8.12) follows.
From (8.11) and (8.12), the claim (8.9) follows.
On D, we write dvX(x) = m(x)dx, m(x) ∈ C∞(D). Then, m(0) = 2n−1. Put
Υ(x) = χ(
k
(log k)2
|x′|2)χ(k 56 x2n−1).
We have
‖uk‖2hLk =
∫ ∣∣∣∣∫ eikϕ(x,p,s)k−n2 a(x, p, s)ds∣∣∣∣2Υ2(x)m(x)dx
=
∫ ∣∣∣∣∫ eikϕ(F∗k x,p,s)k−na(F ∗k x, p, s)ds∣∣∣∣2Υ2(F ∗k x)m(F ∗k x)dx,
(8.13)
where F ∗k x = (
x′√
k
, x2n−1k ). Put
ϕ(x, p, s) = −i
n−1∑
j=1
αjzj + i
n−1∑
j=1
αjzj + s(x2n−1 − y2n−1)
+
2n−2∑
j,t=1
βj,t(s)xjxt +O(|x2n−1| |x′|) +O(|x2n−1|2) +O(|x|3)
(8.14)
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and set
(8.15) ϕ0(x, s) = ϕ0(x
′, s) =
2n−2∑
j,t=1
βj,t(s)xjxt.
From (5.73), it is easy to see that
(8.16) Imϕ0(x, s) ≥ c |x′|2 , ∀(x, p, s) ∈ Ω,
where c > 0 is a constant independent of (x, p, s) ∈ Ω and c can be take to be independent of the
point p. It is easy to see that
(8.17) SuppΥ(F ∗k x) ⊂
{
x ∈ R2n−1; |x′| ≤ log k, |x2n−1| ≤ k 16
}
.
From (8.17), it is straightforward to check that on SuppΥ(F ∗k x),
kϕ(F ∗k x, p, s) =
√
k(−i
n−1∑
j=1
αjzj + i
n−1∑
j=1
αjzj) + sx2n−1 + ϕ0(x′, s) + δ0k(x, s),
k−na(F ∗k x, p, s) = (2π)
−n ∣∣det(Mφp − 2sLp)∣∣ψ(s) + δ1k(x, s),
m(F ∗k x) = 2
n−1 + δ2k(x, s),
(8.18)
where δ0k(x, s), δ
1
k(x, s), δ
2
k(x, s) ∈ C∞ and
(8.19) Sup
{∣∣δ0k(x, s)∣∣ + ∣∣δ1k(x, s)∣∣+ ∣∣δ2k(x, s)∣∣ ; (x, p, s) ∈ Ω} ≤ C0k− 13 log k,
where C0 > 0 is a constant independent of k and the point p. From (8.19) and (8.13), we have
(8.20)
‖uk‖2hLk = 2n−1
∫ ∣∣∣∣∫ eisx2n−1+iϕ0(x′,s)(2π)−nψ(s) ∣∣det(Mφp − 2sLp)∣∣(1 + γk(x, s))ds∣∣∣∣2Υ2(F ∗k x)dx,
where γk(x, s) ∈ C∞ and
(8.21) Sup {|γk(x, s)| ; (x, p, s) ∈ Ω} ≤ C1k− 13 log k.
Here C1 > 0 is a constant independent of k and the point p. From (8.21), we can check that
2n−1
∫ ∣∣∣∣∫ eisx2n−1+iϕ0(x′,s)(2π)−nψ(s) ∣∣det(Mφp − 2sLp)∣∣ |γk(x, s)|)ds∣∣∣∣2Υ2(F ∗k x)dx
≤ C2k− 23 (log k)2(log k)2n−2k 16 = C2k− 12 (log k)2n → 0 as k→∞,
(8.22)
where C2 > 0 is a constant independent of k and the point p. Put
A = 2n−1
∫
|x|≤1
∣∣∣∣∫ eisx2n−1+iϕ0(x′,s)(2π)−nψ(s) ∣∣det(Mφp − 2sLp)∣∣)ds∣∣∣∣2 dx,
B = 2n−1
∫
R2n−1
∣∣∣∣∫ eisx2n−1+iϕ0(x′,s)(2π)−nψ(s) ∣∣det(Mφp − 2sLp)∣∣)ds∣∣∣∣2 dx.
From (8.16) and by using integration by parts with respect to s, it is easy to see that B <∞. From
this observation, (8.22) and (8.20), we conclude that if k large then
A
2
≤ ‖uk‖2hLk ≤ 2B.
(8.10) follows. 
Now, we can prove
Theorem 8.2. With the assumptions and notations above, fix N0 >> 1, N0 large. There exists
k0 > 0 and C0 > 0 independent of k and the point p such that for every k ≥ k0, there is a µk ∈
H0
b,≤k−N0 (X,L
k) with ‖µk‖hLk = 1 and
(8.23) |µk(p)|2hLk ≥ C0kn.
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Proof. Let uk ∈ C∞(X,Lk) be as in Lemma 8.1. Put u0k = Π(0)k,≤k−N0uk, u1k = (I −Π
(0)
k,≤k−N0 )uk. We
have the orthogonal decomposition
uk = u
0
k + u
1
k.
For every m ∈ N0, we have ∥∥∥((0)b,k)mu1k∥∥∥2
hLk
≤ kN0( ((0)b,k)m+1u1k |u1k)hLk
≤ kN0( ((0)b,k)m+1uk |uk)hLk .
(8.24)
From (8.9) and (8.24), we conclude that for every N > 0 and every m ∈ N0, there is a constant
CN,m > 0 independent of k and the point p such that
(8.25)
∥∥∥((0)b,k)mu1k∥∥∥2
hLk
≤ CN,mk−N .
From (8.25), we can repeat the proof of Lemma 7.2 with minor changes and obtain that for every
N > 0 there is a constant CN > 0 independent of k and the point p such that
(8.26)
∣∣u1k(p)∣∣2hLk ≤ k−N .
Furthermore, from (8.25) and (8.10), we see that there exist C > 1 and k0 > 0 independent of k and
the point p such that for every k ≥ k0, we have
(8.27)
1
C
≤ ∥∥u0k∥∥hLk ≤ C.
Put µk =
u0k‖u0k‖hLk
. Then, µk ∈ H0b,≤k−N0 (X,Lk) and ‖µk‖hLk = 1. Moreover, from (8.25), (8.26) and
(8.27), we deduce that for every N > 0 there is a constant CN > 0 independent of k and the point p
such that
(8.28)
∣∣∣∣∣|µk(p)|2hLk − 1‖u0k‖2hLk |vk(p)|2
∣∣∣∣∣ ≤ CNk−N .
From (8.28) and notice that |vk(p)|2 ≥ C1kn, where C1 > 0 is a constant independent of k and the
point p, the theorem follows. 
From now on, we fix N0 > 2n + 1. We assume that k is large enough so that the properties in
Theorem 8.2 hold. Let
{
f1 ∈ H0b,≤k−N0 (X,Lk), . . . , fdk ∈ H0b,≤k−N0 (X,Lk)
}
be an orthonormal frame
of the space H0
b,≤k−N0 (X,L
k). From Theorem 8.2, we deduce
Theorem 8.3. We have
(8.29)
dk∑
j=1
|fj(x)|2hLk ≥ C0kn, ∀x ∈ X,
where C0 > 0 is the constant as in (8.23). In particular, there is a constant c0 > 0 such that for every
x ∈ X, there exists a j0 ∈ {1, 2, . . . , dk} such that
(8.30) |fj0(x)|2hLk ≥ c0.
Proof. We only need to prove (8.30). It is well-known (see [15]) that there is a constant C1 > 0 such
that
(8.31) dimH0b,≤k−N (X,L
k) = dk ≤ C1kn,
where C1 > 0 is a constant independent of k. From (8.31) and (8.29), we have for every x ∈ X ,
C1k
nSup
{
|fj(x)|2hLk ; j = 1, 2, . . . , dk
}
≥ dkSup
{
|fj(x)|2hLk ; j = 1, 2, . . . , dk
}
≥
dk∑
j=1
|fj(x)|2hLk ≥ C0kn.
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From this, (8.30) follows. 
Assume that X = D1
⋃
D2
⋃ · · ·DN , where Dj is a small open set of X with the properties as in
the beginning of section 8, for each j. On Dj , let Iˆk,j be the operator as in (8.6). Fix N ′ ≫ 1 be a
large constant. The (asymptotic) Kodaira map ΦN0,k : X → CPdk−1 is given by
ΦN0,k : x ∈ X → CPNk−1,
x ∈ X → [f1(x), . . . , fdk(x), k−N
′ Iˆk,1f1, . . . , k−N ′ Iˆk,Nfdk ] ∈ CPNk−1,
(8.32)
where Nk = dk +Ndk. In view of (8.30), we see that ΦN0,k is well-defined as a smooth map from X
to CPdk−1. Our next goal is to prove
Theorem 8.4. For k large, the differential map
dΦN0,k(x) : TxX → TΦN0,k(x)CPdk−1
is injective, for every x ∈ X.
To prove Theorem 8.4, we need some preparations. Fix p ∈ X and let s be a local trivializing
section of L on an open neighbourhood D ⊂ X of p. We take local coordinate x = (x1, . . . , x2n−1),
zj = x2j−1 + ix2j , j = 1, . . . , n− 1, and s so that (7.1) hold. Let R(x) = R(z) be as in (7.2). We first
need
Lemma 8.5. With the assumptions and notations above, there exist vjk ∈ C∞0 (D), j = 1, . . . , n, with
(8.33)
1
C
≤
∥∥∥skekφvjk∥∥∥
hLk
≤ C, j = 1, . . . , n,
for every k, where C > 0 is a constant independent of k and the point p, and
(8.34)
∑
|α|≤m,α∈N2n−10
Sup
{∣∣∣∂αx ((0)s,kvjk(x))∣∣∣ ; x ∈ D, j = 1, . . . , n} ≤ CN,mk−N ,
for every N > 0 and m ∈ N0, where CN,m is a constant independent of k and the point p and (0)s,k is
given by (4.1) and (4.4), such that
vjk(0) = 0, j = 1, . . . , n,(8.35)
∂zt
(
e−2kRvjk
)
(0) = 0, j = 1, . . . , n, t = 1, . . . , n− 1,(8.36)
∂zt
(
e−2kRvjk
)
(0) = 0 if j 6= t, j = 1, . . . , n, t = 1, . . . , n− 1,(8.37)
∂x2n−1
(
e−2kRvjk
)
(0) = 0, j = 1, . . . , n− 1,(8.38) ∣∣∂x2n−1(e−2kRvnk )(0)∣∣2 ≥ c1kn+2, ∣∣∣∂zj(e−2kRvjk)(0)∣∣∣2 ≥ c1kn+1, j = 1, . . . , n− 1,(8.39)
where c1 > 0 is a constant independent of k and the point p.
Proof. From Borel construction, it is clearly that we can find zj+βj(x) ∈ C∞(R2n−1), j = 1, . . . , n−1,
and x2n−1 + βn(x) ∈ C∞(R2n−1) such that
∂b(zj + βj(x)) vanishes to infinite order at p, j = 1, . . . , n− 1,
∂b(x2n−1 + βn(x)) vanishes to infinite order at p,
(8.40)
where βj(x) = O(|x|2), j = 1, . . . , n. Let vk(x) ∈ C∞0 (D0) be as in (8.8). Recall that D0 ⋐ D be as
in the discussion after (8.2). Put
vjk(x) =
√
k(zj + βj(x))vk(x) ∈ C∞0 (D0), j = 1, . . . , n− 1,
vnk (x) = k(x2n−1 + βn(x))vk(x) ∈ C∞0 (D0).
(8.41)
We can repeat the proof of (8.10) with minor changes and deduce (8.33). Moreover, from (8.9), (8.40)
and (5.74), we obtain (8.34). Finally, from the constructions of vk and v
j
k(x), j = 1, . . . , n, we get
(8.35), (8.36), (8.37), (8.38) and (8.39). The lemma follows. 
We also need
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Lemma 8.6. With the assumptions and notations above, fix N0 > 2n+ 1. There exist
µjk ∈ H0b,≤k−N0 (X,Lk), j = 1, . . . , n,
with
∥∥∥µjk∥∥∥
hLk
= 1, j = 1, . . . , n, such that if we put µjk = s
kµ˜jk on D, j = 1, . . . , n, then
(8.42)
∣∣∂x2n−1(e−2kRµ˜nk)(0)∣∣2 ≥ c2kn+2, ∣∣∣∂zj(e−2kRµ˜jk)(0)∣∣∣2 ≥ c2kn+1, j = 1, . . . , n− 1,
where c2 > 0 is a constant independent of k and the point p and for every N > 0 there is a CN > 0
independent of k and the point p such that
Sup {
∣∣∣(e−2kRµ˜jk)(0)∣∣∣ , ∣∣∣∂zt(e−2kRµ˜jk)(0)∣∣∣ , ∣∣∣(1− δj,t)∂zt(e−2kRµ˜jk)(0)∣∣∣ , ∣∣∂x2n−1(e−2kRµ˜tk)(0)∣∣ ;
j = 1, . . . , n, t = 1, . . . , n− 1} ≤ CNk−N .
(8.43)
Proof. Fix j = 1, . . . , n. Let vjk ∈ C∞0 (D) be as in Lemma 8.5. Put ujk = skekφvjk and set βjk =
Π
(0)
k,≤k−N0u
j
k, γ
j
k = (I −Π(0)k,≤k−N0 )ujk. We have the orthogonal decomposition
ujk = β
j
k + γ
j
k.
For every m ∈ N0, we have ∥∥∥((0)b,k)mγjk∥∥∥2
hLk
≤ kN0( ((0)b,k)m+1γjk | γjk)hLk
≤ kN0( ((0)b,k)m+1ujk |ujk)hLk .
(8.44)
From (8.34) and (8.44), we conclude that for every N > 0 and every m ∈ N0, there is a constant
CN,m > 0 independent of k and the point p such that
(8.45)
∥∥∥((0)b,k)mγjk∥∥∥2
hLk
≤ CN,mk−N .
From (8.45), we can repeat the proof of Lemma 7.2 with minor changes and obtain that for every
N > 0 and every α ∈ N2n−10 , there is a constant CN,α > 0 independent of k and the point p such that
(8.46)
∣∣∣∂αx (e−2kRγ˜jk)(p)∣∣∣2 ≤ k−N ,
where γjk = s
kγ˜jk on D. Furthermore, from (8.45) and (8.33), we see that there exist C > 1 and k0 > 0
independent of k and the point p such that for every k ≥ k0, we have
(8.47)
1
C
≤
∥∥∥βjk∥∥∥
hLk
≤ C.
Put µjk =
βj
k‖βjk‖hLk
. Then, µjk ∈ H0b,≤k−N0 (X,Lk) and
∥∥∥µjk∥∥∥
hLk
= 1. On D, put µjk = s
kµ˜jk. From
(8.46) and (8.47), we deduce that for every N > 0 and every α ∈ N2n−10 there is a constant CN,α > 0
independent of k and the point p such that
(8.48)
∣∣∣∣∣∣∣
∣∣∣∂αx (e−2kRµ˜jk)(p)∣∣∣2 − 1∥∥∥βjk∥∥∥2
hLk
∣∣∣∂αx (e−2kRvjk)(p)∣∣∣2
∣∣∣∣∣∣∣ ≤ CN,αk−N .
From (8.48) and Lemma 8.5, the lemma follows. 
From Lemma 8.6 and the Gram-Schmidt process, we deduce
Proposition 8.7. With the assumptions and notations above, fix N0 > 2n + 1. There exist g
j
k ∈
H0
b,≤k−N0 (X,L
k), j = 1, . . . , n, with (gjk | gtk)hLk = δj,t, j, t = 1, . . . , n, such that if we put gjk = skg˜jk
on D, j = 1, . . . , n, then ∣∣∂zt(e−2kRg˜tk)(0)∣∣2 ≥ c2kn+1, t = 1, . . . , n− 1,∣∣∂x2n−1(e−2kRg˜nk )(0)∣∣2 ≥ c2kn+2,(8.49)
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where c2 > 0 is a constant independent of k and the point p and for every N > 0 there is a CN > 0
independent of k and the point p such that
Sup {∣∣∂x2n−1(e−2kRg˜tk)(0)∣∣ , ∣∣∂zs(e−2kRg˜tk)(0)∣∣ ; s, t = 1, . . . , n− 1, s > t}
+ Sup {∣∣(e−2kRg˜tk)(0)∣∣ , ∣∣∂zs(e−2kRg˜tk)(0)∣∣ ; s = 1, . . . , n− 1, t = 1, . . . , n} ≤ CNk−N .(8.50)
From Proposition 8.7 and some straightforward but elementary linear algebra argument, we obtain
the following(we omit the proof)
Proposition 8.8. With the assumptions and notations above, fix N0 > 2n+ 1. Let
gjk ∈ H0b,≤k−N0 (X,Lk), j = 1, . . . , n,
be as in Proposition 8.7. We put
gjk = s
kg˜jk on D, j = 1, . . . , n,
g˜jk = h
2j−1
k + ih
2j
k , j = 1, . . . , n, where h
2j−1
k = Re g˜
j
k, h
2j
k = Im g˜
j
k, j = 1, . . . , n.
(8.51)
There is a k0 > 0 independent of the point p such that for every k ≥ k0, the matrix
Hk : =

∂x1
(
e−2kRh1k
)
(p) ∂x2
(
e−2kRh1k
)
(p) · · · ∂x2n−1
(
e−2kRh1k
)
(p)
∂x1
(
e−2kRh2k
)
(p) ∂x2
(
e−2kRh2k
)
(p) · · · ∂x2n−1
(
e−2kRh2k
)
(p)
...
...
...
...
∂x1
(
e−2kRh2nk
)
(p) ∂x2
(
e−2kRh2nk
)
(p) · · · ∂x2n−1
(
e−2kRh2nk
)
(p)
 ,
Hk :R
2n−1 → R2n,
is injective.
From the proofs of Lemma 7.2 and Proposition 7.6, we conclude that
Lemma 8.9. With the assumptions and notations above, fix N0 > 2n+ 1. Let
xk = (x
1
k, . . . , x
2n−1
k ) ∈ R2n−1, yk = (y1k, . . . , y2n−1k ) ∈ R2n−1
with limk→∞(
√
k
∑2n−2
j=1
∣∣∣xjk∣∣∣ + k ∣∣x2n−1k ∣∣) = 0, limk→∞(√k∑2n−2j=1 ∣∣∣yjk∣∣∣ + k ∣∣y2n−1k ∣∣) = 0. Then, for
every α = (α1, . . . , α2n−1) ∈ N2n−10 , β = (β1, . . . , β2n−1), there are constants Cα > 0, Cα,β > 0
independent of k and the point p such that for every u ∈ H0
b,≤k−N0 (X,L
k) with ‖u‖hLk = 1 we have
(8.52)
∣∣∂αx (e−2kRu˜)(xk)∣∣2 ≤ Cαkn+|α′|+2α2n−1
and
(8.53)∣∣∣∂αx ∂βy (e−kR(x)+kR(x)Πˆ(0)k,≤k−N0 ,s(x, y)e−kR(y)+kR(y))(xk, yk)∣∣∣ ≤ Cα,βkn+ |α′|2 + |β′|2 +α2n−1+β2n−1 ,
where u = sku˜ on D, Πˆ
(0)
k,≤k−N0 ,s(x, y) is the localized Szego¨ projection (see (7.32) and (7.38)) and
|α′| =∑2n−2j=1 αj, |β′| =∑2n−2j=1 βj
Proof of Theorem 8.4. We are going to prove that if k is large then the map
dΦN0,k(x) : TxX → TΦN0,k(x)CPdk−1
is injective. Fix p ∈ X and let s be a local trivializing section of L on an open neighbourhood D ⊂ X
of p. We take local coordinates x = (x1, . . . , x2n−1), zj = x2j−1 + ix2j , j = 1, . . . , n− 1, and s so that
(7.1) hold. We shall use the same notations as above. From Theorem 8.3, we may assume that
(8.54)
∣∣∣(e−2kRf˜1)(p)∣∣∣2 ≥ c0,
where c0 > 0 is a constant independent of k and the point p. Let g
1
k, . . . , g
n
k ∈ H0b,≤k−N0 (X,Lk) be as
in Proposition 8.7. In view of (8.50), we may assume that
(8.55)
n∑
j=1
∣∣∣(e−2kRg˜jk)(p)∣∣∣2 ≤ c02 .
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Now, we claim that f1, g
1
k, . . . , g
n
k are linearly independent over C. If f1, g
1
k, . . . , g
n
k are linearly de-
pendent then we have f1 =
∑n
j=1 λjg
j
k, where λj ∈ C, j = 1, . . . , n. Since ‖f1‖hLk = 1, we have∑n
j=1 |λj |2 = 1. Thus,∣∣∣(e−2kRf˜1)(p)∣∣∣2 ≤( n∑
j=1
|λj |2
)( n∑
j=1
∣∣∣(e−2kRg˜jk)(p)∣∣∣2) ≤ c02 .
We get a contradiction. Thus, f1, g
1
k, . . . , g
n
k are linearly independent. Put
pjk =
e−2kRg˜jk
e−2kRf˜1
, j = 1, . . . , n− 1,
pjk = α
2j−1
k + iα
2j
k , α
2j−1
k = Re p
j
k, α
2j
k = Im p
j
k, j = 1, . . . , n− 1.
(8.56)
From (8.49), (8.50), Lemma 8.9 and (8.54), it is not difficult to see that
(8.57)
∣∣∂ztptk(p)∣∣2 ≥ c2kn+1, t = 1, . . . , 2n− 1, ∣∣∂x2n−1pnk (p)∣∣2 ≥ c2kn+2,
where c2 > 0 is a constant independent of k and the point p and for every N > 0 there is a CN > 0
independent of k and the point p such that
Sup {∣∣∂x2n−1ptk(p)∣∣ , ∣∣∂zsptk(p)∣∣ ; s, t = 1, . . . , n− 1, s > t}
+ Sup {∣∣ptk(p)∣∣ , ∣∣∂zsptk(p)∣∣ ; s = 1, . . . , n− 1, t = 1, . . . , n} ≤ CNk−N .(8.58)
From (8.57), (8.58) and some elementary linear algebra argument, we conclude that there is a k0 > 0
independent of the point p such that for every k ≥ k0, the matrix
Ak :=

∂x1
(
e−2kRα1k
)
(p) ∂x2
(
e−2kRα1k
)
(p) · · · ∂x2n
(
e−2kRα1k
)
(p)
∂x1
(
e−2kRα2k
)
(p) ∂x2
(
e−2kRα2k
)
(p) · · · ∂x2n
(
e−2kRα2k
)
(p)
...
...
...
...
∂x1
(
e−2kRα2n−1k
)
(p) ∂x2
(
e−2kRα2nk
)
(p) · · · ∂x2n
(
e−2kRα2nk
)
(p)
 ,
Ak : R
2n−1 → R2n
is injective. Hence the differential of the map x ∈ X → ( g1kf1 (x), . . . ,
gnk
f1
(x)) ∈ Cn at p is injective if
k ≥ k0. From this and some elementary linear algebra arguments, we conclude that the differential of
the map x ∈ X → ( f2f1 (x), . . . ,
fdk
f1
(x)) ∈ Cdk at p is injective if k ≥ k0. Theorem 8.4 follows. 
Our last goal in this section is to prove that for k large, the map ΦN0,k : X → CPdk−1 is injective.
Theorem 8.10. With the assumptions and notations above, fix N0 > 2n+ 1. For k large, the map
ΦN0,k : X → CPdk−1 is injective.
Proof. We assume that the claim of the theorem is not true. We can find xkj , ykj ∈ X , xkj 6= ykj ,
0 < k1 < k2 < · · · , limj→∞ kj =∞, such that ΦN0,kj (xkj ) = ΦN0,kj (ykj ), for each j. We may suppose
that there are xk, yk ∈ X , xk 6= yk, such that ΦN0,k(xk) = ΦN0,k(yk), for each k. We may assume that
xk → p ∈ X , yk → q ∈ X , as k →∞. If p 6= q. Then, for k large, we have dist (xk, yk) ≥ 12dist (p, q).
In view of the proof of Theorem 8.2, it is not difficult to see that we can find uk, vk ∈ H0b,≤k−N0 (X,Lk)
such that for k large, we have
(8.59) |uk(xk)|2hLk ≥ C0kn, |uk(yk)|2hLk ≤
C0
2
kn,
and
(8.60) |vk(yk)|2hLk ≥ C0kn, |vk(xk)|2hLk ≤
C0
2
kn,
where C0 > 0 is a constant independent of k. Now, ΦN0,k(xk) = ΦN0,k(yk) implies that
|uk(xk)|2hLk = rk |uk(yk)|2hLk , |vk(xk)|2hLk = rk |vk(yk)|2hLk ,
where rk ∈ R+, for each k. (8.59) implies that rk ≥ 2, for k large. But (8.60) implies that rk ≤ 12 , for
k large. We get a contradiction. Thus, we must have p = q.
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Let X = D1
⋃
D2
⋃ · · ·DN , where Dj is an open set as in the discussion before (8.32). We assume
that p ∈ D1 =: D. Let s be a local trivializing section of L on an open subsetD ⊂ X of p, |s|2hL = e−2φ.
Let x = (x1, . . . , x2n−1), zj = x2j−1 + ix2j , j = 1, . . . , n − 1, be local coordinates of X defined on
D. For simplicity, we assume that (7.1) hold. We shall use the same notations as before. We write
xk = (x
1
k, . . . , x
2n−1
k ) ∈ R2n−1, yk = (y1k, . . . , y2n−1k ) ∈ R2n−1.
Case I : lim supk→∞
√
k
∑2n−2
j=1
∣∣∣xjk − yjk∣∣∣ =M > 0 (M can be ∞).
For simplicity, we may assume that
(8.61) lim
k→∞
√
k
2n−2∑
j=1
∣∣∣xjk − yjk∣∣∣ =M, M ∈]0,∞].
Now, ΦN0,k(xk) = ΦN0,k(yk) implies that we can find a sequence λk ∈ C such that for each k,
(8.62) e−kφ(xk)u˜k(xk) = λke−kφ(yk)u˜k(yk),
for every uk ∈ H0b,≤k−N0 (X,Lk), uk = sku˜k on D. We may assume that
(8.63) lim sup
k→∞
|λk| ≥ 1.
Let Iˆk := Iˆk,1 be as in (8.6) and (8.32). Let
hk =
dk∑
j=1
fj
(Iˆke−kφf˜j)(yk) ∈ H0b,≤k−N0 (X,Lk),
where fj = s
kf˜j on D, j = 1, . . . , dk. On D, we write hk = s
kh˜k. Then, it is easy to see that
(Πˆ
(0)
k,≤k−N0 ,sIˆk)(x, yk) = e−kφ(x)h˜k(x). From this observation and Theorem 7.12, it is straightforward
to check that
(8.64) e−kφ(x)h˜k(x) =
∫
eikϕ(x,yk,s)a(x, yk, s, k)ds+Rk(x),
where ϕ(x, y, s) ∈ C∞(Ω) is as in Theorem 7.12, Ω is as in the discussion after (7.72), a(x, y, s, k) ∼∑∞
j=0 aj(x, y, s)k
n−j in Snloc (1; Ω),
(8.65) a0(p, p, s) = (2π)
−n ∣∣det(Mφp − 2sLp)∣∣ψ(s),
and Rk(x) is a smooth function on D such that for every D
′ ⋐ D, there is a constant CD′ independent
of k such that
(8.66) |Rk(x)| ≤ CD′k3n−N0−2 ≤ CD′kn−2.
From (8.61), (8.65), (8.66) and (5.73), we have
lim sup
k→∞
k−n
∣∣∣e−kφ(xk)h˜k(xk)∣∣∣
≤ lim sup
k→∞
k−n
( ∫
e−Imϕ(xk,yk,s) |a(xk, yk, s)| ds+Rk(xk)
)
≤ e−cM2(2π)−n
∫ ∣∣det(Mφp − 2sLp)∣∣ψ(s)ds,
(8.67)
where c > 0 is a constant independent of k, and
(8.68) lim sup
k→∞
k−n
∣∣∣e−kφ(yk)h˜k(yk)∣∣∣ = (2π)−n ∫ ∣∣det(Mφp − 2sLp)∣∣ψ(s)ds.
From (8.62) and (8.63), we conclude that
lim sup
k→∞
k−n
∣∣∣e−kφ(xk)h˜k(xk)∣∣∣ ≥ lim sup
k→∞
k−n
∣∣∣e−kφ(yk)h˜k(yk)∣∣∣ .
From this and (8.67), (8.68), we deduce that
e−cM
2
(2π)−n
∫ ∣∣det(Mφp − 2sLp)∣∣ψ(s)ds ≥ (2π)−n ∫ ∣∣det(Mφp − 2sLp)∣∣ψ(s)ds.
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But this is impossible. We get a contradiction.
Case II : lim supk→∞
√
k
∑2n−2
j=1
∣∣∣xjk − yjk∣∣∣ = 0, lim supk→∞ k |〈ω0(xk), yk − xk 〉| = M > 0 (M can
be ∞).
For simplicity, we may assume that
(8.69) lim
k→∞
k |〈ω0(xk), yk − xk 〉| =M, M ∈]0,∞].
Now, ΦN0,k(xk) = ΦN0,k(yk) implies that we can find a sequence λk ∈ C such that for each k,
(8.70) e−kφ(xk)u˜k(xk) = λke−kφ(yk)u˜k(yk),
for every uk ∈ H0b,≤k−N0 (X,Lk), uk = sku˜k on D. We may assume that
(8.71) lim sup
k→∞
|λk| ≥ 1.
We fist assume that M = ∞. Let hk be as above. From the fact that
∣∣∣∂ϕ(x,y,s)∂s ∣∣∣
x=xk,y=yk
≥
c |〈ω0(xk), yk − xk 〉|, where c > 0 is a constant independent of k, we can integrate by parts with
respect to s and conclude that
lim sup
k→∞
k−n
∣∣∣e−kφ(xk)h˜k(xk)∣∣∣ = 0.
But from (8.71), we have
0 = lim sup
k→∞
k−n
∣∣∣e−kφ(xk)h˜k(xk)∣∣∣
≥ lim sup
k→∞
k−n
∣∣∣e−kφ(yk)h˜k(yk)∣∣∣ = (2π)−n ∫ ∣∣det(Mφp − 2sLp)∣∣ψ(s)ds.
This is impossible. We get a contradiction. Now, we assume that M <∞. From (8.64) and (8.66), it
is not difficult to see that
lim
k→∞
k−n
∣∣∣e−kφ(xk)h˜k(xk)∣∣∣ = (2π)−n ∣∣∣∣∫ eikMs ∣∣∣det(Mφp − 2sLp)∣∣∣ψ(s)ds∣∣∣∣
< (2π)−n
∫ ∣∣∣det(Mφp − 2sLp)∣∣∣ψ(s)ds = lim
k→∞
k−n
∣∣∣e−kφ(yk)h˜k(yk)∣∣∣ .
(8.72)
We get a contradiction.
Case III : lim supk→∞
√
k
∑2n−2
j=1
∣∣∣xjk − yjk∣∣∣ = 0, lim supk→∞ k |〈ω0(xk), yk − xk 〉| = 0.
Let gj = Iˆkfj and set gj = skg˜j on D, j = 1, 2, . . . , dk. Put
αk(t) =e
−kφ(txk+(1−t)yk)−kφ(yk)×
dk∑
j=1
g˜j(txk + (1− t)yk)g˜j(yk)e−kR(txk+(1−t)yk)+kR(txk+(1−t)yk)−kR(yk)+kR(yk),
Ak(t) = |αk(t)|2 ,
Bk(t) =e
−2kφ(txk+(1−t)yk)−2kφ(yk)×
dk∑
j=1
∣∣∣g˜j(txk + (1 − t)yk)e−kR(txk+(1−t)yk)+kR(txk+(1−t)yk)∣∣∣2 dk∑
j=1
∣∣∣g˜j(yk)e−kR(yk)+kR(yk)∣∣∣2 ,
(8.73)
where t ∈ [0, 1] and R is as in (7.2). Put Hk(t) = Ak(t)Bk(t) . Hk(t) is a smooth function of t ∈ [0, 1] since
Bk(t) > 0 for every t ∈ [0, 1]. Moreover, we can check that 0 ≤ Hk(t) ≤ 1 and Hk(1) = Hk(0) = 1.
Thus, for each k, there is a tk ∈ [0, 1] such that
(8.74) H ′′k (tk) ≥ 0.
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We now calculate H ′′k (t). We first calculate A
′′
k(t). In view of Theorem 7.12, it is not difficult to see
that
αk(t) =
∫
eikϕ(txk+(1−t)yk,yk,s)e−kR(txk+(1−t)yk)+kR(txk+(1−t)yk)−kR(yk)+kR(yk)
× a(txk + (1− t)yk, yk, s, k)ds+ ǫk(txk + (1− t)yk, yk),
(8.75)
where a(x, y, s, k) ∼ ∑∞j=0 kn−jaj(x, y, s) in Snloc (1; Ω), aj(x, y, s) ∈ C∞0 (Ω), j = 0, 1, . . ., Ω is as in
the discussion after (7.72),
(8.76) a0(p, p, s) = (2π)
−n
∣∣∣det(Mφp − 2sLp)∣∣∣ |ψ(s)|2 ,
and ǫk,δ(x, y) is a smooth function on D × D such that for every D′ ⋐ D and every α, β ∈ N2n−10 ,
there is a constant CD′,α,β,δ independent of k such that
(8.77)
∣∣∂αx ∂βy ǫk,δ(x, y)∣∣ ≤ CD′,α,β,δk3n−N0−2+2|α|+2|β|.
We can calculate that
A′′k(t) =2 |α′k(t)|2 + α′′k(t)αk(t) + α′′k(t)αk(t).(8.78)
From (2.3), (8.75), (8.76) and (8.77), it is straightforward to see that(we omit the computations)
2 |α′k(tk)|2 + α′′k(tk)αk(tk) + α′′k(tk)αk(tk)
= 2(2π)−2nk2n+2
(( ∫
s
∣∣∣det(Mφp − 2sLp)∣∣∣ |ψ(s)|2 ds)2
−
∫
s2
∣∣∣det(Mφp − 2sLp)∣∣∣ |ψ(s)|2 ds ∫ ∣∣∣det(Mφp − 2sLp)∣∣∣ |ψ(s)|2 ds)(|〈ω0(xk), yk − xk 〉|)2
− 2(2π)−2nk2n+1
∫
(
2n−2∑
j,l=1
∂2Imϕ
∂xj∂xl
(p, p, s)(xjk − yjk)(xlk − ylk))
∣∣∣det(Mφp − 2sLp)∣∣∣ |ψ(s)|2 ds
+ o(k2n)O
((√
k
2n−2∑
j=1
∣∣∣xjk − yjk∣∣∣+ k |〈ω0(xk), yk − xk 〉|)2).
(8.79)
Since (( ∫
s
∣∣∣det(Mφp − 2sLp)∣∣∣ |ψ(s)|2 ds)2
−
∫
s2
∣∣∣det(Mφp − 2sLp)∣∣∣ |ψ(s)|2 ds ∫ ∣∣∣det(Mφp − 2sLp)∣∣∣ |ψ(s)|2 ds) < 0,
there is a constant C1 > 0 independent of k such that(( ∫
s
∣∣∣det(Mφp − 2sLp)∣∣∣ |ψ(s)|2 ds)2
−
∫
s2
∣∣∣det(Mφp − 2sLp)∣∣∣ |ψ(s)|2 ds ∫ ∣∣∣det(Mφp − 2sLp)∣∣∣ |ψ(s)|2 ds)〈ω0(xk), yk − xk 〉2
≤ −C1 |〈ω0(xk), yk − xk 〉|2 .
(8.80)
Moreover, from (5.73), we can check that there is a constant C2 > 0 independent of k such that
−
∫
(
2n−2∑
j,l=1
∂2Imϕ
∂xj∂xl
(p, p, s)(xjk − yjk)(xtk − ytk))
∣∣∣det(Mφp − 2sLp)∣∣∣ |ψ(s)|2 ds
≤ −C2
2n−2∑
j=1
(xjk − yjk)2.
(8.81)
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From (8.79), (8.80) and (8.81), we deduce that
(8.82) lim sup
k→∞
k−2n
(√
k
2n−2∑
j=1
∣∣∣xjk − yjk∣∣∣+ k |〈ω0(xk), yk − xk 〉|)−2A′′k(tk) ≤ −C < 0,
where C > 0 is a constant.
Now, we have
(8.83) H ′′k (tk) =
A′′k(tk)
Bk(tk)
− 2A
′
k(tk)
B2k(tk)
B′k(tk)−
Ak(tk)
B2k(tk)
B′′k (tk) + 2
Ak(tk)(B
′
k(tk))
2
B3k(tk)
.
From (1.8), it is easy to see that
lim sup
k→∞
((√
k
2n−2∑
j=1
∣∣∣xjk − yjk∣∣∣+ k |〈ω0(xk), yk − xk 〉|)−2×
(− 2A′k(tk)
B2k(tk)
B′k(tk)−
Ak(tk)
B2k(tk)
B′′k (tk) + 2
Ak(tk)(B
′
k(tk))
2
B3k(tk)
))
= 0.
(8.84)
From (8.84), (8.83) and (8.82), we deduce that
lim sup
k→∞
(
(√
k
2n−2∑
j=1
∣∣∣xjk − yjk∣∣∣+ k |〈ω0(xk), yk − xk 〉|)−2H ′′k (tk)
= lim sup
k→∞
(√
k
2n−2∑
j=1
∣∣∣xjk − yjk∣∣∣+ k |〈ω0(xk), yk − xk 〉|)−2A′′k(tk)Bk(tk) ≤ −C0 < 0,
(8.85)
where C0 > 0 is a constant. But from (8.74), we see that
lim sup
k→∞
(
(√
k
2n−2∑
j=1
∣∣∣xjk − yjk∣∣∣+ k |〈ω0(xk), yk − xk 〉|)−2H ′′k (tk) ≥ 0.
We get a contradiction. The theorem follows. 
Summing up, we obtain one of the main results of this work
Theorem 8.11. Let N0 > 2n + 1. Then, for k large, the Kodaira map ΦN0,k : X → CPdk−1 is an
embedding.
From Theorem 8.11, we deduce Theorem 1.4.
9. Asymptotic expansion of the Szego¨ kernel
We recall some notations we used before. Let s be a local trivializing section of L on an open subset
D ⋐ X and |s|2hL = e−2φ. Let Ak : L2(0,q)(X,Lk)→ L2(0,q)(X,Lk) be a continuous operator. Let
Aˆk,s : L
2
(0,q)(D)
⋂
E
′(D,T ∗0,qX)→ L2(0,q)(D)
be the localized operator (with respect to the trivializing section s) of Ak given by (1.6). We write
Ak ≡ 0 mod O(k−∞) on D if Aˆk,s ≡ 0 mod O(k−∞) on D. Until further notice, we assume that
Y (q) holds on D. First, we need
Definition 9.1. Fix q ∈ {0, 1, . . . , n− 1}. Let Ak : L2(0,q)(X,Lk) → L2(0,q)(X,Lk) be a continuous
operator. Let D ⋐ X . We say that 
(q)
b,k has O(k
−n0) small spectral gap on D with respect to Ak
if for every D′ ⋐ D, there exist constants CD′ > 0, n0, p ∈ N, k0 ∈ N, such that for all k ≥ k0 and
u ∈ Ω0,q0 (D′, Lk), we have∥∥∥Ak(I −Π(q)k )u∥∥∥
hLk
≤ CD′ kn0
√
( (
(q)
b,k)
pu |u )hLk .
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Definition 9.2. Let Ak : L
2
(0,q)(X,L
k) → L2(0,q)(X,Lk) be a continuous operator. We say that Π(q)k
is k-negligible away the diagonal with respect to Ak on D if for any χ, χ1 ∈ C∞0 (D) with χ1 = 1 on
some neighbourhood of Suppχ, we have(
χAk(1− χ1)
)
Π
(q)
k
(
χAk(1− χ1)
)∗
≡ 0 mod O(k−∞) on D,
where (
χAk(1− χ1)
)∗
: L2(0,q)(X,L
k)→ L2(0,q)(X,Lk)
is the Hilbert space adjoint of χAk(1− χ1) with respect to ( · | · )hLk .
It is easy to see that if Π
(q)
k is k-negligible away the diagonal with respect to Ak on D, then for any
χ, χ1 ∈ C∞0 (D) with χ1 = 1 on some neighborhood of Suppχ, we have(
χAk(1− χ1)
)
Π
(q)
k ≡ 0 mod O(k−∞) on D.
Definition 9.3. Let Ak : L
2
(0,q)(X,L
k)→ L2(0,q)(X,Lk) be a continuous operator. We say that Ak is a
global classical semi-classical pseudodifferential operator of order m on X if for every local trivializing
section s of L on an open subset D ⊂ X , the localized operator Aˆk,s is a classical semi-classical
pseudodifferential operator of order m on D.
Proposition 9.4. Let Ak : L
2
(0,q)(X,L
k) → L2(0,q)(X,Lk) be a global classical semi-classical pseudo-
differential operator on X of order 0. If X is compact and Y (q) holds on X then Π
(q)
k is k-negligible
away the diagonal with respect to Ak on every local trivialization D ⋐ X.
Furthermore, if X is non-compact and Ak is properly supported on D ⋐ X and Y (q) holds on D,
where D is a local trivialization of X, then Π
(q)
k is k-negligible away the diagonal with respect to Ak
on D.
Proof. Let s be a local trivializing section of L on a local trivialization D ⊂ X . From Theorem 7.3, we
can repeat the proof of Proposition 7.6 with minor change and conclude that for every α, β ∈ N2n−10 ,
and D′ ⋐ D, there is a constant Cα,β,D′ > 0 independent of k such that
(9.1) ∂αx ∂
β
y
(
Πˆ
(q)
k,s(x, y)
)
≤ Cα,β,D′kn+|α|+|β| on D′ ×D′.
From (9.1) and by using integration by parts, the proposition can be deduced . We omit the details. 
Now, we can prove
Theorem 9.5. Let s be a local trivializing section of L on an open subset D ⊂ X and |s|2hL = e−2φ.
We assume that there exist a λ0 ∈ R and x0 ∈ D such that Mφx0 − 2λ0Lx0 is non-degenerate of
constant signature (n−, n+). Let q = n− and assume that Y (q) holds at each point of D. Let Fk :
L2(0,q)(X,L
k) → L2(0,q)(X,Lk) be a continuous operator and let F ∗k : L2(0,q)(X,Lk) → L2(0,q)(X,Lk) be
the Hilbert space adjoint of Fk with respect to ( · | · )hLk . Let Fˆk,s and Fˆ ∗k,s be the localized operators
of Fk,s and F
∗
k,s respectively. We fix D0 ⋐ D, D0 open. Let V be as in (5.14). Assume that
Fˆk,s −Ak = O(k−∞) : Hscomp (D,T ∗0,qX)→ Hsloc (D,T ∗0,qX), ∀s ∈ N0,
where
Ak ≡ k2n−1(2π)2n−1
∫
eik<x−y,η>α(x, η, k)dη mod O(k−∞) at T ∗D0
⋂
Σ
is a classical semi-classical pseudodifferential operator on D of order 0 from sections of T ∗0,qX to
sections of T ∗0,qX, where
α(x, η, k) ∼∑j=0 αj(x, η)k−j in S0loc (1;T ∗D,T ∗0,qX ⊠ T ∗0,qX),
αj(x, η) ∈ C∞(T ∗D,T ∗0,qD ⊠ T ∗0,qD), j = 0, 1, . . . ,
with α(x, η, k) = 0 if |η| > M , for some large M > 0 and Suppα(x, η, k)⋂ T ∗D0 ⋐ V . Put Pk :=
FkΠ
(q)
k F
∗
k and let Pˆk,s be the localized operator of Pk. If 
(q)
b,k has O(k
−n0) small spectral gap on D
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with respect to Fk and Π
(q)
k is k-negligible away the diagonal with respect to Fk on D, then
(9.2) Pˆk,s(x, y) ≡
∫
eikϕ(x,y,s)g(x, y, s, k)ds mod O(k−∞)
on D0, where ϕ(x, y, s) ∈ C∞(Ω) is as in Theorem 5.29, (2.3),
g(x, y, s, k) ∈ Snloc
(
1; Ω, T ∗0,qX ⊠ T ∗0,qX
)⋂
C∞0
(
Ω, T ∗0,qX ⊠ T ∗0,qX
)
,
g(x, y, s, k) ∼
∞∑
j=0
gj(x, y, s)k
n−j in Snloc
(
1; Ω, T ∗0,qX ⊠ T ∗0,qX
)
,
gj(x, y, s) ∈ C∞0
(
Ω, T ∗0,qX ⊠ T ∗0,qX
)
, j = 0, 1, 2, . . . ,
(9.3)
and for every (x, x, s) ∈ Ω, x ∈ D0,
g0(x, x, s)
= (2π)−n
∣∣det(Mφx − 2sLx)∣∣α0(x, sω0(x) − 2Im∂bφ(x))π(x,s,n−)α∗0(x, sω0(x) − 2Im∂bφ(x)).(9.4)
Here
Ω :={(x, y, s) ∈ D ×D × R; (x,−2Im∂bφ(x) + sω0(x)) ∈ V
⋂
Σ,
(y,−2Im∂bφ(y) + sω0(y)) ∈ V
⋂
Σ, |x− y| < ε, for some ε > 0},
α∗0(x, η) : T
∗0,q
x X → T ∗0,qx X is the adjoint of α0(x, η) with respect to the Hermitian metric 〈 · | · 〉 on
T ∗0,qx X, π(x,s,n−) : T
∗0,q
p X → N (x, s, n−) is the orthogonal projection with respect to 〈 · | · 〉, N (x, s, n−)
is given by (5.39), ∣∣det(Mφx − 2sLx)∣∣ = |λ1(s)| |λ2(s)| · · · |λn−1(s)| ,
λ1(s), . . . , λn−1(s) are eigenvalues of the Hermitian quadratic form Mφx − 2s0Lx with respect to 〈 · | · 〉.
Proof. For simplicity, we assume that Ak is properly supported on D. Take χ, χ1 ∈ C∞0 (D) with
χ = 1 on D0 and χ1 = 1 on some neighbourhood of Suppχ. Put
Gk = χFkχ1, Hk = χFk(1 − χ1), Bk = FkΠ(q)k , Rk = HkΠ(q)k ,
and let G∗k, H
∗
k : L
2
(0,q)(X,L
k)→ L2(0,q)(X,Lk) be the Hilbert adjoints of Gk and Hk respectively. Let
Gˆ∗k,s, Gˆk,s, Hˆ
∗
k,s, Hˆk,s, Bˆk,s, Rˆk,s be the localized operators of G
∗
k, Gk, H
∗
k , Hk, Bk, Rk respectively.
Since Π
(q)
k is k-negligible away the diagonal with respect to Fk on D, it is not difficult to see that
Pˆk,s ≡ Gˆk,sΠˆ(q)k,sGˆ∗k,s mod O(k−∞) on D0,
Pˆk,s ≡ AkΠˆ(q)k,sA∗k mod O(k−∞) on D0,
(9.5)
where A∗k is the formal adjont of Ak. Let Sk and Nk be as in Theorem 6.5. Here we let Iˆk = A∗k in
Theorem 6.5. Let 
(q)
s,k be as in (4.4). Then,

(q)
s,kNk + Sk = A∗k + hk on D ′(D0, T ∗0,qX),
N ∗k(q)s,k + S∗k = Ak + h∗k on D ′(D0, T ∗0,qX),
(9.6)
where hk ≡ 0 mod O(k−∞), N ∗k , S∗k and h∗k are formal adjoints of Nk, Sk and hk with respect to
( · | · ) respectively. From (9.6) and notice that (q)s,kΠˆ(q)k,s = 0, it is not difficult to see that
S∗kΠˆ(q)k,s = (Ak + h∗k)Πˆ(q)k,s on E ′(D0, T ∗0,qX),
Πˆ
(q)
k,sSk = Πˆ(q)k,s(A∗k + hk) on E ′(D0, T ∗0,qX).
(9.7)
Let u ∈ Hmcomp (D0, T ∗0,qX), m ≤ 0, m ∈ Z. We consider
v = skekφSku−Π(q)k (skekφSku).
79
Since Y (q) holds on D and Sk is a smoothing operator, we conclude that v ∈ L2(0,q)(X,Lk)
⋂
Ω0,q(D).
Moreover, from (4.1), we have
(9.8) 
(q)
b,kv = s
kekφ
(q)
s,kSku.
In view of Theorem 6.5, we see that 
(q)
s,kSk ≡ 0 mod O(k−∞). Combining this with (9.8), we obtain
for every p ∈ N,
(9.9)
∥∥∥((q)b,k)pv∥∥∥
hLk
≤ CN,pk−N ‖u‖m ,
for every N > 0, where CN,p > 0 is independent of k, u and ‖·‖m denotes the usual Sobolev norm
of order m on D0 with respect to ( · | · ). Moreover, from the explicit formula of the kernel of Sk (see
(6.29)), it is straightforward to see that
(9.10) ‖v‖hLk ≤ Ckn+m ‖u‖m ,
where C > 0 is a constant independent of k and u. Note that 
(q)
b,k has O(k
−n0) small spectral gap
on D with respect to Fk and Π
(q)
k v = 0. From this observation, (9.9) and (9.10), we conclude that
‖Fkv‖hLk ≤ C˜Nk−N ‖u‖m, for every N > 0, where C˜N > 0 is independent of k. Thus,
(9.11) Fˆk,sSk − Bˆk,sSk = O(k−N ) : Hmcomp (D0, T ∗0,qX)→ L2(0,q)(D0),
for all N > 0, m ∈ Z, m ≤ 0. Since Π(q)k is k-negligible away the diagonal with respect to Fk on D
and notice that Hˆk,sSk ≡ 0 mod O(k−∞), we conclude that
(9.12) Hˆk,sSk − Rˆk,sSk ≡ 0 mod O(k−∞) on D0
and hence
(9.13) Fˆk,sSk − Bˆk,sSk ≡ Gˆk,sSk − Gˆk,sΠˆ(q)k,sSk mod O(k−∞) on D0.
From (9.13) and (9.11), we obtain
Gˆk,sSk − Gˆk,sΠˆ(q)k,sSk = O(k−N ) : Hmcomp (D0, T ∗0,qX)→ L2(0,q)(D0),
AkSk −AkΠˆ(q)k,sSk = O(k−N ) : Hmcomp (D0, T ∗0,qX)→ L2(0,q)(D0),
(9.14)
for all N > 0, m ∈ Z, m ≤ 0. Put
Ak ≡ I˜k + I˜1k mod O(k−∞) on D0,
I˜k ≡ k
2n−1
(2π)2n−1
∫
eik<x−y,η>α(x, η, k)dη mod O(k−∞) on D0,
I˜1k ≡
k2n−1
(2π)2n−1
∫
eik<x−y,η>β(x, y, η, k)dη on D0,
(9.15)
where I˜k and I˜1k are properly supported on D0, β(x, y, η, k) ∈ S0loc ,cl (1;T ∗D,T ∗0,qX ⊠ T ∗0,qX)
and there is a small neighbourhood Γ of T ∗D0
⋂
Σ such that β(x, y, η, k) = 0 if (x, η) ∈ Γ. Since
β(x, y, η, k) = 0 if (x, η) near T ∗D0 and notice that FΠˆ(q)k,s ≡ 0 mod O(k−∞) on D0 if F is a properly
supported k-negligible operator on D0, we deduce that I˜1kΠˆ(q)k,s ≡ 0 mod O(k−∞) on D0. Moreover,
it is not difficult to see that I˜1kSk ≡ 0 mod O(k−∞) on D0. Combining these with (9.15), we obtain
AkSk ≡ I˜kSk mod O(k−∞) on D0,
AkΠˆ
(q)
k,s ≡ I˜kΠˆ(q)k,s mod O(k−∞) on D0,
AkSk −AkΠˆ(q)k,sSk ≡ I˜kSk − I˜kΠˆ(q)k,sSk mod O(k−∞) on D0.
(9.16)
From (9.16) and (9.14), we deduce
(9.17) I˜kSk − I˜kΠˆ(q)k,sSk = O(k−N ) : Hmcomp (D0, T ∗0,qX)→ L2(0,q)(D0),
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for all N > 0, m ∈ Z, m ≤ 0. Take
γ(x, η, k) ∈ S0loc ,cl (1;T ∗D,T ∗0,qX ⊠ T ∗0,qX)
⋂
C∞0 (V, T
∗0,qX ⊠ T ∗0,qX)
so that γ(x, η, k) = 1 on Suppα(x, η, k)
⋂
T ∗D0 and let Γk ≡
∫
ei<x−y,η>γ(x, η, k)dη mod O(k−∞)
on D0 be a properly supported classical semi-classical pseudodifferential operator on D of order 0
from sections of T ∗0,qX to sections of T ∗0,qX . Since γ(x, η, k) = 1 on Suppα(x, η, k)
⋂
T ∗D0, we have
(9.18) ΓkI˜k ≡ I˜k mod O(k−∞) on D0
and hence
(9.19) I˜kSk − I˜kΠˆ(q)k,sSk ≡ Γk
(I˜kSk − I˜kΠˆ(q)k,sSk) mod O(k−∞) on D0.
Since Supp γ(x, η, k) ⋐ V , Γk is a smoothing operator and we can check that
(9.20) Γk = O(k
s) : H0loc (D0, T
∗0,qX)→ Hsloc (D0, T ∗0,qX),
for every s ∈ N0. Combining (9.20), (9.19) with (9.17), we deduce that
(9.21) I˜kSk − I˜kΠˆ(q)k,sSk ≡ 0 mod O(k−∞) on D0.
From (9.21), (9.16), (9.7) and note that Πˆ
(q)
k,shk ≡ 0 mod O(k−∞), we get
(9.22) AkSk −AkΠˆ(q)k,sA∗k ≡ 0 mod O(k−∞) on D0.
From (9.6), we have S∗kSk ≡ AkSk mod O(k−∞) on D0. From this, (6.40), (6.58), (9.22) and (9.5),
the theorem follows. 
By using Theorem 6.10 and repeat the proof of Theorem 9.5, we deduce
Theorem 9.6. Let s be a local trivializing section of L on an open subset D ⊂ X and |s|2hL = e−2φ.
We assume that there exist a λ0 ∈ R and x0 ∈ D such that Mφx0 − 2λ0Lx0 is non-degenerate of
constant signature (n−, n+). Let q 6= n− and assume that Y (q) holds at each point of D. Let Fk :
L2(0,q)(X,L
k) → L2(0,q)(X,Lk) be a continuous operator and let F ∗k : L2(0,q)(X,Lk) → L2(0,q)(X,Lk) be
the Hilbert space adjoint of Fk with respect to ( · | · )hLk . Let Fˆk,s and Fˆ ∗k,s be the localized operators
of Fk,s and F
∗
k,s respectively. We fix D0 ⋐ D, D0 open. Let V be as in (5.14). Assume that
Fˆk,s −Ak = O(k−∞) : Hscomp (D,T ∗0,qX)→ Hs(D,T ∗0,qX), ∀s ∈ N0,
where
Ak ≡ k2n−1(2π)2n−1
∫
eik<x−y,η>α(x, η, k)dη mod O(k−∞) at T ∗D0
⋂
Σ
is a classical semi-classical pseudodifferential operator on D of order 0 from sections of T ∗0,qX to
sections of T ∗0,qX, where
α(x, η, k) ∼∑j=0 αj(x, η)k−j in S0loc (1;T ∗D,T ∗0,qX ⊠ T ∗0,qX),
αj(x, η) ∈ C∞(T ∗D,T ∗0,qD ⊠ T ∗0,qD), j = 0, 1, . . . ,
with α(x, η, k) = 0 if |η| > M , for some large M > 0 and Suppα(x, η, k)⋂ T ∗D0 ⋐ V . Put Pk :=
FkΠ
(q)
k F
∗
k and let Pˆk,s be the localized operator of Pk. If 
(q)
b,k has O(k
−n0 ) small spectral gap on D
with respect to Fk and Π
(q)
k is k-negligible away the diagonal with respect to Fk on D, then
(9.23) Pˆk,s ≡ 0 mod O(k−∞) on D0.
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10. Sezgo¨ kernel asymptotics and Kodairan embedding Theorems on CR manifolds
with transversal CR S1 actions
In this section, we will offer some special classes of CR manifolds and CR line bundles such that
the conditions in Theorem 9.5 hold.
Let (X,T 1,0X) be a CR manifold. We assume that X admits a S1 action: S1×X → X . We write
eiθ, 0 ≤ θ < 2π, to denote the S1 action. Let T ∈ C∞(X,TX) be the real vector field given by
(10.1) Tu =
∂
∂θ
(u(eiθx))|θ=0, u ∈ C∞(X).
We call T the global vector field induced by the S1 action. Note that we don’t assume that this S1
action is globally free.
Definition 10.1. We say that the S1 action eiθ, 0 ≤ θ < 2π, is CR if
[T,C∞(X,T 1,0X)] ⊂ C∞(X,T 1,0X).
Furthermore, we say that the S1 action eiθ, 0 ≤ θ < 2π, is transversal if for every point x ∈ X ,
T (x)⊕ T 1,0x X ⊕ T 0,1x X = CTxX.
Until further notice, we assume that (X,T 1,0X) is a CR manifold with a transversal CR S1 action
eiθ, 0 ≤ θ < 2π and we let T be the global vector field induced by the S1 action.
Fix θ0 ∈ [0, 2π[. Let
deiθ0 : CTxX → CTeiθ0xX
denote the differential of the map eiθ0 : X → X .
Definition 10.2. Let U ⊂ X be an open set and let V ∈ C∞(U,CTX) be a vector field on U . We
say that V is T -rigid if
deiθ0V (x) = V (x), ∀x ∈ eiθ0U
⋂
U,
for every θ0 ∈ [0, 2π[ with eiθ0U
⋂
U 6= ∅.
We also need
Definition 10.3. Let 〈 · | · 〉 be a Hermitian metric on CTX . We say that 〈 · | · 〉 is T -rigid if for T -rigid
vector fields V and W on U , where U ⊂ X is any open set, we have
〈V (x) |W (x) 〉 = 〈 deiθ0V (eiθ0x) | deiθ0W (eiθ0x) 〉, ∀x ∈ U, θ0 ∈ [0, 2π[.
We are going to show that there exists a T -rigid Hermitian metric on CTX . We need the following
result due to Baouendi-Rothschild-Treves [1, section1]
Theorem 10.4. For every point x0 ∈ X, there exists local coordinates x = (x1, . . . , x2n−1) = (z, θ) =
(z1, . . . , zn−1, θ), zj = x2j−1 + ix2j, j = 1, . . . , n− 1, θ = x2n−1, defined in some small neighbourhood
U of x0 such that
T =
∂
∂θ
,
Zj =
∂
∂zj
+ i
∂ϕ
∂zj
(z)
∂
∂θ
, j = 1, . . . , n− 1,
(10.2)
where Zj(x), j = 1, . . . , n−1, form a basis of T 1,0x X, for each x ∈ U , and ϕ(z) ∈ C∞(U,R) independent
of θ.
Let x and U be as in Theorem 10.4. We call x canonical coordinates and U canonical coordinate
patch.
Theorem 10.5. There is a T -rigid Hermitian metric 〈 · | · 〉 on CTX such that T 1,0X ⊥ T 0,1X,
T ⊥ (T 1,0X ⊕ T 0,1X), 〈T |T 〉 = 1 and 〈u |v 〉 is real if u, v are real tangent vectors.
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Proof. Let 〈 · , · 〉 be any Hermitian metric on CTX such that T 1,0X ⊥ T 0,1X , T ⊥ (T 1,0X ⊕T 0,1X),
〈T , T 〉 = 1 and 〈u , v 〉 = 〈u , v 〉, for all u, v ∈ CTX . Let x and U be as in Theorem 10.4. On U ,
define
(10.3) 〈Zj |Zt 〉 :=
∫ 2π
0
〈 deiθZj , deiθZt 〉dθ, j, t = 1, . . . , n− 1,
where Zj , j = 1, . . . , n − 1 are as in (10.2). Since Zj(x), j = 1, . . . , n − 1, form a basis of T 1,0x X ,
for each x ∈ U , On U , (10.3) defines a T -rigid Hermitian metric 〈 · | · 〉 on T 1,0X . We claim that the
definition above is independent of the choice of canonical coordinates. Let y = (y1, . . . , y2n−1) = (w, γ),
wj = y2j−1 + iy2j, j = 1, . . . , n− 1, γ = y2n−1, be another canonical coordinates on U . Then,
T =
∂
∂γ
,
Z˜j =
∂
∂wj
+ i
∂ϕ˜
∂wj
(w)
∂
∂γ
, j = 1, . . . , n− 1,
(10.4)
where Z˜j(y), j = 1, . . . , n−1, form a basis of T 1,0y X , for each y ∈ U , and ϕ˜(w) ∈ C∞(U,R) independent
of γ. As (10.3), on U , we define
(10.5) 〈 Z˜j | Z˜t 〉1 :=
∫ 2π
0
〈 deiθZ˜j , deiθZ˜t 〉dθ, j, t = 1, . . . , n− 1.
On U , (10.5) defines a T -rigid Hermitian metric 〈 · | · 〉1 on T 1,0X . We claim that 〈 · | · 〉1 = 〈 · | · 〉.
From (10.4) and (10.2), it is not difficult to see that
w = (w1, . . . , wn−1) = (H1(z), . . . , Hn−1(z)) = H(z), Hj(z) ∈ C∞, ∀j,
γ = θ +G(z), G(z) ∈ C∞,(10.6)
where for each j = 1, . . . , n−1, Hj(z) is holomorphic. From (10.2), (10.4) and (10.6), it is not difficult
to see that
Z˜j =
n−1∑
t=1
cj,t(x)Zt, cj,t ∈ C∞(U), j, t = 1, . . . , n− 1,
(cj,t(x))
n−1
j,t=1 is invertible at every x ∈ U,
T cj,t = 0, j, t = 1, . . . , n− 1.
(10.7)
Let Γ,Λ ∈ C∞(U, T 1,0X). We write
Γ =
n−1∑
j=1
aj(x)Zj =
n−1∑
j=1
a˜j(y)Z˜j , aj, a˜j ∈ C∞(U), j = 1, . . . , n− 1,
Λ =
n−1∑
j=1
bj(x)Zj =
n−1∑
j=1
b˜j(y)Z˜j , bj, b˜j ∈ C∞(U), j = 1, . . . , n− 1.
(10.8)
From (10.8) and (10.7), we can check that
at =
n−1∑
j=1
a˜jcj,t, t = 1, . . . , n− 1,
bt =
n−1∑
j=1
b˜jcj,t, t = 1, . . . , n− 1.
(10.9)
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Now, by definition,
〈Γ |Λ 〉1 =
n−1∑
j,t=1
a˜j b˜t
∫ 2π
0
〈 deiθZ˜j , deiθZ˜t 〉dθ
=
n−1∑
j,t=1
a˜j b˜t
∫ 2π
0
〈 deiθ(
n−1∑
s=1
cj,sZs) , de
iθ(
n−1∑
u=1
ct,uZu) 〉dθ
=
n−1∑
j,t=1
n−1∑
s,u=1
cj,sct,ua˜j b˜t
∫ 2π
0
〈 deiθZs , deiθZu 〉dθ
=
n−1∑
s,u=1
asbu
∫ 2π
0
〈 deiθZs , deiθZu 〉dθ
= 〈Γ |Λ 〉.
(10.10)
Here we used (10.7), (10.9) and deiθ(
∑n−1
s=1 cj,sZs) =
∑n−1
s=1 cj,sde
iθZs, s = 1, . . . , n−1, since Tcj,s = 0,
j, s = 1, . . . , n − 1. Thus, (10.3) defines a T -rigid Hermitian metric on T 1,0X . We extend 〈 · | · 〉 to a
T -rigid Hermitian metric on CTX by
〈u | v 〉 = 〈u | v 〉, u, v ∈ T 0,1X,
T ⊥ (T 1,0X ⊕ T 0,1X), 〈T |T 〉 = 1.
The theorem follows. 
Until further notice, we fix a T -rigid Hermitian metric 〈 · | · 〉 on CTX such that T 1,0X ⊥ T 0,1X ,
T ⊥ (T 1,0X ⊕ T 0,1X), 〈T |T 〉 = 1 and 〈u |v 〉 is real if u, v are real tangent vectors. The Hermitian
metric 〈 · | · 〉 induces, by duality, a Hermitian metric on CT ∗X and also on the bundles of (0, q) forms
T ∗0,qX , q = 0, 1, . . . , n− 1. As before, we denote all these induced metrics by 〈 · | · 〉.
Definition 10.6. Let U be an open subset of X . A function u ∈ C∞(U) is said to be a T -rigid CR
function on U if Tu = 0 and Zu = 0 for all Z ∈ C∞(U, T 0,1X).
Definition 10.7. Let L be a CR line bundle over (X,T 1,0X). We say that L is a T -rigid CR line
bundle over (X,T 1,0X) if X can be covered with open sets Uj with trivializing sections sj , j = 1, 2, . . .,
such that the corresponding transition functions are T -rigid CR functions.
Until further notice, we assume that L is a T -rigid CR line bundle over (X,T 1,0X). Then, by
definition, X can be covered with open sets Uj with trivializing sections sj , j = 1, 2, . . ., such that the
corresponding transition functions are T -rigid CR functions. In this section, when trivializing sections
s are used, we will assume that they are of this special form.
Fix a Hermitian fiber metric hL on L and we will denote by φ the local weights of the Hermitian
metric hL as (3.5). Since the transition functions are T -rigid CR functions, we can check that Tφ is
a well-defined global smooth function on X and the Hermitian quadratic form Mφx is globally defined
for every x ∈ X(see Definition 3.4 and Proposition 3.5).
Definition 10.8. hL is said to be a T -rigid Hermitian fiber metric on L if Tφ = 0.
Until further notice, we assume that hL is a T -rigid Hermitian fiber metric on L and X is compact.
For k > 0, as before, we shall consider (Lk, hL
k
) and we will use the same notations as before. Since
the transition functions are T -rigid CR functions, Tu is well-defined, for every u ∈ Ω0,q(X,Lk). For
m ∈ Z, put
(10.11) A0,qm (X,L
k) :=
{
u ∈ Ω0,q(X,Lk); Tu = imu}
and let A0,qm (X,Lk) ⊂ L2(0,q)(X,Lk) be the completion of A0,qm (X,Lk) with respect to ( · | · )hLk . It is
easy to see that for any m,m′ ∈ Z, m 6= m′,
(10.12) (u | v)hLk = 0, ∀u ∈ A0,qm (X,Lk), v ∈ A0,qm′ (X,Lk).
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For m ∈ Z, let
(10.13) Q
(q)
m,k : L
2
(0,q)(X,L
k)→ A0,qm (X,Lk)
be the orthogonal projection with respect to ( · | · )hLk . Fix δ > 0. Take τδ(x) ∈ C∞0 (] − δ, δ[),
0 ≤ τδ ≤ 1 and τδ = 1 on [− δ2 , δ2 ]. Let F (q)δ,k : L2(0,q)(X,Lk) → L2(0,q)(X,Lk) be the continuous map
given by
F
(q)
δ,k : L
2
(0,q)(X,L
k)→ L2(0,q)(X,Lk),
u→
∑
m∈Z
τδ(
m
k
)(Q
(q)
m,ku).
(10.14)
It is easy to see that F
(q)
δ,k is well-defined. Moreover, it is not difficult to see that for every m ∈ Z, we
have ∥∥∥TQ(q)m,ku∥∥∥
hLk
= |m|
∥∥∥Q(q)m,ku∥∥∥
hLk
, ∀u ∈ L2(0,q)(X,Lk),∥∥∥TF (q)δ,k u∥∥∥
hLk
≤ kδ
∥∥∥F (q)δ,k u∥∥∥
hLk
, ∀u ∈ L2(0,q)(X,Lk),
(10.15)
and
Q
(q)
m,k : Ω
0,q(X,Lk)→ A0,qm (X,Lk),
F
(q)
δ,k : Ω
0,q(X,Lk)→
⋃
−kδ≤m≤kδ
A0,qm (X,L
k).(10.16)
Since the Hermitian metric 〈 · | · 〉 and hLk are all T -rigid, it is straightforward to see that (see
section 5 in [17])

(q)
b,kQ
(q)
m,k = Q
(q)
m,k
(q)
b,k on Ω
0,q(X,Lk), ∀m ∈ Z,

(q)
b,kF
(q)
δ,k = F
(q)
δ,k
(q)
b,k on Ω
0,q(X,Lk),
∂b,kQ
(q)
m,k = Q
(q+1)
m,k ∂b,k on Ω
0,q(X,Lk), ∀m ∈ Z, q = 0, 1, . . . , n− 2,
∂b,kF
(q)
δ,k = F
(q+1)
δ,k ∂b,k on Ω
0,q(X,Lk), q = 0, 1, . . . , n− 2,
∂
∗
b,kQ
(q)
m,k = Q
(q−1)
m,k ∂
∗
b,k on Ω
0,q(X,Lk), ∀m ∈ Z, q = 1, . . . , n− 1,
∂
∗
b,kF
(q)
δ,k = F
(q−1)
δ,k ∂
∗
b,k on Ω
0,q(X,Lk), q = 1, . . . , n− 1.
(10.17)
By using elementary Fourier analysis, it is straightforward to see that for every u ∈ Ω0,q(X,Lk),
lim
N→∞
N∑
m=−N
Q
(q)
m,ku→ u in C∞ Topology,
N∑
m=−N
∥∥∥Q(q)m,ku∥∥∥2
hLk
≤ ‖u‖2
hLk
, ∀N ∈ N0.
(10.18)
Thus, for every u ∈ L2(0,q)(X,Lk),
lim
N→∞
N∑
m=−N
Q
(q)
m,ku→ u in L2(0,q)(X,Lk),
N∑
m=−N
∥∥∥Q(q)m,ku∥∥∥2
hLk
≤ ‖u‖2hLk , ∀N ∈ N0.
(10.19)
Now, we assume that Mφx is non-degenerate of constant signature (n−, n+), for every x ∈ X . The
following is essentially follows from Kohn’s L2 estimates (see Chen-Shaw [6]). We omit the proof.
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Theorem 10.9. With the assumptions and notations above, let q 6= n−. For every u ∈ Ω0,q(X,Lk),
we have
(10.20)
∥∥∥(q)b,ku∥∥∥2
hLk
+ k
∣∣(Tu |u )hLk ∣∣ ≥ ck2 ‖u‖2hLk ,
where c > 0 is a constant independent of k and u.
From (10.15) and (10.20), we deduce
Theorem 10.10. With the assumptions and notations above, let q 6= n−. If δ > 0 is small enough,
then for every u ∈ Ω0,q(X,Lk), we have
(10.21)
∥∥∥(q)b,k(F (q)δ,k u)∥∥∥2
hLk
≥ c1k2
∥∥∥F (q)δ,k u∥∥∥2
hLk
,
where c1 > 0 is a constant independent of k and u.
Now, we assume that Y (q) holds at each point of X . Since X is compact, by the classical result of
Kohn [6, Props. 8.4.8-9], condition Y (q) implies that 
(q)
b,k is hypoelliptic, has compact resolvent and
the strong Hodge decomposition holds. Let Spec
(q)
b,k denote the spectrum of 
(q)
b,k. Then Spec
(q)
b,k is
a discrete subset of [0,∞[, Spec(q)b,k is the set of all eigenvalues of (q)b,k. For µ ∈ Spec(q)b,k, put
(10.22) Hqb,µ(X,L
k) =
{
u ∈ L2(0,q)(X,Lk); (q)b,ku = µu
}
and let
(10.23) Π
(q)
k,µ : L
2
(0,q)(X,L
k)→ Hqb,µ(X,Lk)
be the orthogonal projection.
We notice that Hqb,µ(X,L
k) ⊂ Ω0,q(X,Lk), ∀µ ∈ Spec(q)b,k and for every λ ≥ 0,
(10.24) Hqb,≤λ(X,L
k) = ⊕
µ∈Spec(q)
b,k
,0≤µ≤λH
q
b,µ(X,L
k).
Theorem 10.11. With the assumptions and notations above, let q = n−. If δ > 0 is small enough,
then for every u ∈ Ω0,q(X,Lk), we have
(10.25) F
(q)
δ,kΠ
(q)
µ,ku = 0, ∀µ ∈ Spec(q)b,k, 0 < µ ≤ kδ,
and
(10.26)
∥∥∥F (q)δ,k (I −Π(q)k )u∥∥∥
hLk
≤ 1
kδ
∥∥∥(q)b,ku∥∥∥
hLk
.
In particular, if δ > 0 is small enough then for every D ⋐ X, 
(q)
b,k has O(k
−n0) small spectral gap
on D with respect to F
(q)
δ,k in the sense of Definition 9.1.
Proof. Let δ > 0 be a small constant. For u ∈ Ω0,q(X,Lk), we have
(10.27) (I −Π(q)k )u =
∑
µ∈Spec(q)
k
,0<µ≤kδ
Π
(q)
k,µu+ Π
(q)
k,>kδu.
We claim that for every µ ∈ Spec(q)k , 0 < µ ≤ kδ and every u ∈ Ω0,q(X,Lk),
(10.28) F
(q)
δ,kΠ
(q)
k,µu = 0
if δ > 0 is small enough. Fix µ ∈ Spec(q)k , 0 < µ ≤ kδ and u ∈ Ω0,q(X,Lk). Since q + 1 6= n−, from
(10.17) and (10.21), we have
(10.29)
∥∥∥(q+1)b,k F (q+1)δ,k ∂b,kΠ(q)k,µu∥∥∥2
hLk
≥ c1k2
∥∥∥F (q+1)δ,k ∂b,kΠ(q)k,µu∥∥∥2
hLk
,
where c1 > 0 is a constant independent of k and u. It is easy to see that

(q+1)
b,k F
(q+1)
δ,k ∂b,kΠ
(q)
k,µu = µF
(q+1)
δ,k ∂b,kΠ
(q)
k,µu.
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Thus,
(10.30)
∥∥∥(q+1)b,k F (q+1)δ,k ∂b,kΠ(q)k,µu∥∥∥2
hLk
≤ k2δ2
∥∥∥F (q+1)δ,k ∂b,kΠ(q)k,µu∥∥∥2
hLk
.
From (10.29) and (10.30), we conclude that if δ > 0 is small enough then
F
(q+1)
δ,k ∂b,kΠ
(q)
k,µu = ∂b,kF
(q)
δ,kΠ
(q)
k,µu = 0.
Similarly, we have
F
(q−1)
δ,k ∂
∗
b,kΠ
(q)
k,µu = ∂
∗
b,kF
(q)
δ,kΠ
(q)
k,µu = 0.
Hence,
(10.31) F
(q)
δ,kΠ
(q)
k,µu =
1
µ

(q)
b,kF
(q)
δ,kΠ
(q)
k,µu = 0.
From (10.31), the claim (10.28) follows.
Now, from (10.27) and (10.28), if δ > 0 is small enough, then∥∥∥F (q)δ,k (I −Π(q)k )u)∥∥∥
hLk
=
∥∥∥F (q)δ,kΠ(q)k,>kδu∥∥∥
hLk
≤
∥∥∥Π(q)k,>kδu∥∥∥
hLk
≤ 1
kδ
∥∥∥(q)b,kΠ(q)k,>kδu∥∥∥
hLk
=
1
kδ
∥∥∥Π(q)k,>kδ(q)b,ku∥∥∥
hLk
≤ 1
kδ
∥∥∥(q)b,ku∥∥∥
hLk
,
(10.32)
for every u ∈ Ω0,q(X,Lk). From (10.32), (10.26) follows. 
Until further notice, we fix δ > 0 and we assume that δ > 0 is small enough so that (10.25), (10.26)
hold and
(10.33) Mφx − 2λLx is non-degenerate of constant signature, for every λ ∈]− δ, δ[ and x ∈ X .
Let D ⊂ X be a canonical coordinate patch and let x = (x1, . . . , x2n−1) be a canonical coordinates
on D as in Theorem 10.4. We identify D with W×] − ε, ε[⊂ R2n−1, where W is some open set in
R2n−2 and ε > 0. Until further notice, we work with canonical coordinates x = (x1, . . . , x2n−1).
Let η = (η1, . . . , η2n−1) be the dual coordinates of x. Let s be a local trivializing section of L on
D, |s|2hL = e−2φ. Let M > 0 be a large constant so that for every (x, η) ∈ T ∗D if |η′| > M2 then
(x, η) /∈ Σ, where η′ = (η1, . . . , η2n−2), |η′| =
√∑2n−2
j=1 |ηj |2. Fix D0 ⋐ D. Let D′ ⋐ D be an open
neighbourhood of D0. Put
(10.34) V := {(x, η) ∈ T ∗D′; |η′| < M, |η2n−1| < δ} .
Then V ⊂ T ∗D and V ⋂Σ ⊂ Σ′, where Σ′ is given by (1.5). Put
(10.35) Bˆk,s =
k2n−1
(2π)2n−1
∫
eik<x−y,η>τδ(η2n−1)dη.
Let Bˆ∗k,s be the adjoint of Bˆk,s with respect to ( · | · ). Then,
(10.36) Bˆ∗k,s =
k2n−1
(2π)2n−1
∫
eik<x−y,η>τδ(η2n−1)dη.
It is clearly that
Bˆ∗k,s ≡ k
2n−1
(2π)2n−1
∫
eik<x−y,η>α(x, η, k)dη mod O(k−∞) at T ∗D0
⋂
Σ
is a classical semi-classical pseudodifferential operator on D of order 0 from sections of T ∗0,qX to
sections of T ∗0,qX , where
α(x, η, k) ∼∑j=0 αj(x, η)k−j in S0loc (1;T ∗D,T ∗0,qX ⊠ T ∗0,qX),
αj(x, η) ∈ C∞(T ∗D,T ∗0,qD ⊠ T ∗0,qD), j = 0, 1, . . . ,
with α(x, η, k) = 0 if |η| > M , for some large M > 0 and Suppα(x, η, k)⋂ T ∗D0 ⋐ V .
Let Fˆ
(q)
δ,k,s be the localized operator of F
(q)
δ,k .
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Lemma 10.12. Fˆ
(q)
δ,k,s = Bˆ
1
k,s + Bˆk,s on D, where
Bˆ1k,s = O(k
−∞) : Hscomp (D,T
∗0,qX)→ Hsloc (D,T ∗0,qX), ∀s ∈ N0.
Proof. Let u ∈ Ω0,q0 (D,Lk), u = sku˜, u˜ ∈ Ω0,q(D). We also write y = (y1, . . . , y2n−1) to denote the
canonical coordinates x. It is easy to see that on D,
(10.37) Fˆ
(q)
δ,k,su(y) =
1
2π
∑
m∈Z
τδ(
m
k
)eimy2n−1
∫ π
−π
e−imtu(eit ◦ y′)dt, ∀u ∈ Ω0,q0 (D),
where y′ = (y1, . . . , y2n−2). Fix D′ ⋐ D and let χ(y2n−1) ∈ C∞0 (] − π, π[) such that χ(y2n−1) = 1 for
every (y′, y2n−1) ∈ D′. Let Bˆ1k,s : Ω0,q0 (D′)→ Ω0,q(D′) be the continuous operator given by
Bˆ1k,s : Ω
0,q
0 (D
′)→ Ω0,q(D′),
u→ 1
(2π)2
∑
m∈Z
∫
|t|≤π
ei<x2n−1−y2n−1,η2n−1>τδ(
η2n−1
k
)
× (1− χ(y2n−1))eimy2n−1e−imtu(eit ◦ y′)dtdη2n−1dy2n−1.
(10.38)
By using integration by parts with respect to η2n−1, it is easy to see that the integral (10.38) is
well-defined. Moreover, we can integrate by parts with respect to η2n−1 and y2n−1 several times and
conclude that
(10.39) Bˆ1k,s = O(k
−∞) : Hscomp (D,T
∗0,qX)→ Hsloc (D,T ∗0,qX), ∀s ∈ N0.
Now, we claim that
(10.40) Bˆk,s + Bˆ
1
k,s = Fˆ
(q)
δ,k,s on Ω
0,q
0 (D
′).
Let u ∈ Ω0,q0 (D′). From (10.35) and Fourier inversion formula, it is straightforward to see that
Bˆk,su(x) =
1
(2π)2
∑
m∈Z
∫
|t|≤π
ei<x2n−1−y2n−1,η2n−1>τδ(
η2n−1
k
)
× χ(y2n−1)eimy2n−1e−imtu(eit ◦ x′)dtdη2n−1dy2n−1.
(10.41)
From (10.41) and (10.38), we have
(Bˆk,s + Bˆ
1
k,s)u(x)
=
1
(2π)2
∑
m∈Z
∫
|t|≤π
ei<x2n−1−y2n−1,η2n−1>τδ(
η2n−1
k
)eimy2n−1e−imtu(eit ◦ x′)dtdη2n−1dy2n−1.(10.42)
From Fourier inversion formula and notice that for every m ∈ Z,∫
eimy2n−1e−iy2n−1η2n−1dy2n−1 = 2πδm(η2n−1),
where the integral above is defined as an oscillatory integral and δm is the Dirac measure at m(see
Chapter 7.2 in Ho¨rmander [11]), (10.42) becomes
(Bˆk,s + Bˆ
1
k,s)u(x)
=
1
2π
∑
m∈Z
τδ(
m
k
)eix2n−1m
∫
|t|≤π
e−imtu(eit ◦ x′)dt
= Fˆ
(q)
δ,k,su(x).
(10.43)
Here we used (10.37).
From (10.43), the claim (10.40) follows. From (10.40) and (10.39), the lemma follows.

We need
Lemma 10.13. Let D ⊂ X be a canonical coordinate patch of X. Then, Π(q)k is k-negligible away the
diagonal with respect to F
(q)
δ,k on D.
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Proof. Let χ, χ1 ∈ C∞0 (D), χ1 = 1 on some neighbourhood of Suppχ. Let u ∈ Hqb (X,Lk) with
‖u‖hLk = 1. In view of Theorem 7.3, we see that there is a constant C > 0 independent of k and u
such that
(10.44) |u(x)|2
hLk
≤ Ckn, ∀x ∈ X.
Let x = (x1, . . . , x2n−1) = (x′, x2n−1) be canonical coordinates on D. Put v = (1 − χ1)u. It is
straightforward to see that on D,
χF
(q)
δ,k (1 − χ1)u(x) =
1
(2π)2
∑
m∈Z,|m|≤2kδ
∫
|t|≤π
ei<x2n−1−y2n−1,η2n−1>χ(x)τδ(
η2n−1
k
)eimy2n−1
× e−imtv(eit ◦ x′)dtdη2n−1dy2n−1.
(10.45)
Let ε > 0 be a small constant so that for every (x1, . . . , x2n−1) ∈ Suppχ, we have
(10.46) (x1, . . . , x2n−2, y2n−1) ∈ {x ∈ D; χ1(x) = 1} , ∀ |y2n−1 − x2n−1| < ε.
Let ψ ∈ C∞0 (]− 1, 1[), ψ = 1 on [ 12 , 12 ]. Put
I0(x) =
1
(2π)2
∑
m∈Z,|m|≤2kδ
∫
|t|≤π
ei<x2n−1−y2n−1,η2n−1>(1− ψ(x2n−1 − y2n−1
ε
))χ(x)τδ(
η2n−1
k
)eimy2n−1
× e−imtv(eit ◦ x′)dtdη2n−1dy2n−1,
(10.47)
I1(x) =
1
(2π)2
∑
m∈Z
∫
|t|≤π
ei<x2n−1−y2n−1,η2n−1>ψ(
x2n−1 − y2n−1
ε
)χ(x)τδ(
η2n−1
k
)eimy2n−1
× e−imtv(eit ◦ x′)dtdη2n−1dy2n−1,
(10.48)
and
I2(x) =
1
(2π)2
∑
m∈Z,|m|>2kδ
∫
|t|≤π
ei<x2n−1−y2n−1,η2n−1>ψ(
x2n−1 − y2n−1
ε
)χ(x)τδ(
η2n−1
k
)eimy2n−1
× e−imtv(eit ◦ x′)dtdη2n−1dy2n−1.
(10.49)
It is clearly that on D,
(10.50) χF
(q)
δ,k (1− χ1)u(x) = I0(x) + I1(x)− I2(x).
By using integration by parts with respect to η2n−1 several times and (10.44), we conclude that for
every N > 0 and m ∈ N, there is a constant CN,m > 0 independent of u and k such that
(10.51) ‖I0(x)‖Cm(D) ≤ CN,mk−N .
Similarly, by using integration by parts with respect to y2n−1 several times and (10.44), we conclude
that for every N > 0 and m ∈ N, there is a constant C˜N,m > 0 independent of u and k such that
(10.52) ‖I2(x)‖Cm(D) ≤ C˜N,mk−N .
We can check that
I1(x) =
1
2π
∫
ei<x2n−1−y2n−1,η2n−1>ψ(
x2n−1 − y2n−1
ε
)χ(x)τδ(
η2n−1
k
)v(x′, y2n−1)dη2n−1dy2n−1.
(10.53)
From (10.46) and (10.53), we deduce that
(10.54) I1(x) = 0 on D.
From (10.50), (10.51), (10.52) and (10.54), we conclude that for every N > 0 and m ∈ N, there is a
constant CˆN,m > 0 independent of u and k such that
(10.55)
∥∥∥χF (q)δ,k (1 − χ1)u(x)∥∥∥
Cm(D)
≤ CˆN,mk−N .
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From (10.44) and (10.55), it is not difficult to see that
(10.56)
dk∑
j=1
∣∣∣χF (q)δ,k (1− χ1)fj(x)∣∣∣2
hLk
≡ 0 mod O(k−∞) on D,
where {f1, . . . , fdk} is an orthonormal basis for Hqb (X,Lk). From (10.56), the lemma follows. 
From Lemma 10.13, Lemma 10.12 and Theorem 10.11, we see that the operator F
(q)
δ,k : L
2
(0,q)(X,L
k)→
L2(0,q)(X,L
k) satisfies all the conditions in Theorem 9.5. Summing up, we obtain one of the main re-
sults of this work
Theorem 10.14. Let (X,T 1,0X) be a compact CR manifold with a transversal CR S1 action and
let T be the global vector field induced by the S1 action. Let L be a T -rigid CR line bundle over X
with a T -rigid Hermitian fiber metric hL. We assume that Y (q) holds at each point of X and Mφx is
non-degenerate of constant signature (n−, n+), for every x ∈ X. Let s be a local trivializing section
of L on an canonical coordinate patch D ⊂ X, |s|2hL = e−2φ. Fix D0 ⋐ D. Let F (q)δ,k : L2(0,q)(X,Lk)→
L2(0,q)(X,L
k) be the continuous operator given by (10.14) and let F
(q),∗
δ,k : L
2
(0,q)(X,L
k)→ L2(0,q)(X,Lk)
be the adjoint of F
(q)
δ,k with respect to ( · | · )hLk . Put Pk := F (q)δ,kΠ(q)k F (q),∗δ,k and let Pˆk,s be the localized
operator of Pk. If q 6= n−, then Pˆk,s ≡ 0 mod O(k−∞) on D0. If q = n−, then
(10.57) Pˆk,s(x, y) ≡
∫
eikϕ(x,y,s)g(x, y, s, k)ds mod O(k−∞)
on D0, where ϕ(x, y, s) ∈ C∞(Ω) is as in Theorem 5.29, (2.3),
g(x, y, s, k) ∈ Snloc
(
1; Ω, T ∗0,qX ⊠ T ∗0,qX
)⋂
C∞0
(
Ω, T ∗0,qX ⊠ T ∗0,qX
)
,
g(x, y, s, k) ∼
∞∑
j=0
gj(x, y, s)k
n−j in Snloc
(
1; Ω, T ∗0,qX ⊠ T ∗0,qX
)
,
gj(x, y, s) ∈ C∞0
(
Ω, T ∗0,qX ⊠ T ∗0,qX
)
, j = 0, 1, 2, . . . ,
(10.58)
and for every (x, x, s) ∈ Ω,
g0(x, x, s)
= (2π)−n
∣∣det(Mφx − 2sLx)∣∣ |τδ(s)|2 π(x,s,n−).(10.59)
Here
Ω :={(x, y, s) ∈ D ×D × R; (x,−2Im∂bφ(x) + sω0(x)) ∈ V
⋂
Σ,
(y,−2Im∂bφ(y) + sω0(y)) ∈ V
⋂
Σ, |x− y| < ε, for some ε > 0},
V is given by (10.34), π(x,s,n−) : T
∗0,q
p X → N (x, s, n−) is the orthogonal projection with respect to
〈 · | · 〉, N (x, s, n−) is given by (5.39),∣∣det(Mφx − 2sLx)∣∣ = |λ1(s)| |λ2(s)| · · · |λn−1(s)| ,
λ1(s), . . . , λn−1(s) are eigenvalues of the Hermitian quadratic form Mφx − 2s0Lx with respect to 〈 · | · 〉.
We recall ”T -rigid positive CR line bundle”(see Definition 1.10)
Theorem 10.15. Let (X,T 1,0X) be a compact CR manifold with a transversal CR S1 action and let
T be the global vector field induced by the S1 action. If there is a T -rigid positive CR line bundle over
X, then X can be CR embedded into CPN , for some N ∈ N.
Proof. The proof is essentially the same as the the proof of Theorem 1.4. We only give the outline of
the proof.
Fix p ∈ X . Let uk ∈ C∞(X,Lk) be as in Lemma 8.1 and put u0k = Π(q)k,≤k−N0uk. From the proof
Theorem 8.2, we see that uk ≡ u0k mod O(k−∞) and hence
(10.60) F
(q)
δ,k uk ≡ F (q)δ,k u0k mod O(k−∞).
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From (10.25) and (10.17), we see that
(10.61) F
(q)
δ,k u
0
k ∈ H(0)b (X,Lk).
Moreover, from the construction of uk(see (8.8)) and (10.60), it is straightforward to see that there
exist C > 1 and k0 > 0 independent of k and the point p such that for every k ≥ k0, we have
1
C
≤
∥∥∥F (q)δ,k u0k∥∥∥
hLk
≤ C,∣∣∣(F (q)δ,k u0k)(p)∣∣∣2
hLk
≥ 1
C
kn.
(10.62)
From (10.62), we can repeat the procedure in section 8 and conclude that for k large, the Kodaira
map
Φk : X → CPdk−1
is well-defined as a smooth map. Here Φk is defined as follows. Let f1, . . . , fdk be orthonormal frame
for H0b (X,L
k). For x0 ∈ X , let s be a local trivializing section of L on an open neighbourhood D ⊂ X
of x0, |s(x)|2hLk = e−2φ. On D, put fj(x) = skf˜j(x), f˜j(x) ∈ C∞(D), j = 1, . . . , dk. Then,
Φk(x0) = [f˜1(x0), . . . , f˜dk(x0)] ∈ CPdk−1.
Moreover, with similar modifications, we can repeat the proof of Theorem 8.4 and conclude that for
k large, the differential map
dΦk(x) : TxX → TΦk(x)CPdk−1
is injective, for every x ∈ X .
Finally, by using Theorem 10.14, we can repeat the proof of Theorem 8.10 and deduce that for k
large, Φk is injective. 
We now offer some examples of ”T -rigid CR line bundles over CR manifolds with transversal CR
S1 actions”.
10.1. CR manifolds in projective spaces. We consider CPN−1, N ≥ 4. Let [z] = [z1, . . . , zN ] be
the homogeneous coordinates of CPN−1. Put
X :=
{
[z1, . . . , zN ] ∈ CPN−1; λ1 |z1|2 + · · ·+ λm |zm|2 + λm+1 |zm+1|2 + · · ·+ λN |zN |2 = 0
}
,
where m ∈ N and λj ∈ R, j = 1, . . . , N . Then, X is a compact CR manifold of dimension 2(N−1)−1
with CR structure T 1,0X := T 1,0CPN−1
⋂
CTX . Now, we assume that λ1 < 0, λ2 < 0, . . . , λm < 0,
λm+1 > 0, λm+2 > 0, . . . , λN > 0, where m ≥ 2, N −m ≥ 2. Then, it is easy to see that the Levi form
has at least one negative and one positive eigenvalues at each point of X . Thus, Y (0) holds at each
point of X . X admits a S1 action:
S1 ×X → X,
eiθ ◦ [z1, . . . , zm, zm+1, . . . , zN ]→ [eiθz1, . . . , eiθzm, zm+1, . . . , zN ], θ ∈ [−π, π[.
(10.63)
Since (z1, . . . , zm) 6= 0 on X , this S1 action is well-defined. Moreover, it is straightforward to check
that this S1 action is CR and transversal. Let T be the global vector field induced by the S1 action.
Let E → CPN−1 be the canonical line bundle with respect to the Fubini-Study metric. For
j = 1, 2, . . . , N , put Wj =
{
[z1, . . . , zN ] ∈ CPN−1; zj 6= 0
}
. Then, E is trivial on Wj , j = 1, . . . , N ,
and we can find local trivializing section ej ofE onWj , j = 1, . . . , N , such that for every j, t = 1, . . . , N ,
(10.64) ej(z) =
zj
zt
et(z) on Wj
⋂
Wt, z = [z1, . . . , zN ] ∈ Wj
⋂
Wt.
Consider L := E|X . Then, L is a CR line bundle over (X,T 1,0X). It is easy to see that X can
be covered with open sets Uj := Wj |X , j = 1, 2, . . . ,m, with trivializing sections sj := ej |X , j =
1, 2, . . . ,m, such that the corresponding transition functions are T -rigid CR functions. Thus, L is a
T -rigid CR line bundle over (X,T 1,0X). Let hL be the Hermitian fiber metric on L given by
|sj(z1, . . . , zN)|2hL := e
− log
(
|z1|
2+···+|zN |2
|zj|2
)
, j = 1, . . . ,m.
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It is not difficult to check that hL is well-defined and hL is a T -rigid positive CR line bindle.
10.2. Compact Heisenberg groups. Let λ1, . . . , λn−1 be given non-zero integers. Let CHn =
(Cn−1 × R)/∼ , where (z, t) ∼ (z˜, t˜) if
z˜ − z = (α1, . . . , αn−1) ∈
√
2πZn−1 + i
√
2πZn−1,
t˜− t− i
n−1∑
j=1
λj(zjαj − zjαj) ∈ 2πZ.
We can check that ∼ is an equivalence relation and CHn is a compact manifold of dimension 2n− 1.
The equivalence class of (z, t) ∈ Cn−1 × R is denoted by [(z, t)]. For a given point p = [(z, t)], we
define T 1,0p CHn to be the space spanned by{
∂
∂zj
+ iλjzj
∂
∂t , j = 1, . . . , n− 1
}
.
It is easy to see that the definition above is independent of the choice of a representative (z, t) for
[(z, t)]. Moreover, we can check that T 1,0CHn is a CR structure. CHn admits the natural S
1 action:
eiθ ◦ [z, t]→ [z, t+ θ], 0 ≤ θ < 2π. Let T be the global vector field induced by this S1 action. We can
check that this S1 action is CR and transversal and T = ∂∂t . We take a Hermitian metric 〈 · | · 〉 on
the complexified tangent bundle CTCHn such that{
∂
∂zj
+ iλjzj
∂
∂t ,
∂
∂zj
− iλjzj ∂∂t ,− ∂∂t ; j = 1, . . . , n− 1
}
is an orthonormal basis. The dual basis of the complexified cotangent bundle is{
dzj , dzj , ω0 := −dt+
∑n−1
j=1 (iλjzjdzj − iλjzjdzj); j = 1, . . . , n− 1
}
.
The Levi form Lp of CHn at p ∈ CHn is given by Lp =
∑n−1
j=1 λjdzj ∧ dzj .
Now, we construct a T -rigid CR line bundle L over CHn. Let L = (C
n−1 × R × C)/≡ where
(z, θ, η) ≡ (z˜, θ˜, η˜) if
(z, θ) ∼ (z˜, θ˜),
η˜ = η exp(
n−1∑
j,t=1
µj,t(zjαt +
1
2
αjαt)),
where α = (α1, . . . , αn−1) = z˜−z, µj,t = µt,j , j, t = 1, . . . , n−1, are given integers. We can check that
≡ is an equivalence relation and L is a T -rigid CR line bundle over CHn. For (z, θ, η) ∈ Cn−1×R×C,
we denote [(z, θ, η)] its equivalence class. It is straightforward to see that the pointwise norm∣∣[(z, θ, η)]∣∣2
hL
:= |η|2 exp (−∑n−1j,t=1 µj,tzjzt)
is well-defined. In local coordinates (z, θ, η), the weight function of this metric is
φ =
1
2
n−1∑
j,t=1
µj,tzjzt.
Thus, L is a T -rigid CR line bundle over CHn with T -rigid Hermitian metric h
L. Note that
∂b =
∑n−1
j=1 dzj ∧ ( ∂∂zj − iλjzj ∂∂θ ) , ∂b =
∑n−1
j=1 dzj ∧ ( ∂∂zj + iλjzj ∂∂θ ).
Thus d(∂bφ− ∂bφ) =
∑n−1
j,t=1 µj,tdzj ∧ dzt and for any p ∈ CHn,
Mφp =
n−1∑
j,t=1
µj,tdzj ∧ dzt.
Thus, if (µj,t)
n−1
j,t=1 is positive definite, then L is a T -rigid positive CR line bundle. From this and
Theorem 10.15, we conclude that
Theorem 10.16. Assume that λ1 < 0 and λ2 > 0 (then Y (0) holds on CHn). Then, CHn can be
CR embedded into CPN , for some N ∈ N.
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10.3. Holomorphic line bundles over a complex torus. Let
Tn := C
n/(
√
2πZn + i
√
2πZn)
be the flat torus. Let λ = (λj,t)
n
j,t=1, where λj,t = λt,j , j, t = 1, . . . , n, are given integers. Let Lλ be
the holomorphic line bundle over Tn with curvature the (1, 1)-form Θλ =
∑n
j,t=1 λj,tdzj ∧ dzt. More
precisely, Lλ := (C
n × C)/∼ , where (z, θ) ∼ (z˜, θ˜) if
z˜ − z = (α1, . . . , αn) ∈
√
2πZn + i
√
2πZn , θ˜ = exp
(∑n
j,t=1 λj,t(zjαt +
1
2αjαt )
)
θ .
We can check that ∼ is an equivalence relation and Lλ is a holomorphic line bundle over Tn. For
[(z, θ)] ∈ Lλ we define the Hermitian metric by∣∣[(z, θ)]∣∣2 := |θ|2 exp(−∑nj,t=1 λj,tzjzt)
and it is easy to see that this definition is independent of the choice of a representative (z, θ) of [(z, θ)].
We denote by φλ(z) the weight of this Hermitian fiber metric. Note that
1
2∂∂φλ = Θλ.
Let L∗λ be the dual bundle of Lλ and let ‖ · ‖L∗
λ
be the norm of L∗λ induced by the Hermitian fiber
metric on Lλ. Consider the compact CR manifold of dimension 2n + 1: X = {v ∈ L∗λ; ‖v‖L∗
λ
= 1};
this is the boundary of the Grauert tube associated to L∗λ. The manifold X is equipped with a
natural S1-action. Locally X can be represented in local holomorphic coordinates (z, η), where η is
the fiber coordinate, as the set of all (z, η) such that |η|2 e2φλ(z) = 1. The S1-action on X is given by
eiθ ◦ (z, η) = (z, eiθη), eiθ ∈ S1, (z, η) ∈ X . Let T be the global vector field on X induced by this S1
action. We can check that this S1 action is CR and transversal.
Let π : L∗λ → Tn be the natural projection from L∗λ onto Tn. Let µ = (µj,t)nj,t=1, where µj,t = µt,j ,
j, t = 1, . . . , n, are given integers. Let Lµ be another holomorphic line bundle over Tn determined by
the constant curvature form Θµ =
∑n
j,t=1 µj,tdzj ∧ dzt as above. The pullback line bundle π∗Lµ is a
holomorphic line bundle over L∗λ. If we restrict π
∗Lµ on X , then we can check that π∗Lµ is a T -rigid
CR line bundle over X .
The Hermitian fiber metric on Lµ induced by φµ induces a Hermitian fiber metric on π
∗Lµ that
we shall denote by hπ
∗Lµ . We let ψ to denote the weight of hπ
∗Lµ . The part of X that lies over a
fundamental domain of Tn can be represented in local holomorphic coordinates (z, ξ), where ξ is the
fiber coordinate, as the set of all (z, ξ) such that r(z, ξ) := |ξ|2 exp(∑nj,t=1 λj,tzjzt) − 1 = 0 and the
weight ψ may be written as ψ(z, ξ) = 12
∑n
j,t=1 µj,tzjzt. From this we see that π
∗Lµ is a T -rigid CR
line bundle over X with T -rigid Hermitian fiber metric hπ
∗Lµ . It is straightforward to check that for
any p ∈ X , we haveMψp = d(∂bψ−∂bψ)(p)|T 1,0X =
∑n
j,t=1 µj,tdzj ∧dzt. Thus, if (µj,t)n−1j,t=1 is positive
definite, then L is a T -rigid positive CR line bundle. From this and Theorem 10.15, we conclude that
Theorem 10.17. Assume that the matrix λ = (λj,t)
n
j,t=1 has at least one negative and one positive
eigenvalues. Then, X = {v ∈ L∗λ; ‖v‖L∗
λ
= 1} can be CR embedded into CPN , for some N ∈ N.
11. Szego¨ kernel asymptotics on some non-compact CR manifolds
By using Theorem 9.5, we will establish Szego¨ kernel asymptotics on some non-compact CR man-
ifolds. Let Γ be an open set in Cn−1, n ≥ 2. Consider X := Γ × R. Let (z, t) be the coordinates
of X , where z = (z1, . . . , zn−1) denote the coordinates of Cn−1 and t is the coordinate of R. We
write zj = x2j−1 + ix2j , j = 1, . . . , n − 1. We also write (z, t) = x = (x1, . . . , x2n−1) and let
η = (η1, . . . , η2n−1) be the dual variables of x. Let µ(z) ∈ C∞(Γ,R). We define T 1,0X to be the space
spanned by {
∂
∂zj
+ i ∂µ∂zj
∂
∂t , j = 1, . . . , n− 1
}
.
Then (X,T 1,0X) is a non-compact CR manifold of dimension 2n − 1. We take a Hermitian metric
〈 · | · 〉 on the complexified tangent bundle CTX such that{
∂
∂zj
+ i
∂µ
∂zj
∂
∂t ,
∂
∂zj
− i ∂µ
∂zj
∂
∂t , T :=
∂
∂t ; j = 1, . . . , n− 1
}
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is an orthonormal basis. The dual basis of the complexified cotangent bundle CT ∗X is{
dzj , dzj , −ω0 := dt+
∑n−1
j=1 (−i ∂µ∂zj dzj + i
∂µ
∂zj
dzj); j = 1, . . . , n− 1
}
.
The Hermitian metric 〈 · | · 〉 on the CTX induces Hermitian metrics on the bundle of (0, q) forms
T ∗0,qX , q = 1, . . . , n− 1, we shall also denote these Hermitian metrics by 〈 · | · 〉. For V ∈ T ∗0,qX , we
write |V |2 := 〈V |V 〉.
The Levi form Lp of X at p ∈ X is given by
Lp =
n−1∑
j,ℓ=1
∂2µ
∂zj∂zℓ
(p)dzj ∧ dzℓ.
Let L be the trivial line bundle over X with non-trivial Hermitian fiber metric |1|2hL = e−2φ, where
φ = φ(z) ∈ C∞(Γ) is a real valued function. Then, we can check that
(11.1) Mφp = 2
n−1∑
j,ℓ=1
∂2φ(z)
∂zj∂zℓ
dzj ∧ dzℓ, p = (z, t) ∈ X.
We shall consider the k-th power of L and we will use the same notations as before. Let ( · | · )hLk
be the L2 inner product on Ω0,q0 (X) given by
(u | v )hLk =
∫
X
〈u | v 〉e−2kφ(z)dλ(z)dt, u, v ∈ Ω0,q0 (X),
where dλ(z)dt = m(z)dx1 · · · dx2n−2dt, m(z) ∈ C∞(Γ), is the induced volume form. Let ‖·‖hLk denote
the corresponding L2 norm. Let L2(0,q)(X,L
k) be the completion of Ω0,q0 (X) with respect to ( · | · )hLk
and let

(q)
b,k : Dom
(q)
b,k ⊂ L2(0,q)(X,Lk)→ L2(0,q)(X,Lk)
be the Gaffney extension of Kohn Laplacian with respect to ( · | · )hLk (see (3.9)).
11.1. The partial Fourier transform and the operator F
(q)
δ,k . Let u ∈ Ω0,q0 (X,Lk). Put
(11.2) (Fu)(z, η) =
∫
R
e−iηtu(z, t)dt.
From Parseval’s formula, we have
‖Fu‖2hLk =
∫
X
|(Fu)(z, η)|2 e−2kφ(z)dηdλ(z)
= (2π)
∫
X
|u(z, t)|2 e−2kφ(z)dtdλ(z) = (2π) ‖u‖2
hLk
.
(11.3)
Thus, we can extend the operator F to L2(0,q)(X,Lk) and
F : L2(0,q)(X,Lk)→ L2(0,q)(X,Lk) is continuous,
‖Fu‖hLk =
√
2π ‖u‖hLk , ∀u ∈ L2(0,q)(X,Lk).
(11.4)
For u ∈ L2(0,q)(X,Lk), we call Fu the partial Fourier transform of u with respect to t.
Fix δ > 0. Take τδ(x) ∈ C∞0 (]− δ, δ[), 0 ≤ τδ ≤ 1 and τδ = 1 on [− δ2 , δ2 ]. We also write θ to denote
the t variable. Let F
(q)
δ,k : Ω
0,q
0 (X,L
k)→ Ω0,q(X,Lk) be the operator given by
(11.5) F
(q)
δ,k u(z, t) :=
1
2π
∫
ei<t−θ,η>u(z, θ)τδ(
η
k
)dηdθ ∈ Ω0,q(X,Lk), u(z, t) ∈ Ω0,q0 (X,Lk).
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From Parseval’s formula and (11.3), we have∥∥∥F (q)δ,k u∥∥∥2
hLk
=
1
4π2
∫
X
∣∣∣∣∫ ei<t−θ,η>u(z, θ)τδ(ηk )dηdθ
∣∣∣∣2 e−2kφ(z)dλ(z)dt
=
1
4π2
∫
X
∣∣∣∣∫ ei<t,η>(Fu)(z, η)τδ(ηk )dη
∣∣∣∣2 e−2kφ(z)dλ(z)dt
=
1
2π
∫
|(Fu)(z, η)|2
∣∣∣τδ(η
k
)
∣∣∣2 e−2kφ(z)dηdλ(z)
≤ 1
2π
∫
|(Fu)(z, η)|2 e−2kφ(z)dηdλ(z) = ‖u‖2hLk ,
(11.6)
where u ∈ Ω0,q0 (X,Lk). Thus, we can extend F (q)δ,k to L2(0,q)(X,Lk) and
F
(q)
δ,k : L
2
(0,q)(X,L
k)→ L2(0,q)(X,Lk) is continuous,∥∥∥F (q)δ,k u∥∥∥
hLk
≤ ‖u‖hLk , ∀u ∈ L2(0,q)(X,Lk).
(11.7)
We need
Lemma 11.1. Let u ∈ L2(0,q)(X,Lk). Then,
(11.8) (FF (q)δ,k u)(z, η) = (Fu)(z, η)τδ(
η
k
).
Proof. Let uj ∈ Ω0,q0 (X,Lk), j = 1, 2, . . ., with limj→∞ ‖uj − u‖hLk = 0. From (11.7) and (11.4), we
see that
(11.9) FF (q)δ,k uj → FF (q)δ,k u in L2(0,q)(X,Lk) as j →∞.
From Fourier inversion formula, we have
(11.10) (FF (q)δ,k uj)(z, η) = (Fuj)(z, η)τδ(
η
k
), j = 1, . . . .
Note that (Fuj)(z, η)τδ(ηk ) → (Fu)(z, η)τδ(ηk ) in L2(0,q)(X,Lk) as j → ∞. From this observation,
(11.10) and (11.9), we obtain (11.8). 
The following is straightforward. We omit the proofs.
Lemma 11.2. We have
F
(q)
δ,k : Dom ∂b,k → Dom ∂b,k, q = 0, 1, . . . , n− 2,
F
(q+1)
δ,k ∂b,k = ∂b,kF
(q)
δ,k on Dom ∂b,k, q = 0, 1, . . . , n− 2,
(11.11)
and
(11.12) F
(q)
δ,kΠ
(q)
k = Π
(q)
k F
(q)
δ,k on L
2
(0,q)(X,L
k), q = 0, 1, . . . , n− 1.
Moreover, for u ∈ C∞0 (X,Lk), we have
(11.13) ∂z
(
(Fu)(z, η)eηµ(z))e−ηµ(z) = (F∂b,ku)(z, η),
where µ ∈ C∞(Γ,R) is as in the beginning of section 11
11.2. The small spectral gap property for 
(0)
b,k with respect to F
(0)
δ,k . We pause and introduce
some notations. Let Ω0,q(Γ) be the space of all smooth (0, q) forms on Γ and let Ω0,q0 (Γ) be the
subspace of Ω0,q(Γ) whose elements have compact support in Γ. We take the Hermitian metric 〈 · | · 〉
on T ∗0,qΓ the bundle of (0, q) forms of Γ so that
{dzj1 ∧ dzj2 ∧ · · · ∧ dzjq ; 1 ≤ j1 < j2 · · · < jq ≤ n− 1}
is an orthonormal basis. Let Υ ∈ C∞(Γ,R) and let ( · | ·)Υ be the L2 inner product on Ω0,q0 (Γ) given
by
(f | g )Υ =
∫
〈 f | g 〉e−2Υ(z)dλ(z), f, g ∈ Ω0,q0 (Γ).
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Let L2(0,q)(Γ,Υ) denote the completion of Ω
0,q
0 (Γ) with respect to the inner product (· | · )Υ. We write
L2(Γ,Υ) := L2(0,0)(Γ,Υ). Put
H0(Γ,Υ) :=
{
f ∈ L2(Γ,Υ); ∂f = 0} .
Now, we return to our situation. We first consider Γ = Cn−1.
Theorem 11.3. Let Γ = Cn−1. We assume that there are constants C0 ≥ 1 and ǫ0 > 0 such that
(11.14)
n−1∑
j,ℓ=1
∂2(φ + ηµ)
∂zj∂zℓ
(z)wjwℓ ≥ 1
C0
n−1∑
j=1
|wj |2 , ∀(w1, . . . , wn−1) ∈ Cn−1, z ∈ Cn−1, |η| ≤ ǫ0,
and
(11.15) φ(z) + ηµ(z) ≥ 1
C0
|z|2 , ∀ |z| ≥M, |η| ≤ ǫ0,
where |z|2 = ∑n−1j=1 |zj|2 and M > 0 is a constant independent of η. Then, for every 0 < δ ≤ ǫ0, we
have
(11.16)
∥∥∥F (0)δ,k (I −Π(0)k )u∥∥∥2
hLk
≤ C
k
∥∥∂b,ku∥∥2hLk , ∀u ∈ C∞0 (X,Lk),
where C > 0 is a constant independent of k, δ and u.
In particular, 
(0)
b,k has small spectral gap on X.
Proof. Let u ∈ C∞0 (X,Lk). We consider F (0)δ,k (I − Π(0)k )u. In view of (11.12), we see that F (0)δ,k (I −
Π
(0)
k )u = (I −Π(0)k )F (0)δ,k u. Put
(11.17) v(z, η) = FF (0)δ,k (I −Π(0)k )u(z, η)eηµ(z).
From (11.7), (11.4) and (11.8), we see that
∫ |v(z, η)|2 e−2ηµ(z)−2kφ(z)dλ(z)dη <∞ and v(z, η) = 0 if
η /∈ Supp τδ(ηk ). From Fubini’s Theorem and some elementary real analysis, we know that for every
η ∈ R, v(z, η) is a measurable function of z and for almost every η ∈ R, v(z, η) ∈ L2(Cn−1, ηµ + kφ)
and for every z ∈ Cn−1, v(z, η) is a measurable function of η and for almost every z ∈ Cn−1,∫ |v(z, η)|2 dη <∞. Moreover, let β ∈ L2(Cn−1, ηµ+ kφ), then the function
f(η) := η →
∫
v(z, η)β(z)e−2ηµ(z)−2kφ(z)dλ(z)
is measurable and f(η) is finite for almost every η ∈ R, f(η) = 0 if η /∈ Supp τδ(ηk ) and f(η) ∈
L1(R)
⋂
L2(R). We claim that
if δ ≤ ǫ0, then for almost every η ∈ R, v(z, η) ∈ L2(Cn−1, ηµ+ kφ) and
( v(z, η) |β )ηµ+kφ = 0, ∀β ∈ H0(Cn−1, ηµ+ kφ).
(11.18)
From the discussion after (11.17), we know that there is a measurable set A0 in R with |A0| = 0 such
that for every η /∈ A0, v(z, η) ∈ L2(Cn−1, ηµ + kφ), where |A0| denote the Lebesgue measure of A0.
From (11.15), we see that
{
zα; α ∈ Nn−10
}
is a basis for H0(Cn−1, ηµ+ kφ), for every |η| ≤ ǫ0, where
ǫ0 is as in (11.15). Let η /∈ A0. Fix α ∈ Nn−10 . We consider
fα(η) =
∫
v(z, η)zαe−2ηµ(z)−2kφ(z)dλ(z).
From the discussion after (11.17), we know that fα(η) ∈ L1(R)
⋂
L2(R). We consider the Fourier
transform
fˆα(ξ) =
∫
e−iξηfα(η)dη
of fα(η). Let gℓ ∈ C∞0 (X,Lk), ℓ = 1, 2, . . ., such that
gℓ → (I −Π(0)k )u in L2(X,Lk) as ℓ→∞.
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From (11.4), (11.7) and (11.8), we see that for every ξ ∈ R,
(11.19) lim
ℓ→∞
∫
FF (0)δ,k gℓ(z, η)zαe−ηµ(z)−2kφ(z)e−iξηdλ(z)dη → fˆα(ξ).
From (11.8) and Parseval’s formula, we can check that∫
FF (0)δ,k gℓ(z, η)zαe−ηµ(z)−2kφ(z)e−iξηdλ(z)dη
=
∫
Fgℓ(z, η)τδ(η
k
)zαe−ηµ(z)−2kφ(z)e−iξηdλ(z)dη
=
∫
gℓ(z, t)(
∫
zατδ(
η
k
)e−ηµ(z)−iξη−iηtdη)e−2kφ(z)dλ(z)dt
→
∫
(I −Π(0)k )u(z, t)(
∫
zατδ(
η
k
)e−ηµ(z)−iξη−iηtdη)e−2kφ(z)dλ(z)dt as ℓ→∞.
(11.20)
It is straightforward to check that the function∫
zατδ(
η
k
)e−ηµ(z)+iξη+iηtdη ∈ Ker ∂b,k
⋂
L2(X,Lk).
Thus,
(11.21)
∫
(I −Π(0)k )u(z, t)(
∫
zατδ(
η
k
)e−ηµ(z)−iξη−iηtdη)e−2kφ(z)dλ(z)dt = 0.
From (11.21), (11.20) and (11.19), we conclude that for every ξ ∈ R, fˆα(ξ) = 0. By L2 Fourier
inversion formula, we conclude that fα(η) = 0 almost everywhere. Thus, there is a measurable set
Aα ⊃ A0 in R with |Aα| = 0 such that for every η /∈ Aα,
( v(z, η) | zα )ηµ+kφ = 0.
Put A =
⋃
α∈Nn−10 Aα. Then, |A| = 0. Note that
{
zα; α ∈ Nn−10
}
is a basis for H0(Cn−1, ηµ+ kφ)
if |η| ≤ ǫ0. From this observation, we conclude that for every η /∈ A,
( v(z, η) |β )ηµ+kφ = 0, ∀β ∈ H0(Cn−1, ηµ+ kφ).
The claim (11.18) follows.
Now, we can prove Theorem 11.3. We assume that δ ≤ ǫ0. Let u ∈ C∞0 (X,Lk). From (11.11) and
(11.13), we have
∂b,kF
(0)
δ,k (I −Π(0)k )u = F (1)δ,k ∂b,ku,
(FF (1)δ,k ∂b,ku)(z, η) = ∂z(FF (0)δ,k u(z, η)eηµ(z))e−ηµ(z).
(11.22)
As before, we put v(z, η) =
(FF (0)δ,k (I −Π(0)k )u)(z, η)eηµ(z) and set
∂z
((FF (0)δ,k (I −Π(0)k )u)(z, η)eηµ(z)) = ∂zv(z, η) := g(z, η).
It is easy to see that
∂zg(z, η) = 0,
g(z, η) = 0 if η /∈ Supp τδ(ηk ),∫
|g(z, η)|2 e−2ηµ(z)−2kφ(z)dλ(z) <∞, ∀η ∈ Supp τδ(η
k
).
(11.23)
From (11.14), we see that there is a C > 0 such that
(11.24)
n−1∑
j,ℓ=1
∂2(kφ+ ηµ)
∂zj∂zℓ
(z)wjwℓ ≥ k
C
n−1∑
j=1
|wj |2 , ∀(w1, . . . , wn−1) ∈ Cn−1, z ∈ Cn−1, η ∈ Supp τδ(η
k
).
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From (11.24) and Ho¨rmander’s L2 estimates (see Lemma 4.4.1. in Ho¨rmander [10]), we conclude
that for every η ∈ Supp τδ(ηk ), we can find a βη(z) ∈ L2(0,1)(Cn−1, ητ + kφ) such that
(11.25) ∂zβη(z) = g(z, η)
and
(11.26)
∫
|βη(z)|2 e−2ηµ(z)−2kφ(z)dλ(z) ≤ C
k
∫
|g(z, η)|2 e−2ηµ(z)−2kφ(z)dλ(z).
In view of (11.18), we see that there is a measurable set A in R with Lebesgue measure zero in R such
that for every η /∈ A, v(z, η) ⊥ H0(Cn−1, ηµ+ kφ). Thus, for every η /∈ A, v(z, η) has the minimum
L2 norm with respect to ( | )ηµ+kφ of the solutions ∂α = ∂zv(z, η). From this observation and (11.26),
we conclude that
(11.27)
∫
|v(z, η)|2 e−2ηµ(z)−2kφ(z)dλ(z) ≤ C
k
∫ ∣∣∂zv(z, η)∣∣2 e−2ηµ(z)−2kφ(z)dλ(z), ∀η /∈ A.
Thus,
(11.28)
∫
|v(z, η)|2 e−2ηµ(z)−2kφ(z)dλ(z)dη ≤ C
k
∫ ∣∣∂zv(z, η)∣∣2 e−2ηµ(z)−2kφ(z)dλ(z)dη.
From the definition of v(z, η), (11.4), (11.22) and (11.7), it is straightforward to see that
(11.29)
∫
|v(z, η)|2 e−2ηµ(z)−2kφ(z)dλ(z)dη = (2π)
∫ ∣∣∣F (0)δ,k (I −Π(0)k )u(z, t)∣∣∣2 e−2kφ(z)dλ(z)dt
and ∫ ∣∣∂zv(z, η)∣∣2 e−2ηµ(z)−2kφ(z)dλ(z)dη
= (2π)
∫ ∣∣∣F (1)δ,k ∂b,ku(z, t)∣∣∣2 e−2kφ(z)dλ(z)dt
≤ (2π)
∫ ∣∣∂b,ku(z, t)∣∣2 e−2kφ(z)dλ(z)dt.
(11.30)
From (11.28), (11.29) and (11.30), we conclude that∥∥∥F (0)δ,k (I −Π(0)k )u∥∥∥2
hLk
=
∫ ∣∣∣F (0)δ,k (I −Π(0)k )u(z, t)∣∣∣2 e−2kφ(z)dλ(z)dt
≤ C
k
∫ ∣∣∂b,ku(z, t)∣∣2 e−2kφ(z)dλ(z)dt = C
k
∥∥∂b,ku∥∥2hLk .
Theorem 11.3 follows. 
Now, we consider Γ is a bounded strongly pseudoconvex domain in Cn−1.
Theorem 11.4. Let Γ be a bounded strongly pseudoconvex domain in Cn−1. Assume that µ, φ ∈
C∞(Γ˜,R), where Γ˜ is an open neighbourhood of Γ. Suppose that
(
∂2φ
∂zj∂zℓ
(z)
)n−1
j,ℓ=1
is positive definite
at each point z of Γ˜. If δ is small enough then
(11.31)
∥∥∥F (0)δ,k (I −Π(0)k )u∥∥∥2
hLk
≤ C
k
∥∥∂b,ku∥∥2hLk , ∀u ∈ C∞0 (X,Lk),
where C > 0 is a constant independent of k, δ and u.
In particular, 
(0)
b,k has small spectral gap on X.
Proof. Let u ∈ C∞0 (X,Lk). We have
∂b,kF
(0)
δ,k (I −Π(0)k )u = F (1)δ,k ∂b,ku,
(FF (1)δ,k ∂b,ku)(z, η) = ∂z(FF (0)δ,k u(z, η)eηµ(z))e−ηµ(z).
(11.32)
As before, we put v(z, η) =
(FF (0)δ,k (I −Π(0)k )u)(z, η)eηµ(z) and set
∂z(FF (0)δ,k u(z, η)eηµ(z)) = ∂zv(z, η) := g(z, η).
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Then,
∂zg(z, η) = 0,
g(z, η) = 0 if η /∈ [−kδ, kδ],∫
|g(z, η)|2 e−2ηµ(z)−2kφ(z)dλ(z) <∞, ∀η ∈ [−kδ, kδ].
(11.33)
Since
(
∂2φ
∂zj∂zℓ
(z)
)n−1
j,ℓ=1
is positive definite at each point z of Γ˜, if δ > 0 is small enough then there is
a C > 0 such that
(11.34)
n−1∑
j,ℓ=1
∂2(kφ+ ηµ)
∂zj∂zℓ
(z)wjwℓ ≥ k
C
n−1∑
j=1
|wj |2 , ∀(w1, . . . , wn−1) ∈ Cn−1, z ∈ Γ, η ∈ Supp τδ(η
k
).
We assume that δ > 0 is small enough so that (11.34) holds. From (11.34) and Ho¨rmander’s L2
estimates, we conclude that for every η ∈ [−kδ, kδ], we can find a βη(z) ∈ L2(0,1)(Γ, ηµ+ kφ) such that
(11.35) ∂zβη(z) = g(z, η)
and
(11.36)
∫
|βη(z)|2 e−2ηµ(z)−2kφ(z)dλ(z) ≤ C
k
∫
|g(z, η)|2 e−2ηµ(z)−2kφ(z)dλ(z).
Moreover, since g(z, η) is smooth, it is well-known that βη(z) can be taken to be dependent smoothly
on η and z (see the proof of Lemma 2.1 in Berndtsson [3]). Put
α(z, t) =
1
2π
∫
βη(z)e
−ηµ(z)eiηt1[−kδ,kδ](η)dη.
Since βη(z) is smooth with respect to η, α(z, t) is well-defined and α(z, t) ∈ C∞(X,Lk). Moreover,
from (11.4), (11.7), (11.36), (11.32) and Parseval’s formula, we can check that
‖α‖2
hLk
=
∫
|α(z, t)|2 e−2kφ(z)dλ(z)dt
=
∫ ∣∣∣∣ 12π
∫
βη(z)e
−ηµ(z)eiηt1[−kδ,kδ](η)dη
∣∣∣∣2 e−2φ(z)dtdλ(z)
=
1
2π
∫
|βη(z)|2 e−2ηµ(z)−2kφ(z)dηdλ(z)
≤ C
(2π)k
∫
|g(z, η)|2 e−2ηµ(z)−2kφ(z)dηdλ(z)
=
C
(2π)k
∫ ∣∣∣FF (1)δ,k ∂b,ku(z, η)∣∣∣2 e−2kφ(z)dηdλ(z)
=
C
k
∫ ∣∣∣F (1)δ,k ∂b,ku(z, t)∣∣∣2 e−2kφ(z)dtdλ(z)
≤ C
k
∫ ∣∣∂b,ku(z, t)∣∣2 e−2kφ(z)dtdλ(z) = C
k
∥∥∂b,ku∥∥2hLk <∞.
(11.37)
Furthermore, it is straightforward to see that
∂b,kα(z, t) =
1
2π
∫
g(z, η)eiηt1[−kδ,kδ](η)e−ηµ(z)dη
=
1
2π
∫
FF (1)δ,k ∂b,ku(z, η)eiηtdη
= F
(1)
δ,k ∂b,ku(z, t).
(11.38)
From (11.37) and (11.38), we conclude that ∂b,kα(z, t) = F
(1)
δ,k ∂b,ku(z, t) and ‖α‖2hLk ≤ Ck
∥∥∂b,ku∥∥2hLk .
Since (I−Π(0)k )F (0)δ,k u has the minimum L2 norm of the solutions of ∂b,kf = F (1)δ,k ∂b,ku(z, t), we conclude
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that ∥∥∥(I −Π(0)k )F (0)δ,k u∥∥∥2
hLk
=
∥∥∥F (0)δ,k (I −Π(0)k )u∥∥∥2
hLk
≤ ‖α‖2hLk ≤
C
k
∥∥∂b,ku∥∥2hLk .
The theorem follows. 
11.3. Szego¨ kernel asymptotics on Γ × R, where Γ = Cn−1 or Γ is a bounded strongly
pseudoconvex domain in Cn−1. We fix 0 < δ, δ is small. Let D ⋐ X be any open set. Let
M > 0 be a large constant so that for every (x, η) ∈ T ∗D if |η′| > M2 then (x, η) /∈ Σ, where
η′ = (η1, . . . , η2n−2), |η′| =
√∑2n−2
j=1 |ηj |2. Fix D0 ⋐ D. Let D′ ⋐ D be an open neighbourhood of
D0. Put
(11.39) V := {(x, η) ∈ T ∗D′; |η′| < M, |η2n−1| < δ} .
Then V ⊂ T ∗D. Moreover, if δ > 0 is small enough, then V ⋂Σ ⊂ Σ′, where Σ′ is given by (1.5). Let
F
(0)
δ,k : L
2(X,Lk)→ L2(X,Lk) be as in (11.5) and (11.7). It is clearly that
F
(0)
δ,k ≡ k
2n−1
(2π)2n−1
∫
eik<x−y,η>α(x, η, k)dη mod O(k−∞) at T ∗D0
⋂
Σ
is a classical semi-classical pseudodifferential operator on D of order 0, where
α(x, η, k) ∼∑j=0 αj(x, η)k−j in S0loc (1;T ∗D),
αj(x, η) ∈ C∞(T ∗D), j = 0, 1, . . . ,
α0(x, η) = τδ(η2n−1),
with α(x, η, k) = 0 if |η| > M , for some large M > 0 and Suppα(x, η, k)⋂ T ∗D0 ⋐ V . Now, we
assume that ∂∂φ and ∂∂µ are uniformly bounded on Γ, that is, there is a constant C0 > 0 such that∣∣∣ ∂2φ∂zj∂zℓ (z)∣∣∣ ≤ C0, ∣∣∣ ∂2µ∂zj∂zℓ (z)∣∣∣ ≤ C0, ∀z ∈ Γ, j, ℓ = 1, . . . , n− 1. By using the technique in section 7.1
and [15], we can show that for every α, β ∈ N2n−10 , there is a constant Cα,β > 0 independent of k such
that
(11.40)
∣∣∣∂αx ∂βy (e−kφ(x)Π(0)k (x, y)ekφ(y))∣∣∣ ≤ Cα,βkn+|α|+|β|, ∀(x, y) ∈ (Γ× R)× (Γ× R).
By using (11.40) and integration by parts, it is not difficult to see that Π
(0)
k is k-negligible away the
diagonal with respect to F
(0)
δ,k on Γ× R.
From the discussion above, Theorem 11.3, Theorem 11.4 and Theorem 9.5, we obtain one of the
main results of this work
Theorem 11.5. With the notations above, we assume that Γ = Cn−1 or Γ is a bounded strongly
pseudoconvex domain in Cn−1 and condition Y (0) holds on X. When Γ = Cn−1, we assume that
there are constants C0 ≥ 1 and ǫ0 > 0 such that
n−1∑
j,ℓ=1
∂2(φ+ ηµ)
∂zj∂zℓ
(z)wjwℓ ≥ 1
C0
n−1∑
j=1
|wj |2 , ∀(w1, . . . , wn−1) ∈ Cn−1, z ∈ Cn−1, |η| ≤ ǫ0,∣∣∣∣ ∂2φ∂zj∂zℓ (z)
∣∣∣∣ ≤ C0, ∣∣∣∣ ∂2µ∂zj∂zℓ (z)
∣∣∣∣ ≤ C0, ∀z ∈ Γ, j, ℓ = 1, . . . , n− 1,
and
φ(z) + ηµ(z) ≥ 1
C0
|z|2 , ∀ |z| ≥M, |η| ≤ ǫ0,
where M > 0 is a constant independent of η. When Γ is a bounded strongly pseudoconvex domain in
Cn−1, we assume that µ, φ ∈ C∞(Γ˜,R) and
(
∂2φ
∂zj∂zℓ
(z)
)n−1
j,ℓ=1
is positive definite at each point z of Γ˜,
where Γ˜ is an open neighbourhood of Γ. Let F
(0)
δ,k : L
2(X,Lk)→ L2(X,Lk) be the continuous operator
given by (11.5) and (11.7) and let F
(0),∗
δ,k : L
2(X,Lk)→ L2(X,Lk) be the adjoint of F (0)δ,k with respect
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to ( · | · )
hLk
. Let D ⋐ X be any open set and we fix any D0 ⋐ D. Put Pk := F
(q)
δ,kΠ
(q)
k F
(q),∗
δ,k . If δ is
small, then
Pˆk,s(x, y) ≡
∫
eikϕ(x,y,s)g(x, y, s, k)ds mod O(k−∞)
on D0, where ϕ(x, y, s) ∈ C∞(Ω) is as in Theorem 5.29, (2.3),
g(x, y, s, k) ∈ Snloc (1; Ω)
⋂
C∞0 (Ω),
g(x, y, s, k) ∼
∞∑
j=0
gj(x, y, s)k
n−j in Snloc (1; Ω),
gj(x, y, s) ∈ C∞0 (Ω), j = 0, 1, 2, . . . ,
and for every (x, x, s) ∈ Ω, x ∈ D0, x = (x1, . . . , x2n−2) = (z, t),
g0(x, x, s) = (2π)
−n2n−1
∣∣∣∣∣det(
(
∂2(φ− sµ)
∂zj∂zℓ
(z)
)n−1
j,ℓ=1
)∣∣∣∣∣ |τδ(s)|2 .
Here
Ω :={(x, y, s) ∈ D ×D × R; (x,−2Im∂bφ(x) + sω0(x)) ∈ V
⋂
Σ,
(y,−2Im∂bφ(y) + sω0(y)) ∈ V
⋂
Σ, |x− y| < ε, for some ε > 0},
V is given by (11.39),
12. The proof of Theorem 5.28
We now prove Theorem 5.28. We will use the same notations and assumptions as section 5.3. Fix
(xˆ0, xˆ0, s0) ∈ Ωˆ, t0 > 0. Put
xˆ0 = (x0, xn,0), x0 ∈ R2n−1, (x0, x0, s0) ∈ Ω,
(xˆ0, ξˆ0) = (xˆ0, t0
∂Φ
∂xˆ
(xˆ0, xˆ0, s0)) = (xˆ0, t0
∂Φ1
∂xˆ
(xˆ0, xˆ0, s0)) ∈
(
U
⋂
Σˆ
)⋂
T ∗Dˆ.
From Lemma 5.26, we know that there are ϕˆ(x, y, s), ϕˆ1(x, y, s) ∈ C∞(Λ), where Λ is a small neigh-
bourhood of (x0, x0, s0), such that ϕˆ(x, y, s) and ϕˆ1(x, y, s) satisfy (5.68), (5.69), (5.70), (5.73) and
(5.74) and ∂ϕˆ∂y2n−1 (x, y, s)− (α2n−1(y)+ sβ2n−1(y)),
∂ϕˆ1
∂y2n−1
(x, y, s)− (α2n−1(y)+ sβ2n−1(y)) vanish to
infinite order at x = y, and tΦˆ(xˆ, yˆ, s) := t(x2n − y2n + ϕˆ(x, y, s)) and tΦ(xˆ, yˆ, s) are equivalent for
classical symbols at every point of
diag ′
(
(U
⋂
Σˆ)× (U
⋂
Σˆ)
)⋂{
(xˆ, xˆ, tdxˆΦ(xˆ, xˆ, s),−tdxˆΦ(xˆ, xˆ, s)) ∈ T ∗Dˆ; (x, x, s) ∈ Λ, t > 0
}
,
tΦˆ1(xˆ, yˆ, s) := t(x2n − y2n + ϕˆ1(x, y, s)) and tΦ1(xˆ, yˆ, s) are equivalent for classical symbols at every
point of
diag ′
(
(U
⋂
Σˆ)× (U
⋂
Σˆ)
)⋂{
(xˆ, xˆ, tdxˆΦ1(xˆ, xˆ, s),−tdxˆΦ1(xˆ, xˆ, s)) ∈ T ∗Dˆ; (x, x, s) ∈ Λ, t > 0
}
.
Let Wˆ be a small neighbourhood of (xˆ0, xˆ0, s0) and let I0 be a neighbourhood of t0 in R+. Put
Λ˜
tΦˆ
:={(˜ˆx, ˜ˆy, t˜∂ ˜ˆΦ
∂x˜
(˜ˆx, ˜ˆy, s˜), t˜ ∂ ˜ˆΦ
∂y˜
(˜ˆx, ˜ˆy, s˜)) ∈ C2n × C2n × C2n × C2n;
˜ˆ
Φ(˜ˆx, ˜ˆy, s˜) = 0, ∂ ˜ˆΦ
∂s˜
(˜ˆx, ˜ˆy, s˜) = 0, (˜ˆx, ˜ˆy, s˜) ∈ WˆC, t˜ ∈ IC0 },
Λ˜
tΦˆ1
:={(˜ˆx, ˜ˆy, t˜∂ ˜ˆΦ1
∂x˜
(˜ˆx, ˜ˆy, s˜), t˜ ∂ ˜ˆΦ1
∂y˜
(˜ˆx, ˜ˆy, s˜)) ∈ C2n × C2n × C2n × C2n;
˜ˆ
Φ1(˜ˆx, ˜ˆy, s˜) = 0, ∂ ˜ˆΦ1
∂s˜
(˜ˆx, ˜ˆy, s˜) = 0, (˜ˆx, ˜ˆy, s˜) ∈ WˆC, t˜ ∈ IC0 }.
(12.1)
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From global theory of complex Fourier integral operators of Melin-Sjo¨strand [21], we know that
tΦˆ(xˆ, yˆ, s) and tΦˆ1(xˆ, yˆ, s) are equivalent for classical symbols at (xˆ0, xˆ0, ξˆ0,−ξˆ0) ∈ diag ′
(
(U
⋂
Σˆ) ×
(U
⋂
Σˆ)
)
in the sense of Melin-Sjo¨strand [21] if and only if Λ˜
tΦˆ
and Λ˜
tΦˆ1
are equivalent in the sense
that there is a neighbourhood Q of (xˆ0, xˆ0, ξˆ0,−ξˆ0) in C2n × C2n × C2n × C2n, such that for every
N > 0, we have
dist (z,Λ˜
tΦˆ1
) ≤ CN |Im z|N , ∀z ∈ Q
⋂
Λ˜
tΦˆ
,
dist (z1,Λ˜
tΦˆ
) ≤ CN |Im z1|N , ∀z1 ∈ Q
⋂
Λ˜
tΦˆ1
,
(12.2)
where CN > 0 is a constant independent of z and z1.
We first assume that ϕ(x, y, s) and ϕ1(x, y, s) are equivalent at each point of Ω in the sense of
Definition 5.27. We take almost analytic extensions of tΦˆ and tΦˆ1 such that
t˜Φˆ(˜ˆx, ˜ˆy, s˜) = t˜ ˜ˆΦ(˜ˆx, ˜ˆy, s˜) = t˜(x˜2n − y˜2n) + t˜˜ˆϕ(x˜, y˜, s˜),
t˜Φˆ1(˜ˆx, ˜ˆy, s˜) = t˜ ˜ˆΦ1(˜ˆx, ˜ˆy, s˜) = t˜(x˜2n − y˜2n) + t˜˜ˆϕ1(x˜, y˜, s˜)(12.3)
on ΛˆC. Here Λˆ = Λ × I1, I1 is a small open neighbourhood of xn,0. We are going to prove that Λ˜
tΦˆ
and Λ˜
tΦˆ1
are equivalent in the sense of (12.2).
Since ∂
2ϕˆ
∂s∂x2n−1
(x, x, s) 6= 0, ∂2ϕˆ1∂s∂x2n−1 (x, x, s) 6= 0(see (5.78)), from Malgrange preparation theorem
(see Theorem 7.57 in [11]), we have
∂ϕˆ
∂s
(x, y, s) = (x2n−1 − β(x′, y, s))g(x, y, s),
∂ϕˆ1
∂s
(x, y, s) = (x2n−1 − β1(x′, y, s))g1(x, y, s)
(12.4)
in some small neighbourhood of (x0, x0, s0), where β, β1, g, g1 ∈ C∞, β(x′, x, s) = β1(x′, x, s) = x2n−1,
g(x, x, s) 6= 0, g1(x, x, s) 6= 0. We may take Λ small enough so that (12.4) hold on Λ. It is easy
to check that ∂
2ϕˆ
∂x2n−1∂s
(x, x, s) = g(x, x, s), ∂
2ϕˆ
∂xj∂s
(x, x, s) = − ∂β∂xj (x′, x, s)g(x, x, s), j = 1, . . . , 2n− 2.
From this observation and notice that ∂
2ϕˆ
∂xj∂s
(x, x, s) is real, j = 1, . . . , 2n− 1, we conclude that
Re g(x, x, s) 6= 0, Im g(x, x, s) = 0,
− ∂Imβ
∂xj
(x′, x, s) = 0, j = 1, . . . , 2n− 2.(12.5)
From (12.4), we conclude that for every N > 0, there is a constant CN > 0 such that for all
(x˜, y˜, s˜) ∈ WˆC, ∣∣∣∣∣∂ ˜ˆϕ∂s˜ (x˜, y˜, s˜)−((x˜2n−1 − β˜(x˜′, y˜, s˜))g˜(x˜, y˜, s˜))
∣∣∣∣∣ ≤ CN |Im (x˜, y˜, s˜)|N ,∣∣∣∣∣∂ ˜ˆϕ1∂s˜ (x˜, y˜, s˜)−((x˜2n−1 − β˜1(x˜′, y˜, s˜))g˜1(x˜, y˜, s˜))
∣∣∣∣∣ ≤ CN |Im (x˜, y˜, s˜)|N .
(12.6)
In view of (12.3), we may take Λˆ and ΛˆC small enough so that on ΛˆC, ∂
2 ˜ˆϕ
∂x˜2n−1∂s˜
6= 0, ∂2 ˜ˆϕ1∂x˜2n−1∂s˜ 6= 0,
and there are δ(x˜′, y˜, s˜) ∈ C∞(ΛˆC), δ1(x˜′, y˜, s˜) ∈ C∞(ΛˆC) such that
(12.7)
∂ ˜ˆϕ
∂s˜
((x˜′, δ(x˜′, y˜, s˜)), y˜, s˜) =
∂ ˜ˆϕ1
∂s˜
((x˜′, δ1(x˜′, y˜, s˜)), y˜, s˜) = 0 on ΛˆC.
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From (12.7) and (12.6), we see that for every N > 0 there is a constant DN > 0 such that for all
(x˜′, y˜, s˜) ∈ ΛˆC, ∣∣∣δ(x˜′, y˜, s˜)− β˜(x˜′, y˜, s˜)∣∣∣ ≤ DN |Im (x˜′, δ(x˜′, y˜, s˜), y˜, s˜)|N ,∣∣∣δ1(x˜′, y˜, s˜)− β˜1(x˜′, y˜, s˜)∣∣∣ ≤ DN |Im (x˜′, δ1(x˜′, y˜, s˜), y˜, s˜)|N .(12.8)
Since ∂
˜ˆϕ
∂s˜ (y
′, y2n−1, y, s) =
∂ ˜ˆϕ1
∂s˜ (y
′, y2n−1, y, s) = 0, δ1(y′, y, s) = δ(y′, y, s) = y2n−1. Hence there is a
constant C0 > 0 such that for all (x˜
′, y˜, s˜) ∈ ΛˆC,
|Im δ(x˜′, y˜, s˜)| ≤ C0(|Im (x˜′, y˜, s˜)|+ |x′ − y′|),
|Im δ1(x˜′, y˜, s˜)| ≤ C0(|Im (x˜′, y˜, s˜)|+ |x′ − y′|).
(12.9)
From (12.3) and (12.7), we can check that
Λ˜
tΦˆ
={(˜ˆx, ˜ˆy, t˜∂ ˜ˆΦ
∂x˜
(˜ˆx, ˜ˆy, s˜), t˜ ∂Φ˜
∂y˜
(˜ˆx, ˜ˆy, s˜);
x˜2n−1 = δ(x˜′, y˜, s˜), x˜2n = y˜2n − ˜ˆϕ(x˜′, δ(x˜′, y˜, s˜), y˜, s˜), (˜ˆx, ˜ˆy, s˜) ∈ ΛˆC, t˜ ∈ IC0 },
Λ˜
tΦˆ1
={(˜ˆx, ˜ˆy, t˜∂ ˜ˆΦ1
∂x˜
(˜ˆx, ˜ˆy, s˜), t˜ ∂ ˜ˆΦ1
∂y˜
(˜ˆx, ˜ˆy, s˜);
x˜2n−1 = δ1(x˜′, y˜, s˜), x˜2n = y˜2n − ˜ˆϕ1(x˜′, δ1(x˜′, y˜, s˜), y˜, s˜), (˜ˆx, ˜ˆy, s˜) ∈ ΛˆC, t˜ ∈ IC0 }.
(12.10)
From Definition 5.27 and (12.4), it is easy to see that
β(x′, y, s)− β1(x′, y, s), ˜ˆϕ(x′, β(x′, y, s), y, s)− ˜ˆϕ1(x′, β(x′, y, s), y, s),
∂ ˜ˆϕ
∂xj
(x′, β(x′, y, s), y, s)− ∂
˜ˆϕ1
∂xj
(x′, β1(x′, y, s), y, s), j = 1, . . . , 2n− 1,
∂ ˜ˆϕ
∂yj
(x′, β(x′, y, s), y, s)− ∂
˜ˆϕ1
∂yj
(x′, β1(x′, y, s), y, s), j = 1, . . . , 2n− 1
(12.11)
vanish to infinite order at x′ = y′. Thus, if ΛˆC is small, then for every N > 0, there is a constant
EN > 0 such that∣∣∣β˜(x˜′, y˜, s˜)− β˜1(x˜′, y˜, s˜)∣∣∣ ≤ EN (|Im (x˜′, y˜, s˜)|N + |Re x˜′ − Re y˜′|N ),∣∣∣˜ˆϕ(x˜′, β˜(x˜′, y˜, s˜), y˜, s˜)− ˜ˆϕ1(x˜′, β˜1(x˜′, y˜, s˜), y˜, s˜)∣∣∣
≤ EN (|Im (x˜′, y˜, s˜)|N + |Re x˜′ − Re y˜′|N ),∣∣∣∂x˜ ˜ˆϕ(x˜′, β˜(x˜′, y˜, s˜), y˜, s˜)− ∂x˜ ˜ˆϕ1(x˜′, β˜1(x˜′, y˜, s˜), y˜, s˜)∣∣∣
≤ EN (|Im (x˜′, y˜, s˜)|N + |Re x˜′ − Re y˜′|N ),∣∣∣∂y˜ ˜ˆϕ(x˜′, β˜(x˜′, y˜, s˜), y˜, s˜)− ∂y˜ ˜ˆϕ1(x˜′, β˜1(x˜′, y˜, s˜), y˜, s˜)∣∣∣
≤ EN (|Im (x˜′, y˜, s˜)|N + |Re x˜′ − Re y˜′|N ),
(12.12)
where ∂x˜ = (
∂
∂x˜1
, . . . , ∂∂x˜2n−1 ), ∂y˜ = (
∂
∂y˜1
, . . . , ∂∂y˜2n−1 ). From (12.8), (12.9), (12.10) and (12.12),
we see that there is a small neighbourhood Q of (xˆ0, xˆ0, ξˆ0,−ξˆ0) in C2n × C2n × C2n × C2n such
that for all N > 0 and every z ∈ Q⋂Λ˜
tΦˆ
, z = (˜ˆx, ˜ˆy, t˜∂ ˜ˆΦ∂x˜ (˜ˆx, ˜ˆy, s˜), t˜∂ ˜ˆΦ∂y˜ (˜ˆx, ˜ˆy, s˜)), x˜2n−1 = δ˜(x˜′, y˜, s˜),
x˜2n = y˜2n − ˜ˆϕ(x˜′, δ˜(x˜′, y˜, s˜), y˜, s˜), we have
(12.13) dist (z,Λ˜
tΦˆ1
) ≤ FN (|Im (x˜′, y˜, s˜)|N + |Re x˜′ − Re y˜′|N ),
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where FN > 0 is a constant independent of z ∈ Q. We claim that if Q is small enough then there is a
constant C1 > 0 independent of z ∈ Q such that
|Im (x˜′, y˜, s˜)|2 + |Re x˜′ − Re y˜′|2 ≤ C1 |Im z| ,
∀z = (˜ˆx, ˜ˆy, t˜∂ ˜ˆΦ
∂x˜
(˜ˆx, ˜ˆy, s˜), t˜ ∂ ˜ˆΦ
∂y˜
(˜ˆx, ˜ˆy, s˜)) ∈ Q⋂Λ˜
tΦˆ
.
(12.14)
From Taylor expansion, it is easy to see that
Im ˜ˆϕ(x′, δ(x′, y, s), y, s)
= Im ϕˆ(x′,Re δ(x′, y, s), y, s) +
∂Im ϕˆ
∂x2n−1
(x′,Re δ(x′, y, s), y, s)Im δ(x′, y, s) + (|Im δ(x′, y, s)|2).
From this and note that Im dxϕˆ(x
′,Re δ(x′, y, s), y, s)|x′=y′ = 0, δ(x′, y, s) = y2n−1 if y = (x′, y2n−1),
we see that there is a constant c0 > 0 such that
(12.15) c0 |x′ − y′|2 ≤
∣∣∣Im ˜ˆϕ(x′, δ(x′, y, s), y, s)∣∣∣+ |Im δ(x′, y, s)| ≤ 1
c0
|x′ − y′|2 ,
for all (xˆ, yˆ, s) in a small neighbourhood of (xˆ0, yˆ0, sˆ0). Thus, if Λˆ and Λˆ
C are small, then∣∣∣Im y˜2n − Im ˜ˆϕ(x˜′, δ(x˜′, y˜, s˜), y˜, s˜)∣∣∣ + |Im y˜2n|+ |Im δ(x˜′, y˜, s˜)|+ |Im (x˜′, y˜, s˜)|
≥ c1 |Re x˜′ − Re y˜′|2 on ΛˆC,
(12.16)
where c1 > 0 is a constant.
We consider Taylor expansion of t ∂
˜ˆ
Φ
∂x˜2n−1
(y′, δ(y′, y, s˜), y, s˜) at Im s = 0:
t
∂
˜ˆ
Φ
∂x˜2n−1
(y′, δ(y′, y, s˜), y, s˜) = t
∂
˜ˆ
Φ
∂x˜2n−1
(y′, δ(y′, y,Re s˜), y,Re s˜)
+ t
( ∂2 ˜ˆΦ
∂x˜2n−1∂s˜
(y′, δ(y′, y,Re s˜), y,Re s˜)
)
iIm s˜+O(|Im s˜|2).
(12.17)
Here we used the fact that ∂δ∂s˜ (y
′, y,Re s˜) = 0 since δ(y′, y,Re s˜) = y2n−1. Since
t
∂
˜ˆ
Φ
∂x˜2n−1
(y′, δ(y′, y,Re s˜), y,Re s˜), t
∂2
˜ˆ
Φ
∂x˜2n−1∂s˜
(y′, δ(y′, y,Re s˜), y,Re s˜)
are real and t ∂
2φ˜
∂x˜2n−1∂s˜
(y′, δ(y′, y,Re s˜), y,Re s˜) 6= 0, we conclude that there is a constant c1 > 0 such
that ∣∣∣∣∣Im(t ∂ ˜ˆΦ∂x˜2n−1 (y′, δ(y′, y, s˜), y, s˜)
)∣∣∣∣∣ ≥ c1 |Im s˜|
for |Im s˜| is small. Thus, if Λˆ and ΛˆC are small, then∣∣∣∣∣Im(t˜ ∂ ˜ˆΦ∂x˜2n−1 (x˜′, δ(x˜′, y˜, s˜), y˜, s˜)
)∣∣∣∣∣+ C0
∣∣∣∣∣Im(t˜ ∂ ˜ˆΦ∂x˜2n (x˜′, δ(x˜′, y˜, s˜), y˜, s˜)
)∣∣∣∣∣
+ |Im (x˜′, y˜)|+ |x′ − y′| ≥ c2 |Im s˜| on ΛˆC,
(12.18)
where C0 > 0 and c2 > 0 are constants. Note that Im
(
t˜ ∂
˜ˆ
Φ
∂x˜2n
(x˜′, δ(x˜′, y˜, s˜), y˜, s˜)
)
= Im t˜.
From (12.9), (12.10), (12.16) and (12.18), the claim (12.14) follows. From (12.14) and (12.13), we
conclude that there is a neighbourhood Q of (xˆ0, xˆ0, ξˆ0,−ξˆ0) in C2n ×C2n ×C2n×C2n, such that for
every N , we have dist (z,Λ˜
tΦˆ1
) ≤ CN |Im z|N , for all z ∈ Q
⋂
Λ˜
tΦˆ
. We can repeat the procedure above
and conclude that there is a neighbourhood Q1 of (xˆ0, xˆ0, ξˆ0,−ξˆ0) in C2n×C2n×C2n×C2n, such that
for every N , we have dist (z1,Λ˜
tΦˆ
) ≤ CN |Im z1|N , ∀z1 ∈ Q1
⋂
Λ˜
tΦˆ1
. We obtain that tΦˆ(xˆ, yˆ, s) and
tΦˆ1(xˆ, yˆ, s) are equivalent for classical symbols at (xˆ0, xˆ0, ξˆ0,−ξˆ0) in the sense of Melin-Sjo¨strand [21].
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Now, we assume that tΦ(xˆ, yˆ, s) and tΦ1(xˆ, yˆ, s) are equivalent for classical symbols at each point
of
diag ′
(
(U
⋂
Σˆ)× (U
⋂
Σˆ)
)⋂{
(xˆ, xˆ, ξˆ,−ξˆ); (xˆ, ξˆ) ∈ T ∗Dˆ
}
.
From global theory of complex Fourier integral operators of Melin-Sjo¨strand [21], we see that Λ˜
tΦˆ
and
Λ
t˜Φ1
are equivalent in the sense of (12.2).
Since ∂
2ϕˆ
∂s∂x2n−1
(x, x, s) 6= 0, ∂2ϕˆ1∂s∂x2n−1 (x, x, s) 6= 0, we may assume that (12.4) hold on Λ. We may
take Λˆ and ΛˆC small enough so that (12.7), (12.8), (12.9) and (12.10) hold on ΛˆC. Since ∂ϕˆ∂y2n−1 (x, y, s)−
(α2n−1(y) + sβ2n−1(y)) and ∂ϕˆ1∂y2n−1 (x, y, s)− (α2n−1(y)+ sβ2n−1(y)) vanish to infinite order at x = y,
it is straightforward to see that if Λˆ is small enough then for every N > 0, every z ∈ Λˆ⋂Λ˜
tΦˆ
,
z = (xˆ, yˆ, t∂
˜ˆ
Φ
∂x (xˆ, yˆ, s), t
∂Φ˜
∂y (xˆ, yˆ, s)) ∈ Λ˜tΦˆ, x2n−1 = δ(x
′, y, s), x2n = y2n − ˜ˆϕ(x′, δ(x′, y, s), y, s), there
is a constant cN > 0 such that
dist (z,Λ˜
tΦˆ1
) + |x′ − y′|N
≥ cN
(
|δ(x′, y, s)− δ1(x′, y, s)|+
∣∣∣˜ˆϕ(x′, δ(x′, y, s), y, s)− ˜ˆϕ1(x′, δ1(x′, y, s), y, s)∣∣∣
+
∣∣∣dx(˜ˆϕ(x′, δ(x′, y, s), y, s)− ˜ˆϕ1(x′, δ1(x′, y, s), y, s))∣∣∣
+
∣∣∣dy(˜ˆϕ(x′, δ(x′, y, s), y, s)− ˜ˆϕ1(x′, δ1(x′, y, s), y, s))∣∣∣).
(12.19)
It is easy to see that there is a constant c > 0 such that for every
z = (xˆ, yˆ, t
∂
˜ˆ
Φ
∂y
(xˆ, yˆ, s), t
∂Φ˜
∂y
(xˆ, yˆ, s)) ∈ Λ˜
tΦˆ
,
x2n−1 = δ(x′, y, s), x2n = y2n − ˜ˆϕ(x′, δ(x′, y, s), y, s),
(xˆ, yˆ, s) is in a small real neighbourhood of (xˆ0, xˆ0, s0), t is in a small real neighbourhood of t0, we
have
(12.20) |Im z| ≤ 1
c0
|x′ − y′| .
From (12.2), (12.8), (12.9), (12.11), (12.19) and (12.20), we see that if Λ and Λˆ are small enough
then for every N > 0, there is a constant BN > 0 such that on Λˆ,
|β(x′, y, s)− β1(x′, y, s)| ≤ BN |x′ − y′|N ,∣∣∣˜ˆϕ(x′, β(x′, y, s), y, s)− ˜ˆϕ1(x′, β1(x′, y, s), y, s)∣∣∣ ≤ BN |x′ − y′|N ,∣∣∣dx ˜ˆϕ(x′, β(x′, y, s), y, s)− dx ˜ˆϕ1(x′, β1(x′, y, s), y, s)∣∣∣ ≤ BN |x′ − y′|N ,∣∣∣dy ˜ˆϕ(x′, β(x′, y, s), y, s)− dy ˜ˆϕ1(x′, β1(x′, y, s), y, s)∣∣∣ ≤ BN |x′ − y′|N .
(12.21)
From (12.4) and (12.21), it is not difficult to see that ϕ(x, y, s) and ϕ1(x, y, s) are equivalent at each
point of Ω in the sense of Definition 5.27. Theorem 5.28 follows.
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