Protein/Peptide microarrays are rapidly gaining momentum in the diagnosis of cancer. High-density and highthroughput peptide arrays are being extensively used to detect tumor biomarkers, examine kinase activity, identify antibodies having low serum titers and locate antibody signatures. Improving the yield of microarray fabrication involves solving a hard combinatorial optimization problem called the Border Length Minimization Problem (BLM P ).
INTRODUCTION
Cancer diagnosis research has taken a new direction recently by adopting peptide microarrays for reliable detection of tumor biomarkers (Chatterjee, et al., [1] ), (Melle, et al ., [7] ), (Welsh, et al. , [8] ). These high-throughput arrays also find application in examining kinase activity, identifying antibody signatures against tumor antigens, etc. High-density peptide arrays are currently fabricated using technologies such as photolithography or in-situ synthesis based on micromirror arrays. The manufacturers of these arrays are facing serious fabrication challenges due to unintended illumination effects such as diffraction and scattering of light. These illumination effects can be reduced dramatically by selecting a right placement of the peptide probes before fabrication. Finding this placement can be formulated as a combinatorial optimization problem, known as the Border Length Minimization Problem (BLMP). Hannenhalli, et al. first introduced BLMP in 2002 [4] . Although the BLMP was formulated in the context of DNA microarrays, peptide arrays share a similar fabrication technology.
The BLMP can be stated as follows. Given N 2 strings of the same length, how do we place them in a grid of size N × N such that the Hamming distance summed over all the pairs of neighbors in the grid is minimized? The BLMP has received a lot of attention from many researchers. The earliest algorithm suggested by Hannenhalli, et al. reduces BLMP to TSP (Traveling Salesman Problem) by computing a tour of the strings and then threading the tour on the grid [4] . Kahng, et al. have proposed several other heuristic algorithms which are considered the best performing algorithms in practice [5] . De Carvalho, et al. introduced a quadratic program formulation of the BLMP but unfortunately the quadratic program is an intractable problem [3] . Later, Kundeti and Rajasekaran formulated the problem as an integer linear program which performs better than the quadratic program in practice [6] .
Despite many studies on the BLMP, the question of whether BLMP is tractable or not remained open for the past 7 years. In this paper, we show that the BLMP is N P-hard. We also consider a generalization of the BLMP called the Hamming Graph Placement Minimization Problem (HGPMP). We show that some special cases of the HGPMP are also N P-hard. On the algorithmic side, we show that a simple version of the algorithm suggested by Hannenhalli, et al. is an O(N )-approximation. On the practical side, we propose a refinement algorithm which takes any solution and tries to improve it. An experimental study of this refinement algorithm is also included.
Our paper is organized as follows. Section 2 formally defines the BLMP and HGPMP. Section 3 provides the N Phardness proof of the BLMP and some special cases of the HGPMP. Section 4 gives the O(N )-approximation algorithm and the refinement algorithm for the BLMP. Section 5 provides an experimental evaluation of the refinement algorithm. Finally, Section 6 concludes our paper and discusses some open problems.
PROBLEM DEFINITION
Let S be a set of strings of the same length with S = {s1, . . . , sn} and let G = (V, E) be a graph with |V | = n. A placement of S on G is a bijective map f : S → V . Let f −1 (u) be the string that is mapped to vertex u by the placement f . We denote the Hamming distance between two strings si and sj as δ(si, sj).
. The Hamming Graph Placement Minimization Problem (HGPMP) is defined as follows. Given S and G, find a placement of S on G of minimum cost. We denote the optimal cost as OP T (S, G), or simply as OP T if it is clear what S and G are.
Obviously, if G is a ring graph, then HGPMP is the same as the well-known Hamming Traveling Salesman Problem (HTSP). If G is a grid graph of size N × N (where N 2 = n), then HGPMP becomes the Border Length Minimization Problem (BLMP), which is the main study of our paper.
N P-HARDNESS OF THE BLMP AND HGPMP
Theorem 1. The BLMP is N P-hard.
We will show that the Hamming traveling salesperson problem (HTSP) for strings (with the Hamming distance metric) polynomially reduces to the BLMP. The HTSP is already defined in Section 2.
The idea of the proof is that given 4N strings for the HTSP we construct (N + 1) 2 strings for the BLMP such that from an optimal solution to this BLMP, we can easily obtain an optimal solution for the HTSP. So we need to consider the variant of the HTSP in which the number of strings is divisible by 4. The proof will be presented in stages. The next three subsections present some preliminaries needed for the proof of the theorem. Followed by these subsections, the proof is presented.
4N -strings traveling salesperson problem
Define an instance of the HTSP as a 4N -strings HTSP if the number of strings in the input is 4N (for some integer N ). In this section we show that the 4N -strings HTSP is N P-hard.
Theorem 2. 4N -strings HTSP is N P-hard.
Proof: We will show that the HTSP polynomially reduces to the 4N -strings HTSP. Let S = {s1, s2, . . . , sn} be the input for any instance of the HTSP. Let ℓ be the length of each input string. Append a string of 2nℓ 0's to the left of each si to get s It is easy to see that in an optimal tour for the above 4N -strings HTSP instance, all the copies of s ′ n will be successive and that an optimal solution for S can be obtained readily from an optimal solution for S ′ . 2
A special instance of the BLMP
Consider the following (N + 1) 2 strings as an input for the BLMP: t1, t2, . . . , t4N , t, t, . . . , t. Here there are N 2 −2N +1 copies of t. There is a positive integer k such that δ(ti, t) = k for any 1 ≤ i ≤ 4N and 2k ≥ δ(ti, tj) > 7 4 k for any 1 ≤ i = j ≤ 4N . Lemma 1. In any optimal solution to the above BLMP instance, t1, t2, . . . , t4N will lie on the boundary of the (N + 1) × (N + 1) grid (see Figure 1) .
Proof: This can be proven by contradiction. Let T be the collection of the strings t1, t2, . . . , t4N . Let q be one of the strings from T that has a degree of 4 in an optimal placement. Let r be one of the strings equal to t that lies in the boundary. Next we show that we can get a better solution by exchanging q and r.
Let u be the number of neighbors of q from T . Let v be the number of neighbors of r from T . Note that 0 ≤ u ≤ 4 and 0 ≤ v ≤ 3. In the current solution, the total cost incurred by q and r is at least 7 4 ku + k(4 − u) + kv = 3 4 ku + kv + 4k. If we exchange q and r, the new total cost incurred by q and r is strictly less than ku + 2kv + k(3 − v) = ku + kv + 3k. The old cost minus the new cost is strictly greater than k − 1 4 ku ≥ 0.
We thus conclude that all the strings of T lie on the boundary of the grid in any optimal solution. 2
A special set of strings and some operations on strings
We denote the (ordered) concatenation of two strings x and y as x + y. If x and x ′ (respectively y and y ′ ) have the same length then, clearly, δ(x + y,
Given a string x = x1x2 . . . x l and an integer h, let REP h (x) be the string x1x1 . . . x1x2x2 . . . x2 . . . x l x l . . . x l , where each xi appears h times (REP stands for "replicate"). It is not hard to see that if x and y have the same length, then δ(REP h (x), REP h (y)) = hδ(x, y).
Given an integer n, we can construct a set of n strings of length n each, An = {a1, a2, . . . , an}, such that δ(ai, aj) = 2 for any 1 ≤ i = j ≤ n. One way to construct An is to let ai = 00 . . . 0100 . . . 0, where there are (i − 1) 0's before 1. It is easy to check that δ(ai, aj) = 2 for any 1 ≤ i = j ≤ n. 
Proof of the main theorem
Now we are ready to present the proof of Theorem 1. Let S = {s1, s2, . . . , s4N } be the input for any instance of the 4N -strings HTSP. Each si has the length l. We will generate (N +1) 2 strings such that an optimal solution for the BLMP on these (N + 1) 2 strings will yield an optimal solution for the 4N -strings HTSP on S.
The input for the BLMP instance that we generate will be T = {t1, t2, . . . , t4N , t, t, . . . , t} where t occurs N 2 − 2N + 1 times. We set ti = REP h (ai) + REP2(si), where ai is the i-th string in the set A4N defined in subsection 3.3. We will choose h later. Also, we set t = REP 4N h (0) + 0101 . . . 01, where the string 01 is repeated l times. We can easily check that:
We choose h so that T satisfies the condition in Lemma 1. Particularly, choose h = 8l. Now we will show that OP TBLMP (T ) = 4(N − 1)(h + l) + 8N h + 2OP THT SP (S), which in turn means that an optimal solution for the BLMP on T will yield an optimal solution for the 4N -strings HTSP on S.
Let A = si 1 , si 2 , . . . , si 4N be an optimal tour for the 4N -string HTSP on S. We construct a solution A ′ for the BLMP on T by placing ti's on the border of the grid in the order ti 1 , ti 2 , . . . , ti 4N and placing the copies of t on the center of the grid. By the equalities (1) and (2), the cost of
On the other hand, let B be an optimal solution for the BLMP on T . By Lemma 1, ti's lie on the border of the grid and the copies of t lie on the center of the grid. Assume that ti's lie in the order ti 1 , ti 2 , . . . , ti 4N . We can construct a tour B ′ for the 4N -strings HTSP on S in the order si 1 , si 2 , . . . , si 4N . By the equalities (1) and (2) 
This completes the proof of Theorem 1. 2
N P-hardness of the HGPMP for other special cases
We can generalize the result in Theorem 1 for other special cases of the HGPMP. We say graph G is "bordered-ring" if G is undirected and G has a ring of size Ω(n α ) for some constant α > 0 such that every vertex in the ring has degree no greater than d and every vertex outside the ring has degree greater than d for some d ≥ 3. For grid graphs, α = Theorem 3. The HGPMP is N P-hard even if G is borderedring.
Proof: By a similar reduction to that of the BLMP above, the theorem follows. 2
An alternate N P-hardness proof for the BLMP
In this section, we give an alternate N P-hardness proof for the BLMP by showing that another variant of the HTSP called k-Segments HTSP polynomially reduces to the BLMP. We believe that the techniques introduced in both of our proofs will find independent applications.
k-Segments traveling salesperson problem
We define the k-segments HTSP and show that it is NPhard. Consider an input of n strings: s1, s2, . . . , sn. The problem of k-segments HTSP is to partition the n strings into k parts such that the sum of the optimal tour costs for the individual parts is minimum.
Theorem 4. The k-segments HTSP for strings is N Phard.
Proof: We will prove this for k = 4 (since this is the instance that will be useful for us to prove the main result) and the theorem will then be obvious.
We will show that the HTSP polynomially reduces to the 4-segments HTSP. Let S = {s1, s2, . . . , sn} be the input to any instance of the HTSP. We will generate an instance of the 4-segments HTSP that has as input (n + 3) strings. Let l be the length of each string in S. Note that the optimal cost for the HTSP with input S is ≤ nl.
Consider the 4 strings: 1110, 1101, 1011, 0111. The distance between any two of them is 2. Now replace each 1 in each of these 4 strings with a string of nl 1's. Also, replace each 0 in each of these strings with a string of nl 0's. Call these new strings t1, t2, t3, t4. The distance between any two of these strings is 2nl.
The input strings for the 4-segments HTSP are q1, q2, . . . , qn+3 and are constructed as follows: qi is nothing but si with t1
. qn+2 is a string of length 4nl + l whose l LSBs are 0 and whose 4nl MSBs equal t3. Also, qn+3 has all 0's in its l LSBs and its 4nl MSBs equal t4.
Clearly, in an optimal solution for the 4-segments HTSP instance, the four parts have to be {q1, q2, . . . , qn}, {qn+1}, {qn+2}, and {qn+3}. As a result, we can get an optimal solution for the HTSP instance given an optimal solution for the 4-segments HTSP instance. 2
A special instance of the BLMP
Consider the following n 2 strings as an input for the BLMP: t1, t2, . . . , tn, t, t, . . . , t. Here there are n 2 − n copies of t. Also, δ(ti, tj) = 16 for any i and j less than or equal to n. δ(ti, t) = 9 for any i ≤ n.
Lemma 2. In an optimal solution to the above BLMP instance, t1, t2, . . . , tn lie on the boundary of the n × n grid and moreover these strings are found in four segments of successive nodes.
Proof: Let T be the collection of strings t1, t2, . . . , tn. By Lemma 1, we conclude that all the strings of T lie on the boundary of the grid in an optimal solution.
Let S1 and S2 be two segments such that S1 and S2 consist of strings from T , strings in S1 are in successive nodes, strings in S2 are in successive nodes, and these two segments are not successive. Consider the case when none of these strings is in a corner of the grid. Let S1 = {a1, a2, . . . , an 1 } and S2 = {b1, b2, . . . , bn 2 }. Let C(S1) =
). The total cost for these two segments is C(S1) + C(S2) + 9(n1 + n2) + 36. If we join these two segments into one, the new cost will be C(S1) + C(S2) + 9(n1 + n2) + 34.
Thus it follows that all the strings of T will be on the boundary and they will be found in successive nodes in any optimal solution. Also it helps to utilize the corners of the grid since each use of a corner will reduce the total cost by 9. Therefore in an optimal solution there will be four segments such that all the segments are in the boundary of the grid, each segment has strings from T in successive nodes, and one string of each segment occupies a corner of the grid. In other words, an optimal solution for the BLMP instance contains an optimal solution for the 4-segments TSP corresponding to T . The optimal cost for this BLMP instance is 25n − 28. 
Construction of strings for the above BLMP instance
We can construct n 2 strings that have the same properties as the ones in the above BLMP instance.
To begin with, we construct (n + 1) binary strings of length n each. The string ti has all 1's except in position i, for 1 ≤ i ≤ n. The position of the LSB of any string is assumed to be 1. String tn+1 has all 1's. Clearly, δ(ti, tj) = 2 for any i and j less than or equal to n. Also, δ(ti, tn+1) = 1 for any 1 ≤ i ≤ n. Now, in each ti (for 1 ≤ i ≤ (n + 1)) replace every 1 with a string of eight 1's and replace each 0 with a string of eight 1's. After this change, δ(ti, tj) = 16 for any 1 ≤ i, j ≤ n and δ(ti, tn+1) = 8 for any 1 ≤ i ≤ n.
Finally, append a 0 to the left of each ti (for 1 ≤ i ≤ n) as the MSB. Also, append a 1 to the left of tn+1. In this case, δ(ti, tj) = 16 for any 1 ≤ i, j ≤ n and δ(ti, tn+1) = 9 for any 1 ≤ i ≤ n.
The alternate proof of the main theorem
Let S = {s1, s2, . . . , sn} be the input for any instance of the HTSP. We will generate n 2 strings such that an optimal solution for the BLMP on these n 2 strings will yield an optimal solution for the 4-segments HTSP on S.
We will use as the basis the (n + 1) strings generated in the above section. Recall that these strings t1, t2, . . . , tn+1 are of length (8n + 1) each. Also, δ(ti, tj) = 16 for any 1 ≤ i, j ≤ n and δ(ti, tn+1) = 9 for any 1 ≤ i ≤ n.
Replace each 0 in each of the above strings with nl 0's and replace each 1 in each of these strings with nl 1's. Now, δ(ti, tj) = 16nl for any 1 ≤ i, j ≤ n and δ(ti, tn+1) = 9nl for any 1 ≤ i ≤ n. Each of these strings is of length (8n + 1)nl.
Replace each 0 in each si with two 0's (for 1 ≤ i ≤ n) and replace each 1 in each si with two 1's and let s ′ i be the resultant string. Note that an optimal solution for the 4-segments HTSP on the revised S will also be an optimal solution for the 4-segments HTSP on the old S. If l is the length of each string in the old S, then 2l will be the length of each revised input string.
The input for the BLMP instance that we generate will be q1, q2, . . . , qn, t, t, . . . , t where t occurs n 2 − n times. Each of these strings will be of length (8n + 1)nl + 2l. The string qi will have s ′ i in its 2l LSBs and it will have ti in its (8n + 1)nl MSBs, for 1 ≤ i ≤ n. The string t will have tn+1 in its (8n + 1)nl MSBs. Its 2l LSBs will be 0101 . . . 01, i.e., the string 01 is repeated l times. Note that δ(qi, qj) = 16nl + δ(s
Note that strings of this BLMP instance are comparable to the strings we had for Lemma 2. This is because the interstring distances are very nearly in the same ratios for the two cases. As a result, using a proof similar to that of Lemma 2, we can show that the strings t1, t2, . . . , tn will all lie in the boundary of the grid in an optimal solution to the above BLMP. Let T = {t1, t2, . . . , tn}. Also, the strings of T will be found in four segments such that one string of each segment occupies one of the corner nodes of the grid. Let S1, S2, S3, and S4 stand for the strings in these four segments, respectively. Let C1, C2, C3, and C4 be the optimal tour costs for S1, S2, S3, and S4, respectively.
Let |Si| = ni for 1 ≤ i ≤ 4. The total cost (i.e., the border length) for the above BLMP solution can be computed as (1,1)   (1,N) (N,N) (N,1) Figure 2 : The thick dark line corresponds to an optimal tour on the input strings follows. Consider S1 alone. The cost due to this segment is C1 + 2(9nl + l) + (n1 − 1)(9nl + l). The cost 2(9nl + l) is due to the two end points of the segment S1. The cost (n1 − 1)(9nl + l) is due to the fact that each string of S1 (except for the one in a corner of the grid) is a neighbor of a t. Upon simplification, the cost for S1 is C1+(n1+1)(9nl+l). Summing over all the four segments, the total cost for the BLMP solution is C1 + C2 + C3 + C4 + (n + 4)(9nl + l). The minimum value of this is obtained when S1, S2, S3, and S4 form a solution to the 4-segments HTSP on T .
Clearly, an optimal solution for the 4-segments HTSP on T will also yield an optimal solution for the 4-segments HTSP on S. This can be seen as follows. Consider the strings in Si and let Qi = a 
ALGORITHMS FOR THE BLMP 4.1 An O(N )-approximation algorithm
In this section, we will show that a simple version of the algorithm suggested by Hannenhalli, et al. is actually an O(N )-approximation algorithm. This algorithm can be described as follows. Assume that the input is the set of strings S = {s1, s2, . . . , s N 2 }. The algorithm first computes a tour T on strings in S. Then it threads the tour T into the grid in row-major order (see Figure 2) . The first step can be done by calling the -approximation algorithm for the HTSP suggested by [2] .
Lemma 3. OP THT SP (S) ≤ 2OP TBLMP (S).
Proof: Let A be an optimal solution for the BLMP on S. Consider the path P ′ drawn as the thick dark line in Figure  2 . Obviously, Cost(P ′ ) ≤ Cost(A) = OP TBLMP (S). Let si 1 and si N 2 be the two endpoints of P ′ . Since the Hamming distance satisfies the triangular inequality, δ(si 1 , si N 2 ) ≤ Cost(P ′ ). Consider the tour that starts at si 1 , traverses along the path P ′ to si N 2 and comes back to si 1 . Obviously, the cost of the tour is Cost(
Theorem 5. The above algorithm yields an O(N )-approximate solution.
Proof: First, we see that Cost(T ) ≤ 3 2 OP THT SP (S) ≤ 3OP TBLMP (S). The first inequality is due to the 3 2 -approximation for the HTSP. The second inequality is due to Lemma 3. Now let us analyze the cost of the solution F produced by the algorithm. Consider the path P drawn as the thick dark line in Figure 2 . Obviously, Cost(P ) ≤ Cost(T ). Also, the total cost of the N rows in F is no more than Cost(P ). By the triangle inequality, it is not hard to see that the cost of each column in F is no more than Cost(P ). There-
A hierarchical refinement algorithm
Several heuristics such as the Epitaxial growth have been proposed to solve the BLMP problem earlier. However most of these heuristics do not improve the cost monotonically. Local search based algorithms are often employed to solve hard combinatorial problems. We now introduce a hierarchical refinement algorithm (HRA). This refinement technique can be applied to any heuristic placement to refine the cost and get a better placement. Let N be the number of probes in the placement, d a positive integer such that d x = N, x ≥ 1 is called the degree of refinement. The refinement algorithm starts with a given placement, then it divides the placement into s We should remark that while solving a sub-problem optimally, we also consider the cost contributed from the neighboring sub-problems. This ensures the monotonic improvement in the placement cost. The refinement algorithm asymptotically runs in Θ(
, the refinement algorithm runs in linear time. For small values of d, the algorithm performs well in practice. HRA is a deterministic refinement algorithm. We further extend this by introducing randomness. The Randomized Hierarchical Refinement Algorithm (RHRA) is similar to the HRA algorithm. RHRA randomly selects a sub-square within the given placement and applies the HRA technique to the selected sub-square. Similar to local search algorithms, repeating RHRA algorithm several times improves the placement cost monotonically. We study the performance of both these algorithms in section 5. 
Quad epitaxial algorithm
The epitaxial (EP X) placement suggested in [5] places a randomly selected probe at the center of the array, it continues placing the probes greedily around the locations adjacent to the placed probes to minimize the cost (i.e. the algorithm almost spends O(N 2 ) time to place each probe). The epitaxial algorithm gives good results for small arrays but for larger arrays the epitaxial algorithm is impractical and extremely slow. We propose the Quad Epitaxial (QEP X) algorithm as a simple extension to the epitaxial algorithm. QEP X yields good performance and is very fast compared to the EP X algorithm. The basic idea behind the QEP X algorithm is to divide the array into four parts, apply EP X algorithm for each of the four parts and finally find an optimal arrangement among the four parts. In section 5 we compare the QEP X algorithm with EP X algorithm.
EXPERIMENTAL STUDY 5.1 Performance of the QEP X algorithm
In this section we compare the performance of QEP X algorithm introduced earlier. We use randomly generated probe arrays of size 32 2 ,64 2 ,128 2 and 256 2 . In all of our experimental studies we compute a lower bound on the solution by picking the smallest 2N (N − 1) edges from the complete Hamming distance graph. Column-4(INIT COST) in the table 1 indicates the placement cost obtained by placing the probes in the row major order as given by the input. Column-5(8) indicates the final placement cost obtained by the epitaxial (quad) algorithm. As we can see from columns 7 and 10, the refinement obtained by the QEP X algorithm is very close to the EP X algorithm. On the other hand QEP X runs 3.6X faster than the EP X algorithm. As we can see from table 1, as the chip size increases EP X algorithm becomes very slow. We ran both EP X and QEP X algorithms on a chip size of 243 × 243 with a time limit of 60 minutes. The QEP X algorithm took around 12 minutes to complete and improved the input placement cost by 36%. On the other hand the EP X algorithm did not complete the placement. From our experiments we conclude that the QEP X can provide a good placement which we can use as an input for refinement/local search algorithms such as RHRA. In the next sub-section we provide our experimental study of HRA and RHRA algorithms on various placement heuristics.
Performance of refinement algorithms
We have applied our HRA, RHRA refining algorithms on the following placement heuristics.
• (RAN D) Random placement: in this placement we just use the order in which the probes are provided to our algorithm.
• (SORT ) Sort placement: in this placement the input probes are sorted lexicographically
• (SW M ) Sliding Window Matching placement is obtained by running the SW M [5] algorithm with parameters (6, 3).
• (REP X) Row epitaxial placement is obtained by running the row-epitaxial algorithm with 3 look-ahead rows.
• (EP X) Epitaxial placement is obtained by running the EP X algorithm
• (QEP X) Quad epitaxial placement obtained by our quad-epitaxial algorithm
The cost of the placement obtained by running the HRA algorithm exactly once is given in column-5 (HRA). Column-6 (RHRA) indicates the placement cost obtained by running our randomized refinement algorithm RHRA for 350 iterations. From table 2 we can see that as initial placement moves closer and closer towards the lower bound the refinement percentage decreases, which is logical. For test cases with 729, 6561 (1024, 4096) probes we use a refinement degree d = 3 (d = 2). Choosing a bigger refinement degree gives better refinements, however takes more time. Finally we conclude that our refinement algorithms would be very useful when applied in conjunction with fast initial placement heuristics. A fully function program called blm-solve implementing all our algorithms can be downloaded from the website http://launchpad.net/blm-solve, the web-site also has all the supplementary details used in the our experimental study.
CONCLUSIONS
In this paper we have studied the Border Length Minimization Problem (BLMP) that has numerous applications in biology and medicine. We have solved a seven-year old open problem in this area by showing that the BLMP is N Phard. Two different proofs have been given and we believe that the techniques in these proofs will find independent applications. We have also shown that certain generalizations of the BLMP are N P-hard as well. In addition, we have presented a hierarchical refinement algorithm (HRA) for the BLMP. Deterministic and randomized versions of this algorithm can be used to refine the solutions obtained from any algorithm for solving the BLMP. Our experimental results indicate that indeed HRA can be useful in practice.
One of the best performing algorithms for the BLMP is the epitaxial algorithm (EPX). This algorithm takes too much time especially when the number of probes is large. In this paper we present a variant called the quad-epitaxial algorithm (QEPX) that is much faster than EPX while yielding a solution that is very close to that of EPX in quality. QEPX partitions the input into four parts, works on each part separately, and finally combines these solutions. This idea can be extended further to partition the input into more parts and hence this algorithm is ideal for parallelism.
Some of the open problems are: 1) In this paper we have used a simple lower bound on the quality of solution for the BLMP. It will be nice to develop tighter lower bounds; 2) Develop more efficient algorithms than EPX; and 3) Design parallel algorithms for the BLMP.
