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Abstract
Once an experiment has ended at a neutron imaging instrument, users often ask themselves how to proceed with the collected data.
Large amounts of data have been obtained, but for ﬁrst time users there is often no plan or experience to evaluate the obtained
information. The users are then depending on the support from the local contact, who unfortunately does not have the time to
perform in-depth studies for every user. By instructing the users and providing evaluation tools either on-site or as free software
this situation can be improved. With the continuous development of new instrument features that require increasingly complex
analysis methods, there is a deﬁcit on the side of developing tools that bring the new features to the user community. We propose
to start a common platform for open source development of analysis tools dedicated to processing neutron imaging data.
c© 2015 The Authors. Published by Elsevier B.V.
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1. Introduction
Neutron imaging is a transmission imaging method that uses neutrons as radiation for the image acquisition process.
The resulting images are mostly radiographs that represent the intensity of the neutrons transmitted through a sample.
Neutron beams with suﬃcient ﬂux are only provided at large scale research facilities that provide beam time for
external users at imaging instruments. Many users do not have the technical knowledge to analyze the data when they
come to a neutron imaging beam line for the ﬁrst time. These users are instructed by the local contact at the instrument
how to process the data and in some cases the local contact is also performing some of the processing as a part of
collaboration with the users.
A successful experiment relies on a close collaboration between users and instrument operators. The process starts
with the experiment objectives that are given by the research topic of a user. These objectives are then formulated into
a neutron imaging experiment. The experiment results in a large set of image data that needs to be analyzed in order
to provide the information needed for the ﬁnal publication that reports the results of the experiment. The amount and
complexity of the data analysis varies with the nature of the experiment. Processing of the image data is an important
and time consuming step that may be overseen, especially by inexperienced users. In addition to the time needed for
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the data processing it is also important to invest in infrastructure for the processing, which includes dedicated software
and hardware. This investment is unfortunately often beyond the budget of the research project with the consequence
that the publications are delayed or it may even lead to unpublished data. On the other hand there are also examples
of users who have invested in dedicated staﬀ and infrastructure for handling the image data. Some of these advanced
users even develop their own analysis tools that are specialized to meet the needs of the following modelling of sample
processes.
Neutron imaging is not limited to radiography but also allows several other methods like computed tomography,
time-series imaging, energy selective imaging, grating interferometry, polarized neutron imaging, and diﬀraction
imaging. These methods require speciﬁc data processing to obtain the expected information. Data processing which
can be considered part of the instrument is referred to as computational imaging. Many of these instrument methods
also operate with a fraction of the neutrons provided by the source due to energy selection and beam manipulation.
This reduction of neutrons and the steadily decreasing pixel sizes and exposure times have a negative impact on the
signal to noise ratio of the images due to the decreasing neutron dose per pixel, i.e. the SNR will decrease in the
images. The lower SNR levels put stronger robustness constraints on the computational methods that prepare the data
for the ﬁnal purpose of the experiment.
In this paper we describe the typical data processing work-ﬂow adequate for neutron imaging data and identify
ﬁelds in computational imaging that are relevant for neutron imaging in the future.
2. Work-ﬂow
It can be distinguished between two speciﬁc work ﬂows; one during the experiment and the other that can take
place at any time after the experiment ﬁnished. Figure (1) illustrates the two work ﬂows. During the experiment the
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Fig. 1. Flow chart describing typical data processing steps of a neutron imaging experiment
typical tasks are to verify and optimize the image quality during the acquisition and also to follow the progress of the
running experiment. For this task single images are observed and the results are mostly not used as ﬁnal evaluation.
Typical operations are normalization, i.e. computing transmission or optical density images, and spot reduction. This
gives feedback if the experiment conditions are good or if some parameters need to be changed. In case of grating
interferometry the output images (transmission, diﬀerential phase, and dark ﬁeld) are also estimated. For energy
selective neutron imaging the calibration data needs to be evaluated in order to decide relevant experiment parameters
for the sample. These operations are done by the person operating the experiment, either the user or the instrument
scientist.
The second work ﬂow concerns the preparation of the data and to perform the ﬁnal analysis. This part highly
depends on the experiment type, but in general it also includes normalization to open beam, spot removal (e.g. Li
et al. (2006)), and noise reduction. The graph in ﬁgure (2) shows the amount of data produced during the acquisition
and analysis of a CT scan using the micro setup at ICON (Lehmann et al. (2007)). The scan consists of 625 to 1125
projections with 2048×2048 16 bits pixels and takes about 17-22 hours to complete. Each processing step requires
more intermediate storage. Most of the intermediate data like normalized projections and sinograms can be discarded
once the analysis is completed, which reduces the amount of data needed to be transferred and stored in the last step.
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There are other intermediate steps like raw and ﬁltered volumes that are relevant to keep since they may be needed
for later processing tasks. The processing of a CT data set naturally includes the CT reconstruction to transform the
projection data into a volume image of the sample. This step is often followed by the application of a de-noising ﬁlter
to improve the SNR and hence improve the accuracy of the next steps. The clean reconstructed data is then segmented
using either semi-automatic or fully automatic methods depending on the amount of data. After the segmentation
the user has several options like geometrical analysis to determine the dimensions of sample features, quantiﬁcation
using the gray levels, and ﬁnally to produce media rendering of selected parts of the sample. The last step is mainly
for presentations, publications, didactic, or PR purposes. The time consumed by each step partly depends on the
computational resources but also on the experience of the person performing the processing. Also the quality of the
processing depends on the experience of the person. Here, we do not only refer to the experience in using image
processing methods but also the knowledge about the sample that makes it possible to identify relevant features in the
data. For this reason, a collaboration between instrument scientists and users is essential also after the experiment in
order to produce the best results.
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Fig. 2. Time and data foot print for the processing of a typical tomography data set.
3. Tools to process neutron imaging data
Processing data from neutron imaging experiments requires a palette of software tools. A great part of these
processing tasks are solved using commercial software. On the other hand several eﬀorts are made mainly by the
beam line staﬀ to provide user friendly tools to solve speciﬁc operations that are not provided by the commercial
tools. These tasks are closely related to instrumentation speciﬁc requirements, the physics of neutron interaction
with matter or aims at handling extreme acquisition conditions. Due to the small market oﬀered the neutron imaging
community it is understandable that the commercial providers are not oﬀering these tools.
3.1. Commercial software
The commercial software tools used to analyze neutron imaging data are a mix of tools like Octopus for CT recon-
struction (Inside Matters (2014)), VG Studio MAX (Volume Graphics (2014)), or Avizo (FEI (2014)) are commonly
used software for volume segmentation and rendering using high level user interfaces. In contrast to these GUI based
tools also general purpose tools like Matlab (MathWorks (2014)) and IDL (Exelis (2014)) are used for speciﬁc analysis
tasks closer to the objectives of the advanced users.
3.2. Non-commercial software
One of the most frequently used image processing tools for neutron imaging data is ImageJ (Schneider et al.
(2012)). This is a Java based platform with a wide palette of operations to perform calculations on one or more
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images. A great advantage of ImageJ is that it relatively easy to use, also for new users. It is supported on all relevant
operating systems which is good for the portability. For the users who need a speciﬁc task that is not provided by the
ImageJ development community, it is possible to implement new processing plugins that are easily added to ImageJ.
One example of such plugins is the Image Referencing plugin1 that computes neutron dose corrected transmission
images from all images in a stack relative to a reference image (open beam, image at t0, etc.). This is a basic operation
performed several times during an experiment therefore this plugin saves time and makes the work with the images
more precise. For the advanced users there is also an option to process the data using Python, this is especially done
with support from scientiﬁc packages that support image processing operations. This can be considered an alternative
to the commercial numerical analysis tools previously mentioned in section 3.1.
3.3. Speciﬁc tools
At most large scale facilities dedicated tools for data evaluation have been developed which are available to the user
community. At Oak Ridge National Laboratory the tools iMARS Bilheux and Bilheux (2015) was developed for basic
processing of neutron images. It is based on Matlab and provides a GUI. Another example are the tools developed at
Paul Scherrer Institute. The image processing platforms KipTool and MuhRec Kaestner (2011) have been developed
to provide a platform for ﬂexible implementation of new concepts needed to solve speciﬁc processing tasks for neutron
imaging data. These tools have been developed with the tasks found in the ﬁeld of neutron imaging in mind. Still,
they can be used for any image data with the same basic characteristics. Using these tools it is possible to add new
processing features even during an experiment if the user needs some speciﬁc feature in the CT-reconstruction. Both
MuhRec and KipTool are also non-commercial, therefore the users can download them for continued work at home if
the data could not be processed during the experiment. MuhRec is a reconstructor for computed tomography, currently
it only supports parallel beam geometry. A lot of eﬀorts have been invested in providing a user interface since many
users visiting neutron imaging beamlines are not used to working with CLI based applications. For advanced users a
CLI is oﬀered, making it possible to process multiple scans using shell scripting. KipTool is an image processing tool
used to process 3D images or sequences of 2D images like time-series. The currently most used processing module
is an inverse scale space ﬁlter based on the ROF denoising model Burger et al. (2006). This ﬁlter has the ability to
remove the noise component from an image while the image structures are left intact. This ﬁlter is an ideal example
how the use of computational methods can help to overcome the limitations of experiment time and neutron statistics.
The ﬁlter implementation is multi-threaded and optimized for minimal memory usage. Other KipTool processing
modules are provided for classiﬁcation and segmentation, back-ground removal from volumes, etc.
10 4
0 2 4 6 8
10 5
0
1
2
3
4
5
6
Original
Filtered
Original Filtered Original-Filtered
Fig. 3. A nCT slice showing a cut through a seed wrapped in Al tape (left) ﬁltered using an ISS ﬁlter. The diﬀerence image shows that the ﬁlter
only removes noise and artifacts. The histogram to the right shows that the application of the ﬁlter greatly improved the signal to noise ratio.
Both KipTool and MuhRec are based on a chain processing engine that can be conﬁgured and loaded at run
time which give the user the possibility to change the processing steps and the order using the GUI or by providing
1 The plugin can be downloaded on http://www.imagingscience.ch
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parameter ﬁles for the CLI. A speciﬁc GUI widget that has been implemented to support the conﬁguration of the
processing chain on the user level is shown in ﬁgure 4. The latter option makes it possible to process several data
sets using shell scripting. The chain conﬁguration data is used by a factory object (Gamma et al. (1995)) that loads
the module binaries and conﬁgures them in the processing chain of the processing engine. The processing engine
that executes the processing modules is only aware of an abstract module interface, the function of the processing
modules and their parameters are irrelevant to the engine. This makes it possible to separate the application from the
modules with the advantage that a developer does not have to go deep into the process engine code to implement a
new processing module. In the processing engine the resulting image data (an image volume or a projection data set)
from one processing module is pushed forward to the next module in the sequence deﬁned by the chain.
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Fig. 4. Conﬁguration of the processing chain. Using a GUI widget (a) users can easily conﬁgure the chain and set module parameters. The
conﬁguration is set up as a processing chain that processes the data.
The PSI tools are implemented in C++ and Qt 5.x is used for the GUI. The intention is to support three diﬀerent
OS platforms and since both tools are rather memory intensive only 64-bit versions are oﬀered. The applications also
scale well with available memory and CPUs.
4. Discussion
The success of a neutron imaging relies on good experiment planing and instrumentation. The importance of the
last step of the experiment, processing the data, should not be forgotten. Without dedicated data processing and
knowledge how modern data processing methods can be utilized, the experiment outcome may not reach the quality
that is needed in todays highly competitive scientiﬁc community. Neutron imaging has moved from the question ”can
we see it” to questions like ”how much is there”, ”how big/small is it”, ”how much did it change”, etc. To be able
to answer these quantitative scientiﬁc questions in the context of continuous development of new instrument features
more eﬀorts need to be invested in the development of analysis methods dedicated to neutron imaging. It is not
only the instruments that become more complex, there is also a continuous development on the side of mathematical
methods to solve tasks like super-resolution, deconvolution, data fusion of multiple data sources, and very important
the development of reconstruction algorithms for computed tomography. Due to the availability of faster computers
iterative reconstruction methods are today a feasible choice to reconstruct projections sampled irregularly, sparsely,
or with limited view. Examples showing the use of iterative reconstruction methods for neutron imaging are Wang
et al. (2015) and King et al. (2014). These mathematical tools are in many cases developed but the application to
neutron imaging has been limited due to ignorance, skepticism, and plainly the fact that there is not time devoted to
investigating and showing the advantages that the introduction of state of the art computational methods can bring to
the data.
Once the analysis methods are developed and evaluated, they also have to be made available to the neutron imaging
community. This can not be expected to be provided by commercial software vendors and will be a task for the people
working with the data. Ideally, the development of analysis tools should be done on an open source platform where all
can contribute on a common base to avoid expensive double work. This would make it possible for the whole neutron
imaging community to contribute; beamline staﬀ as well as users. A larger developer community would also mean
that there will be better quality and veriﬁcation if there are clear guidelines for the development and routine testing
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before release. Another aspect of developing common tools, is that users who are performing experiments at diﬀerent
facilities will be able to use the same work ﬂow with all data, independent of its origin. In the context of portability
of tools it is also important to consider introducing a common data format. Today, the images are stored in one of the
formats that are provided by the image acquisition software (TIFF, ﬁts, raw). These formats are intended for single
images and do not always provide a method to store experiment meta data with the images. As an alternative there
are data formats based on HDF5 (Maddison et al. (1997), De Carlo et al. (2014)) that would be able to contain all
experiment relevant information in a single container. Introducing such global formats must be done in agreement
among the neutron imaging community and it will have consequences on the software that will be used to evaluate the
data. Common data format initiatives will fail if the data needs to be passed through a suite of data converters every
time it is going to be used in a new evaluation tool.
Often, acquisition and evaluation are two separate processes managed by diﬀerent tools. To improve the trans-
parency and eﬃciency of the work ﬂow during the experiments it makes sense to integrate some of the processing in
the instrument control system. Simple tasks are the open beam correction, but it would be possible to integrate also
the CT reconstruction or in the case of grating interferometry experiments directly compute the triplet of amplitude,
diﬀerential phase, and dark ﬁeld images. This information will make it easier to follow the progress of the experiment,
but it may not be the ﬁnal processing since corrections are often required to be done to obtain the ﬁnal high quality
data. Much time would however be saved if the core algorithms are decoupled from the user interfaces since then the
same code can be used for diﬀerent tasks.
5. Conclusions
Image processing is essential for the interpretation of neutron imaging data. In some cases image processing is an
inherent part of the image acquisition process in other cases it is used as a pure post processing operation. In order to
analyze the data. In many cases the data hides more information than can be directly observed in the measured data.
This is in particular the case when the experiments are pushing the limitations of the instrument hardware. The image
processing research community is working on solving robust methods to improve the image quality using model
as well as model free processing methods. In the future it is important to fuse the eﬀorts of the two communities
to improve the output of the experiments. Finally, this must be made in manner that also the users will be able to
perform their own processing of the data. This is proposed to be done joining the development eﬀorts by starting an
open source community dedicated to processing neutron imaging data. In addition to developing tools, to make this
approach realistic there is also an educational task involved. The users can not be expected to be experts in image
processing from on day to the other, therefore a close collaboration which includes schools and hands on sessions
with the experts is required. Once the users are working on the data themselves it is still recommended to keep the
contact with the instrument staﬀ to guarantee the quality of the analysis.
Nomenclature
ROI Region Of Interest
ROFRudin-Osher-Fatemi
ISS Inverse Scale Space
SNRSignal to Noise Ratio
nGI neutron Grating Interferometry
GUI Graphical User Interface
CLI Command Line Interface
OS Operating System
nCT neutron Comuted Tomography
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