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FORMAL SYMPLECTIC REALIZATIONS
ALEJANDRO CABRERA AND BENOIT DHERIN
Abstract. We study the relationship between several constructions of symplectic realiza-
tions of a given Poisson manifold. Our main result is a general formula for a formal symplectic
realization in the case of an arbitrary Poisson structure on Rn. This formula is expressed
in terms of rooted trees and elementary differentials, building on the work of Butcher, and
the coefficients are shown to be a generalization of Bernoulli numbers appearing in the lin-
ear Poisson case. We also show that this realization coincides with a formal version of the
original construction of Weinstein, when suitably put in global Darboux form, and with the
realization coming from tree-level part of Kontsevich’s star product. We provide a simple
iterated integral expression for the relevant coefficients and show that they coincide with
underlying Kontsevich weights.
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1. Introduction
A symplectic realization of a Poisson manifold (M,π) is a Poisson map from a symplectic
manifold (S, ω) to (M,π), which is also a surjective submersion. Symplectic realizations
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are very natural objects in Poisson geometry from the point of view of integration and
quantization theory of Poisson manifolds.
Namely, following the standard “quantization dictionary” that associates a quantum al-
gebra Aπ of observables with a Poisson manifold (M,π) (deformation quantization) and a
Hilbert space Hω of states with a symplectic manifold (S, ω) (geometric quantization), a
symplectic realization should quantize to a representation of Aπ on Hω, which is the object
encoding the symmetries at the quantum level (see [16]). From the perspective of global
integration of Poisson manifolds, symplectic realizations naturally arise as source maps of
symplectic groupoids (S, ω) ⇒ (M,π), which are the objects that integrate Poisson mani-
folds. Symplectic realizations contain a lot of information about integrability. For instance,
Crainic and Fernandes showed in [6] that a Poisson manifold is globally integrable if and only
if it admits a complete symplectic realization. However, in the global integration case, the
symplectic realization does not carry all the information about the integrating symplectic
groupoid (some extra data is needed to define a global inverse map for instance).
The situation is different for the local/formal integration of Poisson manifolds by lo-
cal/formal symplectic groupoids. Recall that a local symplectic groupoid is, roughly, the
structure obtained by restricting a global symplectic groupoid to a neighborhood of its unit
space, while a formal symplectic groupoid is the structure obtained by taking ∞-jets of the
symplectic groupoid structure maps (or their pullbacks as in [12]) at the unit space. In the
local/formal case, all the structure maps of the local/formal symplectic groupoid, including
the inverse map, can be recovered from the source map alone ([15]), i.e., from a local/formal
symplectic realization. Another simplification in this case is that the domain of the symplec-
tic realization can always be taken to be the cotangent bundle of the Poisson manifold, or,
more precisely, a local/formal neighborhood of its zero section.
Given a Poisson manifold (M,π), the problem of constructing a local/formal symplectic
realization can essentially be tackled in two ways, both of which start by considering a
deformation ǫπ of the zero Poisson structure on M by a parameter ǫ. For the zero Poisson
structure, the canonical bundle projection q : T ∗M → M is a symplectic realization, where
the symplectic form on the cotangent bundle is the canonical one ω0.
The first way is to try to deform ω0 into another symplectic form ωǫ such that the bundle
projection q remains a symplectic realization from (T ∗M,ωǫ) (or from a neighborhood of its
zero section) to (M, ǫπ). This approach was the original one of Weinstein in [15], who gave
an integral formula for ωǫ and proved the result in the case M = R
d. The result for a general
manifold has been proven recently by Crainic and Marcut in [7].
The second way is the approach of Karasev in [11] that keeps the canonical symplectic form
ω0 fixed and deforms the bundle projection into a symplectic realization qǫ : (T
∗M,ω0) →
(M, ǫπ). The formal expansion of qǫ in the case M = R
d has been shown in [9] to coincide
with the formal symplectic realization that one can extract (see [5]) from the tree-level part
of the Kontsevich star-product given in [14].
The results of this paper can be summarized as follows: in the case M = Rd, we establish
the explicit relationship between the above two constructions (Proposition 10 and Theorems
15, 27) and we provide an explicit formula for the formal Karasev symplectic realization
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(Theorems 21 and 24). This explicit formula generalizes the known expression
qǫ(x, p) =
∑
n≥0
Bn
n!
(−ǫ ad∗p)
n(x), Bn : Bernoulli numbers,
valid for a linear Poisson structures on the dual of a Lie algebra g∗ ≃ Rq, to the non-linear
case. In the non-linear case, the underlying combinatorics is more complicated and we resort
to Butcher’s techniques [1] involving rooted trees and elementary differentials.
The outline of the paper is as follows. In Section 2, we review the construction of ωǫ as
considered in [7, 15], and we give a canonical way to obtain a Karasev-like realization qǫ of
any Poisson manifold out of the deformed symplectic form ωǫ by putting it in global Darboux
form.
The main results are contained in Section 3. We prove that the formal Karasev realization
on M = Rd admits the following formula
αiǫ(x, p) = x
i +
∑
t∈[RT ]
ǫ|t|
σ(t)
ct D
i
tV .
Here, [RT ] is the set of topological rooted trees, ct/σ(t) are coefficients generalizing the
Bn/n! of the linear case formula and D
i
tV is the elementary differential (see Definition 19)
associated with t and the Poisson spray vector field V = −πij(x)pi∂xj . We provide two ways
of computing the coefficients: one based on the Butcher group structure (c.f. eqs. (3.12)
and (3.14)) and another one based on recursively defined iterated integrals: ct = (−1)
|t|It(0),
with
It(θ) =
ˆ 1
0
dλ¯
ˆ λ¯
θ
dθ¯ It1(θ¯) · · · Itm(θ¯), t = [t1, .., tm].
(See Theorem 24 for details.)
Finally, in Section 4 we review the formal (Kontsevich) realization
sK(p, x) =
∂Sπ
2
∂p2
(p, 0, x),
where Sπ
2
is the generating function (extracted from the Kontsevich star-product) of the
formal symplectic groupoid constructed in [5] that integrates the Poisson manifold (Rd, ǫπ).
We prove that it coincides with the Karasev realization (and thus also with the Weinstein
realization when suitably put in Darboux form) and that the underlying coefficients involving
Kontsevich weights/graphs coincide with those given by the iterated integrals It coming from
the Butcher group approach (building on results of Kathotia [13]).
Acknowledgments. We thank Alberto S. Cattaneo for useful remarks and suggestions. B.D.
acknowledges partial support FAPESP grants 2010/15069-8 and 2010/19365-0, as well as the
hospitality of the UC Berkeley mathematics department and São Paulo University ICMC.
A.C. also thanks ICMC-USP and FAPESP for support and hospitality during the elaboration
of this paper. The authors also thank an anonymous referee for helping improve this paper.
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2. General results
In this section, we review the symplectic realization q : (T ∗M,ωǫ) → (R
d, ǫπ) considered
originally by Weinstein in [15] and, more recently, by Crainic and Marcut in [7]. We explain
how it can be constructed out of a Poisson spray, and we show how to put this realization
in “global Darboux form” to obtain a Karasev-like realization qǫ : (T
∗M,ω0)→ (R
d, ǫπ). We
end up by further analyzing the case M = Rd, for which we also consider a formal version of
the constructions.
2.1. Symplectic realizations from Poisson sprays. Let (M,π) be a Poisson manifold
and q : T ∗M → M its cotangent bundle. Throughout the paper V ∈ X (T ∗M) will denote a
Poisson spray for π, namely, a vector field on T ∗M satisfying:
(1) Tξq(V |ξ) = π
♯(ξ) for all ξ ∈ T ∗M
(2) m∗tV = tV , for mt : T
∗M → T ∗M being the diffeomorphism obtained by fiberwise
multiplication by t 6= 0
Remark 1. Notice that Vǫ := m
∗
ǫV = ǫV is thus a spray for the re-scaled Poisson structure
ǫπ.
It follows from the definition that the flow ϕVs of V fixes the zero section and, thus, that
there exists an open neighborhood U1 ⊂ T
∗M of the zero section such that ϕVs is defined for
s ∈ [0, 1]1.
Example 2. A linear connection ∇ on q : T ∗M → M defines a Poisson spray by setting, for
ξ ∈ T ∗M ,
V ∇ξ = Hor
∇(π(ξ))
For each ǫ ∈ [0, 1], we choose an open neighborhood Uǫ ⊂ T
∗M of the zero section such
that ϕVs is defined for s ∈ [0, ǫ]. We can take U1 ⊂ Uǫ for all ǫ ∈ [0, 1]. Following [7], we
consider the following differential forms on Uǫ
ωV,ǫ : =
1
ǫ
ˆ ǫ
0
ds
(
ϕVs
)∗
ω0 = dθV,ǫ,(2.1)
θV,ǫ :=
1
ǫ
ˆ ǫ
0
ds
(
ϕVs
)∗
θ0,
where θ0 is the Liouville one form on T
∗M and ω0 = dθ0 the associated symplectic form
2.
As explained in [7], when evaluated at points of the zero section 0T
∗M ⊂ T ∗M,
ωV,ǫ|0T∗M = ω0 − ǫπ(PT ∗M(·), (PT ∗M(·))
is non degenerate for all ǫ, where PT ∗M : T |0T∗M (T
∗M) → T ∗M is the natural projection.
It thus follows that we can choose possibly smaller neighborhoods U(V )ǫ ⊂ Uǫ where this
2-form is non-degenerate. Then, ωV,ǫ is a (exact) symplectic form on this U(V )ǫ.
Theorem 3. The bundle projection q : (U(V )ǫ ⊂ T
∗M,ωV,ǫ) → (M,−ǫπ) is a symplectic
realization.
1More generally, the results below also hold for any other vector field V satisfying (1) and such that there
is a neighborhood of the zero section on which the flow is defined on [0, 1].
2Notice the sign convention ω0 ≃ dpi ∧ dxi = −dxi ∧ dpi.
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This was proven in [7].
Remark 4. Consider the path construction of the (local) symplectic groupoid (Gǫ,Ωǫ)⇒ M
integrating (M, ǫπ) in terms of (small) cotangent paths modulo cotangent homotopies as in
[4] and [6]. For each initial condition, close enough to the zero section in T ∗M , the flow of Vǫ
produces a particular cotangent path [0, 1]→ T ∗M , defining in this way an exponential map
expVǫ : U1 → Gǫ. The symplectic form above arises as ωVǫ,1 = exp
∗
Vǫ
Ωǫ = ωV,ǫ. The content of
the above theorem can then be understood as follows: the symplectomorphism expVǫ takes
the source map of Gǫ, which is a symplectic realization (as for any symplectic groupoid), to
the projection q.
Remark 5. (Change of spray). Let (M,π) be a Poisson manifold and consider two Pois-
son sprays V1 and V2. Then, uniqueness of symplectic realizations (see [8] and the dis-
cussion below) together with Theorem 3 imply the existence of a symplectomorphism Fǫ :
(U(V1)ǫ, ωV1,ǫ)→ (U(V2)ǫ, ωV2,ǫ) such that q ◦ Fǫ = q.
2.2. Symplectic realizations in Darboux form. First, notice that the realization given
by (U(V )ǫ ⊂ T
∗M,ωV,ǫ, q) is strict in the sense of [8], since it admits a global Lagrangian
section. It is shown in [8] that strict symplectic realizations with 1-connected fibers are essen-
tially unique. More precisely, symplectic realizations inherit a natural additional compatible
(local) Lie groupoid structure (c.f. Remark 4) and there is always a unique isomorphism
between two such local symplectic groupoids over the same Poisson manifold (yielding an
analogue of Lie’s first theorem).
It then follows that two strict symplectic realizations (Si, ωi, Ji), i = 1, 2 of the same Poisson
manifold with 1-connected fibers are always isomorphic: there is a symplectomorphism φ :
(S1, ω1)→ (S2, ω2) such that
J2 ◦ φ = J1.
This isomorphism, though, is not unique if one only considers the realization structure and
all such φ’s are parameterized by automorphisms of the (Si, ωi, Ji), i = 1, 2 acting on the left
and on the right, respectively. In what follows we will focus on the construction of particular
isomorphisms relating symplectic realizations of certain special forms.
Definition 6. We say that a symplectic realization α : (W,Ω) → (M,π) is in Darboux
form if W ⊂ T ∗M is an open neighborhood of the zero section and Ω = ω0|W . Given a
realization r : (S,Ω) → (M,π), a global Darboux frame for it consists of a diffeomorphism
Φ : W ⊂ T ∗M → S such that Φ∗Ω = ω0.
When a global Darboux frame for (S,Ω) exists, the composition of Poisson maps
α = r ◦ Φ : (W,ω0)→ (M,π)
yields an induced realization in Darboux form. By the Lagrangian embedding theorem, strict
realizations always admit global Darboux frames.
Going back to our family of symplectic forms ωV,ǫ, we observe that they are exact for all
ǫ and that ωV,ǫ=0 = ω0. For completeness, we now show that, for each ǫ, there is a natural
global Darboux frame for ωV,ǫ attached to the given data (M,π, V ) coming from a Moser-type
argument.
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Proposition 7. Let (M,π) be a Poisson manifold and V a Poisson spray. Consider the
(ǫ-dependent) vector field XVǫ on U(V )1 defined by
(2.2) iXVǫ ωV,ǫ = −
d
dǫ
θV,ǫ
Then, there exists an open neighborhood W ⊂ U(V )1 ⊂ T
∗M of the zero section such that
the flow ΦV,ǫ of X
V
ǫ is defined on W for ǫ ∈ [0, 1] and Φ
∗
V,ǫωV,ǫ = ω0 for all ǫ ∈ [0, 1].
Proof. Notice that the forms ωV,ǫ and θV,ǫ are well defined on U(V )1 for all ǫ ∈ [0, 1] and that
they define a smooth ǫ-family of differential forms on U(V )1. The vector field X
V
ǫ defined in
eq. (2.2) satisfies XVǫ |0T∗M = 0 for all ǫ since, when evaluated at points of the zero section,
θV,ǫ|0T∗M = 0∀ǫ. Then, there exists an open neighborhood W ⊂ U(V )1 on which the flow
ΦV,ǫ is defined for ǫ ∈ [0, 1]. Finally, a standard computation shows that
d
dǫ
(
Φ∗V,ǫωV,ǫ
)
= Φ∗V,ǫ
(
LXVǫ ωV,ǫ
)
+ Φ∗V,ǫ
(
d
dǫ
ωV,ǫ
)
= Φ∗V,ǫ
(
d
(
iXVǫ ωV,ǫ
))
+ Φ∗V,ǫ
(
d
(
d
dǫ
θV,ǫ
))
= Φ∗V,ǫ
(
d
(
iXVǫ ωV,ǫ +
d
dǫ
θV,ǫ
))
= 0.
The statement then follows from the initial condition ωV,ǫ=0 = ω0. 
As a consequence, there exists a natural family of induced symplectic realizations in Dar-
boux form qǫ = q ◦ ΦV,ǫ : (W ⊂ T
∗M,ω0)→ (M, ǫπ) for ǫ ∈ [0, 1] associated to the spray V .
In the particular case M = Rd below, we shall see that there exists a simpler alternative con-
struction leading to a different Darboux realization which was introduced earlier by Karasev
([11]).
2.3. Symplectic realizations for Rd. In this paragraph, we analyze further the case M =
R
n together with a “flat Poisson spray” V defined from the flat connection ∇flat on T
∗
R
d as
in example 2. We shall also consider its “opposite” V (which will help us later on to take
care of some sign issues), so that they are given by
(2.3) V |ξ=(x,p) = π
ij(x)pi∂xj and V |ξ=(x,p) = −π
ij(x)pi∂xj .
In this case, the symplectic realization realization q : (U(V )ǫ ⊂ T
∗
R
n, ωV,ǫ) → (R
n,−ǫπ)
obtained from the Poisson spray as outlined in Section 2.1 coincides with the original con-
struction by Weinstein in [15]. We shall thus refer to it as the Weinstein realization.
Remark 8. (Sign convention). Here, we will consider the “opposite” symplectic realization
q : (U(V )ǫ ⊂ T
∗
R
n, ωV ,ǫ) → (R
n, ǫπ) obtained from V in the same way. Observe that
ωV,ǫ = −ωV ,ǫ.
In Rd there is a simple way of obtaining global Darboux frames for ωV ,ǫ as follows. Since
we are on flat space, we can define an ǫ-family of maps
ψV ,ǫ : (x, p) 7→ (φǫ(x, p), p)
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from U(V )ǫ to T
∗
R
d by its action on coordinates
ψ∗
V ,ǫ
xi = φiǫ(x, p) :=
1
ǫ
ˆ ǫ
0
(
(ϕVs )
∗xi
)
|(x,p)ds(2.4)
ψ∗
V ,ǫ
pj = pj
It follows that
(2.5) ωV ,ǫ = ψ
∗
V ,ǫ
ω0 = dpi ∧ dφ
i
ǫ
since the flat spray V only acts on the x coordinates.
Remark 9. Notice that when π is an analytic bivector on Rd then ψV ,ǫ is an analytic function
of ǫ.
On the other hand, since
(2.6) Dxφǫ(x, 0) = id
and ψV ,ǫ(x, 0) = (x, 0), the inverse ψ
−1
V ,ǫ
exists in a neighborhood W ⊂ T ∗Rn of the zero
section. It is then an immediate consequence of eq. (2.5) that ψ−1
V ,ǫ
: W → U(V )ǫ is a global
Darboux frame for q : (U(V )ǫ, ωV ,ǫ) → (R
d, ǫπ). The induced Darboux-form realization is
then given by the map
αV ,ǫ = q ◦ ψ
−1
V ,ǫ
: (W,ω0)→ (R
d, ǫπ)
It is not hard to see that the realization αV ,ǫ coincides with the one given by Karasev in
[11] (after rescaling the momenta using mǫ) and we shall refer to it as the Karasev realization.
We have then shown:
Proposition 10. For M = Rd, the map ψ−1
V ,ǫ
: W → U(V )ǫ defined above is a global Darboux
frame for the Weinstein realization defined by ωV ,ǫ. Moreover, the induced Darboux-form
realization coincides with the Karasev realization αV ,ǫ.
The Karasev realization αV ,ǫ ≡ α
i
ǫ(x, p) can be thus obtained from the Weinstein realization
by solving the following equation
(2.7) φǫ(αǫ(x, p), p) = x ∀p.
Remark 11. Notice that the Karasev realization αV ,ǫ does not coincide with the realization
qǫ coming from the general construction of Prop. 7 (ψV ,ǫ is not a flow).
Example 12. Consider a linear Poisson structure πij(x) = −cijk x
k in Rd. It is known that
(cijk ) are the structure constants of some Lie algebra g ≃ R
d so that x naturally belongs to
g
∗ and p to g. In this case, one has ϕVs (x, p) = exp(−s ad
∗
p)x, where ad
∗
p ∈ gl(g
∗) denotes the
coadjoint representation and exp is the exponential on gl(Rd). It follows from eq. (2.4) that
the transformation ψV ,ǫ can be given as an analytic function
φǫ(x, p) =
[
ez − 1
z
]
z=−ǫ ad∗p
(x),
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for ǫ, x, p small enough. Because of this formula, the inverse of φǫ with respect to composition,
namely the realization αV ,ǫ in eq. (2.7), can be given in terms of the multiplicative inverse
of (ez − 1)/z:
(2.8) αV ,ǫ(x, p) =
[
z
ez − 1
]
z=ǫ adp
(x) =
∑
n≥0
Bn
n!
(−ǫ ad∗p)
n(x),
where Bn denote the Bernoulli numbers (B1 = −
1
2
). Notice that this expression is clearly
related to the Baker-Campbell-Hausdorff formula for the Lie algebra g (see also [5, 13]).
3. Explicit formulas for the formal realization in Rd
A formal symplectic realization sǫ : (T
∗
R
n, ω0) → (R
n, ǫπ) is a formal power series of the
form
sǫ(p, x) = x+ ǫs(1)(p, x) + ǫ
2s(2)(p, x) + · · · ,
where the s(i)’s are smooth functions on T
∗
R
n, formally satisfying (i.e. at each order in the
formal parameter ǫ) the partial differential equation
(3.1) {siǫ, s
j
ǫ}ω0(x, p) = ǫπ
ij(sǫ(x, p)).
In this section, we give an explicit formula for the formal version of the Karasev realization
αǫ, generalizing formula (2.8) to the non-linear case. We shall express this formula in terms
of rooted trees and elementary differentials, based on the foundational work of Butcher [1].
3.1. Formal expansions. We now turn to the formal setup by expanding ωV ,ǫ in formal
power series in ǫ. The general discussion about uniqueness of realizations extends to the
formal setup and we shall focus below on a particular isomorphism between formal Weinstein
and Karasev realizations. Later on, in Section §4, we shall show that the formal Karasev
realization coincides directly with one coming from Kontsevich’s star product.
Remark 13. (Conventions). We shall adopt the following conventions when working with
formal power series in C∞(T ∗Rn)[[e]]. Let wiǫ(x, p) = w
i
0(x, p) + ǫw˜
i
ǫ(x, p) with w
i
0(x, p) ∈
C∞(T ∗Rn) and w˜iǫ(x, p) ∈ C
∞(T ∗Rn)[[ǫ]]. For f(x, p) ∈ C∞(T ∗Rn) we shall denote (multi-
variable Taylor expansion)
(3.2) f(wǫ(x, p), p) =
∑
n≥0
ǫn
n!
w˜i1ǫ (x, p)...w˜
in
ǫ (x, p)
[
∂(n)
∂xi1 ...∂xin
f
]
(w0(x, p), p).
First of all notice that the formal flow of V can be written as
φVs (x, p) = (exp(sV )(x), p),
where x¯ = exp(sV )(x) is the formal flow of V (seen as a p-dependent vector field on Rd)
defined in components by the following formal power series
x¯i =
∑
n≥0
sn
n!
Ln
V
(xi).
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Lemma 14. The map φǫ defined in eq. (2.4) is given by the formal expansion
(3.3) φiǫ(x, p) =
∑
n≥0
ǫn
(n+ 1)!
(LV )
n(xi).
This means that the formal version of the Karasev realization αV ,ǫ is defined by the (unique)
functions αiǫ(x, p) ∈ C
∞(T ∗Rn)[[ǫ]] solving eq. (2.7) with φǫ given by the formal expansion
in eq. (3.3).
On can actually solve for αǫ recursively as follows. Consider the formal expansion
(3.4) αiǫ(x, p) = x
i + ǫ
∑
r≥1
ǫr−1αi(r)(x, p).
Using definition Equation (3.2) and Formula (3.3) for φǫ, one gets that Equation (2.7) for αǫ
is equivalent to:
xi =
∑
n,m≥0
∑
r1,..,rm≥1
ǫ(n+r1+...+rm)
(n + 1)!m!
αi1(r1)(x, p) . . . α
im
(rm)
(x, p)
[
∂(m)(Ln
V
xi)
∂xi1 . . . ∂xim
]
(x, p).
Reading this equation at order N in ǫ, one gets
αi(N)(x, p)+
+
N−1∑
n=1
N−n∑
m=1
∑
rl≥1
r+···+rm=N−n
1
(n+ 1)!m!
αi1(r1)(x, p) . . . α
im
(rm)
(x, p)
[
∂(m)(Ln
V
xi)
∂xi1 . . . ∂xim
]
(x, p)+
(3.5) +
1
(N + 1)!
(LN
V
xi)(x, p) = 0
This is a recursive formula for the terms α(N) in αǫ. We summarize these results in the
following
Theorem 15. The formal solution αǫ(x, p) of Equation (2.7) is a formal symplectic realiza-
tion αǫ : (T
∗
R
n, ω0) → (R
n, ǫπ). Moreover, the realization map αǫ is given by the formal
expansion (3.4) with coefficients recursively defined by (3.5) and the formal Darboux frame
ψ−1
V ,ǫ
(x, p) = (αǫ(x, p), p) takes the formal Weinstein realization q : (T
∗
R
d, ωV ,ǫ)→ (R
d, ǫπ) to
the formal Karasev realization given by αǫ.
It is easy to compute the first terms of the realization using the recursion (3.5):
(3.6) αiǫ(x, p) = x
i +
ǫ
2
πvipv +
ǫ2
12
∂uπ
viπwupvpw +
ǫ3
48
∂u∂wπ
viπkuπlwpvpkpw +O(ǫ
4).
Example 16. Let us go back to the linear Poisson structure of Example 12. In this case,
Ln
V
(x) = (−ad∗p)
n(x), which is linear in x for all n ≥ 0. One can directly conclude that
α(n)(x, p) =
(−1)nBn
n!
adnp (x),
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with Bn the Bernoulli numbers, solves the recursion (3.5). Indeed, plugging this equation
into (3.5), derivatives of order ≥ 2 vanish and we get(
BN
N !
+
N−1∑
k=0
Bk
k!(N − k + 1)!
)
(−ad∗p)(x) = 0,
for all N ≥ 1. The l.h.s. is known to be zero for Bernoulli numbers (B0 = 1) and we thus
recover (2.8) as a particular case of the general recursion (3.5).
In the non-linear case, the underlying combinatorics needed to solve recursion (3.5) is more
involved and we need to resort to rooted trees and elementary differentials, which we proceed
to define.
3.2. Rooted trees and elementary differentials. A graph is the data (V,E) of a finite
set of vertices V = {v1, . . . , vn} together with a set of edges E, which is a subset of V × V .
The number of vertices is called the degree of the graph and is denoted by |Γ|. We think of
(v1, v2) ∈ E as an arrow that starts at the vertex v1 and ends at v2.
Two graphs are isomorphic if there is a bijection between their vertices that respects
theirs edges. The set Γ¯ of all isomorphic graphs to a given graph Γ is called a topological
graph.
A symmetry of a graph is an automorphism of the graph (i.e. a relabeling of its vertices
that leaves the graph unchanged). The group of symmetries of a given graph Γ will be denoted
by sym(Γ). Note that the number of symmetries of all graphs sharing the same underlying
topological graph is equal; we define the symmetry coefficient σ(Γ) of a topological graph
Γ to be the number of elements in sym(Γ), where Γ ∈ Γ.
A rooted tree is a graph that (1) contains no cycle, (2) has a distinguished vertex called
the root, (3) whose set of edges is oriented toward the root. We will denote the set of rooted
trees by RT and the set of topological rooted trees by [RT ].
We represent graphically topological rooted trees as depicted in the following figure:
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Figure 3.1.
The set of topological rooted trees can be described recursively as follows: The single
vertex graph • is in [RT ] and if t1, . . . , tn ∈ [RT ] then so is
t = [t1, . . . , tn]•,
where the bracket is to be thought as grafting the roots of t1, . . . , tn to a new root, which is
symbolized by the subscript • in the bracket [ , . . . , ].
Example 17. For instance, the formal expressions
•, [•]•, [[•]•]•, [•, •]•,
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correspond, from left to right, to the topological trees depicted in Figure 3.1. Also observe
that the total number of “•” in these formal expressions corresponds to the degree of the
rooted tree (i.e. the total number of vertices).
Remark 18. Since we are dealing with topological rooted trees, the ordering in [t1, . . . , tm]•
is not important (for instance, we do not distinguish between [•, [•]•]• and [[•]•, •]•).
Definition 19. Let X = X i∂i be a vector field on R
d. We define the elementary differ-
ential of X recursively as follows: For the single vertex tree, we define Du•X = X
u(x), and
for t = [t1, . . . , tm] in [RT ], we define
(3.7) DutX = ∂i1 . . . ∂imX
u(x)Di1t1X · · ·D
im
tm
X,
where we used the Einstein summation convention. For a (non-topological) rooted tree
t ∈ RT , we define DutX := D
u
t¯X, where t¯ is the topological tree underlying t.
Following [1, 10], one has
(3.8) LnXx
i =
∑
t∈[RT ], |t|=n
|t|!
t!σ(t)
DitX,
where the tree factorial is recursively defined as t! = |t|t1! · · · tk! for t = [t1, .., tk], •! =
1. The symmetry factor σ(t) also admits a recursive formula, namely, σ([tn11 , .., t
nk
1 ]) =
n1!σ(t1)
n1...nk!σ(tk)
nk where the trees t1, .., tk are assumed different and the exponent ni
denotes it is repeated ni-times.
The reader is referred to the foundational work of Butcher [1] on elementary differentials
and the use of trees in ordinary differential equations for more information.
3.3. The Butcher group. In a series of works culminating in [1], and inspired by the
Runge-Kutta method for ODEs, Butcher discovered the group GB to be defined below. It
tuned out to be connected to other interesting problems (see [3] for a summary of related
topics) and its appearence here is due to the fact that it encodes the combinatorics behind
the construction of the Karasev realization out of the Weinstein realization via eq. (2.7). Let
GB = {a : [RT ]0 → R : a∅ = 1}
be the set of real valued functions on rooted trees. ([RT ]0 is the set of topological trees
including the empty tree ∅.) Given a vector field X ≡ X i(x)∂xi on R
n, one can associate to
each such function a formal series (or B-series):
a 7→ B(a, ǫX, x) = x+
∑
t∈[RT ]
ǫ|t|
σ(t)
at DtX|x.
Here σ(t) denotes the symmetry coefficient of t. One can extend this assignment toB(a, ǫX, f)
for any function f ≡ f(x) by expanding formally around ǫ = 0 (c.f. eq. (3.2)).
Example 20. Let V p ≡ V
i
(x, p)∂xi be the vector field on R
d defined by V with p seen as a
fixed external parameter. Then, the formal expansion eq. (3.3) for φǫ(x, p) can be expressed
as
(3.9) φǫ(x, p) = B(a, ǫV p, x), where at =
1
t!(|t|+ 1)
.
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Above we have used formula (3.8) to evaluate Ln
V p
xi in terms of rooted trees.
It can then be shown ([1, 10]) that GB admits a group structure (the Butcher group
structure) (a, b) 7→ a · b such that
B(b, ǫX,B(a, ǫX, x)) = B(a · b, ǫX, x).
The unit corresponds to at = 0, ∀t ∈ [RT ].
An explicit recursive formula for the product is
(a · b)t =
∑
s∈S(t)
a(t\s)b(st).
In this formula, S(t) denotes the set of ordered subtrees of t. These are given by subsets s
of vertices of t (including the empty set) such that s is connected with respect to the edges
of t and that s contains the root of t (when non-empty). Also above, t\s denotes the forest
(i.e. the disjoint union of trees) obtained from t by removing the vertices of s as well as
their adjacent edges and the map t 7→ at is extended to forests as sending disjoint unions to
products. Finally, st denotes the tree with edges and root induced from those of t.
In what follows, we shall be mainly concerned with inversion in the Butcher group. First,
notice that the above formula for the Butcher group multiplication induces a recursive formula
for the inverse a 7→ a−1 ∈ GB:
(3.10) a−1t = −
∑
s∈S(t), s 6=t
at\s a
−1
st
.
Alternatively, there is the following explicit formula for a 7→ a−1 ∈ GB (see [3]):
(3.11) a−1t =
∑
p∈P(t)
(−1)|pt| at\p.
In this formula, for each tree t, P(t) denotes the set of partitions of t, namely, all subsets of
the set of edges of t (including the empty set). Here, t\p is used for the forest obtained from
t after the edges in p are erased while pt is the tree obtained by contracting each tree in the
forest t\p to a single vertex and re-establishing the edges of p.
3.4. An explicit formula in terms of elementary differentials. Let c : [RT ] → R be
the function defined by
(3.12) ct =
∑
p∈P(t)
(−1)|pt|
∏
τ∈t\p
1
τ !(|τ | + 1)
,
where the rooted trees τ are taken from the forest t\p.
We have the following expression for the formal Karasev realization.
Theorem 21. Let π be a Poisson structure on Rd. The functions
(3.13) αiǫ(x, p) = x
i +
∑
t∈[RT ]
ǫ|t|
σ(t)
ct D
i
tV
with coefficients t 7→ ct given by eq. (3.12) define a formal symplectic realization αǫ :
(T ∗Rd, ω0)→ (R
d, ǫπ). (And this coincides with the formal Karasev realization defined by eq.
(2.7).)
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Proof. Following eq. (3.9), we can write φǫ(x, p) = B(a, ǫV p, x). Let us assume that there is
another element c ∈ GB such that αǫ(x, p) = B(c, ǫV p, x). Then, the defining eq. (2.7) for
the Karasev realization αǫ is equivalent to
x = B(c, ǫV p, B(a, ǫV p, x)) = B(a · c, ǫV p, x) ∀x, p,
where a · c denotes multiplication in the Butcher group. Hence, c = a−1 provides a solution
to this equation. The Theorem then follows from the general formula for the inverse in the
Butcher group. 
One can easily compute the first coefficients:
c• = −
1
2
, c[•]• =
1
12
, c[•,•]• = −
1
24
, c[[•]•]• = 0,
accordingly leading to the expression (3.6) for the first terms in the Karasev realization.
Remark 22. One can also give a recursive formula for the coefficients ct using eq. (3.10) for
the inverse a−1, namely,
(3.14) ct = −
∑
s∈S(t),s 6=t
cst
∏
τ∈t\s
1
τ !(|τ | + 1)
.
Example 23. Let us denote tN the tall tree with N vertices. The recursive formula (3.14)
reduces to
ctN = −
N−1∑
k=0
ctk
(N − k + 1)!
.
It thus follows that ctN =
BN
N !
, ∀N ≥ 1. For a linear bivector π, tall trees are the only trees
contributing in (3.13), since higher derivatives of π vanish. In this way, we recover eq. (2.8)
again, now from our general formula in terms of elementary differentials.
3.5. A Formula in terms of iterated integrals. In this Subsection, we show that the
coefficients in the Karasev realization eq. (3.13) admit an iterated integral definition, as
follows.
Let t = [t1, . . . , tm] be a topological rooted tree. We define recursively functions of θ ∈ [0, 1)
by
(3.15) It(θ) =
ˆ 1
0
dλ¯
ˆ λ¯
θ
dθ¯ It1(θ¯) · · · Itm(θ¯),
with I•(θ) =
1
2
− θ.
Theorem 24. Let αV ,ǫ : (T
∗
R
d, ω0)→ (R
d, ǫπ) be the formal Karasev symplectic realization
defined by the Poisson spray V . Then,
(3.16) αi
V ,ǫ
(p, x) = xi +
∑
t∈[RT ]
ǫ|t|
σ(t)
(−1)|t|It(0) D
i
tV .
14 ALEJANDRO CABRERA AND BENOIT DHERIN
Our proof is based on the following observation (see [2, Section 3.4]). Let η be an Rn-valued
function on [0, 1], f a vector field on Rn and L a linear operator acting on scalar functions
of 1-variable. We consider the following equation
(3.17) ηi(ξ) = yi0 + ǫL(f
i ◦ η)(ξ),
and express the (formal) solution in terms of elementary differentials and rooted trees. Define
recursively scalar functions Λt ≡ Λt(ξ) by
(3.18) Λt = L(Λt1 ...Λtk), Λ• = L(1), for t = [t1 . . . tk].
We define successive approximations η(k) by Taylor expanding f around y0 up to order k and
using the previous approximations on the r.h.s. of the equation, namely,
ηi(k) = y0 + ǫL
(∑
0≤l≤k
1
l!
ηi1(k−1) . . . η
il
(k−1)∂i1...ilf
i(y0)
)
.
By induction, one thus obtains for k →∞,
(3.19) ηi(ξ) = yi0 +
∑
t∈[RT ]
ǫ|t|
σ(t)
Λt(ξ) D
i
tf(y0).
Proof. (of Thm. 24) Let f be an arbitrary vector field on Rn, with (formal) flow ϕs =
(ϕ1s, . . . , ϕ
n
s ). Consider the associated function
φǫ(y) =
1
ǫ
ˆ ǫ
0
ϕs(y) ds, y ∈ R
n,
and its inverse αǫ ≡ αǫ(y) defined by
φǫ(αǫ(y)) = y ∀y.
We know that φǫ(y) = B(a, ǫf, y) is given by a B-series with a ∈ GB defined in eq. (3.9) and
we look for c ∈ GB such that αǫ(y) = B(c, ǫf, y).
It follows from the definition of φǫ that
φǫ(ϕǫξ(y)) = φǫ(y) + ǫ
ˆ ξ
0
du
ˆ u+1
u
ds f(ϕǫs(y)).
On the other hand, φǫ(y) = y + ǫ
´ 1
0
du
´ u
0
ds f(ϕǫs(y)). It thus follows that,
φǫ(ϕǫξ(αǫ(y))) = φǫ(αǫ(y)) + ǫ
ˆ ξ
0
du
ˆ u+1
u
ds f(ϕǫs(αǫ(y))),
ϕǫξ(αǫ(y)) + ǫ
ˆ 1
0
du
ˆ u
0
dsf(ϕǫs+ǫξ(αǫ(y))) = y + ǫ
ˆ ξ
0
du
ˆ u+1
u
ds f(ϕǫs(αǫ(y))).
where, on the r.h.s. of the second step we used that αǫ is the inverse of φǫ.
Denoting ηi(ξ) = ϕiǫξ(αǫ(y)) and defining the operator
g(ξ) 7→ L(g)(ξ) =
ˆ ξ
0
du
ˆ u+1
u
ds g(s)−
ˆ 1
0
du
ˆ u+ξ
ξ
ds g(s),
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it follows that η must be a solution of eq. (3.17). From the expression (3.19) for the solution
we get
αiǫ(y) = η
i(0) =
∑
t∈RT
ǫ|t|
σ(t)
Λt(0) D
i
tf(y0),
where the iterated integrals Λt(ξ) are defined by the recursion (3.18). We have thus shown
that c = Λt(0) yields the B-series for αǫ for any f . Finally, one can verify that
L(g)(ξ) = −
ˆ 1
0
du
ˆ u
ξ
ds g(s),
by examining the underlying 2d (polygonal) region of integration in the first definition of L,
noting that the integrand only depends on s (not on u) and thus deforming this region along
the u-axis without changing the value of the integral. Recalling the definition (3.15) of the
iterated integrals It, we get It = (−1)
|t|Λt and the result thus follows. 
The iterated integrals (3.15) are very easy to compute; for the first rooted trees, we have
I•(θ) = −θ +
1
2
,
I[•]•(θ) =
θ2
2
−
θ
2
+
1
12
,
I[•,•]•(θ) = −
θ3
3
+
θ2
2
−
θ
4
+
1
24
,
I[[•]•]•(θ) = −
θ3
6
+
θ2
4
−
θ
12
.
With these, we recover once more formula (3.6) for the first terms of the formal Karasev
realization.
4. Comparison to the Kontsevich realization
In this section, we recall the formal Kontsevich realization sK : (T
∗
R
d, ω0) → (R
d, ǫπ)
introduced in [5] from the (tree-level part of) Kontsevich’s quantization formula. We show
that it coincides with the formal Karasev realization and, moreover, that the only contributing
Kontsevich weights are exactly those defined by the recursion (3.15).
4.1. The generating function and the Kontsevich realization. In [5], it was shown
that the formal power series
(4.1) Sπ
2
(p1, p2, x) = (p1 + p2)x+
∞∑
n=1
ǫn
n!
∑
Γ∈Tn,2
WΓBˆΓ
(π
2
)
(p1, p2, x),
with x ∈ Rd and p1, p2 ∈ (R
d)∗ is a formal generating function for the formal symplectic
groupoid T ∗Rn ⇒ Rd (where the cotangent bundle is endowed with its canonical symplectic
structure ω0 =
∑
i dp
i ∧ dxi) integrating (Rn, ǫπ). In the above formula,
• Tn,2 is the set of Kontsevich trees of type (n, 2);
• WΓ is a real number called the Kontsevich weight of Γ;
• BˆΓ(π) is the symbol of the Kontsevich operator BΓ(π).
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We refer the reader to Appendix A for the definitions of these objects and to [14, 9] for more
detail.
As shown in [5], the formal source map can be extracted from the formal generating
function as follows:
sK(p, x) =
∂Sπ
2
∂p2
(p, 0, x).(4.2)
Explicitly, the formal realization sK : (T
∗
R
n, ω0)→ (R
n, ǫπ) is given by
(4.3) sK(p, x) = x+
∞∑
n=1
ǫn
n!
∑
Γ∈Tn,2
WΓ
2n
∂BˆΓ(π)
∂p2
(p, 0, x).
and we will refer to it as the formal Kontsevich realization.
Remark 25. (Conventions) The formal generating function above depends on the Poisson
structure through the symbols of the Kontsevich operators. In [5] and [9], the scaling of
the Poisson structure is different: Sπ is used instead of Sπ
2
, and thus the corresponding
formal symplectic groupoid integrates the Poisson structure 2ǫπ instead of ǫπ. We also use
Kathotia’s convention ([13]) for the Kontsevich weights; namely,
WΓ = n!W
K
Γ ,
where WKΓ is the weight actually defined by Kontsevich in [14]. Also, the factor
1
2n
in eq.
(4.3) comes from the recalling of the Poisson structure: namely,
BΓ(
1
2
π) =
1
2n
BΓ(π), for Γ ∈ Tn,2.
4.2. Comparison between Karasev and Kontsevich realizations. As mentioned in the
Introduction, the realization αV ,ǫ is a formal version of the one introduced by Karasev in [11].
This, in turn, was shown in [9] to coincide with the realization sK coming from Kontsevich
trees. Here we explain the argument for completeness (c.f. Theorem 27).
The key tool is the following Lemma:
Lemma 26. ([9]) All formal symplectic realizations from (T ∗Rn, ω0) to (R
n, ǫπ) starting with
the same first order term s(1) and such that, for i ≥ 1, we have
〈s(i)(p, x), p〉 = 0, i ≥ 1,(4.4)
s(i)(λp, x) = λ
is(i)(p, x),(4.5)
coincide.
As shown in [9], sK satisfies the hypothesis of this Lemma. As for αV ,ǫ, writing it as (3.4)
and using equation (3.5), we get that the first term of αV ,ǫ is
1
2
πvipv, which is the same as
for the Kontsevich realization. By inspection of the recursive formula (3.5), we see that each
term of 〈α(N)(x, p), p〉 has a factor of the form
· · ·∂ · · ·∂LV (x
i)pi = · · ·∂ · · ·∂π
vipvpi
which is zero by the antisymmetry of the Poisson structure. This shows that (4.4) holds. An
induction on N using the same equation immediately yields (4.5).
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Theorem 27. Let αV ,ǫ : (T
∗
R
n, ω0)→ (R
n, ǫπ) be the formal Karasev realization defined by
the spray V in eq. (2.7). This realization coincides with the Kontsevich realization sK.
4.3. Kontsevich graphs from trees and recursive formula for the weights. Not all
of the graphs in Tn,2 contribute to sK . Here we identify which of them do and compute the
associated weights, re-obtaining the iterated integrals (3.15) from a different perspective.
To each rooted tree t ∈ RT one can associate Γt ∈ Tn,2 being the Kontsevich tree whose
interior is t and such that all of its terrestrial edges land on 1¯ except for the root of t, which
has its first edge landing on 1¯ and its second landing on 2¯. All the edges landing on 1¯ are
considered to be the first ones. (See Appendix A for details.) It is not hard to check that
the above assignment descends to topological trees so that
Wt¯ := WΓt , t ∈ t¯, t¯ ∈ [RT ],
is well defined. We have thus defined Kontsevich weights for (topological) rooted trees which
we now proceed to compute.
Proposition 28. Let t ∈ [RT ] and Wt be the corresponding Kontsevich weight. Then
Wt = It(0),
where the functions It(θ) were recursively defined in eq. (3.15).
Proof. We proceed by induction on the tree degree, following the strategy outlined by Katho-
tia in [13]. For one vertex, we have I•(0) =
1
2
, which is the Kontsevich weight of Γ•. Suppose
this is true for topological rooted trees with n vertices. Let t = [t1, . . . , tm] such that |ti| < n
for i = 1, . . . , m. Consider the graph Γt(θ) made out of Γt by letting the root second edge
point in the air toward an additional fixed vertex z at distance 1 and angle θ from 1¯ as in
the following figure:
θ θ
λ
t1
tm
t2
r z
Figure 4.1.
Let ωΓt(θ) be the angle-form defined by the angle subtended by the aerial vertices of Γt(θ)
minus the additional vertex z. We define
WΓt(θ) =
ˆ
M¯|t|
ωΓt(θ),
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where the integration is over the configuration space of the |t| aerial vertices of Γt. Clearly,
Wt = WΓt(θ)(0). Denote by θ¯ and λ¯ the angle subtended by the root r of t in Γt(θ) at 1¯ and
z as in Figure 4.1. By Fubini, we have that
WΓt(θ) =
ˆ 1
0
dλ¯
ˆ λ¯
θ
dθ¯
ˆ
M |t|−1
ωΓt(θ)−z ,
where ωΓt(θ)−z is the angle-form subtended by the aerial vertices of Γt(θ) minus z. Because
there is no aerial arrow between the aerial vertices of ti and tj if i 6= j, we have that
(ωΓt(θ)−z)|r=(θ¯,λ¯) = ωΓt1 (θ¯) ∧ · · · ∧ ωΓtm (θ¯),
and by Fubini, we obtain
WΓt(θ) =
ˆ 1
0
dλ¯
ˆ λ¯
θ
dθ¯
(ˆ
M |t1|
ωΓt1(θ¯)
)
· · ·
(ˆ
M tm
ωΓtm (θ)
)
,
=
ˆ 1
0
dλ¯
ˆ λ¯
θ
dθ¯ WΓt1 (θ¯) · · ·WΓtm (θ¯).
In [13], Kathotia computed that WΓ•(θ) =
1
2
− θ, which allows us to conclude that It(θ) =
WΓt(θ) and It(0) = WΓt . 
We thus get as a corollary of Thm. 24 that the only graphs contributing to sK are those
of the form Γt for t a rooted tree:
Corollary 29. sK is given by
(4.6) siK(p, x) = x+
∑
t∈[RT ]
ǫ|t|
σ(t)
(−1)|t|Wt D
i
tV .
Appendix A. Kontsevich’s graphs, operators and weights
A Kontsevich graph of type (n,m) is a graph (V,E) whose vertex set is partitioned in
two sets of vertices V = V a ⊔ V g, the aerial vertices V a = {1, . . . , n} and the terrestrial
vertices V g = {1¯, . . . , m¯} such that
• all edges start from the set V a,
• loops are not allowed,
• there are exactly two edges going out of a given vertex k ∈ V a,
• the two edges going out of k ∈ V a are ordered, the first one being denoted by e1k and
the second one by e2k.
An aerial edge is an edge whose end vertex is aerial, and a terrestrial edge is an edge
whose end vertex is terrestrial. We denote by Gn,m the set of Kontsevich graphs of type
(n,m). Figure A.1 illustrates a graphical way to represent Kontsevich graphs.
Given a Poisson structure π and a Kontsevich graph Γ ∈ Gn,m, one can associate a m-
differential operator BΓ(π) on R
n in the following way: For f1, . . . , fm ∈ C
∞(Rn), we define
BΓ(π)(f1 . . . , fm) :=
∑
I:EΓ→{1,...,d}
[ ∏
k∈V a
Γ
(
∏
e∈EΓ
e=(∗,k)
∂I(e))π
I(e1
k
)I(e2
k
)
] ∏
i∈V g
Γ
( ∏
e∈EΓ
e=(∗,i)
∂I(e)
)
fi.
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The symbol BˆΓ of BΓ is defined by
BΓ(e
p1x, . . . , epmx) = BˆΓ(p1, . . . , pm)e
(p1+·+pm)x.
The following figure illustrates this.
3
1 2
1
2
Figure A.1. A Kontsevich graph Γ of type (n, 2). The terrestrial vertices are
on an imaginary line (the dotted line) and the aerial vertices are placed above
them. The first arrow stemming out of an aerial vertex has a solid black head,
while the second one has a hollow white one.
Example 30. Consider the Kontsevich graph Γ as in Figure A.1. The three aerial vertices
1, 2 and 3 correspond to three copies of the Poisson structure, say πij, πkl and πmn. The two
terrestrial vertices 1¯ and 2¯ correspond to two functions smooth functions on Rd, say f and g.
The arrows correspond to derivatives. Therefore, the Kontsevich operators associated with
this graph is
BΓ(π)(f, g) = π
ij∂n∂iπ
klπmn∂kf∂m∂l∂jg,
where we use the Einstein summation convention of repeated indices. The corresponding
symbol is obtained by replacing ∂if by p
1
i and ∂jg by p
2
j : namely,
BˆΓ(π)(p1, p2, x) = π
ij∂n∂iπ
klπmnp1kp
2
mp
2
l p
2
j .
The order of the arrow is important because flipping, for example, the order of the first aerial
vertex order would introduce a sign, since πij = −πji.
Tn,2 is a subset of Gn,2 that we now define:
Definition 31. Let Γ ∈ Gm,n be a Kontsevich graph. The interior of Γ is the graph Γi
obtained from Γ by removing all terrestrial vertices and terrestrial edges. A Kontsevich graph
is a Kontsevich tree if its interior is a tree in the usual sense (i.e. it has no cycles). We
denote by Tn,m the set of Kontsevich’s trees of type (n,m).
We give now a very rough presentation of the Kontsevich weights, which follows Kathotia’s
conventions in [13], instead of the original ones of Kontsevich in [14]. Let H be the upper
half plane and Rx be the x-coordinate line in H. Given two points p and q in H with p /∈ Rx
, we define the angle function φ(p, q) ∈ [0, 1), which depends on whether q ∈ Rx or not
(φ(p, q) = θ if q ∈ Rx and φ(p, q) = λ if q /∈ Rx), as depicted in Figure A.2 (we refer the
reader to [13, 14] for more details on the angles):
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q
θ
λ
p
q’
Figure A.2.
Observe that, for fixed q and q′ as in Figure A.2, the angles θ and λ determine completely
the position of the point p.
A configuration z = (z1, · · · , zn) with zi ∈ H of a Kontsevich’s graph Γ ∈ Gn,2 is an
identification i 7→ zi of its aerial vertices {1, . . . , n} with the points of the n-tuple z and of
its terrestrial vertices 1¯ and 2¯ with respectively 0 and 1. We denote by Mn the manifold of
all the configurations of Γ; its compactification M¯n is a manifold with corners (see [14] for
details).
Given Γ ∈ Gn,2, we have n pairs of angle-functions on M¯n, which we denote by φ
1
1, φ
2
1, . . . , φ
1
n, φ
2
n.
They are determined by the configuration of the aerial vertices of Γ: Namely, φik = φ(zk, zγi(k))
is the angle-function as above, where γi(k) is the vertex target of eik (the i
th edge of k). This
allows us to define the angle-form on M¯n associated with Γ:
ωΓ =
n∧
k=1
dφ1k ∧ dφ
2
k.
Since ωΓ is a 2n-form and M¯n is a compact real 2n-manifold, we can integrate ωΓ, which give
us the Kontsevich weight of Γ:
WΓ =
ˆ
M¯n
ωΓ.
Remark 32. Following Kathotia, we do not include the original factor 1
n!
in the definition of
the weights, and the factor 1
(2π)n
is taken into account by the rescaling of the angles (we use
[0, 1) instead of [0, 2π)).
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