City University of New York (CUNY)

CUNY Academic Works
Dissertations, Theses, and Capstone Projects

CUNY Graduate Center

6-2022

Symmetries, Zero Modes and Light Transport in Non-Hermitian
Photonics
Jose David Hernandez Rivero
The Graduate Center, City University of New York

How does access to this work benefit you? Let us know!
More information about this work at: https://academicworks.cuny.edu/gc_etds/4795
Discover additional works at: https://academicworks.cuny.edu
This work is made publicly available by the City University of New York (CUNY).
Contact: AcademicWorks@cuny.edu

Symmetries, zero modes and light transport in non-Hermitian photonics

by

Jose David Hernandez Rivero

A dissertation submitted to the Graduate Faculty in Physics in partial fulfillment of the
requirements for the degree of Doctor of Philosophy, The City University of New York

2022

ii

© 2022

Jose David Hernandez Rivero
All Rights Reserved

iii
Symmetries, zero modes and light transport in non-Hermitian photonics
by
Jose David Hernandez Rivero

This manuscript has been read and accepted by the Graduate Faculty in Physics in
satisfaction of the dissertation requirement for the degree of Doctor of Philosophy.

Date

Li Ge
Chair of Examining Committee:

Date

Alexios Polychronakos
Executive Officer

Supervisory Committee:
Mark Feuer
Azriel Genack
Vinod Menon
Mohammad-Ali Miri
Liang Feng
Vadim Oganesyan

The City University of New York

iv
Abstract
Symmetries, zero modes and light transport in non-Hermitian photonics
by
Jose David Hernandez Rivero

Adviser: Professor Li Ge

In this thesis we approach some fundamental aspects of photonic dissipative systems treated
by a non-Hermitian theory. The possibility of an eigenfrequency spectrum distributed in
the complex plane is an exciting feature, rather than a limitation, with useful applications
in photonic systems and new phenomena associated with them. Such systems, since the
advent of parity-time (PT ) symmetry have captured great interest, not only because of the
possibility of real eigenvalues in spite of non-Hermiticity, but also because this symmetry has
led to intriguing phenomena in optics, from simultaneous lasing and coherent absorption to
chiral laser emission. Inspired by these possibilities, we approach symmetry as a first aspect
of non-Hermitian photonic systems, via a systematic study of their properties.
We examine chiral symmetry, which is responsible for a spectrum symmetric about the
origin of the complex plane, finding two main approaches that serve to identify it, and
to construct systems that exhibit this symmetry. Also, through the study of conserved
quantities via Noether’s theorem and new definitions of non-Hermitian inner product, we
identify an emergent symmetry which we term pseudochirality. Remarkably, this symmetry
gives rise to constants of motion in dissipative systems and may signal the excitation of
zero modes or ‘particle’ and ‘hole’ states. Also, we investigate a new type of resonance with
a different origin than the conventional, passive resonances of a scattering system. This
resonance moves on the real frequency axis with increasing gain. We term it as an active
photonic resonance, which we approach via the Wentzel-Kramers-Brillouin method and find

v
its connection to supersymmetric quantum mechanics. We also propose an on-chip laser
device that can be tuned over 100 nm.
Some symmetries provide support to states of light with attractive properties: we present
zero modes as a second aspect of non-Hermitian photonics. Zero modes are oscillating states
with real frequency and are closely related to the laser modes of photonic arrays. If the zero
mode is also an exceptional point, additional symmetries can provide protection to this mode,
despite the exceptional point being intrinsically unstable and sensitive to perturbations. By
partitioning the system between a bulk and a boundary, we unveil the origin of these robust
exceptional points, pointing towards a state we called the restricted bulk zero mode, which
impose constraints on the zero modes that produce the robust exceptional point. Based
on the study of the restricted bulk zero mode, we explored a new type of zero mode that
exists independently of the disorder and symmetries of the bulk, reason why we name it the
symmetry-free zero mode. We distinguish it from an ordinary defect state and propose a
way to achieve it which is compatible with experiments.
One of the central problems of non-Hermitian photonics is how light can be transmitted
through dissipative media, in systems where gain and loss occur. We analyze this third aspect
of non-Hermitian photonics through the study of the scattering properties of a photonic
system: although the transmission and reflection of waves can be utterly different in pairs
of systems with opposite distributions of gain and loss, we find a scaling that renders the
transmission and reflection time-reversal-invariant and is common to both systems. We
also study arrays of photonic components and the properties of light propagation in such
platforms, focusing on edge states of topologically non-trivial photonic systems. With the
inclusion of gain and loss along a boundary, a new edge band emerges with features such
as diverging group velocity and exceptional points, resulting in superluminal propagation of
edge states. The boundary is reconfigurable; hence it allows robust control of light transport.
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Chapter 1
Introduction
One of the long-standing goals of physical sciences is to control light. From the coloring of
stained glasses of the majestic medieval cathedrals, to bending light with lenses and mirrors
in telescopes, to the generation of single photons emitted by nanoscopic semiconductors, it
has been an exciting enterprise to understand light. Optics is a science that uses light as its
prime subject, encompassing all the ray and wave phenomena, alongside the interaction of
light with matter [1, 2], and it has been at the core of modern science since the sixteenth
century. Photonics, compared to optics, is a young science, emerging in the decade of 1960
with the developments of lasers, low-loss optical fibers and semiconductor optical devices:
it was initially driven towards the manipulation of light to keep up with, and even surpass,
the potential capabilities of electrons in electronic systems [3, 4].
Nowadays, photonics is a broad field, subject to accelerating progress in so many directions and responsible for a large portion of our current technology. Physical applications of
photonics are found in the entire electromagnetic spectrum, and include information transmission and processing [5, 6], computing [7, 8], and sensing [9]. For those applications,
photonics exploits the properties of some important components: optical resonators, waveguides, optical fibers, lasers, gratings, photonic crystals, and metamaterials.
1
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2

Photonic platforms

Optical resonators, or microcavities, are components that confine light in a small volume at a
resonant frequency. They are commonly used to study phenomena related to resonance, and
to enhance the interaction of light and matter to produce lasers or quantum fluids of light
[10, 11]. Microcavities appear in various geometries, as in Fabry-Perot or planar cavities,
where a pair of reflectors are set facing each other and light bounces off between them. The
most common reflectors are metallic planar mirrors, and distributed Bragg reflectors (DBR).
DBR use the phenomenon of Bragg diffraction, where light suffers a sequence of scattering
events across a periodic distribution of dielectric material, interfering and creating a band
of frequencies at which light is not transmitted, but entirely reflected. A defect in this
structure allows confined light at frequencies inside this forbidden band, hence creating
defect modes of light oscillation. Using Bragg scattering, lasers can be produced at large
scale in photonic chips, as in vertical cavity surface-emitting lasers (VCSEL), an example of
distributed feedback (DFB) lasers, in which the gain medium lies in the periodic structure.
Other geometries include the whispering gallery cavities, where light is guided through
a closed trajectory inside a dielectric medium, by means of total internal reflection. The
whispering gallery modes (WGM) of oscillation are discrete, on account of the discrete
number of wavelenghts contained in the trajectory. Often, the trajectories of light are such
that an orbital angular momentum (OAM) can be defined, and this feature can be used
to generate vortex emission, as a form of structured light [12, 13]. Among the structures
supporting WGM, one finds microtoroids, microdisks and microrings [see Fig. 1.1]. Light
can be efficiently extracted with tapered waveguides through the evanescent fields of the
resonator. Photonic crystals are also used to confine light in two or three dimensions via a
defect in a periodic dielectric structure, also using Bragg scattering.
Besides the resonance frequency, an important characteristic of a resonator is the quality
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Figure 1.1: Microcavities. Left panel: Cartoon of a microtoroid cavity supporting whispering
gallery modes of light (From [14]). Central panel: Microring cavity with grating patterned
along the inner wall for unidirectional chiral emission (From [14]). Right panel: Pillar
microcavity formed by etching a planar DBR semiconductor cavity (From [15]).
factor or Q-factor, which gives account of the rate at which energy decays in the cavity.
Generally, it is desirable to design resonators with high Q-factors and small mode volumes,
because it increases the coupling strength of light and matter inside the cavity, a phenomenon
known as Purcell effect. Small mode volumes also guarantee that the spectral spacing between modes is large enough to encounter a single or a few modes in a frequency window of
interest. Q-factors in whispering gallery resonators can be as high as 109 and in photonic
crystal cavities, about 105 [10]. For applications in lasers, a too large Q-factor would represent difficulties to extract light from the resonator, although a too small Q-factor would
increase the lasing threshold, hence an optimal Q-factor is to be engineered in lasers.
Microcavities offer a versatile platform for studying light-matter interactions for all
strengths of coupling, from weak coupling in semiconductor lasers, to strong coupling in
exciton-polaritons and the generation of quantum fluids of light. Also, quantum properties
of light and quantum information processing can be explored in microcavities, which is one
of the goals of microcavity quantum electrodynamics (QED). Microcavities can be combined
with plasmonic nanostructures to generate surface plasmon polaritons that produce strong
confinement of the fields, enhancing localized light-matter interactions [16].
Lasers are one of the most common components found in photonic platforms. They
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produce coherent light with low beam divergence by exploiting the phenomenon of stimulated
emission, proposed by Einstein as a mechanism for light-matter interaction. Lasers are
formed in a gain medium that amplifies light and a cavity that confines light and supports
the wave amplification. Typically, the gain mechanism is an electronic transition in a solid,
liquid, or gaseous medium. Solid-state lasers use electronic transitions between bands to
provide the necessary gain. For telecom wavelengths at the micro-scale, a common gain
medium are InGaAsP quantum wells that allow efficient lasing in the 1.2 µm – 2.0 µm range
and become active media under optical excitation at 1064 nm wavelength. They can also be
electrically pumped, as in diode lasers.
Lasers can operate as single devices or can be combined in all sorts of forms to produce
collective emission with interesting properties. For example, an array of VCSELs can have
an appreciable output power even though a single VCSEL only delivers milliwatts of power
[17]. When two microcavity lasers with mode frequency ω0 sit nearby, their dynamics become
coupled due to light tunneling through their evanescent fields, and two super-modes emerge,
one with frequency slightly below ω0 and other slightly above ω0 , corresponding to the
symmetric and antisymmetric modes, respectively1 . When more microcavity lasers are added
to the coupled array and the number of resonators is large, more super-modes appear with
frequencies around ω0 , and they become tightly packed over a frequency range, or band.
The width of the corresponding band depends on the strength of the coupling and the
dimensionality of the array. In this way, one creates a “solid” where the ions are replaced by
microcavities, and one can study phenomena associated to solid-state physics or condensed
matter. For instance, by exploiting the concepts of symmetry and topology and properly
tuning the features of the laser array, one can produce exotic super-modes that emulate
the quantum Hall effect (QHE) in photonic systems, even without magnetic fields applied.
An interesting application was performed by Bandres et al [18], realizing a lattice of ring
1

For a more detailed discussion on the coupling of resonators, see Appendix B

CHAPTER 1. INTRODUCTION

5

resonator lasers coupled by smaller auxiliary rings which where displaced from the symmetry
axes, provoking light hopping from resonator A to B acquire a different phase than light
hopping from resonator B to A, recreating the gauge field that triggers the quantum Hall
effect. When the boundaries of the lattice are pumped, topological edge states are excited
and brought to a collective lasing regime [See Fig. 1.2], with improved slope efficiency
compared to topologically trivial laser arrays.

Figure 1.2: Edge modes in a topological insulator laser. (a) A microscope image of the
device. (b) Scanner electron microscopy (SEM) image of a detail on the outcoupler grating.
(c) SEM image of the blue-outlined area shown in (a). (d) Intensity profile of the lasing edge
mode. Adapted from [18].
Although the frequencies of the bulk super-modes are spread out over a band or bands,
one can produce modes that have exactly the frequency of an individual resonator, ω0 . These
are called zero modes, because they appear at zero energy if all the frequencies are shifted by
ω0 . Zero modes are protected by symmetry and are manifested as localized boundary states
in one-dimensional topological insulators, Majorana fermions in superconductors, corner
states in topological multipole insulators, etc. They can appear in photonic systems, too, as
collective lasing modes, as in in Ref. [19], after a spontaneous symmetry restoration of the
so-called non-Hermitian particle-hole symmetry. Interestingly, these zero modes can have
their spatial profile tuned.
Waveguides and optical fibers are components designed to guide light through space
without beam divergence. Waveguides are often used to connect different parts of a photonic
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circuit, or in the design of beam splitters and interferometers. A typical usage of an optical
fiber is to transport light through large distances with minimal losses. Waveguides can
confine light in one direction, allowing a wave to propagate freely in two dimensions: In this
case the waveguide is also called a slab. They can also confine light in two directions, allowing
the wave to propagate in one dimension. Inside a waveguide, light is propagated as a wave
with most of its momentum pointing in the direction of propagation, and a small component
in the perpendicular direction. This perpendicular component defines the waveguide mode
of propagation, acquiring discrete states differentiated by the number of nodes of electric
field, or by their effective index neff , which denotes the effective propagation speed of light
along the waveguide. A mode of propagation is also defined by its propagation constant β,
which is just the product of the effective index and the vacuum wave number.

Figure 1.3: Waveguides. (a) A silicon photonic wire waveguide. Left panel shows the
schematics and right panel shows a SEM image. From [20]. (b) SEM image of a midinfrared photonic crystal waveguide. From [21].
Due to its easy integration with silicon electronics and its transparency in the near
infrared (1.1 µm – 1.8 µm), the usual platform of waveguides is also silicon, which may
guide light through total internal reflection. It can also occur in a photonic crystal with
a line defect that acts as a waveguide [See Fig. 1.3(b)]. An interesting feature of optical
waveguides is that, because waveguides are usually modeled under the so-called paraxial
approximation, they can emulate the quantum mechanical Schrodinger equation, with the
propagation constant being the analogue of the energy. By varying the refractive index
landscape in the perpendicular direction, one can create arbitrary potentials, allowing the
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study of diverse quantum mechanical problems. Like cavities and lasers, waveguides can
also couple to other neighboring waveguides, producing super-modes of light and effectively
emulating condensed matter systems. One interesting application of waveguide arrays was
the usage of a two-dimensional array of waveguides of helical shape and optical loss included
to emulate a three-dimensional Weyl semimetal, displaying Weyl points and Weyl exceptional
rings due to induced loss [22].

1.2

Theoretical considerations

One aspect of light that I find interesting and became my motivation for writing this thesis,
is the mathematical edifice and the form it communicates with some theoretical facets of
physics, such as symmetry and topology. It is precisely this mathematical framework that
allows us to find connections to solid state physics and quantum mechanics and enriches
our understanding of these areas. All begins with Maxwell’s equations, which describe the
dynamics of vector electric and magnetic fields, and their interaction with electric charges,
stationary or in motion. In some instances, the fields treated are harmonic (i.e., they oscillate
with frequency ω0 ) and only one component of the electric or magnetic field needs to be
determined, then Maxwell’s equations take a simple form:

 2

∇ + k02 n2 (r) E (r) = 0,

(1.1)

wich is the scalar Helmholtz equation. Here, n(r) is the space-dependent refractive index
and k0 = ω0 /c is the vacuum wave number. Both wave number and frequency can be treated
indistinctively in units of the speed of light in vacuum c = 1. The scalar Helmholtz equation
is useful when solving for the independent transverse-electric (TE) or transverse-magnetic
(TM) modes of a system. The boundary-value problem in Eq. (1.1) also describes the
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frequency eigenmodes of a cavity or a laser. A common way to solve it is by diagonalization
to find the proper frequencies, or wave numbers k0 at which the fields naturally oscillate,
and find their respective field distributions. With the appropriate boundary conditions, and
provided n(r) is a real function of the coordinates, the Eq. (1.1) is self-adjoint, or Hermitian,
and all its eigenfrequencies are real. This means that the fields oscillate without decaying over
time. We thus say that energy or photon flux is conserved, or that time-reversal symmetry
is preserved. However, along this thesis we will explore all the rich physics of non-Hermitian
systems, where we allow the refractive index be complex, or the boundary conditions be
non-Hermitian. One consequence of this is that the eigenfrequencies (also called resonances)
may become complex, leading to either amplifying or decaying fields depending on whether
they sit on the upper or the lower complex frequency plane.
One of the simplest examples of non-Hermitian systems is a one-dimensional dielectric
slab subject to outgoing boundary conditions. In this case, the fields that are in the interior
decay as they exit the slab, making all its eigenfrequencies (or wave numbers) lie in the lower
half of the complex plane. By adding a non-zero imaginary contribution to the permittivity,
one includes optical gain, and this moves the resonances upwards in the complex plane. At
a critical value of gain, one of the resonances reaches the real axis, thus describing a field
that oscillates in the interior of the slab and produces a non-zero output: we have just
described a laser [See Fig. 1.42 ]. One goal of photonics is to design systems that display real
eigenfrequencies in spite of, or thanks to non-Hermiticity.
Now we discuss light propagating through uniform media. When light propagation occurs
at small angles with respect to the optical axis (say, the z-axis), and the refractive index
varies slightly around a reference value n0 in a perpendicular direction, i.e., the x-axis but
being uniform along the z-direction, then the electric field from Eq. (1.1) can be decomposed
2
The evolution of the resonances in Fig. 1.4 does not strictly follow the description given in the text,
but also accounts for the presence of an atomic transition that ‘pulls’ the resonances towards the atomic
frequency as gain is increased.
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Figure 1.4: Motion in the complex plane of the resonances of a one-dimensional dielectric
slab with gain. Upper panel shows the schematics. In the lower panel, symbols of different
colors represent the resonances at a particular value of gain, and black solid lines show the
trajectories in the complex plane. From [23].
as E(x, z) = ein0 k0 z ψ(x, z), where ψ(x, z) is a slowly-varying function in z that satisfies the
equation:

1
2
∇ − k0 δn (r) ψ,
i∂z ψ = −
2n0 k0 ⊥


(1.2)

also known as the paraxial Helmholtz wave equation [Refer to Appendix A for a deeper
discussion]. Here, ∇2⊥ = ∂x2 + ∂y2 is the Laplacian operator in the transverse coordinates.
Eq. (1.2) resembles the time-dependent Schrodinger equation, if we let the propagation
coordinate z play the role of time. The function δn(r) describes the variations of the refractive index and corresponds to the potential energy, which can have any arbitrary profile by
engineering the refractive index in the transverse coordinate. This equation is suitable for
waveguides, where light propagation occurs mostly along a particular axis.
Both Eq. (1.1) and Eq. (1.2) allow us to know the eigenmodes of most of the photonic
components. These equations can also be used to derive expressions for the super-modes of
composite systems, such as arrays of cavities or waveguides. If there is periodicity in the
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array, then one can use Bloch’s formulation of the wave function, in which the momentum
k is the main quantum number and defines the band structure. There is a caveat in using
Bloch’s formulation because photonic arrays are always finite with open boundary conditions,
whereas Bloch’s theorem is only valid for infinite periodic systems, but despite this fact,
one can correctly predict the frequency spectrum and other features, like the emergence of
topological edge states by using Bloch’s theorem. This occurs because for most systems, the
boundary conditions do not affect the spectrum. There are, however, some non-Hermitian
systems for which the boundary conditions affect dramatically the spectrum, leading to the
breakdown of the bulk-boundary correspondence and the exponential localization of all the
eigenstates when imposing open boundary conditions: this is the so-called non-Hermitian
skin effect [24]. A great theoretical effort has been invested in understanding the topological
aspects of this phenomenon, based on non-Bloch band theory and symmetry classification
[25, 26]. An intriguingly diverse topological phenomena emerges in non-Hermitian systems
due to the richness of their symmetries.
Symmetry sits at the core of every physical theory. Although not fully appreciated until
the development of quantum mechanics in the twentieth century, symmetries have always
played a role in our understanding of the laws of nature. David J. Gross [27] explains
that in spite of the seemingly chaotic behavior of the natural world, symmetries open our
eyes to the order in nature via constants of motion and other properties, that allow us to
establish physical laws, otherwise difficult to discover. Symmetry can be formulated as a
mathematical concept, describing the invariance of an object after some transformation.
It is also manifested as a conservation law, as noted in the celebrated Noether’s theorem,
where a constant of motion is associated with each symmetry of the action. Thus, invariance
under spatial translations leads to conservation of linear momentum, invariance under time
translations leads to conservation of energy, and etcetera.
Closely related to symmetry, and playing a central role in quantum mechanics is the self-
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adjointness, or Hermiticity, of the Hamiltonian as the generator of time translations: it leads
to the preservation of the norm of the wavefunction, the number of particles, and conservation
of information. In quantum mechanics, most symmetries are represented by matrices U that
commute with the Hamiltonian. According to Wigner’s theorem, U can be either linear and
unitary, or antilinear and antiunitary. Antiunitary operators involve time-reversal, that is,
a flip of the direction of time, whereas unitary operators usually involve spatial rotations.
There is another order of symmetries that are not defined by a commutation relation, but
by an anticommutation relation with the Hamiltonian instead, such as the unitary chiral
symmetry, or the antiunitary particle-hole (or charge conjugation) symmetry [28]. Those
symmetries warrant that the eigenvalue spectrum of the Hamiltonian remains symmetric
about a reference energy and stabilize the zero modes.
Maxwell’s equations are a beautiful example of a theory invariant (symmetric) under
Lorentz and gauge transformations. The scalar Helmholtz equation derived from Maxwell’s
equations has its symmetries inherited by the dielectric permittivity distribution, ε(r) in
the photonic system. Especially, time reversal symmetry requires that the dielectric permittivity distribution is real, ε(r)∗ = ε(r), hence the problem is Hermitian. A departure
from Hermiticity leads to time-reversal symmetry breaking, although other symmetries that
preserve the reality of the frequency spectrum or the norm of the wave functions may exist:
this is the example of the celebrated parity-time (PT ) symmetry, which involves an inversion or a reflection of the coordinates and the complex conjugation operator. PT symmetry
imposes on the permittivity distribution the condition ε(r) = ε(−r)∗ : this condition has
been realized extensively in photonic, acoustic and electric systems where gain and loss can
be engineered [29, 30]. The great success of PT -symmetric physics is perhaps due to the
many possibilities that this symmetry bears; simultaneous laser emission and perfect coherent absorption, Bloch oscillations, single-mode lasing, vortex laser emission, non-Hermitian
flat-bands, slow-light and superluminal propagation are just a few examples.
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The degree of added gain or loss to the system can trigger a transition between a PT symmetric phase with real eigenvalues to a PT -broken phase with complex-conjugated pairs
and different dynamics [See Fig. 1.5b]. The threshold of this transition is marked by the appearance of the exceptional point (EP), a unique type of non-Hermitian degeneracy in which
two or more eigenstates become parallel. The exceptional point carries topological properties that become evident when one adiabatically encircles it in parameter space: besides
an accumulated geometric phase, one can switch between eigenstates continuously along
the encirclement [See Fig. 1.5a]. Being a branch point at which standard approximation
methods fail, interest on EPs was originally weak. However, M. Berry noticed their physical
significance while studying the degeneracies of a non-Hermitian dielectric tensor: as pointed
out by Pancharatnam, along a particular direction (the “singular axis”) of an absorptive
medium, only one eigenstate of polarization can propagate [31]. This is a signature of the
self-coalescence of eigenstates at an exceptional point. Nowadays, EPs are more the rule
than the exception and lead to a wide variety of effects in mechanics, electromagnetism,
plasma, atomic and molecular physics, etc.

Figure 1.5: Exceptional points and PT -symmetry in photonic systems. (a) eigenvalue surfaces of a two-level non-Hermitian system in the vicinity of an exceptional point. From [32]
(b) Phases of PT -symmetry in two waveguides coupled. Black arrows show the input wave.
Note the different wave dynamics in the two phases. Adapted from [29].
Coalescence can occur between two or more eigenstates; if N states coalesce, then one
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says that the EP is order N . Exceptional points have potential applications in sensing, due
to the square-root nature of the branch point: at the EP, a perturbation of strength ϵ in
√
the system will produce an eigenvalue splitting of the order ϵ, if the exceptional point is
√
second-order. If the EP is order N , the splitting will occur as N ϵ. When the degeneracy
is Hermitian, the lowest nonzero order of the perturbation to the eigenvalues is ϵ, which is
√
much weaker than the N ϵ perturbation of a N -th other EP: this enhanced sensitivity can be
exploited in the construction of microcavity sensors and ring laser gyroscopes [33]. However,
is this same high sensitivity that represents a challenge for tuning the exceptional points,
because once reached, they react with the same strength to any environmental perturbation.

1.3

Overview

This research focused mainly on the understanding of non-Hermitian symmetries and zero
modes in photonics, with some contributions to light transport in non-Hermitian photonic
systems. My contributions were:
 Approached the non-Hermitian extension of chiral symmetry, via two main techniques:

The product rule and Clifford algebra. We used them to find the chiral symmetry
operator of a system, and to construct non-Hermitian systems with chiral symmetry.
(With Ge, Chapter 3).
 Approached the manifestations of Noether’s theorem in non-Hermitian systems through

a novel symmetry called pseudochirality. (With Ge, Chapter 4).
 By using a non-Hermitian quantization condition based on the Wentzel-Kramers-

Brillouin (WKB) method and supersymmetry, novel active photonic resonances and
their unique properties were introduced (With Pan, Makris, Feng and Ge, Chapter 5).
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 Investigated the origin of robust exceptional points at zero energy, arriving to a con-

dition for a zero mode called “restricted bulk zero mode”. (With Ge, Chapter 6).
 Uncovered a zero mode in photonic lattices, whose robustness relies only on the specifics

of the boundary, and not on the symmetries of the bulk. (With Ge, Chapter 7).
 Found a scaling condition for scattered fields in one-dimensional photonic systems,

which is time-reversal invariant even if the system itself is not. (With Ge, Chapter 8)
 Identified superluminal propagation of edge states in topologically non-trivial non-

Hermitian photonic systems. (With Ge, Chapter 9).
This thesis is structured in three parts. Part I studies non-Hermitian symmetries. It is
the most extensive part, encompassing Chapter 2 to Chapter 5. Part II is devoted to nonHermitian zero modes, containing Chapters 6 and Chapter 7. In Part III, light transport in
non-Hermitian systems is investigated, and encompasses Chapters 8 and 9.
In Chapter 2, some important non-Hermitian extensions to symmetries are introduced.
Among them we have the celebrated parity-time (PT ) symmetry, which is responsible for
the realness of the eigenfrequency spectrum and for the emergence of pairs of conjugated
eigenfrequencies. Another symmetry studied is the non-Hermitian particle-hole (NHPH)
symmetry, a term initially attributed to superconductors in the Hermitian, which guarantees
a spectrum symmetric about the Fermi energy and predicts the appearance of zero-energy
modes, also known as Majorana modes. NHPH now guarantees a spectrum symmetric with
respect to the imaginary frequency axis, with useful applications in photonic zero modes and
lasers.
In Chapter 3, we introduce non-Hermitian chiral symmetry, which is related to the
conventional chiral symmetry in Hermitian systems, as the product of time-reversal and
charge-conjugation symmetries. We present two approaches for chiral symmetry in the nonHermitian. The first one generalizes the product rule of time-reversal and charge-conjugation
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symmetries to the product of a “bosonic antilinear symmetry” that commutes with the
Hamiltonian, and non-Hermitian particle-hole symmetry, which is also antilinear. This approach is used in the identification of the NHPH or the bosonic antilinear operator in cases
where they are not evident. The second approach is based on Clifford algebra, that allows
to construct systems with intricate detunings and couplings that possess chiral symmetry.
In Chapter 4, we introduce a different definition of non-Hermitian inner product to study
a new form of the Ehrenfest’s theorem. Consequenctly, a ne form of the Noether’s theorem is found, pointing to a symmetry that we term pseudochirality, which is responsible
for previously unidentified constants of motion. The properties of this symmetry are analyzed, especially arising from the symmetric or antisymmetric form of the pseudochirality
operator. One consequence is that the novel constant of motion becomes non-zero when a
pair of generalized “particle” and “hole” states are excited but vanishes universally if the
pseudochirality operator is antisymmetric.
In Chapter 5, the concept of supersymmetry and the WKB method are used to understand the emergence of a new type of photonic resonances called “active photonic resonances”. The active photonic resonances always have real frequency despite the nonHermiticity, and do not originate from any passive resonances moving towards the real axis.
Furthermore, the resonance shifts continuously on the real frequency axis as optical gain
increases: this suggests the possibility of constructing a tunable on-chip laser that can span
a wavelength range over 100 nm.
In Chapter 6, non-Hermitian photonic zero modes are studied. The “restricted bulk
zero mode” is introduced as the origin of robust exceptional points found in some photonic
lattices, as opposed to sublattice symmetry, which was originally believed to be reason for
such robustness. Here, the exceptional point persists against coupling disorder in the lattice.
The system is partitioned into bulk and boundary, and an analytical expression for the
zero mode in the bulk with a clear physical significance is provided. Several one- and two-
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dimensional systems are approached, which exhibit a robust exceptional point even in the
absence of chiral symmetry.
In Chapter 7, inspired by the restricted bulk zero mode, a new type of zero mode is
found. This zero mode exists independent on the configuration or the symmetries of the
bulk, reason why it is named as “symmetry-free zero mode.” The only condition on this zero
mode is that the energy flux from the bulk to the boundary is prohibited. The properties
of this mode are studied, and a proposed form of boundary is given, which suggests the
possibility of an experimental realization in one-dimensional and two-dimensional photonic
lattices.
In Chapter 8, several aspects of light transport in non-Hermitian photonic systems are
analyzed. The notion of time-reversal partners, referring to two optical systems with the same
real part of the refractive index profile, but opposite imaginary part, is introduced. Light
transport through time-reversal partners is essentially different, yielding disparate reflectance
and transmittance spectra. However, a scaling of the reflectance and transmittance that
retrieves a common spectral profile for both time-reversal partners, is found. The properties
of such scaling are studied and extended to quasi-one-dimensional systems or two-dimensional
systems with some restrictions.
In Chapter 9, we study light transport in photonic lattices. Developments in photonics
have resulted in the emergence of photonic lattices with non-trivial topology, even in the
absence of magnetic fields. The group velocity of the edge states in such lattices suffers an
extraordinary modification when gain/loss are applied along the boundary, surpassing the
“speed of light” in some cases, and diverging when an exceptional point is approached. The
properties of this superluminal propagation are studied two photonic platforms: a photonic
Hall insulator with a synthetic gauge field and an all-dielectric non-trivial photonic crystal.

Part I
Non-Hermitian symmetries
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Chapter 2
Parity-time and non-Hermitian
particle-hole symmetries
The possibility of non-Hermitian Hamiltonians has been present in the literature for several
decades. As mentioned in the introduction, Berry used non-Hermitian dielectric tensors to
offer an explanation to an anomalous polarization effect related to exceptional points [31].
Hatano and Nelson used imaginary gauge fields to describe delocalization transitions in superconductors with random potentials [34]. The complex character of the spectrum and nonunitarity of such systems prevented quantum mechanics to be developed for non-Hermitian
Hamiltonians. The big leap occurred in 1998, when Bender and Boettcher presented a systematic study of a class of Hamiltonians having combined parity and time-reversal (PT )
symmetries that displayed a real spectra, bounded from below [35]. The Hamiltonian has
the form:
H = p̂2 − (ix̂)N ,

(2.1)

where N is a continuous real parameter. PT symmetry is manifested as the invariance of
the Hamiltonian under the combined transformation of parity P, which acts on the variables
x → −x, p → −p, and time-reversal T , which acts as p → −p and i → −i. The spectrum
18
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of the Hamiltonian in Eq. (2.1) is entirely real, discrete, and positive definite for N ≥ 2,
while for 1 < N < 2, there is a finite number of real eigenvalues and an infinite number of
complex conjugate pairs of eigenvalues [36]. For N = 1, the only remaining real eigenvalue
is the ground state, whose value diverges [See Fig 2.1].

Figure 2.1: Real part of the energy spectrum of the Hamiltonian in the Eq. (2.1) as a
function of the parameter N . From [35].
Another way to state that PT is a symmetry of H is that PT H = HPT , that is,
PT commutes with H. In the system described by the Hamiltonian (2.1) we distinguish
two phases, the unbroken phase N ≥ 2 in which all eigenvalues are real, and the broken
phase 1 < N < 2 in which complex conjugate pairs begin to appear. The eigenstates of the
equation H|ϕ⟩ = E|ϕ⟩ are assumed to satisfy PT |ϕ⟩ = λ|ϕ⟩ in the unbroken phase (assuming
no degeneracies), meaning that |ϕ⟩ is a simultaneous eigenstate of H and the operator PT .
In the broken phase, we identify a pair of eigenstates |ϕ1 ⟩ and |ϕ2 ⟩ satisfying H|ϕ1 ⟩ = E|ϕ1 ⟩
and H|ϕ2 ⟩ = E ∗ |ϕ2 ⟩ for some complex eigenvalue E, respectively. Using the commutation
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relation,

H(PT |ϕ1 ⟩) = PT (H|ϕ1 ⟩) = PT (E|ϕ1 ⟩)
= E ∗ (PT |ϕ1 ⟩).

(2.2)

We have found that PT |ϕ1 ⟩ is an eigenstate of H with eigenvalue E ∗ , or PT |ϕ1 ⟩ ∝ |ϕ2 ⟩.
Thus, the parity-time operator maps between complex conjugate pairs of eigenstates in the
spontaneously broken phase, or it has the same eigenvectors as H in the exact phase.
Not long after the introduction of parity-time-symmetric models in quantum mechanics,
it was pointed out that PT -symmetry is neither a necessary nor a sufficient condition for
a Hamiltonian to have a real spectrum [37]. Instead, a necessary condition for the real
spectrum (or for the existence of complex conjugated pairs of eigenvalues) was relied upon
pseudo-Hermiticity, a property of a Hamiltonian satisfying

H † = ηHη −1 ,

(2.3)

for some linear, invertible operator η. Hence, H is said to be η-pseudo-Hermitian. It serves
as a generalization of Hermiticity, with the Hermitian limit identified as η = 1. Unlike in PT
symmetry, the eigenstates of the Hamiltonian are not eigenstates of the pseudo-Hermiticity
operator. However, η relates two distinct sets of eigenstates of H. The eigenvectors of
a non-Hermitian operator generally do not form an orthonormal basis, but we can find a
complementary set that allows us to establish the orthogonality and completeness relations,
forming a biorthogonal basis. This basis consists of two sets, |ϕj ⟩, |ψj ⟩ defined as:

H|ϕj ⟩ = Ej |ϕj ⟩,

H † |ψj ⟩ = Ej∗ |ψj ⟩,

(2.4)

subject to the biorthogonality constraint ⟨ψi |ϕj ⟩ = δij . The states |ϕj ⟩ are called the right-
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eigenvectors, and the states |ψj ⟩ are the left-eigenvectors of H. Now, we uncover the role of
the pseudo-hermiticity operator: using Eq. (2.3) in the form ηH = H † η, and applying it to
a right-eigenvector |ϕj ⟩:
H † (η|ϕj ⟩) = η(H|ϕj ⟩) = η(Ej |ϕj ⟩)
= Ej (η|ϕj ⟩),

(2.5)

then η|ϕj ⟩ is a left-eigenvector of H. If the eigenvalue Ej is real, then η|ϕj ⟩ ∝ |ψj ⟩, we
say that η maps a right-eigenstate to its corresponding left-eigenstate. If the eigenvalue
Ej is not real, then there is a right-eigenstate |ϕ̃j ⟩ with eigenvalue Ej∗ whose corresponding
left-eigenstate, |ψ̃j ⟩, satisfies η|ϕj ⟩ ∝ |ψ̃j ⟩. Other way to state this observation is that a
pseudo-Hermitian Hamiltonian possesses real eigenvalues, or complex-conjugated pairs of
eigenvalues.
Besides the quantum-mechanical Hamiltonian in Eq. (2.1), one of the simplest systems
displaying PT -symmetry is a two-by-two model described by the Hamiltonian




iγ g 
H=
,
g −iγ

(2.6)

which describes a system with two coupled components, one is subject to gain, and the
other to loss. The components can be two resonators or waveguides, two different modes of
p
a photonic component, etc. The eigenvalues of the Hamiltonian are E± = ±ε = ± g 2 − γ 2
and the eigenvectors are


|ϕ± ⟩ = N± 


1
−ie

±iθ


,





 1 
|ψ± ⟩ = N± 
,
∓iθ∗
ie

(2.7)
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p
Where N± = 1/ 1 − exp(±2iθ) is a normalization factor, and θ = arccos(γ/g). For small
non-Hermiticity γ < g, the eigenvalues are real, thus we say that the system is in the exact
PT phase. At the spontaneous symmetry breaking point, γ = g, the eigenvalues vanish,
and the normalization factor diverges, making the amplitude
  of the eigenvector diverge.
1
Furthermore, both eigenvectors become proportional to   indicating coalescence. Both
−i
the divergence of the amplitude and coalescence are signature of the exceptional point. In
the spontaneously broken phase γ > g, the eigenvalues become purely imaginary (with zero
real part). Since the time evolution factor accompanying the eigenvectors is the exponential
p
e−iEt , one of the modes, the one with energy E = +i γ 2 − g 2 becomes an amplifying mode,
while the other becomes a decaying mode.
1

2
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Figure 2.2: A PT -symmetric dimer. (a) A schematics of a photonic molecule in which one
component is subject to gain and the other has loss. (b) Real (black line) and imaginary
(red line) parts of the energy of the photonic molecule as a function of the non-Hermiticity
parameter γ.




0 1 
The parity-time operator of the Hamiltonian in Eq. (2.6) is PT = σx K = 
 K,
1 0
where K denotes complex conjugation and σx is the first Pauli matrix. It is easy to observe
that the parity-time operator defined in this way commutes with the Hamiltonian. Similarly,
the Hamiltonian is pseudo-Hermitian under the operator σx .
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PT -symmetry in photonics
The PT -symmetric Hamiltonian from Eq. (2.6) has been extensively realized in photonics
since the decade of 2010. One of the first observations of parity-time symmetry in optics
was done in waveguides, where a judicious engineering of the complex index potential profile resulted in a PT -symmetric coupled waveguide dimer [29, 38]. Spontaneous symmetry
breaking and power oscillations were observed in this system. Another early realization of
PT -symmetric systems was done in synthetic photonic lattices, which were emulated by a
pair of coupled fiber loops with alternating gain and loss. Using phase modulators in each
loop, the real and imaginary modulations of the PT symmetry were phase-matched, and a
length difference between the loops enabled transverse propagation in time steps [39]. Secondary emission in the Bloch oscillations and superluminal propagation are observed in this
setup, as well as unidirectional invisibility at the exceptional point configuration, which was
reached by fine-tuning of the phase modulation.
Coupled whispering gallery microcavities have been implemented to study the transmission resonances in the broken and unbroken phases of parity-time symmetry and optical
non-reciprocity due to gain saturation-induced nonlinearity in coupled microtoroid cavities
[40, 41]. Photonic PT -dimers were designed with microring cavities to produce single-mode
lasing in the broken regime, suppressing other modes in the cavities due to enhanced gain contrast [42]. Gain/loss modulation in waveguides has also been used to realize PT -symmetric
periodic index gratings of the form n(z) = n0 + n1 cos(qz) + in2 sin(qz), as in [43] to produce highly asymmetric reflection that allows unidirectional invisibility [44] and asymmetric
light-light switching [45]. The same gain/loss grating implemented along a microring can
enable single-mode lasing in the spontaneously broken phase [46] and vortex lasing at the
exceptional point [12].
One-dimensional photonic structures with parity-time symmetry support scattering states
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that can behave simultaneously as coherent perfect absorbers (CPA) and lasers [47, 48], when
a zero and a pole of the scattering matrix coincide in the PT -broken phase. As CPA and
lasers are related by time-reversal symmetry, they share attributes such as fine spectral lineshape, same frequency dependence and symmetric amplification and absorption magnitude.
Appearing simultaneously at the same frequency, each state (CPA or laser) can be individually excited by means of a probe input field with a specific phase configuration [49, 50].
PT non-Hermiticity is also compatible with the topological phenomena in non-Hermitian
systems. An example is the non-Hermitian extension of the SSH model, where gain and loss
are imposed in each sublattice of a one-dimensional chain of resonators or waveguides. The
topological character of this lattice is given by the winding number, which changes after a
gap closure and reopening [51]. In the Hermitian limit, a topologically protected zero-mode
appears localized at the interface of two domains with different winding numbers. When
gain and loss are engineered in the structure, the gap remains open, and the bulk states
preserve their real eigenenergies, including the interface state, suggesting that the system
possesses a global PT -symmetry that remains unbroken. This phenomenon has been realized
experimentally in chains of dielectric microwave resonators [52] and silica waveguides [53].
More recently, other forms of achieve PT -symmetry have been explored, even for realizations at a virtual level, and slightly departing from photonics. In [54], the scattering properties of two coupled resonators was studied. Surprisingly, parity-time scattering phenomena
in the exact and broken phases, and anisotropic transmission resonances were achieved in a
passive system, that is, a system without gain/loss. By using two resonators coupled by an
aperiodic, time-dependent coupling which was also non-reciprocal, the energy stored in or
released from the resonators was controled, resulting in effective gain or loss. This scheme
was proposed in an LC circuit with a gyrator responsible for the non-reciprocity. In [55],
it was proposed that monochromatic pumping that decays or grows with time was used to
mimic gain or absorption in the passive resonators of a circuit. PT -symmetric scattering
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phenomena was retrieved. These examples, although proposed for electric circuits, invite us
to explore new forms of PT -symmetric structures in photonic platforms.
Parity-time symmetry has inspired the discovery of other non-Hermitian symmetries
that share similar features. Antisymmetric PT (anti-PT ) symmetry was proposed in [56]
to study scattering systems for which the index of refraction satisfies n(−x) = −n∗ (x). The
behavior of an anti-PT system can lead to flat total transmission band and continuous lasing
spectrum. A Hamiltonian with anti-PT symmetry anticommutes with the PT operator,
{H, PT } = 0. A generic two-by-two system with anti-PT symmetry can be modeled as




κ 
δ − iγ
HAP T = 
.
∗
−κ
−δ − iγ

(2.8)

The PT operator is the same as the one defined earlier in this chapter. One peculiarity of
a system with this symmetry is that it is compatible with loss, but does not require gain
to be realized. The detuning between the components must be real. In the absence of loss,
the responsible for non-Hermiticity is the complex coupling [See Appendix B for complex
couplings].
This symmetry has been produced synthetically in a whispering gallery mode cavity
[57], where two spectrally different modes are coupled via phonons in a stimulated Brillouin
scattering, non-linear fashion. The transmission spectrum in this system exhibits asymmetric
Fano resonances that can trigger Brillouin scattering-induced absorption or transparency.
Anti-PT symmetry breaking in a linear, single spinning cavity system has been proposed
[58]. The rotation of the cavity, combined with optical dissipative coupling may enable
enhanced nonreciprocity and nanoparticle sensing. A direct connection between PT and
anti-PT has been proposed in a photonic system without requiring gain [59]. Evanescent
field excitation of a photonic dimer with anti-PT -symmetry makes it behave in actuality
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like a system with PT scattering features.

Non-Hermitian particle-hole symmetry
Symmetries that anticommute with the Hamiltonian are not rare. In fact, particle-hole
symmetry is widely studied in condensed matter and denotes the equivalence of the physics
of electrons and holes in those systems. As a result, the spectrum is symmetric about the
Fermi energy, and this property is central, as it will be discussed later. Usually denoted as
C, its representation is an antilinear operator that satisfies CHC −1 = −H, or equivalently,
CH = −HC. Some authors define the particle-hole operator as an antilinear operator that
commutes with the Hamiltonian, as it should be for any symmetry. For instance, in [60],
the particle-hole symmetry operator commutes with a second-quantized Hamiltonian, but
its reduced form in first quantization returns a linear operator that anticommutes with the
Hamiltonian.
One of the early mentions of particle-hole symmetry in non-Hermitian systems (denoted
as Θ from now on) occurs in Ref. [28], where it was introduced as the product of timereversal and chiral symmetries. They ensure a spectrum composed of pairs ω0 + ωn , ω0 − ωn∗
and stabilized unpaired resonances with Re[ωn ] = 0, as a generalization of Majorana zeromodes. As in the PT -symmetry case, this non-Hermitian particle-hole (NHPH) symmetry
possesses an exact and a spontaneously broken phase. Using the fact that eigenvectors of
the Hamiltonian are also eigenvectors of the NHPH operator, and that ΘH = −HΘ,

H(Θ|ϕn ⟩) = −Θ(H|ϕn ⟩) = −Θεn |ϕn ⟩
= −ε∗n (Θ|ϕn ⟩),

(2.9)

but in the exact phase we have that Θ|ϕn ⟩ ∝ |ϕn ⟩, which leads to εn = −ε∗n , implying that
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Re[εn ] = 0. In the exact NHPH phase, the eigenvectors are zero-modes. Similarly, one can
expect that in the spontaneously broken phase the eigenvalues form (E, −E ∗ ) pairs, making
the spectrum symmetric with respect to the imaginary axis.
Together with time-reversal symmetry T and chiral symmetry Γ, it belongs to a set of
discrete symmetries that provide a classification of random matrices and is central to the
classification of topological insulators and superconductors. The presence or absence of timereversal, particle-hole and chiral symmetry, as well as the values of T 2 and C 2 , define ten
classes of Hermitian symmetries called the Altland-Zirnbauer classes and provide information
on the nature of the topological invariants. Let us focus for a moment on chiral symmetry,
also known as sublattice symmetry in condensed matter. It is a symmetry that emerges in
lattices that can be partitioned into two equivalent sublattices, where one is coupled with the
other but not with itself, and there are no detunings in the sublattices. The chiral operator
is linear and anticommutes with the Hamiltonian, {H, Γ} = 0. A general non-Hermitian
Hamiltonian of size 2N with sublattice symmetry can be written in the following form:




0 F
H=
,
G 0

(2.10)

where the N -by-N matrices F and G couple the two subspaces corresponding to each sublattice. A Hermitian Hamiltonian is obtained if we let G = F † . This type of Hamiltonian
appears in a wide variety of lattices with nearest-neighbor couplings, such as honeycomb
lattices, square two-dimensional lattices and one-dimensional chains such as the SSH model.
The chiral operator of H is




0 
1N
Γ=
,
0 −1N

(2.11)

where 1N is the identity matrix of size N . This Hamiltonian also possesses NHPH symmetry
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if the matrices F , G are real-valued (this is the case of evanescent coupling in photonics). In
that case, the NHPH operator is simply ΓK. At this point, this symmetry seems redundant
since the complex conjugation operation does not affect a real matrix, but intriguingly, this
symmetry persists if imaginary on-site potentials are added to the lattice. This would lift
sublattice symmetry, but the NHPH operator is still given by ΓK.

Figure 2.3: Zero-mode protected by NHPH symmetry. (a) Complex spectrum of the system
at the lasing threshold with mode Ψ1 at zero energy. (b) False color plot of the intensity
profile of the zero-mode. The underlying lattice with the main parameters is shown with
black lines. (c) Color plot of the phase of the zero-mode in the lattice. The cavity marked
as A marks the location of the pumping. From [19].
One unique property of zero-modes protected by non-Hermitian particle-hole symmetry
is that the phases of its wave function on the two sublattices differ by π/2. This means
that one can make the wave function real in one sublattice and imaginary in the other by
choosing a proper global phase for the zero-mode. The zero-mode as a collective lasing mode
of a lattice was studied in Ref. [19], in which a two-dimensional array of resonators with
equal amounts of loss, was selectively pumped [See Fig 2.3]. As the gain in the selected
cavity is increased, the eigenvalues move in the lower complex plane until two modes meet
at the imaginary axis, producing an EP and restoring NHPH symmetry. If gain is further
increased, these modes move along the imaginary axis, one approaching rapidly the real axis,
and one away from it, until one lasing mode is achieved, as shown in Fig. 2.3(a). The spatial
profile of the zero-mode can be tuned by pumping different cavities in the photonic lattice.
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The phase distribution of the zero-mode can be seen in Fig. 2.3(c), where the wave function
amplitude in one sublattice is real, and imaginary on the other.
One-dimensional lattices with a PT -symmetric potential can have two neighboring bands
collapsed into a single flat band, and this phenomenon was initially thought to be due paritytime symmetry. However, in [61] it was pointed out that the responsible for the emergence of
the non-Hermitian flat bands was NHPH instead, and the transition to the flat band could
be understood as the spontaneous restoration of non-Hermitian particle-hole symmetry of
all the modes in the band. A similar scheme can be used in two-dimensional lattices, in
which one of the cavities within a four-site unit cell is subject to loss, maintaining NHPH
symmetry. At a critical value of loss, a flat band of zero-modes is formed. Introduction of
detuning in one site will lift the symmetry, but the original non-Hermitian flat band turns
into two approximately flat bands separated in frequency [62].
The non-Hermitian shows us how novel topological phases may arise from the analysis of
symmetries. The complex spectrum of a non-Hermitian system invites us to revisit the gap
in band Hamiltonians. Defining a non-Hermitian gap as the non-touching or intersection of
complex bands, brings us to the possibility to transform continuously a system with timereversal symmetry into a system with particle-hole symmetry by a rotation in the complex
plane. This striking observation [63] allows us to connect different symmetry classes that
otherwise would have disparate topological properties in the Hermitian case. A generalization
A(φ) of the antiunitary symmetries for non-Hermitian Hamiltonians can be expressed as:

A(φ)HA−1 (φ) = eiφ H,

(2.12)

where φ is a continuous phase angle between 0 and 2π. Time-reversal corresponds to φ = 0
and particle-hole to φ = π. It was proven that in the Hermitian, the only values that φ can
take are 0, π, whereas in the non-Hermitian, this restriction is absent. This unification, for
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instance, is the responsible for predicting non-Abelian Majorana fermions in insulators with
time-reversal symmetry, or quantum spin Hall insulator phases in a non-Hermitian superconductor with particle-hole symmetry. Although it might seem that this topological unification
reduces the number of symmetry classes of non-Hermitian systems, it was stated that the
AZ classification does not fully describe all the symmetries of non-Hermitian systems, but
instead, new definitions of non-Hermitian band gap and additional symmetries ramify the
Altland-Zirnbauer classification into 38 classes [26].
Summarizing, in this chapter we introduced one of the most celebrated non-Hermitian
symmetries: parity-time symmetry. It was introduced in the context of quantum mechanics
with the problem of a −(ix)N potential, and it was discussed how the spectrum exhibits
real eigenvalues and complex conjugate pairs. Pseudo-Hermiticity was also introduced as a
generalization of Hermiticity, also as the actual cause for the real spectrum in non-Hermitian
systems. The nature of the pseudo-hermiticity operator was uncovered via the relation of
two distinct sets of eigenvectors: the left- and right- eigenvectors, which together form
a biorthogonal basis for the non-Hermitian Hamiltonian. The PT -symmetric dimer was
presented as one of the simplest systems displaying the symmetry. We reviewed some of the
realizations of parity-time-symmetry in optics and photonics during the last decade, in the
form of PT -dimers or in the implementation of PT -symmetric potentials. Antisymmetric
PT -symmetry was introduced as a symmetry that anticommutes with the Hamiltonian,
inspiring the study of other anticommuting symmetries such as chiral or non-Hermitian
particle-hole. Zero-modes and non-Hermitian flat bands were shown to be protected by
NHPH symmetry. In the last part of the chapter it was discussed that the richness of nonHermitian symmetries leads to a topological unification of time-reversal and particle-hole
symmetries, as well as a diversification of the classification of topological invariants with
respect to symmetry.

Chapter 3
Chiral symmetry: Product rule and
Clifford algebra
This chapter is an adaptation of the work entitled “Chiral symmetry in non-Hermitian
systems: Product rule and Clifford algebra,” by Jose D. H. Rivero and Li Ge [64].

3.1

Motivation

Chiral symmetry has an important role in the classification of topological insulators and
superconductors, and it provides symmetry protection to topological states of matter. Originally conceived to describe the conserved handedness of Dirac fermionic fields, it often
accounts for the symmetry of the energy bands with respect to the Fermi level or the energy
of an uncoupled orbital. In the non-Hermitian, one can introduce an extension of chiral
symmetry by finding a linear operator that anticommutes with the Hamiltonian, and one
consequence is that the energy levels are now symmetric about the origin of the complex
plane. Another consequence of this configuration of the spectrum, is that in principle one
can construct a state with energy pinned at the origin, that is, with zero energy. This is
31
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appealing just in the same way as zero modes with Re[ωn ] = 0 can be generated and protected by non-Hermitian particle-hole symmetry. Due to the possibility of produce collective
lasing states, zero modes are highly attractive in photonics [65, 66, 67], where the systems
approached are inherently energy non-conserving. This demands a systematic study and
characterization of non-Hermitian chiral symmetry.
Several important differences exist between the properties of chiral symmetry in Hermitian and non-Hermitian systems. One of them is related to the structure of the spectrum:
while in Hermitian systems, the energy levels are symmetric about the Fermi level, in nonHermitian systems for each lossy state with energy E, there is an amplifying state with energy
−E, because they are opposite in both the real and imaginary parts. Another difference is
that the zero modes in non-Hermitian systems are generally non dark in one sublattice, as
opposed to certain Hermitian models. Furthermore, this zero mode can be an exceptional
point.
There is a direct way to construct a non-Hermitian system with chiral symmetry, by
maintaining the sublattice symmetry of an underlying Hermitian system (such as in a tightbinding square or honeycomb lattice without onsite detunings) and lift its Hermiticity by
introducing asymmetric couplings [19]. While this approach can be applied to both periodic and finite-size systems, it does not use an important advantage provided by the nonHermitian platforms in optics and photonics: the ability of introducing gain and loss. However, if we directly include gain and loss as an imaginary detuning in the lattice, then chiral
symmetry is lifted and we often obtain NHPH symmetry or pseudo-anti-Hermiticity [68].
The appearance of these obstacles seems at first an important limitation of chiral-symmetric
non-Hermitian systems.
In this chapter, we propose two general approaches to identify and generate non-Hermitian
chiral symmetry. In the first approach, a product rule where chiral symmetry, denoted by Γ,
results from the simultaneous satisfaction of NHPH symmetry, Θ, and a bosonic antilinear
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symmetry Λ, that commutes with the Hamiltonian. One prominent example of bosonic antilinear symmetry is PT -symmetry. In the second approach, the Clifford algebra satisfied by
the Dirac matrices can be utilized to discover and analyze non-Hermitian chiral symmetry,
independent of NHPH and bosonic antilinear symmetries.

3.2

Approach I: Product rule

One way to construct a system with chiral symmetry by introducing gain and loss as imaginary potentials is by exploiting the properties of additional symmetries in the system. NHPH
and bosonic antilinear symmetries are defined through {H, Θ} = 0 and [H, Λ] = 0. On the
one hand, bosonic antilinear symmetry can be implemented conveniently using strategically
placed photonic elements with balanced optical gain and loss. On the other hand, NHPH
can be constructed by introducing gain and loss in a lattice with underlying chiral symmetry
and real-valued couplings. If both symmetries coexist, then the existence of chiral symmetry
is guaranteed, as we will show below.
Since both Θ and Λ are are antilinear operators, they can be written as the product of a
linear operator and the complex conjugation operator, K, i.e., Θ ≡ CK and Λ ≡ XK. Here,
the operator C for the NHPH symmetry mentioned above is given by the chiral operator of
the underlying Hermitian lattice, i.e., C = PA − PB as in the SSH model [51], where PA,B are
the projection operators onto the two sublattices. X, on the other hand, can take a variety
of forms, such as P in parity-time symmetry, or R in rotation-time symmetry [69].
In general, the symmetry transformations on the eigenstates of H satisfy:

Θψµ = ψν ,

Λψν = ψν ′ ,

(3.1)

where the subscripts µ, ν, ν ′ are not necessarily the same. The corresponding eigenvalues
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satisfy εµ = −ε∗ν , εν = ε∗ν ′ , respectively. It is then straightforward to see

εµ = −εν ′ ,

ΛΘψµ = ψν ′ ,

(3.2)

which indicates the existence of chiral symmetry, with a linear operator Γ ≡ ΛΘ = XC ∗
that satisfies {H, Γ} = 0. A zero mode occurs when the subscripts µ and ν ′ in Eq. (3.2) are
the same. This product is similar in construction to the chiral symmetry generated as the
product of particle-hole and time-reversal symmetry [26]. However, since the operator Γ is
no longer given by the difference of sublattice projection operators, the non-Hermitian zero
mode does not necessarily vanish on one sublattice.
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Figure 3.1: Generating non-Hermitian chiral symmetry by the product rule. (a), (d)
Schematics of two tight-binding lattices. Solid and dashed links indicate couplings t ∈ R
and t′ = 0.3t. (b), (c) Real and imaginary parts of the complex spectrum for the lattice in
(a) as a function of the gain and loss strength τ . The black dot marks its exceptional point.
(e), (f) Same as (b), (c) but for the lattice in (d).
This product rule is general, even in some cases in which the bosonic antilinear symmetry,
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as well as NHPH operator are complicated or hidden. As an example, let us contrast two
one-dimensional lattices shown in Figs. 3.1(a) and 3.1(d). They have the same pair of gain
and loss of the same strength τ at the two ends, but system I has symmetric coupling while
system II has asymmetric couplings, t and t′ . When τ is zero in Fig. 3.1, both systems have
sublattice symmetry. When τ becomes non-zero, system I acquires NHPH symmetry and
PT -symmetry, where the parity operator P performs a horizontal mirror reflection. Hence,
it displays a symmetric spectrum about the origin of the complex plane, and a non-Hermitian
chiral symmetry given by the product rule in Eq. (3.2).
While the same route to NHPH symmetry still applies to system II with Θ = CK, system
II lacks PT -symmetry due to the asymmetric couplings. Therefore, it is interesting that the
system still displays a symmetric spectrum in the complex energy plane [See Figs. 3.1(e)
and 3.1(f)]. To understand this behavior, we first note that asymmetric couplings can be
regarded as a consequence of an imaginary gauge transformation [34] which, in system II is
given by
ψn = e

1−n
2

ln

t
t′

from a system with symmetric coupling t̃ =

ψ̃n = sn−1 ψ̃n ,

(3.3)

√
tt′ and wave function ψ̃n in the nth cavity,

preserves the strength of gain and loss. The imaginary gauge transformation given by Eq.
(3.3) is characterized by a phase ϕ = i 1−n
ln tt′ that is linear in space. The operator X in
2
the bosonic antilinear symmetry is given by

X = GPG−1 ,

G = diag(1, s, s2 , · · · ),

(3.4)

where P is the same mirror reflection as in system I. Together with the NHPH symmetry, the
non-Hermitian chiral symmetry of system II is then given by Γ = XC = GPCG−1 , where
we assumed that G and C commute. In this example, the imaginary gauge transformation
does not affect NHPH symmetry. The transformed lattice by the imaginary gauge still has
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sublattice symmetry when the couplings are real, and the presence of onsite gain and loss
lead to a NHPH symmetry. To find X, the bosonic antilinear operator, one just need to
analyze the spatial dependence of the phase.
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Figure 3.2: Localized non-Hermitian zero mode at an EP. (a) Schematic of a square lattice
before an imaginary gauge transformation is applied. Horizontal and vertical couplings are
given by t and 1.1t, respectively. (b)-(d) Spatial profile of a zero mode at the EP with
modified couplings t′ = 0.7t, 0.5t and 0.4t, respectively. See the main tet for the application
of the imaginary gauge transformations.
A more intricate imaginary gauge is realized in Fig. 3.2(a), consisting on a square lattice
with gain and loss in the leftmost and rightmost columns. We let the asymmetric horizontal
and vertical couplings be t, t′ and 1.1t, 1.1t′ , respectively. In Fig. 3.2(b), the imaginary
gauge transformation is still homogeneous through space; and EP of order 3 is reached when
the gain/loss strength τ = 0.79t. The corresponding wave function localizes at the upper
right corner. If we exchange the two asymmetric couplings in the x(y) direction in the right
(bottom) half of the lattice, the EP is realized at τ = 0.95t and the zero mode is localized
at the defect of the gauge transformation, right at the middle of the square lattice [See Fig.

CHAPTER 3. CHIRAL SYMMETRY

37

3.2(c)]. Finally, if we reverse the direction of all these asymmetric couplings, then the zero
mode at the EP is localized at all four corners [See Fig. 3.2(d)], reached when τ = 0.7t.
Same as in the previous example, if the gain and loss are removed, the system can be
√
√
obtained from a Hermitian lattice with couplings tt′ , 1.1tt′ in the x and y direction,
respectively. Such system always has a real-valued spectrum and cannot have an EP if gain
and loss are not imposed. With the introduction of gain and loss and the imaginary gauge
transformation, the zero mode induced by chiral symmetry at the EP demonstrated here
may lead to applications in enhanced optical and photonic sensing [33].
There are other systems in which it is NHPH that is obscure. For example, one may
accidentally construct systems with chiral and bosonic antilinear symmetries and be unaware
of their operators. One such case is given in Fig. 3.3(a), where four sites on a tight-binding
ring are coupled by complex couplings g1 and g2 , and the two sites on the diagonal are
detuned from those in the antidiagonal by 2∆. The system is invariant under a rotationtime RT operation, where R is a π-rotation, if ∆ is real. NHPH symmetry is difficult to
identify and cannot be revealed using a gauge transformation. We use a different approach
to find the symmetry operators in the next section.

3.3

Approach II: Clifford algebra

The Dirac matrices {γ 0 , γ 1 , γ 2 , γ 3 } appear in the Dirac equation to describe relativistic quantum mechanics. They are given by




12 0 
γ0 = 
,
0 −12





 0 σj 
γj = 

−σj 0

(j = 1, 2, 3),

(3.5)
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 0 12 
and together with γ 5 = 
, they satisfy the Clifford algebra
12 0
{γ µ , γ ν } = 0 (µ ̸= ν),

{γ µ , γ µ } = 2ξ µ 14 ,

(3.6)

where ξ µ = 1 (µ = 0, 5) and -1 (µ = 1, 2, 3). Clifford algebra is appealing in the sense that
by defining the Hamiltonian in terms of Dirac matrices and analyzing the anticommutation
relations, one can easily find the chiral operator.
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Figure 3.3: A hidden non-Hermitian chiral symmetry. (a) Schematic of a four-cavity ring
with complex couplings g1 = g1r + ig1i , g2 = g2r + ig2i , and their complex conjugates. Blue
and orange denote the on-site detunings ±∆. Finite-difference simulations were performed in
a silicon four-waveguide ring where the non-Hermitian coupling was achieved by introducing
an imaginary part r in the dielectric constant of the interstitial spaces between waveguides.
(c), (d) Trajectories of the complex eigenvalues λ in the paraxial equation when r is increased
from 0 to 0.009 with (c) ∆ = 1.1216 nm−1 and (d) ∆=1.1216 + 0.699i nm−1 . Black dots
show the finite difference simulations, thick solid lines correspond to a tight binding model
fit.
Let us revisit the system in Fig. 3.3(a). Its Hamiltonian can be written as

H = ∆γ 0 + g1r γ 5 + γ 0 (g2r γ 1 + ig1i γ 3 ) + g2i γ 2 ,

(3.7)

where g1 ≡ g1r + ig1i and g2 ≡ g2r + ig2i . In the absence of detuning (i.e., ∆ = 0), we find
γ 0 as the chiral operator, which is identical to the sublattice operator C introduced above.
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Note, however, that it is not the only chiral operator in this case. One can find another chiral
operator given by Γ = g2r γ 1 + ig1i γ 3 with proper normalization. The non-Hermitian chiral
symmetry defined by this Γ operator holds even when ∆ is finite, whereas that defined by
γ 0 is lifted. Γ then warrants the symmetry of the spectrum about the origin of the complex
plane, as observed in Figs. 3.3(b) and 3.3(c).
By using the product rule discussed previously, i.e., Γ = ΛΘ, one can then identify the
obscure NHPH symmetry as

Θ = R2 K(g2r γ 1 + ig1i γ 3 ) = R2 (g2r γ 1 − ig1i γ 3 )K.

(3.8)

This NHPH symmetry, as well as the RT symmetry, is lifted in the presence of complex ∆.
However, the non-Hermitian chiral symmetry persists owing to Clifford algebra, as shown in
Fig. 3.3(c).
A remarkable advantage of the Clifford algebra approach emerges when intricate forms
of detunings and coupling constants are to be implemented in photonic lattices. Hence,
it facilitates the investigation of non-Hermitian extensions of known topological systems.
An interesting family of topological tight-binding Hermitian lattices were constructed as
nontrivial square roots of some parent systems in Ref. [? ]. Despite the lack of sublattice
symmetry in the parent systems, the resulting lattices feature bands symmetric about zero
energy and acquire their topological properties from band inversions protected by chiral
symmetry. In particular, the Bloch Hamiltonian of the Hermitian “bow-tie” lattice [? ] can
be written as
HS = (βγ 0 + ig2 γ 1 sin k − ig2 γ 2 cos k) + g3 γ 1 γ 5 ,

(3.9)

where β is the detuning, g1,2 are real couplings and k the lattice wave number.
Hs in Eq. (3.9) actually describes two copies of the same lattice [See Fig. 3.4(a)], but
it is easier to treat than the Bloch Hamiltonian of the latter using Clifford algebra. The
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Figure 3.4: Non-Hermitian extension of a topological lattice. (a) Schematic of HS given by
Eq. (3.9) (top) and its equivalent form (middle). The bottom shows a similar lattice but
with different detunings, and its complex band structure (solid lines) is shown in (b). Shaded
areas represent the projection of the bulk band gaps on the real energy axis. Solid and open
dots in (b) indicate the energy of the edge states in (c) and (d), respectively. They are finite
in length with 64 and 63 sites, where purple, orange, and gray denote the on-site detunings
±β and 0. Inset in (c): Amplitude of this edge state in the first (solid) and last (dashed)
cavities of all 16 unit cells. g2 /g3 = 0.8 and β/g3 = −0.3 + 0.01i are used.
originally identified chiral symmetry of HS is given by Γ1 = γ 5 . Using the properties of
Clifford algebra, we also identify another non-Hermitian chiral symmetry,

Γ2 =

γ 1 (βγ 0 − ig2 γ 2 cos k)
,
N 1/2

N = β 2 + g22 cos2 k,

(3.10)

which is not found in Ref. [? ]. Besides γ 0 , the simple form of Γ1 also accommodates
detunings of the form γ 3 γ 5 , or in other form, diag(1, −1, −1, 1) as mentioned previously.
In actuality, this form of detunings is equivalent to γ 0 , or diag(1, 1, −1, −1), which is more
evident once we perform a gauge transformation on the wave function of the fourth cavity,
i.e., ψ4 → −ψ4 ; this flips the sign of all negative couplings, with which the difference between
γ 0 and γ 3 γ 5 lies only in the order of g2 and g3 . This lattice reduces to the SSH model without
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this form of detunings.
Clifford algebra analysis leads to the following two observations. First, the chiral symmetry given by Γ1 persists when these detunings are complex, which offers a straightforward
route to study the non-Hermitian extension to this model. Second, these different forms of
detunings can coexist without destroying this chiral symmetry. For instance, even though
γ 0 and γ 3 γ 5 are equivalent as mentioned, their superposition gives another valid form of
detuning, e.g. diag(2β, 0, −2β, 0) as depicted in the bottom panel of Fig. 3.4(a), leading
to another lattice. By taking β to be complex, we observe a complex spectrum with nonHermitian chiral symmetry [solid lines in Fig. 3.4(b)].
Depending on the terminations at the two ends of this lattice, it can display, for example,
an edge state in the left band gap [solid dot in Fig. 3.4(b)] or right at the origin [open dot
in Fig. 3.4(b)], i.e., a non-Hermitian zero mode. Their spatial profiles are shown in Figs.
3.4(c) and 3.4(d), respectively. While both of them seem to have vanished amplitude in
a subset of cavities, only the zero mode is truly dark on one of the original sublattices
before the detunings are introduced, consisting of the first and third cavities of each unit
cell. The alternate detunings on this sublattice do not affect the spatial profile of this mode,
and hence its energy remains zero. In contrast, the edge state shown in Fig. 3.4(c) has a
“folded” localization: The amplitude of the wave function in the first three cavities of each
unit cell attenuates exponentially from left to right, while that in the fourth cavity increases
exponentially, as if the tail of this edge mode localized on the left is reflected by the opposite
boundary (see the inset).

3.4

Conclusion and discussion

We have presented two general approaches to construct systems with non-Hermitian chiral symmetry, aiming to facilitate the exploration of topological phases of matter in non-

CHAPTER 3. CHIRAL SYMMETRY

42

Hermitian systems, especially on optical and photonic platforms. The first approach relies
on the simultaneous satisfaction of NHPH symmetry and non-Hermitian bosonic antilinear
symmetry. We have shown that by going beyond simple spatial transformations such as parity or rotation, a much broader range of non-Hermitian systems can display chiral symmetry,
including those with an imaginary gauge transformation.
The second approach utilizes the Clifford algebra, and the examples we have discussed
are based on the Dirac matrices. They have helped us reveal non-Hermitian chiral and other
symmetries whose operators would otherwise remain obscure. Using this approach, we have
also investigated the non-Hermitian extension of a known topological model, and we have
shown that chiral symmetry as well as topological edge states can persist with complex onsite
potentials. Generalizations to more complicated or even higher-dimensional systems can also
be achieved, by working with suitable Clifford algebras.
As a final clarification, we note that chiral symmetry in optics and photonics can also
refer to the symmetry between clockwise and counterclockwise modes of motion [70, 71],
which should be distinguished from our discussions here.

Chapter 4
Pseudochirality,
pseudo-anti-Hermiticity and
Noether’s theorem
This chapter is an adaptation of the work entitled “Pseudochirality: a manifestation of
Noether’s theorem in non-Hermitian systems” by Jose D. H. Rivero and Li Ge [68].

4.1

Motivation

The existence of conservation laws is not only a practical tool to simplify the description of
a physical system. Its appreciation also leads to deep philosophical implications on how we
understand this seemingly chaotic world. Noether’s theorem is a fundamental breakthrough,
which allows us to mathematically describe quantities that do not change in time, despite
all the possible dynamical changes of the system. For that, Noether’s theorem exploit the
symmetries of the system to define constants of motion. Understanding symmetry as the
invariance of a system under a transformation, we obtain the conservation of energy and
43
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linear momentum from the invariance of the Lagrangian under time and space translations.
A manifestation of Noether’s theorem in quantum mechanics is often expressed using the
Ehrenfest’s theorem in the Schrödinger picture:
1
d
⟨A⟩ = ⟨[A, H]⟩ +
dt
iℏ



dA
dt


,

(4.1)

where the ⟨· · · ⟩ denotes expectation value, and it depends on the configuration or wave
function of the system. For and operator A without explicit time dependence, it follows
that ⟨A⟩ is a constant of motion when it commutes with the Hamiltonian, i.e., when A
is a symmetry of H. The form of Ehrenfest’s theorem in Eq. (4.1) uses the fact that the
Hamiltonian is Hermitian. However, the crescent interest in non-Hermitian systems demands
a treatment in terms of non-Hermitian expectation values, inner products and symmetries.
There is not a single form of non-Hermitian inner product, accounting on the fact that the
basis of eigenstates describing the wave function is not orthogonal, and the usual Hermitian
inner product is not preserved. As discussed in Chapter 2, biorthogonal basis is to be introduced to restore completeness relations. As for non-Hermitian symmetries, PT -symmetry
has been extensively studied, several strategies of making the inner product constant [72]
were presented, and generalized flux conservation relations were discovered in PT -symmetric
scattering systems [73]. As other non-Hermitian symmetries emerge, such as anti-PT [56, 57],
non-Hermitian particle-hole [19, 28] and non-Hermitian chiral symmetry [26, 64], new forms
of conservation laws await study.
In this chapter, we propose an alternative form of Ehrenfest’s theorem, which leads to a
previously unknown extension of Noether’s theorem in non-Hermitian systems. A generalized symmetry, which we term pseudochirality, emerges naturally and replaces the standard
symmetry defined by a commutation relation in quantum mechanics. Based on this observation, we identify and analyze previously overlooked constants of motion in non-Hermitian
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systems.

4.2

Ehrenfest’s theorem and pseudochirality

The most natural extension of Ehrenfest’s theorem in Eq. (4.1) in non-Hermitian systems
is to replace a Hermitian H by a non-Hermitian one. The structure of the theorem does
not change, and one is only required to keep H † separated from H. The new form of the
theorem is
d
1
⟨A⟩ = ⟨AH − H † A⟩ +
dt
iℏ



dA
dt


,

(4.2)

where the Hermitian limit is evident when H † = H. Here A, as all observables are in
quantum mechanics, is a linear operator that satisfies A[aψ + bψ ′ ] = aAψ + bAψ ′ , (a, b ∈ C).
Eq. (4.2) indicates that for a time-independent operator A, its expectation value ⟨A⟩ is a
constant of motion if AH = H † A, or H † = AHA−1 when A is invertible. Note that this is
the pseudo-Hermiticity condition introduced in Chapter 2, which warrants real eigenvalues
or complex-conjugate pairs, and A is the pseudo-Hermiticity operator [37].
To study alternative extensions of Noether’s theorem in non-Hermitian systems, we first
note that there is more than one way to define the inner product in non-Hermitian systems.
In our discussion below, we define it without the complex conjugation, i.e.,

(µ|ν) ≡ ψµT ψν .

(4.3)

We focus on systems with asymmetric Hamiltonian (i.e., H ̸= H T ), and hence this inner product is distinct from the biorthogonal product to be discussed below. We use the
Schrödinger equation and its transpose for the states iℏ|ψ̇) = H|ψ) and iℏ(ψ̇| = (ψ|H T to
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rewrite Ehrenfest’s theorem with this new inner product:
d
1
(A) = (AH + H T A) +
dt
iℏ



dA
dt


,

(4.4)

where (A) ≡ (ψ|A|ψ). This indicates that (A) is a constant of motion when A does not
depend explicitly on time and satisfies AH = −H T A, or

H T = −AHA−1

(4.5)

when A is invertible.
We refer to the symmetry defined in Eq. (4.5) as pseudochirality, first, because it involves
a transformation similar to the definition of pseudo-Hermiticity, and second, due to the fact
that it warrants, as we will show, a symmetric spectrum about the origin of the complex
energy plane, a property shared with chiral symmetry in non-Hermitian systems [19, 28, 64].
Here chiral symmetry in both Hermitian [26] and non-Hermitian systems1 is defined by the
anticommutation {H, Π} = 0, and it differs from pseudochirality by the absence of the matrix
transpose.
This transpose has also a similar consequence as in pseudo-Hermiticity: it relates two
sets of eigenstates of the Hamiltonian, when we define them as:

Hψµ = ωµ ψµ ,

ψ̄µT H = ωµ ψ̄µT ,

(µ̄|ν) ≡ ψ̄µT ψν = δµµ .

(4.6)

The second relation in Eq. (4.6) is also often written as H T ψ̄µ = ωµ ψ̄µ A Hamiltonian with
pseudochirality has the following property:

H T (Aψµ ) = −AHψµ = −ωµ (Aψµ ),

(4.7)

Some authors [26] propose the non-Hermitian extension to chiral symmetry as ΠH † Π−1 = −H. In our
work, we refer to such relation as pseudo-anti-Hermiticity.
1
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which indicates that Aψµ ≡ cψ̄ν is a left eigenstate of H with eigenvalue ων = −ωµ , where c
is a factor to be determined by normalization.
As mentioned before, the biorthogonal relation in Eq. (4.6) is different from the nonHermitian inner product defined in Eq. (4.3). As a result, they have distinct properties, and
most noticeably, (µ̄|µ) vanishes at an exceptional point, while (µ|µ) does not. These two
inner products become the same only when the Hamiltonian is symmetric, and so do the left
and right eigenstates.
One could find an alternative non-Hermitian expectation value in the same spirit of the
biorthogonal product, whose equation of motion, however, does not lead to a new symmetry.
To see this, for each ψ let us define a “left wave function” ψ̄ by the following Schrödinger
equation
iℏ∂t ψ̄ T = ψ̄ T H.

(4.8)

The matrix transpose of ψ̄ is included to make it a column vector. Now we can require the
paired wave function ψ and left wave function ψ̄ to have the same expansion coefficients in
the right and left eigenstate bases, i.e.,

ψ(t) =

X

aµ e−iωµ t ψµ ,

ψ̄(t) =

µ

X

aµ e−iωµ t ψ̄µ ,

(4.9)

µ

and the alternative expectation value (A)2 , defined by ψ̄ T Aψ, now satisfies
1
d
(A)2 = (AH + HA)2 +
dt
iℏ



dA
dt


.

(4.10)

2

Hence, (A)2 is a constant of motion when A is a chiral symmetry of the system, i.e., AH +
HA = 0.
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Applications in non-Hermitian systems

We start our exploration of constants of motion in non-Hermitian systems by considering
the pseudospin Hamiltonian HS = ⃗b · ⃗σ , where ⃗b = [b1 , b2 , b3 ] is an arbitrary complex vector
and ⃗σ = [σ1 , σ2 , σ3 ] consists of the three Pauli matrices. HS is Hermitian only when all b1,2,3
are real, and it gives the most studied form of PT -symmetric Hamiltonians when b2 = 0
p
and b1 , ib3 ∈ R. The two eigenvalues of HS are given by λ1 = b21 + b22 + b23 = −λ2 , which
indicates the presence of either chiral symmetry or pseudochirality. In fact, both symmetries
are properties of HS , e.g.,

{Π, H} = 0,

H T = −AHA−1 ,

(4.11)

where Π ≡ b3 σ1 − b1 σ3 and A = A−1 = σ2 .
Noether’s theorem manifested by Eq. (4.4) tells us that (A) is a constant of motion for
an arbitrary ⃗b while (Π) is not. We verify this prediction using a set of experiment-friendly
parameters in Fig. 4.1(a), with real b1,2 but leaving b3 complex, representing two complexdetuned oscillators, such as optical waveguides or cavities, and asymmetric couplings with
opposite phases. This dimer is one essential building block in non-Hermitian topological
systems [74, 75] as we will se later in Fig. 4.2. If the system (and the coupling becomes
symmetric, i.e., b2 = 0 [See Fig. 4.1(b)], (Π) is now a conserved quantity as well [See
Fig. 4.1(d)]. This is because Π is also a pseudochirality operator when the Hamiltonian
is symmetric, with the additional transpose of H that differentiates the two symmetries
inconsequential now.
In both cases, we find (A) = iψ2 ψ1 − iψ1 ψ2 = 0 for an arbitrary state ψ = [ψ1 , ψ2 ]T .
While obvious in this case, it is a universal property due to AT = −A. More generally,
let us consider a pair of generalized (and charge neutral) “particle” ψµ and “hole” ψν with
ωµ = −ων that are related by pseudochirality through their biorthogonal partners ψ̄µ,ν . We
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Figure 4.1: Constants of motion due to pseudochirality in a non-Hermitian dimer.
(a),(b)
√
Intensity evolution in the dimer as a function of time. b1,2 = 1 in (a) and − 2, 0 in (b),
reflected by the asymmetric and symmetric couplings in the insets. In both cases ψ1 =
2, ψ2 = 1 at t = 0 and b3 = 1. + 0.1i. Spatial Gaussian mode profiles are imposed along x.
(c), (d) Constant(s) of motion in the two cases.
impose the biorthogonal relation (4.6) and write Aψµ = ψ̄ν , Aψν = cψ̄µ , which leads to
1 = (µ̄|µ) = ψνT

AT A−1
ψ̄ν .
c

(4.12)

This expression indicates that c = −1 if AT = −A, which is seen when compared with
1 = (ν̄|ν) = ψνT ψ̄ν . Now, if ψ is an arbitrary superposition of this particle-hole pair, i.e.,
ψ = bµ ψµ + bν ψν , (bµ,ν ∈ C), then (A) = bµ bν [(ν|A|µ) + (µ|A|ν)] = bµ bν [(ν̄|ν) − (µ̄|µ)] = 0. It
can be easily checked that this result holds when ψ consists of multiple particle-hole pairs,
even when they are degenerate zero modes, because Eq. (4.12) does not rely on the energy
values.
A disparate behavior is observed for a generic pseudochirality operator A (i.e., not antisymmetric), where c in Eq. (4.12) does not take a specific value. (A) now signals the
pair excitation of a generalized particle and the corresponding hole in non-Hermitian sys-
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tems. From our discussion above, it follows that this pair excitation is zero when only one
constituent of a particle-hole pair is excited (i.e., either bµ or bν is zero), even when there
are mixed particles and holes from different pairs in the system; it is nonzero when both
constituents of a particle-hole pair are excited, even if there is only one such pair present in
the system [see (Π) in Fig. 4.1(d), for example]. A special case occurs when the system has
a zero mode ψ0 that is mapped by pseudochirality to its left eigenstate ψ̄0 . We consider it
as both a particle and a hole, and (A) is also finite even when just this zero mode is excited.
To exemplify this disparity and the pair excitation indicated by (A), we consider the n×n
topological photonic lattice shown in Fig. 4.2(a). It has the same coupling g in the vertical
direction, and the asymmetric couplings in the horizontal direction are constant in each row,
with their phases increased by π/2 successively in the vertical direction. This configuration
can be realized using spatially displaced ring couplers [74, 75], and it leads to a synthetic
gauge field for photons, with each of the smallest plaquettes pierced by a flux of π/2.
In the absence of on-site potentials, the underlying Hermitian system has sublattice
symmetry, and its band structure is shown in Fig. 4.2(b) with a Dirac cone at the Γ point.
With an arbitrary gain and loss landscape imposed, sublattice symmetry is lifted and it
was unclear whether this type of non-Hermitian topological insulators still has symmetry
protection [63], either in the form of ωµ = −ων or Re[ωµ ] = −Re[ων ]. No non-Hermitian
chiral symmetries have been reported in this case, and the NHPH symmetry identified in
Refs. [19, 61], which exists in a wide range of non-Hermitian systems and leads to Re[ωµ ] =
−Re[ων ], does not appear here due to the asymmetric (albeit Hermitian) couplings.
Nevertheless, this NHPH symmetry can be viewed as a special form of pseudo-antiHermiticity [76], i.e.,
ηH † η −1 = −H,

(4.13)

which takes the form {ηK, H} = 0 (K complex conjugation) when H is symmetric.
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Remarkably, we find that this non-Hermitian topological lattice in fact possesses pseudoanti-Hermiticity, even when the gain is just along the edges or random (as in the recent
experiments of topological insulator lasers [18, 74, 75]). Pseudo-anti-Hermiticity leads to
ωµ = −ων∗ [See Fig. 4.2(d)], or, equivalently, Re[ωµ ] = −Re[ων ], and its symmetry operator
is given by η = PA − PB ≡ C, where PA,B , as introduced in Chapter 3, are the projection
operators onto the two sublattices indicated by solid and open dots in Fig. 4.2(a). It is
easy to show that pseudochirality is then present alongside PT -symmetry, with the former
specified by A = P C.
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Figure 4.2: Non-Hermitian symmetries in a topological lattice with the Landau gauge. (a)
Schematic showing the couplings and the gain (left) and loss (right) edges. (b) Its band
structure showing one quarter of the first Brillouin zone. The lattice constant is set to 1.
(c) Eigenvalues of H in an 11 × 11 lattice. Clustered dots in BD1 give the CW chiral edge
band, and the large dot shows the mode plotted in Fig. 4.3(a). (d) Same as (c) but with
gain on both edges. High-gain modes are enlarged.
We realize this scheme by introducing a gain edge and a loss edge with on-site potential
±iγ on the left and right sides [See Fig. 4.2(a)], and the resulting complex spectrum, at
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γ = g/10, reflects the three aforementioned symmetries of this system [See Fig. 4.2(c)].
Below we focus on the bottom band gap [BD1 in Fig. 4.2(c)], where one chiral edge band
emerges in a finite system [74] just like in the Hermitian case. However, unlike the Hermitian
case, the direction of a chiral edge state can now be easily identified by visualizing its spatial
profile [See Fig. 4.3(a)]: it is clearly a clockwise (CW) mode, because its intensity increases
from bottom to top along the left (gain) edge and reduces from top to bottom along the
right (loss) edge.
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Figure 4.3: Constant of motion in a topological lattice with the Landau gauge. (a),(b) A CW
chiral edge mode and the only zero mode (ωµ = 0) in the system with n = 11, respectively.
(c) Constant of motion (A) for a pure CW chiral edge state (solid). Dashed and dash-dotted
lines show, respectively, its values when the zero mode and the CCW chiral edge state is
also excited. (d) Same as (c) but for n = 10 where a zero mode does not exist.
Noether’s theorem manifested by Eq. (4.4) indicates that (A) is a constant of motion.
Because of the structure of A = P C, we find that A is antisymmetric (symmetric) when
this lattice size n is even (odd). As a result, (A) vanishes universally when n is even but
indicates the pair excitation of particles and holes when n is odd, even though their spectra
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are essentially the same with the n-odd case having a zero mode [Fig. 4.3(b)].
A special observation based on these predictions is that (A) now differentiates the excitation of a pure CCW or CW chiral edge propagation (“state”) versus its copropagating
counterpart. This finding is illustrated in Fig. 4.3(c) for n = 11, where the solid line shows
that (A) = 0 is a constant of motion for the evolution of a CW wave packet. We note that
although the wave packet consists of CW chiral edge modes that all have a real frequency,
its power (dotted line, given by ⟨ψ|ψ⟩) still oscillates with time as a consequence of nonHermiciticy. If we also include the zero mode shown in Fig. 4.3(b) in the temporal evolution,
now (A) becomes nonzero [dashed line in Fig. 4.3(b)] since it is both a particle and a hole as
mentioned before. Besides the zero mode, (A) also becomes finite when we excite both chiral
edge bands (dash-dotted line), which consists of pairing particles and holes. The universal
vanishment of (A) for the n = 10 case is shown in Fig. 4.3(d).

4.3.1

Application to Hermitian Hamiltonians

We also comment on the implication of pseudo-chirality in a Hermitian system. Since now
H = H † , we must note that the definition of pseudo-chirality given by Eq. (4.5) has the
same form as
{H, A−1 K} = 0,

or

{H, A∗ K} = 0

(4.14)

which can be interpreted as particle-hole symmetry. Hence, pseudochirality and particle-hole
symmetry are analogous in Hermitian systems. Now let us express (A) as

(A) = ψ T Aψ = [ψ † A∗ Kψ]∗ = ⟨A∗ K⟩∗ .

(4.15)

Because A∗ K is an antilinear operator, ⟨A∗ K⟩∗ [and hence (A)] is not an observable in the
quantum mechanical sense and thus a hidden constant of motion. Nevertheless, we can
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construct analogous classical wave systems with negligible loss. (A) can then be measured
in principle, once a proper phase reference of the classical wave function is chosen.
For this purpose, we consider a Hamiltonian in the Bogoliubov-de Gennes form [77]:




∆ 
 H
HBdG = 
,
∗
∗
−∆ −H

(4.16)

which originally describes a range of Bose-Einstein condensates with Cooper pairs, including
superconductivity. ∆ is an antisymmetric matrix while H is Hermitian to warrant the Hermiticity of HBdG . This Hamiltonian is a prime example of particle-hole symmetry, satisfying
{HBdG , σx K} = 0, where σx is the first Pauli matrix acting on the particle and hole blocks.
From Eq. (4.14) we know that A = σx∗ = σx gives rise to pseudo-chirality.

4.4

Conclusions

We have revealed and analyzed previously overlooked constants of motion in non-Hermitian
systems, using the extension of Noether’s theorem. Our systematic study of the latter has
led to the introduction of a generalized symmetry, i.e., pseudochirality, which replaces the
standard symmetries in quantum mechanics defined by a commutation relation. These results
apply not only to non-Hermitian systems with gain and loss but also those with asymmetric
hoppings. Our observation provides a suitable platform to investigate underlying symmetries
from the dynamics of non-Hermitian systems, independent of whether such symmetries are
spontaneously broken. It may also find applications in identifying and improving certain
characteristics of topological systems, memory storage and information processing, where
dissipation eliminates constants of motion found in Hermitian theories.

Chapter 5
Supersymmetry and active photonic
resonances
This chapter is an adaptation of the work entitled “Non-Hermiticity-governed active photonic
resonances” by Jose D. H. Rivero, Mingsen Pan, Konstantinos G. Makris, Liang Feng and
Li Ge [78].

5.1

Motivation

Light-matter interactions can be analyzed from several perspectives, in a classical way in
which both light and matter are treated like coupled oscillators, or in the semiclassical or
fully quantum ways, where quantum phenomena emerge in the electromagnetic fields of
optical cavities or in the electronic excitations of semiconductor structures. Oftentimes,
the electromagnetic component of the interaction is a passive photonic mode [79], and its
properties, such as the mode volume and resonant frequency are defined by the real part of
the refractive index only.
In a photonic environment, two types of light-matter interactions are typically defined
55
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depending on the strength of the coupling between the matter and the photonic modes,
i.e., weak coupling [80, 81] and strong coupling [82, 83, 84]. These two types of couplings
both assume well-defined passive photonic modes, but another important matter degree
of freedom, namely, non-Hermiticity (i.e., optical gain and loss), is often neglected for its
seeming independence of typical resonant characteristics.
With the exception of a bound state in the continuum [85], a passive photonic resonance
in the absence of gain and loss is always found in the lower half of the complex wave vector
plane, i.e., k = kr + iki (ki < 0) [86], due to the radiation loss of the cavity. |ki | characterizes
the loss rate of this resonances and hence the linewidth in the scattering spectrum. NonHermiticity in the form of gain and loss can move resonances in the complex plane, generally
upwards (downwards) when gain increased (reduced) [See Fig. 5.1(a)].
Im k

(a)
Re k

Im k

(b)
Re k

Im k

(c)
Re k

Figure 5.1: Schematic trajectories of passive and active resonances with increasing gain.
(a), (b) Passive resonances with spatially uniform an nonuniform gain, respectively. (c) An
active resonance on the real axis vs. passive resonances below the real axis.
In some cases, especially in the proximity of an exceptional point, the motion of the
resonances in the complex plane is highly non-monotonic [See Fig. 5.1(b)], and the relation between the overall loss of the resonance and the gain applied may lead to intriguing
effects such as gain-suppressed [87, 88] and loss-induced lasing [89]. Nevertheless, the role
of non-Hermiticity in all these effects is limited to perturbing passive resonances, while the
exploration of observable resonances of a different origin has not been carried out. These
resonances, if they exist, must arise from a fundamentally different quantization condition
enabled by the presence of gain and loss, which has so far been elusive.
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In this chapter, we introduce a new type of resonances in non-Hermitian photonic systems that does not originate from a passive resonance, which was identified by analyzing the
non-Hermitian extension of the Wentzel-Kramers-Brillouin (WKB) method with a complex
dielectric function. We term them as active photonic resonances, and exhibit a categorically
different trajectory, moving on the real frequency axis of the complex plane as gain is increased [See Fig. 5.1(c)]. Based on this observation, we propose a frequency tunable on-chip
laser, which can span a tuning range over 100 nm.

5.2

The active photonic resonance

Let us start by considering a one-dimensional optical cavity of length L = 2a and transverse
wave ψ(x, t) in its steady state, i.e., ψ(x, t) = ψ(x)e−iωt . The system is described by the
Helmholtz equation
 2

∂x + ε(x)k 2 ψ(x) = 0,

(5.1)

where ε(x) is the dielectric function, and we set the refractive index outside of the cavity to
be a constant ne > 0. In the following, we take the speed of light in vacuum c to be 1, hence
we do not differentiate between the frequency ω and the wave number k = ω/c in free space.
A resonance is then defined by a solution of Eq. (5.1) with the outgoing boundary condition
ψ(x) ∝ eine k|x| at x = ±a, which is equivalent to a pole in the scattering matrix S, where
one eigenvalue of S diverges.
To illustrate how an active resonance emerges and differs from a passive resonance, we
resort to the semiclassical WKB method in quantum mechanics [90] and analyze whether
new quantization condition(s) arise in its non-Hermitian extension with a complex dielectric
function. In this work, we take ε(x) to be frequency independent for simplicity. Denoting
the wave function as ψ(x) = A(x)eikϕ(x) [A(x), ϕ(x) ∈ R], we obtain the general semiclassical
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WKB equation
i(2A′ ϕ′ + Aϕ′′ ) = Ak(ϕ′2 − ε),

(5.2)

where the (′ ) denotes spatial derivative. Here we have omitted the second-order derivative
A′′ (x), since we assume A(x) to be slowly-varying. The first special case we analyze is a
real-valued ε(x) = n2 (x) to identify passive resonances in the absence of gain and loss, with
which Eq. (5.2) reduces to

(A2 ϕ′ )′ = 0,

ϕ′ (x) = ±n(x).

(5.3)

Note that the first relation in Eq. (5.3) is the same as in quantum mechanics, even though
k here is complex, in general, due to the openness of the system. Together with the aforementioined outgoing boundary condition and assuming n(x) = n(−x), we obtain an explicit
expression for the passive resonances
1
k≈
n̄L



2q
q − i ln
,
|α|

(5.4)

when |α| ≪ q and −Im[k] ≪ Re[k]. Here, q = (m + 1/2)π (m ∈ Z), α ≡ n̄an′ /n2e ∈ R, and n̄
is the average refractive index inside the cavity. Note how the resonances depend on global
features, like the average refractive index, as well as local features, like the derivative of the
refractive index at the ends of the cavity. Figure 5.2(a) exemplifies a cavity where Eq. (5.4)
provides a good approximation for all passive resonances in the absence of gain and loss.
They display intricate trajectories in the complex frequency plane once we increase gain via
the imaginary part of ε(x) [See Fig. 5.2(b)]. In stark contrast, a new type of resonance is
observed: it emerges from +∞ on the real frequency axis in the Hermitian limit and red
shifts with the increase of gain.
To understand the origin of this anomalous resonance, we revisit the WKB analysis and
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Figure 5.2: Contrast between passive and active resonances. (a) Passive resonances in a
cavity with ε(x) = (ne x/a)2 . Red and white dots show the resonances and their WKB
approximations, respectively. The color background shows det S in the logarithmic scale.
Its peaks are the poles of the S matrix marking the locations of all resonances. ne = 3.3,
L = 20 µm, and k0 = 2π/1.55 µm−1 . (b) Resonances and det S with ε(x) = (ne x/a)2 +iτ ne /a
[See Eq. (5.6)], where τ = k0−1 . The black arrow and gray lines show the trajectories of the
active resonance and passive resonances, respectively, then τ increases from 0 to 1.55/2π
µm−1 .
allow the imaginary part of ε(x) = εr (x) + iεi (x) to be nonzero. Equation (5.3) now becomes
k2
(A ϕ ) = −A εi ,
kr
2 ′ ′

2



ki
ϕ (x) = ± εr − εi
kr
′

1/2
,

(5.5)

which does not lead to an explicit analytical solution in general. However, it is clear that the
additional terms proportional to εi in Eq. (5.5) cause perturbations to the passive resonances,
similar to the behavior observed in Fig. 5.2(b). More importantly, the most general form of
the WKB equation here, i.e., Eq. (5.2), now allows a new resonance condition determined
by non-Hermiticity: With the following dielectric function

ε(x) = w2 (x) − iτ w′ (x) ≡ εw (x; τ ),

(5.6)

where w(x) ≡ ϕ′ ∈ R, a new resonance is found at k0 = 1/τ ∈ C that satisfies A′ (x) = 0.
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The wave function inside the cavity is given by

ψ(x) = eik0

Rx
0

w(z)dz

,

(5.7)

and the outgoing boundary condition requires w(±a) = ±ne . This wave function has a
constant intensity [91, 92, 93] or phase inside the cavity if k0 is real or imaginary, respectively.
For now we restrict our discussion to a real-valued k0 > 0, which can be obtained by choosing
τ > 0. We immediately observe that it shifts on the real axis when we vary the nonHermiticity via τ in εw (x; t), which explains the horizontal trajectory we have seen in Fig.
5.2(b), where the dielectric function is of the form given by Eq. (5.6) with w(x) = ne x/a.
We define this real-valued resonance as an active photonic resonance, because it does not
originate from a passive counterpart in the absence of gain and loss: By taking τ → 0, k0
diverges along the positive real axis, which is clearly not captured by the passive resonances
in the lower half of the complex plane.
We note here that Eq. (5.6) resembles the two partner potentials in supersymmetric
quantum mechanics [94, 95, 96], with one term proportional to the square of a positiondependent function and the other proportional to its spatial derivative. It turns out that
a formal connection between them can be established: by substituing the free-space wavevector k0 by ki = ±ik0 , we effectively perform a transformation of the Helmholtz equation
similar to a Wick rotation [97], changing it from Eq. (5.1) to

[−∂x2 + ε(x)k02 ]ψ(x) = 0,

(5.8)

which resembles the Schrödinger equation. In a Wick rotation, time is made immaginary
to relate the Minkowski metric (−1, 1, 1, 1) in special relativity to the four-dimensional Euclidean metric (1,1,1,1). An here we achieve a similar transformation from the “Helmholtz
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metric” (1,1) to the “Schrödinger metric” (−1, 1). If we define the second term in Eq.
(5.8) as the potential V (x), then the two resulting potentials with k0 → ±ik0 are given by
V± (x) = W 2 ∓ W ′ (x) respectively, with W (x) ≡ w(x)k0 . They have exactly the same forms
as the two partner potentials in supersymmetric quantum mechanics. Since Eq. (5.6) holds
for any complex τ , ki = ±ik0 are also resonances of their respective potential V± where
τ becomes 1/ki , and hence ±ik0 can be treated as two imaginary “siblings” of the active
resonance at k0 . In the case that w(x) is a linear function of x [See Fig. 5.2], the imaginary
sibling at ik0 also corresponds in energy to the ground state of the quantum harmonic oscillator, although with a different boundary condition: an “outgoing” boundary condition in
this case.

5.3

Bow-tie cavity: a proposed realization

While an active resonance exists for an arbitrary continuous function w(x) ∈ R that satisfies
the outgoing boundary conditioin, the particular choice w(x) = ne x/a used in Fig. 5.2
leads to a constant Im[εw (x)] ∝ w′ (x), i.e., a spatially uniform gain that is convenient to
implement experimentally. To propose a realistic cavity design where an active resonance can
be observed, we also note the inherent challenge imposed by the outgoing boundary condition
w(±a) = ±ne . It requires the continuous function w(x) to be zero at some point(s) inside
the cavity, which means that εr needs to vanish at these point(s) as well. This stringent
condition can be fulfilled by utilizing the effective (instead of the intrinsic) dielectric function,
and here we consider a realization using an elongated bow-tie cavity.
As shown in Fig. 5.3(a), the width s(x) of the cavity is tapered toward its center,

−1/2
n2e x2
π
ε0 − 2
,
s(x) =
k0
a

(5.9)

CHAPTER 5. SUPERSYMMETRY

62

with cutoff frequency at its waist equal to the target frequency of the active resonance. This
configuration leads to the same effective dielectric function for the active resonance as in
the 1D model discussed above, i.e., εeff = ε − ky2 (x)/k02 = n2e x2 /a2 − iε1 , with Re[εeff ] = 0
at x = 0 [solid line, Fig. 5.3(b)]. ε = ε0 − iε1 (ε0,1 > 0) is the intrinsic dielectric constant
with gain, and ky (x) = π/s(x) is the position-dependent transverse wave number. Here we
have imposed the Dirichlet boundary condition on the side walls, which can be implemented
using a silver coating with a dielectric spacing layer to mitigate the metallic loss. Outside
the cavity s(x) = s(a) is a constant (i.e., a waveguide), where the effective refractive index
is given by ne = [ε0 − ky2 (a)/k 2 ]1/2 .
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Figure 5.3: (a) Proposed bow-tie cavity displaying an active resonance at 1551.0 nm. The
color map shows the intensity profile of this active resonance. The spatially uniform gain
(shown schematically by the gray box) is at 97.8% of the value predicted by Eq. (5.6). (b)
The effective refractive index for the active resonance in the absence of gain (solid). The
dotted and dashed lines show the same Re[k/k0 ] = 0.9 and 1.1, respectively, with higher
average values. (c) The distribution of the resonances in the complex plane. Dots are the
simulation result and the background shows det S in the logarithmic scale obtained from the
1D effective model.
With a target free-space wavelength of 1550 nm, we use InGaAsP quantum wells as the
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cavity material. Equation (5.6) then predicts a required gain εi = ne /k0 a = 7.49 × 10−2 in
order to observe the active resonance in a bow-tie cavity with L = 20 µm, y(a) = 0.6 µm,
ans ε0 = 10.89. The finite-element simulation agrees well with this analytical result, and the
active resonance is found at 1551.0 nm and 97.8% of the expected gain level. We note that
this laser threshold is comparable to a ridge waveguide laser. Its wave function is shown in
Fig. 5.3(a), which displays the fundamental transverse mode both inside and outside the
cavity. Although its amplitude along the axial direction is not a constant inside the cavity,
as Eq. (5.7) shows, it still varies slowly to justify the WKB approximation that leads to
Eq. (5.2), based on which we have identified the active resonance. This feature suppresses
undesired spatial hole burning, and together with the striking “λ” distribution of passive
resonances shown in Fig. 5.3(c), it leads to a robust single-mode performance as verified by
the steady-state ab-initio laser theory [98] in the nonlinear regime.
To tune the frequency of the active resonance via the gain, we keep the cavity shape
unchanged and denote the shifted active resonance simply by k. For simplicity, below we
assume that the material dispersion is much weaker than the geometry-induced dispersion in
εeff (x; k) and neglect the former. This geometry-induced dispersion alters the form of w(x)
2
for the shifted active resonance: it is now given by weff
(x; k) ≡ Re[εeff (x; k)]. When Re[k]

is greater than the original target frequency k0 , we observe that Re[εeff (x; k)] has no node
inside the cavity [See, for example, the dashed line in Fig. 5.3(b)]. Therefore, a continuous
weff (x; k) with node(s) required by the active resonance cannot be defined. To avoid this
problem, our tuning strategy is then to choose Re[k] < k0 , i.e., redshift the active resonance.
As a result, light is now below the cutoff frequency of the fundamental transverse mode in
the middle section of the bow-tie cavity, and hence it cannot propagate. In other words,
an (almost) impenetrable potential barrier now exists near x = 0 in the WKB analysis,
creating two effective cavities [See Fig. 5.4(b)]. Note that a passive resonance blue shifts
when the cavity length is reduced, in general, while the active resonance here shows the
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opposite behavior.

Figure 5.4: Tuning the wavelength of the active resonance. (a) Its actual wavelength versus
the target wavelength (red dots). Lines exemplify det S that diverges at each shifted active
resonance. (b) Intensity profile of the active resonance at 1657.9 nm. The color scale is
the same as in Fig. 5.3(a). The corresponding gain profile proportional to −Im[εeff ] in the
effective cavities is shown schematically as gray shaded areas.
Because of the replacement of w(x) by weff (x; k), the spatial distribution of the gain
′
required by the shifted active resonance needs to be adjusted to be proportional to weff
(x; k),

which can be achieved, e.g., via a spatial light modulator [48-52] when the laser is pumped
′
optically. Here we only supply gain in the two effective cavities. Although weff
(x; k) diverges

at the inner edges of these effective cavities, we find that the active resonance is retained on
′
the real axis by smoothing weff
(x; k) with a Gaussian function, accompanied by adjusting

the strength of the gain accordingly. This robustness against shape perturbation of the gain
profile allows us to achieve semicontinuous tuning of the active resonance shown by the red
dots in Fig. 5.4(a): It is tuned from 1551 to 1711 nm and follows closely the designed
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range of [1550, 1722] nm. The range is determined by the maximal level of achievable gain
density, which we assume to be 9.2 times that at kmax . The waterfall plot exemplifies the
diverging value of det S at the active resonance on the real axis, indicating good single-mode
performance. The spatial profile of the active resonance at 1657.9 nm and the supplied
gain are plotted in Fig. 5.4(b), showing the two effective cavities and the barrier region in
between. We note that such a semicontinuous tuning is not due to selective pumping that
favors different passive resonances, which would lead to mode hopping.

5.4

Conclusion

We have identified a new resonance condition by analyzing the non-Hermitian extension of
the WKB analysis with a complex dielectric function. When the real and imaginary parts
of the latter are spatially correlated according to Eq. (5.6), an active resonance is found
on the real frequency axis that does not originate from a passive counterpart. Its signature
redshift upon the increase of optical gain has also been verified in simulations of an elongated
bow-tie cavity, which is robust against shape deformation that may occur during fabrication.
Although the simulations we have presented are two dimensional, we do not expect additional
conceptual challenges in three dimensions. From a practical perspective, this new active
resonance enables an innovative frequency tuning strategy in laser technology, delivering al
ultrawide-range tunable semiconductor laser. The continuous tuning range is expected to be
enhanced by 1-2 orders of magnitude by this strategy when compared to the state-of-the-art
on-chip lasers, such as distributed feedback lasers and distributed Bragg reflector lasers.

Part II
Non-Hermitian zero modes
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Chapter 6
The restricted bulk zero mode and
the robust exceptional point
This chapter is an adaptation of the work entitled “Origin of robust exceptional points:
Restricted bulk zero mode” by Jose D. H. Rivero and Li Ge [99]

6.1

Motivation

Some symmetries that provide protection to non-Hermitian zero modes are chiral (sublattice)
symmetry, which pin zero modes to the origin of the complex frequency plane, and nonHermitian particle-hole (NHPH) symmetry, which supports zero modes with Re[ωµ ] = 0.
One of the most intriguing properties of sublattice symmetry is that it not only persists
when there is disorder in the couplings of the underlying lattice, but also when the couplings
themselves are made asymmetric [19, 28]. If asymmetric couplings differ only in phase,
then they can be realized using coupling rings with different path lengths [18, 100]. They
may also differ in magnitude, which imply energy injection or extraction at the coupling
junction, which can be achieved, for example, in a photonic random walk [101] or by using
67
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coupling rings with gain and loss [102]. NHPH symmetry can also persist under real coupling
disorder and, unlike chiral symmetry, under imaginary onsite potentials with disorder. It
seems necessary that the system must possess one among these two symmetries to host zero
modes or EPs at zero energy.
In a recent work [103], a one-dimensional (1D) cavity array featuring an exceptional point
that does not depend on the coupling disorder in the bulk was studied. They attributed this
phenomenon to chiral symmetry. Since EPs are very sensitive to fabrication conditions and
the experimental setup, this finding is valuable for the demonstration of EP-enhanced sensing
using a photonic lattice [33]. In this chapter, we discuss these findings, and first point out
that the robustness of the EP holds only when the number of cavities in the array is even.
If the number is odd, the EP depends on the system size and is subjected to the change
of the couplings in the bulk. Furthermore, we report the persistence of a robust EP when
sublattice symmetry is broken, as well as the absence of a robust EP when the system does
have sublattice symmetry. These findings enable us to pinpoint the origin of a robust EP: it
is not due to sublattice symmetry itself but rather to the existence of a restricted bulk zero
mode, which shares the same robustness against coupling disorder and has a finite amplitude
adjacent to the boundary. Such a zero mode can exist in the presence of either sublattice
symmetry or NHPH symmetry and, in the latter case, additional robustness of the EP exists
against variations of imaginary on-site potentials.

6.2

The robust EP

The robust EP reported in Ref. [103] exists in the following tight-binding 1D cavity array:

HN =

N
−1
X

(tn |n⟩⟨n + 1| +

1

t′n |n

+ 1⟩⟨n|) +

N
X
1

β|n⟩⟨n|.

(6.1)
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Here we consider the first (N − 1) cavities as the bulk and the last (i.e., N th) cavity as the
boundary [see Figs. 6.1(a) and 6.1(b)]. The on-site energy β is taken to be a constant and set
to zero across the array, and we start by considering a constant coupling tn = t′n = 1 in the
bulk. The bulk couples to the boundary asymmetrically, with tN −1 = 1 and t′N −1 ≡ τ ̸= 1.
By tuning τ , a given HN only has a single EP [see Figs. 6.1(c) and 6.1(d)], and its location
(denoted by τEP below) is plotted in Fig. 6.1(e) in terms of τ . Here we observe two contrasting
behaviors: When N is even, the EPs all occur at τEP = 0, which are the robust EPs reported
in Ref. [103]; when N is odd, however, they take place at a sequence of τEP ’s given by
2/(1 − N ).
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Figure 6.1: Robust and non-robust EPs in 1D cavity arrays with different sizes. (a,b)
Schematics showing the 1D lattices with N = 5 and 6. (c,d) Eigenvalues of HN as a function
of τ for (a) and (b). (e) Location of the EP as a function of the system size, plotted separately
for even (upper) and odd (lower) system sizes. (f) Same as (d) but with t′n = eiπ/10 .
To understand this disparity, we first note that this system has non-Hermitian sublattice
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symmetry, defined by {H, C} = 0, where C = PA − PB is the sublattice operator equal to
the difference of the sublattice projectors. The action of the sublattice operator onto a state
ψm is ψn = Cψm , where the eigenvalues associated to the states n and m satisfy ωn = −ωm .
When the two subscripts are the same, then we immediately find ωm = 0, i.e., a zero mode.
ψm now satisfies Cψm = ±ψm , and it is a dark state with zero amplitude on one of the
sublattices.
Note that there is only one such dark mode in each of the 1D systems shown in Fig. 6.1.
Therefore, the geometric multiplicity of a degeneracy at ω = 0 in this case is always 1
independent of its algebraic multiplicity. In other words, the order of an EP with ω = 0
equals the number of degenerate modes. For example, the EPs shown in Figs. 6.1(c) and
6.1(d) are third order (EP3) and second order (EP2), respectively.

6.2.1

N-even case

To show that τEP = 0 always holds when the system size is even, we first note that the N
eigenvalues of HN form N/2 pairs, and the one closest to the origin of the complex energy
plane coalesce at τEP = 0 and form an EP2, as we have seen in Fig. 6.1(d). For N = 2, one
can explain this observation directly using


0 1
H2 = 
,
0 0

(6.2)

which has the Jordan normal form [104] and a coalesced eigenstate ψEP = [1, 0]T . To show
that this property also holds for larger systems with an even number of cavities, we note the
following relation: If ω = 0 is an EP2 of HN and the corresponding wave function has the
structure ψEP = [1, 0, . . .]T where “. . . ” denotes an arbitrary sequence, then ω = 0 is also
′
T T
an EP2 of HN +2 with wave function ψEP
= [−1, 0, ψEP
] . This relation is straightfoward to
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prove by rewriting HN +2 as






 σx V 
HN +2 = 
,
T
V
HN



0 1 
σx = 
,
1 0

(6.3)

′
and observing HN +2 ψEP
= 0. Here σx is the first Pauli matrix and V is an empty 2 × N

matrix except for V2,1 = 1. To repeat the same analysis for HN +4 , we just need to let the
′
T T
new ψEP be −ψEP
= [1, 0, −ψEP
] . This coalesced wave function, of course, is the dark state

mentioned earlier.
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Figure 6.2: Role of the boundary. The boundary (cavity 6) connects to the other side of
the bulk (cavity 1) with fixed (a) and tunable (b) couplings. All couplings are set to 1 here
other than the dashed ones marked by τ . (c,d) Disappearance and restoration of robust EP
at τ = 0.

In this particular 1D lattice, we point out that while both sublattice symmetry an NHPH
symmetry are present with HN is real (i.e., with real couplings tn , t′n ), the robust EP here
is not supported by NHPH symmetry because it persists when these symmetries are lifted
with complex tn , t′n [See Fig. 6.1(f), for example]. Before we discuss the N -odd case, we also
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emphasize the role of the boundary: if the boundary also connects to another cavity in the
bulk, such as in the ring configuration shown in Fig. 6.2(a), and these additional couplings
are fixed and nonzero, then we do not have robust EPs anymore [see Fig. 6.2(b)]. However,
if we do let the additional coupling into the boundary to vanish together with t′N −1 [see, for
example, Fig. 6.2(c)], then the robust EP is restored as we show in Fig. 6.2(d).

6.2.2

N-odd case

When the system size is odd, one of the N eigenvalues of HN is left alone and must be a zero
mode perpetually in the symmetric spectrum ωn = −ωm warranted by sublattice symmetry.
Now when another two originally non-zero modes meet at ω = 0, they, together with the
perpetual zero mode, form an EP3. This observation is due to sublattice symmetry and holds
when coupling disorder is introduced to the bulk. The location τEP of this EP3, however,
is system dependent and hence non-robust as can be seen from Fig. 6.1(e). Below we show
analytically that it is given by τEP = 2/(1 − N ) when tn = t′n = 1 in the bulk.
We first rewrite HN in the following basis:
 
 
O 
ϕi 
ϕ̃i =   , (i = 1, . . . , N − 1), and ϕ̃N =   .
0
1

(6.4)

Here O is an empty (N − 1) × 1 matrix and ϕi ’s are the eigenstates of the bulk Hamiltonian
HB , i.e., the usual Hermitian tight-binding Hamiltonian given by HN −1 |τ =1 without the
boundary site N . ϕi ’s satisfy ⟨ϕi |ϕj ⟩ = δij under the Hermitian inner product, and we
denote their eigenvalues by Ei ’s arranged according to Ei = −EN −i . The ith and (N − i)th
eigenstates of HB are then a pair mapped by sublattice symmetry, and their values in the nth
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cavity satisfy ϕi (n) = (−1)n+1 ϕN −i (n). The resulting Hamiltonian in the new basis reads:




 E Ṽ 
H̃N = 
.
T
τ Ṽ
0

(6.5)

Here E is a diagonal (N − 1) × (N − 1) matrix with all Ei ’s, and Ṽ = [ϕ1 (N − 1), ϕ2 (N −
1), . . . , ϕN −1 (N − 1)]T is a column vector with the wave functions ϕi ’s evaluated in the
(N − 1)th cavity. The characteristic polynomial given by Det(H̃N − ω1) = 0 takes the
following form:
ω

N
−1
Y

N
−1
X

i=1

i=1

(Ei − ω) + τ

ϕ2i (N

− 1)

N
−1
Y

(Ej − ω) = 0.

(6.6)

j̸=i

Note that the ith and (N −i)th terms in the summation can be combined to give −2ωτ ϕ2i (N −
Q
1) j̸=i,N −i (Ej − ω), where we have used the property Ei = −EN −i and ϕi (N − 1) =
(−1)N ϕN −i (N − 1). We immediately find that the characteristic polynomial is proportional
to ω. In other words, ω = 0 is always an eigenvalue of H̃N (and HN ), i.e., the perpetual zero
mode as we have mentioned.
Because the EP at ω = 0 has algebraic multiplicity 3 (see the discussion just before
Sec. 6.2.1), it indicates that by eliminating this factor of ω from the characteristic equation,
ω = 0 is still a solution of the remaining equation at the EP3. Therefore, we can set ω = 0
in the remaining characteristic equation and obtain the following equation for τEP using
Ei = −EN −i again:
N −1

N −1
2

Y

Ei2

+ 2τEP

i=1

2
X

N −1
2

ϕ2i (N

i=1

It leads to

− 1)

Y

Ej2 = 0.

(6.7)

j̸=i

N −1

−1
τEP

2
X
ϕ2i (N − 1)
= −2
.
Ei2
i=1

(6.8)

Finally, using the well known results in the Hermitian tight-binding model (see, for example,
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Ref. [105])
r
ϕi (p) =

2
iπp
sin
,
N
N

we find

Ei = 2 cos

iπ
,
N +1

(6.9)

N −1

−1
τEP

2
iπ
1 X
1−N
=
tan2
=
.
N i=1
N +1
2

(6.10)

In the last step we have used the summation of tangent squares found in Ref. [106], which
can be proved using the residue theorem here.

6.3

Origin of Robust EP

As we have mentioned earlier, robust EPs can also exist when sublattice symmetry is broken,
and they can be absent as well when the system does have sublattice symmetry. To discuss
these different scenarios in a unified framework, we extend Eq. (6.5) to the general case where
a robust EP exists. We now refer to the bulk Hamiltonian as HB , which is non-Hermitian
in general and has a set of right and left eigenstates:
(R)

HB ϕi

(R)

(L)

= Ei ϕi ,

(L)

ϕi HB = ϕi Ei .

(6.11)

We restrict our discussion to the case where the bulk itself does not have an EP, which is
the case in our discussion of the 1D cavity array in Sec. 6.2 and Ref. [103]. Under this
(L)

(R)

(L) (R)

condition, ϕi ’s and ϕi ’s satisfy the biorthogonal relation (i, j) ≡ ϕi ϕj
(L)

i, j ∈ [1, N − 1]. Note that ϕi

(L)
ϕ̃i

(R)

is a row vector while ϕj

=

(L)
ϕi


(R)
ϕ̃i


0 ,


(L)
ϕ̃N

(R)

ϕi 
=
,
0

(R)

ϕ̃N

is a column vector. By defining


=

= δij , where



O 1 ,
 
O 
=  ,
1
T

(6.12)

(6.13)
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where O is defined under Eq. (6.4), we note that LR = 1 where 1 is the identity matrix and


(L)
ϕ̃1 
 . 
. 
L≡
 . ,


(L)
ϕ̃N


R≡

(R)
ϕ̃1

...

(R)
ϕ̃N


.

(6.14)

This relation enables us to perform the following basis transformation of HN :




 E Ṽ 
H̃N ≡ LHN R = 
.
T
τ Ũ
0

(6.15)

Here E is again a diagonal (N − 1) × (N − 1) matrix with all eigenvalues of the bulk.
(L)

(L)

(L)

Ṽ = [ϕ1 (N −1), ϕ2 (N −1), . . . , ϕN −1 (N −1)]T is a column vector with the left eigenstates
(L)

(R)

evaluated in the (N − 1)th cavity, and Ũ is similarly defined with ϕi ’s replaced by ϕi ’s.
One feature of H̃N given by Eq. (6.15) is that its elements in the last row are all zero
when τ = 0. Therefore, we know immediately that the first (N − 1) eigenvalues of H̃N (and
HN ) are given by just Ei ’s, i.e., the eigenvalues of the bulk Hamiltonian HB . In terms of
(R)

the eigenstates of HN , they are just ϕ̃i

(i = 1, 2, . . . , N − 1) in Eq. (6.13), i.e., the right

eigenstates of the bulk plus a vanished amplitude in the boundary cavity. Therefore, in order
to have an EP with ω = 0 at τ = 0, at least one Ei needs to be zero. We denote the number
of these bulk zero modes by n, and we rearrange the orders of ϕ̃(L) ’s (and ϕ̃(R) ’s) such that
these n zeros now appear from position N − n to N − 1 on the diagonal of H̃N .
In addition, an EP with ω = 0 at τ = 0 also requires at least one of these bulk zero modes
to have a finite amplitude in the (N − 1)th cavity adjacent to the boundary, i.e., Ṽi ̸= 0. To
find these zero modes, we construct the following wave function
(R)
ϕN

=

(R)
ϕ̃N

−

NX
−n−1
i=1

Ṽi (R)
ϕ̃ ,
Ei i

(6.16)
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without the bulk zero modes. If at least one of these bulk zero modes has a finite Ṽi , we first
superpose these modes to form a new set of bulk zero modes (i.e., a basis rotation), such
(R)

that only ṼN −1 is nonzero among them. The action of H̃N from Eq. (6.15) on ϕN leads to
a column vector that has a single nonzero element in the (N − 1)th position given by ṼN −1 .
In other words,
J=

1

(R)

ṼN −1

ϕN

(6.17)

(R)

and ϕ̃N −1 form a Jordan chain [35] defined by
(R)

HN J = ϕ̃N −1 ,

(6.18)

which indicates that ω = 0 is an EP at τ = 0.
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Figure 6.3: Absence of robust EPs with sublattice symmetry. (a) Schematic showing the
bulk and the boundary. (b) Bulk zero mode that persists when coupled to the boundary.
(c) Real part of all 14 energy eigenvalues. Thick black line shows the two degenerate zero
modes, which are independent of τ . (d) New zero mode residing in both the bulk and at the
boundary.
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Figure 6.4: Demonstration of a robust EP when sublattice symmetry is broken. (a)
Schematic showing the bulk, the boundary, and two cavities with gain and loss. (b) Complex spectrum of the bulk Hamiltonian. (c) Real part of all 14 energy eigenvalues. (d) Wave
function of the robust EP at τ = 0.
So far we have shown that ω = 0 is an EP at τ = 0 if the following two conditions are
satisfied: (1) one or more Ei ’s are zero; and (2) at least one of the corresponding Ṽi ’s given by
(L)

ϕi (N −1)’s is finite. A robust EP further requires that such zero mode in the bulk is robust
against couplings disorder, which can exist in the presence of either sublattice symmetry or
NHPH symmetry evolved from it, as we will show. From these discussions, we conclude that
such a restricted bulk zero mode, with a finite amplitude in the (N − 1)th cavity adjacent
to the boundary, is the true origin of a robust EP, instead of sublattice symmetry itself in
either the bulk or the whole system.
To corroborate our conclusion, below we give two illustrative examples. In the first
example, the system has sublattice symmetry, and the bulk has a zero mode that however
is dark in the (N − 1)th cavity. Therefore, it does not lead to a robust EP. The system we
consider to demonstrate this finding is the tight-binding honeycomb lattice with three rings

CHAPTER 6. RESTRICTED BULK ZERO-MODE

78

shown in Fig. 6.3(a). The bulk Hamiltonian has a single zero mode that is insensitive to
coupling disorders thanks to sublattice symmetry, but it has a zero amplitude in the last
(i.e., the 13th) cavity of the bulk as Fig. 6.3(b) shows. Therefore, it does not lead to a
robust EP: as Fig. 6.3(c) shows, ω = 0 is a genuine degeneracy of multiplicity 2 instead (and
independent of τ ). The wave function of the new zero mode differs from the bulk zero mode
by having a finite amplitude in the boundary cavity [see Fig. 6.3(d)], which indicates the
absence of an EP at τ = 0 in this case.
In the second example, we show that when sublattice symmetry (and any other nonHermitian chiral symmetry [64]) is broken or absent, there can still be a restricted bulk zero
mode in the presence of NHPH symmetry and hence also a robust EP. We consider the
same honeycomb lattice considered in Fig. 6.3 but with two key differences. First, we couple
the bulk to the boundary through cavity 12 [Fig. 6.4(a)], so that the bulk zero mode has a
finite amplitude in this cavity and meets the condition that leads to a robust EP. Second,
we impose a pair of gain and loss in cavity 3 and 5, and these on-site potentials break the
sublattice symmetry of the bulk [see Fig. 6.4(b)] and the whole system.
Nevertheless, the bulk and the whole system now have NHPH symmetry. In addition,
the bulk zero mode is not affected by these on-site potentials at τ = 0, because it is dark in
cavity 3 and 5. As a result, it becomes the wave function of the robust EP2 at ω = 0 when
τ = 0. Note that this wave function is different from that shown in Fig. 6.3(b) due to the
coupling disorder in the bulk; it also changes when τ ̸= 0 here but not in Fig. 6.3(b). In
this example, additional robustness of the EP exists against variations of imaginary on-site
potentials, as long as they do not occur in the cavities where the bulk zero mode has a finite
amplitude. In fact, we have used two randomly chosen values for the gain and loss strengths
in plotting Figs. 6.4(b) and (c), where this additional robustness manifests itself.
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Conclusion

We have analyzed in depth the origin and properties of EPs that are robust against coupling
disorder in non-Hermitian tight-binding systems. In the 1D lattice where such a robust EP
was found originally, we have shown that it is crucial for this lattice to have an even number
of cavities. If instead, one cavity is removed or added to the bulk, the robust EP no longer
exists.
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Figure 6.5: Disappearance of the robust EP in Fig. 6.1(d) with a shifted boundary. (a)
Schematic showing the 1D lattices with N = 6. (b) Real part of the eigenvalues of HN as a
function of τ , showing no robust EPs at τ = 0. Thick black line shows the two degenerate
eigenvalues with distinct eigenstates, which are independent of τ and similar to those in
Fig. 6.3(c).
By separating the system into the bulk and the boundary, we have established a relation
between the energy eigenstates of the bulk Hamiltonian and those of the entire system. This
treatment has allowed us to pinpoint the true origin of robust EPs. As we have shown, their
existence is not due to the sublattice symmetry of either the bulk or the system, but rather
to restricted bulk zero modes that can exist in the presence of either sublattice symmetry or
the NHPH symmetry evolved from it when imaginary on-site potentials are introduced.
This observation places an emphasis on the role of the boundary in the analysis of robust
EPs. From the two examples we have discussed in Sec. 6.3, it is striking that whether a bulk
zero mode can lead to a robust EP depends on how the bulk is coupled to the boundary. By
simply moving the link between the bulk and the boundary to a new location, a robust EP
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is either destroyed (Fig. 6.3) or restored (Fig. 6.4). This property holds in other lattices as
well, including the 1D lattice we have analyzed in Fig. 6.1(b): if we now couple the boundary
to the (N − 2)th cavity [see Fig. 6.5(a)], i.e., the last but one cavity in the bulk, now the
robust EP disappears [see Fig. 6.5(b)] since the bulk zero mode (with finite amplitudes only
in cavity 1, 3, and 5) no longer has a finite amplitude in the cavity adjacent to the boundary.

Chapter 7
Symmetry-free zero mode in
non-Hermitian systems
This chapter is based on an unpublished work with tentative title “Symmetry-free zero mode
in non-Hermitian systems” by Jose D. H. Rivero and Li Ge

7.1

Motivation

Zero modes appear in physics in many different forms, e.g., as localized boundary states
in one-dimensional topological insulators [107], Majorana fermions in superconductors and
semiconductors [108, 109], corner states in higher-dimensional multipole insulators [110],
single mode lasers with narrow spectral lines [19, 66], and localized defect modes in photonic
crystals [111]. Many advantages come with the ability to excite these states in the middle
of band gaps, and the symmetry or topological properties of the underlying system can be
judiciously implemented to provide protection to those states.
Two well-known symmetries that warrant zero modes in Hermitian systems are chiral and
particle-hole symmetries, as we have extensively discussed in this thesis. As these symmetries
81
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are global properties of the underlying system, the zero modes they induce are easily lifted in
the presence of local perturbations that do not preserve these symmetries. For example, the
zero modes of a chiral-symmetric lattice disappear in the presence of onsite disorder. While
a lattice with NHPH symmetry has enhanced protection in comparison against gain and loss
disorder [19], its zero modes are still eliminated with onsite frequency detunings. Although
one may mitigate the problem by employing topology protection [56, 57, 76], the resulting
modes typically have an energy shifted away from zero, hence causing uncertainties in the
identification and characterization of the original zero modes.
In this chapter, we propose a different approach to realize a zero mode. By partitioning
the system into a bulk and a boundary, we only require a local structural feature that connects
the bulk to the boundary: The energy flux from the bulk to the boundary is designed to be
prohibited, which does not necessarily require unidirectional coupling between the two parts
of the system [28]. We impose no requirement on the symmetry or topological properties of
the bulk, and as a consequence, the resulting symmetry-free zero mode is robust against any
type of disorder in the bulk.

7.2

The symmetry-free zero mode

Here we first consider a simple case where the proposed symmetry-free zero mode appears
[Fig. 7.1(a)]. It features a single boundary site and a Hamiltonian of the following matrix
form:



HB C 
H=
.
O 0

(7.1)

Here we have chosen the zero energy as that of the last cavity (i.e., the “boundary”). The
off-diagonal elements in the last row of H (i.e., O) are all zero and describe the prohibited
couplings from the bulk to this boundary cavity. This is the only requirement for the
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existence of a symmetry-free zero mode in this simple case. On the other hand, the “bulk”
Hamiltonian HB , as well as the column C describing the couplings from the boundary to the
bulk, can be completely arbitrary and do not affect the existence of the symmetry-free zero
mode [blue circle in Fig. 7.2(a)].
To understand these properties, we note that any Hamiltonian featuring a zero mode
must be singular in its matrix form, i.e., with a vanished determinant, even though the
physical constructions of these systems can be drastically different. It is then apparent that
the form of the Hamiltonian in Eq. (7.1) guarantees its singularity, which in turn warrants
the zero mode, independent of the symmetry and topology of the bulk.
(b)
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κ
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N+1

-ig

N
κ

Bulk

N+1
ig

N+2

Boundary

Figure 7.1: Schematics of systems hosting a symmetry-free zero mode, where the boundary
is a single cavity in (a) and a small cluster in (e). The bulk is arbitrary in both cases, with
random short- and long-range couplings.
To express the wave function of this symmetry-free zero mode in general, we assume that
the bulk itself is non-Hermitian and without a zero mode or exceptional point. The left (row)
(R)

and right (column) eigenstates of the bulk, defined by HB ϕj
(L) (R)

satisfy the biorthogonality ϕi ϕj

(R)

= Ej ϕj

(L)

(L)

and ϕj HB = Ej ϕj ,

= δij (i, j = 1, . . . , N ) where N is the size of the bulk.

The symmetry-free zero mode can then be shown to be ψ0 = [ψ0 (1), . . . , ψ0 (N ), 1]T , with

ψ0 (i) ≡ −

(R)

(L)
ϕj C
(R)
.
ϕj (i)
Ej
j=1

N
X

(7.2)

Here ϕj (i) is the value of the jth right eigenstate of the bulk Hamiltonian in cavity i, and
(L)

ϕj C is a matrix product.
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Figure 7.2: (a) Representative complex energy spectrum for the configuration shown in
Fig. 7.1(a) with 30 bulk lattice sites, where the non-zero modes all experience loss and are
below their lasing thresholds. The blue and yellow dots mark the symmetry-free zero mode
and a non-zero mode, and their spatial profiles are shown in (b).
We note that this symmetry-free zero mode is the only eigenstate of the whole system that
has a finite amplitude at the boundary site [normalized to unity above and in Fig. 7.2(b)].
The other eigenstates are simply given by all the N eigenstates of the bulk (with a zero
amplitude at the boundary) [see, for example, the dashed line in Fig. 7.2(b)], due to the prohibited couplings from the bulk to the boundary. These properties facilitate the observation
of the symmetry-free zero mode in an active device (i.e., a laser), which exhibits mode(s)
with the smallest loss or highest gain. Here by including sufficient loss in the bulk, whether
uniform or distributed, all the non-zero modes in the whole system are in the lower half of
the complex energy plane [Fig. 7.2(a)]. As a result, only the symmetry-free zero mode, which
is on the real axis, reaches its lasing threshold (given by Im[E] = 0) and can be observed
directly.
While conceptually simple, the scheme of unidirectional couplings in this example is
difficult to achieve in an optical experiment [99, 103]. To search for a viable alternative, we
note that our Hamiltonian in the form of Eq. (7.1) does not need to be in the spatial basis,
with each row and column associated with a single lattice site (or optical cavity). As an
example, consider the schematic shown in Fig. 7.1(b), where the boundary consists of two
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cavities at the zero frequency. Different from a typical parity-symmetry dimer, here these
two cavities with opposite gain and loss (i.e., ±ig) are connected via a pair of complex yet
Hermitian couplings of the same magnitude (±ig). A similar configuration has been utilized
for a different purpose, i.e., to achieve a synthetic magnetic field in non-Hermitian optical
arrays [75]. Together with the last cavity in the bulk, we denote the Hamiltonian of this
subsystem by



κ κ
 ωN

Hd = 
 κ −ig ig

κ −ig ig



.



(7.3)

where ωN is the mode frequency in the last bulk cavity and κ is its coupling to the two
boundary cavities. Clearly, Hd is singular due to the repeated rows, and it takes the same
form as Eq. (7.1) after a basis transformation, i.e., H̃d ≡ T Hd T −1 :

 ωN
 √
H̃d = 
 2κ

0

√


2κ

0
0

0 

2g 
,

0


√
 2 0 0

1 
.
T =√ 
0
1
1

2


0 −i i


When the whole system is considered, the size of the “bulk Hamiltonian” in Eq. (7.1) after
this basis transformation is then N + 1, and the coupling vector C has a single non-zero
element 2g in its last row. Therefore, a zero mode again exists independent of the symmetry
and topology of the bulk.
The symmetry-free zero mode can appear inside a band and yet, be a state linearly
independent of the rest of bulk states and can be considered, as the size of the lattice grows
to infinity, as a bound state in the continuum (BIC) [85]. Consider, in a photonics platform,
a one-dimensional array of cavities which, because of fabrication imperfections, display both
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onsite disorder and coupling disorder. The Hamiltonian that describes the bulk is

HN =

N
−1
X

(tn |n⟩⟨n + 1| +

t′n |n

+ 1⟩⟨n|) +

1

N
X

βn |n⟩⟨n|.

(7.4)

1

The onsite potential at the nth cavity, βn , is randomly distributed in the interval [−W0 /2, +W0 /2],
and the couplings tn , t′n are of the form t + δtn , where the disorder parameter δtn is also
randomly distributed in the interval [−Wt /2, +Wt /2]. This means that we are treating a
perturbed uniform 1D lattice. Non-Hermiticity enters in this system by making the couplings
asymmetric, i.e. tn ̸= t′n [See Fig. 7.3(a)]. We recall that we can partition the lattice between
bulk and boundary, and that the boundary can be engineered as in Fig. 7.1(b) to achieve
unidirectional coupling. If the amplitude of the disorder is not too large, the egenfrequencies
will distribute in the interval [−2t, +2t] approximately, and will be slightly perturbed with
respect to the clean lattice case, as shown in Fig. 7.3(b).
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Figure 7.3: Zero mode as a bound state in the continuum, in a one-dimensional disordered
lattice. (a) Schematics of the lattice. (b) Real part of the frequency spectrum. Blue circle
marks the zero mode and orange circle marks a neighbor state. (c) and (d) Wave intensity
of the zero mode and the state marked in orange in part (b). Shaded area represents the
bulk, as in Fig. 7.2(b). The parameters used in this model are W0 /t = 0.5 and Wt /t = 0.3
The zero mode lies in the middle of the band, creating the state depicted in Fig. 7.3(c):
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The wave function is delocalized, implying that the energy from the boundary penetrates
the bulk to a large extent, in a way comparable to the bulk eigenstates. A state close in
energy has been plotted in Fig. 7.3(d) for comparison. One could argue that exciting the
zero mode with a wave of a fixed frequency would be challenging because of its proximity to
other states that may end up being excited as well. However, as this is the only state that
is non-dark at the boundary, it can be pumped from the boundary cavity without the risk
of exciting undesired modes.
A different scenario appears when the zero mode is found within a band gap. The zero
mode will appear as a defect state that can be excited at zero frequency. However, the
zero mode differs from a typical defect state for the reasons we will explain in the next
example. For that matter we analyze a known two-dimensional model with a topological
band gap: The so-called two-dimensional Su-Schrieffer-Heeger lattice, which features higherorder topological phases. These phases are manifested via corner states with a quantized
quadrupole moment [110].
Figure 7.4 (a) shows the schematics of the lattice, whose unit cell is composed of four
resonators linked by a coupling rate γ, and the unit cells are coupled to one another with
rate λ. In each plaquette formed by any four adjacent resonators, there is one link with
an additional phase of π that ensures that the plaquette is pierced by a synthetic magnetic
flux of π. This flux is responsible for the emergence of two bands with a band gap about
zero-energy, hosting corner states in the band gap. We use the PT dimer tuned at the EP
as the boundary of this network, attached to the upper rightmost site of a ten-by-ten lattice.
Random loss with amplitude Γ0 and a strong onsite frequency disorder W0 are introduced
in the lattice to break its symmetries, which generate the complex spectrum shown in Figure
7.4 (b). Despite the disorder, a total of four states remain isolated in the band gap, and
the only mode with real frequency is the symmetry-free zero mode which overlaps with one
of the bulk-corner states, the one localized at the upper rightmost site [See Figure 7.4 (c)].
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Figure 7.4: Symmetry-free zero mode in a two-dimensional SSH lattice with synthetic magnetic field in the topological phase. (a) Schematics of the lattice. Thin and thick solid lines
represent the γ and λ links, respectively, and thin and thick dotted lines represent −γ and
−λ, respectively. The boundary sites are located in the upper right corner of the lattice. (b)
Complex eigenvalue spectrum in units of λ, where the orange circle marks the symmetry-free
zero mode and the purple circle marks one of the mid-gap corner states. Grey shaded area
shows the real band gap. (c) and (d) Amplitudes of the symmetry-free zero mode and the
mid-gap corner state signaled in (b). Parameters used in this simulation are: γ = λ/2, random loss distribution of amplitude Γ0 = 0.005λ and onsite frequency disorder of amplitude
W0 = 0.5λ. The bulk lattice is 5-by-5 unit cells size.
The other corner states remain almost unperturbed by the presence of the boundary and do
not populate it, as exemplified in Figure 7.4 (d).
The symmetry-free zero mode is different than other defect states, which may appear in
the band gap but do not necessarily have zero frequency. An example of this is the defect
state that emerges when one couples weakly one additional cavity to the corner of the bulk
lattice, as shown in Figure 7.5 (a). This coupling is reciprocal, implying that there is energy
flux from the bulk to the boundary and vice versa, a different situation compared to the
PT -dimer of Figure 7.4. The defect state does not emerge from the corner states of the
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Figure 7.5: Defect states in the mid-gap of the two-dimensional SSH lattice. (a) Schematic
of the network, with an additional cavity coupled reciprocally to its corner. (b) Complex
frequency spectrum, marking the defect state that arises from the coupling of the additional
cavity. (c) Defect state, showing a pattern distinct to the symmetry-free zero mode of part
(d). The inset suggests that the PT -dimer-boundary arrangement is used in this panel.
Same parameters as in Figure 7.4 are used, with τ = 0.2λ.
bulk lattice, and it appears as a state in the band gap additional to the four existing corner
states, as opposed to the symmetry-free zero mode, which hybridizes with one corner state.
This defect mode has an amplitude distribution slightly different than the symmetry-free
zero mode, as can be seen when comparing to Figure 7.5 (d). Thus, the symmetry-free zero
mode has a different nature than a defect state in a band gap.

7.3

Conclusions

We have introduced a novel state that does not rely on any symmetry of the bulk, and is solely
determined by the configuration of the boundary - the reason we name this special state the
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symmetry-free zero mode. The simplest way to describe it is through a Hamiltonian matrix
that has its last row vanished: This ensures the singular character of the Hamiltonian while
a zero mode exists for any possible configuration of the rest of the Hamiltonian matrix. This
robustness can be exploited to construct single mode lasers which can be pumped directly
at the boundary.
The zero mode exhibits intriguing properties and behaviors depending on the nature
of the underlying bulk. Two examples were examined to illustrate their unconventional
behavior and to point out the main properties of the zero mode. In the first example, by
analyzing a disordered one-dimensional lattice we observed that a zero mode can also be a
bound state in the continuum with large delocalization if it lies within a bulk band. Although
it is spectrally close to other bulk modes, it can be conveniently excited from the boundary
cavity, because the zero mode is the only non-dark at the boundary.
In the second example, we observed that the zero mode can be excited resonantly with
a wave at zero frequency when it lies away from a band, e.g., it lies in a band gap. By
analyzing a two-dimensional version of the SSH model with higher order topological phases,
we conclude that the zero mode hybridizes with existing zero modes in the gap, such as
the corner states in the nontrivial phase. We also observed that the zero mode is essentially
different than a defect state in the band gap, because the defect state can be easily perturbed,
moving away from zero energy and having a wave function amplitude different than that of
the zero mode.

Part III
Light transport in non-Hermitian
systems
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Chapter 8
Time-reversal-invariant scaling of light
propagation in non-Hermitian systems
This chapter is an adaptation of the work entitled “Time-reversal-invariant scaling of light
propagation in one-dimensional non-Hermitian systems” by Jose D. H. Rivero and Li Ge
[112]

8.1

Motivation

Efficient transmission of information through optical structures is one of the main problems
in computation and optical communications. They rely on the study of wave transport,
localization and resonances to engineer the properties of these structures. The scattering
matrix is a central object in this field of study [86, 113, 114, 115]. Besides its wide range of
applicability in optics and photonics, the scattering matrix has been used often to understand
resonances in nuclear and particle physics, transport in condensed matter and, in general,
to probe states of open quantum systems.
The scattering matrix connects the incoming to the outgoing channels in a system. In
92
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one-dimensional (1D) structures it contains information of the transmission and reflection
coefficients from both sides of the system. These quantities in a normal medium are not only
determined by the real part of the refractive index distribution, but also by its imaginary
parts, that accounts for the gain and loss present in the medium. In general, the scattering
information at a given frequency is different for a gain or a loss system. Hence, two media
with different gain and loss landscapes will have completely reflection and transmission
spectra, even if their real part of the refractive index distribution are identical. Furthermore,
the frequency dependence of the spectra can also become very different once the gain or loss
landscape are changed. As a result, the notions of invariant transmittance and reflectance
in different non-Hermitian systems have not yet been discussed since the general consensus
is that they do not exist.
In this chapter, we argue that a transmission and reflection invariant can exist between
two 1D systems that are the time-reversal of each other, i.e., of systems that are timereversal partners, one with refractive index profile n(x), and the other with profile n∗ (x).
This invariant does not depend on the complexity of the medium, e.g., whether they are
homogeneous or random, or whether they have gain and loss, or a mixture of them. This
invariance is manifested as a scaling of the transmission and reflection spectrum, and it
acquires a physical significance under photon flux conservation in time-reversal-invariant
systems, where no gain and loss are present. This treatment of the scattering matrix is
useful to establish generalized conservation laws and identities for a wide range of optical
systems and would serve to study reciprocity and to design gain profiles in lasers with suitable
properties.
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The scattering matrix

Consider the 1D optical system depicted in Fig. 8.1(a). We assume that electromagnetic
waves propagate freely in space until they scatter off a cavity of finite length L. The refractive
index landscape in the scattering region is described by the function n(x).
(a)

(b)
*
*

*

*

*

Figure 8.1: Two-channel scattering of light from a 1D optical system (left) and its timereversed partner (right).
The transverse electric field E(x, t) in the scattering region satisfies the wave equation:


n2 (x) 2
2
∂x − 2 ∂t E(x, t) = 0,
c

(8.1)

where c is the speed of light in vacuum. Outside the scattering region the electric field takes
the following form:

E(x, t) =




(aeikx + be−ikx )e−iωt , x < −L/2

,

(8.2)



(ce−ikx + deikx )e−iωt , x > −L/2
where ω is the real-valued frequency and k = ω/c is the wave vector in free space. The
amplitudes a, b, c and d in Eq. (8.2) are depicted in Fig. 8.1(a), and they are related through
the scattering matrix S as
 
  
 
 b  rL (ω) t(ω)  a
 a
 =
   ≡ S(ω)   .
d
t(ω) rR (ω)
c
c

(8.3)

Here rL , rR are the transmission coefficients from the left and right side, and t is the reciprocal
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transmission coefficient. As the wave equation (8.1) is unchanged when the time t is replaced
by −t, then

E(x, −t) =




(aeikx + be−ikx )eiωt , x < −L/2

(8.4)



(ce−ikx + deikx )eiωt , x > −L/2
is also a valid solution to the wave equation.
Next we take the complex conjugation of the wave equation (8.1), which now describes
the scattering of light from a medium with refractive index n∗ (x), with the loss and gain
regions exchanged from the original non-Hermitian system. Therefore, these two systems
are time-reversed partners, and the electric field given by

E ∗ (x, −t) =




(b∗ eikx + a∗ e−ikx )e−iωt , x < −L/2

(8.5)



(d∗ e−ikx + c∗ eikx )e−iωt , x > −L/2
indicates that the incoming amplitudes are now given by b∗ and d∗ and that they are scattered
into outgoing amplitudes a∗ and c∗ [see Fig. 8.1(b)]. We denote the corresponding scattering
matrix by S̃:

or

 
  
 
∗
∗
∗
 b  r̃L (ω) t̃(ω)   b 
a 
 ,
  = S̃(ω)   = 
t̃(ω) r̃R (ω)
d∗
d∗
c∗

(8.6)

 
 
 a
b
∗
  = S̃ (ω)   .
c
d

(8.7)

By multiplying S̃ ∗ (ω) to both sides of Eq. (8.3) from the left and simplifying the result using
Eq. (8.7), we obtain
S̃ ∗ (ω)S(ω) = 1

(8.8)
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which relates the scattering matrix S(ω) of the original non-Hermitian system and the scattering matrix S̃(ω) of its time-reversed partner. Here 1 is the identity matrix.
When the determinant of S(ω) is non-zero, i.e., away from a zero of the S matrix, we
employ


S −1


1
 rR −t
∗
=

 = S̃
2
rL rR − t
−t rL

(8.9)

to derive
∗
=
r̃L,R

rR,L
,
rL rR − t2

t̃∗ =

−t
.
rL rR − t2

(8.10)

Furthermore, using the property that

det(S̃ ∗ S) = detS̃ ∗ detS = 1,

(8.11)

∗
(rL rR − t2 )(r̃L∗ r̃R
− (t̃∗ )2 ) = 1,

(8.12)

or more explicitly,

we can rewrite Eq. (8.10) as
R̃L,R
RR,L
=
,
2
|rL rR − t |
|r̃L r̃R − t̃2 |
T
T̃
=
,
|rL rR − t2 |
|r̃L r̃R − t̃2 |

(8.13)
(8.14)

where T = |t|2 , RL,R = |rL,R |2 , T̃ = |t̃|2 , R̃L,R = |r̃L,R |2 are the transmittance and reflectances
in the two systems. Note that the subindices of the reflectances are switched in Eq. (8.13),
e.g., RR is related to R̃L . These two relations show that there exists a universal scaling of
transmittance and reflectance that is invariant after time-reversal, which utilizes the determinant of the respective scattering matrix.
This observation holds for 1D systems regardless of their symmetries and other properties

Transmittance
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Figure 8.2: Scattering from a 1D heterostructure and its time-reversed partner. There are
20 layers in each structure, and the refractive index is randomly set using Re[n] ∈ [1.5, 2.5]
and Im[n] ∈ [−0.05, 0.05]. Layer thickness is also chosen randomly, with the widest twice as
wide as the thinnest. (a) Transmittance T in this system and T̃ in its time-reversed partner
as a function of the wave number before (left) and after (right) the time-reversal invariant
scaling. The line and squares represent the scaled T and T̃ , respectively. Inset: Schematic
of the heterostructure. (b,c) The same for the reflectances. The lines and circles represent
scaled RL,R and R̃R,L , respectively.
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of the refractive index. One representative example is shown in Fig. 8.2 for a heterostructure with randomly chosen refractive indices and its time-reversed partner. Not only does
their transmittance (as well as reflectances) differ as much as four orders of magnitude,
but the frequency-dependence of these spectra also shows distinct features. Nevertheless,
once scaled by the universal factor given in Eqs. (8.13) and (8.14), their transmittances and
corresponding reflectances become identical, respectively.
As we work through some enlightening examples we will unravel the physical significance
of these and other scaled reflectances and transmittances in systems obeying particular
symmetries, as described in the following sections.

8.3
8.3.1

Examples
Systems with time-reversal symmetry

We start our exemplification by considering a dielectric slab with an arbitrary index profile
n(x), where the only constraint is that n(x) is real, i.e., the slab is dissipationless and
gainless. Then the slab is its own time-reversed partner, and in this case it is interesting
to note that the scaled transmittance and reflectance in Eqs. (8.13) and (8.14) reduce to
their standard and unscaled forms. This is because now S̃ is the same as S, leading to
|detS| = |rL rR − t2 | = 1 in Eq. (8.12), i.e., the time-reversal invariant scaling trivially
becomes one in this case.
However, we should note that
T
|rL rR −

t2 |

+

RR,L
̸= 1
|rL rR − t2 |

(8.15)

in general, and hence one may wonder what the general “conservation law” is that reduces
to T + R = 1 in the time-reversal invariant case, where RL = RR ≡ R. It turns out that
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such a “conservation law” is simply given by

T + R = 1,

(8.16)

where we have defined
R≡

rL rR
,
rL rR − t2

T≡

−t2
rL rR − t2

(8.17)

as the pseudo-reflectance and pseudo-transmittance.
R and T are complex in general, but they also become the physical reflectance and
transmittance in the time-reversal symmetric case. To show explicitly that R and T are real
in this case, we note that Eq. (8.10) now becomes

∗
rL,R
=

rR,L
,
rL rR − t2

t∗ =

−t
.
rL rR − t2

(8.18)

Therefore, we find
rL rR
= R,
rL rR − t2
−t2
|t|2 =
= T,
rL rR − t2

|rL |2 = |rR |2 =

(8.19)
(8.20)

and the trivial “conservation law” given by Eq. (8.16) now becomes the actual flux conservation relation. The latter, of course, can also be obtained from the unitarity property of
the scattering matrix, i.e., S † S = 1, which can be derived using Eq. (8.8) with the assumed
reciprocity (S T = S) in this case.

8.3.2

A dielectric slab with gain or loss

One of the simplest systems that exhibit nontrivial scattering features is a 1D slab which
is capable of amplify or absorb radiation. The former is a typical model used to study

CHAPTER 8. TIME-REVERSAL-INVARIANT SCALING

100

solid-state laser cavities, and the consideration of its time-reversed partners has led to the
discovery of coherent perfect absorbers (CPA) [47, 48, 49].
However, such a consideration has only been explored for the extremes of the scattering
matrix, namely its poles and zeros. A pole (zero) of a scattering matrix is defined as the
usually complex frequency where one or more eigenvalues of the scattering matrix become
infinite (zero). Therefore, at a pole of a scattering matrix an infinitesimal input (e.g., noises
as input a and c in Fig. 8.1) can lead to a finite scattering or output light intensity, which is
one mathematical model used to describe a laser with a gain medium when the pole occurs
on the real frequency axis. Clearly, a “time-reversed laser” then corresponds to a zero of the
scattering matrix, where the incoming light satisfying certain coherent phase and amplitude
configuration is absorbed perfectly by the time-reversed system with loss, after which the
CPA is named.
Such a correspondence is a special case of Eq. (8.11): a pole (zero) implies that the
determinant of the scattering matrix is infinite (zero), and the time-reversal relation between
a laser and a CPA is described asymptotically by Eq. (8.11): detS → ∞ in a laser cavity
with gain while detS̃ → 0 in the corresponding CPA with loss [see Fig. 8.3(b)].
It is well known that detS = rL rR − t2 → ∞ implies that rL , rR and t all diverge at the
frequency of a lasing mode. However, one usually cannot verify analytically whether these
quantities approach infinity at the same speed without knowing their explicit expressions.
Together with Eq. (8.12), the scaling relation (8.10) offers us a unique opportunity to overcome this difficulty. Specifically, they lead to R̃∗ = R for the pseudo-reflectance in a pair of
time-reserved partner systems, or more explicitly,


r̃L r̃R
r̃L r̃R − t̃2

∗
=

rL rR
.
rL rR − t2

(8.21)

As detS = rL rR − t2 approaches infinity in a laser cavity, detS̃ = r̃L r̃R − t̃2 vanishes in
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Figure 8.3: Scattering from a pair of uniform dielectric slabs with gain and loss, respectively.
n = 3 ± 0.05i. (a) Schematics showing their respective lasing and CPA state. (b) Scaling
factors as a function of the wave number. (c) Transmittance before (left) and after (right)
the time-reversal invariant scaling. (d) Same for the reflectance. The symbols are the same
as in Fig. 8.2.
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the corresponding CPA as we have mentioned, and r̃L r̃R remains finite in this process [see
Fig. 8.3(d), for example]. As a result, the left hand side of Eq. (8.21) diverges, and so
does its right hand side. Because the denominator of the latter (i.e., detS) also diverges, it
indicates that rL rR approaches infinity faster than rL rR − t2 . In other words, the leading
order asymptotics of rL rR and t2 are the same. In a system with reflection symmetry as the
one shown in Fig. 8.3, rL = rR and hence they approach infinity at the same speed as t [see
the highest peak around 104 at nkL/π ≈ 13 in Figs. 8.3(c) and (d)].
Similar to what we have seen in Fig. 8.2, here the physical reflectance and transmittance
differ significantly in the gain and loss slabs [see the left panels in Figs. 8.3(c) and 8.3(d)].
After applying the scaling factor specified in Eqs. (8.13) and (8.14) and shown in Fig. 8.3(b),
we again verify the time-reversal invariant scaling of the reflectance and transmittance [see
the right panels in Figs. 8.3(c) and 8.3(d)].

8.3.3

PT -symmetric systems

If we compare three systems, the original non-Hermitian one (“A”) with refractive index
n(x), its time-reversed partner (“B”) with index n∗ (x) and its PT -symmetric partner (“C”)
with index n∗ (−x), the latter two are just mirror images of each other. Therefore, we can
easily rephrase the time-reversal invariant scaling relations (8.13) and (8.14) as PT invariant
scaling relations. For this purpose, we denote the scattering matrix of system C by S̄, which
satisfies the following relation:
σx S̄ ∗ (ω)σx S(ω) = 1.

(8.22)

Here ω is again real-valued and σx is the first Pauli matrix. The counterpart to Eq. (8.10)
is then
∗
r̄L,R
=

rL,R
,
rL rR − t2

t̄∗ =

−t
.
rL rR − t2

(8.23)
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In other words, the additional parity operator simply leaves the reciprocal transmission
unchanged (i.e., t̄ = t̃) and exchanges the left and right reflection coefficients (i.e., r̄L,R =
r̃R,L ) when we compare system B and C. The resulting PT -invariant scaling is then given
by:
R̄L,R
RL,R
=
,
2
|rL rR − t |
|r̄L r̄R − t̄2 |
T
T̄
=
.
2
|rL rR − t |
|r̄L r̄R − t̄2 |

(8.24)
(8.25)

If a non-Hermitian system is PT -symmetric, we then find |detS(ω)| = 1 from Eq. (8.22)
using S̄(ω) = S(ω) and (detσx )2 = 1. Therefore, the scaling factor in Eqs. (8.24) and (8.25)
also vanish, similar to the case in Sec. 8.3.1 where the system is time-reversal invariant.
In addition, we note that the generalized but trivial conservation law T + R = 1 for the
pseudo-transmittance T and pseudo-reflectance R derived in that section applies to any 1D
non-Hermitian system. Therefore, it holds in a PT -symmetric system as well but differs
from the non-trivial conservation law given in Ref. [116]. To derive the latter, we can write
the physical transmittance and reflectances as

RL,R =

2
rL,R
∈ R,
rL rR − t2

T =

−t2
∈R
rL rR − t2

(8.26)

using Eq. (8.23), which then leads to

|1 − T | =

p
RL RR .

(8.27)
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Conclusions

We have shown that there exists a time-reversal invariant scaling for wave propagation in
1D non-Hermitian systems. It applies to both transmission and reflection, no matter how
different the spectra of these quantities are in this system and its time-reversed partner.
Although we have restricted our discussion to 1D systems so far, some of our observations
can be easily extended to higher dimensions. For example, for a quasi-1D waveguide with
multiple transverse channels [73], the relation (8.8) still applies as long as the incoming
and outgoing channels with the same index are related by time reversal. In this case the
scattering matrices can be written in their block forms, i.e.,


rL t 
S(ω) = 
,
t rR





r̃L t̃ 
S̃(ω) = 

t̃ r̃R ,

(8.28)

where rL,R , t, r̃L,R , t̃ become matrices themselves. We then find the following identity:

T + R = N,

(8.29)

∗
rR ), and N is the number of incoming (and outgoing)
where T ≡ t̃∗ t, R ≡ Tr(r̃L∗ rL ) = Tr(r̃R

channels.
Similarly, the identity (8.8) also holds for the scattering of cylindrical waves in two
dimensions (2D). Following the convention used in Ref. [117], we define the mth incoming
and outgoing channels by

Ψ−
m (r, θ) =

−
Hm
(kr) imθ
e ,
−
Hm (kR)

Ψ+
m (r, θ) =

+
Hm
(kr) imθ
e .
+
Hm (kR)

Here m ∈ Z is the angular momentum number, and m > 0 (m < 0) describes counterclockwise (clockwise) waves. r, θ are the radial position and the azimuthal angle, R is the radius
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Figure 8.4: Time-reversal invariant scaling of a reduced scattering matrix in 2D disk geometry. (a) Transmittance as a function of the wave number before (left) and after (right) the
time-reversal invariant scaling. Inset: Schematic of the disk scatterer. (b) The same for the
reflectance. The symbols are the same as in Fig. 8.2.
of the scattering region, and H ± are the Bessel functions of the first and second kind. In the
absence of scattering, the scattering matrix becomes an anti-diagonal matrix, similar to the
1D case defined in Eq. (8.3).
Although the time-invariant scaling of the scattering coefficients does not exist in higherdimensions in general, it reemerges in some special cases. Take the scattering of the cylindrical waves, for example. If the index modulation itself has an angular momentum M = 2
(e.g., a quadruple cavity with a uniform refractive index [118]), then a cylindrical wave of
angular momentum m will be scattered strongly into the m ± 2 channels in general. More
specifically, the m = ±1 channels are scattered strongly into each other and the m′ = ±3
channels. If the index modulation is weak, then the scattering intensities into the m′ = ±3
channels are negligible due to a low spectral overlap factor. Consequently, the m = ±1
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channels form a largely closed subspace of the scattering matrix, and the reduced-dimension
scattering matrix S in these channels behave in the same way as in the 1D case.
Assuming reciprocity, we denote the scattering amplitudes between the m = ±1 channels
as the “transmission coefficient” t and those back into the outgoing channels of the same
indices as the reflection coefficients rL,R . The same time-reversal invariant scaling shown
in Eqs. (8.13) and (8.14) still holds, and we exemplify this result using two disks of radius
R and refractive index n(r, θ) = (1.5 + 0.1 sin 2θ) ± 0.05i. To verify that the reduction of
the scattering matrix into the 2 × 2 form is a good approximation, we first mention that
the ratio of the scattering intensities into the m′ = 3 and m′ = 1 (−1) channels from the
m = 1 channel is 1.3 × 10−2 (6.1 × 10−4 ) at kR = 3, which is typical for the range of wave
numbers shown in Fig. 8.4. The reflectances RR,L in this case are identical, because the
m = ±1 channels are exchanged when we simply change our perspective from the top view
to the bottom view of the 2D plane. In other words, the chirality of the channels is flipped
when θ → −θ. The transmittances T and T̃ shown in Fig. 8.4 do not exhibit similarities
in particular, but they become identical after applying the time-reversal invariant scaling
specified in Eq. (8.14).

Chapter 9
Superluminal propagation of
topological edge states of light
This chapter is based on an unpublished work with tentative title “Superluminal edge states
in topological photonic systems” by Jose D. H. Rivero and Li Ge

9.1

Motivation

Wave transport with group velocities larger than the speed of light has captured great attention in physics, not only because of its exotic origin, but also because alongside other
phenomena, such as slow-light and negative group velocity, it offers us the ultimate control
over light propagation. Superluminal transport of waves has been largely related to nonHermiticity, in which optical gain can overcome the effects of absorption near the anomalous
dispersion regions. In photonic media, such as photonic lattices of resonators, waveguides or
coherent networks, it has been formulated with the aid of non-Hermiticity [119, 120, 121, 122],
in which gain and loss can perturb the bulk band dispersion, or induce parity-time symmetry
breaking around exceptional points, creating places of diverging group velocity.
107
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Aside the possibility of superluminal transport, one fundamental aspect of non-Hermitian
photonic systems is topology, which offers robustness to chiral edge states in open systems.
The merging point of these two aspects of non-Hermitian photonics promise exciting advances
in the control of photonic states. In recent works [123, 124] that merged topology and
superluminal wave propagation in condensed matter systems, imaginary Fermi velocity of
Dirac fermions would give rise to diverging group velocities of edge states. Also, the Dirac
cone of photonic graphene [121], when subjected to a PT -symmetric modulation of gain and
loss, can be transformed into a hyperboloid with diverging group velocity at its waist; this
phenomenon appears for arbitrarily small amounts of gain and loss. Thus far, superluminal
topological states have been produced by perturbing existing bands, but a state emerging
purely from non-Hermiticity has not yet been reported.
In this chapter, we present a novel edge state that appears from non-Hermiticity around
an exceptional point in topological photonic systems, which emerge as robust localized edge
states, and not as delocalized bulk modes. We show that gain and loss can create a robust,
reconfigurable route for light with large group velocity enhancements, easily accessible in
diverse photonic systems. We approach two examples to illustrate this phenomenon: a
square photonic lattice with a synthetic gauge field applied and an all-dielectric photonic
crystal with non-trivial topology.

9.2

Superluminal mode in synthetic-gauged lattices

We start with the lattice shown in Fig. 9.1(a). It has the same coupling g in the vertical
direction and the asymmetric couplings in the horizontal direction are constant in each row,
with their phases changed by π/2 successively in the vertical direction. This configuration
can be realized using spatially displaced ring couplers [75], and it leads to a synthetic gauge
field for photons, with each of the smallest plaquettes pierced by a flux π/2.
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Figure 9.1: Superluminal modes in a topological lattice with synthetic gauge. (a) Schematics
of the lattice and (b) its two-dimensional band structure. Only one quarter of the first
Brillouin zone is shown, and the lattice constant is set to 1. (c) Band structure of an xperiodic ribbon with 44 lattice sites in the y-direction. A pair of gain and loss sites are
placed at positions 21 and 22, respectively. (d) Group velocities of the modes marked in
blue, green and red in part (c).
In the absence of gain/loss at the edges, this system is periodic in both the x- and the
y-direction, with a four-site periodicity in the latter. This leads to the band structure shown
in Fig. 1 (b): a Dirac cone is formed at the Γ point, and two band gaps labeled BD1
and BD2 appear. Chiral edge states emerge in the ribbon configuration of this system,
which is assumed here to be periodic in the x-direction and have a finite number of sites
along the vertical direction. To explore the non-Hermitian effects in this topological system,
a pair of gain and loss sites of strength are placed in the bulk of the ribbon, forming a
gain/loss waveguide along the x-direction. The sites introduce a new boundary and induce
two additional chiral edge bands in each band gap. Its emergence is through the formation
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of an EP, once the strength of gain and loss is increased above a threshold value γTH = g,
as shown in Fig. 9.1(c).
A crucial feature previously unnoticed is the diverging group velocity near the EP [See
Fig. 9.1(c)]. Compared to the chiral edge states of the underlying Hermitian system, the
enhancement of the group velocity is more than one order of magnitude. We define the speed
of light on a tight-binding lattice as the maximum speed it can support in the Hermitian
case. In the square lattice of Fig. 9.1(a), this speed is c = 2|g| in units of the lattice constant.
In the context of condensed matter, the speed of light can also be understood as the speed
of free electrons in the conduction band, right above the Fermi level. In the topological
lattice, the dispersion of the Dirac cone at the center of the Brillouin zone at zero-energy
defines the speed of light, which is precisely 2|g| [See Fig. 9.1(b)]. The group velocities of the
non-Hermiticity-induced chiral edge states near the EP shown in Fig. 9.1(d) clearly exceed
c, hence we can affirm that the edge states are superluminal.
Although the EPs are extremely sensitive to perturbations, in our scheme the enhanced
group velocity near the EP is a robust effect. Our results show that the enhancement factor
is still larger than 3, hence it is superluminal at γ = 1.05γTH . It reduces gradually as γ
further increases. The same enhancement and robustness can be observed when the gain
and loss boundary are placed in a y-periodic ribbon. The only difference with respect to the
x-periodic ribbon is that the superluminal chiral edge modes appear at the ky = 0 point. In
an on-chip photonic system fabricated by electron-beam lithography [75], the small number
of cavities and photonic eigenmodes in the band gaps limits the maximum achievable group
velocity. To understand this limitation, consider two plane waves with close frequencies ω1,2
and wave numbers k1,2 . The group velocity of the wavepacket made out of their superposition
is given by vg = (ω1 − ω2 )/(k1 − k2 ). Therefore, a small but finite δk = k1 − k2 reduces the
group velocity that approaches infinity only at the EP.
Despite this challenge, we are able to observe superluminal light transport, as shown in
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Figure 9.2: Superluminal light transport of non-Hermitian chiral edge states. (a,c) Its initial
spatial profile and that after 8.13t−1 . Onsite potentials on pumped and unpumped sites are
0.9it and −it, respectively. (b,d) the same for a Hermitian lattice.
Fig. 9.2. We consider two systems: one is passive with 10 rows and 10 columns, and the
other has an active region of the same size at the middle of a 18-by-18 lattice. A direct
comparison shows that a counterclockwise (CCW) chiral edge state propagating along the
gain boundary in the second case is almost three times as fast: it has traveled three sides
of the gain region after a duration of 8.13t−1 [See Figs. 9.2(a) and 9.2(c)], while the passive
lattice in the first case has only propagated one side of the same region [Figs. 9.2(b) and
9.2(d)]. The peak position of these two wave packets are shown in Figs. 9.2(e) and 9.2(f),
from which we estimate their group velocities to be 1.81c and 0.61c, respectively.
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Figures 9.2(e) and 9.2(f) show discrete plateaus because these edge modes have a long tail
and tend to linger at the corners. The non-Hermitian wave packet consists of two chiral edge
modes with energies 1.4269+0.2545i and 2.0586+0.2670i, which are the closest to the center
of the top band gap. To construct a Hermitian wave packet with a single peak, three chiral
edge modes are utilized with energies 1.5817, 1.8141 and 2.0114, bracketed by their nonHermitian counterpart mentioned above. We also note that even though the non-Hermitian
chiral edge state experiences net gain, it does not play a role in the superluminal dynamics of
the wave packet. To support this claim, we construct a new system with an imaginary onsite
shift H̃ = H − iα1, with which all eigenstates, including the chiral edge states experience
loss instead. In the meanwhile, the initial wave packet ψ0 propagates as ψ̃(t) = e−αt ψ(t).
In other words, its dynamics only changes by a time-dependent overall scaling factor, which
does not affect its shape or peak position. We have utilized this property to normalize the
intensity of the wave packet in Fig. 9.2(c).

9.3

Superluminal mode in all-dielectric topological photonic crystals

Topologically protected defect states have been recently reported in dielectric photonic crystals [125, 126, 127], as photonic analogues of the quantum spin Hall (QSH) effect in condensed matter systems: they feature gapless, spin-momentum-locked modes propagating in
edges or interfaces. As photonic crystals are a common platform in integrated photonics,
waveguiding without backscattering is higly desirable, and control of signal propagation via
non-Hermiticity represents a clear advantage. In this section we show that our approach can
be applied to topological photonic crystals, and new gapless modes with large group velocities can be generated in gain/loss pathways, similar to the ones introduced in the previous
section.
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Figure 9.3: Superluminal edge states in the topological photonic crystal. (a) Geometry of the
crystal and its parameters. (b) Band structure from the tight-binding model, black solid lines
show the bands for R = a0 /2.9 and gray dashed lines for R = a0 /3. The energy is scaled
via the main parameter t. (c) Dispersion of photonic bands of a ribbon with a gain/loss
defect at its center, with the critical gain/loss strength that produces the EPs. Solid lines
show the modes arising from non-Hermiticity and green dashed line corresponds to the state
localized at the edges of the ribbon. Inset: Zoom into the region where the non-Hermitian
bands cross. (d) Group velocities of the bands marked in part (c). Two dotted horizontal
lines denote the Fermi velocity of the gapless system, for comparison.
The photonic crystal consists of a deformed honeycomb lattice of dielectric rods, forming
a geometry that resembles that of photonic graphene and preserves its C6 symmetry. Each
unit cell contains six rods placed at a distance R from its center, as shown in Fig. 9.3(a).
For R = a0 /3 where a0 is the lattice parameter, the structure is equivalent to a honeycomb
lattice, hence it has no photonic band gap. If R < a0 /3 there is a trivial gap around 139
THz (for silicon rods with a0 = 1 µm) [125], whereas for R > a0 /3 the gap is topologically
nontrivial, featuring band inversion. The band diagrams for the R = a0 /2.9 and R = a0 /3
are shown in Fig. 9.3(b). They were calculated in the tight-binding approximation and
considering up to third-order nearest neighbor hopping terms, for fields concentrated mostly
in the dielectric rods. This reproduces to a good extent the qualitative behavior of the central
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bands, compared to results from finite elements solutions of the Maxwell’s equations for the
transverse magnetic modes [125]. An equivalent crystal can be constructed by replacing
the rods by air holes of triangular shape in a InGaAsP slab with multiple quantum wells,
yielding photonic band gaps around 190 THz [127].
If one considers the ribbon geometry in the zig-zag configuration of a photonic crystal in
the topological regime, two edge states appear [See Fig. 9.3(c), green dashed line]. Although
they do not cross the band gap, they are robust against edge imperfections, and no other
states are found in the gap, as discussed in Ref. [128]. Once gain and loss is introduced in
the middle of the ribbon, a pair of bands emerge from the bulk, approaching each other until
they meet in the middle of the gap, touching at two points close to zero momentum [See
inset of Fig. 9.3(c), solid purple and blue lines], forming four EPs. It is worth to mention
that the non-Hermitian gapless states are doubled: for the same real part of the energy, one
amplifying and one lossy mode exist. Thus, the resulting dispersion consists of four modes
with large group velocities.
In this photonic crystal, we identify the speed of light with the “Fermi velocity” vf from
the Dirac cone dispersion at the gap closing points. In units of the main parameter t used
for the tight-binding simulation, the Fermi velocity vf /a0 ∼ 0.353t and is indicated as two
horizontal dotted lines in Fig. 9.3(d) for reference. Whereas the group velocities of the
original Hermitian edge states do not surpass vf , the non-Hermitian modes are superluminal
across the band gap, and their group velocities surpass the Fermi velocity up to more than
one order of magnitude. The band structure computed in Fig. 9.3(c) was performed on a
ribbon of 20 unit cells (each cell hosting six sites) with open boundary conditions in the
y-direction, and periodic boundary conditions in the x-direction.
The non-Hermitian topological photonic crystal also hosts edge states robust against
perturbations, but they behave differently than the Hall photonic insulator in the previous
section. In the Hermitian case, a state localized at the edge terminations of the topological
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crystal does not traverse the band gap. Such state contains the two spin flavors and the
momentum remains locked to the spin state. On the other hand, the interface between a
trivial and a topological crystal supports two gapless, counterpropagating edge modes, each
with a different spin state, that cross the band gap entirely. This suggests that a topological
crystal with no topological-trivial interface would not support gapless Hermitian gapless edge
states. However, the inclusion of gain and loss inside the topological crystal can create a set
of non-Hermitian states that traverse the band gap and form exceptional points, contrary
to the expected for the nontrivial photonic crystal. If the amount of gain/loss is further
increased, then the gapless state splits again into an upper and a lower band, because the
increasing onsite potential decouples these sites from the lattice, producing effective edge
terminations which, as discussed above, lead to states that do not cross the band gap.
Now, we discuss the transport properties of the non-Hermitian superluminal modes:
due to its geometry and symmetries, one convenient way to study chiral edge states of a
finite photonic crystal is in a triangular domain. In our simulations, such configuration
has 39 unit cells side, enclosing a triangular region of 20 unit cells side along which the
waves propagate [See Fig. 9.4]. In the non-Hermitian case, the crystal is modeled entirely
as R = a0 /2.9, i.e., the entire domain is topologically nontrivial. Gain and loss sites are
introduced along the triangular boundary of 20 unit cells side; they are signaled by blue and
red small background circles respectively, in Figs. 9.4(a) and 9.4(c). In the Hermitian case,
the larger domain is modeled as R = a0 /3.125, enclosing a region with R = a0 /2.9 that is,
a nontrivial region embedded in a trivial domain, being their interface a 20 unit cell-side
triangle. The topological region is signaled by blue small background circles in Figs. 9.4(b)
and 9.4(d).
The initial wave packet in the non-Hermitian superluminal edge state was constructed
from a linear superposition of gapless modes with energies E1,2 = 0.65t + 0.16it and 0.73t +
0.16it. The relatively poor localization of the initial wave packet as seen in Fig. 9.4(a),
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Figure 9.4: Wave packet evolution in the triangular setup of the topological photonic crystal.
(a) and (b) show the wave initial distributions of the non-Hermitian superluminal mode and
the Hermitian interface state, respectively. In (c) and (d), the distributions described above
evolved 82t−1 . Since it comes from a tight-binding model and not from a full-wave solution of
Maxwell’s equations, the field intensity |ψ(t)|2 shown in this plot is obtaned by averaging the
intensities of the six sites belonging to each unit cell, and represented by a small Gaussian
density distribution at the center of the unit cell.
comes from the limited number of states within the band gap with energies matched in
their imaginary parts. If the amplification in the combined states were all different, then
the mode with larger gain would quickly dominate over time, spreading its intensity entirely
along the triangle. Also due to the small number of energies available within the gap, it
was not possible to construct the wave packet with average energy close to the EP. This
issue could be alleviated by increasing the size of the system, which would make the number
of states within the band gap larger. Despite these difficulties, this wave packet manifests
superluminal propagation by completing a turn around the triangle after 82t−1 , that is, after
traveling 60 unit cells with speed v = 0.75t, well above the Fermi velocity.
The Hermitian gapless edge states coming from a trivial-topological interface also prop-

CHAPTER 9. SUPERLUMINAL PROPAGATION

117

agate with a definite chirality. The initial wave packet was constructed also by linearly
combining states with energies E1,2,3 = 0.572t, 0.575t and 0.694t: this results the wave
packet shown in Fig. 9.4(b). After 82t−1 , this wave packet has traveled approximately
half of the perimeter of the triangle, much slower when compared to its non-Hermitian
counterpart. Thus, Hermitian edge states are outperformed by non-Hermiticity-induced superluminal edge states. It is important to mention that from the eigenvalue analysis of the
tight-binding model used here, the states with largest gain in the non-Hermitian case are not
edge states, but rather corner states at higher frequencies, which coincide with the corners of
the ring of gain introduced. Being the smallest threshold lasing modes of this configuration,
the dynamics of the field is dominated by them, thus wave packet propagation along a ring
of gain becomes unstable, limiting its application in an experiment.

9.4

Conclusion

We explored the emergence of a superluminal band of edge states in topological photonic
systems with non-Hermiticity. Two platforms were proposed to demonstrate this effect:
a lattice of resonators with a synthetic gauge field supporting chiral edge states, and a
dielectric photonic crystal with nontrivial topology. The ribbon geometry was studied to
characterize the bands of both systems. The robustness provided by topology, combined
with the inclusion of gain and loss allowed the manipulation of non-Hermitian bands to
achieve diverging dispersion at specific points in momentum space. Wave packet propagation
simulations were performed to confirm the existence of superluminal states: we studied
chiral edge states propagating in a square portion of the Hall insulator, and in a triangular
domain of the photonic crystal. In both cases, the non-Hermitian states outperformed the
conventional Hermitian edge states by propagating twice and three times faster.

Appendix A
The paraxial approximation
The paraxial approximation is used in this thesis to explain the behavior of the electric field in
waveguides, and apply it in the modeling of lattices under the tight-binding approximation.
We first approach the so-called paraxial wave equation and then we introduce transverse
variations of the refractive index to construct waveguides and achieve a Schrödinger-like
equation.
Let us consider a plane wave of frequency ω0 , wave number k0 propagating in a medium
of refractive index n0 , along the z-axis. The one-dimensional Helmholtz equation in this
case is [∂z2 + n20 k02 ]E(z) = 0 with solution E(z) = ein0 k0 z . If there is a small deviation in
the propagation direction with respect to the z-axis, a dependence in the other coordinates
appear, and we can write the electric field as E(r) = ψ(r)ein0 k0 z , in which there are a slowlyvarying contribution ψ(r) in r and a rapidly-varying function ein0 k0 z . The corresponding
Helmholtz equation is
[∂x2 + ∂y2 + ∂z2 + n20 k02 ]ψ(r)ein0 k0 z = 0.
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The second derivative with respect to z is

∂z2 (ψein0 k0 z ) = (∂z2 ψ)ein0 k0 z + 2n0 k0 (i∂z ψ)ein0 k0 z − n20 k02 ψein0 k0 z
≈ 2n0 k0 (i∂z ψ)ein0 k0 z − n20 k02 ψein0 k0 z ,

(A.2)

where the first term was neglected because in the high-frequency limit |2in0 k0 ∂z ψ| ≫ |∂z2 ψ|.
Inserting Eq. (A.2) into Eq. (A.1), we obtain the paraxial wave equation:

[∂x2 + ∂y2 + 2n0 k0 i∂z ]ψ(r) = 0.

(A.3)

In waveguides, rays are guided by total internal reflection, and their wave vector has a
small component in the transverse direction. They can be modeled as a (small) variation
of the refractive index in the transverse direction n(r) = n0 + δn(r). By approximating
n2 (r) ≈ n20 + 2n0 δn(r), Helmholtz equation becomes
[∂x2 + ∂y2 + 2in0 k0 ∂z + 2n0 k02 δn(r)]ψ(r) = 0,

(A.4)

which can be rewritten as



1
2
i∂z ψ(r) = −
∇ − k0 δn(r) ψ(r),
2n0 k0 ⊥

(A.5)

where ∇2⊥ = ∂x2 + ∂y2 is the Laplacian operator of the transverse coordinates. This equation
is similar to the celebrated Schrödinger’s equation with the potential energy term identified
as V (r) = −k0 δn(r).
One can simplify the form of the paraxial equation by scaling the coordinates x → n0 k0 x,
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y → n0 k0 y, z → n0 k0 z to obtain



1 2
i∂z ψ = − ∇⊥ + v(r) ψ,
2

(A.6)

where v(r) = −δn(r)/n0 . If we make the solution to Eq. (A.6) as ψ = e−iβz ϕ(x), then we
obtain the eigenvalue equation



1 2
βϕ = − ∇⊥ + v(r) ϕ,
2
which adopts the form of the time-independent Schrödinger equation.

(A.7)

Appendix B
Coupled mode theory
Coupled mode theory is used in this thesis to derive coupled linear equations from the
Helmholtz or the paraxial wave equation, when two or more photonic components are put in
proximity such that their modes overlap and couple. Once the resonances of an individual
resonator or the propagation constant of a single waveguide are found, the problem reduces
to solve a matrix equation.
(b)

(a)
v(x)

β0

β0

I

II

n0
ω0
DII

n0
ω0
DI
ne

Figure B.1: Coupled mode theory for (a) waveguides and (b) resonators. Blue thin lines in
both (a) and (b) depict the wave functions of each waveguide/resonator.
We start with the paraxial equation derived in Eq. (A.5). We restrict to the onedimensional case for simplicity. For that, we first treat a single waveguide centered at
x = 0, with a potential profile v0 (x). It satisfies the paraxial equation β0 ψ0 (x) = [−∂x2 /2 +
v0 (x)]ψ0 (x), with eigenvalue β0 . Now, we place a pair of identical waveguides centered at
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x = ±d with the same profile as the original, yielding a potential [See Fig. B.1(a)]:

v(x) =




v0 (x + d)

x<0
(B.1)



v0 (−x + d) x > 0
Note that we constructed the new potential v(x) to be symmetric about x = 0, and remains
symmetric even if v0 is not. This helps us to derive a simple model with a well-defined parity
symmetry operator. As we show in Fig. B.1(a), space is partitioned into two domains, I
(x < 0) and II (x > 0). In each domain we can introduce a wave function, ψ1 and ψ2 ,
centered at x ± d respectively, which satisfy


1 2
− ∂x + v0 (x + d) ψ1 = β0 ψ1 ,
2

1
− ∂x2 ψ2 = β0 ψ2
2

(B.2)


1 2
− ∂x + v0 (−x + d) ψ2 = β0 ψ2
2

(B.3)

for domain I, and
1
− ∂x2 ψ1 = β0 ψ1
2



in domain II. We normalize the wave functions as

R
I,II

2
dx = 1. In coupled mode
ψ1,2

theory, we approximate the solution to the paraxial equation with potential v(x) as a linear
superposition of ψ1 and ψ2 :


1 2
− ∂x + v(x) Ψ = βΨ
2

(B.4)

where Ψ ≡ (α1 ψ1 + α2 ψ2 ). We use equations (B.2) and (B.3) to write Eq. (B.4) in each
domain. Next, we multiply the resulting equation in domain I by ψ1 and integrate in x < 0.
We also multiply the equation in domain II by ψ2 and integrate in x > 0. This leads to the
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following set of equations:

α1 β0 + α2 (β0 j1 + g1 ) = α1 β + α2 βj1 ,
α1 (β0 j2 + g2 ) + α2 β0 = α1 βj2 + α2 β,

where j1,2 ≡

R
x≶0

ψ1 (x)ψ2 (x)dx and g1,2 ≡

R
x≶0

(B.5)

v(x)ψ1 (x)ψ2 (x)dx are overlap integrals of the

modes. It can be shown that g1 = g2 by using ψ1 = ψ0 (x + d) and ψ2 = ψ0 (−x + d) and
by making the substitution x → −x in the integral g1 , hence obtaining g1 = g2 = g as a
result. With further algebraic manipulations on Eq. (B.5) we arrive to the following matrix
equation:










α1 
β0 g  α1 

  = β  ,
α2
g β0
α2

(B.6)

which we will call the coupled mode equation. The square matrix in Eq. (B.6) is often
referred to as the Hamiltonian in this thesis. Note that this Hamiltonian is invariant under
the parity operation x → −x, where the parity operator is σx , the first Pauli matrix. The
eigenvalues of the Hamiltonian in Eq. (B.6) are β± = β0 ± g and its eigenvectors are the
√
parity even and odd wave functions Ψ± = (ψ1 ±ψ2 )/ 2, respectively. A similar procedure as
the described above can be applied to a PT -symmetric perturbation of the refractive index
in these two waveguides to achieve the Hamiltonian shown in Eq. (2.6).
We use the same strategy to derive the coupled mode theory for a pair of identical
resonators embedded in a medium of refractive index ne . Each resonator has a refractive
index distribution n0 (r) inside its corresponding domain DI,II , and has a mode frequency
ω0 [See Fig. B.1(b)]. The resonator satisfies the Helmholtz equation
[∇2 + n20 (r)k02 ]ψ0 (r) = 0,

r ∈ D,

[∇2 + n2e k02 ]ψ0 (r) = 0,

r∈
/ D.

(B.7)
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As in the waveguide case, here we approximate the solution to the coupled system as the
linear superposition of two fields ψ1 , ψ2 representing the localized modes in each resonator.
R
2
The fields are normalized as DI,II ψ1,2
dr = 1. We also introduce the new refractive index
distribution
n(r) =




n0 (r) r ∈ DI,II ,


n e

(B.8)

elsewhere.

By following the same steps as in the previous case, we transform the equation

[∇2 + n2 (r)k 2 ]Ψ(r) = 0,

(B.9)

where Ψ ≡ α1 ψ1 + α2 ψ2 , into the following matrix equation
 
 
α
−t α1 
2  1
  = k  ,

α2
α2
−t k02


2
 k0

where t ≡ k02

R
DI

(B.10)

[n0 (r) − ne ]ψ1 (r)ψ2 (r)dr. Here, we have also assumed that |t/k02 | ≪ 1,

hence, we neglected terms of O(t2 ). The eigenvalues of this Hamiltonian are the squared
frequencies k 2 .

Non-Hermitian complex couplings
By judicious implementation of gain and loss, it is possible to realize a Hamiltonian like
in Eq. (B.6), but in which the coupling constant g is complex, rendering the Hamiltonian
non-Hermitian. In chapter 3, Fig. 3.3 we approached a ring with non-Hermitian couplings,
and a system of four coupled waveguides with gain/loss introduced in the interstitial space
between waveguides was proposed for its realization.
We start with a two-waveguide system described by potential v1 (x). Their eigenvectors
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are the parity even and parity odd wave functions, Ψ± , and they satisfy
1
[− ∂x2 + v1 (x)]Ψ± = β± Ψ± ,
2
where β± = β0 ± g. The eigenstates are normalized as

R

Ψ2± dx = 1 and

(B.11)

R

Ψ+ Ψ− dx = 0,

where the integrals are performed in the whole space. Next, we introduce an imaginary
perturbation to the refractive index ini (x) in the interstitial region M:

ṽ(x) =




v1 (x) + iv2 (x) x ∈ M,


v1 (x)

(B.12)

elsewhere,

where v2 (x) = −ni (x)/n0 . We multiply the resulting paraxial equation by Ψ± and integrate
in the whole space, using the orthogonality of the wave functions. This way, we obtain a
system of equations with overlapping integrals in M that can be then written in the basis
of functions ψ1 , ψ2 , resulting in the following Hamiltonian:


β0 + iΓ1 g + ir 
H=
,
g + ir β0 + iΓ2

(B.13)

R
2
(x)dx are the induced gain/loss in the waveguides, and r =
where Γ1,2 = M v2 (x)ψ1,2
R
v (x)ψ1 (x)ψ2 (x)dx is the non-Hermitian contribution to the coupling constant. Note
M 2
that the loss terms Γ1,2 appear in the Hamiltonian of Eq. (B.13) as a byproduct of the
presence of loss in the interstitial region. They can be countered by applying gain to the
waveguides.

Appendix C
Tight binding approximation and
band theory
Tight binding models are used as a simple description of single electrons in solids, and in
photonics, it is useful to describe the fields in arrays of photonic components. When there
is periodicity in the array, the emerging translation invariance allows us to define bands,
which contain valuable information of the topology, or the properties of the waves, such as
the group velocity.
In Appendix B we transformed Maxwell’s equations for two photonic components into
simple matrix eigenvalue problems under the assumption that the field is the linear superposition of the modes belonging to each photonic component. This approximation is valid
as long as the overlap integrals are small, and the modes are well confined at each photonic component. We can generalize the coupled mode equations to an arbitrary number of
components, and we still can use the overlap integrals to determine the couplings between
them. Tight binding approximation has been extensively used through this thesis, from the
simple models displaying chiral symmetry and pseudochirality in Chapters 3 and 4, to the
more complex, two-dimensional models studied in Chapter 9 that host superluminal edge
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states, passing through the restricted bulk zero mode and symmetry-free zero mode defined
in Chapters 6 and 7, respectively.
An interesting case of the usage of tight binding approximation occurs in lattices, which
are arrays of photonic components with structural order. Let us place N identical resonators
equally spaced along a straight line, then the Hamiltonian of this system becomes an N × N
matrix:




k02

−t


−t k02 −t


.
H=
−t . .











.



−t

2
−t k0

(C.1)

We can write the above Hamiltonian using the bra-ket notation, where we define a basis of
vectors {|n⟩}, in which |n⟩ is a unit column vector with its only nonzero entry equal to 1 at
the nth position:
H=

N
X

β02 |n⟩⟨n| − t(|n⟩⟨n + 1| + |n + 1⟩⟨n|).

(C.2)

n

When the size of the system is large, it is convenient to transform the basis {|n⟩} to a new
basis in “momentum” space {|q⟩}:
1 X iqn
|n⟩ = √
e |q⟩,
N q

(C.3)

Where q acquires N discrete values between −π and π, characterized by an integer number
m, such that qm = mπ/(N + 1), with m = −N + 1, −N + 3, . . . , N − 3, N − 1. Then, the
Hamiltonian (C.2) can be written as:
N
i
1 X X i(q−q′ )n h 2
′
H=
e
k0 − t(e−iq + eiq ) |q⟩⟨q ′ |.
N n q,q′

(C.4)
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We can choose to perform first the sum over index n. We use that for a large N ,
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1
N

PN
n

′

ei(q−q )n

tends to zero if q ̸= q ′ . This is because the sum of complex exponential terms is a sum of
numbers in the unit circle: for each term with phase α in the sum, there is another term
with phase ∼ α + π that tends to annihilate it. Hence, the sum can be approximated by the
Kronecker delta δq,q′ , which brings the Hamiltonian to the form

H=

X

k02 − 2t cos q |q⟩⟨q|.

(C.5)

q

In the {|q⟩} basis, the Hamiltonian is diagonal, meaning that their eigenvalues are characterized by the momentum q, given by k 2 (q) = k02 − 2t cos q. This diagonalization is possible
because all the coupling integrals across the lattice are uniform, which implies that the potential profile, or the refractive index distribution is periodic. For an infinite, periodic lattice,
there is translation invariance and the function k 2 (q) = k02 − 2t cos q becomes a continuous
function of the momentum, forming a band of energies, ranging from k02 − 2t to k02 + 2t.
In translation-invariant wave systems, where the potential term is periodic, i.e., v(x+a) =
v(x), the wave functions are characterized by a momentum quantum number q that takes
values between −π/a and π/a, and can be written as ψq (x) = eiqx u(x), where u(x) is a
periodic function with the same periodicity of the potential: This is known as the Bloch’s
theorem. This formalism can be combined with the tight-binding approximation to study
generalizations to crystals in higher dimensions, or cases when more than one orbital is
involved, or when there is more than one atom per unit cell. For example, in one-dimensional
chain, we can assume that if at the nth position, the discrete wave function amplitude is
ψq (n), then at the n + 1th position the amplitude is ψq (n + 1) = eiq ψq (n), or eiqa ψq (n) if the
periodicity a is specified. As a result, one can restrict oneself to study one unit cell, how it
couples with other unit cells and how are the couplings within the unit cell.
As an example, consider the system in Fig. C.1: A one-dimensional chain of resonators
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Figure C.1: Rice-Mele model in the tight binding approximation. (a) Schematics of the
lattice. (b) Energy bands computed for ∆ = 0, and t2 = 0.5t1 .
of two types, A and B with frequency detunings ±∆, respectively, and the coupling between
A and B of the same unit cell is t1 , whereas the the coupling among different unit cells is t2 :
This is known as the Rice-Mele model. We can characterize the wave function at the nth
unit cell as Ψ(n) = [ψ A (n), ψ B (n)]T , where the q-dependence is implicit. We can write the
eigenvalue equation for the amplitudes at the nth unit cell as

ε(q)ψ A (n) = ∆ψ A (n) + t1 ψ B (n) + t2 ψ B (n − 1),
ε(q)ψ B (n) = −∆ψ B (n) + t1 ψ A (n) + t2 ψ A (n + 1).

(C.6)

Using that ψ B (n − 1) = e−iq ψ B (n) and ψ A (n + 1) = eiq ψ A (n), the eigenvalue equation for
an arbitrary n can be written as ε(q)Ψ = HΨ, where

t1 + t2 e
 ∆
H=
t1 + t2 eiq
−∆
The eigenvalues of this Hamiltonian are ε(q) = ±

−iq



.

(C.7)

p
∆2 + t21 + t22 + 2t1 t2 cos q, indicating the

formation of two bands, separated by a gap of 2|t1 − t2 | even if the detunings are zero [See
Fig. C.1(b)].
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Based on Time Modulation. Physical Review Applied, 14:031002, 2020.
[55] Huanan Li, Ahmed Mekawy, Alex Krasnok, and Andrea Alù. Virtual parity-time
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