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A B S T R A C T
This paper presents the turbulent pipe flow analysis of the friction factor’s uncertainty for two different
experimental scenarios: high-precision and standard engineering instruments. One deduced the uncertainty
function of the implicit Colebrook’s correlation and five of the most accurate and fast explicit correlations.
The joint propagation of uncertainties is evaluated, sorted and mapped for the probabilities of intersection
of the Colebrook’s uncertainties against the alternative correlations. The maps display the fastest to the
slowest equation for standard engineering and high-precision instruments, respectively for 50% and 95%
intersection. For the standard engineering instruments, the least accurate of the explicit correlations are
applicable and within the Colebrook uncertainty bounds. The most accurate correlations are necessary for
specific roughness and Reynolds’o domains cases and for high-precision research instruments. Results also
show that, for high-precision scenarios with a 95% uncertainty fit, there is still room for improvement in the
explicit correlations.1. Introduction and objectives
In pipe flows, the head loss depletes mechanical energy from the
fluid flow due to friction from both viscosity and surface roughness.
This friction is quantified by the friction factor and is calculated analyt-
ically for laminar flows. For turbulent flows, one may calculate it two
ways: by solving the implicit equation defined by Colebrook’s works;
by solving explicit equations that have been appearing in the literature















where 𝑓 is the friction factor, 𝜖∕𝐷 is the relative roughness, 𝜖 is the
equivalent sand-grain roughness, 𝐷 is the hydraulic diameter of the
pipe, Re is the Reynolds number. The Colebrook equation is based
on experimental data from earlier works by Prandtl, von Kármán and
Nikuradse [2]. It is the accepted standard for friction factor calculation,
although not in total agreement with recent experimental measure-
ments, neither in terms of values nor terms of curve behavior in the
region of transition from smooth to rough hydraulic regimes [3,4].
The importance of the works from Colebrook is undeniable as
it sets the benchmark. To ease daily engineering practice, in 1944,
Moody plotted his famous chart for the friction factor in commercial
pipes using this equation for the turbulent regime on the range of
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0 ≤ 𝜖∕𝐷 ≤ 0.05 by 3000 ≤ Re ≤ 1 × 108 [5]. As computers and
respective software become more complex, the computational burden
to calculate the implicit equation (1) for every branch of fluid pipe
network increases. Consequently, many explicit correlations were de-
veloped to mitigate the burden of the friction factor calculation. From
an evaluation of the published research, from Moody himself in 1947
to the most recent publications offering new explicit correlations [6–8],
one may conclude that the search for the best explicit correlation has
not yet ended.
As these explicit correlations are approximations to Colebrook’s,
previous proposals balanced the analysis of the trade-off between ac-
curacy and time. The accuracy is always compared against results from
the Colebrook equation [9–12]. Computational time is the final result
of a complex set of variables where the complexity of the model, the
numerical approach, and hardware may play an important goal to
improve the velocity of calculation of the friction factor.
Alternative approaches such as applying genetic optimization [13]
or the application of asymptotic series expansion of the Wright and
Lambert 𝜔-function and symbolic regression [8,14] are relevant from a
mathematical and computational standpoint. Despite the high-precision
approximations, the friction factor calculation for real pipe networks
always depends on measured values being thus susceptible to their
intrinsic uncertainties as pointed out by [15] that modeled the un-
certainty functions of the Colebrook quantities applying the Montevailable online 15 August 2021
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exempt from experimental uncertainties is rooted in these previous
works.
This work aims to evaluate the uncertainty propagation of the most
accurate explicit correlations for the friction factor and verify if their
high-accuracy is relevant when the uncertainties of the experimental
quantities are included. The — How accurate is accurate enough? —
question is the trigger of this work, which may be expanded into the
following three questions:
1. How important is it to obtain an exact match for the friction
coefficient when incorporating the instrument precision?
2. May a strategy to select the best-suited correlations, including
the instrument precision, be proposed?
3. Is it worth it to improve the already very accurate explicit
correlations when the experimental uncertainty is far larger, as
it will be demonstrated in this article?
2. Theory and methods
2.1. Current explicit correlations
An exhaustive review of explicit correlations since the seminal
work by Colebrook is presented by [16]. It presents the average and
maximum relative errors of the explicit correlations against Colebrook’s
and the computational time, and the best trade-off between accuracy
and computing burden is depicted in a 2-D diagram for 30 correlations.
The five correlations with the best balance between computational time
and accuracy, ordered here from the fastest to the slowest, and less
accurate to most accurate, were found to be:
1. Eq. (2) by Haaland [17], which differs with less than ±1.5%
against the Colebrook equation, is the fastest correlation among
the recommended ones. All equations on this list have the same
application range as the Colebrook equation: 0 ≤ 𝜖∕𝐷 ≤ 0.05 by














2. Eq. (3) by Fang et al. [18], with maximum relative error of















3. Eqs. (4), (5), (6) and (7) by Brkić and Praks [7], with which the





















4. Eqs. (8) and (9) by Shacham [19], which correlates the correct
solution of the Colebrook equation within 0.02% relative error.
𝑓 =
{[






















5. Eqs. (10), (11), (12) and (13) by Serghides [20]. This correlation
is the most accurate one, with a maximum relative error of
0.00314%. Although it is the slowest explicit correlation, it
consumes less than half of the time required in the iterative







𝐴3 − 2𝐵3 + 𝐶3
]−2
(10)



























The friction factor is a function of roughness and Reynolds. Thus
it depends on measured values of diameter, surface roughness, flow
velocity/rate and fluid properties. Accuracy, calibration, and operating
procedures of instrumentation, the operator’s skill, pipe roundness, and
fluid temperature may propagate uncertainties to the friction factor.
Common instruments for measuring inner pipe diameter are calipers
and tape/laser measures. The uncertainty of high-precision calipers
range from ±0.02mm to ±0.04mm (±0.0008 in to ±0.0016 in) while
standard instruments range from ±0.05mm to ±0.1mm (±0.002 in to
±0.004 in) [21]. Pipes with half-inch diameter can be measured within
an uncertainty of less than ±0.8%, for instance, and this percentage
is lowered for larger diameters. Tape/laser measures cover the range
of larger diameters, when it is impractical to use calipers, and achieve
accuracies of ±1mm to ±3mm (±0.04 in to ±0.12 in). These instruments
are sufficiently accurate for fluid flow applications, but thermal expan-
sion or ovality may further increase the uncertainty associated with the
pipe’s diameter.
Flowmeters, such as differential pressure, positive displacement,
and ultrasonic meters have accuracy ranging from ±0.25% to ±10%
[22]. Viscosity is measured by viscometers with accuracies ranging
from ±0.2% to ±5% of full scale, but common fluids like water and
air have their properties tabulated. Although varied sources present
slightly different values, the largest viscosity uncertainty is due to fluid
temperature uncertainty. For example, the kinematic viscosity of water
is 1.01 × 10−6 m2 s−1 (1.09 × 10−3 f t2 s−1) at 293.15K (68 ◦F) [23], but for
temperatures 5K (9 ◦F) higher the viscosity decreases 11.3%, and for
temperatures 5K lower, it increases 12.9%.
Roughness is the largest source of uncertainty. In the experiments
that led to Colebrook’s equation, the pipe’s roughness was artificially
made with sand-grains. Therefore, the roughness of the pipe ought to
be an equivalent sand-grain roughness. Recommended values for com-
mercial ducts of various materials are, for example, tabulated in [24],
with uncertainties up to ±70%. Alternatively, using the roughness
parameter 𝑅𝑧, the calculated friction factor value differs on average
6.75% from experimental results [25]. 𝑅𝑧 is the arithmetic average of
the maximum peak to valley heights within five sampling lengths and
can be measured by roughness testers, which achieve accuracies from
±0.5% to ±5%.
2.3. Uncertainty propagation analysis
When a measured value is used to calculate another, the former’s
measurement uncertainties are propagated to the latter. The uncer-





















where 𝛺𝐹 is the absolute uncertainty of the calculated value 𝐹 and 𝛺𝑚𝑖 ,


















The friction factor functions in four quantities: roughness, diameter,
flow velocity and kinematic viscosity. Therefore, its relative uncertainty




































Eq. (16) can be simplified into Eq. (17), where the uncertainty of




















Thus, friction factor uncertainty 𝜔𝑓 is a function of the uncertainties
f roughness, 𝜔(𝜖∕𝐷), and of Reynolds, 𝜔Re. They are given by Eqs. (18)
nd (19) as functions of the uncertainties of: surface roughness 𝜔𝜖 ,
iameter 𝜔𝐷, flow velocity 𝜔𝑢 and kinematic viscosity 𝜔𝜈 .
(𝜖∕𝐷) =
√
𝜔𝜖2 + 𝜔𝐷2 (18)
𝜔Re =
√
𝜔𝑢2 + 𝜔𝐷2 + 𝜔𝜈2 (19)
3. Results and discussion
3.1. Uncertainty of the friction factor — Colebrook
The uncertainty of the friction factor calculation with Eq. (17) is






























The weight parameters are functions of roughness and Reynolds and
are depicted in Figs. 1(a) and 1(b) within the range of 1 × 10−7 ≤
𝜖∕𝐷 ≤ 0.05 by 3000 ≤ Re ≤ 1 × 108. These calculations were carried out
for the Colebrook equation (1) expanded to 12 iterations of the method
of successive substitution. Curve behavior and values are similar for
explicit correlations.
For low relative roughness, i.e. smoother pipes, and low Reynolds,
the influence of roughness uncertainty is negligible when compared
to Reynolds’s. Also, it is independent of the roughness value. This
is expected since the friction factor is less dependent on roughness
when this is small and more dependent on Reynolds when the effect
of viscous friction is more relevant (low Re). The largest weight value
of the uncertainty of Reynolds is 0.307 for the smallest roughness and
Reynolds. The dashed line is the frontier were both weight coefficients
from Eqs. (20) and (21) have the same value. For high roughness and
Reynolds, the uncertainty of roughness becomes dominant. Its influence
is the largest for the highest roughness and Reynolds: 0.465. The weight
of relative roughness tends to be unconstrained by the Reynolds num-
ber. This region is characterized as hydraulic rough since the energy
loss due to surface roughness is more relevant when compared to that
due to the effect of viscosity. Figs. 1(a) and 1(b) is useful to decide
which instruments need to be accurate depending on the application’s
hydraulic regime.
The friction factor uncertainty is calculated for two representative
scenarios: high-precision research and standard engineering instru-
ments. For high-precision research, where accurate instruments and3
Fig. 1. (a) Weights of relative roughness uncertainty, Eq. (20), and (b) Reynolds
number uncertainty, Eq. (21), in the friction factor’s uncertainty calculated from
Eq. (17). The dashed line (red) shows the border were both weights have the same
value and delimits the region where the uncertainty of Reynolds is dominant (lower
region) from the one where roughness is more relevant (upper region).
measurement protocols are mandatory, the following experimental un-
certainties are assumed: 3% for surface roughness; 0.1% for diameter;
0.5% for flow velocity; 0.5% for kinematic viscosity. For engineering
projects, the assumed uncertainties are roughness 60%; diameter 2%;
flow velocity 10%; viscosity 10%.
The relative uncertainty of the friction factor calculated for the Cole-
brook equation is depicted in Fig. 2 for standard (utmost 𝑦-axis) and
high-precision scenarios (left 𝑦-axis). For high-precision instruments,
the friction factor uncertainty is between 0.07% and 1.40%, while for
the engineering case, the final uncertainty can be as high as 28.00%.
Notably, the instrumental uncertainties for the standard engineering
scenario are 20 times larger than the values of 𝜔𝜖 , 𝜔𝐷, 𝜔𝑢 and 𝜔𝜈 for the
high-precision research scenario, and this reflects into 20 times larger
𝜔𝑓 . Another feature in Fig. 2 is that the larger the relative roughness,
the larger the uncertainty of the friction factor. Reynolds influence
friction factor uncertainty in smoother pipes and less turbulent flow,
and roughness dominates in rougher pipes and more turbulent regimes.
This behavior agrees with that shown in Figs. 1(a) and 1(b).
The friction factor calculated from the implicit Colebrook equation
is presented in Fig. 3 by a circle. The respective uncertainty range for
the standard measurement scenario marks the possible limits of the
friction factor results. The results of the five explicit correlations are
depicted with dots displaying the high fit of all explicit correlations.
Visually they appear falling inside the same single dot, but a carefully
Mechanics Research Communications 116 (2021) 103764L.E. Muzzo et al.Fig. 2. Friction factor relative (percentage) uncertainty for standard and high-precision
scenarios, 𝜔𝑓𝑠 and 𝜔𝑓ℎ.
Fig. 3. Colebrook’s and the five explicit correlations’ friction factors (respectively
circles and dots) with the uncertainty limits for standard engineering scenario.
visual enlargement shows that not to be the case. This could be enough
to justify that all correlations inside the Colebrook equation’s uncer-
tainty range are perfectly viable for friction calculation, but their own
propagated uncertainties should also be tested. Again, the larger the
friction factor, 𝑓 , the wider the uncertainty limits for all correlations.
3.2. Uncertainty of the friction factor — Explicit correlations
The uncertainty of each explicit correlation is compared against
Colebrook’s owns uncertainty. The possible arrangements of the uncer-
tainty adjustments are depicted in Figs. 4(a) to 4(f). The concurrence
is evaluated by the ratio of the intersected area by possible total,
defined by the non-dimensional fitness 𝜏 parameter (probability of
intersection), Eq. (22), where 𝑓1 and 𝑓2 are respectively the upper
lines of correlation 1 and 2 while 𝑓3 and 𝑓4 are respectively the lower






Figs. 4(a) to 4(f) depict the different scenarios for the intersection of
the uncertainty limits of the functions. The continuous lines represent4
Fig. 4. Intersection area between the uncertainty ranges of the Colebrook correlation
(circles), limited by continuous lines, and an explicit correlation (dots), limited by
dotted lines.
the Colebrook uncertainty limits, and the dotted lines the uncertainty
limits of any other correlation. The first case is the no-interference
between the uncertainty limits for 𝜏 = 0, Fig. 4(a). The opposite
limit is the exact fit of the uncertainty limits of both functions for
𝜏 = 1, Fig. 4(f). The true value of the friction factor may be at any
point between these extremes for combinations in Figs. 4(b) to 4(e).
In Fig. 4(b), the uncertainty limit of Colebrook expression is partially
overlaid (shadowed area) by the explicit correlation in the lower part of
the schema. As for Fig. 4(c), the superposition is in the upper part of the
schema. In these two situations, the uncertainty limits of both functions
are equally spaced. Figs. 4(d) and 4(e) are for situations where the
uncertainty limits are different. In the first one, Colebrook’s uncertainty
limits are narrower than the explicit function - Fig. 4(d). The opposite
case is when Colebrook’s uncertainty limits are wider than the explicit
function - Fig. 4(e).
The true value of the friction factor may be located at any point
between the limits of uncertainty. Presumably, it will be inside the
area delimited by the Colebrook equation (admitting it is the most
reality-accurate equation, although the inconsistencies with some ex-
perimental results [3,4]). The larger the fitness parameter, or the
shadowed areas in Figs. 4(b) to 4(f), the larger the probability that the
calculated friction factor will fall inside Colebrook’s uncertainty limits
by using that particular explicit correlation.
The fitness parameter is used as a quantitative criterion to compare
different explicit equations. To illustrate, one will describe the method-
ology for everyday engineering instruments and 𝜏 ≥ 0.950. Fig. 5(a)
shows that the Serghides correlation, Eqs. (10) to (13), satisfies the
criteria for all domain. Nevertheless, a faster but slightly less accurate
correlation as Shacham, Eqs. (8) and (9) also perform correctly for
the same fitness and replaces Serghides almost all over the domain,
overlaying the previous areas with the faster Shacham correlations.
Fig. 5(b) shows the areas satisfied by the fastest correlations that com-
ply with the fitness parameter, where the green layer from Shacham
tops the red layer from Serghides correlation. The only part that it does
not cover is where 𝜏 < 0.950. Brkić and Praks and Fang correlations
successively decrease the computational burden, thus overlaying the
previous slower equations in Figs. 5(c) and 5(d). The final diagrams of
the fastest explicit equations to the fitness of 95% are concluded when
Haaland correlation is the last to be superimposed with the yellow
shading, Fig. 6(a).
Figs. 6(a) and 6(b) depict respectively the standard engineering and
high-precision scenarios for all correlations evaluated in this article, for
𝜏 ≥ 0.950. Fig. 6(a) shows that the Shacham correlation is the most
suitable for smaller roughness and Reynolds; and that the correlations
Mechanics Research Communications 116 (2021) 103764L.E. Muzzo et al.Fig. 5. Trustful values in the intersection area, for 𝜏 ≥ 95%. Graphics from (a) to (d)
show the overlays of the correlation for standard precision instruments. Serghides (red),
Shacham (green), Brkić and Praks (blue) and Fang (purple). (For interpretation of the
references to color in this figure legend, the reader is referred to the web version of
this article.)
from Brkić and Praks, Fang et al. and Haaland dominate the upper
region of larger roughness and Reynolds. By reducing the fitness criteria
to 𝜏 ≥ 0.785, Brkić and Praks correlation, Eqs. (4) to (7), will cover
the whole domain, and by further reducing to 𝜏 ≥ 0.252, Fang et al.
Eq. (3), will also suffice. Haaland’s correlation does not satisfy the
whole domain for any value of 𝜏 different than zero.
For high-precision scenario and fitness 95%, equations by Serghides
and Shacham are the fastest that cover the domain partially, Fig. 6(b).
The blank area indicates that none of the explicit correlation satisfies
the Colebrook correlation for 𝜏 ≥ 0.950 for that area. Although, if one
reduces the fitness value to 𝜏 ≥ 0.840, the Serghides correlation will
cover the whole domain, and if further reduced to 𝜏 ≥ 0.270, Shacham
correlation will also suffice. In the high-precision scenario, correlations
by Haaland, by Fang et al. and by Brkić and Praks do not cover the
whole domain for any value of 𝜏.
The reduction of fitness does not imply necessarily a decrease in
accuracy. The uncertainty values are much smaller for lower Re and
roughness, Figs. 2 and 3, and thus the probability of intersection may
decrease. By setting the fitness parameter to 𝜏 ≥ 50%, one may observe
in Figs. 7(a) and 7(b) the recommended correlation domain maps,
respectively, for standard engineering and high-precision instruments.
For the first, Brkić and Praks, Serghides, and Shacham explicit corre-
lations cover the whole domain. However, there is no needed to use
these higher precision correlations because Haaland and Fang et al.
correlations, Eqs. (2) and (3), present faster results with the same
degree of uncertainty. Correlation by Haaland is recommended when
roughness and Reynolds are larger, and the lower diagonal region of
Fig. 7(a) is occupied by correlations from Fang et al. and Brkić and
Praks.
Fig. 7(b) shows a similar trend as Fig. 6(a). Haaland region is
smaller, and only for limited values of Re and 𝜖∕𝐷 is applicable. Fang
et al. region is quite similar; this correlation is recommended for high
values of 1 × 105 ≤ Re ≤ 1 × 108 and 3 × 10−3 ≤ 𝜖∕𝐷 ≤ 0.05. Brkić
and Praks region is similar to Fig. 6(a), and it covers the upper half of
the domain.5
Fig. 6. Trustful values in the intersection area, for 𝜏 ≥ 95%. (a) Standard precision
instruments and (b) high-precision instruments. Serghides (red), Shacham (green), Brkić
and Praks (blue), Fang et al. (purple) and Haaland (yellow). (For interpretation of the
references to color in this figure legend, the reader is referred to the web version of
this article.)
4. Conclusions
The early work of Colebrook was experimental, and experimen-
tal uncertainty depends on the type of approach: standard or high-
precision. How important it is to obtain an exact match for the friction
coefficient when incorporating the instrument precision was recog-
nized with the assessment of experimental uncertainty for this schema.
For the standard practices, long-established correlations such as Fang
et al.’s or Halaand’s more than suffice. There is still room for im-
provement for high-precision experiments when the goal is to reach a
close-to-exact match between Colebrook’s and explicit correlations.
This paper presents a strategy based on a fitness parameter proposed
to quantify the propagated uncertainty analysis of both the implicit and
explicit correlations in calculating the friction factor in circular pipes
flow. The fitness factor 𝜏 parameterizes the intersection between the un-
certainties of the Colebrook and the explicit equations. This parameter
allows sorting the probability of the intersection of uncertainties of the
correlations in Reynolds’ roughness domain. The results are mapped
for 2 types of probability, 95%, and 50%, and standard and high-
precision instruments, Figs. 6 and 7. Fair to state that when correlations
yield a result with the same degree of uncertainty and differ only in
Mechanics Research Communications 116 (2021) 103764L.E. Muzzo et al.Fig. 7. Trustful values in the intersection area, for 𝜏 ≥ 50%. (a) Standard precision
instruments and (b) high-precision instruments. Serghides (red), Shacham (green), Brkić
and Praks (blue), Fang et al. (purple) and Haaland (yellow). (For interpretation of the
references to color in this figure legend, the reader is referred to the web version of
this article.)
complexity and computing time, it is futile to use the most intricate or
time-consuming.
Fig. 6(b), the high-precision scenario with a 95% probability of
intersection, will allow us to return the last question — Is it worth
it to improve the already very accurate explicit correlations when the
experimental uncertainty is far more considerable? — The use of high-
precision equipment decreases uncertainty, thus reduces the probability
of intersection. There is a void in Fig. 6(b) showing that none of
the evaluated equations comply with the criteria. However, relaxing
the criteria from the original 95% to 84% fitness enables Serghides
correlation over the whole domain. As the fitness parameter is relaxed,
the choices of valid equations broader, Fig. 7(b).
An unexpected consequence of the uncertainty analysis is compar-
ing the relative roughness and Reynolds weights that will enable the
selection of suitable instruments according to the domain conditions,
Figs. 1(a) and 1(b).6
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