INTRODUCTION
In linear filtering theory and regression theory problems of the following kind appear. Let a random element consist of a square integrable real random variable Y and a square integrable random vector Z with observable values in IWk or more generally in a real separable Hilbert space H. One is interested in an element x E H which for any realization (y, z) with observed z and unobserved y yields an estimate (z, x) of y with the property of minimizing the expectation E ( Y-(Z, x)12. Such an x is given as a solution of the Wiener-Hopf equation
where the expectation vector EYZ=: b E H is defined by (6, w) = E( YZ, w ), w E H, and A E 9(H) (Banach space of bounded linear operators on H into H) is defined by (Aw, w) = E(Z, w)', w E H, and denotes in the case EZ = 0 the covariance operator of Z. If it is possible to observe 3(H)-valued random variables A,, given by (A,w, w) = (Z,, w ) 2, w E H, and H-valued random variables 6, := Y,,Z, ( Y,, Z, random variables with values in IR and H, resp.), n E N, such that their arithmetic or weighted means almost surely converge in norm to A and b, resp., one can use the Robbins-Monro method for iterative solution of (1) . The recursion formula is given by X .=x,-oc,,(A,x,,-b,) n+l . (2) with arbitrary X, and nonnegative numbers ("gains") ~1, E [0, 1) with c(, + 0 (n + co) and 1 a, = co. As to the linear filtering or regression problem in [Wk and its treatment by the Robbins-Monro method we refer to Eweda and Macchi [6, [ 1, 12.41 , and, for a treatment of (1) by a variant of (2), Walk [18, pp. 133, 1341 .
From an abstract point of view one is interested in an iterative solution given by recursion (2) of Eq. (1) in a Banach space X with A E y(X), the Banach space of bounded linear operators on X into X, and b, x E X where for the sequences (A,) and (b,) in T(X) and X, resp., their arithmetic means or weighted means converge in some sense to A and b, resp. The pathwise aspect in the above stochastic situation allows a deterministic formulation. The problem, with specializations and restrictions concerning X, A, (A,), or (a,), has been treated among others by Fritz [S] , Gyorti [9] , and independently by Metivier and Priouret [ 151, Ljung [ 131, and Walk [19,  with presentation at an Oberwolfach meeting in February 19841.
The aim of this paper is to give a unified treatment of convergence of (x,) defined by (2) to a solution of (1) in a Banach space with general weights a, and under mild conditions on (A,) and (6,) . For the stable case inf{ re A; I E a(A)} > 0 (o(A) . . . spectrum of A) treated in Section 3 (Theorems 1 and 2 with different assumptions on the approximation of weighted means of the operators A, to a stable operator), the proof is based on representations of x,+ I using weighted means of A, and b,,. The convergence assumptions on these means whose weights are connected with (a,,) are for a large class of gain sequences (a,) equivalent to the corresponding assumptions concerning arithmetic means (Lemma 5); this yields a version of Theorem 2 that is easy to handle (Corollary 1). For the singular case of a not necessarily unique solution of ( 1) treated in Section 4 (Theorem 3), the proof uses a representation of (1 -N,,A,,) . .. (1 -%,A,) (1 <k < n). Both methods are connected and can also be used in the other case.
NOTATIONS
Throughout this paper u,, are numbers E [0, 1) (no N), X is a real or complex Banach space, and y(X) is the Banach space of bounded linear operators on X into X with 1 as identity operator; further A, A', Assume (6) . Let I,, x0 be as in part (a) and k~ N with uj Ire 11,/ < 1 (j > k). Then thus re 1, > 0 because of C aj = co.
Assume now (4) . Let O<E<E* <s** <CT*. By the Dunford integral representation (Yosida [21, pp. 225, 2261) f&k='\ fi 
and (x,) in X be defined by (2) with arbitrary x, . Then x,+ A-'6 (n + CD),
Proof: Let us first consider the assumptions (7), (8), (9), (11) It is enough to show v IV n,k+lll -+O (n-r co), k E N with cq > 0 because, noticing cak = co, there are infinitely many k's with ak > 0. For, let k E N with tlk > 0. Let us apply the first part of the proof to Z(X) instead of X, the left multiplication operator M, with A instead of A and A, (n E N), the left multiplication operator M,, with A' instead of A', OE P'(X) in the situation of x1 and 6, (k # n E t+J), and l/ak E U(X) in the situation of b,; it is easy to see that all the assumptions are satisfied to do this. Since the role of x, will be played by An,k+, E L?(X) (n 2 k), we get the desired convergence IIAn,k+ 1 II * 0 (n + co). Now, the case of an arbitrary b can be reduced to the case b = 0 similarly as this was done in the proof of Theorem 1. 1 Let us examine the nature of the possible limits of sequences (x,) defined by (2) under quite mild conditions on (A,) and (6,). Thus Ax-b=O. 1
The following proposition states that the conditions on the operators A,, formulated by operator norms in Theorems 1 and 2, resp., which especially contain an approximation (not necessarily convergence) of their weighted means to a stable operator A', e.g., 1 or A, imply a stability property of the operator sequence (A,) corresponding to the stability property (7) of the single operator A'. This nearly immediately yields the assertion of Theorems 1 and 2. PROPOSITION 1. Let a,~ [0, 1) with a, + 0 (n--t co), C a,= co, and A,EY(X), neN.
G-4 0"
or if (7), (8), (9) hold with A' E T(X), then (12) (b) Let (x,) in X be defined by (2) with an arbitrary x1. Then (12), (8) , and (11) with b=O imply x,+0
(n-00); (12), (8) , and (10) with A E P(X) imply that A is injectioe and with closed range; (12), (S), (lo), and (11) with A E P'(X) and b in the range of A imply convergence of (x,) to the unique solution of Ax -b = 0. and (x,) in X be defined by (2) with xi = 0. For (x,,) one uses the representation according to Lemma l(b) and l(c), resp., which leads to a corresponding representation of (fi;*x,). then one obtains (3) by (10) and (ll), so we get XL -+ 0 by the first statement of (b), thus X, -+x (n --) co). Since for b = 0, again by the first statement of (b), x, + 0 (n -+ co), the implication b = 0 3 x = 0 holds. This means exactly the injectivity of A. Further, using Lemma 4, it is easy to see that b belongs to the range of A if and only if the sequence (x,) defined by (2) with 6, = b (n E N) and X, =0 converges. But the set of these b's is closed by Lemma 1 (a) and by (12) . 1 Remark 1. In order to deduce Theorem 1 from Proposition 1 we have only to repeat the first part of the proof of Theorem 1, by showing that Ill-A )I < 1. Also Theorem 2 can be concluded from Proposition 1. For we have to remark that (7), (8), (9), and (10) imply (7), (8), and (9) with A, = A (no N), to use Proposition l(a) in this situation and to take account of Lemma 2. We notice also that (12), (8), and (10) imply the invertibility of A whenever 0 does not belong to the interior of the spectrum of A. Indeed, by Proposition l(b), A is then injective and with closed range, so, e.g., Caradus, Pfaffenberger, and Yood [4] , Theorem 2.5.5(a) and Theorem 2.4.1(b), yield that A is not left topological divisor of zero in U(X) and then, taking into account that A is an operator norm limit of invertible elements of Z(X), the invertibility of A itself. We do not know whether (12) , (8), and (10) imply generally the invertibility of A.
For statistical applications it is of interest to have rather general gains a, in the recursion formula (2), but conditions on (A,) and (b,) formulated by arithmetic means which often can be checked more easily than in the case of general weighted means usually treated by the Kronecker lemma. Corollary 1 of Theorem 2 treats this case. The following lemma used for its proof points out a class of gain sequences (a,) for which both types of conditions are equivalent. Proof (a) Because of (r, + . . . + y,)/fin --+ 1 (n + co) it suffices to consider the special case b = 0. At first equivalence of (13) and yn+O*e,+O for all (b,) in X (16) shall be proved. Noticing
and the Toeplitz theorem, or by Zeller and Beekmann [22, Theorem 52 I], one obtains equivalence of (16) and which follows from lim pn > 0 by sup,, B,/(ny,) < co, one gets equivalence of (18) and
From 0 < lim P,, < Ti;;; pn < cc there follows, by use of exp and log, 3 3 c',c">O r',r">O l<k<n
This yields
where the second implication is obtained by partial summation. Thus (13) o (16). In an analogous manner one gets equivalence of (13) and e,-+O*y,+O for all (6,) in X (21) as well as the analogous equivalence assertions concerning O(1). The sufficiency conditions for (13) (4), (22), (23) , and (24) are equivalent to conditions (7) with A'= A, (8) , (9) (b) The a,'s in Corollary 1 can be replaced by ~1, E (0, 1) with C TV, = co and either (14) or (15), as follows from Lemma 5(b).
For a stochastic version of Theorem 2 with A' = A, ~1, = p,,/n, where O<Pn+PE(O, co), Pn-Pn+l = 0( l/n), and lim IID, 11 = 0, order n ~ 'I2 and n-1'2(log log n)"*, resp., of convergence of (X,) to A -lb formulated by weak and almost sure invariance principles under corresponding assumptions on the sequence of arithmetic means for (-A,A-'b + b,) is established in Walk [20] , where the stability assumption (4) or (7) is sharpened to pa* > i. In a similar way, rate of convergence for a stochastic version of Theorem 1 can be treated with the sharpened stability assumption 4 . THE SINGULAR CASE Let us first investigate which conditions are reasonable to be assumed for convergence of the sequence defined by (2) to a solution of (l), while allowing that A is singular, in particular that the A,,% have nonzero common kernel. Part (c) follows by using again the first representation of x,+, in Lemma l(a), as well as the uniform boundedness principle (similarly as in the proof of Proposition l(a)). 1 By Remark 3 it is reasonable to require (29) and (30). Under these assumptions sufficient conditions for convergence of the sequence defined by (2) to a solution of (1) will emerge from the formulae in the next lemma. 
llD,I/ +o (n -+ a),
Proof. The first formula for A,,, -A,,, follows by induction for k in decreasing order, by use of the identity Consequently, if X is reflexive and A hermitian and with positive spectrum, then (35) is satisfied (compare the remark after Corollary 3.5 in [23] ).
(c) We also notice that, by the Kronecker lemma and by partial sumation, (32) * ( (8), (33)) and { (8), (36)) * (37).
(d) For ~1, E [0, l), n E N, with u,/n, where 0 <h pn <i&i pn < co and pn-pn-1 = 0(1/n), conditions (33) and (37) are implied by (22) , (23) nE N, the relation C n-'(1 + r,) 11 yJ -C co holds. Then C n-'r, (le,(I < co.
Proof
Let us recall relations (17) and (19) and thus the assertion. 1
