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Abstract
We consider a class of variable coefficient Burgers equations in 2+1 di-
mensions and make use of their equivalence group to give a complete symme-
try classification up to equivalence. Equivalence group is also applied to pick
out the most general equation transformable to its constant coefficient form.
The infinite-dimensional symmetry is used to transform the equation to a one-
dimensional one.
1 Introduction
This article is devoted to an elaboration and generalization of the symmetry classi-
fication results reported in Ref. [1, 2] for the equation (we relabelled s in Ref. [1] as
σ)
(ut + uux − uxx)x + σ(t)uyy = 0, σ 6= 0. (1.1)
An attempt was made towards classifying symmetries and invariant solutions of this
equation. Unfortunately, the list of equations obtained there contains some equivalent
classes which were not so apparent to detect without recourse to equivalence transfor-
mations. We wish to show how usage of these type of transformations can be useful to
give a neat classification with respect to symmetries. In particular, we shall point out
the role they play in different applications that include picking classes transformable
to their constant coefficient counterparts and ruling out equivalent equations.
In this article we consider a more generalized form of (1.1) involving three arbitrary
coefficients in the form
(ut + p(t)uux + q(t)uxx)x + σ(t)uyy = 0, (1.2)
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where p, q and σ are arbitrary nonzero functions and carry out a full symmetry
analysis.
The organization of the article is as follows. In Section 2, we derive the equivalence
group, in Section 3 use the standard algorithm to find the symmetry vector field with
coefficients satisfying an ODE and then continue to determine the forms of symmetry
algebras and the invariant equations. In Section 4, a reduction to one-dimensional
generalized (variable coefficient) Burgers equation is performed using the infinite-
dimensional algebra as an application.
2 Equivalence transformations
Equivalence transformations have been used very efficiently as an essential instrument
in classifying differential equations both for ODEs and PDEs. Lie group classification
problems based on this approach abound in the literature (see for example [3] for
prototype examples, [4, 5, 6] for applications to 2+1-dimensional variable coefficient
evolution equations and [7] for a discussion in 1+1-dimensional general evolution
equations). An equivalence transformation (also called allowed or form-preserving
transformation) is one taking an equation from a given class of equations depending on
arbitrary functions to another equation in the same class, but possibly with different
arbitrary functions, coefficients here. The set of all invertible smooth equivalence
transformations forms a Lie group called the equivalence group of the equation.
Symmetry is an equivalence transformation preserving also the arbitrary functions.
In order to find the equivalence group of (1.2) we shall use the results of Ref. [5]
in which a more general form of (1.2) involving other derivatives with coefficients
depending on a single variable t or both t and y was studied. To this end, we simply
specialize some coefficients to functions of t alone, then the rest to zero and obtain
the following result:
u(x, y, t) = R(t)u˜(x˜, y˜, t˜)− α˙
αp
x+ S(y, t),
x˜ = α(t)x+ β(y, t), y˜ = Y (y, t), t˜ = T (t),
α 6= 0, R 6= 0 Yy 6= 0, T˙ 6= 0,
(2.1)
where the functions α, β, Y, R, S must be chosen as solutions of the system
σYyy = 0, (2.2a)
2σβyYy + αYt = 0, (2.2b)
βtα + pSα
2 + σβ2y = 0, (2.2c)
− Rα˙ + R˙α + σRβyy = 0, (2.2d)
− d
dt
(
α˙
αp
)
+
1
p
(
α˙
α
)2
+ σSyy = 0, (2.2e)
where the dots in (2.1)-(2.2) and elsewhere will denote derivatives with respect to
t. In other words, transformations (2.1) take equations from the initial class (1.2) to
those having exactly the same differential structure but with new coefficients (written
in tildes). Here, the new coefficients in the transformed equation satisfy
p˜(t˜) = p(t)
Rα
T˙
, q˜(t˜) = q(t)
α2
T˙
, σ˜(t˜) = σ(t)
Y 2y
αT˙
. (2.3)
We are now in a stage to ask whether we can normalize simultaneously p and q to
1 which means p˜(t˜) = 1, q˜(t˜) = 1 after an application of (2.1). To achieve this
normalization respecting the fact that σ(t) changes to a new function of t only we
simply choose the functions R(t) and T (t) and Y (y, t) in equation (2.1) such that for
some δ
T˙ (t) = q(t)α2(t), R(t) =
q
p
α, Yy = δ(t). (2.4)
The remaining functions figuring in (2.1) must satisfy the compatibility equations
(2.2). In principle, there is such a transformation realized by
β(y, t) =
1
2
ω(t)y2, ω(t) = −α
σ
k˙
k
,
R(t) = k(t)α(t), k(t) =
q
p
, k˙ 6= 0,
Y = δ(t)y, δ(t) = k2(t),
S = − 1
pα2
(
1
2
αω˙ + σω2)y2,
(2.5)
where α should be chosen as a solution of the first order nonlinear ODE
−p
(
α˙
αp
)·
+
(
α˙
α
)2
+
( k˙
k
)·
+
k˙
k
( α˙
α
− σ˙
σ
)
− 2
( k˙
k
)2
= 0.
Furthermore, T is obtained from the integration
T (t) =
∫
α2(t)q(t) dt,
and the action of the obtained equivalence transformation on σ is given by
σ˜(t˜) =
δ2
qα3
σ =
q3
p4α3
σ.
When k˙ = 0, i.e. p and q are proportional, a parametrization of time t → T (t) only
will suffice for normalization and we have
σ˜ =
σ
q
.
Under (2.1) together with (2.5) we obtain the normalized form of our initial equa-
tion (1.2)
(ut + uux + uxx)x + σ(t)uyy = 0, σ 6= 0. (2.6)
From now on we will restrict our analysis to the subclass (2.6). The equivalence
transformations of (2.6) are obtained now by setting p = q = 1 in (2.2) and solving
for α, β, T , Y and S again. First of all, from the normalization condition we must
have R(t) = α(t) and T˙ = α2. We then solve equations (2.2) and find
Y (y, t) = Y1y + Y0(t), (2.7a)
β(y, t) = − αY˙0
2Y1σ
y + β0(t), (2.7b)
S(y, t) =
1
2Y1
( Y¨0
σ
+
α˙Y˙0
ασ
− Y˙0σ˙
σ2
)
y − β˙0
α
− 1
4Y 21
Y˙ 20
σ
(2.7c)
where Y1 is a constant, Y0(t), β0(t) are arbitrary functions and T satisfies the special
Schwarzian equation ...
T
T˙
− 3
2
( T¨
T˙
)2
= 0,
whose solutions generate Mo¨bius transformations in t.
Summing up, we obtain
Theorem 2.1 The maximal equivalence group GE of the normalized equation (2.6)
is infinite-dimensional and given by
t˜ = T (t) =
at+ b
ct+ d
,
x˜ =
ε
√
∆
ct+ d
x− ε
√
∆
2Y1
Y˙0
(ct+ d)σ
y + β0(t),
y˜ = Y1y + Y0(t),
u =
ε
√
∆
ct+ d
u˜+
c
ct+ d
x+
1
2Y1
( Y¨0
σ
− c
ct+ d
Y˙0
σ
− Y˙0σ˙
σ2
)
y − 1
4Y 21
Y˙ 20
σ
− ε√
∆
(ct+ d)β˙0,
(2.8)
where ε = ±1, a, b, c, d arbitrary constants, ∆ = ad − bc > 0 and Y0(t), β0(t) are
arbitrary functions.
Remarks:
1. The quadruple of real numbers (a, b, c, d) in (2.8) is defined up to a nonzero
multiplier so that one can set ∆ = 1 with no loss of generality.
2. GE depends on σ. For Y0 = const. the equivalence group greatly simplifies and
becomes independent of σ. This will be called the generic equivalence group,
otherwise nongeneric one.
3. The coefficient σ transforms under the equivalence group (2.8) into
σ˜(t) = ε∆3/2Y 21 (ct + d)
−3σ
(at + b
ct+ d
)
. (2.9)
An immediate conclusion of this relation is that the most general equation of
the form (2.6) that can be transformed to its constant coefficient version should
have the coefficient
σ = σ0(t+ κ)
−3
for some constants σ0 6= 0 and κ.
3 Lie point symmetries
We present a symmetry classification of (2.6), and thus supplement the classification
performed in [1, 2]. We will show that this classification list contains some redundant
equations which can be removed by using equivalence transformations.
We write a general element of the symmetry algebra of (2.6) in the form
V = τ(x, y, t, u)∂t + ξ(x, y, t, u)∂x + η(x, y, t, u)∂y + φ(x, y, t, u)∂u. (3.1)
Standard infinitesimal symmetry requirement which is expressed as the annihilation of
(2.6) on the solution set by the third prolongation pr(3)V of (3.1) gives the determining
equations for the coefficients τ , ξ, η and φ. The solutions of the elementary ones
among them are obtained as
τ = τ(t), ξ =
1
2
τ˙ x+ θ(y, t), η = η(y, t), φ = −1
2
τ˙u+
1
2
τ¨ x+ θt
with the following constraints (determining equations)
σθyy = 0, σηyy = 0, (3.2a)
ηt + 2σθy = 0, (3.2b)
...
τ + 2σθy = 0, (3.2c)
τ σ˙ + [
3
2
τ˙ − 2ηy]σ = 0. (3.2d)
Solving the determining equations (3.2), except for the last one we obtain
V = τ(t)∂t +
(1
2
τ˙ x+ θ(y, t)
)
∂x + η(y, t)∂y + [−1
2
τ˙u+
1
2
τ¨ x+ θt]∂u, (3.3)
where
τ(t) = τ2t
2 + τ1t+ τ0, θ(y, t) = − η˙0
2σ
y + ξ0(t), η(y, t) = η1y + η0(t). (3.4)
In (3.4), τ0, τ1, τ2 and η1 are arbitrary constants and ξ0, η0 arbitrary functions. Since
the vector field V involves two arbitrary functions, the Lie point symmetry algebra
is infinite-dimensional as should be [5]. The remaining determining equation (3.2d)
implies that the function σ(t) must satisfy a first order ODE
(
τ2t
2 + τ1t+ τ0
)
σ˙ +
[
3τ2t+
3τ1
2
− 2η1
]
σ = 0. (3.5)
A symmetry analysis of (2.6) is thus reduced to examining all possible solutions of
(3.5).
The solutions of the above equation split into several cases:
1. τ = 0 (τ2 = τ1 = τ0 = 0). In this case, from (3.5) we have η1 = 0 for any function
σ. We find that a general element of the infinite-dimensional symmetry algebra
for an arbitrary σ(t) is represented by the vector field (with f = ξ0, g = η0)
V = X(f) + Y (g), (3.6a)
X(f) = f(t)∂x + f˙(t)∂u, (3.6b)
Y (g) = g(t)∂y − g˙(t)
2σ(t)
y∂x − d
dt
( g˙(t)
2σ(t)
)
y∂u, (3.6c)
where f(t) and g(t) are arbitrary smooth functions. The commutation relations
are
[X(f1), X(f2)] = 0, [X(f), Y (g)] = 0,
[Y (g1), Y (g2)] = X
( 1
2σ
(g′1g2 − g1g′2)
)
.
(3.7)
The symmetry algebra is an infinite-dimensional nilpotent Lie algebra which we
denote by
L∞ = {X(f), Y (g)}. (3.8)
2. τ 6= 0. This is the case when the symmetry algebra is larger than (3.8). The
algebra is extended by an additional basis element.
We assume that at least one of the coefficients τ0, τ1, τ2 or η1 is nonzero. The
following cases occur, depending on the sign of the discriminant D = τ 21 − 4τ0τ2 of
the quadratic polynomial
τ(t) = τ2t
2 + τ1t+ τ0.
1. τ2 6= 0, τ(t) = 0 has complex roots (D < 0). After an equivalence transfor-
mation consisting of appropriate scalings and translations in independent and
dependent variables the solution is
σ(t) = σ0
(
1 + t2
)−3/2
es arctan t, σ0 = ±1, s ∈ R.
One additional symmetry is
C+(s) = (1 + t
2)∂t + xt∂x +
s
2
y∂y + (x− tu)∂u.
2. τ2 6= 0, τ(t) = 0 has two real roots t1 < t2 (D > 0). They can be shifted to ±1
so that
σ(t) = σ0(t + 1)
s(t− 1)−(s+3), σ0 = ±1. (3.9)
The additional symmetry is
C−(s) = (t
2 − 1)∂t + xt∂x − (2s+ 3)
2
y∂y + (x− tu)∂u.
Since s and −(s+3) are equivalent, we can restrict to the case −3/2 ≤ s <∞.
3. τ2 6= 0, τ(t) = 0 has a double root t1 = t2 (D = 0). We can shift it to 0 by a
translation of t. We obtain
σ(t) = σ0t
−3e−
s
t .
Additional symmetry is
C(s) = t2∂t + xt∂x +
s
2
y∂y + (x− tu)∂u.
Under the inversional equivalence transformation
t˜ = −1
t
, x˜ =
x
t
, y˜ = y, u˜ = tu− x,
followed by a rescaling of t and y, this function transforms into
σ(t) = σ0e
t, σ0 = ±1. (3.10)
with the corresponding symmetry
T = ∂t +
1
2
y∂y.
4. τ2 = 0, τ1 6= 0. We obtain
σ(t) = σ0t
s, σ0 = ±1.
The corresponding symmetry for s 6= −3 is
D(s) = 2t∂t + x∂x +
(2s+ 3)
2
y∂y − u∂u.
In the special case s = −3, there are two additional symmetries
D(−3) = 2t∂t + x∂x − 3
2
y∂y − u∂u, C0 ≡ C(0) = t2∂t + xt∂x + (x− tu)∂u.
Note that under a similar equivalence transformation as above we have s →
−(s + 3) so we can restrict s to −3/2 ≤ s < ∞. This means that the case
s = −3 is equivalent to σ(t) = σ0.
5. τ2 = 0, τ1 = 0, τ0 6= 0. We recover (3.10) or σ(t) = σ0.
Remarks:
1. Note that if σ = σ0 = ±1, then we have τ2 = 0, η1 = 34τ1 and τ0 arbitrary. This
gives two additional symmetry generators
T0 = ∂t, D0 ≡ D(0) = 2t∂t + x∂x + 3
2
y∂y − u∂u.
2. All the extended algebras have a semi-direct sum structure
L = X0 ⊲ {X(f), Y (g)},
where the ideal is on the right and X0 is one of the basis elements C±, C, T ,
and D. For σ = ±1, X0 = {T0, D0}.
In Table 1 we present representatives of all classes of functions σ(t) for the sym-
metry algebra. The classification is done under the equivalence transformations (2.8).
Table 1: Symmetry classification of (2.6); σ0 = ±1, s ∈ R.
N σ(t) Basis elements of symmetry algebra L
1 ∀ X(f), Y (g)
2 σ0 X(f), Y (g), T0, D0
3 σ0t
s X(f), Y (g), D(s), −3/2 ≤ s <∞
4 σ0e
t X(f), Y (g), T
5 σ0(t
2 + 1)−3/2e2s arctan t X(f), Y (g), C+(s)
6 σ0(t+ 1)
s(t− 1)−(s+3) X(f), Y (g), C−(s), −3/2 ≤ s <∞
4 Reduction to the one-dimensional Burgers equa-
tion in the generic case
Reductions by subalgebras X(f) and Y (g) in the generic case were presented in [1].
Moreover, in the nongeneric case where σ is a power or an exponential function,
reductions by two dimensional subalgebras of the symmetry algebra to ODEs and
analysis of their possible solutions that led to exact solutions of the original PDE
were investigated in the same work. Here we would like to give reductions in the
generic case by the algebra L∞ represented by X(f) + Y (g), g 6= 0 which is actually
conjugate under the group exp{Y (G)} for some G(t) to Y (g). An invariant solution
must then have the form
u =W (ξ, t)− 1
g
[
d
dt
( g˙
4σ
)
y2 − f˙ y],
ξ = x+
g˙
4σg
y2 − f
g
y.
(4.1)
Once integrated reduced equation satisfies
Wt +WWξ +Wξξ + σ
(f
g
)2
Wξ +
g˙
2g
W − σ
2g
d
dt
( g˙
σ
)
ξ + ρ(t) = 0,
where ρ is an arbitrary function which can be transformed away by a time dependent
translation of the dependent variable W →W +h(t) with h appropriately chosen (as
a solution of a first order linear ODE). Note that the above translation has an effect
of increasing the coefficient of the first derivative term Wξ by h. Wξ can also be set
to zero. This is achieved by the transformation
W = F (z, t), z = ξ + γ(t),
where γ satisfies
γ˙ = h−
(f
g
)2
σ.
Further simplification comes from the choice g˙ = σ. The final form of the reduced
equation can be written as
Ft + FFz + Fzz +
Σ˙
2Σ
F = 0, Σ˙ = σ, (4.2)
which is a one-dimensional generalized Burgers equation. The transformation
t˜ = T (t) =
∫
Σ−1/2dt, z˜ = z, F = Σ−1/2F˜ (z˜, t˜)
takes equation (4.2) to the more usual form
F˜t˜ + F˜ F˜z˜ + g(t˜)F˜z˜z˜ = 0, (4.3)
where g(t˜) = Σ1/2(t˜). A group classification of (4.3), completing the partial results
in the literature, appeared very recently in Ref. [8]. According to the results of
this paper, the maximal symmetry algebra of (4.3), which occurs when g = ±1 is five
dimensional and isomorphic to the complete Galilei algebra (Galilei-similitude algebra
extended by projective elements) having the semi-direct sum structure sl(2,R) ⊲ 2A.
This is the usual non-potential Burgers equation well-known for its linearizability
to the heat equation by the Hopf-Cole transformation. For three special forms of g
it is three-dimensional, otherwise two-dimensional generating space translations and
Galileian boosts for arbitrary g.
5 Summary
By the results of this analysis we have shown that the case 4 and case 6 of [1, 2]
can be removed because the first is equivalent to case 2 and the latter to case 5
for t1 = 0, t2 = −β and the special case σ = σ0t−3 is actually equivalent to σ = σ0,
which was missed there.
Another useful aspect of equivalence transformations in dealing with differential
equations arises in the detection of variable coefficient integrable nonlinear PDEs.
For a discussion of their applications in this respect we refer the interested readers to
a recent work [7].
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