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Abstract 
An efficient solution procedure of high accuracy isdescribed for the numerical solution of nonlinear boundary value 
problems associated with heat-transfer and reaction-diffusion processes. Constructive existence-uniqueness theorems 
lead to Newton/Picard iterative schemes for bounding the positive solutions of these problems. The iteration schemes are 
discretised asmatrix tridiagonal systems oferror order O (h 2). Richardson extrapolation can be exploited to produce very 
accurate results; comparisons are made with the results of other methods on specific examples. 
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1. Introduction 
A number of approximation methods for treating heat conduction, with temperature dependent 
thermal properties, have been pursued in the literature (e.g., [1-3, 8]). In particular, Aziz and 
Benzies I-2] use perturbation techniques, while Anderson and Arthurs [1] employ dual variational 
principles; these authors illustrate their results by applications to certain nonlinear boundary value 
problems in which the nonlinearities represent one or more thermal properties of the system being 
modelled. Here we consider the representation of these nonlinear boundary value problems in 
convex elliptic form, in the manner described in [5]. 
For comparison with previous numerical results, we discuss two heat-transfer applications: 
a conducting-convecting fin with variable heat-transfer coefficient and a conducting-convect- 
ing-radiating fin with two varying thermal coefficients. 
Our methods produce numerical approximations ofa high accuracy with respect to the literature 
on such problems, and they are computationally efficient due to the tridiagonal matrix format of 
the discretised equations and the speed of convergence of the iterative procedures used. 
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Furthermore, the procedure we describe inthe next section can be applied, in a similar manner, 
to other heat-transfer and reaction~liffusion equations, subject to various boundary conditions 
(see [4-7, 9-12], for instance). 
2. Convex and concave nonlinear boundary value problems 
The heat-transfer problems to be considered can be described by the nonlinear differential 
equation: 
a(~b)~b" + b(~b)(~b') 2 =f(4~), (la) 
where 4> = ~b(x), 0 < x < 1, and a,b,f  • C1(0, K )nC [0,K]  are functions of ~b for some constant 
K on the order interval K >/4~ >/0, satisfying: a(th) > 0, f(q~) > 0 for K >/~b > 0, and f(0) = 0, 
a(0) > 0, with either 
(i) the convexity condition F~(~b2) > F,p(q~l) for t~2 > t~l ~ 0, where the function F is given by: 
f(~b) [b(~b)d~b F(~b) = a -~ exp j a -~ (2) 
or 
(ii) the concavity condition F~(~b2) < F~(q~l) for (])2 > (~1 ~ 0, where, in each case, the gradient 
F~ is bounded below for K > q~ >/0. 
We consider solutions ~b(x) of (la) which are in C2(0, 1)nC[0,  1] and which are positive s i.e., 
4~(x) > 0. For any ordered Banach space (E, P), whose positive cone P has nonempty interior P, we 
write for x, y • E: 
y-x•P i f fy>~x and y-xeP ,  y~x i f fy>x.  
Eq. (la) will be considered together with the boundary conditions: 
~b'(0) = 0 and 4>(1) = K, (lb) 
where K is some positive constant. 
Note. The treatment of various other boundary conditions has been considered in [4, 5]. If (la) 
holds on (0, A) with 4>'(0) = 0 and 4~(A) = K, then this problem can be scaled with x = At to again 
give a problem of the form (la) and (lb). 
For the application of the iterative procedures described in [5], we first apply a multiplier m(th) 
to Eq. (la). Then (la) has the form: 
(maC9')' = mf(q~), (3a) 
provided (m~)/m = b/a - (a~,)/a, which, on integration w.r.t, q~, gives F(tp) = m(dp)f(d?), with m de- 
fined such that the prescription in (2) above holds. Associated with (3a) are boundary conditions: 
~b'(0) = 0 and 4>(1) = K. (3b) 
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Next, any solution ~b of problem (3a) and (3b) satisfying 0 ~< q~ ~< K can be expressed in the form 
¢p(x) = K - u(x), where u(x) is a solution of the following problem (4a), (4b) satisfying 0 ~< u ~< K, 
and conversely: 
- (mau')' = F (K  - u) = m(K  - u ) f (g  - u), (4a) 
u'(0) = 0, u(1) = 0. (4b) 
Since F(K)  > 0, then u = 0 is a sub-solution of (4); and u = K is a super-solution of(4) as F(0) = 0 
and (4b) holds. Since F(K  - O) > O, Fu is bounded below, and since either: 
(i) Fu(K  - u2) > F . (K  - ul) ,  for K >/u2 ~> ul /> 0, when F is convex, or 
(ii) F . (K  - u2) < F . (K  - ul) ,  for K >~ u2 >~ ul t> 0, when F is concave, 
then the results in [5] for convex/concave problems are applicable to problem (4); a key result from 
[5] follows in Appendix A. 
Writing v = ~m(u)a(u)du,  then v '= m(u)a(u)u '  and (4a) has the simplified form: -v"= 
F(K  - #(v)), provided the integral expression for v can be inverted to provide a positive function 
u = p(v). The inversion procedure is implemented in the solution of Problem 3.5 in the next section 
(see also Appendix B). 
3. Heat-transfer problems 
In this section we consider two special cases of( la) and (lb) which arise in heat-transfer p ocesses 
(a further case is discussed in Appendix B). 
Problem 3.1. The equations governing ~b(x), the nondimensional temperature distribution on 
a conducting-convecting horizontal fin with variable heat-transfer coefficient, are derived in [2]: 
~b" = N2~b I ÷~, 0 < x < 1, with ~b'(0) = 0 and qS(1) = 1. (5) 
The mass fin parameter N satisfies 0 ~< N ~< 2, and the heat-transfer perturbation exponent e is 
small, with a typical range - ¼ ~< e ~< ¼. If there is cooling by film boiling or heating by laminar 
condensation, then e is negative; if there is convective heat-transfer, then e is positive. We seek only 
positive solutions of (5). If e = 0, the problem (5) is linear and has solution cosh(Nx) /cosh(N) .  If 
e > 0, then (5) has a convex nonlinearity and, ire < 0, then (5) has a concave nonlinearity ~b 1 +~. The 
convexity of any positive solution q~ to (5) is obvious since, for any e, ~b" is positive. Since the 
solution q~ has initial slope zero and the solution passes through the point (1, 1), it is clear that any 
positive solution is bounded above by ~b = 1 and below by ~b = 0. Following the approach outlined 
in the previous section, we use these facts to express (5) in a form which allows the use of the 
constructive xistence-uniqueness re ults to be found in [5], and summarised in Appendix A. 
Transforming by ~b=l -u ,  then: 0~<~b<l  iff 0~<u~<l ,  and -u"=N2(1-u)  1 +*=f(u), 
u'(0) = 0, u(1) = 0. These boundary conditions are now in a form suitable for the application of 
a maximum principle. We require some additional geometrical properties for the nonlinearity in 
the differential equation. 
Firstly, f (0 )=N2>0,  and so the positivity condition is satisfied. Next, f " (u )= 
N2e(1 + e)(1 - u) ~-1 and so f i s  convex for e > 0 and concave for e < 0. 
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We do not have the monotonicity condition f '(u) > 0; however, f '(u) is bounded below since 
f '(u) > - N2(1 + e), for 0 ~< u ~< 1. 
Hence the nonlinearity g(u) =f(u)  + N2(1 + e)u is positive, monotone increasing, and convex 
(concave) for e > 0 (e < 0). Since also the constants 0, 1 are sub-, super-solutions, respectively, for 
the problem: 
-- U" + k2u = g(u) = k2u + N2(1  - u) 1 +~, where k 2 = N2(1  + e), 
(6) 
with u'(0) = 0, u(1) = 0, 
it follows that Newton/Picard algorithms for (6), with suitable starting iterates, will converge to the 
unique positive solution u, with 0 ~< u ~< 1, of (6) (see the key result in Appendix A, or 1-5] for full 
details). 
Since (6) is equivalent to (5), these algorithms can be written in terms of ~b rather than u with the 
same convergence behaviour to the unique positive solution of (5). Specifically, we have the 
following theorems. 
Theorem 3.2. The iterative scheme 
- -  Un+l  + k2un+l  = g(u.) = k2un + N2(1 - u.) 1+~, 
with k 2 = N2(1 + ~) and u'.+l(0) = 0, u,+l( l )  = 0, 
converges monotonically to the unique positive solution of (6) when Uo = 0 and when Uo = 1. 
(7) 
Proof. The existence and the uniqueness of the positive solution follow from 1-5, Theorem 2.8 and 
Lemma 2.1(ii)] when e > 0 (or from 1-5, Theorem 2.2] when e < 0), since u = 0 is a sub-solution, 
u = 1 is a super-solution and any positive solution of (6) must be bounded below by u = 0 and 
above by u = 1. The monotone convergence of the Picard iterates (7) follows from [5, Theorem 3.5 
and Lemma2.1].  [] 
Theorem 3.3. The iterative scheme 
- -  Vn'+1 = N2( I  - -  Vn) I+~ - -  ( I  + e )N2( l  - -  Vn)e(Vn+I -- Vn), 
(8) 
t Vn+I(O) = O, Vn+I = O, 
(i) converges monotonically upwards to the unique positive solution of(6) when ~ > 0 and Vo = O, 
and 
(ii) converges monotonically downwards to the unique positive solution of (6) when ~ < 0 and 
vo=l .  
Proof. It only remains to establish the convergence result for the Newton iterates. This follows 
from [5, Theorems 3.5 and 2.4] when e > 0, and I-5, Theorems 3.5 and 3.1] when e < 0. [] 
F rom a computational point of view, the following theorem is an improvement on the results of 
Theorems 3.2 and 3.3: 
J. W. Mooney /Journal of Computational nd Applied Mathematics 58 (1995) 89-101 93 
Theorem 3.4. The iterative schemes 
49;+1 -- mq49.+1 = m(49.) q -- mq49., 49'.+1(0) = O, 49.+1(1) = 1 
and 
(9) 
49~'+1 -- mq(49,,)q-x49.+x = m(1 - q)(49.)q, 49'.+1(0) = O, 49.+1(1) = 1, (10) 
where m = N 2, q = 1 + e, and n >>. O, converoe monotonically to the unique positive solution of(5) as 
follows: 
(1) The scheme (9) converges from both 490 = 0 and 490 = 1 (Picard). 
(2) The scheme (10) converges from 490 = 1 when e > O, and from 490 = 0 when e < 0 (Newton). 
Proof. Follows easily from Theorems 3.2 and 3.3 on letting 49 = 1 - u, 1 - v. [] 
We discretise these algorithms in the next section and present numerical results for problem (5) in 
Table 1. 
Problem 3.5. The nondimensional temperature distribution O(x) in a conducting-convecting-radi-  
ating fin, with temperature dependent thermal conductivity, can be described by the equations (see 
[23): 
[1 + el(0 - 01)]0" + •1(0') 2 = N2(O -- 01) + •2(0 4 - -  042), 0 ' (0)  = 0, 0(1) = 1, (11) 
where 0x, 02 are constant emperature parameters, with 1 t> 0 > 01 i> 0 and 1 >~ 0 > 02 ~> 0, N is 
the mass fin parameter with 0 ~< N ~< 2, el > 0 is the thermal conductivity-temperature variation 
parameter and e2 > 0 the radiat ion-conduct ion perturbation parameter. 
Proceeding as in the reduction of (la) in the previous section, then re(O) -- 1 and, on letting: 
f: 49 = a(O)dO, I 
we obtain 49 = (0 - 01) + ½el(0 - 01) 2. Substituting this in (11) gives: 
49" = P(49), with 49'(0) = 0 and 49(1) = K1, (12) 
where the positive constant K1 = (1 - 01) + ½el(1 - 01) 2, and 
p(49) = N2Q(49) q_ e2(0 1 .q_ Q(49))4 _ ezo 4, with Q(49) = {(1 + 2e149) 1/2 - 1}/e 1. 
Since Q(49) ,,~ 49 for small el and we are seeking positive solutions 49, then P(49) is positive and 
convex and so any positive solution 49 of (12) is convex and satisfies 0 ~< 49 ~< K1. Using the 
transform 49 -- K1 - u, the problem (12) can be reduced, as (5) was, to a form which allows the use 
of the constructive xistence-uniqueness re ults in [5] (see Appendix A). 
To simplify the algebra and allow comparison with the results in [1, 2], we choose 01 = 02 = 0. 
Then the problem (12) reduces to: 
-- u" = P(Ko - u) = N2Q(Ko - u) + e2Qa(Ko - u) = F(u), 
u'(O)=O and u(1)=0,  whereKo- l+½el .  (13) 
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Clearly F(0) = P(Ko) > 0 and Fuu(u) = Puu(Ko - u) > 0 since P is convex for 0 ~< u ~< Ko (i.e., for 
0 ~< 4, ~< Ko). 
However, F.(0) = - P~(Ko) = - N2Q,,(Ko) - 4e2Q3(Ko)Qu(Ko), which reduces to F~(0) = - 
(N 2 + 462)/(1 + e~) = - K 2, say. Hence the monotonicity condition F~(u) > 0 is not satisfied; but 
F~(u) is bounded below, since F~(u) >>. F.(O) > - K 2. 
Hence the nonlinearity G(u) = F(u) + K2u is positive, monotone increasing, and convex. Since 
the constants 0 and Ko are sub-, super-solutions, respectively, for the following problem: 
- u" + K2u = G(u) = K2u + F(u), where K 2 = (N 2 + 4ez)/(1 + 61), 
(14) 
with u'(0) = 0, u(1) = 0, 
it follows that the Newton/Picard algorithms for (14) will be convergent to the unique positive 
solution of (13), by using an argument similar to that used on Problem 3.1. Consequently, we have 
the following result for the Picard iterates. 
Theorem 3.6. The iterative scheme 
~b~'+l -- K24,.+1 = P(4,.) - K24,., 4,~,+1(0) = 0, 4,~+~(1) = 1 + ½61, (15) 
where K 2 = (N 2 + 462)/(1 + 61), and P(4,) = N2Q(4,) + 62Q4(4,), with Q(4,) = {(1 + 261~b) 1/2 - 1}/61 
converges monotonically from 4,0 = 0 and from 4,0 = 1 + ½61 to the unique positive solution ~ of(12), 
with 01 = 02 = O. 
Proof. This follows a very similar argument to that used in proving Theorem 3.2 and establishing 
the convergence of (9) in Theorem 3.4. [] 
Corollary3.7. Since 4,=0-~'½61 02, the unique positive solution 0 of (11) is oiven by 
0 = Q(4,) = {(1 + 2614,)1/2 _ 1}/el where 4, is the unique positive solution of(12), to which the Picard 
scheme (15) converges. 
Proof. Problem (11) has at least one positive solution 0, given by 0 = Q(4,). If 0~, 0a are two distinct 
positive solutions of (11), then (12) has two distinct solutions 4,~, 4,a, since 4, = 0 + ½el0 2. However, 
this contradicts Theorem 3.6, and so (11) has a unique positive solution. [] 
Remark. A theorem for a Newton scheme corresponding to Theorem 3.6 for the Picard scheme 
can easily be stated. However, for the solution of Problem 3.5, the algorithm (15) is much simpler 
than an algorithm which contains P~(4,n). This does not apply in the case of the Newton scheme for 
Problem 3.1, which is easily discretised. We next consider the discretisation of the schemes (10) and 
(15) for the numerical solution of Problems 3.1 and 3.5, respectively. 
4. Discretisations and numerical results 
Using equally spaced mesh points for x~[0,1] :  0 = Xo < xl ... < xM-1 < xu = 1, with 
h=l /M,  x ,=rh ,  r= l (1 )M,  then, for x=x, ,  l~<r~<M-1 ,  we have for any iterative 
J. W. Mooney /Journal of Computational nd Applied Mathematics 58 (1995) 89-101 95 
solution ~b: 
{4)(x + h) - 24)(x) + 4)(x - h)}/h 2 = (4)(2) + 2h24)(4)/4! + 2h44)(6)/6!)(x) + .. . .  (16) 
Problem 4.1. The Newton iterative scheme 
4)','+1 -- mq(4).)q-14).+x = m(1 -- q)(4).)q, 4)'.+1(0) = 0, 4)n+1(1) - -  1, (lO) 
where m = N 2, q = 1 + e, n >~ 0, converges monotonical ly from 4)0 = 1. 
Using 4)(x) in place of 4). + l(x) in (10), then 4)(2)(x) in (16) can be expressed in terms of 4)(x) and the 
previous iterate 4).(x). This gives, on substituting into the discretisation (16): 
4),+ 1 - (2 + mqh2[~r] q- 1)4)~ + 4),_ 1 = m(1 - q)h2[~,]  q
+ 2h44)~4)/4! + 2h64)t~6)/6! + ..-, (17) 
where 4)r = 4)(x,) = 4)(rh), for 1 ~< r ~< M - 1 and ~, is the previous Newton iterate. 
We now consider the boundary  condit ions in (10). For  any iterate 4) in (10), we use the central 
difference approximation: {4)(h) - 4)(-  h)}/2h = 0, for the boundary  condit ion 4)'(0) = 0. 
This gives 4)( - h) = 4)(h) and, with r = 0 in (17), we have: 
- (2 + mqh2[~o] q- 1)4) 0 + 24)i = m(1 - q)h2[~o] q + 2h44)~4)/4! + 2h64)~6)/6! + .... (18) 
Finally, the boundary  condit ion 4)(1) = 1 is easily accommodated in (17) by taking r = M - 1 and 
4)i  = 1. 
On neglecting h4 terms and higher in Eqs. (17) and (18), the discretisation scheme which results 
has the form: 
T .+IX .+I  = C., n = 0,1,2, . . . ,  (19) 
where X.  + 1, an M column vector, is the numerical approximation to the (n + 1)th iterate, T.  + 1 is 
a tr idiagonal matrix of order M, and C. is an M column vector containing data relating to the nth 
iterate and the boundary  conditions. 
The tr idiagonal matrix system is of order M, where the mesh is: 
O=Xo,X l ,X2 , . . . ,XM- I ,XM= I, w i thx i+ l -x i=h.  
Specifically, each matr ix T has a constant value 1 in both the sub- and the super-diagonal, apart 
from the first row where there is a 2 in place of the 1, and the diagonal elements d, of T,  + 1 for 
0 ~< r ~< M - 1 are given by the coefficients of ~b, in (17) and (18). 
The elements c, (0 ~< r ~< M - 1) in the column vector C, are given by the appropriate term on 
the r ight-hand side of (17) and (18), supplemented by the boundary  data bM-1 = -- 1 and b, = 0 
(0 ~< r ~< M - 2). 
Finally an appropriate starting iterate is 4)0 (x) = 1, for each x = x, = rh, 0 ~< r ~< M - 1, by the 
result of Theorem 3.4. 
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The tridiagonal scheme (19) is known to be stable, efficient and of order h 2. It produced the 
accurate results in Table 1 for (5). They were computed on an IBM PC using double precision 
arithmetic. 
Problem 4.2. To discretise the Picard scheme, we use (15), in a similar way to (10) above, in the 
discretisation (16), giving: 
~b,+ 1- (2 + K2h2)~b, + ~b,_ 1 = h2p(~,) - K2h2q~, + 2h4~b~4)/4! + 2h6t~)6)/6! + "", (20) 
where tk, = q~(x,) = dp(rh) for 1 ~< r ~< M - 1, ~r is the previous Picard iterate, and P and K 2 are as 
given in Theorem 3.6. 
The boundary conditions in (15) discretise in a similar manner to the discretisation of the 
boundary conditions for Problem 3.1. Consequently for ~b'(0) = 0, we have: 
-- (2 + K2h2)~bo + 2q~1 = h2P(q~o) - K2h2q~o + 2h4~b~4)/4! + 2h6q~[36)/6! + ..-. (21) 
Finally, the boundary condition q~(1) = 1 + ½e~ is accommodated in (20) by taking r = M - 1 and 
q~M=l+½el .  
On neglecting h 4 terms and higher in Eqs. (20) and (21), the discretisation scheme for (15) has the 
tridiagonal form: 
TX,+I=C, ,  n=0,1 ,2 , . . . .  (22) 
Specifically, T is a constant matrix, with values of 1 in both the sub- and the super-diagonal, apart 
from the first row where there is a 2 in place of the 1, and with diagonal elements equal to 
- (2 + K2h2). 
The elements c, (0 ~< r ~< M - 1) in the column vector C, are given by the appropriate terms on 
the right-hand side of (20) and (21), supplemented by the boundary data bM-1 = -- (1 + ½ex), and 
b, = O, for O <<. r <~ M - 2. 
Finally an appropriate starting iterate is ~b0(x)= 1 +½e~, or 0, for each x = x, = rh, 
0 ~ r ~< M - 1, by the result of Theorem 3.6. 
The tridiagonal scheme (22), representing the iterative scheme (15), produced the accurate results 
in Table 2 for (12). They were computed on an IBM PC using double precision arithmetic. 
5. Computational detail and tables 
The tridiagonal scheme (19), representing the Newton iterative scheme (10), was used with 
M = 10, 20, 30 (h = 1/M), to approximate the solution ~b(x) of the problem (5) with N = 1 and 
e = ¼. The results for these discretisations are given in Table 1. Only 3 Newton iterations were 
required to obtain convergence to ten decimal places. Finer mesh sizes produced more accurate 
results, but it was unnecessary to use fine grids since the scheme (19), being error O(h2), produced 
results which were perfectly suited to the use of Richardson extrapolation. 
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Table 1 
Problem 3.1: N = 1, e -- ¼ in (5) 
M= 30 M= 20 M= 10 x 
0.6679223998 0.6679530790 0.6681185180 0 
0.6709440281 0.6709744852 0.6711387262 0.1 
0.6800431234 0.6800729050 0.6802335022 0.2 
0.6953229371 0.6953515615 0.6955059170 0.3 
0.7169576320 0.7169845698 0.7171298280 0.4 
0.7451954439 0.7452200965 0.7453530293 0.5 
0.7803631957 0.7803848719 0.7805017528 0.6 
0.8228722600 0.8228901499 0.8229866119 0.7 
0.8732260972 0.8732392419 0.8733101154 0.8 
0.9320295354 0.9320367918 0.9320759157 0.9 
Specifically, the error E(x,,  h), the difference between the true and the computed solution (with 
discretisation h), is given by 
E(x,, h) = al (xr)h 2 + a2(xr)h 4 + a3(xr)h 6 + "'" 
with functions ai(x,) independent of h. For t rue O(h 2) accuracy we have 
d = E(x,,~h) - E(x,,  h) ,~ ~h2al(x,), 
e = E(xr, 3h) - E(x,,~2h) ,~ ~h2al (x , ) ,  
giving ratios of 5: 27 for the difference tables d: e. Difference tables for d and e are easily constructed 
from the results in Table 1 and are found to be in the ratio 5:27, as expected. The appropriate 
Richardson extrapolation formula is given by 
e 
s --- 1.025d - ~ + p, (23) 
where h is the uniform mesh width, s is the solution using the extrapolation formula, p is the 
approximate solution Yh with mesh h = ~,  and d, e are the differences above which are given by 
- -  d = Yl/20 -- Yl/30 and - e = Yl/lo -- Yl/2O. 
The formula (23) was used to obtain both sets of results for the solutions ~b(x) in Table 2 and has 
exceeded the predicted O(h 6) accuracy of the extrapolation formula. Results given in Table 2 are 
accurate to ten decimals for h I> ~.  The results for Problem 3.5 in Table 2 were obtained using the 
tridiagonal scheme (22), representing the Picard iterations (15) to the solution q~(x) of problem (12), 
with N = 1 and el = e2 = 0.2. Eleven Picard iterates were required to obtain convergence to ten 
decimals, and the extrapolation was carried out exactly as for Problem 3.1. 
Remark. The results of Anderson/Arthurs in Table 2 were derived from the variational parameters 
given in I-1, Tables 1 and 2], and have a maximum absolute rror of 7 x 10 -4. This error is rather 
larger than the mean-square error estimates given in [1]. 
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Table 2 
Problem 3.1: N = 1, e --- ¼ in (5) Problem 3.5: N = 1, el =/~2 = 0.2 in (12) 
Solution Anderson and Solution Anderson and 
th(x) Arthurs [1] q~(x) Arthurs [1] 
0.6678978469 0.668620 0.7115040588 0.710750 0 
0.6709196528 0.671290 0.7150402846 0.714360 0.1 
0.6800192888 0.679809 0.7256876881 0.725222 0.2 
0.6953000284 0.694741 0.7435633854 0.743377 0.3 
0.7169360731 0.716410 0.7688657892 0.768920 0.4 
0.7451757140 0.744974 0.8018797699 0.802055 0.5 
0.7803458476 0.780518 0.8429845907 0.843136 0.6 
0.8228579421 0.823190 0.8926654506 0.892693 0.7 
0.8732155770 0.873361 0.9515298952 0.951427 0.8 
0.9320237278 0.931820 1.0203309806 1.020200 0.9 
Table 3 
Problem 3.1: N = ~, e = 5 in (5) {Solution results ~b(x)} 
~b(0) ~b (0.1) ~b (0.2) ~b (0.3) ~b(0.4) 
0.7408322463 0.7426967555 0.7483473114 0.7579612288 0.7718561921 
0.7431 0.7433 0.7475 0.7559 0.7689 
~b (0.5) q~ (0.6) ~b (0.7) ~b(0.8) ~b(0.9) 
0.7905289125 0.8147223559 0.8455414709 0.8846582235 0.9346950316 
0.7869 0.8107 0.8415 0.8809 0.9318 
Second row of data: Perry's results for ~b(x) in [12]. 
Also, problems of the form (la), ( lb) arise in react ion-dif fusion processes (see [11, 12,1 ). In 
particular, the problem (5) was studied in [12] using a constructive-existence scheme based on 
a nonl inear eigenvalue problem. Numerical  results for problem (5) with N, the Thiele modulus,  
equal to a2 and e, the reaction rate, equal to 5 are given in [12]. We obtained the solution ~b(x) for 
this problem to the same degree of accuracy and by using the same method as in Problems 3.1 and 
3.5. The numerical results are given in Table 3, together with those of Perry in [12, Table 1,1 for 
comparison. 
6. Concluding comments 
Certainly, other methods in the l iterature are capable of giving accurate solutions to problems of 
the type we have described. For  instance the work .of  Pennline [9, 10-1, using an improved Picard 
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scheme, can be applied to Examples 1 and 2, providing solution convergence in a small number of 
iterations. Pennline's approach leads to an 'optimum' Picard scheme ('fewest' Picard iterates for 
convergence) bychoosing an optimum value for the constant k in Eq. (6), and hence in the Picard 
schemes (9) in Theorem 3.4 and (15) in Theorem 3.6. If iterative convergence was a problem, 
and Newton's scheme was difficult to implement, then there would be an advantage in opti- 
mising the constant k. However, strictly speaking, k need not be a constant, but any 
function sufficiently large to guarantee that the right-hand side of Eq. (6) is an increasing 
function of u. The optimum function k(x) is that which returns the Newton algorithm for 
Eq. (6), but there are any number of possible functions which would work also. A difficulty 
with the (improved) Picard scheme is very slow convergence of the iterates when the con- 
tractive constant is close to unity. This occurs in Problem 3.1 when the power e is large. 
Table 1 in [9] shows that the improvement in the contractive constant using the improved Picard 
scheme decreases sharply as the contractive constant approaches unity. This also happens for large 
values of n in Troesch's problem [10], and values near the upper limit of the spectrum for 
eigenvalue problems associated with thermal ignition and with quenching in heat conduction 
processes [7]. In such cases, when Picard convergence is almost lost, the Newton procedure we 
have described here will converge linearly. This advantage has led to its recommended use (e.g., see 
[9, p. 128]). 
In addition to the choice of algorithms, there is also a choice in their formulation. An integral 
equation approach can be used, by using a Green's function appropriate to the boundary value 
problem involved in a heat transfer process (see [10]). This may be an advantage for in- 
homogeneous boundary conditions, since they are incorporated in the integral equation, but 
constructing the Green's function, for computational purposes, may be difficult as noted in [10, 
p. 597]. On the other hand, transforming inhomogeneous boundary conditions to homogeneous 
conditions can present similar practical difficulties for problems with more complex boundaries 
than described by the class of problem (la) and (lb). However, it is not our purpose here to make 
a detailed comparison of this aspect. 
Finally, there is the important question of how to implement the iteration schemes numerically. 
For the integral formulation, the usual procedure is to use quadrature, or a simple trapezoidal rule, 
for approximation purposes and this is more readily done for a Picard than for a Newton scheme 
where the Green's function will change with each iterate and may be difficult to construct. One 
advantage of the finite difference scheme used is the tri-diagonal form, irrespective of the choice of 
iterative method. This is computationally efficient and relatively insensitive to round-off error, 
which is an advantage when applying Richardson extrapolation to its predicted O(h 2) accuracy. 
We have shown that high accuracy may be achieved with meshes as coarse as h = ~ on modest 
computer hardware. 
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Appendix A 
A number of constructive-existence th orems are described in [5]. For the purpose of applica- 
tion in Sections 2 and 3, the following theorem resulting from [5] is fundamental. 
Theorem. Given that 
-u"+kZu=g(u)=f (u )+k2u,  0<x<l ,  u ' (0)=0,  u (1)=0 (A.1) 
and that k 2 is a sufficiently large constant o ensure that the function g is positive, monotone and 
convex (concave)for all u in an order interval 0 <~ u <% K, where K ~ (0, oo ] with K a super-solution if 
K < oo (i.e., g(O), g'(u) and g"(u) ( - g"(u)) positive in 0 <% u <~ K), then (A.1) has a unique positive 
solution in 0 < u < K for K < oo , to which monotone Picard (from 0 and K) and Newton (from O, g 
convex and from K, g concave) schemes are convergent, l f  K = oo, then (A.1) may have no positive 
solution. I f  a positive solution exists, it is unique when g is concave and is the minimal positive solution 
when g is convex, and it can be approached from above (g concave) or below (g convex) by a Newton 
scheme. The details are in [5]. 
Appendix B 
Both heat-transfer problems in Section 3 have a multiplier m(~) = 1. A more general case of the 
problem (la) and (lb) is given by 
~" + (d?') 2 = c(e 2~' - 1), 0 < x < 1, ~b'(0) = 0, ¢(1) = K, (B.1) 
where c and K are positive constants. For this problem, both a(~b) and b(¢) = 1, m(~b) = e 'p and 
problem (B.1) can be reduced to 
-v"=cV(V  2 -1) ,  0<x<l ,  v ' (0)=0,  v (1)=0,  (B.2) 
where V = e K - v and $ = K - u = ln(e x - v) (see end of Section 2). Since the nonlinearity on the 
right side of (B.2) is positive, monotone and convex, the iterative schemes in [5] (see Appendix A) 
can be applied to (B.2), and the solution q~ of (B.1) approximated. 
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