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Abstract
In this paper we establish some new theorems on pathwise uniqueness of solutions to the
stochastic dierential equations of the form of Xz = Z(s;0) + Z(0; t) − Z(0;0) +
R
Rz
a(; X) dM +R
Rz
b(; X) dA for z = (s; t) 2 R2+ with non-Lipschitz coecients, where M = fMz; z 2 R2+g
is a continuous square integrable martingale and A = fAz; z 2 R2+g is a continuous increasing
process, Z is a continuous stochastic process on boundary @R2+ of R2+. We have proved existence
theorem for the equation in Liang (1996a). c© 1999 Elsevier Science B.V. All rights reserved.
MSC: 60H15; 60H20
Keywords: Two-parameter S.D.E.; Two-parameter martingale; Ito’s formula; Pathwise
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1. Introduction
For a one-parameter one-dimensional stochastic dierential equation,
dX (t) = a(X (t)) dB(t) + b(X (t)) dt; t 2 R+;
X (0) = Z0;
(1.1)
where B is a real Wiener process on R+ = [0;+1) and Z0 a given random variable.
Yamada and Watanabe (1971), Tanaka and Hasegawa (1964) studied pathwise unique-
ness of solutions for Eq. (1.1) and proved the following (see Ikeda and Watanabe, 1981;
Tanaka and Hasegawa, 1964; Yamada and Watanabe, 1971):
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Theorem 1.1. Suppose that a(x) and b(x) are real and bounded; and satisfy the
following:
(i) there exists a strictly increasing function (u) on [0;+1) such that (0) = 0;
and
R
0+ 
−2(u) du=+1 and ja(x)− a(y)j6(jx − yj) for all x; y 2 R;
(ii) there exists a strictly increasing concave function k(u) on [0;+1) such that
k(0) = 0;
R
0+ k
−1(u) = +1 and jb(x)− b(y)j6k(jx − yj) for all x; y 2 R.
Then pathwise uniqueness of solutions holds for Eq. (1:1).
In this paper we consider the following S.D.E. in the plane,
dXz = (z; Xz) dMz + (z; Xz) dAz; z 2 R2+;
Xz = Zz; z 2 @R2+;
(1.2)
where M is a continuous square integrable martingale and A is a continuous increasing
process on R2+ = [0;+1) [0;+1); Z is a real continuous process on the boundary
@R2+ of R2+. The main aim of this paper is to study the two parameter analogue of
Theorem 1.1 by using a two-parameter version of the Gronwall{Bellman lemma, which
will be derived below, and the Ito’s formula for two-parameter processes established
by Liang and Zheng (1996a). This case is much more dicult to handle, and we
believe that our result is the rst one of its kind and is interesting in itself. Our main
result can be considered as extension of Theorem 1.1 and of the result of (Ikeda and
Watanabe, 1981; Tanaka and Hasegawa, 1964; Yamada and Watanabe, 1971). And
also the results of (Imkeller, 1988; Tudor, 1979; Yeh, 1987) are as a special case of
our main result.
This paper is organized as follows: We state some basic lemmas in Section 2. In
Section 3 we present the existence theorem of solutions for Eq. (1.2), which was
proved in Liang (1996a). Section 4 is devoted to the proof of our main result.
2. Preliminaries
For z = (s; t) and z0 = (s0; t0) in R2+ = [0;+1)  [0;+1), we write z6z0 i s6s0
and t6t0, and z< z0 i s< s0 and t < t0; zz0 i s< s0 and t > t0. We shall adopt the
notations: z⊗z0=(s; t0); z_z0=(max(s; s0);max(t; t0)) and z^z0=(min(s; s0);min(t; t0)).
And z ⊗ z0 = z _ z0 if z0z. We also use the notation (z; z0] = f 2 R2+jz<6z0g
for the left open rectangle, when z< z0. For a xed z 2 R2+; Rz denotes the rectangle
[0; z] = f 2 R2+j6zg. If f is a map from R2+ to R, then the increment of f on the
(z1; z2] is given by f((z1; z2]) = f(z2)− f(z1 ⊗ z2)− f(z2 ⊗ z1) + f(z1).
Let (
;F;P) be a complete probability space, fFz ; z 2 R2+g a family of sub-
-eld of F satisfying only (F1) − (F4) as introduced in Cairoli and Walsh (1975),
that is, (F1) if z6z0 then Fz Fz0 ; (F2) F0 contains all null sets of 
; (F3) for each
z; Fz=
T
z6z0 Fz0 ; (F4) for each z; F
(1)
z and F
(2)
z are conditionally independent given
Fz, where F
(1)
z  (Sv2[0;+1)F(s;v)) and F(2)z  (Su2[0;+1)F(u; t)) for z = (s; t). A
two parameter stochastic process M = fMz; z 2 R2+g is said to be a strong martingale
if (1) M is adapted; (2) M vanishes on the axes; (3) EfM ((z; z0])jF(1)z _F(2)z g = 0;
whenever z< z0, and if we replace (3) by (3)0 EfM ((z; z0])jFzg=0, whenever z< z0,
Z. Liang / Stochastic Processes and their Applications 83 (1999) 303{317 305
then M is said to be a weak martingale. We will also use the concepts of adapted 1-
and adapted 2-martingale as introduced in Cairoli and Walsh (1975). It is well known
(see Cairoli and Walsh, 1975; Liang, 1996a,b; Merzbach and Zakai, 1980; Tanaka and
Hasegawa, 1964; Wong and Zakai, 1976, 1977) that a strong martingale is a mar-
tingale; a two parameter stochastic process is a martingale if and only if it is both
an adapted 1-martingale and an adapted 2-martingale; adapted 1- and 2-martingales
are weak martingales. We also know (see Cairoli and Walsh, 1975; Imkeller, 1988;
Merzbach and Zakai, 1980) that for any square integrable martingale M there ex-
ists an F(i)z -predictable increasing process [M ]i (i = 1; 2) and an Fz-predictable in-
creasing process hM i such that (M)2 − [M ]i (i = 1; 2) is an i-martingale (i = 1; 2)
and hM i − [M ]i is an i-martingale (i = 1; 2; when i = 2; 1) and M 2 − hM i is a
weak martingale. Moreover, the concepts of the following types of stochastic integralsR
Rz
 dM;
RR
RzRz  (; ) dM dM and
RR
RzRz  (; ) d dM introduced by Wong
and Zakai (1977) will be used. In order to obtain our main result here we state some
basic facts.
Denition 2.1. (1) A function f(x) is called a concave function on Rn+ if f(x) satises
f(x) + (1− )f(y)6f(x + (1− )y) for x and y 2 Rn+ and  2 [0; 1].
(2) A function f(x) is called an increasing function on Rn+ in the sense of order
if f(x)6f(y) holds for x; y 2 Rn+ and x6y, where x6y means that xi6yi (i =
1; 2; : : : ; n):
(3) A function f(x) is called an increasing function on R2+ in the sense of measure
if the increment f((z; z0]) on the rectangle (z; z0] is non-negative for z< z0 in R2+.
The following is obvious.
Proposition 2.1. If f(x) is an increasing function on R2+ in the sense of measure and
f(x) is a constant on @R2+; then f(x) is an increasing function on R2+ in the sense
of order.
Lemma 2.1 (Two-parameter version of Gronwall{Bellman lemma). Assume that
(i) k1(u) and k2(u; v; w) are non-negative; strictly increasing concave functions on
R+ and R3+ in the sense of order; respectively; and k1(u); k2(u; v; w) satisfy k1(0) =
k2(0; 0; 0) = 0 and
R
0+ du=
~k(u) = +1; where ~k(u)  k1(u) + k2(u; u; u).
(ii) B is an increasing continuous real function on R2+ and ’ a non-negative contin-
uous real function on R2+ in the sense of measure. And B and ’ satisfy the following:
(a) Bz =0 for z 2 @R2+ and
R t
0 (1_ B(s; s))[B(s; ds) + B(ds; s)]<+1 for t 2 R+ 
[0;+1);
(b) for any z 2 R2+;
’z6
Z
Rz
k1(’) dB +
Z Z
RzRz
k2(’; ’; ’_) dB dB:
Then ’  0.
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Proof. Firstly, we show that for any xed T > 0 and 0<< 1 there exists a contin-
uous function ’(; z) satisfying the following equations,
’(; z) =
Z
Rz
k1(’(; )) dB
+
Z Z
RzRz
k2(’(; ); ’(; ); ’(;  _ )) dB dB +  (2.1)
for z 2 R(T; T ) = [0; T ]2. For n= 1; 2; : : : ; and z 2 R(T; T )R2+ we dene a sequence of
functions fxnz gn>1 as follows:
x0z = ;
xnz =
Z
Rz
k1(xn−1 ) dB +
Z Z
RzRz
k2(xn−1 ; x
n−1
 ; x
n−1
_ ) dB dB + :
(2.2)
Since k1() and k2(; ; ) are non-negative, strictly increasing and concave functions, we
can easily show that xnz is continuous and increasing on R(T; T ) in the sense of order
and measure and also xnz is increasing monotonically as n ! 1. So we need only to
show fxnz g is uniformly bounded with respect to (n; z) 2 NR(T; T ). By using that k1(u)
and k2(u)  k2(u; u; u) are concave functions and k1(0)= k2(0; 0; 0)=0, one can nd two
pairs (a; b) and (; ) of positive constants such that k1(u)6a+ bu and k2(u)6+ u
for all u>0. Therefore, we immediately get from Eq. (2.2) that
xnz6B
2
z + aBz + + b
Z
Rz
xn−1 dB + 
Z Z
RzRz
xn−1_ dB dB: (2.3)
On the other hand, for any increasing function f() on R2+ in the sense of order, we
have Z Z
RzRz
f( _ ) dB dB6 2
Z
Rz
f(u; v)B(u; v)B(du; dv)
+2
Z
Rz
f(u; v)B(du; v)B(u; dv): (2.4)
To show (2.4) we decompose
RR
RzRz f( _ ) dB dB as follows:Z Z
RzRz
f( _ ) dB dB
=
Z Z
RzRz
I()f( _ ) dB dB
+
Z Z
RzRz
I()f( _ ) dB dB
+
Z Z
RzRz
I(6)f( _ ) dB dB
+
Z Z
RzRz
I(6)f( _ ) dB dB
 a1 + a2 + a3 + a4: (2.5)
Z. Liang / Stochastic Processes and their Applications 83 (1999) 303{317 307
By Fubini’s Theorem we have
a1 =
Z t
0
Z 1
0
Z s
0
Z 2
0
I(161; 2>2)f(1; 2)B(d1; d2)B(d1; d2)
6
Z t
0
Z 1
0
Z s
0
Z 2
0
f(1; 2)B(d1; d2)B(d1; d2)
=
Z s
0
Z t
0
f(1; 2)
Z 1
0
Z 2
0
B(d1; d2)B(d1; d2)
=
Z s
0
Z t
0
f(1; 2)B(1; d2)B(d1; 2)
=
Z
Rz
f(u; v)B(u; dv)B(du; v): (2.6)
Similarly,
a26
Z
Rz
f(u; v)B(u; dv)B(du; v); (2.7)
a36
Z
Rz
f(u; v)B(u; v)B(du; dv); (2.8)
a46
Z
Rz
f(u; v)B(u; v)B(du; dv): (2.9)
Then inequality (2.4) is due to the inequalities (2.6){(2.9) and the equality (2.5).
Now by (2.3) and (2.4) we get for any z 2 R(T; T ),
xnz6f(z) + hz
Z t
0
xn−1(s; )B(s; d) +
Z
Rz
xn−1() dB

; (2.10)
where f(z)  B2z+aBz+ and hz  b+2Bz. Using xnz being increasing monotonically
as n ! +1 for all z 2 R(T; T ), we have, for any z 2 R(T; T ),
xnz6f(z) + hz
Z t
0
xn(s; )B(s; d) +
Z
Rz
xn() dB

: (2.11)
Then
xnz6f(z)expf3hzBzg6(B2(T; T ) + aB(T; T ) + )expf3(b+ 2B(T; T )g:
To see this, by induction on k, for each integer n>1, it is easy to show that
xnz6f(z)
k−1X
j=0
[3hzBz]j
j!
+ xnz
[3hzBz]k
k!
;
then by letting k ! +1 in the last inequality, we have xnz6f(z)
P1
k=0 [3hzBz]
k =k! =
f(z)exp[3hzBz]. So we can dene the function ’(; z) by ’(; z) = limn!1xnz for all
z 2 R(T; T ). Taking limit in Eq. (2.2), we can see that ’(; z) is a solution of Eq. (2.1)
and ’(; z) is an increasing continuous function on R(T; T ).
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Secondly we show ’jR(T; T )  0 for any xed T > 0.
Set RT  R(T; T ). For any > 0 and z 2 RT , let ’z be an increasing continuous
function on RT and satisfy Eq. (2.1). Then ’z =  and ’z = 0 for z 2 @R2+ \ RT .
Since ’z, ’z are continuous functions on RT we can nd > 0 such that ’ <’

 for
 2 R(;)RT .
Let =supft: ’ <’; 066(t; t)6(T; T )g, then 6 and for any ;  2 R( ;),
k1(’)6k1(’); (2.12)
k2(’; ’; ’_)6k2(’; ’

; ’

_): (2.13)
We claim that =T . For this we assume contrary that <T . Then we deduce from
the inequalities (2.12){(2.13) and (2.1) that
’(; )<’(; ) for all 6(; ):
Since ’; ’ are continuous on RT , we deduce from the last inequality that there exists
> 0 with + <T such that for any  2 (0; ),
’(; )<’(; )
for all 6( + ;  + ), which contradicts the denition of . Owing to  = T we
see immediately that for any  2 RT ,
’ <’: (2.14)
Since k2 is increasing, we get
’z6
Z
Rz
k1(’) dB +
Z Z
RzRz
k2(’_) dB dB + : (2.15)
Similar to (2.5) we also have, for any increasing function f on RT and z=(s; t) 2 RT ,Z
Rz
f() dB6
Z t
0
f(u; u)B(u; du) +
Z s
0
f(u; u)B(du; u): (2.16)
Let t = ’
(t; t) for t 2 R+. A combination of (2.4), (2.15) and (2.16) yields
t 6 2
Z t
0
Z t
0
k2(’(u; v))B(u; v)B(du; dv)
+2
Z t
0
Z t
0
k2(’(u; v))B(du; v)B(u; dv)
+
Z t
0
k1(’(u; u))B(du; u) +
Z t
0
k1(’(u; u))B(u; du) + 
 I1 + I2 + I3 + I4 + : (2.17)
Similar to the argument for (2.4) we have
Ij62
Z t
0
k2(u)B(u; u)B(du; u) +
Z t
0
k2(u)B(u; u)B(u; du)

(2.18)
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for j = 1; 2. Then inequalities (2.17) and (2.18) imply
t64
Z t
0
(1 _ B(s; s)) ~k(s)[B(s; ds) + B(ds; s)] + :
Therefore, we have from the last inequality that
+1> 4
Z t
0
(1 _ B(s; s))[B(s; ds) + B(ds; s)]
>
Z t
0
ds
~k(s)
=
Z t

du
~k(u)
:
Then by the last inequality and
R
0+ du=
~k(u) =+1 we get lim!0t =0. So ’jRT  0
due to the last equality, (2.14) and ’ being a continuous function on R2+.
Finally, we choose a sequence of positive numbers fTng such that limn!+1 Tn
=+1 and R2+ =
S
n>1 RTn . Then ’  ’jRT1 +
P1
n=1 ’jRTn+1nRTn  0. We complete the
proof.
It is well known that if f(u) is an increasing concave function on R+ and f(0)=0,
then we have the following:
f(tx)6tf(x); t>1; x>0: (2.19)
f(tx)>tf(x); 06t61; x>0: (2.20)
Lemma 2.2. Let 1; 2; : : : ; n satisfy
Pn
k=1 k61 and k>0 for 06k6n; f1(u); : : : ;
fn(u) be increasing concave functions on [0;+1) such that fk(0) = 0 for 16k6n.
Then k(u1; u2; : : : ; un) 
Qn
k=1 fk(u
k
k ) is an increasing concave function on Rn+ in the
sense of order.
Proof. Since f1(x) and x (0661) are increasing concave functions on R+, then
f1(x) is an increasing concave function on R+ too. This means that Lemma 2.2 is
true for n= 1.
Assume that Lemma 2.2 is true for 16k6n − 1. Since the Hessian ((@2F=@xi@yj)
(x))22 of F(x)= x1  x2 (06;  and +61) on R2+ is a nonpositive denite matrix,
then F(x) is a concave function on R2+. For x; y 2 R2+; ; ;  2 [0; 1] with  + 61,
since F(x)= x1  x2 and f1(x) are concave functions on R2+ and R+, respectively, then
we deduce from the inequality (2.19) that
f1(x1)x

2 + (1− )f1(y1)y2
6[x2 + (1− )y2 ]f1
"
x1x

2 + (1− )y1y2
x2 + (1− )y2
#
6[x2 + (1− )y2 ]f1
"
(x1 + (1− )y1)(x2 + (1− )y2)
x2 + (1− )y2
#
6(x2 + (1− )y2)f1((x1 + (1− )y1)):
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Let ak = k=
Pn
k=2 k for 26k6n. Then by using that Lemma 2.2 is true for 16k
6n − 1 and 06Pnk=2 ak = 1, we know that Qnk=2 fk(xakk ) is a concave function on
Rn−1+ . Therefore by using the same way above we have from the last inequality that

nY
k=1
fk(x
k
k ) + (1− )
nY
k=1
fk(y
k
k )
6[f1(x
1
1 ) + (1− )f1(y11 )]

nY
k=2
fk
" 
f1(x
1
1 )x
k =ak
k + (1− )f1(y11 )yk =akk
f1(x
1
1 ) + (1− )f1(y11 )
!ak#
6[f1(x
1
1 ) + (1− )f1(y11 )]

nY
k=2
fk

f1((x1 + (1− )y1)1 )
f1(x
1
1 ) + (1− )f1(y11 )
ak
(xk + (1− )yk)k

6[f1(x
1
1 ) + (1− )f1(y11 )]

nY
k=2

f1((x1 + (1− )y1)1 )
f1(x
1
1 ) + (1− )f1(y11 )
ak
fk((xk + (1− )yk)k )
=
nY
k=1
fk((xk + (1− )yk)k ):
By induction on n, we complete the proof.
Lemma 2.3 (see Liang (1996a); Two-parameter Ito’s formula). Let a(!; z; x) and
b(!; z; x) be real functions on 
  R2+  R; M be a right continuous square in-
tegrable martingale such that hM i = [M ]1 = [M ]2 and A be a continuous adapted
increasing process on R2+ in the sense of measure with Mz = Az = 0 for z 2 @R2+.
Suppose that there exists a real stochastic process X = fXz; z 2 R2+g such that two
parameter stochastic process fRRz a(; X ) dM; z 2 R2+g is a continuous square inte-
grable martingale; and fRRz b(; X ) dA; z 2 R2+g is a continuous adapted process with
bounded variation. If we dene a stochastic process Y by
Yz = Y0 +
Z
Rz
a(; X ) dM +
Z
Rz
b(; X ) dA
then for any real function f 2 C4(R) we have
f(Yz)− f(Y0) =
Z
Rz
f0(Y)a(; X ) dM +
Z
Rz
f0(Y)b(; X ) dA
+12
Z
Rz
f00(Y)a2(; X ) dhM i
+
Z Z
RzRz
I()f00(Y⊗)a(; X )a(; X ) dM dM
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+
Z Z
RzRz
I()f00(Y⊗)b(; X )b(; X ) dA dA
+14
Z Z
RzRz
I()f(4)(Y⊗)a2(; X )a2(; X ) dhM idhM i
+
Z Z
RzRz
I()f00(Y⊗)b(; X )a(; X ) dA dM
+
Z Z
RzRz
I()f00(Y⊗)a(; X )b(; X ) dM dA
+12
Z Z
RzRz
I()f(3)(Y⊗)a2(; X )a(; X ) dhM i dM
+12
Z Z
RzRz
I()f(3)(Y⊗)a(; X )a2(; X ) dMdhM i
+12
Z Z
RzRz
I()f(3)(Y⊗)a2(; X )b(; X ) dhM i dA
+12
Z Z
RzRz
I()f(3)(Y⊗)b(; X )a2(; X ) dAdhM i;
(2.21)
where I() =

1 if ;
0 otherwise:
3. Existence theorem
Let Sc denote the collection of all continuous adapted stochastic processes on R2+.
For X 2 Sc, and z 2 R2+, we write X z = sup6zjXj, jjX jjz = fEfX 2z gg1=2, S(R2+) =
fX : X 2Sc, and jjX jjz <+1 for z 2 R2+g. Let  c denote the collection of continuous
adapted stochastic processes on @R2+. Similarly, we can dene Z
; jjZ jjz and S(@R2+)=
fZ : Z 2  c, and jjZ jjz <+1 for z 2 @R2+g. In this section, we consider the following
S.D.E. in the plane,
Xz = Z(s;0) + Z(0; t) − Z(0;0) +
Z
Rz
(; X) dM +
Z
Rz
(; X) dA (3.1)
for z = (s; t) 2 R2+, where Z 2  c; A is a continuous increasing stochastic process
and Az = 0 for z 2 @R2+, M is a continuous square integrable martingale and Mz = 0
for z 2 @R2+. We suppose that for the coecients  and  there exists a non-negative
predictable process L  fLz j z 2 R2+g and an increasing function B on R2+ such that
(a.1) For every ! and G(z; !)  RRz [1+Lz(!)] d[A(!)+hM i(!)], the random mea-
sure generated by Gz(!) is dominated by that generated by B, that is, dG(; !)6dB(),
a.s. ! 2 
;
(a.2) For every z 2 R2+ and X; Y 2Sc, we have
j(z; Xz)− (z; Yz)j26Lz(!)(X − Y )2z ; j(z; Xz)− (z; Yz)j6Lz(!)(X − Y )z ;
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(a.3) For every z 2 R2+, X 2Sc, we have
j(z; Xz)j26Lz(!)X 2z ; j(z; Xz)j6Lz(!)X z :
Then the following is an immediate consequence of Theorem 3.1 established by the
author in Liang (1996a).
Theorem 3.1. Suppose that the coecients  and ; and the integrators M; A in Eq.
(3:1) satisfy the conditions (a:1){(a:3). Then for any Z 2 S(@R2+) there exists a
unique solution X 2S(R2+) of Eq. (3:1).
4. Main result
Denition 4.1. We say that pathwise uniqueness of solutions for Eq. (3.1) holds if
P(X 1 =X
2
 , for all  2 R2+)=1 for any two solutions X 1 and X 2 satisfying P(X 1 =X 2 ,
for all  2 @R2+) = 1.
Theorem 4.1. We assume that the coecients ;  and the integrators M with [M ]1=
[M ]2 = hM i and A in Eq. (3:1) satisfy the following:
(C:1) there exists a positive constant c such that j(; x)j + j(; x)j6c for (; x)
2 R2+  R;
(C:2) there exists a strictly increasing concave function (u) on [0;+1) such
that (0) = 0 and
j(; x1)− (; x2)j6(jx1 − x2j)
for all  2 R2+ and x1; x2 2 R;
(C:3) there exists a strictly increasing concave function k(u) on [0;+1) such that
k(0) = 0 and
j(; x1)− (; x2)j6k(jx1 − x2j)
for all  2 R2+ and x1; x2 2 R;
(C:4) (u) and k(u) satisfyZ
0+
du
2(u)
= +1 and
Z
0+
u2 du
uk2(u) + k(u)2(u)
= +1;
(C:5) there exists a non-negative continuous increasing B on R2+ in the sense of
measure such that the random measure generated by A and hM i is dominated
by that generated by B; that is;
dhM i + dA6dB
and for t>0;
R t
0 (1 _ B(s; s))[B(s; ds) + B(ds; s)]<+1; B(z) = 0 for z 2 @R2+.
Then pathwise uniqueness of solutions holds for Eq. (3:1).
Proof. Let X 1, X 2 be any two solutions of Eq. (3.1) and X 1 = X
2
 = Z for  2 @R2+,
we denote
X = X 1 − X 2; a(; X) = (; X 1 )− (; X 2 ); b(; X) = (; X 1 )− (; X 2 ):
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Then by (C:2), (C:3) and (3:1), we have
Xz =
Z
Rz
a(; X) dM +
Z
Rz
b(; X) dA;
ja(z; Xz)j6(jXzj); jb(z; Xz)j6k(jXzj)
(4.1)
for all z 2 R2+. We dene a0=1>a1>a2>   >an >    (see [3]) by
R an−1
an
du=2(u)
= n for n = 1; 2; : : : . Clearly, an ! 0 as n ! +1. Let 	n(u) (n = 1; 2; : : : .) be a
continuous function with support contained in (an; an−1), and satisfy
06	n(u)62−2(u)=n and
Z an−1
an
	n(u) du= 1: (4.2)
Set fn(x) =
R jxj
0 du1
R u1
0 du2
R u2
0 du3
R u3
0 	n(u4) du4 for all x 2 R, then
fn(x) 2 C4(R) and fn(0) = 0; fn(x) " 16 jxj3 (as n ! +1);
f0n(x) = sign(x) 
Z jxj
0
du2
Z u2
0
du3
Z u3
0
	n(u4) du4;
f00n (x) =
Z jxj
0
du3
Z u3
0
	n(u4) du4;
f(3)n (x) = sign(x) 
Z jxj
0
	n(u4) du4;
f(4)n (x) =	n(jxj);
jf0n(x)j6 12x2; jf00n (x)j6jxj; jf(3)n (x)j61 (4.3)
for all x 2 R. Since the rst and the fourth terms in the RHS of (2.21) of Lemma 2.3 in
Section 2 are martingales, the seventh, the eighth, the ninth and the tenth terms in the
RHS of (2.21) are 1- or 2-martingales (see Chevalier, 1982; Imkeller, 1988; Merzbach
and Zakai, 1980; Wong and Zakai, 1976, 1977, 1978). Hence the expectations of these
terms are zero. Therefore, by using Lemma 2.3, we have
Effn(Xz)g= E
Z
Rz
f0n(X)b(; X) dA

+ 12E
Z
Rz
f00n (X)a
2(; X) dhM i

+E
Z Z
RzRz
I()f00n (X⊗)b(; X)b(; X) dA dA

+12E
Z Z
RzRz
I()f000n (X⊗)a
2(; X)b(; X) dhM i dA

+12E
Z Z
RzRz
I()f000n (X⊗)b(; X)a
2(; X) dA dhM i

+14E
Z Z
RzRz
I()f(4)n (X⊗)a
2(; X)

a2(; X) dhM i dhM i
}
 J1 + J2 + J3 + J4 + J5 + J6: (4.4)
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For J1 = Ef
R
Rz
f0n(X)b(; X) dAg, by (C.5), (4.1) and (4.3), we have
jJ1j6E
Z
Rz
jXj2k(jXj) dB

: (4.5)
In the same way as for J1, we also get
jJ2j6E
Z
Rz
jXj2(jXj) dB

: (4.6)
Note that if  then ⊗ =  _ . Using (C.5), (4.1) and (4.3) we have
jJ3j6E
Z Z
RzRz
jX_jk(jXj)k(jXj) dB dB

; (4.7)
jJ4j6E
Z Z
RzRz
2(jXj)k(jXj) dB dB

; (4.8)
jJ5j6E
Z Z
RzRz
k(jXj)2(jXj) dB dB

: (4.9)
Finally, for J6, by using (C.1), (C.5), (4.1) and (4.2) we obtain
jJ6j = 14E
Z Z
RzRz
I()	n(jX_)a2(; X)a2(; X) dhM i dhM i

6 c2E
Z Z
RzRz
I()	n(jX_))2(jXj)dhM idhM i

6 c2E
Z Z
RzRz
I()	n(jX _))2(jX _j) dB dB

6
2c2
n
E
Z Z
RzRz
I() dB dB

6
2c2
n
B2z ! 0; as n ! +1; (4.10)
where X z = sup(s; t)6z jXst j. Letting n ! +1 in Eq. (4.4). By the inequalities
(4.5){(4.10) we get
EjXzj36 6E
Z Z
RzRz
(jX_jk(jXj)k(jXj) + 2(jXj)k(jXj)
+k(jXj)2(jXj)) dB dB

+6E
Z
Rz
(jXj2k(jXj) + jXj2(jXj)) dB

: (4.11)
Set
jYj= jXj3;
k1(u) = 6(u2=3k(u1=3) + u1=32(u1=3));
k2(u; v; w) = 6(k(u1=3)k(v1=3)w1=3 + 2(u1=3)k(v1=3) + k(u1=3)2(v1=3))
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for all u 2 R+ and  2 R2+. Then, by Lemma 2.2, k1(u) and k2(u; v; w) are strictly
increasing concave functions. By (4.11) and Jensen’s inequality, we have
EjYzj6
Z
Rz
k1(EjYj) dB +
Z Z
RzRz
k2(EjYj;EjYj;EjY_j) dB dB; (4.12)
Letting k(u) = k1(u) + k2(u; u; u). For any 1>> 0 we haveZ 
0
du
k(u)
=
1
6
Z 
0
du
u
2
3 k(u1=3) + k2(u1=3)u1=3 + u1=32(u1=3) + 2k(u1=3)2(v1=3)
=
1
2
Z 1=3
0
t2 dt
t2k(t) + k2(t)t + t2(t) + 22(t)k(t)
: (4.13)
By using that k(u) and (u) are strictly increasing functions on [0;+1) and k(0) =
(0)= 0 and the inequalities (2.19) and (2.20), there exists k0> 0 (k0 = k−1(1)) such
that
t2k(t)6k0tk2(t); t2(t)6k0k(t)2(t);
which and (4.13) as well as (C.4) imply
Z 
0
du
k(u)
>
1
2
Z 1=3
0
t2 dt
(k0 + 1)tk2(t) + (k0 + 2)k(t)2(t)
>
1
2(k0 + 2)
Z 1=3
0
u2 du
uk2(u) + k(u)2(u)
= +1: (4.14)
By (4.12), (4.14) and the Lemma 2.1 we have EjXzj3 = 0 and X 1z =X 2z for a.s. ! 2 

on R2+. Therefore, by using that X 1 and X 2 are continuous stochastic processes on R2+
we have X 1  X 2 a.s. ! 2 
. This implies the assertion.
By applying Ito’s formula to (Xz)2 and (Xz)4, and using the procedure similar to
that of Theorem 4.1, we have the following:
Theorem 4.2. We assume that the coecients ,  and the integrators M with
[M ]1 = [M ]2 = hM i and A in Eq. (3:1) satisfy the following:
(C:1) there exists a strictly increasing concave function (u) on [0;+1) such that
(0) = 0 and
j(; x1)− (; x2)j6(jx1 − x2j)
for all  2 R2+ and x1; x2 2 R;
(C:2) there exists a strictly increasing concave function k(u) on [0;+1) such that
k(0) = 0 and
j(; x1)− (; x2)j6k(jx1 − x2j)
for all  2 R2+ and x1; x2 2 R;
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(C:3) (u) and k(u) satisfyZ
0+
u du
k2(u) + 2(u)
= +1;
(C:4) there exists a non-negative continuous increasing B on R2+ in the sense of
measure such that the random measure generated by A and hM i is dominated
by that generated by B; that is;
dhM i + dA6dB
and for t>0;
R t
0 (1_B(s; s))[B(s; ds)+B(ds; s)]<+1; B(z)=0 for z 2 @R2+.
Then pathwise uniqueness of solutions holds for Eq. (3:1).
Theorem 4.3. We assume that the coecients ;  and the integrators M with [M ]1=
[M ]2 = hM i and A in Eq. (3:1) satisfy the conditions (C:1); (C:2) and (C:4) of
Theorem 4:2 and (u) and k(u) satisfy
R
0+ u
3 du=(k4(u)+4(u))=+1. Then pathwise
uniqueness of solutions holds for Eq. (3:1).
Remark 4.1. Let Mst =Wst , Ast = s  t and Bst =2s  t, where W is the Brownian Sheet.
It is easy to see that M; A and B satisfy the condition (C:5) in Theorem 4.1.
Remark 4.2. Following the idea of proof of Theorem 2:1 in Liang (1996a) and Propo-
sition 5:1 of Wong and Zakai (1978), Lemma 2.3 is also true for any square integrable
M , which cannot satisfy the condition [M ]1 = [M ]2 = hM i. Hence, replacing (C:5) in
Theorem 4.1 by d[M ]1 +d[M ]
2
 +dhM i +dA6 dB and using the procedure similar
to that of Theorems 4.1{4.3, [M ]1 = [M ]2 = hM i in Theorem 4.1 can be abandoned.
Remark 4.3. To see the generality of our result, let us give a few examples of the
functions k() and (). Let K > 0 and let  2 (0; 1=27) be sucient small. Dene
1(u) = k1(u) = Ku; u>0:
2(u) = k2(u) =

u(log(u−1))1=n 06u6; n= 4; 5; : : : ;
(log(−1))1=n + k 02(−)(u− ) u>; n= 4; 5; : : : :
3(u) = k3(u) =

u(log(u−1))1=3log log(u−1) 06u6;
(log(−1))1=3log log(−1) + k 03(−)(u− ) u>:
They are all concave strictly increasing functions satisfyingZ
0+
du
2i (u)
= +1 and
Z
0+
u2 du
uk2i (u) + ki(u)
2
i (u)
= +1;
Z
0+
u du
k2i (u) + 
2
i (u)
= +1 and
Z
0+
u3 du
k4i (u) + 
4
i (u)
= +1;
for i = 1; 2; 3. In other words, in this paper we obtain a more general result than that
of Tudor (1979), Yeh (1981,1987) and Liang (1996a).
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Remark 4.4. In the special case that M is the Brownian sheet and A is Lebesgue
measure, Theorem 4.1 is similar to Nie’s result (see Nie, 1987, Theorem 1). However,
we have been unable to follow Nie’s proof (especially the proof of his Bellman Lemma)
and his conditions on the functions  and  seem rather severe. In particular, the only
concave functions of the forms (x) = x1 , k(x) = x2 which satisfy his conditions are
linear functions with 1 = 2 =1, and so it is not clear that his coecients can, in fact,
be non-Lipshitz. Our methods are simpler, and quite dierent to his.
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