Um modelo dinâmico multivariado para volatilidades e correlações com aplicação em seleção de portfólio de ativos financeiros by Pallaoro, Franciele Lobo
Trabalho de Conclusão de Curso
Um modelo dinâmico multivariado para
volatilidades e correlações com aplicação em
seleção de portfólio de ativos financeiros
Franciele Lobo Pallaoro
2 de junho de 2021
Franciele Lobo Pallaoro
Um modelo dinâmico multivariado para volatilidades e
correlações com aplicação em seleção de portfólio de ativos
financeiros
Trabalho de Conclusão apresentado à co-
missão de Graduação do Departamento
de Estatística da Universidade Federal do
Rio Grande do Sul, como parte dos requi-
sitos para obtenção do título de Bacharel
em Estatística.




Um modelo dinâmico multivariado para volatilidades e
correlações com aplicação em seleção de portfólio de ativos
financeiros
Este Trabalho foi julgado adequado
para obtenção dos créditos da disciplina
Trabalho de Conclusão de Curso em
Estatística e aprovado em sua forma
final pela Orientador(a) e pela Banca
Examinadora.
Orientador(a):
Prof. Dr. Hudson Torrent, UFRGS
Doutor pela Universidade Federal do Rio Grande
do Sul, Porto Alegre, RS
Banca Examinadora:
Profa. Dr. Taiane Schaedler Prass, UFRGS
Doutora pela Universidade Federal do Rio Grande do Sul, Porto Alegre, RS
Porto Alegre
Maio de 2021
Dedico esse trabalho à maior mulher da minha vida, minha vovó Hilda Lobo (in
memoriam).
Agradecimentos
Aos meus pais, Débora e Paulo Cesar, por todo amor e dedicação, pela educação
que me proporcionaram e pelo super incentivo aos estudos desde sempre.
Aos meus irmãos, João Victor, o mestre cuca da família, que faz as melhores
comidas. Victória, que foi minha companheira de colégio e de universidade a vida
toda. Sempre colocamos a nossa formação em primeiro lugar, e eu sou a primeira a
me formar, mas logo em seguida é a sua vez. Muito obrigada, sem você esse trabalho
teria menos pontuação do que as obras de Saramago.
À Michele, que sempre cuidou de nós como irmã mais velha, mas nunca sem
deixar de ser parceira para tudo. Ao meu cunhado Dagoberto, que, junto com
a Michele, deram os maiores e melhores presentes das nossas vidas: Antonella e
Anita, que são alegria e alento em meio à tempestade das nossas vidas.
À minha vovó Hilda, o amor da minha vida, que tenho certeza que, de onde
estiver, está feliz pela minha conquista.
Ao Rodrigo, por todo amor, acolhimento, paciência e companheirismo ao longo
desses anos e, principalmente, nessa reta final. Obrigada por ser meu porto seguro.
Aos meus sogros, Lúcia e Roberto, por toda ajuda e incentivo.
Aos amigos que fiz nesses últimos anos de estatística, vocês foram muito im-
portantes nessa jornada. Com certeza foi muito mais fácil por ter sido com vocês:
Bruna, Gabriela, Giulia, Maitê, Renan e, em especial, à Juliana, que sempre esteve
presente me dando atenção mesmo quando não merecia, e que me deu sugestões e
conselhos sobre tudo.
Aos professores do Departamento de Estatística da UFRGS, por todo conheci-
mento passado e também pela ajuda e motivação. Em especial ao meu orienta-
dor, professor Hudson, muito obrigada pela dedicação, por aceitar as minhas ideias,
por me incentivar nesse trabalho e, principalmente, obrigada por me compreender
nesse momento tão adverso que estamos vivendo. Por fim, agradeço à professora
Taiane por ter aceitado fazer parte da banca desse trabalho e pelas considerações
feitas.
Resumo
Este trabalho tem como objetivo modelar a distribuição conjunta condicional
de um portfólio com alta dimensão transversal composto por 71 séries de retornos
diários de ações listadas na bolsa brasileira (B3), no período de 2014-2019. A finali-
dade é estimar a matriz de covariância dos retornos que proporcione uma alocação
ótima dos ativos, com melhor desempenho do que a estratégia de mínima variância
tradicional que faz uso da matriz de covariância amostral. A modelagem é feita
usando o modelo proposto por Opschoor et al. (2020) de cópulas fatoriais com car-
gas dinâmicas que evoluem com um mecanismo baseado no score da distribuição
conjunta condicional, esse modelo apresenta forma fechada para verossimilhança.
Os resultados mostram que o turnover do portfólio usando a matriz de covariância
estimada pelo modelo foi maior do que usando a matriz de covariância amostral.
Palavras-Chave: Cópulas dinâmicas, Séries Temporais, Cópulas fatoriais, Seleção
de portfólio, Alta dimensão.
Abstract
This work aims to model the conditional joint distribution of a portfolio with a
high cross-sectional dimension composed of 71 series of daily returns of the Brazi-
lian stock exchange (B3), over the period 2014–2019. The purpose is to estimate
the covariance matrix of returns that provides an optimal allocation of assets with
better performance than the traditional minimum variance strategy that uses the
sample covariance matrix. We used the model proposed by Opschoor et al. (2020) of
factor copula with score-driven dynamic factor loadings, the likelihood of this model
presents closed form. The results show that the portfolio turnover using the covari-
ance matrix estimated by the model was greater than using the sample covariance
matrix.
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A modelagem da distribuição condicional multivariada de ativos financeiros pode
ser um desafio, visto que evidências empíricas indicam que as volatilidades e as cor-
relações condicionais de séries temporais financeiras mudam ao longo do tempo.
Com isso, vários modelos foram propostos para explorar essa dinâmica, em especial
duas classes geralmente utilizadas na literatura: os modelos guiados por parâmetros
e os modelos guiados por observações (Cox et al., 1981). A primeira classe inclui,
por exemplo, os modelos de volatilidade estocástica de Chib et al. (2006). Já entre
os modelos guiados por observação podemos citar os modelos GARCH (Generalized
Autoregressive Conditional Heteroskedasticity), propostos por Engle (1982); Bollers-
lev (1986), o modelo DCC (Dynamic Conditional Correlation), de Engle (2002) e
os modelos GAS (Generalized Autorregressive Score), introduzidos por Creal et al.
(2008), o qual propõe a criação de uma estrutura unificada que engloba vários mo-
delos com parâmetros que variam ao longo do tempo.
Esse modelos multivariados não se apresentam como uma boa alternativa para
modelar a distribuição multivariada de uma grande quantidade de ativos financei-
ros. A justificativa é que, ao modelar a matriz de variância e covariância de uma
série temporal multivariada, o número de parâmetros aumenta exponencialmente,
à medida que mais séries são introduzidas ao modelo multivariado. Podem ocor-
rer, portanto, problemas numéricos ao estimar o modelo (Creal et al., 2011). Dessa
forma, quanto mais ativos o investidor tiver na carteira, mais difícil será a estimação
do modelo.
Uma melhor opção é a introdução de cópulas para especificação do modelo mul-
tivariado, nas quais as covariâncias são estimadas em uma etapa diferente das va-
riâncias. Como a estimação pode ser feita em duas etapas, é possível especificar
qualquer modelo marginal para as séries temporais univariadas dos ativos, bem
como uma função cópula qualquer. Assim, especifica-se completamente um modelo
para distribuição conjunta condicional dos ativos (Patton, 2012).
As cópulas dinâmicas, que apresentam parâmetros que variam no tempo, se tor-
naram uma técnica importante para descrever a dependência de um modelo multiva-
riado para séries temporais, no contexto de econometria e finanças (ver, Cherubini
et al., 2011; Patton, 2009, por exemplo). Creal et al. (2011); Bernardi e Catania
(2018) modelam as distribuições marginais dos ativos via modelo GAS, t de Student
e Skew t de Student, respectivamente, para incorporar as características das séries
temporais financeiras, como assimetria e caudas pesadas. Além disso, estabelecem a
dependência entre os ativos por meio de uma função cópula t de Student, seguindo
a mesma ideia de Patton (2009). Contudo, no contexto de seleção de portfólio, à
10
medida que o número de ativos aumenta, o de parâmetros também cresce. Tal ca-
racterística é conhecida por "maldição da dimensionalidade"(Opschoor et al., 2020).
Oh e Patton (2017, 2018) propuseram um modelo de cópulas fatoriais para mo-
delar a dependência em um grande número de variáveis observadas, usando um
conjunto menor de variáveis latentes não observadas (fatores). Entretanto, nessa
abordagem, a densidade da cópula não tem forma fechada, sendo necessários méto-
dos numéricos para a estimativa, o que requer um grande poder computacional.
Recentemente, Opschoor et al. (2020) introduziram um novo modelo de cópula
fatorial com cargas dinâmicas. Para isso, é assumido que os ativos, em um deter-
minado momento no tempo, possam ser agrupados de acordo com outras variáveis
observáveis, como o setor da empresa, sua localização, seu tamanho, entre outras.
As cargas fatoriais de cada um dos fatores variam no tempo por meio da introdução
da dinâmica dos modelos GAS, introduzidos por Creal et al. (2008). O número
de parâmetros do modelo é reduzido, pois supõe-se que todas as variáveis em um
determinado tempo, que fazem parte de um mesmo grupo, têm cargas fatoriais
iguais. Ao assumir que os fatores latentes comuns e específicos de grupo, bem como
os componentes idiossincráticos, seguem certas distribuições apropriadas, obtém-se
um modelo com uma expressão fechada para a verossimilhança. Consequentemente,
a estimativa e a inferência dos parâmetros são diretas ao usar máxima verossimi-
lhança, e o poder computacional necessário é significativamente reduzido. Assim, o
novo modelo fatorial pode ser implementado sem qualquer dificuldade para grandes
dimensões, desde que o número de grupos permaneça pequeno ou moderado.
Neste trabalho é proposta uma aplicação empírica em dados brasileiros do modelo
de Opschoor et al. (2020), sendo a carteira selecionada composta por retornos diários
de 71 ativos negociados na B3, separados em nove grupos usando a classificação
setorial da empresa. O modelo será estimado em duas etapas, primeiro são estimados
os modelos marginais univariados e após o modelo multivariado. Essa abordagem
simplifica a estimação, visto que diminui o poder computacional necessário (Joe e
Xu, 1996). A modelagem univariada das séries dos retornos foi feita com modelos
GARCH Skewed t de Student, que é uma distribuição assimétrica e com caudas
pesadas e, portanto, mais sensível a valores extremos, comum nesse tipo de dado
(Alberg et al., 2008). A estimação de toda a amostra foi realizada com todos os
modelos propostos pelos autores, com cópula gaussiana e cópula t. No contexto
de otimização de portfólio, o modelo mais geral foi o escolhido, e a abordagem de
Opschoor et al. (2020) foi comparada à mínima variância, utilizando a matriz de
covariância amostral.
Este trabalho está dividido em capítulos: no capítulo 2 e 5 é apresentada uma
pequena revisão de cópulas e otimização de portfólio , respectivamente; no capítulo
3 o modelo proposto por Opschoor et al. (2020) é enunciado e, no capítulo 4, o
modelo marginal. Por fim, nos capítulos 6, 7, 8 são apresentados a metodologia, os
resultados e as considerações finais.
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2 Cópulas
A literatura acerca da modelagem multivariada baseada em cópulas é bastante
vasta. Nelsen (2007) e Joe (1997) têm trabalhos reconhecidos sobre a teoria de cópu-
las, nos quais introduzem os conceitos de modelagem da dependência multivariada
a partir de cópulas. Na área de séries temporais, Cherubini et al. (2004) apresenta
uma introdução a cópulas para área de finanças e McNeil et al. (2015) fornece uma
visão geral da teoria de cópulas no contexto de gerenciamento de risco. Chen e Fan
(2006) estudaram a estimação de modelos semiparamétricos no contexto de cópulas
e Patton (2012) traz uma visão global de cópulas para séries temporais econômicas.
Cherubini et al. (2011), Oh e Patton (2017), Dias et al. (2004), entre outros, estu-
daram as cópulas dinâmicas, com parâmetros que variam no tempo, no contexto de
séries temporais.
2.1 Teorema de Sklar
Uma função cópula pode ser definida como uma distribuição multivariada cujas
marginais são uniformemente distribuídas no intervalo [0, 1]. Segundo o Teorema de
Sklar (Sklar, 1959), seja Y = (Y1, Y2, Y3, . . . , Yk) um vetor aleatório e C : Rk → R
uma função cópula, F (y1, . . . , yk) uma função de distribuição conjunta e FYi(yi),
i = 1, . . . , k as suas distribuições marginais. Então, existe uma função cópula C tal
que,
F (y1, . . . , yk) = C(FY1(y1), . . . , FYk(yk)) (2.1)
para todo yi ∈ [−∞,∞], i = 1, . . . , k.
Dessa forma, se FYi(·),∀i = 1, . . . , k forem contínuas, então existe uma única
função cópula que relaciona a função de distribuição conjunta com suas funções de
distribuição marginais.
F (y1, . . . , yk) = C(F−1Y1 (u1), . . . , F
−1
Y1 (uk)) (2.2)
em que 0 ≤ ui ≤ 1, ∀i = 1, . . . , k.
2.2 Cópulas elípticas
As cópulas podem ser classificadas em diferentes tipos. Nessa seção serão apre-
sentadas a cópula Gausssiana e a cópula t de Student que fazem parte da família
de cópulas elípticas. Essas duas funções cópulas foram utilizadas para a modelagem
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nesse trabalho. Em 2.2.1 e 2.2.2 são apresentadas as funções cópulas gaussiana e t
para o caso bivariado a fim de simplificações.
2.2.1 Cópula Gaussiana
AssumindoX e Y duas variáveis aleatórias em que C(u1, u2) = F
(
F−1x (u1), F−1y (u2)
)
.
Então, é possível expressar a cópula Gaussiana (CG) da seguinte forma (Embrechts
et al., 2001)


















em que ρ é parâmetro da cópula, nesse caso a correlação. Para esta cópula, os
índices de cauda são iguais a zero, indicando que as variáveis aleatórias não possuem
dependência em valores extremos. Entretanto, para descrever a dependência de
ativos financeiros, devido as características específicas desse tipo de dados, é mais
interessante uma função cópula com dependência na cauda.
2.2.2 Cópula t
A cópula t Student permite reproduzir a dependência entre os valores extremos
da distribuição e essa dependência está presente na mesma magnitude em ambas as
caudas. Por este motivo, a cópula t de Student é a mais indicada para modelagem
de dados financeiros. A cópula t de Student é expressa por (Demarta e McNeil,
2005)
C(u1, u2 | ρ, ν) =T2,ν
(
T−11,ν (u1), T−11,ν (u2)
)
























em que Td,ν é a função de distribuição acumulada da t de Student ∀ d = 1, 2, ρ o
parâmetro de correlação, e ν o parâmetro que representa os graus de liberdade.
2.3 Cópula em séries temporais
O objetivo desse trabalho é modelar a distribuição conjunta condicional de ativos
financeiros, dada por Ft(yt) do vetor de ativos Yt = (Y1,t, Y2,t, . . . , YN,t)′ no período
t, em que t = 1, 2, . . . T . A distribuição conjunta Ft(yt) pode ser separada em N
distribuições marginais e na cópula condicional, como visto em Patton (2006)
Y t|Ft−1 ∼ Ft (2.5)
Ft(yt) = Ct
(
F1,t(y1,t;θM,1,t), . . . , FN,t(yN,t;θM,N,t);θC,t
)
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onde Ct(·,θC,t) é a cópula condicional dado Ft−1, θC,t é o vetor de parâmetros que
variam no tempo, Fi,t(yi,t;θM,i,t) é a distribuição marginal do ativo i dado Ft−1 e
θM,i,t é o vetor de parâmetros que variam no tempo da distribuição marginal do
ativo i.
A especificação do modelo nessa forma, decompondo a distribuição multivari-
ada nas distribuições univariadas marginais e na cópula, é vantajosa, especialmente
quando a dimensão transversal, ou seja, o número de ativos, é grande Patton (2009).
Estimar os parâmetros em duas etapas diminui substancialmente a carga computa-
cional, visto que os modelos marginais são relativamente mais simples (Joe e Xu,
1996). Essa especificação será usada para estimação de todos os modelos de cópulas
apresentados nesse trabalho.
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3 Modelo cópulas fatoriais dinâmicas
Nesse capítulo será apresentada a classe de modelos de cópulas fatoriais de forma
fechada com cargas dinâmicas orientadas pelo score, introduzida por Opschoor et al.
(2020). A abordagem é usada para descrever a dependência entre séries temporais
financeiras, tendo em vista que essas séries apresentam características específicas,
como volatilidades e correlações que variam no tempo. Nesse trabalho, em específico,
serão utilizadas séries de retornos históricos de ativos financeiros, sendo que o modelo
será enunciado para esse tipo de dado. As próximas seções foram baseadas no
trabalho de Opschoor et al. (2020).
3.1 Especificação geral do modelo
Na classe de modelos a ser apresentada a dinâmica dos parâmetros é baseada no
score. Além disso, é assumido que os N ativos podem ser agrupados em G grupos,
com ativos no mesmo grupo tendo cargas fatoriais idênticas. Então, a estrutura do
modelo fica
ui,t = DX(xi,t; λ̃i,t, σi,t,ψC) i = 1, 2, . . . , N (3.1)




em que ut é a transformação integral de probabilidade de yt, então ui = Fi,t(yi,t;θM,i,t).
O vetor λ̃i,t é um vetor contendo as cargas fatoriais padronizadas, zt é o vetor dos
fatores latentes comuns e εi,t são os choques idiossincráticos e seguem as distribui-
ções Dz e Dε, respectivamente. Por último, ψC é um vetor de parâmetros de forma
estáticos, e DX é a distribuição marginal de Xi,t. O vetor das cargas λ̃i,t e o escalar








para um vetor k × 1 irrestrito λi,t, tal que xi,t tem média zero e variância unitária.
Esses elementos formam a matriz de correlação Rt, de xt = (x1,t, . . . , xN,t). Assim
















Essa matriz satisfaz todos os requisitos de uma matriz de correlação, ou seja, ser
positiva semidefinida e ter na diagonal principal um vetor de uns. Um grande ganho
computacional ao se definir a cópula como em 3.1 é que, dessa forma, a inversa e o
determinante da matriz de correlação Rt apresentam forma fechada












∣∣∣Ik + L̃tD−1t L̃′t∣∣∣ · |Dt| (3.4)
onde Ik é uma matriz identidade k-dimensional eDt uma matriz diagonal. Calcular
a inversa da matriz de correlação é relativamente simples, visto que a inversa da
matriz diagonal Dt é direta e L̃tD−1t pode ser calculada diretamente dividindo cada
coluna de L̃t pelo elemento correspondente na diagonal deDt. Ainda, como o número
de fatores latentes k é, em geral, menor que o número de ativos N , calcular a inversa
da matriz Ik + L̃tD−1t L̃
′
t é muito mais rápido computacionalmente do que calcular
a inversa da matriz Rt.
3.2 Estrutura fatorial
A estrutura fatorial do modelo é dada pela matriz L̃t
′, dessa forma, os diferentes
modelos apresentam diferentes matrizes. Para exemplificar, suponha um cenário
em que G = 4 grupos com dois ativos em cada grupo. Em todas as matrizes
apresentadas, λ̃f,g,t denota a carga do fator f , grupo g e tempo t. O modelo mais
simples tem um fator com cargas iguais para todos os grupos, e a matriz L̃t
′, com














em que ⊗ denota o produto de Kronecker. O segundo modelo tem um fator com
cargas específicas para cada grupo, e a matriz L̃t














No modelo com dois fatores, sendo um com cargas específicas para cada grupo,














Os dois últimos modelos são modelos multifatoriais. No primeiro caso são G+ 1
fatores, com um deles sendo comum para todos os grupos e com cargas iguais, e os
outros fatores específicos para cada grupo com cargas especificas para cada grupo.
Desse modo, a matriz L̃t





λ̃1,t λ̃2,1,t 0 0 0
λ̃1,t 0 λ̃2,2,t 0 0
λ̃1,t 0 0 λ̃2,3,t 0







O modelo mais geral é o modelo multifatorial triangular inferior, que apresenta
G fatores, sendo um comum para todos os grupos, mas com cargas específicas para
cada grupo. O número de cargas fatoriais nesse caso é G(G+1)/2. A matriz L̃t
′ tem
dimensão N ×G e, nesse caso, pode ser vista como a decomposição de Choleski de




λ̃1,1,t 0 0 0
λ̃1,2,t λ̃2,2,t 0 0
λ̃1,3,t λ̃2,3,t λ̃3,3,t 0







3.3 Suposições de distribuições
O modelo proposto pelos autores apresenta forma fechada para a função de
verossimilhança por dois motivos. O primeiro é devido ao mecanismo da dinâmica
das cargas fatoriais, conforme visto na seção 3.4. O segundo é supor distribuições
específicas para os choques aleatórios, εi,t, e para os fatores comuns de grupo, zt.
Assumindo uma cópula t de Student, a especificação do modelo dada em 3.1 fica












iid∼ N(0, 1), ζt iid∼ Inv-Gamma(νC/2, νC/2)
(3.10)
em que T (·; νC) denota a função de distribuição univariada t de Student com νC
graus de liberdade, parâmetro de locação igual a zero e parâmetro de escala igual a
um. A cópula Gaussiana é um caso especial em que νC →∞, e, portanto ζt = 1.
3.4 Dinâmica das cargas fatoriais
A dinâmica das cargas fatoriais é feita por meio de um mecanismo que usa o
score da densidade condicional da cópula para a atualização desses parâmetros que
variam no tempo. Como essa dinâmica é orientada por observação e assume que
as cargas fatoriais dependem de funções de observáveis passadas, a verossimilhança
do modelo está disponível na forma fechada. O vetor f t contém as cargas fatoriais
únicas da matriz Lt = (λ1,t, . . . ,λN,t) ∈ Rk×N . Com isso, a dimensão de f t depende
da estrutura fatorial do modelo. Para o modelo mais simples ft é um escalar, já
que há apenas uma carga fatorial, assim como para o modelo mais geral f t tem
dimensão 1 × G(G + 1)/2. Pelo mesmo motivo, a equação de atualização de f t
também depende da estrutura fatorial do modelo. Para a cópula multifatorial, por
exemplo, a dinâmica é dada por
f eq1,t+1 = ωeq + Aeqseqt +Bf eq1,t,
f gr,f2,g,t+1 = ωgr,fg + Agr,fs
gr,f
g,t +Bf gr,f2,g,t, g = 1, . . . , G,
(3.11)
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onde ct(ut;Rt,ψC) é a densidade da cópula. Para a cópula t de Student e a cópula
Gaussiana segue






















t xt + aGaus
(3.13)
onde aStud(ν,xt) e aGaus são constantes que não dependem deRt. As duas primeiras
parcelas da Eq. 3.12 são iguais para todos os modelos, enquanto ∂ vec(Lt)
∂f ′t
depende
da estrutura fatorial dos modelos. A derivação do score para todos os modelos pode
ser encontrada no material suplementar de Opschoor et al. (2020).
3.5 Estimação e verossimilhança
A estimação do modelo é feita em duas etapas: primeiro são estimados os mo-
delos para as distribuições marginais e, em seguida, é estimada a cópula. A esti-
mação dos parâmetros da cópula condicional dado os parâmetros das distribuições














log ct(F1,t(y1,t;θM,1,t), . . . FN,t(yN,t;θM,N,t);θC,t)
(3.14)
onde fi,t(·;θM,i,t) é a densidade condicional das marginais e θt = (θM,t,θC,t).
No modelo mais geral o vetor de parâmetros do intercepto ω tem G(G + 1)/2
diferentes elementos. Nesse caso, pelo número de parâmetros ser muito grande, a
cópula é estimada em dois passos. Assumindo que o processo das cargas fatoriais é





= ω +BE[f t] ⇔ f̄ = (1−B)−1ω (3.15)
No primeiro passo f̄ é estimado usando um estimador de momento. No segundo
passo os demais parâmetros são estimados mantendo f̄ fixo e definindo ω = (1 −
B)f̄ . Esse passo compreende maximizar a verossimilhança e é comum para todos
os modelos.
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4 Modelo GARCH univariado
Os modelos marginais são uma escolha importante, visto que são eles que irão
captar as características dos dados financeiros. Para modelar a variância condicio-
nal dos modelos univariados das séries de retornos foi utilizado o modelo GARCH
com erros Skewed t de Student, já que essa distribuição incorpora a possível assi-
metria e as caudas pesadas, características comuns em séries financeiras. O modelo
GARCH(p,q) (Engle, 1982; Bollerslev, 1986) é especificado como
yt = zt
√
ht, zt ∼ St(0, ht, ν, λ)










onde zt é uma variável aleatória com média zero e segue distribuição Skewed t de

























a = 4λcν − 2
ν − 1 , b












tal que f(yt | µt, ht, ν, λ) = 1/htf(zt;λ, ν). Além disso, λ é o parâmetro de assimetria
e ν são os graus de liberdade.
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5 Seleção de portfólio
Em seu artigo seminal, Markowitz (1952) propôs uma nova abordagem para
alocação de carteiras de investimento, introduzindo a ideia de que um investidor
deve considerar o tradeoff entre retorno esperado e risco para a composição do
portfólio. O risco da carteira, nesse caso, depende tanto da variância de cada ativo
individualmente como da covariância entre eles. A estratégia de média-variância
tem como conceito que, em uma carteira diversificada, ao se fixar um dado nível
de aversão ao risco, há uma alocação ótima que maximiza o retorno, e que, entre
todas as carteiras que proporcionam um determinado retorno, há uma que minimiza
o risco. Dessa forma, a alocação na carteira é um problema de otimização.
Suponha que o investidor tenha uma carteira com N ativos para alocar sua
riqueza. Cada ativo recebe um peso wi, que representa a proporção do i-ésimo
ativo da carteira. A cada ativo é associado um vetor de retorno aleatório Rt, que
é normalmente distribuído com média ut e matriz de variância e covariância Σt.
Considerando que o retorno da carteira de t a t+ 1 é Rp,t+1 =
∑N
i=1wi,tRi,t+1, então
Rp,t = w′tRt é normal com média up,t = w′tut e variância σ2p,t = w′tΣtwt, em que wt
é o vetor de pesos no tempo t. Supondo uma carteira totalmente investida, então∑N
i=1wi = 1.






s.t. 1′w = 1
(5.1)
em quew ∈ RN é o vetor de pesos da carteira, Σ é a matriz de variância e covariância
da carteira, γ é o coeficiente que mede o nível de aversão ao risco, E[Rp,t+1] é o
excesso de retorno esperado da carteira e 1 ∈ RN é um vetor de uns. Com isso, a
restrição 1′w garante que a soma dos pesos seja 1.
A carteira de mínima-variância é um caso particular da estratégia de média-
variância, em que o coeficiente de aversão ao risco γ = ∞. Dessa forma, como não
depende do retorno esperado do portfólio e usa apenas a matriz de covariância dos
retornos para otimizar os pesos da carteira, é menos suscetível a erros de estimação
(Santos e Tessari, 2012).
A estimação da matriz de covariância e do vetor de médias dos retornos pode
ser feita por meio de seus estimadores amostrais. Entretanto, mesmo que esses




Nas próximas seções será apresentada a metodologia usada para o desenvolvi-
mento desse trabalho. Toda a implementação foi feita na linguagem R versão 4.0.5.
6.1 Dados
Os dados utilizados são retornos aritméticos diários de N = 71 ativos comercia-
lizados na bolsa brasileira (B3) no período entre 01-01-2014 e 31-12-2019, um total
de T = 1.488 observações. As séries históricas foram coletadas do Yahoo finance
usando o pacote BatchGetSymbol (Perlin, 2020). Primeiramente, foram selecionadas
todas as ações listadas, com um total de 82 empresas. Entretanto algumas tiveram
poucos dias comercializados e, por isso, foram excluídas da amostra. Um aspecto
fundamental da abordagem utilizada nesse trabalho é a suposição de que podemos
dividir os N ativos em G grupos de acordo com uma característica observada, como
setor, região ou risco. Desse modo, os ativos restantes foram divididos em grupos de
acordo com a classificação setorial. Na tabela 6.1 estão todas as ações da amostra e o
agrupamento utilizado nos modelos. Segundo Opschoor et al. (2020) todos os ativos
dentro de um grupo compartilham a mesma estrutura de dependência. A dependên-
cia entre qualquer par de ativos em dois grupos específicos e diferentes também é a
mesma, e isso resulta em uma configuração flexível, mas altamente parcimoniosa.
6.2 Modelos marginais univariados
Séries temporais de retornos apresentam características específicas, como agru-
pamentos de volatilidades ao longo do tempo, assimetria, e caudas mais pesadas que
a distribuição normal. Outra característica comum consiste na existência de auto-
correlação nos quadrados dos retornos, enquanto as séries dos retornos não possuem
autocorrelação. Brown e Warner (1985) mostram que essas características são ainda
mais presentes em séries de retornos diários, principalmente quanto à presença de
valores extremos e de variância heterocedástica. Dito isso, a variância condicional
foi modelada com um modelo GARCH(1,1) Skewed t de Student, que é capaz de
incorporar essas particularidades (Alberg et al., 2008).
A estimação da cópula é feita com as transformações integrais em probabilidade
(PITs) dos resíduos padronizados dos modelos univariados marginais ui,t = F (zi,t)
(Patton, 2012). O teste de Kolmogorov-Smirnov para distribuição Skewed t de Stu-
dent rejeitou somente uma série dos resíduos padronizados ao nível de significância
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Tabela 6.1: Tabela do agrupamento dos ativos por setor
Nessa tabela constam os tickers das 71 ações presentes na amostra, agrupadas pelo setor,
e o tamanho dos grupos
Setor Tamanho Tickers
Comunicações 2 TIMS3 VIVT3
Consumo cíclico 12 GRND3 LAME4 BTOW3
COGN3 CVCB3 CYRE3 EZTC3
LREN3 MGLU3 MRVE3 RENT3
YDUQ3
Consumo não cíclico 5 ABEV3 BRFS3 BEEF3 JBSS3
MRFG3
Bens industriais 6 CCRO3 EMBR3 GOLL4 POMO4
WEGE3 ECOR3
Financeiro 14 BBAS3 BBDC3 BBDC4 ITSA4
ITUB4 PSSA3 B3SA3 BBSE3
BRML3 CIEL3 MULT3 SANB11
SULA11
Materiais básicos 9 BRAP4 BRKM5 CSNA3 DTEX3
GGBR3 GGBR4 GOAU4 USIM5
VALE3
Utilidade pública 14 CESP6 CMIG3 CMIG4 CPLE6
EGIE3 ELET3 ELET6 LIGT3
SBSP3 TRPL4 CPFE3 ENBR3
EQTL3 TAEE11
Petróleo, gás e biocombustíveis 5 PETR3 PETR4 UGPA3 CSAN3
PRIO3
Saúde 4 FLRY3 HYPE3 QUAL3 RADL3
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5%. Seguindo Creal e Tsay (2015) para avaliar o ajuste das distribuições marginais,
as PITs foram transformadas em variáveis normais, tais que x∗i,t = Φ−1(ui,t) para
i = 1 . . . T , e cada série x∗i,t foi testada para normalidade com o teste de Shapiro-
Wilk e Kolmogorov-Smirnov. No primeiro teste, todos os 71 ativos não rejeitaram
a hipótese nula de normalidade a 5% de significância, e, no segundo, apenas dois
rejeitaram. Foi feito o teste de Ljung-Box para testar se os resíduos e o quadrado
dos resíduos de cada modelo são independentes, foram usados 20 lags nos dois casos.
Há um nível de significância de 5% a hipótese nula de independência foi rejeitada
em 3 séries dos resíduos e 2 séries do quadrado dos resíduos. Nessas séries ainda
há autocorrelação, assim o modelo GARCH(1,1) não é suficiente para descrever a
dependência da série dos retornos. Entretanto como esse resultado foram em poucas
séries e o objetivo principal é o modelo multivariado para simplificação das análises
será usado o GARCH(1,1) como modelo marginal para todos os ativos. Portanto,
conclui-se que os modelos marginais foram bem ajustados e são adequados para a
análise.
6.3 Modelagem da distribuição conjunta
Na modelagem para toda a amostra, foram estimados todos os cinco modelos
apresentados no capítulo 3 com os dois tipos de cópula, t e Gaussiana, bem como os
coeficientes dos parâmetros estimados, o erro padrão desses estimadores e os valores
da log verossimilhança, que são apresentados no próximo capítulo. Os erros padrão
são baseados no estimador sanduíche de matriz de covariância robusta Ĥ−10 Ĝ0Ĥ−10
em que Ĥ0 é o inverso da Hessiana da verossimilhança, e Ĝ0 é o produto diádico dos
gradientes (Opschoor et al., 2020). Na segunda parte, a estimação out of sample,
fora da amostra, só foi considerado o modelo mais geral, que é o modelo multifatorial
triangular-inferior com cópula t.
6.3.1 Otimização de portfólio
O tamanho da janela considerada para a seleção de portfólio foi de 1000 observa-
ções, sendo a estimação fora da amostra feita, então, para 488 observações diárias,
sempre um passo a frente. A estratégia usada no trabalho foi a de mínima variância.













s.t. 1′wt+1|t = 1
(6.1)
em que H t+1+ é a predição um passo a frente das variâncias baseadas nos modelos
marginais eR∗t+1|t a predição um passo a frente da matriz de covariância, que é obtida
simulando 20.000 observações do modelo de cópula. Essa abordagem foi comparada




A simulação do modelo segue a ideia da especificação em 3.3 e de que as cargas
fatoriais dinâmicas evoluem de acordo com o mecanismo apresentado em 3.4. Desse










i = 1, . . . , N
f t+1 = ω + Ast +Bf t
ω = (1−B)f̄
(6.2)










, εi,t ∼ N(0, 1).
Métricas comparação
O desempenho das diferentes técnicas de alocação de carteiras será baseado nas
seguintes medidas: retorno médio, desvio padrão, índice Sharpe e turnover das
carteiras otimizadas (Santos e Tessari, 2012). O turnover foi calculado como
to = 1








Nesse capítulo serão exibidos os resultados e discussões acerca da aplicação em-
pírica elucidada no capítulo 6.
7.1 Análise descritiva das séries
Os dados usados na aplicação constituem um portfólio de 71 ativos, em que cada
um desses ativos é uma série de retornos diários. As características inerentes a esse
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Normal Q-Q Plot para PETR3
Figura 7.1: Gráficos das séries dos retornos
Gráficos da série dos retornos e dos retornos ao quadrado com suas respectivas funções
de autocorrelação e autocorrelação parcial, e gráfico normal qq-plot da distribuição não
condicional do ativo PETR3 (Petrobrás)
A Fig. 7.1 expõe gráficos que evidenciam esses aspectos específicos, exemplifi-
cando com os retornos das ações da Petrobrás (PETR3). O primeiro e o quarto
25
gráficos são os gráficos das séries dos retornos e dos quadrados dos retornos, e apre-
sentam um comportamento típico desse tipo de dado. O mesmo ocorre na função de
autocorrelação e autocorrelação parcial, visto que o gráfico indica que os retornos
são não correlacionados, mas que o quadrado dos retornos apresenta autocorrela-
ção. Por fim, o gráfico qq-Plot de aderência a distribuição Normal, mostra que a
distribuição incondicional dos retornos tem caudas mais pesadas do que a Normal,
ou seja, é mais suscetível a valores extremos. O apêndice A contém os gráficos das
séries dos retornos e dos retornos quadrados, bem como os gráficos das funções de
autocorrelação e autocorrelação parcial dessas séries para todos os ativos contidos
na amostra.
7.2 Modelos univariados GARCH(1,1)
Na tabela 7.1 estão os resultados dos modelos marginais. São apresentadas
das médias e quantis dos parâmetros estimados dos 71 ativos. O parâmetro λ é
o parâmetro de assimetria, sendo que, para todas as séries, ele foi estimado maior
que zero, indicando uma assimetria positiva (à direita). Já ν é o parâmetro que
representa os graus de liberdade, tendo sido a média dos coeficientes estimados para
esse parâmetro de 6, 980, o que indica um excesso de curtose. O coeficiente β̂ foi
maior que zero em todos os modelos estimados, sendo essa uma condição para que
a variância do processo seja maior do que zero e, assim, ele esteja bem definido.
Ainda, β̂ é próximo de um indicando persistência na volatilidade do processo.
Tabela 7.1: Tabela resumo dos modelos marginais GARCH(1,1)
Nessa tabela são apresentados a média e os quantis dos parâmetros estimados dos modelos
marginais GARCH(1,1) das 71 séries de retornos.
Média Mínimo Quantil 0,25 Mediana Quantil 0,75 Máximo
α̂0 0,00003431 0,00000004 0,00000620 0,00001320 0,00002874 0,00044591
α̂1 0,06958972 0,01570151 0,04791855 0,05770014 0,08208944 0,23799897
β 0,88590447 0,46149822 0,87277025 0,91747948 0,93626821 0,98046854
λ̂ 1,04796818 0,93196477 1,02332829 1,04481098 1,07045211 1,17260484
ν̂ 6,98013987 3,36693275 5,49063586 6,83439125 7,93416548 10,00000000
7.3 Modelos multivariados na amostra completa
Na tabela 7.2 encontram-se os resultados dos modelos multivariados. Os inter-
ceptos estimados específicos de grupo são encontrados no A. A tabela está dividida
em resultados para as cópulas Gaussianas e cópulas t, respectivamente. Os modelos
são:
• 1-F Eq: modelo de um fator com cargas fatoriais idênticas;
• 1-F Gr: modelo de um fator com cargas fatoriais específicas de grupo;
• 2-F: modelo de dois fatores com um fator com cargas comuns de grupo e um
fator com cargas específicas de grupo;
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• MF: modelo multifatorial com um fator comum com cargas comuns de grupo
e nove fatores específicos de grupo;
• MF LT: modelo multifatorial com matriz triangular-inferior de cargas dinâ-
micas.
Tabela 7.2: Tabela resumo dos modelos multivariados
Nessa tabela são apresentados os parâmetros estimados dos cinco modelos de cópulas
fatoriais dinâmicas com a amostra completa, além disso, a log-verossimilhança e o critério
de informação Akaike para os modelos. Período de 01-01-2014 a 31-12-2019 (T = 1488)
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(3,3239) 21.510,8 -42926 48
Para o modelo 1-F Gr o parâmetro A é um escalar comum para os diferentes
grupos, enquanto que os modelos 2-F e MF tem dois diferentes valores de A. No
modelo de dois fatores um para cada fator e no multifatorial um valor pra o fator
comum e um valor pros fatores específicos de grupo. Por fim, para os modelos MF
LT e 1-F Eq assume-se um valor comum para o parâmetro A. O parâmetro B é o
parâmetro autorregressivo na equação de transição e é comum para todas as cargas
fatoriais. Esse parâmetro, por ter um valor alto, indica uma forte persistência nas
cargas fatoriais dinâmicas, principalmente nas cópulas t. Esse resultado corresponde
ao encontrado por Opschoor et al. (2020) e Oh e Patton (2018), que utilizam ativos
da bolsa americana.
Quanto à performance dos modelos, observa-se que os modelos multifatoriais
foram melhores que os modelos com um e dois fatores, tanto em termos da log-
verossimilhança como no AIC, que leva em consideração a quantidade de parâmetros
a serem estimados. Também verifica-se que as cópulas t têm um melhor desempenho
que as cópulas Gaussianas, e isso era esperado, uma vez que cópulas t apresentam
dependência nas caudas.
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Omodelo MF LT t foi o que obteve melhores resultados de acordo com os critérios
de informação. Apesar disso, essa diferença não foi tão grande quanto a encontrada
em Opschoor et al. (2020). Como os parâmetros da cópula são estimados em duas
etapas, ainda que esse modelo tenha muito mais parâmetros a serem estimados, a
carga computacional utilizada é muito menor do que a necessária para estimar o
modelo MF ou 2F, por exemplo.
7.4 Otimização de Portfólio
O modelo MF LT t foi o escolhido para a aplicação em seleção de portfólio.
Na tabela 7.3 são expostos os resultados para a abordagem usando a matriz de
covariância amostral e a matriz estimada pelo modelo MF LT.
O turnover é uma métrica que mede a variação dos pesos dos ativos na carteira.
Assim, quanto maior o turnover, maiores os custos de transação. Na aplicação, o
turnover obtido utilizando o modelo MF LT foi muito maior do que o usando a
mínima variância tradicional e o ganho no retorno excedente foi muito pequeno.
Uma possível explicação é que a matriz de covariância amostral é muito menos
ruidosa do que a estimada pelo modelo MF LT, e isso faz com que os pesos da
carteira sejam muito mais estáveis.
Tabela 7.3: Tabela seleção de portfólio com mínima variância
Nessa tabela se encontram os resultados da estratégia de mínima variância para otimização
de portfólio. Para cada abordagem são exibidas a média do excesso de retorno do portfólio,
seu desvio padrão, o índice Sharpe e o turnover da carteira. O período fora da amostra
foi de 488 dias.
Média Desvio Padrão Índice Sharpe Turnover
MF LT 0,000398 0,009243 0,043060 0,519219
Amostral 0,000290 0,008646 0,034100 0,040305
No trabalho de Opschoor et al. (2020) os autores comparam a estratégia de
mínima variância usando a matriz de covariância estimada pelos modelos propostos
por eles, com a estimada pelos modelos cDCC de Engle (2002), DECO e block DECO
de Engle e Kelly (2012). No trabalho de Opschoor et al. (2020) o modelo cDCC teve
turnover maior que os modelos de cópulas dinâmicas fatoriais e os modelos DECO
e block DECO obtiveram um turnover muito próximo dos modelos propostos. Além
disso, o turnover encontrado pelos autores é próximo ao encontrado nesse trabalho.
Os autores utilizaram uma carteira de 100 ativos da S&P 500, com uma janela de
1000 observações e um período fora da amostra de 2571 observações. Entretanto,
os autores não usaram a matriz de covariância amostral para a estratégia. Desse
modo, não é possível traçar comparativos nesse caso.
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8 Considerações finais
Esse trabalho apresentou uma aplicação empírica para dados brasileiros dos mo-
delos de cópulas fatoriais dinâmicas introduzido por Opschoor et al. (2020). Esses
modelos inovam ao apresentar forma fechada para a verossimilhança, ao incorporar
uma equação de transição das cargas fatoriais dinâmicas, como a dos modelos GAS,
e fazer algumas suposições sobre distribuições. O objetivo principal era modelar a
distribuição conjunta condicional de uma carteira com alta dimensão transversal,
com a finalidade de estimar a matriz de covariância desses ativos e aplicar numa
estratégia de mínima variância para seleção de portfólio. Ainda que seja um mo-
delo mais parcimonioso e que exige uma carga computacional menor do que outros
modelos, tanto de cópulas fatoriais quanto modelos GARCH multivariados, o de-
sempenho na aplicação de mínima variância não foi melhor do que usar a matriz de
covariância amostral.
Uma contribuição desse trabalho foi a implementação do modelo na linguagem
R, baseada nos códigos em MATLAB disponibilizados por Opschoor et al. (2020).
Para trabalhos futuros, seria interessante otimizar os códigos no R para melhorar a
performance computacional, além de comparar o desempenho desses modelos com
outros modelos multivariados em outras aplicações, e também implementar a parte
de previsão do modelo no R.
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Figura A.4: Gráficos das 71 séries dos quadrados dos retornos. Período de 01-01-















































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































Figura A.6: Gráficos de autocorrelação parcial das 71 séries dos quadrados dos
retornos.






















































































































Tabela A.1: Nessa tabela são apresentados os valores para os interceptos estimados
nos modelos
