In the research of public health, psychology, and social sciences, many research questions investigate the relationship between a categorical outcome variable and continuous predictor variables. The focus of this paper is to develop a model to build this relationship when both the categorical outcome and the predictor variables are latent (i.e. not observable directly). This model extends the latent class regression model so that it can include regression on latent predictors. Maximum likelihood estimation is used and two numerical methods for performing it are described: the Monte Carlo expectation and maximization algorithm and Gaussian quadrature followed by quasi-Newton algorithm. A simulation study is carried out to examine the behavior of the model under different scenarios. A data example involving adolescent health is used for demonstration where the latent classes of eating disorders risk are predicted by the latent factor body satisfaction.
INTRODUCTION
In the research of public health, psychology, and social sciences, it is very common to have variables or constructs that cannot be measured directly by a single observable variable but instead are hypothesized to be the driving force underlying a series of observed variables.
As a motivating example, we consider a study from behavioral public health that is interested in predictors of eating disorders in adolescent girls. As part of a large comprehensive study of adolescent nutrition and obesity (Project EAT, Neumark-Sztainer et al., 2002) , which collected self-report survey data from students in 7th and 10th grade at 31 Twin Cities schools in the 1998-1999 school year, one research question was whether a personal trait related to a girl's body satisfaction could predict her eating disorder risk class. Neither body satisfaction nor eating disorder risk can be measured directly (without error) with a single self-report questionnaire item but both can be considered as latent variables underlying a series of questionnaire items all of which may be measuring the latent variables with error. Body satisfaction One of the fundamental assumptions of this new model is that Y i is conditionally independent of X i given the latent variables c i and f i . This means that the model assumes that Y i and X i are only related because the variables they are measuring are related. This is a natural assumption when modeling relationships between variables measured with error, i.e. we want to model the relationship between the underlying variables, not the ones with error. Furthermore, we assume that Y i is conditionally independent of f i given c i and W i and likewise, X i is conditionally independent of c i given f i and W i . Finally, we assume that the observed covariates only influence the model through their influence on the latent variables, i.e. we assume that W i is conditionally independent of Y i and X i given c i and f i . In theory, this last assumption could be weakened to allow for covariates to directly influence the observed variables rather than indirectly through the latent variables. But generally it is of interest to examine the effect that covariates have on the variables of interest, i.e. the latent variables, rather than their influence on the measurement itself. Hence, we introduce the following model for the joint distribution of the observed data Y i and X i ,
with specific parametric models specified as follows
3)
A latent class model with conditional independence of measurement within class (Clogg, 1981 (Clogg, ,1995 McLachlan and Peel, 2000) is assumed for the relationship between Y i and c i (model B in Figure 1 ) with π j|k = Pr(Y i j = 1|c i = k) representing the probability that Y i j = 1 when the ith individual is in the latent class k. A confirmatory factor analysis model is used for the relationship between X i and f i (model A in Figure 1 ) in the errors-in-variables parameterization (see e.g. Fuller, 1987; Jöreskog and Sorborm, 1996) , where I is a Q × Q identity matrix, 0 is a Q-dimensional vector of zeros, and λ λ λ 0 and are known or unknown scalars. We specify X i = (λ λ λ 0 , 0 ) + ( , I) f i + i , where the random error i is a P-dimensional vector with E( i ) = 0, Var( i ) = , and i is assumed independent of f i . Furthermore, is assumed to be diagonal, which implies along with the assumption that i and f i are independent, that any correlations found between the elements in the observed vector X i are due to their relationship with common f i and not due to some spurious correlation between i . Note that like the latent class regression model (model C in Figure 1) , we use the generalized logit link for the probabilities of the latent classes, i.e. log(
and
γ γ γ K = (0, 0, . . . , 0) T , indicating class K as the reference class. The parameter β β β k is a Q-dimensional vector and γ γ γ k a R-dimensional vector relating the latent factors and observed covariates (respectively) to the odds of being in a particular latent class versus the reference class adjusted for one another. Finally, some Q-dimensional distribution F for latent factors is specified where is a Q × R matrix of scalars such that E(f i |W i ) = W i and represents other unknown parameters specifying the distribution.
All estimations of the model (2.1)-(2.5) will be based on the number of factors Q and then the number of classes K being fixed and known. While for many real problems, the Q and K will be considered given based on subject matter theory, it is useful to consider how to choose them based on data or at least to give some guidance. A common technique for choosing the number of factors in the exploratory model (i.e. where the elements of are freely estimated) is to examine a scree plot of the correlation matrix of X. The number of factors can be chosen to be the number of eigenvalues before the elbow in the plot. Similarly, it is common in latent class analysis to fit models with different numbers of classes and compare them by Bayesian information criterion (BIC) values and choose the model with the smallest BIC (Collins et al., 1993) . These techniques will be used for the data example in Section 4.
MAXIMUM LIKELIHOOD ESTIMATION
Given the parametric model (2.1)-(2.5) and the i.i.d. data (Y i , X i ), for i = 1, . . . , n, estimation of the model parameters can proceed via the maximum likelihood method. Let
, and θ θ θ = ({π j|k }, λ λ λ 0 , , , {α k , β β β k , γ γ γ k }, , ) be the vector of parameters relating Z i with d i and W i . Thus, the likelihood function for the model (2.1)-(2.5) can be written as
where the notation for the integral over d i is taken very generally to include the continuous integral for f i and the summation over c i . This likelihood function is hard to maximize due to the integration of the latent variables for which there is no closed-form solution. Hence, two numerical methods for performing the full maximum likelihood are described in this section: MCEM algorithm and Gaussian quadrature followed by quasi-Newton algorithm.
MCEM algorithm
It is natural to consider the latent variables, d i , as missing data and implement the expectation and maximization (EM) algorithm for maximizing (3.1). Since it is hard to maximize the observed data likelihood L o directly, we construct the complete data likelihood and apply the EM algorithm to maximize it.
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The complete data likelihood is
The MCEM algorithm will iterate between the E-step and M-step until the parameter estimates converge according to some criteria. We monitor the convergence of the EM algorithm by plotting θ θ θ l vs. the iteration l. Standard error estimates of the parameter estimates from MCEM can be obtained by inverting the information matrix of the log likelihood function based on the observed data. We apply Louis' formula (Louis, 1982) 
evaluated at the maximum likelihood estimateθ θ θ . Details of the MCEM algorithm are described in Appendix A.
Gaussian quadrature with quasi-Newton algorithm
We note that the MCEM algorithm introduced above is flexible with regard to the assumptions of the distribution of the latent factors. That is, it was not necessary to assume f i as normally distributed. Consider again the likelihood function associated with the latent class regressed on latent factors model. Because the latent classes are discrete, it can be written as
We note that the observed data likelihood is a function of the integral of the latent factors f i . In the special case when the f i is normally distributed, this can be approximated by adaptive Gaussian quadrature method (Golub and Welsch, 1969, or Table 25 .10 of Abramowitz and Stegun, 1972) . Then given a closedform approximation to the integral involving the normal factors f i , the observed likelihood can then be approximated in a closed form. With the closed-form approximation for the likelihood, the maximization of it can be carried out through a quasi-Newton algorithm. In fact, this method of Gaussian quadrature approximation followed by quasi-Newton maximization can be implemented using the 'general' likelihood function in PROC NLMIXED in SAS. Appendix B gives the code demonstrating how this can be done.
Although detailed investigation of the computational speed and accuracy of this method as compared to MCEM is beyond the scope of the current paper, the estimation for the example considered herein takes five times longer using MCEM. It should also be noted that for increasing numbers of factors, the integration in both methods may be computationally prohibitive.
EXAMPLE
Continuing with the Project EAT data set described in Section 1, for each individual i (i = 1, . . . , 1905), let X i = (X i1 , . . . , X i5 ) T indicate the five items measuring body satisfaction (i.e. 'How satisfied are you with your: body shape, waist, hips, thigh, stomach?'). Each element was measured on a 5-point Likert scale where the anchors were 1 = 'very dissatisfied' and 5 = 'very satisfied.' Despite the discrete nature of these Likert responses, we will treat X i as a continuous variable in this data analysis and center each element to mean zero. Furthermore, let Y i = (Y i1 , . . . , Y i9 ) T be the nine dichotomous questionnaire items indicating the self-reported use of unhealthy weight control behaviors within the past year (i.e. 'Have you done any of the following things in order to lose weight or keep from gaining weight during the past year: fasting, eating very little food, taking diet pills, making myself vomit, using laxatives, using diuretics, using food substitute, skipping meals, smoking more cigarettes?').
Exploratory data analysis
Assume that underlying the observed responses Y i (i = 1, . . . , 1905) is a latent class variable c i with categories representing different typologies of eating disorders risk. In practice, we will not know the 'correct' number of latent classes in the model. The number of latent classes K needs to be investigated before fitting the relationship between latent variables. Here, we present the exploratory latent class analysis of the nine observed indicators asking which unhealthy weight control behaviors had been used within the past year. Table 1 shows the estimated latent class model parameters and associated BIC values. The 3-class model shows the best BIC fit value. Examining the {π j|k } for the 3-class model leads to a class of girls who are basically not doing any of the behaviors (59.0%), a class doing just the restricting behaviors (i.e. eating very little and skipping meals) (35.1%), and a high-risk class having a high probability of doing everything (5.9%). Now, we explore the observed body satisfaction variables X i as measurements of a latent factor f i . The researchers hypothesize that these questions are measuring one dimension of body satisfaction. The correlations between the variables in X i range between 0.57 and 0.77. The eigenvalues of the correlation matrix are (3.682, 0.485, 0.373, 0.262, 0.197) , which indicates that one dimension is well described by these variables, providing empirical support for the one-factor model. Thus, we will consider the body satisfaction, a one-dimensional continuous latent factor f i underlying the observed X i .
As a further data exploration, we consider nine separate logistic regressions of the nine different binary outcomes in Y on the body satisfaction score (i.e.f i in Section 4.3), obtained from the factor analysis model for X, and three other covariates, age, body mass index (BMI), and social economic status (SES). Note, age was self-reported, BMI was collected by a trained staff member, and SES was measured by self-reported highest parental education level. The parameter estimates and 95% confidence intervals for the nine separate regressions are shown in Table 2 . We note that in all cases, the body satisfaction score is significantly negatively related with the unhealthy weight control behavior outcomes but that the other covariates vary in their significance with different outcomes. While the values in Table 2 provide a means for examining the association of each type of behavior with some measure related to body satisfaction (despite the measurement error in the body satisfaction score not being taken into account), the research question of interest was not related to any one particular unhealthy weight control behavior. On the contrary, the research question was how 'groupings' or 'clusters' of these behaviors were related to body satisfaction (and other covariates). These 'groupings' will thus be modeled via a latent class model as described above and regressed on a latent factor model for the body satisfaction variables along with other covariates.
Model fitting
For many latent variable models, the log likelihood is relatively flat and may have more than one local maximum (McHugh, 1956; Habermann, 1977) . Choosing good starting values for the parameters in model (2.1)-(2.5) is important. Assuming f i is normally distributed as N (0, ), the starting values for λ λ λ 0 , , , and are chosen as their estimates from the latent factor model for X i . For {π j|k }, we use their estimates from the latent class model for Y i as the starting values. For α k , β β β k , and γ γ γ k values, we obtain the predicted valuesĉ i andf i for c i and f i (explained below) from the two measurement models, respectively, and then fit the generalized logit model forĉ i onf i and W i to obtain the parameter estimates. They are used as starting values for α k , β β β k , and γ γ γ k values. Under the normality assumptions of the distributions of X i |f i and f i , the best unbiased predictor of
We plug the parameter estimatesλ λ λ 0 ,ˆ ,ˆ , andˆ , which are obtained from the latent factor model, into this conditional expectation to get its estimate, i.e.f i . Similarly, from the latent class model, we can estimate the probability that subject i is in one latent class or another. The posterior probability of subject
by Bayes theorem. The parameter estimates from the latent class model can be plugged in and we can classify subject i to a latent class for which the posterior probability is greatest, i.e.ĉ i = {k:
Consider the parametric model (2.1)-(2.5), where P = 5, Q = 1, J = 9, and K = 2, 3, 4 for the example data set. Note that although the 3-latent class outcome model was chosen based on exploratory data analysis, the 2-and 4-class cases are shown as comparison for the full latent class regression on latent factor model. Covariates included in the model and treated to be measured without error, i.e. the W i , were age, BMI, and SES. Table 3 shows the parameter estimates for different models, the standard errors of estimates, and the P-values for each parameter where the 'low' eating disorders risk class is treated as the reference class 0. The BIC values indicate that the model with 3-class outcome fits the data better than the others.
The parameter estimates for {π j|k } (not shown) are very similar to the corresponding estimates from the simple latent class model (Table 1) . This similarity is due to the separation in model (2.1)-(2.5) between the parameters in the measurement models from those in the structural or 'regression' part of the model. Furthermore, the estimates for the factor loadings range between 0.8921 and 1.0356, and the estimated variance of body satisfaction is 1.2691, which are similar to the results of just fitting the onefactor model to the X. The intercepts (α k 's) represent the log odds of being in class k rather than class 0 for a girl with body satisfaction, age, BMI, and SES at 0. The estimates of the log ORs for class 1 (β 1 = −0.7442) and class 2 (β 2 = −1.5400) are negative and statistically significant, which are interpreted as the effect of a 1-unit increase in body satisfaction on the log odds of being in class k (k = 1, 2) rather than class 0 adjusted for the other covariates. It makes sense that these are negative since as a girl's satisfaction with body increases, she would be less likely to be in one of the high eating disorders risk classes. In addition, it is found that as age increases there is a significantly higher likelihood to be in the eating disorder risk class 2 rather than risk class 0, whereas age did not distinguish class 1 from class 0; higher BMI girls and lower SES girls are significantly more likely to be in class 1 but not more likely to be in class 2 than class 0.
Additionally, for the 3-class situation, tests of the contrasts for the slopes between classes 1 and 2 show that there is significant difference between the two classes, which indicates that body satisfaction, age, BMI, and SES provide enough information to distinguish between the two classes. For the 4-class case, the contrasts between classes 2 and 3 indicate that all the four predictors cannot distinguish the two classes (Table 3 ) which provides evidence against the 4-class model in addition to the worse BIC.
Model checking
In the development of model (2.1), two implicit assumptions are
These assumptions can be referred to as nondifferential measurement assumptions (Carroll et al., 1995) . Diagnostics for assessing nondifferential measurement have been proposed in situations where the violation is caused by an observed variable, but here our assumptions involve things we cannot observe. So, we propose checking the assumption (4.1) wheref i replaces f i and likewise checking assumption (4.2) wherê c i replaces c i . In order to check assumption (4.1) for the Project EAT data with the model including three latent classes regressed one latent factor and covariates, we follow the idea of the diagnostic approach for latent class regression model proposed by Bandeen-Roche et al. (1997) . First, we fit the latent class regression model for Y i onf i and W i to get the estimated probabilities (θ i1 ,θ i2 ,θ i3 ) of being in each of the three classes and randomly assign subject i to a class with probabilities (θ i1 ,θ i2 ,θ i3 ). Within each estimated class, we summarize the 2 9 possible observed patterns describing unhealthy weight control behaviors self-report pattern. Because of sparseness of some patterns in the observed data, we merge some patterns together to construct new nominal response variables. Then we regress the resulting polytomous response patterns on the factor score and the observed covariates using a generalized logit link, separately for each class. If assumption (4.1) holds, we would expect no effect of the body satisfaction score, age, BMI, and SES on the new nominal variable within each class.
For assumption (4.2), it can be shown that the assumption can be written in terms of the measurement errors in the factor analysis model, i.e.
Furthermore, under the assumption that i is independent of f i in the factor analysis model, it can be simplified as f ( i |c i , W i ) = f ( i ). So, checking assumption (4.2) is equivalent to checking whether the measurement errors in the latent factor analysis model differ depending on the latent classes and the observed covariates (age, BMI, and SES). To check this, the residuals from the factor analysis modelˆ
We fit the multivariate linear regression model forˆ i onĉ i and W i . If assumption (4.2) holds, we would expect no effect of the eating disorder risk class and the three observed covariates on the residuals from body satisfaction factor model. Table 4 presents the results for checking assumption (4.1). We merge the patterns in each estimated class according to the number of unhealthy weight control behaviors and create a new polytomous variable, i.e. response group. In each estimated class, one response group is set as the reference group and the log ORs of the body satisfaction score, age, BMI, and SES are fixed as 0; we find that for the other two response groups, almost all log OR estimates obtained from the generalized logit model are not significantly different from 0, which implies that there is no significant effect of body satisfaction score, age, BMI, and SES on unhealthy weight control behavior patterns given a particular class. For assumption (4.2), the F tests (Wilks lambda) for each covariate (ĉ, age, BMI, and SES) are significant (P < 0.001) for testing whether these four covariates affect the multivariate residuals. Thus, there is evidence that assumption (4.2) may be violated. 
SIMULATION STUDIES
In this section, we present two simulation studies. The first is designed to examine the behavior of the estimators given data generated from model (2.1)-(2.5) under scenarios with different amounts of measurement error, that is, with differing strength of relationship between the observed and latent variables as well as different sample sizes. The second generates data mimicking the motivating data example and compares results from the 'true' model with those obtained from the observed data. In addition, computational issues are examined comparing the original and a much smaller sample size.
Simulation examining influence of reliability
We first investigate the effect that sample size and reliability of the measurement for both f i and c i have on the inference for the structural parameters in model (2.1)-(2.5). Reliability refers to the amount of measurement error there is in the latent class model and latent factor model. Consider the model with P = 4 dimensional observed X i variable measuring Q = 1 latent factor and J = 5 dimensional observed Y i variable measuring K = 2 latent classes. Furthermore, assume that the underlying factor f i is normally distributed. Specifically, consider
Consider two different sets of factor loadings for the latent factor. First, we generate the data with (λ 11 , λ 12 , λ 13 , λ 14 ) T = (0.4, 0.4, 0.5, 0.6) T , which implies that each of the four variables in X i has low reliability (<0.6) for measuring f i and then we choose (λ 11 , λ 12 , λ 13 , λ 14 ) T = (1.5, 1.6, 1.0, 1.7) T so that each has high reliability (>0.9) for measuring f i . Furthermore, we consider two different sets of values for π j|1 and π j|2 , where j = 1, . . . , 5, which describe the way that the observed data Y i j are related to the latent classes. One case considers where π j|1 = 0.1 and π j|2 = 0.8 for all j. This implies that when a person is in class 1, he has a low probability, i.e. 0.1, of responding 'yes' to each of the five questions, and when being in class 2, he has a high probability, i.e. 0.8, of responding 'yes' to each of the five questions. We refer to this as the parallel probabilities case since the probabilities for each response Y i j in two latent classes are the same with big differences. The other case we consider is where three of the five observed variables have π j|1 = 0.1 and π j|2 = 0.8 ( j = 1, 2, 3) but the other two variables (i.e. j = 4, 5) have π j|1 = 0.2 and π j|2 = 0.3. Note that the probabilities of being 1 for the three corresponding elements of Y i are quite different (0.1 vs. 0.8) and the other two are similar (0.2 vs. 0.3). We refer to this as the nonparallel case and would expect it to be a less precise measurement model for c i . Finally, we consider two sample sizes, n = 200 and 2000. So, in total we have 2 × 2 × 2 = 8 different scenarios. For each scenario, we generate 1000 data sets; to each of the simulated data sets in each of the eight different scenarios, we perform maximum likelihood as described in Section 3. Specifically, because the factor is normally distributed, the adaptive Gauss quadrature method for approximating the observed data likelihood and quasi-Newton optimization as the optimization technique is implemented via PROC NLMIXED in SAS. The simulation results are shown in Table 5 . From this table, we find that as expected when the sample size increases from 200 to 2000, the bias and the standard errors are decreasing. We see that in all scenarios for both α (the intercept) and β (the slope), the high reliability for f case shows smaller standard errors than the respective low reliability case. Likewise, since the parallel case can be considered more precise than the nonparallel case, we find smaller standard errors for both α and β for the parallel case as compared to the nonparallel case. What is more interesting is the relative impact of each of these has on the estimates of α and β. The impact that the reliability for f has on the efficiency of β is greater than the impact it has on α. On the other hand, the impact that the parallel vs. nonparallel has on the efficiency of α is much more substantial than that on β. This suggests that the slope of the relationship between c and f is more sensitive to the model for f , whereas the intercept is more sensitive to the model for c. The coverage probability in Table 5 is the number of 95% confidence intervals obtained for each data set based on estimates and standard error estimates from PROC NLMIXED that covered the true value over 1000. In all scenarios, the coverage probabilities are close to 95%.
Simulation mimicking Project EAT data
While the 3-class model converged and provided estimates and standard error for the Project EAT data, it is of interest to examine for possible computational difficulties which may arise in this realistic setup. A simulation study is carried out where 100 data sets are simulated with 1905 observations per data set from the 3-class estimated model, in which the age, BMI, and SES are kept the same as in the data example. We fit the latent class regression on latent factors model with true number of classes and factors to each data set using PROC NLMIXED. Similarly, we also do the simulation study for 100 data sets with 200 observations per set. Table 6 shows the simulation results. From these results, as expected, we find the bias of the parameter estimates and the standard errors decrease when the sample size increases. For the scenario with 1905 observations per data set, the structural parameters (α, β β β, and γ γ γ values) estimates are quite stable with the mean of the estimates and the standard errors very close to the corresponding ones estimated from the data example. But for the smaller sample size scenario, the estimates were not as well behaved. For 11 data sets, the standard error of the estimates was not provided by NLMIXED due to most π j|k values on the boundary. The CPU time for fitting one data set of size n = 1905 was between 24 and 30 min, while for the small data set (n = 200) the CPU time was between 4 and 7 min. Using the simulated data with n = 1905 per set, we also fit the nine logistic regressions for the nine simulated outcome behaviors on the body satisfaction score, age, BMI, and SES, similar to what was done in the exploratory analysis in Section 4.1. The expected values of regression coefficients are estimated by the average of the estimates over 100 data sets, which are shown in the fourth column of Table 2 . All nine expected values of coefficients associated with the body satisfaction are in the 95% confidence intervals of the observed coefficients, which suggests that the estimated latent class regressed on latent factor model reasonably captures relationships in the data between the individual unhealthy weight control variables and the individual body satisfaction variables. Furthermore, we notice that some expected values associated with the observed covariates (age, BMI, and SES) are out of corresponding 95% confidence intervals. This suggests that the model may not be adequately capturing a few relationships between the observed covariates and the individual unhealthy weight control behavior or body satisfaction variables perhaps due to differential measurement.
DISCUSSION
This paper proposes a new model for fitting the relationship between a latent class outcome and latent factor predictors. It is demonstrated that maximum likelihood estimation is possible by the MCEM algorithm, or in the case where the factors are normally distributed and Q is small by Gaussian quadrature and quasi-Newton. The model presented in this paper is a natural extension of the latent class regression model and more generally is an extension of structural equation modeling. Structural equation modeling focuses on the relationships among latent variables, but almost exclusively continuous latent variables.
Here, we present a method for examining the relationship among latent variables that are of mixed types.
Previous models including both continuous and categorical latent variables have been considered in the literature. Muthen and Shedden (1999) considered a model where continuous latent factors are the random coefficients in a growth model and are regressed on latent classes underlying a different set of observed variables. Both their model and the one proposed in (2.1)-(2.5) can be considered subclasses of a more general model
with a normal mixture, the model becomes (as introduced in Muthen and Shedden, 1999) an extension of the Gaussian finite mixture model. By modeling the joint distribution f (c i ,
, we obtain the latent class regression on latent factor model presented in this paper. Note that graphically the difference in the two models amounts to changing the direction of the arrow between c and f in Figure 1 . By contrast, the difference in computing the maximum likelihood estimates for the two models is substantial. Recall, in Section 3, that as a result of conditioning on the continuous latent factor in model (2.1)-(2.5), it is necessary to integrate with respect to that factor in the likelihood and that this requires some form of numerical integration. On the other hand, the Gaussian finite mixture model which results from focusing on the conditional distribution in the other direction, i.e. f (f i |c i , W i ), has a straightforward closed-form (no integration) likelihood. Which model to choose will depend on what the research question is interested in as an outcome vs. predictor. Similar to a common practice in structural equation modeling, we recommend that the latent class regressed on latent factor model be built in steps. In particular, the measurement models (i.e. the latent class and the latent factor models) can be examined first to assess the fit of different numbers of classes or factors. Then once these measurement models are settled upon, the 'structural model', i.e. the relationship among the latent variables, can be modeled simultaneously with the measurement models. This is how we presented the method for the Project EAT example and feel this allows for appropriately focused model checking. Additionally, a diagnostic approach was presented to check the nondifferential measurement assumptions in the model fitted for Project EAT data. Although this approach is straightforward to carry out, it has a weakness in that surrogatesf i andĉ i are used and these results may not represent a check for assumptions about f i and c i . Further work is needed to investigate the sensitivity and specificity of this diagnostic approach.
In the simulation study and the example, we only considered models where the underlying latent factor was assumed to be normally distributed. Although other distributions could be considered, it is not clear whether this modeling choice can be checked as the latent factors are not directly observable. Rather, methods that only require weak assumptions on the distribution of the underlying factors should be developed in the future. One might also consider dropping the idea of underlying latent factors and instead regressing the latent class on all the individual observed variables in X. Certainly, this is possible to do, but in practice, when a variety of indicators are chosen to measure one latent variable, they are expected to be highly correlated. In this case, most of them would not be statistically significant in the latent class regression model on these indicators. The advantage of considering a latent variable as a predictor over the observable indicators in modeling has been investigated (Wall and Li, 2003) .
Finally, identifiability of model parameters is always an important issue in latent variable models. In our proposed model, the parameters are well identified theoretically when the latent class model and the latent factor model satisfy appropriate conditions. But identifiability is not a property of just the model but also of the data combined with the model. A model may have weak data identifiability if perhaps due to small sample size, some parameters are difficult or even impossible to estimate as was seen in the simulation study when the model from the Project EAT example was fit to only 200 observations and in several should be used, although it has been pointed out that it is inefficient to choose a large M when θ θ θ l is far from the ML estimate (Wei and Tanner, 1990; Booth and Hobert, 1999) . Following the recommendation, it is preferable to start with a small M and increase it for each iteration to M l = M 0 + T l, where M l is the sample size for the Monte Carlo step at the lth iteration and M 0 and T are positive constants. We monitor the convergence of the EM algorithm by plotting θ θ θ l vs. the iteration l.
Standard error estimates of the parameter estimates from MCEM can be obtained by inverting the information matrix of the log likelihood function based on the observed data. We apply Louis' formula (Louis, 1982) 
evaluated at the maximum likelihood estimateθ θ θ . The expectation and variance are taken with respect to the conditional distribution of the latent variable d = (d 1 , . . . , d n ) T given the observed data Z = (Z 1 , . . . , Z n ) T and parameter θ θ θ. These conditional expectations are difficult to evaluate because as before in the EM algorithm the conditional distribution of d given Z is unavailable. Hence, we cannot sample from the conditional distribution or get the closed forms for the expectations. By a similar method described for the parameter estimation, we can switch the conditional expectation to a weighted unconditional expectation with respect to d and then use the Monte Carlo method to approximate the expectation.
Here, a large M is used as it is unnecessary to iterate. var x1-x4; run; **** PROC NLMIXED for the latent class regressed on latent factor model with K = 2, Q = 1, P = 4, J = 5; proc nlmixed data = dat1 tech = quanew lis = 2 method = gauss maxiter = 1000 gconv = .00000000001 fconv = .00000000001; **** starting values (starting values are given for the logit(pi_i|j); parms alpha = 0.5 beta = 1 gamma = 1 lam11 = 1 lam12 = 1 lam13 = 1 psi1 = 0.5 psi2 = 0.5 psi3 = 0.5 psi4 = 0.5 bpi11 = 1 bpi21 = 1 bpi31 = 0 bpi41 = 0 bpi51 = -.5 bpi12 = 0.5 bpi22 = 0.5 bpi32 = -0.5 bpi42 = -0.5 bpi52 = -1; bounds -6 <= bpi11 -bpi52 <= 6; **** latent class part; pi11 = 1/(1+exp(-bpi11)); pi12 = 1/(1+exp(-bpi12)); pi21 = 1/(1+exp(-bpi21)); pi22 = 1/(1+exp(-bpi22)); pi31 = 1/(1+exp(-bpi31)); pi32 = 1/(1+exp(-bpi32)); pi41 = 1/(1+exp(-bpi41)); pi42 = 1/(1+exp(-bpi42)); pi51 = 1/(1+exp(-bpi51)); pi52 = 1/(1+exp(-bpi52)); prod11 = (pi11 ** y1) * (1-pi11) ** (1-y1); prod12 = (pi12 ** y1) * (1-pi12) ** (1-y1); prod21 = (pi21 ** y2) * (1-pi21) ** (1-y2); prod22 = (pi22 ** y2) * (1-pi22) ** (1-y2); prod31 = (pi31 ** y3) * (1-pi31) ** (1-y3); prod32 = (pi32 ** y3) * (1-pi32) ** (1-y3); prod41 = (pi41 ** y4) * (1-pi41) ** (1-y4); prod42 = (pi42 ** y4) * (1-pi42) ** (1-y4); prod51 = (pi51 ** y5) * (1-pi51) ** (1-y5); prod52 = (pi52 ** y5) * (1-pi52) ** (1-y5); **** relation between latent class and latent factor (structural model); eta1=exp(alpha+beta * fi)/(1+exp(alpha+beta * fi)); eta2=1/(1+exp(alpha+beta * fi)); *** Note: if a covariate W were also added, it could be included in the following way, *** eta1=exp(alpha+beta * fi+gamma * Wi)/(1+exp(alpha+beta * fi+gamma * Wi)); *** eta2=1/(1+exp(alpha+beta * fi+gamma * Wi)); **** the part of the likelihood coming from latent class part; l_latclass=eta1 * prod11 * prod21 * prod31 * prod41 * prod51 +eta2 * prod12 * prod22 * prod32 * prod42 * prod52; ll_latclass = log(l_latclass); **** factor analysis part; mu1 = lam11 * fi; mu2 = lam12 * fi; mu3 = lam13 * fi; mu4 = 1 * fi; **** the part of the likelihood coming from latent factor part; ll_factpart = -.5 * log(psi1) -(1/(2 * psi1)) * (x1 -mu1) ** 2 -.5 * log(psi2) -(1/(2 * psi2)) * (x2 -mu2) ** 2 -.5 * log(psi3) -(1/(2 * psi3)) * (x3 -mu3) ** 2 -.5 * log(psi4) -(1/(2 * psi4)) * (x4 -mu4) ** 2; **** dummy is just a place holder so that SAS has something on; **** the left side of equation; model dummy˜general(ll_latclass + ll_factpart); random fi˜normal(0,phi) subject = id; run;
