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Abstract. For φ an increasing homeomorphism from R onto R, and
f ∈ C(R), we consider the problem
(φ(u′))′ + f(u) = 0, t ∈ (0, L), u(0) = 0 = u(L).
The aim is to study multiplicity of solutions by means of some gen-
eralized Pseudo Fucˇ´ık spectrum (at infinity, or at zero). New insights
that lead to a very precise counting of solutions are obtained by split-
ting these spectra into two parts, called Positive Pseudo Fucˇ´ık Spectrum
(PPFS) and Negative Pseudo Fucˇ´ık Spectrum (NPFS) (at infinity, or
at zero, respectively), in this form we can discuss separately the two
cases u′(0) > 0 and u′(0) < 0.
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1. Introduction
In this paper we study the number of the solutions to the two-point (Dirichlet)
boundary value problem
(P )
{
(φ(u′))′ + f(u) = 0, t ∈ (0, L),
u(0) = 0 = u(L),
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where φ is an increasing homeomorphism from R onto R, and f ∈ C(R).
In case that the differential operator in (P ) is linear, i.e., when φ(s) =
s, or more generally when the differential operator is the one-dimensional p-
Laplacian, i.e., when φ = φp with
φp(s) := |s|
p−2s, s 6= 0, φp(0) = 0, p > 1,
it is known that multiplicity results are obtained by assuming a suitable in-
teraction of the nonlinearity with the Fucˇ´ık spectrum of the corresponding
operator. For instance, when the differential operator is linear, one is usually
led to consider the limits of f(s)
s
as s→ 0± and as s→ ±∞. If these limits are
all finite, say a± and A± , respectively, then the number of the solutions for the
boundary value problem depends on the existence of a suitable gap between
the pairs (a+, a−) and (A+, A−). We recall that, in this situation, the Fucˇ´ık
spectrum is the set of all the pairs (µ, ν) such that the problem{
u′′ + µu+ − νu− = 0, t ∈ (0, L),
u(0) = 0 = u(L),
has nontrivial solutions. As it is well known this set is the union of the critical
sets Ci,j = {(µ, ν) ∈ (R
+
0 )
2 : i√
µ
+ j√
ν
= L
pi
} for i, j nonnegative integers with
|i− j| ≤ 1 (see [15]).
Here and henceforth the following notation is used: R+0 := ]0,+∞[ and
R
+ := [0,+∞[ , also R and N will denote the sets of real numbers and the set
positive integers, respectively.
Similar results (see [2], [11]) have been developed for the p-Laplacian.
For this case the Fucˇ´ık spectrum is given by the union of the critical sets
Ci,j = {(µ, ν) ∈ (R
+
0 )
2 : i
µ1/p
+ j
ν1/p
= L
pip
} for i, j nonnegative integers
with |i− j| ≤ 1, where
pip := 2(p− 1)
1
p
∫ 1
0
ds
(1− sp)
1
p
= 2(p− 1)
1
p
pi
p sin(pi/p)
,
(see [10]). As for the linear differential operator, this spectrum is the set of all
the pairs (µ, ν) such that the problem
(Fµ,ν)
{
(φp(u
′))′ + µφp(u+)− νφp(u−) = 0, t ∈ (0, L),
u(0) = 0 = u(L),
has nontrivial solutions, see [13]. Note that, for any p > 1, if u(·) is a nontrivial
solution of the above problem, then so is λu(·) for any positive λ. The critical
sets Ci,j intersect the diagonal of the (µ, ν)-plane exactly at the sequence of the
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eigenvalues Λj = (jpip/L)
p of the differential operator u 7→ −(φp(u
′))′ with the
associated Dirichlet boundary conditions.
In the rest of this paper the following main assumptions concerning the
functions φ and f will be considered:
(φ1) φ : R→ R is an increasing (not necessarily odd) bijection with φ(0) = 0.
We also define Φ(s) =
∫ s
0
φ(ξ) dx;
(f1) f : R → R is continuous with f(0) = 0, f(s)s > 0 for s > 0 and
F (s)→ +∞ as s→ ±∞, where F (s) =
∫ s
0
f(ξ) dξ;
(φ0) lim sup
s→0±
φ(σs)
φ(s)
< +∞ and lim inf
s→0±
φ(σs)
φ(s)
> 1; for each σ > 1,
(φ∞) lim sup
s→±∞
φ(σs)
φ(s)
< +∞ and lim inf
s→±∞
φ(σs)
φ(s)
> 1, for each σ > 1.
The conditions in (φ∞) were previously introduced in [16], where they were
called respectively the upper and lower σ-conditions at infinity.
In connection to (P ) a natural generalization of problem (Fµ,ν) is given by
the problem
(Pµ,ν)
{
(φ(u′))′ + µφ(u+)− νφ(u−) = 0 t ∈ (0, L),
u(0) = 0 = u(L).
We note that in doing this we loose homogeneity, a property which is naturally
present in the definition of the Fucˇ´ık spectrum for the linear or p-Laplacian
cases. Nevertheless with the idea in mind that what matters is to compare some
asymptotic properties of the nonlinearity f with respect to φ, we proposed in
[18] (for the case of φ odd) a definition for a critical set, by using a time-mapping
approach, which we called the Pseudo Fucˇ´ık Spectrum (PFS) for (Pµ,ν) and
denoted by S(⊂ (R+0 )
2).
Next we briefly review the construction of this Spectrum. Let us consider
the equation
(φ(u′))′ + g(u) = 0, (1)
and recall that under suitable growth assumptions on g ∈ C(R,R), we can
define the time-mapping
Tg(R) := 2
∣∣∣∣∣
∫ R
0
ds
L−1r (G(R)−G(s))
∣∣∣∣∣ ,
where G(s) =
∫ s
0
g(ξ) dξ and L(s) = sφ(s)−
∫ s
0
φ(ξ) dξ. The functions L−1r and
L−1l , denote, respectively, the right and left inverses of L. The number Tg(R)
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gives the distance between two consecutive zeros of a solution of (1) which
attains a maximum R > 0 (respectively a minimum R < 0).
In [17], [18], for φ odd, we considered the problem
(PΛ)
{
(φ(u′))′ + Λφ(u) = 0 t ∈ (0, L),
u(0) = 0 = u(L).
Assuming that for all positive Λ the limit
T(Λ) := lim
R→±∞
TΛφ(R), (2)
exist and is a strictly decreasing functions of Λ, we considered those Λ such
that nT(Λ) = L for some integer n, and called them pseudo eigenvalues for
(PΛ). With this at hand we defined the (PFS) for (Pµ,ν) as the set
S = {(µ, ν) ∈ (R+0 )
2 | iT(µ) + jT(ν) = L},
for i, j nonnegative integers with |i − j| ≤ 1, ( a somewhat more explicit de-
scription of the (PFS) will be recalled in section 2).
We also mention that we proved in [18] that for any compact set K ⊂ R2 \S
the set of all the possible solutions for (Pµ,ν), with (µ, ν) ∈ K is a priori
bounded. Furthermore, as it is easy to see, the (PFS) S coincides with the
standard Fucˇ´ık Spectrum when φ = φp .
We note at this point that it is more appropriate to call the set S a Pseudo
Fucˇ´ık spectrum at infinity. Indeed, the set S does not take into account any
information about solutions with small norm. In Section 2 we will consider a
corresponding Pseudo Fucˇ´ık spectrum at zero. In this context we recall [20]
where pseudo eigenvalues at zero were defined.
This paper is organized as follows. In Section 2 we present our main results
for multiplicity of solutions for problem (P ), assuming some suitable behavior
at zero and at infinity of the nonlinearities involved. Indeed setting
lim
s→0±
f(s)
φ(s)
= a± lim
s→±∞
f(s)
φ(s)
= A±,
our results are based on some key lemmas relating the position of the limit
pairs (A+, A−), (a+, a−), in the “classical” Fucˇ´ık spectrum with respect to their
position in a “universal” Fucˇ´ık spectrum. This comparison is possible even if
the points coincide (as considered in an example at the end of this section).
In order to treat in an independent manner solutions starting with positive
slope, with those starting with a negative slope, we split the Fucˇ´ık spectrum
(at infinity, or at zero) into two parts, that we shall call Positive Pseudo Fucˇ´ık
Spectrum (PPFS) and Negative Pseudo Fucˇ´ık Spectrum (NPFS) (at infinity,
or at zero, respectively).
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In Section 3 we give a result for the strict monotonicity of time-maps, which
we use to obtain the exact number of solutions for some cases, but which may
also be of some independent interest. Section 4 is devoted to some examples
which illustrate our results. We end the paper in Section 5 by proving some
technical lemmas, of comparison type, which are needed to obtain our results.
We finish this section with an illustrative example of some of the concepts
we have introduced. Let φ be the map defined as the odd extension to R of
s 7→
{
φq(s), 0 ≤ s ≤ 1,
φp(s), s ≥ 1,
where p, q > 1 and p 6= q. Then the (PFS) at infinity is exactly the one corre-
sponding to the p-laplacian, while the (PFS) at zero is the one corresponding
to the q-laplacian. Both spectra look alike but for some choices of p and q it
becomes clear that both spectra which quite different in scale. Thus in Fig-
ure 1, for q = 1.3, p = 6.5, and L = pi, we have plotted the Fucˇ´ık spectrum at
zero, using different colours for the curves of type j = i−1, i = j−1 and j = i.
Note that the square [0, 40]2 of the positive quadrant contains portions of eight
critical sets of the type Ci,i (the darkest ones) as well as the same number of
asymmetric curves of the class Ci,i−1 and of the class Ci−1,i, respectively.
In Figure 2, for the same values of p, q, and L, we have plotted the Fucˇ´ık
spectrum at infinity. Note that now only three curves (C1,0 , C0,1 and C1,1 )
appear in the square [0, 40]2 of the positive quadrant. In Figure 3, we have put
together the two previous cases in order to stress the difference in scale.
Finally let us consider the interesting situation where
lim
s→0+,+∞
f(s)
φ(s)
= A+, lim
s→0−,−∞
f(s)
φ(s)
= A−,
i.e., a situation where the limits at 0+ and +∞ and also the limits at 0− and−∞
coincide. To make things precise, let us assume that A+ = 37 and A− = 19.
Then the point (37,19) belongs to different non-critical regions (at zero and
infinity) as it can be observed in Figures 1 and 2, respectively. Of course, this
situation cannot occur for the linear or p-laplacian operator. Actually for this
case there are at least 12 solutions starting with positive slope and at least
11 solutions starting with negative slope as we will see from Theorems 2.1
and 2.2 below.
2. Main results
We consider the two-point boundary value problem (P ) which by convenience
we recall next,
(P )
{
(φ(u′))′ + f(u) = 0,
u(0) = 0 = u(L).
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Figure 1: Fucˇ´ık Spectrum for q = 1.3 and L = pi (PFS at zero).
We begin our analysis by assuming (φ1) and (f1) only. Under these assumptions
we have that for each κ there is a unique solution u = u(·, κ) to the initial
value problem
(φ(u′))′ + f(u) = 0, u(0) = 0, u′(0) = κ. (3)
This, indeed follows easily by writing equation (3) as an equivalent planar
system and by using a result from [25]. Moreover, for any κ 6= 0, u(·, κ) is a
nontrivial periodic solution. We will denote by T (κ) its minimal period and by
τ(κ) its first zero after t = 0.
Let us set Φ∗(s) =
∫ s
0
φ−1(ξ) dξ. Then L(s) = (Φ∗ ◦ φ)(s), where we re-
call L(s) = sφ(s) − Φ(s). As in [17], it is known that the following energy
relation holds
L(u′(t)) + F (u(t)) = L(κ), (4)
and it follows that u′(τ(κ)) = (Ll)−1(L(κ)) when κ > 0 and u′(τ(κ)) =
(Lr)
−1(L(κ)) if κ < 0, so that
T (κ) = τ(κ) + τ((Ll)
−1(L(κ))), for κ > 0
and
T (κ) = τ(κ) + τ((Lr)
−1(L(κ))), for κ < 0.
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Figure 2: Fucˇ´ık Spectrum for p = 6.5 and L = pi (PFS at infinity).
Conversely, if we fix an energy level h > 0, we have two solutions of (3) with
u(0) = 0 and
L(u′(t)) + F (u(t)) = h.
One of the two solutions corresponds to an initial positive slope u′(0) =
(Lr)
−1(h) and the other to an initial negative slope u′(0) = (Ll)−1(h). Clearly,
any of the two solutions is a time-shift of the other. We denote by L · T (h) (L
is the length of the interval) the period of any of such solutions and also by
L · x(h) and L · y(h) the distance of two consecutive zeros in an interval where
the solution is respectively positive and negative.
The relationship among all the above definitions is the following:
x(h) + y(h) = T (h) =
T ((Lr)
−1(h))
L
=
T ((Ll)
−1(h))
L
,
and
x(h) =
τ((Lr)
−1(h))
L
, y(h) =
τ((Ll)
−1(h))
L
.
By the fundamental theory of ODEs it follows that the maps κ 7→ T (κ) and
κ 7→ τ(κ), as well as h 7→ x(h) and h 7→ y(h) are continuous. Indeed, let us
consider, for example, the map τ and let κ0 > 0 be given. For any ε > 0, we can
take t1, t2 ∈ ]0, T (κ0)[ , with τ(κ0) − ε < t1 < τ(κ0) < t2 < τ(κ0) + ε, so that
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Figure 3: Overlapping the two previous Fucˇ´ık Spectra.
u(t1, κ0) > 0 > u(t2, κ0). Now, from the continuous dependence of the solutions
on the initial data (which comes from the uniqueness of the solutions for the
Cauchy problem) we have that there is δ > 0 (δ < κ0), such that for each κ ∈
]κ0−δ, κ0+δ[ it holds that u(t, κ) > 0 for all t ∈ [0, t1] and u(t2, κ) < 0. Hence,
for the first zero of u(·, κ) in ]0, t2], which is actually τ(κ), we have τ(κ) ∈
]t1, t2[⊂ ]τ(κ0) − ε, τ(κ0) + ε[ . The proof of the continuity for κ0 < 0 follows
the same argument and therefore we have also the continuity of κ 7→ T (κ).
In the next argument we will consider in detail the case κ > 0. Our first aim
is to define a kind of “universal” Fucˇ´ık spectrum in terms of the time-mappings
x(h) and y(h). The use of universal critical sets to study boundary value prob-
lems for the equation u′′ + g(u) = 0, was initiated in [6] and has been already
developed in [4], [8] for the linear differential operator and in [9] for a Neumann
problem containing the differential equation in (3). We also quote previous re-
sults which have were obtained in [3], [7], [19] and [22] for the superlinear case,
and in [4], [9] for asymmetric and one-sided superlinear problems.
In this paper, as a difference with previous ones, we will “decompose” the
pseudo spectrum ( this will be also done for the classical Fucˇ´ık spectrum) into
two critical sets, corresponding respectively to solutions starting with positive
and negative slope. This decomposition combined with shooting techniques
will permit us to obtain precise information about the number of solutions.
FUCˇI´K SPECTRUM AND NUMBER OF SOLUTION 119
Lemma 2.1. Let φ and f satisfy (φ1) and (f1), respectively. Then, there exists
κ > 0 such that problem (P ) has a solution with u′(0) = κ if and only if there
are n ∈ N and j ∈ {0, 1} such that
nx(h) + (n+ j − 1)y(h) = 1, h = L(κ). (5)
Moreover, in this case, u(·) has exactly 2n+ j − 2 zeros in ]0, L[ and there are
n intervals in which u > 0 and n+ j − 1 intervals where u < 0.
The proof of this lemma is straightforward and is left to the reader. Based
on this result, we define the “critical lines”
H+i ={(x, y) ∈ (R
+
0 )
2 : ∃ (n ∈ N, j = 0, 1) : 2n+j−1 = i, nx+(n+j−1)y = 1}.
Thus, H+1 is the half-line x = 1, with y > 0; H
+
2 is the open segment x+y = 1,
with x, y > 0; H+3 is the open segment 2x+ y = 1, with x, y > 0, and so forth.
The superscript “+” is to remember that these critical lines are tied up with
solutions starting with positive slopes.
We will denote the set H+ = ∪∞i=1H
+
i as the Universal Positive Pseudo
Fucˇ´ık Spectrum for problem (Pµ,ν).
Observe that if u is a solution of (3) with u′(0) = κ > 0 such that
(x(L(κ)), y(L(κ))) ∈ H+i then u is a solution of (P ) having exactly i− 1 zeros
in ]0, L[ .
Now we can divide the open first quadrant (x, y) into a countable number
of open regions W+i which form the complement in (R
+
0 )
2 of the critical set
H+. We label such regions as follows, see Figure 4:
• W+1 = {(x, y) : x > 1, y > 0} is the part of the open first quadrant at the
right hand side of H+1 ;
• W+2 = {(x, y) : 0 < x < 1, x+y > 1} is the part of the open first quadrant
between H+1 and H
+
2 ;
• . . .
• W+i is the part of the open first quadrant between H
+
i−1 and H
+
i , more
precisely, W+i = {(x, y) : x > 0, y > 0, kx+ (k − 1)y < 1 < k(x+ y)} for
i = 2k and W+i = {(x, y) : x > 0, y > 0, kx+ ky < 1 < (k+1)x+ ky} for
i = 2k + 1.
Lemma 2.2. Let φ and f satisfy (φ1) and (f1), respectively. Suppose that there
are numbers h1, h2 > 0 and integers k, ` ≥ 1 with k 6= ` such that
(x(h1), y(h1)) ∈W
+
k , (x(h2), y(h2)) ∈W
+
` .
Then, problem (P ) has at least |k − `| solutions with u′(0) > 0.
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Figure 4: Universal Positive Pseudo Fucˇ´ık Spectrum.
Proof. Just to fix a case, let us assume that h1 < h2 and k < `. By the
assumptions, we have that the point (x(h1), y(h1)) is above H
+
k and therefore
it is above any of the H+i for each i ≥ k. On the other hand, (x(h2), y(h2)) is
below H+`−1 and hence it is also below any of the H
+
i for each i ≤ `− 1.
Now, we fix an integer i ∈ [k, ` − 1] and observe that (x(h1), y(h1)) and
(x(h2), y(h2)) belong to different open components of (R
+
0 )
2 \ H+i . Since the
connected set {(x(h), y(h)): h1 ≤ h ≤ h2} has points in both components of
(R+0 )
2 \ H+i , it must intersect H
+
i at least once. By Lemma 2.1, this means
that there is solution of (P ) with positive slope at t = 0 and exactly i− 1 zeros
in ]0, L[ . So, all together, there are at least `− k solutions of (P ) starting with
a positive slope.
Remark 2.1. Actually, the solutions given by the lemma are such that
α=min{(Lr)
−1(h1), (Lr)−1(h2)}<u′(0)<max{(Lr)−1(h1), (Lr)−1(h2)}=β.
If τ(·) is strictly monotone in ]α, β[ and in ](Ll)
−1((L(β)), (Ll)−1((L(α))[ ,
then the number of the solutions is exactly |k − `|, for u′(0) = κ ranging in
]α, β[ Indeed, if τ(·) is strictly increasing (decreasing), also the maps x(·) and
y(·) are strictly increasing (decreasing) with respect to h.
Our argument continues by introducing some further maps and properties
that we need for the definition of the pseudo Fucˇ´ık spectrum.
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We deal, in first place, with the pseudo Fucˇ´ık spectrum at infinity. Following
[18], we assume conditions (φ1) and (φ∞) to hold and, moreover, that the limits
(T∞) :
T±1,∞(Λ) = lim
R→±∞
∣∣∣∣∣
∫ R
0
ds
L−1r (ΛΦ(R)− ΛΦ(s))
∣∣∣∣∣
and
T±2,∞(Λ) = lim
R→±∞
∣∣∣∣∣
∫ R
0
ds
L−1l (ΛΦ(R)− ΛΦ(s))
∣∣∣∣∣
exist. Furthermore, we define
T±∞(Λ) = T
±
1,∞(Λ) + T
±
2,∞(Λ).
For each of the T±∞ , we assume that either T
±
∞(Λ) = +∞ for all Λ, or
it is continuous and strictly decreasing with respect to Λ ∈ R+0 . Moreover
for this case, we assume that
lim
Λ→0+
T±∞(Λ) = +∞ and lim
Λ→+∞
T±∞(Λ) = 0.
Conditions under which these hypotheses are fulfilled are given in [17], [18]
and [20] for φ odd and T finite.
Next we define the Positive Pseudo-Fucˇ´ık Spectrum at infinity. For µ, ν > 0
let us consider the problem (Pµ,ν) of the Introduction. Let us observe first that
in [18], for the case of φ an odd function, the four numbers T±i,∞(Λ) are all
the same, finite and strictly positive, for any given Λ. Denoting this common
value by T∞(Λ) (it corresponds to
T(Λ)
2 as defined in (2)), we can describe the
(PFS) S (see the Introduction) as the union of the sets Ci,i−1 , Ci−1,i, and Ci,i ,
for i ∈ N, contained in the positive (µ, ν)-quadrant, where
Ci,i−1 = {(µ, ν) | iT∞(µ) + (i− 1)T∞(ν) = L/2}
Ci−1,i = {(µ, ν) | (i− 1)T∞(µ) + iT∞(ν) = L/2}
Ci,i = {(µ, ν) | iT∞(µ) + iT∞(ν) = L/2}.
We want next to extend this definition to that of the Positive Pseudo-Fucˇ´ık
Spectrum (PPSF) at infinity, denoted by S+(∞), and where φ is not necessarily
odd. We set
S+(∞) = ∪∞i=1C
+
i (∞),
where we consider only the case of solutions with positive (and large) slopes at
t = 0. Here,
C+1 (∞) = {(µ, ν) ∈ (R
+
0 )
2 : T+∞(µ) = L},
C+2 (∞) = {(µ, ν) ∈ (R
+
0 )
2 : T+∞(µ) + T
−
∞(ν) = L},
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and, in general for i = j + k, with k = j − 1 when i is odd, or k = j when i is
even, we have
C+i (∞) = {(µ, ν) ∈ (R
+
0 )
2 : jT+∞(µ) + kT
−
∞(ν) = L}.
We observe that the sets C+i (∞) are all non-empty (and actually continuous
curves) only in the case that both T+∞ and T
−
∞ are finite (and hence continuous
and strictly decreasing, as assumed above). In this situation the sets C+i (∞)
look similar with the corresponding Cj,k for the case φ odd, for i = j + k, with
k = j − 1 when i is odd, or k = j when i is even, see [18].
On the other hand, if T+∞ is finite but T
−
∞(Λ) = +∞ for all Λ, then only
C+1 (∞) is non-empty and if T
+
∞(Λ) = +∞ for all Λ, then all the C
+
i (∞)’s
are empty.
A qualitative description of the (PPFS) at infinity is given in the follow-
ing table.
Curve Vert. Asympt. Horiz. Asympt. Intersect. with Diagonal
C+1 (∞) (Λ1, ν) ∅ (Λ1,Λ1)
C+2p(∞) (Λp, ν) (µ,Λp) (Λ2p,Λ2p)
C+2p−1(∞) (Λp, ν) (µ,Λp−1) (Λ2p−1,Λ2p−1)
Arguing like in [18], we can prove the following result which corresponds
to [18, Th.3.1].
Lemma 2.3. Let f satisfy (f1) and φ satisfy (φ1), (φ∞) and (T∞). Then, for
any compact set R contained in (R+)2 \ ∪∞i=1C
+
i there is κR such that for each
(µ, ν) ∈ R any solution of (Pµ,ν) with 0 < u
′(0) satisfies u′(0) ≤ κR . The
same result is true is we perturb the equation in (Pµ,ν) by adding at the right
hand side a term q(t, u) such that q(t, s)/φ(s)→ 0 as s→ ±∞, uniformly with
respect to t ∈ [0, L].
This result was proved in [18] for a situation corresponding to the case
when T+∞ and T
−
∞ are both finite. If T
+
∞ is finite and T
−
∞ = +∞, the proof
is exactly the same, while if T+∞ = +∞ we simply have a priori bounds for all
the solutions starting with positive slope.
We now divide the open first quadrant (µ, ν) into a countable number of
open regions Z+i (∞) which are the complement in (R
+
0 )
2 of the (PPFS) at
infinity and label them as follows:
• Z+1 (∞) is the part of the open first quadrant at the left hand side
of C+1 (∞);
• Z+2 (∞) is the part of the open first quadrant between C
+
1 (∞) and C
+
2 (∞);
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Figure 5: Positive Pseudo Fucˇ´ık Spectrum at infinity.
• . . .
• Z+i (∞) is the part of the open first quadrant between C
+
i−1(∞)
and C+i (∞),
see Figure 5. In order to avoid a separated discussion for the cases when T±∞
are not finite, we point out that we have only two regions Z+1 (∞) at the left of
C+1 (∞) and Z
+
2 (∞) at the right of C
+
1 (∞) when T
+
∞ < +∞ and T
−
∞ = +∞. If
T+∞ = +∞ there is only one region Z
+
1 (∞) = (R
+
0 )
2.
In the special case φ = φp, this set is clearly a part of the standard Fucˇ´ık
spectrum for the one-dimensional p-Laplacian with Dirichlet boundary condi-
tions on ]0, L[ .
Lemma 2.4. Let f satisfy (f1) and let φ satisfy (φ1), (φ∞) and (T∞). As-
sume that
lim
s→+∞
f(s)
φ(s)
= A+, lim
s→−∞
f(s)
φ(s)
= A−,
with (A+, A−) ∈ Z+i (∞) for some index i. Then there is κ
∗ > 0 such that for
each κ ≥ κ∗ it follows that (x(L(κ)), y(L(κ))) ∈W+i .
Proof. For simplicity, we only give the proof in the case that T+∞ and T
−
∞ are
both finite. Let κ > 0 and consider the solution u(·, κ) of (3) with u(0) = 0
and u′(0) = κ.
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First of all, we claim that the distance of two consecutive zeros of u in
an interval where u > 0 is given by T+∞(A
+) + ε1(κ) and the distance of two
consecutive zeros of u for an interval where u < 0 is given by T−∞(A
−)+ ε2(κ),
where ε1(κ) → 0 and ε2(κ) → 0 as κ → +∞. Hence, we have that x(L(κ)) −
L−1 · T+∞(A
+)→ 0 and y(L(κ))− L−1 · T−∞(A
−)→ 0 as κ→ +∞.
To see this, we observe that for each ε > 0 there is Mε > 0 such that
(A+ − ε)φ(s) ≤ f(s) ≤ (A+ + ε)φ(s), ∀ s ≥Mε
and
(A+ − ε)|φ(s)| ≤ |f(s)| ≤ (A+ + ε)|φ(s)|, ∀ s ≤ −Mε .
Hence, by Corollary A.1 in the appendix, and since by the energy relation (4),
maxu, |minu| → +∞ as κ→ +∞, we find that
T+∞(A
+ − ε) ≤ lim inf
κ→+∞
τ(κ) ≤ lim sup
κ→+∞
τ(κ) ≤ T+∞(A
+ + ε).
(Here the assumption (T∞) which guarantees the existence of the limits
T+∞(A
+ ± ε) has been used.) Then, from these inequalities and the continuity
of the function T+∞ , we immediately obtain that
lim
κ→+∞
τ(κ) = lim
h→+∞
L · x(h) = T+∞(A
+).
In a completely similar manner, one can see that
lim
κ→+∞
τ(L−1(κ)) = lim
h→+∞
L · y(h) = T−∞(A
−),
concluding the proof of our claim.
Suppose next that
(A+, A−) ∈ Z+i (∞) for some i ∈ N.
Without loss of generality we assume also that i > 1 and that i = 2k is an
even number (the case i = 1 is simpler as it requires only a one-sided estimate).
This means that (A+, A−) is above the curve
C+i−1(∞) = {(µ, ν) ∈ (R
+
0 )
2 : kT+∞(µ) + (k − 1)T
−
∞(ν) = L}
and below the curve
C+i (∞) = {(µ, ν) ∈ (R
+
0 )
2 : kT+∞(µ) + kT
−
∞(ν) = L}
and hence,
L < kT+∞(A
+) + kT−∞(A
−), kT+∞(A
+) + (k − 1)T−∞(A
−) < L.
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Now, using the estimates in [18] for the time-mappings recalled at the beginning
of this proof, we find that
kx(L(κ)) + ky(L(κ))→ k
T+∞(A
+)
L
+ k
T−∞(A
−)
L
> 1
and
kx(L(κ)) + (k − 1)y(L(κ))→ k
T+∞(A
+)
L
+ (k − 1)
T−∞(A
−)
L
< 1
as κ → +∞. This, in turns, implies that there is κ∗ > 0 such that for each
κ > κ∗ the pair (x(L(κ)), y(L(κ))) belongs to a compact subset of W+i .
The case i is an odd number is clearly treated in the same way and therefore
it is omitted.
By repeating the same reasoning at zero, and using the estimates in [20], we
can define the Positive Pseudo-Fucˇ´ık Spectrum at zero S+(0) as the union of a
countable number of critical curves C+i (0) obtained in a similar manner as for
the critical sets of the (PPFS) at infinity, but this time, with the asymptotic
estimates made at zero.
More precisely let us assume the conditions (φ1) and (φ0), and
that the limits
(T0) :
T±1,0(Λ) = lim
R→0±
∣∣∣∣∣
∫ R
0
ds
L−1r (ΛΦ(R)− ΛΦ(s))
∣∣∣∣∣
and
T±2,0(Λ) = lim
R→0±
∣∣∣∣∣
∫ R
0
ds
L−1l (ΛΦ(R)− ΛΦ(s))
∣∣∣∣∣
exist. Furthermore, define
T±0 (Λ) = T
±
1,0(Λ) + T
±
2,0(Λ),
and assume that for each of the T±0 , either T
±
0 (Λ) = +∞ for all Λ, or it
is continuous and strictly decreasing with respect to Λ ∈ R+0 . Moreover
we assume that,
lim
Λ→0+
T±0 (Λ) = +∞ and lim
Λ→+∞
T±0 (Λ) = 0.
Similarly to Lemma 2.3, we can prove the following lemma.
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Lemma 2.5. Let f satisfy (f1) and let φ satisfy (φ1), (φ0) and (T0). Then, for
any compact set K contained in (R+0 )
2 \ ∪∞i=1C
+
i (0) there is κR such that for
each (µ, ν) ∈ R any solution of (Pµ,ν) with 0 < u
′(0) satisfies u′(0) ≥ κR .
The same result is true is we perturb the equation in (Pµ,ν) by adding a term
q(t, u) at the right hand side such that q(t, s)/φ(s) → 0 as s → 0, uniformly
with respect to t ∈ [0, L].
As before, we can define the corresponding regions in the complementary
parts of the (PPFS) at zero. Accordingly, we denote by Z+i (0) the components
in the complement of the (PPFS) at zero.
We have the following result which is analogous to Lemma 2.4 and whose
proof follows the same lines of that of Lemma 2.4, by using the comparison
result of Lemma A.1.
Lemma 2.6. Let f satisfy (f1) and let φ satisfy (φ1), (φ0) and (T0). Assume that
lim
s→0+
f(s)
φ(s)
= a+, lim
s→0−
f(s)
φ(s)
= a−,
with (a+, a−) ∈ Z+i (0) for some index i. Then there is κ∗ > 0 such that for
each 0 < κ ≤ κ∗, it follows that (x(L(κ)), y(L(κ))) ∈W+i .
We are now in a position to state our first main result.
Theorem 2.1. Let f satisfy (f1) and let φ satisfy (φ1), (φ0), (φ∞) and (T0),
(T∞). Suppose that there are positive numbers a+, a−, A+, A− such that
lim
s→0+
f(s)
φ(s)
= a+, lim
s→0−
f(s)
φ(s)
= a−
and
lim
s→+∞
f(s)
φ(s)
= A+, lim
s→−∞
f(s)
φ(s)
= A−.
Assume also that there are k, ` ∈ N with k 6= ` with (a+, a−) ∈ Z+k (0) and
(A+, A−) ∈ Z+` (∞). Then, problem (P ) has at least |k − `| solutions with
u′(0) > 0.
Proof. The proof is a direct consequence of the Lemmas 2.4, 2.6, and 2.2, and by
using the Positive Pseudo Fucˇ´ık Spectrum (PPFS) at zero and at infinity.
At this point we can establish corresponding results for solutions of (3) with
κ < 0, by using a similar reasoning. To this end, with x(h) and y(h) as defined
above, we need the following lemma which will take the place of Lemma 2.1.
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Lemma 2.7. Let φ and f satisfy (φ1) and (f1), respectively. Then, there exists
κ < 0 such that problem (P ) has a solution with u′(0) = κ if and only if there
are n ∈ N and j ∈ {0, 1} such that
(n+ j − 1)x(h) + ny(h) = 1, h = L(κ). (6)
Moreover, in this case, u(·) has exactly 2n+ j − 2 zeros in ]0, 1[ and also there
are n intervals in which u < 0 and n+ j − 1 intervals where u > 0.
From this result we can define, as before, the critical lines:
H−i ={(x, y) ∈ (R
+
0 )
2 : ∃ (n ∈ N, j = 0, 1) : 2n+j−1 = i, (n+j−1)x+ny = 1}.
Thus H−1 is the half-line y = 1, with x > 0; H
−
2 is the open segment x+ y = 1,
with x, y > 0; H−3 is the open segment x+ 2y = 1, with x, y > 0, and so forth.
The superscript “-” is to remember that these critical lines are related with
solutions starting with negative slopes.
We will denote the set H− = ∪∞i=1H
−
i as the Universal Negative Pseudo
Fucˇ´ık Spectrum.
As before, we can divide the open first quadrant (x, y) into a countable
number of open regions W−i which are the complement in (R
+
0 )
2 of the critical
set H−. We label such zones as follows, see Figure 6:
• W−1 = {(x, y) : x > 0, y > 1} is the part of the open first quadrant
above H−1 ;
• W−2 = {(x, y) : x+y > 1, 0 < y < 1} is the part of the open first quadrant
between H−1 and H
−
2 ;
• . . .
• W−i is the part of the open first quadrant between H
−
i−1 and H
−
i and,
more precisely, we have W−i = {(x, y) : x > 0, y > 0, (k − 1)x+ ky < 1 <
k(x + y)} for i = 2k and W−i = {(x, y) : x > 0, y > 0, kx + ky < 1 <
kx+ (k + 1)y} for i = 2k + 1.
Remark 2.2. The set H = H+ ∪H− has the same shape like the set F drawn
in [4, p.874]. It represents a “universal” model of Fucˇ´ık spectrum for the two-
point boundary value problem in terms of time-maps. What we have done here
is to distinguish the parts H+ and H− in H in order to treat separately the
solutions with positive slope and those with negative slope. The same procedure
is feasible for the standard Fucˇ´ık spectrum C which splits as a “positive” part
(concerning solutions with positive slope at t = 0) and a “negative” part (for
the solutions with negative slope at t = 0).
The following lemma is the equivalent to Lemma 2.2, it is proved similarly.
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Figure 6: Universal Negative Pseudo Fucˇ´ık Spectrum.
Lemma 2.8. Let φ and f satisfy (φ1) and (f1), respectively. Suppose that there
are numbers h1, h2 > 0 and integers k, ` ≥ 1 with k 6= ` such that
(x(h1), y(h1)) ∈W
−
k , (x(h2), y(h2)) ∈W
−
` .
Then, problem (P ) has at least |k − `| solutions with u′(0) < 0.
Remark 2.3. In a similar way as in Remark 2.1, we find that these solutions
are such that
α = min{(Ll)
−1(h1), (Ll)−1(h2)} < u′(0) < max{(Ll)−1(h1), (Ll)−1(h2)} = β.
The number of solutions is exactly |k − `|, for u′(0) = κ ranging in ]α, β[ if
τ(·) is strictly monotone in ]α, β[ and in ](Lr)
−1((L(β)), (Lr)−1((L(α))[ .
Next we define the Negative Pseudo-Fucˇı´k Spectrum at infinity.
We set
S−(∞) = ∪∞i=1C
−
i (∞),
where we only consider solutions with negative (and large in absolute value)
slopes at t = 0. Here,
C−1 (∞) = {(µ, ν) ∈ (R
+
0 )
2 : T−∞(µ) = L},
C−2 (∞) = {(µ, ν) ∈ (R
+
0 )
2 : T+∞(µ) + T
−
∞(ν) = L},
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and, in general, for i = k+ l with k = l− 1 (when i is odd) or k = l (when i is
even), we have
C−i (∞) = {(µ, ν) ∈ (R
+
0 )
2 : kT+∞(µ) + lT
−
∞(ν) = L}.
By this definition, C−i (∞) = C
+
i (∞), when i is even.
As before the sets C−i (∞) are all non-empty (and actually continuous curves)
only in the case that both T+∞ and T
−
∞ are finite (and hence continuous and
decreasing by assumption). On the other hand, if T−∞ is finite but T
+
∞(Λ) =
+∞ for all Λ, then only C−1 (∞) is non-empty and if T
−
∞(Λ) = +∞ for all Λ,
then all the C−i (∞)’s are empty.
A qualitative description of the (NPFS) at infinity is given in the follow-
ing table.
Curve Vert. Asympt. Horiz. Asympt. Intersect. with Diagonal
C−1 (∞) (µ,Λ1) ∅ (Λ1,Λ1)
C−2p(∞) (Λp, ν) (µ,Λp) (Λ2p,Λ2p)
C−2p−1(∞) (Λp−1, ν) (µ,Λp) (Λ2p−1,Λ2p−1)
Corresponding to Lemma 2.3, we now have.
Lemma 2.9. Let f satisfy (f1) and let φ satisfy (φ1), (φ∞) and (T∞). Then,
for any compact set R contained in (R+)2 \ ∪∞i=1C
−
i there is κR such that for
each (µ, ν) ∈ R any solution of (Pµ,ν) with u
′(0) < 0 satisfies |u′(0)| ≤ κR .
The same result is true is we perturb the equation in (Pµ,ν) by adding at the
right hand side a term q(t, u) such that q(t, s)/φ(s)→ 0 as s→ ±∞, uniformly
with respect to t ∈ [0, L].
We split next the open first quadrant (µ, ν) into a countable number of open
regions Z−i (∞), which are the complement in (R
+
0 )
2 of the (NPFS) at infinity,
see Figure 7, and labeled as follows:
• Z−1 (∞) is the part of the open first quadrant below C
−
1 (∞);
• Z−2 (∞) is the part of the open first quadrant between C
−
1 (∞) and C
−
2 (∞);
• . . .
• Z−i (∞) is the part of the open first quadrant between C
−
i−1(∞)
and C−i (∞).
Also as before and in order to avoid to discuss separately the cases when the T±∞
are not finite, we point out that there are only two regions Z−1 (∞) below C
−
1 (∞)
and Z−2 (∞) above C
−
1 (∞) when T
−
∞ < +∞ and T
+
∞ = +∞. If T
−
∞ = +∞ there
is only one region Z−1 (∞) = (R
+
0 )
2.
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Figure 7: Negative Pseudo Fucˇ´ık Spectrum at infinity.
The following lemma is the counterpart of Lemma 2.4 and it is proved in
the same form.
Lemma 2.10. Let f satisfy (f1) and let φ satisfy (φ1), (φ∞) and (T∞). As-
sume that
lim
s→+∞
f(s)
φ(s)
= B+, lim
s→−∞
f(s)
φ(s)
= B−,
with (B+, B−) ∈ Z−i (∞) for some index i. Then there is κ
∗ > 0 such that for
each κ ≤ −κ∗ it follows that (x(L(κ)), y(L(κ))) ∈W−i .
Remark 2.4. The critical set S defined in [18], that is the (PFS) at infinity,
is exactly S+(∞) ∪ S−(∞).
By repeating the argument, and using estimates like in [5] we can define the
Negative Pseudo-Fucˇı´k Spectrum at zero C−(0) as the union of a count-
able number of critical curves C−i (0) defined in a similar manner as the critical
sets of the (NPFS) at infinity, but, this time, with the estimates made at zero.
Also we can define the corresponding zones Z−i (0) as the complementary parts
of the (NPFS) at zero.
Similarly to Lemmas 2.9 and 2.10, we now have.
Lemma 2.11. Let f satisfy (f1) and let φ satisfy (φ1), (φ0) and (T0). Then, for
any compact set K contained in (R+)2 \ ∪∞i=1C
−
i (0) there is κR such that for
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each (µ, ν) ∈ R any solution of (Pµ,ν) with u
′(0) < 0 satisfies |u′(0)| ≥ κR .
The same result is true is we perturb the equation in (Pµ,ν) by adding at the
right hand side a term q(t, u) such that q(t, s)/φ(s) → 0 as s → 0, uniformly
with respect to t ∈ [0, L].
Lemma 2.12. Let f satisfy (f1) and let φ satisfy (φ1), (φ0) and (T0). As-
sume that
lim
s→0+
f(s)
φ(s)
= b+, lim
s→0−
f(s)
φ(s)
= b−,
with (b+, b−) ∈ Z−i (0) for some index i. Then there is κ∗ > 0 such that for
each −κ∗ ≤ κ < 0 it follows that (x(L(κ)), y(L(κ))) ∈W−i .
We thus have reached a point where we can establish and prove our second
main theorem.
Theorem 2.2. Let f satisfy (f1) and let φ satisfy (φ1), (φ0), (φ∞) and (T0),
(T∞). Suppose that there are positive numbers b+, b−, B+, B− such that
lim
s→0+
f(s)
φ(s)
= b+, lim
s→0−
f(s)
φ(s)
= b−
and
lim
s→+∞
f(s)
φ(s)
= B+, lim
s→−∞
f(s)
φ(s)
= B−.
Assume also that there are k, ` ∈ N with k 6= ` with (b+, b−) ∈ Z−k (0)
and (B+, B−) ∈ Z−` (∞). Then, problem (P ) has at least |k − `| solutions
with u′(0) < 0.
Proof. Direct consequence of Lemmas 2.11, 2.12, and 2.8.
Note that given a pair (µ, ν) ∈ (R+0 )
2, not belonging to the critical set at
zero S+(0), we can determine the region Z+i (0) to which it belongs, by the
following criterion. Let us set
ρ(0) =
L
T+0 (µ) + T
−
0 (ν)
and observe that there is only one integer, say j, belonging to the open interval]
ρ(0)−
T+0 (µ)
T+0 (µ) + T
−
0 (ν)
, ρ(0) +
T−0 (ν)
T+0 (µ) + T
−
0 (ν)
[
.
Then, we have that (µ, ν) belongs to Z+2j(0) or Z
+
2j+1(0), according to whether
j > ρ(0) or j < ρ(0).
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Avoiding to consider the semi-trivial cases in which one or both of the two
maps T±0 are infinite, we observe that ρ(0) as a function of µ or ν is continuous,
strictly increasing and such that ρ(0) → 0 as µ → 0+ or ν → 0+. Moreover
ρ(0)→ L
T
−
0
(ν)
as µ→ +∞ and ρ(0)→ L
T
+
0
(µ)
as µ→ +∞. On the other hand,
for α(0) =
T
+
0
(µ)
T
+
0
(µ)+T−
0
(ν)
, we have that 0 < α(0) < 1, with α(0) decreasing in
µ and increasing in ν and such that α(0) → 1 as µ → 0+, or µ → +∞ and
α(0)→ 0 as µ→ +∞, or ν → 0+.
Clearly, the same procedure can be followed in order to determine the region
Z+i (∞) to which the pair (µ, ν) belongs.
Similarly, given a pair (µ, ν) ∈ (R+0 )
2 not belonging to the critical set at
zero S−(0), we can determine the region Z−i (0) it belongs, by the following
criterion. Let us set
ρ(0) =
L
T+0 (µ) + T
−
0 (ν)
,
and as before observe that there is only one integer, say j, belonging to the
open interval
]
ρ(0)−
T−0 (ν)
T+0 (µ) + T
−
0 (ν)
, ρ(0) +
T+0 (µ)
T+0 (µ) + T
−
0 (ν)
[
.
Then, we have that (µ, ν) belongs to Z−2j(0) or Z
−
2j+1(0), according to whether
j > ρ+(0) or j < ρ+(0).
The same procedure can be followed in order to determine the region Z−i (∞)
the pair (µ, ν) belongs to.
Remark 2.5. In the proof of the main theorems, it is not important that the lim-
iting pairs (a+, a−) and (A+, A−) in Theorem 2.1, or (b+, b−), and (B+, B−)
in Theorem 2.2 be in “nonresonance” zones out of the (PFS) sets. What re-
ally matters is that there is a suitable gap between the corresponding positions
of these limits at zero and at infinity with respect to the universal Fucˇ´ık spec-
trum. This situation reminds the occurrence of a twist condition between zero
and infinity which permits the application of the Poincare´-Birkhoff fixed point
theorem in the periodic case [11].
In view of the above remark, the following rule can be given.
The set U+ := {H+i ,W
+
i : i ∈ N} represents a partition of (R
+
0 )
2 . Given
two points P,Q ∈ (R+0 )
2 , we have that the number of transverse intersections
between the open segment ]P,Q[ and the critical lines ∪∞i=1H
+
i depends only
on which of the classes of the above partition P and Q belong to (notice that, in
this way, if P and Q are both on the same critical line H+i , then the intersection
counts like zero).
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The sets M+(0) := {C+i (0) , Z
+
i (0) : i ∈ N} and M
+(∞) :=
{C+i (∞) , Z
+
i (∞) : i ∈ N} also determine a partition of (R
+
0 )
2 . We can de-
fine now the maps
M+(0)→ U+, M+(∞)→ U+
by
C+i (0), C
+
i (∞) 7→ H
+
i and Z
+
i (0), Z
+
i (∞) 7→W
+
i .
Note that these maps make a correspondence between curves to lines and open
sets to open sets.
Take a point (a, b) ∈ (∪∞i=1C
+
i (0)) ∪ (∪
∞
i=1Z
+
i (0)). We can associate to (a, b)
the set in M+(0) to which it belongs and hence, to this one, the set in U+
which is associated to it via the above map. Call this set [(a, b)]. Similarly,
given a point (A,B) ∈ (∪∞i=1C
+
i (∞)) ∪ (∪
∞
i=1Z
+
i (∞)) we can map it to a set
[(A,B)] ∈ U+, where [(A,B)] is the set corresponding to that one in M+(∞)
to which (A,B) belongs. Since, as observed before, the number of transverse
intersections of the open segment ]P,Q[ with the set ∪∞i=1H
+
i is the same for
each P ∈ [(a, b)] and Q ∈ [(A,B)], we have that this number is well determined
by the initial choice of the pairs (a, b) and (A,B). We denote this number by
i+[(a, b), (A,B)] and call it the positive intersection index for the pairs (a, b)
and (A,B).
We remark that this definition requires that the pairs (a, b) and (A,B) are
“thought” in relation with the (PPFS) at zero and at infinity, respectively.
In a similar manner, one can define the partitions U−, M−(0), M−(∞) of
(R+0 )
2 and the maps
C−i (0), C
−
i (∞) 7→ H
−
i and Z
−
i (0), Z
−
i (∞) 7→W
−
i ,
in order to define an index i−[(c, d), (C,D)] as the negative intersection index
for the pairs (c, d) and (C,D), where (c, d) is related to the (NPFS) at zero
and (CD) to the (NPFS) at infinity.
We point out that this procedure works also in the “degenerate” case in
which some of the T±0 (Λ) or T
±
∞(Λ) considered in (T0) and in (T∞) is constantly
equal to infinity. In this situation, some of the mapsM±(0),M±(0)→ U± will
be not surjective, but the definition of the intersection indexes is well posed too.
Then, we have:
Theorem 2.3. Let f satisfy (f1) and let φ satisfy (φ1), (φ0), (φ∞) and (T0),
(T∞). Suppose that there are positive numbers d+, d−, D+, D− such that
lim
s→0+
f(s)
φ(s)
= d+, lim
s→0−
f(s)
φ(s)
= d−
and
lim
s→+∞
f(s)
φ(s)
= D+, lim
s→−∞
f(s)
φ(s)
= D−.
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Then, problem (P ) has at least so many solutions with u′(0) > 0 like the positive
intersection index i+[(d+, d−), (D+, D−)] and at least so many solutions with
u′(0) < 0 like the negative intersection index i−[(d+, d−), (D+, D−)].
3. A result for strictly monotone time-mappings
We present in this section some suitable conditions under which we have a
strictly monotone time-map. Hence, according to the remarks after Lemmas
2.2 and 2.8, they can be applied to obtain an exact number of solutions, .
We shall confine ourselves only to the consideration of τ(κ) for κ > 0. The
situation in which κ < 0 is completely symmetric and therefore can be discussed
using the same arguments.
For simplicity, we suppose that φ : R→ R is an odd increasing homeomor-
phism which is of class C1 in R+0 and such that
(φ2) lim
s→0+
s2φ′(s) = 0
and we also assume that f : R → R satisfy (f1). Let u(·) be a solution of (3)
for some κ > 0.
From the energy relation (4) we can compute the distance τ(κ) of two
consecutive zeros of u in an interval where u > 0 by the formula
τ(κ) = 2
∫ R
0
ds
L−1r (F (R)− F (s))
, with F (R) = L(κ), R > 0,
where the number “2” comes from the fact that, by the symmetry of φ, we
have that the time from t = 0 to the point of maximum of u is the same like
the time from the point of maximum of u and t = τ(κ).
For convenience in the next proof, we also introduce the function
Ψ(s) := φ′(L−1r (s))(L
−1
r (s))
2,
which, by the assumptions on φ, is defined and continuous for every s > 0 and,
by (φ2) can be extended by continuity to the origin, putting Ψ(0) = 0.
Then, the following result can be proved:
Lemma 3.1. Assume (φ2) and suppose that the function Ψ is convex (respec-
tively, concave) in R+. Then, the map κ 7→ τ(κ) is strictly decreasing (respec-
tively, strictly increasing) if the map s 7→ sf(s)−Ψ(F (s)) is strictly increasing
(respectively, strictly decreasing).
Proof. First of all, via the change of variables s = Rt, we write the integral
for τ(κ) as
τ(κ) = 2
∫ 1
0
Rdt
L−1r (F (R)− F (Rt))
,
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so that, in order to prove that τ(·) is strictly decreasing (respectively, strictly
increasing) for κ in a certain interval, say κ ∈ ]α, β[ , with 0 ≤ α < β ≤ +∞,
we may prove that, for each t ∈ ]0, 1[ the map R 7→ (L−1r (F (R) − F (Rt)))/R
is strictly increasing (or strictly decreasing) on ]α1, β1[ , where we have set
α1 = F
−1
r (L(α)) and β1 = F
−1
r (L(β)). To do this, we compute the derivative
with respect to R for any fixed t ∈ ]0, 1[ . Then, at the numerator we find
Rf(R)−Rtf(Rt)
L′(L−1r (F (R)− F (Rt)))
− L−1r (F (R)− F (Rt)).
Recalling that L′(ξ) = ξφ′(ξ) and the definition of Ψ, we conclude that τ is
strictly decreasing (strictly increasing) in ]α, β[ , if
Rf(R)−Rtf(Rt)−Ψ(F (R)− F (Rt)) > 0 (7)
holds every R ∈ ]α1, β1[ and all t ∈ ]0, 1[ . Now, according to the assumption,
we have that Ψ is a convex function and recall also that Ψ(0) = 0. From
this, it follows that Ψ(a + b) ≥ Ψ(a) + Ψ(b) for all a, b ≥ 0 and therefore,
Ψ(x − y) ≤ Ψ(x) − Ψ(y) for all 0 < y < x. Hence, we have that Ψ(F (R) −
F (Rt)) ≤ Ψ(F (R)) − Ψ(F (Rt)) holds for every R ∈ ]α1, β1[ and all t ∈ ]0, 1[
and therefore, in order to prove (7) it will be sufficient to prove that
Rf(R)−Rtf(Rt)− [Ψ(F (R))−Ψ(F (Rt))] > 0
holds for every R ∈ ]α1, β1[ and all t ∈ ]0, 1[ .
Now, to have this last inequality satisfied it will be enough to have that the
function R 7→ Rf(R)−Ψ(F (R)) is strictly increasing on the interval ]0, β1[ .
In case that the function Ψ is concave, we use the inequality Ψ(x − y) ≥
Ψ(x) − Ψ(y) for all 0 < y < x and obtain that the time-mapping is strictly
increasing on ]α, β[ provided that the map R 7→ Rf(R)−Ψ(F (R)) is strictly
decreasing in the interval ]0, β1[ .
Note that if φ is of class C2 in R+0 , then the map Ψ is convex (respectively,
concave) provided that sφ′′(s)/φ′(s) is increasing (respectively, decreasing) on
R
+
0 . In the special case of φ = φp , for some p > 1, we have that sφ
′′(s)/φ′(s)
is a positive constant.
An elementary application of Lemma 3.1 is the following:
Corollary 3.1. For φ = φp , with p > 1, the following holds: The map κ 7→
τ(κ) is strictly decreasing (respectively, strictly increasing) if the map s 7→ f(s)
sp−1
is strictly increasing (respectively, strictly decreasing).
Proof. In this case, by a direct computation, we have that Ψ(s) = ps, so
that all the assumptions on Ψ are satisfied and the auxiliary function s 7→
sf(s) − Ψ(F (s)) takes the form of sf(s) − pF (s), which, in turn, is strictly
increasing (respectively, strictly decreasing) if the map s 7→ f(s)
sp−1
is strictly
increasing (respectively, strictly decreasing), too.
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Corollary 3.1 extends a classical result obtained by Opial [24] for the case
p = 2. Other estimates for the time-mappings associated to the φp or the
φ-operators can be found in [17], [18], [20] and [23].
A variant of Lemma 3.1 which gives as a consequence Corollary 3.1 as well,
is the following.
Lemma 3.2. Assume (φ2) and suppose that there is a constant θ > 0 such that
Ψ(s) ≤ θs (respectively Ψ(s) ≥ θs) for all s ≥ 0. Then, the map κ 7→ τ(κ)
is strictly decreasing (respectively, strictly increasing) if the map s 7→ f(s)
sθ−1
is
strictly increasing (respectively, strictly decreasing).
This result still admits a little variant, in the sense that if we know that
Ψ(s) < θs for s > 0, then it will be sufficient to assume s 7→ f(s)
sθ−1
increasing
(weakly) in order to have τ strictly decreasing in κ and, conversely, if Ψ(s) > θs
for s > 0, then τ is strictly increasing when s 7→ f(s)
sθ−1
is decreasing (weakly).
As a final remark for this section, we observe that all the results presented
here can be extended, modulo suitable changes, if we assume that there are
−∞ ≤ a < 0 < b ≤ +∞ and −∞ ≤ c < 0 < d ≤ +∞, such that φ : ]a, b[→
]c, d[ is a strictly increasing bijection with φ(0) = 0 and also we suppose that
φ is of class C1 in R+0 with s
2φ′(s)→ 0, as s→ 0±.
In this situation, however, the results of monotonicity for the time-
mapping will have their range of validity only for a suitable neighborhood
of the origin. More precisely, for u′(0) = κ > 0, we have to take κ ∈
]0, β[ , with β = min{b,L−1r (L(a))} and the corresponding R’s will vary
in ]R−1l (L(β)), F
−1
r (L(β)[ . For u
′(0) = κ < 0, we have to take κ ∈
]α, 0[ , with α = max{a,L−1l (L(b))} and the corresponding R’s will vary in
]F−1l (L(α), F
−1
r (L(α))[ .
4. Examples
In this section we illustrate some of our results through simple examples.
Example 1. Let p, q > 1 and define the homeomorphism φ by
φ(s) =
{
φp(s), for s ≥ 0,
φq(s), for s ≤ 0.
(8)
Also, let us denote by B the well known beta function (see for
example [1, p. 258])
B(m,n) =
∫ 1
0
xm−1(1− x)n−1dx,
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which we recall is convergent for m, n > 0. Then, for any positive h, we
find that
L · x(h) =
(
p
µ
) 1
p
[(
1
p′
) 1
p
∫ 1
0
dz
(1− zp)
1
p
+
(
1
q′
) 1
q
∫ 1
0
dz
(1− zp)
1
q
(µh)
1
p− 1q
]
=
pip
2µ
1
p
+
B( 1
p
, 1
q′
)
p
1
p′ (q′)
1
q
·
h
1
p− 1q
µ
1
q
and
L · y(h) =
( q
ν
) 1
q
[(
1
q′
) 1
q
∫ 1
0
dz
(1− zq)
1
q
+
(
1
p′
) 1
p
∫ 1
0
dz
(1− zq)
1
p
(νh)
1
q− 1p
]
=
piq
2ν
1
q
+
B( 1
q
, 1
p′
)
q
1
q′ (p′)
1
p
·
h
1
q− 1p
ν
1
p
,
where x(h) and y(h) are referred to the equation in (Pµ,ν). We also have
T+1,∞(Λ) =
( p
Λ
) 1
p
[(
1
p′
) 1
p
∫ 1
0
dz
(1− zp)
1
p
]
=
pip
2Λ
1
p
,
T+2,∞(Λ) =


0, if q < p,
pip
2Λ
1
p
, if q = p,
+∞ , if q > p,
T−2,∞(Λ) =
( q
Λ
) 1
q
[(
1
q′
) 1
q
∫ 1
0
dz
(1− zq)
1
q
]
=
piq
2Λ
1
q
,
T−1,∞(Λ) =


+∞, if q < p,
piq
2Λ
1
q
, if q = p,
0 , if q > p.
Finally,
T+∞(Λ) =


pip
2Λ
1
p
, if q < p,
pip
Λ
1
p
, if q = p,
+∞ , if q > p
and T−∞(Λ) =


+∞ , if q < p,
pip
Λ
1
p
, if q = p,
pip
2Λ
1
p
, if q > p.
We note that when p = q, the (PPFS) at infinity is S+(∞) = ∪∞i=1C
+
i (∞),
where
C+2j−1(∞) =
{
(µ, ν) ∈ (R+0 )
2 :
j
µ
1
p
+
j − 1
ν
1
p
=
L
pip
}
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and
C+2j(∞) =
{
(µ, ν) ∈ (R+0 )
2 :
j
µ
1
p
+
j
ν
1
p
=
L
pip
}
This set is clearly a part of the standard Fucˇ´ık spectrum for the one-
dimensional p-Laplacian with respect to the Dirichlet boundary conditions on
]0, L[ . On the other hand, when p > q, the (PPFS) at infinity is actually made
only by the line
C+1 (∞) =
{
(µ, ν) ∈ (R+0 )
2 : µ =
(
pip
2L
)p}
and when p < q, it is empty.
Similarly, we have that
T+1,0(Λ) =
pip
2Λ
1
p
, T+2,0(Λ) =


∞ , if q < p,
pip
2Λ
1
p
, if q = p,
0 , if q > p,
T−2,0(Λ) =
piq
2Λ
1
q
, T−1,0(Λ) =


0 , if q < p,
piq
2Λ
1
q
, if q = p,
+∞ , if q > p.
Hence,
T+0 (Λ) =


+∞ , if q < p,
pip
Λ
1
p
, if q = p,
pip
2Λ
1
p
, if q > p
and T−0 (Λ) =


piq
2Λ
1
q
, if q < p,
pip
Λ
1
p
, if q = p,
+∞ , if q > p.
Clearly, when p = q, the (PPFS) at zero is the same as the one at infinity,
while, when p > q it is empty and, when p < q it consists of the single line
C+1 (0) =
{
(µ, ν) ∈ (R+0 )
2 : µ =
(
piq
2L
)q}
.
Again, we can explicitly describe the (NPFS) at infinity and at zero. In
particular, when p = q, the (NPFS) at infinity is S+(∞) = ∪∞i=1C
−
i (∞), where
C−2j−1(∞) =
{
(µ, ν) ∈ (R+0 )
2 :
j − 1
µ
1
p
+
j
ν
1
p
=
L
pip
}
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and
C−2j(∞) =
{
(µ, ν) ∈ (R+0 )
2 :
j
µ
1
p
+
j
ν
1
p
=
L
pip
}
.
To show the role of the strong asymmetry when p 6= q for the map φ defined
in (8), we consider f satisfying (f1) and assume that
f(s)
φ(s) → a
± as s→ 0± and
f(s)
φ(s) → A
± as s→ ±∞, for some positive constants a± and A±. Then, if p > q,
it follows that problem (P ) has at least one solution with positive slope at t = 0
if A+ >
( pip
2L
)p
and it has at least one solution with negative slope at t = 0
if a− >
( piq
2L
)q
.
We remark that, according to [20], the same spectra at infinity (or, respec-
tively, at zero) is obtained, and therefore, the same application to problem (P )
will occur for any function φ having the form of
φ(s) =
{
ψ1(s), for s ≥ 0,
ψ2(s), for s ≤ 0,
where ψ1 : R
+ → R+ and ψ2 : R
− → R− are increasing bijections with
ψi(0) = 0 and
lim
s→+∞, 0+
ψ1(σs)
ψ1(s)
= σp−1, for allσ > 0,
and
lim
s→−∞, 0−
ψ2(σs)
ψ2(s)
= σq−1, for allσ > 0,
for some p, q > 1.
Example 2. Continuing along this direction, we could consider (like it was
done in [20] for an odd φ), the case of a φ-function such that for some p, q > 1,
lim
s→±∞
φ(σs)
φ(s)
= σp−1, for allσ > 0, (9)
and
lim
s→0±
φ(σs)
φ(s)
= σq−1, for allσ > 0. (10)
Hence, we have a (PPFS) and also a (NPFS) at infinity and one at zero, which
are the same like those for the p-Laplacian and the q-Laplacian, respectively.
Observe that here we do not assume the φ to be odd. For instance, a map of
the form
φ : s 7→


φp(s), s ≤ −1,
φq(s), −1 ≤ s ≤ 0,
log(1 + sq−1), 0 ≤ s ≤ 1,
φp(s) log(1 + s), s ≥ 1,
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is suitable for our applications.
As a consequence of Theorem 2.1, we have the following
Corollary 4.1. Let φ satisfy (φ1), (9), and (10). Suppose that there are
positive numbers a+, a−, A+, A− such that
lim
s→0+
f(s)
φ(s)
= a+, lim
s→0−
f(s)
φ(s)
= a−
and
lim
s→+∞
f(s)
φ(s)
= A+, lim
s→−∞
f(s)
φ(s)
= A−.
Assume also that there are k, ` ∈ N with k 6= ` such that, for k = 2j
j
(a+)
1
q
+
j − 1
(a−)
1
q
<
L
piq
<
j
(a+)
1
q
+
j
(a−)
1
q
and for k = 2j + 1
j
(a+)
1
q
+
j
(a−)
1
q
<
L
piq
<
j + 1
(a+)
1
q
+
j
(a−)
1
q
while, for ` = 2i,
i
(A+)
1
p
+
i− 1
(A−)
1
p
<
L
pip
<
i
(A+)
1
p
+
i
(A−)
1
p
and for ` = 2i+ 1,
i
(A+)
1
p
+
i
(A−)
1
p
<
L
pip
<
i+ 1
(A+)
1
p
+
i
(A−)
1
p
Then, problem (P ) has at least |k − `| solutions with u′(0) > 0.
Clearly, a symmetric result holds for the (NPFS).
To show an application of Corollary 4.1 which resembles the one given in
the Introduction (this time for q = 2), we consider the following situation.
Example 3. Let φ : R → R be an increasing bijection which is of class C1
in a neighborhood of zero, with φ′(0) > 0 and satisfies (9) for some p > 1.
Suppose also that we have
lim
s→0+
f(s)
φ(s)
= lim
s→+∞
f(s)
φ(s)
= a
lim
s→0−
f(s)
φ(s)
= lim
s→−∞
f(s)
φ(s)
= b
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Assume that (a, b) is in some region Z+j1(0) ∩ Z
−
j2
(0). Then, for p > 1 suf-
ficiently large, problem (P ) for the interval [0, pi] has at least j1 − 2 solutions
with u′(0) > 0 and at least j2 − 2 solutions with u′(0) < 0.
Indeed, L/pip = pi/pip → pi/2 < 2 as p → +∞ and, at the same time,
a−
1
p + b−
1
p → 2, so that the pair (a, b) belongs to the second region for both
the positive and the negative (PFS) at infinity, for large p.
We remark that, in any case, |j1 − j2| ≤ 1.
An example of a function like the φ considered here is the following:
φ(s) =
log(1 + |s|)
log(1 + |s|1−p)
sgn(s) .
Appendix
We present here some technical estimates for the comparison of the time-
mappings associated to the quasilinear differential equations
(φ(u′))′ + g1(u) = 0 (A.1)
and
(φ(u′))′ + g2(u) = 0 (A.2)
where, throughout this section, we assume that φ : R → R is an increasing
bijection with φ(0) = 0 satisfying (φ1) and g1, g2 : R → R are continuous
functions satisfying assumption (f1). We also denote by Gi(s) =
∫ s
0
gi(ξ) dξ
the primitives of gi .
According to the notation previously introduced, we consider the time-
mappings
Tgi(R) :=
∣∣∣∣∣
∫ R
0
ds
L−1r (Gi(R)−Gi(s))
∣∣∣∣∣ +
∣∣∣∣∣
∫ R
0
ds
L−1l (Gi(R)−Gi(s))
∣∣∣∣∣
(for i = 1, 2), which represent the distance of two consecutive zeros of a solution
of (φ(u′))′+gi(u) = 0 in an interval where such a solution is positive (negative)
and achieves its maximum (minimum) value R.
Lemma A.1. Assume that there is R∗ > 0 such that
|g1(s)| ≤ |g2(s)| (or |g1(s)| < |g2(s)| ),
holds for all 0 < s ≤ R∗ , or, respectively, for all −R∗ ≤ s < 0. Then, Tg2(R) ≤
Tg1(R) (or Tg2(R) < Tg1(R)), for all 0 < R ≤ R∗ or, respectively, for all
−R∗ ≤ R < 0.
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Proof. We consider only the case when R > 0, being the other one completely
symmetric. Then, by the assumption, given any R ∈ ]0, R∗], we have that
g1(s) ≤ g2(s) (or g1(s) < g2(s)) for all s ∈ ]0, R]. Hence,
G1(R)−G1(s) =
∫ R
s
g1(ξ) dξ ≤
∫ R
s
g2(ξ) dξ = G2(R)−G2(s)
(or G1(R)−G1(s) < G2(R)−G2(s)) holds for each 0 < s ≤ R. From this and
the definition of Tgi(R), the result immediately follows.
Lemma A.2. Assume that there is R∗ > 0 such that
|g1(s)| ≤ |g2(s)|,
holds for all s ≥ R∗ , or, respectively, for all s ≤ −R∗. Then, for each ε > 0
there is Rε > R
∗ such that
Tg2(R) ≤ Tg1(R) + ε
holds for all R > Rε , or, respectively, for all R < −Rε .
Proof. As before, we discuss only the case when R > 0. Let ui be the solution of
(φ(u′))′+ gi(u) = 0, for i = 1, 2, with ui(0) = 0 and maxui = u(t∗i ) = R > R
∗ .
From the equation, we see that ui is strictly increasing in [0, t
∗
i ] and strictly
decreasing in [t∗i ,Tg1(R)]. Hence there are uniquely determined t
−
i and t
+
i , with
0 < t−i < t
∗
i < t
+
i < Tg1(R), such that ui(t) ≥ R
∗ for t ∈ [0,Tg1(R)] if and
only if t ∈ [t−i , t
+
i ]. By the same argument like in the proof of Lemma A.1, it
easily follows that∫ R
R∗
ds
L−1r (G2(R)−G2(s))
+
∫ R
R∗
ds
|L−1l (G2(R)−G2(s))|
≤
∫ R
R∗
ds
L−1r (G1(R)−G1(s))
+
∫ R
R∗
ds
|L−1l (G1(R)−G1(s))|
.
Therefore, we have that
Tg2(R)− Tg1(R)
≤
∑
i=1,2
((t+i − t
∗) + (t∗ − t−i ))
=
∑
i=1,2
(∫ R∗
0
ds
L−1r (Gi(R)−Gi(s))
+
∫ R∗
0
ds
|L−1l (Gi(R)−Gi(s))|
)
≤
∑
i=1,2
(
R∗
L−1r (Gi(R)−Gi(R∗))
+
R∗
|L−1l (Gi(R)−Gi(s))|
)
holds for each R > R∗. At this point, the result easily follows, using (f1) and
letting R→ +∞.
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The next result is a straightforward consequence of Lemma A.2
Corollary A.1. Assume that there is R∗ > 0 such that
|g1(s)| ≤ |g2(s)|,
holds for all s ≥ R∗ , or, respectively, for all s ≤ −R∗. Then
lim sup
R→+∞
Tg2(R) ≤ lim inf
R→+∞
Tg1(R)
(respectively, lim supR→−∞ Tg2(R) ≤ lim infR→−∞ Tg1(R)).
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