Three-dimensional (3D) position estimation using a single passive sensor, particularly vision, has frequently suffered from unreliability and has involved complex processing methods. Past research has combined vision with other active sensors in which the emphasis has been on data fusion. This paper attempts to integrate multiple passive 3D cues -camera focus, camera vergence and stereo disparity -using a single sensor. We argue that in the active vision paradigm an estimate of the position is obtained in the process of fixation in which the imaging parameters are dynamically controlled to direct the attention of the imaging system at the point of interest. Fixation involves integration of the passive cues in a mutually consistent way in order to overcome the deficiencies of any individual cue and to reduce the complexity of processing. Taking into account their reliabilities, the individual position estimates from the different cues are combined to form a final, overall estimate.
INTRODUCTION
Visual processing has an important role in the functioning of an intelligent autonomous system. Sensing threedimensional structure is necessary for planning navigation and end-effector motion. Traditionally, non-contact active sensors such as, ultrasound, laser, collimated light, have been preferred in spatial planning over more economical passive sensors. The reason being three-dimensional position estimation using passive sensors has frequently suffered from unreliability and has involved complex processing methods. Inaccuracy may primarily be attributed to the limitations of the sensors as real devices interacting with a real world and greater sophistication of processing can hardly serve as an antidote. Most of the past algorithms that have used the camera as single passive sensor have utilized a single visual cue such as, stereo disparity, camera focus, or camera vergence, for extracting 3D information. Thus they all suffer from the limitations of a single sensor. Multiple sensors or visual cues working conjunctively, however, can reduce this problem by providing large sets of competitive data whose consistency can be enforced via mutual constraints.
The restrictive nature of a single sensor, the deficiencies of a single visual cue employing such a sensor in particular, has prompted many researchers in the past to combine vision with a number of different active sensors. For example, touch and stereo [2] , acoustic and vision [10] , laser and vision [17] , and thermal and vision [13J. The emphasis in these approaches has been more on different sensor modalities than on cooperative interaction among the sensors. Some efforts [9, 19] have concentrated on modeling biological mechanisms ofinteractions among vergence, accommodation (focus) and stereopsis. Others have advocated active, intelligent data acquisition [3, 4] while using a single sensor. Computational active vision has become more feasible in the recent years with the availability ofsophisticated hardware for controlling imaging elements [1, 5, 6, 7, 11] . Thus it has been possible for a sensing device such as, a stereo camera, to apply different visual cues while operating in the single mode and to have intra-modal cooperation among these cues that is difficult to achieve with multiple disparate sensors operating in different modes. Examples ofsuch intra-modal cooperation are stereo and focus [11] , and stereo, focus an vergence
This paper is concerned with the dynamic integration of camera focus, camera vergence and stereo disparity for estimating the position of a 3D point. We present an approach to acquiring structural information in the vicinity of a selected scene point at increasing resolution and using that information for coarse-to-fine control of imaging parameters to aim the cameras at the point. After the cameras have fixaled at the point its depth estimates from focus, vergence and stereo cues are combined to form a final, overall estimate for the point.
Section 2 discusses stereo, focus and vergence as independent sources of depth information, and the accuracies of the depth estimates derived from them; knowing their individual performances is necessary for combining them.
Section 3 describes in greater detail the motivation behind the work reported in this paper. Section 4 presents an algorithm that performs two types of integration. First, it interleaves coarse-to-fine control of the cameras with the acquisition of coarse-to-fine structural information about the point. Second, it achieves fusion of depth information available from different sources of depth to derive a single accurate estimate. Section 5 gives details of implementation and the experimental results. Section 6 presents concluding remarks.
STEREO, FOCUS, AND VERGENCE AS 3D CUES
The binocular cues of stereo disparity and vergence and the monocular cue of focus have long been recognized as important sources of 3D information. In this section we will be discussing how each of them is used and what its limitations are.
Stereo
Stereo vision concerns the recovery of three dimensional depth from two or more different viewpoints. In this section we will discuss the binocular stereo, assuming that the two images have distinguishing features visible to both viewpoints and the viewpoints are reasonably well separated.
A stereo camera configuration is shown in Figure 1 , in which 0 denotes the angle between the two optic axes i.e., the vergence angle. The 3D coordinate systems of the left and right cameras are related by the transformation Line where s is an arbitrary scale factor. Notationally, (2) is = RALX(h) and is the transformation of the coordinates of a point from reference frame i to reference frame j. A 2D image is digitized and stored in the computer frame memory. Given an object point P = X = (X, Y, Z) in the camera 3D coordinate system XYZO ( XYZ axes with origin Oc) let r = (r, c) denote the row and column number of a pixel in the frame coordinate system rcOF. Using homogeneous coordinates, the transformation from the camera 3D coordinates to the frame coordinates is then r(") FAcX(h), upto a scale factor s.
To obtain depth requires selecting feature points (mostly detected intensity edges) from the two images and matching points belonging to one image with those from the other. The search in the right image for the match of a given pixel in the left image (say rL) can be restricted to a unique line called the epipolar line, determined by the camera geometry. Let rR be the unique match in the right image. Then the coordinates of the corresponding 3D point can be computed from the homogeneous transformation equations for the left and right pixels
rL -C L' r-R when these equations are related by (2).
Accuracy of range estimation from stereo
The accuracy of the computed 3D position is limited by the errors in camera geometry, detected feature locations and matching. We will now discuss the former two types of error which are relatively tractable.
The relationship between the errors in stereo camera geometry and the estimated range has been widely investigated [18, 20] . Because of the discrete nature of the image plane and frame memory coordinates, point projections can be expressed in terms of pixels only. This quantization affects the coordinate values by a maximum of If & = Lrqnj + ri0 denotes the uncertainty in pixel coordinates due to quantization and feature localization then the discrepancy between the location of a 3D point computed from
1C -'R and that from (3) is the error due to the stereo model.
Focus
To estimate depth from focus, the distance between the lens center and the image plane of a camera system is varied to register a sharp image of an object point. The distance yielding the sharpest image depends on the depth of the object point and can be used to estimate the depth. Focus is an attractive source of depth because it does not require a solution to the feature correspondence problem.
The cone of light rays emanating from an arbitrary point object is brought to focus at a point in the image plane by an ideal lens. For a lens embedded in a uniform medium, the lens equation relating the distance tt of an object point on the optic axis of the lens to the distance v of the corresponding image point is
tLv I
where I is the focal length of the lens. For such a point, the object distance can be computed using the above equation if v and I are known. The distance v is changed by adjusting the focus setting (denoted by p). This directly affects the degree of image blur for objects in the field of view. The distance v is linearly related to p; the exact relation between u and p is determined empirically. An object point which is not in focus is imaged as an ellipse (for an object point on the optic axis, the projection is a circle known as the blur circle) , which is the intersection of the cone of light rays and the image plane 
V0
tLo\tL-fJ
The blur circle increases as the distance offset u -uo from the focused point increases. The intensity within the blur circle is non-uniform, diminishing towards the edge of the circle. It approaches a relatively constant value when large amount of defocusing is present. If the magnitude of the intensity distribution within the circle is modeled by a 2D Gaussian then the spread parameter tr of the Gaussian signifies the degree of optical blurring of the defocused point. The parameter o and the diameter of the blur circle are related by o-1=kD, k>O (7) where the constant of proportionality, k, is a characteristic of the imaging system. Thus o is proportional to the focal length, aperture and the distance of the defocused point from the focused point.
Accuracy of range estimation from focus
The optimum focus setting is usually identified by some criterion function that measures the high-frequency content and assumes maximum value when the image is in sharpest focus. It would be desirable that the peak of the measure function be sharp, repeatable under different imaging conditions and yield the true focus setting. The peak may be poorly localized for several reasons. A change in illumination level or sensor noise can cause a shift in the location of the peak. Changes in image magnification that accompany focus adjustment may lead to multiple peaks. Poor localization leads to inaccuracies in depth estimates. A lack of image detail can cause the peak to be nearly fiat. Shorter focal lengths, smaller apertures, and greater object distances can also cause the peak to be flatter. The flatness of the peak is measured by the depth offield of the lens.
Let us assume that for any image the differences in sharpness cannot be distinguished for blur circles with diameter smaller than C, referred to as the circles of confusion. For a given location of the image plane v0, corresponding to object distance u0, the projections of all objects located in the interval [u2, U1] appear equally sharp. This interval is the depth of field. The expressions for the near and far extremes of the depth of field are derived from (6):
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The depth of field is
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Vergence
Vergence mechanism is necessary for a stereo-camera system to direct both the cameras at the same world point.
Once the cameras have verged on to a point it is possible to compute the 3D location of the point from the knowledge of the vergence angle.
Vergence is a special case of stereo in the sense that it can provide 3D information about one particular point in the visual field viz., the point where the optic axes of the two cameras intersect. Referring to Figure 1 this point is R which is also known as the point of vergence. When the point of vergence lies on some physical surface it is referred to as the point offixalion. Following Figure 1 , R projects at the center of each image plane; it is therefore represented as x = 0 in image coordinates and r = (ro, co) in frame coordinates. The 3D coordinates of R are obtained by the following substitutions: rL = (roL, COL) and rR = (roR, COR), in (3).
The fundamental problem in using vergence as a depth cue is to ensure that the two cameras are in fact aimed at the same 3D point. A common approach to this problem is to estimate the disparity between the left and right image centers and to use vergence movements to null out this disparity [15] . Another approach is to shift one image with respect to the other until the overlapping regions are most similar. This later approach is known as translational image registration. The most commonly employed similarity criterion functions are minimumdistance and cross-correlation. In the cross-correlation approach the following similarity measure is maximized: d(s,t)= ffIL(XY)IR(X+SY+t)dXdY (10) where 'L and JR are the left and right images, and s and t are offset of the right image with respect to the left along the x-and y-directions. The integration is performed over some selected window.
Accuracy of range estimation from vergence
The method of translational registration works best when the cameras are oriented such that the same scene area approximately projects at the two image centers. Otherwise, the sample windows used for comparison need to be selected carefully. If the sample windows are too large they are likely to contain objects at different depths, in which case occlusion may prevent fixation of scene points and results may be ambiguous. On the other hand, if the windows are too small, two problems may arise. First, they may not contain enough detail to provide adequate basis for similarity comparison. Second, they may not overlap at all, in which case no criterion function evaluation will be meaningful. For close-range applications, registration methods can fail when the surface gradient is sufficiently large relative to the image planes.
Given that the two image centers are correctly aligned such that the computation of depth of the fixation point is possible, the accuracy of the vergence-based position estimate is limited by the precision of the imaging system in setting up the correct vergence angles to aim at the fixation point. The error in the vergence can be estimated from the difference between the depth computed by backprojecting the left and right features that are matched by the registration process and the depth of the fixation point at which the two optic axes actually intersect after aiming the cameras at the backprojected point.
MOTIVATION
The estimation of the 3D location of a point may be possible with any one of the passive visual cues of stereo disparity, focus or vergence, operating independently. However, each of these visual processes has its own requirements and restrictions. The accuracy of depth estimates from focus is limited by the depth of field effect of the lens which increases as object distance increases, as the aperture diameter decreases, and as the focal length is reduced. Besides, the search for the best focus setting to register the sharpest image of an object point is slow because of the large range of axis settings that needs to be examined. The process of range estimation from stereo disparity is most robust and least complex only when an estimate of the disparity value for the object point is available. Further, since the stereo analysis depends on the locations of features and their correspondences, it is necessary that the features appear sharp and well localized. Features are sharp only for objects within the depth of field of the lens. It is required that the optic axes of two verging cameras intersect at an object point in order to compute the depth of that point from vergence. To fulfill this requirement the object point must be visible to both cameras. The translational image registration method to align the two image centers as described above cannot guarantee a correct or unique result. Failures are likely when the surface gradient near the object point is sufficiently large relative to the image planes, or when the image contains periodic patterns or insufficient details.
In the active vision paradigm the method of position estimation of a 3D point is one of fovea1zon that brings the point into attention of the visual system at a high resolution. As mentioned above, none of the visual depth cues can reliably extract structural information if used alone. However, the strengths and shortcomings of these cues are mutually complementary. Therefore, a cooperation between them may overcome many of their individual shortcomings. An active control of the imaging parameters makes such a cooperative integration possible. The foveation (or fixation) of a scene point is attempted using the largest available focal length to provide the highest resolution and to maximally exploit the focus cue. Since the search for the best focus axis setting must be initiated at the smallest axis setting for each new object point, the large focal length of the lens causes significant blurring of any defocused point at the onset of the search process. The defocused images from the two cameras may be stereo analyzed to obtain a coarse depth estimate for the center of one of the cameras (say left). This coarse estimate may be used to set up the approximate vergence angle of the two cameras and to predict the best focus setting. As image planes are reconfigured for this axis setting intermediate images are obtained with decreasing blur which may be continuously stereo analyzed to improve the estimate for the object point. In this process, the computational blurring operation is replaced by instantaneous optical blurring. The number of stereo pairs acquired before fixation is achieved would depend on the amount of image plane configuration required; the larger the amount ofthis reconfiguration, the greater would be the opportunity to acquire intermediate resolution images. At the end of the fixation process a reliable depth estimate of the fixated point is obtained from each of the different cues.
The use of stereo, focus and vergence processes motivates fusion of depth information from all of them, thus improving the accuracy of the final estimate. Stereo-based estimates have errors determined by the feature location and quantization errors. The focus-based depth estimates on the other hand suffer from the depth of field effect of the lens. Finally, the accuracy of the vergence-based estimate is limited by the angular quantization of the camera positioners. Using the uncertainty characteristics of each of these sources that are discussed in Section 2, the estimates may be combined using an optimal estimator.
ALGORITHM
In this section we describe an algorithm to achieve the desired integration of the processes of stereopsis, camera focusing and camera vergence in fixating a 3D point on the surface of a physical object, followed by the fusion of depth estimates from these different visual cues in estimating the position of the point. We assume that the direction of gaze for the cameras or the direction in which the target object point lies, is specified initially. A stereo camera system can be attended to a selected part of the scene by executing a sequence of controlled movements that are learned and generated based on an explicit model for such sequences [16] or by obtaining coarse structural information about the selected scene area [8] . The availability of the gaze direction allows the selection of camera orientations such that the target point, though defocused, is visible to both viewpoints. Additionally, we assume that one of the cameras, the left, is the dominant one and the target point projects at its image center.
Integration of Depth Cues in Fixation
In order to fixate the object point, the point has to be brought into sharp focus using the largest available focal length, frriax, for the lens and the stereo cameras have to be oriented such that the estimated point projection falls at the center of each image. Initially, the depth of the point in the 3D world is unknown, therefore the search for the best focus axis setting has to be initiated at the smallest available axis setting, P1 . The selection of the large focal length causes significant blurring of the corresponding image point. The magnitude of the image blur°L is, however, unknown at this stage because of the unknown depth of the scene point. We define the window of fi xalion as a w x w window centered at the image center of each camera within which the focus criterion function is evaluated. The defocused window of fixation in the left image is subsampled coarsely using an H1 x H1 grid, where H denotes the resolution of the window of fixation at the ith stage (Uif = ) during reconfiguration. The, defocused right image is also subsampled using the same H1 x H1 grid. Features are detected in the subsampled left window offixation and the right image using the Nevatia-Babu line extraction algorithm [14] . These features are matched using the stereo geometry of the current camera configuration, and a surface patch is fit to the resulting 3D points. A coarse depth estimate, Z, of the scene point that is projected at the left image center is interpolated from this patch. This depth estimate is now used to compute A fz_z1\ =kD=k maf) (11) where Zj1 = u1 is the object distance corresponding to Pi.
Once a depth estimate for the target point has been obtained the cameras can be reoriented such that the two optic axes actually intersect at this estimated 3D point. Since the depth estimate is only approximate the two image centers may not contain the projection of the same surface point. A coarse vergence registration to find the offset for the right window of fixation that has the best similarity with the window of fixation in the left image is performed next. It uses a w x subimage of the full-resolution right image around the right image center to evaluate the similarity criterion function which is a normalized version of (10) The surface estimates derived from an image pair at any stage during camera reconfiguration serve as coarse estimates for surface reconstruction from later images acquired with smaller olf . The improved estimate Z+1 of the target point aims the cameras at the point with increasing precision. This process of coarse-to-fine image acquisition and depth estimation from stereo interleaved with vergence registration is continued till Lio reaches a lower bound on zo , L1OT , which corresponds to the smallest error in stereo disparity that can be determined experimentally, viz., error of one pixel. Beyond this stage only coarse-to-fine image acquisition is continued until Ulf = 0, when the cameras are approximately focused. The final focus axis setting is Pm. These focused images are stereo analyzed using the finest resolution grid. At this stage reliable depth estimates of the target point are obtained from stereo (Z3) and vergence (Zr) using the final camera configuration.
In order to focus the cameras accurately, the depth estimate Z8 of the target point is used to establish an interval of focus axis settings [plm,p2m] symmetric about Pm (Pim < Pm and P2m > Pm). This interval is finely quantized and searched for a peak of the focus criterion function evaluated over the window of fixation in each image. The best focus axis settings P1 and Pr corresponding to the peaks in the left and right images, respectively, yield focus-based depth estimates ZIL and ZIR for the target point. This completes the fixation of the point and the integration of the processes of stereo, focus and vergence.
Fusion of Depth Estimates
We first describe an error model associated with each observation process and a model for combining these observations. To begin with, let us assume that each estimate Z is the observed value of a random variable z that has a Gaussian distribution N(Z, of), where Z is the true depth of the fixation point and o = E[(z2 -Thus the variance o is proportional to the observation error L = IZ -Z. Let z = {z1, z2, . . . , ZN] be an N-dimensional random vector whose elements are statistically independent. We model the fusion problem as one of esIirnaing the parameter Z from the observations Z = {Z}T. We also assume that the probability density for the mapping from parameter space to observation space is
The covariance matrix A is a diagonal matrix whose elements are u2. Since Z is no a random variable an unbiased estimate for it is the maximum likelzhood eszmaie ZMLE, at which the likelihoodfundion lnp(ZIZ) is a maximum. Thus ôlnp(ZZ) =0. (14) az _ z___ MLE Substituting p(ZIZ) from (13) we obtain,
Fusion of stereo and focus data using this model has also been reported in [12] .
Here, the four depth estimates Z , Z, , ZIL and ZJR are the observed values of the random variables 
IMPLEMENTATIONS AND RESULTS
In this section we present details and results of implementing our position estimation algorithm on a dynamic imaging system. The system consists of two Cohu 4815 CCD cameras mounted on a stereo platform and equipped with Vicon V17.5-105M motorized zoom lenses. High-precision stepper-motor rotitional units are used to control independent pan, tilt and vergence angles. The imaging system is controlled by a Sun Microsystems 3/160 workstation. 
Implementation Details
For the left and the right cameras focal lengths (calibrated) of fmax 105.4 flfffl and 101.0 mm are used in the fixation process. The smallest resolution used in the coarse-to-fine stereo reconstruction of the target area is H1 = 64 and the window of fixation is w x w = 48 x 48. It is experimentally observed that an increment of LOT 3 leads to a maximum of one pixel increase in stereo disparity error. Empirically, the relation between object distance tL and focus setting p is determined to be u = f(ap + b + f)/(ap + b) for a zoom setting f. The calibrated parameters of this expression for full zoom are a = -6.08E -07 and b = 0.009 (left camera), and a = -5.2E -07 and b = 0.008 (right camera). The circle of confusion is experimentally determined to be 2 pixels of the CCD imaging array. The relation between the diameter D of the blur circle and the spread parameter oi of the Gaussian associated with lens defocusing is experimentally found to be o = kD + ro . The calibrated values of k and OO are 0.5 and 0.67, respectively. A threshold of X1, = 1.96 for an a = 0.05 significance level is used to test the pairwise consistency of data.
Experimental Results
The dynamic imaging system is coarsely aimed at a coke can. The 3D coordinates (hand-measured) of a point on the can that is projected at the center of the left image are (X, Y, Z) = (0.584, 0.343, 1.816). The coordinate values are all in meters and expressed in a reference world coordinate system. The initial stereo images in which the target point is defocused are shown in Once the image planes are reconfigured to approximately focus the target (aif = 0) using the finest stereo estimate and the cameras are aimed at the target, finer adjustments of the image planes are performed to exactly focus the target and to complete the fixation process. The results of this finer focusing are included in the next table. At the completion of the fixation process, depth estimates are obtained from stereo, focus and vergence. These estimates are pairwise compared using (16) and are all accepted, thus indicating the success of the integration method. The estimates are then fused using (17) the results of which are tabulated. The final estimated position of the fixation point is (k, ', 2) = (0.583, 0.344, 1.815).
SUMMARY
In this paper we have described an approach to 3D location estimation of an arbitrary point using the passive depth cues of camera focus, camera vergence and stereo disparity. We have argued that any one of these cues is inadequate for the given task, and a mutual cooperation among the cues is more appropriate. We have stated that within the active vision paradigm the task of position estimation of a 3D point is best realized as a process of fixation in which the imaging parameters are dynamically controlled to bring the point into focus and to aim the cameras at it. Our implementation of the fixation process incorporates the integration of the cues of stereo, focus and vergence. Additionally, our algorithm combines the estimates from these different cues into a single estimate. Experimental results demonstrate how a dynamic imaging system is used in our implementation to fixate an object. Further speedup of our simplistic yet robust algorithm is possible with special-purpose hardware to compute the focus and vergence criterion functions and to detect features for stereo.
