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A semi-infinite transportation dual-program pair is specified which involves 
general pairings of linear spaces stemming from an infinite number of destination 
requirements, but where in the primal program least-cost flows of goods are sought 
from only a finite number of origins to these destinations. Building on the work of 
M. J. Todd [Solving the generalized market area problem, Management Sci. 24 
(1978), 1549-15541 a finite-dimensional dual unconstrained concave program is 
developed for the primal semi-infinite program but without certain measure- 
theoretic restrictions on the cost functions themselves. 
Optimality conditions for the dual-program pair are specified involving 
generalized column number conditions which parellel but extend those of the 
classical finite-dimensional transportation problem. 
1. INTRODUCTION 
The generalized market area problem studied by Corley and Roberts [2], 
Lowe and Hurter [7], and Todd [9] is an infinite-dimensional optimization 
problem. A key task is to determine a least-cost flow of goods from each of a 
finite number n of origins having fixed supplies to an infinite number of 
destinations whose requirements are represented by a non-negative measure 
on some space. In the papers above, the authors have employed Jordan or 
Lebesgue measures on compact sets in a finite-dimensional space with supply 
policies required to be continuous almost everywhere. 
In Todd [9] the essential idea is to solve the given infinite market area 
* This research was partially supported by National Science Foundation Grant 
NSF ENG7%25488 with Carnegie-Mellon University. 
555 
0022.247x/sz/oao55s-I 1fo2mio 
Copyright @ 1982 by Academic press. Inc. 
All rights of reproduction in any form reserved. 
556 KORTANEKANDYAMASAKI 
problem by solving a dual problem which is an ordinary unconstrained 
finite-dimensional convex-minimization problem. In order to accomplish this 
certain measure-theoretic restrictions were placed on the cost functions so 
that the integrations required in forming the dual program could be per- 
formed. 
In this paper we shall consider the semi-infinite transportation problem 
under more generality. We shall pursue the idea of Todd by also developing 
a finite-dimensional dual-unconstrained concave program to the given semi- 
infinite program, but we do not require Todd’s measure-theoretic assumption 
on the cost functions. In fact. when the destination space is a finite set, then 
the row and column number method for solving the classical transportation 
problem shows that such measure-theoretic restrictions never hold. 
Our approach employs infinite linear programming results of Fan [3], 
Kretschmer [6], and Nakamura and Yamasaki [8]. We obtain a perfect 
duality theorem stating that the semi-infinite transportation problem and its 
dual unconstrained concave program have optimal solutions with equal 
values. As a corollary, optimality conditions are given which involve row 
number and generalized column number conditions which parallel those of 
the classical finite-dimensional problem. 
2. PROBLEM SETTING 
The classical transportation problem may be expressed as determining the 
minimum value of 
(2.1) 
subject to the conditions that xii are non-negative, 
6 
,e, 
xij = a, (i = I,.... n), P-2) 
n 
s xii = bj 
i=l 
(j = l,..., m). (2.3) 
It is assumed that cij, ai, and bj are non-negative real numbers and a, and bj 
satisfy 
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The dual problem is to determine the maximum value of 
551 
t aiui + G bjvj 
i=l ,T, 
(2.5) 
subject to the condition that 
ui + vi < cij (i = l,...) n; j = l,...) m). (2.6) 
In this paper we shall be concerned with a semi-infinite transportation 
problem with m = co and its dual problem. More precisely, let X and Y be 
real linear spaces which are in duality with respect to the bilinear functional 
(( , )I. Denote by w(X, y)(@, Y), resp.) the weak (the Mackey, resp.) 
topology on X, by R the set of all real numbers and by R + the set of non- 
negative numbers. Let P be a w(X, Y)-closed convex cone in X and Pt be 
the dual cone of P, i.e., P+ = ( y E Y; ((x, y)) > 0 for all x E P). 
Given { yi”, yj”; i = l,..., n) c Pt, (a,; i = l,..., n) c Rt and x0 E P, we 
shall define a semi-infinite transportation problem as follows: 
Find M = inf 
I 
e ((xi, ~1”)); (xi ,..., x,,) E S 1, (SITP) 
i=l 
where S is the set of all (x, ,..., x,,) such that 
xi E P and ((xi, Yi”)) = ai 
<- 
iY1 
xi=xo. 
It is assumed that 
a, > 0 and ((x09 Yl”)) > 0 
5 a,/((x,, yi”)) = 1. 
i E- 1 
for each i. (2.7) 
(2.8) 
for each i, (2.9) 
(2.10) 
In the case where X = Y = Rm, P = P+ = (R +)m (the non-negative orthant 
of Rm) and yi” = 1 (the m vector with all components equal to 1) for each i, 
(SITP) is reduced to the finite-transportation problem (l.l), (1.2), and (1.3). 
In order to obtain the dual problem of (SITP) by means of the duality 
theory due to Kretschmer [6], let us define a linear transformation A from 
X” into Z=XXR” by 
409%X/2 16 
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Observe that X” and Y” are in duality with respect to the bilinear functional 
(( , I), defined by 
i=l 
and that Z and W = Y x R” are in duality with respect to the bilinear 
functional (( , ))z defined by 
By taking y, = (y\” ,..., yr’), z. = (x0, a, ,..., a,), and Q = ((0, 0 ,..., O)}, we 
see that (SITP) is expressed as the program (A, P”, Q, yo, zo) in [6]. The 
adjoint A * of A is given by 
A *( y, f, ,.... r,) = ( y + t, y’I” ,.... y + fn 4’;‘). 
Since (P”)’ = (P+)” and Qt = YX R”, the dual program 
(A *, Q+, -(Pt )“, -zo, yo) can be written as follows: 
Find M* = sup 
I 
((x0, y)) + c aili; (y, t ,,..., t,) E S* 
i:l (DSITP) 
where S* is the set of all (v, t, ,..., t,) E Y x R” such that 
for each i. 
(0) 
.t’i -y - fi.J’;” E p+ (2.11) 
Since J+” E P+, (0,O ,..., 0) E S*. Taking Xi = aixo/((xo, yj”)) for each i. 
we see by (2.9) and (2.10) that (X ,,..., Z,,) E S. Thus we have 0 GM* < 
M< al. 
Let us put 
H = ((Ax, r + ((x, yo)),); x E P”, r E R + }. 
We have by a general duality theorem [6; Theorem 31: 
THEOREM 1. Zf H is w(Z x R, W x R)-closed, then M = M* holds and 
there exists an optimal solufion of (SITP). 
In this paper, we shall study suffkient conditions which assure the 
w(Z x R, W x R)-closedness of H or the existence of optimal solutions of 
(DSITP). 
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3. THE w(Z x R, W x R)-CLOSEDNESS OF H 
By [6; Corollary 3.11, we have 
THEOREM 2. Assume that the s( Y, X)-interior (P’)j of P+ is nonempty 
and that there exists t, E R such that yj”’ - to y;” E (P’ )j for each j. Then 
H is closed. 
Proof Let w. = (0, to,..., to) E W. Then y. - A*w, E ((P’)“)‘. 
By [8; Theorem 3.11, we have 
THEOREM 3. Assume that P is locally compact. Then H is 
w(Z x R, W x R)-closed if the following condition (F) is ful$lled: 
(F) xi E P, ((x,, yj”‘)) = 0 and ((xi, yj”)) = 0 (i = l,..., n) imply 
x, = . . . =x,=0. 
For later use, we recall the definition of a vector lattice. In case 
Pn (-P) = {O}, we define the partial ordering > by P, i.e., x > 0 if and only 
if x E P. We say that X is a vector lattice with the partial ordering if, for 
each x,, x2 E X, the least upper bound max(x,, x2} and the greatest lower 
bound min(x, , x2) of (x,, x2} exist in X. We say that X is a normed-vector 
lattice with the norm ]]x]] and the partial ordering if it is a vector lattice and 
if lx,] <]xz] implies ]]x,]I < ]]x2]], where (xl =max(x,-x). If a normed- 
vector space X is a Banach space, then X is said to be a Banach lattice. 
THEOREM 4. Assume that X is a reflexive Banach lattice with the norm 
]]x]] and the partial ordering > defined by P and that Y is the strong dual of 
X. Then H is w(Z x R, W x R)-closed. 
Proof By [ 1; p. 67, Proposition 41, it suffices to show that H is closed in 
Z x R with respect to the topology defined by the norm ]l(z, r)ll = 
Il(x, r ,,..., r,,, r)]l = []]x]l’ + C;=, rf + r2]1’2. Let {(AX(~), rCk’ + ((xCk’, yo)),)) 
(X(k) E P, r’k) E R ‘) be a sequence in H which converges to (z, r) = 
r) E Z x R. Since 0 < xjk) < r:= , xik’, we have ]]x!~‘]] < 
f~~l,~jkli. F rom IIC:=, ~~~‘-x]l--+O as k+ co, it follows that {]]x$‘]I} is 
bounded for each j. Since X is a reflexive Banach space, we can find a 
w(X, Y)-convergent subsequence of fxjk’j for each j. Denote it again by 
(x1”‘} and let 4 be the limit. Then we have X = (2 ,,..., X,) E P”, 
rj = /Al, ((xj”‘, yj”)) = ((xi, yj”)), 
r= lim 
k-cc 
rck’ + C ((Xik), yi”)) = F+ 
,r, I i=l 
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with 7= lim,,, rtk) ER+. For anyyE Y, we have 
and hence x = Cy=, ft. Therefore, (z, r) = (AX, F + ((X, yO)),) belongs to H. 
This completes the proof. 
4. EXISTENCE OF AN OPTIMAL SOLUTION OF (DSITP) 
We shall be concerned with the existence of an optimal solution of 
(DSITP) under the assumptions that Y is a vector lattice with respect to the 
partial ordering defined by P+ and yj” = y”’ E P+ for all i. 
For u = (t , ,..., fn) E R”, let us put 
y, = min{ yj” - ti y”‘; i = I,..., n), 
f-(u) = i a,[, + ((x0, Yo)). 
i=l 
We have 
LEMMA 1. M* = sup{F(u); u E R”}. 
Proof: Put M,* = sup{F(u); u E R”}. For any u = (t ,,..., t,), we have 
Y, < YIO’ - t, Y (‘) for each i, so that ( yU, t, ,..., t,) E S* and F(U) GM*, and 
hence M: GM*. On the other hand, for any (y, t, ,..., t,) E S*, we have 
yj” - ti y”’ > y for each i, so that y, > y and ((x0, y,)) > ((x0, y)). Thus we 
have 
5 aif! + ((xO, Y)) GF(U) < M:v 
and hence 
Let us put 
i=l 
To = 
I 
u = (t, ,..., tn) E R”; e ci = 0 . 
i=l I 
Then we have 
LEMMA 2. M* = sup(l;(u); u E To}. 
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ProoJ Let u = (t , ,..., t,) E R” and C;=, ti = t, # 0. Define U’ = (t; ,..., t;) 
by t; = ti - to/n for each i. Then u’ E TO and 
y, < yyJ’ - ti y”’ = yjO’ - t; y”’ - (to/n) y”’ 
for each i, so that y, < yU, - (to/n) y’“. We have 
F(“‘) = 2 ai(fi - 10ln) + ((xO, Vu,)) 
i=l 
> i aili - 5 ai fOln + ((xOv Y,)) + (fO/n)((xO, Y”‘)) 
i=l ( 1 i=l 
= t aifj + ((X0, Y,)) = F(u), 
i=l 
since ((x0, y”‘)) = ,Yy=, ai by (2.10). 
Now let us put 
a, = min{a,; i = l,..., n}, 
Y ‘O’ = max{ yj”; i = l,..., n}, 
T, = {u = (1, ,..., t,) E To ; 
ti < ((x0, y’O’))/ao for each i). 
We have 
LEMMA 3. M* = sup (F(u); 1.4 E T, }. 
Proof: Since M* > 0, it suffices to show that F(u) < 0 for all u E To 
such that u 6! T,. Let u = (tl ,..., r,) E To and u @ T, and put 
t = max(li; i = I,..., n). Then t > ((x0, y’“‘))/ao and 
)‘” < yy - ti y"' < y'0' - Ii y(” 
for each i, so that y, < y”’ - ty”‘. Thus we have 
F(u) = 5 aifi + (Cx03 Yu>> 
i=l 
Q F Uiti + ((xO9 y(O))) - t((xOV Y”‘)) 
i=, 
= 2 ai(li - t) + ((X0, y(O))) 
i=l 
< --na,t + ((x0, y(O))) < 0. 
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Remark. The set T, is bounded. In fact, let u = (t, ,..., t,) E T, . Then 
-ti = x tj ( (fl - l)((Xg, y’“‘))/a, 
jti 
for each i. 
LEMMA 4. F(u) is a concave continuous function on R”. 
ProoJ It is easily seen that ((x,, yJ) is a concave function of ZJ E R”. 
Therefore, F(u) is concave on R”. Since F(u) is finite on R”, F(u) is 
continuous on R” by [ 11; Corollary 10.1.11. 
We obtain 
THEOREM 5. Assume that Y is a vector lattice with respect to the 
ordering deJined by P+ and that yj” = y”) E P+ for all i. Then (DSITP) has 
an optimal solution. 
ProoJ: Since T, is compact and F(u) is continuous on T,, there exists 
u^ = (T, )..., j,J E T, such that F(u^) = sup{F(u); u E T,} = M*. Then we see 
that ( ya, t, ,..., i,,) is an optimal solution by the above observation. 
By Theorems 1 and 5, we have 
THEOREM 6. Assume that H is w(Z x R, W x R)-closed, that Y is a 
vector lattice with respect to the ordering defined by Pf and that yj” = 
y”’ E P+ for all i. Then a feasible solution (x,,..., XJ E S of (SITP) is 
optimal if and only if there exists u = (I, ,..., t,) E R” such that 
y!O’-(y +t.y”‘)Ep+ I u I 3 (4.1) 
((xi, Yj”)) = ((Xi, Y” + ti j”“)) for each i. (4.2) 
5. APPLICATIONS 
Application 1 (Semi-inrnite continuous transportation problem) 
Let F be a compact Hausdorff space. Denote by C(F) the set of all real- 
valued continuous functions on F, by Ct (F) the subset of C(F) which 
consists of non-negative functions, by M(F) the set of ‘all real Radon 
measures of any sign on F and by M+(F) the subset of M(F) which consists 
of non-negative measures. 
Given (jj; i = l,..., n}cC+(F), (a,;i= l,...,n}cR+ andpEE’( we 
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define a semi-infinite continuous problem (SICTP) and its dual (DSICTP) as 
follows: 
-fi dvi; (v,,..., (SICTP) 
where S is the set of all (vi,..., v,J such that 
viEM+(F) and Vi(F) = a, for each i, (5.1) 
(5.2) 
It is assumed that 
ai > 0 for each i, 
p(F) = 6 a,. 
iYl 
Find M* = sup 
I- 
I‘fdp + ‘? aili; (fi t ,,..., t,) E S* , 
IT, I 
where S* is the set of all (A t, ,..., t,) E C(F) x R” such that 
(5.3) 
(5.4) 
(DSICTP) 
ftO) + ri G .tXv) on F for each i. (5.5) 
Note that the underlying destination space is F, that the demand density 
and supply policies are non-negative Radon measures, and that the n cost 
functions are non-negative continuous functions over F. 
Taking X=M(F), Y=C(F), P=M+(F), x~=~I~,J$‘)=A,.Y)‘)= 1, and 
((v, h)) = 1. h dv 
for v E M(F) and h E C(F), we see that (SICTP) is a special case of (SITP). 
Since s(C(F), M(F)) is the topology induced by the norm 11 h 11 = max{ 1 h(u)l; 
o E F}, we see that (P’)i = (h E C(F); h(u) > 0 on F} and ~1” - (-1) ~1” = 
fi + 1 E (P’)i. By applying Theorems 1, 2, and 5, we obtain a perfect 
duality theorem for (SICTP) and (DSICTP). By Theorem 6, we have 
THEOREM 7. A feasible solution (v,,..., v,,) E S of (SICTP) is optimal if 
and only if there exists u = (1, ,..., t,) E R * such that 
h(U; ~1) + ti <J(V) on F for each i, (5.6) 
h(u; u) + t, = fi(v> on the support of vi, (5.7) 
where h(u; V) = min(fi(v) - ti; i = l,..., n). 
564 KORTANEK AND YAMASAKI 
Conditions (5.6) and (5.7) are infinite-dimensional versions of the classical 
row and column number duality conditions for optimality. There, row and 
column numbers are chosen to satisfy: given any n-vector U, an infinite 
collection of column numbers is determined by (h(u; 0); u E Ft. 
Application 2 (Semi-inj?nite transportation problem on a Banach space) 
Denote by L,[O, T] (1 < p < co) the space of real functions on [0, ZJ 
whose power p is summable for the Lebesgue measure. It is a Banach space 
with the norm 
llfll = [ jf If(0” dt ] lip. 
Let Ll[O, r] be the subset of L,[O, T] which consists of non-negative 
(almost everywhere with respect to the Lebesgue measure) functions. Let q 
be a positive number such that l/p + l/q = 1. 
Given {fi;i=O ,..., ntcL,+[O,T], {a,; i=l,..., ntcR+ and g,E 
Lz [0, r], we consider the following problem: 
Find A4 = inf 
I 
f ]‘rA(l) gi(t) df; ( g, ,..., g,) E S , 
I 
(5.8) 
i=l-0 
where S is the set of (g, ,..., g,) such that 
gi E Lp’ [OV r] and 1” gi(t)fo(t) dt = ai for each i, (5.9) 
-0 
2 gi=g 
0’ (5.10) 
i=l 
Here we assume that a, > 0 for all i and that 
(.I go(t)fo(t) dt = 2 ai. 
-0 i=l 
(5.11) 
It is easily seen that problem (5.8) is a special case of (SITP). The dual 
problem of (5.8) can be written as follows: 
Find M* = sup 
I 
l.T Jig, dt + k aiti; (fi t,,..., I,) E S* , 
I 
(5.12) 
-0 i= I 
where S* is the set of all (f, t , ,..., 1,) E L,[O, T] x R” such that 
f(t) + ti <h(t) a.e. on (0, T] for each i. (5.13) 
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Note that L,[O, T] is a reflexive Banach lattice with the norm llfll and the 
partial ordering defined by L,‘[O, T]. By applying Theorems 1, 4, and 5, we 
obtain a perfect duality theorem for problem (5.8) and its dual problem 
(5.12). 
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