Variables: the bane of high school
In primary school we do our sums, and these involve much more than just addition: there is also subtraction, multiplication, and long division to be reckoned with. But it is always a numbers game, until a friendly teenager shows us their homework, in which the sums involve letters. Those letters, the nec plus ultra (and near-synonym) of the Humanities, have somehow managed to infiltrate the austere realm of sums, which suddenly appear riddled with occurrences of not only x, y, z, but also a, b, c and perhaps even p, q, r. If anything is clear from this, it is that mathematicians do not seem to be able to make their minds up about where to start the alphabet. 'But how do you know what x is?' we ask, intrigued. 'That's just the thing, no one ever knows and you have to find out', they wail. Pressing the point somewhat, we are informed that x becomes something new every time it is worked out, and you have to start over again. Small wonder our teenage Sisyphus seems angst-ridden.
In a nutshell
The good news is that variables do not really exist. The bad news is that we will still need to use them all the time.
Enter the postman
In many (perhaps even all) contexts, variables behave essentially like an index or cursor, much like an address or a page number in non-mathematical life. The sum 4 + 9 + 16 + 25 might be represented as (1 + i) 2 , thus saving some space (the savings are not all that evident here, but become quite apparent when we have 400 terms instead of 4). The index i here takes on the successive values 1 through 4 to represent each of the four terms. The third term, for instance, is (1 + i) 2 with i = 3, which gives (1 + 3) 2 = 42 = 16. This has much in common with a postman doing the rounds, following a set route and carrying out a prescribed task at each waypoint (index value).
The set whose total we were considering, {4, 9, 16, 25}, could be rendered as {i ∈ {1, 2, 3, 4} : (1 + i) which we read as an instruction: let i range over the set {1, 2, 3, 4}, compute the values of (1 + i) 2 , as i takes on these successive values, and store them in a new set as you go along. This can be seen as a recipe to generate the set {4, 9, 16, 25}. It can also be seen as an algorithm, or a computer program. It all comes to much the same thing.
Solving equations
Now for the dreaded labour of the teenager: solve the equation x + 2 = 7 for its unknown x. Another childhood mystery: why this talk of solving the equation? Is there some sort of spooky connection between maths and white spirit? The etymological idea is that of softening up, loosening, worrying the problem until x comes free (dissolves) and we become able to restate the problem as 'x = …'. Here x is something, the number 5 in fact, and numbers do not vary. So if x is a number, it cannot very well be varying. How is it a variable, then? Things make much more sense when we let x play the role of an index, because indices are rovers that do vary, and we recast the problem as a set specification:
where X is the set that x is supposed to range over. The instruction now is to retain all instances that satisfy the condition represented by the equation. As long as 5 is an element of X (which mathematicians abbreviate as 5 ∈ X), we quickly deduce {x ∈ X : x + 2 = 7} = {x ∈ X : x = 5} = {5}.
If 5 is not in X, which would happen for instance when X = {1, 2, 3, 4}, the last term in the above becomes '... = {}' -that is, the empty set. Another example: the equation 'to be solved' is sin x = 0 but we again decide to regard x as a set index: {x ∈ X : sin x = 0} = {k ∈ {..., −3, −2, −1, 0, 1, 2, 3, ...} : 2kπ}
where, on the right, we switched to an index k that ranges over all integers (of which there are infinitely many). The set X must contain at the very least these 'solutions' ..., −4π, −2π, 0, 2π, 4π, ..., otherwise there can be no equality between the two sets displayed above. In any event, we see that the set specified by 'the equation to be solved' may be empty, or have a unique element, or several elements, and these may be infinite in number.
Eliminating variables
It now seems a bit more clear how 'the unknown' x can be a variable, something that varies. It is not any fixed number, but an index, a ranging rover, in the context of specifying sets. The general format seems to be:
Current Commentary
{x ∈ some set : some condition involving x}.
If we are not too fussed about the specification of 'some set' beyond assuming that it is big enough to contain the set we are trying to specify, we could just write {x : some condition involving x} and let the 'home set' that x is ranging over be implicitly understood. Actually, blithely assuming that a set is sufficiently capacious to contain whatever will prove to be of interest is risky business, as pernicious paradoxes may slip past us -but that is a story for another day. Since the relevant condition involves x, how could we possibly dispense with x? Take for instance, {x : 3x = x 3 }.
Can we describe this set without using x? Well, we could just write to denote the same set, but we are looking for something that will also work when the set of solutions is not all that easy to work out or state in explicit terms. We could describe the set using words alone: 'all numbers such that they give the same result when trebled as when cubed'. This seems like a cheap trick until it dawns on us that this stratagem will always work, provided that we are willing to put up with cumbersome, tortured verbiage.
Treating sets as zero-place predicates
We should allow two or more variables to enter the fray. For instance, we would describe a set of ordered triplets of values by means of the following format:
{(x, y, z) : some condition involving x, y, and z}.
Instead of the vague phrase 'condition involving', logicians use the more dignified term predicate. Some condition involving x, y, and z could thus become Pxyz for some as yet unspecified predicate P. Since there are three slots for letters following the P here, it is called a three-place predicate. Here the number of places equals the number of variables, but that need not be the case. For instance, we might be working with a seven-place predicate Q, with the condition reading Qxxyzxyz and only three variables in play.
To eliminate explicit mention of variables from the above set description, the predicate Q is first modified to a predicate Q ¿ where Qxxyzxyz = Q ¿ xxyzxzy; the symbol '¿' refers to an inversion where the last place becomes the penultimate place, and the penultimate the last, and accordingly we have swapped the occurrences of z and y in the final two places. Next, we have Q
xyzxzyx where '!' refers to an inversion where the first place becomes the last place, and all other places move over one position to the left; accordingly, we have moved the occurrence of x in first place to the final place. Proceeding in this manner, we can construct a predicate Q ¿!!!!!!¿!!¿!¿!!! with the following pleasant property:
in which the variables occupying the various places are nicely segregated. The extended string of predicate modifiers (that appears here in superscripted position) merely represents a permutation of places into a more tractable order. It can be shown that any desired permutation can be accomplished using just these two, ¿ and !. We now need another way to modify a predicate: one that replaces the last two places, when occupied by the same variable, by a single place. This will be indicated by the symbol 'ρ' and so we have Q
Next, we need a 'set abstraction' notation that turns {x : Px} into the predicate P o (a 'zero-place' or 'no-place' predicate) and more generally an n-place predicate into an (n − 1)-place predicate, e.g. {(x, y) : Ryyx} into {y : R o yy}. For this to work, the x must occur solely in the last place of the starting predicate (which is here R). When we interpret the innocent-seeming symbol o, we see that it stands for the postman's range-and-collect programme of work. So for every particular y-value (somewhere in its range), an index or variable x is temporarily resurrected to range over its appropriate set to collect all values of x for which Ryyx is the case; and these results are aggregated for each y-value in turn.
Any explicit calculation running through lists requires the use of some sort of cursor, aka index, aka variable; mathematicians call this a dummy variable because it can be discarded once the desired object has been constructed. In our discussion, the desired objects have all been sets, but mathematicians find many other uses for dummies. Logicians call these kinds of variables bound variables because they work within some delimiting context. Our original set of ordered triples now becomes a set of ordered pairs:
{ ( where we needed a pair of ρs to reduce the final three places to a single one. We see, first, that variables can be dispensed with; second, that the predicates required are nearly impossible to parse for humans (a computer would unwrap the meaning of the zero-place predicate above without any trouble); and third, that variables are therefore a device of considerable convenience. Nonetheless, sets can be construed as zero-place predicates that can be derived from general predicates having any number of places. There is no logical need for variables, but effective computation often calls for them.
Mathematical relations
The gain for the logician is that there is no 'ontological requirement' for variables: all that is needed to describe any theory whatsoever, mathematical or otherwise, is purely predicates and the four modifiers ¿, !, ρ, and o (actually, one or two more are needed, as we will see below). And yet variables continue to be the mathematician's stock in trade. Has the good news failed to reach them as yet? If Sxy means that y is the square of x, we bind these variables as ordered pairs to form a set, as follows:
{(x, y) : Sxy} as before. For the logician, this is condensed into S oo , as we have seen. The mathematician, on the other hand, will usually want to go in the other direction and be more explicit:
These are all just different ways of talking about the same set; there is no right or wrong. Another way of thinking about this set is to regard the ordered pair (x, y) as co-ordinates of a point in the plane; the set then becomes a set of points in the plane (a locus; in this case a nice smooth parabola). The unit circle could be similarly represented as {(x, y) :
which differs from the parabola example in that we run into a slight technical difficulty if we wished to render the condition in the form 'y = ...'. Restricting ourselves to cases where this problem does not arise, we tentatively conclude that the ordered pair examples can all be written in the form {(x, y) :
where the function 'f(·)' stands for some formula of interest. The context '{(x, y) : y = ...}' will always look exactly the same, so there is little point in writing out the whole thing every single time. Better to cut straight to the chase and just write f(x), taking the rest to be tacitly understood. Since we have not specified, f(·) could still stand for the operation of taking the square, equally well represented by a two-place predicate or a one-argument function. The floating dot indicates the 'slot' where we insert the variable value to obtain a new value. For instance, insert a 3 into the single-argument function 'squaring' and obtain 9. This slot-machine metaphor allows us to make sense of the symbol f(·) even when the formula we imagine it to stand for is not actually available in explicit form; we just treat it as a black box that accepts numbers and spews out a number for each number you put in. Incidentally, a two-argument function would look like this: f(·, ·) with two 'slots'. It will output a number for each ordered pair of numbers you put in. We perceive that, although they are not the same kind of construct, very similar roles are played by logicians' predicates and the mathematicians' functions (more generally: relations, in cases where writing 'y = ...' is not immediately straightforward). They are both 'slot machines'. The logician's predicate allows for ontological reduction, whereas the mathematician focuses on relationships between the variables. All the things they want to do with squaring (as well as with sundry other mathematical relations) can simply not be achieved with monolithic zero-place predicates like S oo .
Maths and the real world
When mathematics is applied to real-world problems, variables stand for quantities of interest, often ones that can be observed, such as temperature, pH, body weight, irradiance, and so on. This being so, the applied mathematician is understandably loath to part ways with variables. Quite often, raw observational data have to be transformed into a different bunch of numbers that allow scientists to draw conclusions about natural processes. So if x i stands for the value of the ith data point, its intuitive meaning is 'whatever it was that was observed' (in the instance labelled i), and it is in this guise that variables take centre stage again.
The pronoun game
Expressions of the genre 'whatever' and 'thingamadoo' are familiar to the grammarian as pronouns: a pronominal position is to a sentence what an argumentplace is to a predicate. This can be seen from the following sequence of notation evolving: and ' 2 ' is an attempt to bring out the connection between pronouns and argument places. These boxes are where the pronouns go in normal, natural language. The handy subscripts that resolve ambiguity are sadly lacking in everyday speech: the listener has to guess to which of an uncertain number of dramatis personae we are referring in 'she got involved when she cheated on her and she went for her savings' (whose savings were at risk?). Inflection is often used to serve the purpose of the subscripts: 'I did not mean her!'.
Pop quiz, hot shot!
Show that M oo = M ¿oo = M ¿¿oo = M ¿¿¿oo = ···.
Put a ring on it
We mentioned earlier that the logicians were not quite done yet. All the persons to whom Riley is married are assembled in a set M o r. The set consisting of all the spouses of y is denoted M o y, and this will generally be a different set for different values of y. We may have been trying to explain away variables, but they bite back and we now find that sets themselves can be redolent of variables. In terms of our algorithmic postman-metaphor, the superscript 'o' in 'M o y' means that all x-values have been tested for spousehood of y, and any or all that were so, have been retained.
Current Commentary
The number of elements in a set is often denoted by putting vertical strokes to the left and the right of the symbol standing for the set. where S is the one-place predicate that asserts of its 'place occupant' that he or she is single. Moreover, if Ly means that y is a lady, we let (S × L)yy mean that y is single and that y is a lady. Then (S × L) ρo is the zero-place predicate that means 'all the single ladies'.
We have now encountered five predicate modifiers, to wit, ¿, !, ρ, o, and ×, which can be put to use to eliminate variables in favour of (admittedly rather forbidding) zero-place predicates. From a logical point of view, we need one more; since we already have conjunction, we take negation, expressed by the symbol '¬'. For instance, if Dy means that y is depressed, then (S × L × ¬D) ρρo is the zero-place predicate that means 'all the happy single ladies'.
Further reading
W.V. Quine (1960) Variables explained away. Proc. Amer. Philos. Soc., 104, 343-347. Quine presents the modifiers that reduce all predicates to zero-place predicates. His derelativisation Der P corresponds to my |P o | > 0, so my 'o' is slightly more bare bones, which better serves the purpose of explaining why variables are still with us, despite having been explained away by Quine. But I have to countenance naïve set theory whereas Quine's Der leaves the matter at existential quantification, so he can have a universe consisting of nothing but predicates.
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