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Abstract 
This dissertation was written as part of the MSc in e-Business and Digital Marketing at 
the International Hellenic University, aiming to study the effectiveness of automatic 
recommendations in e-shop webpages from the point of view of the consumers. The 
recommendation system is one of the most used techniques in e-shops to improve 
customers’ experience on the one hand and to increase their conversion rate, and 
encourage upselling on the other hand. While visitors are searching/browsing for 
specific items/products, an automatic recommendation engine displays 
recommendations of more products, proposed either as alternatives or opportunities 
for matching buys. 
My dissertation started with a literature review regarding recommendation systems 
and their functionality and continued with primary research on how those systems are 
indeed perceived by consumers/customers. Throughout this procedure, I tried to 
answer three research questions: 
(a) How successful in providing well-chosen recommendations those systems are. 
(b) How efficient in motivating more buys they are. 
(c) Are they accepted as useful or irritating? 
In order to conduct my research, I focused on one specific website, the Zara. After 
analyzing findings from my primary research, I conducted a statistical analysis and 
came up with specific patterns of users’ online behavior when they interact with such 
systems. 
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Introduction 
In the latest years, online sales worldwide have been increased. Indicatively, during 
the last months, due to Covid-19 lockdowns, online sales in Greece have been 
increased from 22% on last year’s first week of April to 44%. It is obvious that online 
purchases will take a serious place in consumers’ “basket” from now on. 
The great amount of online information about products has created a giant pool of 
options for e-shops’ customers, leading them to confusion rather than helping them 
decide which product is best for them. This never-ending searching results in raising 
consumers’ search costs (Stiglitz, 1989). Consumers do not get what they like, losing 
time in inefficient searching, resulting in not making any purchases. 
There are three kinds of search costs: 
Price-location search costs: “When there is imperfect information about prices 
charged at different stores or when consumers do not know where the (next) seller is 
located, or when it is too costly to get to the next store, it may result in inefficient 
consumer search or purchase” (Pei-Yu Chen, Shin-yi Wu, and Jungsun Yoon, 2004). 
Quality information search-costs: This kind of search costs is mostly used for 
experience goods. Experience goods are products whose quality could only be known 
when consumers actually “consume” them. Thus, it is rather difficult to deduct their 
quality by description. 
Fitting search costs: The process in which customers are trying to identify if a 
product fits them as a substitute for another product. 
While consumers are seeking for buying a specific product, they come across all 
three before-mentioned costs. Different prices for the same (or similar) product, store 
location, quality information, and selection of the right fit are aspects of the online 
buying process that affect consumers. Bakos 1997; Brynjolfsson, and Smith 2000 have 
stated that although price and location costs are being reduced in online sales, quality 
information and search costs for fit are being increased. As quality information about a 
product is being retrieved, a “perfect” product becomes an “imperfect” choice, and as 
online choices are much more than offline ones, consumers are trying to find the ideal 
product making the search process a never-ending one. All these, of course, affect e-
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shops’ sales and reputation. If customers cannot find what they need, they are 
irritated, annoyed, and tired about the whole process. This problem has been solved 
using Recommendation Systems (RS) in e-shops.  
What is a Recommendation System?  
In a very general way, Recommendation Systems (RS) are algorithms aiming to 
suggest relevant items to users. Those items could be products, movies, music, etc. 
Different definitions for RS have been developed throughout the past years, some of 
which are reported in Table 1 below. 
Table 1.  
Definition Author 
A computer program that recommends some sort of 
resource based on algorithms that rely on some sort of user 
model, some sort of content model, and some means of 
matching the two. 
Jon Dron, 2009 
A software system that provides a single target user within 
a single context with personalized recommendations of items 
such as goods, services, or information to guide the target 
user to find most relevant items using ratings on a single 
relevance criterion (i.e., overall) and where both users and 
items are in a single domain. 
Young Park, 2018 
A computerized system that suggests goods and services 
by predicting user’s preferences and ratings. 
Benard M. Maake, 
Sunday O. Ojo, 
Tranos Zuva, 2019 
An AI system that recommends various products, services, 
articles, or social connections to a user based on the user’s 
profile. 
Norman G. Vinson, 
Heather 
Molyneaux, Joel D. 
Martin, 2019 
In e-commerce, RS identifies similarity in the preferences 
or tastes of one consumer and others (e.g., goods purchased, 
products viewed); and make recommendations for new 
Jonathan Foster, 
Angela Lin 2010 
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purchases drawn from the set of other goods bought or 
viewed by each of the like-minded consumers. 
 
To make this as simple as it can be, recommendation systems are algorithms-
systems that learn customers’ online behavior so that to provide personalized 
marketing suggestions about products and services.  Their goal is to help customers 
decide which product is best for them while at the same time increases the 
possibilities of buying products from a specific e-shop. On the one hand, 
recommendation systems lower-eliminate research costs that have been mentioned 
above. They reduce transaction costs of finding and selecting items in an online 
shopping environment (Hu R, Pu P., 2009), and they improve decision-making process 
and quality (Pathak B, Garfinkel R, Gopal R, Venkatesan R, Yin F, 2010). On the other 
hand, recommendation systems help a company to increase its revenue (ability to sell 
more products to one customer-user) while at the same time, they enhance the user’s 
searching journey with registrations beyond catalogs. Thus, both providers and users 
benefit from their use (Pu P, Chen L, Hu R, 2011). 
As a result, many companies have installed recommendation systems as a 
marketing system. For example, Amazon suggests which products might customers 
want to buy, and Netflix and Spotify recommend movies and music their users might 
like. According to Johnson (Chris Johnson, 2015), Spotify stated that 65% of its users 
find their favorite song in the personalized list that is recommended by the application, 
and Netflix claimed that its own system is saving approximately $1 billion annually for 
the company. 
It is obvious that recommendation systems are a very important and powerful 
“tool” for both parts of a transaction, and a lot of research has been done regarding 
recommendation systems. The purpose of this dissertation is to study the 
effectiveness of automatic recommendations in e-shop webpages from the point of 
view of the consumers. My research will focus on whether recommendations of 
products are perceived in a positive or negative way by consumers. More specifically, 
this dissertation will answer the research questions mentioned below: 
RQ 1. To what degree RS are successful in providing well-chosen recommendations? 
RQ 2. To what degree RS are efficient in motivating more buys? 
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RQ 3. To what degree are RS accepted as useful or irritating? 
Answers to all above-mentioned questions will be given following a specific 
procedure. First, a literature review will take place so that to retrieve knowledge about 
recommendation systems from previous research. After, I will conduct my own 
primary research on customers’ stances using questionnaires. Then, after collecting 
both quantitative and qualitative data and understanding and analyzing them, factor 
and cluster analysis will be used to identify behavioral patterns. 
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Literature Review 
In the following paragraphs, I will present research that has been done previously 
regarding recommendation systems. 
Phases of recommendation process 
As already mentioned, recommendation systems are used to promote different 
products and services, according to the company that uses them. Netflix’s 
recommendation system is used to propose TV shows and movies while Amazon’s 
system suggests products, e.g., books. But all those systems have something in 
common. They follow a certain process of function. This process includes specific steps 
that are the same for every recommendation system, and they are called phases. 












Information collection phase 
In this phase, the system collects information about users’ preferences (what 
content they usually search for, their online behavior, etc.), aiming to form a profile for 
each one of them. Then, this profile will be used to make specific recommendations to 
every user. The information collection phase is a prerequisite for a recommendation 
Feedback 
Figure 1 Phases of recommendation system process (Isinkaye, F., Folajimi, Y., Ojokoh, B., 
2015) 
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system to function. The system needs to know as much information as possible for 
users in order to provide reasonable recommendations. There are three different input 
types for recommendation systems, explicit feedback, implicit feedback (Oard DW. Kim 
J. 1988), and hybrid feedback, as analyzed below. 
a. Explicit feedback 
In this type of feedback, users’ profiles are created through users’ ratings on items. 
The system, through its own interface encourages users to rate different products so 
that to build and improve their profile. The main disadvantage of this method is that it 
demands effort from users, and many times, they are not ready to give enough 
information. But still, explicit feedback remains the most accurate and reliable method 
while collecting data. Explicit feedback does not figurative preferences studying 
specific actions, and at the same time, the whole process is conducted in transparency. 
Thus, a slightly higher perceived recommendation quality and more confidence in the 
recommendations is accomplished (Buder J. Schwind C., 2012).  
b. Implicit feedback 
This method uses the history of purchases, time spent on some web pages, links 
followed by users, the content of e-mail, and button clicks, among others, while 
constructing users’ profiles. In other words, implicit feedback monitors users’ online 
behavior to identify their “character”. Although this type of feedback reduces users’ 
interference in the process as it does not require effort from them, it is less accurate. 
In addition, data extracted with this method are considered to be more objective as a) 
there is no predisposition emerging from clients reacting in a socially alluring way 
(Buder J. et al. 2012) and b) there are no self-image issues (Gadanho SC, Lhuillier N., 
2007). 
c. Hybrid feedback 
The combination of explicit and implicit feedback. The mixture of both methods 
mentioned above results in empowering their strengths and minimizing their weak 
points of a function. Usually, hybrid feedback is accomplished by using implicit data as 
a checking point to explicit data or by giving the user a choice to provide explicit 
feedback only when he chooses to express explicit interest (Isinkaye, F. et al. 2015). In 
a job-search site, a user profile is a collection of personal information associated with a 
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specific user. This information includes interest, learning styles, intellectual abilities, 
cognitive skills, preferences, and interaction with the system. 
Learning phase 
The phase in which data extracted from the previous step are being filtered and 
exploited using algorithms. 
Prediction / Recommendation phase 
In this phase, items that users might prefer are predicted/recommended using 
recommendation filtering techniques (Figure 2). 
Recommendation filtering techniques 
The goal for every recommendation system is to provide accurate and useful items 
to users. To do that, recommendation systems use specific filtering techniques. Every 
technique enhances with different features and potentials the system. Thus, it is useful 
to identify and analyze the characteristics of every technique that is presented in 
Figure 2. 
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Content-based filtering technique 
The content-based filtering technique is a domain-depended algorithm. This means 
that analysis and recommendations are based on attributes of items. More specifically, 
users evaluate /rate items. Those ratings become part of items’ attributes/features 
and participate in creating users’ profiles based on which recommendations will be 
made in the future. This means that evaluation that users have made in the past affect 
future item recommendation. (Burke R., 2002) (Bobadilla J., Ortega F., Hernando A., 
Gutierrez A., 2013). In the end, items that have the same or similar attributes with 
items that are positively rated by users are recommended. The content-based filtering 
technique uses different algorithms to create a relationship between documents in 
order to provide the best recommendations. For example, it uses the Vector Space 
Model, Term Frequency Inverse Document Frequency (TF/IDF), and Probabilistic 
models such as Naïve Bayes Classifier (Friedman N., Geiger D., Goldszmidt M., 1997), 
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Decision Trees (Duda RO., Hart PE., Stork DG., 2012), and Neural Networks (Bishop CM, 
2006). Using statistical analysis or machine learning techniques, all before mentioned 
algorithms come to recommendations.  
This filtering technique is the most successful one if web pages, articles, and news 
are requested by users. For example, LIBRA (Mooney RJ, Roy L., 2000), a content-based 
book recommendation system that uses information about book retrieved from the 
Web, performs Naïve Bayes classifier to learn a user profile aiming to create a ranked 
list of titles based on training examples supplied by an individual user. The system 
explains the provided list by presenting the features that contribute the most to it, 
shorted by the ones with the highest ratings. 
Concerning the advantages of this technique, the content-based filtering technique 
does not require profiles from different users to structure a recommendation list 
while, at the same time, if users’ preferences change, this list adjusts in a very short 
period of time. But what is required is a thorough knowledge and description of items 
(Isinkaye, F. et al. 2015). Table 2 below indicates the main advantages and 
disadvantages of the content-based filtering technique. 
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Table 2. Content-based filtering technique pros and cons 
Advantages Disadvantages 
New item recommendation even 
with no user-rating provided necessity 
(recommendation accuracy unaffected) 
Item’s metadata dependency (limited 
content analysis) (Adomavicius G, 
Tuzhilin A, 2005) 
Recommendation adjustments in a 
short period of time if user’s preference 
change 
Content overspecialization (Zhang T, 
Vijay SI, 2002) 
Recommendations without user-
profile sharing requirement (privacy) 
(Shyong K., Frankowski D., Riedl J., 
2006) 
 




explanation to the user 
 
 
Collaborative filtering technique 
The collaborative filtering technique is a domain-independent technique in which 
content cannot easily and efficiently be described by metadata (e.g., movies or music). 
The system creates a database in the form of a user-item matrix in which the 
preference of users in items is being indicated. Users with relevant preferences and 
interests are grouped together, creating a “neighborhood” (Herlocker JL, Konstan JA, 
Terveen LG, Riedl JT, 2004).  Using this user-item matrix and the neighborhoods that 
have been generated, users get recommendations not for items that have positively 
rated in the past themselves but for items that users from their neighborhood have 
rated in a positive way. Recommendations can either be prediction or 
recommendation. “Prediction is a numerical value, Rij, expressing the predicted score 
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of item j for the user i, while Recommendation is a list of top N items that the user will 
like the most” (Figure 3) (Isinkaye, F. et al. 2015).  
 
 Item 1 Item 2 … Item j Item m 
User 1      
User 2      
….      
User i      






The collaborative filtering technique is constructed by two main categories, 
memory-based and model-based. 
a. Memory-based techniques 
This technique is based on users’ ratings of items. First, a user rates over an item. 
Then, the system tries to find a “neighbor” that shares the same interest and 
preference about this item resulting in recommendations (Zhao ZD, Shang MS, 2010) 
(Zhu X, Ye HW, Gong S, 2009). The high effectiveness of this technique makes it 
successful for real-life applications. Memory-based techniques could be either user-
based or item-based. 
The user-based technique creates recommendations based on ratings of items by 
users that have similar preferences and interests. For example, user (a) “likes” item (i) 
and user (b) “likes” item (i) and gets a recommendation for item (j) (Figure 4). Based on 
this, users (a) and (b) share the same preferences in item (i) while item (i) and 
recommended item (j) are related because they attract the same audience, the user 
(b). It is usually summarized in the phrase “Customers who saw/bought this item also 





Top N list of items for 
user i (active user) 
Prediction on item j for 
user i (active user) 
CF 
Figure 3 Collaborative filtering process (Isinkaye, F. et al. 2015) 












The item-based filtering technique creates predictions based on the similarities on 
items and not on the similar preferences of users about items. Thus, when a user (c) 
“likes” a product (k), product (m) with similar features or characterization is 
recommended to him/her (Figure 5). “Similar to this item...” is a phrase that is usually 
used in this kind of filtering technique. For example, on Spotify, the system finds out 
similar music that users would like to listen to based on the music that he/she usually 








In general, the user-based filtering technique pairs items by users while the item-
based filtering technique pairs items by their attributes/features. 
b. Model-based filtering techniques 
In this method, rating of items is also used, but in this case, it is used to build 
specific models for a recommendation. Those models are build using machine learning 
or data mining techniques. They analyze the user-item matrix that we have already 






Figure 4 User-based filtering technique (P. Gai, A. Klesse, 2019) 
c m k 
Figure 5 Item-based filtering technique (P. Gai, A. Klesse, 2019) 
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are compared to the top N-list of items that are recommended. Several learning 
algorithms are used in model-based recommended systems, and some of the most 
important are presented below. 
Association rules: Algorithms predict the possibility of the appearance of an item in 
a transaction based on the presence of other items in the same transaction. For 
example, given a set of transactions, where each transaction consists of several items, 
if an item A occurs in every transaction that item B is present, someone could conclude 
that when B occurs in a transaction, A is always present. This is a rule that is formed 
based on this item-set. Thus, algorithms in this case, are used so that to produce rules 
about items. Association rules are an effective method for tracing patterns and leading 
to personalized marketing decisions (Pan C. et al., 2010) but, despite the relation 
between them and the goal of a recommendation system, this method has not 
become the usual path for building a recommendation system. 
Clustering: A set of data is being organized and grouped in smaller sets, clusters. 
Items in a cluster are more similar than items in another cluster. In this way, items of 
the data set with the same attributes/features are grouped together in a meaningful 
way. Whenever a user is searching for an item, the system scans his preferences, 
items’ attributes, etc., and chooses the right set of items (cluster) for his/her 
recommendation list. The more similar the items in a cluster are, and the more 
different the items in a different cluster are, the more accurate the method is. 
Although sometimes a user might match with different clusters. In that case, 
recommendations are based on the average across the clusters of participation, which 
is weighted by the degree of participation (Linden G, Smith B, York J, 2003). The most 
commonly used clustering methods are K-Means and Self-Organizing Map (SOM). K-
Means partitions data into K number of clusters. SOM is a method for unsupervised 
learning based on artificial neurons clustering technique (Hosseini-Pozveh M, 
Nemartbakhsh M, Movahhedinia N, 2009). 
Decision tree: Based on the tree-graph methodology, which is developed by 
analyzing a set of training examples for which the class labels are known. Then, they 
are applied to classify previously unseen examples. If trained on very high-quality data, 
they have the ability to make very accurate predictions (Caruana R, Niculescu-Mizil A, 
2003). As the decision tree poses questions in a more understandable way than other 
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classifiers, this makes it more interpretable. Items with categorical features, real-
values, and missing values are more easily handled using this method. 
Link analysis: Networks of interconnected objects are built up in order to explore 
pattern and trends (Berry MJA, Linoff G, 1997). Link analysis could be used in 
improving the accomplishment of web search as PageRank and HITS algorithms are 
included in link analysis. 
Regression: It is used when two or more variables are thought to be connected by a 
linear relationship. Regression analyses the relation between independent and 
dependent variables. Curve fitting, prediction, and testing systematic hypotheses 
about relationships between variables are some of the main regression applications. A 
trend within a dataset can be identified using the curve. It could be linear, parabolic, or 
in some other forms. 
Bayesian classifiers: They solve classification problems based on the definition of 
conditional probability and Bayes theorem. Bayesian classifier takes for granted that 
every attribute and every class label are random variables (Friedman N, Geiger D, 
Goldszmidt M, 1997). In general, this kind of classifiers tries to predict a class Kn by 
finding the value of Kn that maximizes the posterior probability of the class. The 
Bayesian classifier is the most used classifier, and it supports that the absence, or the 
presence of a specific label or attribute is not related to the absence or the presence of 
another one. This means that the Bayesian classifier estimates the probabilistic 
independence of the attributes. Isolating noise points and irrelevant attributes and 
handling missing values by ignoring the instance during probability estimate 
calculations are the main advantages of Naïve Bayes classifiers. But, as some attributes 
might be correlated, the independence assumption may not hold for them. When this 
appears, Bayesian Networks are used. Bayesian classifiers may be practical in 
situations in which information of user changes gradually, with regard to the time 
required to construct the model. But, in environments in which user’s preference 
models must be updated rapidly or frequently, they are not the best choice. As it is 
often used to create a model for content-based recommendation systems, Bayesian 
classifiers are considered to be a successful model-based recommendation system. 
Matrix completion techniques: Prediction of the unknown values within the user-
item matrices. Users usually do not rate most of the items represented in a matrix, 
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making them very big and sparse(Bojnordi E, Moradi P, 2012). This leads the system to 
give unreliable and inaccurate recommendations to users. Low-rank models and their 
many different variations have been used for matrix completion, especially the ones 
referring to application in collaborative filtering. The most used algorithm in practice 
for recovering a matrix from partial completion is Alternating Least Square (ALS) 
(Cande`s EJ, Recht B, 2009) and SVD technique (Keshavan RH, Montanari A, Sewoong 
O, 2010). In general, the sparsity problem is solved by model-based techniques. The 
expensiveness of the model building process and the highly intensiveness of the 
capacity of memory usage are the major drawbacks of using those techniques. 
Model-based filtering techniques are used in numerous applications and websites. 
Amazon is one of them. It is an e-commerce website in which online products for 
different users are recommended using scalable item-to-item collaborative filtering 
techniques. Algorithms collect user’s data from his/her browsing history and ratings 
about items aiming to improve user’s recommendations and profile. The system 
predicts the user’s interest based on the items he/she has rated. Then user’s browsing 
pattern in the platform is used to predict and recommend items. The phrase ‘‘people 
who bought this item also bought these items’’ is used in Amazon to present 
recommended items. Table 3 indicates the advantages and disadvantages of 
Collaborative filtering techniques. 
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Table 3 Collaborative filtering technique pros and cons 
Advantages Disadvantages 
Used in domains where the content 
is not associated with items and where 
content is difficult to be analyzed 
Cold-start problem 
Relevant items are recommended to 
the user even though the content was 
not in the user’s profile (Schafer JB, 
Frankowski D, Herlocker J, Sen S, 2007) 





c) Hybrid filtering technique 
To gain better system optimization and to avoid some limitations and problems of 
pure recommendation systems, the Hybrid filtering technique combines different 
filtering techniques (Adomavicius G, Zhang J, 2012) (Stern DH, Herbrich R, Graepel T, 
2009). In this filtering technique, algorithms that are used in before-mentioned 
techniques are put together to build a recommendation system. In this way, 
weaknesses of one algorithm are overlapped by another algorithm creating a more 
accurate and effective system of recommendations. The combination can be done by: 
• separate implementation of algorithms and combining the result 
• utilizing some content-based filtering in a collaborative approach 
• utilizing some collaborative filtering in a content-based approach 
• creating a unified recommendation system that brings together both 
approaches 
Types of the hybrid technique are: 
Weighted hybridization: Results from different techniques are combined, and a 
recommendation list or prediction is generated by including the scores from each of 
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the before-mentioned techniques using a linear formula. For example, P-tango uses a 
system that is based on both content-based and collaborative techniques (Claypool M, 
Gokhale A, Miranda T, Murnikov P, Netes D, Sartin M, 1999). At first, each technique is 
given equal weight. As the process continues, the one with the righter 
recommendations gains more weight. The advantage of this hybrid technique is that all 
the strengths of a recommendation system are utilized during the recommendation 
process in a direct way.  
Switching hybridization: It does exactly what its title indicates. It switches between 
techniques according to a heuristic reflecting the recommender’s ability to produce a 
good rating. This method accomplishes to avoid problems related to recommendation 
techniques. For example, when a new user uses the system, it switches from content-
based techniques to collaborative. The main advantage of this technique is the 
sensitivity that it has on strong and weak points of recommenders. As switching 
criterion needs to be determined, switching hybridization makes the recommendation 
process a complex one (Burke R, 2002). The daily runner uses this kind of technique 
(Billsus D, Pazzani MJ, 1999). When the content-based system cannot make 
recommendations with enough evidence, then this is used first and then a 
collaborative recommendation system. 
Cascade hybridization: This technique is used to create order among different 
filtering techniques. The first recommendation technique yields a coarse rundown of 
suggestions, which is thusly refined by the following recommendation method. 
Cascade hybridization is very efficient and tolerant of noise due to the coarse-to-fine 
nature of the iteration. This technique is used in EntreeC (Burke R, 2002). 
Mixed hybridization: It uses different recommendation techniques at the same time 
on the same items. As a result, every technique associates each item with multiple 
recommendations. PTV (Smyth B, Cotter P, 2000), Profinder (Wasfi AM, 1999), and 
PickAFlick (Burke R, Hammond K, Young B , 1997) are examples of mixed hybrid 
systems. 
Feature-combination: Feature combination functions as follows. A recommendation 
technique gets item features from another recommendation technique. For example, 
ranking similar users, which is a feature of collaborative filtering, is used in a case-
based reasoning recommendation technique as one of the attributes to characterize 
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the similarity between items. Pipper uses this kind of system to recommend movies 
(Basu C, Hirsh H, Cohen W, 1998). Not relying on the collaborative data exclusively is 
the main benefit of this method.  
Feature-augmentation: Ratings and other information produced by the previous 
recommender are used in this technique. Feature-augmentation also requires 
additional functionality from the recommender systems. For example, the Libra system 
finds data about books on Amazon.com. Then it creates a content-based 
recommendation list using a Naive Bayes text classifier. Feature-augmentation systems 
add a small number of features to the before-mentioned recommender, making itself 
a superior hybrid. 
Meta-level: Recommendation techniques generate internal models. Those ones are 
used as inputs for others in meta-level techniques. The models that are generated are 
always richer in information compared to single ratings. The sparsity problem of 
collaborative filtering techniques can be solved using meta-level hybrids by using 
(Pazzani MJ, 1999) the entire model learned by the first technique as input for the 
second technique. An example of a meta-level technique is LaboUr (Schwab I, Kobsa A, 
Koychev I, 2001). LaboUr uses instant-based learning to create a content-based user 
profile that is then compared in a collaborative manner. 
To conclude, there are numerous filtering techniques used in recommendation 
systems, and the most basic and commonly known were presented above. An extra 
taxonomy of recommendation filtering techniques is presented in Table 4 below. 
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Items are recommended based on the 
demographic profile of the user. The 
idea is that each demographic niche has 
different recommendation needs. 
Utility-based or knowledge-based 
recommendation approach 
Items are recommended depending on 
the extent to which the item 
characteristics meet the needs and 
preferences of the users. There are two 
cases: case-based, where the system 
uses the knowledge about both the 
user and the items to carry out 
recommendations based on similarity 
metrics. Constraint-based 
recommenders use knowledge bases 
with a set of recommendation rules 
about how to map user requirements 




This approach is based on the idea that 
people have more confidence in 
recommendations from their friends 
than from anonymous individuals. The 
popularity of social networks has 
generated interest in these RS. 
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Customer perceptions of personalized recommendations 
In the previous chapters, the basic functions of a recommendation system have 
been analyzed. Now that the way that a system works and the main goal of it is clear, I 
will focus on the customer side and how a customer reacts and “sees” a 
recommendation system. More specifically, I will present customer perceptions of 
personalized recommendations and how such perceptions may affect their sustained 
usage of the recommender system based on previous literature. There are three types 
of customer perception, all of which are analyzed below. 
Accuracy perception 
Customers need to believe that items that recommender systems propose are 
indeed the ones that he or she prefers. Thus, accuracy perception is the customer’s 
belief that recommendations that are generated for him or her are the best and the 
right ones. recommendations closely match his or her own preferences. For example, a 
recommendation system may be seen as accurate if most of its recommendations are 
things that the customer really wants or thinks would be worth trying.  
Nowadays there are many more products (many of them similar to each other) than 
before. This could be either good or bad for customers. On the one hand, they have 
access to many more alternatives to choose from than ever before. On the other hand, 
customers may only commit limited cognitive resources for evaluating these 
alternatives and making their choices. It is obvious that recommender systems are 
needed like never before. They have to conduct research to provide the right items 
accurately, personally while at the same time they must reduce the information 
overload for the customers (Alba, J., Lynch, J., Weitz, B., Janiszewski, C., Lutz, R., 
Sawyer, A., Wood, S, 1997) (Haubl, G. and Thrifts, V., 2000). If recommendations are 
close enough to customers’ tastes, customers understand that they benefit from using 
a recommendation system when searching for items. Otherwise, recommendations 
are random items in a list, and customers have nothing to benefit from this e-shop. 
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Benevolence perception 
Customers, when responding to a recommendation system, have in mind that 
recommendations are made in a non-biased manner. This means that 
recommendations are made only for customers’ satisfaction, service, and not in favor 
of the marketer. Customers may feel that a system functions not in the best interest 
when: 
• unsolicited recommendations bombard them  
• recommended items often seem to be items that the company needs to 
move  
• formal or informal sources report that recommender systems may be 
used to manipulate rather than learn customer preferences 
Usually, e-shops use recommendation systems to manipulate sales of products. For 
example, sellers add attributes for a product and exclude others in purpose or vary a 
combination of recommendations of familiar and unfamiliar products (Haubl, G. and 
Murray,2003) (Haubl, G. and Murray, 2006). As a result, marketing literature suggests 
that customers must always take into account the kind of e-shop that they are willing 
to buy from. The type of e-shop most of the time signs for benevolence. Specifically, 
customers may act differently to recommendations made by sellers’ websites (e.g., 
online retailers such as Amazon.com), commercially linked third parties (e.g., 
comparison shopping websites such as Mysimon.com), and non-commercially linked 
third parties (e.g., product or merchant assessment websites such as 
Consumerreports.org) (Senecal, S. and Nantel, J., 2004). In general, the more 
independent the website, the more objective the recommendations, and customers 
are more likely to see the information as more biased if the sources have vested 
interests in making recommendations. 
Process value perception 
Customers need to feel that a recommendation system offers additional utilities, 
fun, or enjoyment, over and beyond the core benefit of obtaining accurate 
recommendations. If the process is also thought to be accurate and at the same time 
reflects the before mentioned aspects of importance, then process value relates to the 
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expectation for enjoyable interaction processes. When the process is fun (Babin, B.J., 
Darden, W.R. and Griffin, M., 1994), easy (Davis, F.D.,1989), participative (Simonson, 
I.,2005)  and providing exciting experience (Fiore, A.M., Lee, S.E. and Kunz, G., 2004), 
process value perception is high for customers-users. When the interaction causes 
confusion (Dellaert and Stremersch, 2005) (Huffman and Kahn, 1998) and fails to 
deliver process-related hedonics, value perception is low. 
Concluding, the customers when interacting with recommendation systems, need 
to understand that items are always proposed in favor of their interests. If 
recommendations are made aiming for manipulation and sales, customers are 
dissatisfied and believe that items are not recommended for their best of interest. 
Customer characteristics 
According to the previous bibliography and research, two are the main 
characteristics that affect personalization and customization in recommendation 
systems. Those are preference stability (Krammer, 2007) (Simonson, 2005) and privacy 
concerns (Rust and Chung, 2006). 
Preference stability 
Preference stability refers to the extent to which user’s preferences remain the 
same over time. As already mentioned, the recommendation system’s goal is to 
propose the right items to users before they even need them. They are expected to 
understand customer preferences before they can generate personalized offers to an 
individual for consideration at the final stages of decision-making. Customers, on the 
other side form accuracy perception based on the extent to which recommendations 
match their real preferences. 
Preference stability is one of the characteristics that form customer’s perception of 
recommendation systems. Whether there is a stable behavior about preferences in an 
individual, it is much easier for recommendation systems to define his or her profile 
and present the right items. In this situation, the customer believes that items that are 
proposed are indeed the best ones for him or her. Thus, he or she trusts and prefer 
using recommendation systems when searching for items. 
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But there are times that preferences for a user are hard to be formed by a 
recommendation system. Then, systems do not always come up with the best and 
right item for this user. This has a negative impact on the user, making him believe that 
recommendation systems do not provide the right content to him or her. 
Thus, one can probably say that preference stability may have a main effect in 
predicting sustained usage of the recommender system (A. Shen, A. Balli, 2009). In 
addition, one can also infer that preference stability may interact with accuracy 
perception as a predictor of sustained usage of the recommender system. For high 
preference stability of customers, accuracy perception may be more powerfully 
related to sustained usage of the recommender system. When preference stability is 
low, accuracy perception becomes less pertinent and should have little effect on 
sustained usage of the recommender system. Although, this suggestion, according to 
A. Shen et al., needs further investigation according to the recommendation system 
that is used in every case.  
Privacy concerns 
Privacy concerns refer to the extent to which users feel that their personal data and 
anonymity are exposed in online business transactions. For example, if a user feels that 
his or her personal information is being used and exposed by recommendation 
systems, they will not choose to use them. The same goes for the opposite side. Thus, 
one could claim that privacy concerns are negatively related to the sustained usage of 
the recommender system. 
In addition, privacy concerns are related to benevolence perception. If the user 
finds out that recommendations are made in a non-biased manner, it is possible that 
he or she will trust personal information to the system. As a result, a preference for 
using a recommendation system rises. Thus, someone could say that there is a 
connection between benevolence and privacy concerns. 
Users evaluation of recommendation systems 
At this point, it is necessary and useful to focus on the customer’s point of view 
regarding recommendation systems and on what kind of aspects previous research has 
concentrated on. 
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A lot of research has been made about customers’ actual perceptions and opinions 
about recommender systems. Researchers have tried to study and locate which of the 
pre-mentioned characteristics and perceptions show up when customers use a system 
like this. 
Shen A., in his paper, aimed to explain customers’ “lived” experiences of 
commercial recommendation services to better understand customer expectations for 
personalization with recommendation agents. He focused on three recommendation 
systems in three big websites, Netflix, Amazon, and Apple’s i-tunes systems. To collect 
his data, he searched through Google for online discussion groups and blogs under 
keywords such as “Amazon recommendations”, “personalized recommendations”, 
“Netflix recommendations”, “Netflix movie recommendation system”, “iTunes Genius” 
or “Genius recommendations”. He mostly focused on collecting narratives about those 
three platforms. The ones that have been collected for this research were mostly from 
an online discussion group or personal blogs. 
After analyzing the data, he came up with a scheme in which variables that 




• Convincing connection 
• Algorithm 
• Voluntary participation 
• User control 
• Sales motive 
• Product knowledge 
• Customer knowledge 
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He focused on those variables to come up with his results regarding customers’ 
expectations and satisfaction when using recommendation systems. To be more 
specific, Shen A. translated each variable to a question for customers (Table 5) (A.Shen, 
2014).  
Table 5 A.Shen (2014) 
Variable Question 
Accuracy Do recommendations match my 
preference? 
Discovery Do recommendations help me find 
valuable items I would not find 
otherwise? 
Convincing connection Are recommendations connected to my 
preference in a convincing manner? 
Algorithm Is the recommendation algorithm 
superior or inferior? 
Voluntary participation Can I participate if I choose to? 
User control Do I have some control over which 
recommendations to receive or not to 
receive? 
Sales motive Does the company only make 
recommendations out of self-interested 
motives? 
Product knowledge Does the company have specialized 
knowledge in the products it 
recommends? 
Customer knowledge Does the company have knowledge of 
the customer when making 
recommendations? 
Propriety Do recommendations violate social 
norms? 
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Privacy Does the system violate my privacy? 
Redundancy Does the system make redundant 
recommendations? 
Sub-accounts Does the system separate the 
preference profiles of users sharing the 
account? 
Availability Does the system have 
recommendations available for me 
when I need them? 
 
Then, as a result of his research, he observed three theme pairs regarding the whole 
process of recommendation. 
• Theme Pair 1: decision outcome versus decision process 
• Theme Pair 2: customer’s role versus marketer’s role 
• Theme Pair 3: social norm versus technology 
Theme Pair 1: decision outcome versus decision process 
Two aspects should be considered when marketers focus on consumer decision-
making: decision outcome and decision process. Among the categories of the 
classification scheme that have already been mentioned, accuracy and discovery seem 
to be directed at the outcome aspect. In contrast, convincing connection and algorithm 
seem to be directed at the process aspect. 
Theme Pair 2: customer’s role versus marketer’s role 
The customer’s role in the recommendation service is defined by voluntary 
participation and user control. On the other hand, the marketer’s role is defined by 
sales motive, product knowledge, and customer knowledge. 
Theme Pair 3: social norm versus technology 
Propriety and privacy indicate that social norms should be respected while at the 
same time, redundancy sub-accounts and availability are instances that violate 
expectations regarding technical functioning. 
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Thus, Shen A. concluded all the above in six propositions (quoted exactly as in his 
paper) about what customers would expect when using a recommendation system 
based on each one’s specific “characteristics”. 
1. Customers who have well-defined, stable preferences and good knowledge of 
their own preferences will expect accuracy benefit in recommendation 
outcomes. 
2. Customers who do not have well-defined preferences and who clearly know their 
lack of well-defined preferences will expect discovery benefits in 
recommendation outcomes. 
3. Customers who have technology savvy about recommendation agents will 
expect algorithm benefits in the recommendation process. 
4. Customers who do not have technology savvy about recommendation agents will 
expect convincing connection benefits in the recommendation process. 
5. Customers who use recommendation agents are committed to the learning 
relationship with the service firms. 
6. Customers who use recommendation agents are motivated by a subjective belief 
in their true preferences, regardless of whether preferences are overt to, or 
hidden from, themselves. 
B. Knijnenburg, M. Willemsen, Z. Gantner, H. Soncu, and C. Newell, in their paper, 
tried to explain and evaluate user’s experience of recommendation systems. They 
highlighted that user experience usually is built up by three components: process (e.g., 
perceived effort, difficulty), system (e.g., perceived system effectiveness), and 
outcome (e.g., choice satisfaction). They pointed out that these subjective aspects 
have strong and sometimes interesting behavioral correlates (e.g., reduced browsing 
indicates higher system effectiveness). They also show several tradeoffs between 
system aspects and personal and situational characteristics (e.g., the amount of 
preference feedback users provide is a tradeoff between perceived system usefulness 
and privacy concerns). In the end, they found out that there are several requirements 
for a recommendation to be successful from the user’s point of view. Table 6 indicates 
a summary of the results of B.Knijnenburg et al. field trials and experiments regarding 
those requirements (B.Knijnenburg et al., 2012). 
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Table 6 Requirements for a recommendation system to be successful from user's point of view 
(B.Knijnenburg et al., 2012) 
Requirements Explanation 
Algorithm Turning recommendations on or off has 
a noticeable effect on user experience. 
Recommendation set composition  Recommendation set size, quality, and 
diversity have a significant impact on 
the user experience. 
Sets of different sizes and quality may 
end up having the same choice 
satisfaction due to choice overload. 
Users do not perceive diversified 
recommendation sets as more diverse, 
but they do perceive them as are more 
accurate. 
Preference input data Explicit feedback leads to more diverse 
recommendations, which subsequently 
leads to increased perceived quality; 
implicit feedback increases the 
perceived recommendation quality 
directly. 
Perceived aspects as mediators Perceived aspects, particularly 
perceived 
aspects as recommendation quality and 
variety, provide a better understanding 
of the results. 
User experience evaluation Usage effort and choice difficulty are 
measured as process-related 
experience. 
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Perceived system effectiveness is 
measured as system-related 
experience. 
Choice satisfaction is measured as 
outcome-related experience. 
Process-related experience causes 
system- or outcome-related experience. 
System-related experience causes 
outcome-related experience. 
Providing feedback Intention to provide feedback is a 
tradeoff between trust/privacy and 
experience. 
Users’ feedback behavior may not 
always be correlated with their 
intentions to provide feedback. 
Behavioral data A positive, personalized user experience 
is characterized by reduced browsing 
behavior and increased consumption. 
Personal and situational characteristics Users’ experiences and behaviors 
change over time. 
Age, gender, and domain knowledge 
have an influence on users’ perceptions, 
experiences, and behaviors. 
 
Another team of researchers, L. Chen and P. Pu, in their paper, highlighted the 
importance of trust-building in online environments e.g., in a recommendation 
process. To understand, measure, evaluate and explain the built trust in online 
environments, they came up with a Trust model structured by four elements: system 
design features, competence constructs, the trustworthiness of the system, and 
trusting intentions (Figure 6) (L. Chen and P. Pu, 2010). 
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Each element contains certain variables that are used by the user for system 
evaluation. L. Chen et al. created a list of the questions that can be adopted to 
measure these variables. Most of them came from existing literature where they have 
been repeatedly shown to exhibit strong content validity and reliability. Each question 
responds on a 5-point Likert Scale ranging from “strongly disagree” to “strongly agree”. 
Table 7 below presents those measures alongside questions as they are displayed in L. 
Chen’s et al. paper. 
 
Table 7 Questions to measure subjective constructs in trust model (L. Chen and P. Pu, 2010) 
Measured variable Question 
Subjective perceptions of system-design features 
Transparency I understand why the products were 
returned through the explanations in 
the interface. 
Recommendation quality This interface gave me some good 
recommendations. 
User control I felt in control of specifying and 
changing my preferences in this 
interface. 
Overall competence perceptions 
Perceived ease of use I find this interface easy to use. 
Perceived usefulness This interface is competent to help me 








Figure 6 Trust model (L. Chen and P. Pu, 2010) 
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I find this interface is useful to improve 
my “shopping” performance. 
Enjoyment I found my visit to this interface 
enjoyable. 
Decision confidence I am confident that the product I just 
“purchased” is really the best choice for 
me. 
Perceived effort I easily found the information I was 
looking for. 
 
Looking for a product using this 
interface required too much effort 
(reverse scale). 
Trustworthiness 
Trust in recommendations I feel that this interface is trustworthy. 
 
I trust the recommended products since 
they were consistent with my 
preferences. 
Satisfaction My overall satisfaction with the 
interface is high. 
Trusting intentions 
Intention to purchase I would purchase the product I just 
chose if given the opportunity. 
Intention to return If I had to search for a product online in 
the future and an interface like this was 
available, I would be very likely to use it. 
 
I don't like this interface, so I would not 
use it again (reverse scale) 
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Intention to save effort in next visit If I had a chance to use this interface 
again, I would likely make my choice 
more quickly. 
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Own research 
In general, previous literature to test and evaluate recommendation systems from 
the user’s point of view collected real user interactions with the system conducting a 
user study. Usually, a user study was conducted by recruiting a team of users and 
asking them to perform several tasks requiring an interaction with the 
recommendation system. While users performed the tasks, researchers observed and 
recorded their behavior, collecting any number of quantitative measurements, such as 
what portion of the task was completed, the accuracy of the task results, or the time 
taken to perform the task. In many cases, researchers could ask qualitative questions 
before, during, and after the task is completed. Such questions can collect data that is 
not directly observable, such as whether users enjoyed the user interface or whether 
users perceived the task as easy to complete. 
Testing the influence of a recommendation algorithm on the browsing behavior of 
news stories is a typical example of such an experiment. In this example, users are 
asked to read a set of stories that are interesting to them, in some cases, including 
related story recommendations and, in some cases, without recommendations. Then 
researcher checks whether the recommendations are used and whether people read 
different stories with and without recommendations. Data such as how many times a 
recommendation was clicked and even track eye movement to see whether a user 
looked at a recommendation are excluded. Finally, quantitative questions such as 
whether the subject thought the recommendations were relevant could be asked. 
In my research, I will follow the before-mentioned methodology in order to 
evaluate and test how effective recommendation systems are from the users’ side. I 
will create a questionnaire that will include questions focused on variables that 
previous researchers have found out that are important for users. My goal is to 
validate whether a recommendation system is indeed effective for users based on the 
important before-mentioned aspects and if specific relations between variables (e.g., 
patterns like the six propositions of A. Shen) are being created.  
To start with, I have decided to test users’ perception of Zara’s (application and 
website) recommendation system. For those who are not familiar with this brand, Zara 
is a Spanish apparel retailer that specializes in fast fashion. Its products include 
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clothing, accessories, shoes, swimwear, beauty, and perfumes. It is the largest 
company in the Inditex group, the world's largest apparel retailer (www.zara.com). 
Zara’s website and application have two kinds of recommendation systems, an item-
based filtering technique system (similar to products) and a user-based filtering 
technique (items to complete look or items that other users bought with). 
For my questionnaire, I used the Google Forms online tool, and I have focused on 
eight different sections, the ones that studies that I have already mentioned above 
have focused on, and they are mentioned below: 
1. To get to know you: Generic questions to select each participant’s profile 
2. Accuracy: How accurate system’s suggestions are from users’ perspective 
3. Benevolence: Questions to find out whether users believe that items that 
are proposed are indeed in their interest 
4. Process value perception: How uses’ respond to Zara’s recommendation 
system process 
5. Preference stability: Questions to test whether users believe that when their 
preferences change, items that are suggested corresponding to new 
preferences  
6. Privacy: Users feel safe when using the recommendation system? 
7. Trustworthiness: Could the system and its recommended items be trusted? 
8. Trusting intentions: How often users use Zara’s recommendation system  
In the end, I have added an open question asking participants if they would change 
anything in Zara’s recommendation system and what this would be.  
I have sent my questionnaire to my colleagues in the International Hellenic 
University in years 2018, 2019, and 2020; my friends and my family, and I have 
managed to collect 118 responses. Of those 118 participants, 90 (76,3%) were women 
and 28 (23,7%) were men (Figure 7), 












22 (18,6%) were between 18-24 years old, 83 (70,3%) were between 25-35 years 














and all 118 (100%) participants have studied at a University (Figure 9). 
Figure 8 Participants' age groups 
Figure 7 Participants by gender 












Of those 118, 71 (60,2%) use an Android smartphone device, and 47 (39,8%) use an 












and 97 (82,2%) like to see suggestions for similar products or services when 
searching online while 21 (17,8%) don’t (Figure 11). 
Figure 9 Participants education level 
Figure 10 Used device 














Before further examining data, in order to end up to right conclusions, I continued 
pre-processing them. First, I proceeded to a validity testing. This means that I tried to 
detect any abnormalities between each user’s answers. For example, many users 
answered questions with opposite meanings giving the same points. Users that gave 
the same points to questions like “When I visit Zara’s e-hop, the products proposed by 
their recommendation system match my interests”, “Items that are proposed are the 
best fit for me based on my profile” and “The recommendations of Zara's system are 
pointless and not useful”, “I am bombarde by many items that I find no interesting at 
all” where excluded from my final dataset due to controversial meaning.  
In addition, I tried to find patterns in my qualitative data collected from answers 
to the question “What would you change in Zara's recommendation system?” in my 
questionnaire. In the following table, I present the most common answers. 
Figure 11 Preference in suggestions for similar products/services 
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Table 8 Qualitative data 
Question Pattern 
What would you change in Zara's 
recommendation system? 
Nothing 
More/less recommended products 
Changes in the application 
Recommendations based on size and 
fitting 
Cheaper products 
More targeted/personalized products 
Don’t know 
Better categorization of products 
 
Now that the data is examined, clean, and in the right form; I am able to extract 
more specific results from my questionnaire.  
Questionnaire results 
First of all, before-mentioned characteristics of my sample, after the pre-
processing, have changed. To be more specific, my answers have narrowed down to 









Figure 12 New gender groups 
  -45- 
 
 
Of those 79, 58 (73,4%) are between 25-35 years old, 15 are between 18-24 years 




























Figure 12 New age group 
Figure 13 New educational level 
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28 (35,4%) use an IOS smartphone device, and 51 (64,6%) use an Android 














and 67 (84,8%) like to see recommended and suggested products when searching 













Figure 14 New used device 
Figure 15 New preference of suggested products 
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Thus, someone could say that new sample has the same general characteristics as 
the initial one. 
To continue, charts for each question in my questionnaire will be presented so that 
to detect and point out any remarkable points. It is really important to mention that 
most of my questions used a 5-likert scale answer option with 1 referring to totally 
disagree and 5 referring to totally agree. 











1 2 3 4 5
Recommendations help me find valuable items I 
would not find otherwise
























Figure 16 Suggestions that are made in the app/website match my interests 
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Figure 18 Zara's recommendations are pointless and not useful 
 
 
Figure 19 Proposed items are the best fit based on users’ profile 
 
Taking a closer look at all the above-mentioned diagrams, someone could say that 
in general, users of Zara’s recommendation system believe that the system is indeed 
accurate. Most of them responded with a 3-5 selection to “positive” questions for 
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Zara’s system, while on the “negative ones”, most of them responded with a 1-3. Thus, 





Figure 20 Recommendations benefits the company of Zara and not users 
 
 
Figure 21 Application bombarded users with irrelevant recommendations 
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Focusing on the two benevolence questions, I pointed out that although users find 
Zara’s recommendation accurate, they also believe that those suggestions are made in 
favor of the company and not to assist their own shopping needs. On the contrary, 
they do not feel that they are overwhelmed with items that are completely irrelevant. 
Thus, this point is a little foggy and needs further examination. 
 
Process value perception questions 
 
 
Figure 22 Easiness of navigation through recommended items 
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Figure 23 Enjoyment while using Zara's application/website 
 
 
Figure 24 Zara's application/website improves shopping performance 
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Figure 25 Recommendation process is confusing 
 
Users’ process value perception for Zara’s recommendation system in the 
application and/or the website is high, depending on the above-presented results. In 
general, users find the navigation through recommendations an easy process and 
site/application an enjoyable one. Below ten respondents find the whole process 
confusing, while the majority of 79 people believe that this recommendation system 
improves their shopping experience. 
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Preference stability questions 
 
 
Figure 26 System adaptation to preference changes 
 
 
Figure 27 Users feel in control of changing preferences 
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Figure 28 Recommendations choosing 
 
Most of the respondents find out that when their preferences change, the system 
adapts easily and accordingly, while at the same time, most of them feel in control of 
changing their preferences. In addition, almost 60 of the participants prefer items that 
the system suggests and are similar to the ones that they have searched for. Thus, 
users have a positive sense of system adaptation. They believe that when their 
preferences change, it is easy for them to request a different item and for the system 
to provide the recommendations. 




Figure 29 Personal data security when using Zara's recommendation system 
 
 
Figure 30 Application violates privacy in any way 
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Figure 31 If recommendations match users' interests, they feel safer to interact with system 
 
 
Figure 32 Anonymity stays safe with Zara's system 
 
Regarding privacy, Zara’s recommendation system is perceived to be, in overall, a 
safe one. The majority of users stated that they feel secure while using the system, 
while at the same time, they do not feel that the application/website violets in any 
way their privacy. In addition, they feel that their anonymity stays safe with this 
system, and they stated that they prefer using systems (like Zara’s) that 
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Figure 33 Trustworthiness of application/website and its system 
 
 
Figure 34 Trust recommended products since they are consistent with users preferences 
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Figure 35 Overall satisfaction 
 
According to figures 34 and 35, participants of this research find the 
application/website of Zara, and its recommendation system a trustworthy one. Ιn 
their vast majority, they have stated that they trust a system that suggests items that 
fit their interests. In figure 36, and this is really important and one of the purposes of 
this dissertation, 73 users are highly satisfied with Zara’s application/website. 




Figure 36 Frequency of clicking in recommended items 
 
 
Figure 37 Frequency of buying recommended items 
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Figure 38 Users that don't like the recommended system 
 
According to figures 37, most users click on recommended items “sometimes” or 
“often”, while in figure 38, it is obvious that the vast majority of respondents 
sometimes buy the recommended items. Figure 39 makes clear enough that users 
prefer to use Zara’s application/website recommendation system. Ten people 
answered that they do not like the system and prefer not to use it, while all the other 
sixty-nine answered they like the whole process, and they usually use it.  
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Statistical analysis 
Following all the above-mentioned results, and according to my Dissertation plan, a 
further examination should be conducted to detect specific relations or patterns in 
users’ behaviour. As my main goal in this paper is to answer all three research 
questions, I tried to detect specific relations focusing on them (the questions). 
In order to conduct the statistical analysis, to examine my assumptions and 
Hypotheses’ validity, driven from the previously mentioned metrics, I used the 
statistical tool R-studio. 
Required datasets were extracted from my questionnaire’s results, in csv formats. 
For each statistical analysis, 79 observations and 2 variables were used. The next step 
was to prepare my dataset for analysis: numeric format, no null values. 
For the statistical analysis, I followed the steps below: 
• Identify which variable is independent and which is dependent for each 
hypothesis examination. 
• Insert the required libraries to R studio. 
• Conduct normality Shapiro Test to examine if my data based on a numeric 
variable, follow or not a Normal Distribution and decide what kind of methods 
to use to define relations: Parametric or Non-Parametric. 
o Any of my datasets follow Normal Distribution, so I only used no 
parametric methods. 
• Use the Kruskal- Wallis test for comparative analysis, as my variables consisted 
of more than 2 groups. 
• Use the Spearman method for correlation analysis. 
 
The first research question refers to the degree to which recommendation systems 
provide successfully recommended items from users’ point. Logically speaking, a factor 
that could be translated in successful recommendations could be the frequency of 
clicks on suggested items. Based on my questionnaire’s results, I realized that most of 
the time, people that believed that recommended items were the best fit for them 
tend to click on them and the opposite. People that find out that suggested items were 
not the best fit for them click on the recommended items more rarely (sometimes) or 
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never. This states that if users click on the recommended items, then they find them 
useful and, consequently, accurate and the opposite. Thus, I have decided to test 
whether the frequency of clicks is related to perceived high accuracy (H1): 
H1. How often users click on recommendation items is related to perceived high 
accuracy. 
Independent Variable: Perceived high accuracy of recommended items(best fit) 
Dependent Variable: Frequency of clicks (clicks) 
Data set of 79 observations  
 
 
Figure 39 Shapiro test (best fit - frequency of clicks) 
As seen in figure 39, p value =3.168e-06 < 0.05, thus the null hypothesis that the 
data are normally distributed is rejected. 
Thus, I used the no parametric method, Kruskal-Wallis rank test, to examine if there 
is a significant difference in users’ perceived accuracy. As, shown in figure 40, p-value = 
0,03219 < 0,05, proving that there is a significant difference. 
 
 
Figure 40 Kruskal-Wallis rank sum test 
 
Users’ frequency of clicking on the recommended items is related to the level of the 
users’ perceived accuracy of the suggestions. 
 
Examining further my results, I noticed that there could be other factors that are 
related to the frequency to which users click on recommended items, such as the 
perception of benevolence, easiness of use and adaptation, privacy, and 
trustworthiness. Thus, I proceeded in further examining the prementioned frequency 
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in relation to all the above factors concluding in the following hypothesis (H2a, H2b 
etc.) to answer the same research question. 
H2. How often users click on recommended items is related to 
a) Perceived benevolence 
b) Easiness of system usage 
c) Easiness of system-adaptation when preferences change 
d) Feeling of privacy if items match their interests 
e) Trustworthiness of the system according to recommendation accuracy 
 
Perceived benevolence 
Independent Variable: Perceived benevolence (benefit_company) 
Dependent Variable: Frequency of clicks (clicks) 
Data set of 79 observations  
 
 
Figure 41 Shapiro - Wild (benefit_company - clicks) 
 
As seen in figure 41, p value =9.499e-06 < 0.05, thus the null hypothesis that the 
data are normally distributed is rejected. 
Thus, I used the no parametric method, Kruskal-Wallis rank test, to examine if there 
is a significant difference in users’ perceived benevolence. As, shown in figure 42, p-
value = 0,6257 > 0,05, proving that there is not a significant difference.  
 
 
Figure 42 Kruskal - Wallis rank sum test (benefit_company - clicks) 
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Users’ frequency of clicks on recommended items is not related to perceived 
benevolence. 
 
Easiness of system usage 
Independent Variable: Easiness of system usage (confuse) 
Dependent Variable: Frequency of clicks (clicks) 
Data set of 79 observations  
 
 
Figure 43 Shapiro - Wilk (confuse - clicks) 
 
As seen in figure 43, p value =4.353e-07 < 0.05, thus the null hypothesis that the 
data are normally distributed is rejected. 
Thus, I used the no parametric method, Kruskal-Wallis rank test, to examine if there 
is a significant difference in system’s easiness of use. As, shown in figure 44, p-value = 
0,349 > 0,05, proving that there is not a significant difference.  
 
 
Figure 44 Kruskal - Wallis rank sum test (confuse - clicks) 
 
User’s frequency of clicks on recommended items is not related to the easiness of use of 
the system. 
 
Easiness of system-adaptation when preferences change 
Independent Variable: Easiness of adaptation (adaptation) 
Dependent Variable: Frequency of clicks (clicks) 
Data set of 79 observations  
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Figure 45 Shapiro - Wild (adaptation - clicks) 
 
As seen in figure 45, p value =1.69e-07 < 0.05, thus the null hypothesis that the data 
are normally distributed is rejected. 
Thus, I used the no parametric method, Kruskal-Wallis rank test, to examine if there 
is a significant difference in system’s easiness in adaptation. As, shown in figure 46, p-
value = 0,03201 < 0,05, proving that there is a significant difference. 
 
 
Figure 46 Kruskal - Wallis rank sum test (adaptation - clicks) 
 
Users’ frequency of clicks on recommended items is related to the easiness of 
adaptation of the system. 
 
Feeling of privacy if items match their interests 
Independent Variable: Feeling of privacy (rec_matching) 
Dependent Variable: Frequency of clicks (clicks) 
Data set of 79 observations  
 
 
Figure 47 Shapiro - Wilk (rec_matching - clicks) 
 
As seen in figure 47, p value =9.132e-06 < 0.05, thus the null hypothesis that the 
data are normally distributed is rejected. 
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Thus, I used the no parametric method, Kruskal-Wallis rank test, to examine if there 
is a significant difference in users’ feeling of more privacy when recommendations 
match their interests. As, shown in figure 48, p-value = 0,01349 < 0,05, proving that 
there is a significant difference.  
 
 
Figure 48 Kruskal - Wallis rank sum test (rec_matching - clicks) 
 
Users’ frequency of clicks on recommended items is related to their perception of 
feeling more secure when items match their interests. 
 
Trustworthiness of the system according to recommendation accuracy 
Independent Variable: Trustworthiness (cons_pref) 
Dependent Variable: Frequency of clicks (clicks) 
Data set of 79 observations  
 
 
Figure 49 Shapiro - Wilk (cons_pref - clicks) 
 
As seen in figure 49, p value =9.383e-07 < 0.05, thus the null hypothesis that the 
data are normally distributed is rejected. 
Thus, I used the no parametric method, Kruskal-Wallis rank test, to examine if there 
is a significant difference in users’ trustworthiness of the system when accuracy is high. 
As, shown in figure 50, p-value = 0,03156 < 0,05, proving that there is a significant 
difference.  
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Figure 50 Kruskal - Wallis rank sum test (cons_prer - clicks) 
 
Users’ frequency of clicks on recommended items is related to their perception of 
trustworthiness of system. 
 
The second research question refers to the efficiency of the recommendation 
system to motivate more buys. Depending on my results, I have also found out that, 
most of the time, when users come across items that are the best fit for them, they 
also tend to buy them (and the opposite). This could mean that the more accurate the 
items, the more frequent the buying. Thus, I tested the following hypothesis (H3) to 
answer research question number 2 using results from figures 19 and 37. 
H3. How often users buy items that are recommended is related to the perceived 
high accuracy. 
Independent Variable: Perceived high accuracy of recommended items(best fit) 
Dependent Variable: Frequency of buys (buys) 
Data set of 79 observations  
 
 
Figure 51 Shapiro - Wilk test (best fit - frequency of buys) 
 
As seen in figure 51, p value =3.168e-06 < 0.05, thus the null hypothesis that the 
data are normally distributed is rejected. 
Thus, I used the no parametric method, Kruskal-Wallis rank test, to examine if there 
is a significant difference in users’ perceived accuracy. As, shown in figure 52, p-value = 
0,03219 < 0,05, proving that there is a significant difference. 
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Figure 52 Kruskal - Wallis rank test (best fit - frequency of buys) 
 
Users’ frequency of buying the recommended items is related to the level of the 
users’ perceived accuracy of the suggestions. 
 
I will also examine (for the same reason as before) if there is a relation between 
users’ frequency of buying the recommended items and the before - mentioned 
factors. The following hypothesis (H4a, H4b etc.) were formed:  
H4. How often users buy recommended items is related to 
a) Perceived benevolence 
b) Easiness of system usage 
c) Easiness of system-adaptation when preferences change 
d) Feeling of privacy if items match their interests 
e) Trustworthiness of the system according to recommendation accuracy 
 
Perceived benevolence 
Independent Variable: Perceived benevolence (benefit_company) 
Dependent Variable: Frequency of buys (buys) 
Data set of 79 observations  
 
As seen in figure 41, p value =9.499e-06 < 0.05, thus the null hypothesis that the 
data are normally distributed is rejected. 
Thus, I used the no parametric method, Kruskal-Wallis rank test, to examine if there 
is a significant difference in users’ perceived benevolence. As, shown in figure 53, p-
value = 0,02565 < 0,05, proving that there is a significant difference.  
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Figure 53 Kruskal - Wallis rank sum test (benefit_company - buys) 
 
Users’ frequency of buying the recommended items is related to perceived 
benevolence. 
 
Easiness of system usage 
Independent Variable: Level of system confusion (confuse) 
Dependent Variable: Frequency of buys (buys) 
Data set of 79 observations  
 
As seen in figure 43, p value =4.353e-07 < 0.05, thus the null hypothesis that the 
data are normally distributed is rejected. 
Thus, I used the no parametric method, Kruskal-Wallis rank test, to examine if there 
is a significant difference in system’s easiness of use. As, shown in figure 54, p-value = 
0,09976 > 0,05, proving that there is not a significant difference.  
 
 
Figure 54 Kruskal - Wallis rank sum test (confuse - buys) 
 
User’s frequency of buying recommended items is not related to the easiness of use of 
the system. 
 
Easiness of system-adaptation when preferences change 
Independent Variable: Easiness of adaptation (adaptation) 
Dependent Variable: Frequency of buys (buys) 
Data set of 79 observations  
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As seen in figure 45, p value =1.69e-07 < 0.05, thus the null hypothesis that the data 
are normally distributed is rejected. 
Thus, I used the no parametric method, Kruskal-Wallis rank test, to examine if there 
is a significant difference in system’s easiness in adaptation. As, shown in figure 55, p-
value = 0,9996 > 0,05, proving that there is not a significant difference. 
 
 
Figure 55 Kruskal - Wallis rank sum test (adaptation - buys) 
 
Users’ frequency of buying the recommended items is not related to the easiness of 
adaptation of the system. 
 
Feeling of privacy if items match their interests 
Independent Variable: Feeling of privacy (rec_matching) 
Dependent Variable: Frequency of buys (buys) 
Data set of 79 observations  
 
As seen in figure 47, p value =9.132e-06 < 0.05, thus the null hypothesis that the 
data are normally distributed is rejected. 
Thus, I used the no parametric method, Kruskal-Wallis rank test, to examine if there 
is a significant difference in users’ feeling of more privacy when recommendations 
match their interests. As, shown in figure 56, p-value = 0,9932 > 0,05, proving that 
there is not significant difference.  
 
 
Figure 56 Kruskal - Wallis rank sum test (rec_matching - buys) 
  -72- 
 
Users’ frequency of buying the recommended items is not related to their perception of 
feeling more secure when items match their interests. 
 
Trustworthiness of the system according to recommendation accuracy 
Independent Variable: Trustworthiness (cons_pref) 
Dependent Variable: Frequency of buys (buys) 
Data set of 79 observations  
 
As seen in figure 49, p value =9.383e-07 < 0.05, thus the null hypothesis that the 
data are normally distributed is rejected. 
Thus, I used the no parametric method, Kruskal-Wallis rank test, to examine if there 
is a significant difference in users’ trustworthiness of the system when accuracy is high. 




Figure 57 Kruskal - Wallis rank sum test (cons_pref - buys) 
 
Users’ frequency of buying the recommended items is related to their perception of 
trustworthiness of system. 
 
The third and last research question refers to the overall user – perception 
regarding recommendation systems. Do they find them useful or irritating? To answer 
this question, I chose to examine if there is a relation between the overall user – 
satisfaction and system–usage. My questionnaire results indicated that if the overall 
satisfaction from the recommendation system is high, then users tend to use the items 
(buy or click) that it (the system) returns. Thus, to answer my last research question, I 
examined the following hypothesis 5 (H5): 
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H5. System usage is related to overall user – satisfaction. 
Independent Variable: Overall satisfaction (satisfaction) 
Dependent System usage (usage) 
Data set of 79 observations  
 
 
Figure 58 Shapiro - Wilk (satisfaction - usage) 
 
As seen in figure 58, p value =2.027e-06 < 0.05, thus the null hypothesis that the 
data are normally distributed is rejected. 
As in this scenario, all data are numeric; I will use the Spearman’s correlation 




Figure 59 Spearman's correlations coefficient test (satisfaction - usage) 
 
I identified that there is a significant negative correlation between overall 
satisfaction and system usage, with r value= -0,4183 and p-value= 0,0001247 < 0,05. As 
the r value is close to -0.5, I sum up that the strength of the correlation is moderate 
(figure 44). 
 
User – usage of recommendation systems is negatively related to their overall 
satisfaction. 
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Conclusions 
To conclude, after presenting and understating what a recommendation system is 
and how it works and based on the before mentioned results extracted from my 
questionnaire regarding Zara’s recommendation system, I can proceed in answering 
the three basic requirements of my Dissertation paper: 
Identification of the degree to which current recommender systems are 
(a) successful in providing well-chosen recommendations,  
(b) efficient in motivating more buys and  
(c) accepted as useful or irritating 
from users’ perspective. 
First, it is crucial to make clear that all results and conclusions are indicative of 
recommending systems in the same industry as the Zara industry (apparel, clothes), 
and they cannot be taken into consideration for other kinds of recommendation 
systems or industries. 
After the analysis that I have completed above, I have come to the realization that 
recommendation systems are indeed successful in providing well-chosen 
recommendations. As already analyzed before, the section of “Accuracy” questions in 
my questionnaire assures that users in their vast majority find that recommendations 
are accurate. In addition, the fact that most of the users stated that they click on 
recommended items (often or sometimes) is an indicator for me. Users click on those 
items because they find them interesting. Thus, I assumed that they are indeed well-
chosen ones. I focused on the corresponding question so that to come up with specific 
patterns (if any) regarding users’ behaviors. Through the above statistical analysis, I 
came up with the following patterns regarding research question 1: 
• Users’ frequency of clicking on the recommended items is related to the level 
of the users’ perceived accuracy of the suggestions, the easiness of system- 
adaptation when users’ preferences change, the perception of feeling more 
secure to react with the system when items match their interests and the 
perception of trustworthiness of the system. 
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The high percentage of respondents that buy items that are recommended suggests 
that recommendation systems tend to motivate more buys. Items that are indicated 
through the system might in other ways, not be found by the users. Thus, users might 
never buy them. The more often users buy suggested items, the more successful the 
system is considered to be in motivating buys. I have also tried to find out if there are 
any patterns or relations regarding this motivation, and I came up with the following 
regarding research question 2: 
• Users’ frequency of buying the recommended items is related to the level of 
the users’ perceived accuracy of the suggestions, the perceived benevolence, 
and the perception of the trustworthiness of the system. 
The third research question refers to the general perception of recommendation 
systems by the users. Whether they find them useful or irritating is answered in the 
equivalent question in my questionnaire. According to my results, the majority of users 
do believe that those systems are useful to them. Another indicator of this perception 
could be users’ choice of using or not the system. If they choose to follow system’s 
recommendations and the whole process, then they might find suggested items useful 
for them. To detect if the usage of the recommendation systems is related to overall 
satisfaction, I conducted the correlation analysis that is described above trying to find 
potential relations regarding research question 3. I came up with the following one: 
• User – usage of recommendation systems is negatively related to their 
overall satisfaction. 
It is important to mention again that all the before mentioned patterns could apply 
in recommendation systems like the one of the Zara in the apparel section. But further 
examination and research could be elaborated so that to locate and define the degree 
of the above-mentioned relations or to retrieve new ones. 
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Appendix 
Cold-start problem: 
One of the major problems that reduces performance of recommendation systems. A 
system like that does not have adequate information about a user or an item in order to 
make relevant predictions. This user’s or item’s profile will be empty since he has not 
rated any item; hence, his taste is not known to the system. 
Data sparsity problem: 
When a few items available in a database is rated by users, then data sparsity 
problem occurs. As a result, an empty user-item matrix is created, successful neighbors 
cannot be located, and in the end, recommendations that are generated are weak. In 
addition, data sparsity always leads to coverage problems, which is the percentage of 
items in the system that recommendations can be made for. 
Scalability: 
As number of users and items is growing, computation grows linearly with them. This 
is when the problem of scalability comes up. A recommendation technique may not be 
equally efficient in two different datasets. For example, when a dataset has a limited 
volume, it might be easier for a technique to produce accurate recommendations for 
this data set rather than for one with an increased volume. Thus, it is really important to 
use recommendation techniques that are able to scaling up in a successful manner as 
the number of datasets in a database increase. Dimensionality reduction techniques like 
the Singular Value Decomposition (SVD) method are used for dealing with the problem 
of scalability and for speeding up recommendation generation. 
Synonymy: 
When similar items have different names or entries, most recommender systems 
cannot recognize the difference between closely related items. This could be, for 
example, babywear and baby cloth. Usually, collaborative filtering techniques find 
difficulty in spotting the similarity of those two terms. Methods, such as automatic term 
expansion, the construction of a thesaurus, and Singular Value Decomposition (SVD), 
especially Latent Semantic Indexing, can solve the synonymy problem. Something that 
usually leads these methods to rapid degradation regarding recommended performance 
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is that some terms might have different meanings from the ones that were used in the 
end. 
My questionnaire can be found at the following link: 
https://docs.google.com/forms/d/e/1FAIpQLSfe_8QaT19VhO2mG8r0zyVtP77ovD-
lMLXm0bnRrNCCmYeCBA/viewform?usp=sf_link  
