A Poisson-Jacobi-type transformation for the sum 
Introduction
The classical Poisson-Jacobi transformation is given by where the parameter a satisfies ℜ(a) > 0. This transformation relates a sum of Gaussian exponentials involving the parameter a to a similar sum with parameter π 2 /a. In the case a → 0 in ℜ(a) > 0, the convergence of the sum on the left-hand side becomes slow, whereas the sum on the right-hand side converges rapidly in this limit. Various proofs of the well-known result (1.1) exist in the literature; see, for example, [3, p. 120] , [4, p. 60] and [5, p. 124] .
In this note we consider the sum S(a; w) = This sum converges for any finite value of the parameter w provided ℜ(a) > 0; when a = 0 then S(0; w) reduces to the Riemann zeta function ζ(w) when ℜ(w) > 1. Consequently, the series in (1.2) can be viewed as a smoothed Dirichlet series for ζ(w). The asymptotic expansion of S(a; w) as a → 0 in ℜ(a) > 0 is straightforward. The most interesting case arises when w = 2m, where m is a positive integer, for which we establish a transformation for S(a; 2m) analogous to that in (1.1) valid as a → 0 in ℜ(a) > 0. This similarly involves the series in (1.2) with a replaced by π 2 /a, but with each term decorated by an asymptotic series in a. A recent application of the series with w = 2 and w = 4 has arisen in the geological problem of thermochronometry in spherical geometry [6] .
2. An expansion for S(a; w) as a → 0 when w = 2, 4, . . .
Our starting point is the well-known Cahen-Mellin integral (see, for example, [3 
where c > ℜ(α) so that the integration path passes to the right of all the poles of Γ(s − α) situated at s + α − k (k = 0, 1, 2, . . .). For simplicity in presentation we shall assume throughout real values of w > 0. Then, it follows that
upon reversal of the order of summation and integration, which is justified when c > max{0, 
where for σ and t real The remainder R N is
It is shown in the appendix, when w = 2, 4, We remark that the algebraic expansion (2.2) also contains a subdominant exponentially small component as a → 0; compare [3, §8.1.5] for the particular case w = 0. We do not consider this further in the present paper.
3. An expansion for S(a; 2m) when m = 1, 2, . . .
The case w = 2m, where m is a positive integer, is more interesting as this leads to the analogue of the Poisson-Jacobi transformation (1.1). There is now only a finite set of poles of the integrand in (2.1) at s = . . This has the consequence that the integrand is holomorphic in ℜ(s) < −m, so that further displacement of the contour can produce no additional algebraic terms in the expansion of S(a; 2m). Thus, we find when w = 2m
where, upon making the change of variable s → −s,
and L denotes a path parallel to the imaginary axis with ℜ(s) > m. We now employ the functional relation for ζ(s) given by [5, p. 269]
to convert the argument of the zeta function in (3.2) into one with real part greater than unity. The integral in (3.2) can then be written in the form
Since on the integration path ℜ(2s − 2m + 1) > 1, we can expand the zeta function and reverse the order of summation and integration to obtain
where
and we have employed the duplication formula for the gamma function
The integrals K n (a; m) have no poles in the half-plane ℜ(s) > m, so that we can displace the path L as far to the right as we please. On such a displaced path |s| is everywhere large. The quotient of gamma functions may then be expanded by making use of the result given in [3, p. 53]
for positive integer M , where ϑ = 1 2 − 2m,
and ρ M (s) = O(1) as |s| → ∞ in | arg s| < π. Substitution of this expansion into the integrals K n (a; m) then produces
by (2.1), where
Bounds for the remainder R M have been considered in [3, p. 71, Lemma 2.7], where it is shown that
as a → 0 in the sector | arg a| < 1 2 π. Collecting together the results in (3.2), (3.4), (3.6) and (3.7), we obtain
From (3.1) we now have the following theorem: Theorem 1. Let m and M be positive integers. Then, when w = 2m, we have the expansion valid as a → 0 in | arg a| < 
where Υ n (a; m) has the asymptotic expansion
This is the analogue of the Poisson-Jacobi transformation in (1.1). In the case m = 0, the quotient of gamma functions in (3.5) is replaced by the single gamma function Γ(s + 
Numerical results and concluding remarks
From the well-known values [2, p. 605]
we obtain from Theorem 1 the expansions in the cases m = 1 and m = 2 given by S(a; 2) = π
valid as a → 0 in | arg a| < 1 2 π. In Table 1 we show the results of numerical calculations for the case m = 2. For different values of the parameter a we present the value of the absolute error in the computation of S(a; 4) from (4.2). In the computations, we have used only the n = 1 term (since the order of
2 /a) was found to be less than the error), with the expansion for Υ 1 (a; 2) optimally truncated (corresponding to truncation at, or near, the least term in modulus) at index j 0 ≃ (π 2 /a) − 5 2 . It is seen that the error when a = 0.1 is extremely small and that, only when a ≃ 2 does the relative error start to become significant.
To conclude, we mention that a similar treatment can be carried out for the sum [1] for a hypergeometric approach when p is a rational fraction. The details of the small-a expansion of S p (a; w) will be presented elsewhere. 
It then follows that
Using the argument presented in [3, p. 126], we set N − so that M ≤ N − 1, to find
, where P (t) = ( 
