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ON THE EXISTENCE OF TRANSLATING SOLUTIONS
OF MEAN CURVATURE FLOW IN SLAB REGIONS
THEODORA BOURNI, MAT LANGFORD, AND GIUSEPPE TINAGLIA
Abstract. We prove, in all dimensions n ≥ 2, that there exists a
convex translator lying in a slab of width pi sec θ in Rn+1 (and in
no smaller slab) if and only if θ ∈ [0, pi2 ]. We also obtain convex-
ity and regularity results for translators which admit appropriate
symmetries and study the asymptotics and reflection symmetry of
translators lying in slab regions.
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1. Introduction
A solution of mean curvature flow is a smooth one-parameter family
{Σt}t∈R of hypersurfaces Σt in Rn+1 with normal velocity equal to the
mean curvature vector. A translating solution of mean curvature flow
is one which evolves purely by translation: Σt+s = Σt + se for some
e ∈ Rn+1 \ {0} and each s, t ∈ (−∞,∞). In that case, the time slices
are all congruent and satisfy
(1) H = −〈ν, e〉 ,
where ν is a choice of unit normal field and H = div ν is the correspond-
ing mean curvature. Conversely, if a hypersurface satisfies (1) then the
one-parameter family of translated hypersurfaces Σt := Σ + te satisfies
mean curvature flow. We shall eliminate the scaling invariance and
The third author was partially supported by EPSRC grant no. EP/M024512/1.
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isotropy of (1) by restricting attention to translating solutions which
move with unit speed in the ‘upwards’ direction. That is, we hence-
forth assume that e = en+1. We will refer to a hypersurface Σ
n ⊂ Rn+1
satisfying (1) with e = en+1 as a translator.
X.-J. Wang proved that any convex translator in Rn+1 which is not
an entire graph must lie in a slab region [21, Corollary 2.2]. Using the
Grim hyperplane, described below, as a barrier, it can be shown that
there can exist no strictly convex translator in a slab of width less than
or equal to pi. The main result of this paper provides the existence of
a strictly convex translator in all larger slabs.
Denote by Sn+1θ ⊂ Rn+1 be the slab region defined by
Sn+1θ := {(x, y, z) ∈ R× Rn−1 × R : |x| < pi2 sec θ} ⊂ Rn+1 .
Theorem 1 (Existence of convex translators in slab regions). For every
n ≥ 2 and every θ ∈ (0, pi
2
) there exists a strictly convex translator Σnθ
which lies in Sn+1θ and in no smaller slab.
Spruck and Xiao have recently proved that every mean convex trans-
lator in R3 is actually convex [20, Theorem 1.1]. To prove convexity
of the examples in Theorem 1, we have extended their result to higher
dimensions under a rotational symmetry hypothesis.
Around the same time our work was completed, Hoffman, Ilmanen,
Martin and White have also provided an existence theorem for all slabs
of width greater than pi in the case n = 2 [13, Theorem 1.1]. They
are also able to prove uniqueness in this case, thereby completing the
classification of translating graphs in R3.
The most prominent example of a translator is the Grim Reaper
curve, Γ1 ⊂ R2, defined by
Γ1 :=
{
(x,− log cosx) : |x| < pi
2
}
.
Taking products with lines then yields the Grim hyperplanes
Γn :=
{
(x1, . . . , xn,− log cosx1) : |x1| < pi2
}
.
The Grim hyperplane Γn lies in the slab {(x1, . . . , xn) : |x1| < pi2} (and
in no smaller slab). More generally, if Σn−k is a translator in Rn−k+1
then Σn−k × Rk is a translator in Rn−k+1 × Rk ∼= Rn+1.
There is also a family of ‘oblique’ Grim planes Γnθ,φ parametrized by
(θ, φ) ∈ [0, pi
2
) × Sn−2. These are obtained by rotating the ‘standard’
Grim plane Γn through the angle θ ∈ [0, pi
2
) in the plane span{φ, en+1}
for some unit vector φ ∈ span{e2, . . . en} and then scaling by the factor
sec θ. To see that the result is indeed a translator, we need only check
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that
−Hθ = − cos θH = cos θ 〈ν, en+1〉 = 〈cos θν + sin θφ, en+1〉 = 〈νθ, en+1〉 ,
where Hθ and νθ are the mean curvature and unit normal to Γ
n
θ,φ re-
spectively. The oblique Grim hyperplane Γnθ,φ lies in the slab S
n+1
θ :=
{(x1, . . . , xn) : |x1| < pi2 sec θ} (and in no smaller slab). More generally,
if Σn−k is a translator in Rn−k+1 then the hypersurface Σnθ,φ obtained
by rotating Σn−k × Rk counterclockwise through angle θ in the plane
φ ∧ en+1 and then scaling by sec θ is a translator in Rn+1, so long as φ
is a non-zero vector in span{en−k+1, . . . en}.
Altschuler and Wu constructed a convex translating entire graph as-
ymptotic to a paraboloid [3] (see also [8]). X.-J. Wang proved that this
solution is the only convex entire translator in R3 and constructed fur-
ther convex entire examples in higher dimensions [21]. He also proved
the existence of strictly convex translating solutions which lie in slab
regions in Rn+1 for all n ≥ 2. The existence of these examples was ob-
tained by exploiting the Legendre transform and the existence of con-
vex solutions of certain fully nonlinear equations. Unfortunately, this
method loses track of the precise geometry of the domain on which the
solution is defined and so it remained unclear exactly which slabs admit
translators (cf. [20, Remark 1.6]). Theorem 1 resolves this problem.
Hoffman, Ilmanen, Martin and White provide a different construc-
tion of examples of translating graphs in slabs in Rn+1, extending an
earlier (unpublished) construction of Ilmanen for the case n = 2 [13].
However, just as for X.-J. Wang’s examples, it is unclear exactly in
which slabs these translators lie.
Our next theorem provides a step towards addressing the classifica-
tion problem in higher dimensions.
Theorem 2 (Unique asymptotics and reflection symmetry). Given
n ≥ 2 and θ ∈ (0, pi
2
) let Σnθ be a convex translator which lies in S
n+1
θ and
in no smaller slab. If n ≥ 3, assume in addition that Σnθ is rotationally
symmetric with respect to the subspace En−1 := span{e2, . . . , en}. Given
any unit vector φ ∈ En−1 the curve {sinωφ − cosωen+1 : ω ∈ [0, θ)}
lies in the normal image of Σnθ and the translators
Σnθ,ω := Σ
n
θ − P (sinωφ− cosωen+1)
converge locally uniformly in the smooth topology to the oblique Grim
hyperplane Γnθ,φ as ω → θ, where P : Sn → Σnθ is the inverse of the
Gauss map.
Moreover, Σnθ is reflection symmetric across the hyperplane {0}×Rn.
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We note that this result was already obtained by Spruck and Xiao
when n = 2 using different methods [20]. Furthermore, the translators
we construct in this paper satisfy the hypotheses of Theorem 2 and thus
Theorem 2 can be applied to show that they are reflection symmetric
across the midplane of the slab and asymptotic to the ‘correct’ oblique
Grim hyperplanes.
The rotational symmetry hypothesis — which is not required when
n = 2 — may be necessary in higher dimensions: It is conceivable that
there exist convex translators in the slab S4θ ⊂ R4, for example, which
are asymptotic to an ‘oblique’ Σ2θ×R, where Σ2θ ⊂ R3 is the translator
from Theorem 1.
Acknowledgements
We would like to thank Joel Spruck and Ling Xiao for helpful dis-
cussions about their work.
2. Compactness
Recall that, given a smooth function u over a domain Ω ⊂ Rn, the
downward pointing unit normal ν and the mean curvature H[u] of
graphu are given by
ν =
(Du,−1)√
1 + |Du|2 and H[u] = div
(
Du√
1 + |Du|2
)
respectively. So graphu is a translator (possibly with boundary) when
(2) div
(
Du√
1 + |Du|2
)
=
1√
1 + |Du|2 .
In this section, we will derive uniform C1,α estimates for certain
hypersurfaces that are given by the the graphs of the Dirichlet problem,
div
(
Du√
1 + |Du|2
)
=
1√
1 + |Du|2 in Ω
u = ψ on ∂Ω ,
(3)
where Ω is a bounded open convex subset of Rn+1 with C1,α boundary
and ψ : ∂Ω→ R is a C1,α function for some α ∈ (0, 1].
By Allard’s regularity Theorems [1, 2, 6], the desired estimates are
a consequence of the following lemma, where the usual dimension re-
striction is circumvented here due to the rotational symmetry of the
solutions (cf. Remark 2.5 below).
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Lemma 2.1. Given any ε,K > 0 there exists λ0 = λ0(ε,K) with the
following property: Let u be a solution of (3), with ∂Ω and ψ being rota-
tionally symmetric with respect to the subspace En−1 := span{e2, . . . , en}
and having C1,α norms bounded by K. For any p ∈ graphu and λ ≤ λ0
the following statements hold.
If Bn+1λ (p) ∩ graphψ = ∅ then
(4) ω−1n λ
−nHn(graphu ∩Bn+1λ (p)) ≤ 1 + ε .
If p ∈ graphψ then
(5) ω−1n λ
−nHn(graphu ∩Bn+1λ (p)) ≤
1
2
+ ε .
Proof. Arguing by contradiction, assume that the conclusion is not
true. Then there exist ε0 > 0 and K0 > 0, sequences of rotationally
symmetric domains Ωi and boundary data ψi : ∂Ωi → R bounded in
C1,α by K0, corresponding solutions ui of the Dirichlet problem (3),
points pi ∈ graphui and scales λi ↓ 0 such that (4) (or (5) in case
pi ∈ graphψi) of the lemma with this ε0 and with u = ui, p = pi and
λ = λi fails for all i, namely
(6) ω−1n λi
−nHn(graphui ∩Bn+1λi (pi)) > 1 + ε0 .
Set Ω˜i = ηpi,λi(Ωi), Ψi := graphψi and Ψ˜i = ηpi,λi(Ψi), where
ηp,λ(y) = λ
−1(y − p). We define the current T˜i = ηpi,λi#(Ti), where
Ti = [[graphui]] and note that T˜i = [[graph u˜i]], where u˜i ∈ C1,α(Ω˜i)
is defined by u˜i(p) = ηpi,λi(ui(λip + pi)) and whose mean curvature
satisfies
H˜i(p) = λiHi(xi + λip) ≤ λi =⇒ ‖H˜i‖0,Ω˜i
i→∞−→ 0.
It follows, after passing to a subsequence, that
(i) T˜i → T in the weak sense of currents, where T is area minimizing;
(ii) µT˜i → µT as Radon measures, where µT˜i and µT denote the total
variation measures of T˜i and T respectively.
See for instance [5, Lemma 2.15] or [18, Theorem 34.5] for details.
By the measure convergence (ii), for every ε > 0 there exists i0 such
that, for all i ≥ i0,
λ−ni µTi(B
n+1
λi
(pi)) = µT˜i(B
n+1
1 (0)) ≤ µT (Bn+11 (0)) + ε .
We consider the following three cases for the sequence of points pi.
(1) pi ∈ Ψi = ∂ graphui.
(2) pi = (xi, yi, u(xi, yi)) /∈ Ψi, yi ∈ Rn−1 with |yi| = 0 for all i and
lim infi dist(pi,Ψi) 6= 0.
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(3) pi = (xi, yi, u(xi, yi)) /∈ Ψi, yi ∈ Rn−1 with lim infi |yi| 6= 0 and
lim infi dist(pi,Ψi) 6= 0.
To prove Lemma 2.1 it suffices to show the following claim.
Claim 2.1.1. The current T is a hyperplane, when Case (2) or (3)
holds, or a half-hyperplane, when Case (1) holds.
Proof. We first prove that T is a hyperplane when Case (2) holds,
that is when pi = (xi, yi, u(xi, yi)) /∈ Ψi with yi = 0 ∈ Rn−1 and
lim infi dist(pi,Ψi) 6= 0. In this case the support of the area minimiz-
ing current T is rotationally symmetric in the y-space. Note that as a
consequence of the divergence theorem applied to the normals of the
graphs (extended to be independent of the en+1 direction) in an appro-
priately chosen domains, the following lemma is true (see [5, Lemmas
2.10, 2.12] for a proof).
Lemma 2.2. There exists a constant c such that for any i, p ∈ Ωi×R
and ρ > 0 the following hold: Let σ ∈ (0, 1), Qρ,σ = [−σρ, σρ]×Bnρ (0)
and q an orthogonal transformation of Rn+1 such that q(0) = p. Then
Hn(graphui ∩ q(Qρ,σ)) ≤ ωnρn(1 + cσ(n+ ρ‖Hi‖0)).
By the nature of the measure convergence, Lemma 2.2 and the in-
terior monotonicity formula [1] (see also [18, Section 17]) we obtain
that
1 ≤ ω−1n r−nµT (Bn+1r (p)) = ω−1n r−n lim
i
µT˜i(B
n+1
r (p))
= ω−1n (λir)
−n lim
i
µTi(B
n+1
λir
(p)) ≤ 1 + cn(7)
for all p ∈ sptT and any r > 0, where c is independent of i. Thus,
for a sequence {Λk} ↑ ∞, we can apply the Federer–Fleming com-
pactness theorem [11] (see also [18, Theorem 32.2]) to the sequence
T0,Λk = η0,Λk#T ; after passing to a subsequence, this yields T0,Λk → C
in the weak sense of currents, where sptC is an area minimizing cone
rotationally symmetric in the y-space, and µTp,Λk → µC as radon mea-
sures. Since sptC∩Sn is an embedded minimal surface in Sn which has
at most two distinct principal curvatures at each point, by Theorem
1.5 in [4] it must be either Sn−1 or the Clifford torus, S1 1√
n−1
× Sn−2√
n−2
n−1
.
The latter is not possible because it cannot be obtained from a limit
of graphs, so we may conclude that, after applying a rigid motion,
C = m[[Rn × {0}]], with m ∈ N. We claim that in fact m = 1.
Arguing by contradiction, assume that m ≥ 2. Then µC(Q1,σ) =
mωn ≥ 2ωn, where Q1,σ is defined in Lemma 2.2. Let σ = 12cn in
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Lemma 2.2 then, by the nature of the measure convergence, we have
that
2ωn ≤ µC(Q1,σ) ≤ ωn(1 + 1
2
).
This contradiction proves that m = 1 and C = Rn × {0}. Finally,
since C = Rn × {0}, the monotonicity formula applied to T gives that
ω−1n r
−nµT (Bn+1r (0)) = 1 for all r > 0
which implies that T itself is a hyperplane. This finishes the proof of
Claim 2.1.1 when Case (2) holds.
We now prove that T is a half-hyperplane when Case (1) holds, that
is when pi ∈ Ψi = ∂ graphui. The idea of the proof is similar to the
proof of Case (2) and the details can be found in [5, Lemma 2.15,
Lemma 2.16]. For completeness, we provide a sketch.
Since Ωi is a convex domain and the C
1,α norms of ∂Ωi and ψi are
uniformly bounded by K0, it follows that T is an area minizing current
contained in a half-hyperspace with boundary a straight line. Applying
the Federer–Fleming compactness theorem we obtain a cone at infinity
C that satisfies the same property that T satisfies, namely C is con-
tained in a half-hyperspace with boundary a straight line. This being
the case, a result of Allard [1] (see also [5, Appendix B]) shows that C
is a half-hyperplane with multiplicity m and, as in the proof of Case
(2), it remains to show that m = 1. This follows using the same ar-
guments that we have used in Case (2) after noting that the estimates
described in Lemma 2.2 can be improved when p is a boundary point.
Namely,
Hn(graphui ∩ q(Qρ,σ)) ≤ ωnρn
(
1
2
+ cσ(n+ ρ‖Hi‖0)
)
.
This finishes the sketch of the proof of Claim 2.1.1 when Case (1) holds.
It remains to prove that T is a hyperplane when Case (3) holds,
that is pi = (xi, yi, u(xi, yi)) /∈ Ψi, yi ∈ Rn−1 with lim infi |yi| 6= 0 and
lim infi dist(pi,Ψi) 6= 0. After passing to a subsequence we can assume
that lim |yi| = |y∞| exists, with |y∞| ∈ (0,∞]. Rotational symmetry of
graphui in the y-space then implies that T = [[Rn−2]]× T0, where T0 is
an area minimizing 2-current in R3. Since any such current is regular,
T0, and hence also T , is regular. We conclude that sptT0 must be a
plane [9, 15, 16] with (arguing as in Case (2)) multiplicity one. This
finishes the proof of Claim 2.1.1 when Case (3) holds and indeed, the
proof of Claim 2.1.1 is finished. 
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Recall by the measure convergence, for every ε > 0 there exists i0
such that, for all i ≥ i0,
λ−ni µTi(B
n+1
λi
(pi)) = µT˜i(B
n+1
1 (0)) ≤ µT (Bn+11 (0)) + ε .
If either Case (2) or (3) holds, then T is a hyperplane and
λ−ni µTi(B
n+1
λi
(pi)) = µT˜i(B
n+1
1 (0)) ≤ ωn + ε .
By taking ε < ε0 this contradicts (6). A similar contradiction can be
obtained when Case (1) holds. This finishes the proof of Lemma 2.1.

Lemma 2.1 allows us to apply Allard’s interior and boundary regu-
larity theorems [1, 2, 6] to obtain uniform C1,α estimates for the graphs
of solutions u to (3) with boundary data that satisfy the hypotheses
of Lemma 2.1. Assuming higher regularity of the boundary data we
can apply the Schauder theory to obtain higher regularity estimates for
these graphs.
Corollary 2.3. Given any K > 0 and ` ∈ N, there exists a constant C`
with the following property: Let u be a solution of (3) with ∂Ω and ψ
bounded in C`0,α by K for some `0 ≥ 2 and α ∈ (0, 1] and rotationally
symmetric with respect to the subspace En−1 := span{e2, . . . , en}. Then
sup
p∈graphu
|∇`A(p)| ≤ C` for all ` ∈ {0, . . . , `0 − 2} ,
where A is the second fundamental form of graphu and ∇0A := A.
Remark 2.4. If we allow `0 = 1 in Corollary 2.3 then we obtain uni-
form C1,α estimates for the graphs of solutions u to (3) with boundary
data that satisfy the hypotheses of Lemma 2.1.
Remark 2.5. If n + 1 ≤ 7 then Lemma 2.1, and hence Corollary 2.3
and Remark 2.4, still hold without the rotational symmetry hypothesis
on the boundary data. To see this, note that the proof of the bound-
ary case (Case 1) of Lemma 2.1 does not make use of the rotational
symmetry hypothesis and hence holds in all dimensions without this re-
striction. To show interior regularity in case n+ 1 ≤ 7 we can refer to
known results on regularity of almost minimizing surfaces; see for ex-
ample [10, 14]. One can alternatively see this from Cases 2a and 2b in
the proof of Lemma 2.1, since there are no stable non-planar minimal
cones in low dimensions [19] (see also [17] or [18, Appendix B]).
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3. Convexity
In this section, we prove a generalization of extend the convexity
result of Spruck and Xiao [20, Theorem 1.1]. Our proof is a straight-
forward extension of theirs.
Theorem 3.1. Let Σ ⊂ Rn+1 be a mean convex translator with at
most two distinct principal curvatures at each point and bounded second
fundamental form. Then Σ is convex.
Proof. Denote the principal curvatures of Σ by κ ≤ µ. Note that κ is
smooth and has constant multiplicity m ∈ {1, . . . , n − 1} in the open
set U := {X ∈ Σ : κ(X) < 0}. Recall that
−(∇V + ∆)A = |A|2A ,
where V := e>n+1 is the tangential part of en+1. Computing locally
in a principal frame {τ1, . . . , τn} with κi = Aii = κ when i ≤ m and
κi = Aii = µ when i ≥ m+ 1, we obtain
−(∇V + ∆)κ = |A|2κ+ 2
n∑
`=1
n∑
p=m+1
(∇`A1p)2
µ− κ in U .
Since the mean curvature satisfies
−(∇V + ∆)H = |A|2H ,
straightforward manipulations then yield
−(∇V + ∆)κ
µ
= − (∇V + ∆)(n−m)κ
H −mκ
=
2
n−m
H
µ2
n∑
`=1
n∑
p=m+1
(∇`A1p)2
µ− κ + 2
〈
∇κ
µ
,
∇µ
µ
〉
.(8)
Suppose that
−ε0 := inf
Σ
κ
µ
< 0 .
If the infimum is attained at some point X0 ∈ Σ then κ(X0) < 0 and
the strong maximum principle yields κ
µ
≡ −ε0 < 0. In particular,
0 ≡ ∇`κ
µ
=
∇`App
κ
− κ
µ
∇`Aqq
µ
when p ≤ m < q. It is a general observation that
0 = τ`Aij = ∇`Aij + (κj − κi)Γ`ij = ∇`Aij(9)
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for each ` whenever κi = κj and i 6= j, where Γ`ij := 〈∇`τi, τj〉. Thus1,
0 = ∇`A11 when ` = 2, . . . ,m
and
0 = ∇`Ann when ` = m+ 1, . . . , n− 1 .
Recalling (8), we also find that
0 ≡
n∑
`=1
n∑
p=m+1
(∇`A1p)2 .
It follows that the components ∇1Ann, ∇1A11, ∇nA11 and ∇nAnn are
all identically zero and hence, by the translator equation (1),
0 ≡ m∇`A11 + (n−m)∇`Ann = ∇`H = −κ` 〈τ`, e3〉
for each ` = 1, . . . , n. It follows that ν ≡ −e3 and hence Σ is a
hyperplane satisfying H ≡ 1, which is absurd.
Suppose then that the infimum is not attained. Since κ
µ
≥ −n−m
m
and
the sectional curvatures of Σ are bounded, the Omori–Yau maximum
principle may be applied. This yields a sequence of points Xi → ∞
such that
κ
µ
(Xi)→ −ε0 ,
∣∣∣∣∇κµ(Xi)
∣∣∣∣ ≤ 1i and −∆κµ(Xi) ≤ 1i .(10)
Consider the sequence of translators Σi := Σ−Xi. Since |A| is bounded,
the translators Σi converge locally uniformly in C
∞, after passing to a
subsequence, to a limit translator Σ∞. Note that, whenever κ < 0 < µ,
∇`mκ
µ
=
m∇`A11
µ
− mκ
µ2
∇`Ann
=
∇`H
µ
−m
(
n−m
m
+
κ
µ
) ∇`Ann
µ
.(11)
We claim that(
n−m
m
+
κ
µ
(Xi)
) ∇kAnn
µ
(Xi)→ 0 as i→∞(12)
for each ` = 1, . . . , n. Suppose that this is not the case. Then there
exists i0 ∈ N and δ0 > 0 such that(
n−m
m
+
κ
µ
(Xi)
) |∇kAnn|
µ
(Xi) > δ0(13)
1Here, and elsewhere, we freely make use of the Codazzi identity.
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for all i > i0 and some k ∈ {1, . . . , n}. By (10),(∇`A11
µ
− κ
µ
∇`Ann
µ
)
(Xi)→ 0
for each ` = 1, . . . , n as i→∞ so that, replacing δ0 and i0 if necessary,(
n−m
m
+
κ
µ
(Xi)
) |∇kA11|
µ
(Xi) > δ0(14)
for all i > i0. Moreover, by (9),
∇`Ann
µ
(Xi)→ 0
as i→∞ for all ` = 2, . . . , n− 1. So (13) (and hence also (14)) holds
with k ∈ {1, n}. Combining (10) and (8) we obtain, at the point Xi,
1
i
≥ 1
n−m
H
µ− κ
n∑
`=1
n∑
p=m+1
(∇`A1p)2
µ2
+
〈
∇κ
µ
,
∇µ
µ
〉
=
1
n−m
H
µ− κ
(
n∑
p=m+1
(∇pκ)2
µ2
+ (n−m)(∇1µ)
2
µ2
)
+∇1κ
µ
∇1µ
µ
+
m∑
`=2
∇`κ
µ
∇`µ
µ
+
n∑
`=m+1
∇`κ
µ
(∇`κ
κ
− µ
κ
∇`κ
µ
)
= − µ
κ
n∑
`=m+1
(
∇`κ
µ
)2
+
m∑
`=2
∇`κ
µ
∇`µ
µ
+∇1κ
µ
∇1µ
µ
+
H
µ− κ
(∇1µ)2
µ2
+
µ
κ
n∑
`=m+1
∇`κ
µ
∇`κ
µ
+
1
n−m
H
µ− κ
n∑
`=m+1
(∇`κ)2
µ2
≥ − µ
κ
n∑
`=m+1
(
∇`κ
µ
)2
+
m∑
`=2
∇`κ
µ
∇`µ
µ
+
(
m
n−m
m
+ κ
µ
1− κ
µ
|∇1µ|
µ
−
∣∣∣∣∇1κµ
∣∣∣∣
)
|∇1µ|
µ
+
n∑
`=m+1
(
m
n−m
n−m
m
+ κ
µ
1− κ
µ
|∇`κ|
µ
+
µ
κ
∣∣∣∣∇`κµ
∣∣∣∣
)
|∇`κ|
µ
.
Suppose that k = 1 in (13). If(
n−m
m
+
κ
µ
(Xi)
) |∇nκ|
µ
(Xi) 6→ 0 as i→∞
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then, taking i → ∞, we find |∇1µ|
µ
(Xi) → 0 as i → ∞, contradicting
(13). Else, |∇nκ|
µ
(Xi) ≤ |∇1µ|µ (Xi) for i sufficiently large and we again
obtain |∇1µ|
µ
(Xi) → 0 as i → ∞, contradicting (13). If k = n in (13)
we may argue similarly, using (14).
So (12) does indeed hold. Applying (10) and (12) to (11) yields
∇`H
µ
(Xi)→ 0
for each ` = 1, . . . , n. On the other hand, by the translator equation,
∇`H
µ
= −κ` 〈τ`, e3〉
µ
.
Since κ
µ
(Xi) → −ε0 6= 0, we conclude that ν(Xi) → −e3 and hence
H(Xi) → 1. So we may proceed as in the interior case to obtain a
contradiction. 
Remark 3.2. A very similar argument can be used to prove that any
two-convex translator (i.e. one satisfying κ1 + κ2 > 0) in Rn+1 with
n ≥ 3 is convex since in this case |A|2 ≤ nH2 ≤ n and κ1 is smooth
and satisfies
−(∇V + ∆)κ1 = |A|2κ1 + 2
n∑
`=1
∑
κp>κ1
(∇`A1p)2
κp − κ1
wherever it is negative.
4. Barriers
In this section we introduce appropriate barriers. When n = 2, the
outer barrier is obtained by (non-isotropically) ‘stretching’ the level
set function corresponding to the Angenent oval so that it lies in the
correct slab and is asymptotic to the correct oblique Grim planes. The
higher dimensional barrier is then obtained by rotating in the (n− 1)-
dimensional complimentary subspace.
Lemma 4.1. The function u : {(x, y) ∈ R×Rn−1 : |x| < pi
2
sec θ} → R
defined by
u(x, y) := − sec2 θ log cos ( x
sec θ
)
+ tan2 θ log cosh
(
|y|
tan θ
)
is a subsolution of the graphical translator equation (2).
In particular, given any R > 0, the surface
ΣR := graphuR
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is a subsolution of the translator equation (1), where
uR := u− tan2 θ log cosh
(
R
tan θ
)
.
Proof. The relevant derivatives of u are given by
Du =
(
sec θ tan
(
x
sec θ
)
, tan θ tanh
(
|y|
tan θ
)
y
|y|
)
and
D2u =

sec2
(
x
sec θ
)
. . . 0 . . .
...
0 sech2
(
|y|
tan θ
)
yiyj
|y|2 + tan θ tanh
(
|y|
tan θ
)(
δij
|y| − yiyj|y|3
)
...
 .
So
1 + |Du|2 = 1 + sec2 θ tan2 ( x
sec θ
)
+ tan2 θ tanh2
(
|y|
tan θ
)
= sec2 θ sec2
(
x
sec θ
)− tan2 θ sech2 ( |y|
tan θ
)
.
Estimating
∆u ≥ sec2 ( x
sec θ
)
+ sech2
(
|y|
tan θ
)
we find
(1 + |Du|2) 32H[u] = (1 + |Du|2)∆u−D2u(Du,Du)
≥ 1 + |Du|2 + sec2 ( x
sec θ
)
sech2
(
|y|
tan θ
)
≥ 1 + |Du|2 .

Consider the ‘outer’ domain
ΩR :=
{
(x, y) ∈ Sn−1θ : uR(x, y) < 0
}
=
(x, y) ∈ Sn−1θ : cos ( xsec θ) <
cosh
(
|y|
tan θ
)
cosh
(
R
tan θ
)
sin
2 θ
 ,
where Snθ := (−pi2 sec θ, pi2 sec θ)× Rn−1. Note that
∂ΩR = ∂ (ΣR ∩ Rn × (−∞, 0]) .
The inner barrier is obtained by rotating the Angenent oval of width
pi sec θ and cutting off at an appropriate height (see Figure 4).
14 THEODORA BOURNI, MAT LANGFORD, AND GIUSEPPE TINAGLIA
Lemma 4.2. Given R > 0, let ΠR ⊂ Rn+1 be the surface formed by
rotating the time T := − sec2 θ cosh ( R
tan θ
)
slice of the Angenent oval of
width pi sec θ about the x-axis. That is,
ΠR :=
{
(x, y, z) ∈ R× Rn−1 × R : v(x, y, z) = T} ,
where
v := sec2 θ
[
log
(
cosh
(√
|y|2+z2
sec θ
))
− log (cos ( x
sec θ
))]
.
There exists ε0 = ε0(n, θ) > 0 such that the sublevel set
ΣR,ε := ΠR ∩
{
z ≤ −R cos(θ−ε)
sin θ
}
+R cos(θ−ε)
sin θ
en+1
is a supersolution of the translator equation (1) whenever ε < ε0 and
R > Rε :=
2(n−1)
ε
.
Proof. Set w = (y, z). Then
Dv = sec θ
(
tan
(
x
sec θ
)
, tanh
(
|w|
sec θ
)
w
|w|
)
and
D2v =

sec2
(
x
sec θ
)
. . . 0 . . .
...
0 sech2
(
|w|
sec θ
)
wiwj
|w|2 + sec θ tanh
(
|w|
sec θ
)(
δij
|w| − wiwj|w|3
)
...
 .
Lengthy computations then yield, on the one hand,
−〈ν, en+1〉 =
〈
Dv
|Dv| , en+1
〉
=
tanh
(√
|y|2+z2
sec θ
)
|z|√
|y|2+z2√
tan2
(
x
sec θ
)
+ tanh2
(√
|y|2+z2
sec θ
)
and, on the other hand,
H = div
(
Dv
|Dv|
)
=
1
sec θ
+ n−1|w| tanh
(
|w|
sec θ
)
√
tan2
(
x
sec θ
)
+ tanh2
(
|w|
sec θ
) .
It follows that ΠR is a supersolution in the region where
|z| − (n− 1)√|y|2 + z2 tanh
(√
|y|2+z2
sec θ
)
≥ cos θ .
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Note that |y| ≤ sin(θ−ε)
sin θ
R wherever |z| ≥ cos(θ−ε)
sin θ
R. Thus, whenever
R > Rε :=
2(n−1)
ε
and z ≤ − cos(θ−ε)
sin θ
R,
|z| − (n− 1)√|y|2 + z2 tanh
(√
|y|2+z2
sec θ
)
≥
(
cos(θ − ε)− (n−1)
R
sin θ
)
tanh
(
cos(θ−ε)
tan θ
R
)
≥ cos θ (1 + ε
2
tan θ + o(ε)
)√
1− 4e− 2(n−1) cos2 θ sin θε .
This is no less than cos θ when ε < ε0(n, θ). 
Figure 1. Given any ε ∈ (0, ε0(n, θ)), the portion of
ΠR (the rotated time T = sec
2 θ cosh
(
R
tan θ
)
slice of the
Angenent oval of width pi sec θ) lying below height z =
−R cos(θ−ε)
sin θ
is a supersolution of the translator equation
when R > Rε :=
2(n−1)
ε
. The surface ΣR,ε is obtained by
translating this piece upward so that its boundary lies in
Rn × {0}.
Consider the ‘inner’ domain
ΩR,ε :=
(x, y) ∈ Snθ : cos
(
x
sec θ
)
<
cosh
(√
|y|2 sin2 θ+R2 cos2(θ−ε)
tan θ
)
cosh
(
R
tan θ
)
 .
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Note that ∂ΩR,ε = ∂ΣR,ε.
The following lemma implies that the inner barrier which touches
the outer barrier at Re2 lies above it, so long as R is sufficiently large.
Lemma 4.3. Given any R > 0, Ωρε,ε ⊂ ΩR, where ρε := sin θsin(θ−ε)R.
Proof. It suffices to show that the function f : R+ → R defined by
f(ζ) :=
cosh
(√
ζ2 sin2 θ+ρ2ε cos
2(θ−ε)
tan θ
)
cosh
(
ρε
tan θ
) − [cosh ( ζtan θ)
cosh
(
R
tan θ
)]sin2 θ
is non-positive. This follows from log-concavity of the function
g(w) := cosh
( √
w
tan θ
)
.
Indeed, given any s ∈ (0, 1) and w > 0, log-concavity of g implies that
the function
G(z) :=
g(sz + (1− s)w)
g(z)s
is monotone non-decreasing for z < w. Since ζ < R < tan θ
tan(θ−ε)R =
cos(θ−ε)
cos θ
ρε, this implies
g(ζ2 sin2 θ + ρ2ε cos
2(θ − ε))
g(ζ2)sin
2 θ
≤ g(R
2 sin2 θ + ρ2ε cos
2(θ − ε))
g(R2)sin
2 θ
=
g(ρ2ε)
g(R2)sin
2 θ
.
The claim follows. 
Corollary 4.4. Set εR :=
2(n−1)
R
, ΣR := ΣρεR ,εR and ΩR := ΩρεR ,εR.
Then, for R > R0 :=
2(n−1)
ε0
, ΣR is a supersolution of the translator
equation with boundary ∂ΣR = ∂ΩR.
5. Existence
In this section we prove the existence theorem, which we now recall.
Theorem (Existence of convex translators in slab regions). For every
n ≥ 2 and every θ ∈ (0, pi
2
) there exists a strictly convex translator Σnθ
which lies in Sn+1θ and in no smaller slab.
Proof. Given R > 0, let uR be the solution ofH[uR] =
1√
1 + |DuR|2
in ΩR
uR = 0 on ∂ΩR ,
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where ΩR := ΩR. Since the equation admits upper and lower barriers
(0 and uR, respectively), existence and uniqueness of a smooth solu-
tion follows from well-known methods (see, for example, [12, Chapter
15]). Uniqueness implies that uR is rotationally symmetric with respect
to the subspace En−1 = span{e2, . . . , en}. Since uR is a subsolution,
its graph lies below graphuR. Since the two surfaces coincide on the
boundary ∂ΩR,
H[uR] = −〈νR, en+1〉 ≥ − 〈νR, en+1〉
≥ cos θ cos (x cos θ)
≥ cos θ
(
1− xpi
2
sec θ
)
(15)
on ∂ΩR, where νR is the downward pointing unit normal to graphuR.
By Corollary 4.4, we also find, for R > R0, that
−uR(0) ≥ 1− cos θ
sin θ
R→∞ as R→∞ .(16)
Let Ri → ∞ be a diverging sequence and consider the translators-
with-boundary
Σi := graphuRi − uRi(0)en+1 .
By Corollary 2.3 and the height estimate (16) some subsequence con-
verges locally uniformly in the smooth topology to some limiting trans-
lator, Σ, with bounded second fundamental form. By Theorem 3.1, Σ
is convex.
Certainly Σ lies in the slab Sθ, so it remains only to prove that it lies
in no smaller slab (strict convexity will then follow from the splitting
theorem and uniqueness of the Grim Reaper). Set
v := 1− xpi
2
sec θ
,
where x(X) := 〈X, e1〉. We claim that
(17) inf
Σ∩{x>0}
H
v
> 0 .
Since Σ is convex and non-compact (it is complete and translates under
mean curvature flow) Myers’ theorem implies that infΣH = 0 and
hence supΣ x =
pi
2
sec θ as desired. To prove (17), first observe that
−(∆ +∇V )v = 0
and hence
−(∆ +∇V )H
v
= |A|2H
v
+ 2
〈
∇H
v
,
∇v
v
〉
,
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where V is the tangential projection of en+1. The maximum principle
then yields
min
Σi∩{x>0}
H
v
≥ min
{
min
∂Σi∩{x>0}
H
v
, min
Σi∩{x=0}
H
v
}
= min
{
cos θ, min
Σi∩{x=0}
H
}
.
If lim infi→∞minΣi∩{x=0}H > 0 then we are done. So suppose that
lim infi→∞H(Xi) = 0 along some sequence of points Xi ∈ Σi∩{x = 0}.
Then, by Corollary 2.3, after passing to a subsequence, the translators-
with-boundary
Σˆi := Σi −Xi
converge locally uniformly in C∞ to a translator (possibly with bound-
ary) Σˆ which lies in Sθ and satisfies H ≥ 0 with equality at the origin.
Note that the origin must be an interior point since, recalling (15),
H > cos θ on ∂Σi ∩ {x = 0} for all i. The strong maximum principle
then implies that H ≡ 0 on Σˆ and we conclude that Σˆ is either a hyper-
plane or half-hyperplane. Since, by the reflection symmetry, the limit
cannot be parallel to {0}×Rn−1×R, neither option can be reconciled
with the fact that Σˆ lies in Sθ. 
6. Asymptotics and reflection symmetry
In this section we prove Theorem 2. We begin with proving that,
after translation, the translators have the correct asymptotics.
Theorem 6.1. Given n ≥ 2 and θ ∈ (0, pi
2
) let Σnθ be a convex trans-
lator which lies in Sn+1θ and in no smaller slab. If n ≥ 3, assume in
addition that Σnθ is rotationally symmetric with respect to the subspace
En−1 := span{e2, . . . , en}. Given any unit vector φ ∈ En−1 the curve
{sinωφ− cosωen+1 : ω ∈ [0, θ)} lies in the normal image of Σnθ and the
translators
Σnθ,ω := Σ
n
θ − P (sinωφ− cosωen+1)
converge locally uniformly in the smooth topology to the oblique Grim
hyperplane Γnθ,φ as ω → θ, where P : Sn → Σnθ is the inverse of the
Gauss map.
Proof. We will first prove the theorem assuming that Σnθ is rotationally
symmetric with respect to the subspace En−1 := span{e2, . . . , en}. We
will then show how this hypothesis can be removed when n = 2. Fix a
unit vector φ ∈ span{e2, . . . , en} and define
ω := sup{ω ∈ [0,∞) : sinωφ− cosωen+1 ∈ ν(Σ)} .
TRANSLATING SOLUTIONS OF MCF IN SLAB REGIONS 19
Let ωi be a sequence of points converging to ω. Then the translators
Σi,φ := Σ− Pφ(ωi)
have uniformly bounded curvature and pass through the origin. After
passing to a subsequence, they must therefore converge locally uni-
formly to a limit translator. The limit must be the oblique Grim hy-
perplane Γnω,φ since it contains the ray {r(cosωφ + sinωen+1) : r >
0} and lies in a slab parallel to Sθ (and, when n ≥ 3, splits off
an additional n − 2 lines due to the rotational symmetry). In fact,
since the components of the normal are monotone along the curve
γ(ω) := P (sinωφ− cosωen+1), the normal must actually converge (to
sinωφ− cosωen+1) along γ. It follows that the limit is independent of
the subsequence and we conclude that the translators
Σω,φ := Σ− Pφ(ω)
converge locally uniformly in C∞ to Γnω,φ as ω → ω. Note that ω ≤ θ
since the limit Γnω,φ must lie in Sθ. It remains to show that ω ≥ θ.
Suppose, to the contrary, that ω < θ. Given ω ∈ [0, pi
2
), let Πωt =
secωΠcos2 ωt be the rotationally symmetric ancient pancake which lies
in the slab Sn+1ω (and no smaller slab) and becomes extinct at the origin
at time zero that has been constructed in [7]. The ‘radius’ `ω(t) of Π
ω
t
satisfies
`ω(t) := max
p∈Πωt
〈p, e2〉 = secω `0(cos2 ωt)
= − t cosω + (n− 1) secω log(−t) + c+ o(1)(18)
as t → −∞, where the constant c and the remainder term depend on
ω and n. Observe that the ray Lω = {r(cosωφ + sinωen+1) : r > 0}
is tangent to the circle in the plane span{φ, en+1} of radius − cosωt
centred at −ten+1. Indeed, a point r(cosωφ + sinωen+1) lies on this
circle if and only if
|r cosωφ+ (r sinω + t)en+1|2 = cos2 ωt2
Πωt ⇐⇒ (r − sinω(−t))2 = 0 .
So there exists a unique point with this property, as claimed. Since,
by hypothesis, θ < ω, we conclude from (18) that the circle of radius
`θ(−t) lies above the line Lω for −t sufficiently large (cf. Figure 3). Our
goal is to show that, in fact, Πωt − ten+1 lies above Σ for −t sufficiently
large (and hence Πωt lies above Σt := Σ + ten+1 for −t sufficiently
large). But since Πωt and Σt both reach the origin at time zero, this
would contradict the avoidance principle.
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In order to prove that Πωt − ten+1 lies above Σ for −t sufficiently
large, we need an estimate for the ‘width’ of Σ. We know that, near its
‘edge region’, Σ looks like a Grim hyperplane of width secω, whereas,
in its ‘middle region’, it looks like two parallel planes of width sec θ.
By convexity, it must lie outside the linearly interpolating region in
between (see Figure 2). Lemma 6.2 below quantifies this elementary
observation.
Given p ∈ Σ set
x(p) := 〈p, e1〉 , y(p) := 〈p, φ〉 and z(p) := 〈p, en+1〉
and, given h > 0, set
`(h) := max
p∈Σh
y(p) ,
where Σh is the level set Σh := {p ∈ Σ : z(p) = h}.
Lemma 6.2 (Width estimate). Set
β := sec θ − secω > 0 and x0 := lim
ω→ω
x (Pφ(ω)) .
For any ε > 0 there exist Kε < ∞ and hε < ∞ such that, for every
h > hε, p ∈ Σh and s ∈ [0, 1],
0 ≤ y(p) ≤ s(`(h)−Kε)
=⇒ |x(p)− x0| ≥ pi2
(
secω + (1− s)(β − 2
pi
x0)− ε
)
.
Figure 2. Linearly interpolating between the ‘middle’
and ‘edge’ regions in the level set Σh. The horizontal
axis is compressed.
Proof. Choose ε > 0. Because Σ converges to the oblique Grim hyper-
plane Γω,φ after translating the ‘tips’, Pφ(ω), we can find some hε and
Kε such that
|x(p)− x0| ≥ pi2 secω − ε
for all p ∈ Σh satisfying
0 ≤ y(p) ≤ `(h)−Kε
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so long as h ≥ hε. Choose some h ≥ hε and consider the point p1 ∈
Σh ∩ {e1, φ, en+1} satisfying x(p1) ≥ x0 and 0 ≤ y(p1) = `(h) − Kε.
(If there is no such point then the claim is vacuously true, else p1 is
uniquely determined.) Then
x(p1)− x0 ≥ pi2 secω − ε .
On the other hand, because Σ converges to the boundary of Sθ after
translating vertically, we can assume that hε is so large that
x(p0) ≥ pi2 sec θ − ε
at the point p0 ∈ Σh ∩ span{e1, φ, en+1} satisfying y(p0) = 0 and
x(p0) ≥ x0. Since Σh is convex, we conclude that any point p ∈ Σh ∩
span{e1, φ, en+1} satisfying 0 ≤ y(p) ≤ `(h)−Kε and x(p) ≥ x0 lies be-
yond the segment joining p0 and p1. In particular, if y(p) ≤ s(`(h)−Kε)
then
x(p) ≥ sx(p1) + (1− s)x(p0)
≥ s (x0 + pi2 secω − ε)+ (1− s) (pi2 sec θ − ε)
= x0 +
pi
2
(
secω + (1− s)(β − 2
pi
x0)
)− ε .
The other inequality is proved in much the same way (simply choose
the points p0 and p1 on the other side of the {x = x0} plane). 
Reflecting Σn through the {x = 0} hyperplane if necessary, we may
assume in what follows that x0 ≥ 0.
Given ε > 0, choose hε and Kε as in Lemma 6.2 and consider h ≥ hε.
Then, given any p ∈ Σ satisfying 0 ≤ y(p) < (`(h)−Kε) and x(p) ≥ x0,
we can choose s = s(p) := |y(p)|
`(h)−Kε ∈ [0, 1] and hence estimate
x(p) ≥ pi
2
(
sec θ − β |y(p)|
`(h)−Kε − ε
)
.
Choosing hε larger if necessary, we may assume that `(hε) ≥ 2Kε and
hence
x(p) ≥ pi
2
(
sec θ − β |y(p)|
`(h)
(
1 +
2Kε
`(h)
)
− ε
)
.(19)
Note also that, by convexity,
tanω ≥ h
`(h)
→ tanω as h→∞ .
Claim 6.2.1. There exists ω ∈ (ω, θ) such that for −t sufficiently large,
Πωt − ten+1 lies above Σ for −t sufficiently large.
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Proof. Arguing by contradiction, suppose that for any t < 0 and ω ∈
(ω, θ), there is some point p ∈ (Πωt − ten+1) ∩ Σ ∩ {X : 〈X,φ〉 > 0}.
Then there is some ϕ ∈ [0, pi
2
] such that
h := z(p) = −t−`ω(t) sinϕ, |y(p)| ≤ `ω(t) cosϕ and |x(p)| < pi
2
secω ,
where `ω is defined by (18) (see Figure 3). Suppose further that h ≥ hε.
Figure 3. If ω < θ then the pancake lies above the
translator for −t sufficiently large.
Recalling (19), we find
secω ≥ sec θ − β |y(p)|
h
h
`(h)
(
1 +
2Kε
h
h
`(h)
)
− ε
≥ sec θ − β `ω(t) cosϕ
h
tanω
(
1 +
2Kε
h
tanω
)
− ε .
That is,
sec θ − secω
sec θ − secω ≤
`ω(t) cosϕ
h
tanω
(
1 +
2Kε
h
tanω
)
+
ε
β
=
`ω(t) cosϕ tanω
−t− `ω(t) sinϕ
(
1 +
2Kε tanω
−t− `ω(t) sinϕ
)
+
ε
β
.
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Since the right hand side is non-increasing with respect to ϕ for ϕ ∈
[0, pi
2
], we may estimate
sec θ − secω
sec θ − secω ≤
`ω(t)
−t tanω
(
1 +
2Kε
−t tanω
)
+
ε
β
.
But `ω(t)−t → cosω as t→ −∞, so we conclude, for −t ≥ −tε sufficiently
large, that
sec θ − secω
sec θ − secω ≤ cosω tanω +
2ε
β
≤ sinω + 2ε
β
.
Choosing ω sufficiently close to ω and ε sufficiently small results in a
contradiction. This completes the proof of Claim 6.2.1. 
By Claim 6.2.1, there exists ω ∈ (ω, θ) such that Πωt −ten+1 lies above
Σ for −t sufficiently large. In other words Πωt lies above Σt := Σ+ten+1
for −t sufficiently large. But since Πωt and Σt both reach the origin at
time zero, this contradicts the avoidance principle. This finishes the
proof of Theorem 6.1 in case n ≥ 3.
It remains to remove the reflection symmetry hypothesis when n = 2.
If both asymptotic Grim planes have width smaller than pi sec θ then
the above argument needs no modification, so it suffices to address the
case that Σ is asymptotic to the correct oblique Grim plane in one
direction, say −e2, but not the other, e2. This can be achieved with
a similar argument by centering the ancient pancake not on the z-axis
but rather on the axis bisecting the two asymptotic lines, i.e. the ray
{r (cos θ−ω
2
e3 + sin
θ−ω
2
e2
)
: r > 0}. We omit the details since the result
in this case was already proved by Spruck and Xiao [20].

Combining the unique asymptotics with the Alexandrov reflection
principle, we may complete the proof of Theorem 2.
Corollary 6.3. Given θ ∈ (0, pi
2
), let Σ be a strictly convex translator
which lies in Sn+1θ and in no smaller slab. If n ≥ 3 assume in addi-
tion that Σ is rotationally symmetric with respect to En−1. Then Σ is
reflection symmetric across the hyperplane {0} × Rn.
Proof. We proceed similarly as in [7, Theorem 6.2]. Let us begin by
introducing some notation. Given a unit vector e ∈ Sn and some
α ∈ R, denote by He,α the halfspace {p ∈ Rn+1 : 〈p, e〉 < α} and by
Re,α · Σ := {p − 2(〈p, e〉 − α)e : p ∈ Σ} the reflection of Σ across the
hyperplane ∂He,α. We say that Σ can be reflected strictly about He,α if
(Re,α · Σ) ∩ He,α ⊂ Ω ∩ He,α.
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Lemma 6.4 (Alexandrov reflection principle). Let Σ be a convex trans-
lator. If Σh := Σ ∩ {(x, y, z) ∈ R× Rn−1 × R : z > h} can be reflected
strictly about He,α for some e ∈ {en+1}⊥ then Σ can be reflected strictly
about He,α.
Proof. This is a consequence of the strong maximum principle and the
boundary point lemma (cf. [12, Chapter 10]). 
Claim 6.4.1. For every α ∈ (0, pi
4
) there exists hα < ∞ such that
Σhα := Σ∩ {(x, y, z) ∈ R×Rn−1 ×R : z > hα} can be reflected strictly
about Hα := He1,α.
Proof. Suppose that the claim does not hold. Then there must be some
α ∈ (0, pi
4
) and a sequence of heights hi → ∞ such that (Rα · Σhi) ∩
Hα ∩ Σhi 6= ∅. Choose a sequence of points pi = xie1 + yie2 ∈ Σhi
whose reflection about the hyperplane Hα satisfies (2α− xi)e1 + yie2 ∈
(Rα · Σhi) ∩ Σhi ∩ Hα and set p′i = x′ie1 + y′ie2 := (2α − xi)e1 + yie2.
Without loss of generality, we may assume that y′i = yi ≥ 0. Since
α ≤ xi < pi2 , the point p′i satisfies α ≥ x′i > −pi2 + 2α so that, after
passing to a subsequence, limi→∞ x′i ∈ [−pi2 + 2α, α]. But since Σ is
convex and converges, after translating in the plane span{e2, en+1}, to
the Grim hyperplane Γe2,θ, we conclude that
0 = lim
i→∞
(xi + x
′
i) = 2α .
So α = 0, a contradiction. 
It now follows from Lemma 6.4 that Σ can be reflected across Hα
for all α ∈ (0, pi
2
). The same argument applies when the halfspace Hα
is replaced by −Hα = {(x, y, z) ∈ R × R × Rn−1 : x > −α}. Taking
α→ 0 finishes the proof of the corollary. 
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