In the theory of elliptic equations, the technique of Schwarz symmetrization is one of the tools used to obtain a priori bounds for classical and weak solutions in terms of general information on the data. A basic result says that, in the absence of the zero-order term, the symmetric rearrangement of the solution u of an elliptic equation, that we write u * , can be compared pointwise with the solution of the symmetrized problem. The main question we address here is the modification of the method to take into account degenerate equations posed in inhomogeneous media. Moreover, the equations we want to deal with involve weights that make them non-divergent, at least when written in terms of the natural variables. We find comparison results covering the elliptic case and the corresponding evolution models of parabolic type, with attention to equations of porous medium type. More specifically, we obtain a priori bounds and decay estimates for wide classes of solutions of those equations.
Introduction
The technique of Schwarz symmetrization is a well-known tool of the theory of elliptic equations that is used to obtain a priori bounds for classical and weak solutions in terms of general information on the data. The classical result of symmetrization theory says that, in the absence of the zero-order term, the symmetric rearrangement of the solution u of a linear, uniformly elliptic equation with zero boundary data, that we write u * , can be compared pointwise with the solution of the rearranged (or symmetrized) problem. See section 2 for the precise definitions.
Combining the classical result with the technique of concentration comparison, in the survey [V4] it is proved that, if a (possibly nonlinear) zero-order term is present, one can still get comparison in the sense of concentrations (hence in the sense of any Orlicz norm in balls and in the uniform norm) between the rearranged solution and the solution of the rearranged problem. For this to hold, some restrictions on the zero-order term are needed. Fortunately, such restrictions are met by the elliptic problems that arise when solving the evolution problems that interest us by means of a backwards in time difference scheme, i.e., the so-called implicit scheme. In particular, a wide class of nonlinear, degenerate parabolic equations fall under the scope of the method, since a simple change of unknown allows to hide the nonlinearity in the elliptic zero-order term. As a result, one can obtain a priori estimates for the solutions to the Cauchy or Cauchy-Dirichlet problem with zero boundary data for these evolution equations.
The main question we address here is the modification of the method above to take into account degenerate equations appearing in inhomogeneous media. Moreover, the equations we want to deal with involve weights that make them non-divergent, at least when written in terms of the natural variables.
We find comparison results covering both issues, namely the elliptic equations
and the corresponding evolution models of parabolic type
t).
The latter have been proposed and studied in connection with the filtration of fluids in inhomogeneous porous media, cf. [KR1] . The main technical novelty in the proof is the use of symmetrization with respect to the measure with density ρ(x), which we will assume "almost radial", in the sense that there exist a radially symmetric function ρ 0 and a constant 0 < c ≤ 1 such that cρ 0 ≤ ρ ≤ ρ 0 in the domain under consideration. The use of symmetrization techniques allows to derive a priori estimates for the solutions of these problems in terms of the norms of the data. These estimates are the goal of the present work since they represent a main step in the construction of general weak theories.
The distribution of the contents of the paper is as follows: Section 2 is devoted to the main definitions and facts that we shall be using throughout. Sections 3 and 4 deal with the elliptic problems. In Section 3 we obtain the point-wise estimate when no zero-order terms are present, while in Section 4 the proof is adapted so as to keep track of (a special class of) zero-order terms, and the concentration comparison result is proved. The last part of the paper is devoted to the application of the preceding results to obtain comparison results and a priori estimates for parabolic problems. In Section 5 we combine the results of the preceding section and the semigroup approach and prove the corresponding concentration comparison result for parabolic problems. In Section 6 we apply this comparison result to the Cauchy problem for a inhomogeneous porous medium equation. A final appendix includes the proof of one important inequality used throughout.
Functional preliminaries
This section collects the main general ideas that we shall be using. We start by a review of the standard definitions. Let Ω be a domain in R n , not necessarily bounded, possibly R n . We denote by |Ω| the Lebesgue measure of Ω and by L(Ω) the set of [classes of] Lebesgue measurable real functions defined in Ω up to a.e. equivalence.
For every function f ∈ L(Ω), we define the distribution function φ f of f by the formula
where meas means the Lebesgue measure in R n . We denote by L 0 (Ω) the space of measurable functions in Ω such that φ f (t) is finite for every t > 0. If Ω has finite measure,
contains the measurable functions that tend to zero at infinity in a weak sense. All L p (Ω) spaces with 1 ≤ p < ∞ are contained in L 0 (Ω).
Rearrangement
A measurable function f defined in R n is called radially symmetric (or radial for short) if f (x) =f (r), r = |x|. It is called rearranged if it is nonnegative, radially symmetric, and f is a non-increasing function of r > 0. For definiteness, we also impose thatf be leftcontinuous at every jump point. We denote by R(R n ) the set of all rearranged functions in R n . We will often write f (x) = f (r) by abuse of notation. A similar definition applies to functions defined on a ball B = B R (0) = {x ∈ R n : |x| < R}, and we get the family R(B).
Symmetrization
For every bounded domain Ω the symmetrized domain is the ball Ω * = B R (0) having the same volume as Ω, i.e.,
where ω n is the volume of the unit ball in R n . For a function f ∈ L 0 (Ω) we define the spherical rearrangement of f (also called the symmetrized function of f ) as the unique rearranged function f * defined in Ω * which has the same distribution function as f , i.e., for every t > 0
The quantity is finite for every t > 0 by the assumption f ∈ L 0 (Ω). Then,
A rearranged function coincides with its spherical rearrangement. Sometimes the name symmetric decreasing rearrangement is used. The following Hardy-Littlewood formula is well-known and illustrates the relation between f and f * :
There is also an immediate relation between distribution functions and L p integrals given by the formulas
and
Since the distribution functions of f and f * are identical, conservation of integrals ∞) . Moreover, for every convex, nonnegative and symmetrical real function
Note that f * is continuous if f is. Finally, we recall that there is another related function often used in the literature on symmetrization, namely the one-dimensional symmetric representation, defined by means of the formula
Then, f * is defined in the interval [0, |Ω|] , with |Ω| = meas (Ω). Notice that 10) which makes f * a generalized inverse of φ f .
Symmetrization with respect to a measure
As a natural generalization of the standard notions, one can introduce symmetrization with respect to a measure µ defined on the domain Ω. As the symmetrized domain Ω * µ we take the ball B R (0) with Lebesgue measure equal to the µ-measure of Ω:
. Definition 2.3 should be replaced by
Observe that we have kept the usual Lebesgue measure in the right hand side. If µ is not the Lebesgue measure, a rearranged function, in the sense defined above, will not coincide with its µ-rearrangement, since an extra contraction/dilation will take place with respect to the space variable. The equality of Orlicz norms (2.8) holds in the form
The weighted version of the Hardy-Littlewood inequality reads:
For the reader's convenience, we have devoted an appendix to a proof of this important inequality.
The notions introduced above will be used in order to obtain symmetrization results for equations with variable coefficients in Section 3 and ff.
Mass Concentration
The comparison of mass concentrations is a basic notion in our approach to getting estimates for elliptic and parabolic equations. The precise definition that was introduced in [V1] is as follows:
loc (R n ) we say that f is more concentrated than g, f g, if for every R > 0,
The partial order relationship will be called comparison of mass concentrations. We can also write f g in the form g ≺ f . A similar definition applies to radially symmetric and locally integrable functions defined on a ball B = B R (0). In the case of rearranged functions this notion coincides with the comparison introduced by Hardy and Littlewood, [HLP] , which is also used by Bandle in her book; but the present definition does not ask for the condition of rearrangement, only radial symmetry, and the difference is used below. In fact, the natural way of looking at the concept is to view it as a comparison between two radially symmetric measures, dµ f = f (x)dx and dµ g = g(x)dx. Then the comparison reads,
In this formulation, comparison can be considered for general radially symmetric Radon measures. Measures are natural data for elliptic and parabolic equations. The comparison of concentrations can be formulated in an equivalent way when the functions are rearranged, thanks to a powerful equivalence result, which seems to be essentially due to Hardy and Littlewood. The precise formulation is the following. 
The result is also valid when
We will make use of the following two results, which are adaptations to our case of Proposition 4.1 (respectively Theorem 4.6) in [V4] . The next theorem makes use of the concepts of integral sub and super-solutions: a radial integral subsolution of equation
Much in the same way we define a radial integral supersolution, by reversing the concentration order in (2.19).
, let β be an increasing function in [0, +∞) with β(0) = 0 and let u 1 (r) be an integral supersolution and u 2 (r) an integral subsolution of the equation 
are positive and increasing for all large r, v 2 (r) − v 1 (r) is nonnegative and u 2 − u 1 is strictly increasing.
Roughly speaking, the first result says that, in the standard case, the solution is less concentrated than the data, while the second result says that to more concentrated data correspond more concentrated solutions. As usual in such cases, the assertion remains valid if we take integral sub and super-solutions.
Symmetrization and comparison. Elliptic problems I
The classical result of symmetrization theory deals with uniformly elliptic equations in a bounded domain with Dirichlet data, or in the whole space; it says that the symmetric rearrangement of a solution u, that we write u * , can be compared point-wise with the solution of a certain symmetrized problem involving the Laplacian operator and the symmetrized of f . We present here the simplest version of the classical symmetrization technique that applies to elliptic equations posed in a bounded domain or in the whole space. In this last case they may lose their uniform ellipticity as |x| → ∞. Our modification replaces the standard (Schwarz) rearrangement by rearrangement with respect to a measure.
The Problem
Let us consider the equation
posed in the ball Ω = B R (0) , with boundary data u = 0 in ∂Ω . Here are the assumptions:
(H1) The coefficients a ij are locally bounded measurable functions in Ω satisfying the ellipticity hypothesis
for some function λ(x) > 0 and all vectors ξ = 0.
(H2) We assume that there is a bounded measurable, radially symmetric function ρ 0 and a constant 0 < c ≤ 1 such that
(H3) We assume that the function g(x, u) is measurable, and
where f is a measurable function in some Lebesgue L p space, 1 ≤ p ≤ ∞. 1
The symmetrized problem
We need to define the symmetrized problem. We perform symmetrization of the function f (x), defined in Ω, with respect to the measure dµ = ρ(x) dx (cf. the definitions in Section 2). The symmetrized problem is then posed in the ball Ω * µ = B R * (0) with Lebesgue measure Ω ρ(x) dx. The symmetrized equation will be
where f * µ is the µ-spherical rearrangement of f and C is the constant described in Theorem 3.1. We take boundary conditions
Control of degeneracy and main result
In order to obtain a comparison result we perform a change of variables z = T (x) with the property
The main implication of (3.7) is that, given any function f (x) and the corresponding function in the new variablesf (z) = f (x), there holds
and therefore µ 0 -symmetrization of f is equivalent to standard symmetrization off . In other words, the change of variables z = T (x) can be seen as a first step towards weighted symmetrization. We use ρ 0 instead of ρ at this stage by technical reasons, in particular because (3.7) can be achieved by means of a radial transformation T , i.e., in spherical coordinates x = (r, θ) , z = (s, ψ) we will have θ = ψ ∈ S n−1 , and s = s(r). Since the elements of volume are given by dz = s n−1 ds dΩ n−1 and dx = r n−1 dr dΩ n−1 ( 2 ), the function s(r) is defined by the ODE
plus the initial condition s(0) = 0.
In order to prove our comparison result, we need to impose some conditions on the transformation z = T (x) that are met under the following hypothesis: (H4) There exists a constant K > 0 such that the functions s(r), ρ 0 (r) and λ(x) satisfy
for x ∈ Ω and r = |x|.
The main result is stated as follows.
Theorem 3.1 Let us assume that f ∈ L 2 (Ω; ρ), f ≥ 0 and that u ∈ H 1 0 (Ω; λ) is a weak solution of equation (3.1) under the above hypotheses (H1)-(H4). Then, we can compare the µ-symmetrization of u with the solution of the symmetrized problem (3.5)-(3.6) with constant C = K 2 c and obtain the point-wise result:
Condition (H4) may look a bit abstract. We will give more specific sufficient conditions at the end of this section. These particular conditions also show the sharpness of our result.
Proof of the Theorem. We follow the outline of the proof of the survey paper [V4] for the case ρ = λ = 1:
(ii) Let Ω(t) = {u > t}. We calculate for a.e. t > 0 the derivative
if the derivative exists. It is then proved that for a.e. t ∈ (0, sup ess(u)) we have
We accept this classical result. It follows that
(iii) Combining the ellipticity assumption and (3.12) we conclude that
We transform in this way equality (3.13) into
(3.14)
(iv) We need to transform the left-hand side of the last formula. Using the Cauchy-Schwartz inequality, we get:
The first novelty of the calculation is the use of the weight ρ(x). Thus, we can view the last integral as the measure of the set Z(t, h) with respect to the measure dµ = ρ(x)dx. We now consider the distribution function φ u; ρ (t) of the function u with respect to this measure, as defined in Subsection 2.2, and we get in the limit h → 0
by (3.14).
(v) We now perform the second novelty of the calculation, i.e., the change of coordinates y = T (x) defined at the beginning of the subsection. Our goal is to absorb the factor ρ 1/2 λ 1/2 in the left-hand side of (3.15), thus obtaining a non-weighted integral in the new variables. Toward this end, we need to transform the gradient with respect to x into a gradient with respect to z; in spherical coordinates we have
Here θ represents any direction on the unit sphere S n−1 . Then, by (H2) and (H4), we have
where Z 0 (t, h) = {z : t <ũ(z) < t + h} and, by abuse of notation, we have denoted the functionsũ(z) = u(x),λ(z) = λ(x), etc. simply by u(z), λ(z) etc. Dividing by h , letting h → 0 and recalling (3.12), (3.7) and (3.15), we get 16) where the notation {u > t} in the left hand side stands for the transformed set {z :ũ(z) > t}.
(vi) We now return to the standard proof and use two pieces of heavy artillery in order to estimate the left-hand side. First, Fleming-Rishel's formula says that for a.e. t 17) where P denotes the perimeter. Then, De Giorgi's isoperimetric inequality can be written as
(note that we always consider the Lebesgue measure when dealing with functions of the z-variable). Using both formulas, (3.16) becomes
(vii) Moreover, by our assumptions on g, (3.20) (viii) We now perform ρ-symmetrization of f . Using the Hardy-Littlewood's inequality (2.13) we estimate
where
. Substituting into (3.20), we get the inequality
by assumption (H2). Therefore, (3.21) implies
At this stage we recall that (3.22) is satisfied with equality by the solution u of the symmetrized problem (3.5)-(3.6). Indeed, we have
The comparison we are looking for follows easily since, using the fact that for a.e. σ we have φ u; ρ (u * µ (σ)) = ω n σ n , it follows that (3.22) can be written as
Using the boundary condition u * µ (R * ) = u(R * ) = 0 we conclude the inequality.
Practical assumptions. As we have already remarked, condition (H4) is a bit abstract and we would like to obtain more specific conditions. When ρ, λ ∈ C(Ω), it clearly holds with some K > 0. When we deal with the Cauchy problem for equation (1), we are led to consider a sequence of problems posed in balls of increasing radius. Therefore, in order to get a symmetrization result for the problem in the whole space, it is important to have simple conditions under which (H4) holds for arbitrarily big balls with a universal constant K. The following Lemma deals with the case of power-like densities. It turns out that the result strongly depends on whether ρ 0 ∈ L 1 (R n ) or not, i.e., on whether the total mass of the medium is finite or not. 
Remark 3.3 The situation is quite simple in 1D where the transformation y = T (x) has only the radial direction and the necessary condition reduces to
ρ 0 (x) ≥ K (ρ 0 (x)/λ(x)) 1/2 .
Indeed, in this case the weighted symmetrization result is not needed. Instead, we can work out the equivalent equation in y variables. By means of dy = ρ(x) dx, we easily pass from
to the divergence equation
Now, if ρ(x)a(x) ≥ K the standard symmetrization result applies.

Remark 3.4 Observe that, for n = 1, a decreasing ρ is admitted only if λ(x) = a(x)
grows at infinity. For n = 2, λ(x) must be bounded from below. Finally, for n ≥ 3, we may admit decreasing λ(x) on the condition that ρ decreases at least with a matching rate.
Remark 3.5 In the particular case β = 0 it follows that (H4) holds if and only if n = 2 and 0 < α < 2 or n ≥ 3 and 0 < α ≤ 2(n − 1).
Symmetrization and comparison. Elliptic problems II
We deal now with the additional consequences of having a lower-order term in the equation. This is motivated by the parabolic application as we will see in the next section. Here, we review the basic theory since it leads at the end of the section to the presentation of the interaction between both techniques. Such interaction needs a different way of looking at the standard symmetrization inequality in terms of concentration comparison. To be specific, we consider again the Dirichlet problem in the ball Ω but now for the equation with a more specialized structure The right-hand side f is a measurable function in some Lebesgue L p space.
In the preceding section the effect of the zero-order term has been neglected through the assumption (3.4), which is equivalent to (4.2) in the particular case of (3.1). However, this leads to a poorer understanding and poorer estimates. This subject has been investigated by a number of authors. Briefly stated, the problem is that keeping track of this term changes the last part of the preceding proof and forces us to change the type of comparison in the conclusion. We have been first led to keeping track of the term in the study of parabolic problems by implicit discretization in time, see Section 5. It happens that, in the spirit of our end of the previous proof, there is a simple modification that naturally leads to concentration comparison, which is a weaker result, but enough for our purposes. In this way we can compare the result of solving and then rearranging with the result of the reverse procedure, i.e., first rearranging and then solving the symmetrized problem. This is our main result. b(x, u) . Using (H5), we arrive at formula (3.20) with right hand side replaced by
Theorem 4.1 Next to the assumptions of Theorem 3.1 on f and u, assume (H5) b(x, w)w ≥ β(w)w for all w, where β is a nondecreasing function with β(0) = 0 . Put v = β(u). Let u(s), 0 < s < R * be an integral supersolution of the radial problem
where we have used the conservation of integrals (2.8), the Hardy-Littlewood inequality (2.13) and the obvious fact that [β(u)] * µ = β(u * µ ). In the terminology of Section 2, u * µ (s) is a radial integral subsolution of equation
in Ω * µ .
(ii) Since u is a radial integral solution of the same equation, maybe with more concentrated right-hand side, the comparison is now a consequence of Theorem 2.4. The fact that we are in the standard case is ensured by the Dirichlet conditions u = 0 on ∂Ω (and hence u * µ = 0 on ∂Ω * µ ) and the nonnegative condition for u.
The concentration statement can be re-formulated in terms of standard norms by means of Lemma 2.2. 
(4.7)
In particular, for every 1 ≤ p ≤ ∞ we have
(4.8)
Symmetrization for parabolic problems
In order to treat nonlinear, possibly degenerate equations like
the survey paper [V1] proposes (for ρ = 1 and uniformly elliptic matrix a ij ) to use the technique of Implicit Time Discretization (ITD for short); in this way the original problem of obtaining a priori estimates for equation (5.1) is reduced to obtaining similar estimates for elliptic equations of a definite type. In fact, by replacing the time derivative by an increment quotient and using a partition of the time interval [0, T ] of the form t 0 = 0 < t 1 < · · · < t N = T , we are reduced to solve a sequence of elliptic problems with zero-order term of the form
By means of this scheme we compute the value u(t k ) of the discretized solution at time t k in terms of the value of u in the previous step, u(t k−1 ). Here, k runs from 1 to N ,
is a suitable discretization of the function f = f (x, t) at the mesh times; the notation u(t k ) means u(x, t k ), seen as a function of x for fixed t = t k , and likewise v(t k ); more precisely,
Therefore, each step reduces to solving the elliptic equation
where β = ϕ −1 and F (x) is a different, but known function in each step. For t k−1 < t < t k , we make linear interpolation, thus producing an approximate solution u N (x, t). The convergence u N → u follows from the famous 
, is a continuous semigroup of contractive mappings of D(A).
We choose the space X = L 1 (Ω; ρ), and as A a suitable definition of the differential operator. We take as
0 (Ω). We then take as A the operator
Under the condition that ρ(x) is positive and bounded, A defined by formula (5.6) is maccretive, since it amounts to solve −h∆ϕ(u) 
posed in the ball Ω * µ 0 , where
Proof. Using the Crandall-Liggett result we are reduced to comparing the discretization steps, which consist of elliptic problems as those treated in Sections 3 and 4. It is important to realize that comparison of concentrations between the discretized versions of the solutions is inherited in every step of the iteration. We proceed as follows. In the first step, between t 0 = 0 and t 1 = t/N , we start from a datum u 0 , forcing term f 0 , and obtain a solution of the elliptic problem (5.2)
which is a form of (4.1). Let us call the solution u 1 . We symmetrize it into u * 1,µ , defined in Ω * µ , and it becomes a ≺ -subsolution of the symmetric problem (4.3) with right-hand side u * 0,µ + hf * 0,µ . Note that this second member is more concentrated than (u 0 + hf 0 ) * µ . We compare this solution with the radially symmetric solution u 1 of the homogeneous elliptic equation appearing in the first iteration step for the symmetrized parabolic problem (5.7) with data u 0 + hg 0 . By Theorem 4.1, we get
In the second step we have to solve an elliptic problem three times: the first elliptic equation with data u 1 + hf 1 to get the second step of the discretized solution, u 2 ; the symmetrized version with data u * 1,µ + hf * 1,µ to get some radial solution w 2 ; and the symmetrized problem (5.7) with u 1 + hg 1 to get a radial solution u 2 . The same type of comparison gives
The process is then continued for all the steps. Therefore, the comparison of concentrations works at all levels. To end the proof, the limit is taken as the time-step length goes to 0. 
(5.9)
Note that the terms of (5.9) can also be infinite for some or all values of p.
Smoothing effects for the inhomogeneous porous medium equation
As an application of our previous results, in this section we prove sharp L p estimates (including p = ∞) for the solutions to the Cauchy problem for the inhomogeneous porous medium equation
in the slow diffusion case m > 1, posed for x ∈ R n , t > 0. The basic theory for problem (6.1) with ρ ∈ C 1 (R) and bounded continuous data u 0 is developed in [KR1] , [KR2] , [E] , [GHP] . A minimal solution is obtained as a monotone limit of solutions to the problems
where u 0k ↑ u 0 uniformly on compacts of R n . Uniqueness of weak solutions for n = 1, 2 is proved in [KR1] for general bounded ρ ∈ C 1 and bounded smooth data. In [GHP] , an L 1 ρ -contractivity result and consequent uniqueness in the natural class L 1 ρ is proved, again in dimensions n = 1, 2. It should be mentioned that in this last paper no smoothness on ρ is assumed, but merely ρ ∈ C(R n ). We shall call the integral R n u(x, t)ρ(x) dx = u(t) L 1 ρ the energy of the solution u at time t. An interesting question is to determine under which conditions the energy is preserved in time, something that happened always in the homogeneous case for m ≥ 1.
However, as shown in [E] and noted in [GHP] , uniqueness in the class of bounded functions does not hold for integrable ρ in dimensions n ≥ 3. A fortiori, contractivity in L 1 ρ does not take place. Instead, a uniqueness theorem holds in a narrower class of weak solutions with decaying spherical means, to which the minimal ones belong, [E] . In the sequel, by solution to (6.1) we always mean the minimal solution in the above sense.
Theorem 6.1 Let ρ ∈ C 1 (R) and
Let either n = 2 and 0 < α < 2, or n ≥ 3 and 0 < α ≤ 2(n − 1). Let u be the weak solution to (6.1) 
where C and C depend on u 0 L 1 ρ , c 1 , c 2 , m, and n.
Proof. We will apply the results of Theorem 4.1 to the approximate problems (6.2), with
Since ρ > 0 in Ω k , the operator (5.6) is m-accretive, thanks to the results in [BrS] . In this case, the mild solution to (6.2) coincides with the weak solution. Moreover, by Remark 3.5, under our hypotheses on α there hold (H1)-(H5) with K independent of k. Therefore,
where u k is the solution to the problem with constant diffusivity (6.3) with R k such that meas(B R k (0)) = µ(B k (0)) and C independent of k. Since {u 0k } is increasing, so is {u * 0k,µ }. When passing to the limit k → ∞, we should distinguish two cases:
In this case, we will have
where u is the solution of the Cauchy problem
(6.5)
Since u * 0,µ ∈ L 1 y , for problem (6.5) standard smoothing results [V5] apply. In particular, we know that u(t) ∈ L ∞ (R n y ) for every t > 0 and moreover
The assertion of the theorem in this case follows now from (6.4), (6.6), Lemma 2.2 and (2.12). Assume now that ρ ∈ L 1 (R n ), i.e., α > n. Then, R k ↑ R < ∞, with meas(B R (0)) = µ(R n ). Therefore, Ω * µ = B R (0) and the limit problem is
(6.7)
For this last problem, we know the estimate 8) see ( [AP] , [V3] ). Arguing as before, the assertion follows for this case. Remark 6.4 For n = 2 and u 0 as in the theorem, the energy u(·, t) L 1 ρ is preserved in time, [GHP] . For α > 2, this gives rise to isothermalization, hence no decay takes place. In contrast with this, for n ≥ 3 and α > n (hence ρ ∈ L 1 ), it is proved in [KK] that u(·, t) L 1 ρ decays. Theorem 6.1 provides an alternative proof of this fact for α ∈ (n, 2(n − 1)], as well as a quantitative estimate of the energy loss.
Remark 6.2 Much in the same way, one can give estimates in
Remark 6.5 The estimates above are not true for the Barenblatt-type solutions considered in [KR1] , since they solve a problem with singular density ρ(x) = |x| −α . Such a density modifies the decay rates near t = 0.
Theorem 6.1 allows to extend the existence result to the class L 1 ρ with n and ρ satisfying the conditions in the theorem. Uniqueness in this class for n = 2 follows from the contractivity property, see [GHP] .
Counterexample in one dimension
In this subsection we construct a solution to (6.1) for n = 1 with u 0 ∈ L 1 ρ and u(·, t) / ∈ L ∞ for small t > 0. We assume that ρ ∈ C 1 (R) and
for k = 0, 1, . . . and some α > 0 to be chosen later.
, where u 0k (x) = U k (x, 1) and U k is the Barenblatt solution of the homogeneous problem
where x k = 2 k and k = 0, 1, 2, . . . The masses M k = Dx β k are chosen in such a way that the supports of u 0k are disjoint. Taking into account that the factor ρ k in (6.9) can be absorbed by introducing a new time t = t/ρ k and the explicit formulas for the Barenblatt solutions, we have
where (6.11) where C = C (m, α). For this to hold it is enough to take D small and
On the other hand, we want ρu 0 dx < ∞. This requirement is equivalent to
therefore we need β > 0. The three conditions above on α and β are met with some β for any given α < m + 1. Our next goal is to show that u(·, t) / ∈ L ∞ for t > 0 small. First we observe that there exist τ > 0 such that supp
Actually, this two assertions follow exactly as we did above for τ = 0, once the requirements on α and β are met. Finally, we observe that
. This ends the construction.
Note that this solution belongs to
) and is strong in the sense that u, u t and (u m ) xx ∈ L 1 loc . It is also the mild solution of the problem since each of the components is, hence every finite sum (since they have separate supports), and finally mild solutions depend continuously on the data in the L 1 ρ norm.
Appendix
This appendix is devoted to the proof of the weighted Hardy-Littlewood inequality (2.13) with a nonnegative absolutely continuous measure µ. \ E) . In this case the supremum is achieved at E = Ω k ∪ C. Note that C is needed to take into account possible sets where f is flat, so that the distribution function is discontinuous. Generically, those sets have zero measure and need not be considered.
Since E ∩ Ω 0 ⊆ Ω 0 , there exist k ≥ 0 and a measurable set C with f = k a.e. on C such that µ(Ω k ∪ C) = µ(E ∩ Ω 0 ) and we conclude as above
with meas(B R (0)) = µ(E ∩ Ω 0 ) and meas(B R (0)) = µ(E) (hence R ≤ R). In this case the supremum is achieved at any set E ⊃ Ω 0 with µ(E ) = µ (E) , since f * µ = 0 a.e. in the annulus R < |y| < R.
Final comments
The topics of rearrangement and symmetrization are covered in many classical texts, for more details, we refer e.g. to the books [Ba3] , [BS] , [Kw] , [LL] , or the articles [W] , [T1] - [T3] . Symmetrization with weights is studied by several authors, like Talenti [T4] . The concept of symmetrization with respect to a measure that we use is a-symmetric with respect to the spaces, in the sense that we pass from a space with a measure given by a weight to a space endowed with the plain Lebesgue measure, where the model problem is posed and solved. This seems to be the best option for the comparison results we were aiming at. Such a concept has been studied Vera de Serio in her thesis, see [SVS] . There are other options for symmetrization with weights in the literature like the ones using Gaussian measures (on both sides), cf. [BBMP] .
The a priori estimates obtained in this paper are a useful tool in elaborating a theory of solutions of the inhomogeneous PME (5.1) with data in L 1 ρ (R n ). This will be the object of a separate publication [RV] .
As we have said, for n ≥ 3 and α > n there is no uniqueness in the class of bounded solutions. Since in this case bounded implies belonging to L 1 ρ , there can be no uniqueness in this class and, in particular, there can be no contractivity. An open question is what happens for α ≤ n. Is there a law of energy conservation? Do contractivity and uniqueness hold?
The one-dimensional counterexample of Subsection 6.1 has been constructed for simplicity with a weight ρ that is piece-wise constant. The calculation with a power function seems more interesting, but it turned out too lengthy in our version.
There are many possible extensions of these results under different variations of the assumptions on the data. Thus, we can pose the (elliptic and parabolic) problems in a bounded domain with a weight ρ that either blows-up or degenerates at the boundary. In the latter case, it seems that certain growth conditions have to be imposed for our technique to work. The case of boundary blow-up is for instance used in proving the weak local smoothing effect for the planar logarithmic diffusion equation in [V6] .
