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A POSTERIORI ERROR ESTIMATES FOR DISCONTINUOUS GALERKIN
METHODS FOR THE
GENERALIZED KORTEWEG-DE VRIES EQUATION
OHANNES KARAKASHIAN AND CHARALAMBOS MAKRIDAKIS
Abstract. We construct, analyze and numerically validate a posteriori error estimates for a
class of conservative discontinuous Galerkin (DG) schemes for the Generalized Koreteweg-de-Vries
(GKdV) equation.
1. Introduction
We consider the initial-boundary value problem (IBVP) for the GKdV equation
(1)
⇢
ut + (up+1)x + ✏uxxx = 0, 0 < x < 1, t > 0,
u(x, 0) = u0(x), 0 < x < 1,
with periodic boundary conditions on the interval [0, 1] where ✏ is a positive parameter.
The particular equations in (1) are part of a more general class which have arisen in recent years
as, e.g., approximate models for the unidirectional propagation of waves in a variety of nonlinear,
dispersive media, cf. [8, 24, 9, 10]. The equation in (1) can be seen as an important case of dispersive
approximations of conservation laws, i.e. of equations
(2) ut + f(u)x + ✏uxxx = 0.
Such equations have attracted increasing attention as testbeds for the competition between nonlinear
and dispersive e↵ects, and their accurate numerical approximation is an interesting and challenging
problem with several applications.
The literature on numerical methods for the KdV equation (p = 1) is vast, including finite
di↵erence, finite element and spectral methods, see e.g., [1], [4], [16], [25], [28], [29], [30], [31], [5],
[15], [18], [26], [27].
More recently, discontinuous Galerkin formulations for the KdV and other nonlinear dispersive
equations began appearing. This is not surprising given the general high level of interest in such
methods. Indeed, DG methods combine advantages of both finite element and finite volume methods,
in particular high order accuracy, flexibility and discrete conservation. Runge-Kuta DG methods for
hyperbolic conservation laws are probably the most popular class of finite element methods for such
problems, see e.g. [14]. Recently, there has been an intense activity on evolution equations with
high-order derivatives [13, 32, 33]. In particular in the work [13] a class of DG methods for (1) is
introduced and analyzed. Recently [11] introduced a di↵erent class of DG methods for (1) which are
designed to satisfy key discrete versions of its conservation properties. The schemes preserve the first
two invariants (the integral and L2 norm) of the numerical approximations. Numerical experiments
exhibited in [11] have provided strong evidence that this property imparts the approximations with
beneficial attributes such as more faithful reproduction of the amplitude and phase of traveling wave
solutions as well linear growth of the error as a function of time.
In the present paper we analyze the methods of [11, 13] from the a posteriori point of view. Our
main result (Theorem 5.1) consists in showing that the errors between the solution of (1) and the
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fully discrete approximation is bounded from above by a computable quantity. To the best of our
knowledge this is the first result of its kind for the GKdV equation and for any numerical method
extant. The main tool used in the development of the a posteriori error indicators and the accom-
panying analysis is a spatial reconstruction operator corresponding to the third order di↵erential
operator in (1). Using this operator, one constructs a function, the dispersive reconstruction, which
is twice continuously di↵erentiable and satisfies the GKdV equation (1) in the strong sense but with
a computable forcing term.
The idea of using elliptic reconstruction operators in the context of a posteriori error estimates for
parabolic equations was introduced by Makridakis and Nochetto in [22] and subsequently developed
in a series of papers, e.g., [20, 17, 21, 7]; see also [3, 23]. There are significant di↵erences, however,
between the present development and the above mentioned works. For one, the pde considered is
nonlinear and more importantly, the third derivative operator lacks the coercivity of the operator
  . Furthermore, the reconstructed function in the above works belongs to the “energy” space thus
requiring an approximation in the finite element space. In our case, the reconstructed function is
itself a piecewise polynomial function, albeit of higher degree than those used in the approximations,
is (globally) twice di↵erentiable and periodic and can be easily computed. The fact that the recon-
structed function is su ciently smooth to satisfy the pde (1) with a computable forcing term makes
it possible to obtain the a posteriori error estimates using pde techniques. It is worth note that this
same feature of our approach eliminates the constraint of working solely with test functions which
are in the finite element space.
A futher important attribute of our approach to reconstruction is that it can be applied to
derive a posteriori error estimates for a host of other dispersive (or even nondispersive) equations
possessing higher order spatial derivatives. Last but not least, it can be adapted to handle di↵erent
DG formulations and in particular the formulation of [13].
The paper is organized as follows: Section 2 begins with preliminaries and gives a summary of
some key results from [11] upon which the present development is based. In Section 3 we introduce
the dispersive reconstruction operator R, prove existence and uniquenes as well as some of its
important properties. Section 4 is devoted to deriving a posteriori error estimates for the semidiscrete
formulation introduced in [11]. In Section 5 we develop a posteriori error estimates for fully discrete
approximations generated by the Implicit Euler method. In section 6 we provide an outline showing
that a similar treatment can be applied to the method of Y. Cheng and C.-W. Shu. Finally, Section
7 is devoted to numerical experiments showing the behaviour of the various error indicators. In
particular, we provide evidence that the upper bounds supplied by the a posteriori error estimates
appear to converge to zero, as a function of the temporal discretization parameter, at the same linear
rate of the Implicit Euler method.
2. Preliminaries
2.1. The meshes. Let Th denote a partition of the real interval [0, 1] of the form 0 = x0 < x1 <
· · · < xM = 1. We will also say that Th is a mesh on [0, 1]. The points xm are called nodes while
the intervals Im = [xm, xm+1] will be referred to as cells. The notation x m = x+m = xm will be
useful in taking account, respectively, of left- and right-hand limits of discontinuous functions. The
caveat followed throughout is that x 0 = x
 
M and x
+
M = x
+
0 corresponding to the underlying spatial
periodicity of the solutions being approximated.
It should be noted at this point that there is no need to assume global quasi uniformity of the
spatial mesh in the derivation of the a posteriori estimates. This is in contrast to the situation where
a priori estimates were developed as in [11]. Instead, it is su cient to assume a local mesh condition
whereby the lengths hI , hJ of any two adjacent cells are related by 1/↵  hI/hJ  ↵ for some ↵ > 0
which may be chosen arbitrarily.
2.2. Function spaces. In addition to the usual Sobolev spaces W s,p = W s,p([0, 1]), repeated use
will be made of the so-called broken Sobolev spacesW s,p(Th). These are the finite Cartesian products
⇧I2ThW s,p(I). Note that if sp > 1, the elements of W s,p(Th) are uniformly continuous when
restricted to a given cell, but they may be discontinuous across nodes. For the purpose of quantifying
these potential discontinuities, introduce the following notation: for v 2W s,p(Th), s   1, let v+m and
ESTIMATES FOR DG METHODS FOR THE GENERALIZED KDV EQUATION 3
v m denote the right-hand and left-hand limits, respectively, of v at the node xm. The jump [vm]
(sometimes written [v]m) of v at xm is defined as v+m v m. Similarly, the average {vm} (also denoted
{v}m) of v at xm is 12 (v+m + v m). These are all standard notations in the context of DG–methods.
In all cases, the definitions are meant to adhere to the convention that v 0 = v
 
M and v
+
M = v
+
0 . In
particular, according to this convention [u]0 = [u]M = u
+
0   u M and {u}0 = {u}M = 12
 
u+0 + u
 
M
 
.
For an interval I (e.g. I = [0, 1] or I 2 Th) norms in the Sobolev classes W s,p(I) will be denoted
k·kW s,p(I) or k·ks,p,I . We shall omit s when it is equal to zero, p when it is equal to two and I when it
is equal to [0, 1]. Also, single vertical bars |·|s,p,I will be used to denote the corresponding seminorms.
Another item of notation that will be used throughout is (u, v)I =
R
I uv dx, (u, v) =
R 1
0 uv dx.
Use will also be made of the classes Lp([0, T ];W s,r) of functions u = u(x, t) which are measurable
mappings from [0, T ] into W s,r and such that
kukLp([0,T ];W s,r) =
 Z T
0
ku(·, ⌧)kpW s,r d⌧
!1/p
<1,
with the usual modification if p =1.
We shall also make use of spaces of smooth and periodic functions. Henceforth, Cm[0, 1], m   0
will denote the space of functions u whose derivatives of order up to m are continuous on [0, 1] and
satisy the periodicity conditions u(j)(0) = u(j)(1), j = 0, . . . .m.
The following, basic embedding inequality (see [2]) will find frequent use in our development. For
v 2 H1(Th) =W 1,2(Th) and any cell I 2 Th, there is a constant c which is independent of the cell I
such that
(3) kvk1,I  c
⇣
h 1/2I kvkI + h1/2I kvxkI
⌘
,
where hI is the length of I. Indeed, the dependence of (3) on hI is easily ascertained by a simple
scaling argument. Note that (3) may also be viewed as a trace inequality.
2.3. The discontinuous polynomial spaces. The spatial approximations will be sought in the
space of discontinuous, piecewise polynomial functions V qh subordinate to the mesh Th, viz.
V qh = {v : v
  
I
2 Pq(I), I 2 Th}
where Pq is the space of polynomials of degree q and q   2. For I 2 Th, V qh (I) will the denote the
subspace of V qh of functions that vanish outside of I. In this regard, we shall often find it convenient
to use the characteristic function  I of the cell I.
The spaces V qh have well known, local approximation and inverse properties which are spelled out
here for convenience, cf. [6], [12]. Let q   0 be fixed and let v 2 Hq+1(I). Then there exists a
  2 Pq(I) such that
(4) |v    |j,I  chq+1 jI |v|q+1,I , 0  j  q + 1,
where |v|i,I denotes the seminorm kv(i)kL2(I) on the Sobolev space Hi(I) and the constant c is
independent of hI . The above property continues to hold if the Lp–based Sobolev spaces replace the
L2–based classes Hj . In particular, it holds for the L1 norm, which is to say, there is a   2 Pq(I)
such that
(5) |@jx(v    )|L1(I)  chq+1 jI |@q+1x v|L1(I), 0  j  q + 1.
The equally well-known inverse inequality
(6) | |j,I  ch jI | |0,I ,
for all   2 Pq(I) will also find frequent use.
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2.4. The weak formulation. In this section we exhibit the basic weak formulations that form the
basis for the semidiscrete and fully discrete methods contained in [11].
On H1(Th)⇥H1(Th) we define the form N (·, ·) by
(7) N (u, v) =  
X
I2Th
(up+1, vx)I  
M 1X
m=0
 ˆ(u+m, u
 
m) [vm],
where,  ˆ(u+m, u
 
m) =
1
p+2
Pp+1
j=0(u
+
m)
p+1 j(u m)j .
We shall use the same symbol N to denote the nonlinear operator N : H1(Th)! V qh induced by
the above form according to
(8) (N (u), v) = N (u, v), 8v 2 V qh .
That the operator N is well-defined follows easily from the Riesz Representation Theorem.
The following, important result obtains for this operator.
Lemma 2.1. (i) The form N defined by (8) is consistent in the sense that for all u in C1([0, 1]),
there holds
(9) N (u, v) = ((up+1)x, v), 8v 2 H1(Th).
(ii) Furthermore, N is conservative in the sense that
(10) N (v, v) = 0 8v 2 H1(Th).
We also define the bilinear form D : H3(Th)⇥H3(Th)! R by
(11) D(u, v) =
X
I2Th
(ux, vxx)I  
M 1X
j=0
⇣
uxx(x
+
j )[v]j   [u]jvxx(x+j )
⌘
+
M 1X
j=0
{ux}j [vx]j .
A useful alternative definition of the form D is
(12) D(u, v) =  
X
I2Th
(u, vxxx)I  
M 1X
j=0
uxx(x
+
j )[v]j +
M 1X
j=0
{ux}j [vx]j  
M 1X
j=0
u j [vxx].
The two definitions are equivalent in the sense that they agree for all u, v 2 H3(Th).
The form D induces the linear operator (using the same symbol) D : H3(Th)! V qh defined by
(Du, v) = D(u, v), 8v 2 V qh .
The following, important result obtains for the bilinear form D
Lemma 2.2. The bilinear form D defined by (11) (or (12)) is
(i) consistent in the sense that for u in C2([0, 1]) \H3(Th) there holds
(13) D(u, v) = (uxxx, v), 8v 2 H3(Th),
(ii) skew-adjoint (conservative), which is to say,
(14) D(v, v) = 0 8v 2 H3(Th).
Furthermore, The following bound will prove useful later in connection with the error estimator
term E3 introduced in §5.
Lemma 2.3. Let u 2 H3(Th). Then, the following local bound holds
(15) kDuk2I  c
⇣
kuxxxk2I + c
⇣
h 5m [u]
2
m + h
 3
m [ux]
2
m + h
 3
m [ux]
2
m+1 + h
 1
m [uxx]
2
m+1
⌘
.
Proof. Integrating the first term on the right side of (12) thrice, we obtain
(16) (Du, v) =
X
I2Th
(uxxx, v)I +
M 1X
j=0
[uxx]jv
 
j  
M 1X
j=0
[ux]j{vx}j +
M 1X
j=0
[u]jvxx(x
+
j )
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8v 2 V qh . Letting v = (Du) I where  I is the characteristic function of I = [xm, xm+1], we obtain
kDuk2I = (uxxx,Du)I + [uxx]m+1v m+1  
1
2
[ux]mvx(x
+
m) 
1
2
[ux]m+1vx(x
 
m+1)(17)
+[u]mvxx(x
+
m).
Now using the embedding (3) and inverse (6) inequalities, we get
(18) max
n
h1/2m |v m+1|, h3/2m |vx(x+m)|, h3/2m |vx(x m+1)|, h5/2m |vxx(x+m)|
o
 ckvkI .
Using the Cauchy-Schwarz inequality on the terms in (17) and the bounds contained in (18) keeping
in mind that v = (Du) I , the desired bound (15) follows from the arithmetic-geometric mean
inequality ⇤
Remark 2.1. (i) Note that summing over I 2 Th, we obtain the following global version of (15)
(19) kDuk2  c
X
I2Th
kuxxxk2I + c
M 1X
m=0
⇣
h 5m [u]
2
m + h
 3
m [ux]
2
m + h
 1
m [uxx]
2
m
⌘
(ii) Another observation is that if u 2 C2[0, 1] \H3(Th), then it follows from (16) that Du|I is the
L2 projection of uxxx|I into V qh (I).
2.5. The Dispersive Projection Operator. An important component in the construction and
analysis of a priori and a posteriori estimates is the (linear) dispersive projection operator P :
H3(Th)! V qh . For u 2 H3(Th), let w := Pu 2 V qh be given by
(20)
(w, v)I = (u, v)I , 8v 2 Pq 3(I), I 2 Th,
w(x m) = u(x m), m = 1, · · · ,M,
{wx}m = {ux}m, m = 0, · · · ,M   1, or m = 1, · · · ,M,
wxx(x+m) = uxx(x
+
m), m = 0, · · · ,M   1.
The following result is easily shown upon using the definition of Pu in the bilinear form D given
by (12). Indeed, the operator Pu was constructed precisely in order to have (21) to hold.
Lemma 2.4. The projection operator Pu defined by (20) satisfies
(21) DPu = Du, 8u 2 H3(Th).
It was proved in [11] that under certain conditions the operator P is well-defined and possesses
good approximation properties. To quote, we have
Proposition 2.1. Assume that q   2 is even and that the number of cells in Th is odd. Then, there
exists a unique w satisfying the conditions (20). Furthermore, if u is su ciently smooth, then for
j = 0, 1 and p = 2,1, there exists a constant c independent of hI such that
(22) ku  PukW j,p(I)  ch1 jI
0@ X
I2T Nh
hqIkukW q+1,1(I) +
X
I2Th\T Nh
hq+1I kukW q+2,1(I)
1A ,
where T Nh is the set of cells whose length di↵ers from at least one of its two immediate neighbors.
3. The Dispersive Reconstruction Operator
The dispersive reconstruction corresponding to the form D is defined in the next Theorem.
Theorem 3.1. For each u 2 H3(Th) there corresponds a unique   = Ru 2 C2[0, 1] \ V q+3h such
that for each cell I = [xm, xm+1], m = 0, . . . ,M   1 in Th there holds
(23)
( xxx, v)I = (Du, v) 8v 2 V qh (I),
 (x+m) = u(x
 
m),
 x(x+m) = {ux}m
 xx(x+m) = uxx(x
+
m).
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Proof. To begin, note that   is defined locally on each cell, hence its existence can be established
in a straightforward way. Indeed, let w 2 V qh be given by (w, v)I = (Du, v) 8v 2 V qh (I). The
existence of w is a consequence of the Riesz Representation Theorem. Now let   2 V q+3h be the
third antiderivative of w. The three constants of integration generated can now be chosen so that
the remaining three constraints in (23) are satisfied.
It remains to show that   belongs to C2[0, 1]. This is arguably the most interesting and important
property of the reconstruction operator R. Now for a fixed I = [xm, xm+1], m = 0, . . . ,M   1, let
v be the characteristic function of I. We have
(24) ( xxx, v)I =  xx(x
 
m+1)   xx(x+m).
On the other hand, from the definition of D we see that in (11) only the terms involving uxx(x+j )[v]j
are nonzero and this for a pair of consecutive indices from the set {0, 1}, . . . , {M   1, 0}. Hence, it
follows that
(25) (Du, v) =
8<:  uxx(x
+
m) + uxx(x
+
m+1), if 0  m M   2,
 uxx(x+M 1) + uxx(x+0 ), if m =M   1.
Now the fourth equation of (23) stipulates that  xx(x+m) = uxx(x
+
m) for each m in the range
0, . . . ,M   1. Hence comparing (24) and (25) we obtain
(26)
 xx(x
 
m+1) = uxx(x
+
m+1) =  xx(x
+
m+1), if 0  m M   2
 xx(x
 
M ) = uxx(x
+
0 ) =  xx(x
+
0 ), if m =M   1.
which shows that  xx is continuous on [0, 1] and also periodic.
To show that  x is continuous and periodic, we use the test function v = x xm for x 2 [xm, xm+1]
and v = 0 otherwise. Arguing as above, we obtain
(27) hm xx(x
 
m+1) 
⇣
 x(x
 
m+1)   x(x+m)
⌘
= hmuxx(x
+
m+1) + {ux}m   {ux}m+1.
We already showed in (26) that  xx(x
 
m+1) = uxx(x
+
m+1). Moreover, from (27) and the third equation
of (23) it follows that
(28)  x(x
 
m+1) = {ux}m+1 =  x(x+m+1).
which shows that  x is continuous and periodic. Finally, to show that   has the same property as its
first two derivatives, we use the test function v = (x xm)2 for x 2 [xm, xm+1] and v = 0 otherwise.
In this case we use (12) to obtain
h2m xx(x
 
m+1)  2hm x(x m+1) + 2
⇣
 (x m+1)   (x+m)
⌘
= h2muxx(x
 
m+1)  2hm{ux}m+1   2u(x m) + 2u(x m+1),(29)
which implies, after using (26), (28) and the second equation of (23) that
 (x m+1) = u(x
 
m+1) =  (x
+
m+1),
the last equality again following from the the second equation of (23). This concludes the proof. ⇤
Remark 3.1. Having shown that Ru 2 C2[0, 1] \ V q+3h , the first equation of (23) can be expressed
as  xxx = (Ru)xxx = Du. We also note that while Ru also satisfies DRu = Du for u 2 H3(Th), we
cannot use it as a substitute to Pu in the a priori analysis since it does not belong to V qh .
ESTIMATES FOR DG METHODS FOR THE GENERALIZED KDV EQUATION 7
3.1. Calculation of Ru. In this section we discuss in detail how one can calculate   = Ru. We
mentioned above that   is defined locally on each cell therefore it can be calculated in parallel.
Furthermore, on each cell,   can be calculated e ciently by solving a q + 4 ⇥ q + 4 linear system
whose coe cient matrix is invertible and upper triangular.
For this, let Pj(t), j   0 be the family of Legendre polynomials that are orthogonal on [ 1, 1],
normalized so that Pj(1) = 1. Given a cell Im = [xm, xm+1], we consider the a ne map
(30) x =
hm
2
t+
xm + xm+1
2
,  1  t  1,
thet maps [ 1, 1] onto Im. Also, consider the family of Legendre polynomials Pm,j(x) given by
Pm,j(x) = Pj(t) where x and t are related by (30). Obviously the polynomials Pm,j are orthogonal
with respect to the L2 integral on Im. We shall also make use of the following identities
Pj(±1) = (±1)j , j = 0, 1, . . . ,
P 0j(±1) =
1
2
(±1)j 1j(j + 1), j = 1, . . . ,(31)
P 00j (±1) =
1
8
(±1)j(j   1)j(j + 1)(j + 2), j = 2, . . . ,
which are easily proved by induction using well-known recursive relations of the Legendre polyno-
mials. Writing  
  
Im
=
Pq+3
j=0 ↵m,jPm,j(x) and using the last three equations of (23) in that order,
we get
q+3X
j=0
↵m,jPm,j(x
+
m) =
q+3X
j=0
↵m,jPj( 1) =
q+3X
j=0
↵m,j( 1)j = u(x m)
q+3X
j=1
↵m,jP
0
m,j(x
+
m) =
2
hm
q+3X
j=1
↵m,jP
0
j( 1) =
1
hm
q+3X
j=1
↵m,j( 1)j 1j(j + 1) = {ux}m
q+3X
j=2
↵m,jP
00
m,j(x
+
m) =
4
h2m
q+3X
j=2
↵m,jP
00
j ( 1) =
1
2h2m
q+3X
j=2
↵m,j( 1)j(j   1)j(j + 1)(j + 2) = uxx(x+m).
Notice the upper triangular structure of the 3 ⇥ q + 4 coe cient matrix. Obviously the diagonal
elements of this matrix are nonzero. Next, from the first equation of (23) we get
q+3X
j=3
⇣
P
000
m,j , Pm,i
⌘
Im
↵m,j =
q+3X
j=3+i
⇣
P
000
m,j , Pm,i
⌘
Im
↵m,j =
 Du, Pm,i , i = 0, . . . , q,
using the fact that Pm,i is orthogonal to all polynomials with degree less than i. Again notice the
(shifted) upper triangular structure of the q+1⇥q+4 coe cient matrix. Furthermore, the elements
(P
000
m,3+i, Pm,i)Im of the matrix are nonzero. To see this, simply note that degP
000
m,3+i = i and Pm,i is
not orthogonal to xi whereas it is orthogonal to xj with j < i. Combining these equations with the
previous three, we obtain a system whose matrix is upper triangular and invertible. Finally, notice
that each row of the matrix is multiplied by some power of hm. Upon transferring these terms to
the right hand side vector, the matrix can be rendered independent of the particular cell; thus it
may be computed as a template and stored.
3.2. Approximation properties of the operator R. We begin with a Lemma that establishes
a connection between the dispersive projection and reconstruction operators.
Lemma 3.1. Suppose Pu exists. Then,
(32) PRu = Pu.
Proof. Again for convenience we use   = Ru. Since   2 C2[0, 1] \H3(Th), it follows from Part (i)
of Lemma 2.2 that ( xxx, v) = (D , v) 8v 2 V qh . Hence, in view of (12) we obtain
( xxx, v) =  
X
I2Th
( , vxxx)I  
M 1X
m=0
 +xx[v]m +
M 1X
m=0
{ x}m[vx]m  
M 1X
m=0
  m[vxx].
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Now by the definition of   we have ( xxx, v) = (Du, v), 8v 2 V qh and { x}m =  x(x+m) and   m =  +m
in view of its smoothness. Hence, comparing the above equation with (Du, v) as given by (12), we
see that ( , vxxx)I = (u, vxxx)I , 8v 2 V qh (I) or equivalently ( , v)I = (u, v)I , 8v 2 V q 3h (I). Finally,
using (20), (23) together with the fact that { x}m =  x(x+m) and   m =  +m we see that for all cells
I = [xm, xm+1], m = 0, . . . ,M   1 there holds
(33)
( , v)I = (u, v)I = (Pu, v)I , 8v 2 V q 3h (I)
 (x m) = u(x m) = (Pu)(x m)
{ x}m = {ux}m = {
 Pu 
x
}m,
 xx(x+m) = uxx(x
+
m) =
 Pu 
xx
(x+m).
The assertion of the Lemma follows at once. ⇤
The next results will prove useful in the context of the error indicator E2 given by (53). The first
estimate asserts that when u is appropriately smooth, u and Ru are optimally close. In the second
estimate, the smoothness assumption is relaxed though it is still possible to bound u Ru in various
norms by including jump terms. In fact, it may also be profitably applied when u 2 V qh as indicated
in Remark 3.2 below.
Theorem 3.2. (i) Suppose u 2 C2[0, 1] \Hq+4(Th). Then, 8I 2 Th
(34) |u Ru|j,I  chq+4 jI |u|q+4,I , j = 0, . . . , q + 4.
(ii) Suppose u 2 Hq+1(Th). Then, for j = 0, . . . , 3,
(35) |u Ru|j,I  c
⇣
hq+1 jI |u|q+1,I + h
1
2 j
m |[u]m|+ h
3
2 j
m
 |[ux]m|+ |[ux]m+1| + h 52 jm |[uxx]m|⌘.
Here hm denotes the length of the cell immediately to the left or right of xm.
Proof. (i) We observed in Remark 3.1 that  xxx = Du and in part (ii) of Remark 2.1 that if u belongs
to C2[0, 1] then Du|I is the L2 projection of uxxx|I into V qh (I). In view of standard approximation
theory we have
(36) | xxx   uxxx|j,I  chq+1 jI |uxxx|q+1,I = chq+1 jI |u|q+4,I , j = 0, . . . , q + 1,
which shows that (34) holds for j = 3, . . . , q+4. Now with I = [xm, xm+1], since  xx(x+m) = uxx(x
+
m),
we have for x 2 I,   xx(x)  uxx(x)   =     Z x
xm
 
 xxx(t)  uxxx(t)
 
dt
   
 ch1/2I k xxx   uxxxkI  chq+3/2I |u|q+4,I ,
in view of (36). From this, it easily follows upon integration that
k xx   uxxkI  chq+2I |u|q+4,I ,
establishing (34) for j = 2. Similar arguments, using the facts that  x(x+m) = {ux}m = ux(x+m) and
 (x m) = u(x m) can be used to handle the cases j = 0, 1.
(ii) Unlike the situation in part (i), it is not the case anymore that  xxx|I is the L2 projection of
uxxx|I in view of the jumps of u. In order to handle this di culty, we let ⌘ denote the L2 projection
of uxxx into V
q
h . Proceeding as in Lemma 2.3 and using the fact that  xxx = Du, we obtain
( xxx   ⌘, v) =
X
I2Th
(uxxx   ⌘, v)I +
M 1X
j=0
[uxx]jv
 
j  
M 1X
j=0
[ux]j{vx}j +
M 1X
j=0
[u]jvxx(x
+
j ).
Now letting ⌘I = ⌘ I and v = ( xxx   ⌘) I and following the same steps as in the proof of Lemma
2.3, we obtain
(37) k xxx   ⌘Ik2I  c
⇣
kuxxx   ⌘Ik2I + h 5m |[u]m|2 + h 3m
 |[ux]m|2 + |[ux]m+1| + h 1m |[uxx]m|2⌘.
In view of the approximation properties of ⌘I we have kuxxx ⌘IkI  chq 2m |uxxx|q 2,I = chq 2m |u|q+1,I .
It then follows from (37) and the triangle inequality that
(38) k xxx   uxxxk2I  c
⇣
hq 2m |u|2q+1,I + h 5m |[u]m|2 + h 3m |[ux]m|2 + h 1m |[uxx]m|2
⌘
.
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This bound constitutes the essential part of the proof and yields (35) for j = 3. The case j = 2 can
now be handled by using the The Fundamental Theorem of Calculus as was done in the proof of
Part (i) above. For j = 1, there is a minor technical detail to be taken care of. Indeed, we write, in
view of the third equation of (23)
 x(x)  ux(x) =  1
2
[ux]m +
Z x
xm
( xx   uxx)(t) dt,
from which it follows as in Part (i) that
k x(x)  uxkI  ch1/2m
⇣
|[ux]m|+ k xx   uxxkI
⌘
.
Using this and the fact that (35) has already been shown to hold for j = 2, establishes it for j = 1.
The remaining case j = 0 can be established in a similar manner. This concludes the proof. ⇤
Remark 3.2. Theorem 3.2 can be applied in particular to u = vh 2 V qh to yield
(39) |vh  Rvh|j,I  c
⇣
h
1
2 j
m |[vh]m|+ h
3
2 j
m
  |[vh,x]m|+ |[vh,x]m|  + h 52 jm |[vh,xx]m|⌘.
4. A posteriori estimates for the semidiscrete approximation
In [11] we defined the semidiscrete approximation to the solution u of (1) as the function uh :
[0, T ]! V qh given by
(40) uht +N (uh) + ✏Duh = 0, t 2 (0, T ], uh(0) = Pu(0)
with P representing an appropriate operator into V qh possessing good approximation properties e.g.
ku   Puk = O(hq). Indeed, the L2 projection into V qh or the Lagrange interpolant satisfy this
requirement.
In [11] the following a priori bound for the semidiscrete scheme (40) was established:
(41) k(u  uh)(t)k  chq, 0  t  T,
The next result shows how a posteriori error control of u   uh is obtained in terms of the error
uh Ruh . Notice that since Ruh can be explicitly constructed from uh, the terms on the right-hand
side of the estimate in Theorem 4.1 are computable. This of course, relies on the assumption that
uh has been computed by some means, e.g. the Method of Lines or some other method.
Theorem 4.1. Let uh be the solution of the scheme (40) and let   = Ruh be the dispersive recon-
struction of uh as defined in Theorem 3.1. Then for t   0,
k(u  uh)(t)k  C
⇣
k(u  )(0)k+ k(uh    )(t)k+ k(uht    t)(t)k
+ kN (uh)  ( p+1)xk
⌘(42)
where the constant C depends on t, kuxk1 and k xk1 for p   2 and only on kuxk1 for p = 1.
Proof. Since   belongs to C2[0, 1] \ V q+3h and that  xxx = Duh. Therefore from the semidiscrete
equation we have uht +N (uh) + ✏ xxx = 0.
Letting e = u    where u is the solution of (1) we get
et + (u
p+1)x   ( p+1)x + ✏exxx = uht    t +N (uh)  ( p+1)x.
multiplying with e and integrating, we have
1
2
d
dt
kek2   1
2
   pX
j=0
uj p j
 
x
, e2
 
= (uht    t +N (uh)  ( p+1)x, e).
Hence, from Gronwall’s inequality, it follows that
ke(t)k  ect
⇣
ke(0)k+ kuht    t +N (uh)  ( p+1)xk
⌘
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where the constant c depends on kuxk1 and k xk1. Note however that in the case p = 1,   pX
j=0
uj p j
 
x
, e2
 
= (2ux, e
2)  (ex, e2) = 2(ux, e2),
since the term (ex, e2) = 0 by periodicity. Hence the constant c does not depend on   in this case.
The conclusion of the theorem now follows from the triangle inequality. ⇤
The following remarks are in order:
Remark 4.1. Due to the presence of the nonlinear term in the GKdV equation the term kN (uh) 
( p+1)xk is present in the estimate (42). Notice that this estimator is expected to be of O(hq) due
to the di↵erentiation with respect to x. A fact which is consistent with the a priori results [13, 11].
In addition, in the above theorem we did not insist on a more careful treatment of the nonlinearity
as far as conditional estimators are concerned. Indeed, it is possible in certain nonlinear equations
to show estimates under assumptions based solely on the approximate solution. These estimates are
based on subtle PDE arguments, see e.g. [23] and in particular [19] treating the case of a nonlinear
parabolic equation with possible finite time blow-up, and are beyond the scope of the present paper.
Remark 4.2. In the case of the linear dispersive equation
ut + uxxx = 0 ,
one can prove the estimate
(43) k(u  uh)(t)k  C (k(uht    t)(t)k+ k(uh    )(t)k+ k(u   )(0)k)
where C is a constant independent of u and uh. The above bound is an O(hq+1) estimator of the
error.
5. A posteriori estimates for Fully discrete shemes
The approach we will follow in deriving a posteriori error estimates for fully discrete approxima-
tions is to form a pair of two time-stepping schemes. The first is used to generate the fully discrete
approximations and the second to supply the estimation.
The di culty here resides mainly in the fact that fully discrete approximations are indeed discrete
whereby there is a need for a function which is continuous in time and satisfies the same di↵erential
equation as (1) with a computable right hand side.
5.1. The Implicit Euler method. Let 0  t0 < t1 < · · · < tN = T be a partition of the interval
[0, T ] and n = tn+1  tn. The fully discrete approximations un to u(·, tn) generated by the Implicit
Euler method are given by
(44) un+1   un + nN (un+1) + n✏Dun+1 = 0, n = 0, . . . , N   1,
with u0 := uh(0).
In order to estimate the errors of the Implicit Euler method we will use, at every step, the
Midpoint rule which is given by
(45) un+1M   un + nN (un,1M ) + n✏Dun,1M = 0, where un,1M = (un+1M + un)/2.
Note that we are using the same value un generated by the Implicit Euler method as initial vlaue
for the Midpoint rule and we are using the subscript M for the approximations generated by the
Midpoint rule.
That both of these schemes are well defined can be established by using a variant of Brouwer’s
fixed point Theorem (cf. [5]). Uniqueness and convergence can be proved under appropriate CFL
type conditions.
In addition the convergence rates
ku(·, tn)  unk = O(hq + ),  = max
0nN
n,
can be obtained, for details see [5, 15].
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To derive a posteriori estimates for these schemes we combine ideas of [3, 7] and of the semidiscrete
case considered previously. Notice first that we make the simplifying assumption that the finite
element spaces do not change with time. The general case can be treated also along the lines of [7]
but we do not insist on this in the present paper.
The fully discrete reconstruction is defined as the function Uˆ : [0, T ]! C2[0, 1] \ V q+3h which on
each interval In = [tn, tn+1] is given by
(46) Uˆ(t) = R
h
un +
Z t
tn
F (s) ds
i
,
here F (·) is the a ne in t function given by
(47) F (t) =  `1/2(t)
n
N (un,1M ) + ✏Dun,1M
o
  `1(t)
n
N (un+1) + ✏Dun+1
o
,
where `1/2(t) and `1(t) are the two basis functions of the space of a ne functions in t on In corre-
sponding to the nodes tn,1 := (tn + tn+1)/2 and tn+1 respectively. More specifically
`1/2(t) =   2n (t  t
n+1), `1(t) =
2
n
(t  tn,1)
Notice that Uˆ is a computable piecewise polynomial function. Furthermore, the next Lemma shows
that it is related to the continuous in t function U(t) = `1/2(t)u
n + `1(t)un+1, i.e. the a ne
interpolant of the nodal values un and un+1.
Lemma 5.1. Let U(t) be given as above. Then
(48) Uˆ(t) = R
n
U(t) +
h3
4
ˆ`
1/2(t) + ˆ`1(t)
i 
un+1M   un+1
 o
where the quadratic functions ˆ`1/2(t) and ˆ`1(t) are given by
ˆ`
1/2(t) =   42n
(t  tn)(t  tn+1), ˆ`1(t) = 2
2n
(t  tn)(t  tn,1).
Proof. Since F (t) is a ne, and the midpoint rule of quadrature is exact for such functions, from
(46), (47) and (45) we obtain
Uˆ(tn+1) = R
(
un +
Z tn+1
tn
F (s) ds
)
= R un + nF (tn,1) 
= R
n
un   n
 N (un,1M ) + ✏Dun,1M  o = Run+1M(49)
= R{un+1}+R{un+1M   un+1}
Also, since `1/2(t
n) = 2, `1(tn) =  1, `1/2(tn,1) = 1, `1(tn,1) = 0 and the trapezoidal rule is exact
for a ne functions, we obtain from (45) and (44)
Uˆ(tn,1) = R
n
un +
n
4
⇥
F (tn) + F (tn,1)
⇤o
= R
n
un   n
4
h
3
⇣
N (un,1M ) + ✏Dun,1M
⌘
   N (un+1) + ✏Dun+1 io
= R
⇢
1
2
un +
3
4
un+1M  
1
4
un+1
 
= R
⇢
1
2
 
un + un+1
 
+
3
4
 
un+1M   un+1
  
(50)
= R
⇢
U(tn,1) +
3
4
 
un+1M   un+1
  
.
Finally, since Uˆ(tn) = Run = RU(tn), the result (48) follows from (49) and (50) and the fact
that ˜`1/2(t) and ˜`1(t) are the Lagrange basis functions corresponding to the points t
n,1 and tn+1
respectively.
⇤
We next derive an error equation for ⇢(t) := Uˆ(t)  u(t)
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Lemma 5.2. ⇢(t) satisfies
(51) ⇢t +
 
Uˆp+1
 
x
   up+1 
x
+ ✏⇢xxx = E1 + E2 + E3
where the error indicators E1, E2, E3 are given by
E1 =
 
Uˆp+1
 
x
 R
n
`1/2(t)N
 
un,1M
 
+ `1(t)N
 
un+1
 o
(52)
E2 = ✏
 
I  R)D
⇣
U(t) +
1
2
`1/2(t)(u
n+1
M   un+1)
⌘
(53)
E3 = ✏

3
4
ˆ`
1/2(t) + ˆ`1(t)  12`1/2(t)
 
D un+1M   un+1 (54)
Proof. From the definitions of F (t) and U(t) we have
Uˆt = RF (t) =  R
n
`1/2(t)
 N (un,1M ) + ✏Dun,1M  + `1(t) N (un+1) + ✏Dun+1 o
=  R
⇢
`1/2(t)N (un,1M ) + `1(t)N (un+1) + ✏DU(t) +
1
2
✏`1/2(t)D
 
un+1M   un+1
  
(55)
where we have used the linearity of the operator D. On the other hand, from (48) it follows that
(56) Uˆxxx(t) = DU(t) +

3
4
ˆ`
1/2(t) + ˆ`1(t)
 
D un+1M   un+1 .
Combining (55) and (56), adding
 
Uˆp+1
 
x
to both sides and using (1) we obtain (51). ⇤
The next result provides the a posteriori estimate for the fully discrete scheme generated by the
Backward Euler scheme (44). In doing so we also define the error indicator
(57) En4 =
1p
n
⇣
Uˆ(tn)  Uˆ(tn )
⌘
=
1p
n
⇣
R unM   un ⌘, n = 1, 2, . . . ,
which appears due to the fact that the function Uˆ(t) is discontinuous at the temporal nodes
t1, . . . , tN 1.
Theorem 5.1. Let un be the solution of the fully discrete scheme (44), and let Uˆ the discrete
reconstruction defined by (46). With the error indicators E1, E2, E3, E4 given by (52), (53) ,(54) and
(57), there holds the a posteriori error estimate
ku(tn)  unk  kun   Uˆ(tn)k+ cectn
✓
ku0   u0k2 +
3X
i=1
Z tn
0
kEi(s)k2ds
+
n 1X
j=1
kEj4k2
◆1/2
.(58)
Proof. Letting E := E1 + E2 + E3, multiplying both sides of (51) by ⇢ and integrating with respect
to x gives
(59)
1
2
d
dt
k⇢(t)k2 +
⇣ 
Uˆp+1)x  
 
up+1
 
x
, ⇢(t)
⌘
=
 E(t), ⇢(t) , tn  t  tn+1.
We would like to use Gronwall’s Lemma. However, we have to deal with the complication arising
from the fact that Uˆ and thus ⇢ has jumps at t1, . . . , tN 1. Now as done in the semidicrete case, we
have the bound
(60)
   ⇣ Uˆp+1)x    up+1 x, ⇢(t)⌘    = 12    
pX
j=0
 
(uj⇢p j)x, ⇢2
      c k⇢(t)k2,
where c depends on the max
tnttn+1
ku(t)k1,1 and max
tnttn+1
kUˆ(t)k1,1. Thus integrating (59) from tn
to t 2 [tn, tn+1] and using the arithmetic-geometric mean inequality, we obtain
(61) k⇢(t)k2  k⇢(tn)k2 + c
Z t
tn
k⇢(s)k2 ds+ c
Z t
tn
kE(s)k2 ds.
ESTIMATES FOR DG METHODS FOR THE GENERALIZED KDV EQUATION 13
From the mean value theorem for integrals we obtain,
(62) max
tnttn+1
k⇢(t)k2  (1 + cn)
 
k⇢(tn)k2 + c
Z tn+1
tn
kE(s)k2 ds
!
.
In particular, we have
(63) k⇢(tn+1 )k2  (1 + cn)
 
k⇢(tn)k2 + c
Z tn+1
tn
kE(s)k2 ds
!
.
Now, since u is a smooth function of t, we have
(64) k⇢(tn)k2   k⇢(tn )k2 =  Uˆ(tn)  Uˆ(tn ), ⇢(tn) + ⇢(tn ) ,
from which we easily obtain
(65) k⇢(tn)k2  (1 + cn)
⇣
k⇢(tn )k2 + 1
n
kUˆ(tn)  Uˆ(tn )k2
⌘
.
Using (65) in (63) and a discrete version of Gronwall’s Lemma, we obtain
(66) max
0tT
k⇢(t)k2  cecT
⇣
k⇢(0)k2 +
N 1X
n=1
1
n
kUˆ(tn)  Uˆ(tn )k2 +
Z T
0
kE(s)k2 ds
⌘
.
The conclusion now follows from the triangle inequality and the observation that Uˆ(tn) = Run. ⇤
6. A posteriori estimates for the Cheng-Shu formulation
In this section we show that the machinery developed in this paper can be adapted successfully to
the method developed in [13]. More specifically, we will show that analogs of all the results contained
herein can be duplicated for their method. Let us recall that the approach followed in [13] consisted
in using dissipative versions N˜ and D˜ of the forms N and D. Since the form D˜ will play a central
role, we recall its definition:
(67) D˜(u, v) =  
X
I2Th
(u, vxxx)I  
M 1X
j=0
uxx(x
+
j )[v]j +
M 1X
j=0
ux(x
+
j )[vx]j  
M 1X
j=0
u j [vxx]j .
The associated operator D˜ : H3(Th) ! V qh can be shown to satisfy the bound (15) of Lemma 2.3
using exactly the same proof. Furthermore, the corresponding reconstruction operator R˜ can be
constructed exactly along the lines of Theorem 3.1
Theorem 6.1. For each u 2 H3(Th) there corresponds a unique  ˜ = R˜u 2 C2[0, 1] \ V q+3h such
that for each cell I = [xm, xm+1], m = 0, . . . ,M   1 in Th there holds
(68)
( ˜xxx, v)I = (D˜u, v) 8v 2 V qh (I),
 ˜(x+m) = u(x
 
m),
 ˜x(x+m) = ux(x
+
m)
 ˜xx(x+m) = uxx(x
+
m).
The proof is exactly the same as that of theorem 3.1. Furthermore, the calculation of R˜u is
similar to that of Ru whereby the coe cient matrices are the same but the right hand side vectors
are di↵erent.
As far as the approximation property of the operator R˜ is concerned, we can prove the following
analog of Theorem 3.2
Theorem 6.2. (i) Suppose u 2 C2[0, 1] \Hq+4(Th). Then, 8I 2 Th
(69) |u  R˜u|j,I  chq+4 jI |u|q+4,I , j = 0, . . . , q + 4.
(ii) Suppose u 2 Hq+1(Th). Then, for j = 0, 1, 2, 3,
(70) |u  R˜u|j,I  c
⇣
hq+1 jI |u|q+1,I + h
1
2 j
m |[u]m|+ h
3
2 j
m |[ux]m|+ h
5
2 j
m |[uxx]m|
⌘
. ⇤
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Note the absence of the term h
3
2 j
m |[ux]m+1| from the right side of (70) in comparison to the right
side of (35).
Fully discrete schemes analogs to (44) and (45) for the method of Cheng-Shu can be defined
by simply replacing the operators N and D by N˜ and D˜ respectively. Furthermore, using the
reconstruction R˜ instead of R the analog of the fully discrete reconstruction Uˆ can be defined as
well. Following these changes, all the results of §5 remain valid for the method of Cheng-Shu as well.
7. Numerical Experiments
Numerical experiments designed to gauge the performance of our a posteriori error estimates are
reported in this section. Interest is given particularly to two issues:
(1) Validation of the theoretical results, including a study of the e↵ectiveness error indicators
E1, E2, E3, E4 individually and in combination as a gauge of the error ku(tn)  unk.
(2)
In the numerical experiments reported here we used the classical solitary-waves
(71) u(x, t) = A sech2/p (K(x  !t  x0)) ,
which are solutions of the Cauchy problem for (1) for any positive value of the amplitude A provided
K and ! are given by
K =
pAp/2
2✏(p+ 1)(p+ 2)
, ! =
2Ap
(p+ 1)(p+ 2)
.
Of course, the solitary waves are not periodic in space, but owing to the exponential decay of
the hyperbolic secant function, they can be treated as periodic by simply restricting them to the
computational domain [0, 1] and imposing periodic boundary conditions across x = 0 and x = 1.
Also, we choose x0 = .5 so that the waves commence their evolution centered in the period domain.
As alternatives to the solitary waves, we also use the so-called cnoidal-wave solutions
(72) u(x, t) = a cn2 (4K(x  !t))
which satisfy (1) when p = 1.
The numerical experiments will be devoted to studying the bevaviour of the various quantities
appearing in Theorem 5.1. We let
⌘i =
⇣Z tn
0
kEi(t)k2 ds
⌘1/2
, i = 1, 2, 3; ⌘4 =
⇣ nX
j=0
kEj4k2
⌘1/2
, ⌘tot =
⇣ 4X
i=1
⌘2i
⌘1/2
We begin our numerical experiments with a study of the rate of decrease of the (total) a posteriori
error indicator ⌘tot . In particular we would like to show that it decreases at the rate of O() just
as the predicted rate of decrease of the error ku(T )   uNk where N = T . In order to render the
spatial errors very small, we chose M = 500 and q = 5. Table 1 shows that ⌘tot the rate of decrease
of the latter as well as the L2 error at T = 1 decrease at the rate of O(). Also, the rates improve
as  becomes smaller.
N ⌘1 ⌘2 ⌘3 ⌘4 ⌘tot rate ku(T )  uNk rate
100 2.74E-02 3.55E-07 2.05E-02 8.50E-02 9.16E-02 1.85E-01
200 9.28E-03 4.75E-07 7.29E-03 5.29E-02 5.42E-02 0.757 1.33E-01 .476
400 2.86E-03 5.80E-07 2.30E-03 3.07E-02 3.10E-02 0.806 8.29E-02 .682
800 8.16E-04 6.55E-07 6.63E-04 1.69E-02 1.69E-02 0.875 4.67E-02 .828
1600 2.20E-04 7.01E-07 1.79E-04 8.88E-03 8.88E-03 0.928 2.48E-02 .913
3200 5.72E-05 7.27E-07 4.88E-05 4.57E-03 4.57E-03 0.958 1.28E-02 .954
Table 1. Solitary wave solution, T = 1, p = 1, ✏ = .0001, M = 500, q = 5
The results encapsulated in the above table also show that as  decreases ⌘4 converges to ⌘tot .
This has practical value in that among all the indicators ⌘4 is the least expensive to evaluate.
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In the next two sets of four plots, we show the dependence on t of the six quantities ⌘i, i = 1, 4, ⌘tot
and ku(tn)  unk.
Figure 1. Solitary wave: A = 1, p = 1, ✏ = 10 4, M = 200, N = 200, T = 1.
Top left: q = 2, top right: q = 3, bottom left: q = 4, bottom right: q = 5.
We note that we do not record the terms kun   Uˆ(tn)k that also appear in that estimate since in
all the experiments performed they were negligible in comparison with the above six terms.
The motivation behind the choices of numerical parameters is this: The sequence q = 2, 3, 4, 5 is
considered to correspond to an increasing degree of spatial accuracy whereas the value of  = .005
in Fig. 1 correponds to low temporal accuracy with  = .002 in Fig. 2 corresponding to higher
temporal accuracy.
We make the following observations.
(1) For q = 2 and q = 3, the term D(un+1M   un+1) in ⌘3 is relatively large over the first one
or two steps and then becomes very small by several orders of magnitude. This explains
the fact that ⌘3 appears to be constant in time. We do not yet have an explanation for
this admittedly strange beheviour, except that it seems to occur only for q = 2 and q = 3,
appears to be independent of M and the test function used (see Figure 3). One reasonable
approach would be to take ⌘3 into account only after the first two steps or even to ignore it
altogether.
(2) From the point of view of efectivity indices, ⌘tot and the actual errors are within a factor of
2 or 3 of each other over the range of integrations considered.
(3) In all cases the L2 errors grow at a faster than linear rate. This is not surprising in view
of the nonlinear nature of the problem. On the other hand, one observes that all the error
indicators appear to grow at a rate proportional to
p
tn. This follows from their definition
and the fact that we do not include the exponential term that appears in the estimate (58).
(4) It appears that ⌘4 is a more reliable error indicator than ⌘tot in the cases q = 2 and q = 3.
It is therefore tempting to develop a heuristic of using only ⌘4. This would lead to some
computational savings given that ⌘4 is the least expensive error indicator.
Figure 2. Solitary wave: A = 1, p = 1, ✏ = 10 4, M = 200, N = 500, T = 1.
top left: q = 2, top right: q = 3, bottom left: q = 4, bottom right: q = 5.
Figure 3. Cnoidal wave: a = .1148, K = 2.5781, ! = .03403, ✏ = 10 4, M = 100,
N = 200, T = 5. top left: q = 2, top right: q = 3, bottom left: q = 4, bottom right:
q = 5.
Summary and future work We have constructed a posteriori error indicators and obtained
upper bounds for the error as measured in the L2 norm. These are the first of their kind for the class
of nonlinear dispersive pde’s considered. Yet, there is much that can and should be done. Beyond
the extensions to higher order temporal discretizations and other nonlinear dispersive equations
possessing higher order spatial nonlinearities, we would like to develop a deeper understanding of
the error indicators and their behaviour. In particular, we would like to estimate the spatial and
temporal errors separately. By enabling independent control of the spatial mesh and temporal
stepsize, e↵ective adaptive strategies and algorithms can then be implemented.
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