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THE DEFOCUSING ENERGY-CRITICAL
KLEIN-GORDON-HARTREE EQUATION
QIANYUN MIAO AND JIQIANG ZHENG
Abstract. In this paper, we study the scattering theory for the defocusing
energy-critical Klein-Gordon equation with a cubic convolution utt−∆u+u+
(|x|−4 ∗ |u|2)u = 0 in the spatial dimension d ≥ 5. We utilize the strategy in
[10] derived from concentration compactness ideas to show that the proof of
the global well-posedness and scattering is reduced to disprove the existence of
the soliton-like solution. Employing technique from [28], we consider a virial-
type identity in the direction orthogonal to the momentum vector so as to
exclude such solution.
Key Words: Klein-Gordon-Hartree equation; Scattering theory;
Strichartz estimate.
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1. Introduction
This paper is devoted to the study of the Cauchy problem of the defocusing
energy-critical Klein-Gordon-Hartree equation{
u¨−∆u+ u+ f(u) = 0, (t, x) ∈ R× Rd, d ≥ 5,
u(0, x) = u0(x), ut(0, x) = u1,
(1.1)
where f(u) = (V (x) ∗ |u|2)u with V (x) = |x|−4. Here u is a real-valued function
defined in Rd+1, the dot denotes the time derivative, ∆ is the Laplacian in Rd, V (x)
is called the potential, and ∗ denotes the spatial convolution in Rd.
Formally, the solution u of (1.1) conserves the energy
E(u(t), u˙(t)) =
1
2
∫
Rd
(∣∣u˙(t, x)∣∣2 + ∣∣∇u(t, x)∣∣2 + ∣∣u(t, x)∣∣2)dx
+
1
4
∫∫
Rd×Rd
|u(t, x)|2|u(t, y)|2
|x− y|4
dxdy
=E(u0, u1),
and the momentum
P (u)(t) =
∫
Rd
ut(t, x)∇u(t, x)dx = P (u)(0). (1.2)
For the equation (1.1) with nonlinearity f(u) = µ(|x|−γ ∗ |u|2)u, µ = ±1, using
the ideas of Strauss [30], [31] and Pecher [29], Mochizuki [24] showed that if d ≥ 3,
2 ≤ γ < min(d, 4), then global well-posedness and scattering results with small data
hold in the energy space H1(Rd) × L2(Rd). For the general initial data, we refer
to the authors [23] where we develop a complete scattering theory in the energy
space for (1.1) with the subcritical nonlinearity (i.e. 2 < γ < min(d, 4)) for both
1
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defocusing (µ = 1) and focusing (µ = −1) in spatial dimension d ≥ 3. In this
paper, we will focus on the energy-critical case, i.e. γ = 4 and d ≥ 5. We refer also
to Miao-Zhang [21] where the low regularity for the cubic convolution defocusing
Klein-Gordon-Hartree equation is discussed.
Before stating our main results, we recall the scattering theory for the classical
Klein-Gordon equation, i.e (1.1) with nonlinearity f(u) = µ|u|p−1u. For µ = 1 and
1 +
4
d
< p < 1 +
4γd
d− 2
, γd =

1, 3 ≤ d ≤ 9;
d
d+ 1
, d ≥ 10,
(1.3)
Brenner [5] established the scattering results in the energy space in dimension
d ≥ 10. Thereafter, Ginibre and Velo [7] exploited the Birman-Solomjak space
ℓm(Lq, I, B) in [3] and the delicate estimates to improve the results in [5], which
covered all subcritical cases. Finally K. Nakanishi [25] obtained the scattering
results for the energy-critical case by the strategy of induction on energy [6] and
a new Morawetz-type estimate. And recently, S. Ibrahim, N. Masmoudi and K.
Nakanishi[10, 11] utilized the concentration compactness ideas to give the scattering
threshold for the focusing (i.e. µ = −1) nonlinear Klein-Gordon equation. We
remark that their method also works for the defocusing case. We will utilize their
argument to study the scattering theory for the defocusing energy-critical Klein-
Gordon-Hartree equation.
On the other hand, the scattering theory for the Hartree equation
iu˙ = −∆u+ (|x|−γ ∗ |u|2)u
has been also studied by many authors (see [9, 15, 16, 17, 18, 19]). For the energy-
subcritical case, i.e. γ < 4, Ginibre and Velo [9] obtained the asymptotic complete-
ness in the energy space H1(Rd) by deriving the associated Morawetz inequality
and extracting an useful Birman-Solomjak type estimate. Nakanishi [26] improved
the results by a new Morawetz estimate. For the energy-critical case (γ = 4 and
d ≥ 5), Miao, Xu and Zhao [16] took advantage of a new kind of the localized
Morawetz estimate to rule out the possibility of the energy concentration at origin
and established the scattering results in the energy space for the radial data. We
refer also to [17, 18, 19] for the general data and also mass-critical case.
Compared with the classical Klein-Gordon equation with the local nonlinearity
f(u) = |u|p−1u, the nonlinearity f(u) = (V (·) ∗ |u|2)u is nonlocal, which brings us
many difficulties. The main difficulty is the absence of a Lorentz invariance which
could be used to control the momentum efficiently. We will overcome this difficulty
by considering a Virial-type identity in the direction orthogonal to the momentum
vector following the technique in [28].
Now we introduce the definition of the strong solution for (1.1).
Definition 1.1 (solution). A function u : I × Rd → R on a nonempty time
interval 0 ∈ I is a strong solution to (1.1) if for any compact J ⊂ I, (u, ut) ∈
C0t (J ;H
1(Rd)× L2(Rd)) and
u ∈W (J), W (I) := L
2(d+1)
d−1
t (J ;B
1
2
2(d+1)
d−1 ,2
(Rd))
and for each t ∈ I, (u(t), u˙(t)) satisfies the following Duhamel’s formula:(
u(t)
u˙(t)
)
= V0(t)
(
u0(x)
u1(x)
)
−
∫ t
0
V0(t− s)
(
0
f(u(s))
)
ds, (1.4)
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where
V0(t) =
(
K˙(t),K(t)
K¨(t), K˙(t)
)
, K(t) =
sin(tω)
ω
, ω =
(
1−∆
)1/2
.
The interval I is called the lifespan of u. Moreover, if the solution u cannot be
extended to any strictly large interval, then we say that u is a maximal-lifespan
solution. We say that u is a global solution if I = R.
Remark 1.2. From Remark 2.5 below, we obtain the solution u lies in the space
W (I) locally in time. Also, the finiteness of the norm on maximal-lifespan implies
the solution is global and scatters in both time directions by standard argument.
In view of this, we define
SI(u) = ‖u‖ST (I) = ‖u‖[W ](I) (1.5)
as the scattering size of u.
Our main result is the following global well-posedness and scattering result in
the energy space.
Theorem 1.3. Assume that d ≥ 5, and (u0, u1) ∈ H
1(Rd) × L2(Rd). Then there
exists a unique global solution u(t) of (1.1) which scatters in the sense that there
exist solutions v± of the free Klein-Gordon equation
v¨ −∆v + v = 0 (1.6)
with (v±(0), v˙±(0)) ∈ H
1 × L2 such that∥∥(u(t), u˙(t))− (v±(t), v˙±(t))∥∥H1×L2 −→ 0, as t −→ ±∞. (1.7)
The outline for the proof of Theorem 1.3: we define the function Λ by
Λ(E) = sup{‖u‖ST (I) : E(u, ut) ≤ E} (1.8)
where the supremum is taken over all strong solutions u of (1.1) on any interval I
with energy not greater than E, and define
Emax = sup{E : Λ(E) < +∞}.
The small data scattering (Theorem 2.4 below) tells us Emax > 0. Our goal
next is to prove that Emax = +∞. We argue by contradiction. We show that
if Emax < +∞, then there exists a nonlinear solution of (1.1) with energy be ex-
actly Emax. Moreover, this solution satisfies some strong compactness properties.
This is completed in Section 4 where we utilize the profile decomposition that was
established in [10], and a strategy introduced by Kenig and Merle [13]. We consider
a virial-type identity in the direction orthogonal to the momentum vector following
the technique [28] to obtain a contradiction. We refer to Section 5 for more details.
The paper is organized as follows. In Section 2, we deal with the local theory for
the equation (1.1). In Section 3, we give the linear and nonlinear profile decompo-
sition and show some properties of the profile. In Section 4, we extract a critical
solution. Finally in Section 5, we preclude the critical solution, which completes
the proof of Theorem 1.3.
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2. Preliminaries
2.1. Notation. First, we give some notations which will be used throughout this
paper. We always assume the spatial dimension d ≥ 5 and let 2∗ = 2dd−2 . For
any r : 1 ≤ r ≤ ∞, we denote by ‖ · ‖r the norm in L
r = Lr(Rd) and by r′ the
conjugate exponent defined by 1r +
1
r′ = 1. For any s ∈ R, we denote by H
s(Rd)
the usual Sobolev space. Let ψ ∈ S(Rd) be such that supp ψ̂ ⊆
{
ξ : 12 ≤ |ξ| ≤ 2
}
and
∑
j∈Z ψ̂(2
−jξ) = 1 for ξ 6= 0. Define ψ0 by ψ̂0 = 1 −
∑
j≥1 ψ̂(2
−jξ). Thus
supp ψ̂0 ⊆
{
ξ : |ξ| ≤ 2
}
and ψ̂0 = 1 for |ξ| ≤ 1. We denote by ∆j and P0 the
convolution operators whose symbols are respectively given by ψ̂(ξ/2j) and ψ̂0(ξ).
For s ∈ R, 1 ≤ r ≤ ∞, the inhomogeneous Besov space Bsr,2(R
d) is defined by
Bsr,2(R
d) =
{
u ∈ S ′(Rd), ‖P0u‖
2
Lr +
∥∥2js‖∆ju‖Lr∥∥2l2j∈N <∞
}
.
For details of Besov space, we refer to [2]. For any interval I ⊂ R and any Banach
space X we denote by C(I;X) the space of strongly continuous functions from I to
X and by Lq(I;X) the space of strongly measurable functions from I to X with
‖u(·);X‖ ∈ Lq(I). Given d, we define, for 2 ≤ r ≤ ∞,
δ(r) = d
(1
2
−
1
r
)
.
Sometimes abbreviate δ(r), δ(ri) to δ, δi respectively. We denote by 〈·, ·〉 the scalar
product in L2. We let Lp∗ denote the weak L
p space.
2.2. Strichartz estimate. In this section, we consider the Cauchy problem for
the equation (1.1) {
u¨−∆u+ u+ f(u) = 0,
u(0) = u0, u˙(0) = u1.
(2.1)
The integral equation for the Cauchy problem (2.1) can be written as
u(t) = K˙(t)u0 +K(t)u1 −
∫ t
0
K(t− s)f(u(s))ds, (2.2)
or (
u(t)
u˙(t)
)
= V0(t)
(
u0(x)
u1(x)
)
−
∫ t
0
V0(t− s)
(
0
f(u(s))
)
ds, (2.3)
where
K(t) =
sin(tω)
ω
, V0(t) =
(
K˙(t),K(t)
K¨(t), K˙(t)
)
, ω =
(
1−∆
)1/2
.
Let U(t) = eitω, then
K˙(t) =
U(t) + U(−t)
2
, K(t) =
U(t)− U(−t)
2iω
.
Now we recall the following dispersive estimate for the operator U(t) = eitω.
Lemma 2.1 ([5, 7]). Let 2 ≤ r ≤ ∞ and 0 ≤ θ ≤ 1. Then∥∥eiωtf∥∥
B
−(d+1+θ)( 1
2
−
1
r
)/2
r,2
≤ µ(t)
∥∥f∥∥
B
(d+1+θ)( 1
2
−
1
r
)/2
r′,2
,
where
µ(t) = Cmin
{
|t|−(d−1−θ)(
1
2−
1
r )+ , |t|−(d−1+θ)(
1
2−
1
r )
}
.
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Combining the above lemma, the abstract duality and interpolation argument(see
[8, 12]), we have the following Strichartz estimates.
Lemma 2.2 ([5, 7, 20]). Let 0 ≤ θi ≤ 1, ρi ∈ R, 2 ≤ qi, ri ≤ ∞, i = 1, 2. Assume
that (θi, d, qi, ri) 6= (0, 3, 2,∞) satisfy the following admissible conditions
0 ≤
2
qi
≤ min
{
(d− 1 + θi)(
1
2
−
1
ri
), 1
}
, i = 1, 2
ρ1 + (d+ θ1)(
1
2
−
1
r1
)−
1
q1
= µ,
ρ2 + (d+ θ2)(
1
2
−
1
r2
)−
1
q2
= 1− µ.
(2.4)
Then, for f ∈ Hµ, we have∥∥U(·)f∥∥
Lq1
(
R;B
ρ1
r1,2
) ≤ C‖f‖Hµ ; (2.5)∥∥K ∗ f∥∥
Lq1
(
I;B
ρ1
r1,2
) ≤ C∥∥f∥∥
Lq
′
2
(
I;B
−ρ2
r′2,2
); (2.6)∥∥KR ∗ f∥∥
Lq1
(
I;B
ρ1
r1,2
) ≤ C∥∥f∥∥
Lq
′
2
(
I;B
−ρ2
r′2,2
). (2.7)
where the subscript R stands for retarded, and
K ∗ f =
∫
R
K(t− s)f(u(s))ds,
KR ∗ f =
∫ t
0
K(t− s)f(u(s))ds.
In addition to the W -norm defined in (1.5), we also need the following space
[W ]∗(I) = L
2(d+1)
d+3
t
(
I;B
1
2
2(d+1)
d+3 ,2
(Rd)
)
. (2.8)
Now we give a nonlinear estimate which will be applied to show the small data
scattering.
Lemma 2.3. We have∥∥∥(V (·) ∗ |u|2)v∥∥∥
[W ]∗(I)
+
∥∥∥(V (·) ∗ (uv))u∥∥∥
[W ]∗(I)
(2.9)
≤ C
∥∥v∥∥
[W ](I)
‖u‖
2(d−3)
d−1
L∞t (I;H˙
1
x)
‖u‖
4
d−1
[W ](I) + C
∥∥u∥∥1+ 2d−1[W ](I) ‖u‖ d−3d−1L∞t (I;H˙1x)‖v‖ d−3d−1L∞t (I;H˙1x)‖v‖ 2d−1[W ](I).
In particular,
‖(V (·) ∗ |u|2)u‖[W ]∗(I) ≤ C‖u‖
1+ 4d−1
[W ](I) ‖u‖
2(d−3)
d−1
L∞(I;H1). (2.10)
Proof. We only need to prove the estimate ‖(V (·)∗|u|2)v‖[W ]∗(I), since the estimate
‖(V (·) ∗ (uv))u‖[W ]∗(I) is similar. From the Sobolve embedding: W
s,p(Rd) →֒
Bsp,2(R
d), p ≤ 2;Bsq,2(R
d) →֒ W s,q(Rd), q ≥ 2, the fractional Leibnitz rule [14],
and the Ho¨lder and the Young inequalities, we have∥∥(V ∗ |u|2)v∥∥
Lq′
(
I;B
1/2
r′,2
)
.
∥∥V ∥∥
Lp∗
∥∥v∥∥
Lq
(
I;B
1/2
r,2
)∥∥u∥∥2
Lk(I;Ls)
+
∥∥V ∥∥
Lp∗
∥∥u∥∥
Lq
(
I;B
1/2
r,2
)∥∥u∥∥
Lk(I;Ls)
∥∥v∥∥
Lk(I;Ls)
,
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where the exponents satisfy 
d
p
= 2δ(r) + 2δ(s),
2
q
+
2
k
= 1.
(2.11)
Since V (x) = |x|−4 ∈ L
d
4
∗ , if we take admissible pair q = r =
2(d+1)
d−1 and δ(s) = 1+
1
k
(then δ(r) = dd+1 , k = d+ 1), then
‖(V ∗ |u|2)v‖
Lq′ (I;B
1
2
q′,2
)
.
∥∥v∥∥
[W ](I)
∥∥u∥∥2
Lk(I;Ls)
+
∥∥u∥∥
[W ](I)
∥∥u∥∥
Lk(I;Ls)
∥∥v∥∥
Lk(I;Ls)
.
(2.12)
The Ho¨lder inequality and the Sobolev embedding theorem yield that
‖v
∥∥
Lk(I;Ls)
≤ ‖v‖
d−3
d−1
L∞t L
2∗
x
‖v‖
2
d−1
L
2(d+1)
d−1
t L
2d(d+1)
d2−2d−1
x
. ‖v‖
d−3
d−1
L∞t H˙
1
x
‖v‖
2
d−1
[W ](I). (2.13)
Plugging (2.13) into (2.12), we get
‖(V ∗|u|2)v‖
Lq′ (I;B
1
2
q′,2
)
.
∥∥v∥∥
[W ](I)
‖u‖
2(d−3)
d−1
L∞t H˙
1
x
‖u‖
4
d−1
[W ](I)+
∥∥u∥∥1+ 2d−1[W ](I) ‖u‖ d−3d−1L∞t H˙1x‖v‖ d−3d−1L∞t H˙1x‖v‖ 2d−1[W ](I).
Thus we complete the proof of Lemma 2.3. 
Now, we can state the local well-posedness for (1.1) with large initial data and
small data scattering in the energy space H1 × L2.
Theorem 2.4 (small data scattering). Assume d ≥ 5, and (u0, u1) ∈ H
1(Rd) ×
L2(Rd). There exists a small constant δ = δ(E) such that if ‖(u0, u1)‖H1×L2 ≤ E
and I is an interval such that
‖K˙(t)u0 +K(t)u1‖W (I) ≤ δ,
then there exists a unique strong solution u to (1.1) in I ×Rd, with u ∈ C(I;H1)∩
C1(I;L2) and
‖u‖W (I) ≤ 2Cδ. (2.14)
Let (T−(u0, u1), T+(u0, u1)) be the maximal time interval on which u is well-defined.
Remark 2.5. (1) There exists δ˜ such that if ‖(u0, u1)‖H1×L2 ≤ δ˜, the conclusion of
Theorem 2.4 applies to any interval I. Indeed, by Strichartz estimates, ‖K˙(t)u0 +
K(t)u1‖W (I) ≤ Cδ˜ and the claim follows.
(2) Given (u0, u1) ∈ H
1 × L2, there exists (0 ∈)I such that the hypothesis
of Theorem 2.4 is verified on I. This is clear because, by Strichartz estimates,
‖K˙(t)u0 +K(t)u1‖W (R) <∞.
Finally, we conclude this subsection by recalling the following standard finite
blow-up criterion.
Lemma 2.6 (Standard finite blow-up criterion). If T+(u0, u1) < +∞, then
‖u‖
W
(
[0,T+(u0,u1))
) = +∞.
A corresponding result holds for T−(u0, u1).
The proof is similar to the one in Lemma 2.11 of [13].
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2.3. Perturbation lemma. In this part, we give the perturbation theory of the
solution of (1.1) with the global space-time estimate. First we recall some notations
in [10].
With any real-valued function u(t, x), we associate the complex-valued function
~u(t, x) by
~u = 〈∇〉u − iu˙, u = Re〈∇〉−1~u. (2.15)
Then the free and nonlinear Klein-Gordon equations are given by{
( + 1)u = 0⇐⇒ (i∂t + 〈∇〉)~u = 0,
( + 1)u = −f(u)⇐⇒ (i∂t + 〈∇〉)~u = −f(〈∇〉
−1 Re~u),
(2.16)
and the energy are written as
E˜(~u) = E(u, u˙) =
1
2
∫
Rd
(∣∣u˙∣∣2+∣∣∇u∣∣2+∣∣u∣∣2)dx+1
4
∫∫
Rd×Rd
|u(t, x)|2|u(t, y)|2
|x− y|4
dxdy.
Lemma 2.7. Let I be a time interval, t0 ∈ I and ~u, ~w ∈ C(I;L
2(Rd)) satisfy
(i∂t + 〈∇〉)~u =− f(u) + eq(u)
(i∂t + 〈∇〉)~w =− f(w) + eq(w).
for some function eq(u), eq(w). Assume that for some constants M,E > 0, we have
‖w‖ST (I) ≤M, (2.17)
‖~u‖L∞t L2x(I×Rd) + ‖~w‖L∞t L2x(I×Rd) ≤ E, (2.18)
Let t0 ∈ I, and let (u(t0), ut(t0)) be close to (w(t0), wt(t0)) in the sense that∥∥(u(t0)− w(t0), ut(t0)− wt(t0))∥∥H1×L2 ≤ E′. (2.19)
Let ~γ0 = e
i〈∇〉(t−t0)(~u− ~w)(t0) and assume also that we have smallness conditions
‖γ0‖ST (I) + ‖(eq(u), eq(w))‖ST∗(I) ≤ ǫ, (2.20)
where 0 < ǫ < ǫ1 = ǫ1(M,E) is a small constant and
ST ∗(I) = [W ]∗(I) + L1t (I;L
2
x(R
d)).
Then we conclude that
‖u− w‖ST (I) ≤C(M,E)ǫ,
‖u‖ST (I) ≤C(M,E,E
′).
(2.21)
Proof. Since ‖w‖ST (I) ≤M , there exists a partition of the right half of I at t0:
t0 < t1 < · · · < tN , Ij = (tj , tj+1), I ∩ (t0,∞) = (t0, tN),
such that N ≤ C(L, δ) and for any j = 0, 1, · · · , N − 1, we have
‖w‖ST (Ij) ≤ δ ≪ 1. (2.22)
The estimate on the left half of I at t0 is analogue, we omit it.
Let
γ(t) = u(t)− w(t), ~γj(t) = e
i〈∇〉(t−tj)~γ(tj), 0 ≤ j ≤ N − 1, (2.23)
then γ satisfies the following difference equation
(i∂t + 〈∇〉)~γ = (V ∗ |w|
2)γ + 2
[
V ∗ (γw)
]
+ 2
[
V ∗ (γw)
]
γ
+(V ∗ |γ|2)w + (V ∗ |γ|2)γ + eq(u)− eq(w)
~γ(tj) = ~γj(tj),
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which implies that
~γ(t) = ~γj(t)− i
∫ t
tj
ei〈∇〉(t−s)
(
(V ∗ |w|2)γ + 2
[
V ∗ (γw)
]
w + 2
[
V ∗ (γw)
]
γ
+ (V ∗ |γ|2)w + (V ∗ |γ|2)γ + eq(u)− eq(w)
)
ds,
~γj+1(t) = ~γj(t)− i
∫ tj+1
tj
ei〈∇〉(t−s)
(
(V ∗ |w|2)γ + 2
[
V ∗ (γw)
]
w + 2
[
V ∗ (γw)
]
γ
+ (V ∗ |γ|2)w + (V ∗ |γ|2)γ + eq(u)− eq(w)
)
ds.
By Lemma 2.2 and Lemma 2.3, we have
‖γ − γj‖ST (Ij) + ‖γj+1 − γj‖ST (R) (2.24)
.
∥∥(V ∗ |w|2)γ + 2[V ∗ (γw)]w + 2[V ∗ (γw)]γ + (V ∗ |γ|2)w + (V ∗ |γ|2)γ∥∥
[W ]∗(Ij)
+ ‖(eq(u), eq(w))‖ST∗(Ij)
.‖γ‖[W ](Ij)‖w‖
2(d−3)
d−1
L∞t (Ij ;H˙
1
x)
‖w‖
4
d−1
[W ](Ij)
+
∥∥w∥∥1+ 2d−1[W ](Ij)‖w‖ d−3d−1L∞t (Ij ;H˙1x)‖γ‖ d−3d−1L∞t (Ij ;H˙1x)‖γ‖ 2d−1[W ](Ij)
+ ‖w‖[W ](Ij)‖γ‖
2(d−3)
d−1
L∞t (Ij ;H˙
1
x)
‖γ‖
4
d−1
[W ](Ij)
+
∥∥γ∥∥1+ 2d−1[W ](Ij)‖γ‖ d−3d−1L∞t (Ij ;H˙1x)‖w‖ d−3d−1L∞t (Ij ;H˙1x)‖w‖ 2d−1[W ](Ij)
+ ‖γ‖
1+ 4d−1
[W ](Ij)
‖γ‖
2(d−3)
d−1
L∞(Ij ;H1)
+ ‖(eq(u), eq(w))‖ST∗(Ij).
Therefore, assuming that
‖γ‖ST (Ij) ≤ δ ≪ 1, ∀ j = 0, 1, · · · , N − 1, (2.25)
then by (2.22) and (2.24), we have
‖γ‖ST (Ij) + ‖γj+1‖ST (tj+1,tN ) ≤ C‖γj‖ST (tj ,tN ) + ǫ, (2.26)
for some absolute constant C > 0. By (2.20) and iteration on j, we obtain
‖γ‖ST (I) ≤ (2C)
N ǫ ≤
δ
2
, (2.27)
if we choose ǫ1 sufficiently small. Hence the assumption (2.25) is justified by con-
tinuity in t and induction on j. Then repeating the estimate (2.24) once again,
we can get the ST-norm estimate on γ, which implies the Strichartz estimates on
u. 
3. Profile decomposition
In this section, we first recall the linear profile decomposition of the sequence of
H1-bounded solutions of (1.1) which was established in [10]. And then we utilize it
to show the orthogonal analysis for the nonlinear energy and the nonlinear profile
decomposition which will be used to construct the critical element and obtain its
compactness properties.
3.1. Linear profile decomposition. First, we give some notation as introduced
in [10]. For any triple (tjn, x
j
n, h
j
n) ∈ R×R
d × (0,∞) with arbitrary suffix n and j,
let τ jn, T
j
n, and 〈∇〉
j
n respectively denote the scaled time shift, the unitary and the
self-adjoint operators in L2(Rd), defined by
τ jn = −
tjn
hjn
, T jnϕ(x) = (h
j
n)
− d2ϕ
(x− xjn
hjn
)
, 〈∇〉jn =
√
−∆+ (hjn)2. (3.1)
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We denote the set of Fourier multipliers on
MC =
{
µ = F−1µ˜F| µ˜ ∈ C(Rd), ∃ lim
|x|→∞
µ˜(x) ∈ R
}
.
Now we can state the linear profile decomposition as follows
Lemma 3.1 (Linear profile decomposition, [10]). Let ~vn(t) = e
i〈∇〉t~vn(0) be a
sequence of free Klein-Gordon solutions with uniformly bounded L2x norm. Then
after replacing it with some subsequence, there exist K ∈ {0, 1, 2 . . . ,∞} and, for
each integer j ∈ [0,K), ϕj ∈ L2(Rd) and {(tjn, x
j
n, h
j
n)}n∈N ⊂ R × R
d × (0, 1]
satisfying the following. Define ~vjn and ~ω
k
n for each j < k ≤ K by
~vn(t, x) =
k−1∑
j=0
~vjn(t, x) + ~ω
k
n(t, x),
~vjn(t, x) = e
i〈∇〉(t−tjn)T jnϕ
j(x) = T jn
(
e
i〈∇〉jn
t−t
j
n
h
j
n ϕj
)
,
(3.2)
then we have
lim
k→K
lim
n→∞
‖~ωkn‖
L∞(R;B
−
d
2
∞,∞(Rd))
= 0, (3.3)
and for any µ ∈MC, any l < j < k ≤ K and any t ∈ R,
lim
n→∞
〈µ~vln, µ~v
j
n〉
2
L2x
= 0 = lim
n→∞
〈µ~vjn, µ~ω
k
n〉
2
L2x
, (3.4)
lim
n→∞
∣∣∣hln
hjn
∣∣∣+ ∣∣∣hjn
hln
∣∣∣ + |tjn − tkn|+ |xjn − xkn|
hln
= +∞. (3.5)
Moreover, each sequence {hjn}n∈N is either going to 0 or identically 1 for all n.
Remark 3.2. We call {~vjn}n∈N a free concentrating wave for each j, and ~w
k
n the
remainder. From (3.4), we have the following asymptotic orthogonality
lim
n→+∞
(
‖µ~vn(t)‖
2
L2 −
k−1∑
j=0
‖µ~vjn(t)‖
2
L2 − ‖µ~ω
k
n(t)‖
2
L2
)
= 0, ∀ µ ∈MC. (3.6)
Next we begin with the orthogonal analysis for the nonlinear energy. It follows
from Mikhlin’s theorem that the following estimates for 1 < p <∞,∥∥[|∇| − 〈∇〉n]ϕ∥∥p .hn∥∥〈∇/hn〉−1ϕ∥∥p, (3.7)∥∥[|∇|−1 − 〈∇〉−1n ]ϕ∥∥p .∥∥〈∇/hn〉−2|∇|−1ϕ∥∥p, (3.8)
hold uniformly for 0 < hn ≤ 1.
Lemma 3.3. Let ~vn be a sequence of free Klein-Gordon solutions satisfying ~vn(0) ∈
L2x. Let ~vn =
k−1∑
j=0
~vjn + ~ω
k
n be the linear profile decomposition given by Lemma 3.1.
If lim
n→∞
E˜(~vn(0)) < +∞, then we have ~v
j
n(0) ∈ L
2
x for large n, and
lim
k→K
lim
n→∞
∣∣∣E˜(~vn(0))− k−1∑
j=0
E˜(~vjn(0))− E˜(~ω
k
n(0))
∣∣∣ = 0. (3.9)
Moreover, we have for all j < k
0 ≤ lim
n→∞
E˜(~vjn(0)) ≤ limn→∞
E˜(~vjn(0)) ≤ limn→∞
E˜(~vn(0)), (3.10)
where the last inequality becomes equality only if K = 1 and ~ω1n → 0 in L
∞
t L
2
x.
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Proof. First, we claim that
‖u‖L2∗x . ‖u‖
d−2
d
H1 ‖u‖
2
d
B
1−d
2
∞,∞
, 2∗ =
2d
d− 2
. (3.11)
In fact, on one hand, by the Ho¨lder and Bernstein equalities, we have
‖P≤1u‖L2∗x . ‖P≤1u‖
d−2
d
L2x
‖P≤1u‖
2
d
L∞x
. ‖u‖
d−2
d
H1 ‖u‖
2
d
B
1−d
2
∞,∞
,
On the other hand, from the sharp interpolation [1], we know
‖P>1u‖L2∗x . ‖P>1u‖
d−2
d
L2x
‖P>1u‖
2
d
B˙
1−d
2
∞,∞
. ‖u‖
d−2
d
H1 ‖u‖
2
d
B
1−d
2
∞,∞
,
which concludes the claim.
Thus, by (3.11) and (3.3), we obtain
lim
k→K
lim
n→∞
‖ωkn‖L2∗x ≤ limk→K
lim
n→∞
‖ωkn‖
d−2
d
H1 ‖ω
k
n‖
2
d
B
1− d
2
∞,∞
= 0,
where ωkn = Re〈∇〉
−1~ωkn. This implies that, if there exists i ∈ {1, 2, 3, 4} such that
ui = ω
k
n, then by the Ho¨lder and the Hardy-Littlewood-sobolev inequalities, we get
lim
k→K
lim
n→∞
‖
(
V (x) ∗ (u1u2)
)
(u3u4)‖L1x ≤ limk→K
lim
n→∞
4∏
i=1
‖ui‖L2∗x = 0.
This together with (3.6) reduces us to prove
lim
k→K
lim
n→∞
∣∣∣F (∑
j<k
vjn(0)
)
−
∑
j<k
F
(
vjn(0)
)∣∣∣ = 0, (3.12)
where F (u) =
∥∥(V (x) ∗ |u|2)|u|2∥∥
L1x
.
Moreover, using the decay of eit〈∇〉 in S → L2
∗
x uniform w.r.t. n and the Sobolev
embedding H˙1(Rd) ⊂ L2
∗
(Rd), we have
‖vjn‖L2∗x ≤ ‖〈∇〉
−1e−i〈∇〉
j
nτ
j
nϕj(x)‖L2∗x → 0, as n→∞.
Thus, we can discard those j where τ jn = −
tjn
hjn
→ +∞.
Hence, up to subsequence, we may assume that τ jn → ∃τ
j
∞ ∈ R for all j. Let
ψj := Re e−i〈∇〉
j
∞
τ j
∞ϕj ∈ L2x(R
d), (3.13)
we have ∣∣∣F (∑
j<k
vjn(0)
)
−
∑
j<k
F
(
vjn(0)
)∣∣∣
≤
∣∣∣F (∑
j<k
vjn(0)
)
− F
(∑
j<k
〈∇〉−1T jnψ
j
)∣∣∣ (3.14)
+
∣∣∣∑
j<k
F
(
vjn(0)
)
−
∑
j<k
F
(
〈∇〉−1T jnψ
j
)∣∣∣ (3.15)
+
∣∣∣F (∑
j<k
〈∇〉−1T jnψ
j
)
−
∑
j<k
F
(
〈∇〉−1T jnψ
j
)∣∣∣. (3.16)
By the continuity of the operator eit〈∇〉 in t in H1, we have
vjn(0)− 〈∇〉
−1T jnψ
j → 0 in H1(Rd), as n→∞.
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This together with the following nonlinear estimate∥∥(V (·) ∗ (g1g2))g3g4∥∥L1x . 4∏
j=1
‖gj‖L2∗x (3.17)
show that as n→∞,∣∣∣F (∑
j<k
vjn(0)
)
− F
(∑
j<k
〈∇〉−1T jnψ
j
)∣∣∣→ 0,∣∣∣∑
j<k
F
(
vjn(0)
)
−
∑
j<k
F
(
〈∇〉−1T jnψ
j
)∣∣∣→ 0.
Now we consider the term (3.16). Let
ψˆj =
{
|∇|−1ψj , if hjn → 0
〈∇〉−1ψj , if hjn ≡ 1,
then we have ψˆj ∈ L2
∗
x , and∣∣∣F (∑
j<k
〈∇〉−1T jnψ
j
)
−
∑
j<k
F
(
〈∇〉−1T jnψ
j
)∣∣∣
.
∣∣∣F (∑
j<k
〈∇〉−1T jnψ
j
)
− F
(∑
j<k
hjnT
j
nψˆ
j
)∣∣∣ (3.18)
+
∣∣∣∑
j<k
F
(
〈∇〉−1T jnψ
j
)
−
∑
j<k
F
(
hjnT
j
nψˆ
j
)∣∣∣ (3.19)
+
∣∣∣F (∑
j<k
hjnT
j
nψˆ
j
)
−
∑
j<k
F
(
hjnT
j
nψˆ
j
)∣∣∣. (3.20)
By (3.7), one has
∥∥〈∇〉−1T jnψj − hjnT jnψˆj∥∥L2∗x =
{∥∥〈∇〉−1T jnψj − hjnT jn|∇|−1ψj∥∥L2∗x if hjn → 0∥∥〈∇〉−1T jnψj − hjnT jn〈∇〉−1ψj∥∥L2∗x if hjn ≡ 1
=
{∥∥(〈∇〉jn)−1ψj − |∇|−1ψj∥∥L2∗x if hjn → 0
0 if hjn ≡ 1
→ 0, as n→∞.
Combining this with (3.17), we obtain that as n→∞,∣∣∣F (∑
j<k
〈∇〉−1T jnψ
j
)
− F
(∑
j<k
hjnT
j
nψˆ
j
)∣∣∣→ 0,∣∣∣∑
j<k
F
(
〈∇〉−1T jnψ
j
)
−
∑
j<k
F
(
hjnT
j
nψˆ
j
)∣∣∣→ 0.
Thus it suffices to show that as n→∞∣∣∣F (∑
j<k
hjnT
j
nψˆ
j
)
−
∑
j<k
F
(
hjnT
j
nψˆ
j
)∣∣∣→ 0. (3.21)
Now we define ψˆjn,R for any R≫ 1 by
ψˆjn,R(x) = χR(x)ψˆ
j
∏{
(1 − χhj,ln R)(x− x
j,l
n )
∣∣ 1 ≤ l < k, hlnR < hjn},
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where (hj,ln , x
j,l
n ) = (h
l
n, x
j
n − x
l
n)/h
j
n, and χR(x) = χ(
x
R ) with χ(x) ∈ C
∞
c (R
d)
satisfing χ(x) = 1 for |x| ≤ 1 and χ(x) = 0 for |x| ≥ 2. Then ψˆjn,R → χRψˆ
j in
L2
∗
x as n → ∞, since either h
j,l
n → 0 or |x
j,l
n | → ∞ by (3.5). Moreover, we have
χRψˆ
j → ψˆj in L2
∗
x as R→∞.
Hence we may replace ψˆj by ψˆjn,R in (3.21). Since
{
supp(t,x)h
j
nT
j
nψˆ
j
n,R
}
are
mutually disjoint for large n, and so for large n∣∣∑
j<k
hjnT
j
nψˆ
j
n,R
∣∣2 =∑
j<k
∣∣hjnT jnψˆjn,R∣∣2. (3.22)
Then ∣∣∣F (∑
j<k
hjnT
j
nψˆ
j
n,R
)
−
∑
j<k
F
(
hjnT
j
nψˆ
j
n,R
)∣∣∣
≤
∑
j 6=l
∥∥∥(V (·) ∗ |hjnT jnψˆjn,R|2)|hlnT lnψˆln,R|2∥∥∥
L1x(R
d)
=
∑
j 6=l
(
hj,ln
)2−d∥∥∥(V (·) ∗ |ψˆjn,R|2)|ψˆln,R(x− xj,ln
hj,ln
)
|2
∥∥∥
L1x(R
d)
→ 0, as n→∞,
by Lebesgue dominated convergence theorem, since either hj,ln → 0 or |x
j,l
n | → ∞
by (3.5). This concludes the proof of Lemma 3.3. 
3.2. Nonlinear profile decomposition. After the linear profile decomposition of
a sequence of initial data in the last subsection, we now show the nonlinear profile
decomposition of a sequence of the solutions of (1.1) with the same initial data in
the energy space H1(Rd)× L2(Rd) by following the argument in [10].
First we construct a nonlinear profile corresponding to a free concentrating wave.
Let ~vn be a free concentrating wave for a sequence (tn, xn, hn) ∈ R× R
d × (0, 1],{
(i∂t + 〈∇〉)~vn = 0,
~vn(tn) = Tnφ(x), φ(x) ∈ L
2(Rd).
(3.23)
Then by Lemma 3.1, we have a sequence of the free concentrating wave ~vjn(t, x)
with ~vjn(t
j
n) = T
j
nϕ
j , ϕj ∈ L2(Rd) for j = 0, 1, · · · , k − 1, such that
~vn(t, x) =
k−1∑
j=0
~vjn(t, x) + ~ω
k
n(t, x)
=
k−1∑
j=0
ei〈∇〉(t−t
j
n)T jnϕ
j(x) + ~ωkn(t, x)
=
k−1∑
j=0
T jne
i
(
t−t
j
n
h
j
n
)
〈∇〉jn
ϕj + ~ωkn(t, x).
Now for any concentrating wave ~vjn, we undo the group action T
j
n to look for the
linear profile ~V j . Let
~vjn(t, x) = T
j
n
~V jn
(
(t− tjn)/h
j
n
)
,
then we have
~V jn (t, x) = e
it〈∇〉jnϕj .
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Now let ~ujn be the nonlinear solution with the same initial data ~v
j
n(0){
(i∂t + 〈∇〉)~u
j
n = −f
(
Re〈∇〉−1~ujn
)
,
~ujn(0) = ~v
j
n(0) = T
j
n
~V jn (τ
j
n),
(3.24)
where τ jn = −t
j
n/h
j
n. In order to look for the nonlinear profile
~U j∞ associate with
the free concentrating wave ~vjn, we also need undo the group action. Define
~ujn(t, x) = T
j
n
~U jn
(
(t− tjn)/h
j
n
)
,
then ~U jn satisfies the rescaled equation{
(i∂t + 〈∇〉
j
n)
~U jn = −f
(
Re(〈∇〉jn)
−1 ~U jn
)
,
~U jn(τ
j
n) = ~V
j
n (τ
j
n).
Up to subsequence, we may assume that there exist hj∞ ∈ {0, 1} and τ
j
∞ ∈
[−∞,∞] for every j, such that as n→∞
hjn → h
j
∞, and τ
j
n → τ
j
∞.
And then the limit equations are given by
~V j∞ = e
it〈∇〉j
∞ϕj ,
{
(i∂t + 〈∇〉
j
∞)~U
j
∞ = −f
(
Uˆ j∞
)
,
~U j∞(τ
j
∞) =
~V j∞(τ
j
∞),
where Uˆ j∞ is defined by
Uˆ j∞ := Re(〈∇〉
j
∞)
−1~U j∞ =
{
Re〈∇〉−1~U j∞ if h
j
∞ = 1,
Re |∇|−1 ~U j∞ if h
j
∞ = 0.
(3.25)
We remark that by using the standard iteration with the Strichartz estimate,
we can obtain the unique existence of a local solution ~U j∞ around t = τ
j
∞ in all
cases, including hj∞ = 0 and τ
j
∞ = ±∞ (the later corresponding to the existence of
the wave operators). We denote ~U j∞ on the maximal existence interval to be the
nonlinear profile associated with the free concentrating wave (~vjn; t
j
n, x
j
n, h
j
n).
The nonlinear concentrating wave ~uj(n) associated with ~v
j
n is defined by
~uj(n)(t, x) := T
j
n
~U j∞
(
(t− tjn)/h
j
n
)
. (3.26)
It is easy to see that uj(n) solves (1.1) when h
j
∞ = 1. When h
j
∞ = 0, u
j
(n) solves{
(∂tt −∆+ 1)u
j
(n) = (i∂t + 〈∇〉)~u
j
(n) =
(
〈∇〉 − |∇|
)
~uj(n) − f
(
|∇|−1〈∇〉uj(n)
)
,
~uj(n)(0) = T
j
n
~U j∞(τ
j
n).
The existence time interval of uj(n) may be finite and even go to 0, but at least we
have
‖~ujn(0)− ~u
j
(n)(0)‖L2x =
∥∥T jn~V jn (τ jn)− T jn ~U j∞(τ jn)∥∥L2x
≤
∥∥~V jn (τ jn)− ~V j∞(τ jn)∥∥L2x + ∥∥~V j∞(τ jn)− ~U j∞(τ jn)∥∥L2x → 0, (3.27)
as n→∞.
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Let un be a sequence of (local) solutions of (1.1) around t = 0, and let vn be the
sequence of the free solutions with the same initial data. We consider the linear
profile decomposition of {~vn} given by Lemma 3.1,
~vn =
k−1∑
j=0
~vjn + ~ω
k
n, ~v
j
n = e
i〈∇〉(t−tjn)T jnϕ
j .
Definition 3.4 (Nonlinear profile decomposition). Let {~vjn}n∈N be the free concen-
trating wave, and {~uj(n)}n∈N be the sequence of the nonlinear concentrating wave
associated with {~vjn}n∈N. Then we define the nonlinear profile decomposition of un
by
~u<k(n) :=
k−1∑
j=0
~uj(n) =
k−1∑
j=0
T jn
~U j∞
(
(t− tjn)/h
j
n
)
. (3.28)
We will show that ~u<k(n) + ~ω
k
n is a good approximation for ~un, provided that each
nonlinear profile has finite global Strichartz norm.
Next we introduce some Strichartz norms. Let ST (I) and ST ∗(I) be the func-
tions spaces on I × Rd defined as above
ST (I) =[W ](I) = L
2(d+1)
d−1
t (I;B
1
2
2(d+1)
d−1 ,2
(Rd)),
ST ∗(I) =[W ]∗(I) + L1t (I;L
2(Rd)).
The Strichartz norm for the nonlinear profile Uˆ j∞ depends on the scaling h
j
∞
ST j∞(I) :=
{
ST (I) if hj∞ = 1,
Lqt (I; B˙
1
2
q,2)
(
q = 2(d+1)d−1
)
if hj∞ = 0.
(3.29)
The following two lemmas derive from Lemma 3.1 and the perturbation lemma.
The first lemma concerns the orthogonality in the Strichartz norms.
Lemma 3.5. Assume that in the nonlinear profile decomposition (3.28), we have
‖Uˆ j∞‖ST j∞(R) + ‖
~U j∞‖L∞t L2x(R) <∞, ∀j < k. (3.30)
Then, for any finite interval I, j < k, we have
lim
n→∞
‖uj(n)‖ST (I) . ‖Uˆ
j
∞‖ST j∞(R), (3.31)
lim
n→∞
‖u<k(n)‖
2
ST (I) . limn→∞
k−1∑
j=0
∥∥uj(n)∥∥2ST (R), (3.32)
where the implicit constants do not depend on the interve I or j. We also have
lim
n→∞
∥∥∥∥f(u<k(n))− k−1∑
j=0
f
(
(〈∇〉j∞)
−1〈∇〉uj(n)
)∥∥∥∥
ST∗(I)
= 0, (3.33)
where f(u) = (V (x) ∗ |u|2)u.
Proof. One can refer to [10] for the proof of (3.31) and (3.32). Now we turn to
prove (3.33). By the definition of uj(n) and Uˆ
j
∞, we know that
uj(n)(x, t) = Re〈∇〉
−1~uj(n)(t, x) = Re〈∇〉
−1T jn ~U
j
∞
( t− tjn
hjn
)
= hjnT
j
n
〈∇〉j∞
〈∇〉jn
Uˆ j∞
( t− tjn
hjn
)
.
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Let u<k〈n〉(t, x) =
∑
j<k
uj〈n〉(x, t), where u
j
〈n〉(x, t) is defined by
uj〈n〉(x, t) =
〈∇〉
〈∇〉j∞
uj(n) = h
j
nT
j
nUˆ
j
∞
( t− tjn
hjn
)
.
Then we have ∥∥f(u<k(n))−∑
j<k
f
(
(〈∇〉j∞)
−1〈∇〉uj(n)
)∥∥
ST∗(I)
=
∥∥f(u<k(n))−∑
j<k
f(uj〈n〉)
∥∥
ST∗(I)
≤
∥∥f(u<k(n))− f(u<k〈n〉)∥∥ST∗(I) (3.34)
+
∥∥f(u<k〈n〉)−∑
j<k
f(uj〈n〉)
∥∥
ST∗(I)
. (3.35)
First, we estimate (3.34). Let [G](I) = L
3(d+1)
t (I;L
6d(d+1)
3d2−3d−8
x ). It follows from
(2.9) and the Ho¨lder inequality that (q = 2(d+1)d−1 )
(3.34) ≤
∥∥f(u<k(n))− f(u<k〈n〉)∥∥Lq′ (I;B˙ 12
q′,2
)
+
∥∥f(u<k(n))− f(u<k〈n〉)∥∥Lq′t,x(I×Rd)
.
∥∥u<k(n) − u<k〈n〉∥∥ 2d−1ST j∞(I)(∥∥(u<k(n), u<k〈n〉)∥∥L∞t H˙1x∩ST j∞(I))3− 2d−1
+ |I|
1
2
∥∥u<k(n) − u<k〈n〉∥∥[G](I)(∥∥(u<k(n), u<k〈n〉)∥∥[G](I))2
.
( ∑
j<k,hj∞=0
∥∥〈∇/hjn〉−2Uˆ j∞∥∥ST j∞(I)) 2d−1 (∥∥(u<k(n), u<k〈n〉)∥∥L∞t H˙1∩ST j∞(I))3− 2d−1
+ |I|
1
2
∑
j<k,hj∞=0
∥∥〈∇/hjn〉−2Uˆ j∞∥∥[G](I)(∥∥(u<k(n), u<k〈n〉)∥∥[G](I))2
→0, as n→∞,
where we utilize (3.8) in the last second inequality and the fact Uˆ j∞ ∈ L
∞
t H˙
1
x ∩
ST j∞(I) ⊂ [G](I).
Next we estimate (3.35). For R≫ 1, we define Uˆ jn,R by
Uˆ jn,R(t, x) = χR(t, x)Uˆ
j
∞(t, x)
∏
l<k
{
(1−χhj,ln R)(t−t
j,l
n , x−x
j,l
n ) | h
j,l
n < R
−1
}
, (3.36)
where (hj,ln , t
j,l
n , x
j,l
n ) = (h
l
n, t
j
n − t
l
n, x
j
n − x
l
n)/h
j
n, and χR(t, x) = χ(
t
R ,
x
R ) with
χ(t, x) ∈ C∞c (R
d+1) satisfing χ(t, x) = 1 for |(t, x)| ≤ 1 and χ(t, x) = 0 for |(t, x)| ≥
2. Then, noting that either hj,ln → 0 or |t
j,l
n | + |x
j,l
n | → ∞ by (3.5), we obtain
Uˆ jn,R → χRUˆ
j
∞ in ST
j
∞(R) and [G](R) as n → ∞. Furthermore, we get χRUˆ
j
∞ →
Uˆ j∞ in the same spaces.
Therefore, we may replace uj〈n〉 by u
j
〈n〉,R := h
j
nT
j
nUˆ
j
n,R
(
(t − tjn)/h
j
n
)
. By the
support property of uj〈n〉,R, we have for large n(∑
j<k
uj〈n〉,R
)2
=
∑
j<k
∣∣uj〈n〉,R∣∣2. (3.37)
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Thus, we obtain∥∥f(u<k〈n〉,R)−∑
j<k
f(uj〈n〉,R)
∥∥
ST∗(I)
≤
∑
j 6=l
∥∥(V (·) ∗ ∣∣uj〈n〉,R∣∣2)ul〈n〉,R∥∥ST∗(I)
=
∑
j 6=l
(
hj,ln
)1− d2 ∥∥(V (·) ∗ ∣∣Uˆ j〈n〉,R∣∣2)(t, x)Uˆ l〈n〉,R( t− tj,ln
hj,ln
,
x− xj,ln
hj,ln
)∥∥
ST∗(I)
→ 0, as n→∞,
by Lebesgue domainted convergence theorem, since either hj,ln → 0 or |t
j,l
n |+|x
j,l
n | →
∞ by (3.5). Thus we concludes the proof of Lemma 3.5.

After this preliminaries, we now show that ~u<k(n) + ~ω
k
n is a good approximation
for ~un provided that each nonlinear profile has finite global Strichartz norm.
Lemma 3.6. Let un be a sequence of local solutions of (1.1) around t = 0 satisfying
lim
n→∞
E(un, u˙n) < +∞. Assume that in its nonlinear profile decomposition (3.28),
we have for any j
‖Uˆ j∞‖ST j∞(R) + ‖
~U j∞‖L∞t L2x(R) <∞. (3.38)
Then, for large n, un is bounded in the Strichartz and the energy norms, that is
lim
n→∞
(
‖un‖ST (R) + ‖~un‖L∞t L2x(R×Rd)
)
< +∞. (3.39)
Proof. We only need to verify the conditions of Lemma 2.7. For this purpose, we
always use the fact that u<k(n) + ω
k
n satisfies that
(i∂t + 〈∇〉)
(
~u<k(n) + ~ω
k
n
)
= −f(u<k(n) + ω
k
n) + eq
(
u<k(n), ω
k
n
)
,
where the error term eq
(
u<k(n), ω
k
n
)
is
eq
(
u<k(n), ω
k
n
)
=
∑
j<k
(
〈∇〉 − 〈∇〉j∞
)
~uj(n) + f(u
<k
(n))−
∑
j<k
f
(
uj〈n〉
)
+ f(u<k(n) + ω
k
n)− f
(
u<k(n)
)
,
and uj〈n〉 =
(
〈∇〉j∞
)−1
〈∇〉uj(n) is as before.
First, by the definition of the nonlinear concentrating wave uj(n) and (3.27), we
have ∥∥(~u<k(n)(0) + ~wkn(0))− ~un(0)∥∥L2x ≤ k−1∑
j=0
∥∥~uj(n)(0)− ~ujn(0)∥∥L2x → 0,
as n→ +∞.
Next, by the linear profile decomposition in Lemma 3.1, we get
‖~un(0)‖
2
L2 = ‖~vn(0)‖
2
L2 ≥
k−1∑
j=0
‖~vjn(0)‖
2
L2 + on(1) =
k−1∑
j=0
‖~uj(n)(0)‖
2
L2 + on(1). (3.40)
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Thus, using the small data scattering(Lemma 2.4), we obtain that except for a finite
set J ⊂ N, the energy of uj(n) with j 6∈ J is smaller than the iteration threshold.
Hence
‖uj(n)‖ST (R) . ‖~u
j
(n)(0)‖L2x , j 6∈ J.
This together with (3.31), (3.32), (3.38) and (3.40) yields that for any finite interval
I
sup
k
lim
n→∞
‖u<k(n)‖
2
ST (I) .
∑
j∈J
‖uj(n)‖
2
ST (R) +
∑
j 6∈J
‖uj(n)‖
2
ST (R)
.
∑
j∈J
‖Uˆ j∞‖
2
ST j∞(R)
+ lim
n→∞
‖~un(0)‖
2
L2 < +∞. (3.41)
Combining this with the Strichartz estimate for ωkn, we get
sup
k
lim
n→∞
‖u<k(n) + ω
k
n‖ST (I) < +∞.
By Lemma 3.1 and Lemma 3.5, we have
‖f(u<k(n) + ω
k
n)− f(u
<k
(n))‖ST∗(I) → 0,
and ∥∥f(u<k(n))− k−1∑
j=0
f(uj(n))
∥∥
ST∗(I)
→ 0,
as n → +∞. On the other hand, the linear part in eq
(
u<k(n), ω
k
n
)
vanishes when
hj∞ = 1, and is controlled when h
j
∞ = 0 by∥∥(〈∇〉 − |∇|)~uj(n)∥∥L1t (I;L2x) .|I|∥∥〈∇〉−1~uj(n)∥∥L∞t (R;L2x)
≃|I|
∥∥〈∇/hjn〉−1 ~U j∞∥∥L∞t (R;L2x)
.|I|
(∥∥P
≤(hjn)
1
2
~U j∞
∥∥
L∞t (R;L
2
x)
+ (hjn)
1
2
∥∥P
>(hjn)
1
2
~U j∞
∥∥
L∞t (R;L
2
x)
)
→0, as n→∞.
Thus,
∥∥eq(u<k(n), ωkn)∥∥ST∗(I) → 0, as n→∞.
Therefore, for k sufficiently close to K and n large enough, the true solution un
and the approximate solution u<k(n) + ω
k
n satisfy all the assumptions of the pertur-
bation Lemma 2.7. Hence we can obtain the desired result. 
4. Concentration Compactness
By the profile decomposition in the previous section and the perturbation theory,
we argue in this section that if the scattering result does not hold, then there must
exist a minimal energy solution with some good compactness properties. This is
the object of the following proposition.
Proposition 4.1. Suppose that Emax < +∞. Then there exists a global solution
uc of (1.1) satisfying
E(uc) = Emax, ‖uc‖ST (R) = +∞. (4.1)
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Moreover, there exists c(t) : R+ → Rd, such that K = {(uc, u˙c)(t, x−c(t))
∣∣ t ∈ R+}
is precompact in H1(Rd) × L2(Rd). Besides, one can assume that c(t) is C1 and
satisfies
|c˙(t)| .uc 1 (4.2)
uniformly in t.
Proof. The proof of [10] can be adapted verbatim, but we give a sketch for the sake
of completeness. By the definition of Emax, we can choose a sequence {un(t)} such
that
E(un, u˙n)→ Emax, and ‖un‖ST (In) →∞, as n→∞. (4.3)
Now we consider the linear and nonlinear profile decompositions of un, using Lemma
3.1,
eit〈∇〉~un(0) =
k−1∑
j=0
~vjn + ~ω
k
n, ~v
j
n = e
i〈∇〉(t−tjn)T jnϕ
j(x),
u<k(n) =
k−1∑
j=0
uj(n), ~u
j
(n)(t, x) = T
j
n
~U j∞
(
(t− tjn)/h
j
n
)
, (4.4)
‖~vjn(0)− ~u
j
(n)(0)‖L2x → 0, as n→∞.
Lemma 3.6 precludes that all the nonlinear profiles ~U j∞ have finite global Strichartz
norm. On the other hand, every solution of (1.1) with energy less than Emax has
global finite Strichartz norm by the definition of Emax. Hence by (3.9), we deduce
that there is only one profile, i.e. K = 1, and so for large n
E˜(~u0(n)) = Emax, ‖Uˆ
0
∞‖ST 0∞(R) =∞, limn→∞
‖~ω1n‖L∞t L2x = 0. (4.5)
If h0n → 0, then Uˆ
0
∞ = Re |∇|
−1~U0∞ solves the H˙
1-critical wave-Hartree equation
∂ttu−∆u + (|x|
−4 ∗ |u|2)u = 0
and satisfies
E(Uˆ0∞(τ
0
∞)) = Emax < +∞,
∥∥Uˆ0∞∥∥
Lqt (R;B˙
1
2
q,2)
=∞, q =
2(d+ 1)
d− 1
.
But Miao-Zhang-Zheng [22] has proven that there is no such solution. Hence h0n = 1.
And so there exist a sequence (tn, xn) ∈ R × R
d and φ ∈ L2(Rd) such that along
some subsequence,
‖~un(0, x)− e
−itn〈∇〉φ(x− xn)‖L2x → 0, n→∞. (4.6)
Now we show that Uˆ0∞ = 〈∇〉
−1 ~U j∞ is a global solution. Assume not, then we
can choose a sequence tn ∈ R which approaches the maximal existence time. Since
Uˆ0∞(t + tn) satisfies (4.3), then applying the above argument to it, we obtain by
(4.6) that for some ψ ∈ L2 and another sequence (t′n, x
′
n) ∈ R× R
d such that
‖~U0∞(tn)− e
−it′n〈∇〉ψ(x− x′n)‖L2x → 0, (4.7)
as n→∞. Let ~v := eit〈∇〉ψ. For any ε > 0, there exist δ > 0 with I = [−δ, δ] such
that ∥∥〈∇〉−1~v(t− t′n)∥∥ST (I) ≤ ε,
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which together with (4.7) shows that for sufficiently large n∥∥〈∇〉−1eit〈∇〉~U0∞(tn)∥∥ST (I) ≤ ε.
If ε is small enough, this implies that the solution ~U0∞ exists on [tn − δ, tn + δ] for
large n by the small data theory (Lemma 2.4). This contradicts the choice of tn.
Thus Uˆ0∞ is a global solution and it is just the desired critical element uc. Moreover,
since (1.1) is symmetric in t, we may assume that
‖uc‖ST (0,+∞) = +∞. (4.8)
We call such u a forward critical element.
One can refer to [23] for the choice of c(t). Thus we concludes the proof of
Proposition 4.1. 
As a consequence of the above proposition and the Hardy-Littlewood-Sobolev
inequality, we have
Corollary 4.2. Let u be a forward critical element. And we denote
ER,c =
∫
|x−c|≥R
(
|u|2 + |∇u|2 + |u˙|2
)
dx+
∫∫
|x−c|≥R
y∈Rd
|u(t, x)|2|u(t, y)|2
|x− y|4
dxdy,
then for any η > 0, there exists R(η) > 0 such that
ER(η),c(t) ≤ ηE(u, u˙), for any t > 0.
The next corollary is the conclusion of this section.
Corollary 4.3. Let u be a nonlinear strong solution of (1.1) such that the set K
defined in Proposition 4.1 is precompact in H1 × L2, and E(u, u˙) 6= 0. Then there
exists a constant β = β(τ) > 0 such that, for all time t > 0, there holds that∫ t+τ
t
∫∫
Rd×Rd
|x2 − y2|
2
|x− y|6
|u(s, x)|2|u(s, y)|2dxdyds ≥ β, (4.9)
where x2 denotes the second component of x ∈ R
d. In particular, there holds that∫ t
0
∫∫
Rd×Rd
|x2 − y2|
2
|x− y|6
|u(t, x)|2|u(t, y)|2dxdyds & t. (4.10)
Proof. One can refer to [23] for the detail proof. 
5. Extinction of the critical element
In this section, we utilize the technique in [28] to prove that the critical solution
constructed in Section 4 does not exist, thus ensuring that Emax = +∞. This
implies Theorem 1.3.
Proposition 5.1. Assume that d ≥ 5, then Emax = +∞.
Proof. We use a Virial-type estimate in a direction orthogonal to the momentum
vector. Up to relabeling the coordinates, we might assume that Mom(u) is parallel
to the first coordinate. Thus we have∫
Rd
ut(t, x)∂ju(t, x)dx = 0, ∀j ≥ 2. (5.1)
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Let φR(x) = φ(x/R) where φ(x) is a nonnegative smooth radial function such that
supp φ ⊆ B(0, 2) and φ ≡ 1 in B(0, 1). We define the Virial action
I(t) =
∫
Rd
z2φR(z)∂2u(t, x)ut(t, x)dx,
where z = x− c(t) and z2 denotes the second component of z ∈ R
d. Integrating by
parts we get by (1.1)
∂tI(t) =
∫
Rd
∂t(z2φR(z))∂2u(t, x)ut(t, x)dx +
1
2
∫
Rd
z2φR(z)∂2(ut(x, t))
2dx
+
∫
Rd
z2φR(z)∂2u(t, x)
(
∆u− u− (V (·) ∗ |u|2)u
)
dx
=
1
2
∫
Rd
(
− |ut|
2 + |u|2 + |∇u|2 + (V (·) ∗ |u|2)|u|2
)
dx−
∫
Rd
|∂2u|
2dx
+ z˙2
∫
Rd
ut∂2udx− 2
∫
Rd
z2φR(z)|u|
2(
x2
|x|6
∗ |u|2))dx
+
∫
|z|≥R
O1(u)dx,
where
O1(u) =
1
2
[z2
R
φ′R − (1− φR(x))
][
− |ut|
2 + |u|2 + |∇u|2 + (V (·) ∗ |u|2)|u|2
]
− (c′(t) · ∇φR)
z2
R
∂2uut − c
′
2(t)(1 − φR(z))∂2uut − (∇φR · ∇u)z2∂2u,
is supported on the set |z| ≥ R and satisfies∣∣ ∫
|z|≥R
O1(u)dx
∣∣ . ∫
|z|≥R
(
|u|2 + |∇u|2 + |u˙|2
)
dx.
Besides, we define the equirepartition of energy action
J(t) =
∫
Rd
φR(z)u(t, x)ut(t, x)dx.
Then
∂tJ(t) =
∫
Rd
(
|ut|
2 − |u|2 − |∇u|2 − (V (·) ∗ |u|2)|u|2
)
dx+
∫
|z|≥R
O2(u)dx, (5.2)
where
O2(u) = (1−φR(z))
[
|ut|
2−|u|2−|∇u|2−(V (·)∗|u|2)|u|2
]
+
(
c′(t)·∇φR
)uut
R
−
u
R
∇φR·∇u,
has the same properties as O1(u).
Considering A(t) = I(t) + 12J(t), we get
|A(t)| . RE(u, u˙), for all time t, (5.3)
and
∂tA(t) =−
∫
Rd
|∂2u|
2dx− 2
∫∫
Rd×Rd
φR(x− c(t))(x2 − c2(t))
x2 − y2
|x− y|6
|u(t, x)|2|u(t, y)|2dxdy
−
∫
|z|≥R
(O1(u) +
1
2
O2(u))dx.
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And so by symmetrization, ∂tA(t) can be rewritten as
−∂tA(t) =
∫
Rd
|∂2u|
2dx+
∫∫
Rd×Rd
|x2 − y2|
2
|x− y|6
|u(t, x)|2|u(t, y)|2dxdy
+ I2 +
∫
|z|≥R
(O1(u) +O2(u))dx, (5.4)
where
I2 =
∫
Rd×Rd
[
(x2 − c2(t))φR(x − c(t))− (y2 − c2(t))φR(y − c(t))− (x2 − y2)
]
×
x2 − y2
|x− y|6
|u(t, x)|2|u(t, y)|2dxdy.
We will show that I2 constitute only a small fraction of E(u, ut). First, by
Corollary 4.2, we know that if R is sufficient large depending on u and η, then
ER,c(t)(u, ut) ≤ ηE(u, ut).
Let χ denote a smooth cutoff to the region |x−c(t)| ≥ R2 such that∇χ is bounded
by R−1 and supported where |x−c(t)| ∼ R. In the region where |x−c(t)| ∼ |y−c(t)|,
we have
|x− c(t)| ∼ |y − c(t)| & R,
since otherwise I2 vanish. Moreover, note that
|(x2 − c2(t))φ(x − c(t))− (y2 − c2(t))φ(y − c(t))| . |x− y|,
we use the Hardy-Littlewood-Sobolev inequality and Sobolev embedding thoerem
to control the contribution to I2 from this regime by∫∫
Rd×Rd
|χu(t, x)|2|χu(t, y)|2
|x− y|4
dxdy . ‖∇(χu)‖42 . η
2.
In the region where |x− c(t)| ≪ |y − c(t)|, we use the fact that
|x− c(t)| ≪ |y − c(t)| ∼ |x− y| and |y − c(t)| & R
to estimate the contribution from this regime by∫∫
Rd×Rd
1
|x− y|4
|χu(t, y)|2|u(t, x)|2dxdy . ‖∇(χu)‖2L2x‖∇u‖
2
L2x
. η.
The last line follows from the same computation as the first case. Finally, since
the remaining region |y − c(t)| ≪ |x − c(t)| can be estimated in the same way, we
conclude that
I2 . η.
Chosen η sufficiently small depending on u and R sufficiently large depending
on u and η, we obtain
− ∂tA(t) ≥
∫∫
Rd×Rd
|x2 − y2|
2
|x− y|6
|u(t, x)|2|u(t, y)|2dxdy − ηE(u, ut). (5.5)
If Emax < ∞, integrating (5.5) from 0 to T > 0 and using Corollary 4.3, we get
that there exists α = α(1, u) > 0 such that∫ T
0
∫∫
Rd×Rd
|x2 − y2|
2
|x− y|6
|u(s, x)|2|u(s, y)|2dxdyds ≥ αT,
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for all T > 1. Thus −A(t) & T for large T , which contradicts with (5.3). Hence we
have Emax = +∞, this concludes the proof of Proposition 5.1. 
Acknowledgements: The authors would like to express their gratitude to the
anonymous referee for his/her useful suggestions and comments. Jiqiang Zheng was
partly supported by ERC grant SCAPDE.
References
[1] H. Bahouri, J. Chemin and R. Danchin, Fourier analysis and nonlinear partial differential
equations. Springer-Verlag, Berlin Heidelberg, 2011.
[2] J. Bergh and J. Lo¨fstro¨m, Interpolation spaces, An introduction. Grundlehren der Mathema-
tischen Wissenschaften, Springer-Verlag, Berlin-New York, 1976.
[3] M. S. Birman and S. Z. Solomjak, On estimates on singular number of integral operators III.
Vest. LSU Math. 2 (1975), 9-27.
[4] P. Brenner, On space-time means and everywhere defined scattering operators for nonlinear
Klein-Gordon equations. Math. Z. 186 (1984), 383-391.
[5] P. Brenner, On scattering and everywhere defined scattering operators for nonlinear Klein-
Gordon equtaons. J. Diff. Equ., 56 (1985), 310-344.
[6] J. Colliander, M. Keel, G. Staffilani, H. Takaoka, and T. Tao, Global well-posedness and
scattering for the energy-cirtical nonlinear Schro¨dinger equation in R3. Annals of Math., 167
(2008), 767-865.
[7] J. Ginibre and G. Velo, Time decay of finite energy solutions of the nonlinear Klein-Gordon
and Schro¨dinger equations. Ann. Inst. H. Poincare´ Phys. The´or. 43 (1985), 399-442.
[8] J. Ginibre and G. Velo, Generalized Strichartz inequalities for the wave equation. J. Funct.
Anal., 133 (1995), 50-68.
[9] J. Ginibre and G. Velo, Scattering theory in the energy space for a class of Hartree equations,
Nonlinear wave equations (Providence, RI, 1998), 29-60, Contemp. Math., 263, Amer. Math.
Soc., Providence, RI, 2000.
[10] S. Ibrahim, N. Masmoudi and K. Nakanishi, Scattering threshold for the focusing nonlinear
Klein-Gordon equation. Analysis and PDE., 4 (2011), 405-460.
[11] S. Ibrahim, N. Masmoudi and K. Nakanishi, Threshold solutions in the case of mass-shift
for the critical Klein-Gordon equation. arXiv:1110.1709v1, To appear in Trans. Amer. Math.
Soc.
[12] M. Keel and T. Tao, Endpoint Strichartz estimates. Amer. J. Math., 120:5 (1998), 955-980.
[13] C. Kenig and F. Merle, Global well-posedness, scattering, and blow-up for the energy-critical
focusing nonlinear Schro¨dinger equation in the radial case. Invent. Math., 166 (2006), 645-675.
[14] R. Killip and M. Visan, Nonlinear Schro¨dinger equations at critical regularity. In Evolution
equations, volume 17 of Clay Math. Proc., pages 325-437. Amer. Math. Soc., Providence, RI,
2013.
[15] D. Li, C. Miao and X. Zhang, The focusing energy-critical Hartree equation. J. Diff. Equt.,
246 (2009), 1139-1163.
[16] C. Miao, G. Xu and L. Zhao, Global well-posedness and scattering for the energy-critical,
defousing Hartree equation for radial data. J. Funct. Anal., 253 (2007), 605-627.
[17] C. Miao, G. Xu and L. Zhao, Global well-posedness and scattering for the defocusing H
1
2 -
subcritical Hartree equation in Rd. Ann. I. H. Poincar - AN., 26(2009), 1831-1852.
[18] C. Miao, G. Xu and L. Zhao, Global well-posedness and scattering for the mass-critical
Hartree equation with radial data. Journal de Mathe´matiques Pures et Applique´es, 91 (2009),
49-79.
[19] C. Miao, G. Xu and L. Zhao, Global well-posedness and scattering for the energy-critical,
defocusing Hartree equation in R1+n. Communications in Partial Differential Equations, 36
(2011), 729-776.
[20] C. Miao, B. Zhang and D. Fang, Global well-posedness for the Klein-Gordon equations below
the energy norm. Journal of Partial Differential Equations, 17 (2004), 97-121.
[21] C. Miao and J. Zhang, On global solution to the Klein-Gordon-Hartree equation below energy
space. J. Diff. Equt., 250(2011), 3418-3447.
[22] C. Miao, J. Zhang and J. Zheng, The Defocusing Energy-critical Wave Equation with a Cubic
Convolution. Indiana Univ. Math. J., 63(2014), 993-1015.
KLEIN-GORDON-HARTREE EQUATION 23
[23] C. Miao, J. Zheng, Energy Scattering for a Klein-Gordon Equation with a Cubic Convolution.
J. Diff. Equt., 257(2014), 2178-2224.
[24] K. Mochizuki, On small data scattering with cubic convolution nonlinearity. J. Math. Soc.
Japan, 41 (1989), 143-160.
[25] K. Nakanishi, Scattering theory for nonlinear Klein-Gordon equation with Sobolev critical
power. Internat. Math. Res. Notices, 1 (1999), 31-60.
[26] K. Nakanishi, Energy scattering for Hartree equations. Math. Res. Lett., 6 (1999), 107-118.
[27] K. Nakanishi, Remarks on the energy scattering for nonlinear Klein-Gordon and Schro¨inger
equations. Tohoku Math. J., II. 53:2(2001), 285-303.
[28] B. Pausader, Scattering for the Beam Equation in Low Dimensions. Indiana Univ. Math. J.,
59 (2010), 791-822.
[29] H. Pecher, Low energy scattering for nonlinear Klein-Gordon equations. J. Funct. Anal., 63
(1985), 101-122.
[30] W. A. Strauss, Nonlinear scattering theory at low energy. J. Funct. Anal., 41 (1981), 110-133.
[31] W. A. Strauss, Nonlinear scattering theory at low energy sequel. J. Funct. Anal., 43 (1981),
281-293.
School of Mathematics and System Sciences, Beihang University, Beijing, China,
100191
E-mail address: mqy8955@sina.com
Laboratoire de Mathe´matiques J.A. Dieudonne´, Universite´ Nice Sophia-Antipolis,
06108 Nice Cedex 02, France
E-mail address: zhengjiqiang@gmail.com, zheng@unice.fr
