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Optimal linear prediction (also known as kriging) of a random
field {Z(x)}x∈X indexed by a compact metric space (X , dX ) can be
obtained if the mean value function m : X → R and the covariance
function ̺ : X × X → R of Z are known. We consider the problem
of predicting the value of Z(x∗) at some location x∗ ∈ X based on
observations at locations {xj}
n
j=1 which accumulate at x
∗ as n→∞.
Our main result characterizes the asymptotic performance of linear
predictors (as n increases) based on an incorrect second order struc-
ture (m˜, ˜̺). We, for the first time, provide necessary and sufficient
conditions on (m˜, ˜̺) for asymptotic optimality of the corresponding
linear predictor, without any restrictive assumptions on ̺, ˜̺ such as
stationarity. These general results are illustrated by an example on
the sphere S2 for the case of two isotropic covariance functions.
1. Introduction. Optimal linear prediction of random fields, often also
called kriging prediction, is an important and widely used technique for in-
terpolation of spatial data. Consider a random field {Z(x) : x ∈ X} on a
compact topological space X such as a closed and bounded subset of Rd.
Assume that Z is almost surely continuous on X and that we want to predict
its value at a location x∗ ∈ X based on a set of observations {Z(xj)}nj=1 for
locations x1, . . . , xn ∈ X all distinct from x∗. The kriging predictor is the
linear predictor Ẑ(x∗) = α0 +
∑n
j=1 αjZ(xj) of Z(x
∗) based on the obser-
vations, where the coefficients {αj}nj=0 are chosen such that the variance of
the error (Ẑ − Z)(x∗) is minimized. If we let m( · ) and ̺( · , · ) denote the
mean and covariance functions of Z, respectively, and introduce the vector
Zn := (Z(x1), . . . , Z(xn))
⊤, the kriging predictor can be written as
(1.1) Ẑ(x∗) = m(x∗) + c⊤nΣ
−1
n (Zn −mn),
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where cn = (̺(x
∗, x1), . . . , ̺(x∗, xn))⊤, mn = (m(x1), . . . ,m(xn))⊤, and Σn
is the n× n covariance matrix with elements (Σn)ij = ̺(xi, xj).
In applications, the mean and covariance functions are rarely known and
therefore need to be estimated from data. It is thus of interest to study the
effect which a misspecification of the mean or the covariance function has
on the efficiency of the linear predictor. Stein (1988, 1990) considered the
situation where the sequence x1, x2, . . . has x
∗ as a limiting point and the
predictor Ẑ is computed using misspecified mean and covariance functions,
m˜ and ˜̺. His main result was that the predictor based on (m˜, ˜̺) is asymp-
totically efficient, as n → ∞, provided that the Gaussian measures corre-
sponding to (m,̺) and (m˜, ˜̺) are equivalent (see Appendix A). This result
provided a mathematical basis for the widely known general understanding
that the behavior of ̺ on the diagonal is crucial for spatial prediction.
For stationary covariance functions, there exist simple conditions for ver-
ifying whether the corresponding Gaussian measures are equivalent (Stein,
1993; Bevilacqua et al., 2019) and thus if the linear predictions are asymp-
totically efficient. However, for any constant c ∈ (0,∞), the linear predictor
based on (m, c̺) is equal to that based on (m,̺), whereas the Gaussian
measure based on (m, c̺) is orthogonal to that based on (m,̺) for all c 6= 1.
This shows that equivalence of the measures is a sufficient but not necessary
condition for asymptotic efficiency. Less restrictive requirements have been
derived for some specific cases. For example, Stein (1997, 1999) investigated
periodic processes on [0, 1]d and weakly stationary random fields on Rd.
With these results in mind, an immediate question is if one can find neces-
sary and sufficient conditions for asymptotic efficiency of linear prediction
using misspecified mean and covariance functions. The aim of this work is
to show that this indeed is the case.
We derive necessary and sufficient conditions for general second order
structures (m,̺) without any simplifying assumptions such as periodicity
or stationarity. Furthermore, our results are formulated for random fields on
general compact metric spaces, which include compact Euclidean domains
in Rd but also more general domains such as the sphere S2 or metric graphs.
This general setting is outlined in Section 2. In particular, we collect exam-
ples of compact metric spaces (X , dX ) and corresponding valid covariance
functions ̺ in Example 2.1. Our main results are stated in Section 3. The
proofs of these results are formulated in Section 4. Section 5 presents sim-
plified necessary and sufficient conditions for the case when ̺ and ˜̺ induce
the same eigenfunctions. These conditions are verified in an application to
isotropic random fields on S2 which, to the best of our knowledge, is the first
result on asymptotically optimal linear prediction for random fields on S2.
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2. Setting and problem formulation. We assume that we are given
a square-integrable stochastic process Z : X×Ω→ R defined on a probability
space (Ω,F ,P) and indexed by a connected, compact metric space (X , dX )
of infinite cardinality. We let m : X → R denote the mean value function of
Z and we furthermore assume that the covariance function (aka covariance
kernel) ̺ : X × X → R,
̺(x, x′) := Cov
[
Z(x), Z(x′)
]
= E
[
(Z(x)−m(x))(Z(x′)−m(x′))]
: =
∫
Ω
(Z(x, ω) −m(x))(Z(x′, ω)−m(x′)) dP(ω),
is (strictly) positive definite and continuous.
Let νX be a strictly positive and finite Borel measure on (X ,B(X )). Here
and throughout, B(T ) denotes the Borel σ-algebra on a topological space T .
As the covariance function ̺ is assumed to be symmetric, positive definite,
and continuous, the corresponding covariance operator, given by
(2.1) C : L2(X , νX )→ L2(X , νX ), Cv :=
∫
X
̺( · , x′)v(x′) dνX (x′),
is self-adjoint, positive definite, and compact on L2(X , νX ). Since (X , dX )
is connected and compact, the set X is uncountable and L2(X , νX ) is an
infinite-dimensional separable Hilbert space. Furthermore, there exists a
countable system of (equivalence classes of) eigenfunctions {ej}j∈N of C
which can be chosen as an orthonormal basis for L2(X , νX ). Moreover, it
can be shown that C maps into the space of continuous functions. For this
reason, we may identify the eigenfunctions {ej}j∈N with their continuous
representatives. We let {γj}j∈N denote the positive eigenvalues correspond-
ing to {ej}j∈N. By Mercer’s theorem (Mercer, 1909; Steinwart and Scovel,
2012) the covariance function ̺ then admits the series representation
̺(x, x′) =
∑
j∈N
γjej(x)ej(x
′), x, x′ ∈ X ,
where the convergence of this series is absolute and uniform. In addition, we
can express the action of the covariance operator by a series,
Cv =
∑
j∈N
γj(v, ej)L2(X ,νX )ej , v ∈ L2(X , νX ),
converging pointwise—i.e., for all v ∈ L2(X , νX )—and uniformly—i.e., in the
operator norm on L(L2(X , νX )). Finally, we note that square-integrability of
the stochastic process implies that C has a finite trace, tr(C) =∑j∈N γj <∞.
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Example 2.1. Examples of valid covariance functions are given by the
Mate´rn class on (X , dX ), where
̺(x, x′) := ̺0
(
dX (x, x′)
)
with ̺0(r) =
σ2
2ν−1Γ(ν)(κr)
νKν(κr), r ≥ 0.
More precisely, one could consider Mate´rn processes which are indexed by
one of the following compact metric spaces:
(a) X ⊂ Rd is a connected, compact Euclidean domain equipped with the
Euclidean metric for all parameters σ, ν, κ ∈ (0,∞) (Mate´rn, 1960);
(b) X := Sd = {x ∈ Rd+1 : ‖x‖Rd+1 = 1} is the d-sphere equipped with the
great circle distance dSd(x, x
′) := arccos
(
(x, x′)Rd+1
)
for σ, κ ∈ (0,∞)
and ν ∈ (0, 1/2] (Gneiting, 2013);
(c) X ⊂ RD is a d-dimensional compact manifold (e.g., the d-sphere Sd),
embedded in RD for some D > d and equipped with the Euclidean
metric on RD for any set of parameters σ, ν, κ ∈ (0,∞), see, e.g.,
(Guinness and Fuentes, 2016);
(d) X is a graph with Euclidean edges equipped with the resistance
metric for the parameter ranges σ, κ ∈ (0,∞) and ν ∈ (0, 1/2], see
(Anderes, Møller and Rasmussen, 2017, Theorem 1).
We point out that, for ν ∈ (1/2,∞), the function (x, x′) 7→ ̺0
(
dX (x, x′)
)
in (b) and (d) is, in general, not (strictly) positive definite and, thus, not
a valid covariance function for our setting. We furthermore emphasize that
the Mate´rn classes in (a) and (b) are stationary on Rd and isotropic on Sd,
respectively, but we do not require ̺ to have these properties.
Since the kriging predictor in (1.1) only depends on the mean value func-
tion and the covariance function of the process Z, it is identical to the kriging
predictor for a Gaussian process with the same first two moments. For ease
of presentation, we therefore from now on assume that Z is a Gaussian
process on (X , dX ) with mean value function m ∈ L2(X , νX ), continuous,
positive definite covariance function ̺ and corresponding covariance opera-
tor C. Note, however, that all our results extend to the case of non-Gaussian
processes, as their proofs rely only on the first two statistical moments. We
write µ = N(m, C) for the Gaussian measure on the Hilbert space L2(X , νX )
induced by the process Z, i.e., for every A ∈ B(L2(X , νX )) we have
µ(A) = P({ω ∈ Ω : Z( · , ω) ∈ A}).
The operator E[ · ] will denote the expectation operator under µ. Thus, for
an L2(X , νX )-valued random variable Y and a Borel measurable mapping
g : (L2(X , νX ),B(L2(X , νX )))→ (R,B(R)),
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the expected values E[Y ] and E[g(Y )] are the Bochner integrals
E[Y ] =
∫
L2(X ,νX ) y dµ(y) and E[g(Y )] =
∫
L2(X ,νX ) g(y) dµ(y),
respectively. Furthermore, we use the following notation for the variance
and covariance operators with respect to µ: If g, g′ : L2(X , νX ) → R are
both Borel measurable and G := g(Y ), G′ := g′(Y ), then
Var[G] := E
[
(G− E[G])2], Cov[G,G′] := E[(G− E[G])(G′ − E[G′])].
To present the theoretical setting of optimal linear (kriging) prediction as
well as the necessary notation, we proceed in two steps: We first consider
the centered case with m = 0, and then extend it to the general case.
2.1. Kriging prediction assuming zero mean. Let Z0 : X × Ω → R be a
centered Gaussian process. Assuming that it has a continuous covariance
function ̺, we may identify Z0 : X → L2(Ω,P) with its continuous represen-
tative. In particular, for each x ∈ X , the real-valued random variable Z0(x) is
a well-defined element in L2(Ω,P). Consider the vector space Z0 ⊂ L2(Ω,P)
of finite linear combinations of such random variables,
(2.2) Z0 :=
{
K∑
j=1
αjZ
0(xj) : K ∈ N, α1, . . . , αK ∈ R, x1, . . . , xK ∈ X
}
.
We then define the Hilbert space H0 as the closure of Z0 with respect to
the norm ‖ · ‖H0 induced by the inner product
(2.3)
(
K∑
i=1
αiZ
0(xi),
K ′∑
j=1
α′jZ
0(x′j)
)
H0
:=
K∑
i=1
K ′∑
j=1
αiα
′
jE
[
Z0(xi)Z
0(x′j)
]
.
Continuity of the covariance kernel ̺ on X × X implies separability of the
Hilbert space H0 (Parzen, 1959, Theorem 2C).
Suppose that we want to compute the kriging predictor of h0 ∈ H0 based
on a set of observations y0n1, . . . , y
0
nn in H0. By definition (see, e.g., Stein,
1999, Section 1.2), the kriging predictor h0n of h
0 is the best linear predictor
in H0 or, in other words, the H0-orthogonal projection of h0 onto the linear
space H0n generated by y0n1, . . . , y0nn. By recalling the inner product on H0
from (2.3), we thus have that the kriging predictor h0n is the unique element
in H0n = span
{
y0n1, . . . , y
0
nn
}
satisfying
h0n ∈ H0n :
(
h0n − h0, g0n
)
H0 = E
[(
h0n − h0
)
g0n
]
= 0 ∀g0n ∈ H0n.
Consequently, h0n is the H0-best approximation of h0 in H0n, i.e.,
‖h0n − h0‖H0 = inf
g0n∈H0n
‖g0n − h0‖H0 .
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2.2. Kriging prediction with general mean. Let us next consider the case
that the Gaussian process Z has a general mean value function m : X → R
which, for now, we assume to be continuous. The analytical setting for the
kriging prediction then needs to be adjusted since the space of possible
predictors has to contain functions of the form (1.1) including constants.
If the mean m of the Gaussian process Z does not vanish, then every
linear combination h =
∑K
j=1 αjZ(xj) has a representation h = c+ h
0 with
c ∈ R and h0 ∈ Z0 ⊂ H0, where the vector spaces Z0,H0 ⊂ L2(Ω,P) are
defined as in (2.2) and (2.3) generated by linear combinations of the centered
process Z0 := Z −m. Specifically, we can write
(2.4) h =
K∑
j=1
αjZ(xj) =
K∑
j=1
αjm(xj) +
K∑
j=1
αjZ
0(xj) =: c+ h
0,
or, more generally, h = E[h] + (h− E[h]). Furthermore, note that zero is the
only constant contained in Z0,H0 ⊂ L2(Ω,P). This follows from the fact that
elements in Z0 are linear combinations of the process Z0 at locations in X ,
see (2.2). A constant c 6= 0 in Z0 would thus imply that the corresponding
linear combination c =
∑K
j=1 αjZ
0(xj) has zero variance, which contradicts
the positive definiteness of the covariance function ̺. For this reason, the
decomposition in (2.4) is unique. This motivates defining the Hilbert space
(2.5) H = H(m) :=
{
H0 if m = 0,
R⊕H0 if m 6= 0,
where R ⊕ H0 = {h ∈ L2(Ω,P) : ∃c ∈ R, ∃h0 ∈ H0 with h = c+ h0} is the
(internal) direct sum of subspaces. For m = 0, the inner product on H = H0
therefore is defined as in (2.3). If m 6= 0, H is a direct sum of vector spaces
and we equip it with the graph norm,
(2.6) ‖h‖2H = |c|2 + ‖h0‖2H0 if h = c+ h0 ∈ R⊕H0 = H.
The corresponding inner product satisfies
(g, h)H = E[g]E[h] + Cov[g, h] = E[gh].
Next, assume that m 6= 0 and that we want to compute the best linear
predictor of h ∈ H given a set of observations yn1, . . . , ynn ∈ H, where
h = c + h0, ynj = cnj + y
0
nj, c, cnj ∈ R, and h0, y0nj ∈ H0. The kriging
predictor of h is then given by hn = c+h
0
n, where h
0
n is the kriging predictor
of h0 based on the centered observations y0n1, . . . , y
0
nn. The definition of the
norm on H, see (2.6), readily implies that
‖hn − h‖2H = |c− c|2 + ‖h0n − h0‖2H0 = 0 + inf
g0n∈H0n
‖g0n − h0‖2H0 .
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Hence, if we define the subspace Hn = Hn(m) ⊂ H = H(m) by
(2.7) Hn :=

H0n =
{
n∑
j=1
αjy
0
nj : α1, . . . , αn ∈ R
}
if m = 0,
R⊕H0n =
{
α0 +
n∑
j=1
αjy
0
nj : α0, . . . , αn ∈ R
}
if m 6= 0,
we have that in either case (centered and non-centered) the kriging predictor
of h ∈ H is the H-orthogonal projection of h onto Hn, i.e.,
hn ∈ Hn : (hn − h, gn)H = E [(hn − h)gn] = 0 ∀gn ∈ Hn,
hn ∈ Hn : ‖hn − h‖H = inf
gn∈Hn
‖gn − h‖H.(2.8)
Finally, note that the definitions (2.5), (2.7) and (2.8) of the spaces H,Hn
and the kriging predictor hn are meaningful even if the mean value function
is not continuous. Therefore, hereafter we only require that m ∈ L2(X , νX ).
2.3. Problem formulation. We assume without loss of generality that the
centered observations y0n1, . . . , y
0
nn are linearly independent in H0, so that
dim(H0n) = n. In addition, we suppose that the subspaces {Hn}n∈N in (2.7)
are dense in H, i.e., the family of kriging predictors {hn}n∈N in (2.8) satisfies
(2.9) lim
n→∞E
[
(hn − h)2
]
= lim
n→∞ ‖hn − h‖
2
H = 0.
Note that we do not assume nestedness of the spaces {Hn}n∈N. For this
reason, we cover situations when the observations are not part of a sequence
and {yn1, . . . , ynn} 6⊂ {yn+1,1, . . . , yn+1,n+1}.
Example 2.2. Suppose that the covariance function ̺ is continuous and
that {xj}j∈N is a sequence in the metric space (X , dX ) which accumulates at
x∗ ∈ X , i.e., there is a subsequence {xjk}k∈N with limk→∞ dX (x∗, xjk) = 0.
Let n be sufficiently large so that In 6= ∅, where In := {jk : k ∈ N, jk ≤ n}.
For h = Z(x∗) and Hn = span{Z(xj) : j ≤ n}, we find
E
[
(hn − h)2
]
= inf
α0,α1,...,αn∈R
E
[(
Z(x∗)− α0 −
n∑
j=1
αjZ(xj)
)2]
= inf
α1,...,αn∈R
E
[(
Z0(x∗)−
n∑
j=1
αjZ
0(xj)
)2]
≤ E
[(
Z0(x∗)− Z0(xi(n))
)2]
= ̺(x∗, x∗) + ̺(xi(n), xi(n))− 2̺(x∗, xi(n))→ 0 as n→∞,
where i(n) := max In. Thus, (2.9) holds in this scenario.
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Let Z˜ be a second Gaussian process on (X , dX ) with mean value func-
tion m˜ ∈ L2(X , νX ), continuous, positive definite covariance function ˜̺ and
corresponding covariance operator C˜. We write µ˜ = N(m˜, C˜) for the induced
Gaussian measure on L2(X , νX ) with expectation, variance, and covariance
operators denoted by E˜[ · ], V˜ar[ · ] and C˜ov[ · , · ], respectively. We are now in-
terested in the asymptotic behavior of the linear predictor based on µ˜. That
is, what happens if, instead of the kriging predictor hn, we use the linear
predictor h˜n which is the kriging predictor if µ˜ was the correct model?
3. General results on compact metric spaces. We first formulate
a generalization of (Stein, 1999, Chapter 4, Theorem 10) to our setting of
Gaussian processes on a compact metric space (X , dX ). That is, asymptoti-
cally efficient linear prediction under the assumption that the two Gaussian
measures µ and µ˜ on the Hilbert space L2(X , νX ) are equivalent.
Theorem 3.1. Assume that the Gaussian measures µ = N(m, C) and
µ˜ = N(m˜, C˜) are equivalent. Let {Hn}n∈N be a sequence of subspaces of H
such that, for all h ∈ H, the linear predictor hn of h based on Hn and µ
satisfies (2.9). Furthermore, let h˜n denote the linear predictor of h based
on Hn and the measure µ˜. Then,
lim
n→∞ suph∈H−n
E
[
(h˜n − h)2
]
E
[
(hn − h)2
] = 1,(3.1)
lim
n→∞ suph∈H−n
E˜
[
(hn − h)2
]
E˜
[
(h˜n − h)2
] = 1,(3.2)
lim
n→∞ suph∈H−n
∣∣∣∣∣ E˜
[
(hn − h)2
]
E
[
(hn − h)2
] − 1∣∣∣∣∣ = 0,(3.3)
lim
n→∞ suph∈H−n
∣∣∣∣∣E
[
(h˜n − h)2
]
E˜
[
(h˜n − h)2
] − 1∣∣∣∣∣ = 0,(3.4)
where H−n is the set of elements h ∈ H with E
[
(hn − h)2
]
> 0.
Remark 3.2. The restriction h ∈ H−n ensures that dealing with the
case 0/0 is evaded. As Stein (1999) notes, by defining 0/0 to be 0 the suprema
in Equations (3.1)–(3.4) can be taken over all of H, independent of n.
Remark 3.3. Equivalence of the Gaussian measures µ = N(m, C) and
µ˜ = N(m˜, C˜) implies that the difference of the mean value functions m− m˜
lies in the corresponding Cameron–Martin space H∗ (see Appendix A, The-
orem A.2). However, one does not necessarily have that both m and m˜ are
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elements of H∗. For this reason, Theorem 3.1 generalizes (Stein, 1999, Chap-
ter 4, Theorem 10), where m = 0 is assumed, also on Euclidean domains.
Corollary 3.4. The statements of Theorem 3.1 remain true if we re-
place each second moment in (3.1)–(3.4) by the corresponding variance. That
is, we have
lim
n→∞ suph∈H−n
Var
[
h˜n − h
]
Var
[
hn − h
] = lim
n→∞ suph∈H−n
V˜ar
[
hn − h
]
V˜ar
[
h˜n − h
] = 1,(3.5)
lim
n→∞ suph∈H−n
∣∣∣∣∣ V˜ar
[
hn − h
]
Var
[
hn − h
] − 1∣∣∣∣∣ = limn→∞ suph∈H−n
∣∣∣∣∣Var
[
h˜n − h
]
V˜ar
[
h˜n − h
] − 1∣∣∣∣∣ = 0.(3.6)
Theorem 3.1 shows that equivalent Gaussian measures are sufficient for
asymptotically optimal linear prediction. In Assumption 3.5 below we col-
lect the (less restrictive) assumptions which subsequently in Theorem 3.7
we show to be necessary and sufficient for asymptotically optimal linear
prediction.
Assumption 3.5. Let ̺, ˜̺: X × X → R be two continuous, symmetric,
(strictly) positive definite covariance kernels with corresponding covariance
operators C, C˜ : L2(X , νX )→ L2(X , νX ) defined via (2.1).
I. The Cameron–Martin spaces (for a concise definition, see Appendix A)
H∗ := C1/2(L2(X , νX )) and H˜∗ := C˜1/2(L2(X , νX ))
are norm equivalent Hilbert spaces.
II. The difference between the mean value functions m, m˜ ∈ L2(X , νX ) is
an element of the Cameron–Martin space, i.e., m− m˜ ∈ H∗.
III. There exists a positive real number a ∈ (0,∞) such that the operator
(3.7) Ta : L2(X , νX )→ L2(X , νX ), Ta := C−1/2C˜C−1/2 − aI
is compact. Here and below, I denotes the identity on L2(X , νX ).
Remark 3.6. As the covariance operators C, C˜ : L2(X , νX )→ L2(X , νX )
are assumed to be strictly positive definite, Assumption 3.5.I is equivalent to
requiring that the operator C˜1/2C−1/2 is an isomorphism on L2(X , νX ), i.e.,
‖C˜1/2C−1/2‖L(L2(X ,νX )) <∞ and ‖C1/2C˜−1/2‖L(L2(X ,νX )) <∞.
The following theorem shows that Assumptions 3.5.I–III are necessary and
sufficient for asymptotically optimal linear prediction. It is our main result.
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Theorem 3.7. Let µ = N(m, C) and assume that {Hn}n∈N is a sequence
of subspaces of H such that, for all h ∈ H, the linear predictor hn of h based
on Hn and µ satisfies (2.9). Let h˜n denote the corresponding linear predictor
of h based on Hn and the measure µ˜ = N(m˜, C˜). Then (3.1) and (3.2) hold
if and only if Assumptions 3.5.I–III are satisfied.
Besides efficiency of the linear predictor, one is often interested in eval-
uating the value of the variance for the predictor as a measure of uncer-
tainty (see Corollary 3.4 if µ, µ˜ are equivalent). In order to make statements
about the variance, we in general need more restrictive assumptions than for
asymptotically optimal linear prediction. This is reflected in the following
corollary.
Corollary 3.8. Consider the setting of Theorem 3.7 and, additionally
to Assumptions 3.5.I–III, suppose that the operator Ta in (3.7) is Hilbert–
Schmidt on L2(X , νX ). Then,
lim
n→∞ suph∈H−n
∣∣∣∣∣ V˜ar
[
hn − h
]
Var
[
hn − h
] − a∣∣∣∣∣ = 0,(3.8)
lim
n→∞ suph∈H−n
∣∣∣∣∣Var
[
h˜n − h
]
V˜ar
[
h˜n − h
] − 1
a
∣∣∣∣∣ = 0.(3.9)
Remark 3.9. We briefly comment on the similarities and differences
between Assumptions 3.5.I–III and the set of assumptions in the Feldman–
Ha´jek theorem (Theorem A.2 for E = L2(X , νX )) that are necessary and suf-
ficient for equivalence of two Gaussian measures µ = N(m, C), µ˜ = N(m˜, C˜).
Note that all assumptions are identical except for the third. For equiva-
lence of the measures µ and µ˜, the operator T1 = C−1/2C˜C−1/2 − I has to
be Hilbert–Schmidt on L2(X , νX ). Therefore, Corollary 3.8 is applicable and
(3.8)–(3.9) hold for a = 1. Since every Hilbert–Schmidt operator is compact,
this, in particular, also implies that Assumption 3.5.III holds for a = 1. This
illustrates the greater generality of our Assumptions 3.5.I–III compared to
the assumption that the two Gaussian measures µ and µ˜ are equivalent.
4. Proofs of the results. Throughout this section, we use the abbre-
viation L2 := L2(X , νX ). Furthermore, L(L2) is the space of bounded linear
operators on L2 and the subspacesK(L2) ⊂ L(L2) as well as L2(L2) ⊂ L(L2)
contain all compact and Hilbert–Schmidt operators, respectively (see Ap-
pendix A). The operator T ∗ ∈ L(L2) denotes the adjoint of T ∈ L(L2).
As explained in Appendix B (see Proposition B.1), we may without loss
of generality assume that the measure µ has zero mean (and that µ˜ then has
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mean m˜−m) when proving Theorem 3.1, Corollary 3.4, and Theorem 3.7.
Thus, throughout this section, we assume that m = 0, which in particular
implies that H = H0 and Hn = H0n, see (2.5) and (2.7) in Section 2.2.
Recall that Z is a stochastic process on (X , dX ) with distribution µ and
that {ej}j∈N is an orthonormal basis for L2 consisting of (the continuous
representatives of) eigenfunctions of the covariance operator C, with corre-
sponding positive eigenvalues {γj}j∈N. The next lemma will be crucial for
proving all results.
Lemma 4.1. Assume that m = 0. For j ∈ N, define fj := 1√γj ej and the
random variable zj : Ω→ R, zj := (Z, fj)L2 . Then, the following hold:
(i) {fj}j∈N is an orthonormal basis for the dual of the Cameron–Martin
space H := (H∗)∗ = C−1/2(L2), where (g, g′)H := (Cg, g′)L2 .
(ii) {zj}j∈N is an orthonormal basis for the Hilbert space H = H0, equipped
with the inner product ( · , · )H = ( · , · )H0 , see (2.3) and (2.5).
(iii) The linear operator
(4.1) J : H →H,
∑
j∈N
cjfj = g 7→ J g :=
∑
j∈N
cjzj
is a well-defined isometric isomorphism and, for all g, g′ ∈ H, we have
(4.2) (g, g′)H = (J g,J g′)H and (C˜g, g′)L2 = C˜ov
[J g,J g′].
Proof. Since L2 is dense in H = C−1/2(L2), claim (i)—orthonormality
and density of {fj}j∈N in H—follows directly from the corresponding prop-
erties of {ej}j∈N in L2.
To prove the second assertion, we first remark that continuity of the inner
product ( · , · )L2 and measurability of the stochastic process Z : (Ω,F) →
(L2,B(L2)) imply that, for all j ∈ N, the mapping zj : (Ω,F) → (R,B(R))
is measurable, i.e., that zj = (Z, fj)L2 is a well-defined real-valued random
variable. Next we show that, for each j ∈ N, we indeed have that zj is an
element of H. Due to continuity of fj and square-integrability of Z, Fubini’s
theorem allows us to exchange the order of integration with respect to (Ω,P)
and with respect to (X , νX ). Thus, for all x0 ∈ X and c ∈ (0,∞), we have
E
[∣∣∣cZ(x0)fj(x0)− ∫
X
Z(x)fj(x) dνX (x)
∣∣∣2]
= c2̺(x0, x0)|fj(x0)|2 − 2cfj(x0)
∫
X
̺(x0, x)fj(x) dνX (x)(4.3)
+
∫
X
∫
X
̺(x, x′)fj(x)fj(x′) dνX (x) dνX (x′).
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Since the covariance function ̺ : X × X → R and the scaled eigenfunction
fj : X → R are continuous and since, in addition, X is connected, there
exists an element x∗j ∈ X (Rudin, 1976, Theorems 4.16 & 4.22) such that
|X | ̺(x0, x∗j )fj(x∗j ) =
∫
X
̺(x0, x)fj(x) dνX (x) (mean value property),
where |X | := νX (X ) ∈ (0,∞). By symmetry we then also obtain
|X |2̺(x∗j , x∗j )fj(x∗j )2 =
∫
X
∫
X
̺(x, x′)fj(x)fj(x′) dνX (x) dνX (x′).
Choosing x0 = x
∗
j and c = |X | in (4.3) shows that
zj = (Z, fj)L2 =
∫
X
Z(x)fj(x) dνX (x) = |X |Z(x∗j )fj(x∗j),
with equality in L2(Ω,P). Thus, with c
∗
j := |X |fj(x∗j ) ∈ R, we conclude that
zj = c
∗
jZ(x
∗
j) ∈ Z ⊂ H.
Next, we prove that {zj}j∈N constitutes an orthonormal basis of H. To
this end, we need to show that (zi, zj)H = δij (orthonormality) and
(h, zj)H = 0 ∀j ∈ N ⇒ h = 0 (basis poperty).
Orthonormality follows from (i) as E[zizj ] = E[(Z, fi)L2(Z, fj)L2 ] = (fi, fj)H .
Finally, let h ∈ H be such that (h, zj)H = 0 for all j ∈ N. By Fubini’s
theorem we then obtain
0 = E[h(Z, ej)L2 ] =
∫
X E[hZ(x)]ej(x) dνX (x) = (E[hZ( · )], ej )L2 ∀j ∈ N.
Since {ej}j∈N is an orthonormal basis for L2 = L2(X , νX ) and since, in
addition, the mapping X ∋ x 7→ E[hZ(x)] ∈ R is continuous, this shows that
E[hZ(x)] = 0 for all x ∈ X , which implies (due to positive definiteness of ̺)
that h ∈ H has to vanish. We conclude (ii), {zj}j∈N is an orthonormal basis
for the Hilbert space H.
It remains to prove (iii). Clearly, the mapping J : H →H is well-defined,
linear and an isometry, since by (i) and (ii) {fj}j∈N and {zj}j∈N are orthonor-
mal bases of H and H, respectively. Furthermore, we find for g =∑j∈N cjfj
and g′ =
∑
j∈N c
′
jfj that
(g, g′)H = (Cg, g′)L2 =
∑
j∈N
cjc
′
j = E [J gJ g′] = (J g,J g′)H,
(C˜g, g′)L2 =
∑
i,j∈N
cic
′
j(C˜fi, fj)L2 =
∑
i,j∈N
cic
′
jC˜ov[zi, zj ] = C˜ov[J g,J g′],(4.4)
which completes the proof of (iii).
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We are now ready to prove Theorem 3.1.
Proof of Theorem 3.1. As shown in Proposition B.1 in Appendix B,
we can without loss of generality assume that µ has zero mean and that µ˜
has mean m˜ − m. We first show (3.3). For this, fix n ∈ N and recall that
hn is the kriging predictor of h based on Hn = H0n = span
{
y
(n)
1 , . . . , y
(n)
n
}
and µ. We let
{
ψ
(n)
1 , . . . , ψ
(n)
n
}
be the Gram–Schmidt orthonormalization of
the observations
{
y
(n)
1 , . . . , y
(n)
n
}
in H, i.e., E[ψ(n)k ψ(n)ℓ ] = δkℓ. Since H is a
separable Hilbert space there exists a countable orthonormal basis of the
orthogonal complement of Hn in H, which will be denoted by
{
ψ
(n)
k
}∞
k=n+1
.
Then, by construction
{
ψ
(n)
k
}
k∈N is an orthonormal basis for H. We identify
ψ
(n)
k ∈ H with g(n)k := J−1ψ(n)k ∈ H where J : H → H is the isometric
isomorphism in (4.1) from Lemma 4.1(iii). Due to (4.2),
{
g
(n)
k
}
k∈N then is
an orthonormal basis for H = C−1/2(L2). Furthermore, for every h ∈ H−n,
the vector hn − h can be written as a linear combination of
{
ψ
(n)
k
}∞
k=n+1
,
i.e., hn − h =
∑∞
k=n+1 c
(n)
k ψ
(n)
k with
∑∞
k=n+1 |c(n)k |2 <∞.
We now use E[hn − h] = 0 and the triangle inequality to estimate as
follows, ∣∣E˜[(hn − h)2]− E[(hn − h)2]∣∣ ≤ (A) + (B),
where
(A) :=
∣∣V˜ar[hn − h]− Var[hn − h]∣∣ and (B) := ∣∣E˜[hn − h]∣∣2.
By Lemma 4.1(iii) we may express the first term as
(A) =
∣∣∣∣ ∞∑
k,ℓ=n+1
c
(n)
k c
(n)
ℓ
(
C˜ov
[
ψ
(n)
k , ψ
(n)
ℓ
]− Cov[ψ(n)k , ψ(n)ℓ ])∣∣∣∣
=
∣∣∣∣ ∞∑
k,ℓ=n+1
c
(n)
k c
(n)
ℓ
((C˜g(n)k , g(n)ℓ )L2 − (Cg(n)k , g(n)ℓ )L2)
∣∣∣∣,
see (4.2). Since
{
g
(n)
k
}
k∈N is an orthonormal basis for H = C−1/2(L2), it
follows that the sequence of vectors w
(n)
k := C1/2g(n)k , k ∈ N, forms an
orthonormal basis for L2. We then obtain
(A) =
∣∣∣∣ ∞∑
k,ℓ=n+1
c
(n)
k c
(n)
ℓ
(C−1/2(C˜ − C)C−1/2w(n)k , w(n)ℓ )L2
∣∣∣∣
≤ E[(hn − h)2]
( ∞∑
k,ℓ=n+1
(
(C−1/2C˜C−1/2 − I)w(n)k , w(n)ℓ
)2
L2
)1/2
,(4.5)
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where the last relation follows from the Cauchy–Schwarz inequality com-
bined with the identity E
[
(hn − h)2
]
=
∑∞
k=n+1 |c(n)k |2. Now the latter ex-
pression equals a Hilbert–Schmidt norm,( ∞∑
k,ℓ=n+1
(
(C−1/2C˜C−1/2 − I)w(n)k , w(n)ℓ
)2
L2
)1/2
=
∥∥(I −Q(n))(C−1/2C˜C−1/2 − I)(I −Q(n))∥∥L2(L2)
≤ ∥∥C−1/2C˜C−1/2 − I∥∥L2(L2)∥∥I −Q(n)∥∥2L(L2),(4.6)
where Q(n) : L2 →W (n) denotes the L2-orthogonal projection onto the sub-
space W (n) := span
{
w
(n)
1 , . . . , w
(n)
n
} ⊂ L2. By the Feldman–Ha´jek theorem
(see Theorem A.2) we have
∥∥C−1/2C˜C−1/2−I∥∥L2(L2) <∞. Furthermore, for
v :=
∑
k∈N v
(n)
k w
(n)
k ∈ L2 and hv :=
∑
k∈N v
(n)
k ψ
(n)
k ∈ H, we find the relation
(4.7)
∥∥(I −Q(n))v∥∥2
L2
=
∞∑
k=n+1
∣∣v(n)k ∣∣2 = ∥∥∥∥ ∞∑
k=n+1
v
(n)
k ψ
(n)
k
∥∥∥∥2
H
= ‖hvn − hv‖2H.
Finally, by density of the subspaces (2.9), limn→∞ ‖hvn − hv‖2H = 0. Thus,
for all v ∈ L2, by (4.7) we have limn→∞
∥∥(I − Q(n))v∥∥2
L2
= 0. Combining
this result with (4.5) and (4.6) shows that (A)
E[(hn−h)2] → 0 as n→∞.
Next consider (B). Again by the Cauchy–Schwarz inequality, we obtain
(B) =
( ∞∑
k=n+1
c
(n)
k E˜
[
ψ
(n)
k
])2 ≤ E[(hn − h)2] ∞∑
k=n+1
∣∣E˜[ψ(n)k ]∣∣2.
For each k ≥ n+1, we let {ψ(n)kj }j∈N be the coefficients of ψ(n)k when repre-
sented with respect to the orthonormal basis {zj}j∈N from Lemma 4.1(ii).
We then find (recall that we have centered µ so that µ˜ has mean m˜−m)
∞∑
k=n+1
∣∣E˜[ψ(n)k ]∣∣2 = ∞∑
k=n+1
∣∣∣∣∑
j∈N
ψ
(n)
kj E˜
[
zj
]∣∣∣∣2 = ∞∑
k=n+1
∣∣∣∣∑
j∈N
ψ
(n)
kj E˜
[
(Z, fj)L2
]∣∣∣∣2
=
∞∑
k=n+1
∣∣∣∣∑
j∈N
ψ
(n)
kj (m˜−m, fj)L2
∣∣∣∣2 = ∞∑
k=n+1
(
m˜−m, g(n)k
)2
L2
,
since g
(n)
k = J −1ψ(n)k =
∑
j∈N ψ
(n)
kj fj, see (4.1). Also g
(n)
k = C−1/2w(n)k . Thus,
∞∑
k=n+1
∣∣E˜[ψ(n)k ]∣∣2 = ∥∥(I −Q(n))C−1/2(m˜−m)∥∥2L2 ,
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and the right-hand side converges to zero as n → ∞, since m˜ − m is an
element of the Cameron–Martin space C1/2(L2) and ‖C−1/2(m˜−m)‖L2 <∞.
This shows that also
(4.8)
(B)
E
[
(hn − h)2
] = ∣∣E˜[hn − h]∣∣2
E
[
(hn − h)2
] → 0 as n→∞,
and (3.3) follows. Changing the roles of µ and µ˜, (3.3) readily implies (3.4).
To derive (3.1), first note that E
[
(hn−h)2
] ≤ E[(h˜n−h)2] as hn is the best
linear predictor. For the same reason we have E˜
[
(h˜n − h)2
] ≤ E˜[(hn − h)2]
and we conclude that
1 ≤ E
[
(h˜n − h)2
]
E
[
(hn − h)2
] = E[(h˜n − h)2]
E˜
[
(h˜n − h)2
] E˜[(h˜n − h)2]
E˜
[
(hn − h)2
] E˜[(hn − h)2]
E
[
(hn − h)2
]
≤ E
[
(h˜n − h)2
]
E˜
[
(h˜n − h)2
] E˜[(hn − h)2]
E
[
(hn − h)2
] .
Now these fractions converge both to 1 by (3.3)–(3.4). This shows (3.1).
Finally, by changing the roles of µ and µ˜, we obtain (3.2) from (3.1).
Corollaries 3.4 and 3.8 are consequences of Theorem 3.1. For this reason,
we proceed with their proofs.
Proof of Corollary 3.4. Again after centering µ, we have∣∣∣∣∣ V˜ar
[
hn − h
]
Var
[
hn − h
] − 1∣∣∣∣∣ ≤
∣∣∣∣∣ E˜
[
(hn − h)2
]
E
[
(hn − h)2
] − 1∣∣∣∣∣+
∣∣E˜[hn − h]∣∣2
E
[
(hn − h)2
] .
The second term on the right-hand side was shown to converge to zero as
n→∞ in (4.8). This combined with (3.3) and changing the roles of µ and µ˜
proves (3.6). To show the assertions in (3.5), we first note that
(4.9)
E˜
[
(hn − h)2
]
E˜
[
(h˜n − h)2
] = V˜ar[hn − h]
V˜ar
[
h˜n − h
] + ∣∣E˜[hn − h]∣∣2
E˜
[
(h˜n − h)2
] ,
since E˜
[
h˜n − h
]
= 0. Furthermore,∣∣E˜[hn − h]∣∣2
E˜
[
(h˜n − h)2
] = ∣∣E˜[hn − h]∣∣2
E
[
(hn − h)2
] E[(hn − h)2]
E˜
[
(h˜n − h)2
] ≤ ∣∣E˜[hn − h]∣∣2
E
[
(hn − h)2
] E[(h˜n − h)2]
E˜
[
(h˜n − h)2
] .
In the limit n→∞, the first term on the right-hand side converges to zero
by (4.8) and the second term converges to one by (3.4). We conclude that
the second term in (4.9) vanishes as n→∞, which (combined with changing
the roles of µ and µ˜) proves the identities in (3.5).
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Proof of Corollary 3.8. We define Ca := aC and C˜a := a−1C˜. Since
the operator Ta = a(C−1/2C˜aC−1/2−I) = a(C−1/2a C˜C−1/2a −I) is assumed to
be Hilbert–Schmidt on L2 and since by Assumptions 3.5.I–II
C˜1/2a (L2) = C˜1/2(L2) = C1/2(L2) = C1/2a (L2) and m− m˜ ∈ C1/2(L2),
we conclude with the Feldman–Ha´jek theorem (Theorem A.2) that the fol-
lowing Gaussian measures are equivalent (here ∼ denotes equivalence)
µ = N(m, C) ∼ µ˜a := N(m˜, C˜a), µa := N(m, Ca) ∼ µ˜ = N(m˜, C˜).
Therefore, Corollary 3.4 is applicable and (3.6) yields
lim
n→∞ suph∈H−n
∣∣∣∣∣ V˜ara
[
hn − h
]
Var
[
hn − h
] − 1∣∣∣∣∣ = 0, limn→∞ suph∈H−n
∣∣∣∣∣Vara
[
h˜n − h
]
V˜ar
[
h˜n − h
] − 1∣∣∣∣∣ = 0,
where Vara[ · ] and V˜ara[ · ] denote the variances under µa and µ˜a, respectively.
The claims (3.8)–(3.9) then follow from the identities V˜ara[h] = a
−1
V˜ar[h]
and Vara[h] = aVar[h] which hold for all h ∈ H.
It remains to prove Theorem 3.7. Since the derivation of this result is
more involved compared with the proof of Theorem 3.1, we split it into two
steps. In Section 4.1, we consider the case that m = m˜ = 0. The proof for
the general case is then given in Section 4.2. For completeness, we formulate
statement for the zero-mean case as the following proposition.
Proposition 4.2. Let µ = N(0, C) and assume that {Hn}n∈N is a se-
quence of subspaces of H such that, for all h ∈ H, the linear predictor hn
of h based on Hn and µ satisfies (2.9). Let h˜n denote the corresponding lin-
ear predictor of h based on Hn and the measure µ˜ = N(0, C˜). Then (3.1) and
(3.2) hold if and only if Assumptions 3.5.I and 3.5.III are satisfied.
4.1. Proof of Proposition 4.2. Under Assumption 3.5.III the self-adjoint
linear operator Ta = C−1/2C˜C−1/2 − aI is compact on L2. Therefore, there
exists an orthonormal basis {bj}j∈N of L2 consisting of eigenvectors of Ta,
with corresponding eigenvalues {τj}j∈N ⊂ R accumulating only at zero. We
assume that they are repeated according to multiplicity and ordered such
that |τ1| ≥ |τ2| ≥ . . .→ 0. For J ∈ N, we let VJ := span{b1, . . . , bJ} ⊂ L2 be
the finite-dimensional subspace generated by the first J eigenvectors of Ta.
The operator PJ : L2 → VJ will denote the corresponding L2-orthogonal
projection. Furthermore we will write V−J for the orthogonal complement
of VJ in L2 and P−J := I − PJ for the projection onto V−J . Thus,
L2 = VJ ⊕ V−J , v = PJv + P−Jv ∀v ∈ L2.
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A key ingredient in the derivation of Proposition 4.2 and Theorem 3.7
is the definition of an “intermediate” Gaussian measure for µ and µ˜. To
this end, for J ∈ N and a ∈ (0,∞), define the self-adjoint, positive definite
operator
(4.10) ĈJ ;a := a−1C1/2PJC−1/2C˜C−1/2PJC1/2 + C1/2P−JC1/2.
We emphasize that ĈJ ;a differs from C by a finite-rank operator, namely
ĈJ ;a = C +
(
a−1C1/2PJC−1/2C˜C−1/2PJC1/2 − C1/2PJC1/2
)
.
For this reason, ĈJ ;a inherits compactness as well as the trace-class property
on L2 from C. Consequently, there exists a centered Gaussian measure µ̂J ;a
on L2 with covariance operator ĈJ ;a (Da Prato and Zabczyk, 2014, Proposi-
tion 2.18). Provided that the Cameron–Martin spaces for µ and µ˜ are norm
equivalent spaces, the Gaussian measures µ̂J ;a and µ are equivalent, see
Lemma A.3 (in Appendix A). In addition, we have the following relations.
Lemma 4.3. Suppose that Assumptions 3.5.I and 3.5.III are satisfied, let
a ∈ (0,∞) be as in (3.7) and, for J ∈ N, define ĈJ ;a : L2 → L2 as in (4.10).
Then, for any fixed ε ∈ (0,∞), there exists a finite integer J = J(ε) ∈ N
such that, for all v ∈ H = C−1/2(L2),
(4.11) (1− ε)(ĈJ ;av, v)L2 < a−1(C˜v, v)L2 < (1 + ε)(ĈJ ;av, v)L2 ,
and such that, simultaneously, the estimates
(4.12) c0(Cv, v)L2 ≤ (ĈJ ;av, v)L2 ≤ c1(Cv, v)L2 ∀v ∈ H = C−1/2(L2),
hold with constants c0, c1 ∈ (0,∞) independent of ε.
Proof. Let ε ∈ (0,∞) be arbitrary but fixed. First, we estimate
(4.13) sup
v∈V−J ,
v 6=0
(C−1/2C˜C−1/2v, v)L2
(v, v)L2
≤ a+ sup
v∈V−J ,
v 6=0
|(Tav, v)L2 |
(v, v)L2
≤ a+ sup
j>J
|τj|.
Since v ∈ V−J holds if and only if
(C−1/2C˜C−1/2)−1/2v ∈ V−J , we have
sup
v∈V−J ,
v 6=0
(v, v)L2
(C−1/2C˜C−1/2v, v)L2
= sup
v∈V−J ,
v 6=0
(C1/2C˜−1C1/2v, v)L2
(v, v)L2
.
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By Lemma A.1 (see Appendix A), the operator T˜a := C1/2C˜−1C1/2−a−1I is
compact on L2. It diagonalizes with respect to the eigenbasis {bj}j∈N of Ta
with corresponding eigenvalues given by 1τj+a − 1a . Thus,
sup
v∈V−J ,
v 6=0
(C1/2C˜−1C1/2v, v)L2
(v, v)L2
≤ 1a + sup
v∈V−J ,
v 6=0
|(T˜av, v)L2 |
(v, v)L2
≤ 1a + sup
j>J
∣∣ 1
τj+a
− 1a
∣∣.
By combining the previous two relations with the equality
inf
v∈V−J ,
v 6=0
(C−1/2C˜C−1/2v, v)L2
(v, v)L2
=
(
sup
v∈V−J ,
v 6=0
(v, v)L2
(C−1/2C˜C−1/2v, v)L2
)−1
,
we conclude that
(4.14) inf
v∈V−J ,
v 6=0
(C−1/2C˜C−1/2v, v)L2
(v, v)L2
≥
(
1
a + sup
j>J
∣∣ 1
τj+a
− 1a
∣∣)−1.
Since τj → 0 as j →∞, we can pick J = J(ε) ∈ N such that
sup
j>J
|τj| < aε and sup
j>J
| 1τj+a − 1a | < εa−1.
With this choice of J ∈ N, we obtain with (4.13) that, for all v ∈ L2,
(C−1/2C˜C−1/2v, v)L2 = ‖C˜1/2C−1/2PJv‖2L2 + (C−1/2C˜C−1/2P−Jv, P−Jv)L2
≤ (C−1/2C˜C−1/2PJv, PJv)L2 + a(1 + ε)‖P−Jv‖2L2 ,
and the upper bound in (4.11) follows: For all v ∈ H = C−1/2(L2), we have
a−1(C˜v, v)L2 ≤ a−1(C1/2PJC−1/2C˜C−1/2PJC1/2v, v)L2
+ (1 + ε)(C1/2P−JC1/2v, v)L2 ≤ (1 + ε)(ĈJ ;av, v)L2 .
To derive the lower bound in (4.11) we use (4.14): For all v ∈ L2,
(C−1/2C˜C−1/2v, v)L2 ≥ ‖C˜1/2C−1/2PJv‖2L2 + a(1 + ε)−1‖P−Jv‖2L2 ,
and conclude that, for all v ∈ H = C−1/2(L2),
a−1(C˜v, v)L2 ≥ a−1(C1/2PJC−1/2C˜C−1/2PJC1/2v, v)L2
+ (1 + ε)−1(C1/2P−JC1/2v, v)L2 ≥ (1− ε)(ĈJ ;av, v)L2 .
Here, we have used that 11+ε = 1− ε1+ε > 1− ε.
The second part of the lemma, i.e., the estimates in (4.12) follow from the
observations (A.2)–(A.3) made in the proof of Lemma A.3 combined with
the fact that L2 is dense in
(
H, ( · , · )H
)
=
(C−1/2(L2), (C · , · )L2).
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Identifying the Hilbert spacesH andH as in Lemma 4.1 implies analogues
of the relations (4.11)–(4.12) for elements in H. This result is formulated in
the next lemma and it will be of importance for the proof of Proposition 4.2.
Lemma 4.4. Suppose that Assumptions 3.5.I and 3.5.III are satisfied, let
a ∈ (0,∞) be as in (3.7) and, for J ∈ N, define ĈJ ;a : L2 → L2 as in (4.10).
Then, for any fixed ε ∈ (0,∞), there exists J = J(ε) ∈ N finite, such that
sup
h∈H\{0}
∣∣∣∣∣ E˜
[
h2
]
aÊJ ;a
[
h2
] − 1∣∣∣∣∣ < ε,
and such that, simultaneously, the estimates
c0E
[
h2
] ≤ ÊJ ;a[h2] ≤ c1E[h2] ∀h ∈ H,
hold with constant c0, c1 ∈ (0,∞) independent of ε. Here, E[ · ], E˜[ · ] and
ÊJ ;a[ · ] denote the expectation operators under the centered Gaussian mea-
sures µ = N(0, C), µ˜ = N(0, C˜) and µ̂J ;a = N(0, ĈJ ;a), respectively.
Proof. We identify h ∈ H \ {0} with vh := J−1h ∈ H \ {0}, where
J : H →H is the isometry in (4.1). By (4.2) of Lemma 4.1(iii) we then have
E
[
h2
]
= (Cvh, vh)L2 and E˜
[
h2
]
= C˜ov[h, h] = (C˜vh, vh)L2 .
Furthermore, the identity ÊJ ;a
[
h2
]
= (ĈJ ;avh, vh)L2 follows as for the mea-
sure µ˜ since µ̂J ;a is also centered, see (4.4). For this reason, all assertions
follow from (4.11) and (4.12) in Lemma 4.3, applied for v := vh ∈ H\{0}.
We now proceed with the proof of Proposition 4.2. We start by showing
sufficiency of Assumptions 3.5.I and 3.5.III for asymptotically linear predic-
tion, i.e., for (3.1)–(3.2). For this, we use arguments which partly are similar
to those in the proof of (Stein, 1999, Chapter 4, Theorem 12).
Proof of Proposition 4.2. We first prove that (3.1) and (3.2) hold
provided that Assumptions 3.5.I and 3.5.III are satisfied. Fix ε ∈ (0,∞)
and let J = J(ε) ∈ N be given by Lemma 4.4. Let µ̂J ;a be the centered
intermediate Gaussian measure with covariance operator (4.10). In addition,
let e(h, n) := hn−h, e˜(h, n) := h˜n−h, and êJ ;a(h, n) := ĥJ ;an −h denote the
errors of the three different linear predictors hn, h˜n, ĥ
J ;a
n based on Hn ⊂ H
and the measures µ, µ˜, µ̂J ;a. Then, we can bound the left-hand side of (3.1)
by (A) + 2(B) + (C), where
(A) := lim
n→∞ suph∈H−n
E
[
(e˜(h, n) − êJ ;a(h, n))2
]
E
[
e(h, n)2
] ,
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(B) := lim
n→∞ suph∈H−n
√
E
[
(e˜(h, n) − êJ ;a(h, n))2
]
E
[
êJ ;a(h, n)2
]
E
[
e(h, n)2
] ,
(C) := lim
n→∞ suph∈H−n
E
[
êJ ;a(h, n)
2
]
E
[
e(h, n)2
] ,
provided that these three limits exist and that they are finite. To derive
this partitioning, we have used that e˜(h, n) = e˜(h, n)− êJ ;a(h, n)+ êJ ;a(h, n)
as well as the Cauchy–Schwarz inequality for term (B). By Lemma A.3
(see Appendix A), for any fixed ε ∈ (0,∞), the two Gaussian measures µ
and µ̂J ;a are equivalent. Combining this with (3.1) of Theorem 3.1 shows
that (C) = 1. Furthermore, note that
sup
h∈H−n
ÊJ ;a
[
êJ ;a(h, n)
2
]
E
[
e(h, n)2
] ≤ sup
h∈H−n
ÊJ ;a
[
e(h, n)2
]
E
[
e(h, n)2
] ,
and the right-hand side converges to 1 as n → ∞ by (3.3) of Theorem 3.1.
Also,
inf
h∈H−n
ÊJ ;a
[
êJ ;a(h, n)
2
]
E
[
e(h, n)2
] ≥ inf
h∈H−n
ÊJ ;a
[
êJ ;a(h, n)
2
]
E
[
êJ ;a(h, n)2
] = 1
sup
h∈H−n
E[êJ;a(h,n)2]
ÊJ;a[êJ;a(h,n)2]
,
and the denominator of right-hand side converges to 1 as n → ∞ by (3.4)
of Theorem 3.1. Thus, we conclude that
lim
n→∞ suph∈H−n
∣∣∣∣∣ ÊJ ;a
[
êJ ;a(h, n)
2
]
E
[
e(h, n)2
] − 1∣∣∣∣∣ = 0.
In particular, for any δ ∈ (0, 1) and for n ∈ N sufficiently large, we obtain
1− δ ≤ ÊJ ;a
[
êJ ;a(h, n)
2
]
E
[
e(h, n)2
] ≤ 1 + δ ∀h ∈ H−n.
By choosing δ = 1/2 and by exploiting Lemma 4.4 we thus have, for n ∈ N
sufficiently large,
E
[
(e˜(h, n)− êJ ;a(h, n))2
]
E
[
e(h, n)2
] ≤ c−10 ÊJ ;a[(e˜(h, n)− êJ ;a(h, n))2]
E
[
e(h, n)2
]
≤ 3
2c0
ÊJ ;a
[
(e˜(h, n)− êJ ;a(h, n))2
]
ÊJ ;a
[
êJ ;a(h, n)2
] .
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Again by Lemma 4.4 we furthermore obtain
a(1− ε) ≤ E˜
[
h2
]
ÊJ ;a
[
h2
] ≤ a(1 + ε) ∀h ∈ H.
Combining these bounds with (Cleveland, 1971, Theorem 5) yields
ÊJ ;a
[
(e˜(h, n) − êJ ;a(h, n))2
]
ÊJ ;a
[
êJ ;a(h, n)2
] = ÊJ ;a[e˜(h, n)2]
ÊJ ;a
[
êJ ;a(h, n)2
] − 1 ≤ ε2
1− ε2 ,
for all h ∈ H−n and all n ∈ N. Hence, (A) ≤ 32c0 ε
2
1−ε2 and, furthermore, we
obtain (B) ≤ √(A) · (C) ≤ ε√3√
2c0(1−ε2)
· 1. As ε ∈ (0,∞) was arbitrary, this
shows (3.1). By changing the roles of µ and µ˜, (3.1) implies (3.2).
It remains to prove that (3.1)–(3.2) imply that Assumptions 3.5.I and
3.5.III are satisfied. For this purpose, we recall from Lemma 4.1 the or-
thonormal bases {ej}j∈N for L2, {fj}j∈N for H = C−1/2(L2), and {zj}j∈N
for H as well as the isometry J : H → H which identifies fj with zj . Further-
more, for fixed n ∈ N, we define the subspaces En := span{e1, . . . , en} ⊂ L2
and Hn := span{f1, . . . , fn} ⊂ H. We let E⊥n = span{ej}∞j=n+1 as well as
H⊥n = span{fj}∞j=n+1 be their orthogonal complements in L2 and H, respec-
tively. Obviously, En = Hn and E
⊥
n ⊂ H⊥n .
We first show necessity of Assumption 3.5.I. To this end, suppose that
this assumption is not satisfied. Then one of the operators C1/2C˜−1/2 or
C˜1/2C−1/2 is not bounded on L2, see Remark 3.6. Without loss of general-
ity we may assume the latter case. Since µ˜ is centered, for every n ∈ N,
E˜
[
z2n
]
= (C˜fn, fn)L2 ≤ ‖C˜‖L(L2)γ−1n ∈ (0,∞) holds by (4.2). Fix ε ∈ (0,∞)
and, for n ∈ N, define Θn := E
[
z2n
]
/E˜
[
z2n
]
=
(
E˜
[
z2n
])−1
, θn := (2 + 4ε)
−1Θn.
By assumption C˜1/2C−1/2 is unbounded on (L2, ‖ · ‖L2). For this reason, the
operator Q−n(C˜1/2C−1/2)∗C˜1/2C−1/2
∣∣
E⊥n
is also unbounded on
(
E⊥n , ‖ · ‖L2
)
(here, Q−n is the L2-orthogonal projection onto E⊥n ). Thus, for each n ∈ N,
there is a vector un ∈ E⊥n \{0} with (C−1/2C˜C−1/2un, un)L2 ≥ θ−1n (un, un)L2 .
Then, vn := C−1/2un ∈ H⊥n \ {0} satisfies (C˜vn, vn)L2 ≥ θ−1n (Cvn, vn)L2 . By
(4.2) the vector φn := J vn ∈ H is H-orthogonal to z1, . . . , zn and we con-
clude that E[φ
2
n]
E˜[φ2n]
=
(Cvn,vn)L2
(C˜vn,vn)L2
≤ θn. It then follows as in (Cleveland, 1971,
Proof of Theorem 5) that there exist h(n), ψn ∈ span{φn, zn} such that
(4.15)
E˜
[
(h(n) − h(n)1 )2
]
E˜
[
(h(n) − h˜(n)1 )2
] = (ξn + Ξn)2
4ξnΞn
,
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where h
(n)
1 and h˜
(n)
1 denote the linear predictors of h
(n) based on the subspace
V1,n := span{ψn} ⊂ H and the measures µ and µ˜, respectively. Furthermore,
ξn := min
{
E
[
h2
]
E˜
[
h2
] : h ∈ span{φn, zn}, h 6= 0
}
≤ θn,
Ξn := max
{
E
[
h2
]
E˜
[
h2
] : h ∈ span{φn, zn}, h 6= 0
}
≥ Θn.
We now define H1 := V1,1 and, for n ≥ 2, Hn := span{z1, . . . , zn−1, ψn}.
Since h(n) ∈ span{φn, zn} and since φn, zn are H-orthogonal to z1, . . . , zn−1,
i.e., E[φnzj ] = E[znzj] = 0, 1 ≤ j ≤ n − 1, we conclude that h(n)n = h(n)1 ,
where h
(n)
n is the best linear predictor of h(n) based on Hn and the Gaussian
measure µ. In addition, E˜
[
(h(n) − h˜(n)n )2
] ≤ E˜[(h(n) − h˜(n)1 )2] holds, since
h˜
(n)
1 ∈ V1,n ⊂ Hn. Therefore, we find
E˜
[
(h(n) − h(n)n )2
]
E˜
[
(h(n) − h˜(n)n )2
] = E˜[(h(n) − h(n)1 )2]
E˜
[
(h(n) − h˜(n)n )2
] ≥ E˜[(h(n) − h(n)1 )2]
E˜
[
(h(n) − h˜(n)1 )2
] = (ξn + Ξn)2
4ξnΞn
,
and the estimate
(4.16)
∣∣∣∣∣ E˜
[
(h(n) − h(n)n )2
]
E˜
[
(h(n) − h˜(n)n )2
] − 1
∣∣∣∣∣ = E˜
[
(h(n) − h(n)n )2
]
E˜
[
(h(n) − h˜(n)n )2
] − 1 ≥ (Ξn − ξn)2
4ξnΞn
follows. Since (Ξn−ξn)
2
4ξnΞn
≥ 14
(
Ξn
ξn
− 2) ≥ 14(Θnθn − 2) = ε holds for all n ∈ N, we
conclude that we have constructed a sequence of subspaces {Hn}n∈N (which
is not necessarily nested), such that
(4.17) ∀n ∈ N ∃h(n) ∈ H−n :
∣∣∣∣∣ E˜
[
(h(n) − h(n)n )2
]
E˜
[
(h(n) − h˜(n)n )2
] − 1
∣∣∣∣∣ ≥ ε.
For all n ∈ N, n ≥ 2, z1, . . . , zn−1 are elements of Hn. Density of {Hn}n∈N,
i.e., (2.9) follows thus from the basis property of {zj}j∈N, see Lemma 4.1(ii).
Hence, (4.17) contradicts (3.2) and necessity of Assumption 3.5.I follows.
Finally, to prove that Assumption 3.5.III is necessary, assume that, for all
a ∈ R, Ta = C−1/2C˜C−1/2 − aI is not compact on L2. It then follows from
Lemma C.1 (see Appendix C) that there exist numbers a, a ∈ (0,∞) and
sequences {uℓ}ℓ∈N, {uℓ}ℓ∈N ⊂ E⊥n \ {0} such that a < a and
lim
ℓ→∞
∣∣∣∣∣(C−1/2C˜C−1/2uℓ, uℓ)L2(uℓ, uℓ)L2 − a
∣∣∣∣∣ = 0, limℓ→∞
∣∣∣∣∣(C−1/2C˜C−1/2uℓ, uℓ)L2(uℓ, uℓ)L2 − a
∣∣∣∣∣ = 0.
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We set c := 1/a, c := 1/a, and, for ℓ ∈ N, wℓ := C−1/2uℓ, wℓ := C−1/2uℓ.
Clearly, 0 < c < c < ∞ and wℓ, wℓ ∈ H⊥n , since (wℓ, fj)H = (uℓ, ej)L2 and
(wℓ, fj)H = (uℓ, ej)L2 for all j, ℓ ∈ N. Furthermore, limℓ→∞ (Cwℓ,wℓ)L2(C˜wℓ,wℓ)L2 = c
and limℓ→∞
(Cwℓ,wℓ)L2
(C˜wℓ,wℓ)L2
= c. This shows that, for δ := c − c ∈ (0,∞), there
are linearly independent vectors vn, vn ∈ H⊥n , such that∣∣∣∣∣(Cvn, vn)L2(C˜vn, vn)L2 − c
∣∣∣∣∣ < δ3 ,
∣∣∣∣∣(Cvn, vn)L2(C˜vn, vn)L2 − c
∣∣∣∣∣ < δ3 .
Next, we define φ
n
:= J vn and φn := J vn. We then find that
E
[
φ2
n
]
E˜
[
φ2
n
] = (Cvn, vn)L2
(C˜vn, vn)L2
∈ (c− δ3 , c+ δ3) ,
and, similarly, E
[
φ
2
n
]
/E˜
[
φ
2
n
] ∈ (c− δ3 , c+ δ3). Again, as in (Cleveland, 1971,
Proof of Theorem 5) it follows that there exist h(n), ψn ∈ span{φn, φn} such
that (4.15) holds, with h
(n)
1 , h˜
(n)
1 denoting the linear predictors of h
(n) based
on the subspace V1,n := span{ψn} and the measures µ and µ˜, respectively.
Moreover,
ξn := min
{
E
[
h2
]
E˜
[
h2
] : h ∈ span{φ
n
, φn}, h 6= 0
}
≤ E
[
φ2
n
]
E˜
[
φ2
n
] < c+ δ3 ,
Ξn := max
{
E
[
h2
]
E˜
[
h2
] : h ∈ span{φ
n
, φn}, h 6= 0
}
≥ E
[
φ
2
n
]
E˜
[
φ
2
n
] > c− δ3 .
Thus, Ξn − ξn > c− c− 2δ3 = δ3 and, furthermore, by Assumption 3.5.I
Ξn ≤ sup
h∈H\{0}
E
[
h2
]
E˜
[
h2
] = sup
v∈H\{0}
(Cv, v)L2
(C˜v, v)L2
≤ ‖C1/2C˜−1/2‖2L(L2) <∞.
For n ≥ 2, set Hn := span{z1, . . . , zn−1, ψn}. Since h(n), ψn ∈ span{φn, φn}
and since φ
n
, φn areH-orthogonal to z1, . . . , zn−1, we have h(n)n = h(n)1 , where
h
(n)
n is the linear predictor based on Hn and µ. Thus, as in (4.16),∣∣∣∣∣ E˜
[
(h(n) − h(n)n )2
]
E˜
[
(h(n) − h˜(n)n )2
] − 1
∣∣∣∣∣ ≥ (Ξn − ξn)24ξnΞn > δ
2
36Ξ2n
≥ δ
2
36‖C1/2C˜−1/2‖4L(L2)
=: ε.
With this choice of ε ∈ (0,∞) we therefore again have derived (4.17), a
contradiction to (3.2), which proves necessity of Assumption 3.5.III.
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4.2. The proof of Theorem 3.7. In this section we prove our main result,
Theorem 3.7. As final auxiliary tool, in the next lemma we derive necessity of
Assumption 3.5.II,m−m˜ ∈ H∗, for asymptotically optimal linear prediction.
Lemma 4.5. Let µ = N(0, C˜) and assume that {Hn}n∈N is a sequence of
subspaces of H such that, for all h ∈ H, the linear predictor hn of h based
on Hn and µ satisfies (2.9). Let h˜n denote the corresponding linear predictor
of h based on Hn and the measure µ˜ = N(m˜−m, C˜). Then validity of (3.1)
implies that Assumption 3.5.II holds.
Proof. Since µ is centered and since, additionally, µ and µ˜ have equal
covariance structures, the two kriging predictors based on µ and on µ˜, re-
spectively, satisfy the following relation:
(4.18) h˜n = hn − E˜[hn − h].
This can be derived from (2.8) as follows: Firstly, unbiasedness E˜
[
h˜n−h
]
= 0
is obvious. Furthermore, for all gn ∈ Hn = H0n, we obtain
0 = E
[
(hn − h)gn
]
= Cov
[
hn − h, gn
]
= C˜ov
[
hn − h, gn
]
= E˜
[(
hn − h− E˜[hn − h]
)(
gn − E˜[gn]
)]
= E˜
[(
hn − E˜[hn − h]− h
)
gn
]
.
This shows (4.18). Besides, again by H-orthogonality of hn − h to Hn,
E
[
(h˜n − h)2
]− E[(hn − h)2]
= E
[
(h˜n − h)(hn − h)
]
+ E
[
(h˜n − h)(h˜n − hn)
]− E[(hn − h)(h˜n − h)]
= E
[
(h˜n − hn)2
]
+ E
[
(hn − h)(h˜n − hn)
]
= E
[
(h˜n − hn)2
]
follows. Combining this with (4.18) yields
(4.19)
E
[
(h˜n − h)2
]
E
[
(hn − h)2
] − 1 = E[(h˜n − hn)2]
E
[
(hn − h)2
] = ∣∣E˜[hn − h]∣∣2
E
[
(hn − h)2
] .
Now assume that m− m˜ /∈ H∗ = C1/2(L2), i.e., Assumption 3.5.II does not
hold. Then there exists a sequence {ϕℓ}ℓ∈N in H∗ \ {0} such that
(C−1(m− m˜), ϕℓ)2L2 = (m− m˜, ϕℓ)2H∗ ≥ ℓ‖ϕℓ‖2H∗ = ℓ(C−1ϕℓ, ϕℓ)L2 .
Thus, the sequence gℓ := C−1ϕℓ ∈ H \ {0}, ℓ ∈ N, satisfies
(4.20) (m− m˜, gℓ)2L2 ≥ ℓ(Cgℓ, gℓ)L2 .
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We now fix ε ∈ (0,∞) and let n ∈ N. Recall that µ has zero mean and, thus,
Lemma 4.1 is applicable. We define Hn = span{f1, . . . , fn} where {fj}j∈N is
the orthonormal basis of H from Lemma 4.1(i). It follows from (4.20) that
∃vn ∈ H⊥n , vn 6= 0 : (m− m˜, vn)2L2 ≥ ε(Cvn, vn)L2 .
Next, by (4.2) h(n) := J vn ∈ H is H-orthogonal to Hn := span{z1, . . . , zn},
where zj = (Z, fj)L2 is the orthonormal basis of H from Lemma 4.1(ii).
Therefore, the kriging predictor of h(n) based onHn and µ vanishes, h(n)n = 0.
By exploiting the expansions h(n) =
∑∞
j=n+1 c
(n)
j zj and vn =
∑∞
j=n+1 c
(n)
j fj,
converging in H and in H, respectively, we thus find
∣∣E˜[h(n)]∣∣2
E
[|h(n)|2] =
∣∣∣E˜ [∑∞j=n+1 c(n)j (Z, fj)L2]∣∣∣2
(Cvn, vn)L2
=
(m˜−m, vn)2L2
(Cvn, vn)L2
≥ ε.
Therefore, we conclude with (4.19) that
∀n ∈ N ∃h(n) ∈ H−n :
E
[
(h˜
(n)
n − h(n))2
]
E
[
(h
(n)
n − h(n))2
] − 1 = ∣∣E˜[h(n)]∣∣2
E
[|h(n)|2] ≥ ε.
Since {zj}j∈N and, thus, the family {Hn}n∈N are dense in H, this contradicts
(3.1). For this reason Assumption 3.5.II,m−m˜ ∈ H∗, has to be satisfied.
Proof of Theorem 3.7. As shown in Proposition B.1 in Appendix B,
we can equivalently prove the claim for the pair of measures µc = N(0, C)
and µ˜s = N(m˜−m, C˜) in place of µ = N(m, C) and µ˜ = N(m˜, C˜).
Suppose that Assumptions 3.5.I–III are satisfied. By Proposition 4.2, (3.1)
holds then for the pair µc, µ˜c, where µ˜c = N(0, C˜). Furthermore, since µ˜c, µ˜s
are equivalent, (3.3) holds for µ˜c, µ˜s by Theorem 3.1. Thus, (3.1) for the pair
µc, µ˜s follows from (B.1). Changing the roles of µ and µ˜, (3.1) implies (3.2).
Conversely, if (3.1) and (3.2) hold for µc, µ˜s, then by (B.2) and (B.3) the
relation (3.1) has to be satisfied for the two pairs µc, µ˜c and µ˜c, µ˜s. Finally,
by Proposition 4.2 and Lemma 4.5, Assumptions 3.5.I–III have to hold.
5. Simplified necessary and sufficient conditions. In order to ex-
ploit Theorem 3.7 to check whether two models provide asymptotically
equivalent linear predictors, one has to verify the conditions I–III in As-
sumption 3.5. Depending on the form of the covariance operators, this may
be difficult. However, in the case that the two covariance operators diagonal-
ize with respect to the same eigenbasis, these assumptions are easier to verify
as they can be formulated as conditions on the ratios of the eigenvalues.
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Corollary 5.1. Suppose that the self-adjoint, positive definite, com-
pact operators C, C˜ : L2(X , νX ) → L2(X , νX ) diagonalize with respect to the
same orthonormal basis {ej}j∈N of L2(X , νX ), i.e., there exist correspond-
ing eigenvalues γj , γ˜j ∈ (0,∞), j ∈ N, accumulating only at zero such that
Cej = γjej and C˜ej = γ˜jej for all j ∈ N. Then Assumptions 3.5.I and 3.5.III
are satisfied if and only if there exists a ∈ (0,∞) such that limj→∞ γ˜j/γj = a.
Proof. We start by showing that limj→∞ γ˜j/γj = a ∈ (0,∞) is sufficient
for Assumptions 3.5.I and 3.5.III. As already noted in Remark 3.6, Assump-
tion 3.5.I is equivalent to requiring that C˜1/2C−1/2 is an isomorphism on L2.
If C and C˜ admit the same eigenbasis {ej}j∈N, then these are also eigenvectors
of the self-adjoint, positive definite operator C−1/2C˜C−1/2 with corresponding
eigenvalues {γ˜j/γj}j∈N. By assumption this sequence converges. Hence,
‖C˜1/2C−1/2‖2L(L2) = sup‖v‖L2=1(C
−1/2C˜C−1/2v, v)L2 = supj∈N γ˜j/γj ∈ (0,∞),
and limj→∞ γj/γ˜j = 1/a implies ‖C1/2C˜−1/2‖2L(L2) = supj∈N γj/γ˜j ∈ (0,∞)
by the same argument. Thus, Assumption 3.5.I is satisfied. Furthermore, also
Assumption 3.5.III follows, since Ta = C−1/2C˜C−1/2 − aI diagonalizes with
respect to {ej}j∈N with corresponding eigenvalues {γ˜j/γj − a}j∈N which by
assumption accumulate only at zero and, hence, Ta is compact on L2(X , νX ).
Conversely, if Assumptions 3.5.I and 3.5.III are satisfied, then by the latter
there exists a ∈ (0,∞) such that Ta is compact and {γ˜j/γj − a}j∈N is a null
sequence, i.e., {γ˜j/γj}j∈N converges to a ∈ (0,∞).
This corollary is applicable to periodic random fields on [0, 1]d, as con-
sidered by Stein (1997), and to weakly stationary random fields on compact
subsets of Rd. Moreover, as Theorem 3.7 it is also applicable to random fields
on other domains. As an illustration we now consider an application on S2.
Due to the popularity of the Mate´rn covariance family on Rd (see Exam-
ple 2.1(a)) it is highly desirable to have a corresponding covariance model
also on the sphere S2. A simple remedy for this is to define the covariance
function as in Example 2.1(c), i.e., via the chordal distance dR3(x, x
′) =
‖x − x′‖R3 . One reason for why this is a common choice is that the (more
suitable) great circle distance dS2(x, x
′) = arccos
(
(x, x′)R3
)
results in a ker-
nel ̺ which is (strictly) positive definite only for ν ≤ 1/2 (Gneiting, 2013),
see Example 2.1(b). As this severely limits the flexibility of the model, sev-
eral authors have suggested alternative “Mate´rn-like” covariances on S2.
Guinness and Fuentes (2016) proposed the Legendre–Mate´rn covariance,
(5.1) ̺1(x, x
′) :=
∞∑
ℓ=0
σ21
(κ21 + ℓ
2)ν1+1/2
Pℓ
(
cos dS2(x, x
′)
)
, x, x′ ∈ S2,
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where σ1, ν1, κ1 ∈ (0,∞) are model parameters and Pℓ : [−1, 1] → R is the
ℓ-th Legendre polynomial, i.e.,
Pℓ(y) = 2
−ℓ 1
ℓ!
dℓ
dyℓ
(
y2 − 1)ℓ , y ∈ [−1, 1], ℓ ∈ N0 := {0, 1, 2, . . .}.
This choice is motivated firstly by the Legendre polynomial representation
of positive definite functions on S2 (Schoenberg, 1942) and secondly by the
fact that the spectral density R(ω) for the Mate´rn covariance on Rd is pro-
portional to σ2(κ2 + ‖ω‖2
Rd
)−(ν+d/2). It should however be noted that σ21 in
(5.1) is not the variance since ̺1(x, x) = σ
2
1
∑∞
ℓ=0(κ
2
1 + ℓ
2)−ν1−1/2.
Another plausible way of defining a Mate´rn model on S2 is to use the
stochastic partial differential equation (SPDE) representation of Gaussian
Mate´rn fields derived byWhittle (1963), according to which a centered Gaus-
sian Mate´rn field
{
u(x), x ∈ Rd} can be viewed as a solution the SPDE
(5.2) (κ2 −∆)(ν+d/2)/2(τu) =W on Rd,
where the parameter τ ∈ (0,∞) controls the variance of u, W is Gaussian
white noise and ∆ is the Laplacian. Lindgren, Rue and Lindstro¨m (2011)
proposed Gaussian Mate´rn fields on the sphere as solutions to (5.2) formu-
lated on S2 instead of Rd. In this case, ∆ is the Laplace–Beltrami operator.
In order to state the corresponding covariance function ̺2 : S
2 × S2 → R,
we introduce the spherical coordinates (ϑ,ϕ) ∈ [0, π] × [0, 2π) of a point
(x1, x2, x3)
⊤ ∈ R3 on S2 by ϑ = arccos(x3) and ϕ = arccos
(
x1(x
2
1+x
2
2)
−1/2).
For all ℓ ∈ N0 and m ∈ {−ℓ, . . . , ℓ}, we then define the (complex-valued)
spherical harmonic Yℓ,m : S
2 → C as (Marinucci and Peccati, 2011, p.64)
Yℓ,m(ϑ,ϕ) = Cℓ,mPℓ,m(cos ϑ)e
imϕ, m ≥ 0,
Yℓ,m(ϑ,ϕ) = (−1)mY ℓ,−m(ϑ,ϕ), m < 0.
Here, for ℓ ∈ N0 and m ∈ {0, . . . , ℓ}, we set Cℓ,m :=
√
2ℓ+1
4π
(ℓ−m)!
(ℓ+m)! and
Pℓ,m : [−1, 1]→ R denotes the associated Legendre polynomial, defined by
Pℓ,m(y) = (−1)m
(
1− y2)m/2 dmdymPℓ(y), y ∈ [−1, 1].
The spherical harmonics {Yℓ,m, ℓ ∈ N0,m = −ℓ, . . . , ℓ} form an orthonormal
basis of the complex Lebesgue space L2
(
S
2, νS2 ;C
)
(Marinucci and Peccati,
2011, Proposition 3.29). Here, νS2 denotes the Lebesgue measure on the
sphere, which, in terms of the spherical coordinates can be expressed as
dνS2(x) = sinϑ dϑ dϕ. Furthermore, the spherical harmonics {Yℓ,m} are
eigenfunctions of the Laplace–Beltrami operator, with corresponding eigen-
values given by λℓ,m = −ℓ(ℓ+ 1).
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The covariance function of the solution u to the SPDE (5.2) on S2 can be
represented in terms of the spherical harmonics (cf. Marinucci and Peccati,
2011, Theorem 5.13 and p. 125) via the series expansion
̺2(x, x
′) =
∞∑
ℓ=0
τ−2
(κ2 + ℓ(ℓ+ 1))ν+1
ℓ∑
m=−ℓ
Yℓ,m(ϑ,ϕ)Y ℓ,m(ϑ
′, ϕ′),
where (ϑ,ϕ), (ϑ′, ϕ′) are the spherical coordinates of x and x′, respectively.
Furthermore, by expressing the Legendre–Mate´rn covariance function in
(5.1) in terms of spherical coordinates and by using the addition formula
for the spherical harmonics (Marinucci and Peccati, 2011, Equation (3.42))
we find
̺1(x, x
′) =
∞∑
ℓ=0
σ21
(κ21 + ℓ
2)ν1+1/2
Pℓ
(
(x, x′)R3
)
=
∞∑
ℓ=0
σ21
(κ21 + ℓ
2)ν1+1/2
4π
2ℓ+ 1
ℓ∑
m=−ℓ
Yℓ,m(ϑ,ϕ)Y ℓ,m(ϑ
′, ϕ′).
Thus, the covariance functions ̺1, ̺2 are similar, but not identical. Due
to the SPDE representation of ̺2, we believe that this is the preferable
model. However, an immediate question is now if the two models provide
similar kriging predictions. The answer to this is given by Corollary 5.1:
Since
∑ℓ
m=−ℓ Yℓ,m(ϑ,ϕ)Y ℓ,m(ϑ
′, ϕ′) =
∑ℓ
m=−ℓ vℓ,m(ϑ,ϕ)vℓ,m(ϑ
′, ϕ′), where
vℓ,m(ϑ,ϕ) :=

Cℓ,mPℓ,m(cos ϑ) cos(mϕ) if m < 0,
(1/
√
4π)Pℓ(cos ϑ) if m = 0,
Cℓ,mPℓ,m(cos ϑ) sin(mϕ) if m > 0,
the two covariance operators have the same (orthonormal, real-valued) eigen-
functions in L2
(
S
2, νS2 ;R
)
. Thus, we are in the setting of Corollary 5.1 and
consider the limit of the ratio of the corresponding eigenvalues
lim
ℓ→∞
(κ21 + ℓ
2)ν1+1/2(2ℓ+ 1)
(κ2 + ℓ(ℓ+ 1))ν+1
1
τ2σ214π
=

0 if ν1 < ν,
∞ if ν1 > ν,
1
τ2σ2
1
2π
if ν1 = ν.
We conclude that the models will provide asymptotically equivalent kriging
prediction as long as they have the same smoothness parameter ν (and posi-
tive, finite variance parameters). By the same reasoning, it is easy to see that
one may misspecify both τ and κ as well as σ1 and κ1 for the two covariance
models and still obtain asymptotically equivalent linear prediction.
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APPENDIX A: THE FELDMAN–HA´JEK THEOREM
In this section we recall several notions from operator theory and we
formulate two related auxiliary results, Lemmas A.1 and A.3, the latter being
a consequence of the Feldman–Ha´jek theorem. This theorem characterizes
equivalence of two Gaussian measures on a Hilbert space in terms of three
necessary and sufficient conditions. We state it in Theorem A.2 as formulated
in (Da Prato and Zabczyk, 2014, Theorem 2.25).
Assume that
(
E, ( · , · )E
)
is a separable Hilbert space and let {ej}j∈N be
an orthonormal basis for E. We first recall that a linear operator T : E → E
is compact, denoted by T ∈ K(E), if and only if it is the limit (in the space
L(E) of bounded linear operators on E) of finite-rank operators. Further-
more, T is said to be a trace-class operator or a Hilbert–Schmidt operator
provided that
∑
j∈N(Tej , ej)E < ∞ and
∑
j∈N ‖Tej‖2E < ∞, respectively.
If T is self-adjoint (i.e., T ∗ = T ), these conditions are equivalent to the real-
valued eigenvalues of T being summable and square-summable, respectively.
Lemma A.1. Let C, C˜ ∈ K(E) be self-adjoint and positive definite. Sup-
pose that C˜1/2C−1/2 is an isomorphism on E and that there exists a positive
real number a ∈ (0,∞) such that the operator Ta := C−1/2C˜C−1/2 − a IdE is
compact on E. Then, the following operators are all compact on E:
C˜−1/2CC˜−1/2 − a−1 IdE, C1/2C˜−1C1/2 − a−1 IdE, C˜1/2C−1C˜1/2 − a IdE .
Proof. By assumption Ta = C−1/2C˜C−1/2 − a IdE is compact on E and
the operator S := C1/2C˜−1/2 is bounded on E and, hence, S, S∗ ∈ L(E).
Since the space of compact operators K(E) forms a two-sided ideal in L(E),
we conclude that C˜−1/2CC˜−1/2 − a−1 IdE = −a−1S∗TaS ∈ K(E). Next,
since Ta is compact on E, there exists an orthonormal basis {bj}j∈N of E
and a sequence of real numbers {τj}j∈N accumulating only at zero such
that Tabj = τjbj , i.e., bj is an eigenvector of Ta with corresponding eigen-
value τj and limj→∞ τj = 0. Then, ‖C−1/2C˜C−1/2bj‖E ≥ ‖C˜−1/2C1/2‖−2L(E)
and C−1/2C˜C−1/2bj = (τj + a)bj hold for all j ∈ N and, therefore, we have
that C1/2C˜−1C1/2bj = 1τj+abj . For J ∈ N, we then consider the finite-rank
operator, which is defined by E ∋ v 7→ ∑Jj=1( 1τj+a − 1a)(v, bj)E bj ∈ E.
This operator converges to C1/2C˜−1C1/2 − a−1 IdE in L(E) as J →∞, since
1
τj+a
− 1a → 0 as j →∞. This shows that C1/2C˜−1C1/2 − a−1 IdE is the limit
(in the operator norm) of finite-rank operators and, thus, compact. Finally,
by a similar argument the operator C˜1/2C−1C˜1/2−a IdE inherits compactness
on E from C˜−1/2CC˜−1/2 − a−1 IdE .
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For m ∈ E and C ∈ L(E), let µ = N(m, C) be a Gaussian measure
on E. Then, C is nonnegative definite and trace-class. The Cameron–Martin
space E0 associated with µ on E is the Hilbert space which is defined as
the range of C1/2 in E and equipped with the inner product (C−1 · , · )E .
As opposed to Da Prato and Zabczyk (2014), we always assume that C is
strictly positive definite so that this definition requires no pseudo-inverse.
Note that it is also common to refer to E0 as the reproducing kernel Hilbert
space of µ.
Let µ˜ = N(m˜, C˜) be a second Gaussian measure on E. Then, µ and µ˜ are
said to be equivalent if they are mutually absolutely continuous. That is,
for all sets A in the Borel σ-algebra B(E), one has µ(A) = 0 if and only if
µ˜(A) = 0. In contrast, µ and µ˜ are called singular (or orthogonal) if there
exists some A ∈ B(E) such that µ(A) = 0 and µ˜(A) = 1. The next theorem
is taken from (Da Prato and Zabczyk, 2014, Theorem 2.25).
Theorem A.2 (Feldman–Ha´jek). Two Gaussian measures µ = N(m, C)
and µ˜ = N(m˜, C˜) are either singular or equivalent. They are equivalent if
and only if the following three conditions are satisfied:
(i) The Cameron–Martin spaces C1/2(E) and C˜1/2(E) are norm equivalent
spaces, C1/2(E) = C˜1/2(E) =: E0.
(ii) The difference of the means satisfies m− m˜ ∈ E0.
(iii) The operator T1 :=
(C−1/2C˜1/2)(C−1/2C˜1/2)∗−IdE is a Hilbert–Schmidt
operator on E.
Assume that EJ ⊂ E is a subspace of E with dim(EJ) = J < ∞, let
PJ : E → EJ denote the E-orthogonal projection onto EJ and, in addition,
define P−J := IdE −PJ . Given two positive definite covariance operators C
and C˜, we then introduce the “intermediate” covariance operator
(A.1) ĈJ ;a := a−1C1/2PJC−1/2C˜C−1/2PJC1/2 + C1/2P−JC1/2.
Since this operator differs from C by a finite-rank operator, it is also a trace-
class operator on E and we can apply the Feldman–Ha´jek theorem to show
equivalence of the Gaussian measures µ = N(0, C) and µ̂J ;a = N(0, ĈJ ;a).
Lemma A.3. Suppose that C˜1/2C−1/2 is an isomorphism on E and, for
fixed J ∈ N and a ∈ (0,∞), let the operator ĈJ ;a be defined as in (A.1). Then,
µ = N(0, C) and µ̂J ;a = N(0, ĈJ ;a) are equivalent Gaussian measures on E.
Proof. We first show that ‖C1/2 · ‖E and ‖Ĉ1/2J ;a · ‖E define equivalent
norms. For all v ∈ E, we obtain
(ĈJ ;av, v)E = a−1‖C˜1/2C−1/2PJC1/2v‖2E + ‖P−JC1/2v‖2E ,
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and, therefore,
(A.2) (ĈJ ;av, v)E ≤ max
{
a−1‖C˜1/2C−1/2‖2L(E), 1
}
(Cv, v)E .
Similarly, we derive the lower bound and obtain that, for all v ∈ E,
(A.3) (ĈJ ;av, v)E ≥ min
{
a−1‖C1/2C˜−1/2‖−2L(E), 1
}
(Cv, v)E .
Here, we have used that a boundedly invertible operator T : E → E is
bounded from below, namely ‖Tv‖E ≥ ‖T−1‖−1L(E)‖v‖E . The previous two
estimates (A.2) and (A.3) show that the operator Ĉ1/2J ;aC−1/2 is an isomor-
phism on E. Therefore, the Cameron–Martin spaces for µ and µ̂J ;a are norm
equivalent. By the Feldman–Ha´jek theorem (see Theorem A.2 above) it re-
mains to prove that the operator T̂1 := C−1/2ĈJ ;aC−1/2 − IdE is Hilbert–
Schmidt on E to be able to conclude that the centered Gaussian measures
µ and µ̂J ;a are equivalent. To this end, we first note that by definition (A.1)
T̂1 = C−1/2(a−1C1/2PJC−1/2C˜C−1/2PJC1/2 + C − C1/2PJC1/2)C−1/2 − IdE
= a−1PJC−1/2C˜C−1/2PJ − PJ .
In particular, T̂1 : E → E is a finite-rank operator and, therefore, it is also a
Hilbert–Schmidt operator. By Theorem A.2, µ and µ̂J ;a are equivalent.
APPENDIX B: CALCULATIONS FOR DIFFERENT MEANS
In this section, we show that we may, without loss of generality, assume
that m = 0 when proving Theorem 3.1, Corollary 3.4, and Theorem 3.7. For
this purpose, in addition to µ = N(m, C) and µ˜ = N(m˜, C˜), we define the
centered and mean-shifted measures
µc := N(0, C), µs := N(m˜−m, C),
µ˜c := N(0, C˜), µ˜s := N(m˜−m, C˜).
Let hcn, h
s
n, h˜
c
n and h˜
s
n denote the best linear predictors of h based on the
set Hn of n observations under the measures µc, µs, µ˜c and µ˜s, respectively,
cf. (2.8). We then consider the corresponding kriging errors
e := hn − h, ec := hcn − h, es := hsn − h,
e˜ := h˜n − h, e˜c := h˜cn − h, e˜s := h˜sn − h.
Similarly as for µ and µ˜, let
Ec[ · ],Es[ · ], E˜c[ · ], E˜s[ · ] and Varc[ · ],Vars[ · ], V˜arc[ · ], V˜ars[ · ]
denote the expectation and variance operators under µc, µs, µ˜c and µ˜s, re-
spectively.
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Proposition B.1. The statements of Theorem 3.1, Corollary 3.4, and
Theorem 3.7 hold for µ = N(m, C) and µ˜ = N(m˜, C˜) if and only if they hold
for µc = N(0, C) and µ˜s = N(m˜−m, C˜).
Furthermore, if C0, C1 ∈ (0,∞), where C0 := ‖C1/2C˜−1/2‖L(L2(X ,νX )) and
C1 := ‖C˜1/2C−1/2‖L(L2(X ,νX )), then we have
Ec
[
e˜2s
]
Ec
[
e2c
] − 1 ≤ (Ec[e˜2c]
Ec
[
e2c
] − 1)+ C21
∣∣∣∣∣ E˜s
[
e˜2c
]
E˜c
[
e˜2c
] − 1∣∣∣∣∣ Ec
[
e˜2c
]
Ec
[
e2c
] ,(B.1)
Ec
[
e˜2s
]
Ec
[
e2c
] − 1 ≥ (Ec[e˜2c]
Ec
[
e2c
] − 1) ≥ 0,(B.2)
Ec
[
e˜2s
]
Ec
[
e2c
] − 1 ≥ C−20
(
E˜c
[
e˜2s
]
E˜c
[
e˜2c
] − 1) ≥ 0.(B.3)
Proof. We first note that the covariance structures of µ and µc and of
µ˜ and µ˜s are identical. For this reason, it is evident that the statements of
Corollary 3.4 hold for µ and µ˜ if and only if they are true for µc and µ˜s.
Next, by definition (see Section 2, see also (4.18) and its derivation) we
have hn = h
c
n − E[hcn − h] and, thus, e = ec − E[ec]. Furthermore, since hn
is unbiased (i.e., E[e] = 0) and since µ and µc have the same covariance
structure, we obtain
(B.4) E
[
e2
]
= Var[e] = Var[ec] = Varc[ec] = Ec
[
e2c
]
.
Similarly, it follows that V˜ar[e] = V˜ars[ec] since µ˜ and µ˜s have the same
covariance operator. Also, E˜[e] = E˜
[
ec − E[ec]
]
= E˜[ec] − E[ec] = E˜s[ec],
where we used that E˜s[h] = E˜[h]− E[h] for all h ∈ H. Therefore,
(B.5) E˜
[
e2
]
= V˜ar[e] +
∣∣E˜[e]∣∣2 = V˜ars[ec] + ∣∣E˜s[ec]∣∣2 = E˜s[e2c].
Combing the previous equalities (B.4) and (B.5) proves that
E˜
[
(hn − h)2
]
E
[
(hn − h)2
] = E˜s[(hcn − h)2]
Ec
[
(hcn − h)2
] ,
which shows that (3.3) holds for µ and µ˜ if and only if it holds for µc and µ˜s.
Since h˜n = h˜
c
n − E˜
[
h˜cn − h
]
and h˜sn = h˜
c
n − E˜s
[
h˜cn − h
]
, we additionally find
that
E[e˜] = E
[
h˜cn − h− E˜
[
h˜cn − h
]]
= −E˜[e˜c]+ E[e˜c]
= −E˜s
[
e˜c
]
= E˜c
[
h˜cn − h− E˜s
[
h˜cn − h
]]
= E˜c
[
e˜s
]
= Ec
[
e˜s
]
,
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which together with the fact that µ and µc have identical covariance opera-
tors implies that
(B.6) E
[
e˜2
]
= Var[e˜] +
∣∣E[e˜]∣∣2 = Varc[e˜s] + ∣∣Ec[e˜s]∣∣2 = Ec[e˜2s ].
Combining (B.4) and (B.6) shows that (3.1) holds for µ and µ˜ if and only
if it holds for µc and µ˜s. For (3.2) and (3.4) these relations can be derived
similarly: By changing the roles of µ and µ˜, (B.4)–(B.6) above show that
(B.7)
E˜
[
e2
]
E˜
[
e˜2
] = E˜c[e2s ]
E˜c
[
e˜2c
] and E[e˜2]
E˜
[
e˜2
] = Es[e˜2c]
E˜c
[
e˜2c
] .
Furthermore, we obtain
(B.8) E˜c
[
e˜2c
]
= V˜arc[e˜c] = V˜ars[e˜s] = E˜s
[
e˜2s
]
,
as well as
E˜c
[
e2s
]
= V˜arc[es] +
∣∣E˜c[es]∣∣2 = V˜ars[ec] + ∣∣E˜s[ec]∣∣2 = E˜s[e2c],(B.9)
Es
[
e˜2c
]
= Vars[e˜c] +
∣∣Es[e˜c]∣∣2 = Varc[e˜s] + ∣∣Ec[e˜s]∣∣2 = Ec[e˜2s ].(B.10)
Here, we have used that
es = ec − Es[ec], E˜c[ec] = Ec[ec] = 0, Es[ec] = E˜s[ec],
and e˜c = e˜s − E˜c[e˜s], Es[e˜s] = E˜s[e˜s] = 0, E˜c[e˜s] = Ec[e˜s].
It now follows from (B.7), (B.8), (B.9), and (B.10) that (3.2) and (3.4) hold
for µ and µ˜ if and only if they hold for µc and µ˜s. We therefore conclude
that the assertions of Theorems 3.1 and 3.7 can be equivalently formulated
with µ and µ˜ replaced by µc and µ˜s, respectively.
It remains to derive (B.1)–(B.3). To this end, we first exploit again the
relations h˜sn = h˜
c
n − E˜s
[
h˜cn − h
]
and e˜s = e˜c − E˜s[e˜c] and obtain
Ec
[
e˜2s
]
= Ec
[
e˜2c
]
+
∣∣E˜s[e˜c]∣∣2 − 2Ec[e˜c]E˜s[e˜c] = Ec[e˜2c]+ ∣∣E˜s[e˜c]∣∣2,
where the last equality holds, since Ec[e˜c] = E˜c[e˜c] = 0. Thus, (B.2) follows,
Ec
[
e˜2s
]
Ec
[
e2c
] − 1 = (Ec[e˜2c]
Ec
[
e2c
] − 1)+ ∣∣E˜s[e˜c]∣∣2
Ec
[
e2c
] ≥ (Ec[e˜2c]
Ec
[
e2c
] − 1) .
Furthermore, by exploiting E˜c[e˜c] = 0 once more, we find
(B.11)
∣∣E˜s[e˜c]∣∣2 = E˜s[e˜2c]− V˜ars[e˜c] = E˜s[e˜2c]− V˜arc[e˜c] = E˜s[e˜2c]− E˜c[e˜2c].
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By combining the previous two relations we conclude that
Ec
[
e˜2s
]
Ec
[
e2c
] − 1 = (Ec[e˜2c]
Ec
[
e2c
] − 1)+ E˜s[e˜2c]− E˜c[e˜2c]
E˜c
[
e˜2c
] E˜c[e˜2c]
Ec
[
e˜2c
] Ec[e˜2c]
Ec
[
e2c
] ,
which shows (B.1), since
(B.12) C−20 ≤
E˜c
[
e˜2c
]
Ec
[
e˜2c
] = V˜arc[e˜c]
Varc[e˜c]
≤ C21 .
It remains to prove (B.3). To this end, note that
Ec
[
e˜2c
]
Ec
[
e2c
] − 1 ≥ 0 and, thus, Ec[e˜2s ]
Ec
[
e2c
] − 1 ≥ ∣∣E˜s[e˜c]∣∣2
Ec
[
e2c
] .
In addition, similarly as in (B.11), we find that
∣∣E˜s[e˜c]∣∣2 = E˜c[e˜2s ]− E˜c[e˜2c].
Therefore, by invoking (B.12),
Ec
[
e˜2s
]
Ec
[
e2c
] − 1 ≥ E˜c[e˜2s]− E˜c[e˜2c]
E˜c
[
e˜2c
] E˜c[e˜2c]
Ec
[
e˜2c
] Ec[e˜2c]
Ec
[
e2c
] ≥ C−20
(
E˜c
[
e˜2s
]
E˜c
[
e˜2c
] − 1)
follows. This shows (B.3) and completes the proof.
APPENDIX C: AN AUXILIARY RESULT FROM SPECTRAL THEORY
Lemma C.1. Let E be a separable Hilbert space with dim(E) = ∞ and
inner product ( · , · )E . In addition, let En ⊂ E be a finite-dimensional sub-
space with dim(En) = n < ∞, and with E-orthogonal complement E⊥n .
Assume that S : E → E is a self-adjoint, positive definite, bounded linear
operator such that for any a ∈ R the operator Ta = S−a IdE is not compact
on E. Then, there exist a, a ∈ (0,∞) with a < a and sequences {uℓ}ℓ∈N,
{uℓ}ℓ∈N in E⊥n \ {0} such that
(C.1) lim
ℓ→∞
∣∣∣∣(Suℓ, uℓ)E(uℓ, uℓ)E − a
∣∣∣∣ = 0 and limℓ→∞
∣∣∣∣(Suℓ, uℓ)E(uℓ, uℓ)E − a
∣∣∣∣ = 0.
Proof. We consider two cases for n = dim(En): a) n = 0 and b) n ∈ N.
Case a) For the case n = 0, we will show that a := inf‖v‖E=1(Sv, v)E
and a := sup‖v‖E=1(Sv, v)E satisfy (C.1). Firstly, since S ∈ L(E) is self-
adjoint and positive definite, clearly a, a ∈ (0,∞). Furthermore, we obtain
for the spectrum σ(S) of the bounded self-adjoint operator S the relation
{a, a} ⊂ σ(S) ⊂ [a, a], since σ(S) is a closed, bounded, and nonempty subset
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of the real line and a = ‖S−1‖−1L(E) = inf σ(S) and a = ‖S‖L(E) = supσ(S),
see, e.g., (Hall, 2013, Propositions 7.5, 7.7, and 8.4). Thus, a < a follows: If
a = a =: a∗, the spectrum σ(S) is a singleton, σ(S) = {a∗}, and we obtain
Ta∗ = S − a∗ IdE = 0, which contradicts the assumption that Ta∗ is not
compact. We conclude that
inf
‖v‖E=1
(Sv, v)E = a < a = sup
‖v‖E=1
(Sv, v)E .
Thus, for the case dim(En) = n = 0, existence of the sequences {uℓ}ℓ∈N and
{uℓ}ℓ∈N in E⊥n = E, such that (C.1) holds, follows now readily from the fact
that a, a are accumulation points by definition.
Case b) If dim(En) = n ∈ N, let Qn and Q−n denote the E-orthogonal
projections onto En and E
⊥
n , respectively. We then consider the operator
Ŝ := Q−nS|E⊥n : E⊥n → E⊥n . This linear operator is bounded, self-adjoint
and positive definite on E⊥n . Furthermore, for any a ∈ (0,∞), the operator
T̂a := Ŝ − a IdE⊥n is not compact on
(
E⊥n , ‖ · ‖E
)
(because T̂a differs from
Ta|E⊥n by a finite-rank operator, Ta|E⊥n − T̂a = QnS|E⊥n ). The claim of the
lemma for Case b) follows thus from Case a) applied to the operator Ŝ on
the Hilbert space E⊥n which is equipped with the inner product on E.
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