Abstract. We show how to aggressively add uninferred constraints, in a controlled manner, to formulas for finding Van der Waerden numbers during search. We show that doing so can improve the performance of standard SAT solvers on these formulas by orders of magnitude. We obtain a new and much greater lower bound for one of the Van der Waerden numbers, specifically a bound of 1132 for W (2, 6). We believe this bound to actually be the number we seek. The structure of propositional formulas for solving Van der Waerden numbers is similar to that of formulas arising from Bounded Model Checking. Therefore, we view this as a preliminary investigation into solving hard formulas in the area of Formal Verification.
Introduction
Resolution is a general procedure that may be used to determine whether a given CNF expression has a model and to supply a certificate of unsatisfiability if it doesn't. The idea predates the often cited work reported in [22] and for decades resolution has been one of the primary engines for CNF SAT solvers. In the last 10 years tree resolution, in the form of variants of DPLL [10] , has given way to DAG resolution through the introduction of clause learning and recording during search. This and other ideas have led to a spectacular improvement in the performance of resolution-based SAT solvers. Hardware and algorithmic improvements have together contributed to perhaps an order 10 9 speed-up in SAT solving over the past 15 years and, consequently, some problems considered very difficult then are now considered trivial. But there remain many problems which are considered hard, for example in the important domains of protocol and hardware verification.
The last 15 years has also seen some brilliant theoretical work that has revealed exponential lower bounds for tree and DAG resolution, and has illuminated the reasons for it, when resolution is applied to "sparse," unsatisfiable CNF formulas (e.g. [2-4, 8, 13, 18, 28] ). In such cases, very large resolvents must be created first, then resolved to get the smaller clause constraints that play a significant role in establishing the refutation. Generating the large resolvents is expensive, particularly since exponentially many have to be generated. In DPLL terms, this means a search space of great breadth may have to be explored.
Metaphorically, we may think of search breadth as a mountain that must be climbed; on the other side of the mountain the search breadth may be significantly reduced due to the short resolvents that are finally generated. Clearly, we need to find some way to "tunnel" through this mountain and arrive quickly in the fertile valley of low-breadth search space, if it exists. It is the aim of this paper to explore this possibility for Boolean expressions with a particular structure.
In the Satisfiability literature, the term "tunnel" has been applied to Stochastic Local Search algorithms, a class which includes members of the WalkSAT, GSAT, and other families [14, 16, 17, 20, 25] . In that context, one may think of a location as an assignment of values to variables and the height at a location as the number of constraints falsified by the assignment at that location. Then, for a given, hard Boolean expression, there are generally many mountain peaks and the objective is to locate and enter the deepest valley. Changing the value of a single variable merely moves the current location up and down the side of a mountain but changing values of several variables permits "tunneling" into another valley. This use of tunneling is to be distinguished from the way we use it: in our context there is one principal mountain to get over or around and the valley on the other side can be quite wide. To reach the top of our mountain one must wait for many large constraints to be learned. But, in many cases, we cannot afford to wait: to reach the valley in a reasonable time, constraints must be efficiently added before they are learned.
There are several ways to do this, some safe and some risky. A reasonably efficient method for finding a safe tunnel, which is actually more like a cut, through the mountain has been identified in [30] for a class of non-CNF formulas. Given Boolean functions b 1 , b 2 , ..., b m , let φ = b 1 ∧ · · · ∧ b m and let V = {v 1 , · · · , v k } be a subset of variables occurring in φ. Re-index the functions so that at least one variable of V occurs in b i for all 1 ≤ i ≤ n, and no variables of V occur in b i , for n < i ≤ m. Let M = {M 1 , · · · , M 2 k } be the set of all possible truth assignments to the variables in V . Write b j | M i or φ| M i to mean the variables of b j or φ, respectively, are assigned values according to assignment M i , or are left unassigned if they are not assigned in M i .
Then, for any According to Theorem 1, it may be possible to assign values to a particular set of variables in such a way that the satisfiability of φ is unaffected. Those values may not be inferred at all, but they are nevertheless safe to assign and doing so reduces φ somewhat. A safe assignment is a generalization of the notion of autarky [21] , defined for CNF formulas, to formulas that are conjunctions of Boolean functions. The test implied in the theorem can be conducted with reasonable efficiency (see [30] for details). Although safe assignments can be useful, substantial decreases in computational effort require more aggressive use of uninferred constraints. This need not lead to errors: a constraint can be retracted during search if it is inferred False. The field of non-monotonic reasoning has provided many insights on how this might be done. Of course, we would like to be able to add constraints aggressively without having to worry about retracting them and, as we show in this paper, this can sometimes be done to achieve a result which is an approximation to the actual result. In other words, the extra constraints may prevent an optimal solution from being returned but are weak enough to admit suboptimal solutions that are not far from optimal. But, if the extra constraints are too weak, a solver may take too much time and not find a good suboptimal result. So, we need a good "heuristic" for adding constraints in some optimal way.
At this point in time, it seems the spectacular tunneling success we seek, which will be a consequence of our choice of tunnel heuristic, is practical only by a careful analysis of the specific structure of a given formula. In this paper we underscore this point by developing aggressive tunnel heuristics for formulas associated with the problem of finding Van der Waerden numbers (described in the next section). Such formulas are currently extremely difficult for off-the-shelf SAT solvers, even though most of them are satisfiable. By adding aggressive tunnel constraints to the formulas, however, we are able to find the best bound yet, by far, for W (2, 6). Our analysis serves as an example for attempting aggressive tunnel heuristics for other hard problems.
Van der Waerden numbers and Satisfiability
Van der Waerden numbers arise from a set partition problem [29] . Partition the set S n = {1, ...n} of the first n positive consecutive integers into k classes. Let P n,k (l) be a proposition that is True if and only if all partitions of S n into k classes contain at least one arithmetic progression of length l in at least one class. The k, l Van der Waerden number, denoted W (k, l), is the minimum n for which P n,k (l) is True.
There is no known closed form expression for W (k, l) and all but five of the first few numbers are unknown. Upper and lower bounds on some of the remaining numbers have been derived but they are so far apart that they are of little practical use. An unpublished general upper bound is [31] 
, and a general lower bound, due to the Lovász local lemma, is [31] 
Work on specific Van der Waerden numbers has sharpened some of these bounds as the results of Table 2 (taken from [11] ) show. The number W (k, l) can be found by determining whether solutions exist for certain formulas of a class of CNF formulas described in Table 3 . We refer to a formula of this class, with parameters n, k, l, by ψ n k,l . A solution exists for ψ n k,l if and only if n < W (k, l). So, several of these formulas may be solved for various values of n until that boundary is reached. In this manuscript ψ n k,l is treated as a set of clauses to make some algorithmic operations easier to express.
Variables
Subscript Range Meaning Table 3 . Formula ψ n k,l for finding Van der Waerden numbers. Equivalence classes are named C1, C2, ..., C k for convenience.
The nature of ψ n k,l is such that the number of solutions increases with n up to a point, then decreases. The formulas, as expected, become more difficult in the latter range. This difficulty may prevent the boundary from being reached or even approached. In that case, there is no choice but to accept a lower bound which is the largest n for which a solution to ψ n k,l is found. SAT solvers have been applied to the above formulations with the results shown in Table 4 (taken from [11] ), all lower bounds. Except in one case, all these bounds are greatly inferior to those obtained analytically. We are interested in W (2, 6). When we employ aggressive tunneling techniques, we can push the lower bound to 1132 from the previously known best value of 696 [27] . The reason we have a bound instead of the actual number is that aggressive tunneling forces our SAT solver to be incomplete. We emphasize that although an incomplete solver precludes finding a refutation for the formula, it does provide an apparently tight bound for W (2, 6). We believe the bound is tight because it is obtained using three widely different tunnels.
Our interest in examining tunnels for Van der Waerden numbers is due partly to this being an interesting problem to many mathematicians but mainly because the propositional formulas for solving Van der Waerden numbers have a structure that is similar to formulas found in Bounded Model Checking and other practical applications. Therefore, we view this work as a preliminary to investigations on problems in the area of Formal Verification, among others.
3 Formulation for W (2, 6) and the tunnels
Formulation
Since we consider a case where k = 2, we reinterpret variables to remove some of the constraints shown in Table 3 . The formulas we consider are described in Table 5 . They use single index variables. For puposes of discussion, variable indices have been translated so that v 0 and v 1 are the middle variables. In doing so, the number of variables is always even. It is straightforward to consider odd variable formulas as well and we leave this for the reader. In what follows, n is even when we consider formulas ψ n 2,6 .
Variables
Subscript Range Meaning
no arithmetic progression ...
... of length 6 in C2 {vi, vi+t . . . , vi+5t} t = (n/2 − i + 1)/5 Table 5 . Formula ψ n 2,6 , n even, for finding W (2, 6). Classes are named C1, C2 for convenience.
Motivating the use of a tunnel -analyzing
The approach to finding W (2, 6) that is described below is the result of an analysis of the performance of an off-the-shelf SAT solver on formulas ψ n 2,l (Table 3) , and patterns of variable assignments satisfying those formulas. Figure 1 shows SAT solver performance on ψ n 2,5 , for various values of n. The vertical axis measures the number of nodes of the search space at the depth indicated by the horizontal axis. In all cases, the entire search space was explored, even if the input formula was satisfiable, but the results are similar if the solver stops immediately upon discovering a solution. Although the displayed results have been obtained using stock settings, similar results, which are not shown, apply for various settings of SAT solver parameters. According to Figure 1 there is a performance mountain that has roughly the same shape, regardless of n. The mountain tails off to a point of little significance after rising to a formidible peak. In addition to the mountain is a smaller peak which behaves more like a wave since it always appears near n.
From performance curves and known Van der Waerden numbers and bounds we have observed the following: Observation 1. Consider a performance plot of search breadth vs. depth for any common SAT solver applied to ψ n 2,l . Such a plot has two maxima, the greatest of which occurs at approximately the same depth, say W (2, l)/(2(l − 1)), for n > W (2, l)/(l − 1). The value of the greatest maximum is approximately the same for n > W (2, l)/(l − 1) and several orders of magnitude greater than the search breadth at depth W (2, l)/(l − 1).
, at least for small l. From the above observations we propose a way to solve the very difficult W (2, 6) formulas. Start by searching for solutions to ψ no 2,6 where n o is large enough so that the mountain can be crossed but smaller than the suspected value of W (2, 6). By Observations 1 and 2, n o should be greater than about 210. To get through the mountain, append a tunnel to the formula. We have developed three applicable tunnels which are specially designed to take advantage of certain structural or analytical characteristics of the formulas and are described separately in Section 3.4. The mountain is crossed when the search breadth is considered "low." From then on, by Observation 1, search is accomplished efficiently no matter what. Retract the tunnel. Add clauses so that the solver is effectively seeing ψ no+x 2,6 for x = 1, 2, 3, ... until search breadth falls to 0. The depth at which this occurs is a bound on W (2, 6).
Details are given in the following sections.
Procedure for finding a bound on W (2, 6)
We used a SAT solver designed specifically to solve formulas ψ n 2,l , and which incorporates special optimizations as outlined in Section 3.6. The outline below briefly describes the search process using the special solver.
1. The solver is started on the input ψ no 2,6 , for some even n o , plus a collection of clauses representing the tunnel. The parameter n o is determined according to the description given in Section 3.2. There are three types of tunnels that have been applied. Detailed descriptions are given in Section 3.4. All three yield the same lower bound on W (2, 6) as stated in Section 3.4. Other tunnels are possible but were not tried. 2. Instead of a depth-first, or even priority-driven evaluation of the search space, as is commonly practiced, the solver conducts a strictly breadth-first evaluation. We chose breadth-first search to find all solutions (not just the first one) so we can at the point of n o remove the tunnel and continue the search by extending the existing set of solutions. The order in which variables are considered for evaluation is fixed for all branches of the search tree, regardless of values assigned previously. The order represents a reflection around the center variable and is given as follows, from left to right:
This is undoubetdly an inferior choice with respect to building the entire search space. Reasons for this choice are given in Section 3.5. 3. The search reaches depth n o because there are so many solutions to ψ are added to the solver's clause database and the search continues. When the search breadth becomes 0, a lower bound of n o + m is found for W 2,6 .
Remark: Upon completion of every iteration of this step, a non-zero search breadth means at least one solution for ψ
exists, hence n o + m is a lower bound for W (2, 6). Remark: There is no clause recording. Experiments show that zChaff, for example, does not benefit from clause recording on this family of formulas. We believe this is because the structure of the formulas is such that inferences can only be determined at high search depth. This is why we needed the tunnels in the first place.
With the above modifications to the SAT solver, and the improved formulation shown in Table 5 , a greatly improved bound for W (2, 6) was obtained. However, this was not the case if no tunnels had been added at the outset.
The tunnels
Three different aggressive tunneling techniques to improve SAT solver performance are described in the subsections below. All three yield the same new lower bound of 1132 for W (2, 6) . This is significant for two reasons: 1) this is a big improvement over the previous best bound of 696 [27] ; 2) since three different techniques stopped at the same point, we conjecture W (2, 6) = 1132.
First tunnel: The first tunnel arises from an analysis of solutions to ψ figure. A solution curve rises one unit for every 1 encountered and drops one unit for every 0 encountered when traversing the solution from left to right. Observe that the number of peaks in each figure is l − 1 and, more importantly, there appears to be a limited length pattern of reverse symmetry, which we call a reflected pattern, in the vicinity of at least one of the peaks.
We conjecture the following based on observations such as those depicted in Figures 2 and 3 :
there exists a solution that contains at least one reflected pattern of length W (2, l)/((l − 1) * 2) with the middle positioned somewhere between W (2, l)/(l − 1) and W (2, l)
The tunnel is designed as a filter for consecutive variable assignment patterns that are not reverse symmetric. The tunnel consists of clauses involving s consecutive variables where, s is even and by Conjecture 1 and Observation 2, s < 1068/10 = 106. We tried several values for s including 60, 80, 100, even 150 and all worked, but speed increased significantly with increasing s up to 150.
The first family of tunneling constraints is shown in Table 6 . By using negative indices in Table 5 these constraints remain fixed as n grows. Otherwise, the tunnel would have to move with n.
Second tunnel: From the results obtained by using the first tunnel alone, it was observed that some small assignment patterns did not occur in solutions. The second tunnel filters those patterns. This action is opposite to that of forcing patterns to occur which is the objective of the first tunnel. Consequently, the first tunnel spans a small number of variables because longer forced reverse symmetric patterns do not exist in any solution to ψ W (2,6)−1 2, 6 , but the second tunnel spans all variables because non-solution patterns can appear anywhere in the clauses of ψ W (2,6)−1 2, 6 . The second family of tunneling constraints is shown in Table 7 . The maximum value of 20 for t is a compromise: the tunnels needs to be big enough to have an impact but small enough to keep some solutions around to the end. The number 20 was determined by experiment on ψ Remarkably, using any of the three tunnels or even combining them leads to the same bound of 1132 for W (2, 6).
Tunnel Clauses
Subscript Range Meaning {v−i, vi+1}, {v−i,vi+1} 0 ≤ i < s/2 force v−i ≡vi+1. Table 7 . Second tunnel constraints added to ψ no 2,6 initially, then retracted after "tunneling."
Choosing the search heuristic
Variables are always considered in the following order, regardless of assignment:
The reason is that by assigning values to middle variables first, there is a good chance of inferences developing, symmetrically, for higher and lower indexed variables. If, say, the lower indexed variables were assigned first, perhaps half of the potential future inferences would not be realized early. This is particularly important for the first tunnel where the inferences are needed to appear outside of the tunnel variables.
Optimizations and special procedures
We were able to get the lower bound of 1132 for W (2, 6) with either tunnel using the special solver described in Section 3.3 with the optimizations mentioned below. However, for stock SAT solvers we needed to apply a combination of the first and second tunnels to get a bound of 1132.
The following optimizations to the special solver were used.
1. Data structures specifically designed for very fast checking of arithmetic progressions and inferences were used. Estimated speed up due to these structures is about a factor of 25.
2. Without optimization, all nodes of the search space would have two children representing True and False assignments to the variable of that node. However, we generate two children only when inferences force that to be necessary. In other words, we implement a primitive form of conflict-analysis but do not record the result as a clause as is done in modern SAT solvers. Estimated speed up due to this optimization is about a factor of 2. 3. The static search heuristic described in Section 3.5 accounts for an estimated factor of 2 speed up.
Conclusions
We have shown how an analysis of performance curves and solution patterns of a class of CNF formula can present insight for designing effective tunnels through search depth of high breadth. We have chosen to experiment with formulas for finding Van der Waerden numbers since they are a difficult class for standard SAT solvers, apparently because clause recording (learning) is ineffective. By tunneling, reasonable yet uninferred constraints are added just long enough to get to a search depth that has relatively low breadth. Then the tunnel is retracted with the hope that not all solutions have been destroyed by the tunnel. Doing so, we found a solution to ψ 1131 2,6 and therefore a new, significantly improved lower bound on the number W (2, 6) of 1132.
The symmetric nature of the formulas and solution played an important part in designing effective tunnels and three tunnels were tried with the same result. This type of symmetry is common in many formula classes that arise from practical applications including problems of formal verification. We believe other difficult problems will succumb to tunneling.
We believe performance curves of search breadth vs. depth, such as shown in Figure 1 , provide a "fingerprint" for tunnel effectiveness of problem classes. We speculate the fingerprint will not change much qualitatively from one solver to the next but cannot rule out that possibility. Assuming this, we make some claims about the performance curve with respect to hardness as follows. If a performance curve should reach a peak at very high depth, tunneling is unlikely to be effective. The family of queue formulas from bounded model checking seem to fall into this category. We speculate that early, large peaks mean delayed inferences and force exhaustive exploration at search depths corresponding to many unassigned variables.
Although the development of general purpose propositional solvers that work well on all inputs is strongly desireable, at this point it is hard to imagine how this is going to be accomplished. However, a general purpose solver can be assisted greatly by giving special consideration to an input problem class, mining its structure for some property that may be used to improve search. This is what we have done with tunneling. Although we do not forsee generally applicable principals for developing tunnels, we do believe that normal human intuition is enough to uncover exploitable structure in many cases. The Van der Waerden numbers illustrate both points.
