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O v e r  the last thirty years, the volume and, hence, 
the importance of municipal bond issue financing 
have increased substantially. State and local 
governments have accelerated their use of 
municipal bonds as a financing vehicle due to 
population growth and increasing demand for 
public services. These securities are known as 
municipal bonds even though Cities are not the 
only issuers. In 1976, sales of new municipal bond 
issues in the United States totaled almost $34 billion 
(table 1). Montana issues are small in relation to this 
total ($98 million), but nevertheless the cost of 
borrowing is a concern of local government 
officials here as well as in the rest of the country. 
This report analyzes borrowing costs for bonds 
issued in recent years. The results could be used by 
Montana bond issuers to minimize their borrowing 
costs in the future.
The Municipal Bond Market
A municipal bond is a contract between the issuer 
and the holder to pay interest over the life of the 
bond, commonly referred to as "maturity," and to 
repay the amount borrowed, or the "principa l/' at 
the end of the bond's life, or the "maturity date." A 
$1,000 bond with a 6 percent semi-annual interest 
rate and a 10 year maturity is a promise by the issuer 
to pay the investor $30 every six months for ten 
years and $1,000 at the end of ten years. The interest
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received by the bondholders is not subject to the 
U.S. income tax and in some areas it is also exempt 
from state and local taxation.
The proceeds from most municipal bond issues 
are used to finance building projects, such as new 
schools or bridges; for the repair or improvement 
of public facilities; or, in a few cases, to support 
current expenditures. For example, Missoula 
County in 1972 issued $850,000 in bonds to finance 
construction of a new public library. The notable 
example of municipal bonds being issued to 
finance current expenditures is the Municipal 
Assistance Corporation bonds which fund wages 
for New York City's municipal employees.
Table 1 indicates that new municipal serial bond 
issue sales in the United States almost doubled 
between 1970 and 1976. In Montana, the growth 
was erratic; for example, the value of bonds sold in 
1976 (the latest data available) was more than three 
and one-half times the 1975 sales. Most forecasts 
anticipate continued growth in local governments, 
and this suggests that new municipal bond sales 
may continue to increase in both the United States 
and Montana.
New municipal bonds generally sell in serial 
form, which means that the bonds become due (the 
principal is repaid) at different dates. This feature
enables issuers to spread the financial burden of 
repaying the bonds over several dates.
Two general bond classes exist in the municipal 
bond market: general obligation (GO) and revenue 
bonds. General obligation bonds are repaid by the 
issuer from taxes collected by the governmental 
unit. In contrast, revenue bonds are repaid from 
the revenues generated by the project funded and, 
if needed, from special taxes. For example, a 
revenue bond issued for the construction of a 
municipal swimming pool would be repaid from 
the revenues generated from people using the pool 
or, if needed, from a special tax paid by all residents 
in the jurisdiction. Municipal bond purchasers 
generally view revenue bonds as more risky than 
general obligation bonds, since the funded 
facility's usage may vary, possibly causing delays in 
repayment. However, revenue bonds did represent 
about half the total dollar volume of new municipal 
issues in the United States in both 1975 and 1976.1
Municipal bonds are seldom sold directly to the 
investing public. Instead, most are sold to un 
derwriters, who are financial intermediaries 
specializing in selling securities. Most issuers do not 
have the facilities to locate buyers, whereas an
’The Bond Buyer's Municipal Finance Statistics, vol. 15 (June 
1977), p. 5.
Table 1
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1976 $ 98,522 265 $ 33,844,556 15
1975 26,956 -3 29,326,230 30
1974 27,880 - 70 22,823,968 -1
1973 92,953 126 22,952,647 1
1972 41,085 53 22,940,843 (6)
1971 26,889 19 24,369,536 37
1970 22,495 — 17,761,646 —
Tota l $336,780 $174,019,426
Source: The Bond B uyer's  M u n ic ipa l Finance S ta t is t ic s , v o l . 15 (June 1977), p. 6.
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underwriter knows potential investors. Un 
derwriters purchase the entire serial bond issue and 
resell them to individual purchasers. An un 
derwriter’s bid for a bond issue is based on his 
expectations about investors’ demand for a par 
ticular maturity at a specific price.
Underwriters purchase municipal bond issues 
either by competitive bid or by negotiation. Many 
issuers opt for competitive bids because of legal 
requirements and/or the belief that competition 
lowers interest costs. Economic theory indicates 
that, all other factors held constant, the greater the 
degree of competition, the lower are prices in a 
competitive industry. The underwriting of 
municipal bonds is a competitive industry where 
over 300 underwriters are eligible to bid on any 
issue. For 1975 and 1976, competitive sales 
amounted to 60.4 and 57.6 percent, respectively, of 
the total dollar sales of all bonds sold in the United 
States.2
“ Underwriters purchase 
municipal bond issues either by 
competitive bid or by negotiation. 
Most issuers opt for competitive 
bids because of legal requirements 
or the belief that competition 
______lowers interest costs.”______
A competitive sale of municipal bonds begins 
with publication of the official "Notice of Sale.’’ In 
this document, the issuer specifies the maturities or 
the dates when certain amounts will be due, the 
"par”  amounts or the amount of the principal to be 
repaid at various maturity dates, and other 
characteristics of the bonds, such as a date and time 
for the bond sale. The official Notice of Sale also 
indicates the basis of awarding the bonds, the 
criteria to be used in evaluating underwriter bids, 
and bid structure requirements for prospective 
underwriters. Usually, an issuer awards the bonds 
to the underwriter whose bid has the lowest 
borrowing costs (net interest costs) as determined 
by a mathematical formula. A bid specifies a 
coupon rate of interest, usually a semi-annual 
interest rate to be paid by the issuer to the 
bondholders each year to the final maturity date, 
and the total dollar amount the underwriter will 
pay for the issue. On the date of sale, the issuer 
opens the sealed bids, determines which bids meet
2The decrease in competitive sales is due to New York City's 
reluctance or inability to sell its bonds competitively. New 
York's financial problems constrained many New York 
issuers to negotiated sales.
the bid requirements, ranks these bids according to 
the mathematical formula which indicates that bid 
which carries the lowest net interest cost, and then 
awards the bonds to the winning underwriter.3
Some issuers choose to negotiate the sale of their 
bond issue due to the difficulty of selling the issue 
through a competitive offering, or their un 
familiarity with the bond market. Elected officials, 
many of whom have professional backgrounds in 
other fields, can hardly be expected to be 
knowledgeable in this area. An issuer may 
negotiate the sale with an underwriter or a group of 
underwriters. The underwriter assists in designing a 
bond issue which will involve the lowest possible 
interest rate. For example, the underwriter may 
instruct the issuer to vary the maturity dates or to 
delay the sale until investors are more willing to 
purchase the bonds.
Determining Borrowing Costs
Previous research suggests that borrowing costs of 
new municipal issues are influenced by (1) the 
characteristics of the issue, (2) bond market 
conditions at the time of offering, (3) underwriting 
competition, and (4) the credit rating of the issuer.4
NIC is a defective measure of interest cost to issuers since it 
fails to assign time value to the coupons. See Michael H. 
Hopewell and George C. Kaufman, "Costs to Municipalities 
of Selling Bonds by N IC /' National Tax Journal (December 
1974), pp. 531-541.
4Reuben Kessel, "A  Study of the Effects of Competition in the 
Tax-Exempt Bond Market," Journal o f Political Economy 
(July/August 1971), pp. 706-734; and Richard R. West, 
"Determinants of Underwriters' Spread on Tax-Exempt 
Bond Issues,”  Journal o f Financial and Quantitative Analysis 
(September 1967), pp. 241-263.
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3NIC is computed as follows:
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An= aggregate par value of bonds maturing in n 
periods,
c«= coupon rate of bonds maturing in n periods,
n = number of years to maturity, 
s = number of years to first maturity, 
m = number of years to last maturity,
P = premium bid over aggregate par value for all 
maturities.
In light of this research, a procedure was devised 
that expresses net interest cost (a measure of 
borrowing costs) as a mathematical function of 
issue size, type of issue, interest rate level at the 
time of issuance, years to final maturity, whether 
the sale was negotiated or put out for bid, the 
number of bids, whether the issue was rated or 
unrated, and credit rating of the issuer. The 
objective was to statistically test whether these 
factors have been important in determining the net 
interest cost of municipal bonds in Montana. First, 
each of the factors will be discussed.
Issue size affects marketability. Larger issues may 
be more attractive to underwriters since banks and 
other institutions prefer larger amounts. Because 
issuers of large bond issues often have an establish 
ed track record, their bonds may be more easily 
resold by the underwriter.
Type of issue is a variable distinguishing between 
general obligation and revenue bonds. Revenue 
issues are considered by most market participants 
to have a greater degree of risk. Two additional 
bond categories, special improvement district 
bonds and industrial development revenue bonds, 
were not included in this sample.
In order to measure the level of interest rates at 
the time the bonds were issued, we chose the 
Salomon Brothers Aaa twenty year general obliga 
tion bond index, which reflects the rate on the 
highest quality bonds available on the market. The 
prevailing level of interest rates is an important 
factor in determining net interest costs because it is 
directly related to the current condition of the 
money market and the underwriter's costs of 
holding bond inventories (bonds which have not 
yet been resold). In addition, commercial banks, 
which purchase a substantial amount of municipal 
bonds, tend to sell or reduce purchases of 
municipal bonds during high interest rate periods 
because of reductions in deposits or increased loan 
demand. Thus, underwriters must search more 
extensively for potential investors and/or make 
price concessions during high interest rate periods.
The number of years to final maturity may 
influence interest costs for municipal bonds. First, 
expectations of future bond prices depend upon 
anticipated changes in interest rates. Obviously, 
interest rate movements affect the prices of bonds 
with longer maturities more than those of shorter 
maturities, due to the increased risk of losses 
resulting from market changes. Also, the longer the 
years to final maturity, the greater is the risk to the 
underwriter of an adverse price movement before 
the issue is completely resold.
Another variable used in the formula dis 
tinguishes whether an issuer sells its bonds on a 
competitive bid basis or on a negotiated basis. A 
slightly different measure of the degree of com 
petition among underwriters for a specific issue is 
the number of bids. All other factors equal, greater 
underwriting competition should decrease 
borrowing costs.
“The bond issues analyzed here 
are a representative sample of 51 
Montana issues offered on a 
competitive or negotiated basis 
between 1970 and 1976. The 
sampled issues amounted to 34 
percent of the total dollar sales 
offered in Montana over this 
____________ period.”_____________
Lastly, we use two measures of the issuer's credit 
rating; the first simply reflects whether or not the 
issuer is rated by an appropriate company (such as 
Moody or Standard and Poor), while the second is 
the precise rating (such as Aaa or Baa) given the 
issuer. The credit ratings take into account the 
characteristics of the state or local government 
issuing the bonds, such as per capita income, 
population, tax collection rates, the property tax 
base, and outstanding direct debt. These factors are 
thought to reflect the ability of an issuer to pay 
interest and to repay the principal. Although 
studies of other states indicate that a rating is 
valuable, the importance of being rated, in relation 
to net interest cost, may not be worth the rating cost 
for certain smaller issuers.
The bond issues analyzed here are a represen 
tative sample of 51 Montana issues offered on a 
competitive or negotiated basis between 1970 and 
1976. Table 2 lists the issues, the year issued, and 
amount. The sampled issues amounted to $115,- 
749,000, or 34 percent of the total dollar sales 
offered over this period. Availability of data limited 
this study of Montana bonds to those listed.
Multiple regression is the statistical tool used to 
analyze the determinants of net interest costs. This 
approach postulates a direct relationship between 
a dependent variable and several independent 
variables, and attempts to explain changes in the 
dependent variable as being caused by changes in 
the independent variables. Specifically, multiple 
regression will be used to examine the relationship 
between net interest cost (the dependent variable).
8 Borrowing Costs for Bond Issues/Robert Rogowski and Lee Tangedahl
Table 2
Selected Montana Bond Issues 
1970-1976
Year Issuer
Amount o f  Issue 
(In  Thousands)
1970 Montana S ta te  U n iv e rs ity 950
1970 N orthern Montana C ollege 1,200
1970 S ta te  o f  Montana 6,055
1970 U n iv e rs ity  o f  Montana 2,640
1971 Poison High School D is t r ic t 1,550
1971 Poison Elem entary School D is t r ic t 531
1971 Montana S ta te  U n iv e rs ity 2,700
1971 U n iv e rs ity  o f  Montana 1.875
1971 C ity  o f  B i l l in g s 2,000
1971 Rosebud County 658
1972 Cut Bank School D is t r ic t 1,700
1972 G la c ie r County 1,429
1972 S ilv e r  Bow County 980
1972 Yellow stone County 3,000
1972 Target Range (M issoula) School D is t r ic t 110
1972 Helena High School D is t r ic t 1,697
1972 C ity  o f  Helena 750
1972 Helena Elementary School D is t r ic t 688
1972 M issoula County 850
1972 C ity  o f  Havre 215
1972 Montana S ta te  U n iv e rs ity 2,000
1973 C ity  o f  B i l l in g s 18,000
1973 B i l l in g s  Elementary School D is t r ic t 1,268
1973 B i l l in g s  High School D is t r ic t 5,412
1973 C ity  o f  Great F a lls 5,240
1973 C ity  o f  B i l l in g s 1,743
1973 C ity  o f  Helena 740
1973 Bozeman High School D is t r ic t 1,973
1973 Bozeman Elementary School D is t r ic t 304
1973 C ity  o f  Columbus 300
1973 C ity  o f  M iles  C ity 950
197** C ity  o f  Bozeman 900
)97<t C ity  o f  Great F a lls 12,250
1974 Great F a lls  High School D is t r ic t 2,000
1974 C ity  o f  L iv in g s to n 250
1974 Rosebud County School D is t r ic t 130
1974 Park County 600
197A C ity  o f  Havre 540
1974 Great F a lls  Elementary School D is t r ic t 1,730
1974 Great F a lls  High School D is t r ic t 870
1975 C ity  o f  B i l l in g s 3,785
1975 Lewis and C la rk  County 1,870
1975 Frenchtown School D is t r ic t 45
1975 C ity  o f  B i l l in g s 2,850
1975 C ity  o f  Helena 2,700
1975 C ity  o f  Hardin 300
1975 Rosebud County High School D is t r ic t 1,046
1975 Rosebud County High School D is t r ic t 1,848
1976 Fergus County 4,828
1976 S ta te  o f  Montana 7,400
1976 C ity  o f  Chinook 300
Source: S e c u ritie s  In d u s try  A sso c ia tio n  M unic ipa l Data F ile
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Table 3
Statistical Estimates for a Regression Model 
Selected Montana Bond Issues 
1970-1976
Equation 1 Equation 2 Equation 3 Equation 4
Issue size -.03  (.25) -.04  (.76) -.0 5  (1.43) -.0 7  (2 .79 )b
Type o f  issue .13 (.19) .15 (.26) .23 (.59) .22 (.53)
In te re s t ra te  leve l .98 (17.29)3 .99 (1 8 .I8 )a .97 (I6 .3 3 )a .98 (17.27)a
Years to  f in a l m a tu rity .10 (20.26)a .11 (2 1 .I6 )a .10 (12.71) a .10 (14.07)a
Number o f bids -.0 6  (1.03) -.0 5  (.67) — —
Competitive vs
negotiated o ffe r in g — — -.01 (.01) -.1 6  (.04)
Rated vs unrated -.48  (2 .74 )b — -.5 7  (4 .05)a —
C red it ra tin g — .25 (3 .63)a — .28 (5 .39)a
Constant term Wfrk -3.05 -1.70 -3.10
R-squared .53 .54 • 52 .53
Note: Next to  each c o e ff ic ie n t is  i t s  F value. An F value is  
ficance . The higher the number, the g rea te r the s ig n if ic a n c e .
an in d ic a to r o f s ta t is t ic a l  s ig n i
S ig n if ic a n t a t .01 leve l 
^ S ig n ific a n t a t .05 level
and the issue size, the type of issue, the level of 
interest rate, years to final maturity, number of bids, 
whether the issue is competitive or negotiated, 
whether the issuer is rated or unrated, and the 
issuer’s credit rating.
Results and Analysis
The estimated coefficients and corresponding F- 
values (which measure the statistical significance of 
the coefficients) for four regression equations 
relating net interest cost to various combinations of 
independent variables are presented in table 3. 
Statistically significant coefficients are indicated; 
coefficients with no additional notation are not 
statistically significant, indicating that the n in 
dependent variables were relatively unimportant 
predictors for change in net interest cost. In all 
cases, the reader should keep in mind that we are 
dealing with averages and approximations.
Equation 1 suggests that interest rate levels, years 
to final maturity, and rated-unrated are the primary 
determinants of net interest cost. On the average, 
the net interest cost rises about .98 percent for each
1.00 percent increase in interest rate level and 
approximately .10 percent for every year the 
maturity is legthened. The net interest cost 
decreases about .48 percent if the issue is rated. 
Other variables used in this equation (size and type 
of issue and number of bids) were not statistically 
significant, suggesting that the factors had only a 
very small impact on borrowing costs.
In practical terms, the results of equation 1 
suggest that an issuer can reduce borrowing costs if 
its bond issue is sold during a period of relatively 
lower interest rates (hardly a surprising conclusion) 
and if the issue has a shorter period to final maturity 
and is rated by a credit rating agency.
In order to further investigate the effects of bond 
rating, we specified it as an independent variable 
explaining net interest costs in equation 2, table 3. 
For our sample of Montana issues, holding other 
factors constant, net interest costs varied by .25 
percent from one rating category to another. That 
is, an Aa issue on the average would incur a net 
interest cost .25 percent less than an A issue. Those 
issues which are unrated have the highest cost of all 
the rating categories. Since a credit rating agency
10 Borrowing Costs for Bond Issues/Robert Rogowski and Lee Tangedahl
cannot precisely predict in advance the rating an 
issuer will receive, an issuer considering rating 
cannot know ahead of time the precise amount of 
interest cost savings. This emphasizes the need for 
careful benefit-cost analysis before a decision as to 
whether or not to undergo credit rating is made.
The other findings in equation 2 repeat those in 
equation 1 and suggest that net interest costs 
decreased approximately .99 percent for a one 
percent rise in level of interest rate and roughly .11 
percent for each one-year increase in the time to 
final maturity.
Offering an issue on a competitive basis is 
included as a separate independent variable in 
equation 3. The results show that holding constant 
the interest rate level, the years to final maturity, 
and whether or not the issue was rated, the net 
interest cost of Montana municipal bonds is 
decreased a mere .01 percent if the issue is sold on a 
competitive basis. This conclusion must be inter 
preted with caution because the coefficient on the 
competition variable is not statistically significant. 
The result does suggest that either the advice 
provided by the underwriter in a negotiated 
offering reduces borrowing costs to the level of 
competitive offerings, or the relative lack of 
underwriting competition keeps borrowing costs 
of competitive offerings equal to those for 
negotiated offerings.
Equation 4 confirms the findings of equation 3, 
and, in addition, shows that varying issue size is 
statistically significant. The results suggest that an 
increase in issue size will decrease borrowing costs.
As we indicated earlier, the potential savings of
net interest cost should not be the only factor 
considered by issuers when deciding between a 
competitive versus negotiated offering. When an 
underwriter is engaged for a negotiated offering, 
he may provide advice and other services to the 
issuer. This expertise may be particularly valuable 
for small or inexperienced issuers, who may not be 
familiar with the intricacies of municipal bond 
financing.
With new municipal bond volume rising in 
Montana, more attention will be focused on the 
costs borne by Montana issuers and taxpayers. This 
investigation reveals how borrowing costs of bond 
issues are determined. Utilizing a sample of 51 
Montana bond issues offered between 1970 and 
1976, the results of the statistical tests indicate that 
the general interest rate level at the time of 
issuance, years to final maturity, and rating have a 
strong influence on borrowing costs. Issuers may 
reduce borrowing costs by having a credit rating, by 
selling the issue during periods of relatively low 
interest rates, and by offering issues with shorter 
maturities whenever possible. In some cases, issue 
size also may affect net interest cost. Those factors 
which were statistically insignificant in this analysis 
— competitive bids versus negotiated offerings, 
number of bids, and type of issue — are also of 
interest to the prospective bond issuer; their 
variation will not significantly affect net interest 
costs. If these results are not surprising, they do 
confirm that local government officials should 
consider these factors carefully as they prepare 
future bond issues. □
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During the " Montana's Economic O utlook" 
seminars held each year by the Bureau o f Business 
and Economic Research, participants often ask 
questions about econometric models. This article, 
which originally appeared in LSA Magazine, a 
quarterly publication of the University o f 
Michigan's College of Literature, Science, and the 
Arts, is the clearest explanation we've found o f the 
methods used to forecast economic trends. Those 
readers who will be attending one of this year's 
seminars (see page 2 of this issue) might like to take 
special note o f the article. Our thanks to Professor 
Hymans and LSA Magazine for reprint permission.
"Professor, I understand that you use an 
econometric model to produce your economic 
forecast. Just what is an econometric model?"
Eight or ten years ago I could reliably make book 
on that being the lead-off question in an interview 
with a reporter who had come to produce a story 
around our latest economic forecast. Nowadays the 
"what is an econometric model" question is so 
rarely asked that I am actually taken by surprise
Saul H. Hymans is Professor of Economics and 
Statistics and Chairman of the Economics 
Department at the University of Michigan. He 
formerly was Senior Staff Economist on the 
President's Council of Economic Advisers.
when a reporter does ask it. A few media people 
really do know what an econometric model is, but 
for the most part it is the familiarity that comes with 
the passage of time which explains the current 
infrequency of the question. (It's much like nobody 
asking anymore what a catalytic converter is. We all 
understand that it reduces effluents by producing 
the odor of rotten eggs, and that's enough physics 
for any of us to digest.) In this instance, surely, there 
is no justification for familiarity without under 
standing. It simply isn't that difficult to acquire a 
decent grasp of what an econometric model is and 
how it can be used to aid an economist in the 
process of forecasting.
It is convenient to begin by constructing a model 
of the economy, and then we can proceed to an 
econometric model. Let us think of the economy as 
comprising households and business firms, as in 
figure 1. Households supply business firms with 
labor services (as autoworkers, tailors, etc.) and 
receive wages and salaries from the business firms 
in exchange for their labor. In the process of 
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output (cars, clothing, etc.) which is available for 
purchase (see figure 2). Households, using the 
wages and salaries derived from their labor 
services, purchase the output so produced. The 
products produced by the business firms wind up in 
the households and the wage and salary payments 
return to the business firms in exchange for the 
products being sold to the households. The firms 
can now afford to purchase new labor services, pay 
wages, produce output, and thus the economic 
system—like “ ole man river” —keeps on rolling 
along.
The chain of events shown by the activities 
numbered (1) through (5) in figure 2 comprises a 
stylized description of the operation of a private 
enterprise economy. It is obviously incomplete. 
There is no Federal Reserve System printing money, 
there isn't even a money market or banking system; 
there is no federal government taxing households 
and businesses, delivering the mail, or maintaining 
armed services. But the essentials of the private 
sector—working, producing, buying com 
modities—are represented in a useful way in figure 
2. It is useful because it really does get at the main 
activities carried on by the economy, or that part of 
it, being considered there. Indeed, if we wanted to 
bother looking at a much more complicated 
representation of the flow of economic activities, 
we could squeeze the banking system, the Federal 
Reserve, the Congress, and all the rest into an 
expanded version of the diagram. In effect, then, 
figure 2 is a model of the economy—a diagram 
matic model which stresses a visual representation 
of the flow of economic events.
The diagrammatic model has disadvantages 
when it comes to representing quantitative 
magnitudes: the quantity of labor services devoted 
to production, the value of the wage and salary
payments, the number of cars produced, and so on. 
In order to represent quantities and values more 
conveniently, it is useful to translate the diagram 
matic model into a mathematical model, or a set of 
equations. Consider household purchases of 
output, shown as flow number (4) in figure 2. If we 
use W to represent the dollar value of the wages 
and salaries earned by households, and if C is used 
to represent the dollar value of household 
purchases of clothing, then the equation C = .20W 
states that households spend 20 percent, or one- 
fifth, of their earnings on clothing. A similar, 
though in fact much more complicated, equation 
could be constructed to represent household 
purchases of cars. Corresponding to the output 
flow in figure 2, an equation can be constructed to
Figure 2
show how many hours of labor services automobile 
firms will hire, depending in part on how many cars 
they wish to produce. In fact, all of the activities 
pictured in figure 2 can be represented by 
mathematical equations. It may take a sophisticated 
blend of economic theory, physical and in 
stitutional realities, and mathematical ability to do 
so, but once it's done, we have the model in a form 
in which it can usefully deal with quantities 
almost! There is one step still missing, and that is the 
step which takes us from a mathematical model to 
an econometric model.
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Return for a moment to the equation for clothing 
purchases, C = .20W, which asserts that 20 percent 
or one-fifth of household income is spent to 
purchase clothing. Where did the 20 percent come 
from? Easy, I made it up for illustrative purposes. 
But if we want the model to be able to say 
something useful about the American economy, 
we have to do better than that. We have to come up 
with numbers (practitioners of econometrics call 
such numbers "parameters” ) which describe what 
really goes on in the American economy, not in 
some made-up fictional economy.
Fortunately, the American economy has been 
running around through the flows depicted in 
figure 2 for many years. We can actually go to the 
data to find out what percent of household 
incomes Americans devote to the purchase of 
clothing. If we do that, we find the following 








Obviously, the 20 percent figure was way off, and if 
left in the model it would have led to serious errors 
in making predictions about the American 
economy. It looks as if 6.8 percent, or .068, will 
come pretty close to representing the clothes 
buying behavior of the American economy of the 
1970s, so we rewrite the clothing equation as C = 
.068W. Now this is as much a mathematical 
equation as the original equation was, except that 
the .068 came from an appeal to the data. It is the 
latter fact which gives us some reason to believe 
that the equation will say something meaningful 
about the economy. This is the step which takes us 
from a purely mathematical representation of the 
economy to an econometric representation. If we 
go systematically through the mathematical model 
constructed from figure 2, w e ll find many 
numbers, or parameters, like the old .20 in the 
clothing equation. All such numbers have to be 
relevant to the reality we are trying to represent. 
When we appeal to the actual data to estimate 
reasonable values for those parameters, we are 
constructing an econometric model.
An econometric model is complete if it contains 
enough equations to predict all of the variables: C, 
W, and any others that appear in the model. The 
equation C = .068W, for example, is capable of
predicting C if we know W. Somewhere in the 
model there has to be an equation which predicts 
W. If all of these logical connections are made, we 
have a complete econometric model and we can 
turn it loose to forecast.
“When we appeal to the actual 
data to estimate reasonable 
values for those parameters, we 
are constructing an econometric 
m odel/'
The trouble is, econometric models are never 
complete. There's always something that matters to 
the determination of economic activity, that cannot 
be predicted within the model. We can be certain, 
for example, that personal income taxes collected 
by the federal government will appear in the 
model they are a wedge between the wages and 
salaries earned by households and the incomes 
actually available to households for purchasing 
clothing, cars, or whatever else households 
purchase. The taxes collected depend on wage and 
salary earnings—which will be predicted by the 
model and the tax rate that appears in the income 
tax laws. But the tax rate is determined by the 
Congress. It is a part of the federal government's 
fiscal policy, and is not explained by the model. We 
can easily look up the current tax rate in the federal 
law, but if we are trying to forecast next year's 
economic activity we need next year's tax rate. And 
that requires us to assume something about 
whether the Congress will change the tax rate next 
year, and, if so, by how much. In a similar fashion, 
the model will require information about whether 
the Federal Reserve System is going to add to the 
nation's supply of money next year and, if so, how 
much.
Thus, the econometric model is not a self- 
contained forecaster. In order to forecast with the 
model we have to bring our best economic 
judgment about "outside factors”  to the model. 
We have to bring assumptions about fiscal policy, 
Federal Reserve monetary policy, and any other 
such input”  factors to the econometric model— 
and only then can we use the model to produce a 
forecast. The forecast can thus be wrong for several 
reasons: 1) we've brought the model the wrong 
input assumptions to start with, 2) the econometric 
equations are only approximations to the truth 
(note that clothing purchases do not amount to 
exactly 6.8% of household income, year in and year 
out), or 3) some combination of these error factors.
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The economist who constructed the model is 
responsible for each of the equations of the model. 
Thus, if I allow the equation C = .068W to appear in 
the model, I am in effect saying “ all I know about 
clothing purchases is that it amounts to 6.8 percent 
of household income.”  Indeed, if I knew of any 
other factors which had a systematic and 
measurable effect on clothing purchases I would 
have included them in a more complicated (and
"The trouble is, econometric 
models are never complete. 
There's always something that 
matters to the determination of 
economic activity, that cannot 
be predicted within the model."
better) equation to predict clothing purchases. To 
maintain this line of argument I am forced to 
interpret the 6.9 percent of income that went for 
clothing purchases in 1972 and the 6.6 percent of 
1974 as random aberrations from normal or 
expected behavior—the minor vagaries of human 
behavior which continually trip up pollsters, 
economists, and any others who are so rash as to 
believe they can forecast socioeconomic events. All 
right, let it be thus.
Now, suppose that I am about to produce a 
forecast, and along with the econometric model 
and all the usual input assumptions about fiscal 
policy and Federal Reserve actions, I also have a 
strong economic sense that next year will be an 
unusually good year for the clothing industry. Not 
because household income is going to be unusually 
high next year, but because I expect households 
will put 7.2 percent of their income into clothing 
purchases next year instead of the usual 6.8 
percent. I have come to this view, let us suppose, 
because I have studied consumer reactions to the 
latest variation in clothing styles and have found an 
unusually strong acceptance of the new styles. I am, 
therefore, quite prepared to believe that clothing 
purchases are about to “ take off,”  that next year's 
data on income and clothing purchases will exhibit 
one of those random aberrations. Shall I be a slave 
to the econometric model, leave the clothing 
equation alone, and produce a forecast which I 
firmly believe is going to be wrong for a unique 
reason which I believe I understand ahead of time? 
I think not; for to behave that way is to say that the 
computer is doing the forecasting and all that is 
required is a trained monkey who knows which 
button to push to start the computer. Even with the
best econometric model I can come up with, I still 
have to exercise the best economic judgment I can 
when I produce a forecast. The forecast must, 
therefore, be considered the joint product of the 
econometric model and the economist using the 
model. Admittedly, a forecast so produced does 
not have the scientific objectivity that attaches to 
the forecast of a missile trajectory. But we 
economists are not forecasting the implications of 
physical laws, we are forecasting the outcomes of 
human interactions. The econometric model is an 
invaluable tool in that forecasting process, but if we 
subordinate our best judgments to that tool, the 
quality of the forecast inevitably suffers. Studies of 
the accuracy of econometric forecasts of the U.S. 
economy have shown quite clearly that forecasts 
which combined the model and the forecaster's 
judgment—i.e., forecasts which tampered
judiciously with the econometric model—were 
generally superior to the purely objective forecasts 
which could have been produced with the model 
alone.
Now in point of fact, econometric forecasts are 
never exactly right. What matters is whether they 
are close enough to being right to have provided 
useful information before the fact. In the case of 
forecasting the national economy, forecasters 
usually judge their accuracy according to how well 
total national output was predicted. Generally,one 
wishes to know whether next year will be a year of 
declining national output (a recession), a year of 
substantial increase in output (a “ boom year” ), or 
something in between.
Having brought you this far, I owe you the facts 
on the accuracy of the forecasts with which I am 
associated as Co-Director of the University of 
Michigan's Research Seminar in Quantitative
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Economics. The record is shown in table 1 for the 
period 1971 through 1977. Total national output is 
measured by the gross national product corrected 
for price changes, the so-called “ real GNP,”  and 
the object is to forecast by how much the real GNP 
will change from one year to the next. For 1971 real
Table 1
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•A ll forecasts made the preceding November or December.
GNP increased by $23.8 billion; in November of 
1970 we forecast an increase of $23.6 billion—an 
uncommonly small error. We continued to do well 
by any reasonable standard of accuracy for the next 
two years. Then came the forecast for 1974, made in 
1973 just a few weeks after the OPEC countries first 
embargoed the flow of oil to the U.S. and other 
Western economies and then quadrupled the price
“ Econometric forecasts are 
never exactly right—what 
matters is whether they are close 
enough to being right to have 
provided useful information 
before the fact.”
of crude oil. We predicted a dramatic slowdown in 
the economy—an increase of only $19.3 billion in 
real GNP after two years of increases of nearly $50 
billion. Things went even worse and real GNP 
actually declined by $18 billion. So—no doubt 
about it—we missed forecasting the recession, but 
at least we knew that the tone of the economy was 
in for a real change in 1974. In 1976 the economy 
came out of the recession sharply with an increase 
in real GNP amounting to $72.6 billion, and we had 
it pegged virtually on the button with a forecast of a 
$70.3 billion increase. At the end of 1976 we 
predicted an increase in real GNP of $55 billion 
during 1977; the actual figure turned out to be $62.6 
billion.
In the event that your appetite for econometric 
forecasts has been whetted, in November of 1977 
we predicted that real GNP would increase by only 
$47.8 billion in 1978. That amounts to a forecast of a 
softening economy in 1978. It's on the record 
waiting to be judged by the facts of the past twelve 
months. □
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AVOIDING COMMON MISTAKES IN TIME MANAGEMENT
Across industries and across job levels many 
executives report a common complaint: there 
simply is not enough time in the day to get things 
done. Reaction to the problem varies. Some 
executives do nothing about it, some work longer 
and harder, some increase the number of tasks they 
delegate, and some do things differently. It is on 
this last group of executives that we will focus. That 
is, we will identify and discuss the things an efficient 
time manager does differently from the average 
“ overworked”  executive in “ springing the time 
trap/' Before we examine solutions, however, it will 
pay to examine the problem. In particular, we want 
to examine time as a resource, how executives 
waste time, and the problems created by “ time 
wasters/'1
’For further reading on this topic, see Adwin Bliss, Getting 
Things Done (New York: Charles Scribner's Sons, 1976); R. 
Alec Mackenzie, The Time Trap (New York: AMACOM, 
1972); and James T. McCay, The Management o f Time 
(Englewood, N.J.: Prentice-Hall, 1959).
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Time as a Resource
Of all the resources managed by the executive, 
time is the most peculiar. It is peculiar because it is 
free. It cannot be stockpiled. Every person has just 
as much of it as the next while everyone needs still 
more. And, finally, it is always available in regular 
amounts.
The last point deserves more comment. Because 
time is regularly available it should be easy to 
manage. Money may be tight, skilled labor 
expensive, and land unavailable, but time is always 
there at a constant rate of availability and cost. Of 
course, the executive cannot really manage time 
it just happens. Nothing he or she does can manage 
or alter the passage of time.
What a manager or executive can do is manage 
himself with respect to time. He or she can work 
more efficiently and avoid wasting what precious 
little time is available. Peter Drucker notes in his 
film, “ Managing Time," that executives really don't 
have eight hours of productive time per day, they 
have only about two. That is, for most executives 
there are really only about two hours per day when 
they work at peak efficiency mentally and physical 
ly. Productivity for the rest of the work day is 
diminished by natural loss of energy and time 
wasters.
How Executives Waste Time
Anything that makes a task take more time than it 
should may be defined as a time waster. For 
example, an executive is planning next year's salary
17
James E. Nelson
budget; the telephone rings, and he needs ten 
minutes to recapture his train of thought when he 
finishes the call. Or, no matter how hard he tries, he 
can't seem to concentrate on the budget because 
he's worried about his secretary's performance 
review, which is scheduled the following morning.
These two examples neatly illustrate the two 
types of time wasters—those imposed by others 
and those created by the executive. Most of us 
would name the externally imposed time wasters as 
most responsible for our own inefficiencies. 
Unnecessary socializing by fellow workers, per 
sonal and telephone interruptions, unnecessary 
questions from subordinates, excessive paperwork, 
too many lengthy meetings and reports, and office 
distractions are frequently named culprits. On the 
other hand, executives are less inclined to identify 
as time wasters such things as their own refusal to 
delegate responsibility, daydreaming, reading and 
meeting unselectively, failing to set priorities and 
plan, and too many commitments to outside 
activities. As should be obvious, all in this last group 
are internally imposed.
Common Time Wasters: How to Avoid 
Them
Following is a discussion of several common "time 
traps. Learn to deal with them. Working without 
clear purposes and goals is the first. To work 
efficiently and effectively, one must identify 
precisely his organizational goals, departmental or 
office goals, and personal goals. These goals must 
coordinate or mesh well with each other. They 
must be regularly reviewed, and they should be 
reviewed in writing. Without this exactness, 
managers tend to spend too much time on 
unimportant activities while crucial activities are 
neglected or receive less time than they deserve.
Misplacing priorities is the second time trap. 
Managers tend to allocate time in amounts 
inversely proportional to the task's importance. 
Easy, short, and fast jobs are completed first while 
the hard, long, and slow jobs are postponed. 
However, for most managers these delayed jobs are 
usually the most important. To help overcome this 
tendency, each night before leaving the office 
make a short list of the things that must be 
completed the next day. Make a second list of the 
things that should get done, and a third list of the 
things that could be done. The next day allocate 
prime working time to the "must do" list, begin 
ning with the most rewarding part of the hardest 
task. When the "must do" tasks are completed, start
on the "should do" list, if time and energy permit. 
The important point is that work time is carefully 
planned and that these plans reflect both 
organizational and personal goals.
Obviously, by becoming more selective, impor 
tant activities will receive more attention. An 
executive or manager should consider how each 
task contributes to both organizational and per 
sonal goals. If it's non-contributory, it should not be 
done. Or, as the next best thing, it should be done 
less often. For example, a burdensome weekly 
report can be turned into a monthly report, or a 
monthly report into a quarterly.
Reluctance to say no is the third time trap. Say it 
politely or say it abruptly, but learn how to say it. Say 
it frequently until the habit is ingrained.
A fourth time trap is communicating poorly. If 
twenty words are used instead of one, time is 
wasted. Long communications tend to be more 
difficult to understand and remember. Co-workers 
will find that less of their time is wasted when they 
know exactly what you mean. Keep com 
munications simple. Draw diagrams instead of 
explaining; write memos instead of letters or 
reports. Return all telephone calls during one or 
two blocks of time, preferably just before lunch or 
quitting time. During these time periods there will 
be less tendency to socialize unnecessarily on the 
telephone.
Inefficient use of free time is the fifth time trap. 
Learn how to make use of time spent waiting for 
appointments. If you anticipate that you'll have to 
wait, take along the latest company report or 
business journal. Also, don't make others wait. 
Arriving for a meeting ten minutes late impresses 
others, not so much with your workload as with 
your lack of concern for their time.
... LearN to say 'Wo!*
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The sixth time trap is not providing time for 
unexpected developments. When planning a 
project, allow an extra day or two. Secretaries can 
get sick, airlines can strike, or any one of an infinite 
number of things can happen to make tight 
deadlines impossible. Plan for the unforeseeable.
A seventh time trap is striving for perfection 
instead o f excellence. Don't polish and repolish 
seven drafts of a report—two should do. Be content 
with the first draft of a memo or letter. The world 
respects prolific people who get things done on 
time; such people don't have time to worry about 
perfection.
Holding unnecessary and lengthy meetings is the 
eighth time trap. Most of us have attended 
meetings that lasted twice as long as they should 
while those attending accomplished only half as 
much as planned. Avoid meetings if possible—both 
calling them and attending them. Discuss projects 
informally, discuss matters by telephone, or send 
memos instead. If meetings must be held, send an 
assistant, or attend only those portions of a meeting 
that relate to your responsibilities. Be sure the 
meeting has an agenda with time allocated to each 
topic. Be sure the agenda is followed and that it has 
both a starting and an ending time clearly shown.
Failure to delegate is another time waster. 
Delegating jobs to others will free your time. Notice 
that there is an important side effect to this: 
subordinates will develop new skills as they 
perform additional tasks. There simply is no 
substitute for effective delegation to encourage 
individual growth and continuity within an 
organization. What managerial tasks can be 
delegated? The best answer is, more than one 
might think. Tasks which have been mastered are 
prime candidates for delegation, as are tasks which
are irrelevant. Care should be taken that interesting 
and not just burdensome types of tasks are 
delegated, so that subordinates undertake new 
responsibilities without resentment.
The tenth time trap is procrastination. Get in the 
habit of doing things immediately. Try answering 
most of today's correspondence on the letters 
themselves, as they are read. Carry a small 
notebook to jot down ideas. Write a memo or 
report right after the information is collected. 
Doing these things will give the feeling of efficient 
time management and save wasteful start-up time.
Failure to read selectively is another time waster. 
Make sure reading material is genuinely related to 
job responsibilities. Speed reading can help, but 
much time can be saved if a report or book is 
skimmed first to determine if it should be read at all.
If office workers regularly recommend materials 
they think are relevant, require that they first 
highlight important passages. Indiscriminate 
reading and routing can be eliminated.
Finally, the last time trap is not knowing when to 
quit. Be alert, and close conversations and meetings 
when effective discussion has ended.
Improved Time Management; Additional 
Tips
The most productive work principle for effective 
time management involves increasing the ability to 
get faster impressions of the decision situation. By 
using this principle, executives will make faster 
decisions—they will work smarter, not harder. Two 
personal characteristics affect the executive's 
ability to act decisively: the degree of ALERTNESS 
and the amount of ENERGY.
Alertness. Many things can be done to increase 
alertness. Perhaps the most important is to 
eliminate preoccupations. Keep a clear desk and a 
quiet and efficient office. Cluttered work areas 
distract, give a feeling of too much to do, and look 
unbusinesslike. Too many stacks of paper on a desk 
bring to mind the saying, "cluttered desk, cluttered 
m ind!"
Do one thing at a time until completion. It's 
impossible to do more, so why try? Two things 
happen when a worker switches from task to task 
without completing one. The chance of preoc 
cupation is increased, as is the time required to 
complete the task. Consider that each time a task is 
begun some start-up time is needed to become 
familiar with the situation. Thus, repeated start-ups 
represent wasted time.
Don't brood over past mistakes, learn from them.
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Nothing increases preoccupation (and decreases 
alertness) more than brooding. Recognize that 
mistakes are a natural consequence of decision 
making, and that they can be constructive. Such an 
outlook will produce a better frame of mind as well 
as save time.
Allow no interruptions during prime working 
time. We said earlier that there are only about two 
hours of peak efficiency time per work day. Guard 
those hours jealously and protect them by allowing 
no interruptions. An employee is responsible both 
to his organization for making good decisions and 
to himself for growing professionally. A constantly 
open door and open telephone line will interfere 
with these responsibilities.
This point often raises considerable discussion 
with executives, a frequent reaction being "I have 
to be available to my employees." Yes, but 
constantly? What would happen if they knew that 
everyday their supervisor was busy between 8:00 
and 10:00 A.M.? At the very worst, a two hour delay 
in making decisions would occur. At the very best, 
the staff might make these decisions themselves. 
There is an assumption involved in a subordinate or 
co-worker interruption; such an interruption infers 
that whatever the supervisor or manager is working 
on is less important than the problem raised. A little 
reflection will show that this assumption is a poor 
one.
Change routines. Try doing one thing differently 
or at a different time of the day. No office (or 
manager, for that matter) is so well organized that 
all activities are done perfectly. Changing routines 
will be more productive if alternative methods of 
performing a task are also considered. If no better 
way of doing a particular activity is found, doing it at 
a different time will at least add some novelty to a 
work schedule.
To improve your skills as an observer, develop 
one recreational interest which stresses observa 
tion. Observing fast and accurately is a skill which 
can be developed like any other skill. Some suitable 
activities are fly tying, hunting, speed-reading, and 
rock collecting. There must be dozens of others. 
The important thing is that the interest or hobby 
actively involve the participant's skills as an 
observer.
Finally, a last practical suggestion to increase 
alertness: eat a light lunch. Heavy lunches increase 
drowsiness. Light lunches can actually increase 
your energy, our next topic, by helping keep you in 
shape.
Increased energy. Decision making requires the 
ability to quickly assess a situation. Increasing your
energy level, both mentally and physically, will 
enhance these skills.
Get in shape. Such advice can never be 
overemphasized. Imagine working wearing a 25 
pound pack, and then consider how it might feel to 
be rid of that "spare tire ." Regular physical exercise 
will help achieve this and give an added sense of 
self-confidence.
Do your own work. Nothing reduces your energy 
more than doing other people's work for them. 
Recognize again that delegation has those 
desirable side effects of freeingtime while allowing 
others to improve professionally.
Do complex tasks in two hour blocks. Allow no 
interruptions during this time and then take a 
break. You'll return refreshed and perhaps with 
some new ideas. Most of us lose our better 
decision-making skills after a two hour period of 
concentrated effort. If the same project must be 
continued after the break, be alert for lapses of 
concentration. What is really being advised here is 
effective time planning. Allocate regular blocks of 
time in quantities adequate for completing a task 
comfortably. Don't postpone an eight hour job 
until the day before the deadline.
Avoid checking on delegated tasks. This 
decreases energy and wastes time. And interrup 
tions waste the others' time, too. Subordinates 
were considered competent when tasks were 
delegated; let them confirm this assumption.
Avoid overcommitting to outside activities. 
Chairing a fund drive for one local charity is an 
honorable and often necessary activity. Chairing 
the same drive the next year and each year 
thereafter is not. Each organization will vary in its 
need to support worthwhile outside activities. As 
an alternative, note that money, supplies, or 
equipment may be donated, instead of time.
Finally, develop a positive attitude. Things go 
much faster when they are enjoyed. Don't be 
preoccupied with the distasteful nature of a 
burdensome task. Assuming that a task cannot be 
delegated, complete it, and then move on to more 
rewarding activities. The knowledge that more 
interesting tasks await will make the job more 
pleasant.
We've seen that there is much managers can do 
to manage themselves more effectively with 
respect to time. All such activities are really just 
ways of increasing your alertness and energy. All 
take self-discipline and all lead to more time for the 
really important things in life. Make sure you don't 
waste it. □
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MONTANA COUNTY 
POPULATION ESTIMATES 
__-------   ,----- 1976 and 1977
C ontinu ing  its work in providing intercensal 
population estimates for Montana's counties, the 
University of Montana Bureau of Business and 
Economic Research has released the latest series of 
estimates for 1976 and 1977. The Bureau began this 
work in 1969, about the same time that the U.S. 
Bureau of Census was establishing its Federal-State 
Cooperative Program for Local Population 
Estimates—a cooperative program between the 
Census Bureau and the individual states for the 
development and regular publication of county 
population estimates for each state for the years 
between the decennial censuses. The Bureau of 
Business and Economic Research was subsequently 
designated by the Governor as the participating 
agency for Montana.
The 1976 and provisional 1977 estimates for 
Montana counties and standard metropolitan 
statistical areas (SMSAs), presented in the accom 
panying tables, are the sixth in the series of official 
estimates released through the program. Earlier 
estimates from the program have been presented 
in prior issues of the Montana Business Quarterly.
These annual estimates are based on estimates 
developed using three different methods. Initially, 
two methods were used—the Regression Method 
and Component Method II, which were tested 
against the 1970 census and selected on the basis of 
the results of those tests. A third estimating 
procedure, the Administrative Records Method, 
was introduced in 1975 and has subsequently been 
tested against several recent special censuses.
(Special censuses have been conducted in seven 
Montana counties since the 1970 census; those 
results were presented last year.) Thus, the final July 
1, 1976, estimates for each county is based on an 
average of the figures derived using the following 
three methods:
1. Regression Method (ratio correlation). In this 
method a multiple regression equation is used to 
relate changes in several different data series to 
change in the population distribution. Using this 
technique, the change in the proportion of the 
state's population in a particular county is 
related to the change in that county's proportion 
of the state total for each of several date series, 
such as births, deaths, and the like. The 
functional relationship thus established
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between population and each of the various 
indicators (births, deaths, etc.) is expressed as an 
equation in which the current data in each series 
are then used to estimate the proprotion of the 
current total state population held by that 
county; the same procedure is followed for each 
of the fifty-six counties. The data series used in 
the Regression Method for Montana are births, 
deaths, elementary school enrollment, and the 
number of automobiles assessed. The prediction 
equation for the 1970s is based on the 
relationship established between population 
and these data indicators during the previous 
decade.
2. Census Bureau’s Component Method II. With 
this procedure, the various components of 
population change are estimated separately and 
then are combined with the base year data to 
generate the estimates of the population in the 
estimate year. The two main components of 
population change are natural increase and net 
migration: this method uses vital statistics (births 
and deaths) to measure the natural increase and 
elementary school enrollment to estimate the 
net migration between the base year and the 
estimate year. The resulting estimates are 
specific to the civilian population under sixty- 
five years of age. Medicare statistics are used as a 
basis for estimating the resident population 
sixty-five years of age and over. To these 
estimates of the civilian resident population are 
added estimates of the resident military popula 
tion, based on military station strength, to derive 
an estimate of total resident population.
3. Administrative Records Method. This newer 
method uses administrative records (in this case.
Federal individual income tax returns) to 
estimate civilian intercounty migration; in 
addition, as in the component method discussed 
above, vital statistics (births and deaths) are used 
to measure natural increase. In estimating 
intercounty migration, tax returns are matched 
by Social Security number in the base year and 
the estimate year to determine the number of 
persons whose county of residence changed 
during the period. A net migration rate is 
derived based on the number of taxpayers 
changing residence, and this rate is then 
assumed to apply to the total population. By 
excluding data relating to persons sixty-five 
years of age and over from the migration 
computations, the resulting population es 
timates are made specific to the civilian popula 
tion under the age of sixty-five. These estimates 
are combined with separate estimates of the 
population aged sixty-five and over, which are 
based on Medicare statistics. Also, as with the 
component method discussed above, estimates 
of resident military population are made based 
on military station strength data.
The resulting estimates for each county are an 
average of the estimates obtained from each of the 
three methods, adjusted to agree with the July 1, 
1976, state total that is prepared independently by 
the Bureau of the Census. These final 1976 
estimates, of course, supersede the provisional 1976 
estimates published in 1977. Also, because of 
revision in the weighting of the estimates obtained 
with the various methods, and because of the 
introduction of the third estimating procedure, the 
current estimates may not be strictly comparable 
with estimates for years prior to 1973.
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Table 1
Estimates of the Population of Montana Counties 













MONTANA 761,000 755,000 694,409
Beaverhead 8,200 8,300 8,187
Big Horn 10,700 10,600 10,057
Blaine 7,000 7,100 6,727
Broadwater 3.100 3.000 2,526
Carbon 8,200 8,100 7,080
Carter 1,800 1,800 1,956
Cascade 84,400 84,000 81,804
Chouteau 6,500 6,300 6.473
Custer 13.100 12,900 12,174
Daniels 3.100 3,100 3.083
Dawson 11,400 11,400 11.269
Deer Lodge 14,300 14,700 15,652
Fallon 4,000 4,000 4,050
Fergus 13.300 13,100 12,6)1
Flathead 46,400 45,900 39,460
6a)latin 38.500 37.600 32,505
Garfield 1,800 1,800 1,796
Glacier 10,900 11,000 10,783
Golden Valley 900 900 931
Granite 2,700 2,700 2,737
Hill 18,300 18,300 17,358
Jefferson 7,100 6,800 5,238
Judith Basin 2,800 2,700 2,667
Lake 17,600 17,500 14,445
Lewis and Clark 39,300 37,900 33,281
Liberty 2,600 2.500 2,359
Lincoln 16,700 16,600 18,063
McCone 2,800 2,800 2.875
Had i son 5,700 5,700 5,014
Heagher 2,200 2,200 2,122
Mineral 3,400 3,500 2,958
Missoula 66,800 66,500 58,263
Husselshel1 4,700 4,400 3,734
Park 12,500 12,300 11.197
Petroleum 700 700 675
Phillips 5,400 5,500 5,386
Pondera 7.400 7.000 6,611
Powder River 2,400 2,500 2,862
Powell 7,400 7,600 6,660
Prairie 1,800 1,800 1,752
Raval) I 19,300 18,800 14,409
Richland 10,200 10,200 9.837
Roosevelt 10,600 10.500 10,365
Rosebud 10,500 9,900 6.032
Sanders 8,400 8,100 7,093
Sheridan 5,200 5,500 5,779
Silver Bow 40,200 41.600 41,981
Stillwater 5.300 5.300 4.632
Sweetgrass 3,100 3,100 2,980
Teton 6.500 6,300 6,116
Toole 5,500 5,400 5,839
Treasure 1,300 1,200 1,069
12,600 13,200 11,471
Wheatland 2,400 2,500 2,529Wibaux 1,500 1,500 1,465Yellowstone 100,700 99,400 87.367
Yellowstone National Park 100 100 64
Population Change Components of Change, 1970-1977*
1970-■1977 Net Mlgratlon
Number P e r c e n t Births Deaths Number P e r c e n t
67,000 9 . 6 88,000 49,000 27,000 3 . 9
(z) - 0 . 2 900 700 -200 - 2 . 9
600 e . i 1,700 700 -400 - 3 . 6
300 4 . 4 900 600 -100 - . 8
600 2 1 . B 300 200 400 1 8 .9
1,100 1 6 .7 700 700 1,100 1 6 .9
-200 - 9 . 2 200 200 -200 - 1 1 . 2
2,600 3 . 2 11,100 4,800 -3,700 - 4 . 5
(Z) - 0 . 1 600 400 -200 - 3 . 2
900 7 . 4 1,500 1,000 400 3 . 6
(z) 0 . 4 300 300 -100 - 1 . 7
100 1 . 1 1,400 600 -700 - 6 . 3
-1,400 - 8 . 9 1,600 1,200 -1,800 - 1 1 . 7
(Z) - 0 . 2 500 200 -300 - 6 . 7
700 6 . 3 1,300 1,100 500 4 . 3
6,900 1 7 .5 4,800 2,800 5,000 1 2 .6
6,000 1 8 .4 3,900 1,700 3,700 1 1 .5
(Z) - 0 . 3 200 100 -100 - 6 . 5
100 1 . 3 1,800 800 -800 - 7 . 7
(Z) - 0 . 6 100 100 (Z) - 3 . 6
(z) - 1 . 2 300 200 -100 - 5 * 3
900 2,300 1,100 -400 - 2 . 1
1.900 3 5 .7 600 400 1,600 3 0 .6
200 6 . 0 200 200 100 3 . 5
3,100 2 1 .6 2,000 1,300 2,400 1 6 .5
6,000 1 8 .1 4,200 2,400 4,200 1 2 .7
300 1 1 .9 300 200 200 8 . 0
-1,400 - 7 . 7 2,300 900 -2,800 - 1 5 . 7
-100 - 3 . 8 400 200 -300 - 1 0 . 1
600 1 2 .7 500 500 600 1 2 .2
100 3 . 6 300 200 (z) . 4
400 1 4 .5 400 200 200 5 . 4
8,500 1 4 .7 7,600 3.300 4,300 7 . 3
900 2 5 .0 500 400 800 2 2 .6
1.300 1 1 .6 1,200 1,100 1,100 1 0 .1
(Z) - 3 . 4 100 (Z) -100 - 9 . 2
(Z) - 0.1 600 400 -200 - 3 . 6
8 0 0 1 2 .2 800 500 500 7 . 5
-500 - 1 7 . 4 300 100 -700 - 2 4 . 6
8 0 0 1 1 .8 800 500 500 7 . 6
100 6 . 1 200 200 (Z) 1 . 6
4,900 3 4 .2 1,600 1.300 4,600 3 8 .2
400 3 . 6 1,400 700 -300 - 3 . 0
200 2 . 3 1,600 900 -500 - 4 . 7
4,500 7 4 .1 1,400 500 3,600 6 9 .8
1,400 1 9 .1 900 600 1,100 1 6 .0
-600 - 9 . 9 500 400 -600 - 1 1 . 2
-1.800 - 4 . 3 4,900 3,900 -2,800 - 6 . 7
700 1 4 .5 500 400 600 1 2 .5
100 4 . 3 300 300 100 3 . 6
400 6 . 6 700 500 200 3 . 7
-300 - 6 . 1 700 400 -500 - 9 . 1
200 1 9 .6 200 100 100 1 1 .4
1,100 9 . 8 1,700 800 200 2 . 0
-100 - 4 . 3 300 200 -200 - 6 . 3
(Z) - 0 . 8 200 100 -too - 3 . 8
13,400 1 5 .3 11,700 5,100 6 ,8 0 0 7 . 8(z) 1 0 .9 (z) (Z) (Z) 1 0 .9
f0t?K- *** **** county estimates have been rounded to the nearest hundred without being adjusted to the state total which was Independently rounded 
o t e nearest thousand. The percentages, however, are based on the unrounded numbers.
2 denotes less than 50 persons or less than 0.05 percent.
Births and deaths are based on reported vital statistics from April I, 1970, to Oecember 31, 1976, with extrapolations to June 30, 1977. Net 
m 9r*tion 1* the difference between net population change and natural Increase (excess of births over deaths); a negative figure denotes net outmigration.








Estimates of the Population of Montana Metropolitan Areas 
and Their Component Counties 
July 1, 1976 and July 1,1977
S tef: °M i in9S SMSA iS coextensive with Yellowstone County; Great Falls SMSA is coextensive with Cascade County. 
The SMSA and county estimates have been rounded to the nearest hundred; the percentages, however, are based on the 
unrounded numbers.
SMSA denotes standard metropolitan statistical area, as defined and designated by the U.S. Bureau of the Census.
aB!rths and deaths are based on reported vital statistics from April 1, 1970, to December 31, 1976 with 
extrapolations to June 30, 1977. Net migration Is the difference between net population change and natural 
increase (excess of births over deaths); a negative figure denotes net outmigration.
The provisional July 1, 1977, estimates for the 
counties were developed by adding the change 
between the 1976 and preliminary 1977 Compo 
nent Method II estimates to the 1976 estimates; 
these provisional estimates were then adjusted to 
the provisional 1977 state estimate prepared by the 
Census Bureau.
The net migration estimates for the counties, 
which were begun with the 1974 report, are based 
on estimates of population change and natural 
increase between 1970 and 1977. Net inmigration is 
indicated when the population increase exceeds 
the natural increase, and net outmigration (shown 
as a negative figure) is indicated when the 
population has declined or the population increase 
is less than the natural increase.
It should be emphasized that the 1976 and 1977 
population figures and the net migration figures 
are estimates and should not be viewed with the 
same confidence as the decennial or special census 
counts. The population estimates are an average of 
three figures, as noted above, and are controlled to 
an independently derived state estimate (which, in 
Montana's case, has historically tended to be 
somewhat high). The net migration estimates, in 
turn, are based on these county estimates and on 
estimates of total natural increase, during the 
period from April 1,1970, to July 1,1977. Thus, while 
they may be compared with census figures, they are 
not as accurate as actual census counts.
In addition to these estimates available for all the 
counties, we also have post-1970 counts for seven 
Montana counties.1 Special censuses were con 
ducted by the Bureau of the Census in 1975 and 
1976; these censuses were conducted in the same 
way as the decennial census is conducted, and the 
resulting population figures, therefore, are actual 
counts. (The special census counts for the seven 
counties and their respective incorporated places 
were presented in the population article in the 
Summer 1977 Quarterly.) These special census 
counts were taken into consideration by the 
Census Bureau infinalizingthe July 1,1975,and July 
1,1976, population estimates for the seven coun 
ties.
The state and county estimates shown in tables 1 
and 2 will be published in the Census Bureau 
report, "Estimates of the Population of Montana 
Counties and Metropolitan Areas: July 1, 1976 and 
1977," Current Population Reports, Series P-26, No. 
77-26. Copies of this report and subsequent reports 
may be obtained from the Bureau of Business and 
Economic Research, which maintains a mailing list 
for individuals and organizations who wish to 
receive the population estimates as they are 
published. Also, the first four reports in the series 
are still available, and we will be glad to provide 
copies upon request, as our supply lasts. 0
’Big Horn, Custer, Golden Valley, Petroleum, Rosebud, 
Treasure, and Wibaux counties.
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Resident Population 
July I,
1977 April I, Population Change Components of Change, 1970-1977*
(Provl- July 1, 1970 1970-1977 Net Migration
signal,) 1976 (Census) Number Percent Births Deaths Number Percent
100.700 99,*»00 87,367 13,400 15.3 11,700 5,100 6,800 7.6
100.700 99,400 87,367 13,400 15.3 11,700 5,100 6,800 7.8
84.400 84,000 81,804 2,600 3.2 11,100 4,800 -3,700 -4.5
84.400 84,000 81,804 2,600 3.2 11,100 4,800 -3,700 -4.5
185,100 183,400 169,171 16,000 9.4 22,700 9,900 3,100 1.8
575,900 571,800 525,238 50,600 9.6 65,500 38,700 23,900 4.5
“Claiming Shacks” and Lumber Yards: 
Symbols of Montana’s Homesteading Boom
WILLIAM FARR
From 1900 to 1925, homesteaders came streaming 
into Montana along the roadbeds of the three 
transcontinental railroads that crossed the Great 
Plains. Once deposited in small, out-of-the-way 
junction points, these homesteaders,over 90,000 of 
them, fanned out and began the task of filling the 
awesome stretches of empty land that was eastern 
| Montana.
The Montana frontier was very late in com- 
r  parison with that of other western states. Montana 
I  was a “ last frontier,”  and, as such, developed a 
[ character that was distinctly modern. The presence 
I  of both the railroads and the automobile altered 
I  the character of the homesteading experience in
Montana, making it an experience closer to our era 
than to the preindustrial years of the late 
nineteenth century.
From the outset, the automobile allowed the 
homesteader to take advantage of the relaxed 
residency requirements of the Three-Year 
Homestead Act of 1912. Those claiming 
homesteads under the law had to reside on their 
property for only a few months per year. For the 
first time, the prospective farmer would be a part- 
time agriculturalist, commuting back and forth 
from the “ place”  to town, working for wages 
during bad weather and the long winters. Whether 
in Havre, Big Sandy, or Plentywood, commuters
25
Moving a claim shack, eastern Montana, 1912. Photo courtesy of the Buller Collection, Frontier Gateway Museum, Glendive, 
Montana. Previous page, manager Amund Johnson, in front of the Kulaas Lumber Yard, Outlook, Montana, 1915. This photo' 
originally appeared in Magnus Aasheim, ed., Sheridan's Daybreak (Great Falls, 1970).
subsidized their farming enteprises with jobs in 
town. Transportation was the key.
Another feature of the Homestead Act was that 
to “ prove up”  a claim (gain clear title to the land) 
only crude dwellings had to be built. Shelter was an 
immediate concern to anyone homesteading on 
the Great Plains. It was not easy to build homes in a 
region where, according to one homesteader, 
“ there wasn't as much as a post to tie a horse to.”  
Other earlier homesteading frontiers in Colorado, 
Nebraska, and the Dakotas had seen the develop 
ment of dugouts, rock houses, cottonwood shacks, 
and, most commonly, sod houses. But, interesting 
ly, Montana's situation was different.
The earlier arrival of railroads in the state made 
lumber yards an important part of early 
homesteader towns. Often one of the first 
businesses established, these lumber companies 
relied on the railroads to bring them lumber and 
other building supplies from Libby or Somers or a 
dozen other mill towns in western Montana. 
Eastern Montana's homesteaders did not have to 
improvise shelter. Lumber, a scarce commodity 
earlier, was readily available.
Families built shacks of green lumber and 
tarpaper to live in while “ proving up”  their claims. 
These one-room boxes were easier to build than 
sod houses, and were cleaner, too. They were also 
less time-consuming to build; with so much to do 
to get the land plowed and a crop in, particularly
during the first year, the availability of lumber for 
these shacks was critical to survival.
The “ claiming shack”  of lumber, with its wood 
floor and perhaps some windows, was only a 
temporary shelter. Whether settlers stayed or left, 
whether they succeeded or failed, the shack was 
but a first step in homesteading, and not expensive 
in time or money. Successful homesteaders later 
built larger, two-story “ Wisconsin”  frame homes, 
with porches and chimneys. But if the land chosen 
for homesteading did not prove fertile, and families 
had to move on, the cut-lumber shack was a small 
investment to lose, and even it could be sold or 
moved with a team of horses.
Consequently, eastern Montana's plains 
sprouted these green lumber shacks, and, in 
conjunction with false-front towns, boardwalks, 
and, eventually, “ civilized”  homes arranged in 
rows, the lumber business prospered. Stone or 
brick was used for schools or churches, once a town 
was established. But during the homesteading years 
of “ boom and bust,”  the availability of lumber was 
an advantage. This ensured the lumber business its 
own characteristic place in the history of Montana's 
homesteading frontier. □
William Farr is Associate Professor of History, University of 
Montana, Missoula. Dr. Farr has compiled an extensive 
collection of photographs of the Montana frontier, many of 
which were recently included in a book co-authored by 
historian K. Ross Toole, Montana: Images o f the Past (Boulder, 
Colorado: Pruett Publishing Company, 1978).
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