The problem of estimating the squared modulus of the mutual intensity (or complex coherence factor) from high light-level intensity measurements is addressed for the situation when the uctuations of the complex-valued amplitude are governed by circular-Gaussian statistics and the light level is high enough that all non-classical uctuations of the measurements can be ignored. A lower bound on the variance of any unbiased estimator is presented, and this bound is compared with the variance of Ebstein's polynomial estimators 1] along with the variance of the maximum-likelihood estimator.
Introduction
Intensity interferometry 2,3] and laser correlography 4{8] are techniques for measuring the modulus or squared modulus of the far-eld mutual intensity of a spatially incoherent source. For both techniques, far-eld intensities are detected and processed { phase information is not recorded. Because the far-eld mutual intensity of a spatially incoherent object is proportional to the Fourier transform of the object's intensity distribution 9], far-eld intensity measurements can be used to form an image; however, to do this, a di cult phase-retrieval problem must be solved 7, 8, 10] .
Three factors generally determine the accuracy with which one can estimate the modulus or squared modulus of the mutual intensity. First, there is \classical" or \self" noise that arises due to random uctuations of the detected eld 9, p. 277]. This type of noise is prevalent when few independent realizations of the intensities are available, as occurs when the observation interval is short relative to the coherence time of the source. Second, there is \photon" or \shot" noise that arises when electromagnetic radiation is detected 9, Ch. 9]. This type of noise is often dominant when one is sensing optical radiation from thermal sources. In general, both types of noise a ect the estimation accuracy. Finally, the method used to process the data can also have a profound e ect on the estimation accuracy.
The signal-to-noise ratio (SNR) and variance for estimators of the modulus or squared modulus of the mutual intensity have been derived by others 1, 5, 6, 8, 9] ; however, these analyses have been restricted to speci c processing schemes. Alternative methods for processing the data may produce estimates with higher SNR or lower variance. In this paper, I present a fundamental limit on the accuracy with which the squared modulus of the mutual intensity can be estimated from intensity measurements when classical uctuations of the detected eld are the dominant source of noise. I restrict the analysis to this \high light-level" situation and do not consider the photon or shot noise associated with the detection process.
The paper is organized as follows. In Section 2 the Gaussian-distributed eld (exponentiallydistributed intensity) model is presented for the measured data. In Section 3 the problem of estimating the squared modulus of the complex coherence factor from intensity measurements is formally stated, and in Section 4 the Cramer-Rao lower bound on the estimation accuracy of any unbiased estimator is presented. In Section 5 estimators from a class of polynomial estimators, discussed in detail by S. Ebstein 1] , are examined, and their performances are compared with the lower bound. In Section 6 the maximum-likelihood estimator is discussed, and its performance is also compared with the lower bound. Finally, in Section 7 the results of this study are summarized. 
where I 0 ( ) is the modi ed Bessel function of the rst kind, zero order. Notice that the density does not depend upon the argument of the complex correlation coe cient. Data such as these can arise in a variety of situations. One such situation is described by Goodman 9, 12] in which a rough object is illuminated by a coherent source and amplitude (U 1 and U 2 ) or intensity (I 1 and I 2 ) measurements are made at two far-eld locations. For this situation, I is the eld intensity, ? is the mutual intensity, and is commonly referred to as the complex coherence factor.
Problem Statement
We now consider the problem of estimating the squared modulus = j j 2 of the complex coherence factor from measurements of the instantaneous intensities fI 1k ; I 2k g K k=1 , where k is an index over independent realizations (measurements) of the intensities. In previous analyses of this and related problems, both Goodman 9, p. 277] and Ebstein 1] make the assumption that the intensity I is known. We too make this assumption, which, as noted in Refs. 9] and 1], is justi ed for problems in which many independent measurements are available for the estimation of I. Also, without loss of generality, we can assume that I = 1 so that the joint density function for I 1 
In the remainder of this paper we discuss fundamental limits on the estimation accuracy, as de ned by the variance, of any unbiased estimator of . Additionally, we consider estimators from the class of unbiased estimators recently discussed by S. Ebstein 1] and contrast their variances with the fundamental limit. Finally, the maximum-likelihood estimator is discussed and its variance is also compared with the lower bound.
Cramer-Rao Lower Bound
Detailed discussions of the Cramer-Rao lower bound (CRLB) can be found in a variety of texts on statistical estimation theory 13{16]. Through its use, one can compute a lower bound on the meansquare-error { a measure of estimation accuracy { of any estimator of a scalar or vector parameter.
Here we use the bound to derive a limit on the mean-square-error (or variance) of any unbiased estimator of the squared modulus of the complex coherence factor when intensity measurements fI 1k ; I 2k g K k=1 are made.
Consider an estimator^ that processes the data fI 1k ; I 2k g K k=1 to produce an estimate of .
Denote B(^ ; ) = E ^ ] ? ; (9) as the estimator's bias and
as its mean-square-error. Both B and E 2 are functions of the estimator^ and the underlying parameter . 
is the Fisher information. This is the bound on the estimator variance when one measurement of I 1 and I 2 is used. For K independent measurements, fI 1k ; I 2k g K k=1 , the bound is simply scaled by K ?1 . Therefore, Eq. (11) represents the bound on the normalized variance, where, for K independent measurements, the normalization factor is K. 
Since the data represent K independent measurements, the variance of this estimator is scaled by K ?1 and the normalized variance of the estimator remains the same. When a and d are chosen according to Eqs. (19) and (20), the estimator will be optimal, within the class of unbiased polynomial estimators, for the particular value of used in the equations. For other values of , the estimator will not, in general, be optimal and may perform quite poorly. As an example, consider an estimator designed to be optimal for = 1. This implies that a = ?1=2, 
The variance of this estimator, as a function of j j (or p ) is plotted in Fig. 3 . Here, we see that whereas the estimator has a variance close to the bound for j j near 1, when j j is not near 1 the estimator's variance is much greater than the lower bound. On the other hand, if we select the coe cients so that the estimator is optimal for j j = 0:
then, as is shown in Fig. 4 , when j j is not near 0 the estimator's variance is again much greater than the bound. In Fig. 5 
and where p and p j j denote the probability density functions for and j j, respectively. The coe cients that minimize the average variance can then be shown to be 
As an example, suppose that we wish to minimize the average variance when p j j (x) = When the distribution for j j 2 or j j is not available, we cannot determine the coe cients, a and d, that minimize the average variance over the class of unbiased polynomial estimators. In this case, an alternative criterion might be to select the coe cients for which the maximum variance is minimized. We refer to this as the minimax criterion 17, p. 249] and select the coe cients according to however, the maximizer can be found numerically by any one of a variety of techniques 18, 19] .
The variance and mean of the MLE were evaluated by a Monte-Carlo calculation. With K = 64 samples used to form each estimate, 10; 000 independent experiments were performed and the sample variance and sample mean were computed for each of 50 equally spaced values of j j. The results, with the variance normalized for K = 64, are shown in Fig. 8 . Notice that the MLE appears to violate the CRLB for j j < 0:5, but upon examination of the mean we see that the MLE is biased for j j < 0:5 (or < 0:25), and, therefore, its variance is not required to satisfy the bound.
Summary
A lower bound on the normalized estimator-variance of any unbiased estimator of the squared modulus of the complex coherence factor has been derived and is shown in Fig. 1 . This bound is not derived for a particular estimator and, therefore, represents a fundamental limit on the variance of any unbiased estimator. The estimator variance for estimators from a class of polynomial estimators proposed by Ebstein 1] was contrasted with the bound, and, within this class of estimators, the minimax estimator was also discussed. Finally, the maximum-likelihood estimator was discussed,
and, for a sample size of K = 64, its variance was shown to be optimal over the range for which the estimator bias is zero.
A Derivation of the Minimax Polynomial Estimator
In this section we show that the coe cients for the polynomial estimator that satisfy the minimax 
