ABSTRACT
INTRODUCTION
Numerous studies on the association rules are made [2] , [9] , [11] . However, their uses in practice are difficult and still raises many challenges, especially the exorbitant number of rules learned, and the processing time. Recent studies have also proposed a series of solutions to improve the performance of the mining process [4] , [5] , [7] , [15] , [16] , without eliminating the shortcomings of this method of search data. It became necessary to find adequate techniques and algorithmic solutions to minimize the cost for space and computing time. The Apriori algorithm introduced an approach called "test-and-generate" with pruning. However, this approach suffers from a number of candidates that generates, particularly for relatively small values of support. However, these approaches do not limit the shortcomings of these methods. Given this situation, it became necessary to invest in new methods to faces the following challenges:
We will expose in our present article, the second part of our study (see 3. 2 Step 4) and its experimentation that was performed with the basic Apriori in order to demonstrate relevance and efficiency of the approach that we have considered. Later (continuation of our study) we will present the first part (see 3.2, Steps 2 and 3), we adopt Apriori-Cell.
RELATED WORK
Recent studies have proposed a series of solutions to improve the performance of extraction process of frequent item sets, including cellular automata [10] . Solutions were oriented essentially on the Reduction of I / O and the minimization of the cost of the step of computing the support [9] . Other studies have been based on the discovery of "closed" item sets arising from the theory of formal concepts [11] . Others propose to generate a representative base or generic association rules [14] [16] and used techniques to reduce the number of rules with the use quality measurements [15] , syntactic filtering by constraints [2] .
THE PROPOSED APPROACH
We propose a new approach being located at the junction of two domains that are the Knowledge Discovery from Databases (KDD) on one hand and representation of knowledge from the other. Our approach proceeds in three steps:
1. Extraction of frequent patterns and generating association rules using the algorithm Apriori-Cell which operates on a cell basis;
2. Boolean modelling for association rules;
3. Rules management by the inference engine ICR of the cellular automaton.
A cellular automaton is a grid composed by cells which change states in discreet steps. After each step, the status of each cell is modified as states of its neighbors in the previous step [1] .
Our approach is implemented by two modules:
• The module MAR (Mining Association Rules) ;
• The module ICR (Induction of Cellular Rules).
The dynamics of the cellular automaton. The inference engine of the cellular automaton simulates the basic operating principle of a classical inference engine using two finite layers of finite automata. The first layer CEL Fact/CEL Item for the basic facts/Items and the second layer, CEL Rule/CEL Transaction for the basic Rules/Transactions. Each cell at time t+1 depends only on the status of its neighbors and his own at time t. In each layer, the content of a cell determines if and how it participates in each inference step. At each step, a cell may be active (1) Thus, the cellular automaton will help optimize the representation of extracted knowledge (association rules) by the boolean principle and their management by using its inference engine through the basic functions δfact and δrule which provide the dynamics of cellular automaton (See 4.1).
3.1.The Proposed Algorithm
The process adopted by our system is a succession of four major steps:
Step 1: Selection and data preprocessing;
Step 2: Cellular representation of preprocessed data;
Step 3: Data mining by the cellular automaton using the algorithm Apriori-Cell;
Step 4: Post-processing of results. 
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3.2.Principle of the algorithm Apriori-Cell
This module applies the cellular principle on the basic Apriori algorithm for mining frequent itemsets. It simulates the basic operating of a join engine inspired by Apriori adapted to cellular automaton, on two finite layers of a finite automaton. the first layer CELItems for the items base, and the second layer CELTransactions for the transactions base.
The state of each cell at time t +1 depends only on the state of its neighbors and his own at time t. In each layer, the contents of a cell determines whether and how it participates in each inference step: a cell can be active (1) or passive (0), i.e whether or not participating in the inference.
The principle is simple, we suppose that there are l cells in the layer CELItems, and r cells in the CELTransactions layer. The states of the cells are: EI, II, and SI, respectively ET, IT and ST are the input, the internal state and the output of a cell of CELItems, and respectively a cell of CELTransactions. The internal state II of a cell of CELItems indicates the status of the item: in the case of an item, II = 1 corresponds to a state type support_item ≥ minsupport_fixed. For a cell from CELTransactions, the internal state IT will always be equal to 1 (the transactions are always established).
The join applied by Apriori-Cell. In the first step the join is made between items using the logical AND, line by line, i.e, it fixes line 1 for example, and it'll do its join to the rest of lines. Once completed, it will go to the second line without considering line 1, this time. And this process continues until the join between items become impossible. At the first iteration, the join is made unconditionally, but beyond 2 items, it applies the following rule: for the join of k-items we must have (k-1)-items in antecedent of the rule to be common.
Generation rules.
The module Generate-rules is used for the generation and validation of association rules from the lists of frequent n-itemset extracted by Apriori-Cell. This module allows to minimize the number of reading of the database by using to calculate the confidence of each rule, the data cubes, which help in the positioning of the lists of n-itemsets extracted on three dimensions. A dimension for transactions, another one for the antecedent and the last for the consequent of each rule. Step 4 : post-processing of results (a) Production of induction graph. An algorithm uses as input the association rules {R i }, items of Antecedent i and Consequent i , and it will give on output an induction graph, with a summit S p and a node p on which we make a test with possible results binary or with multiple values.
(b) Generation of boolean rules from the induction graph. Induction graph is read to generate boolean rules in the following form: 
ILLUSTRATIVE EXAMPLE OF THE REPRESENTATION OF RULES BY CELLULAR AUTOMATA
We suppose have obtained the following two rules of association with genes aceA-2, pstS-3, argC and phhB, using the Apriori-Cell algorithm: and that these two rules have generated the following boolean rules from the induction graph :
These rules will be represented (step 4, b) in layers CELFacts, CELRules, input matrix (R E ) and output matrix (R S ).
Step 3 : Data mining by the cellular automaton
From the sample test data base (see 5. Table1 ), we proceed to data mining by Apriori-Cell. We suppose have obtained two association rules with the following genes: aceA-2, pstS-3, argC and phhB.
Step 4 
Simulation of The Cellular Inference Engine
The cellular automaton simulates the operating of an inference engine by using the transition functions previously mentioned, δ fact and δ rule . 
S 2
We show that simulation starting from CELFacts and CELRules of the example shown previously (Figure 3 ) by considering that G 0 is the initial configuration of the cellular automaton, and ∆ = δrule ο δfact the global transition function: ∆ (G 0 ) = G 1 .
The cellular automaton change state from to the state with if and
After application of the law of global transition ∆ we obtain the configurations G 1 , G 2 and finally G 3 .
1. G 0 is the initial configuration of the cellular automaton Final configuration G 3 obtained after four iterations.
EXPERIMENTATION
To examine the effectiveness in practice of our system, we have implemented the engine, and we conducted experimental tests on a machine (Intel Celeron 540 CPU frequency 186 GHz, 512 MB RAM) with a sample test data base (Table 1) representing the genomic sequences mycobacterium tuberculosis) with the first 12 genes of each strain, and the assumption that these genes are sufficiently distinctive and representative of each strain taken separately. 
5.2.Discuss of The Results
Processing time. We observe that the Apriori algorithm takes an important part in execution time of the system in whole, ie in its most important phases as the generation of association rules by Apriori and the generation of boolean rules. Storage space. We find that cell representation is more interesting, and it will be much most prominently with a more substantial sample. 
Strain Genes
CONCLUSION
After describing the disadvantages of rule-based methods in data mining, we have proposed an extraction rules guided by a Boolean modeling based on the Boolean principle of cellular automata in order to have a base rules optimized and reduced processing time enough, and thus make a contribution to the construction of knowledge-based systems by adopting a new cellular technic Thus, the advantages of our method based on the cellular automaton can be summarized as follows:
• Simple and minimal preprocessing of association rules base, for its transformation into binary matrix according to the principle of cell layers,
• Ease of implementation functions δfact and δrule that are low complexity and well adapted to situations with many attributes of rules.
