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Abstract
On the space, A of Laurent polynomials we consider a linear functional L which is positive denite on (0;1)
and is dened in terms of a given bisequence, fckg1k=−1. For each ! > 0, we dene a sequence fNn(z; !)g1n=0 of
rational functions in terms of two sequences of orthogonal Laurent polynomials, fQn(z)g1n=0 and fQ^n(z)g1n=0, which
span A in the order f1; z−1; z; z−2; z2; : : :g and f1; z; z−1; z2; z−2; : : :g, respectively. It is shown that the numerators and
denominators of each Nn(z; !) are linear combinations of the canonical numerators and denominators of a modied PC-
fraction. Consequently, fN2n(z; !)g1n=0 and fN2n+1(z; !)g1n=0 converge uniformly on compact subsets of C{f0g to analytic
functions and hence lead to additional solutions to the strong Stieltjes moment problem. c© 1999 Elsevier Science B.V.
All rights reserved.
Keywords: Orthogonal; Para-orthogonal; Laurent polynomial; Stieltjes; Moment problem; Continued fraction;
PC-fraction; T-fraction; M-fraction
1. Introduction
If k and m are integers with k6m; then a function of the form g(z)=
Pm
j=k ajz
j; where aj 2R, is
called a Laurent polynomial (L-polynomial). The set, , of all L-polynomials is a linear space over R
under the operations of addition and scalar multiplication. Two natural bases for 
are f1; z−1; z; z−2; z2; : : :g and f1; z; z−1; z2; z−2; : : :g. For integers k and l with k6l; we let k;l denote
the subspace of  spanned by fzk ; zk+1; : : : ; zlg.
In the paper [3], a linear functional L which is positive denite on (0;1) is dened on  in
terms of a given bisequence fcng1n=−1 of real numbers. Two sequences of orthogonal L-polynomials,
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fQn(z)g1n=0 and fbQn(z)g1n=0, are constructed which span  in the order f1; z−1; z; z−2; z2; : : :g and
f1; z; z−1; z2; z−2; : : :g; respectively. Associated sequences of L-polynomials, fPn(z)g1n=0 and fbPn(z)g1n=0,
are introduced and a sequence, fMn(z; !)g1n=0, of rational functions is dened by Mn(z; !) := (Pn(z)+
!bPn(z))=(Qn(z) + !bQn(z)) where ! is a xed positive constant. The partial fraction decomposition
and integral representation of Mn(z; !) are given and correspondence of fMn(z; !)g1n=0 is discussed.
The main result of [3] consists of showing that one gets additional solutions to the strong Stieltjes
moment problem IF subsequences of fMn(z; !)g1n=0 converge. In the present paper, we show that
by modifying the L-polynomials in [3], one can use results from [4] to show that, when the strong
Stieltjes moment problem is indeterminate, the even and odd subsequences of the modied version
(2.9) of fMn(z; !)g converge, thus strengthening the result obtained in [3].
Let fcng1n=−1 be a xed bisequence of real numbers. The Hankel determinants associated with
fcng1n=−1 are dened by
H (m)0 := 1 and H
(m)
k :=

cm cm+1 : : : cm+k−1
cm+1 cm+2 : : : cm+k
...
...
. . .
...
cm+k−1 cm+k : : : cm+2k−2
 (1.1)
for m= 0 1;2; : : : ; k = 1; 2; : : : :
Dene a strong moment functional L :! R by
L(zn) := (−1)ncn; n= 0;1;2; : : : : (1.2)
A linear functional L is said to be positive denite on ER if for each R(z)2 such that R(z) 6 0
and R(z)>0 on E we have L[R(z)]> 0. It is well known [5] that if
(−1)nH (−n)n > 0 and H (−n)n+1 > 0 for n= 0; 1; 2; : : : ; (1.3)
then L is positive denite on (0;1). Conversely, it is shown in [8, 2] that if L is positive denite
on (0;1), then
(−1)(k+1)sH (−2n+s)k+1 > 0 for s2Z; n= 0; 1; 2; : : : ; k = 0; 1; : : : ; 2n: (1.4)
Notice that (1.3) is subsumed under (1.4). Hence we have the following well-known result.
Theorem 1.1. L is positive denite on (0;1) i (1:3) holds.
Throughout [3] and throughout the present paper it is assumed that L is positive denite on
(0;1):
In [3], sequences fQn(z)g1n=0 and fbQn(z)g1n=0 are obtained by applying Gram{Schmidt to f1; z−1; z;
z−2; z2; : : :g and to f1; z; z−1; z2; z−2; : : :g; respectively. These sequences are given by
Q0(z) := 1; (1.5a)
Q2n(z) =
(−1)n
H (−2n+1)2n

c−2n    c−1 (−z)−n
...
...
...
c0    c2n−1 (−z)n
 ; (1.5b)
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Q2n+1(z) =
(−1)n
H (−2n)2n+1

c−2n−1    c−1 (−z)−n−1
...
...
...
c0    c2n (−z)n
 ; (1.5c)
bQ0(z) := 1; (1.5d)
bQ2n(z) = (−1)n
H (−2n+1)2n

c−2n+1    c0 (−z)−n
...
...
...
c1    c2n (−z)n
 ; (1.5e)
bQ2n+1(z) = (−1)n
H (−2n)2n+1

c−2n    c0 (−z)−n
...
...
...
c1    c2n+1 (−z)n+1
 : (1.5f)
It is shown in [3] that fQn(z)g1n=0 and fbQn(z)g1n=0 have the following orthogonality properties:
L[zmQ2n(z)] =
8<: 0; −n6m6n− 1;H (−2n)2n+1 =H (−2n+1)2n > 0; m= n; (1.6a)
L[zmQ2n+1(z)] =
8>>><>>>:
0; −n6m6n;
H (−2n−2)2n+2 =H
(−2n)
2n+1 > 0; m=−n− 1;
−H (−2n−1)2n+2 =H (−2n)2n+1 < 0; m= n+ 1;
(1.6b)
L[zm bQ2n(z)] =
8<: 0; −n+ 16m6n;H (−2n)2n+1 =H (−2n+1)2n > 0; m=−n; (1.6c)
L[zm bQ2n+1(z)] =
8>>><>>>:
0; −n6m6n;
−H (−2n)2n+2 =H (−2n)2n+1 < 0; m= n+ 1;
H (−2n−1)2n+2 =H
(−2n)
2n+1 > 0; m=−n− 1:
(1.6d)
In addition, writing
Q2n(z) =
nX
k=−n
q2n; kzk and Q2n+1(z) =
nX
k=−n−1
q2n+1; k zk ; (1.7a)
we have
q2n;−n = 1; q2n;n = H
(−2n)
2n =H
(−2n+1)
2n > 0;
q2n+1;−n−1 = 1; q2n+1; n =−H (−2n−1)2n+1 =H (−2n)2n+1 > 0: (1.7b)
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Similarly, by writing
bQ2n(z) = nX
k=−n
q^2n; kz
k and bQ2n+1(z) = n+1X
k=−n
q^2n+1; k z
k ; (1.7c)
we have
q^2n;n = 1; q^2n;−n = H
(−2n+2)
2n =H
(−2n+1)
2n > 0;
q^2n+1; n+1 =−1; q^2n+1;−n = H (−2n+1)2n+1 =H (−2n)2n+1 > 0: (1.7d)
2. Para-orthogonal L-polynomial sequences (POLPS)
The authors of [2, 3] work with the sequence fBn(z; !)g1n=0 where Bn(z; !) :=Qn(z)+!bQn(z) and
where ! is a xed positive number. In the present paper we work with a sequence fDn(z; !)g1n=0
which is dened in (2:3) below and is a modied version of fBn(z; !)g1n=0. In this section we derive
theorems for fDn(z; !)g1n=0 which are similar to those found in [2, 3] for fBn(z; !)g1n=0.
Dene
e1 :=
1
F1
; e2n−1 :=
Qn−1
k=1 F2kQn
k=1 F2k−1
; e2n :=
Qn
k=1 F2k−1Qn
k=1 F2k
;
1 :=
1
jU1j ; 2n−1 :=
Qn−1
k=1 U2kQn
k=1 jU2k−1j
; 2n :=
Qn
k=1 jU2k−1jQn
k=1U2k
;
where
F1 := − H (−1)1 > 0; Fn := −
H (−n+3)n−2 H
(−n)
n
H (−n+2)n−1 H
(−n+1)
n−1
> 0; n= 2; 3; : : : ;
U1 :=H
(1)
1 < 0; Un := −
H (−n+3)n−2 H
(−n+2)
n
H (−n+2)n−1 H
(−n+3)
n−1
> 0; n= 2; 3; : : : :
Clearly 
nY
k=1
ek
!
> 0 and
 
nY
k=1
k
!
> 0; n= 1; 2; : : : : (2.1)
Fix a real number ! satisfying
!> 0; ! 6=
Q2n+1
k=1 ek

H (−2n−2)2n+2Q2n+1
k=1 k

H (−2n−1)2n+2
; ! 6=
Q2n+1
k=1 ek

H (−2n−1)2n+2Q2n+1
k=1 k

H (−2n)2n+2
; n= 0; 1; : : : : (2.2)
Dene the sequence fDn(z; !)g1n=0 by
D0(z; !) := 1 + !; (2.3a)
Dn(z; !) :=
 
nY
k=1
ek
!
Qn(z) + (−1)n!
 
nY
k=1
k
! bQn(z); n= 1; 2; : : : : (2.3b)
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Writing
D2n(z; !) =
nX
k=−n
d2n; k(!)zk and D2n+1(z; !) =
n+1X
k=−n−1
d2n+1; k(!)zk ; (2.4a)
we have
d2n;−n(!) :=
2nY
j=1
ej + !
0@ 2nY
j=1
j
1A H (−2n+2)2n
H (−2n+1)2n
> 0; (2.4b)
d2n;n(!) :=
0@ 2nY
j=1
ej
1A H (−2n)2n
H (−2n+1)2n
+ !
0@ 2nY
j=1
j
1A> 0; (2.4c)
d2n+1;−n−1(!) :=
2n+1Y
j=1
ej > 0 and d2n+1; n+1(!) :=!
2n+1Y
j=1
j > 0: (2.4d)
Theorem 2.1. The sequence fDn(z; !)g1n=0 satises the following orthogonality conditions.
(A) D0(z; !)20;0, D2n 2−n;n and D2n+1 2−n−1; n+1:
(B) L[zmD2n(z; !)] = 0 for −n+ 16m6n− 1 and L[zmD2n+1(z; !)] = 0 for −n6m  n:
(C) L[zmD2n(z; !)] 6= 0 for m = −n and m = n and L[zmD2n+1(z; !)] 6= 0 for m = −n − 1 and
m= n+ 1.
A sequence satisfying these conditions is called a para-orthogonal Laurent polynomial sequence
(POLPS).
Proof. From (2:1){(2:3), (1:6) and (1.4) we have
L[zmD2n(z; !)] =
8>>>>>>>>>><>>>>>>>>>>:
0; −n+ 16m6n− 1;
!
0@ 2nY
j=1
j
1A H (−2n)2n+1
H (−2n+1)2n
> 0; m=−n;
0@ 2nY
j=1
ej
1A H (−2n)2n+1
H (−2n+1)2n
> 0; m= n;
and
L[zmD2n+1(z; !)]
=
8>>>>>>>>>><>>>>>>>>>>:
0; −n6m6n;0@ 2n+1Y
j=1
ej
1A H (−2n−2)2n+2
H (−2n)2n+1
− !
0@ 2n+1Y
j=1
j
1A H (−2n−1)2n+2
H (−2n)2n+1
6= 0; m=−n− 1;
0@ 2n+1Y
j=1
ej
1A −H (−2n−1)2n+2
H (−2n)2n+1
!
− !
0@ 2n+1Y
j=1
j
1A −H (−2n)2n+2
H (−2n)2n+1
!
6= 0; m= n+ 1:
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Theorem 2.2. Let L be positive denite on (0;1) and let fDn(z; !)g1n=0 be the corresponding
POLPS dened in (2:3). Then D2n(z; !) has 2n zeros all of which are simple and positive and
D2n+1(z; !) has 2n+ 2 zeros all of which are simple and positive.
Proof. Since !> 0, D0(z; !) = 1+! has no zeros. Note that for n=1; 2; : : : ; limz!0+Dn(z; !) =1
and L[z0Dn(z; !)] = 0: Thus, since L is positive denite on (0;1), Dn(z; !) has at least one
zero of odd multiplicity on (0;1): Let zn;1(!); zn;2(!); : : : ; zn; n(!) be the distinct zeros of odd
multiplicity of Dn(z; !) on (0;1): For  = 0; 1; dene T2n+(z; !) := z−n+1−Q2n+j=1 (z − z2n+; j(!)):
Then S2n+(z; !) :=T2n+(z; !)D2n+(z; !) = (d2n+; n+(!)K2n+(z; !))=z2n+2−1 where K2n+(z; !) is a
monic polynomial with no zeros of odd multiplicity in the interval (0;1): Hence S2n+(z; !)>0 for
all z 2 (0;1) and since L is positive denite on (0;1) we have
L[S2n+(z; !)] =L[T2n+(z; !)D2n+(z; !)]> 0:
Writing T2n+(z; !)=
P2n+−n+1−
j=−n+1− aj(!)z
j; and using Theorem 2.1 together with the fact that L[T2n+
(z; !) D2n+(z; !)] 6= 0 we see that 2n+ − n + 1 − >n + : That is, 2n+>2n + 2 − 1: But
D2n+(z; !) has at most 2n+2 distinct zeros and so 2n+=2n+2−1 or 2n+=2n+2: Suppose
2n+=2n+2− 1 so that z2n+;1(!); z2n+;2(!); : : : ; z2n+;2n+2−1(!) denote the distinct zeros of odd
multiplicity of D2n+(z; !) on (0;1): Let z2n+;2n+2(!) denote the remaining zero. Then since
D2n+(z; !)
=
d2n+; n+(!)(z − z2n+;1(!))(z − z2n+;2(!))    (z − z2n+;2n+2−1(!))(z − z2n+;2n+2(!))
z2n+
;
we have
d2n+;−n−(!) = d2n+; n+(!)(−z2n+;1(!))(−z2n+;2(!))    (−z2n+;2n+2(!));
and so
z2n+;2n+2(!) =
d2n+;−n−(!)
d2n+; n+(!)(z2n+;1(!))(z2n+;2(!))    (z2n+;2n+2−1(!))> 0:
Thus for  = 0; 1; D2n+(z; !) has 2n+ 2 simple positive zeros.
Theorem 2.3 (L-Gaussian quadrature). Let n represent the number of zeros of Dn(z; !): If we let
zn;1(!); zn;2(!); : : : ; zn;n(!) denote the zeros of Dn(z; !) then there exists a quadrature formula
L[R(z)] =
nX
j=1
En;j(!)R(zn; j(!)) (2.5)
with positive weights En;1(!); En;2(!); : : : ; En;n(!) which is valid for L-polynomials R(z)2−n+1;n−1.
Moreover; 0<
Pn
j=1 En;j(!) = c0.
Proof. In [12], it is shown that para-orthogonal Laurent polynomials as dened in [2, 3] and in
Theorem 2.1 of the present paper are pseudo-orthogonal Laurent polynomials as dened in [10{
12]. More specically, in [12] it is shown that for  = 0; 1; D2n+(z; !) is a left pseudo-orthogonal
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L-polynomial of order 2(n + ) and thus since !> 0 there exist positive constants E2n+;1(!);
E2n+;2(!); : : : ; E2n+;2(n+)(!), so that the quadrature formula
L[R(z)] =
2(n+)X
j=1
E2n+; j(!)R(z2n+; j(!))
is valid for L-polynomials R(z)2−(2(n+)−1);2(n+)−1. Eq. (2.5) now follows from Theorem 2.2. The
fact that c0 =L[1] =
Pn
j=1 En;j(!)> 0 follows from (1.2) and (2.5).
Let Lt denote the linear functional L operating as a function of t. Construct three sequences
fPn(z)g1n=1, fbPn(z)g1n=1 and fCn(z; !)g1n=1 of L-polynomials by
Pn(z) :=Lt

z
z − t (Qn(z)− Qn(t))

; n= 1; 2; : : : ; (2.6)
bPn(z) :=Lt  zz − t (bQn(z)− bQn(t))

; n= 1; 2; : : : ; (2.7)
and
Cn(z; !) :=
 
nY
k=1
ek
!
Pn(z) + (−1)n!
 
nY
k=1
k
! bPn(z); n= 1; 2; : : : : (2.8)
Dene a sequence fNn(z; !)g1n=1 of rational functions by
Nn(z; !) :=
Cn(z; !)
Dn(z; !)
=
(Qn
k=1 ek

Pn(z) + (−1)n!
(Qn
k=1 k
 bPn(z)(Qn
k=1 ek

Qn(z) + (−1)n!
(Qn
k=1 k
 bQn(z) ; n= 1; 2; : : : : (2.9)
Fix n>1. Arrange the zeros, zn; j(!), of Dn(z; !) so that 0<zn;1(!)<   <zn;n(!) and dene the
step function  n(t; !) on [0;1) by
 n(t; !) :=
8>>>>>>>><>>>>>>>>:
0; 06t6zn;1(!);
kX
j=1
En;j(!); zn; k(!)<t6zn; k+1(!); 16k6n;
nX
j=1
En;j(!) = c0; zn;n(!)<t<1;
(2.10)
where n and En;j(!) are as in Theorem 2.3.
Remark. The proofs of the properties of fNn(z; !)g which are contained in the following three
theorems (Theorems 2.4, 2.5 and 3.1) are suciently similar to the proofs of the analogous properties
of fMn(z; !)g in [3] and hence are omitted.
Theorem 2.4. For z 2C− [0;1); Nn(z; !) has the partial fraction decomposition
Nn(z; !) =
nX
j=1
En;j(!)
z
z − zn; j(!) (2.11a)
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and the integral representation
Nn(z; !) =
Z 1
0
z
z − t d n(t; !): (2.11b)
Theorem 2.5. For each integer n>0; the rational function Nn(z; !) is holomorphic at z = 0 and
z =1 and fNn(z; !)g1n=1 corresponds to the pair (L0; L1) of formal Laurent series
L0(z) :=
1X
k=1
(−1)k+1c−kzk and L1(z) :=
1X
k=0
(−1)kckz−k (2.12)
in the sense that for  = 0; 1
0(N2n+(z; !)) =
n+−1X
k=1
(−1)k+1c−kzk +O(zn+) (2.13a)
and
1(N2n+(z; !)) =
n+−1X
k=0
(−1)kckz−k +O
 
1
z
n+!
; (2.13b)
where 0(N2n+(z; !)) [1(N2n+(z; !))] denotes the convergent Taylor [Laurent] series of N2n+
about z= 0 [z=1]. By O(zr) we mean a power series of increasing powers of z starting with zr .
3. More solutions to the strong Stieltjes moment problem (SSMP)
The strong Stieltjes moment problem for a bisequence fckg1k=−1 has a solution if there exists
a distribution function,  (t); (bounded, nondecreasing with innitely many points of increase on
(0;1)) such that
ck =
Z 1
0
(−t)kd (t); k = 0;1;2; : : : :
A solvable moment problem is said to be determinate if there exists one and only one solution.
Otherwise it is called indeterminate.
Theorem 3.1. Let L be a positive-denite moment functional on (0;1) with corresponding mo-
ment bisequence fckg1k=−1. If the sequences fN2n(z; !)g1n=1 and fN2n+1(z; !)g1n=0 converge uniformly
on compact subsets of C − [0;1) then there exist distribution functions  (0)(t; !); and  (1)(t; !)
such that for  = 0; 1;
lim
n!1N2n+(z; !) =
Z 1
0
z
z − t d 
()(t; !);
and
ck =
Z 1
0
(−t)k d ()(t; !):
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As mentioned previously, the proof of Theorem 3.1 is suciently similar to the proof of the
analogous theorem in [3] for fMn(z; !)g1n=1 and is hence omitted.
It is well-known [8] that if L is a positive-denite moment functional on (0;1) with moment
bisequence fckg1k=−1; then the SSMP for fckg1k=−1 is solvable. Theorem 3.1 contains the assumption
that the sequences fN2n(z; !)g1n=1 and fN2n+1(z; !)g1n=0 converge in order to construct two solutions to
the SSMP for each ! satisfying (2.2). If the SSMP is determinate it has a unique solution and hence
these solutions are all the same. In the next theorem we show that if the SSMP is indeterminate, the
sequences fN2n(z; !)g1n=1 and fN2n+1(z; !)g1n=0 do in fact converge uniformly on compact subsets of
C− [0;1) and thus the convergence assumption in Theorem 3.1 is redundant.
Theorem 3.2. Let L be a positive-denite moment functional on (0;1) with corresponding
moment bisequence fckg1k=−1. If the SSMP for fckg1k=−1 is indeterminate then the sequences
fN2n(z; !)g1n=1 and fN2n+1(z; !)g1n=0 converge uniformly on compact subsets of C− [0;1) and there
exist distribution functions  (0)(t; !); and  (1)(t; !) such that for  = 0; 1;
lim
n!1N2n+(z; !) =
Z 1
0
z
z − t d 
()(t; !) (3.1)
and
ck =
Z 1
0
(−t)k d ()(t; !): (3.2)
Proof. Dene
1 := H
(0)
1 = c0; 2n+1 :=
−H (−n)n+1 H (−n+2)n−1
H (−n+1)n
2 ; n= 1; 2; : : : ; (3.3a)
2n :=
(−1)nH (−n)n
H (−n+1)n
; n= 1; 2; : : : ; 2n+1 :=
(−1)nH (−n+2)n
H (−n+1)n
; n= 0; 1; 2; : : : : (3.3b)
It is a straightforward application of (1.4) to show that 1> 0; 2n+1 6= 0; 2n 6= 0; and 2n+1 6= 0. It
is shown in [4] that if fckg1k=−1 is a bisequence of real numbers for which the SSMP is solvable
and (L0; L1) is the pair of fps dened by (2.12), then since H
(−n)
n+1 6= 0 for n=0; 1; 2; : : : ; and m 6= 0
for m= 1; 2; : : : ; there exists a unique modied PC-fraction
1
1+
1=z
2+
3z
3z+
1
4+
5
5+
1=z
6+
7z
7z+
1
8+
9
9+
   ; (3.4)
corresponding to (L0; L1) in the sense that for n= 0; 1; 2; : : : ;
L0(−z)− A2n(z)B2n(z) = 2n+2
nY
j=0
2j+1zn+1 + O(zn+2); (3.5a)
L0(−z)− A2n+1(z)B2n+1(z) =−
Qn
j=0 2j+1
2n+1
zn +O(zn+1); (3.5b)
L1(−z)− A0(z)B0(z) = 1 + O

1
z

; (3.5c)
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L1(−z)− A2n(z)B2n(z) =
Qn
j=0 2j+1
2nzn
+O
 
1
z
n+1!
; (3.5d)
L1(−z)− A2n+1(z)B2n+1(z) =−2n+3
Qn
j=0 2j+1
zn+1
+ O
 
1
z
n+2!
; (3.5e)
where
A0(z) := 0; A1(z) := 1; B0(z) := 1; B1(z) := 1;
A4n+1(z)
B4n+1(z)

:= 4n+1

A4n(z)
B4n(z)

+ 4n+1

A4n−1(z)
B4n−1(z)

; n= 1; 2; 3; : : : ; (3.6a)

A4n+2(z)
B4n+2(z)

:= 4n+2

A4n+1(z)
B4n+1(z)

+
1
z

A4n(z)
B4n(z)

; n= 0; 1; 2; : : : ; (3.6b)

A4n+3(z)
B4n+3(z)

:= 4n+3z

A4n+2(z)
B4n+2(z)

+ 4n+3z

A4n+1(z)
B4n+1(z)

; n= 0; 1; 2; : : : ; (3.6c)
and 
A4n+4(z)
B4n+4(z)

:= 4n+4

A4n+3(z)
B4n+3(z)

+

A4n+2(z)
B4n+2(z)

; n= 0; 1; 2; : : : : (3.6d)
Remark. An(z) and Bn(z) are called the nth numerator and denominator, respectively, of the modied
PC-fraction (3.4).
It is shown in [4] that the sequences( 
2nY
k=1
ek
!
A4n(z)
)1
n=1
;
( 
2n+1Y
k=1
ek
!
A4n+2(z)
)1
n=0
;
( 
2nY
k=1
ek
!
B4n(z)
)1
n=1
;
( 
2n+1Y
k=1
ek
!
B4n+2(z)
)1
n=0
;
( 
2nY
k=1
k
!
A4n+1(z)
)1
n=0
;
( 
2n+1Y
k=1
k
!
A4n+3(z)
)1
n=0
;
( 
2nY
k=1
k
!
B4n+1(z)
)1
n=0
;
( 
2n+1Y
k=1
k
!
B4n+3(z)
)1
n=0
;
converge uniformly on compact subsets of C− f0g: One can show that
P2n(z) = (−1)nA4n(−z); P2n+1(z) = (−1)n−1A4n+2(−z);
Q2n(z) = (−1)nB4n(−z); Q2n+1(z) = (−1)n−1B4n+2(−z);
C.M. Bonan-Hamada, W.B. Jones / Journal of Computational and Applied Mathematics 105 (1999) 175{185 185
bP2n(z) = (−1)nA4n+1(−z); bP2n+1(z) = (−1)nA4n+3(−z);bQ2n(z) = (−1)nB4n+1(−z); bQ2n+1(z) = (−1)nB4n+3(−z):
Substituting into (2.9) we have
N2n(z; !) =
Q2n
k=1 ek

P2n(z) + !
Q2n
k=1 k
 bP2n(z)Q2n
k=1 ek

Q2n(z) + !
Q2n
k=1 k
 bQ2n(z)
=
Q2n
k=1 ek

(−1)nA4n(−z) + !
Q2n
k=1 k

(−1)nA4n+1(−z)Q2n
k=1 ek

(−1)nB4n(−z) + !
Q2n
k=1 k

(−1)nB4n+1(−z)
=
Q2n
k=1 ek

A4n(−z) + !
Q2n
k=1 k

A4n+1(−z)Q2n
k=1 ek

B4n(−z) + !
Q2n
k=1 k

B4n+1(−z)
which converges as n tends to innity. The case for N2n+1(z; !) is similar. We have shown that when
the SSMP for fckg1k=−1 is indeterminate, the sequences fN2n(z; !)g1n=1 and fN2n+1(z; !)g1n=0 converge
uniformly on compact subsets of C− [0;1). The theorem now follows from Theorem 3.1.
4. For further reading
[1] [6] [7] [9]
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