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Abstract
Civil infrastructure are critical elements to a society welfare and economic
thriving. Understanding their behaviour and monitoring their serviceability are rel-
evant challenges of Structural Health Monitoring (SHM). Despite the impressive im-
provement of miniaturisation, standardisation and diversity of monitoring systems,
the ability to interpret data has registered a much slower progression across years.
The underlying causes for such disparity are the overall complexity of the proposed
challenge, and the inherent errors and lack of information associated with it. Over-
all, it is necessary to appropriately quantify the uncertainties which undermine the
SHM concept.
This thesis proposes an enhanced modular Bayesian framework (MBA) for
structural identification (st-id) and measurement system design (MSD). The frame-
work is hybrid, in the sense that it uses a physics-based model, and Gaussian pro-
cesses (mrGp) which are trained against data, for uncertainty quantification. The
mrGp act as emulators of the model response surface and its model discrepancy,
also quantifying observation error, parametric and interpolation uncertainty. Fi-
nally, this framework has been enhanced with the Metropolis–Hastings for multiple
parameters st-id. In contrast to other probabilistic frameworks, the MBA allows to
estimate structural parameters (which reflect a performance of interest) consistently
with their physical interpretation, while highlighting patterns of a model’s discrep-
ancy. The MBA performance can be substantially improved by considering multiple
responses which are sensitive to the structural parameters.
An extension of the MBA for MSD has been validated on a reduced-scale
aluminium bridge subject to thermal expansion (supported at one end with springs
and instrumented with strain gauges and thermocouples). A finite element (FE)
model of the structure was used to obtain a semi-optimal sensor configuration for st-
id. Results indicate that 1) measuring responses which are sensitive to the structural
parameters and are more directly related to model discrepancy, provide the best
results for st-id; 2) prior knowledge of the model discrepancy is essential to capture
the latter type of responses. Subsequently, an extension of the MBA for st-id was also
applied for identification of the springs stiffness, and results indicate relative errors
five times less than other state of the art Bayesian/deterministic methodologies.
Finally, a first application to field data was performed, to calibrate a detailed
FE model of the Tamar suspension bridge using long-term monitored data. Mea-
xii
surements of temperature, traffic, mid-span displacement and natural frequencies
of the bridge, were used to identify the bridge’s main/stay cables initial strain and
friction of its bearings. Validation of results suggests that the identified parameters
agree more closely with the true structural behaviour of the bridge, with an error
that is several orders of magnitude smaller than other probabilistic st-id approaches.
Additionally, the MBA allowed to predicted model discrepancy functions to assess
the predictive ability of the Tamar bridge FE model. It was found, that the model
predicts more accurately the bridge mid-span displacements than its natural frequen-
cies, and that the adopted traffic model is less able to simulate the bridge behaviour
during periods of traffic jams.
Future developments of the MBA framework include its extension and appli-
cation for damage detection and MSD with multiple parameter identification.
xiii
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Chapter 1
Introduction
1.1 Thesis outline and problem statement
The inherent multidisciplinary nature required to develop a Structural Health Mon-
itoring (SHM) process, combined with the economic, life-safety advantages provided
by this technology, and its broad applications, qualifies it as a “Grand Challenge”
problem for engineering in the 21st century.
From an economic perspective an SHM system represents 0.5% of a typical
full-scale structure total cost, and its benefits comparatively to traditional inspec-
tions grossly justify its deployment [1]. As a consequence, at the beggining of 2016
the global SHM market is evaluated at £1243.6 millions [2] and is expected to regis-
ter a compound annual growth rate (CAGR) of 13.8% over a ten year forecast period
2016–2026. These values are justified by a considerable progress in the standardisa-
tion and miniaturisation of SHM systems.
Regarding life-safety aspects, SHM replaces the conventional visual inspection-
based decision-support with automated performance-based maintenance, drastically
minimising the human involvement, and consequently reducing labour, downtime
and human errors, and thus improving safety and reliability. The improvement of
safety is a strong motivation, specially due to the problem of ageing structures. For
example, bridge inspection reports worldwide have shown concerning ratios (up to
50%) of bridges which have deficiencies and structural anomalies not acceptable by
present day standards.
Analogous to the human nervous system, an SHM process has two main
components: a sensory system, represented by physical nodes located at key loca-
tions of a structure; and a central processing unit, which collects and interprets all
available data (Fig. 1.1). In addition to typically measured structural responses e.g.
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displacement, acceleration, strain, the sensory system is often designed to also record
environmental/operational effects that a structure is subject to e.g. wind, tempera-
ture, loads. All of this data has to be analysed by the central processing unit, which
has to extract relevant features and patterns, subsequently determining performance
indices and other valuable decision-making information.
Figure 1.1: Flowchart of an effective SHM system (nervous system analogy).
The reliability and diversity of sensor technology, e.g. usage of fiber optic,
micro electro mechanical sensors (MEMS), wireless data transmission and the ever
presence of the internet, has increased considerably in recent decades, contributing to
the widespread application of SHM in civil engineering. Despite such improvements,
SHM systems are not yet as ubiquitous as expected.
One of the main hurdles against a more generalised use of SHM in the civil
engineering industry is the gap between monitored data and actionable informa-
tion required by stake-holders and decision-makers [3]. Such information includes
performance indexes and/or reliability assessments which motivate additional visual
inspections and repair/maintenance interventions. In essence, there is a large dis-
parity between the amount of available data and the current level of interpretative
ability. A common statement is that ‘the world is data rich but information poor’.
Other problems are the inherent difficulties associated with data interpre-
tation; which include handling of heterogeneous data, blending between monitored
data/simulations, selection of appropriate data filtering or pattern recognition mod-
ules. Thus, validation of methodologies for the purpose of data interpretation is
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more challenging, and standardisation protocols are less obviously established.
Finally, it should be noted that the SHM concept has a wide range of ap-
plications, such as aircraft, defence systems, rotorcraft or civil infrastructure (each
with an associated degree of success). These systems justify deployment of long-
term monitoring systems to assess their service life [4], due to their relevance for
social welfare and economic growth. Civil infrastructure systems are particularly
challenging, because of their large scale and uniqueness. For example, bridges are
one-of-a-kind prototypes, and unlike disciplines of aeronautical and mechanical engi-
neering, databases with variability of their structural components are nonexistent [5,
6].
1.2 Data interpretation mechanisms
The previous section introduced some core challenges of data interpretation in civil
structures. Fundamentally, the problem of data interpretation consists in fitting a
statistical model to the measured system response data, and using its logical work-
flow to highlight correlations, recognise patterns and establish dependencies between
different quantities. Loosely speaking, a suitable ’structure‘ is assigned to the data,
in order to understand its behaviour. Depending on the type of models that are
used, three mechanisms or approaches can emerge:
• physics-based models, whose internal relations and parameters are based on the
physical laws that govern the structural system, e.g. the finite element (FE)
method or bond graph models. This type of interpretation is also known as
model-based approach, mainly because it is more intuitively associated with
the concept of a model;
• data-based models, which are based on machine learning algorithms not associ-
ated with the physical description of the system. Parameters of these models
also do not have a physical interpretation. Examples of data-based models in-
clude cluster analyses, neural networks, or principle component analysis based
methods. This type of interpretation is also known as model-free approach;
• hybrid models (also called integrated models) [7], are those that combine the
two aforementioned approaches. Several authors defend that integrated ap-
proaches, which gather the joint effects of data and physics based models,
provide the best results [8].
Data-based models explore the heterogeneity of data sets shaping different
regions according to a well established criteria. Subsequently, the mapped regions
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have to be associated with features of the structural system, in order to understand
the underlying physical behaviour. On the other hand, physics-based models are
constrained by the laws which govern the structural system, and how appropriately
these conform to the monitored data. However, as long as proper calibration and
validation has been carried out, the ability of these models to classify, and extrapo-
late beyond observed data is a major asset for data interpretation. Moreover, their
development and use agrees with engineering knowledge, and is therefore more under-
standable. In the remainder of this section, three fields of application based on data
interpretation, namely damage detection, structural identification and measurement
system design, shall be highlighted.
1.2.1 Damage detection
Damage detection is the most relevant area of research in SHM, standing in con-
trast with classical visual inspection-based decision-support [7]. Development of
early stage damage detection systems is a major challenge for acceptance of SHM
by civil infrastructure owners. In the current context damage is defined as changes
introduced into a structural system which adversely affect its current or future per-
formance. An automated decision-making process for damage detection can be posed
as a statistical pattern recognition paradigm. As posed by Rytter [9] and other au-
thors [5, 10] the four levels of a damage detection hierarchy are: (1) detection, (2)
location, (3) extent, (4) and prognosis of existent damage. It should be noted that
due to the inability of data-based models to extrapolate data trends and generate
predictions, only physics-based models are able to reach the prognostic level of the
hierarchy.
1.2.2 Structural identification
Structural identification (st-id) is the process of creating, calibrating and updating a
physics-based model of a structure based on monitored data. The calibrated model
will subsequently be used for assessment of a structure’s health, performance or de-
cision making [11, 12]. There are deterministic and probabilistic methodologies used
for st-id, and the latter are usually more realistic and well suited for continuous
monitoring. Some examples of sources of uncertainty that should be considered in
a probabilistic st-id process include, mechanical and geometric heterogeneity, non-
stationary boundary properties, changing behaviour of moving systems, elevated in-
trinsic forces e.g., dead weight, uniqueness of the structural system, non-stationarity
due to environmental and operational conditions. In short, st-id aims to estimate pa-
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rameters and establish the correlation between a physics-based model and an actual
structure.
Modal identification
A sub-class of the st-id area which is given particular emphasis is called modal
identification. Since mode shapes and natural frequencies are seen as the most
reliable indicator of damage, it is not surprising that modal identification assumes a
significant relevance in the SHM community. This is so, because historically natural
frequencies of rotary systems, such as helicopters blades, have proven to be features
very susceptible to damage [5, 13–16]. As a consequence, an array of vibration-
based methods have been developed in order to emulate the same approach to civil
infrastructure. Unfortunately, unless under specific conditions, complex structures
have proven to be not sensitive to this approach. This topic will be detailed more
thoroughly in the literature review, chapter 2.
1.2.3 Measurement system design
Finally, measurement system design (MSD) aims to determine a sensor configuration
of a monitoring system which allows to optimally interpret data, be it for the purpose
of st-id or damage detection. Normally only simulated data is used to establish the
configuration of the sensory system (since this is a task preliminary to the installation
of the actual monitoring system). In addition to the key locations where sensors
ought to be placed, what is actually measured is also relevant e.g. for the purpose of
data fusion. Results typically indicate the best sensor configuration out of a set of
available key locations, since it is unfeasible to consider every possible configuration.
Generally MSD is a nonlinear and ill conditioned problem. It is nonlinear because the
sensor configuration depends upon a performance criterion which in turn depends on
the sensor configuration. It is ill-conditioned because the infinite number of possible
sensor configurations brings an inherent ill conditioning of observations.
It should also be noted, that most of current SHM practice for MSD relies
most times on specialist heuristics, rather than rigorous theory, often introducing
biases and/or redundant information.
1.3 Scientific question and objectives
As detailed in the previous sections, the problem of data-interpretation is the core
bottleneck of the SHM concept. There are numerous fields of SHM which address
specific objectives of data interpretation, each with its own inherent difficulties.
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The common conditioner to any data-interpretation mechanism or SHM field
is the ubiquitous occurrence of uncertainty, in the form of errors and/or lack of
information. Such factors severely compromise the reliability of interpreted action-
able information. For these reasons, analysts often struggle to establish a decision-
making basis for proper allocation of resources, e.g. for visual inspections and repair/
maintenance interventions.
As a consequence, the main problem which is to be addressed by the cur-
rent thesis is the quantification of uncertainties which undermine an SHM process.
Specifically, the current thesis will be focused on a hybrid type of data interpretation
which resorts to a combined physics-based and data model, to assess unfavourable
uncertainties. A robust probabilistic framework which accounts for a wide number
of uncertainties will be developed and the advantages that it brings to the SHM state
of the art will be highlighted [17].
The following scientific questions are considered:
• How prevalent are uncertainties in SHM and how do they affect data interpre-
tation? In this context uncertainties are understood as any quantifiable error
that negatively affects an SHM process.
• Having accepted the existence of uncertainties, how do their propagation and
interaction affect the applicability of the SHM concept?
• Is it possible to mitigate, or at least quantify these errors in a rigorous way, so
that outcomes of SHM might be improved?
The novel methodology proposed in this thesis is based on Bayesian proba-
bilities. It is able to overcome normal drawbacks of state of the art methodologies
due to its hybrid nature. Although the applicability of the methodology is exten-
sive, the current work is restricted to the improvements that are brought to st-id.
Furthermore, a MSD module which maximises the efficiency of the improved st-id
approach will be developed.
Henceforth, the objectives of the work in this thesis are to:
• Develop and apply a state-of-the-art uncertainty quantification framework for
SHM applications. The framework should be comprehensive towards the un-
certainties it considers, and improve the application of SHM comparatively to
previous works in scientific literature.
• Extend the developed framework for the purpose of MSD and st-id, illustrating
the advantages that they bring by use of an enhanced uncertainty quantification
framework.
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• Validate the framework with simulated, reduced scale and full-scale case studies
to ensure that the methodologies work as expected. A multitude of scenarios
with different degrees of difficulty should be tested, in order to highlight the
advantages, disadvantages and limitations of the proposed approach.
Finally, it is important to frame these objectives against model updating
and the applicability of SHM. Model updating means the refinement of a model
to improve the correlation between measurements and simulations. It is a natural
follow-up task for the proposed uncertainty quantification, since the latter acts as
a model performance classifier and updating operations guide. Relatively to the
applicability of the present work during SHM, there are two relevant stages. A
preliminary stage, when a monitoring system is to be designed and installed, which
falls under the umbrella of MSD; and a middle stage, when monitored data has
been collected and requires evaluation to assess the adequate performance of the
structural system, which is the subject of st-id.
1.4 Organisation of text
The thesis is broken into seven distinct chapters. The layout is described below and
a diagram of its contents is shown in Fig. 1.2.
Chapter 1: Introduction
Chapter 2: Literature review
Chapter 6: Measurement system design
Chapter 3: Single and multiple response Gaussian processes
Chapter 4: Modular Bayesian uncertainty quantification
Chapter 5: Structural identification
Chapter 7: Conclusions
Figure 1.2: Thesis organisation (bullet point list).
Chapter 2 starts with a nomenclature of sources of uncertainty and core
concepts of uncertainty quantification in order to establish an appropriate back-
ground. Subsequently this chapter presents a comprehensive literature review of the
progress registered in uncertainty quantification of SHM, with particular emphasis
on Bayesian methodologies. This chapter justifies the relevance of uncertainty quan-
tification in SHM, and contextualises the objectives and goals of the work developed
in this thesis.
7
Chapter 3 highlights a theoretical formulation of single and multiple re-
sponse Gaussian processes, which is essential in order to familiarise the reader with
the core methodology of the thesis. Where appropriate, differences between the sin-
gle and multiple response case will be discussed. Data sets with and without noisy
observations will be considered. Finally, a novel enhancement of the multiple re-
sponse Gaussian process, authored by the thesis proponent, will be detailed in the
last section of the chapter;
In Chapter 4 the core methodology of this thesis is rigorously described.
An explanatory data model is presented and interpreted on the basis of Bayes’ the-
orem. The proposed framework is then expanded, with an implementation based
on the Metropolis–Hastings algorithm authored by the thesis proponent. The last
section of Chapter 4 showcases the application of the methodology to a group of sim-
ulated examples with different degrees of complexity. Some complementary details
related with the formulation and computational aspects of the methodology are also
described in appendix B and C;
Chapter 5 details the application of the methodology presented in the previ-
ous chapter for the purpose of structural identification. A case-study of an aluminium
bridge and of a long suspension bridge are used to illustrate the application of the
identification process to a reduced and full-scale infrastructure. Two FE models
of these structures are presented, as well as their monitoring systems. Finally the
results of identified model parameters, inadequacy between the models and actual
structures, experimental errors and probabilistic predicted responses are also shown;
Chapter 6 details a Bayesian preposterior analysis, extended from the work-
frame developed in Chapter 4, for the purpose of measurement system design. The
analysis will be applied to the aluminium truss bridge presented in the previous
chapter. A novel numerical strategy, that reduces the computational effort of the
method, comparatively to previous implementations, is also presented. Results are
validated against the results of st-id performed in the previous chapter;
Finally, Chapter 7 highlights the conclusions of the present work and future
developments in the field of probabilistic SHM using the developed approach.
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Chapter 2
Literature review
2.1 Introduction
In this chapter a detailed examination of literature in uncertainty assessment of
Structural Health Monitoring (SHM) is presented.
By examining the progression of scientific research related with uncertainties
and SHM through time, there is a constant increase in the number of publications
and number of citations regarding the subject, as can be seen in Fig. 2.1. During
a 22 year period 523 publications were reported (source: Web of Knowledge). The
“average number of citations per item” of this sample is 8.37, and the “sum of times
these publications were cited (without self-citations)”, was 3953.
(a) (b)
Figure 2.1: Histogram of scientific research related with: “uncertainties + SHM”.
Total number of publications (a) and number of times cited (b). Source: Web of
Knowledge July 2017.
Obviously, such large amount of research includes several diverse methodolo-
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gies, which are applied jointly with different data interpretation mechanisms (data-
based or physics-based) to problems with different scales of complexity, e.g. simu-
lated, reduced-scale or full-scale infrastructure.
Therefore, not all of this research will be reviewed in detail, since the current
thesis is focused on a hybrid-based interpretation of complex infrastructure. Gen-
eral concepts and relevant probabilistic approaches will also be detailed in order to
familiarise the reader with some aspects of the current review.
Thus, the current chapter will be divided into:
• a short introduction to uncertainty quantification in Section 2.2, including
types of uncertainties under consideration, mechanisms of interpretation of
probability in Sections 2.2.5 and 2.2.6, and statement of the forward and inverse
propagation of uncertainty, in Sections 2.2.3 and 2.2.4, respectively;
• an in depth review of Bayesian model updating frameworks, which solve the
problem of inverse propagation of uncertainty, detailed in Sections 2.3, 2.4 and
2.5;
• a non-exhaustive literature of data-based Bayesian methodologies, in Sec-
tion 2.6, highlighting advantages/disadvantages against other physics-based
methodologies presented in this review;
• finally, physics-based non-Bayesian probabilistic methodologies will also be pre-
sented in Section 2.7, and a summary in Section 2.8.
After examination of the literature in each of these sections, the objectives and
relevance of the present thesis will be stated.
2.2 Fundamentals of uncertainty quantification
2.2.1 Model and parameter conceptualisation
Although computational models are so frequently used in a range of scientific fields,
e.g. engineering, physics, biology, econometrics, etc. there are always arguments in
regards to what is actually represented by a model, its significance and what is its
ability to interpret reality.
Beforehand, it is important to establish the concept of a model. As stated by
Jaynes [18] a model is a ‘mind-projection fallacy ’, which represents how the modeller
idealises reality. George Box [19] powerful aphorism ‘All models are wrong. Some
are useful ’ corroborates the same idea. In other words, every model will always have
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some disparity relatively to the experiment due to assumptions, simplifications, etc.
Note also, that in the present thesis a model is viewed in a simplified manner as a
black box, which provides a transformation of some input X to some output Y . Its
internal operations are not taken into consideration.
Although there is no ‘true model’, in the sense that it perfectly matches
experimental data, that does not mean that there cannot be a ‘true parameter’,
i.e. a parameter set at a value which corresponds to its physical interpretation.
Controversially, a true parameter is defined often as one which will provide a perfect
fit between simulations/experimental data, see e.g. Beck and Katafygiotis “a chosen
class of structural models does not contain the actual structural system; that is, model
error always exists and there are no “true” values of the model parameters” [20]. In
the present thesis, the former definition of a true parameter is adopted.
As an example, if a building is monitored with the aid of an FE model its
natural frequencies cannot be matched perfectly with the ones obtained by the cal-
ibrated FE model. However, a structural parameter such as the stiffness of the
building storey has a reference true value, which depends of the material properties
(Young’s modulus, Poisson ratio) and of its geometry (second moment of area, area,
etc). Finally, it is important to establish that, the value of a parameter can be either
assumed as fixed or subject to some inherent variability, e.g. because of some thermal
or operational effect. More details on this topic will be detailed in Section 2.2.2.
It is important to mention that the above definition of a parameter presumes
that it has a physical interpretation, and is therefore defined as a calibration pa-
rameter. Additional examples of calibration parameters include the initial strain
installed in suspension cables, soil stiffness or other unknown boundary conditions
of the structure. On the other hand, tuning parameters are considered as parame-
ters which have no meaning in the physical experiment, e.g., mesh density in a finite
element simulation or some constant in an empirically postulated material flow law.
A final relevant definition to the current thesis are design variables. Similarly
to the model parameters, design variables are inputs of the model which are relevant
for a specific type of analysis. For example, temperature fluctuations in a thermal
analysis, humidity in a hygrothermal analysis, wind in a fluid dynamic simulation,
time in a dynamic analysis, traffic, etc. Note that none of these examples are inherent
to the structural system. They depend solely of the particular analysis that the
structural system is subjected to. A general perspective of the current discussion is
shown in Fig. 2.2.
Having established the definition of model its parameters and design vari-
ables, two types of quantification of uncertainty problems can be considered. Either
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Model
θ
X
Y
Figure 2.2: Structural model conceptualisation as a black box. The output Y is a
function of the design variables X and the parameters θ.
the uncertainty is propagated through the parameters to the model output, also
known as forward propagation of uncertainty, or there is interest in learning the
model parameters based on the model output, which is called the inverse propaga-
tion of uncertainty problem. Each of these problems will be summarily detailed in
Sections 2.2.3 and 2.2.4.
2.2.2 Uncertainties in Structural Health Monitoring
In this section a review of uncertainties that are particularly relevant for hybrid-based
data interpretation in SHM shall be detailed. However, it should be stressed that
different designations to the ones presented in this section are often used across exis-
tent scientific literature. Hence and for the sake of context alternative designations
will also be stated.
The current classification will also include which of the two types of effect,
aleatoric or epistemic, is induced by an uncertainty. An aleatoric uncertainty induces
errors which have no definite structure or no correlation with each other, whereas
an epistemic type of uncertainty occurs when there are unknown dependencies or
certain systematic relations between an estimate and the actual value. Up to a
certain extent, all real life stochastic processes exhibit these two forms of behaviour.
This is important since these two behaviours are directly related with the ability
to learn information from data, in terms of precision and/or accuracy. Typically
precision/accuracy is mostly affected by the aleatoric/epistemic behaviour of the
process, respectively.
Estimation uncertainty: In order to quantify a parameter or a function
output, e.g. a stochastic process, with a confidence interval or a a probability den-
sity function (PDF) there is always some uncertainty associated with the involved
estimation process and associated computations. This is an aleatoric type of uncer-
tainty.
Parameter uncertainty: The assessment of parameter uncertainty can be
carried out with probabilistic models, such as a confidence interval or a PDF, and
estimation of their statistics. As an example, in Fig. 2.3 it is assumed that a fixed
12
parameter can be described by a PDF, with associated statistics (mean and vari-
ance) which represent the true value of the parameter and its estimation uncertainty,
respectively.
Physical property
θ θ
Probabilistic model
Estimation uncertainty
True parameter
Parameter uncertainty
mean
Figure 2.3: Diagram of uncertainties associated with a model parameter which rep-
resents a fixed physical property.
Inherent variability: Notwithstanding the above considerations, the physi-
cal property which is being represented by a calibration parameter can vary through-
out the duration of an experiment i.e. it has an inherent variability (cf. Fig. 2.4).
Note that the term “inherent variability” does not refer to a parameter estimation
uncertainty but to its variation due to external factors, e.g., changing environmental
and/or operational conditions. In contrast with the probabilistic model in Fig. 2.3,
estimation of a parameter becomes a much more complex task, requiring large data
sets to capture such variability, with increasing complexity for each additional pa-
rameter that is considered. Thus, parameter uncertainty and inherent variability
are epistemic uncertainties associated with the nominal value and variability of a
physical property throughout an experiment.
Model discrepancy: Other than parameter uncertainty, a model based on
physics always requires assumptions, simplifications and/or exhibits other forms of
inadequacies relatively to the experiment, even if the correct values of its parameters
are considered. Model discrepancy is problem dependent, and is also known as model
bias, systematic uncertainty, code uncertainty, prediction error, model inadequacy,
model form or modelling errors. As an example, Fig. 2.5 displays a simply supported
beam and a model of the actual beam. Since, the left support in the actual beam
is stiffer than in the model, all the displacements of the span are systematically
different between the model and the actual beam. Additional examples include
inaccurate modelling of environmental and operational effects, linear vs nonlinear
analyses, number of applied load steps, FE mesh discretisation, etc. Finally, model
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Figure 2.4: Diagram of uncertainties associated with a model parameter which rep-
resents a variable physical property.
discrepancy is classed as deliberate or unintended by the modeller, as stated by
Legaut et al. [21] and is an epistemic type of uncertainty.
F F
Actual Model
Figure 2.5: Example of model discrepancy in a simply supported beam with a stiff
support.
On the other side of the spectrum, experimental uncertainty, also known
as measurement error, observation error, are errors that exist naturally during the
measurement process, even when aiming to reproduce the same experimental condi-
tions from one test to the next. These can develop from several sources, e.g., residual
variations of material properties due to plastic or thermal behaviour, or hysteretic
cycles, electrical noise, imperfections of sensor devices, etc. Commonly these errors
exhibit an aleatoric nature [22–25].
A final source of uncertainty worth mentioning is interpolation uncer-
tainty or discretisation error, which occurs when aiming to represent a continuous
process in a discrete form. This source of uncertainty would disappear if the model
had been run an infinite amount of times, in order to cover an entire model response
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surface. This also applies in measured quantities, e.g., when aiming to capture a
given continuous signal in a discrete form by selecting a sufficiently high sampling
rate.
An illustrative diagram of the sources of uncertainty described above is shown
in Fig. 2.6. It shows an instrumented structure from which monitored data is polluted
with noise. An FE model of the bridge has been developed to aid explaining available
observations. However the modeller is unsure of how certain parameters of the model,
which correspond to unknown physical properties of the bridge, have to be fine-tuned.
Moreover the simulations are computationally expensive, and therefore only a set of
points in a region of interest can be run, raising uncertainty in the intervals between
samples. Finally, even if the model parameters were known, the model is limited in
its ability to represent reality, and will always have some form of model discrepancy.
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Figure 2.6: Illustration of different sources of uncertainty.
Consequently, a considerable amount of research is dedicated to address these
sources of uncertainty, in areas ranging from statistics, engineering, physics, econo-
metrics, applied mathematics, amongst others. As a closing remark, when perform-
ing a physics-based data interpretation, the two major sources of uncertainty are
parametric uncertainty and model discrepancy.
2.2.3 Forward propagation of uncertainty
Although the present thesis is concerned primarily with inverse quantification of un-
certainty, a brief overview of the forward problem will be presented in this section. As
mentioned previously, the forward problem concerns the random effect which input
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parameters induce on a model output. Common applications which are highly sus-
ceptible to this type of propagation are robust optimisation, design of experiments,
sensitivity analyses, etc.
In order to investigate such random effects, analysts often perform parametric
or sensitivity analyses centred on the variability of input model parameters and the
respective output that is propagated across a model. Fig. 2.7 shows a workflow of
forward propagation of uncertainty, where tuning, calibration parameters and design
variables are propagated through the simulator. The uncertainty in the output is
then analysed to estimate how the variability in the input can be apportioned to it.
Simulation
Model
Tuning parameters Design variables
Inputs
data
Calibration
model
output
Uncertainty analysis
Sensitivity analysis
Feedback on input data and model factors
parameters
Figure 2.7: Diagram of forward uncertainty quantification, adapted from [26].
To this end, the Monte Carlo methods are commonly used to sample a model
response surface and propagate the uncertainties of its input. Unfortunately, when
the number of parameters increase and/or a model is expensive to run this approach
becomes unfeasible. One possible approach to overcome this obstacle, is to replace
the original model with an approximate, faster and simpler model. This type of
model is commonly known as surrogate model or emulator. For example, Wan and
Ren used a Gaussian process surrogate model to analyse the forward propagation
of uncertainty of a full-scale arch bridge FE model [27–29]. The ease of use, low
computational effort, and flexibility of this statistical tool considerably reduced the
computational effort that would be required to perform Monte Carlo upon the origi-
nal model. A similar surrogate model approach can be seen in García et al. [30], who
used a similar metamodeling approach to study uncertainties in carbon nanotubes
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reinforced plates. Two surrogate models, kriging and high dimensional model repre-
sentations, have been used to replace the original FE model in a multi-scale analysis.
Note that kriging [31] and Gaussian processes are extremely similar statistical mod-
els in both approach and formulation. A more detailed description will be presented
in Chapter 3. Other examples of surrogate modelling techniques include regression
models [32], polynomial chaos expansions [33] or radial basis functions [34].
If not through the combination of brute-force analyses with a surrogate model,
a factorial analysis can also be used to analyse trends and interactions between
factors of a FE model without requiring a large number of runs. Despite not being
able to fully cover a model response surface, this analysis provide reasonable insight
into the input/output behaviour of model response surfaces. Wiberg et al. [35] and
Jesus et al. [36, 37] applied such methodologies to study the effect of key parameters,
e.g. ballast nonlinear behaviour, in the dynamic response of railway viaducts. For a
more detailed explanation of this class of methods see Box et al. [38].
2.2.4 Inverse propagation of uncertainty
In contrast to the previous section, if it is desirable to know the uncertainty of a
parameter which is associated with a model output the inverse uncertainty quan-
tification problem emerges. There are two situations to be considered depending of
what is the interest of the analyst
• If the primary goal is to achieve a best fit with provided experimental data,
then the model parameters can be set freely so that predictions are constrained
to match against the data. In this scenario it is irrelevant if the parameters
attain their true values or not.
• In contrast, if the objective is to estimate calibration parameters which reflect
a performance of interest, e.g. damage level in a certain structural component;
or if the deficiencies of a wrong model need to be quantified; or if the model
needs to be used to perform predictions over a broader set of input regions;
then the parameters have a much greater significance, and should be estimated
at their true values, irrespective of the fact that output simulations will have
a discrepancy against experimental data.
Although several applications in SHM benefit from a “best fit” model calibra-
tion, the author believes that most challenging problems can only be improved with
a “true parameter” model calibration. The next natural question is “how to estimate
a parameter true value?” As shall be mentioned in Section 2.2.7 such task is closely
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related with identifiability. The remainder of this section will present an overview of
formulations associated with the two types of model calibration, highlighting their
strengths and weaknesses.
A possible model updating framework can be seen in Fig. 2.8. Essentially,
the model and the physical experiments generate simulations Dm and observations
De, which contain an output variable dataset Y , some control variablesX, and a set
of calibration parameters θ. The core methodology has to interpret these datasets,
evaluating the uncertainty in the calibration parameters and/or the agreement be-
tween the predictions/observations. A validation criterion can be established and
checked, e.g. whether model fit is below a certain threshold. If the validation is not
conclusive, more data or refinement of the present model is required. Finally, when
the validation is successful, the model is considered calibrated and can be used for
predictions within the domain where it has been fitted.
Numerical model Physical experiments
Y m(X,θ) Y
e(X)
Model calibration
Model
refinement
Simulations
Dm = {Xm,θm,Y m}
Experimental
De = {Xe,Y e}
data
Additional
sampling
Validation
Satisfying?
Additional
sampling
Model validation
data
Model
data
updating
Not satisfiedNot satisfied
Prediction within
intended region
Calibrated model
for design
Satisfied
Figure 2.8: Flowchart of the model updating process, from top to bottom: model/
experiments inputs, calibration, validation and additional sampling or prediction,
source from [39].
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Model calibration formulations
To better present commonly used calibration formulations, let us assume that sim-
ilarly to Fig. 2.8, simulations from a dedicated physics-based model ym(x, θ) and
measurements from an experiment ye(x) are made available. These depend on a
number of measurable design variables x and a set of calibration parameters θ.
One of the most commonly used formulations to establish an agreement be-
tween these two processes can be stated as
ye(x) = ym(x, θ) + ε (2.1)
where ε represents a measurement error which pollutes the measured signal. Despite
the measurement error randomness, this formulation has a unique solution for its
calibration parameters θ and the experimental error ε. The main criticism to this
formulation, is that it does not account for any sort of bias between the predictions
and the measurements, in which case the estimated θ will not yield its true physical
value.
A second model calibration formulation, which considers an additive function
to account for model discrepancy, can be written as
ye(x) = ym(x) + δ(x) + ε (2.2)
where δ(x) represents a discrepancy function which is added to the output simu-
lations ym. One can think of this term as an error function, which translates the
disagreement between observed and simulated data. Also Eq. (2.2) has a unique
solution, and can effectively highlight existent bias. However it is unable to learn
from physically meaningful calibration parameters and their effect in the model pre-
dictions. Illustration of a scenario where a discrepancy function would benefit the
calibration process can be seen in Fig. 2.9. The scenario shown in Fig. 2.9(a) would
be easily solved using the formulation of Eq. (2.1), whereas the scenario of Fig. 2.9(b)
requires a discrepancy function in order to match predictions with the data.
Finally, the most comprehensive formulation which allows to consider all of
the presented sources of uncertainty is given by
ye(x) = ym(x, θ) + δ(x) + ε. (2.3)
By solving this equation, firstly, it is possible to learn how adequate the model is by
examining the discrepancy function δ. Secondly, the experimental error is also being
quantified, translating how well the process is being observed. Thirdly, it is possible
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(a) (b)
Figure 2.9: Example of several simulations (x,y) for different values of its parameters
(dashed lines) against monitored data (solid line) (a), illustrating a scenario with
model discrepancy (b).
to learn the true value that the calibration parameters θ take during the experiment.
Although the formulation of Eq. (2.3) allows to assess several uncertainties,
at both predictive and experimental level, it is naturally more challenging to solve
than Eqs. (2.1) and (2.2). Some of these challenges will be presented in the following
sections.
It is also worth mentioning that there are alternative ways of considering
the existence of model discrepancy, other than as an additive function. However,
the presented form provides a clear separation of each of the considered sources of
uncertainty and shall be adopted throughout the present text.
2.2.5 Frequentist framework
The previous sections have established the main definitions associated with data
interpretation, associated types of uncertainty and propagation problems. Now it
is appropriate to detail some probabilistic frameworks which are commonly used to
address such problems.
Frequentist probabilities are a well known and commonly used set of sta-
tistical tools, derived from the interpretation of probability as a limit of a relative
frequency in a large number of trials.
Under the umbrella of this interpretation, it is assumed that the convergence
limit of a large number of trials nt →∞ is the exact true probability of an event x.
P (x) = lim
nt→∞
=
nx
nt
(2.4)
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When applying this ideology in order to interpret monitored data with a physics
based model it is implied that there is a true model and true model parameters
which can be identified.
2.2.6 Bayesian framework
It is appropriate to formally introduce in this section the Bayesian interpretation
of probabilities and its fundamental theorem. Several methodologies presented in
the following sections are based on this framework. In contrast with the commonly
known frequentist interpretation of probability, which represents frequency of occur-
rence, a Bayesian approach associates probability with a state of knowledge of an
event [18]. This is relevant in order to take into account subjective sources of infor-
mation e.g. educated guesses, rules of thumb, or other potentially biased judgements.
Bayes’ theorem, or the Bayes’ rule, is grounded in the notion of conditional
probability, which is commonly denoted as P (A|B), i.e. the probability of occurrence
of A given or conditioned by B. The vertical bar separates the subset under analysis
from information which has occurred. By examining the conditional probability of
occurrence of an event A given event B, P (A|B) = P (A∩B)/P (B), and its inverse,
it is trivial to deduce Bayes’ theorem. It can be stated simply as
P (A|B) = P (B|A)P (A)
P (B)
. (2.5)
and it enables a reverse connection between the conditional probability of two events.
This equation, written down by Laplace in 1812 [40], is the most general and com-
monly known form of the theorem. Interestingly, the theorem was named after
Thomas Bayes, given that he introduced a derived and more particular form of the
theorem earlier in the 18th century [41]. The several elements of Bayes’ rule are often
termed as: P (A|B) - posterior distribution, P (B|A) - likelihood function, P (A) -
prior distribution and P (B) - marginal likelihood.
The prior represents beliefs upon A which are expressed before evidence is
taken into account. Usually the prior is established from past information (a previ-
ous posterior PDF) or from elicited experts knowledge [42]. It is worth mentioning
that a uniform prior PDF is commonly known as a non-informative, diffuse or unin-
formative prior, in Bayesian statistics. The simplest type of non-informative prior is
one which assigns equal probabilities to all possibilities, also known as the principle
of indifference. Bayesian inference which follows such principle and only recovers a
maximum point estimate, is equivalent to least squares estimation, simply because
no prior belief is being conveyed by the PDF. It should be noted however, that
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what is being recovered by Bayesian inference is a posterior distribution of parame-
ters, which represents more information than just a point estimate obtained by least
squares estimation.
The posterior PDF is the conjugation of the likelihood and posterior distri-
bution. Unfortunately, for most noteworthy applications the posterior distribution is
often a multidimensional complex distribution, which requires hundreds of thousands
of samples and computational power to determine. Thus, it is not surprising that
only in the last decades, with the advent of Markov chain Monte Carlo (MCMC)
sampling methods, did Bayesian probabilities became a feasible approach for real
world applications.
Finally, the likelihood represents available evidence, in the form of a proba-
bilistic data model. However, it should be noted that the likelihood is not a PDF,
and its integration does not yield a probability.
An important closing remark is that the assumption of a parameter as a
random variable is often seen as one of the most intrinsic aspects of a Bayesian
approach. Note that despite this difference between frequentists and Bayesians, both
assume the existence of a true parameter. As stated by Greenland “It is often said
(incorrectly) that ‘parameters are treated as fixed by the frequentist but as random
by the Bayesian’. For frequentists and Bayesians alike, the value of a parameter
may have been fixed from the start or may have been generated from a physically
random mechanism. In either case, both suppose it has taken on some fixed value
that we would like to know. The Bayesian uses formal probability models to express
personal uncertainty about that value. The ‘randomness’ in these models represents
personal uncertainty about the parameter’s value; it is not a property of the parameter
(although we should hope it accurately reflects properties of the mechanisms that
produced the parameter).” [43].
2.2.7 Model identification and identifiability
Since the inverse problem consists on updating a number of equations, through a
relatively small number of calibration parameters the system is generally overde-
termined. However the responses which are being used to determine the parame-
ters contain a limited amount of information, dependent of the responses sensitivity
against well-chosen parameters. Moreover, with a different calibration parameter
every model-instance will always have a discrepancy function that provides a perfect
agreement with the measured data. In other words, there is no closed-form solution
to solve Eq. (2.3). These factors class the current problem as inverse, overdetermined
and ill-posed [44].
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Thus, it is important to apply regularisation techniques, e.g. Tikhonov reg-
ularisation, and to analyse how capable the model interpretation is to estimate the
true values of the model parameters [45–47], i.e. if the model provides good iden-
tifiability. Obviously, if the estimated parameters θ attain their true values, the
discrepancy function will also highlight the true discrepancy between the model and
the experiment, which is an ideal model calibration scenario. The conditions under
which identifiability is possible vary, and depend of how observable and stable the
monitored data is, how much discrepancy affects the model interpretation, and which
formulation is being applied for uncertainty quantification.
As an example, if a Bayesian model is used to identify a spring mass natural
frequencies, all of the above factors will affect the shape of the natural frequencies
posterior distribution. Identifiability is then classed as locally identifiable if the
posterior has a region of possible maximum values. If the posterior of a problem
attains a global maximum value, it is said to be globally identifiable, as defined
by Katafygiotis and Beck [48] or Yuen [49]. When identifiability is not possible the
model is then said to be non-identifiable or unidentifiable. A perspective of these
three types of identifiability is shown in Fig. 2.10, which represents the posterior of
the two natural frequencies θ1 and θ2, given five noisy measurements of one natural
frequency Fig 2.10(a), plus two measurements of the second natural frequency in
Fig. 2.10(b), and one natural frequency and its mode shape in Fig. 2.10(c). As can
be observed, different types of monitored data can significantly improve the problem
identifiability.
(a) (b) (c)
Figure 2.10: Posterior distribution for different levels of identifiability of eigenvalues
θ1 and θ2 from a structural model. Model identifiability illustration, for a (a) non-
identifiable, (b) locally identifiable and (c) globally identifiable parameter. Example
adapted from [49].
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2.2.8 Hypothesis testing
In this section, a few hypothesis testing concepts which are relevant for the present
thesis are detailed. The interested reader on hypothesis testing and detection theory
can find an excellent reference in Kay’s work [50].
The classical problem of binary hypothesis testing assumes that in an obser-
vational space X a certain hypothesis, termed the null hypothesis Ho, can be verified
by an explanatory statistic and some validation data x. If H0 is rejected, its dual
counterpart, the alternative hypothesis H1 is believed to be true instead.
The separation of the observational space into the data that supports each of
these hypothesis is established by a selected critical value ξ. Fig. 2.11 shows these
two regions and the separation point. Associated with the selection of this point two
statistical errors become an integral part of the test.
• Type I error: false positive. The null hypothesis H0 is true, but it is rejected.
• Type II error: false negative. The null hypothesis H0 is false, but it is not
rejected.
The probability of occurrence of errors is denoted as α and β for type I and type II
errors, respectively. Note that ξ becomes completely defined, for a particular value
of α or β.
Figure 2.11: Distributions of explanatory statistic underH0 andH1, solid and dashed
line, respectively. Critical value ξ and incorrect decision regions for type I and type
II errors.
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Having established these essential concepts, several considerations are left to
the end-user. Namely, it is important to select a test statistic that is computation-
ally feasible and that presents a good trade-off between the two possible errors. This
trade-off has to be established, since it is not possible to reduce both error probabil-
ities simultaneously. Furthermore, selection of the percentage value associated with
errors α or β requires consideration of the risk associated with each type of error.
In a Bayesian view, the probability of error Pe which has to be minimised is defined
as
Pe = P{decide H0, H1 true}+ P{decide H1, H0 true}
Pe = P (H0|H1)P (H1) + P (H1|H0)P (H0)
(2.6)
where P (Hi) is the prior belief of occurrence of event Hi, and P (Hi|Hj) is the
conditional probability of deciding Hi when Hj is true.
The minimisation of Pe will depend of which estimator is used, assumptions
placed upon the observed data, etc. Although the full proof is not presented here,
an example of the condition which a minimum detector would have to follow can be
stated as follows
P (x|H1)
P (x|H0) >
P (H0)
P (H1)
= ξ. (2.7)
where the critical value ξ is defined by the prior probabilities of the hypotheses. The
equivalent frequentist criteria is known as the Neyman-Pearson theorem.
For example, civil infrastructure owners and decision-makers are usually much
more concerned with avoidance of undetected damage, which can lead to catastrophic
failure, additional undetected structural damage and other structural misbehaviour,
than with costs of unnecessary inspections/replacement of parts. In this context,
and having developed a test for validation of the null hypothesis H0: “there is no
damage present on the structure”, type I errors are incorrectly flagged occurrences
of damage, and type II errors represent undetected occurrences of damage.
2.3 Classical Bayesian framework
Having established in the previous section the fundamental concepts of uncertainty
quantification, it is now possible to explore existent Bayesian methodologies in SHM,
specifically for inverse uncertainty quantification.
In 1997, Sohn and Law [51] presented the first Bayesian framework for
physics-based damage detection. This pioneering methodology estimated a set of
non-dimensional parameters θ ∈ [0, 1], meant to represent damage, by scaling down
entries of a stiffness matrix. Its performance has been illustrated with a simulated
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analytical example of multistory frames, where modal data has been corrupted with
noise, and its sub-structural elements stiffness has been reduced up to 30%. Most of
the SHM community cited the completeness of Sohn and Law formulation in regards
to the pertinent presence of uncertainties [52], and its ability to classify multiple
damage locations.
One year later, Beck and Katafygiotis [20] presented an equivalent Bayesian
strategy to the one presented by Sohn and Law. Their framework shall be denom-
inated in this thesis as classical Bayesian approach or framework. In theory, this
approach could be extended for the design of a measurement system or inference
tasks (damage, natural frequencies, boundary conditions, or other structural prop-
erties), while accounting for nearly all of the uncertainties mentioned in Section 2.2.2.
The main model updating formulation presented by these authors could be written
as
ye = ym(θ) + δ + ε. (2.8)
Note the subtle difference between this equation and Eq. (2.3). In Beck and Katafy-
giotis formulation there are no design variables X considered against the output
modal data Y , and both experimental uncertainty and model discrepancy have been
considered as zero-mean uncorrelated Gaussian.
The basic principle behind this approach is to represent the parameters of a
model and other uncertainty sources as random variables with an associated PDF.
Afterwards, a joint model class is built from the assembly of these quantities. This
process is known as stochastic embedding [53, 54]. From all sources of uncertainty
stated in Section 2.2.2, the inherent variability of model parameters was the only one
left out. The influence of this work is so considerable, that to this date, early-stage
researchers of this field still adopt the classical Bayesian framework.
The original authors of the classical Bayesian framework, Beck and Katafy-
giotis, sparked several collaborations with other researchers [55–58] in order to con-
solidate the applicability of their methodologies. Namely Yuen, who addressed all of
the previously mentioned topics: model updating [49, 59–62], measurement system
design [63] and modal updating [64–66].
2.3.1 Classical measurement system design
Pioneering work on probabilistic MSD is attributed to Papadimitriou, who worked
jointly with Beck and Katafygiotis in order to develop a variant of the classical
Bayesian framework tailored for MSD [67, 68]. In particular, Papadimitrou et al. [63,
69] established a performance criterion which translates the uncertainty of identified
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structural parameters, named information entropy. It can be shown rigorously, that
minimisation of the information entropy is analogous to maximisation of the Fisher
information [70], and increases the information which a monitoring system obtains
about an unknown model parameter. Since the Fisher information is the second
derivative of the likelihood, i.e. its curvature, a high value represents a ‘more certain’
pointed PDF parameter estimate.
Several authors have followed the same approach as Papadimitriou, e.g. Chow
et al. [71] and Simoen et al. [72]. Despite encouraging results in simulated and lab-
oratory benchmark examples, no sensor networks of full-scale infrastructure have
yet been designed with these methodologies. Another unsolved question was which
statistic of the Fisher information ought to be used. The Fisher matrix trace, deter-
minant, etc.
Finally, it must be stressed that MSD is always conditioned by a consider-
able computational effort. An extensive amount of optimisation routines have been
tested to reduce this bottleneck, e.g. polynomial chaos expansion [73], genetic algo-
rithms with parallel processing [71, 74], particle swarm [75], an artificial bee colony
algorithm [76] amongst others. Overall genetic algorithms have proven to be well
suited for the problem of discrete measurement system design, specially due to their
ability to scale well with parallel processing [77, 78].
2.3.2 Bayesian modal identification
The first Bayesian methodology for modal identification was based on the classical
Bayesian framework, and it was developed by Au [79], who addressed this topic
in both theory and practice [80–82]. The underlying idea behind Au’s approach is
to calibrate a physics-based model with the same form as the classical forced and
damped equation of motion
Mu¨+ Cu˙+Ku = f(t), (2.9)
where M , C, and K represent a mass, damping and stiffness matrix, u¨, u˙, and u
represent the acceleration, velocity and displacement, and f(t) is an excitation force,
respectively. Naturally, estimation of the modal properties of a structure (natural
frequencies, damping ratios and mode shapes) is the main goal of this procedure.
Numerous practical applications have been tested, e.g. a super-tall building,
a 220 m-long Footbridge NF276 across the Tolo Harbor in Hong Kong, and a labora-
tory four-storied steel frame. Major difficulties arised in scenarios with strong winds,
which potentially biased identified modal frequencies. More recently, Au also devel-
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oped a rigorous study of the amount of data and sensors required to attain a certain
level of precision on the identified modal parameters [83, 84], and validated it in a
CityU footbridge in Hong Kong. Finally, Au also addressed the case of modal iden-
tification with forced vibration data [85], validating its Bayesian methodology in the
UCLA Doris and Louis Factor Health Science Building, and a pedestrian concrete
bridge situated in the City University of Hong Kong. This field of research appears
to be one of the most successful and well studied examples of Bayesian inference in
SHM.
2.3.3 Classical Bayesian damage detection
Naturally, other than measurement system design or modal identification, the clas-
sical Bayesian approach was originally designed to address the core topic of SHM,
i.e. damage detection in full-scale infrastructure.
Damage detection with the classical Bayesian approach in full-scale structures
is still scarce. Some rare examples include a laboratory reduced scale steel bridge
by Ntosios et al. [86] and a seven-story full-scale building Simoen et al. [87], shown
in Fig.2.12 and 2.13, respectively. In the first example the bridge was damaged in
two regions, several damage scenarios have been simulated and used as classifiers
of damage location and extent. This procedure used the bridge’s modal content as
a dataset and a model simplicity criterion in order to select the most reasonable
damage explanatory model [88]. For the second example, damage was applied in five
stages and the Young’s moduli of eight substructures of the building were identified
progressively, based on its monitored modal characteristics.
Figure 2.12: Damage features of a reduced-scale steel bridge, source [86].
Results for the first example have shown that a family of three model classes
identified the damage, with an error ranging up to 13.2%, i.e. a deviation of 13.2%
relatively to the reference values of 50% shown in Fig. 2.12. For the second example
the classical Bayesian approach only identified the progressive decay of the Young’s
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Figure 2.13: 7-story test structure, adapted from [87].
modulus in one out of the eight substructures of the full-scale building. It is recalled
that no design variables X, as shown in the equations of section 2.2.4, have been
considered against the output modal data Y used for calibration. It should also
be noted that these examples are relatively well controlled specimens, without sig-
nificant operational/environmental loads, and the applied damage was significant,
scale of 50% or more. Yet the classification of damage ranged from 13.2%, in the
reduced-scale bridge, to insensitive in most substructures of the slice building.
In order to explain the poor performance obtained, it is necessary to consider
two studies from Moaveni et al. [89, 90] where it has been shown that when using
a physics-based approach for damage detection, parameter uncertainty and model
discrepancy are the most critical sources of uncertainty which should be taken into
account. This conclusion is also valid for model calibration in general and several
scientific studies corroborate it. Therefore, it is surprising that a methodology which
considered all of these uncertainties explicitly, as the classical Bayesian approach did,
had not been as successful when applied to the above examples. The next section
will highlight reasons behind this unsolved problem and potential solutions currently
under investigation.
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2.4 Hierarchical Bayesian model updating
As seen in the previous section, a classical Bayesian framework has been developed
and applied in several areas of data interpretation in SHM. In this section a hierar-
chical Bayesian framework, which is a descendant of the classical framework, will be
presented in detail.
2.4.1 Correlation functions in MSD and Bayesian model updating
A first insight into the problem of damage detection with the classical Bayesian
approach was established by Papadimitriou and Lombaert [91]. Although the context
of their research was MSD, its implications have extended to damage detection, and
all other sub-fields of data-interpretation mentioned before.
These authors demonstrated that the behaviour of model discrepancy was not
uncorrelated as initially assumed, and considering spatial or temporal correlations
significantly affected the results of their methodology. They proposed the use of a
correlation function to take into account this property, and designed sensor networks
which were “spatially aware” of sensor proximity, improving their ability to reduce
redundant information from neighbouring sensors. Validation was performed on
a continuous beam model, a discrete chain-like stiffness–mass model and a finite
element model of a footbridge in Wetteren (Belgium).
There are several possible families of correlation functions. Papadimitriou
and Lombaert used a correlation function R defined as follows
R(ω,∆) = exp(−∆/λ) (2.10)
where ∆ is the spatial distance between two measurement points, and λ is a positive
parameter, known as length scale, which translates how quickly the correlation de-
cays in space or time from R(ω, 0) = 1. The assumed correlation function was used to
populate a covariance matrix of model discrepancy, which had non-zero off-diagonal
terms, oppositely to a strictly-diagonal covariance matrix in the uncorrelated case.
Despite the improvements brought by this research, other problems have
emerged. Namely:
1. it was not clear which correlation function should be used. According with the
authors “The correct correlation structure and correlation length over different
regions of a structure, however, remain an issue since in the initial experi-
mental design phase no measurements are available to support the selection of
a correlation structure consistent with the data and the structural model on
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which the optimal sensor location is based.”;
2. and the assumed correlation function did not allow for two sensors to be placed
at the same location, even if oriented perpendicularly, entailing a loss of rele-
vant information;
In order to improve the first hurdle of this approach, Simoen et al. [54, 72, 92]
compared the performance of several correlation functions for Bayesian model up-
dating of a simulated beam case-study. Results suggest that spherical and Gaussian
functions yield the best results [72]. Typically, engineers use the Gaussian correla-
tion function because of its differentiability and ease of interpretation. For a visual
interpretation of existent correlation functions see Fig. 3.2.
By the same token, Vincenzi and Simonini [93] have brought several con-
tributions to the current topic. Firstly their study included application of different
correlation functions, with special emphasis on perpendicularly oriented sensors. Sec-
ondly, their work clearly showcased the effect of errors due to spatial correlations,
i.e. redundant information because of sensor proximity, from model form errors, i.e.
discrepancies between the model and the actual structure (cf. Fig. 2.5). The latter
form of error has not been addressed. Finally, validation of their approach was car-
ried out on a simulated simply supported beam with a spring at one end, and in a
real five-spans steel bridge, the Correggio footbridge.
Results of designed sensor networks exhibited a strong dependency of model
discrepancy due to boundary conditions. Namely, the effective stiffness of a thin steel
plate connection of the Correggio footbridge had to be parametrically analysed, in
order to diminish model discrepancy. This parameter significantly affected the first
and second mode, as seen by comparing the top view of mode 1 and 2 in Fig. 2.14
(a), (b) and (c), (d). In other words, the model had to be updated in order to
minimise its discrepancies against the actual structure. It should be noted that
the correlation used by these authors is a spatial correlation, i.e. it translates the
physical proximity between sensors, but the model discrepancy induced by incorrect
boundary condition is a temporal correlation, which occurs independently of the
proximity between sensors.
In short, this section has restated that model discrepancy is a very relevant
uncertainty for a physics-based data interpretation, and although considered ex-
plicitly in the classical Bayesian framework as a zero-mean uncorrelated Gaussian,
those were proved to be strong assumptions. Overall, model discrepancy is problem
dependent and extremely difficult to quantify, e.g. Matos et al. [94, 95]. In reality
model discrepancy is always correlated, it is not necessarily zero-mean nor Gaussian.
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Figure 2.14: Correggio footbridgeplan and elevation of mode shapes no. 1, 2 and 4
obtained with (a, c, e) Elink = 1011 Pa and (b, d, f)Elink = 107 Pa, source [93].
Although formulations which consider spatial correlations do exist, up to this date
no temporal correlations have been considered.
Maximum entropy principle
The current section puts in perspective how model discrepancy is considered by
the SHM community. As mentioned before, all models have inherent flaws up to
a certain extent of their predictive ability, and it is important to acknowledge this
fact. Some rare examples which do not consider model discrepancy are visible in
Mcfarland and Mahadevan [96] Nishio et al. [97] or Ebrahimian et al. [98]. On the
other hand, assuming model discrepancy as a zero-mean uncorrelated Gaussian is
extremely common across scientific literature [99–110].
The assumption of a zero-mean uncorrelated Gaussian is justified by the prin-
ciple of maximum entropy [67, 102, 111], which ensures that by assuming uncorrelated
errors, the error true value will be captured by the adopted statistical model. This
is analogous to assuming that errors are statistically independent, identically dis-
tributed and that there is maximum uncertainty. Such assumption is convenient both
numerically and as a conservative upper limit. However it automatically negates the
possibility of finding patterns and correlations which can be used to assess a model
performance or model updating. Researchers such as Ferson [112, 113] argued that
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the maximum entropy principle “cannot be justified in real-life problems”.
2.4.2 Environmental and operational effects
In addition to the problem of model discrepancy, the classical Bayesian framework
presumes that damage is the only causal effect of change in modal data. However
this is often not true, due to environmental and operational effects. For example,
a temperature increase is known to decrease natural frequencies, in a range of up
to 10–20%. Sohn [114] states that temperature changes not only the stiffness of the
structure but its boundary conditions.
For the sake of brevity, the term external effects will be adopted throughout
the following text to describe operational/environmental effects. In a statistical
context these are known as confounding factors, since it is necessary to separate
their influence from patterns due to damage. This big challenge of SHM had already
been pointed out by a considerable number of researchers, such as Doebling et al.,
Farrar, Sohn et al. etc. [114, 115].
It should be noted that there are numerous sensors which can be used to mon-
itor external effects, such as thermocouples, hygrometers, weight in motion sensors
or anemometers. Monitoring data should include at least diurnal/seasonal varia-
tions in order to capture the aforementioned effects. Unfortunately, it is not trivial
to integrate (or fuse) such data along with modal data when developing and cal-
ibrating representative models of a structure. Specific examples for physics-based
models are complex thermal effects of structural systems [116], human-structure in-
teraction [117], non-linear contact between a railway and a train wheel [118] and
wind pressure on multi-storey buildings [119].
Essentially, the classical Bayesian framework belongs to a class of methods
known as vibration-based SHM, which depend solely on vibration data. The new
trend of the SHM scientific community is using the structure’s output combined
with its external effects (temperature, load) as a controllable input. For example,
approaches based on temperature effects are known as temperature-based SHM.
Examples of methodologies, which consider these sources of variability instead of
vibration data for st-id and damage detection, can be seen in Laory et al. [120, 121],
Yarnold and Moon [122] and Yarnold and Murphy [123], among others. Although
this new trend is more appropriate for long-term monitoring, and provides a more
complete data interpretation, it is also more complex and raises an emergent need to
quantify uncertainties of physics-based models in order to account for the additional
factors.
Summarising the remarks highlighted in the two last sections, the classical
33
Bayesian approach is limited in its ability to consider model discrepancy and external
effects.
2.4.3 Hierarchical Bayesian framework
In order to tackle all of the mentioned hurdles, Behmanesh et al. have developed
a hierarchical Bayesian framework [124]. As expected, their hierarchical model in-
tegrated the previously suggested correlation structure of model discrepancy, and
considered external effects through identification of the inherent variability of model
parameters.
In short, the underlying idea of this approach is that: external effects can
be encapsulated in a structure’s material properties; and this interaction can be
captured by a hierarchical Bayesian model which parameters vary, according with the
structure’s external effects. An earlier similar application had already been presented
by Ballesteros et al. [125] for uncertainty quantification in structural dynamics.
Oppositely to the classical Bayesian approach, the model parameters of the
present approach are expected to vary throughout the monitoring process, and a
prior will be set on the descriptive statistics of their PDF’s instead of their values.
It equates to establishing a prior of a prior (commonly termed an hyperprior) in a
hierarchical multi-layered structure.
As an example, suppose that the Young’s modulus Θ = E of a structure has
to be identified based on observed modal data Y , which is influenced by temperature
or loading conditions, cf. Fig. 2.15. A hierarchical model, which can reproduce the
same behaviour as shown in Fig 2.15 through variation of its parameter, can then
be defined as follows
Y ∼ p(y|Θ)
Θ ∼ p(θ|Φ)
Φ ∼ p(φ),
(2.11)
where “∼” means “is distributed according to”, the PDF p(θ|Φ) that describes the
Young’s modulus is unknown, and depends of a set of parameters (often named
hyperparameters) φ, which have to be estimated from the prior p(φ) and the observed
data.
Also in the hierarchichal Bayesian framework there is an assemblage of a
global joint posterior PDF of model parameters, for each of the considered hierarchic
levels. It is clear that the Young’s modulus parameter benefits from considering
its inherent variability due to temperature effects, and its identification will result
in a bimodal distribution, as can be seen in Fig. 2.16, where higher/lower values
correspond to higher/lower monitored frequencies, respectively.
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Figure 2.15: Effects of ambient temperature on identified bending and torsional
natural frequencies [126, 127].
Figure 2.16: Bimodal distribution of Young’s modulus associated with modal data
of Fig 2.15.
The main advantage of this framework include its extensibility, since it is
possible to specify as many hierarchical levels as needed, and its ability to unveil the
inherent variability of identified model parameters. On the downside, the hierarchical
framework requires identification of two statistics for each calibration parameter,
larger data sets, and naturally, its posterior is more complex and difficult to estimate.
The first validation of the hierarchical Bayesian framework was carried out
in a three story simulated frame, whereby the storeys stiffness were identified from
the frame’s natural frequencies, which varied according with prescribed PDFs. A
case-study has been considered to access its ability to address model discrepancy,
namely a frame with a flexible foundation (cf. Fig. 2.17). Results indicate that
the approach accurately captures external effects, but under the presence of model
discrepancy the identified stiffness of the first story has a 20% relative error.
Behmanesh work suggests that model discrepancy is still not as comprehen-
sively detailed by the hierarchical Bayesian framework as it would be required to
perform model updating or st-id in SHM, and reinforces that this source of uncer-
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Figure 2.17: Three story shear building example with model discrepancy. Idealised
model and its parameters θi (left) and actual frame with flexible foundation and
stiffness of each floor Ki (right), for floor i = 1, 2, 3.
tainty should be considered with very weak assumptions [128, 129].
2.4.4 Hierarchical structural identification and damage detection
As we have seen, external effects are encapsulated in the inherent variability of model
parameters, as demonstrated by the identified Young’s modulus in Fig 2.16. Hence,
if the PDF of any identified property shifts abruptly, it could easily be distinguished
from the variability of other external factors, accurately indicating the presence of
damage. However this assumption presumes that:
1. the parameters have been accurately estimated. An illustrative example would
be the estimation of the cross-sectional area of a beam for the purpose of
assessing its reserve capacity;
2. and the parameters influence on the model output must be sufficient to capture
all types of local external effects.
In this manner, Behmanesh et al. have applied the hierarchical Bayesian
framework to a Dowling Hall footbridge on the Tufts university campus [126, 130,
131] and a nine-story building [132]. Damage was induced by a set of concrete blocks
loaded on the footbridge deck for three days. The Young’s modulus of the bridge
(cf. Fig. 2.18(a), 2.18(b)) and its variations due to temperature and loading were
selected as model parameters to identify, subsequently testing the model for damage
detection. Conclusions report that several simplifications are required in order to
successfully apply the proposed framework for damage detection. All monitored data
was recorded in warm temperatures and some of the bridge mode shapes have been
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(a) (b)
Figure 2.18: Tufts bridge: photo (a) and FE model (b).
excluded from the identification process. However, the most remarkable aspect is
that an uncorrelated zero-mean Gaussian has been used, once again, to represent
model discrepancy. It is not certain why did the authors revert to the same model
discrepancy form as the classical Bayesian approach, but in the author’s opinion,
computational aspects played a major role in this decision. Deriving and solving
the analytical solution of the updated damage parameters (added mass) also poses
a complex formulation and additional numerical challenges.
More generally speaking, three fundamental problems might be thought as
to why comprehensive Bayesian methodologies, such as the classical and hierarchic
frameworks, are not widely applied in SHM practice.
• When these formulations are applied to st-id or damage detection, there are
several parameter estimation problems, arguably due to the presence of large
model discrepancy and external effects. The hierarchical approach is however,
able to cope with the variability of these parameters due to external effects.
• Both formulations are unable to efficiently update physics-based models, since
the information of the model discrepancy patterns and correlations is not being
estimated. Instead this uncertainty is estimated as a zero-mean uncorrelated
Gaussian. Some progress has been made in this regard with the hierarchical
approach, by considering a correlation function. However, all practical case-
studies have neglected this feature.
• Due to their comprehensiveness, both frameworks require a considerable com-
putational effort which limits their application to large-scale infrastructure.
As stated by Zhang et al. [133], this computational hurdle increases with the
number of model parameters and the number of times that the FE model has
to be run. It is remarkable that the hierarchical approach has been applied to
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several case-studies, despite prone to having more parameters to update than
the classical approach.
2.5 Modular Bayesian model calibration
2.5.1 Modelling assumptions
Interestingly, another Bayesian methodology was developed almost in parallel to the
work mentioned in the previous sections. It was developed originally in the statistics
community, as a milestone work from Kennedy and O’Hagan [134, 135], and it has
been named as modular Bayesian approach (MBA). It dates just two years after the
original classical framework from Beck and Katafygiotis. This fact, coupled with
the different disciplinary field in which it was developed, might explain why it has
not received as much attention in the SHM community. Although the MBA aims
at solving the same fundamental problem of uncertainty quantification and model
calibration as stated before, it uses a different approach and assumptions.
Firstly, it is important to notice that the main equation of the MBA is for-
mulated differently, see Eq. (2.3), from the classical and hierarchical framework,
Eq. (2.8). Although the same sources of uncertainty are present, the MBA con-
siders the design variables x. Hence, it assumes that the observed (and modelled)
output are dependent of a variable which can represent external effects, e.g., temper-
ature, wind, traffic load, etc. In contrast, the hierarchical Bayesian estimates and
encapsulates this information in the parameters of its hierarchical model.
Secondly, the MBA uses Gaussian processes to represent the computer model
and model discrepancy. A Gaussian process is a statistical model which assumes for
simplicity, that the underlying process that it portrays is Gaussian. It generalises
the formulation of a Gaussian random variable to infinitely many variables, also
known as a multivariate normal distribution. A more rigorous explanation will be
presented in Chapter 3. As shall be detailed below, this choice of representation
provides several advantages.
Finally, it should be mentioned that up to this point only the assumptions
placed upon the uncertainties of Eq. (2.3) have been discussed, but assumptions on
how these uncertainties interact and are approximated also significantly impact the
results. For example, considering that parameter uncertainty, model discrepancy
and observation error are statistically independent eases several computational as-
pects, but it worsens how well these uncertainties are approximated. An alternative
designation for this particularity of the the MBA is “neglecting the second-order
effects of uncertainties”. Such aspect is a trade-off which the authors of the MBA
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advocate, and stands oppositely to the classical or hierarchical Bayesian ideology,
typically known as fully Bayesian approaches.
2.5.2 Advantages/disadvantages
A consequence of the remarks described in section 2.5.1, is that a user of the MBA
needs to consider external effects explicitly when developing a physics-based model
of a structure, whereas a user of the hierarchical Bayesian framework does not. Ob-
viously this requires more work and leads to additional model discrepancy (since it
is not trivial to simulate external effects), but in principle, and since the discrepancy
function also depends on the design variables x, it is possible to account for existent
biases and update the model accordingly. It is arguable which is the most appropri-
ate way of considering external effects, and it would be interesting to compare the
performance of the MBA against the hierarchical Bayesian framework in this regard.
Additionally, the MBA has weaker assumptions in relation to model discrep-
ancy, since the Gaussian process which portrays this source of uncertainty is not zero
mean or uncorrelated. For illustrative purposes, the formulation of model discrep-
ancy of the classical, hierarchical and modular Bayesian frameworks can be stated
as follows
Classical Bayesian Hierarchical Bayesian Modular Bayesian
δ ∼ N (O,V ) δ ∼ N (µ,V ) δ(x) ∼ Gp(µ(x),V (x, x′))
V = σ2iiI V = σ
2
ij V (x, x
′) = Σ2 ⊗R(x, x′)
where µ, R, σij and V represent mean vectors, a correlation matrix, covariance
terms and the matrices which contain these terms, respectively. Note that the MBA
form is the only one which depends explicitly of the design variables x.
Moreover, by not considering uncertainties second-order effects, the MBA has
a lower computational effort than the classical and hierarchical Bayesian approach.
Note that implementation of the MBA complete framework is quite demanding and
requires extensive use of numerical integration techniques such as quadrature or
MCMC integration.
The main disadvantage of the MBA lies on its difficulty in identifying the
true model parameters. It is a situation analogous to Fig. 2.10(a), where there are
several optimal values of the posterior distribution for the same equation of model
calibration. This is a direct consequence of not considering uncertainties fully, and
has been the subject of criticism of the MBA in the statistics community. For
example, Mcfarland and Mahadevan [96] and Ling et al. [136] attempted to correctly
estimate the true model parameters/model discrepancy with the modular Bayesian
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approach, but were not able to, since the terms of Eq. (2.3) were highly correlated
with each other, biasing the results. It is recalled, that certain areas of research
such as damage detection and reliability analyses often require that estimated model
parameters attain a physically meaningful value.
Another important remark is that, the MBA does not allow to consider the
inherent variability of model parameters, at least not as explicitly as the hierarchical
Bayesian approach. To achieve the same result, it would be necessary to consider
the actual statistics of a model parameter (mean and covariance) as parameters to
identify, and run a much larger set of simulations with different moments.
Despite these criticisms, several authors focused on the ability of the ap-
proach to accurately predict physical processes and its popularity remained high, as
illustrated in works by Higdon et al. [137, 138], Bayarri et al. [139] and Ranjan et
al. [140]. Higdon characterised material properties of steel cylinders during an im-
plosion by a high explosive with the MBA, using highly multivariate data converted
through principal component analysis [141]. Multiple parameters were considered
and their posterior distribution was sampled via MCMC, namely the Metropolis–
Hastings algorithm [142–145].
2.5.3 Identifiability of the modular Bayesian approach
The interest in the MBA amongst engineers and researchers has recently reemerged,
due to Arendt et al. These authors set a new milestone by analysing the subject
of identifiability [45, 46], how it affected the MBA, and how it could be improved.
According to their first insightful paper [39], the original approach formulated by
Kennedy and O’Hagan considered only a single response of measured/simulated
data. They proved that, unless under some specific conditions, the single response
case will fail to identify the true structural parameters, and proposed instead a mul-
tiple response approach [146], which allows for a more informative model and better
identifiability. Validation was carried out in a simulated example of a simply sup-
ported beam subject to a mid-span point load. No observation error was considered
and only a single structural parameter was calibrated. Moreover, no ambient effects,
e.g. temperature, wind, have been considered by these authors.
In a work by Jesus et al. [222], which is included in this thesis: the practical
feasibility of the MBA has been shown in a laboratory reduced-scale aluminium
truss bridge subject to thermal expansion, illustrating the ability of the enhanced
MBA proposed by Arendt in practice, highlighting the relevance of diversely natured
responses, and how it benefits the identifiability of the methodology.
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2.5.4 Modular Bayesian measurement system design
The topic of MSD which improves the ability of the MBA to learn true parame-
ters has been studied by Arendt et al. [147] and Jiang et al. [148]. These authors
used identifiability as a performance criterion to select most informative responses.
Although the authors have reached the conclusion that “responses which have a diver-
sified nature usually provide better identifiability”, such conclusion is still relatively
vague, and does not explain what is the cause for a response which provides good
identifiability. Also, similarly to the work mentioned in the previous sections, a major
drawback is the computational effort required for optimisation of the measurement
system.
2.6 Data-based Bayesian approaches
In this section Bayesian methodologies under data-driven approaches, i.e. methods
which interpret data without resorting to a physics based model, are briefly reviewed.
Figueiredo et al. [149, 150] research focuses in assembling a cluster of rele-
vant features/observations of a structural system based on a Bayesian approach, in
order to establish a healthy-state baseline. Subsequently, a decision making criterion
(the Mahalanobis squared-distance) was used to classify the outliers which represent
damage or other sources of variability. It should be noted, that although Figueiredo’s
methodology is able to individualise a cluster containing damage features, it is unable
to classify it differently from other sources of variability, being prone to the occur-
rence of Type I errors (see Section 2.2.8 for a definition). Validation was carried out
with the Z24-bridge dataset.
As seen above, the problem of signal separation between damage features and
external effects is possibly the most sought-after feature in data-based approaches.
Furthermore, occurring damage can manifest itself through a discontinuous diver-
gence from a smooth and continuous structural behaviour. Thus, unusual patterns
such as outliers could indicate the presence of damage. In this context, Worden
and Cross [151] and Becker and Worden [152] developed a Bayesian regression tree
Gaussian process, able to fit itself to non-smooth trends of a structure’s behaviour.
thus accounting for sudden changes in the structural behaviour, potentially caused
by damage. It should be noted that inherent smoothness and continuity are a basic
assumption of Gaussian processes, hence the novelty of the approach. Major diffi-
culties were observed when emulating certain complex trends of a duffing oscillator
response.
A successful case of damage prognosis of structural components subject to
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fatigue can be seen in a work by Gobbato et al. [153], by using a recursive Bayesian
method. At a component level, without any external influences, and with a large
database, this approach provided optimal results, similarly to the most successful
application of SHM, i.e. rotary systems. However, in real-life problems of structures
sensitive to fatigue, such as bridges, these conditions rarely hold.
Finally, examples of linear regression models updated through Bayesian in-
ference can be seen in works by Enright et al. [154], and Arroyo et al. [155]. Results
from these works demonstrate a typical overfitting problem associated with the so-
lution of inverse uncertainty quantification problems. It is believed, that most of
current research do not focus as much towards this type of approach.
2.7 Physics-based uncertainty quantification methodolo-
gies
It is reasonable to state that research using Bayesian probabilities are a large frac-
tion of uncertainty quantification in SHM. Other physics-based methods related to
the quantification of uncertainties in SHM include fuzzy numbers, Kalman filters,
sampling methods, model falsification and Markov processes.
2.7.1 Fuzzy numbers
Research of physics-based data-interpretation using fuzzy numbers logic in SHM is
very scarce, with only a few authors involved. Namely, Erdogan et al. [156, 157]
who has developed a fuzzy steepest descend algorithm for model update and dam-
age identification, having applied it in benchmark grid structure of the University
of Central Florida. It should be noted that non-parametric uncertainties (such as
model discrepancy) were not considered. Other authors such as Chen [158] and
Meyyappan [159] developed methodologies under the same scope, the latter having
validated his approach on a steel bridge located in Missouri. Finally, Carden and
Brownjohn [160] used a combination of Stochastic Subspace Identification and fuzzy
numbers clustering for damage detection in the Z24 bridge and a tall building contin-
uosuly monitored for several years. Results show that the method identified damage
successfully, even though it did not separate changes from temperature and damage.
Simply put, the existent damage features were so severe that their presence became
noticeable, despite the masking effect of temperature.
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2.7.2 Kalman filters
In contrast, the literature in the subject of Kalman filters and their application to
SHM is extensive and includes several applications to large-scale infrastructure. In
Fig 2.19 a diagram of the basic principles of Kalman filters is shown.
Prediction stepPrior knowledge
Update step Measurements
Next timestep
Output estimate
Based on e.g.
physical model
Compare prediction
to measurements
of state
of state
Figure 2.19: Basic working principle of Kalman filter, adapted from [161].
One common superclass is the extended Kalman filter (EKF), which is the
nonlinear variant of these methods, having been used extensively in several indus-
trial applications, such as telecommunications, Global Positioning System (GPS),
etc. Ebrahimian et al. [162], applied the EKF in a cantilever steel bridge column
for identification of three material parameters, and identification of six unknown
material parameters of a three-story three-bay moment resisting steel frame. Ad-
vanced nonlinear constitutive models were used to accurately describe the dynamic
behaviour of such examples [163]. Results have shown an excellent performance
against observation error, but a limited estimation in the presence of model discrep-
ancy. Such conclusions lend support to the fact, that even a sophisticated structural
model eventually reaches a predictive limit, and is preferable to quantify its uncer-
tainties, rather than persisting on its update. Finally, more recent work from the
same authors [98] include a batch Bayesian approach, with a similar workflow as the
classical Bayesian framework (discussed above).
Other authors such as Jin et al. [164, 165], Yang et al. [166] and Ding and
Guo [167] also applied this superclass of Kalman filters, despite limited to simulated
case-studies. Capellari et al. is another author that first used a hybrid particle
Kalman filter subclass for damage detection [168] and subsequently shifted its re-
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search focus to Bayesian probabilities.
A second Kalman filter class worth mentioning is the ensemble Kalman fil-
ter by Ghanem and Ferro [169]. This methodology has been applied for damage
detection under the presence of model discrepancy and strongly non-Gaussian sig-
nals. Despite providing some advantages relatively to the EKF, which always rely on
the Gaussian assumption, this method also did not consider the systematic uncer-
tainty of model discrepancy. More tests with full-scale case-studies are required for
validation purposes. A final relevant work, developed with the goal of overcoming
identification divergences, large computational effort and storage capacities required
by the traditional Kalman filters, is the two-step Kalman filter by Lei et al. [170].
This algorithm can be implemented in micro-processors for damage detection and
structural identification and retains all the advantages of the traditional Kalman
filter. However also this methodology requires further validations for its feasibility
with full-scale structures under environmental/operational conditions.
2.7.3 Model falsification
Another interesting methodology by Goulet and Smith [171, 172] is the probabilistic
model falsification. It applies the concept of hypothesis testing in order to refuse or
accept a model instance, a concept established formally by Popper [173]. It works
by establishing a hyperlatin grid space with model instances, which are then classed
according to a set of validation criteria. It does consider model discrepancy as a sys-
tematic error, and does not assume it to have a Gaussian structure, unlike most of the
previous works. The approach of the method is different, in the sense that the objec-
tive is not to identify an optimal model instance, but rather to falsify the ones that
do not explain the physics of the problem. Parametric uncertainty is represented by
a uniform distribution, which unfortunately does not provide a considerable insight
into how these values might change. Despite this, the methodology considers identi-
fiability as a performance metric to determine an optimal sensor configuration [174].
Its validation can be seen in full-scale case-study of Tamar bridge (UK) and Lan-
gensand Bridge (Switzerland) [128, 175]. It should be noted that this methodology
returned parameter confidence intervals that are physically unrealistic, such as the
stiffness of springs in Tamar bridge embankments, at k = 10 × 1011 kN/mm, seen
in [120, 176].
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2.7.4 Sampling methods
In regards to sampling methods, the amount of research is not very extensive, most
likely due to the high computational effort that is required to represent the response
surface with a dedicated FE model. For example, Fang and Pereira [177, 178] used
a factorial experiment response surface method for damage detection. Model dis-
crepancy has been assessed by the R2 criterion [179], which translates how much
variability there is, which can be explained solely by a model. This means that the
applicability of this methodology is limited to the agreement between predictions
and measurements, i.e. modelling expertise. This methodology has been validated
in a simulated reinforced concrete (RC) beam, a reduced scale RC frame, and the
full-scale I-40 bridge [180]. Other recurrent research areas, where often model dis-
crepancy is considered as a zero-mean Gaussian, include least squares as seen in
Huang et al. [181], stochastic search methods by Stull et al. [110], and finally, a
MCMC sampling by Li et al. [182].
2.8 Summary
This section summarises the information presented in the chapter and contextualises
it in the framework of this thesis. Several probabilistic model updating methodolo-
gies have been developed through time for several purposes, namely: structural
identification, measurement system design, operational modal analysis and damage
detection. Particular emphasis was given to the classical, hierarchical and modu-
lar Bayesian model updating frameworks, which have been rigorously detailed. A
small section has been devoted to Bayesian data-based methodologies. Finally, an
overview and shortcomings of other physics-based probabilistic methodologies has
been highlighted, including Kalman filters, model falsification, fuzzy numbers logic
and sampling methods.
Table 2.1 presents a summary of the discussed Bayesian methodologies, fea-
tures and advantages/disadvantages. As can be seen, the classical Bayesian ap-
proach presents the worst case scenario, with a high computational effort, strong
assumptions of model discrepancy and do not considers environmental/operational
effects. Conversely, the MBA has a low computational effort, due to the degree of
approximation of its uncertainties, a model discrepancy with weak assumptions, and
its identifiability depends of considering multiple responses. However both of these
methodologies do not explicitly consider the inherent variability of model parameters
comparatively to the hierarchical Bayesian framework, whose assumptions regarding
model discrepancy are in an interesting mid-term between the modular and classical
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Bayesian approach.
Classical Hierarchical Modular
Inherent variability of model parameters not explict Yes not explict
Model discrepancy (assumptions) strong mild weak
Computational effort high high low
Uncertainties order of approximation high high first
Table 2.1: Summary of presented Bayesian methodologies and their advantages/
disadvantages.
There is no shortage of agreement within the research community, in that
model discrepancy and parameter uncertainty are the most severe uncertainties for
model updating. However, most of the present research in Bayesian methodologies
either does not consider model discrepancy, or considers it with very strong assump-
tions, such as a zero-mean uncorrelated Gaussian behaviour. Multiple methodologies
seen throughout this review follow the same path, under the umbrella of the max-
imum entropy principle. In the author’s opinion, considering model discrepancy in
such way negates the possibility of finding patterns and correlations in this source of
uncertainty, which are vital to assess the performance of the predictive model and
guide its updating process.
Regarding non-Bayesian physics-based probabilistic methodologies, literature
suggests that Kalman filters have the overhead interest of the research community.
Several classes of Kalman filters are being developed, with a two step Kalman fil-
ter algorithm from Lei et al. [170] an interesting option that aims to surpass the
limitations of the traditional Kalman filter. Fuzzy numbers logic from Erdogan and
the modal falsification method from Goulet are also interesting methodologies, which
despite concerning identifiability issues, do show capability to comprehensively quan-
tify uncertainties from several different sources. It must be noted that validation of
these methodologies in full-scale structures always requires costly tests or inspections
and is very rarely seen. Remarkably, with Bayesian methodologies this is specially
notorious, given the amount of research already developed.
Finally, the present review suggests that the MBA accounts better for model
discrepancy than the classical or hierarchical Bayesian frameworks. Therefore, the
same concept as the original MBA formulation shall be adopted in this thesis. It is
necessary to test how the MBA considers environmental/operational effects explic-
itly, comparatively to the hierarchical Bayesian framework. Moreover, the current
implementation of the multiple response MBA has not yet been tested in practice,
nor do allow for multiple model parameters calibration.
Thus, there are six specific issues which shall be addressed.
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• The enhanced MBA needs to be able to identify multiple model parameters.
A routine based on the Metropolis Hastings algorithm has been implemented
for such task and will be detailed in Chapter 4, Section 4.6.2.
• Environmental and operational effects should be explicitly considered in the
design variables of the methodology, showcasing its ability to cope with these
effects. Practical illustrations are detailed in Chapter 5.
• Naturally, the estimated discrepancy function has to cope with inadequate
modelling of external effects and/or structural behaviour e.g. boundary condi-
tions.
• On the basis of the enhanced MBA, a measurement system design methodol-
ogy shall also be developed, in order to select the responses which allow the
most accurate parameter estimation. Chapter 6 highlights an optimal sensor
configuration analysis for the enhanced MBA and its practical application for
SHM.
• A first practical validation of these methodologies shall be carried out in a
reduced-scale aluminium bridge and the Tamar long suspension bridge.
• Finally, computational aspects assume a relevant importance for the present
work. Although the computational effort of the MBA is low when compared
with its fully Bayesian counterparts, its numerical stability is equally impor-
tant. To this end, a numerical factorisation treatment is to be applied to the
multiple response Gaussian processes formulation. Section 3.7 of Chapter 3
provides further details of this enhancement. This is relevant since, even for
Arendt’s simply supported beam example [146], numerical instabilities have
been reported.
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Chapter 3
Single and multiple response
Gaussian processes
3.1 Introduction
In this Chapter the mathematical formulation of a single and multiple response
Gaussian process (mrGp) surrogate model, that fits a multi-input–output function
is presented. An SHM practitioner who intends to use the MBA should become
familiar with the contents of this chapter before moving to Chapter 4. The single and
multiple response case will be detailed sequentially in each of the chapter sections,
in order to identify the similarities and differences between each formulation.
Most of the material presented hereafter is classic in the statistical data anal-
ysis literature, and is inspired by Rasmussen and Williams [183], Lophaven, Nielsen
and Søndergaard [184] and O’Hagan et al. [185–188]. Section 3.7 presents the thesis
author’s enhancement of the mrGp formulation, which allows to improve the numer-
ical stability of the mrGp likelihood function. This is a core novelty of the present
work.
Before outlining the contents of this chapter, a short description of a Gaussian
process is given. Let us assume that a function of interest y(x) can be approximated
as a spatial random process, which is assumed Gaussian for simplicity. The function
y(x) is commonly known as a latent function, and its input x can be considered as
design variables, calibration or tuning parameters. In the current text it is irrelevant
which of these three types of input is considered. Hence
y(·) ∼ N (m(·), V (·, ·))
whereN represents a normal distribution, with mean and covariance functionsm and
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V , respectively. These functions in turn depend of some specific parameters, which
shall hereby be denoted as hyperparameters φ, in order to distinguish them from
calibration or tuning parameters of a physics-based model. Usually two situations
are relevant to the analyst, namely:
• having observed the latent function, a training dataset is made available and
needs to be used in order to estimate the hyperparameters. A Gaussian process
approximated in such a way is said to be fitted, trained or regressed to the data;
• the Gaussian process can also generate predictions of the underlying latent
function, provided that it has been trained and the hyperparameters have
been estimated. This process is also commonly known as emulation.
It is also possible to perform a probabilistic classification of new data, in the sense
of how likely it belongs to the latent function. However classification using Gaussian
processes will not be detailed in the present work. As a final remark, it should be
noted that the above described procedure is analogous to Bayesian inference, where
a set of functions (priors) are updated based on available data (likelihood) to obtain
a trained model (posterior).
Based on the above mentioned description the present chapter will be divided
in five points.
• In Sections 3.2 and 3.3 mean and covariance functions priors, which have been
assumed for the current work, and associated hyperparameters shall be care-
fully detailed.
• Section 3.4 describes how the hyperparameters can be estimated from available
training data, using maximum likelihood estimation (MLE).
• Section 3.5 highlights how a mrGp with fixed hyperparameters can then be used
for prediction. The previously mentioned sections deal with the simplified case
of a noise free process.
• Section 3.6, oppositely to the previous sections, addresses a scenario in which
the process of interest contains observation error, i.e. a process which presents
residual variations, noise or other sources of uncorrelated error.
• Finally, Section 3.7 details a Cholesky factorisation for the mrGp formulation,
which allows to improve the numerical stability of the algorithm and which has
been implemented on top of the original formulation of the MBA.
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3.2 Gaussian process mean
3.2.1 Single response
The prior mean is assumed to belong to a hierarchical structure of linear functions
that, given a set of N input data points x, can be written as
m(·) = H(·)β, (3.1)
with regression matrix H and a column vector of regression coefficients β. The
resulting mean column vector m has dimension N . Matrix H ∈ RN×p contains N
polynomial functions fj(x) : j = 1, . . . , p of degree p. The function takes a set of d
input data points, which are denoted as x = x1, x2, . . . , xd and outputs the value of
the regressor polynomial function. Note that the degree of the polynomial function
p will depend of how many input data points there are. Different types of functions
are implemented as can be seen in Table 3.1
Name order p f(x)
regpoly0 0 1 f1(x) = 1 constant
regpoly1 1 d+ 1 f1(x) = 1, . . . , fj(x) = xj−1 linear
regpoly2 2 12(d+ 1)(d+ 2) fq(x) quadratic
Table 3.1: Polynomial regression functions for j = 1, . . . , p.
with the above quadratic function fq(x) defined as
f1(x) = 1
f2(x) = x1, . . . , fd+1(x) = xd
fd+2(x) = x
2
1, . . . , f2d+1(x) = x1xd
f2d+2(x) = x
2
2, . . . , f3d(x) = x2xd
. . .
fp(x) = x
2
d
(3.2)
On the other hand, vector β can be defined as βT = [β1, . . . , βp] with coef-
ficients βi for each of the i = 1, 2, . . . , p terms of the linear functions contained in
matrix H.
3.2.2 Multiple response
For the similar situation where the Gaussian process has to be fitted to q multi-
ple responses at N input data points, the structure of Eq. (3.1) and H(·) remain
unchanged. However, the result now is a mean matrix m ∈ RN×q, which has one
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column for each response that is being approximated. For further details on matrix
normal distributions see Carvalho et al. [189]. The regression coefficients column
vector β also expands into a matrix β ∈ Rp×q, which has the following structure
β =

β11 . . . β1q
...
...
...
βp1 . . . βpq
 . (3.3)
with coefficients βik for each of the k = 1, 2, . . . , q responses, and for each of the
i = 1, 2, . . . , p terms of the linear functions contained in matrix H. Thus, the
multiple response can be interpreted as a generalisation of the single response case.
Note that sometimes it is necessary to vectorise matrixm into a single column
vector to match it with the covariance structure (shown in the next section). The
Kronecker product ⊗ is the most efficient operator to accomplish the restructuring of
the mean vector, and will be used throughout the rest of this work. As an example,
Eq. (3.1) can be re-written as
m(·) = Iq ⊗H(·)vec(β) (3.4)
with identity matrix Iq of dimension q and vec(·) as the vectorising operation. Vec-
torising β will match its dimension with the Kronecker product Iq ⊗H. Essentially
each mean response is approximated by the same functions H (which are expanded
by the Kronecker product) but have different regression coefficients β, resulting in a
Nq column matrix m = [m1,m2, . . . ,mq]T .
3.3 Gaussian process covariance
3.3.1 Single response
The prior covariance function for a single response Gaussian process is assumed as
the product of a scalar variance σ2 and a correlation matrix R ∈ RN×N between
data points, and can be formulated as
V (·, ·) = σ2R(·, ·) (3.5)
Depending on the nature of the process being approximated different corre-
lation functions can be specified inside each entry of matrix R. These are commonly
known in the machine learning community as kernels. Note also that the correla-
tion matrix of an uncorrelated Gaussian process would be an identity matrix IN .
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Currently the following form is assumed
R(ω, x, x′) =
d∏
j=1
Rj(ω, xj − x′j)
where once again a set of d input data points x = x1, x2, . . . , xd, are supplied as
an argument of the function, and the output is the required correlation. Similarly
to the hierarchy of regression functions there is also a list of correlation functions
available
Name Rj(ω,∆j)
exp exp(−ωj |∆j |)
expg exp(−ωj |∆j |ωn+1), 0 < ωn+1 ≤ 2
Gauss exp(−ωj∆2j )
lin max{0, 1− ωj |∆j |}
spherical 1− 1.5ζj + 0.5ζ3j , ζj = min{1, ωj |∆j |}
cubic 1− 3ζ2j + 2ζ3j , ζj = min{1, ωj |∆j |}
spline ς(ζj), (3.6) ζj = ωj |∆j |
Table 3.2: Correlation functions. ∆j = xj − x′j .
with the above spline model defined as
ς(ζj) =

1− 15ζ2j + 30ζ3j for 0 ≤ ζj ≤ 0.2
1.25(1− ζj)3 for 0.2 ≤ ζj ≤ 1
0 for ζj ≤ 1
(3.6)
and ωj j = 1, . . . , d called roughness parameters for each of the d design variables
xi. They represent how roughly the response changes from input point x to point
x′. Fig. 3.1 displays the effect of different roughness parameters in the predicted
response. Notice how the smoothness of the process decreases as the roughness
parameters increase, from a lower value in Fig. 3.1(a) to a value appropriate for the
latent function in Fig. 3.1(b) and an higher value in Fig. 3.1(c).
To complement the tabled functions Fig. 3.2 displays most of the presented
functions in a graphical format, with distance between points in the abscissa and
correlation in the ordinate. As can be seen the functions can either have a parabolic
behaviour (GAUSS, CUBIC and SPLINE) near the origin, or linear (EXP, LIN and
SPHERICAL).
Also, as can be seen in Fig. 3.3 different correlation functions result in different
fitting and prediction intervals. Since the shown hump process is highly nonlinear
it is preferable to approximate it with a Gaussian correlation function, whereas a
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(a) (b) (c)
Figure 3.1: Approximation of an hump function by a mrGp with different roughness
parameters and a Gaussian correlation function: (a) ω = 10.00, (b) ω = 31.67, and
(c) ω = 50.00.
linear process would be better approximated with a spherical or linear correlation
function.
There is a considerable amount of research dedicated exclusively to the de-
velopment of efficient correlation functions for Gaussian processes. A comparative
study of some of these functions can be seen in Simoen et al. [72], where the spherical
and Gaussian models yielded the best results. Typically, engineers use the Gaussian
function because of its ease of interpretation and differentiability [146, 190–192]. For
the case-studies of this work the Gaussian and linear model generally presented the
best results.
As can be seen from the functions of Table 3.2, the correlation of two coinci-
dent points ∆ = 0 is often one. As shall be seen in the next section, such correlation
allows a Gaussian process posterior mean/covariance that yields a perfect interpo-
lation at observed points, and is a convenient structure to approximate computer
simulations which are deterministic in nature, always yielding the same output for
a fixed input.
3.3.2 Multiple response
Similarly as with the mean function prior for the multiple response case, the prior
covariance structure of a mrGp V , given a set of N input data points with q re-
sponses, is assumed as the product of a variance matrix Σ2 ∈ Rq×q and a correlation
matrix between data pointsR ∈ RN×N . Once more, the Kronecker product provides
the best operator to combine the two terms of the covariance structure, which can
be formulated as
V (·, ·) = Σ2 ⊗R(·, ·) (3.7)
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(a) (b)
(c) (d)
(e) (f)
Figure 3.2: Correlation R in the interval 0 ≤ ∆ ≤ 2 with roughness parameters
ω = 0.2, 1, 5 (dashed, solid and dash-dotted line) for (a) exponential, (b) Gaussian,
(c) linear,(d) spline, (e) cubic, and (f) spherical function.
Note the similarity between Eq. (3.7) and Eq. (3.5). Its interpretation is also intu-
itive, as a separation of a spatial covariance matrix between the q responses that are
being fitted, and the temporal correlation between N asynchronous observed points
in the input space for stationary processes [185, 193].
However note that the presented covariance assumes that a given input is
asynchronous, and that all the q output responses have a common roughness pa-
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(a) (b)
(c)
Figure 3.3: Approximation of an hump function by a mrGp with different correlation
functions and roughness parameters: (a) Gaussian ω = 31.67, (b) linear ω = 0.48,
and (c) spherical ω = 1.97.
rameter ω.
3.4 Estimating hyperparameters
Having established the prior functions of the Gaussian processes for the single and
multiple response case it is now possible to address the question of estimating its
parameters, here denoted as hyperparameters, from available data. Loosely speaking
the Gaussian process is being ‘trained’ to match supplied data, so that its functions
resemble the training data has reliably has possible.
The hyperparameters which have been described in the previous sections
φ = {β,Σ2,ω} can be estimated through maximum likelihood estimation (MLE)
between the observed data D = {Y ,X} and the mrGp statistical model. In the
subsequent text only the multiple response case will be detailed (from which the
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single response case can be readily deduced).
Using MLE is similar to Bayesian estimation, in the sense that a likelihood
has also to be built to estimate a hyperparameter of a statistical model. However,
the main difference is that MLE does not require us to define our prior beliefs in
order to estimate the hyperparameter. Additionally, the hyperparameter attains a
fixed deterministic value at the maximum of the likelihood function, whereas Bay-
esian estimation assumes it as a random variable. MLE is also known as evidence
approximation or empirical Bayes [194].
The first step requires labouring a multivariate normal likelihood function of
the mrGp, which is analogous to the multivariate normal distribution function found
throughout statistical literature
fX(x1, . . . , xN ) =
exp
(−12(x− µ)TΣ−1(x− µ))√
(2pi)N |Σ| (3.8)
only differing in the mean vector µ and covariance matrix Σ, which are replaced by
the priors which were presented in the previous sections.
It should be made clear that in the above expression, x is usually the random
variable and µ and Σ are fixed statistics, but oppositely, the likelihood assumes that
the data is fixed (observed as mentioned before), and that the statistics are variables
which values need to be determined.
Note also that a determinant property of the Kronecker product
|A⊗B| = |A|m |B|n . (3.9)
has to be used to expand the denominator of Eq. (3.8). The exponent in |A| is the
order of B and the exponent in |B| is the order of A.
Hence, the likelihood function of a mrGp is given by
p(Y |β,Σ2,ω) = (2pi)−Nq/2|Σ2|−N/2|R|−q/2
exp
{
−1
2
vec(Y −Hβ)T (Σ2 ⊗R)−1vec(Y −Hβ)
}
,(3.10)
and its log-likelihood is
`(Y |β,Σ2,ω) ∝ −1
2
{N log |Σ2|+ q log |R|
+vec(Y −Hβ)T (Σ2 ⊗R)−1vec(Y −Hβ)} (3.11)
By differentiating Eq. (3.11) in order to β and Σ2 and equating these deriva-
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tives to zero, it is possible to obtain the analytic MLE of these hyperparameters. The
following two subsections will detail the derivation and estimation of the regression
coefficients β and the process variance matrix Σ2.
3.4.1 Estimation of regression coefficients
As described above, the likelihood function of a mrGp is multivariate normal, and
its mean function is made of regression functions. Fortunately, the solution of the
MLE for the particular case is a well known solution (reproduced below).
To determine a weighted least squares solution to the system
Y = Hβ +  (3.12)
where  is a “residual” term with covariance as specified above. Firstly, the gener-
alised measure of the squared distance from Y to Hβ in standard deviation units
can be written as
(Y −Hβ)TR−1(Y −Hβ), (3.13)
which is identical to the univariate normal case
(x−µ
σ2
)
= (x − µ)(σ2)−1(x − µ).
Secondly, by differentiating this equation with respect to β, and by setting it equal
to zero, it can be seen that the minimum of the squares (and its norm) occurs at the
βˆ that satisfies
HTR−1Hβˆ = HTR−1Y , (3.14)
which are also called the normal equations. The circumflex above β denotes that it
is an estimated value. Finally, multiplying the inverse of the first three matrices on
both sides the estimate can be isolated as
βˆ = (HTR−1H)−1HTR−1Y . (3.15)
The above shown procedure is analogous to solving ∂`/∂β = 0, since for the
Gaussian case the MLE and the least squares solution is identical. An alternative
form of the above estimate can be written as
βˆ = WHTR−1Y , (3.16)
with the Gram-Schmidt matrix inverse, that dictates the numerical stability of the
solution defined as
W = (HTR−1H)−1. (3.17)
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Its condition determines the expected accuracy of a solution to the least squares
problem. This solution correspond to the classical generalised least squares solution.
If the correlation matrixR had been assumed instead as diagonal, i.e. an uncorrelated
process, the result would be the ordinary least squares solution.
3.4.2 Estimation of process variance
On the other hand, the MLE of the process variance can be obtained by solving
∂`/∂Σ2 = 0, and results in the estimate
Σˆ
2
=
1
N − p(Y −Hβˆ)
TR−1(Y −Hβˆ). (3.18)
known as generalised sample variance or average of the squared deviations.
3.4.3 Numerical optimisation of the log-likelihood function
By plugging expressions of Eqs. (3.16) and (3.18) into Eq. (3.11) it simplifies into
`(Y |ω) ∝ −1
2
{N log |Σˆ2|+ q log |R|} (3.19)
where both terms Σˆ
2
and R depend of the roughness coefficients ω. This function
has to be maximised numerically in order to estimate the values of ω.
3.5 Prediction mrGp
Finally, it is possible to generate predictions of the latent function y, using a Gaus-
sian process which has been trained with observed data D = {Y ,X} and from
which hyperparameters φ have been estimated. To this end, let us assume that
s unobserved point(s) x∗ ∈ Rs×d, are also provided. The objective is to compute
the respective predictions y(x∗) of one or q responses, for the single or the multiple
response case, respectively. Thus, y can either be a s column vector or a s×q matrix.
3.5.1 Single response
Since y(x∗) is assumed to belong to the same distribution as the dataset D, i.e. the
same latent function, its prior PDF is
y(x∗)|β, σ2,ω ∼ N (h(x∗)β, σ2R(x∗,x′∗)) (3.20)
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with the definitions of R(·, ·), σ2 and h(·)β detailed above. Similarly, the observed
data D is assumed to follow a multivariate normal distribution as
D|β, σ2,ω ∼ N (H(X)β, σ2R(X,X ′)). (3.21)
Note that matrices R and h are denoted differently from matrices R and H, just so
that it is clear to which distribution each matrix belongs to.
The situation of interest now is to obtain the conditional posterior distribution
of y(x∗) based on the dataset D. Since both distributions are multivariate normal,
the conditional case is available from standard normal theory (see Appendix A for
a full proof) as
y(x∗)|β, σ2,ω,D ∼ N (m∗,V ∗) (3.22)
where the mean vector of this distribution is
m∗ = hβ +RTR−1(Y −Hβ) (3.23)
and its covariance matrix is
V ∗ = σ2{R−RTR−1R} (3.24)
with R = [R(x∗,x1), . . . , R(x∗,xN )]T ∈ RN×s defined as a relational correlation
matrix, which maps the correlation between the dataset points and the unobserved
points. It is worth noting, that the first term in Eq. (3.23) hβ is a mean of the
predicted values, and the last arguments R−1(Y − Hβ) are fixed, because they
depend only of the training dataset/hyperparameters. When multiplied by matrix
R the last term acts as a set of weights, which adjust the Gaussian process according
to training data. An example of predictions made by a Gaussian process with and
without training data is presented in Section 4.4, to illustrate the relevance of each
of the terms in the above equations.
Notice however, that the multivariate normal distribution in Eq. (3.22) de-
pends on the hyperparameters φ = {β, σ2,ω}. After estimating those hyperparam-
eters as described in Section 3.4, it is necessary to integrate Eq. (3.22) with respect
to the MLE of β and σ2 to obtain the distribution of y conditional on the roughness
parameters ω and data D only. This distribution that closes the description of the
Gaussian process prediction model, is given by a t-student distribution defined by
y(x∗)|ω,D ∼ T (m∗∗, σˆ2R∗∗) (3.25)
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with
m∗∗ = hβˆ +RTR−1(Y −Hβˆ) (3.26)
R∗∗ = R−RTR−1R
+ [hT −HTR−1R]T [HTR−1H]−1[hT −HTR−1R], (3.27)
and roughness parameters ω estimated by maximisation of Eq. (3.19) and plugged
into Eq. (3.25) to achieve the prediction at the new input data points.
As an example, in Fig 3.4 an increasing number of training data sets are
used to fit a Gaussian process against a latent function (dashed line). Note that
the posterior function predictions are coincident with training data y = y1, . . . ,yq
at x∗ = x1, . . . ,xN and the predicted points covariance goes to zero, i.e. perfect
interpolation applies.
Figure 3.4: As the number of training data points (plus dots) increases (left to right)
a mean function (solid line) interpolates perfectly these points and the uncertainty
cloud (grey area) shrinks further around it, converging to the true process function
(dashed line).
3.5.2 Multiple responses
In a similar way as to what has been shown in previous sections, the posterior mrGp
formulation is a natural expansion of the single response case.
The conditional posterior distribution of y(x∗) based on the dataset D can
be defined as
y(x∗)|β,Σ2,ω,D ∼ N ,V ∗) (3.28)
where the mean vector is
m∗ = hβ +RTR−1(Y −Hβ) (3.29)
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and the covariance matrix is
V ∗ = Σ2 ⊗ {R−RTR−1R} (3.30)
Analogous to what has been shown for the single response case, the aforemen-
tioned distribution can be marginalised in order to the hyperparameters, resulting
in a t-student distribution defined by
y(x∗)|ω,D ∼ T (m∗∗, Σˆ2 ⊗R∗∗) (3.31)
with
m∗∗ = hβˆ +RTR−1(Y −Hβˆ) (3.32)
R∗∗ = R−RTR−1R
+ [hT −HTR−1R]T [HTR−1H]−1[hT −HTR−1R], (3.33)
and roughness parameters ω estimated by maximisation of Eq. (3.19) and plugged
into Eq. (3.31) to achieve the prediction at the new input data points.
In the next section a variant of this formulation, that allows to consider
observation errors is detailed. This is important when the mrGp is being fitted
against measured data, which presents residual variations, noise or other sources of
uncertainty when at the same conditions of observation.
3.6 Observation error
In the previous sections, a mrGp formulation that allows to fit a deterministic pro-
cess, with available data was detailed. Now the situation of interest is a process with
observation error, i.e. a process which presents uncertainty at the same conditions
of observation.
An example of such process is shown in Fig. 3.5, where a signal with a signal-
to-noise ratio SNR of 35 dB is fitted by a Gaussian process. The SNR is defined as
SNRdB = 10 log10
(
σ2signal
σ2noise
)
, (3.34)
where σsignal and σnoise represent the variance of the signal of interest and noise,
respectively.
The observation error is assumed as zero-mean Gaussian. Hence the mean
structure of Section 3.2 remains unchanged. On the other hand an additional term
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(a) (b) (c)
Figure 3.5: Gaussian process approximation when training data consists of noisy
observations, SNR of 35 dB, for (a) 50, (b) 100 and (c) 150 dataset points.
was added to the covariance structure of Eq. (3.7) as
V (·, ·) = Σ2 ⊗R(·, ·) + Λ⊗ In, (3.35)
where IN is the identity matrix of dimension N and Λ ∈ Rq×q is a variance matrix
of the observation error for each response. Implicitly, Eq. (3.35) separates the be-
haviour of the process in a correlated and uncorrelated structure, between the error
at different input data points.
To estimate the hyperparameters φ = {β,Σ2,Λ,ω} with MLE, only the
regression coefficients β do have an analytic expression, given by
βˆ = (Iq ⊗HTV −1Iq ⊗H)−1Iq ⊗HT − V −1vec(Y ) (3.36)
while the remaining hyperparameters have to be estimated by numerical optimisation
methods. The log-likelihood function that has to be maximised in order to do so is
given by
`(Y |φ) ∝ −1
2
{log |V |+ vec(Y −Hβˆ)TV −1vec(Y −Hβˆ)}. (3.37)
Finally, and similarly to Section 3.5, the prediction at an unobserved point
x∗ is given by a t-student distribution defined by
y(x∗)|ω,D ∼ T (m∗∗,V ∗∗) (3.38)
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where
m∗∗ = hβˆ + VTV −1vec(Y −Hβˆ) (3.39)
V ∗∗ = Σˆ
2 ⊗R+ Λˆ⊗ Is − VTV −1V
+ [hT −HTV −1V]T [HTV −1H]−1[hT −HTV −1V] (3.40)
with V = {Σˆ2 ⊗ [R(x∗,x1), . . . , R(x∗,xN )]}T ∈ RNq×s as a relational covariance
matrix. Note that the regression matrixH in Eq. (3.40) should have been expanded
with the Kronecker product, as shown in Eq. (3.4) but for the sake of clarity it has
been omitted.
If a single input site is required, the above formulas compact directly, includ-
ing V which becomes a RNq×1 vector. Finally, the author would like to comment the
subtle differences between Eq. (3.40) and Eq. (3.33). It can be noted that the addi-
tional term Λˆ⊗ Is in Eq. (3.40) is the additional variance due to observation error;
while all the other terms are equivalent on both equations (note that the correlation
matrices in Eq. (3.33) are multiplied by the process variance of Eq. (3.31)).
3.7 Cholesky factor decomposition
As shown in the previous sections, Gaussian process can be used for efficient regres-
sion of stochastic processes, with or without observation error. The present section
highlights a mathematical artifact which can be used to improve the numerical sta-
bility of the mrGp fitting process. Although Rasmussen and Williams [183] have
already detailed such operation, it has been restricted to the single response case,
while the author has generalised it for the approximation of multiple responses.
Since the latent function that is approximated by a mrGp is assumed as
multivariate normal, its likelihood function has a well known form, which can be
expressed as
ln p(Y |φ) = −N
2
ln(2pi)− N
2
ln |V | (3.41)
−1
2
vec(Y −Hβ)TV −1vec(Y −Hβ),
where Y and N are the data to be approximated and its dimension, φ are the
hyperparameters, vec(•) is the vectorisation (stacking of the columns) and V and
Hβ are a covariance and mean function of the mrGp, respectively. For more details
of these terms the reader is referred to Sections 3.2 and 3.3.
However the form of Eq. (3.41) is not practical from a numerical point of
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view, since it requires a covariance matrix inversion in the last term. The dimension
of matrix V can become very large creating numerical stability problems. However,
since V is symmetric and positive-definite, it is implicit that it can be written in
factorised form [195] as
V = CCT , (3.42)
with C a lower triangular matrix. If we then consider that the regression prob-
lem which is being solved, translating similarity or equality between a hierarchy of
regression functions and available data can be transformed as follows
H˜β ' Y˜ (3.43)
with
CH˜ = H, CY˜ = Y , (3.44)
Eq. (3.41) then simplifies into
ln p(Y |φ) = −N
2
ln(2pi)−N ln |C| − 1
2
vec(Y˜ − H˜β)Tvec(Y˜ − H˜β), (3.45)
which is considerably more stable and efficient than the original formula.
As shown in the previous sections, the used covariance matrix is expressed
with a separable form V = Σ2 ⊗ R, where ⊗ is the Kronecker product, Σ2 is a
covariance between measured responses, and R is a correlation matrix between data
points. This form does not however affect any of the above-mentioned simplifica-
tions. For more details on properties of the Cholesky factorisation and the Kronecker
product the reader is referred to Schäcke [196].
In Chapter 4 the MBA will be presented in detail and several log-likelihood
functions, such as Eq. (3.41), will be detailed for each module of the formulation.
More stable functions as in Eq. (3.45) have been deduced and implemented for each
of the MBA modules and are shown in Appendix C. Such implementation is a core
novelty of the present thesis and is believed to improve the applicability of the MBA
to quantification of uncertainties in SHM.
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Chapter 4
Modular Bayesian uncertainty
quantification
4.1 Introduction
In this chapter, the core methodology proposed for uncertainty quantification in
SHM, the MBA, is described in detail. Additionally to the factorisation of its mrGps,
which has been described in Section 3.7, the original formulation has been expanded
to consider multiple calibration parameters. Such considerations imply a complete
re-implementation of the original algorithm. It should be noted for example, that
Arendt et al. [146] were unable to use their implementation of the MBA for calibra-
tion of more than two responses, and as shall be shown in the next chapters, examples
with eight responses have been solved with the MBA. Moreover, Arendt et al ex-
perienced computational instabilities when training a mrGp with only 16 simulated
data points, and in the examples shown in the current chapter 36 simulated data
points and above have been used. It is plausible to assume that such improvements
are due to the factorisation detailed in Section 3.7. The consequent advantages will
become more evident in Chapter 5 and 6. Finally, the differences relatively to other
methodologies, such as the classical and hierarchical Bayesian frameworks, will also
be highlighted when appropriate.
As described in Section 2.5, the MBA resorts heavily on mrGps for uncer-
tainty quantification. Hence, it is recommended for the reader to be acquainted
with mrGps and the contents of Chapter 3 before moving forward. The diagram in
Fig. 4.1 highlights two scenarios of data interpretation for SHM, where simulated
data Xm,Y m,θm and experimental data Xe,Y e are to be used for MSD and st-id.
In both cases, the process is broken into a modular structure which processes the
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input data, according with the underlying objective/assumptions, and estimates a
sensor configuration or calibrates a physics-based model. It should be noted that the
MSD modules are derived semi-directly from the st-id ones, and therefore, only the
modules which comprise the st-id problem will be detailed in this chapter. Finally,
note that sensor configurations obtained by the MSD framework, although tailored
for st-id, do not necessarily require a st-id performed by the MBA.
Numerical model
Ym(X, θ)
Simulations
{Xm, θm,Ym}
Physical experiments
Y e(X)
Experimental
{Xe,Y e}
data
Simulations
{Xm, θm,Ym}
Numerical model
Ym(X, θ)
Figure 4.1: Diagram of the relationship between the proposed methodology and
a structural identification and measurement system design algorithm. Adapted
from [147].
The current chapter is organised as follows: Section 4.2 formalises Bayes’
theorem and the involved elements of Bayesian inference. Section 4.3 describes the
main equation used to describe the data and quantify the existent uncertainties;
Section 4.4 reviews some core aspects of Gaussian processes and how they are used
to aid in the uncertainty quantification process of the methodology; Section 4.5
details the approach used for solving the highlighted formulation and highlights novel
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developments relatively to the original formulation; and finally Section 4.7 presents
the application of the methodology on several simulated examples of a cantilever
beam, illustrating the algorithm performance under the presence of: noise, multiple
calibration parameters and multiple design-variables.
4.2 Bayes’ theorem
A core assumption when using Bayesian inference is that the parameters to be esti-
mated are random variables, with an associated probability density function (PDF).
Assuming that a model that describes the data D depends upon parameters θ that
have to be identified, Bayes’ Theorem states that
posterior =
likelihood× prior
marginal likelihood
p(θ|D) = p(D|θ)p(θ)∫
p(D|θ)p(θ)dθ (4.1)
where p(θ|D) is the posterior distribution of θ, p(θ) its prior and p(D|θ) is the like-
lihood function. The denominator is called the marginal likelihood and its purpose
is to scale the posterior PDF integration to one, i.e. make it a proper PDF.
Throughout this work the prior distribution will be assumed either as a uni-
form non-informative PDF, or as a Gaussian PDF, and the likelihood is based on
a comprehensive probabilistic data model, which will be presented in Section 4.3.
Although in several examples throughout this thesis non-informative priors are used,
they do not adhere to the principle of indifference, and therefore, the MBA is gen-
uinely Bayesian and not least squares estimation (see Section 2.2.6 for more details).
Note that whenever plots of these three PDFs are shown the likelihood will not
be proper. As an example, if the Young’s modulus of the beam represented in
Fig. 2.5 is identified with the MBA its likelihood with a proper PDF is represented
in Fig. 4.2(a), oppositely to a non-proper PDF in Fig. 4.2(b).
4.3 Data model
4.3.1 Observation equation
A given continuous process ξ has n observations of q responses Y e ∈ Rn×q (e stands
for experiment) and is dependent on d design variablesXe ∈ Rn×d. The observation
equation can be written as follows
Y e(Xe) = ξ(Xe) + ε (4.2)
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(a) (b)
Figure 4.2: Proper (a) vs non-proper (b) PDF. Note that in these plots the posterior
is always proper, i.e. its integration equates to one.
where εT = [ε1, . . . , εn] is an observation error that is assumed to follow a zero-
mean uncorrelated stationary Gaussian distribution N (O,Λ). By its definition, the
observation error covariance matrix Λ is strictly diagonal.
4.3.2 Physics-based model
On the other hand, the unobservable process ξ(Xe) has to be described using a
physics-based model Y m (termed model for the sake of brevity) as follows
ξ(Xe) = Y m(Xe,θ) + δ(Xe), (4.3)
where Y m(Xe,θ) is the model output, dependent of an r-dimensional vector of
calibration parameters θ, and δ(Xe) is a discrepancy function that translates the
difference between the true process and the model. The model is assumed as de-
terministic, i.e. for the same input it will always yield the same output. Note that
unlike the classical or hierarchical Bayesian frameworks the discrepancy function is
not assumed as a zero mean uncorrelated Gaussian. As mentioned previously, the
calibration parameters θ are generic, i.e. they need to be considered independently
of the type of analysis which is carried out by the physics-based model and do af-
fect its structural output, e.g. Young’s modulus, stiffness of a soil’s foundation, etc.
On the other hand, the design variables X assume relevance in a specific situation
under analysis, by representing e.g. temperature fluctuations in a thermal analysis,
humidity in a hygrothermal analysis, wind in a fluid dynamic simulation, time in
a dynamic analysis, traffic, etc. Note that the external effects represented by the
design variables are not inherent to the structural system. They depend solely of
the particular analysis that the structural system is subjected to.
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Now replacing (4.3) in (4.2) results in
Y e(Xe) = Y m(Xe,θ∗) + δ(Xe) + ε (4.4)
which is the main equation of model calibration. Eq. (4.4) is analogous to the for-
mulations of the classical and hierarchical Bayesian frameworks, although it includes
the design variables Xe which allow to consider other external effects. There are an
infinite number of solutions of Eq. (4.3). For different values of θ there will always
be a discrepancy function that matches that particular model instance with ξ(Xe).
However the main interest is an ideal state of the model, where θ attain their true
physical values, and the discrepancy function highlights the actual deficiencies of the
model. These unknown parameter values θ∗ are designated as true parameters.
A scenario where all the quantities θ∗, δ and ε are illustrated can be seen
in Fig. 4.3. The plot of Fig. 4.3(a) represents the vertical velocity of a viaduct’s
mid-span during passage of a highspeed train. However the data acquisition system
used to obtain such data has a limited precision, and is sensitive to interference from
nearby transmission towers, thus presenting some observation error, as can be seen
in Fig. 4.3(b). Finally, an SHM analyst has developed a FE model of the viaduct
dynamics, with the goal of interpreting all the monitored data and develop future
predictions of its structural behaviour. Unfortunately the analyst is unable to cali-
brate his FE model, mainly because of some unknown parameters θ which represent
the stiffness of soil which surrounded the viaduct and damping of a layer of ballast
in the railbed. If the true values of these parameters θ∗ were plugged into the FE
model a simulation as shown in Fig. 4.3(c) would be obtained. Notwithstanding such
result, when comparing the simulations with the monitored data some discrepancies
would still be observable, as shown in Fig. 4.3(d). Finally, it should be mentioned
that such discrepancies would be very useful in order to update the FE model. For
example, the discrepancy plot shows some velocity frequency ripples which grow up
to 4.28 s, decreasing thereafter, which indicates e.g. an interaction effect between the
rail and the train wheel, some nonlinear effect of the soil or ballast which triggers
high frequency modes of the structural output, etc.
Having formulated a general comprehensive formulation for model calibration,
it is now necessary to labour a probabilistic framework which allows to effectively
quantify its uncertainties. The next section highlights some relevant features of
mrGps used to quantify the uncertainties of Eq. (4.4). Several references are made
to Chapter 3 where appropriate. Finally, in Section 4.5 the modular approach which
solves the equation is presented.
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(a) (b) (c)
(d)
Figure 4.3: Arguments of data model Eq. (4.4), with a true process (a), monitored
data (b), predicted data (c) and discrepancy function (d).
4.4 Uncertainty quantification with multiple response
Gaussian processes
A short summary of Gaussian processes shall be detailed in this section, along with
a discussion of their suitability to approximate the model and discrepancy function
detailed in Section 4.3.2.
As detailed in Chapter 3 a Gaussian process is a nonlinear statistical model,
which can be used to approximate a Gaussian multivariate normal distribution over
a set of functions, based on available training data D = {X,Y } and an assumed
mean and covariance structures. Chapter 3 also highlighted the extension of a single
response Gaussian process into a mrGp case. An example is illustrated in Fig. 4.4,
where a set of training data was used to condition a multivariate normal distribution
over a set of functions (sinusoidal and hump). Note that the first plots (a) and (d)
are prior functions with a constant mean Hβ, variance Σ2 and no training data.
The approximation process is also known as regression or fitting, and consists in
estimating parameters of the statistical model (hyperparameters) that provide the
best fit with the data. In literature, the nomenclature hyperparameters is usually
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associated with parameters of probabilistic models, e.g. parameters of a likelihood
function, as opposed to input model parameters of an FE model.
(a) (b) (c)
(d) (e) (f)
Figure 4.4: Example of mrGp regression of a sinusoidal (a), (b) and (c) and a hump
(d), (e) and (f) function. As the number of training data points (plus dots) increases
(left to right) a mean function (solid line) interpolates perfectly these points and
the uncertainty cloud (grey area) shrinks further around it, converging to the true
process function (dashed line).
A Gaussian process also conceptualises Bayesian probabilities, in the sense
that the prior mean and covariance functions are being conditioned by the observed
data, e.g. see Figs. 4.4(d) and 4.4(e). The resulting posterior distribution can be
formulated according to specific requirements. For example, it is possible to con-
sider a perfect interpolation of the available data (relevant when approximating
simulations), or alternatively when dealing with noisy/residual measurements, an
additional term can be added to the covariance structure to properly account for the
additional observation error (see Section 3.3 and 3.6 for further details).
Finally, if a computationally expensive model is being approximated, new
realisations of this model can be generated at unobserved regions with associated
confidence intervals and a reduced computational effort, e.g., as can be seen by
the predictions in between training points in Fig. 4.4(b). When sampling a model
parameter space, e.g. in a Latin-hypercube configuration, the number of required
samples increases exponentially with the dimensionality of the problem, justifying a
faster surrogate model.
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All of these reasons justify the use of Gaussian processes as a reliable frame-
work for uncertainty quantification, and as a surrogate of the model and discrepancy
function response surfaces. Since in this work several responses Y (X) are being
considered at the same time, mrGps with the improvements discussed in Section 3.7
will be used primarily.
Reiterating, there is a process with q observed responses at n discrete points,
dependent on d design variables. This process has to be described using: a model
that takes as input the design variables and r unknown structural parameters; and
a discrepancy function (also unknown). Furthermore the observed responses exhibit
a measurement error which has also to be estimated. To aid in this quantification,
mrGps, defined by a mean and covariance moments, shall be used. These moments
depend on a set of hyperparameters which have to be estimated. In the next sections
the core formulation that quantifies all these uncertainties using mrGp and Bayes’
theorem shall be described.
4.5 Original modular Bayesian approach
4.5.1 General workflow of the modular Bayesian approach
In this section an overview of the multiple response modular Bayesian approach
is presented, with a more detailed description given in the following sections. A
core formulation was initially developed for a single response case by Kennedy and
O’Hagan [134, 135]. Arendt et al. [39] proved that unless under some specific condi-
tions, the single response case will fail to identify the true structural parameters, and
proposed instead a multiple response case [146], which allows for a more informative
model.
To solve the main equation of model calibration while considering all of the
involved uncertainties, the process is broken in four modules, hence the name modu-
lar Bayesian approach. For a flowchart of the algorithm see Fig. 4.5. As can be seen,
in module 1 the computer model is fitted by a mrGp, based on training simulation
dataDm = {Xm,θm,Y m} and the mrGp hyperparameters φm are estimated. Sim-
ilarly, in module 2 the discrepancy function is fitted by a mrGp, based on training
monitored data De = {Xe,Y e}, the prior of the calibration parameters p(θ) and
the model mrGp from module 1, in order to estimate the hyperparameters φδ. Note
the superscript m, to differentiate between input simulated data θm and the to-be
identified calibration parameters θ. Subsequently, in module 3 the mrGps are used
to set up a global data model, the likelihood function p(D|θ, φˆ), which explains both
simulations and observations D = {Dm,De} for a set of given structural param-
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eters θ, and previously determined hyperparameters, now fixed at their estimated
values φˆ = {φˆm, φˆδ}. The posterior distribution of the parameters p(θ|D, φˆ) is
estimated by Bayesian inference. The fourth and final module predicts the observed
process, by updating the mrGps previously determined, with the posterior informa-
tion p(θ|D, φˆ).
Module 1: Gaussian Process for numerical model
Replace the numerical model with a mrGp model Simulation Data(Xm, θm), Y m
Module 2: Gaussian Process for discrepancy
function. Replace the discrepancy function with a
Module 3: Posterior of the calibration parameters
Use Bayes theorem to calculate the posterior
p(θ|D, φˆ) = p(D|θ, φˆ)p(θ)/ ∫ p(D|θ, φˆ)p(θ)dθdistribution for the calibration parameters
Measurements Xe, Y e
Module 4: Prediction of the experimental response
and discrepancy function
ye(x)|θ, φˆ ∼ mrGp(me(·), V e(·, ·))
Output: Prediction of experimental
response and discrepancy function
Prior of the calibration
parameters p(θ)
mrGp model. Optimisation by genetic algorithms
Figure 4.5: Flowchart of the modular Bayesian algorithm, from [39].
One alternative way of determining the hyperparameters is by applying a
Bayesian approach which fully accounts for all the considered uncertainties and de-
termines all the hyperparameters at the same time. However this implies a significant
computational effort and is not recommended [139]. The MBA fixes the hyperpa-
rameters of the mrGp at each of its modules, not fully accounting for existent uncer-
tainties because their ‘second order’ effect is neglected. This means that preference
has been given to recognise all of the present sources of uncertainty, without their
interactions and at a lower computational cost, rather than fully accounting for the
uncertainties at the cost of an increased computational effort. See Section 4.5 of
Kennedy and O’Hagan [134] for additional details.
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4.5.2 Module 1 - mrGp of physics-based model
The objective of the MBA first module is to train a mrGP that is fitted to the model
response surface, by estimating its hyperparameters φm, based on an available sim-
ulation dataset Dm = {Xm,θm,Y m}. For each row of the input {Xm,θm} ∈
RN×d+r there is a corresponding simulated response Y m ∈ RN×q. Note that al-
though the parameters of the model θm are conceptually different from the design
variables Xm, their treatment when fitting the mrGp is identical.
The procedure described in module 1 is analogous to what has been presented
in Section 3.4, where a mrGp is fitted against available training data. The symbols
are also analogous to what has been presented before, the only difference is the
superscript m, which stands for model.
Summarily, the module can be broken into five distinct steps (cf Fig. 4.6). In
Step 1 an assumed mean and correlation function (Sec. 3.2 and 3.3) plus training
data Dm are supplied as input. In Step 2 a likelihood function Eq. (4.8) is computed,
and then is maximised by genetic algorithms (Step 3) in order to estimate hyper-
parameters of the mean/correlation functions (Step 4). Finally, Step 5 produces
predictions at new unsampled regions using Eq. (4.10) and Eq. (4.11). As shown
in Fig. 4.5), the final mrGp maps the model response surface, between the design
variables X, the calibration parameters θ and the output responses Y , based on the
supplied training data.
X
θ
Y
training data Dm
prediction interval1–Input: mean and correlation
functions and training data Dm
5–Predictions
4–Hyperparameters φm
3–Max. with genetic algorithms
2–Build likelihood function
Figure 4.6: Diagram of module 1 – Modular Bayesian approach. Flowchart of multi-
ple steps (left) and illustration of posterior prediction of the model, based on training
data (right).
Since the model is deterministic, i.e. the same set of inputs will result in the
same output, the mrGp should interpolate perfectly the dataset Dm. To enforce
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this condition, it suffices to apply the prior structures that have been presented
in Section 3.2 and 3.3, with associated hyperparameters φm = {βm,Σ2m,ωm} and
ωm = {ωx,ωθ}, and estimate them by maximising a likelihood function, as described
in Section 3.4, with the form
p(y|ωm,Dm) ∝ |V m|−1/2 (4.5)
with covariance matrix and process variance estimate
V m = Σˆ
2
m ⊗Rm
Σˆ
2
m =
1
N (Y
m −Hmβˆm)TR−1m (Y m −Hmβˆm)
(4.6)
and regression coefficients estimate
βˆm = WmH
T
mR
−1
m Y
m
Wm = (H
T
mR
−1
m Hm)
−1.
(4.7)
where Wm = (HTmR
−1
m Hm)
−1 ∈ Rp×p is the Gram matrix inverse.
An analogous and more tractable expression is the log-likelihood function,
denoted as ` and given by
`(y|ωm,Dm) ∝ −1
2
log |V m| (4.8)
Since the estimates of the process variance matrix Σˆ
2
m in Eq. (4.6) and the re-
gression coefficients βˆm in Eq. (4.7) have analytical expressions, the only hyper-
parameters that have to be determined numerically are the roughness parameters
ωm = {ωx,ωθ}, included in the correlation matrix Rm.
Prediction equations of the Physics-based model mrGp
In this section, the mrGp determined in module 1 will be used to perform predictions
at a new set of input points. Also the current section builds directly from what has
been presented in Section 3.5, where a full description of the mrGp prediction model
has been detailed.
After having observed Dm, the posterior distribution of the computer re-
sponse ym(x∗,θ∗) ∈ Rs×q given Dm, ωm, Σ2m and βm, is Gaussian with mean and
covariance prior functions
p(ym(x∗,θ∗)) = N (hm(x∗,θ∗)βm,Σ2m ⊗Rm((x∗,θ∗), (x′∗,θ∗′))) (4.9)
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It is recalled that the matrices Rm and hm are denoted differently from matrices Rm
andHm just so that it is clear to which dataset each matrix belongs to. Additionally,
the arguments (x∗,θ∗) of these matrices will be omitted for the sake of clarity. The
posterior distribution of the model mrGp depends of the hyperparameters, but these
can be integrated out and their estimates can be used instead (note the circumflex
above βm and Σ
2). Finally, the expectation of the posterior is
E[ym|Dm, φˆm] = hmβˆm +RTmR−1m (Y m −Hmβˆm) (4.10)
and covariance
V [ym,ym|Dm, φˆm] = Σˆ2m ⊗ {Rm −RTmR−1m Rm + uT [HTmR−1m H−1m ]u} (4.11)
where
u(x∗,θ∗) = hm(x∗,θ∗)T −HTmR−1m Rm(x∗,θ∗). (4.12)
and Rm(x∗,θ∗) ∈ RN×s is a relational correlation matrix, that translates correla-
tions between the new input sites (x∗,θ∗) and the simulated dataset (Xm,θm), and
whose ith row is
[Rm((x1∗,θ1∗), (xmi ,θ
m
i )), Rm((x2∗,θ2∗), (x
m
i ,θ
m
i )), . . . , Rm((xs∗,θs∗), (x
m
i ,θ
m
i ))].
This predictive model will be used in module 2 of the approach, described in
the following section.
4.5.3 Module 2 - mrGp of discrepancy function
In module 2 the objective is, similarly to module 1, to train a mrGp in order to
approximate the discrepancy function. However, the current task is considerably
more complex than what has been done in module 1. Some remarks are required in
order to clarify this approximation.
1. Firstly, the application of the mrGp with observation error as described in
Section 3.6 is not direct, since there is an additional term related with the
model mrGp.
2. Secondly, it must be noted that the covariance functions for the model, dis-
crepancy function and observation error are assumed a priori as statistically
independent.
3. Finally, there is the problematic issue that at this stage the structural param-
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eters θ are still unknown.
In order to put the current module into perspective, Fig. 4.7 displays its
flowchart, and its five main steps. In Step 1, the calibration parameter prior be-
lief, the training experimental data De = {Xe,Y e} and the assumed mean and
correlation functions of the discrepancy function mrGp are given as an input.
In Step 2, the prior is numerically integrated into the posterior distribution (in
order to remove the dependency of the calibration parameters) of the model mrGp.
Note that the posterior is set at input conditions Xe. Moreover the model mrGp
has fixed hyperparameters φm, and its final mean vector is shown in Eq. (4.14), and
its covariance matrix in Eq. (4.15).
The remainder steps 3-5 are similar to what has been shown in module 1.
A likelihood function is computed, Eq. (4.19), and is maximised with genetic algo-
rithms. The final result of the maximisation are the hyperparameters estimates of
the discrepancy function mrGp φδ.
2 – Compute model predictions at Xe
5 – Hyperparameters of discrepancy
1 – Input: data De, mean, correlation
functions and prior information
θ
Prior information
3 – Compute likelihood function between
4 – Max. with genetic algorithms
1 2 3 4 5 6 7 8 9 10-2
0
2
4
6
8
10
12
X
Measurements
Y
training data De
δ(Xe) + ε = Y e(Xe)− ∫ Y m(Xe,θ)p(θ)dθ
based on integration of prior of θ
measurements and model predictions
function Gaussian process φδ
θ
Model Gaussian Process
Y
X
Figure 4.7: Diagram of module 2 workflow – Modular Bayesian approach. Flowchart
(left) and correspondent illustration (right). Step 2 integrates model predictions with
prior information p(θ) at Xe. Steps 3-5 are similar to module 1.
Due to the complexity of Step 2, the next section will be devoted exclusively
to detail the integration of the model mrGp with the prior PDF of the parameters.
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Integration of the model mrGp and prediction at observation sites
As described above, an integration with respect to the prior distribution of the
parameters p(θ) is performed over the model mrGp, i.e.
Y e(Xe) ∼
∫
mrGpm(Xe,θ)p(θ)dθ + mrGpδ(Xe). (4.13)
which probability density is multivariate normal
p(Y e|Dm, φˆm,φδ) ∼ N (me,V e)
with mean vectorme and covariance matrix V e. The expression for the ith row ofme
is derived directly from the sum of Eq. (4.10) (the θ variable terms are integrated in
the p(θ) domain) with the prior mean function of the discrepancy function hδ(xei )βδ
me,i =
∫
E[Y ei |Dm, φˆm,βδ,θ]p(θ)dθ (4.14)
=
∫
hm(x
e
i ,θ)p(θ)dθβˆm+
∫
Rm(xei ,θ)T p(θ)dθR−1m (Y m−Hmβˆm)+hδ(xei )βδ.
Similarly, the covariance matrix is given by
V e =
∫
V [ym(xei ,θ),y
m(xej ,θ)|Dm, φˆ
m
]p(θ)dθ + Σ2δ ⊗Rδ + Λ⊗ In (4.15)
where In, Σ2δ , Rδ, and Λ, are the identity matrix of dimension n, a discrepancy
function process variance matrix, a discrepancy function correlation matrix and an
observation error variance matrix, respectively.
The most challenging term of Eq. (4.15) to compute is the integral of the
covariance matrix which comes from Eq. (4.11). Fortunately, several of its terms are
quadratic, e.g. the RTmR−1m Rm term. Because the quadratic form itself is a scalar,
and because of a property of invariance of the trace to permutations of the factors
in a product, there is a very useful fact which states that
xTAx = tr(xTAx) = tr(AxxT ) (4.16)
for a symmetric matrix A and vector x. It is possible to apply this property to
obtain the (i, j) element of the integral in Eq. (4.15), which are developed from the
quadratic terms of the covariance posterior distribution of the mrGp model response
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in Eq. (4.11), as∫
Rm((x
e
i ,θ), (x
e
j ,θ))p(θ)dθ =
∫
Rm((x
e
i ,θ), (x
e
j ,θ))p(θ)dθ (4.17)
− tr
{
R−1m
∫
Rm(xej ,θ)Rm(xei ,θ)T p(θ)dθ
}
+ tr
{
Wm
∫
hm(x
e
j ,θ)
Thm(x
e
i ,θ)p(θ)dθ
}
− tr
{
WmH
T
mR
−1
m
∫
Rm(xej ,θ)hm(xei ,θ)p(θ)dθ
}
− tr
{
R−1m HmWm
∫
hm(x
e
j ,θ)
TRm(xei ,θ)T p(θ)dθ
}
+ tr
{
R−1m HmWmH
T
mR
−1
m
∫
Rm(xej ,θ)Rm(xei ,θ)T p(θ)dθ
}
,
where recalling, the model Gram matrix is Wm = (HTmR
−1
m Hm)
−1. Note that
Eq. (4.17) depends mostly of the matrices Rm, Rm, Rm, Hm which have been
presented in module 1. The exception are their arguments, which correspond to the
observation sites xei and x
e
j .
Differently from previous implementations of the MBA, in the current thesis
the integrals in Eqs. (4.14) and (4.17) were computed with numerical methods. Nu-
merically speaking, this integration is one of the most costly operations of the MBA,
particularly for multiple structural parameters θ. Further computational details will
be highlighted in Section 4.6.1. Lastly, Section 4.7.3 presents a numerical exam-
ple to assess the performance of the numerical integration operations under parallel
processing.
Finally, after marginalising the model mrGp in order to the prior distribution
of the calibration parameters, it is necessary to maximise the likelihood function of
the metamodel, that determines the hyperparameters φδ = {Λ,βδ,Σ2δ ,ωδ}.
Approximation of a discrepancy mrGp to experimental data
After computing the integrals of the mean and covariance presented in the previous
section, it is possible to determine the discrepancy function hyperparameters by
maximisation of the log-likelihood function between observations and the established
meta-model. For simplicity, the mean vector will be written as me = Yˆ
m
+Hδβδ.
Writing now, similarly to Eq. (3.10), the multivariate normal likelihood distribution
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with the above two moments results in
p(Y e|Dm, φˆm,φδ) ∝ |V e|−1/2 (4.18)
× exp
{
−1
2
vec(Y e − Yˆ m −Hδβˆδ)TV −1e vec(Y e − Yˆ
m −Hδβˆδ)
}
,
where vec(·) is the vectorising operation. Alternatively a more tractable and equiv-
alent expression of the log-likelihood is given by
`(Y e|Dm, φˆm,φδ) ∝ −
1
2
{log |V e|+ vec(Y e − Yˆ m −Hδβˆδ)T (4.19)
V −1e vec(Y
e − Yˆ m −Hδβˆδ)},
with MLE of the regression coefficients βδ as
βˆδ = W δIq ⊗HTδ V −1e vec(Y e − Yˆ
m
) (4.20)
W δ = (Iq ⊗HTδ V −1e Iq ⊗Hδ)−1. (4.21)
Therefore, this objective function has to be maximised in order to estimate the
remaining hyperparameters ωδ, Λ and Σ2δ . Due to the complexity of this opera-
tion, numerical optimisation methods such as genetic algorithms have to be used.
Additional details can be found on page 179.
Note that to improve the computational efficiency of the algorithm all of the
data has been standardised, and assumed as belonging to a standard multivariate
normal distribution. See Appendix C.2 for additional details.
4.5.4 Module 3 - Bayes’ theorem
Both of the previous modules where targeted at building a global data model, i.e. the
likelihood function, that explains both simulations and observations. These datasets
have been denoted as matrices Y m ∈ RN×q and Y e ∈ Rn×q for simulations and
observations, respectively. A combined data vector and dataset shall now be written
as
Y =
[
vec(Y m)
vec(Y e)
]
D = {Dm,De}, (4.22)
respectively. On the other hand, the hyperparameters estimated previously are
denoted as φ = {φm,φδ}.
Similarly to the previous two modules, Fig. 4.8 illustrates module 3 workflow
into five distinct steps. In Step 1 the hyperparameters obtained in the previous mod-
ules φ, plus the whole data set D and the prior information of the parameters p(θ)
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is supplied. In Step 2, a global mrGp data model which explains both simulations
and observations is built. This model is based on the hyperparameters determined
in the previous modules which are now fixed, and its mean and covariance are given
by Eqs. (4.27) and (4.28), respectively. Step 3 computes the likelihood between the
model of Step 2 and the global dataset for different θ values. Finally, in Step 4
and 5 the likelihood function and the prior information are combined using Bayes’
Theorem, Eq. (4.23), in order to obtain the posterior distribution.
2 – Build global data model mrGp
with fixed hyperparameters φ
3 – Likelihood p(Y |θ,D, φ)
4 – Bayes’ Theorem
θ
Prior information p(θ)
5 – Posterior distribution
Y
si
m
ul
at
io
ns
/o
bs
er
va
ti
on
s
1 – Input: hyperparameters φ, data D
simulated and observed data
θ
and prior information p(θ)
Figure 4.8: Diagram of module 3 workflow – Modular Bayesian approach. Its
flowchart (left) and its illustration (right) highlight how the prior information and
the data/hyperparameters used in previous modules are used to make inference of
the true parameters θ∗ using Bayes’ theorem.
On the basis of the procedure described above, Bayes’ theorem can be re-
stated as follows
p(θ|Y ,D, φˆ) = p(Y |θ,D, φˆ)p(θ)
p(Y |D, φˆ) , (4.23)
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with marginal likelihood which can be calculated by the following integral
p(Y |D, φˆ) =
∫
p(Y |θ,D, φˆ)p(θ)dθ. (4.24)
Next, the likelihood function in Eq. (4.23) shall be detailed. Due to the
assumptions of the metamodel developed in the previous sections, the likelihood
function follows a multivariate normal distribution
p(Y |θ,D, φˆ) ∼ N (mY (θ),V Y (θ)). (4.25)
whose mean vector is
mY (θ) = E[Y |θ,D, φˆ] = HY (θ)βˆ, (4.26)
where, HY (θ)βˆ are a combination of the linear regression functions of the model
and discrepancy function, defined as
HY (θ)βˆ =
[
Iq ⊗Hm(Xm,θm) O
Iq ⊗Hm(Xe,θ) Iq ⊗Hδ(Xe)
][
vec(βˆm)
vec(βˆδ)
]
, (4.27)
where O is a matrix of all zeros. Similarly the covariance matrix is defined as
V Y (θ) = V [Y |θ,D, φˆ] (4.28)
and follows the form presented in Eq. (3.7) to represent the covariance of the simu-
lations and observations (in compact form) as[
Σˆ
2
m ⊗Rm(Dm) Σˆ
2
m ⊗Rm(Dm, De(θ))
Σˆ
2
m ⊗Rm(Dm, De(θ))T Λˆ⊗ In + Σˆ
2
m ⊗Rm(De(θ)) + Σˆ
2
δ ⊗Rδ(De)
]
.
(4.29)
Note however that the estimated regression coefficients should now be determined
from this global data model as
βˆ = (HY (θ)
TV Y (θ)
−1HY (θ))−1HY (θ)TV Y (θ)−1Y ,
instead of using the hyperparameters estimated in the previous modules. By plug-
ging these moments into the multivariate normal density function, the posterior
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distribution is obtained as
p(θ|Y ,D, φˆ) ∝ p(θ)|V Y (θ)|−1/2|W Y (θ)|1/2
× exp
{
−1
2
(Y −HY (θ)βˆ)TV Y (θ)−1(Y −HY (θ)βˆ)
}
. (4.30)
Note that this PDF also depends of the determinant of a Gramian matrix W Y be-
cause of the integration of the regression coefficients β out of the density. The proof
is lengthy and therefore it has been moved to Appendix B. The other hyperparame-
ters have been assumed to have a non-informative prior, and therefore do not affect
the above equation.
The PDF described above is used to make inference regarding the true value
of the parameters θ∗. Assuming that the data under consideration is sufficiently
informative in respect to the whereabouts of θ∗, the discrepancy function will also
effectively highlight the inadequacy of the model. The posterior PDF of θ has to be
used in the fourth and last module of the methodology to compute the unconditional
prediction of the true process.
Due to its complexity, the integration of the marginal likelihood in Eq. (4.24)
has been performed numerically. For lower order examples (one structural parame-
ter) the Gauss-Legendre algorithm can be used, otherwise it is necessary to resort
to MCMC methods. The current implementation supports both of these methods.
This enhancement shall be more thoroughly detailed in Section 4.6.2.
4.5.5 Module 4 - model prediction
Finally, having determined the posterior distribution of the structural parameters
θ∗ and hyperparameters φ on the previous modules, it is now possible to predict the
response at unobserved points x∗.
It is important to mention that, up to this point the predictions of a mrGp
have always been presented as conditional on input data, e.g. as given by Eq. (3.25)
where the function y depends of some input sites x∗. Although a similar structure
is applied in this module it is necessary to marginalise out the posterior distribution
determined in module 3. In other words, the response conditional on the posterior
p(θ|Y ,D, φˆ) has to be transformed with the law of total expectation and variance, in
order to retrieve a response that does not depend on θ [197], i.e. into an unconditional
response. The reason why these laws have to be used, is to enclose the estimation
uncertainty of the posterior on the predicted responses.
In summary, the law of total expectation states that two random variables
coexistent in the same probability space, X and Y , can relate their conditional and
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unconditional expected value as follows
E(Y ) = E(E(Y |X)) (4.31)
where E(Y ) is the expected value of Y . Similarly, the law of total variance states
that
V (Y ) = E[V (Y |X)] + V (E[Y |X]) (4.32)
as long as the variance of Y is finite.
The application of the above laws and formulation of the unconditional pre-
dicted model, experiment and discrepancy function responses shall be detailed sep-
arately in the following sections.
Physics-based model
A final illustration of the main steps required to compute a model response prediction
is shown in Fig. 4.9. Essentially, in Step 1 the posterior PDF of θ, hyperparameters
φ and the points x∗ where prediction of the q responses will take place, are supplied
as an input. Subsequently, in Step 2 the posterior of the mrGp conditional on the
posterior of the parameters θ is established. Finally, in Step 3 and 4, the uncondi-
tional response of the mrGp, which removes the dependency of θ from the posterior
mrGp, is computed through the law of total expectation and variance, resulting in
Eqs. (4.33) and (4.34). As it shall be demonstrated in the next sections, the same
principles have to be applied to predict the unconditional experimental response and
discrepancy function.
It is relatively straightforward to generate unconditional predictions with the
physics-based model, given that its conditional response has already been presented
in Section 4.5.2.
The two moments of the conditional model response at a given point (x∗,θ)
are analogous to Eqs. (4.10) and (4.11) and are denoted as E[ym(x∗)|θ,Dm, φˆm] and
V [ym(x∗),ym(x′∗)|θ,Dm, φˆ
m
] for the mean vector and covariance matrix, respec-
tively. Note that the only difference is that the calibration parameter θ was removed
from the function argument and was placed after the vertical bar. In other words θ is
now considered as a random variable upon which the response is conditioned, rather
than as an input data point. As mentioned before, calculating the unconditional
posterior distribution requires applying the law of total expectation and variance as
follows
E[ym(x∗)|Dm, φˆm] = E[E[ym(x∗)|θ,Dm, φˆm]] (4.33)
84
Xθ
Y
model mrGp
3 – Law of total expectation/variance
2 – Marginalise mrGp posterior at x∗
posterior p(θ|Y ,D, φˆ) x∗ sites
1 – Input: model mrGp, posterior
distribution and points where
predictions are required x∗
X
Y
4 – Unconditional posterior mrGp
Final prediction interval
Figure 4.9: Diagram of module 4 for prediction of the unconditional physics-based
model – Modular Bayesian approach. The flowchart (left) and the illustration (right)
display how the posterior of θ and the model mrGp can be used to compute uncon-
ditional predictions at x∗.
for the mean vector, and
V [ym(x∗)ym(x′∗)|Dm, φˆ
m
] = E[V [ym(x∗),ym(x′∗)|θ,Dm, φˆ
m
]]
+ V [E[ym(x∗)|θ,Dm, φˆm],E[ym(x′∗)|θ,Dm, φˆ
m
]]
(4.34)
for the covariance matrix. In practice, the process requires the Gauss-Legendre
probability densities or the Metropolis Hastings samples of the parameters posterior.
Experimental response
On the other hand, the experimental response is a more complex response and re-
quires a more careful detailing than the physics-based model. The two moments of
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the conditional experimental response are derived from the metamodel which was
built in module 1 and module 2, and are given by
E[ye(x∗)T |θ,D, φˆ] = hY (x∗,θ)βˆ + V(x∗,θ)TV Y (θ)−1(Y −HY (θ)βˆ) (4.35)
for the mean vector, and
V [ye(x∗)T ,ye(x′∗)
T |θ,D, φˆ] = Σˆ2m ⊗Rm((x∗,θ), (x′∗,θ)) + Σˆ
2
δ ⊗Rδ(x∗,x′∗)
+ Λˆ⊗ Is − V(x∗,θ)TV Y (θ)−1V(x′∗,θ)
+ U(x∗,θ)T (HY (θ)TV Y (θ)−1HY (θ))−1U(x′∗,θ)
(4.36)
where the combined relational covariance matrix is defined as
V(x∗,θ) =
[
Σˆ
2
m ⊗Rm((Xm,Θm), (x∗,θ))
Σˆ
2
m ⊗Rm((Xe,θ), (x∗,θ)) + Σˆ
2
δ ⊗Rδ(Xe,x∗)
]
, (4.37)
and
hY (x∗,θ) = [Iq ⊗ hm(x∗,θ) Iq ⊗ hδ(x∗)] (4.38)
U(x∗,θ) = hY (x∗,θ)T −HY (θ)TV Y (θ)−1V(x∗,θ) (4.39)
for the covariance matrix. Section 3.6 highlights the details of the posterior model
which has been used herein. Notice also that in these equations the global covariance
and regression matrices V Y and HY , assembled in module 3 of the formulation
(Section 4.5.4), are required.
After assembling these moments, the unconditional response is obtained in a
similar manner as to what has been presented in the previous section, applying the
law of total expectation and total variance.
E[ye(x∗)T |D, φˆ] = E[E[ye(x∗)T |θ,D, φˆ]] (4.40)
V [ye(x∗)Tye(x′∗)T |D, φˆ] = E[V [ye(x∗)Tye(x′∗)T |θ,D, φˆ]]
+ V [E[ye(x∗)T |θ,D, φˆ],E[ye(x′∗)T |θ,D, φˆ]]
(4.41)
Due to the complexity of the posterior distribution of the structural parameters this
marginalisation requires numerical integration methods.
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Discrepancy function
The two moments of the conditional discrepancy function are given by
E[δ(x∗)|θ,D, φˆ] = hδ(x∗)vec(βˆδ) +Rδ(x∗)T
×R−1δ vec(Y e − Yˆ
m −Hδβˆδ)
(4.42)
for its expected value and by
V [δ(x∗), δ(x′∗)|θ,D, φˆ] = Σˆ
2
δ ⊗ {Rδ(x∗,x′∗)−Rδ(x∗)TR−1δ Rδ(x′∗)
+(hδ(x∗)T −HTδ R−1δ Rδ(x∗))T (HTδ R−1δ Hδ)−1(hδ(x′∗)T −HTδ R−1δ Rδ(x′∗))}
(4.43)
for its covariance, where
Rδ(x∗) = Rδ(Xe,x∗) (4.44)
However for simplicity and computational reasons the discrepancy function
expected value shall be calculated simply as
E[δ(x∗)|D, φˆδ] = E[ye(x∗)|D, φˆ]− E[ym(x∗)|Dm, φˆm] (4.45)
After having determined these moments, it is possible to obtain an associated
prediction interval with a specific percentage error and represent it along with the
mean function. For the current work an interval of m± 2√V , i.e. a 95% confidence
interval was assumed. These results will be illustrated in the numerical examples in
Section 4.7.
This section concludes the presentation of the modular Bayesian approach for
multiple responses. In the next sections enhancements over this formulation shall be
highlighted and discussed.
4.6 Enhanced modular Bayesian approach
The previous sections have detailed the general formulation of the MBA, inspired
by the work of Kennedy and O’Hagan [134] and Arendt et al. [146]. In the current
section, a number of enhancements which are novel contributions to the applicability
of the MBA to SHM will be presented. Specifically, the MBA has been expanded to
consider identification of multiple calibration parameters.
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4.6.1 Numerical integration of the observation mrGp - module 2
As detailed in Section 4.5.3, the discrepancy function δ is approximated by a mrGp
in the second module of the MBA. The task involves three steps:
1. integration of the calibration parameters prior information onto the model
mrGp determined in module 1;
2. generation of new predictions at observed input sites;
3. and maximisation of a likelihood function given observed data and the built
metamodel.
The main focus of the current section is step 1, the integration of the calibra-
tion parameters. As shown in previous works, this operation was always computed
for a single parameter with closed-form solutions, specifically for Gaussian and uni-
form priors. Instead, the author implemented the routine numerically, which allows:
• to consider any type of prior distribution;
• to expand the MBA for multiple parameter calibration.
A MATLAB module has been developed jointly with a package for multi-
dimensional Markov chain integration [198], which computes the integrals of
Eqs. (4.14) and (4.15). The implemented package allows to control the abso-
lute or relative error associated with the integration, which by default has been set
at a 1× 10−2 relative error.
Although in general the results of the implemented routine have been positive,
it should also be noted that an inappropriately selected model correlation function
(see Table 3.2 and surrounding text) can result in numerical instabilities, causing,
e.g., an integrated covariance matrix which is not positive semi-definite.
Finally, it should be mentioned that each entry of the covariance matrix
that is being integrated can be computed independently of the others, which makes
it particularly suitable for parallel computing. An example which highlights the
algorithm performance will be illustrated in Section 4.7.3.
4.6.2 MCMC sampling of posterior distribution - module 3
Along with the module discussed in the previous section, some additional enhance-
ments are required in module 3 of the MBA in order to allow identification of multiple
calibration parameters.
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Bayesian inference is used to determine the posterior distribution of θ, and
the integral in Eq. (4.24) is the marginalised posterior distribution, which previous
authors have determined with Gauss-Legendre quadrature.
Now, to expand the MBA for multiple structural parameters, it is necessary
to perform the computation using MCMC methods. Specifically, the Metropolis–
Hastings (MH) algorithm [142, 143] has been chosen. Hence, the aforementioned
integral can be approximated from a large number of samples S, which are drawn
from a designated target distribution q(θ)
∫
f(θ)q(θ)dθ ≈ 1
S
S∑
t=1
f(θ(t)). (4.46)
where f(θ) is a given function. In the context of this work f(θ) and q(θ) corre-
spond to the prior and likelihood PDF, respectively. One inherent aspect to the
MH algorithm is that a proposal distribution, as similar to the target distribution
as possible, has to be specified. However, since it is known that the likelihood is
multivariate normal and the data has been standardised, it is relatively safe to as-
sume the proposal distribution has a standard multivariate normal distribution, i.e.
N (O, I).
The algorithm generates a Markov chain of samples, which are at each gen-
eration step accepted or rejected according to the ratio between the previous and
current probability density of a sample, symmetry of the target distribution, and
other considerations. The computational effort of the MH can also be parallelised
by considering multiple Markov chains.
The MH is known to converge to the target distribution for an increasing
number of samples. However it is very important to ensure that there is no correlation
between accepted samples, factor which can be assessed by examining a trace plot
of the samples.
Although it is acknowledged that the MH algorithm has its limitations, and an
alternative such as the adaptive Metropolis algorithm would be more suitable [199],
the aim is to showcase the potential of the MBA for multiple parameter inference
and motivate further developments. In Chapter 5 the algorithm performance shall
be illustrated with an application to the Tamar long suspension bridge.
With the above described enhancements, the MBA is designed to be computa-
tionally efficient, even when considering several calibration parameters and multiple
responses. To the author’s best knowledge this is the first implementation of the
MBA formulation which allows multiple responses and multiple calibration param-
eters simultaneously. In the next sections numerical examples that illustrate its
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performance shall be highlighted.
4.7 Numerical examples
To illustrate the algorithm performance, a set of numerical examples have been
developed and tested. These test the capability of the algorithm to handle single or
multiple design variables and structural parameters, outliers, different types of prior
information, noise and residual variations. The problem is based on a cantilever
beam subjected to a point end load and a point bending moment. Observations/
simulations which will be used for uncertainty quantification include the beam tip
displacement, rotation angle, and deformation energy.
4.7.1 Single design variable and structural parameter
In this example a cantilever beam subjected to a point end load suffers a deflection,
which is being observed/simulated at the end of the beam. Additionally the deforma-
tion energy of the beam is also considered as an output response. The discrepancy
between the model and the actual cantilever beam occurs because of a rotational
spring (of stiffness K∗) located at the beginning of the beam, and the parameter
that has to be identified based on the observations is the Young’s modulus of the
beam E∗, as shown in Fig. 4.10.
E∗ F
x
K∗
(a)
E F
x
(b)
Figure 4.10: Cantilever beam example. Actual (a) and idealised cantilever beam (b).
Numerical values of the beam properties are shown in Table 4.1, including
sampling intervals for all of the involved parameters.
Parameter Numerical value Parameter Numerical value
K∗ 15× 1011 Nmm/rad L 3000 mm
E∗ 70× 103 MPa E [20, 100]× 103 MPa
F [1, 10]× 103 N I 6.75× 108 mm4
A 300× 300 mm2
Table 4.1: Parameters of the cantilever beam.
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To discriminate the equations of the model and experiment under considera-
tion, it suffices to apply normal beam theory to determine the equations of deflection
and deformation energy. For the physics-based model this will be
ym =
FL3
3EI
(4.47)
for the beam end displacement, and
Um =
F 2L3
6EI
(4.48)
for the deformation energy. For the actual beam (experimental, hence the e su-
perscript) we need to consider the effect of the rotational spring in addition to the
previous equations, i.e.
ye =
FL3
3E∗I
+
FL2
K∗
, (4.49)
for the beam end displacement, and
U e =
F 2L3
6E∗I
+
F 2L2
K∗
(4.50)
for the deformation energy. By comparison of these equations, it is evident that the
second terms of the actual beam equations are the discrepancy function (dependency
of K∗).
Firstly, a simulation dataset dependent on force F and Young’s modulus E
is run by the physics-based model on a [F,E] 6×6 grid, totalling N = 36 points. An
mrGp has been fitted to the training dataset and is shown in Fig. 4.11. Similarly
to previously shown plots of mrGp, the 3D probabilistic model is represented by
a cloud of uncertainty, which shrinks near training data points and expands when
distant. If there were more design variables or calibration parameters the same type
of interpolation of uncertainty would apply, although its visualisation would be less
straightforward. For the mrGp shown in Fig. 4.11 its hyperparameters are
ωˆF,M,E =
[
0.128 0.119
]
βˆy,U =
[
0.381 0.588
]
Σˆ
2
=
[
3.738 0
0 124841038
]
Alternatively, the mrGp can be trained with data which has been generated
in a Latin Hypercube sample configuration [200, 201] as shown in Fig. 4.12. In
general the latter provides better results when compared with the mesh grid, and
has been used in the following examples by default.
Secondly, the discrepancy function has also been fitted by a mrGp, which
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(a) (b)
Figure 4.11: Probabilistic predictions of the cantilever beam model based on a mrGp
trained with a simulated dataset of 36 samples (black points) in a 6x6 grid configu-
ration. MrGp prediction of displacement at beam tip (a) and of deformation energy
(b).
(a) (b)
Figure 4.12: Probabilistic predictions of the cantilever beam model based on a mrGp
trained with a simulated dataset of 70 samples (black dots) in a Latin-hypercube
configuration. MrGp prediction of displacement at beam tip (a) and of deformation
energy (b).
similarly to the model mrGp, also has been assumed to have a linear correlation
function and a constant regression polynomial function H(·) = 1. See Tables 3.1
and 3.2 for clarification. To fully describe the used mrGps it is necessary to state
their hyperparameters. For the mrGp fitted to the model in the Latin hypercube
configuration these are
ωˆF,E = [0.179 0.145]
βˆy,U = [0.709 0.968]
Σˆ =
[
0.427 0.0
0.0 1.5× 107
]
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and for the discrepancy function mrGp
ωˆF = 0.024
βˆy,U = [1.5284 0.8106]
Σˆ =
[
0.012 0.0
0.0 8.5× 106
]
.
Note that the observation error variance matrix Λ is not presented, since for this
example observation error has not been considered. Moreover, the process variance
Σˆ is much smaller than for the mesh grid example shown above.
Thirdly, inference on E∗ takes place in the third module of the MBA, based on
the mrGps approximated in the previous modules. Prior information of the Young’s
modulus was set as a uniform distribution in the [20, 100] × 103 MPa range, i.e. as
an uninformative prior. The estimated likelihood and posterior PDF are shown in
Fig. 4.13. The moments of the posterior distribution are E[θ] = 70302 MPa and
V [θ] = 69152 MPa2, which result in a relative error of εr = 0.43%, against the
reference true value. It should be noted that in this figure the randomness around
the mean represents an uncertainty associated with the estimation process, which in
a simple example as currently shown would decrease with an increase of input data.
At the limit the PDF would converge to a Dirac delta function.
Figure 4.13: PDF representing inference of Young’s modulus parameter and its true
discrete value (vertical dashed line) for 25 observation points.
Fourthly, the simulated response of the improved metamodel is shown in
Fig. 4.14. These plots were computed by marginalising the mrGps of the model and
discrepancy function with the posterior information of the calibration parameters,
as described in Section 4.5.5. The true model discrepancy/experimental response
in diamond markers were computed from the last terms of Eqs. (4.49) and (4.50).
It is visible that the prediction interval (PI) of the model discrepancy tends to be
larger in the region where there is a larger force applied, which is reasonable due
to the fact that the variability of the output is also larger in this region. As can
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be seen, the last point exhibits an offset, which occurs due to the lack of simulated
data in this region, visible also in Figs. 4.12(a) and 4.12(b). However, the prediction
interval at 95 % was able to capture this uncertainty effectively. Note also that the
PI’s near the regions where training data is missing (cf. Figs. 4.14(e) and 4.14(f) at
the 3–5 kN interval) become larger and follow the same trend as the process, i.e. a
linear adjustment for the prediction of the displacement and a more rounded shape
for the deformation energy.
Finally, the influence of the number of simulated and observed points on the
expected value and standard deviation of the identified Young’s modulus E was
tested. An increasing number of data points was supplied as input, ranging from
a minimum of 5 to 300 points. Results can be seen in Fig. 4.15 and Fig. 4.16.
From these plots it can be seen that an increase in the number of simulated points
does not negatively affect the performance of the approach. However for a relatively
large number of data points, 265 points and upwards, the computational effort was
considerable, the algorithm started developing numerical instability issues, and was
unable to recover a solution consistently. This limitation is partly related to the
chosen kernel and the size and condition number of the mrGp covariance matrices.
Relatively to the number of observations, Fig. 4.16(b) indicates that after a
certain amount of data points (140) the standard deviation increases rapidly. From
215 points onwards the algorithm is unable to consistently recover a solution, mainly
because of the model discrepancy induced by the rotational spring. Therefore, it
is important to note that an excessive amount of observed data might effectively
decrease the precision of the identification process. Obviously as the complexity
of the problem increases, e.g. with additional structural parameters, observation
error, observed responses and design variables (as shown in the following sections)
the required amount of data will also increase significantly. It is also important to
ensure that the input data contains as much information relative to the operational
and environmental conditions that the structural system is subject to. This will
ensure that the emulated model is capable of generalising predictions beyond the
observed data and does not remain over-fitted in a specific region.
4.7.2 Multiple design variables and single structural parameter
Similarly to the previous section, a cantilever beam is now subjected to a point
end load and an additional end moment. Its deflection is observed at the end of the
beam and the deformation energy is also considered. The current example illustrates
the ability of the algorithm to approximate multi-dimensional processes with several
input features. The difference between the model and the actual cantilever beam is
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(a) (b)
(c) (d)
(e) (f)
Figure 4.14: Predictions of the cantilever beam model (a), (b), discrepancy function
(c) (d) and final predictions (e) (f). True discrepancy function and experimental
response represented as diamond markers.
a rotational spring K∗ located at the beginning of the beam; and the parameter that
has to be identified based on the observations is the Young’s modulus of the beam
E∗, as shown in Fig. 4.17.
Numerical values of the beam properties are shown in Tables 4.1 and 4.2.
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(a) (b)
Figure 4.15: Effect of number of simulated data points for a fixed value of 25 observed
data points. Relative error (a) and standard deviation (b) of the cantilever beam
Young’s modulus.
(a) (b)
Figure 4.16: Effect of number of observed data points for a fixed value of 80 simulated
data points. Relative error (a) and standard deviation (b) of the cantilever beam
Young’s modulus.
E∗ F
x
K∗
M
(a)
E F
x
M
(b)
Figure 4.17: Cantilever beam example with multiple design variables. Actual (a)
and idealised cantilever beam (b).
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Parameter Numerical value
M [1, 30]× 106 Nmm
Table 4.2: Properties of the cantilever beam.
From normal beam theory the deflection equation for the model is
ym =
FL3
3EI
+
ML2
2EI
,
and the deformation energy equation is given by
Um =
F 2L3
6EI
+
M2L
2EI
(4.51)
On the other hand the actual beam displacement is given by
ye =
FL3
3E∗I
+
ML2
2E∗I
+
FL2
K∗
+
ML
K∗
,
and for the deformation energy it is given by
U e =
F 2L3
6E∗I
+
M2L
2E∗I
+
F 2L2
K∗
+
M2
K∗
. (4.52)
If the model and actual beam equations are compared, it can be seen that the
terms dependent on K∗ represent the discrepancy between the simulations and the
experimental data. Although this is a very simple example, it allows to test the
MBA under several challenging scenarios. More situations will be highlighted in the
next sections.
Firstly, the mrGp which fits the model response surface cannot be plotted,
since it is a four ym(F,M,E) dimensional function. However its hyperparameters
are
ωˆF,M,E =
[
0.021 0.078 0.166
]
βˆy,U =
[
0.752 0.934
]
Σˆ
2
=
[
3.303 0
0 234382899.698
]
,
and for the discrepancy function mrGp the hyperparameters are
ωˆF,M =
[
0.002 0.006
]
βˆy,U =
[
−0.378 −0.329
]
Σˆ
2
=
[
0.037 0
0 719245138.812
]
.
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Secondly, the inference of the structural parameter (module 3 of the MBA) for
150 simulated data points and 66 observations is shown in Fig. 4.18. It is possible to
perceive how much data is required for each additional design variable or structural
parameter, by contrasting these numbers with the 70 and 25 simulated/observed data
points of the previous section. Such numbers correspond to doubling the amount of
input data for one additional design variable. Lastly, the moments of the posterior
distribution are E[θ] = 69862 MPa and V [θ] = 61272 MPa2, which results in a
relative error of εr = 0.20%, against the reference true value.
Figure 4.18: Inference of Young’s modulus stiffness parameter for a dataset of 150
simulation and 66 observation points.
Thirdly, the predictions from module 4 of the MBA of the discrepancy func-
tion and the experimental response are shown in Fig. 4.19. Oppositely to the previous
section, the probabilistic models are now 3D surfaces, with the force and bending
moment in the abscissas and the deformation energy and displacement in the ordi-
nates. As a consequence of the accurate identification of the Young’s modulus it can
be seen that the predicted discrepancy function was able to capture the true values
of model discrepancy, as observed in plots in Fig. 4.19(a) and 4.19(b). However
the number of observations should be carefully considered, ideally by examining the
evolution of the standard deviation, as shown in the previous section in Fig. 4.15
and Fig. 4.16. Secondly, due to the reduced amount of data that usually populate
the corners of the sampled space there is more uncertainty in these regions, in a
very similar manner as what has already been shown in Figs. 4.14(f) and 4.14(d) of
the previous section. Lastly, the final predictions of the experimental response, in
Figs. 4.19(c) and 4.19(d), also interpolate perfectly the experimental training data,
since no observation error has been considered.
To conclude the current example, it is important to mention that in contrast
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(a) (b)
(c) (d)
Figure 4.19: Predictions of the cantilever beam discrepancy function (a) (b), and
of experiment by metamodel (c) (d). True discrepancy function and experimental
response represented as diamond markers.
with the hierarchical Bayes framework, the MBA allows to consider environmental/
operational effects through the design variables X (the force and moment applied
on beam’s tip for this example). Although it is preferable for the design variables to
be controllable, e.g. a in a forced vibration modal identification test, environmental
factors such as temperature, humidity, wind can also be considered. The only main
requirement is that the variable is directly measurable in the monitored structure.
Finally, it would be interesting to compare the ability of the hierarchical framework
and the MBA to represent these external effects.
4.7.3 Single design variable and multiple structural parameters
In this numerical example the efficiency of the algorithm to estimate multiple struc-
tural parameters is tested. This feature is an enhancement over the original formu-
lation, which depends upon the Metropolis–Hastings algorithm, which samples the
likelihood distribution as described in Section 4.6.2. The current implementation
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of the MBA is the first one which is capable of considering multiple responses and
identify multiple parameters simultaneously.
The same simulated example of a cantilever beam is used. Fig. 4.20(a) repre-
sents the actual structure, with a flexible support and true values of Young’s modulus
E∗ and cross sectional inertia I∗. On the other hand Fig. 4.20(b) is the model version
of the beam, with a fixed support and two unknown structural parameters. Numer-
E∗, I∗ F
x
K∗
(a)
E, I F
x
(b)
Figure 4.20: Cantilever beam example with multiple parameters inference: Young’s
modulus and cross sectional inertia. Actual (a) and idealised cantilever beam (b).
ical values of the beam properties are shown in Table 4.3. To make inference of the
beam Young’s modulus and the cross sectional inertia, these quantities are assumed
to have uniform priors with intervals in the specified region.
Parameter Numerical value Parameter Numerical value
E∗ 70× 103 MPa E [20, 100]× 103 MPa
I∗ 6.75× 108 mm4 I [2.25, 11.25]× 108 mm4
Table 4.3: Parameters of the cantilever beam.
Two responses will be considered to aid the inference process: the end dis-
placement of the beam and its deformation energy. The formulas for these quantities
are available from normal beam theory as
ym =
FL3
3EI
ye =
FL3
3E∗I∗
+
FL2
K∗
for the displacement and
Um =
F 2L3
6EI
U e =
F 2L3
6E∗I∗
+
1
2
F 2L2
K∗
for the deformation energy. The m and e superscript stand for model and exper-
iment, respectively. By comparison of these equations it is evident that the sec-
ond term in the experimental quantities is the discrepancy function (dependency
of K∗). Formally, the input given to the modular Bayesian approach is a matrix
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[Xm,Θm] = [F,E, I] combined with Y m = [ym, Um] for the model and Xe = [F ]
and Y e = [ye, U e] for the experiment. The intervals that these variables take are
displayed in Table 4.1 and 4.3.
At first, modules 1 and 2 of the MBA will estimate the hyperparameters
of mrGp which are fitted to the displacement and deformation energy responses.
Similarly to what has been shown in the previous sections, a linear correlation func-
tion and a zero-order polynomial regression function have been set in the mean and
covariance functions. The estimated hyperparameters are
ωˆF,E,I =
[
0.184 0.156 0.157
]
βˆy,U =
[
0.826 0.97
]
Σˆ
2
=
[
1.116 0
0 23657034.464
]
for the model mrGp, and
ωˆF = 0.184 βˆy,U =
[
−0.413 −0.428
]
Σˆ
2
=
[
0.012 0
0 20775434.858
]
for the discrepancy function mrGp, and were obtained with 170 simulated points
and 70 observations, which is a considerably larger amount of data than what has
been used in the previous examples.
In contrast, module 3 of the MBA requires additional considerations in or-
der to sample the posterior distribution of the two parameters using the Metropolis
Hastings algorithm. For this example 40 000 samples were computed, with 1000 sam-
ples selected as an initial burn-in period. This burn-in period aims at reducing the
effect of low density regions, that might occur in the initial phase of the convergence
process towards the target distribution. Four markov chains were used to obtain the
current results, with their acceptance rates [36.65 36.34 36.57 34.31]%. The trace
plot of the four chains is shown in Fig. 4.21, and no correlation between the sampled
points is visible. It is important to observe the plot, in order to ensure that the
Markov chains have indeed memorylessness [202]. Fig. 4.22 and Table 4.4 display
the main results of the inference of the structural parameters., and as can be seen,
the algorithm is able to infer both parameters with an error within  ≤ 4.88% range.
The large amount of data which was required for this inference is justified by the
fact that a uniform prior was assumed. In Bayesian statistics, such assumption often
requires a large amount of data, and the solution is not regularised, as it would be
101
Figure 4.21: Trace plot of samples in the Markov chain.
Parameter θ E[θ] σ[θ]  (%)
Eˆ 67.906× 103 MPa 11.067× 103 MPa 2.99
Iˆ 7.08× 108 mm4 1.25× 108 mm4 4.88
Table 4.4: Inference of Young’s modulus and inertia.
Figure 4.22: Projection of bivariate posterior distribution and reference true values
(dashed line).
for a more informative prior. Moreover, the implemented sampling routine is prone
to develop correlated Markov chains if the likelihood is not well defined, i.e. was
built with sufficient data and/or enough responses.
Similarly to the previous sections, the predictions of the Gaussian process
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metamodels are shown in Fig. 4.23. Although not obvious, the operations required to
obtain these predictions are different from the ones previously presented. Specifically,
the marginalisations required by the law of total expectation and total variance in
module 4 had previously been computed with the Gauss-Legendre quadrature, while
in this example these have been obtained with Monte Carlo integration, using the
samples from the posterior PDF obtained in module 3.
(a) (b)
(c) (d)
(e) (f)
Figure 4.23: Predictions of the cantilever beam model (a) (b), discrepancy function
(c) (d) and of experimental data (e) (f) for the displacement and deformation en-
ergy. True discrepancy function and experimental response represented as diamond
markers.
103
Finally, and since in this example the numerical integration of Eq. (4.14) and
(4.15) are computationally demanding, a comparison of computing time vs number
of parallel processes is shown in Fig. 4.24(a). In particular, this information concerns
the numerical integration of Eq. (4.17). The scaling efficiency of these computations
(as a percentage of a linear scaling) can be calculated as
Efficiency(%) =
t1
N × tN × 100% (4.53)
where t1, tN and N represent the computing time for 1, N and the number of
processing elements, respectively. Since in MATLAB a worker is defined as a session
that performs the task computations, or worker process, these will be considered
as the processing elements. Hence, the efficiency is plotted against the number of
available MATLAB workers in Fig. 4.24(b). It can be seen that the efficiency grows
up to four workers, starting to drop the linear scaling for a larger number. This
usually occurs due to overhead communications and other algorithmic operations.
The computing resources have been provided by the Cluster of Workstations operated
by the Centre for Scientific Computing of the University of Warwick.
(a) (b)
Figure 4.24: Computational effort analysis for a different number of MATLAB work-
ers used to integrate the correlation matrix in Eq. (4.17) for 170 simulated points
and 70 observations. Computation time (a) and computational efficiency (b).
4.7.4 Observations with noise or residual variations
In this section, the capability of the modular Bayesian approach to address problems
with noise is presented. Similarly to the previous sections an example of a cantilever
beam with a point load applied to the beam tip is considered. The beam’s deflection
and deformation energy are simulated/observed in order to identify the Young’s
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modulus. Five signals with different levels of SNR, with -10, -3, 5, 11 and 18 dB,
have been applied to the original noise-free signal. See Eq. (3.34) for a definition of
the SNR. The original and polluted deformation energy process, for different levels
of SNR, can be seen in Fig. 4.25.
(a) (b)
(c) (d)
(e)
Figure 4.25: Observations (diamonds) of deformation energy for a SNR of -10, -3,
5, 11 and 18 dB in (a) (b) (c) (d) and (e), respectively, and unpolluted observations
(solid line).
For this example, the trained mrGps will have their hyperparameters pre-
sented for each level of SNR. The number of observed and simulated data points
used in the identification were 35 and 100, respectively. The cantilever model hy-
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perparameters are similar to the ones presented in previous section. Namely
ωˆF,M,E =
[
0.295 0.195
]
βˆy,U =
[
0.134 0.341
]
Σˆ
2
=
[
0.276 0
0 4699646
]
.
On the other hand, the signal with the most challenging SNR, i.e. -10 dB, was fitted
with a discrepancy function mrGp with the following hyperparameters
ωˆF,M = 0.015 βˆy,U =
[
−1.028 −1.804
]
Σˆ
2
=
[
0.02 0
0 170160
]
Λˆ =
[
4.542 0
0 58132274
]
Since for this particular SNR, σnoise = [4.214 70509653], the noise variance is in
the correct range i.e. Λ = [4.542 58132274], although the deformation energy U was
lower than the true value. To improve it, either the number of data points would
have to be increased, or a lower value of the genetic algorithms fitness function
tolerance would have to be set. The hyperparameters for the other SNR are shown
in Table 4.5.
SNR (dB) ωˆ βˆ Σˆ
2
Λˆ
F M y U y U y U
-3 0.009 0.009 0.596 -0.216 0.007 195434 2.005 32410936
5 0.484 0.484 0.266 -0.195 0.008 489668503 1.259 2986837
11 0.016 0.016 0.303 -0.298 0.005 92009 0.444 4223090
18 0.006 0.006 -0.189 -0.03 0.008 87752829 0.263 3527848
Table 4.5: Hyperparameters of discrepancy function mrGp for varying SNR.
The final posterior PDFs and its moments for each level of SNR can be seen
in Fig. 4.26 and Table 4.6, respectively. As can be seen in the relative error column
of Table 4.6, the worst performance registered, 38%, occurred at the lowest end of
the scale -10 dB. In second place the 5 dB SNR registered an error of 5.16%. This
error is below the remaining values, which are in the 6% range, and it occurred
because of a convergence error of the genetic algorithms at a local minimum. The
main conclusion is that there might be a more appropriate setting of the algorithm
parameters in order to avoid convergence problems. These have not been explored
in the present thesis.
Nonetheless, it is clear that under the proper circumstances, the methodology
effectively accounts for observation errors. Moreover the present example includes
model discrepancy at the same time, which makes is even more challenging. Finally,
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(a) (b) (c)
(d) (e)
Figure 4.26: Inference of Young’s modulus for different SNR. -10, -3, 5, 11, and 18dB
in (a), (b), (c), (d) and (e), respectively.
SNR (dB) E[θ] MPa σ[θ] MPa  (%)
-10 43665 14231 37.62
-3 73618 10374 5.16
5 58781 5668.3 16.02
11 64721 5684.5 7.54
18 75045 5668.3 7.20
Table 4.6: Inference of Young’s modulus for different SNR. Expected value, standard
deviation and relative error.
it can also be noted that the standard deviation increases with a decreasing SNR.
However, such an increase of estimation uncertainty can be improved by increasing
the amount of observations, as shown in Fig. 4.27. In these figure, an increasing
number of observations is supplied to the MBA, for a fixed SNR of 1dB. All the
other input parameters are fixed.
4.7.5 Effects of large model discrepancy on identifiability
This section details the important topic of how a large model discrepancy can com-
promise the identifiability of the MBA. It is recalled that large model discrepancy is
a frequent scenario in complex infrastructure.
In the cantilever beam example, this will be exemplified by considering the
rotational spring at its supports with a lower stiffness. See Fig. 4.10 and Ta-
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Figure 4.27: Relation between standard deviation of posterior distribution for an
increasing number of observations with a SNR of 1dB.
ble 4.1 for clarification. The new stiffness will be ten times more flexible, i.e.
K∗ = 15 × 1010 Nmm/rad. The model mrGp was fit with 70 simulations and
the number of observations has been changed parametrically, in six intervals from 5
to 75 observations, to assess the improvement of supplying more data.
Inference results can be seen in Fig. 4.28. The expected value of the Young’s
modulus has shifted towards a lower value indicating a more flexible material. In
essence, the model is unable to separate the flexibility added by the spring, from
the one attained because of the Young’s modulus. Moreover, increasing the number
of observations does not significantly improve identifiability, and the inference with
the largest amount of data points had an expected value of E[θ] = 54 853 MPa and
variance of V [θ] = 53272 MPa2.
Figure 4.28: Inference of Young’s modulus stiffness parameter in the presence of
large model discrepancy. Arrows indicate number of observations of each inference
curve.
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Some improvement may be obtained, if for example, the end rotation of
the beam is also considered. By doing so, the resulting posterior and likelihood
PDF’s are displayed in Fig. 4.29, and its moments are E[θ] = 59 106 MPa and
V [θ] = 10 1932 MPa2. Note that only 55 observations have been used to obtain
these results, and the variance can be reduced by increasing this number. Finally,
it becomes evident that the expected value has shifted towards the true value of the
parameter, improving identifiability by εr = 59 106−54 85360 000 = 7.1%.
Figure 4.29: Inference of Young’s modulus stiffness parameter considering the end
rotation of the beam as an additional response.
The above example highlighted how the MBA can be affected by large model
discrepancy, and how its identifiability can be improved by considering additional
responses. As shall be seen in Chapter 6, the responses selection is not arbitrary,
and through careful evaluation of the model it is possible to choose the responses
which return the highest identifiability out of the MBA.
4.7.6 Effects of outliers
The previous examples have addressed the calibration of a model against data which
follows a well behaved pattern. However it is very frequent to observe monitored
data which does not follow such trends, and which are commonly referred to as out-
liers. Thus, in the context of this work, an outlier is interpreted as data that does
not fit onto a regressive model, usually presenting a very large deviation relatively to
the mean function of the model that is being regressed. In SHM, outliers can indi-
cate diurnal shifts of the structural behaviour, malfunctions of the data-acquisition
system, or in the worst case scenario, the presence of damage, e.g. a new nonlinear
trend which is developing progressively from the regular structural behaviour.
Therefore, in the current section the cantilever beam model will be calibrated
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against observations which contain outliers. The two signals of displacement and
deformation energy presented in Section 4.7.4 have been contaminated with a SNR
of 4.38 and 71.6 dB, respectively. Two outliers have been added as sample points
within 6 standard deviations from the mean of the signals, i.e. µ+ 6σ, where µ and
σ represent the mean and standard deviation of the two signals of interest.
To fit the cantilever beam model and its discrepancy function with mrGps,
40 and 100 training points have been generated, plus the two added outliers. The
final hyperparameters of the mrGps are
ωˆF,E =
[
0.295 0.195
]
βˆy,U =
[
0.134 0.341
]
Σˆ
2
=
[
0.276 0
0 4700184.402
]
for the model, and
ωˆF = 0.014 βˆy,U =
[
−0.666 −0.219
]
Σˆ
2
=
[
0.004 0
0 291664.667
]
Λˆ =
[
2.67 0
0 9388641.902
]
for the discrepancy function mrGp.
The posterior PDF of the Young’s modulus and the prediction of the processes
are displayed in Fig. 4.30 and 4.31, respectively. Note that the outliers can only
be observed in the predicted response plots, i.e. Fig. 4.31(c)4.31(d). Similarly to
the previous examples it can be seen that the Young’s modulus has been identified
accurately, with a relative error of εr = 1.56%. Although this error is larger than the
one obtained in the first example, it should be noted that the current st-id is very
challenging because of several sources of uncertainty. Namely one of the responses
has a considerably low SNR, plus the added outliers, and the model discrepancy
induced by the rotational spring.
Firstly, it can be seen that the algorithm is able to cope reasonably well with
signals with different levels of observation error on each channel, where 95% of the
observations are confined within the prediction intervals of the mrGp. Secondly, the
two outliers can be seen clearly in Fig. 4.31(d), and as expected they are classed
outside of the prediction interval. The main reason why the discrepancy function
mrGp assigns very low probability density to the outliers, is precisely because they
deviate grossly from the mrGp model, and its assumption of inherent smoothness of
a process.
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Figure 4.30: Inference of Young’s modulus stiffness parameter considering three
outliers in the observed data. Moments of the posterior are E[θ]=68903 MPa and
σ[θ]=5495.9 MPa.
(a) (b)
(c) (d)
Figure 4.31: Predictions of the discrepancy function (top) and of experiment (bot-
tom) for noisy signals, with outliers. Signals in (a) and (c) have a 4.38 dB and (b)
and (d) 71.6 dB SNR. Observed data represented as crossed markers. Labels have
been omitted in order to better visualise the outliers.
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4.7.7 Identification using Gaussian prior information
It is recalled that the MBA formulation implemented in this work is able to nu-
merically integrate the prior information onto the model mrGP, in module 2 of the
algorithm, as described in Section 4.6.1. Such consideration allows the user to supply
any prior PDF and to solve a multiple parameter calibration problem, in which it is
necessary to perform multidimensional integration.
Since the examples in the previous sections have always used a uniform prior,
in this section, identification of the cantilever beam example using a univariate and
multivariate, i.e. a one dimensional and joint distribution, Gaussian prior is high-
lighted. The number of points and parameter values of these two examples are all
described in Section 4.7.1 and Section 4.7.3. The considered priors will have the
following properties
µug = 50×103 σug = 10×103 µmg =
[
53× 103
47.2× 107
]
Σ2mg =
[
1× 108 0
0 4.5× 1015
]
(4.54)
where µug and σug are the mean and standard deviation of the univariate case
in MPa units, while µmg and Σ2mg are the mean and covariance matrix for the
multivariate case, in MPa and mm4 units. Note that the criterion for setting the
mean value/vector was to offset it relatively to the true value of the parameters, e.g.
E∗ = 70 000 MPa for the Young’s modulus, in order to make the identification more
challenging. In short, we are providing an erroneous prior, which often happens in
practice.
For the univariate case the inference of the Young’s modulus is given in
Fig. 4.32. It can be seen, that despite the inacurate prior information which has
been supplied (solid blue curve), the likelihood function, i.e. the evidence, is able to
correct the resulting posterior distribution. If more data is supplied, the likelihood
weight would keep increasing over the prior and the inference would become more
accurate. However, it should be noted that there is always a link between the
hyperparameters of the discrepancy function (which builds the likelihood function)
and the prior PDF, as explained in module 2 of the MBA. It can also be seen that
the posterior is smoother, unlike the spiky likelihood, which occurs because of the
natural regularisation of the posterior, when using an informative prior.
For the multivariate case, a similar situation occurs as seen in Fig. 4.33.
Noticeably, as seen in the inertia inference plot, even if the prior information contains
very inaccurate information the likelihood function PDF is near the true value.
Although the posterior PDF is not shown in this figure, its moments are
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Figure 4.32: Inference of Young’s modulus using a univariate Gaussian prior.
Figure 4.33: Inference of Young’s modulus and cross-sectional inertia using a multi-
variate Gaussian prior – both PDFs have 30 thousand samples.
presented in Eq. (4.55). As can be seen these two quantities are negatively correlated,
which is expected, since for a given deflection of the cantilever beam, an increase of
rigidity by the Young’s modulus parameter would imply a lower value of the cross
sectional inertia parameter, to maintain the global bending stiffness EI constant.
E[θ] =
[
65517
7.4× 108
]
Σ2[θ] =
[
1.8× 108 −1.2× 1012
−1.2× 1012 2.7× 1016
]
MPa
mm4
(4.55)
These results suggest that the MBA algorithm is able to represent prior in-
formation in the form of a Gaussian PDF, performing Bayesian identification as
expected. It should be noted that in its present form, the algorithm only allows for
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uncorrelated Gaussian priors.
4.8 Summary
In this chapter, the core hybrid Bayesian framework of this thesis has been detailed.
Developments over the original formulation, which allow to identify multiple param-
eters and an improved numerical performance, have also been described. It should
be noted for example, that although Arendt et al.[146] considered an implementation
of the MBA with multiple responses, their example only calibrated one parameter.
These features, combined with the factorisation described in Section 3.7 constitute
the novelty of the implemented approach.
Finally, an exhaustive set of numerical tests based on a simulated cantilever
beam have validated the approach, and highlighted its different capabilities and
drawbacks. This framework is now to be applied in real case-studies for both struc-
tural identification and measurement system design. These are the objectives of
Chapter 5 and 6, respectively.
114
Chapter 5
Structural identification
5.1 Introduction
In this chapter the core methodology of this thesis, described in Chapter 4, is applied
for st-id of a reduced-scale laboratory structure and a full-scale infrastructure.
Broadly speaking, the performance of st-id depends of the measured struc-
tural responses under scrutiny, how diversified they are, from which locations are
they being measured, and how much data is monitored. Due to the spatial and tem-
poral vastness that characterise a civil infrastructure, estimating an optimal sensor
configuration is in itself a challenging endeavour. This is the subject of measurement
system design, and shall be discussed in Chapter 6.
The performance of a probabilistic st-id also depends on how it handles un-
certainties due to mechanical and geometric heterogeneity, non-stationary boundary
properties, changing behaviour of moving systems, elevated intrinsic forces e.g., dead
weight, uniqueness of the structural system, non-stationarity due to environmental
and operational conditions, amongst others.
Given the above constraints, the current chapter details the first st-id prac-
tical applications of the enhanced MBA. Two specimens are examined thoroughly.
A reduced scale aluminium bridge model subject to thermal loading (Section 5.2),
and a full-scale infrastructure under traffic and temperature variations throughout
a year period , the Tamar long suspension bridge (Section 5.3). The results include:
• identification of the aluminium bridge’ supports stiffness and of the Tamar
bridge main/side cables initial strain and stiffness of its bearings;
• prediction of strain/temperature responses for the aluminium bridge, which
shall be presented in Section 5.2.3;
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• prediction of discrepancy functions of the Tamar bridge natural frequencies
and its mid-span displacements, in Section 5.4;
The aforementioned results will be compared against reference values or avail-
able monitored data, in order to provide further insight of the performance of the
MBA. To the best of the author’s knowledge, these tests are the first practical appli-
cations of the enhanced MBA, particularly for temperature-based structural identi-
fication. A short summary of the key conclusions of this chapter shall be presented
in Section 5.5.
5.2 Aluminium bridge subjected to thermal loading
In this case-study a reduced-scale laboratory aluminium bridge inspired by the New
Joban Line Arakawa (Japan) railway bridge, was built at the Warwick Civil Engi-
neering Laboratory and subjected to thermal loading due to infrared heaters. Some
of the advantages of using the reduced scale model over the simulated examples of
Section 4.7 or the full-scale infrastructure are:
1. more realistic conditions, e.g. noise, inherent randomness and residual defor-
mation of temperature loading, comparatively to the simulated examples;
2. known structural parameters can be used to test the reliability of the method-
ology and validate the st-id results; possibility of easily testing different mea-
surement scenarios, comparatively to the Tamar bridge;
3. damaging the reduced-scale structure is permissible and allows to easily test
damage identification methodologies, which is generally not allowed in full-
scale infrastructure.
Typical daily ambient temperature in the laboratory ranged from 18◦C up
to 21◦C. A numerical model of the structure was also developed to study the phe-
nomena. The stiffness of a pair of springs located at one of the ends of the bridge
will be considered as a model parameter to be calibrated. Subsection 5.2.3 details a
combinatorial analysis to select the best out of a set of available inputs, to maximise
the performance of the method, which is subsequently applied and results are shown
in subsection 5.2.4.
5.2.1 Experiment
The truss structure in Fig. 5.1(a) is simply supported at its ends and is constrained
on one of them by two linear springs Fig. 5.1(b). Its geometrical properties will be
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detailed along with its monitoring system.
(a) (b)
Figure 5.1: Aluminium bridge subjected to thermal loading (a) and detail - springs
constraint (top view) (b).
Beforehand, some information about the restraining springs will be detailed.
Namely, the supplier is Lee Spring and its properties are discriminated in Table 5.1.
Additionally, the tolerances of the spring rate are ±10%, i.e. a confidence interval of
[497.03 607.49] N/mm.
Part Number LHP 192L 01S -
Outside Diameter 24.637 mm
Hole Diameter 25.400 mm
Wire Diameter 4.876 mm
Load At Solid Length 1742.726 N
Free Length 19.049 mm
Rate 552.26 N/mm
Solid Length 15.900 mm
Rod Diameter 12.700 mm
Number of Coils 1.2 -
Total Coils 3.2 -
Finish PASSIVATE PER ASTM A967 -
Material 17-7 -
Table 5.1: Properties of tested spring (according to Lee Spring).
In addition to the above mentioned information, one of the springs has been
tested in a compression Tinius Olsen model 25ST testing machine (cf. Fig. 5.2(a)),
equipped with a ± 25 kN load cell. In order to account for the precision of the
machine, eight tests of compressive loading have been performed up to a maximum
extension of 5 mm at a speed rate of 2mm/min. Finally, in order to account for the
irregular shape of the spring, at each test the spring restraints (cf. Fig. 5.2(b)5.2(c))
117
have been rotated over the loading axis.
(a)
(b)
(c)
Figure 5.2: Test set up: Tinius Olsen 25ST materials testing machine (a), spring
restraints (b) and final restrained spring ready for testing (c).
The loading curves of the eight tests are plotted in Fig. 5.3 (crossed dots).
One of the eight curves is offset relatively to the others, because of the irregular
shape of the spring and its consecutive rotation over the loading axis. Note that the
initial phase of the loading curves (position below 1 mm) has been removed, to avoid
initial nonlinear trends in which the spring force is still being mobilised. Finally, a
linear regression model defined as
F = 500.43× d− 342.02 (5.1)
where F is the load acting on the spring and d is its vertical displacement, has
been fitted to the data and plotted along with it (solid line). The slope of this model
indicates that the spring stiffness has a mean value of 500.43 kN/mm, which is within
the above tolerance.
Geometrical information and the measurement setup of the bridge are dis-
played in Fig. 5.4. The strain gauges have been installed before the bridge compo-
nents were assembled, and therefore the measurable strain includes the self-weight of
118
Figure 5.3: Linear regression of compressive spring load test.
the whole structure plus the effects of thermal expansion and possible connection in-
fluence. Material properties of the bridge are: aluminium alloy of grading 1050AH14
and 6082T6 for the gusset plates and for the box section beams, respectively. Stain-
less steel M6 8.8 bolts connect the multiple members of the bridge. Measurements
with eleven strain gauges and four thermocouples took place during the experiment
at a sampling rate of 1 Hz. A proportional-integral-derivative (PID) controller on a
Labview routine was used to control the infrared heaters.
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Figure 5.4: Aluminium bridge measurements diagram (dimensions in mm) - ther-
mocouples TA-TD and strain gauges SA-SK. Placement of labels above/below bar
reflects the sensor position.
Temperature and strain readings during the main experiment, which took
approximately half an hour, are displayed in Figs. 5.5(a) and 5.5(b). The reason
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why the strain even at the top is in compression, is that all the strain gauges have
been placed on the bottom side of the bars. Therefore, despite the global bending
of the structure that leaves the top bars under tension there is a localised bending
at the top bars, which is measured as a compression on their bottom side.
The temperature-strain relation visible on Fig. 5.5(b) is not linear, because
the measurements are performed on the surface of a squared hollow section, which
cools down faster than the internal cross section and will, therefore, still have some
residual thermal deformation when cooling down.
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Figure 5.5: Aluminium bridge heating/cooling cycle - Temperature readings (a) and
strain measurements (b), see Fig. 5.4 for reference.
Although the strain gauges are thermally compensated for aluminium, the
data from the strain gauges has been post-processed to remove the remnant thermal
output effect, which is related to the natural thermal expansion of the gauge.
5.2.2 Finite element model of aluminium bridge
The model was developed in ANSYS and coded using APDL (ANSYS parametric de-
sign language) [203]. Beam elements with rotational stiffness were used to represent
the bars of the bridge. The material model is isotropic, linear-elastic with Young’s
modulus E = 70 × 106 kPa, Poisson coefficient ν = 0.35 and coefficient of thermal
expansion α = 23.1 × 10−6 ◦C−1, as standard aluminium. Reference temperature
was set as T0 = 20◦C. A uniform distribution of temperature was applied through
all the bar elements, and is based on the mean of the thermocouple measurements at
the top of the bridge seen in Figure 5.5(a). Essentially, nine linearly spaced points of
thermal loading from 20.19◦C to 45.49◦C were simulated as a quasi-static analysis,
with different values of the spring stiffness. Each analysis took approximately 0.128
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seconds on an Intel i7 quadcore 2.2 GHz, 6 GB of RAM and an SSD drive.
Figure 5.6 shows the strain output of the bridge model for this loading condi-
tion. It is considerably easier to model the infrastructure behaviour with a uniform
temperature gradient on all of its elements, but obviously this is a model discrep-
ancy, since in the laboratory experiment the top of the bridge is much hotter than
the bottom side, as seen in Figure 5.5(a). Since the strain of the FE model is being
sampled at the bottom side of the top bars, the effect of the localised bending should
be relatively small on the results.
Figure 5.6: FE model with linear springs at support, maximum temperature of
heating cycle.
Finally, input data used for st-id is shown in Table 5.2 and the output are the
moments from the posterior distribution of the spring stiffness. This will be shown
in Section 5.2.4.
5.2.3 Sensor location combinatorial analysis
This section presents a study of the influence of sensor location on the capability of
inferring the spring stiffness true value. The present analysis is illustrative of which
responses provide better identifiability, and shall be more thoroughly discussed in
Chapter 6.
The MBA was applied to infer the spring stiffness, based on all possible com-
binations of two out of eleven strain measurements available from the laboratory
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Parameter Description
Xe 13 readings of temperature at the top of the bridge (mean of TC
and TD, Fig. 5.5(a)) from the beginning of the heating cycle until
its maximum
Y e strain measurements at points B and G (Fig. 5.4) for each of the
temperature readings
θ spring stiffness with θ∗ = 552.26 N/mm
[Xm,Θ] combination set of each temperature reading with possible spring
stiffness values on a 9×9 input grid space with K[300; 1000] N/mm
and T [20.19 to 45.49]◦C
Y m simulations from the numerical model for [Xm,Θ]
Table 5.2: Dataset for aluminium bridge.
experiment. Only the first three modules of the algorithm are necessary for this
combinatorial analysis. The resulting posterior distribution is a Gaussian-shaped
distribution whose moments (mean value and standard deviation) estimate the stiff-
ness value. Therefore there are C112 = 55 possible combinations of responses, and
each took approximately 16.50 s on a laptop computer. From the whole set the com-
binations with minimum standard deviation σ[θ] and expected value E[θ] closer to
the spring stiffness real value were selected. Such selection is possible only because
the true value of the spring stiffness is known, and (in %) can be determined.
Table 5.3 displays the results of the combinatorial analysis with a relative
error  = |K−E[θ]|K ≤ 10 %. The successful convergence by change in the fitness value
(Yes or No in the right column) of the genetic algorithms (GA) for the maximum
likelihood optimisation of module 2 is also shown.
S1 S2 E[θ] (%) σ[θ] GA S1 S2 E[θ] (%) σ[θ] GA
A H 605.04 9.56 171.87 Y D H 520.64 5.72 147.19 Y
A I 596.49 8.01 169.60 Y H I 603.12 9.21 169.62 Y
A J 602.45 9.09 171.56 N H J 599.60 8.57 170.28 Y
A K 603.98 9.37 170.29 Y H K 603.99 9.37 161.07 Y
B G 532.03 3.66 47.72 Y I J 598.17 8.31 169.46 Y
C E 547.31 0.90 102.21 Y I K 604.15 9.40 168.44 Y
D G 533.90 3.33 126.47 Y J K 599.37 8.53 169.94 Y
Table 5.3: Seven best two strain measurement combinations with  ≤ 10% for infer-
ence of the spring stiffness using the MBA.
On the other hand Table 5.4 shows the results obtained for standard de-
viations σ ≤ 70 N/mm. Finally the worst values of metrics for σ and  were
171.87 N/mm and 43.18 %, respectively. The results show that:
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• the combination of responses measured at point B and G provide the lowest
error and variance on the inference of the spring stiffness. Although the combi-
nation C and E has a smaller error its variance is above the maximum allowed
of σ ≤ 70 N/mm, having henceforth been discarded;
• typically combinations involving measurements near bridge ends (A and E)
either present a high variance (notice that no combination with E is present
in Table 5.4), or the genetic algorithm optimisations do not converge (see the
N on the GA column of Table 5.4). This indicates that measurements near
model singularities such as supports tend to present poor identifiability;
• in general combining one measurement from the bridge bottom with one of
the middle or top gives the lowest error and variances, which indicates that
combining locations with a different loading range enhances identifiability.
S1 S2 E[θ] (%) σ[θ] GA S1 S2 E[θ] (%) σ[θ] GA
A C 430.84 21.99 58.79 N D F 433.96 21.42 65.98 Y
A F 444.54 19.51 68.20 N F G 640.50 15.98 67.50 Y
A G 687.24 24.44 47.97 N F I 439.67 20.39 65.44 Y
B D 394.75 28.52 68.56 Y G H 681.50 23.40 52.91 Y
B G 532.03 3.66 47.72 Y G I 684.32 23.91 50.80 Y
C G 608.89 10.25 58.89 Y G J 676.23 22.45 55.87 Y
C I 437.85 20.72 56.95 Y
Table 5.4: Seven best two strain measurement combinations with σ ≤ 70 N/mm for
inference of the spring stiffness using the MBA.
To further support this interpretation, a comparison between an identifiability
metric applied by Arendt [146] in his simulation, against this example shall be carried
out in the following section. A more thorough analysis of the best measurement
system design, which does not require prior knowledge of the property to be identified
or the measured responses, will also be carried out in Chapter 6.
5.2.4 Model calibration results and discussion
On the basis of the results obtained above, in this section a detailed calibration of
the FE model against the laboratory scale aluminium bridge data, will be presented,
using the the strain at locations B and G. The design variable, response outputs
and structural parameter are equivalent to what was presented in Table 5.2. The
polynomial regression functions are set as a constant value H(•) = 1, as detailed in
Table 3.1, and the prior of θ as a uniform probability density function (PDF).
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A mrGp of the model is presented in Figs. 5.7(a) and 5.7(b), for the response
surface of the strain at locations B and G, and its hyperparameters are shown below.
Notice how the uncertainty cloud of the prediction interval shrinks and increases
relatively to the distance to the input dataset, to account for the uncertainty of the
numerical model.
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Figure 5.7: 95 % prediction interval of the posterior multiple response Gaussian
process - 40 × 40 grid with 9 × 9 grid input set (black dots) of strain at position B
(a) and position G (b).
The following data represents estimates of parameters, that fully characterise
the Gaussian processes, approximated on the modular Bayesian approach. They are
named here as hyperparameters φ and comprise a matrix of regression coefficients
β, a variance matrix Σ, a noise variance matrix Λ and the roughness parameters ω.
The numerical model mrGp has hyperparameters
ωˆT,K = [2.0 1.4]
βˆSB,SG = [−0.105 0.121]
Σˆ =
[
3.0645 8.4687
8.4687 25.3702
]
and the discrepancy function mrGp has hyperparameters
ωˆT = 6.87
βˆSB,SG = [−3.766 − 0.242]
Σˆ =
[
22.90 1.07
1.07 2.75
]
Λˆ =
[
0.27 0.03
0.03 0.59
]
The result of the identification task (i.e. inference of the spring stiffness) is
shown in Figure 5.8. A deterministic model identification approach (Det. label in
the legend), based on the minimum value of the sum of root mean squared errors
(MSE) of the two strains (positions B and G), has a minimum stiffness value at
K = 661.5 N/mm with an error of 15.16 µε. This error is more than five times
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larger than that of the MBA (2.82 µε). Furthermore as seen in Figure 5.8(b), the
stiffness value resulting from the MBA, 532.03 N/mm, is closer to the real value
of stiffness given by the supplier 552.26 N/mm (3.66%) and the value estimated
from testing 500.43 N/mm (6.29%) compared to the stiffness identified using the
deterministic model identification.
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Figure 5.8: Inference of the stiffness of linear springs at aluminium bridge end,
against reference value (vertical dashed line) for MBA (a) and comparison of deter-
ministic approach and MBA by root mean squared error (b).
Note also that there exists some additional friction at the bridge supports,
between the gusset plates and the installed roller (cf. Fig. 5.1(b)) which can easily
explain why the identified value is larger than the one obtained with the linear model
in Eq. (5.1). These results demonstrate the superior performance of MBA not only in
terms of identifiability but also in the ability to predict structural responses. Despite
the fact that the responses used for identification have the same characteristic nature
(i.e. strain) the mean value and the variance closely approximate the real stiffness
value. It is expected that if other responses such as displacements were given as
input this uncertainty would be further improved.
By comparison of these results against the hierarchical Bayesian framework
from Behmanesh [124], it can be seen that the current estimate only deviated by
3.66 % or 6.29%, whereas the hierarchical Bayes estimated model parameters with
almost 20 % deviation from the true values (see Table 3 of [124] for clarification).
Also to further justify that the improvement on identifiability was achieved, mainly
due to the sensor position and not to the nature of the measured responses, a com-
parison between Arendt’s metric in his simulated example and the current analysis
was applied here. Essentially, an improvement of identifiability by using multiple re-
sponses should be quantifiable through the posterior standard deviation of the model
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parameter that is being calibrated, following the formula (σSRi,j,min−σMRi,j,post)/σSRi,j,min,
where σSRij,min = min(σi,post, σj,post) is the minimum posterior standard deviation of
the calibrated parameter with individual responses, and σMRi,j,post is the posterior stan-
dard deviation with multiple responses. In the current example an improvement of
10.1 % was observed, which is similar to that of 14 % obtained by Arendt (see Table
3 of [146]) on his simply supported beam for responses with similar nature.
Based on the inference of the spring stiffness the mrGp metamodel predictions
for strain B and G are shown in Figure 5.9 and 5.10, respectively. Notice how the
strain at B has a positive trend for the model prediction opposite to the negative slope
in the experimental prediction, and how the considerable discrepancy was predicted
accurately on Figure 5.9(b). The solid lines with diamond markers represent the
measured response, which is within the uncertainty region. Since this region accounts
for the uncertainty of the spring stiffness, model discrepancy, noise and the fact that
the model response is only known at a set of discrete points (code uncertainty), the
true undisturbed process should also fall within that limit with a 95 % accuracy.
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Figure 5.9: Strain at position B - Prediction interval 95 % confidence for numerical
model 5.9(a), discrepancy function 5.9(b) and experimental response 5.9(c).
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Figure 5.10: Strain at G aluminium bridge - Prediction interval 95 % confidence
for numerical model 5.10(a), discrepancy function 5.10(b) and experimental re-
sponse 5.10(c).
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This section concludes the study of the application of the MBA for st-id of
the aluminium truss bridge example. The structural stiffness of the supports of the
example have been accurately identified, based on the two most informative responses
of strain available. In the following section a much more complex identification
problem of the Tamar suspension bridge shall be detailed.
5.3 Tamar bridge experimental and simulated dataset
In this section a summary description of: the Tamar bridge’s SHM system; exper-
imental data under consideration for st-id; the FE model developed to study its
behaviour; and relevant assumptions/simplifications are detailed.
Tamar bridge is a 335 m long suspension bridge, built in 1959, and recon-
structed between the 1999-2001, where a larger side deck and stay-cables have been
added, see Fig. 5.11 for a reference. Two long-term monitoring systems and several
expeditions have been carried out through time for reliability assessment. Addi-
tionally, an FE model was developed by Westgate [204] to study environmental and
operational effects on its structural performance. It is worth mentioning the follow-
ing excerpt “In fact, Tamar Bridge has so far presented a challenging case study for
model calibration, lending support to the view that no single model provides a perfect
representation of a structure when matched to provided experimental data” [205].
(a) (b)
Figure 5.11: Tamar suspension bridge, before 1978 [206] (a) and after 2012 [207] (b)
its reconstruction in the late 1990s. Note the larger deck and stay cables which have
been added in 2001.
On the basis of the methodology described in Chapter 4 and the aforemen-
tioned data/model, three key properties, which are deemed relevant for a stake holder
of the infrastructure, will be estimated. One is the friction in the thermal expan-
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sion bearings of Saltash tower, which can lead to deck cracks and further structural
anomalies. The remaining two properties are the initial strain in the main and stay
cables of the bridge. The initial strain is a critical property for a suspension bridge,
since its increase could indicate internal damage, such as broken wires, corrosion,
cracks and wear, and is defined as the strain relative to when the bridge cables
have been installed initially, i.e. containing all the load-history that the cables have
supported since installation.
5.3.1 Monitored data and post-processing
It is important to establish which design variables are relevant to study Tamar
bridge’s dynamic behaviour. A study from Cross et al. [208] indicates that traffic,
temperature and wind have the most influence on Tamar bridge natural frequencies,
by decreasing order of relevance. However, the present study will be limited to the
effects of traffic and temperature.
In the absence of the above information, a normal procedure would include:
• monitor the structural behaviour for a certain period of time, preferably at
least for a year period;
• analyse existent correlations between environmental/operational effects and
the structural output, displacements, vibration data, etc.;
• select the effects which have the highest influence on the structural output and
consider them during the modelling process.
Several sensors have been installed through time on Tamar bridge, but for the
purpose of the present study, it suffices to consider data which was monitored from a
set of accelerometers, a total positioning system (TPS) reflector, and thermocouples
which are visible in Fig. 5.12. The available data also includes vehicle counts from
toll gates of the Plymouth side. The monitoring period ranged from May of 2009
to March of 2010, where synchronised temperature/traffic/modal data was found
to be richer. Furthermore, a year time-frame was assumed as a good reference for
calibration/validation of the FE model. Relevant post-processing operations will
now be detailed.
Firstly, the natural frequencies of the structure were determined with a
Stochastic Subspace Identification (SSI) technique [209], based on available accel-
eration data. Specifically, at each half-hour, ten minute acceleration recordings were
post-processed to determine the natural frequencies and mode shapes of the infras-
tructure. See Section 4 of [208] for a more extensive description of the procedure.
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Figure 5.12: Diagram of Tamar bridge SHM system – cable temperature sensor, dis-
placement reflector and accelerometers from whose natural frequencies/mode shapes
are estimated. There are 16 stay cables on North/South and Saltash/Plymouth
sides.
The Bayesian framework from Zhu and Au [210] would be an interesting alterna-
tive to obtain such modal properties. Secondly, displacements at the middle span
of the bridge in three directions, vertical, East and North, were obtained from the
TPS. Finally, sampling has been synchronised for the whole dataset, and despite the
MBA ability to correctly identify outliers these were also removed. For simplicity, it
has been assumed that the outliers have been caused by malfunctions of the data-
acquisition system. Speculatively speaking, considering the outliers in the data set
would make little difference in the final result, since they would have been assigned
a low probability density by the mrGp, as shown in the numerical example of Sec-
tion 4.7.6. However care should be exercised, since a structural anomaly could be
the cause of the outliers, and an important indicator of the true structural behaviour
could be overlooked. An alternative way to consider the outliers presence would be
to combine the MBA with a different type of Gaussian process, such as the Bayesian
regression trees model from Worden and Cross [151].
After application of the operations mentioned above to the original raw data,
a 2419 points dataset was obtained, which can be visualised in Fig. 5.13. Visible
trends indicate linear correlations, except for the traffic/displacement relation in
Fig. 5.13(d). Therefore, a linear correlation function (or kernel) was assumed for the
mrGps that fit the discrepancy function and the FE model [184]. Furthermore, the
zero displacements at highest temperatures in Figs. 5.13(c) and 5.13(d) occur because
the data has been offset relative to the highest peak of temperature × traffic load.
Frequency labels follow the convention: ’L’ is a lateral mode shape, ’V’ is vertical
mode shape, ’T’ is a torsional mode shape, ’TRANS’ is a longitudinal translation
129
mode, ’S’ is symmetric, ’A’ is asymmetric, ’SS’ is side span and the numbers are
their relevant order.
(a) (b)
(c) (d)
Figure 5.13: Post-processed data – May of 2009 to March of 2010 time period -
natural frequencies (a), (b) and mid-span relative displacements (c) and (d).
5.3.2 Modelling of thermal and traffic effects
In this section, Tamar bridge FE model will be briefly described, along with to-be-
identified structural parameters, and modelling aspects of its dynamic behaviour in
the presence of traffic and thermal variations.
The FE bridge model has been developed using ANSYS Parametric Design
Language (APDL) source code [203] and consists of approximately 45 000 elements,
from which: expansion joints have been modelled with linear spring elements; truss
members with fixed-rotation beams; deck/towers with shells and the cables and
hangers with uniaxial tension only beam elements. The original FE model from
Westgate has been altered in order to: simulate traffic in only one side of the bridge’s
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deck; and a modal assurance criterion (MAC) routine, which allows to obtain the
correct mode shape for varying temperature/traffic, also had to be developed.
At first, it is important to discriminate the three parameters which will be
identified. One is the stiffness of linear springsKd, as seen in Fig. 5.14(b) and 5.14(d),
which represents friction in the thermal expansion bearings of Saltash tower. The
remaining two parameters are the initial strain εi in the two main and 16 stay cables
of the bridge. For each cable type (main or stay), the initial strain is assumed
constant along the cable length and across all cables. It is known that the simulated
natural frequencies are sensitive to the cables initial strain parameters, as noted in
Westgate and Brownjohn [204] analysis. In turn, the mid-span displacements are
sensitive to the stiffness of the thermal expansion gap, as shown in Westgate et
al. [205].
(a) (b) (c)
KdKd
(d)
Figure 5.14: Tamar bridge FE model and detail of imposed constraints simulated
as linear spring elements. Perspective view (a), expansion gap at Saltash tower (b),
Plymouth embankment (c) and bridge boundary conditions diagram (d).
For future reference, it is worth mentioning some relevant information related
with the bridge main and stay cables. Namely, the main suspension cables are made
from 31 locked coil wire ropes, each 60 mm in diameter, and the overall diameter of
the main cable is 380 mm, resulting in a cable cross-sectional area of 882.36 cm2.
The stay cables indicated in Fig. 5.12 have areas of 87.01 cm2 for S2 and P2 (110 mm
diameter strands) and 70.74 cm2 for the remaning cables (102 mm diameter strands).
Finally, Young’s modulus of the cables was assumed as 155 GPa. The initial strain εi
affects the axial tensile force N of the cables according to trivial constitutive laws, i.e.
N = EcAcεi, where Ec, Ac represent the cables Young’s modulus and cross-sectional
area, respectively.
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Secondly, and before detailing the modelling of thermal and traffic effects,
the mode shapes and natural frequencies of the FE model (without applying any
external effect) are shown in Fig. 5.15. It should be noted that certain mode shapes,
such as the LS1b in Fig. 5.15(d), tended to disappear easily from the frequency
spectrum when external effects were considered.
(a) (b) (c)
(d) (e)
Figure 5.15: Tamar bridge FE model mode shapes, VS1 - 0.387 Hz (a), LS1a -
0.485 Hz (b), VA1 - 0.529 Hz (c), LS1b - 0.738 Hz (d) and TS1 - 0.774 Hz (e). See
Section 5.3.1 for a reference of the frequency labels.
Thirdly, after having detailed the model parameters it is now necessary to
highlight how temperature effects have been considered. For the present work, a
regression was used to establish a simplified relation between temperature trends of
a truss, deck, and cable temperatures of the bridge (sensor location can be seen in
Fig. 5.12). These effects are considered as a static steady-state thermal analysis,
with three different temperature sets: shaded elements, which represent the truss
structure under the deck; the elements that represent suspension cables; and the
lighted elements excluding the cables. The relation between the temperatures of the
shaded, lighted and cable groups is assumed as
τS =
{
0.433τc + 7.877 τc > 15
τc τc ≤ 15
τL =
{
1.544τc − 8.798 τc > 15
τc τc ≤ 15
(5.2)
where τc, τS and τL represent the temperature in the cable, shaded, and lighted
elements, respectively. These linear relations are displayed in Fig. 5.16. It must be
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Figure 5.16: Assumed temperature relations between cable, shaded and lighted
groups for Tamar bridge FE model.
stressed that the linear relations of Eq. (5.2) will only be applied when Tc > 15◦C,
which is thought as a notable change of cable temperature, where the temperature
trends of the bridge components fork, otherwise to be applied as a uniform temper-
ature Tc across all elements.
The aforementioned simplified thermal analysis has been detailed byWestgate
in Section 4.4.3 [116]. Alternatively, a transient thermal analysis of Tamar bridge has
also been developed by the same author, but presently only the simplified thermal
analysis will be used to assess the FE model performance.
Fourthly, the effects of traffic load are also to be detailed. The traffic is
assumed as a set of distributed mass points, evenly spread longitudinally across the
bridge deck, and asymmetrically in the lateral direction, as shown in Fig. 5.17. The
only remaining question is “how to compare this model against the monitored data?”
According to Westgate et al. [205] in the Section “Traffic mass”, the average number
of vehicles on the bridge in the tolled direction can be assumed as approximately
1/43rd of the available half-hourly count. Hence, traffic effects were monitored as
a function of a half-hourly total mass mt, which was retrieved from the available
toll-gate count, and in the FE model, the total mass is being fractioned into an
half-hourly on bridge mass ms, as ms = mt/43.
Finally, and gathering all the above mentioned information, the simulations
of the FE model have been performed in a Latin hypercube space [200], where val-
ues of temperature, traffic mass and structural parameters were uniformly generated
and the corresponding natural frequencies/displacements stored. A flowchart of the
whole process is shown in Fig. 5.18. Initially, the natural frequencies were simu-
lated and stored without any loading applied and with default values of structural
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Figure 5.17: Traffic model of Tamar bridge FE model for 2 top, 6 middle and 30
vehicles, bottom. Each mass point represents half of the mass of a standard vehicle
(1660 kg).
parameters. In the second phase, for each combination of loading Xm parameters
Θ the frequencies of each run were classified and stored, using the modal assurance
criterion (MAC) with a fit of at least 80 %.
Initialise θ default values
Only gravity + cables initial strain
Static analysistraffic mass
temperature
+ (xm)
Generate [Xm,Θm] in latin hypercube space
Build model, updating (θ)
effects are applied
Modal analysis
Store database
as reference db0
Modal analysis
MAC calculation against
reference - store frequencies
1- Single analysis 2- Multiple analyses
store displacements
Figure 5.18: Simulation flowchart of the Tamar bridge FE model. Thermal and traffic
effects and the calibration parameters have been updated in a Latin hypercube space.
5.4 Structural identification and discrepancy surfaces
prediction
5.4.1 Modular Bayesian approach input dataset
Table 5.5 presents a summary of all the MBA input data, and the structural pa-
rameters θ = {εiMC , εiSC ,Kd} that have to be identified. Prior information of these
parameters is considered as a uniform PDF, bounded by the intervals where the
dataset [Xm,Θ] has been generated.
The mean and correlation functions of the mrGps are set as a polynomial re-
gressionH(·) = 1 and a linear correlation, respectively. The required computational
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Description
θ initial strain of main εiMC and side cables εiSC and stiffness of linear
springs at thermal expansion gap Kd
Xe bridge cable temperature and total mass due to traffic load from
Plymouth-to-Saltash direction
Y e natural frequencies determined by SSI and mid-span displacement
from TPS
[Xm,Θ] combination set of [τc/mt/εiMC/εiSC/Kd] generated in a latin hy-
percube space with τc [-5, 30]◦C, mt [0, 2.5×106]kg, εiMC [36.5,
2700]µε, εiSC [36.5, 3700]µε, and Kd [0, 10]kN/mm
Y m simulations of natural frequencies/displacements for the [Xm,Θ]
input
Table 5.5: MBA input dataset for Tamar bridge.
time was 6.38 h on an Intel Core i7-4790, 3.60GHz, 33 GB of RAM.
In order to sample the likelihood PDF with the Metropolis–Hastings algo-
rithm, four Markov chains have been generated, with a standard multivariate normal
distribution set as the proposal distribution. Total number of samples was 100 000
with a burn-in period of 3000 samples. Trace plots of accepted samples are shown in
Fig. 5.19. These plots suggest that the chains are not correlated, and their conver-
gence after the burn-in period has already become stable. The samples acceptance
ratio was 39%.
In order to fully describe the results of the MBA the mrGp of the FE model
and discrepancy function are discriminated in Tables 5.6, 5.7, 5.8, 5.9, 5.10, 5.11. As
can be observed, eight responses have been approximated by the mrGps which is four
times more responses than what Arendt et al.[146] have been able to approximate
with their implementation (two responses). The core reason is the stability of the
implementation conferred by the factorisation described in Section 3.7, which is an
original contribution of this thesis.
Overall, the process variance of the vertical mid-span displacement of the
bridge presented the largest variance for the FE model, discrepancy function and
observation error, as can be seen in Tables 5.8, 5.10 and 5.11, respectively. These
results correlate well with engineering knowledge, where it is known that the mid-
span displacement of bridges is a highly informative measurement.
τc mt εiMC εiSC Kd
ωˆ 0.1 0.1 0.136 0.1 0.1
Table 5.6: Roughness parameters of the Tamar bridge FE model mrGp.
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Figure 5.19: Samples trace plot of the identified structural parameters posterior
PDF. Horizontal axes represent the sample number, and the vertical axes represent
the structural parameters values in their respective units.
VS1 LS1a VA1 LS1b TS1 0062 v 0062 N 0062 E
Hz/(◦ C kg) m/(◦C kg)
βˆ -0.068 -0.229 -0.071 -0.148 -0.012 -0.11 -0.023 0.035
Table 5.7: Regression coefficients of the Tamar bridge FE model mrGp.
(10−8) VS1 LS1a VA1 LS1b TS1 0062 v 0062 N 0062 E
(Hz2) (Hz2) (Hz2) (Hz2) (Hz2) (m2) (m2) (m2)
Σˆ
2
211.0 16878 348.6 2165.1 1028.9 76.1×105 5.9 12569.0
Table 5.8: Process variance of the Tamar bridge FE model mrGp.
Furthermore, the regression coefficients of the discrepancy function seen in
Table 5.9 are smaller for regressed displacements in comparison with the regressed
natural frequencies of the bridge. Although additional verification is necessary, such
fact indicates that the FE model predicts displacements more reliably than natural
frequencies. Additionally, the roughness parameters in Eq. (5.3) attain large val-
ues, which indicates that there is a considerable amount of variability beyond what
is induced by traffic and temperature. On the basis of the introductory text of
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Section 5.3.1, it is reasonable to assume that such variability occurs due to wind.
ωˆτc,mt =
(
9.948 9.881
)
(5.3)
VS1 LS1a VA1 LS1b TS1 0062 v 0062 N 0062 E
Hz/(◦ C kg) m/(◦C kg)
βˆ -0.295 -0.199 29.67 -0.532 -1.419 -0.504 6.041 -0.146
Table 5.9: Regression coefficients of the Tamar bridge discrepancy function mrGp.
(10−6) VS1 LS1a VA1 LS1b TS1 0062 v 0062 N 0062 E
(Hz2) (Hz2) (Hz2) (Hz2) (Hz2) (m2) (m2) (m2)
Σˆ
2
4.43 1000.00 79.80 208.96 38.91 1471500 214.51 2200.00
Table 5.10: Process variance of the Tamar bridge discrepancy function mrGp.
(10−7) VS1 LS1a VA1 LS1b TS1 0062 v 0062 N 0062 E
(Hz2) (Hz2) (Hz2) (Hz2) (Hz2) (m2) (m2) (m2)
Λˆ 4.7 1213.1 304.6 2672.4 1426.8 59.9×105 746.3 6025.3
Table 5.11: Observation error of the Tamar bridge discrepancy function mrGp.
5.4.2 Prediction of model discrepancy
Beforehand, it is important to predict a discrepancy function, whose information
can be used to update the model, or added to the model output to compensate
for inevitable modelling inadequacies. In the current section, some of the obtained
discrepancy function predictions will be presented and commented. Since the out-
puts depend of temperature/traffic and mrGps are used for visualisation, the results
assume the form of 3D statistical response surfaces, i.e. a mean 3D surface and a
prediction interval cloud. However, for the sake of clarity the prediction intervals
surrounding the mean surface have been omitted. Finally, it is important to mention
that when the predictions of the model agree more closely to the monitored data,
e.g. because the model has been fine-tuned and updated continuously, the closer the
discrepancy function will be to a zero-mean uncorrelated Gaussian.
A first example of the mean discrepancy function of the natural frequencies
of the Tamar bridge is shown in Fig. 5.20. The first thing to observe is that none
of the mean surfaces is close to zero, and all display a correlated behaviour. As
noted before, wind also affects the natural frequencies of the Tamar bridge, so it
is plausible to assume that the visible correlation is due to wind. Secondly, some
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patterns are visible in the lateral sway modes in Figs. 5.20(a) and 5.20(d), where the
discrepancy increases smoothly with traffic mass up to a localised peak at 1400 ton.
Note that the same peak occurs, irrespective of temperature, which indicates that it
depends only of the modelled traffic effects and predominantly during rushing hours.
Thus, it is reasonable to assume that it occurs because the developed model does
not consider traffic from the Plymouth to Saltash direction.
(a) (b)
(c) (d)
Figure 5.20: Prediction of discrepancy surface of the Tamar bridge natural frequen-
cies LS1a (a), VA1 (b), LS1b (c) and TS1 (d) for varying temperature and traffic
conditions.
Summarily, the results highlight the limitations of not considering a two-way
traffic model, and assuming an asymmetric distribution of traffic mass. Equipped
with this information, an analyst could integrate it in its model predictions, or carry
out further updates.
Other example is shown in Fig. 5.21, where the model discrepancy of the
mid-span displacements is being predicted by the MBA. The results indicate a better
performance, since the shown surface resembles a zero mean uncorrelated Gaussian,
particularly visible for the displacement in the lateral North direction. For example,
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contrast Fig. 5.21(b) with the plots in Fig. 5.20. The former is much less smooth
and regular, and its mean is very close to zero.
(a) (b)
Figure 5.21: Predictions of discrepancy surface of the Tamar bridge mid-span dis-
placements vertical (a) and North (b) for varying temperature and traffic conditions.
A final example is shown in Fig. 5.22. The shown plots are equivalent to
Figs. 5.20(c) and 5.20(d) but with temperature in the abscissa. The model discrep-
ancy for the two modes, LS1b and TS1, exhibits a temperature/traffic interaction,
since recurrent peaks occur at different temperature and traffic values. It is impor-
tant to always identify such patterns, and in which responses they become more
proeminent, in order to ensure that the model predictions can be properly inter-
preted.
(a) (b)
Figure 5.22: Predictions of discrepancy surface of the Tamar bridge natural frequen-
cies LS1b (a) and TS1 (b) for varying temperature and traffic conditions.
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5.4.3 Validation of identified calibration parameters
In this section, identified calibration parameters are presented and validated.
Whereas the results of the previous section are useful for model updating, iden-
tifying the true value of calibration parameters is essential for damage detection
or reliability analyses. It should be noted that compared to the hierarchical Bayes
from Behmanesh et al., the MBA is unable to capture the inherent variability of
calibration parameters. Therefore, note that the variance shown in the following
results is associated with the attempt to estimate the parameters.
Sample histograms of the prior, likelihood are displayed in Fig. 5.23, and
moments of the posterior distribution are shown in Eq. (5.4). Since an uninformative
prior has been assumed, the posterior distribution and the maximum a posteriori
(MAP) are proportional/equivalent to the values obtained from the likelihood.
(a) (b) (c)
Figure 5.23: Inference of calibration parameters: main (a) and sway cables (b) initial
strain and stiffness of thermal expansion gap (c).
E[θ|D] =
0.00120.0024
8.3290
 V [θ|D] =
 0.25 −0.081 −168.47−0.081 1.17 519.28
−168.47 519.28 5394863.84
× 10−6 (5.4)
Subsequently, an attempt to validate these results is carried out. Oppor-
tunely, several expeditions which monitored Tamar’s bridge behaviour at a local
level, and other estimates from the calibration parameters, are available from past
literature. Since the main cables have not been monitored in any way, and its strains
vary along its length, more emphasis will be given to the stay cables and the thermal
expansion gap.
The above estimates shall now be compared against a st-id confidence interval
reported by Laory et al. [120] and Goulet [176]. An estimate of the cables internal
forces was obtained based on the initial strain MAP and the FE model predictions
for each type of cable (2 or 1,3,4). The information about each type of cable has
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been detailed in Section 5.3.2. Results are displayed in Table 5.12. For the stay
cable (SC) forces, there is a reasonable agreement between the two methodologies,
since the MBA MAP falls near the upper limits of the model falsification confidence
interval. However, for the stiffness of the thermal expansion gap, the MBA estimate is
considerably less than the model falsification interval. A high value of this parameter
would indicate that the bridge deck is prone to develop cracks. In order to investigate
which estimate is closer to the true friction value, and to further analyse the stay
cables behaviour, a comparison against monitored data will be detailed next.
Year SC (2) SC(1,3,4) Kd Method
kN kN kN/mm
2006 [674, 4045] [548, 3289] [1×104, 1×1011] model falsification
2009 3236 2631 8.32 modular Bayesian approach
Table 5.12: Identification of cable forces, stiffness of thermal expansion gap and
comparison against model falsification.
The predicted stay cable forces are plotted along with monitored forces from
existent strain gauge load cells, as shown in Fig. 5.24. It is also important to stress
that the monitored data has not been used in any way to obtain the st-id posterior.
Both histograms have been normalised in the coordinate axis by an estimate of
probability density.
Firstly, it can be seen that the P3S cable has three to four times larger forces,
and as reported in [211], has a stronger dependency on temperature, than other stay
cables. It is not certain why such behaviour occurs. Secondly, it can be observed
that the posterior obtained by the MBA falls between the P3S and the other cables
histograms. Two reasons might aid to clarify this result:
1. Since the parameter is assumed constant across all cables, its posterior distri-
bution falls between the two other histograms, acting as an average value.
2. the offset might occur because the parameter represents an initial strain, i.e.
the strain relative to when the bridge cables have been installed on the bridge,
and not relative to the strain existent when the strain gauge load cells have
been installed.
Note that point number 1 assumes that the P3S cables force is genuine, in which case
the posterior distribution would have to be shifted towards lower values (since there
are much more cables in the lower cable forces region). Thus, it is more plausible to
believe that point 2 is the underlying reason for the posterior position, and that the
values it indicates are closer to the true structural behaviour of the cables.
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Figure 5.24: Tamar bridge histogram of monitored and identified stay cable forces
(during January-July 2008). The right isolated peak represents the monitored P3S
cable.
Finally, Battista et al. [212] recorded temperature and extension data in the
thermal expansion gap, starting two months after the timeframe of data used for
the MBA identification, i.e. in July 2010. Results from Battista’s work revealed that
the gap extension against temperature is perfectly adjusted to a linear relation (see
Fig. 5.25), and does not indicate any relevant frictional force. If there was any fric-
tion, the empirical model in Fig. 5.25(b) would highlight some form of nonlinearity.
Hence, a lower value of stiffness, such as the one identified by the MBA, suggests a
better agreement with in-situ tests.
5.5 Summary
In this chapter MBA presented in Chapter 4 has been validated with two illustrative
case studies for the purpose of st-id.
1. Measurements and simulations of strain and temperature of an aluminium
truss bridge subjected to thermal expansion, have been analysed to identify
the stiffness of its supports. Results have shown that this temperature st-id is
feasible, and the MBA is able to accurately identify the true physical value of
the support stiffness and the modal discrepancy of the FE model.
2. The MBA has been applied for structural identification of the Tamar long
suspension bridge. The suspension cables initial strain and the stiffness of its
thermal expansion gap were considered as model parameters to calibrate. A
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Figure 5.25: The deck extension plotted against: (a) the individual temperatures
and (b) the combined deck and truss temperatures weighted according to a linear
model, showing the improvement in accuracy achieved by using a derived empirical
model. Figure reproduced from [212].
sophisticated FE model of the bridge, which considered traffic and temperature
effects simultaneously was used for this purpose, and its performance has been
assessed by the MBA through prediction of its model discrepancy.
Both of these examples have uncertainty due to observation error, model discrepancy
and inherent variability of its parameters, which make the st-id challenging. Results
indicate that:
• The MBA is able to effectively highlight trends and patterns of model discrep-
ancy, as seen in Sections 5.2.4 and 5.4.2, which are essential for stake-holders
and decision-makers who have to make a judgement based on a model’s pre-
dictive ability. These results are unique relatively to previous SHM literature,
which often assumed model discrepancy as an uncorrelated zero-mean Gaus-
sian. This was the most significant challenge which had to be overcome when
applying the MBA to the Tamar bridge.
• By the same token, the MBA is able to quantify how reliably environmental and
operational variations effects are modelled, as seen in Sections 5.2.4 and 5.4.2,
which has been acknowledged to be a major challenge in previous literature.
143
• Furthermore, the present results comprise the very first applications of the
enhanced MBA to practical engineering applications.
• It is very important to consider the appropriate responses for the identification
to be accurate and precise. This has been shown by the combinatorial analysis
in Section 5.2.3, and will be detailed more clearly in Chapter 6.
• For the aluminium bridge example, the MBA was able to identify the true value
of its supports stiffness with an accuracy five times superior to the one offered
by a deterministic approach or other state of the art methodologies (such as
the hierarchical Bayes approach). This has been shown by comparison of the
relative error of the identified model parameter.
• In the Tamar bridge, the MBA identified the initial strain of its stay cables,
and the offset between the estimate and monitored data was associated with
the strain existent upon installation of the strain gauge load cells, and hence
the estimated parameter is closer to the true structural behaviour of the cables.
• Similarly, the MBA estimated the stiffness of the bridge bearings, which ac-
cording with monitored data should have minimal to no friction. The value
estimated by the MBA is at least one-thousandth times smaller than the one
estimated by Goulet’s model falsification method.
• The FE model from Tamar bridge has been further developed, in order to
simulate thermal and traffic effects simultaneously.
• Since Tamar bridge simplified steady-state thermal model provided sufficient
insight into the structural parameters true value, a transient thermal analysis
is not strictly necessary. Provided with this information, a structural analyst
could save a considerable amount of time and effort devoted to modelling a
certain phenomenon.
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Chapter 6
Measurement system design
6.1 Introduction
This chapter describes a measurement system design methodology (MSD), developed
to enhance the identifiability of the MBA. In contrast to Chapter 5, where st-id based
on the MBA was performed from measured and simulated responses, MSD requires
only simulated responses to achieve the best measurement system configuration.
Generally speaking, the ultimate goal of MSD is to establish the optimal
sensor configuration of a monitoring system, in order for it to comply with the
interests of decision-makers and stake-holders. Imposed constraints will range from
economic limitations/storage capabilities, accessibility of certain locations of the
infrastructure and energy consumption of the sensory system, amongst others. On
the other hand, their interests will usually be focused on performance criteria which
are not-directly measurable, e.g. reliability of the monitoring system, the reserve
capacity that a structure maintains, or minimisation of Type I and II errors for
damage detection. Such performance criteria are usually obtained from analysis
of identified physical properties: natural frequencies [213], initial strain in a bridge
suspension cables, etc. Finally, MSD will probably remain as an open-ended problem,
since it is not feasible to consider every possible sensor configuration. Instead results
typically indicate the best sensor configuration out of a set of available key locations/
options. It should also be noted, that most of current SHM practice in this subject
relies on specialist experience, rather than solid theory, often introducing biases and/
or redundant information, etc.
Similarly to st-id, probabilistic MSD methodologies which consider uncertain-
ties more comprehensively and more rigorously are expected to have a relative upper
edge. Several Bayesian methodologies have already been developed for this purpose,
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with some form of information related with model parameters posterior PDF typi-
cally selected as a performance criterion. Examples include the norm (determinant
or trace of the Fisher information matrix [214]), information entropy [215], Bayes
risk, and more recently, the identifiability of model parameters [174].
Henceforth, the objectives of this chapter are three-fold:
• present a Fast Preposterior Analysis (FPA), able to estimate the best sensor
configuration which maximises identifiability of the enhanced MBA, based on
a preposterior covariance criterion (Section 6.2). Since the MBA developed in
this thesis is unique, so it is its MSD counterpart;
• provide a broader view on the topic of identifiability of the MBA, in order to
understand what are the responses which maximise its identifiability, and how
can the developed methodology be used to estimate such responses. Note that
there is not yet sufficient insight on these questions from previous research;
• and demonstrate its feasibility for a simulated cantilever beam example, al-
ready presented in Section 4.7, and the thermally expanded aluminium bridge
case-study of Section 6.4. Validation is carried out by comparing the results
against a st-id combinatorial analysis, when monitoring data is made available
(Section 6.4.1).
Finally in Section 6.5, a short summary of the current chapter is presented.
6.2 Fast preposterior analysis
6.2.1 Original preposterior analysis
Having presented the formulation of the multiple response MBA in Chapter 4, it is
now possible to investigate the question of which responses should be chosen in order
to improve the identifiability of the method, i.e. to make sure that the identified θ in
Eq. (4.4) attain their true physical value, and that δ highlights the true inadequacies
of the model. Note also, that in contrast with the FPA developed by Arendt, the
implemented methodology allows to estimate the best sensor configuration for st-id
of multiple calibration parameters.
To this end, the preposterior analysis:
• establishes a prior knowledge on any unknown quantities of Eq. (4.4) (hyper-
parameters of mrGp, structural parameters);
• generates realisations of these quantities in a Monte Carlo sampling space;
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• and takes an average across results of the structural parameters posterior. The
identified covariance matrix of the posterior probability density function (PDF)
is hereafter called preposterior covariance, in the sense that it is based on prior
knowledge. This is the performance criterion which has to be minimised in
order to achieve better identifiability with the MBA.
A final note is that if there is any prior information, or any heuristics relatively to
the most relevant responses, they should be incorporated in any of the variables in
step 1. Thus, the core optimisation of the preposterior analysis can be stated as
[Y ,X]best = argmin
Dm
[Σˆ2θ,pp], (6.1)
where Dm = {Xm,θm,Y m} represents a simulation dataset and Σˆ2θ,pp represents
the preposterior covariance metric. In essence, the prior information and simulated
datasets are supplied to the main calibration equation and the variance of the poste-
rior PDF of the structural parameters is obtained from the main equation as follows
Y e(Xe) = Y m(Xe,
prior︷︸︸︷
θ∗︸︷︷︸
Σˆ2θ,pp
) +
prior︷ ︸︸ ︷
δ(Xe) +
prior︷︸︸︷
ε (6.2)
Referring to Fig. 1 of Arendt publication or Fig. 6.1 (flowchart on the right),
the process of estimating Σˆ2θ,pp is broken into eight steps enclosed in three groups:
preliminaries, Monte Carlo Loop and calculation of this metric. Of these three
groups, the Monte Carlo Loop is the most computationally intensive one, since it
requires over each iteration: the calculation of the posterior distribution of the com-
puter model in step 6; the estimation of the discrepancy function hyperparameters
also in step 6; and the calculation of the posterior covariance of θ in step 7.
6.2.2 Reuse of estimated mrGp hyperparameters
This section details a numerical strategy to minimise the computations required
during the Monte Carlo (MC) loop of the original preposterior algorithm. A flowchart
of this approach is shown in Fig. 6.1.
It is divided into two phases, which are then subdivided into three steps.The
first phase can be thought of as a preliminary run, with all sensors active, hence
all available q responses are being considered. The discrepancy function δ mrGp
hyperparameters, φ(i)j with j = 1 . . . q, are saved during this phase, at each iteration
i of the Monte Carlo (MC) loop. The second phase is a combinatorial or optimisation
run, similar to what has been presented by Arendt et al., with the particularity
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that the required hyperparameters of δ do not have to be computed. Instead, the
corresponding hyperparameters φ(i)k for each sensor configuration are reused from
what has been stored in the first phase. A comparison with Arendt approach will
be presented in Section 6.4.1.
Phase
1
2
Figure 6.1: Flowcharts of: MBA on the left and FPA analysis on the right.
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It is also necessary to choose how to search for the sensor configuration that
yields the minimum Σˆ2θ,pp. This can be either a combinatorial analysis with 2
q − 1
runs or an optimisation routine, and depends heavily on the number of sensors
under consideration. As the number of sensors q grows, the computational cost of
the combinatorial analysis becomes prohibitive, and optimisation algorithms, such
as genetic algorithms, are better suited to estimate the optimal sensor configuration.
The FPA algorithm shall now be fully described:
Fast Preposterior Analysis algorithm
Phase 1:
In this phase all q responses for all available sensors are considered in the anal-
ysis. Move to Step 1.
Phase 2:
In this phase a combinatorial or optimisation routine takes place, depending of
the objective at hand. If a combinatorial analysis is run, iteratively set differ-
ent sensor configurations out of the 2q − 1 available combinations. Otherwise
minimise the preposterior covariance as a function of the sensor configuration.
Stop if any convergence criterion is met. Otherwise move to Step 1.
Step 1
In this step the preliminary computations do take place:
a) A mrGp of the computer model is fitted on available simulation data, similarly
to module 1 of the MBA. Hyperparameters of the mrGp φm = {βm,Σ2m,ωm}
are estimated.
b) Define the experimental design variables Xe, which should be in the same
range as the available simulations Xm.
c) Assign prior PDFs individually for each of the following terms:
i. Discrepancy function mrGp hyperparameters φδ.
ii. Observational error ε.
iii. Structural parameters θ.
d) In this step, based on the mrGp fitted in step 1a) and the prior of the
structural parameter θ set in 1c)iii, the posterior distribution of the mrGp
computer model at Xe is calculated.
Step 2
In this step a Monte Carlo Loop for i = 1, . . . , Nmc is run, upon which the
following sub-steps take place:
a) Generate a simulated set of experimental data Y e given:
i. A realisation of parameter θi from its prior in sub-step 1c) iii.
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ii. A realisation of simulation Y m(i) is generated from its mrGp in 1a) at
(Xe, θ(i)).
iii. A realisation of model discrepancy δ(i) without any data is generated from
its mrGp in sub-step 1c).
iv. A realisation of observational error ε(i) from 1c).
and finally, combine the above elements as Y e(i) = Y m(i) + δ(i) + ε(i).
b) In this sub-step similar to module 2 of the MBA, a Gaussian process ap-
proximates the discrepancy between experimental data and the posterior mrGP
which was computed in sub-step 1d). If phase 1 is being run: based on Y e(i),
the hyperparameters of the discrepancy function φδ = Σ
2(i)
δ , ω
(i)
δ , ε
(i)
δ mrGp for
the ith MC replicate are estimated and stored for posterior use; if in phase 2
instead, use the hyperparameters φδ previously stored, corresponding to the
current combination of sensors under analysis.
c) Similarly to module 3 of the MBA, and based on the hyperparameters φm,φδ
and simulations/generated data of step 2a), calculate the sample posterior co-
variace of θ for replicate i.
Step 3
In this step the calculation of the preposterior covariance matrix and its norm
take place, based on the Nmc available samples as
Σˆ2θ,pp =
∥∥∥∥∥ 1Nmc
Nmc∑
i=1
V i[θ|Y e(i),Y m]
∥∥∥∥∥ , (6.3)
where V i denotes the posterior covariance matrix of structural parameters θ for
iteration i. Return to Phase 2.
In the next sections, application of this algorithm to a case-study of a simu-
lated cantilever beam and a reduced-scale aluminium bridge shall be presented, to
illustrate its performance.
6.3 Simulated cantilever beam
In this example a cantilever beam subjected to a point end load suffers a deflection,
which is being simulated at the tip, mid and a quarter of the beam span. Other
simulated quantities include the rotation angle of the tip of the beam and its de-
formation energy. For notation purposes, these quantities will be denominated by
a letter as presented in Table 6.1.The simulated input dataset of these responses
has 54 data points in the Young’s modulus and applied force range, as specified in
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Figure 6.2: Cantilever beam example. True cantilever beam (a) and Idealised can-
tilever beam 6 responses (b).
Table 4.1. For validation purposes the experimental dataset has 25 data points.
Observed response
A Displacement at point A
B Deformation energy of beam
C Rotation angle at point A
D Displacement at point B
E Displacement at point C
Table 6.1: Notation of monitored responses for cantilever beam example.
The mean and correlation functions of the cantilever beam mrGps are set as
a constant value of polynomial regressionH(·) = 1 and a linear correlation function,
respectively as described in Tables 3.1 and 3.2, whereas the structural parameter,
the discrepancy function and observation error hyperparameters prior information
are considered as a uniform PDF, in the intervals specified in Table 6.2. It should
be noted that the variances Σ2δ and λ are generated matrices, on which all entries
will be scaled by the minimum and maximum factors presented in the table.
θ structural parameter δ mrGp hyperparameters ε
E (MPa) ωδ Σ2δ βδ λ
min 20×103 0.1 1×10−2 -5 0
max 100×103 9.0 2×101 5 1×10−4
Table 6.2: Prior information of structural parameter, discrepancy function mrGp
and observation error for cantilever beam example.
6.3.1 Results of cantilever beam optimal sensor configuration
In this section validation of the FPA with the cantilever beam simulated example is
presented. The results of the optimal sensor configuration will be compared against
a subsequent st-id performed with the MBA.
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Using the prior information displayed in Table 6.2, Fig. 6.3 displays the re-
sulting preposterior covariance Σˆ2 of the cantilever beam Young’s modulus, which
has been estimated with the FPA, against the relative bias  = |K−E[θ]|K that a st-id
performed with the MBA attained. Ideally, the clusters of responses seen in this
Figure 6.3: Relation of preposterior covariance vs bias for cantilever beam example.
plot should follow a linear trend. Failure to do so indicates the presence of Type I
or Type II errors. In the current context these errors imply:
• Type I: false positive. A combination of responses which has a low preposterior
covariance but has high bias.
• Type II: false negative. A combination of responses which has a high prepos-
terior covariance but the bias is low.
Since the rotation of the beam tip, C cluster, is at the left top side of the plot, it
indicates a Type II error, i.e. a failure to detect a good sensor configuration candidate
for st-id. It should be noted that the displacements along the beam, clusters A, D
and E do follow reasonably well a linear trend, whereas the deformation energy and
the rotation do deviate, although the former not significantly.
In practice, an analyst which intends to design a measurement system will be
uncertain regarding the whereabouts of the structural parameters and the extension
of the model discrepancy. However, in Fig. 6.3 the preposterior covariance is able to
classify response A as more informative than D and E, which is related to how much
the response varies for the same variability of the Young’s modulus. The simulated
data and the uninformative prior knowledge, suffices to capture this trend.
In contrast, the end-rotation of the beam is classed as much less informative
than what it actually is. In the author’s opinion, this occurs because the rotation
is the response which is most affected by model discrepancy. Since the discrepancy
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is induced by the rotational spring, as seen in Fig. 6.2(a), the rotation is the effect
that is more directly related to it, and the supplied uninformative prior knowledge
is insufficient to capture this effect.
To further justify this reasoning, it is elucidative to examine results of applica-
tion of the MBA and preposterior analysis by other authors, such as Jiang et al. [148]
and Arendt et al.[146]. In their simply supported beam example, combinations in-
cluding the beam’s plastic dissipation energy brought a considerable improvement
to the st-id, as seen in Tables 2 and 3, respectively for Jiang and Arendt. Since
the model discrepancy in their example is the plastic material law of the beam, it
seems reasonable that the plastic dissipation energy response would be significantly
affected by it.
Subsequently, the prior information presented in Table 6.2 is to be improved
on the basis of what has been described above. Basically, a sufficiently experienced
modeller would have to guess which responses are to be more affected by modelling
assumptions and simplifications, and would convey this information through the
prior knowledge supplied to the preposterior analysis. To illustrate this concept,
in the present example the prior information of the process variance of the model
discrepancy Σ2δ will be changed. This hyperparameter is a positive-definite matrix
with dimensionality as the number of considered responses, i.e. q = 5 for the present
case. The previously reported results had the same maximum and minimum variance
for all response entries. Herein the maximum variance for the rotation angle at the
beam-end response shall be reduced from 20 to 0.1.
The resulting bias preposterior covariance relation is presented in Fig. 6.4.As
can be seen, the cluster of the beam rotation angle is now accurately classed as a
response which provides good identifiability. However, combinations of this response
with others are also affected and their preposterior covariance became lower, creating
some Type I errors. Future developments of the FPA should try to minimise such
spurious effects.
These results suggest that, prior information of the discrepancy function hy-
perparameters is essential in order to accurately classify informative responses for
st-id using the MBA. For the considered example, this was achieved by improving
the model discrepancy of a response dependent on the rotational spring. It is also
proposed, that responses which have a high dependency of the structural parameters
θ and the model discrepancy δ tend to be more informative. This is reasonable in
light of the terms of the main calibration equation, Eq. (6.2).
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Figure 6.4: Relation of preposterior covariance vs bias for cantilever beam example
with an informative prior.
6.4 Aluminium bridge subjected to thermal loading
The second case-study for validation of the FPA is the reduced-scale laboratory
aluminium bridge, which has already been detailed in Section 5.2. A numerical
model of the structure was also developed to study the phenomena. The stiffness
of a pair of springs located at one of the ends of the bridge will be considered as a
structural parameter to be identified. This inference by the MBA is not the primary
goal of this work, but it shall be used as a validation tool to the optimal sensor
configuration determined by the FPA. Nine readings/simulations of strain are used
as input to the MBA and FPA methodologies, and shall be detailed in this section
as well. Section 6.4.1 details results of application of the MBA and FPA.
6.4.1 Results and discussion of the FPA and its validation
In this section the results of the FPA and its validation against the st-id performed
by the MBA are shown. The methodology was applied for all the nine available
strain measurements sites seen in Fig. 5.4, based on a combinatorial analysis with
all the available configurations, i.e. 2q − 1 = 511 runs.
Considerations of the analyses and computational effort
Having established the responses from the experiment and model presented in Sec-
tion 6.4, non-informative uniform priors have been assigned to the quantities de-
scribed in Step 1c) of the FPA, and are shown in Table 6.3. This decision is justified
by an intent to test a worst case scenario, when there is no prior information avail-
able. For a definition of the mrGp hyperparameters see Sections 3.2 and 3.3. The
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functions in the mean and covariance of the mrGps are set according to Tables 3.1
and 3.2 as a polynomial regression H(•) = 1 and a linear correlation function,
respectively.
θ structural parameter δ mrGp hyperparameters ε
K (N/mm) ωδ Σ2δ βδ λ
min 300 1×10−2 1×10−8 -2 0
max 900 1×101 1×101 2 1×103
Table 6.3: Prior information of structural parameter, discrepancy function mrGp
and observation error for aluminium bridge example.
Finally, the mrGps require a set of input training data of temperature/strain
X,Y . For the FPA, this data consisted of 14 simulations across all the nine re-
sponses, in the range visible in Fig. 5.5(a). For the MBA, 36 measurements were
also added as an input to train the discrepancy function mrGp.
Given the above information, the Monte Carlo loop of the FPA routine was
set to take 100 samples in the above-defined prior space. Justification for this amount
of samples against a larger number (1600), as employed by Jiang et al. [148], is that
the convergence of the preposterior covariance Σˆ2 became stable relatively quickly,
as can be seen in Fig. 6.5.
Figure 6.5: Convergence of estimated preposterior covariance during Monte Carlo
loop, for a configuration with five sensors.
The computational effort of the whole combinatorial analysis was approxi-
mately six hours on a single-processor, 3.6 GHz, i7 machine. Arendt et al. [147]
(Conclusions section) reported the computational effort of the original preposterior
analysis on a simply supported beam simulated example, as 0.018 minutes for each
MC sample, on a single-processor, 3 GHz, i7 machine.
Although these are different problems with a different data size a comparison
might be appropriate, since both algorithms standardise input data, and in the above
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publication data size was reported to not have a significant influence in the computa-
tional effort. Considering these assumptions to establish a comparison, the preposte-
rior analysis proposed by Arendt et al. would take 0.018×100×511/60 = 15.3 hours
for this example, which is roughly three times what the FPA took. Unfortunately a
similar comparison with Jiang et al. [148] surrogate preposterior method cannot be
provided, since no information on the computational effort was reported.
Finally, the MBA was also run for all possible combinations, and the mea-
surements from the experiment have been effectively used to identify the properties
of the spring stiffness PDF (mean value E[θ] and its posterior variance). The relative
bias  = |K−E[θ]|K was also calculated. The same data size, prior structure for K and
regression/correlation functions as the FPA were considered.
Optimal sensor configuration based on the FPA
This section presents the results of the application of the FPA and the MBA method-
ologies to the aluminium bridge case study. Fig. 6.6 displays the relation between
the relative bias  against the posterior variance, that were achieved by the MBA
combinatorial analysis. As can be seen there is a clear tradeoff between these two
quantities, which is a common scenario when using an estimator such as Bayesian
inference, see for example Section 9.6 of Scharf [216]. This result counters the claim
from Arendt et al. that, a decrease in the variability of the posterior PDF improves
the identifiability of the solution. The question then is, whether it is possible to
quantify this tradeoff with the FPA.
Figure 6.6: Bias-variance tradeoff observed for all sensor configurations (crosses) of
the MBA combinatorial analysis.
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Subsequently, the sensor configurations analysed by the FPA were grouped
according to their number of sensors, and Fig. 6.7(a) shows the minimum and max-
imum values of preposterior covariance for each of these groups. In general both
the maximum and minimum values tend to decrease with an increasing number of
sensors. At this point it is useful to compare, how the percentual bias that these
sensor configurations attain (calculated with the MBA) behaves at these maximum/
minimum values of Σˆ2, which can be seen in Fig. 6.7(b). It is important to mention
that these figures display a relationship between two outputs of the two algorithms
for the same sensor configurations, and should be analysed collectively.
The difference between the maximum and minimum values of Σˆ2 is larger
in the middle region (3, 4 and 5 sensors), and an inverse relation (shorter differ-
ence) exists relative to their equivalent bias in Fig. 6.7(b). More importantly, it is
noticeable that in this central region, the bias increases as the number of sensors in-
crease. Therefore both the minimum and maximum preposterior covariances should
be examined carefully to locate this central region.
(a) (b)
Figure 6.7: a) Minimum/maximum values of the preposterior covariance obtained
by the FPA (dashed line with circles and solid line with crosses, respectively) b)
Percentual bias obtained from the MBA for the sensor configurations displayed in
Fig. 6.7(a).
Notice also that both methodologies FPA/MBA were unable to recover a
solution with a number of sensors above eight/seven, respectively, mainly due to
numerical stability issues. This is related to the conditioning of the mrGp covariance
matrices, and depends of factors such as the type of correlation function assumed, or
how the sampling has been performed (grid-sample or as a uniform random Latin-
hypercube). Similar issues were reported by Arendt et al. [146] in the Conclusions
section.
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Examining the sensor configurations with minimum preposterior covariance
in this region, Fig. 6.8 and Table 6.4 highlight their placement on the actual struc-
ture and moments of the posterior PDF identified by the MBA, respectively. Note
that similarly to what has been presented in Section 5.2.3, measurements of strain
at locations B and G are selected as more informative. It is recalled that for this
problem, one of the sources of model discrepancy is the difference in temperature
between the bottom and top of the bridge. Thus, a sensor configuration which sat-
urates at the centre of the bridge and between its top and bottom, is more sensitive
to a change of the bridge supports stiffness or the discrepancy between the model
and the actual bridge. Since the configurations shown in Fig. 6.8 follow these two
rules, it is plausible that they are able to correctly identify the spring stiffness value.
These configurations have measurements at the top and bottom of the bridge and
SA
SISH
(a)
SA
SG SISH
(b)
SA
SB
SG SISH
(c)
Figure 6.8: Diagrams of best sensor configurations obtained by the FPA for three
(a) four (b) and five sensors (c). Strain gauges are classed as SA-SI.
almost exclusively at its centre (sensor A is the exception). As the number of sen-
sors increases, the remaining bottom/top locations (sensor B and G) are also being
selected.
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A B C D E F G H I E[θ] (N/mm) σ[θ] (N/mm)
3 x x x 551.47 168.49
4 x x x x 699.55 155.96
5 x x x x x 837.52 59.44
Table 6.4: Best solution for 3, 4 and 5 sensors - based on the preposterior covariance
minimum.
Figure 6.9 complements the information in Table 6.4, displaying the prior
and posterior PDFs of the spring stiffness inference. Just as in Fig. 6.6 a tradeoff
(a) (b) (c)
Figure 6.9: Posterior PDF of spring stiffness determined by the MBA, for minimum
preposterior covariance values returned by the FPA, with a) three sensors b) four
sensors and c) five sensors.
between the bias and the variance of the posterior PDF is visible. One possible way
to decrease the overall posterior variance would be to consider differently natured
responses, such as displacement, load in addition to strain. In other words to increase
the informativeness supplied by the structural system. But this is beyond the scope
of this work and it has already been demonstrated by Arendt et al.
Hence if the user is interested in better identifiability, he should select a con-
figuration in this central region, with as few sensors as possible. If instead precision
is more relevant, a configuration with more sensors, also in this central region, is
recommended. Finally, a tradeoff solution would lie between these two extremes.
It is important to mention that these results were obtained on the basis of
non-informative prior knowledge, which would imply that it is an over-conservative
solution. Despite this, from a total number of nine sensors an optimal solution with
five sensors would reduce costs to almost 50 %.
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6.5 Summary
In this chapter, a measurement system design (MSD) methodology has been devel-
oped, in order to maximise the identifiability of st-id performed by the MBA, was
presented in Chapter 5.
This methodology takes into account several sources of uncertainty, such as:
parametric uncertainty, model discrepancy and observation error. If prior informa-
tion regarding these uncertainties is available, e.g. knowledge regarding precision of
a sensor/deficiencies of a model, it can be efficiently combined to obtain a more
reliable sensor configuration. Alternatively non-informative uniform priors are used
to obtain all these sources of uncertainty.
Subsequently, a Monte Carlo run propagates all these uncertainties and ex-
plores this input space, while recovering a preposterior covariance performance index.
This criterion translates the variance of the posterior PDF, and is obtained by a FPA
algorithm, detailed in the previous sections.
Highlights of this algorithm include a different numerical approach, which
allows to reduce its computational effort, rendering it feasible to SHM applications,
and an improved numerical efficiency, by exploiting the Cholesky factor decomposi-
tion of the correlation matrix, as described in Section 3.7.
Finally, this algorithm has been validated against a st-id combinatorial anal-
ysis of an aluminium bridge truss bridge case-study, already presented in Chapter 5.
Additionally, a comparison of the computational effort required by this algorithm,
against previous work from other authors was also detailed.
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Chapter 7
Conclusions
In this chapter, major contributions and future work related with the uncertainty
quantification of Structural Health Monitoring (SHM) based on the MBA are de-
tailed.
In the introduction chapter a brief overview of the potential applications
of the SHM technology, its economical and life-safety advantages was given. This
information was complemented by some of the challenges that have to be surpassed
for global acceptance of SHM, and in particular due to the nefarious presence of
uncertainties. Finally, a description of all the uncertainties that compromise data-
interpretation with a physics-based model was presented.
Chapter 2 highlighted the existent literature review on uncertainty quantifi-
cation in SHM. A comprehensive description of several probabilistic methodologies
has been detailed, with special emphasis on Bayesian probabilities, fuzzy numbers,
Kalman filters, model falsification and sampling methods. Bayesian methodologies
assumed a significant fraction of this body of research, having numerous applica-
tions for model updating, structural identification, measurement system design and
operational modal analysis, been shown. It has been concluded that application
of the SHM concept to complex infrastructure is very susceptible to uncertainties,
and environmental/operational effects and model discrepancy severely compromise
physics-based approaches. Finally, it was gathered that state of the art Bayesian
frameworks which address these challenges present a number of shortcomings.
Review of past literature justified the development of an enhanced MBA,
specifically tailored to address the issues mentioned in the previous chapter. The
formulation of the MBA has been rigorously detailed in Chapter 4. In contrast with
previous implementations of the MBA, the developed framework allows to identify
multiple calibration parameters and is more stable, due to a Cholesky factorisation
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procedure, described in section 3.7. A detailed range of tests with a simulated exam-
ple has also been shown, illustrating the algorithm performance under different types
of uncertainty, e.g. large model discrepancy, noise, outliers, diverse prior information,
and multiple parameters identification. Results revealed that:
• large model discrepancy can severely affect the identifiability of the methodol-
ogy, and it is recommended that several, diversified responses are used in order
to improve the accuracy of the inference process;
• having stated the problematic issue of identifiability, when applied successfully,
the methodology allows to uncover patterns and correlations related to the
predictive ability of the model, which could be used for model updating;
• moreover, accurately identified parameters which reflect a performance of in-
terest, e.g. stiffness or cross-sectional area of a structural component, can be
used for damage detection. This last remark has not been tested but represents
a potential future work;
• the MBA performs a reliable st-id, even in the presence of a low SNR and
outliers, as seen in Section 4.7.4 and 4.7.6. Increasing the data set size further
increases the precision of the st-id;
• the methodology scales well for multiple parameters inference, and the Monte
Carlo numerical integration and MCMC sampling algorithms implemented in
module 2 and 3 of the MBA have been successfully validated.
Chapter 5 illustrated the first practical applications of the MBA for st-id in
SHM. Namely it has been applied to a reduced scale aluminium bridge and to the
Tamar long suspension bridge. Based on results the following conclusions can be
highlighted:
• the MBA is able to identify the true value of a structural parameter and pre-
dict responses, while considering uncertainties due to parametric variability,
observation error, residual variability, interpolation uncertainty and model dis-
crepancy for an experimental setup.
• it is possible to infer a structural parameter with only two measurements of
a single characteristic nature, even in the presence of high discrepancies as
shown by a comparative study. This could be further improved by adding
additional responses (three, four) with a more diversified nature (inclination,
displacement, etc.);
162
• identifiability is influenced by the dependency of structural parameters on mea-
sured responses. This is shown by measurements near singularities, such as
supports of the bridge, which present poor identifiability relatively to mea-
surements at the middle of the bridge. This is so because the dependency of
the spring on the strain is smaller near supports;
• for the Tamar bridge example, a comparison of identified parameters was made
against other authors, and the MBA indicates a more reasonable agreement
with monitored data. Namely, two of the three identified parameters of the
Tamar bridge have been validated with in-situ tests in Section 5.4.3;
• the MBA is also able to effectively highlight trends and patterns of model
discrepancy, as seen in Section 5.4.2, which is an essential tool for analysts and
decision-makers who have to rely on a model’s predictive ability. Namely, in
this study the traffic effects were modelled poorly, whereas the temperature
only exhibited a localised discrepancy;
• since modelling temperature in this simplified fashion provided sufficient in-
sight into the identified structural parameters, a transient thermal analysis does
not seem to be strictly necessary. Provided with this information, a structural
analyst can save a considerable amount of time and effort devoted to modelling
a certain phenomenon.
In Chapter 6 a fast preposterior analysis has been developed, in order to select
a sensor configuration which improves the identifiability of the MBA. No monitoring
data is required for this analysis. Results of its application to a simulated cantilever
beam example and a reduced-scale aluminium bridge have been validated against
a st-id combinatorial analysis performed with the MBA. Main conclusions can be
stated as follows:
• by using numerical strategies such as the Cholesky factor decomposition, and
avoiding continuous estimation of mrGp hyperparameters in a MC loop of the
original methodology, it is possible to reduce the computational effort to one
third, of what was required by the original formulation.
• the results of Section 6.3.1 suggest that responses which have a high depen-
dency on the structural parameters and model discrepancy provide the best
structural identification;
• in Section 6.4 the same approach has been applied to the aluminium bridge
case-study. Results are encouraging, despite the occurrence of a bias-variance
163
trade-off. Further tests are required, in order to improve this solution;
• in short, the FPA depends more strongly on the available prior knowledge than
the MBA. Particularly on problems with high model discrepancy.
7.1 Achievements/contributions
Recalling the main objectives of this thesis, stated in Section 1.3, the following points
constitute the core contributions from the current thesis
• Multiple parameter st-id extension (through numerical integration and imple-
mentation of the Metropolis-Hastings algorithm) and increase of the numerical
stability (through the Cholesky factorisation) of the MBA.
• The implemented version of the MBA is capable to use more than two responses
for st-id and MSD. At least eight responses have been tested for the Tamar
bridge example.
• First practical application of the MBA for st-id in practical engineering ap-
plications, namely for a reduced scale model of an aluminium bridge and the
Tamar long suspension bridge.
• Results of application of the FPA to a simulated example of a cantilever beam
indicate (in a broad sense) the type of combination of responses which provide
best identifiability.
• Finally, the first practical application of the FPA has also been tested in the
aluminium bridge example.
The following scientific publications have been published/submitted on the
basis of the work presented in this thesis
- Jesus, A., Brommer, P., Zhu, Y. and Laory, I. Comprehensive Bayesian Struc-
tural Identification Using Temperature Variation. Engineering Structures 141
(June 2017), 75 –82. issn: 0141-0296. doi: 10.1016/j.engstruct.2017.01.
060.
- Jesus, A., Brommer, P., Westgate, R., Koo, K.-Y., Brownjohn, J. M. W. and
Laory, I. Bayesian Structural Identification of a Long Suspension Bridge Con-
sidering Temperature and Traffic Load Effects. in review Journal of Structural
Health Monitoring (20th Mar. 2018).
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- Jesus, A., Zhu, Y. and Laory, I. Comprehensive Bayesian Structural Identi-
fication Using Temperature Expansion of a Scale Aluminium Bridge. In: 8th
European Workshop on Structural Health Monitoring, EWSHM 2016. Vol. 4.
2016, 3080–3088.
- Jesus, A., Salami, M., Westgate, R., Koo, K.-Y., Brownjohn, J. and Laory, I.
Bayesian Structural Identification of a Suspension Bridge Using Temperature
and Traffic Loading. In: Proceedings of the 8th International Conference on
Structural Health Monitoring of Intelligent Infrastructure (SHMII), Brisbane.
2017.
- Jesus, A., Zhu, Y., Koo, K.-Y., Brownjohn, J. and Laory, I. Identifiability
Based Sensor Configuration Analysis for Bayesian Structural Identification. In:
Proceedings of the 8th International Conference on Structural Health Monitor-
ing of Intelligent Infrastructure (SHMII), Brisbane. 2017.
7.2 Future work
Finally, future work related with the application of the MBA for Structural Health
Monitoring is discussed in this section. Topics include model updating, operational
modal analysis, damage detection and combination with a hierarchical Bayes model.
7.2.1 Model updating
As stated in the Introduction chapter, the methodology developed in this thesis was
primarily designed to calibrate and validate a structural model against monitored
data, while quantifying its associated uncertainties.
Therefore, it is relevant to include it as a decision-making module for a model
updating formulation. An example of such a framework can be seen in Section 4,
Fig. 2.8, where calibration parameters are updated continuously as more and more
data is being supplied to the algorithm. By the same token, it is also possible to
update tuning parameters e.g. FE mesh size, to obtain a more refined and accurate
model. This would essentially require establishment of a predicitive performance cri-
teria, such as model discrepancy below a certain threshold, or variability of identified
model parameters.
7.2.2 Operational modal analysis
Regarding the applicability of the MBA for operational modal analysis it would
be interesting to consider a forced damped vibration decay model as suggested by
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Au [82] for estimation of natural frequencies, mode shapes and damping coefficients.
Suggestion of this future work is justified by the fact that, results of Au
Bayesian approach tended to be potentially biased, specially for modal identifica-
tion during strong winds. Naturally the effects of wind, waves and other natural
loading excitation, could be represented as a discrepancy function with an associ-
ated stochastic process [217]. It would be interesting to see if the multiple response
Gaussian process of the MBA would be able to represent this bias, and improve the
identification process.
However, it should be noted that a large amount of data at a high sampling
rate is usually necessary to perform this type of analyses, and although the MBA
uses mrGp matrices in sparse format, in the presence of such a large amount of data,
these could easily become ill-conditioned.
Possible suggestions to overcome this hurdle include applying a model updat-
ing process as suggested in the previous section, where the only information saved
from step to step are the key features of the calibration process, i.e. posterior of
updated parameters, mrGp hyperparameters, etc., or alternatively to use a different
type of surrogate model, that better handles large amounts of data, such as the deep
Gaussian processes from Damianou et al. [218, 219].
7.2.3 Damage detection
Another very promising area of research for the MBA is damage detection in civil
infrastructure. The type of damage detection could be either supervised or unsu-
pervised learning. In the supervised learning approach, the structural model would
firstly have to be calibrated with relevant environmental and operational conditions.
For example, assuming that it is possible to establish a reference state, when
the structural system is assumed healthy and its parameters are estimated, a subse-
quent comparison of this reference with an estimate of the parameters for a current
state would indicate the presence, location and extent of damage. A flowchart of
such algorithm can be seen in Fig. 7.1, where a damage detection framework requires
computation of a mrGp of the computer model identically to the original MBA, in
Task 1. Subsequently the discrepancy function and calibration parameters posterior
are estimated in a reference and current state, Task 2 and 3, respectively. Each of
the tasks iterates over module 2 and 3 from the MBA, supplying prior information of
the calibration parameter and monitored data Der or Dec . During such computations
it would be advisable to supply a monitored reference dataset Der which includes as
much information as possible, e.g. seasonal variations in a one year time frame, and
is acquired at the earliest possible stage of the structure’ life-cycle. Finally, in Task
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4 the uncertainties of the parameters posteriors are propagated to a damage metric
random variable DF .
Simulation Data
(Xm,Θm), Ym
Output: Hyperparameters φm
Output: Posterior of θ
Output: Hyperparameters φδ
Update knowledge p(θ) = p(θ|Der)
Prior calibration parameters p(θ|Der)
Module 1: Gaussian Process for numerical model
Replace the numerical model with a mrGp model
Module 3: Posterior of the calibration parameters
Use Bayes theorem to calculate the posterior
p(θ|D, φˆ) = p(D|θ, φˆ)p(θ)/ ∫ p(D|θ, φˆ)p(θ)dθ
distribution for the calibration parameters
Module 2: Gaussian Process for discrepancy
function. Replace the discrepancy function with a
mrGp model.
Compute and store reference state
Current data Dec
Discrepancy function δ(x)
Posterior p(θ|Der)
Reference data Der
Prior calibration parameters p(θ)
Compute current state
Input:
Output:
Discrepancy function δ(x)
Posterior p(θ) = p(θ|Dec)
Output:
Input:
Compute and store structural model
Input:
Output:
Computer model Ym(X, θ)
1- DetectionDamage evaluation
2- Location
3- Extent
DF = θc−θr
θr
Task 3
Task 2
Task 1
Task 4
Figure 7.1: Flowchart of the MBA original approach (left) and the proposed damage
detection framework (right).
On the other hand, in an unsupervised learning approach a damage index
related with the occurrence of damage could be based on the variability of the model
discrepancy. Advantages of this framework include its global ability to detect the
presence of damage, although in this scenario the predictive ability of the model
to locate, measure the extension and future progression of damage could not be
assessed.
Obviously it would be necessary to correctly establish the balance between
Type I and Type II errors of such a methodology, see Sec. 6.1 for more details.
Nevertheless, the fact that the MBA is such a comprehensive methodology, and
167
that Gaussian processes are designed for tasks such as regression and classification,
suggests it as a promising candidate for damage detection.
7.2.4 Inclusion of hierarchical Bayes model
Finally, it has been stated extensively in the literature review Chapter 2 of this
thesis, that compared to the hierarchical Bayes framework the MBA does not take
into account the inherent variability of model parameters. In other words, as the
amount of calibration data converges to infinity the PDF of the identified parameters
converges to a Dirac delta function, and not to a PDF which translates the variability
of the parameter during the monitoring process. Such detail is very relevant for
SHM applications, where structural parameters change during the life-time of an
infrastructure, because it allows to separate influences due to damage from variability
of estimated parameters.
One possible solution to extend the MBA for such type of problem would
be to consider the actual moments (mean, covariance) of a target distribution as
parameters to identify, and run a much larger set of simulations with different mo-
ments. This is not very efficient, since it would require an extremely large number
of simulations to fit the model mrGp and it would increase much more quickly the
number of parameters to identify.
The more elegant solution would be to develop a methodology able to quantify
qualitatively and quantitatively all sources of uncertainty mentioned in Section 2.2.2,
under a hierarchical Bayes model. The combination of the hierarchical and modular
frameworks could be established on the basis of some hierarchical Gaussian pro-
cess, as presented by Schwaighofer et al. [220]. Despite the inherent difficulties in
order to implement and test such methodology, the author believes it would bring
considerable improvements to the usage and global acceptance of the SHM concept.
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Appendix A
Conditional distribution of
multivariate normal
Assuming a multivariate normal vector Y ∼ N (µ,Σ). Consider partitioning µ and
Y into
µ =
[
µ1
µ2
]
Y =
[
y1
y2
]
with a similar partition of Σ into [
Σ11 Σ12
Σ21 Σ22
]
Then,(y1|y2 = a), the conditional distribution of the first partition given the
second, is, N (µ,Σ) with mean
µ = µ1 + Σ12Σ22
−1(a− µ2)
and covariance matrix
Σ = Σ11 − Σ12Σ22−1Σ21
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A.1 Proof
Let x1 be the first partition and x2 the second. Now define z = x1 + Ax2 where
A = −Σ12Σ−122 . Now it is possible to write
cov(z,x2) = cov(x1,x2) + cov(Ax2,x2)
= Σ12 + Avar(x2)
= Σ12 − Σ12Σ−122 Σ22
= 0
Therefore z and x2 are uncorrelated and, since they are jointly normal, they
are independent. Now, clearly E(z) = µ1 + Aµ2, therefore it follows that
E(x1|x2) = E(z−Ax2|x2)
= E(z|x2)− E(Ax2|x2)
= E(z)−Ax2
= µ1 + A(µ2 − x2)
= µ1 + Σ12Σ
−1
22 (x2 − µ2)
which proves the first part. For the covariance matrix, note that
var(x1|x2) = var(z−Ax2|x2)
= var(z|x2) + var(Ax2|x2)−Acov(z,−x2)− cov(z,−x2)A′
= var(z|x2)
= var(z)
Finally
var(x1|x2) = var(z) = var(x1 + Ax2)
= var(x1) + Avar(x2)A
′ + Acov(x1,x2) + cov(x2,x1)A′
= Σ11 + Σ12Σ
−1
22 Σ22Σ
−1
22 Σ21 − 2Σ12Σ−122 Σ21
= Σ11 + Σ12Σ
−1
22 Σ21 − 2Σ12Σ−122 Σ21
= Σ11 − Σ12Σ−122 Σ21
which proves the second part.
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Appendix B
Estimating posterior distribution
with regression coefficients
This appendix details the marginalisation of the posterior distribution
p(θ,φ,β|Y ,D) ∝ p(θ)p(φ)|V Y (θ)|−1/2
× exp
{
−1
2
(Y −HY (θ)β)TV Y (θ)−1(Y −HY (θ)β)
}
, (B.1)
in order to the regression coefficients β, which have been estimated in section 3.4.1
through MLE. In Eq. (B.1) θ, φ, Y , D represent calibration parameters, hyperpa-
rameters of mrGps and sets of output and input-output data, respectively. Lastly,
the regression matrix HY and covariance matrix V Y define the mrGp which re-
gresses the data, and allow to infer θ (note the dependency in the above equation).
The objective is to demonstrate that such marginalisation results in the fol-
lowing expression
p(θ|Y ,D, φˆ) ∝ p(θ)p(φ)|V Y (θ)|−1/2|W Y (θ)|1/2
× exp
{
−1
2
(Y −HY (θ)βˆ)TV Y (θ)−1(Y −HY (θ)βˆ)
}
, (B.2)
where W Y is the Gramian matrix, already discussed in Section 3.4.1.
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B.1 Proof
As detailed previously the MLE of the regression coefficients is
βˆ(θ) = W Y (θ)HY (θ)
TV Y (θ)
−1Y
W Y (θ) = (HY (θ)
TV Y (θ)
−1HY (θ))−1
(B.3)
due to the assumption of normality of the coefficients
β|θ,φ,Y ∼ N (βˆ(θ),W Y (θ)) (B.4)
For the sake of clarity, the calibration parameters θ will be omitted in the
subsequent deductions from W Y ,HY ,V Y and β. Firstly, it is necessary to expand
the quadratic form in the exponent of Eq. (B.1) as follows
p(θ,β,φ|Y ) ∝ p(θ)p(φ)|V Y |−1/2 exp
{
− 1
2
[
Y TV −1Y Y
−βT
W−1Y βˆ︷ ︸︸ ︷
HTY V
−1
Y Y −
βˆ
T
W−1Y︷ ︸︸ ︷
Y TV −1Y HY β +
+βT
W−1Y︷ ︸︸ ︷
HTY V
−1
Y HY β
]}
.
which by replacing the MLE noted in the overbraces, results in
p(θ,β,φ|Y ) ∝ p(θ)p(φ)|V Y |−1/2 exp
{
−1
2
[Y TV −1Y Y ]
}
× exp
{
−1
2
[βTW Y (θ)
−1β − 2βTW−1Y βˆ]
}
.
It is now necessary to add and subtract βˆ
T
W−1Y βˆ to the second exponent, which
then develops into
p(θ,β,φ|Y ) ∝ p(θ)p(φ)|V Y |−1/2 exp
{
−1
2
[Y TV −1Y Y ]
}
× exp
{
−1
2
[βTW−1Y β − 2βTW−1Y βˆ + βˆ
T
W−1Y βˆ]
}
× exp
{
+
1
2
[βˆ
T
W−1Y βˆ]
}
. (B.5)
At this point it can be observed that the second exponent is the quadratic expansion
of the regression coefficients β normal equation, with mean βˆ and covariance W Y .
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Thus, Eq. (B.5) can be written in a simplified form
p(θ,β,φ|Y ) ∝ p(θ)p(φ)|V Y |−1/2 exp
{
−1
2
[Y TV −1Y Y ]
}
× exp
{
−1
2
[(β − βˆ)TW−1Y (β − βˆ) +
1
2
[βˆ
T
W−1Y βˆ]
}
Since Eq. (B.6) only depends of the regression coefficients on its second term, and
that term is a normal equation, its integration in order to β will yield the square
root of the determinant of the Gramian matrix. The other terms remain unchanged.∫
p(θ,β,φ|Y )dβ ∝ p(θ)p(φ)|V Y |−1/2 exp
{
−1
2
[Y TV −1Y Y ]
}
|W Y |1/2 exp
{
+
1
2
[βˆ
T
W−1Y βˆ]
}
(B.6)
which can be reordered as
p(θ,φ|Y ) ∝ p(θ)p(φ)|V Y |−1/2|W Y |1/2
exp
{
−1
2
[Y TV −1Y Y − βˆ
T
W−1Y βˆ]
}
The final task is now to simplify the remaining exponent term. The first
requirement is to sum and subtract 2βˆ
T
W−1Y βˆ on the exponent
p(θ,φ|Y ) ∝ p(θ)p(φ)|V Y |−1/2|W Y |1/2
exp
{
−1
2
[Y TV −1Y Y − 2βˆ
T
W−1Y βˆ + βˆ
T
W−1Y βˆ]
}
and by carefully replacing the MLE of the regression coefficients in the second term
and the Gramian matrix inverse in the third term yields
p(θ,φ|Y ) ∝ p(θ)p(φ)|V Y |−1/2|W Y |1/2 exp
{
− 1
2
[Y TV −1Y Y
−2βˆTW−1Y
βˆ︷ ︸︸ ︷
W YH
T
Y V
−1
Y Y +βˆ
T
W−1Y︷ ︸︸ ︷
HTY V
−1
Y HY βˆ]
}
Finally, note that the Gramian matrix cancels out with its inverse in the second term
inside of the exponent. The final equation is, once again, a normal equation of mean
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HY βˆ and covariance V Y
p(θ,φ|Y ) ∝ p(θ)p(φ)|V Y |−1/2|W Y |1/2
exp
{
−1
2
[Y TV −1Y Y − 2βˆ
T
HTY V
−1
Y Y + βˆ
T
HTY V
−1
Y HY βˆ]
}
which finally results in
p(θ,φ|Y ) ∝ p(θ)p(φ)|V Y |−1/2|W Y |1/2
× exp
{
−1
2
(Y −HY βˆ)TV −1Y (Y −HY βˆ)
}
(B.7)
which concludes the proof of Eq. (4.30).
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Appendix C
Numerical approach
Solving directly the modular Bayesian formulation is not practical from a numerical
point of view. Several numerical considerations are required, in order to establish a
robust and light-weight algorithm.
Some examples that need special consideration include
1. demanding operations such as the inverse of the covariance/correlation ma-
trices in Eqs. (4.5), (4.18) and (4.30), which can easily become large and ill-
conditioned;
2. inversion of these same matrices is computationally demanding and can lead
to stability problems;
3. likewise, the stability of the likelihood functions which are optimised in mod-
ules 1, 2, and 3, should be replaced by their more tractable log-likelihood
equivalents;
4. since the algorithm has a modular structure, it can be applied to a wide range
of applications, and it is convenient to work with standardised units (dimen-
sionless quantities) rather than with absolute values. This increases numerical
efficiency;
Some numerical techniques that aid to solve this issues include: the Cholesky/
QR decomposition, the Kronecker product, formatting of matrices in sparse format,
and the standardisation of the datasets. Relevant equations, which are directly
resultant from these simplifications will be rigorously detailed and highlighted.
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C.1 Cholesky and QR decomposition
In this section, the Cholesky and QR decomposition factorisation will be used jointly,
in order to solve issues 1 and 2. This factorisation is a standard procedure when
dealing with a generalised least squares problem [221], and it basically consists of an
orthogonal projection, which reduces the generalised least squares problem, to the
solution of the ordinary least squares problem.
Application of the Cholesky factor decomposition is straightforward since the
correlation or covariance matrices in this thesis are symmetric and positive-definite.
These two properties imply that they can be written in factorised form
R = CCT , (C.1)
with C a lower triangular matrix. This transformation allows to perform an orthog-
onal transformation from the generalised to ordinary least squares solution of the
overdetermined system:
H˜β ' Y˜ (C.2)
with
CH˜ = H, CY˜ = Y . (C.3)
additionally the “economy size” QR factorization of H˜ is
H˜ = QGT (C.4)
where Q is an orthogonal matrix and GT is an upper triangular matrix. Having
presented the two factorisations, it is now very simple to replace the transformed
dataset Y˜ , regression function H˜ and the covariance matrix of the model to simplify
the likelihood functions shown in the original formulation.
C.1.1 Properties of Kronecker product and Cholesky/QR decom-
position
A few of the properties that are helpful to understand the simplified likelihood
functions of the MBA require knowledge of a few properties, related with how the
Cholesky and QR factorisation do operate with the Kronecker product. These shall
be stated in the following sections.
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Determinant
The covariance matrix of the model, in Eq. (4.6) for example, can be written as
V m = Σ
2
m ⊗CmCTm (C.5)
and the determinant of this matrix can be written as
|V m| = |Σ2m ⊗Rm| = |Σ2m|N |Rm|q = |Σ2m|N |Cm|2q (C.6)
since |R| = |C|2, where N and q are the size of correlation matrix R, and of the
variance matrix Σ2, respectively.
Inverse
Another useful property of the Kronecker product is the distributive of the inverse
of the product of two matrices, i.e.
(Σ2m ⊗Rm)−1 = (Σ2m)−1 ⊗ R−1m (C.7)
Mixed product property
If necessary the Kronecker product also has a mixed product property that states
(IqΣ
2
m)⊗ (CmCTm) = (Iq ⊗Cm)(Σ2m ⊗CTm), (C.8)
where Iq is the identity matrix with dimension q.
Equivalency property
Finally, a last equivalency property which is very useful to connect the Cholesky
factorisation with the Kronecker product can be reviewed in Schäcke [196] and can
be stated as follows. Assuming that there are matrices V ,Σ2, and R, so that
V = Σ2 ⊗R, (C.9)
with Σ2 and R symmetric then the following property applies
CV = CΣ ⊗CR, (C.10)
with CV ,CΣ andCR being the Cholesky decomposition matrices of V ,Σ2 andR,
respectively.
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C.1.2 Module 1
Given the above stated transformations and their properties, it is now possible to
apply these techniques in the log-likelihood function of module 1, in Eq. (4.8), Sec-
tion 4.5.2. By applying the determinant expression of Eq. (C.6) and the transformed
regression function and correlation matrix of Eq. (C.4) and Eq. (C.1) results in
`(y|ωm,Dm) ∝ −1
2
{log |Σ2m|N |Cm|2q−log |((CmQmGTm)TC−Tm C−1m (CmQmGTm))−1|},
(C.11)
which simplifies into
`(y|ωm,Dm) ∝ −1
2
{log |Σ2m|N |Cm|2q − log |(GmGTm)−1|}, (C.12)
since most terms of the second term cancel out. Given this new log-likelihood func-
tion, numerically speaking, maximising this equation in order to the hyperparameters
ωm will be a much more efficient task.
C.1.3 Module 2
Similarly for Eq. (4.19) of the log-likelihood function in module 2 of the MBA, the
same reasoning as the previous section can be applied, except that here, the matrix
that is being factorized is the covariance matrix V e.
For simplicity of notation a discrepancy function dataset shall be designated
as Y δ = Y e− Yˆ m. Hence, this dataset and the regression functionsHδ transformed
forms will be
CeY˜
δ
= vec(Y δ) CeH˜δ = Iq ⊗Hδ (C.13)
similarly to what has been presented in Eq. (C.3)
The simplified log-likelihood function will therefore be expressed as
`(Y e|Dm, φˆm,φδ) ∝ −
1
2
{log |Ce|2 − log |(GeGTe )−1| (C.14)
+ (CeY˜
δ −CeH˜δβˆδ)TC−Te C−1e (CeY˜
δ −CeH˜δβˆδ)},
which simplifies into
`(Y e|Dm, φˆm,φδ) ∝ −
1
2
{log |Ce|2− log |(GδGTδ )−1|+(Y˜
δ−H˜δβˆδ)T (Y˜
δ−H˜δβˆδ)}.
(C.15)
In a similar fashion the regression coefficients βδ can also be efficiently computed as
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βˆδ = G
−T
δ Q
T
δ Y˜
δ
, (C.16)
which derives from Eqs. (4.21), (C.13), (C.4) and the discrepancy dataset.
These equations are considerably more simple than Eq. (4.19), and can be
used to efficiently estimate the discrepancy function mrGp hyperparameters φδ and
the observation error with genetic algorithms.
Specifically, an initial population of size 60 was generated in the [0–1] range,
with default values for Gaussian mutation function (mean 0, standard deviation 1 and
shrinkage of the standard deviation as generations go by 1) and scattered crossover
function (0.8 fraction of the population at the each next generation). Convergence
criteria are set as either a maximum number of 500 generations or an average change
in the fitness value less than 1×10−3. Since the algorithm often normalises the input
data, these values have been used consistently across most of the tests presented in
this thesis.
C.1.4 Module 3
Finally, Eq. (4.30) of module 3 presents a similar structure as the one displayed in
the previous sections. By applying the same transformations on the global dataset,
covariance matrix and regression functions this equation can be easily transformed
into
`(Y |θ,D, φˆ) ∝ −1
2
{log |CY (θ)|2 − log |(GY (θ)GY (θ)T )−1|
+ (CY (θ)Y˜ −CY (θ)H˜Y (θ)βˆ)TCY (θ)−TCY (θ)−1
(CY (θ)Y˜ −CY (θ)H˜Y (θ)βˆ)}. (C.17)
which simplifies into
`(Y |θ,D, φˆ) ∝ −1
2
{log |CY (θ)|2 − log |(GY (θ)GY (θ)T )−1| (C.18)
+ (Y˜ − H˜Y (θ)βˆ)T (Y˜ − H˜Y (θ)βˆ)}.
with
βˆ(θ) = GY (θ)
−TQY (θ)T Y˜
W (θ) = (GY (θ)GY (θ)
T )−1
Consider the differences between Eqs. (4.8)–(C.12), (4.19)–(C.15) and Eqs. (4.30)–
(C.18). Notice how the correlation and covariance matrices do not have to be in-
verted. Instead the only operation that has to be computed on this matrices is the
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Cholesky factorisation. Since now this new equations are considerably more stable,
the formulation and the involved computational effort are considerably lessened.
C.1.5 Module 4
The last module of the MBA can also be transformed with the above mentioned
factorisations. The equations for each of the components of Eq. (4.4) will be detailed
below.
Physics-based model
With the above mentioned simplifications applied, the expected value and covariance
matrix of Section 4.5.5 can be written as
E[ym(x∗)|θ,Dm, φˆm] = hm(x∗,θ)βˆm + R˜m(x∗,θ)T (Y˜
m − H˜mβˆm) (C.19)
V [ym(x∗)T ,ym(x′∗)T |θ,Dm, φˆ
m
] = Σˆ
2
m ⊗ {Rm((x∗,θ), (x′∗,θ))
−R˜m(x∗,θ)T R˜m(x′∗,θ) + u˜(x∗,θ)T (GmGTm)−1u˜(x′∗,θ)}
(C.20)
where
CmR˜m(x∗,θ) = Rm(x∗,θ) (C.21)
u˜(x∗,θ) = hm(x∗,θ)T − H˜TmR˜m(x∗,θ). (C.22)
In compact form these equations can be written as
E[ym(x∗)|θ,Dm, φˆm] = hmβˆm + R˜Tm(Y˜
m − H˜mβˆm) (C.23)
V [ym(x∗)T ,ym(x′∗)T |θ,Dm, φˆ
m
] = Σˆ
2
m ⊗ {Rm − R˜TmR˜m + u˜T (GmGTm)−1u˜}
(C.24)
Calculating the unconditional posterior distribution requires marginalising
the above moments with respect to the posterior distribution from Module 3.
E[ym(x∗)T |Dm, φˆm] = E[E[ym(x∗)T |θ,Dm, φˆm]] (C.25)
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V [ym(x∗)Tym(x′∗)T |Dm, φˆ
m
] = E[V [ym(x∗)Tym(x′∗)T |θ,Dm, φˆ
m
]]
+ V [E[ym(x∗)T |θ,Dm, φˆm],E[ym(x′∗)T |θ,Dm, φˆ
m
]]
(C.26)
Due to the complexity of the posterior distribution of θ these integrals have
to be computed with numerical methods. For the present implementation Gauss
Legendre or Monte Carlo techniques have been used for one dimensional or multi
dimensional examples, respectively.
Experimental response
With the above mentioned simplifications applied the expected value and covariance
matrix of the experimental response of Section 4.5.5 can be written in compact form
as
E[ye(x∗)T |θ,D, φˆ] = hY βˆ + V˜T (Y˜ − H˜Y βˆ) (C.27)
V [ye(x∗)T ,ye(x′∗)
T |θ,D, φˆ] = Σˆ2m ⊗Rm + Σˆ
2
δ ⊗Rδ + Λˆ⊗ Is
− V˜T V˜ + U˜T (GYGTY )−1U˜ (C.28)
where the transformed global relational covariance matrix is defined as
CY V˜(x∗,θ) = V(x∗,θ), (C.29)
and
hY (x∗,θ) = [Iq ⊗ hm(x∗,θ) Iq ⊗ hδ(x∗)] (C.30)
U˜(x∗,θ) = hY (x∗,θ)T − H˜Y (θ)T V˜(x∗,θ) (C.31)
Similarly to the previous section the unconditional moments can be calculated
from the law of total expectation and law of total variance.
Discrepancy function
For simplicity and computational reasons the discrepancy function shall be calculated
simply as
E[δ(x∗)|D, φˆδ] = E[ye(x∗)|D, φˆ]− E[ym(x∗)|Dm, φˆm] (C.32)
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since the dependency of θ has already been explicited in the physycs-based model and
experimental response of the two previous sections. This decision is justified simply
to avoid an additional integration over the domain of the structural parameters θ.
The conditional covariance matrix can be computed as
V [δ(x∗)δ(x′∗)|θ,D, φˆ] = Σˆ
2
δ ⊗ {Rδ(x∗,x′∗)− R˜δ(x∗)T R˜δ(x′∗)
+(hδ(x∗)T − H˜
T
δ R˜δ(x∗))T (GδGTδ )−1(hδ(x′∗)T − H˜
T
δ R˜δ(x′∗))},
(C.33)
where
CδR˜δ(x∗) = Rδ(x∗), (C.34)
and similarly to the previous section the unconditional moments can be calculated
from the law of total expectation and law of total variance.
C.2 Data transformation into standardised units
It is often very useful to standardise the datasets to improve the numerical perfor-
mance, avoid rounding errors and other numerical issues. The user of the code does
not have to be concerned with this operation, since it is done automatically as a first
step, before processing the datasets as
Xmz =
Xm −mX
σX
Y mz =
Y m −mY
σY
, (C.35)
where mX , mY , σX and σY represent means of the design variables/structural pa-
rameters, measured responses, standard deviations of the design variables/structural
parameters and measured responses, respectively.
The only two remarks are
• that both the datasets, from the physics-based model Dm and observations
De have to be standardised with the same conditions. In this case the physics-
based model was used as the reference;
• since the discrepancy function represents a difference between two components
i.e. δ = Y e − Yˆ m to transform it back into the original scale it suffices to
multiply it by the variance scaling factors, i.e. σX ,σY
C.3 Positive-definitess of covariance matrices
It is important to ensure that the covariance matrices and correlation matrices used
throughout the formulation are always positive-definite. The Cholesky transforma-
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tions shown above should guarantee this requirement in most of situations. However
it should be noted that an inappropriate choice of the correlation functions of the
physics-based model and the discrepancy function can result in non-positive definite
matrices, particularly during the numerical integration of module 2. For this reason,
it is important to check the condition numbers of these matrices, and whether they
are positive definite. If not, it is advisable to try a different correlation function from
the available options in Table 3.2.
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