Abstract. We study Zhu's algebra, C 2 -algebra and C 2 -cofiniteness of parafermion vertex operator algebras. We first give a detailed study of Zhu's algebra and C 2 -algebra of parafermion vertex operator algebras associated with the affine Kac-Moody Lie algebra sl 2 . We show that they have the same dimension and Zhu's algebra is semisimple. The classification of irreducible modules is also established. Finally, we prove that the parafermion vertex operator algebras for any finite dimensional simple Lie algebras are C 2 -cofinite.
Introduction
Let g be a finite dimensional simple Lie algebra and g the affine Kac-Moody Lie algebra associated with g. Let V g (k, 0) be the vacuum Weyl module for g with level k, where k is a positive integer and L g (k, 0) its simple quotient. The vertex operator algebra L g (k, 0) contains a Heisenberg vertex operator algebra corresponding to a Cartan subalgebra h of g. The commutant K(g, k) of the Heisenberg vertex operator algebra in L g (k, 0) is called a parafermion vertex operator algebra.
Recently, the structure of the parafermion vertex operator algebra K(g, k) was studied by C. Dong and Q. Wang [6, 7] . In particular, they noticed the importance of the special case g = sl 2 . The parafermion vertex operator algebra K(sl 2 , k) is known to be a Walgebra. It was also shown in [4, 5] that K(sl 2 , k) is isomorphic to the simple quotient of the W -algebra W (2, 3, 4, 5) of [3, 15] . In fact, it is expected that the parafermion vertex operator algebra K(sl 2 , k) is isomorphic to a W -algebra W ℓ (sl k , f prin ) of [2, 10] with ℓ = k+2 k+1 − k and f prin a principal nilpotent element of sl k . For a vertex operator algebra V , Zhu [22] introduced two intrinsic associative algebras, one is Zhu's algebra A(V ) and the other is Zhu's C 2 -algebra V /C 2 (V ). We denote V /C 2 (V ) by R V for simplicity of notation. In this article, we study Zhu's algebra, Zhu's C 2 -algebra and C 2 -cofiniteness of parafermion vertex operator algebras. There are two main parts. The first one is a detailed analysis of Zhu's algebra and C 2 -algebra of parafermion vertex operator algebras K(sl 2 , k) associated with sl 2 . The results of this paper concerning W = K(sl 2 , k) can be summarized as follows (Theorems 7.3, 8.1, 8.2 and 9.1).
(1) Zhu's C 2 -algebra R W of W is of dimension k(k + 1)/2.
(2) Zhu's algebra A(W) of W is semisimple and of dimension k(k + 1)/2. (3) M i,j , 0 ≤ i ≤ k, 0 ≤ j ≤ i−1 constructed in [5] form a complete set of isomorphism classes of irreducible W-modules. (4) W is projective as a W-module.
As to the importance of projectivity, see [21] . Two embeddings R W ֒→ R L(k,0) and A(W) ֒→ A(L(k, 0)) are also obtained, where L(k, 0) = L sl 2 (k, 0).
In the second part, we discuss the parafermion vertex operator algebra K(g, k) for a general g. Using the C 2 -cofiniteness of K(sl 2 , k) we show the following assertion (Theorem 10.5).
(5) K(g, k) is C 2 -cofinite for all finite dimensional simple Lie algebras g and all positive integers k.
Now let us give a brief discussion of our method. Denote by N = N(sl 2 , k) the commutant of the Heisenberg vertex operator algebra in the vacuum Weyl module V sl 2 (k, 0). The vertex operator algebra N is not simple. It possesses a unique maximal ideal I and N /I ∼ = W. Basic properties of N and W are established in [4, 5] provide a spanning set for N . The vectors of weight at most 7 in the spanning set are linearly independent. However, it is not the case for those vectors of weight greater than 7. There are two nontrivial linear relations among the vectors of weight 8 in the spanning set. The null field v 0 gives one of the relations. The singular vector u 0 , on the other hand, is closely related to the integrability condition of the level k integrable highest weight module L sl 2 (k, 0) for sl 2 .
Our main tool is a detailed analysis of the weight 8 null field v 0 and the singular vector u 0 , together with their images under the operator W r u 0 , r = 1, 2, 3 are necessary to determine the dimension of R W . The calculation of various elements in N or V (k, 0) is very difficult. On the other hand, the calculation in Zhu's C 2 -algebra is relatively easy, since the algebra is commutative and associative. In fact, the operator W 3 1 induces a derivation on R N so that we can express (W r u 0 , r = 0, 1, 2, 3 explicitly as elements of R V (k,0) by using the spanning set modulo C 2 (N ) and the embedding R N ֒→ R V (k,0) . This enable us to draw necessary information from these vectors.
In [6, 7] , it was shown that the parafermion vertex operator algebra K(g, k) for a general g is generated by the vertex operator subalgebras P α ∼ = K(sl 2 , k α ) corresponding to the positive roots α, where k α ∈ {k, 2k, 3k}. Furthermore, they proved the C 2 -cofiniteness of K(g, k) under the assumption that each P α is rational and C 2 -cofinite. In this paper we modify slightly their argument and show that K(g, k) is C 2 -cofinite by using only the C 2 -cofiniteness of P α 's.
If k ≤ 4, the vertex operator algebra W is a well-known one. In fact, W is isomorphic to an Ising model L(1/2, 0), a 3-state Potts model L(4/5, 0) ⊕ L(4/5, 3) or an orbifold V + Zβ of a rank one lattice vertex operator algebra V Zβ with β, β = 6 according as k = 2, 3 or 4 [5, Section 5] . Those vertex operator algebras are known to be rational and C 2 -cofinite and their irreducible modules are classified. We note that W 3 = W 4 = W 5 = 0 if k = 2, W 4 = W 5 = 0 if k = 3, and W 5 = 0 if k = 4 in W, that is, these W s 's are contained in the maximal ideal I of N and their images in W = N /I is 0 for such a small k. Note also that W = C if k = 1. Thus we assume that k ≥ 5 for the study of W. In the case k = 5, 6, it is already known that W is rational and C 2 -cofinite, and the irreducible modules for W are classified [5, Section 5] . The organization of the paper is as follows. Section 2 is devoted to preliminaries. In Section 3 we collect basic properties of Zhu's C 2 -algebra. In Section 4 we study a set of generators of R N and the action of W 3 1 on it. In Section 5 we discuss an embedding of R N in R V (k,0) by using (W r u 0 modulo C 2 (V (k, 0)) explicitly, r = 0, 1, 2, 3 and study the ideal of R N generated by these elements. In Section 7 we show an embedding of R W in R L(k,0) and determine its dimension. Here we use a basis of L(k, 0) [8, 20] . In Section 8 we show an embedding of A(W) in A(L(k, 0)) and determine its dimension. In particular, we have dim R W = dim A(W) = k(k + 1)/2. Furthermore, we show that A(W) is semisimple and classify the irreducible modules for W. In Section 9 we discuss the projectivity of W. Finally, in Section 10 we modify the argument of [7] and show that the parafermion vertex operator algebra K(g, k) is C 2 -cofinite for all finite dimensional simple Lie algebras g and all positive integers k.
Preliminaries
In this section we fix notation and collect basic properties of various objects for later use. Our notation for vertex operator algebras is standard [12, 17] . Let V = (V, Y, 1, ω) be a vertex operator algebra. Then V = n≥0 V (n) with V (0) = C1 and Y (v, z) = n∈Z v n z −n−1 is the vertex operator associated with v ∈ V . We also denote ω n+1 by L(n). An element v ∈ V (n) is said to be homogeneous of weight n and we write wt v = n. For a homogeneous v, we have v m V (n) ⊂ V (n+wt v−m−1) , that is, the operator v m is of weight wt v − m − 1.
We use the following identities for a vertex operator algebra V [17, (3.1.9), (3.1.12)].
[a m ,
for a, b ∈ V and m, n ∈ Z. For a vertex operator algebra V , let [22, Section 4.4] . The vertex operator algebra V is said to be C 2 -cofinite if dim R V < ∞.
Define two binary operations
for homogeneous a, b ∈ V and extend for arbitrary a, b ∈ V by linearity. Let O(V ) = span C {a • b | a, b ∈ V }, which is a two sided ideal with respect to the operation * . Let A vertex operator algebra is said to be rational if every admissible module (that is, N-graded weak module) is completely reducible.
From now through Section 9, we fix an integer k ≥ 5. As to parafermion vertex operator algebras associated with sl 2 , we tend to follow the notation in [4, 5] . In particular, {h, e, f } is a standard Chevalley basis of sl 2 with [h, e] = 2e, [h, f ] = −2f , [e, f ] = h for the bracket, · , · is the normalized Killing form so that h, h = 2, e, f = 1, h, e = h, f = e, e = f, f = 0, and sl 2 = sl 2 ⊗ C[t, t −1 ] ⊕ CC is the corresponding affine Lie algebra. Moreover, the vacuum Weyl module
with level k is an induced sl 2 -module such that sl 2 ⊗ C[t] acts as 0 and C acts as k on the vacuum vector 1 = 1. We denote by a(n) the operator on V (k, 0) corresponding to the action of a ⊗ t n . Then
for a, b ∈ sl 2 and m, n ∈ Z. Also a(n)1 = 0 for n ≥ 0. The vectors
) is a vertex operator algebra such that Y (a(−1)1, z) = a(z) with central charge 3k/(k+2) ( [13] , [17, Section 6.2] ). The conformal vector of V (k, 0) is
The vector of (2.6) has weight i 1 + · · · + i p + j 1 + · · · + j q + m 1 + · · · + m r and it is also an eigenvector for h(0) with eigenvalue 2(q − r). The vertex operator algebra V (k, 0) has a unique maximal ideal J , which is generated by a single vector e(−1) k+1 1 [16] . The quotient space L(k, 0) = L sl 2 (k, 0) = V (k, 0)/J is the integrable highest weight module for sl 2 with level k. For simplicity of notation we use the same symbol as (2.6) to denote its image in L(k, 0).
Let M h (k, 0) be the Heisenberg vertex operator algebra spanned by h(
which is the difference of ω aff and the conformal vector (1/4k)h(−1)
. Note that the weight of a homogeneous element of N coincides with its weight as an element of V (k, 0). 
It is known that I = N ∩ J [5, Lemma 3.1]. A parafermion vertex operator algebra 
between N and V (k, 0) was also considered in [4] . The set of vectors of the form (2.6) with q = r is a basis of V (k, 0)(0) and
. Although our main concern is the parafermion vertex operator algebra W = N /I, we need V (k, 0)(0) in our argument.
We should mention that the notation here is slightly different from that in [4, 5] . In fact, N , W and I are denoted by N 0 , K 0 = M 0,0 and I, respectively in [4, 5] (see [4, Theorems 3.1, 4.1 and 4.2]). The conformal vector W 2 of W is denoted by ω in [4, 5] . For a positive number ξ, the symbol [ξ] denotes the largest integer which does not exceed ξ.
Basic properties of Zhu's C 2 -algebra
In this section we discuss basic properties of Zhu's C 2 -algebra
of a vertex operator algebra V , which has a commutative Poisson algebra structure by the operations a · b = a −1 b mod C 2 (V ) and {a, b} = a 0 b mod C 2 (V ) [22, Section 4.4] . The following properties are well-known.
That is, a 1 induces a derivation of R V with respect to the product a · b.
Proof. It follows from (2.1) that
by the assumption and so (a 0 b)
We can verify the latter assertion by a similar argument as above.
The conformal vector ω is a typical example which satisfies the assumption of the above lemma, for ω 0 = L(−1).
We consider filtrations based on the weight subspaces
Every element of gr
by (2.4). Moreover, [22, Lemma 2.1.3] implies that
is a Z-graded commutative Poisson algebra with respect to the product u * v and the commutation u * v − v * u. We also have that gr A(V ) ∼ = A(V ) as vector spaces.
As to R V = V /C 2 (V ), note that the weight space decomposition
. This decomposition induces a natural Z-grading
p is a Z-graded commutative Poisson algebra with respect to the operations u·v = u −1 v and {u, v} = u 0 v.
Proof. The space C 2 (V ) (p) is spanned by the weight p elements of the form a −2 b with homogeneous a, b. For such a, b, we have wt
V and the assignment is well-defined. Now, (3.1), (3.2), (3.4) and (3.5) imply that the map R V → gr A(V ) defined by the assignment is a homomorphism of Z-graded Poisson algebras.
In this section we study
} is a set of strong generators for the vertex operator algebra N . Thus R N is generated by W s = W s +C 2 (N ), s = 2, 3, 4, 5 as a commutative associative algebra, and it is a homomorphic image
of a polynomial algebra with four variables x 2 , x 3 , x 4 , x 5 (ϕ is denoted byρ in [5] .)
Proof. Since N is spanned by the vectors of the form (2.7) and since those vectors are eigenvectors for θ with eigenvalue ±1, we may assume that v is of the form (2.7). Such a vector v is contained in Since W 2 is the conformal vector of N , the assertions of the above two lemmas for r = 2 are general facts for a vertex operator algebra.
As to the singular vector u 0 of (2.8), we have wt
The action of W 3 1 will play an important role in our argument. We know the action of W 
The above lemma implies that R N is generated by (W 3 1 ) r · W 2 , r = 0, 1, 2, 3 as an associative algebra.
In [5, Appendix B] , the vectors W r n W s , 3 ≤ r ≤ s ≤ 5, n ≥ 0 are expressed as linear combinations of the vectors of the form (2.7) with coefficients being rational functions of k. However, it is hard to calculate directly the action of W 3 1 on a vector of (2.7) by using the formulas (2.1) and (2.2), because it is very complicated. On the other hand the above argument implies that the action of W 3 1 can be manageable modulo C 2 (N ), that is, in R N . We will pursue this in the subsequent section.
Embedding of
In this section we study N modulo C 2 (V (k, 0)). Since the set of vectors of the form (2.6) is a basis of
of commutative Poisson algebras. Let
be its image and set 
Note that ψ :
We assign the weight to each term of C[y, z] by wt y = 1 and wt z = 2. Since the weight of the elements h(−1)1 and e(−1)f (−1)1 of V (k, 0) is 1 and 2, respectively, the weight on C[y, z] is compatible with that on V (k, 0) and so on R V (k,0) .
Consider the composition ψ • ϕ of the homomorphisms ϕ and ψ.
At this stage, using a computer algebra system Risa/Asir, we can verify that the kernel Ker ψ • ϕ coincides with the ideal B 0 , B 1 , B 2 of C[x 2 , x 3 , x 4 , x 5 ] generated by B 0 , B 1 , B 2 . This implies that the kernel of ϕ is also B 0 , B 1 , B 2 and ψ is an isomorphism. Thus the following theorem holds.
We make some remarks on null fields. Recall that a null field is a nontrivial linear relations among the vectors of the form (2.7). There are two linearly independent weight 8 null fields in N , one is fixed by the automorphism θ of N and the other is an eigenvector for θ with eigenvalue −1 [5, Appendix C]. This latter one is a linear combination of vectors of the form (2.7) contained in C 2 (N ) by Lemma 4.1, and so its image in R N does not yield a nontrivial relation in R N .
The null field v 0 is, up to scalar multiple a unique weight 8 null field which is fixed by θ. On the other hand, the choice of the null fields 
We can verify that B 1 is a scalar multiple of T 1 and B 2 is a linear combination of x 2 T 0 and T 2 . Thus 
Then g s is a homogeneous polynomial of weight s. Indeed, we can express W s as follows.
Conversely,
Therefore, A is generated by g s , s = 2, 3, 4, 5 as a subalgebra of C[y, z]. We note that
That is, the kernel of an algebra homomorphism from the polynomial algebra C[t 2 , t 3 , t 4 , t 5 ] with four variables into C[y, z] which maps t s to g s , s = 2, 3, 4, 5 is generated by the three polynomials of the left hand side of the above three equations. The kernel of the homomorphism t s → g s , s = 2, 3, 4, 5 corresponds to the kernel of ψ • ϕ : x s → W s , s = 2, 3, 4, 5 by g s ↔ W s . The algebraic relations among g 2 , g 3 , g 4 , g 5 were calculated by the computer algebra system Risa/Asir.
We can verify that the terms g 
,
Denote by C[y, z] (n) and A (n) the weight n subspaces of C[y, z] and A with respect to the weight defined by wt y = 1 and wt z = 2. Recall that [n/2] is the largest integer which does not exceed n/2.
Proof. The assertion (1) is clear from the definition of weight on C[y, z]. Since A is generated by g 2 , g 3 , g 4 , g 5 , we see that A contains z j and yz j for j ≥ 2. Moreover,
Then the assertion (2) follows from the expansion of the term g
We define an action W
Since this is the case, we first consider the action of W 3 1 on R N as discussed in Section 4 and then transform it to A by the isomorphism ψ. Thus the action of 
We also note that W , 0) ). We also consider (W 3
Singular vector and ideals of
Proof. We proceed by induction on j. The equation is clear if j = 1, for both side of (6.2) are equal to (s − 1)s/2 in this case. Assume that the equation (6.2) holds for j − 1. Let t = i j . Then Q(s, j) can be written as
By the induction hypothesis, we have
we can calculate that Proof. Set v = f (0) s e(−1) n 1 for simplicity of notation. We first show (6.4). We examine which terms y 
In the i-th turn we apply 2y 2 ∂ ∂y 0
to the above monomial and obtain
In the i + 1-th turn through the s-th turn we apply −y 0
to the above monomial. Then we obtain (−1)
Hence we have
We now consider c (s,n) (i 1 ,i 2 ,...,i j ) for a general case. We adopt 2y 2 ∂ ∂y 0 in the i 1 -th, the i 2 -th, . . . , the i j -th turn for i 1 , . . . , i j with the condition (6.7) and adopt −y 0 ∂ ∂y 1 in the remaining s − j turns. Just after the (i 1 − 1)-th turn we have the monomial
Note that n − i 1 + 1 ≥ 0 by the conditions (6.6) and (6.7).
In the i 1 -th turn we apply 2y 2 ∂ ∂y 0 to the term y In the i 1 +1-th turn through the i 2 −1-th turn we apply −y 0 ∂ ∂y 1 to the term y
Note that n − i 2 + 2 ≥ 0 by (6.6) and (6.7). In the i 2 -th turn we apply 2y 2 ∂ ∂y 0 to the term y We continue the above procedures. Then we eventually have that
. . , i j satisfy the conditions 2 ≤ i 1 , 4 ≤ i 2 , . . . , 2j ≤ i j . For i 1 , i 2 , . . . , i j which do not satisfy these conditions, we have c ,i 2 ,. ..,i j ) with respect to i 1 , i 2 , . . . , i j . Therefore,
by Lemma 6.1. The proof of Theorem 6.3 is complete.
We now discuss u 0 = u 0 + C 2 (V (k, 0)) ∈ R V (k,0) for the singular vector u 0 of (2.8). Recall that y = y 0 and z = y 1 y 2 . Let
The following assertion is a consequence of Theorem 6.3.
Corollary 6.4. We have
We consider the action of the differential operator D defined by (5.3). For a homogeneous polynomial
where a −1 and a [n/2]+1 are understood to be 0. Let
be the image of f 0 (y, z) under the operator D r , r = 1, 2, . . . . Then f r (y, z) is a constant multiple of (W We can verify that the Jacobian determinant of (f 0 (y, z), f 1 (y, z)) is nonzero.
∂f 0 /∂y ∂f 0 /∂z ∂f 1 /∂y ∂f 1 /∂z = 0.
Indeed, if k = 2m − 1 is odd, then ∂f 0 /∂z contains the term z m−1 and ∂f 1 /∂y contains the term z m , whereas ∂f 0 /∂y and ∂f 1 /∂z are homogeneous polynomials of odd weight and so every term in these two polynomials involves an odd exponent of y. If k = 2m is even, then both ∂f 0 /∂y and ∂f 1 /∂z contain the term z m , whereas ∂f 0 /∂z and ∂f 1 /∂y are homogeneous of odd weight. In either case, the Jacobian determinant is nonzero.
Since the Jacobian determinant of (f 0 (y, z), f 1 (y, z)) is nonzero, P (f 0 (y, z), f 1 (y, z)) = 0 for a polynomial P (X, Y ) ∈ C[X, Y ] only if P (X, Y ) = 0. That is, f 0 (y, z) and f 1 (y, z) are algebraically independent over C.
We can verify the following lemma by a direct calculation.
Lemma 6.5. f 2 (y, z) can be expressed as follows.
where p(y, z) = −(k + 1)(k + 2) 2 ((k + 1)y 2 + kz) and q(y) = (k + 2)(2k + 3)y.
Let J be the ideal of C[y, z] defined by
Then f r (y, z) ∈ J for r ≥ 0 (6.8)
by the above lemma.
Proof. Let X = {(y, z) ∈ C 2 | g(y, z) = 0 for all g ∈ J} be the variety of the zero set of J. We need to show that dim X = 0, or equivalently, X = {(0, 0)} because X is conic.
By (6.8), D preserves J, and hence it defines a derivation on C[y, z]/J. Since J is a homogenous ideal, it is also preserved by the derivation
which corresponds to the weight 0 operator L aff (0) = (ω aff ) 1 for the conformal vector ω aff of V (k, 0). Thus we have two elements D, E in Der(C[y, z]/J). Let D x and E x be the images of these elements under the natural map Der(C[y, z]/J) → T x X for x ∈ X, where T x X is the tangent space of X at x. The determinant of the 2 × 2 matrix consisting of the coefficients of ∂/∂y and ∂/∂z in the differential operators D and E is (k + 2)y 2 − 2kz (3k + 4)yz
Suppose dim X > 0. Then there exists a point (y, z) = (0, 0) in the smooth part of X. We claim that the determinant −k(y 2 + 4z)z can not be 0. Indeed, if z = −y 2 /4 then
is nonzero, for (−1) j c j > 0. Also, we have f 0 (y, 0) = y k+1 = 0. We have proved that the vectors D (y,z) and E (y,z) are linearly independent, and hense dim T (y,z) X ≥ 2. This forces that dim X ≥ 2, which is absurd. This completes the proof.
We will study the weight n subspace J (n) of J. Since f 0 (y, z) and f 1 (y, z) are homogeneous polynomials of weight k + 1 and k + 2, respectively, we have J (n) = 0 for n ≤ k, J (k+1) = Cf 0 (y, z), and
for n ≥ k + 2. The next proposition plays an important role in our argument.
Proposition 6.7. We have an exact sequence of C[y, z]-modules
where Proof. Let F be a free C[y, z]-module with basis {P 0 , P 1 }. We assign the weight of P 0 and P 1 by wt P 0 = k + 1 and wt P 1 = k + 2 so that F is a Z ≥0 -graded module. Denote by F (n) the weight n subspace of F . Then F (n) = 0 for n ≤ k, F (k+1) = CP 0 is of dimension 1, and
for n ≥ k + 2. Let π be a homomorphism of C[y, z]-modules from F onto J which maps P r to f r (y, z), r = 0, 1.
π : F → J; P r → f r (y, z), r = 0, 1. (6.13)
Then F / Ker π ∼ = J. We will determine the kernel Ker π of π by using the equation
for n ≥ 2k + 3. Suppose a(y, z)f 0 (y, z) + b(y, z)f 1 (y, z) = 0 for some nonzero homogeneous a(y, z), b(y, z) ∈ C[y, z] with wt a(y, z) ≤ k + 1 and wt b(y, z) ≤ k. We choose a(y, z) and b(y, z) so that their weights are as small as possible. Then wt a(y, z) = m − k − 1 and wt b(y, z) = m − k − 2 for some k + 3 ≤ m ≤ 2k + 2.
Let T = a(y, z)P 0 + b(y, z)P 1 ∈ F . Then wt T = m and C[y, z]T is contained in Ker π. Take n ≥ m. We consider the dimension of the weight n subspace. Since F is a free C[y, z]-module, it follows from Lemma 5.2 and (6.12) that dim This implies that the weight n subspace (Ker π) (n) of Ker π is 0 for n ≤ 2k + 2 and that dim J (n) = n − k for k + 2 ≤ n ≤ 2k + 2 by (6.10). In particular, Finally, we determine Ker π. As shown above, (Ker π) (n) = 0 for n ≤ 2k + 2. Let n ≥ 2k + 3. Since F / Ker π ∼ = J, we have dim(Ker π) ( 
by (6.14) and (6.15) . Now, C[y, z](f 1 (y, z)P 0 − f 0 (y, z)P 1 ) is contained in Ker π and the dimension of its weight m subspace coincides with dim(Ker π) (m) for all m ≥ 0. Therefore, it is equal to Ker π and the proof is complete.
In the proof of the above proposition, the weight n subspace J (n) of J is determined. Combining the results with Lemma 5.2, we can calculate the dimension of C[y, z]/J.
Next, we study the intersection of J (n) and A.
Proof. The assertions (1) and (3) are clear from Lemma 6.8. Take n such that k + 2 ≤ n ≤ 2k + 2 and multiply f 0 (y, z) by y n−k−1 . Then we obtain an element
of J (n) , which is not contained in A by Lemma 5.2. Since dim
we have dim J (n) ∩ A = dim J (n) − 1 and the assertion (2) holds. Now, we can calculate the dimension of A/(J ∩ A) and obtain the assertion (4).
We consider some ideals of A generated by f r (y, z), r = 0, 1, 2, · · · . Let I s be the ideal of A generated by f r (y, z), 0 ≤ r ≤ s − 1 and I the ideal of A generated by f r (y, z), r ≥ 0. We will calculate the dimension of weight n subspaces I s(n) and I (n) of these ideals. First, we study I 2 = Af 0 (y, z) + Af 1 (y, z).
Proof. The weight n subspace of
Since A (0) = C and A (1) = 0, we have I 2(k+1) = Cf 0 (y, z) and I 2(k+2) = Cf 1 (y, z). Thus the assertion (1) holds. The assertions (2), (3) and (4) follow from Lemma 5.2 and Proposition 6.7. Now, we can calculate the dimension of A/I 2 and obtain the assertion (5).
Next, we study I 3 = I 2 + Af 2 (y, z).
Proof. Since f 2 (y, z) is a homogeneous polynomial of weight k + 3, we have I 3(n) = I 2(n) for n ≤ k + 2. Let n ≥ k + 3. Then the weight n subspace of I 3 is Lemma 6.10 (4) . Hence the assertion (1) holds.
There is no α ∈ C such that f 2 (y, z) = α(y 2 −2kz)f 0 (y, z) by Lemma 6.5 and Proposition 6.7. Since A (0) = C, A (1) = 0 and A (2) = C(y 2 − 2kz), we see that
It remains to discuss the case k + 5 ≤ n ≤ 2k + 3. In this case we study a necessary and sufficient condition for c(y, z) ∈ A (n−k−3) such that the equation
holds for some a(y, z) ∈ A (n−k−1) , b(y, z) ∈ A (n−k−2) . We deal with two cases k + 5 ≤ n ≤ 2k + 2 and n = 2k + 3 separately. Suppose k + 5 ≤ n ≤ 2k + 2. Then Lemma 6.5 and Proposition 6.7 imply that (6.18) is equivalent to the system of equations p(y, z)c(y, z) and q(y)c(y, z) is at least 2 and so p(y, z)c(y, z) and q(y)c(y, z) are contained in A. Hence there exist a(y, z) ∈ A (n−k−1) and b(y, z) ∈ A (n−k−2) which satisfy (6.19). Thus dim I 3(n) = dim I 2(n) +1 for k+5 ≤ n ≤ 2k+2.
Finally, we consider the case n = 2k + 3. In this case, Proposition 6.7 implies that (6.18) holds if and only if
, then yc(y, z) ∈ A and so there is no b(y, z) ∈ A (k+1) which satisfies (6.20) . If c(y, z) = y k−2j z j for some 2 ≤ j ≤ [k/2], then as before we see that there are a(y, z) ∈ A (k+2) and b(y, z) ∈ A (k+1) which satisfy (6.20) .
We have shown that
for k + 5 ≤ n ≤ 2k + 3. This completes the proof of the assertion (2). Now, the assertions (3) and (4) are clear from Lemma 6.10.
We are now in a position to discuss I 4 = I 3 + Af 3 (y, z).
Proof. We want to show that I 3 does not contain f 3 (y, z). By Lemma 6.5, the action of the differential operator D on f 2 (y, z) gives
neither of which is contained in A by Lemma 5.2. On the other hand, we know that the weight k + 4 subspace of I 3 is
since A (1) = 0. Thus I 3(k+4) does not contain f 3 (y, z) by Proposition 6.7. This, together with Lemma 6.11 (4) implies that dim A/I 4 ≤ k(k + 1)/2. Since I 4 ⊂ J ∩ A, It follows from Lemma 6.9 (4) that I 4 = J ∩ A and we obtain the assertions.
As mentioned in the proof of the above lemma, we have I 4 = J ∩A. Since I 4 ⊂ I ⊂ J ∩A by the definition of I, the following theorem holds.
(2) I = I 4 and J ∩ A = I.
In this section we study Zhu 
A basis of L(k, 0) in known [8, 20] (see [9, Theorem 1.1] also.) Using the above convention, we see that y
With respect to this action, the element y 
The element y p z q + J is of weight p + 2q. Thus
Proof. By the definition of J , it contains u 0 and W 3 1 u 0 . Hence J contains f 0 (y, z) and
We compare the dimension of the weight n subspaces of J and U ∩ J . It follows from (7.2) that dim(U ∩ J ) (n) is the difference of dim U (n) and dim(R h L(k,0) ) (n) . Since dim U (n) = [n/2] + 1 by Lemma 5.2, we see that dim J (n) coincides with dim(U ∩ J ) (n) for all n ≥ 0 by (7.3) and Lemma 6.8. Thus the assertion holds. r u 0 and so I contains f r (y, z), r ≥ 0. Since I is the ideal of N generated by f r (y, z), 0 ≤ r ≤ 3, we have I ⊂ I. This proves the lemma. 
by Lemma 7.2 and (7.2). Thus R W ֒→ R L(k,0) and the second assertion holds.
We know N ∩ J = I and N ∩ C 2 (V (k, 0)) = C 2 (N ). Moreover, Lemma 7.2 implies that
By Theorem 6.13 and Lemma 7.2, we have I 4 = I. This implies that the four vectors u 0 , W 
Zhu's algebra A(W)
In this section we study Zhu's algebra A(W) of W. We use the filtrations discussed in Section 3. Since W is the commutant of the Heisenberg vertex operator algebra M h (k, 0) in L(k, 0), the action of the operator (ω aff ) 1 on W agrees with that of the operator W , 0) ), and so it induces a homomorphism gr
Likewise, the assignment a , 0) ) is injective.
Thus the following theorem holds. 
Therefore, the following theorem is proved. [5] form a complete set of isomorphism classes of irreducible W-modules.
We make some remarks about Conjecture 4.6 of [5] . Recall that W 2 and W are denoted by ω and K 0 = M 0,0 , respectively in [5] (see [4, Theorem 4 .1] also.) The above theorem gives an affirmative answer to part of the conjecture. The C 2 -cofiniteness of W is obtained in Theorem 7.3.
As to Zhu's algebra A(W), it is known to be commutative and generated by four elements [ 
Let N r be the submodule of N generated by v r , r = 1, 2. Then N r = span C {a n v r | a ∈ W, n ∈ Z}. Since wt v r = 0, a n v r is contained in N (0) only if the operator a n is of weight 0, that is a n = o(a). Hence 
The four elements W s s−2 v, s = 2, 3, 4, 5 are of weight 1, so that o(W 2 ) acts as 1 on these elements. We consider the following system of equations.
where the left hand side is the eigenvalue of the action of o(W 2 ) and o(W 3 ), respectively on the top level Cv i,j of the irreducible W-module M i,j [5, Proposition 4.5]. We can verify that there are no integers i, j which satisfy the above system of equations for any of λ = ±6k 2 (k + 2), ±6k 2 (3k + 4). This contradicts (9.3). Thus no irreducible W-module M with weight 1 top level can satisfy the exact sequence (9.1).
The following theorem is proved.
Theorem 9.1. W is projective as a W-module.
In this section we show that the parafermion vertex operator algebra K(g, k) is C 2 -cofinite for any finite dimensional simple Lie algebra g and any positive integer k. Our argument is a slightly modified version of that in [7, Sections 3 and 4] , which is based on a result of [19] .
For a vector space X, let X * = Hom C (X, C) be its dual space. A fact used in [19] is that a vertex operator algebra V is C 2 -cofinite if and only if the dual space (R V ) * of R V = V /C 2 (V ) is contained in the restricted dual V ′ = n V * (n) of V . Indeed, the Z-grading R V = n (R V ) n of (3.3) implies that (R V ) * = n (R V ) * n . Since (R V ) * n ⊂ V * (n) , we see that (R V ) * ⊂ V ′ if and only if (R V ) n = 0 for only finitely many n. In [19] A slightly different notation is used in [7] . In fact, D(M ′ ) is denoted by D(M) in [7] . For the rest of this section, we follow the notation in [7] . Note that the dual space (M ′ ) * of M ′ is h M (h) since M (h) is finite dimensional. Thus Proof. By our hypothesis, V is completely reducible as a V ir-module and so L(0) is semisimple on V . Moreover, the eigenvalues for L(0) on V are nonnegative. Thus V (n) = 0 for n < 0.
Let 0 = v ∈ V (0) . Then v is a highest weight vector for V ir with highest weight 0. The V ir-module generated by v is an irreducible highest weight module with highest weight 0 and so L(−1)v = 0. Hence v is a vacuum-like vector by [17, Corollary 4.7.6] , [18, Proposition 3.3] , that is, u n v = 0 for all n ≥ 0 and u ∈ V . Then v ∈ C1 by [17, Proposition 3.11.4], for V is a simple vertex operator algebra. Thus V (0) = C1. The following theorem is a modified version of [7, Theorem 3.3] , namely, we remove the rationality of vertex operator subalgebras from the assumption. 
