In a (1 : b) biased Maker-Breaker game, how good a strategy is for a player can be measured by the bias range for which its rival can win, choosing an appropriate counterstrategy. Bednarska and Luczak proved that, in the H-subgraph game, the uniformly random strategy for Maker is essentially optimal with high probability. Here we prove an analogous result for the H-graph minor game, and we study for which choices of H the random strategy is within a factor of 1 + o(1) of being optimal.
Introduction
A Maker-Breaker game is defined by a set X, called the board, and a family F of subsets of X, called the winning sets. Two players, called Maker and Breaker, claim elements of the board, in rounds. If the game has bias (1 : b), in every round Maker claims one element and Breaker claims b elements. Once an element has been claimed, it cannot be claimed again. Maker wins if, after the board is completely claimed, some winning set has been fully claimed by Maker, otherwise Breaker wins.
We will consider that X is the edge set of a complete graph K n . Instead of a family F, we will consider a monotone increasing graph property P. A graph property is a family of graphs P = ∪ ∞ i=0 P i , where the graphs in P n each have n vertices. We say that P is monotone increasing if, for every n, if G 1 and G 2 are two graphs on n vertices and G 1 ⊆ G 2 , then G 1 ∈ P implies G 2 ∈ P. We denote by M the graph formed by Maker's edges at the end of the game. In the game on n vertices defined by P, Maker wins if M is in P n . We will be interested in the behavior of the game as n goes to infinity for a fixed graph property P.
We define the threshold bias of the game, denoted by b * = b * (n, P), as the minimum value such that Breaker has a winning strategy in the (1 : b * ) biased game. We will omit one or both parameters if the number of vertices or the graph property defining the game are clear.
A possible strategy for Maker is to play randomly in every round. That is, every time that Maker needs to claim an edge, the choice is made uniformly at random from the set of unclaimed edges. A similar strategy can be used by Breaker. We will add the prefix Random-to the name of a player to denote that it is following the random strategy, or Clever-to indicate that it is following the strategy that maximizes its chances of winning.
To be precise, when both players are Clever-the player who has a winning strategy always wins. When only one of the players is Clever-(say RandomMaker versus CleverBreaker), for any P, n and b, each deterministic strategy by CleverBreaker has a probability of winning against Maker's random strategy. CleverBreaker follows the deterministic strategy that maximizes said probability.
If one or both players follow the random strategy, the winner of the game is not defined deterministically. Instead, each player has a probability of winning. We change the definition of threshold to account for this: Definition 1. Let X, Y ∈ {Random−, Clever−} (or {R, C} for short). Let P be a monotone increasing graph property. We say that a function f (n) is a threshold (for P) if:
• Pr (XMaker wins against YBreaker) → 1 for b = o(f (n)).
• Pr (XMaker wins against YBreaker) → 0 for b = ω(f (n)).
Similarly, we say that f (n) is a sharp threshold (for P) if for every > 0 we have
• Pr (XMaker wins against YBreaker) → 1 for b = (1 − )f (n).
• Pr (XMaker wins against YBreaker) → 0 for b = (1 + )f (n).
We will sometimes use the notation b * XY ∼ f (n) or b * XY ≈ f (n) as shorthand to indicate that the function f (n) is a threshold or a sharp threshold, respectively, in the XMaker-YBreaker game. We will write b X Y if there exists a function with b * XY ∼ f (n) ∼ b * X Y , and we will write similarly b * XY ≈ b * X Y if a common sharp threshold exists. It is important to note we do not treat b * XY as a function, and b * XY will only be used to define the asymptotic behavior of the thresholds: if we have
When comparing the different thresholds that are obtained in this way, two phenomena have been observed to arise in different games. For some properties P, we have b *
RR , meaning that two clever players get roughly the same advantage from a certain bias as two random players. This phenomenon is called probabilistic intuition. If both players play randomly, the resulting graph M is the Erdős-Rényi random graph with a prescribed number of edges, G n, ( The other phenomenon concerns the case when b
This result was generalized in [11] to the hypergraph setting. A graph G is said to have H as a minor if there exists a family of pairwise disjoint and non-empty sets
is connected for every v, and whenever vw ∈ E(H) there exists an edge in G between S v and S w . In the H-minor game, Maker's goal is to ensure that H is a minor of M . In other words, this is the Maker-Breaker game where P is the family of graphs having H as a minor.
We will prove the optimality of the random strategy in this game, in the weak sense of b * CC ∼ b * RC . Moreover, for every (fixed) choice of H we will find a sharp threshold for the CleverMaker-CleverBreaker game, and prove that in many cases it is sharply matched in the RandomMaker-CleverBreaker game: Theorem 1. Let H be a fixed graph, and let τ (H) denote the maximum number of edges in a component of H. In the H-minor game:
Note that, if H is a forest with τ (H) ≥ 3, then we only claim b * RC ∼ n. This is not an artifact of the proof: there are choices of H where b * RC ≈ n, with the path on eleven vertices being an explicit example.
Theorem 2. Let P 11 be a path on eleven vertices. In the P 11 -minor game with bias b = 0.99n, CleverBreaker wins with high probability against RandomMaker.
A consequence of this result is that the theorem of Bednarska and Luczak which shows that b * CC ∼ b * RC in the H-subgraph game cannot always be strengthened to b * CC ≈ b * RC : Corollary 1. Let H be a path with at least ten edges or a three-legged spider (three disjoint paths meeting at a common endpoint) containing a path with ten edges as a subgraph. Then, in the H-subgraph game, b *
A related notion is that of a topological minor. A graph H is a subdivision of H if it can be obtained from H by repeatedly applying the following procedure: take an edge uv in the graph and replace it with a path uwv, where w is a new vertex. We say that H is a topological minor of G if G contains a subdividion of H as a subgraph.
Let H be a graph. In the H-subdivision game, Maker wins if H is a topological minor of M . If ∆(H) ≤ 3, then H is a topological minor of M if and only if H is a minor of M , so we will focus on the case ∆(H) ≥ 4. For this game, we will show that the maximum bias for which RandomMaker and CleverMaker win are within at most a factor of two from each other: This paper will be organized as follows: we will discuss most cases of the H-minor game and prove Theorem 1 in Section 2, we will discuss the separation between the RandomMaker and CleverMaker settings and prove Theorem 2 and Corollary 1 in Section 3, and discuss the H-subdivision game and prove Theorem 3 in Section 4.
Notation
We say "at time t" for "after t moves by each player". We denote by M t , B t and F t the graph formed by the edges claimed by Maker, claimed by Breaker and which remain free, respectively, at time t. We denote by e t the edge claimed by Maker on round t.
Proof of Theorem 1
We say that a graph is in Class i, 1 ≤ i ≤ 4, if it falls under the i-th case of Theorem 1. We will start by proving the theorem for Classes 1, 2 and 4.
Class 1
A graph on Class 1 consists of isolated vertices and isolated edges. A graph G on n vertices contains H as a minor if and only if n ≥ v(H) and G contains a matching of size e(H). For n large enough, we only need to check the matching condition.
Note that the number of edges in Maker's graph at the end of the game is (
2e(H)−2 then Maker claims fewer than e(H) edges, and therefore loses regardless of the strategy followed. In particular, CleverBreaker wins against CleverMaker.
If the game lasts for at least t rounds, the probability that e t shares a vertex with one of the previous edges is at most
, since the previous edges involve at most 2(t − 1) vertices. The probability that the first t edges form a matching is at least
Class 2
A graph on Class 2 consists of isolated vertices and paths of length 1 and 2. In particular, such a graph has ∆(H) = 2, and every graph G with H as a minor has ∆(G) ≥ 2. For bias b = 2n, CleverBreaker can prevent CleverMaker from creating a vertex of degree at least 2. More generally, the following lemma allows CleverBreaker to bound ∆(M ):
Proof. Let e t = uv. CleverBreaker claims n k−1 free edges incident to each of u and
CleverBreaker claims all free edges). Following this strategy, we maintain the invariant We will now show that, for b = (2 − )n, RandomMaker wins whp against CleverBreaker. In fact, we will show that in the first n 2/3 rounds of the game RandomMaker manages to create k disjoint paths of length two, which in particular contain H as a subgraph if k ≥ v(H).
We define inductively the sets of edges C t and D t , with C 0 and D 0 being empty, and then:
• If e t+1 is vertex-disjoint with both C t and D t , then set
• If e t+1 is vertex-disjoint with D t but not with C t , let e j ∈ C t be an edge sharing a vertex with e t+1 . Obtain C t+1 from C t by removing every edge sharing a vertex with e t+1 , and let
• If e t+1 is not vertex disjoint with D t , then set C t+1 = C t and D t+1 = D t .
We can observe by induction that C t and D t are vertex-disjoint, that C t forms a family of vertex-disjoint edges, and D t forms a family of vertex-disjoint paths of length two. Our goal is to prove that, with high probability, |D n 2/3 | ≥ 2k.
Observe that |D t | is non-decreasing. If |D n 2/3 | < 2k then |D t | < 2k for every 0 ≤ t ≤ n 2/3 . At time t there are at least n 2 − (b + 1)n 2/3 = Ω(n 2 ) free edges from which RandomMaker chooses randomly, and at most 3kn of them are not vertex-disjoint with D i , meaning that the probability that RandomMaker picks one of them is at most O(n −1 ). With high probability, the edge e t+1 is vertex-disjoint with D t for every 1 ≤ t ≤ n 2/3 . We denote this event by X. The size of C t decreases at most k times, and on the rounds where it does we have |C t | − |C t+1 | ≤ 2. If X holds then the size of C t does not remain constant, meaning that if in addition we have |D t | < 2k then |C t | ≥ t − 3k for every 1 ≤ t ≤ n 2/3 . The number of edges with one endpoint incident to C t and the other outside of both C t and D t is at least (2t − 3k)(n − 2t) = (2 − o(1))tn, out of which both players have claimed at most 2 − 2 tn, and thus at least 4 tn of which are free. On each round 1 2 n 2/3 ≤ t ≤ n 2/3 , the probability that RandomMaker chooses one of these free edges is at least
bound, the probability that at most k times one of these edges is selected is at most e −Ω(m 1/3 ) . With high probability, this is not the case, so with high probability |D n 2/3 | > 3k.
Class 4
The upper bound for this class is implied by a result of Bednarska and Pikhurko [2] , and the lower bound follows a result by Krivelevich [9] , in which a much larger minor is created:
, CleverBreaker has a strategy to prevent CleverMaker from claiming a cycle. 
Class 3
Class 3 seems to be the most complicated case to analyze. We will first prove that n 2 is a sharp threshold in the game between CleverMaker and CleverBreaker, and then prove in the next section that the situation changes if RandomMaker plays instead.
For the upper bound of the Clever-Clever case, note that every graph H in Class 3 must contain either K 1,3 or P 4 as a subgraph. Note also that, if G is a graph with H as a minor, then
Therefore, CleverBreaker only needs to be able to prevent CleverMaker from creating a copy of K 1,3 or P 4 to win.
Suppose first that K 1,3 ⊆ H. Then, for b = n, CleverBreaker can follow the strategy from Lemma 1 to win.
Suppose now that P 4 ⊆ H. We will define a strategy for CleverBreaker that forces every component in CleverMaker's graph to be a star. In this strategy, the following properties are true before every move by CleverMaker: Invariant 1. Every componenet in M t has a distinguished vertex, called its head. The component is a star centered on its head. Every edge which is free at time t connects two heads, at least one of which is an isolated vertex in M t .
At the start of the game, every vertex is isolated, and it is the head of its component. Every time that CleverMaker claims an edge uv, both endpoints are the heads of their corresponding components, and at least one of them, say u, is an isolated vertex. CleverBreaker makes v the head of the new component, claims every free edge incident to u and claims every edge from v to a non-isolated vertex.
We can check that Invariant 1 holds at the start of the game and, by following the strategy, if the invariant holds at time t then it also holds at time t + 1. We will prove that the strategy can be followed with b = n. Observe that in each round the number of heads decreases by one, so after RandomMaker's t-th move there are n − t heads, and hence at most n − t free edges incident to u. On the other hand, since Maker has claimed t edges, there are at most t non-trivial components, hence at most t non-isolated heads whose free edges to v must be claimed by CleverBreaker. This gives a total of n edges at most that CleverBreaker must claim to follow this strategy.
Next we show that CleverMaker has a strategy to claim a graph with H as a minor, for bias b = (1 − )n. This strategy is based on the box game, introduced by Chvátal and Erdős [3] . This is a particular case of Maker-Breaker game, although we will study it from a different perspective.
Suppose that we have k boxes, and let a i be the initial number of coins in the i-th box. Let m be a positive integer, which will be the bias of the game. Two players, BoxMaker and BoxBreaker, play in this game. On every round, BoxMaker removes a total of m coins from one or more of the boxes. Then, BoxBreaker removes a non-empty box. The game ends when one of the boxes becomes empty (in which case BoxMaker wins) or when there are no boxes left (in which case BoxBreaker wins). 
BoxBreaker's strategy is then to always remove the box with the fewest coins in it. The reason why this criterion is valid is that the number of coins in each box after any number of rounds still satisfies equation (1) . Now consider a variant of the previous game. Instead of removing a box, BoxBreaker places the m coins that BoxMaker removed back into one of the boxes (all coins must go into a single box). BoxBreaker cannot win (there is no winning condition in this variant), but under the same criterion as before, BoxBreaker can indefinitely prevent BoxMaker from winning.
With this in mind, we can give a sketch of the proof of the lower bound. Remember that CleverMaker's goal is to create a graph with H as a minor, by creating a family of branch sets which are connected in the right way. During the game, CleverMaker creates one by one the branch sets. The free edges incident to the branch sets play the role of the coins. CleverMaker plays as BoxBreaker in a parallel game. CleverBreaker, as BoxMaker, claims on every round some of the free edges (coins), removing them. CleverMaker finds the branch set C i with the fewest free edges incident to it and claims appropriately one of them. The new edge connects C i to a vertex that was previously not included in any branch set, so the vertex can be added to C i . This increases the number of free edges incident to C i (as expected in BoxBreaker's move).
While playing according to this strategy increases the size of the branch sets created, it does not increase the number of them. Therefore, it will be necessary to use some rounds to create a new branch set. This is possible because the number of free edges added in CleverMaker's turn is slightly larger than the number of edges claimed in CleverBreaker's turn. Theorem 6. Let H be a forest. For bias b = (1 − )n, and n > N (H, ), CleverMaker has a strategy to win the H-minor game.
Now we describe the strategy in detail. Let k = |V (H)|, and let v 1 , . . . , v k be a 1-degenerate ordering of V (H) (every vertex is adjacent to at most one of its predecessors). Let r(t) denote the number of branch sets created by the t-th round. Let C i (t) denote the branch set corresponding to v i at time t, and f i (t) the number of edges which are free before CleverBreaker's move on round t and which are incident to C i (t).
• On the first round of the game, claim an arbitrary edge uv. Set r(1) = 1, C 1 (1) = {u, v}.
• Let f i (t − 1) denote the number of free edges incident to C i (t − 1) at time t − 1. If for every non-empty subset S ⊆ [r(t − 1)] we have
then set r(t) = r = r(t − 1) + 1. Let 1 ≤ i < r be the only value such that v i v r ∈ E(H) (if no such value of i exists, select i arbitrarily). Choose a free edge uv with u ∈ C i (t − 1), v ∈ ∪ r−1 j=1 C j (t − 1), and which maximizes d Ft−1 (v). Set C r = {v}.
• If (2) does not hold for some S, let i be the value that minimizes f i (t − 1).
Choose a free edge uv with u ∈ C i (t − 1), v ∈ ∪ r(t−1) j=1 C j (t − 1) and which
We will see that, not only does this strategy lead to CleverMaker's victory, but that the duration of the game is bounded by a constant K(H, ). After fixing such K, there exists N (H, , K) such that every inequality in this proof holds for n > N .
Let T (t) be the minimum value of s such that r(s) = r(t). Let us study how the numbers f i (t) change as long as r(t) remains constant. We claim that the following condition holds: for every t ≤ K, for every non-empty S ⊆ [r(t)], we have
Notice that CleverBreaker claims (1− )n edges at each round, out of which at most j=1 C j (t−1). Therefore we have
CleverMaker and CleverBreaker together claim fewer than K(1− 2 )n edges throughout the first K rounds, meaning that among any 1000K n vertices there is one with at least (1 − 1000 )n free edges incident to it. Assuming that (3) holds for S = {i}, and taking (4) into account, we have that f i (t) ≥ 4 n. There are at most 2K 2 < 20 n free edges with both endpoints in ∪ r(t−1) j=1 C j (t − 1), so there are at least 5 n free edges from C i (t − 1) to outside ∪ r(t−1) j=1 C j (t − 1), and the number of vertices outside ∪ r(t−1) j=1 C j (t − 1) which have a neighbour in C i (t−1) is greater than 1000K n, meaning that one of them is incident to at least 1 − 1000 n free edges. By the choice of the edge selected by CleverMaker, we have
We consider several cases: Suppose first that (2) does not hold for some set S. Therefore CleverMaker adds a vertex to a branch set C i , and r(t) = r(t − 1) = r. We will show that, if (3) holds for every non-empty S ⊆ [r] replacing t with t − 1, then (3) itself also holds. Fix a set S ⊆ [r]. We distinguish two cases:
• Case 1.1: i ∈ S. In this case, combining (4) and (5), we get
• Case 1.2: i / ∈ S. In this case, we consider (3) applied to the set S ∪ {i}. Remember that, by the choice of i, we have f i (t − 1) ≤ f j (t − 1) for any j ∈ S. This leads to:
Now we consider the case in which r(t − 1) = r(t) = r. This means that (2) holds for every non-empty S ⊆ [r − 1]. Also, we have T (t) = t. We will show that (3) also holds. We distinguish two cases:
• Case 2.1: r / ∈ S. This case follows directly from (2):
• Case 2.2: r ∈ S, S = {r}. This case also follows from (2):
• Case 2.3: S = {r}. This case follows from (6):
This concludes the proof of the invariant (3) for the first K rounds. To complete the proof of Theorem 6, we need to show that for an appropriate value of K = K(H, ) the value of r(t) reaches k before t = K. Indeed, by (4), if we have (2) will also hold. But there is a constant K , depending only on and k, such that
Thus it takes at most K rounds to increase the value of r(t), and K = kK is enough to satisfy the desired conditions. This concludes the proof of Theorem 6.
To conclude the proof of Theorem 1, simply observe that by Theorem 5, RandomMaker wins against CleverBreaker for bias b = (1− ) n 2 , which combined with the upper bound of the Clever-Clever case gives b * RC ∼ n.
Proof of Theorem 2
We will next prove Theorem 2, implying that RandomMaker cannot match the threshold of the game between CleverMaker and CleverBreaker for every graph H in Class 3. For this, we will give a strategy for CleverBreaker for bias b = 0.99n.
The game lasts for ( n 2 ) 0.99n+1 = n 1.98 + o(n) rounds. CleverBreaker's strategy will divide the game into two phases, one consisting of the first 0.03n rounds and the other consisting of the rest. In the first phase, CleverBreaker's goal is to claim linearly many edges incident to every vertex, while preventing RandomMaker from creating a large component. Let I denote the set of isolated vertices in M 0.03n . If the first phase is successful, CleverBreaker's goal in the second phase is to make sure that RandomMaker's graph on I consists of stars (following a strategy similar to the one from section 2.4) and that every star in I has at most one edge to J = V \ I.
Let us first analyze the first phase in more detail. CleverBreaker's strategy goes as follows. Let I t denote the set of isolated vertices in M t , and let J t = V \I t . CleverBreaker claims 0.99n edges according to the following rules of priority:
• Edges within J t , in any order.
• Edges between I t and J t , following this procedure: the endpoint u in J t is chosen among the vertices of J t that are incident to a free edge, maximizing the size of its component in M t (ties are broken uniformly at random). The endpoint v in I t is chosen uniformly at random from the free edges incident to u.
• Edges within I t , uniformly at random.
We claim that after 0.03n rounds the following two properties hold whp:
• Every component in M 0.03n contains at most four vertices.
To prove the first claim, fix two vertices v 1 , v 2 ∈ I. We will bound the probability of |d
. . , w k } be the set of vertices in V \ {v 1 , v 2 } which are joined by a free edge to exactly one of {v 1 , v 2 } at time t. Since v 1 , v 2 ∈ I, the other edge was claimed by CleverBreaker. We consider for each i the indicating random variable of the event X i = {w i v 1 is free}. We claim that the random variables X i are mutually independent and each has probability
If D satisfies the rules for each player then so does D , and the probability of reaching D and D is the same (the relevant choices by either player are taken uniformly at random). Also note that the set W t (v 1 , v 2 ) is the same in each development, with the only difference being the vertex to which v i is connected. The mutual independence of the
2 n , which is exponentially small. We conclude that, with high probability,
001n for all 0 ≤ t ≤ 0.03n and every v 1 , v 2 ∈ I. Now we will prove the second claim. Observe first that on every round at most two vertices are added to J t , and so |J t | ≤ 2t. In addition, at most 2|J t | ≤ 0.12n free edges are added to J t , and since those edges have the highest priority, CleverBreaker claims all of them in one round. Therefore, after CleverBreaker's move there are no free edges inside J t . Every edge claimed by RandomMaker has at least one endpoint in I t , meaning that in every round at least one vertex is added to |J t |, and |J t | ≥ t.
Let m k (t) denote the number of free edges incident to components with at least k vertices in M t . As every edge claimed by RandomMaker has one of its endpoints in I t , we get that m k can only increase if RandomMaker claims an edge incident to a previously created component of size exactly k − 1 (in which case
Otherwise, since the free edges incident to large components have priority in CleverBreaker's strategy, we have
Following these inequalities, m 2 (t + 1) ≤ m 2 (t) + 1.01n, and thus m 2 (t) ≤ 0.0303n 2 . In the first 0.03n rounds the amount of edges claimed by the two players is at most 0.03n(b + 1) ≤ n 2 − 0.47n 2 , therefore on each round the probability that RandomMaker creates a component of size at least three is at most 0.0303n Next we claim that m 3 (t) ≤ n 4/3 for every 0 ≤ t ≤ 0.03n. Assume that m 3 (T ) ≥ n 4/3 for some T , and let T ≤ T be the largest value for which m 3 (T ) = 0. In the rounds T ≤ t ≤ T we have m 3 (t) > 0, and so the value of m 3 (t) increases by at most 2.01n < 3n when RandomMaker creates a component of size at least three, and it decreases by at least 0.87n > n 2 otherwise. From this we deduce that T − T ≥ n 1/3 3 and that, between the rounds T and T there were at least
increases (as one increase can compensate at most six decreases). But an increase occurs with probability at most . With high probability, this is not the case for any 0 ≤ T < T ≤ 0.03n, and m 3 (t) ≤ n 4/3 . On each round, the probability that RandomMaker creates a component of size at least four is at most n 4/3 0.47n 2 < 3n −2/3 . For every T , the probability that two components of size at least four are created between the rounds T and T + n 1/10 is at most 9n
. With high probability, any two components of size at least four are created at least n 1/10 rounds apart. Any component of size exactly four is incident to at most 4n free edges. We know that whp the component will not grow in the n 1/10 rounds after being created, and CleverBreaker claims all the edges incident to it in the first 4n 0.87n = 5 rounds after its creation. We conclude that the components of size four do not grow at all, and that no component of size at least five is created. Now we describe CleverBreaker's strategy during the second phase of the game (t > 0.03n). Remember that there are no free edges in J, and that |I| ≤ 0.97n. At any point in the game, we talk about the I-component or the J-component of a vertex as the component of that vertex in the graph induced by RandomMaker's edges on I or J. Every I-component will have a head, as in the strategy to prevent paths with four vertices from section 2.4. Initially every vertex in I is its own head.
• Whenever RandomMaker claims an edge uv within I, wlog u is an isolated vertex. Then CleverBreaker claims every free edge incident to u within I, and every edge from v to the heads of other non-trivial I-components. This requires at most 0.97n edges. Then claim free edges incident to the newly created I-component until 0.99n edges have been claimed, or until no free edges incident to the I-component are left.
• Whenever RandomMaker claims an edge uv between I and J, CleverBreaker claims every free edge incident to the corresponding I-component.
We claim that the following invariants hold:
Invariant 2.
• Every I-component is a star, with the head as its center.
• Every free edge within I connects two heads, at least one of which is an isolated vertex.
• Every I-component is incident to at most 0.98n free edges.
• Every I-component has at most one RandomMaker edge connecting it to J, and if there is such an edge then the I-component is not incident to any free edges.
The proof of the first two items is the same as in section 2.4. We will prove the latter two. We start by showing that, at the start of the second phase, every vertex in I is incident to at most 0.98n free edges. The number of edges claimed by CleverBreaker during the first phase is at most 0.03n · 0.99n = 0.0297n 2 . Out of these edges, at most |J| 2 edges lie inside J and the rest have at least one endpoint in I, meaning that the sum of the degrees of the vertices in I in CleverBreaker's graph is at least
The average degree of the vertices of I in CleverBreaker's graph is at least 0.0279n, so the average number of free edges incident to it is at most 0.9721n. But the number of free edges incident to two vertices in I can differ by at most 0.001n, hence every vertex in I is incident to at most 0.98n free edges. Now suppose that Invariant 2 holds at time t. Let e t+1 = uv. If u ∈ I and v ∈ J, then CleverBreaker can claim every free edge incident to the Icomponent of u, as there are at most 0.98n of them, and the invariant holds at round t + 1 (the I-components have not changed). If u, v ∈ I, the newly created I-component is incident to at most 1.96n free edges, out of which at most 0.97n will remain after CleverBreaker's move. The newly created I-component is also not adjacent to J, since both u and v were incident to a free edge in the previous round. Invariant 2 holds at time t + 1.
The J-components all lie in different components in M , so a path in M intersects at most one J-component. In addition, every I-component can only appear at the beginning or the end of a path, because at most one edge leaves each I-component. Moreover, a J-component can only contribute four vertices to a path (that is the maximum possible size of a J-component) and an Icomponent can only contribute three vertices (because it is a star). Thus the maximum possible number of vertices in a path in M is ten, one short of the eleven needed for a path on ten edges. This concludes the proof of Theorem 2.
As a corollary, observe that if H is a path or a three-legged spider (three disjoint paths meeting at a common endpoint) then any graph that contains H as a minor also contains H as a subgraph. Therefore the constant factor separation that we observe in the H-minor game also translates to the H-subgraph game. This means that the result from [1] n rounds for some δ = δ( ), so this is the number of edges claimed by RandomMaker. Let = (H, δ) be as in Theorem 7. We will prove that whp RandomMaker's graph M contains a subgraph M with girth at least and average degree at least ∆(H) − 1 + δ. We define the subgraph M as follows: on every round, we add e t to M unless it is incident to a vertex that already has degree at least log n in M or it creates a cycle in M of length smaller than . By construction, the girth of M is at least . We will now prove that whp e(M ) ≥ log n n vertices of degree log n in M t , so there are at most ∆(H)−1+2δ log n n 2 free edges incident to one of them. On the other hand, there are at most (∆(M )) ≤ (log n) vertices at distance at most from a given vertex, so the number of free edges that would close a cycle of length shorter than is at most n(log n) . The probability that a randomly selected free edge is not added to M is at most Markov's inequality the probability that n rounds is also o(1). We conclude that whp the subgraph M of RandomMaker's graph satisfies the conditions of Theorem 7 and so contains a subdivision of H.
Concluding remarks
In both the H-minor and the H-subdivision games, the random strategy for Breaker is close to being optimal. This appears to be the case in many different games in which the property P is hereditary increasing: if G 1 and G 2 are graph on n and n vertices, respectively, with n ≤ n and G 1 ⊂ G 2 , then G 1 ∈ P implies G 2 ∈ P. Indeed, compare these two games and the H-subgraph game to the Hamiltonicity game, in which b * CC ≈ n log n but CleverBreaker wins against RandomMaker whp for b = 1 (see [5] , [10] ). It is not known whether for every hereditary increasing property P it is true that b * CC ∼ b * RC . The question of when does a game satisfy b * CC ≈ b * RC seems to be harder to answer. The H-minor games for H in Class 1, Class 2 and Class 4 do not seem to fit into any general criterion for which this phenomenon holds, or can be conjectured to hold.
