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1. Introduction 
Many fields including management science, computer science, electrical and industrial 
engineering bring into play a number of combinatorial optimisation problems that consist 
in finding the global minimum of a cost function that may possess several local minima 
over a finite or infinite set of solutions. In practice, excellent results have been obtained by 
using local search algorithms for a wide variety of issues, leading thus to a growing 
interest in theoretical results. However, many problems are still open as a challenge. In 
the current chapter, the authors present their experience in using a double simulated 
annealing (SA) optimisation process applied to the search for the optimal sizing of 
harmonic filters placed in a distribution electrical system. The effectiveness of the SA 
algorithm will be herein argued and illustrated on a distribution system so as to 
characterise the suitable placement of filtering devices that leads to a minimum required 
power. One of its main benefits compared with a popular genetic algorithm for example is 
to supervise the configuration space at every moment and to control the convergence 
process. 
Nowadays, harmonic filters are widely installed in distribution systems for harmonic 
current filtering to achieve harmonic distortion reduction. The extent of this benefit depends 
greatly on the filtering system placement. Then, the problem focuses on several 
formulations about filters locations, their types and sizes. In the past, many efforts were put 
into the capacitor placement for reactive power compensation [1] even with a distorted 
substation voltage [2]. Many optimisation methods have found a practical application in this 
problem and the fuzzy logic [3], the simulated annealing [4], as well as the genetic algorithm 
[5] have been tested on it. A less attention has been paid for harmonic filters. A formulation 
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has been proposed in [6] with analytical expressions, which have been solved by a graphic 
method. The placement and sizing of a single filter have been also studied in [7] by a 
graphic approach. More recently, an equivalent resistance approach [8] has been applied to 
the location of a single-tuned passive filter.  
In the present chapter, the problem is formulated to minimise the filtering power with 
respect to the bus voltage constraints by limiting the harmonic currents passing through the 
filtering system. Corresponding to the harmonic currents either drawn by a passive filter or 
injected by an active filter, the filtering currents are calculated not to cancel the resulting 
harmonic voltages as proposed in [9], but to bring their magnitude within the limits 
recommended by the standards [10]. The optimisation of the filter size is then applied 
separately for each harmonic order by means of a double SA process ruled by two 
distinctive objective functions and the results are known in terms of filtering power to install 
with the resultant harmonic voltages expected on the distribution network. 
As the number of busbars able to receive harmonic filters is usually limited in industrial 
plants or on board power systems, all the possible configurations can be individually 
considered and analysed thanks to a fast harmonic simulation schedule using the 
analytical models of static converters. Consequently, the search for the suited number of 
filters, their best location and their respective dimensioning power can be properly 
conducted. 
The present chapter will clearly stress on the promising results provided by the SA theory 
when dealing with practical optimisation issues, like the placement and the sizing of 
harmonic filters that it deals with. The real power system of an electric propulsion ship will 
be then considered for illustration purposes. 
2. Simulated annealing overview 
The SA process is motivated by an analogy to annealing in solids. The idea comes first from 
a paper published by Metropolis et al. in 1953 [11]. An algorithm was then proposed to 
simulate the cooling of a material in a heat bath. This is a process known as annealing. The 
structural properties of a material that is heated past melting point and cooled afterwards 
depend on the rate of cooling. In consequence, if the liquid is cooled slowly enough, thermal 
mobility is lost and large crystals well ordered are formed, which is the state of minimum 
energy for the system. Conversely, if the liquid is cooled quickly, the crystals contain 
imperfections and the process becomes a simulated quenching that cannot ensure the 
achievement of a low energy state. 
Metropolis’s algorithm simulates the cooling process by gradually lowering the 
temperature of the system until it converges to a steady frozen state. In 1982, Kirkpatrick 
et al. [12] took the idea of the Metropolis’s algorithm and applied it to optimisation 
problem. The SA process is then used to search for feasible solutions and converge to an 
optimal solution. 
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The popularity of the SA theory comes from its ability to solve complex combinatorial 
optimisation problems which purpose is to develop an efficient technique for finding 
minimum or maximum values of a function with many degrees of freedom and many 
local minima. Based on principles of physics, a combinatorial problem can be viewed as a 
thermodynamic system where all the equilibrium properties can be resolved by standard 
statistical mechanical methods [13]. Then, states in thermodynamic usage are identified 
with solutions in a combinatorial optimisation problem. Energy in thermodynamics is the 
cost function to be minimised in a SA process. The solution space of the optimisation 
problem is explored by a probabilistic hill climbing search which step size is controlled by 
a parameter T that plays the same role of the temperature in the physical system. 
Therefore, the abstract system can be described as if it was a thermal physical system 
which aim is to locate the ground state (i.e. optimal solution) while the temperature 
declines. 
In a typical SA process, the initial temperature is set sufficiently high. A new state Xj is 
generated incrementally from the current state Xi by randomly selecting and proposing a 
move from a set of predefined ones. 
Let the energy of the current state be f(Xi) and the energy of the new one be f(Xj). The 
probability that a proposed move is accepted or rejected in the SA theory is determined by 
the Metropolis criterion (1): 
 ( ) min 1  P expBoltz ijij ΔfP Δf , ( )
kT
ì üï ïï ï= = -í ýï ïï ïî þ
 (1) 
where 
∆fij = f(Xj) - f(Xi) is the proposed energy change, 
k is a constant known as Boltzmann’s constant relating temperature to energy. 
It can be then appreciated that if the energy is decreased, the so-called Boltzmann 
probability PBoltz is greater than the unity. In that condition, the change is arbitrarily assigned 
to a probability P(∆fij) equal to one, which means that the system always moves to this state. 
Conversely, if the energy is increased, the new state is accepted using the acceptance 
distribution pij, as stated in (2): 
 ij Boltzp   P<  (2) 
where    
pij stands for a uniform random number between 0 and 1. 
When the proposed move is accepted, the new state becomes the current state; when it is 
rejected, the current state remains unchanged. Therefore, by controlling the temperature T, 
the probability of accepting a hill climbing move which results in a positive ∆fij is also 
controlled and the exploration of the state space too. 
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The driving mechanism of the SA process is described in Figure 1. The process of selecting 
and proposing a move is repeated until the system is considered in thermal equilibrium. 
Then, the temperature is reduced according to a temperature schedule and the system is 
allowed to reach thermal equilibrium again. Then, as the temperature of the system declines, 
the probability of accepting a worse move is decreased. This is the same as gradually 
moving to a frozen state in physical annealing. The process is finally stopped when no 
significant improvement is expected by further lowering temperature. At this point, the 
current state of the system is the solution to the optimisation problem. 
 
Figure 1. SA algorithm 
The major advantage of a SA process over other methods is its ability to avoid becoming 
trapped in local minima. The algorithm employs a random search which not only accepts 
changes that decrease the objective function, but also some changes that can increase it. In 
consequence, a worse move can be accepted temporarily by leading subsequently to an 
improving solution. Then, the system sometimes goes uphill as well as downhill. However, 
the lower the temperature, the less likely is any significant uphill excursion. 
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Most of the practical applications of the SA theory are in complex problem domains, where 
algorithms either did not exist or performed poorly. Among the considerations which have 
led to the choice of a SA process for solving the current issue are its ease of implementation 
and its flexibility in applications to complex optimisation problems, especially ones where a 
desired global extremum can be hidden among many poorer local extrema. Besides, 
compared to some other popular methods like genetic algorithms, a SA process offers a far 
well mastered solution space to explore. Indeed, it can be appreciated that the 
neighbourhood becomes smaller as the global optimal solution is closer, which makes the 
search process easier and speeds up the convergence. It is also important to ensure that this 
condition is met when thinking about one’s problem. For all those reasons, a SA process 
applied to the search for the optimal placement and power sizing of harmonic filters on 
large-scale electrical systems can be considered as a suitable optimisation method. 
3. Problem statement 
3.1. Network representation 
The present harmonic filtering study is based on the usual assumptions about the symmetry 
of the electrical network, the balance of the harmonic currents generated by the non-linear 
loads, and the independence between the harmonic orders. As a result, a single phase 
network is considered and the analysis is carried out for each individual harmonic order. 
Then, the relationship between nodal harmonic currents and voltages is defined through the 
admittance matrix [14], as follows: 
 h h h= ⋅I Y V  (3) 
where     
Ih : the vector of the nodal harmonic currents, 
Yh : the harmonic admittance matrix, 
Vh : the vector of the nodal harmonic voltages, 
h : the harmonic order.  
The nodal admittance matrix is obtained from the impedance of every network component and 
the nodal currents are given from the harmonic currents generated by the non-linear loads. 
In industrial distribution systems, loads are supplied through transformers by different 
voltage levels according to their rated power. Due to the voltage supplies, the filtering 
current is modified by the transformer ratio when the filter is connected to the primary or to 
the secondary side of the transformer. In consequence, the comparison between the set of 
solutions requires considering a per-unit system.  
Let Vn be a vector composed of the nominal nodal voltages. The admittance matrix 
formulation (3) can be then rewritten in an equivalent system where the relationship (5) 
between nodal harmonic currents and voltages becomes independent from the nominal 
nodal voltages. 
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 2 hn h n h
n
V
V I V Y
V
⋅ = ⋅ ⋅  (4) 
 h h h= ⋅i y v  (5) 
where 
h n h= ⋅i V I : the vector of the equivalent injected currents in kVA, 
²h n h= ⋅y V Y : the equivalent admittance matrix in kVA, 
h
h
n
= Vv
V
: the vector of the equivalent voltages in %. 
Besides, an active filter connected to the node k can be considered as a current source which 
injects a current jhk on the network. A passive filter can be also modelled by a current source 
which magnitude would represent the harmonic current that must be drawn by the filter. In 
this last case, the phase angle depends on the harmonic voltage at the coupling node. All the 
additional currents produced by the set of filters are intended to reduce the harmonic 
voltages at each busbar. The location of these filters is defined in a node list called ListFilter. 
Assuming a given number of filters, the harmonic voltages are deduced from (6): 
 (  )h h h h= ⋅ +v z i j  (6) 
where    
jh is the vector of the filtering current and zh = yh-1 the equivalent impedance matrix.  
3.2. Optimisation process 
The aim of the current optimisation problem is to minimise the total filtering power to 
connect to the grid while the voltage standards are met for each nodal harmonic voltages. 
Prior to the search for the optimal current to be injected, it is necessary to answer a first 
question about the possibility to obtain a current vector jh able to reduce the voltages within 
the limiting levels vlimit at each node. For this reason, a double SA process is applied, as 
illustrated by the complete flow chart of figure 2. The purpose of the first one is to minimise 
the harmonic voltages, while checking if a filtering solution is existing or not. 
In cases where no filtering solution can be found, the simulated voltage annealing is fully 
processed and returns the total filtering current jtotal able to check a minimum gap between 
the nodal harmonic voltages and their expected limits. Instead, when the voltage constraints 
are properly respected, the voltage annealing is partially processed. Once a local solution is 
achieved, the procedure is switched to a simulated current annealing which purpose is to 
minimise the total filtering current jtotal that meets the voltage requirements. The search 
space is actually the same regardless of the nature of the SA process; what is however 
different is the objective function, as will be argued further in the subsection 3.2.2.   
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Figure 2. General flow chart of the optimisation procedure 
The implementation of the algorithm is detailed further below and the focus is on the major 
parts of the procedure that can influence the behaviour of the SA approach to optimisation.  
3.2.1. Initialisation procedure 
When thinking about any optimisation problem, one of the first considerations is to start 
with a suitable set of initial parameters in order to ensure a good algorithm performance, 
which means the quality of the solution returned and a reasonable computation time [15]. 
The initialisation procedure deals first with the definition of the problem’s data linked to the 
specific application. It consists herein of the following input data: 
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- the electrical system’s components, 
- the initial vector current jh0, assessed from the cancellation of the harmonic voltages at 
each node where a filter is connected, 
- the resultant voltages vh0, calculated from the network impedances, 
- the maximum voltage amplitude vmax initially observed in the whole electrical system, 
- the total filtering current jtotal. 
The initialisation procedure also starts with the parameters settings for the SA process, i.e. 
the cooling schedule that consists of the initial temperature and the rules for lowering it as 
the search for the optimal solution progresses. Each of these specific features will be 
introduced and explained, regarding the current issue about the optimal placement and 
sizing of harmonic filters in electrical systems. 
• Starting temperature 
In a typical SA process, the initial temperature is set sufficiently high to allow a move to 
almost any neighbourhood state. However, if the temperature starts at a too high value, the 
search may move to any neighbour and thus transform it into a random search, at least in 
the early stages. At the moment, there is no known method for finding a suitable starting 
temperature for a whole range of problems. An idea is to use the information on the cost 
function difference between one neighbour and another one to calculate a correct initial 
temperature. Another method suggested in [13] is to rapidly heat the system until a certain 
proportion of worse solutions are accepted and then slow cooling can start. 
In the current application where a double SA process is considered, two initial temperatures 
for the voltage and the current annealing respectively are set as defined in (7) and (8). The 
both relationships mean that a 60% tolerance is allowed as regards the acceptance of an 
unfavourable harmonic voltage equal to twice the required limits and a jump of 30% in the 
amplitude of the average current is accepted with a same 60% tolerance. 
 
limit2 max( )
ln(0.6)
vT
´=- v  (7) 
 
0
 
0.3
ln(0.6)
qh
q ListFilter
i
j
T
Î
´
=-
å
 
 (8) 
• Final temperature 
It is usual to let the temperature decrease until it reaches zero. However, this can make the 
algorithm run for too long, which should be a major drawback. In practice, the stopping 
criterion is a suitably low temperature, since the chances of accepting a worse move are 
almost the same when the temperature is null. In other words, the stopping criterion is met 
when the system is frozen at the current temperature; that is, no better or worse moves are 
being accepted. 
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• Cooling schedule 
The temperature decreases during the search according to a function known as the cooling 
(or annealing) schedule. The way in which the temperature declines is critical to the success 
of the algorithm. Theory states that the number of iterations to execute at each temperature 
should be large enough to reach the thermal equilibrium. 
In the literature, several theoretical and empirical control schemes are suggested [16-19] and 
can be categorised into classes such as monotonic schedules, geometric schedules, quadratic 
schedules and adaptive cooling schedules. Actually, many attempts have been made to 
derive or suggest good annealing schedules. Several comparative studies on the large 
variety of proposed cooling strategies are discussed in [20-22].  
In a conventional SA process, the way to decrement the temperature is a simple linear 
method. By declining the temperature constantly, it provides the search with a higher 
transition probability in the beginning of the search and lower probability towards the end 
of the search. An alternative is a geometric decrease by a constant factor α (0 < α < 1). Then, 
experience shows that α should lie between [0.8 – 0.99], with better results found in the 
higher end of the range. However, the higher the value of α, the longer it will take to 
decrement the temperature to the stopping criterion. 
The proposed annealing procedure tested on the minimum power sizing scheduling 
problem involves the above cooling schedule known as an exponential schedule (9), with a 
coefficient α equal to 0.95 in order to compromise between computation time and 
optimisation performance. 
 0( )
tT t T a= ⋅  (9) 
where t (for ‘time’) is the step count and T0 is the starting temperature. 
• Iterations at each temperature 
The final decision to make is the number of iterations to consider at each temperature. A 
constant number seems to be an obvious scheme. An alternative is to dynamically change 
this number as the algorithm progresses. At lower temperature, it is advisable to set a large 
value so that the local optimum can be fully explored. At higher temperatures, the number 
of iterations can be less. 
In the current issue, the number of steps Nsteps was set in connection to the number of 
possible harmonic filters Nfilters to connect to the grid, as given in (10): 
 ( 2)steps filtersN n N= ⋅ +  (10) 
where n is a suitably large integer (n ≅ 200), defined to achieve the thermal equilibrium prior 
to a next temperature change. 
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3.2.2. Problem specific decision 
Another set of decisions to make is specific to the problem to solve and is presented further 
below. 
• Neighbourhood structure 
When thinking about the problem of optimal filtering power sizing, the choice of the way to 
move from a current solution to another one is questioned. This means that a 
neighbourhood is to be defined. A relevant study is proposed in [23]. 
In the present application, the generator of random changes in the configuration is based on 
a varying neighbourhood as the algorithm progresses. The amplitude of the filtering current 
is then randomly selected in a solution space according to (11): 
 ( )j ik kh hJ T Jb= ⋅  (11) 
nodes
v i
k = 1, .., N
i : index of the current state
j : index of the new state
β : weight factor depending on the temperature parameter T = T  or T
ìïïïïïïíïïïïïïî
 
Consequently, as the temperature declines, the weight coefficient β is adjusted as a function 
of Tv or Ti depending on whether the SA process is applied to the harmonic voltages or to 
the filtering currents and the neighbourhood is gradually restricted, which ensures the 
success of the convergence process towards the expected global optimum. 
• Cost function 
Then, a cost function that models the current problem to solve is needed. As it will be calculated 
at every step of the algorithm, this objective function must be also easy and fast to calculate. 
As the proposed algorithm (Figure 2) involves a double SA, a test procedure is 
systematically performed in order to assess whether or not the annealing process should be 
applied to the voltage or to the current according to the gap observed between the maximal 
nodal voltage newly calculated and the required limits. If the nodal voltage is thus more 
than the specified requirements, a voltage annealing is applied; conversely, if the standard is 
met, a current annealing is conducted. Then, the following stages of the algorithm are those 
of a conventional SA scheme like previously described in section 2. 
In consequence, two distinctive objective functions can be referred depending on the nature 
of the SA process executed. When the problem shows no filtering solution, it means that no 
injected current goes to providing remedies for a reduction of the harmonic voltages below 
the standards. The objective is then specifically directed at decreasing as far as possible the 
nodal harmonic voltages to closely approximate the specified limits. Thus, the appropriate 
cost function (12) is defined as the standard deviation between the harmonic voltages and 
their threshold values over all the electrical system’s nodes. 
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 ( )h k limit kh
1
1
min   min . v  - v ²
nodesN
k
v
N =
é ùê úé ùD = ê úê úë û ê úë û
å   (12) 
Instead, when the voltage conditions are satisfied, the existence of a global optimum is 
clearly confirmed. The voltage annealing process is limited to the success of a local search 
which already guarantees a solution that works. Then, it automatically switches to a 
simulated current annealing which optimisation process is naturally applied to the 
harmonic currents injected by the filters connected to the grid. In that second instance, the 
objective is to minimise the total filtering current jtotal that preserves the voltage 
requirements. The resultant cost function is therefore defined by (13) with respect to the 
constraint (14) on each nodal harmonic voltage vhk. The returned value of the total filtering 
power is then minimal while the maximal nodal voltage meets the expected limits. 
 total
 
min j   min j
Î
é ùê úé ù =ê ú ê úë û ê úë û
å qh
q ListFilter
  (13) 
 k  limit k nodesh       v   v  k  1,.., N£ " =  (14) 
It can be appreciated that the minimum filtering power is obtained for the locations defined 
by the list of nodes (ListFilter) initially proposed. The optimal placement on the distribution 
network is then determined by testing all the possible combinations of the filters 
connections. In practice, the number of configurations is often small due to the limited 
number of busbars able to accept harmonic filters. As a result, an optimal process is not 
required to determine the 'best' configuration corresponding to the minimum value of the 
filtering power. Besides, the minimum power is not necessarily the best solution retained by 
an electrical engineer who must take into account many other technical and economical 
considerations. It seems then better to give the optimal solution for each configuration and 
to leave the engineer to select the best strategic choice afterwards. 
4. Application to a ship power system 
Tested on several real power systems, the above optimisation technique is presently 
implemented into a software package developed in C language. The example of an aboard 
ship power system is proposed further below so as to point out the benefit of the SA process 
to a very practical issue regarding harmonics and power quality in electrical systems. 
4.1. Description of the power system 
The electrical ship network of figure 3 is composed of six busbars with three voltage levels: 
690V, 400V and 230V. Four 1.8MVA generators supply the 690V busbar (TPF1). The main 
powerful loads including the electric propulsion system are then connected directly to it. 
The propulsion system is made up of two variable speed drives (MP_BD, MP_TD) with a 
twelve-pulse structure. Five low voltage busbars, i.e. one 400V busbar on the port side and 
another one on the starboard side in addition with three 230V busbars, distribute the energy 
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everywhere aboard ship. According to their rated voltage, they supply the onboard 
equipment: two winches (MT_BD, MT_TD), the lighting system, several UPS units and 
battery chargers. Every load is modelled at each node by an equivalent linear impedance or 
by an equivalent source of current for the converters and the fluorescent lighting. The 
detailed specifications of the power system are given in the tables 8, 9, 10 of the appendix. 
 
Figure 3. Single line diagram of the aboard ship network  
The above-mentioned non linear loads inject harmonic currents in the network, which 
induces unfavourable resultant voltages. The IEC standard limits harmonic voltages 
according to the specifications given in the table 1. Nevertheless, the shipyard imposes even 
lower levels in order to guarantee a better power quality on the low voltage distribution 
system which might supply sensitive equipment. 
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harmonic order (h) 5 7 11 13 
IEC – Vh (%) 6 5 3.5 3 
shipyard - Vh(%) on 690V 3.5 3.5 3 3 
shipyard - Vh(%) on 400V & 230V 3.5 3.5 1.2 1.2 
Table 1. Harmonic voltage limits 
 
n° busbar 1 2 3 4 5 6 
Vh=11 (%Vn) 4.88 5.40 5.43 5.46 5.40 5.49 
Table 2. Harmonic voltage: 11th order in configuration A 
 
n° busbar 1 2 3 4 5 6 
Vh=5 (%Vn) 3.28 3.74 3.88 4.59 4.06 5.41 
Table 3. Harmonic voltage: 5th order in configuration B 
4.2. Study statement 
The two most stringent configurations will be presented and discussed further below. The 
first one relates to the study of the 11th harmonic order when the ship is travelling at full 
speed with three diesel engine generators running (configuration A). The second one 
involves the study of the fifth harmonic order when the ship is on berth with only one diesel 
engine generator operating (configuration B). Given the harmonic currents introduced by 
the non-linear loads of the electrical system as mentioned in the table 9 of the appendix, the 
simulation of the power system for the both configurations above shows the results of the 
table 2 and the table 3 respectively. It can be appreciated that the resulting voltage levels for 
the 11th harmonic order extend far beyond the limits set by the requirements. When 
simulating the harmonic voltages for the 5th order when the ship is in dock, the specified 
limits are not exceeded on the 690V busbar only. A filtering schedule is however required on 
the other busbars. The choice of the most suitable placement is then questioned: is it better 
to plan filtering on the 400V busbar or on the 230V busbar? The proposed optimisation 
procedure makes it possible to get answers to that critical question. 
As displayed in figure 3, the electrical system shows six nodes and thus offers six possible 
placements for active or passive filters. With six possible locations, the number of filters can 
vary from one to six. A complete analysis to determine the most suitable placement(s) to 
select requires sixty-three case studies. With the support of the implemented software, all 
the combinations are examined in 9.3 seconds of CPU time with a personal computer fitted 
out with an Intel© CoreDuo T8100, 2.1GHz processor. Among the list of the possible filtering 
solutions, the most relevant ones will be presented and argued in the following section. 
In order to ensure that the optimisation procedure works well, several variables have been 
saved at each temperature of the SA process as the search for the optimal solution moves 
forward. The progress of the filtering power and the nodal voltages is then reported at the 
end of the computation procedure in order to control the performance of the convergence 
towards the global optimal solution. 
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4.2.1. Eleventh harmonic order in the configuration A 
• Filters on the 690V busbar 
The present study considers a single filter connected to the main 690V busbar (TPF1), at the 
same location than the propulsion system injecting the greatest harmonic currents. The 
optimal filtering power provided by the proposed algorithm amounts to 158.9kVA, as 
mentioned in the table 4. 
 
Filtering power (kVA) Harmonic voltage (%Vn) 
1 2 3 4 5 6 total 1 2 3 4 5 6 
158,9 - - - - - 158,9 0,39 0,93 0,93 1,20 0,97 1,20 
15,0 50,4 44,1 - - - 109,5 1,79 0,93 1,10 1,20 0,97 1,20 
143,1 - - 0,8 1,2 2,0 147,1 0,67 1,20 1,20 1,03 0,99 0,90 
Table 4. Filtering of the 11th harmonic order on the 690V busbar – Configuration A 
It can be then noticed that the resultant harmonic voltage is very low at the filtering node 
whereas it becomes very close to the specified limits at the other nodes 4 and 6. The voltage 
requirements are however met at every busbar, even though the limit value of 1.2% is 
reached on the 230V busbars that are the farthest from the filter’s location. 
From the sixty-three possible combinations, thirty-two of them assume that one filter at least 
is to connect at TPF1. These solutions however offer different results according to the 
filtering nodes considered. For example, three filters connected to the 690V and 400V 
busbars require a lower total power of 109.5kVA as displayed in the table 4, with harmonic 
voltages at the nodes 4 and 6 still maintained within the specified limits. This solution is 
actually the best one. When considering another possible combination with harmonic filters 
on the 690V and 230V busbars respectively, the proposed solution shows a large filter to 
connect at TPF1 in addition with smaller ones distributed on the three 230V busbars, in 
compliance with the harmonic voltages within the specified requirements of the table 1. 
Even though the total filtering power is slightly lower than that obtained with a single filter 
placed on the 690V busbar, common sense tell us that the global cost of the filtering system 
may be higher due to a minimum cost required by the placement of filters with their 
associated equipment such as cables and breakers. Then, the connection of too small filters 
might be no economically interesting.  
Figure 4 indicates the progress of the main variables during the SA procedure. The graphs 
show a convergence of the voltage up to the fixed limit while the filtering power decreases 
towards an optimal value corresponding to the power distribution that minimises the total 
power. It must be however noticed that the filtering power represents only the magnitude of 
the current jh that would be injected by an active filter. The variations of its phase angles 
which are not reported herein, could explain the greatest fluctuations of the harmonic 
voltages while power remains constant. 
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Figure 4. Filtering power and harmonic voltages – Combination {1,4,5,6} for h = 11 – (Conf. A) 
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• Filters on the 400V busbars 
The second group of combinations presented below assumes that filters are placed on the 
400V busbars together with some additional ones connected to the 230V busbars. The table 5 
and Figure 5 show the resultant harmonic voltages and the filtering power progress during 
the optimisation procedure. When only one filter is connected to TPF2 or TPF3, the specified 
limits on harmonic voltages cannot be respected. The optimisation procedure returns then 
the optimal power sizing associated with the lowest maximal harmonic voltage observed in 
the electrical system. An alternative is to place two filters on the both 400V busbars: then, 
the harmonic voltages are within the limit values, whatever the voltage levels throughout 
the electrical system. Compared with the placement of a single filter on the 690V busbar 
(TPF1): 
- the convergence is achieved with a lower total power of 104.6kVA, 
- the resultant voltage on the 690V is higher but remains below the requirements, 
- the harmonic voltages on the 230V busbars at nodes 4 and 6, reach the limit of 1.2%. 
When filtering the 230V busbar (node 4 or 6) in addition with the both 400V busbars, the 
results compared with the previous one do not change significantly regarding the total 
power. Only the distribution of the maximal harmonic voltages is different according to the 
nodes. Besides, when only one filter is connected to the 400V busbar (TPF2 or TPF3) and 
several smaller ones to the 230V, the voltage limit observed on the 400V busbar with no 
filter is exceeded. It can be however noted in Figure 5 the progress in reducing the involved 
harmonic voltages. Initially, when the annealing temperature is high, some large increases 
in the harmonic voltages are accepted and some areas far from the optimum are explored. 
As execution continues and the temperature falls, fewer uphill excursions are tolerated with 
smaller magnitude. This performance is typical of the SA algorithm. Even if the voltage 
amplitudes remain greater than the specified limits, the returned values are the best 
expected ones. 
Filtering power (kVA) Harmonic voltage (%Vn) 
1 2 3 4 5 6 total 1 2 3 4 5 6 
- 114,5 - - - - 114,5 1.66 1.40 2.25 1.03 1.34 2.34 
- - 119,5 - - - 119,5 1.51 2.11 1.49 2.34 2.14 1.35 
- 55,1 49,5 - - - 104,6 1.94 0.92 1.10 1.20 0.96 1.20 
- 49,7 51,9 0,3 - - 101,9 2.02 1.16 1.10 1.20 1.19 1.20 
- 56,6 46,0 - - 0,7 103,3 1.98 0.93 1.20 1.20 0.97 1.16 
- 73,6 - 3,0 - 17,8 94,4 2.37 1.21 2.44 1.20 1.23 1.35 
Table 5. Filtering of the 11th harmonic order on the 400V busbar – Configuration A 
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Figure 5. Filtering power and harmonic voltages – Combination {2,4,6} for h = 11 - (Conf. A) 
• Filters on the 230V busbars 
The analysis of the combinations involving one, two or three harmonic filters on the 230V 
busbars as displayed in the table 6, leads to the same conclusion: whatever the number of 
filters connected, none of the proposed solutions are able to fit the harmonic voltage 
requirements. It can be however noticed that a filtering solution on the 230V busbars could 
be considered if the harmonic voltage limits were less severe. For example, the table 6 shows 
that the combination of three filters connected to the nodes 4, 5, 6 respectively could meet 
the requirements set by the IEC Standard (i.e. 3.5% for h=11). 
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• Concluding remarks 
Among the different solutions discussed above for the configuration A, the optimal filtering 
solution that offers a minimal total power is achieved with three filters, connected to the 
nodes 2, 3, 4 respecttively, as shown in Figure 6. However, when thinking about some other 
considerations like the cost involved by the connection of an additional filter (outputs, 
protecting devices, etc…), the decision to make can be greatly influenced. Then, a 
comparison with the gain offered on the total filtering power and the power quality of the 
electrical system would be worthwhile considering. 
 
Figure 6. Filtering power and harmonic voltages – Combination {2,3,4} for h = 11 - (Conf. A) 
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Filtering power (kVA) Harmonic voltage (%Vn) 
1 2 3 4 5 6 total 1 2 3 4 5 6 
- - - 9,4 - - 9,4 4.66 4.93 5.21 2.04 4.93 5.28 
- - - - 30,4 - 30,4 4.08 3.73 4.64 3.88 3.02 4.72 
- - - - - 29,9 29,9 4.08 4.62 3.76 4.72 4.63 2.82 
- - - 6,5 22,7 23,9 53,1 3.50 3.22 3.38 1.36 1.76 1.79 
Table 6. Filtering of the 11th harmonic order on the 230V busbar – Configuration A 
4.2.2. Fifth harmonic order in the configuration B 
• Filters on the 690V / 400V / 230V busbars 
Except in the situation where only one filter is located at the node 4 or 5 (230V), every other 
filters combination allows to meet the harmonic voltage specifications. The table 7 and 
Figure 7 illustrate the main results for the new configuration. Nevertheless, it can be noted 
that the filtering power can vary greatly in a ratio from 1 to 4 according to the selected 
connection point. Then the maximum power level near to 51kVA is achieved with a filter 
connected to the node 1 or 2 while the minimum value of 14.5kVA is obtained with a 
filtering applied to the nodes 4 and 6. 
The proper working of the optimisation process can be then appreciated: the implemented 
procedure allows to assess a suitable filtering power in compliance with the specified limits 
set to 3.5% for the fifth harmonic while minimising the total power involved. This also 
highlights the interest to search for the optimal number and placement of harmonic filters to 
connect to the grid. In the proposed example, the placement of two filters at the nodes 4 and 
6 allows to solve the matter whereas a single filter connected to the node 4 cannot meet the 
voltage requirements for a similar filtering power near to 14 kVA. 
5. Conclusion 
This chapter deals with a new technique to optimise the both placement and sizing of the 
harmonic filters to connect to a distribution system. Then, the problem is solved by a 
combinatorial optimisation method using successively two SA processes. The objective is to 
reduce the harmonic voltages with respect to the standards and to achieve a minimum 
power size in view of maximum savings in the equipment cost.  
The optimisation technique has been implemented into a software package and tested on 
several real power systems. The tables of results giving information about the optimal 
filtering power and the resultant harmonic voltages allow fast comparisons between 
numerous configurations. 
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Filtering power (kVA) Harmonic voltage (%Vn) 
1 2 3 4 5 6 total 1 2 3 4 5 6 
50,7 - - - - - 50,7 1.41 1.86 1.98 2.71 2.17 3.50 
 51,1     51,1 1.41 1.34 1.98 2.10 1.61 3.50 
- - 37,9 - - - 37,9 1.85 2.32 1.98 3.19 2.65 3.50 
- 2,2 36,3 - - - 38,5 1.83 2.28 1.98 3.14 2.60 3.50 
- - 37,4 0,7 - - 38,1 1.85 2.31 1.98 2.98 2.63 3.50 
- - - 13,5 - - 13,5 2.81 3.13 3.40 3.53 3.45 4.92 
- - - - - 29,6 29,6 2.18 2.64 2.42 3.50 2.96 1.79 
- - - 1,9 - 12,6 14,5 2.73 3.17 3.17 3.44 3.50 3.50 
- 0,7 0,6 1,6 - 12,1 15 2.72 3.16 3.15 3.50 3.49 3.50 
Table 7. Filtering of the 5th harmonic order on the 690V/400V/230V busbar – Configuration B 
 
Figure 7. Filtering power and harmonic voltages – Combination {4,6} for h = 5 - (Conf. B) 
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The analysis of every one can provide several equivalent solutions in terms of total power 
but shows different voltage distributions. The practical cases discussed in this chapter 
conclude that for a similar filtering power, some other practical considerations like the 
minimum cost of the filter installation, the available place aboard ship, the expected power 
quality at the moment and the further system evolution, must also be taken into account so 
that the best solution can be suitably identified.  
Consequently, the optimisation method associated with the implemented software must be 
considered as an interesting support for the engineer in charge of the placement of harmonic 
filters onto the grid. Also given practical purposes, the use of the calculation tool should 
make easier the harmonic filters sizing and provide a good starting point to make the right 
decision in terms of filtering solutions. Improvements of power quality together with the 
optimisation of the power to install in electrical distribution systems are today a critical 
challenge that deserves our undivided attention. 
Appendix 
The specifications of the power system described in figure 3 are summarised in the 
following table 8 and table 10. The impedance of the cables is neglected due to their small 
length. The harmonic analysis is achieved from the currents injected by the non linear loads 
given in the table 9. 
 
 
ref. Un (V) P (kW) Q (kvar) 
Zeq1 690 160 126 
Zeq2_BD 400 315 237 
Zeq3_TD 400 300 225 
Zeq4 230 56 #0 
Zeq5 230 40 #0 
Zeq6 230 56 #0 
DA1-DA3 690 1180 11800 (SCC) 
DA4 690 OFF OFF 
 
 
Table 8. Linear load parameters 
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order h
Irms(A) 
5 7 11 13 
MP_BD 0 0 53.7 38.8 
MP_TD 0 0 53.7 38.8 
MT_BD 46.5 24.7 14.4 9.75 
MT_TD 46.5 24.7 14.4 9.75 
UPS_BD 30.2 18.6 15.2 9.3 
UPS_TD 30.2 18.6 15.2 9.3 
Fluo_ES 5.4 0.8 0.4 0.4 
UPS4 1.6 1.0 0.8 0.5 
Fluo_BD 8.9 1.3 0.6 0.6 
Fluo_TB 8.9 1.3 0.6 0.6 
UPS6 1.6 1.0 0.8 0.5 
Table 9. Harmonic currents (A) injected by the non linear loads of the power system 
 
ref. U1n (V) U2n (V) Sn (kVA) ucc (%) 
TR3 690 400 2000 5.5 
TR4 690 400 2000 5.5 
TR5 400 230 300 6 
TR6 400 230 300 6 
TR8 400 230 80 5.5 
Table 10. Parameters of the power transformers 
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