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• Índice Alfabético. 110
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0 Introducción y resumen de la
memoria.
El estudio de la diferenciabilidad de las funciones definidas sobre espacios de
dimensión infinita ha estado presente desde el principio de la construcción
de la teoŕıa de operadores a comienzos del siglo XX. Uno de los principales
motivos fue dar condiciones similares a la anulación de la primera derivada
de una función para la que se buscan extremos locales en el contexto más
general del cálculo de variaciones.
Recordemos que el objetivo del cálculo de variaciones es encontrar condi-
ciones sobre una función y ≡ y(x) que deben ser satisfechas de modo que
F (y) sea un extremo y donde F es una expresión que involucra a y (y posi-
blemente a su derivada) que toma valores reales. Euler descubrió a finales del
siglo XVIII una condición necesaria (recogida hoy en d́ıa las llamadas ecua-
ciones de Euler-Lagrange) para que una función y sea un extremo del
funcional F , análoga a la condición de la anulación de la primera derivada de
una función real. Posteriormente Lagrange derivó la misma fórmula usando
ix
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variaciones.
Uno de los primeros esfuerzos importantes para elaborar una teoŕıa abs-
tracta de espacios de funciones y de funcionales fue realizado por Maurice
Fréchet en su tesis doctoral de 1906, [26]. En lo que Fréchet llamó cálculo
funcional, intentó unificar en términos abstractos las ideas contenidas en
los trabajos de Cantor, Volterra, Arzelà, Hadamard y otros matemáticos del
siglo XIX.
En su tesis, Fréchet introdujo los espacios métricos, a los cuales llamó
espacios ε, y proporcionó las nociones de continuidad y diferenciabilidad que
extienden las correspondientes a funciones reales en el marco de estos espacios
generales. Merece la pena recordar su definición de diferencial, pues es el
modelo de definiciones posteriores realizadas en situaciones más generales.
Si y ≡ y(x) es una función continua definida en [a, b] con valores reales,
Fréchet supone la existencia de un funcional lineal L tal que
F [y + η]− F [y]− L[η] = εM(η),
donde η ≡ η(x) es una es una “variación sobre y(x)”, M(η) es el máximo del
valor absoluto de η sobre [a, b] y ε tiende a 0 cuando M tiende a 0; entonces
L es, por definición, la diferencial de F (y). Las formulaciones finales fueron
dadas por Elizabeth le Stourgeon en 1920, [56]. Se dice que el funcional F
tiene un diferencial en y0 si existe un funcional lineal L tal que para todos
x
los arcos y0 + η en un entorno de y0, se verifica la relación
F (y0 + η)− F (y0)− L(η) = M(η)ε(η),
donde M(η) es el máximo del valor absoluto de η sobre el intervalo [a, b] y
ε(η) tiende a 0 cuando M(η) tiende a 0. Es decir, en la terminoloǵıa de los
espacios de Banach, F (y0 + η) − F (y0) − L(η) = ε(η)‖η‖, donde ε(η) tiende
a 0 cuando η tiende a 0 (≡ ‖η‖ tiende a 0).
Posteriormente, en los años 20, Banach introdujo la noción de espacio
normado completo, lo que Banach llamó espacio de tipo (B) y hoy en d́ıa se
conoce como espacio de Banach, con el propósito de generalizar la teoŕıa de
las ecuaciones integrales. A partir de este momento se comienzan a estudiar
las propiedades de la diferenciabilidad de las funciones convexas y más con-
cretamente de la norma en el marco de estos espacios. Resultados iniciales en
la teoŕıa son, sólo por mencionar algunos, el Teorema de Mazur, [42], en 1933
sobre la diferenciabilidad “automática” de las funciones convexas en espacios
separables, y la caracterización de Šmulyan, [53], en 1940, de la diferenciabi-
lidad de la norma en términos del comportamiento de los funcionales soporte
de la bola cerrada unidad del dual.
Comienza de este modo el estudio de ciertos comportamientos de la estruc-
tura de un espacio de Banach que son consecuencia de la existencia de una
norma equivalente con ciertas propiedades. El pricipal atractivo de este tipo
de resultados radica en la posibilidad de deducir propiedades topológicas a
xi
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partir de la forma de su bola unidad. Como ejemplo podemos citar los clásicos
teoremas de Milman-Pettis: Todo espacio de Banach uniformemente convexo
es reflexivo, y de Fan-Glicksberg: Todo espacio de Banach dual con norma
Fréchet diferenciable es reflexivo.
En 1968, E. Asplund, [3], extendió el Teorema de Mazur estudiando una
cierta clase de espacios de Banach (ahora llamados espacios de Asplund1)
en los cuales es cierta una conclusión más fuerte (se reemplaza la Gâteaux
diferenciabilidad por la Fréchet diferenciabilidad). El trabajo de Asplund
abrió el camino a una intensa actividad investigadora que culminó produ-
ciendo, entre otros, resultados de caracterización alternativa de tales espacios,
como los debidos en buena parte a C. Stegall, [55].
Paralelamente, se ha realizado un esfuerzo para encontrar condiciones geométricas
suficientes para que un espacio sea de Asplund. El propio Asplund probó que
un espacio de Banach cuyo dual es estrictamente convexo es un espacio de
Asplund. Posteriormente, en 1976, I. Ekeland y G. Lebourg, [21], probaron
que todo espacio con norma Fréchet diferenciable es de Asplund.
En la dirección contraria, durante años se conjeturó que todo espacio de As-
plund admite una norma equivalente Fréchet diferenciable, conjetura errónea
1Un espacio de Asplund es un espacio de Banach tal que toda función convexa y continua
definida en un abierto convexo es Fréchet diferenciable en un subconjunto denso del
dominio de la función.
xii
como ha demostrado R. Haydon, [35], encontrando un espacio C(K) de As-
plund que ni siquiera tiene una norma Gâteaux diferenciable. A la vista
de este ejemplo interesa encontrar condiciones geométricas que no necesaria-
mente impliquen la Gâteaux diferenciabilidad de la norma para que el espacio
sea de Asplund. En la búsqueda de propiedades de este tipo, se estudió la
relación entre la diferenciabilidad de la norma y la “aplicación dualidad” de
un espacio de Banach, cuya definición es la siguiente: Si x es un punto de un
espacio de Banach X, se puede demostrar fácilmente por medio del Teorema
de Hahn-Banach que existe x∗ ∈ X∗ tal que ‖x‖ = ‖x∗‖ y 〈x, x∗〉 = ‖x‖2.
Este elemento x∗ no es único en general (aunque si X∗ es estrictamente con-
vexo, como es el caso de los espacios de Hilbert o los espacios Lp(Ω) con
1 < p < ∞, entonces es único). De manera general se denota para cada
x ∈ X:
J(x) := {x∗ ∈ X∗ : ‖x∗‖ = ‖x‖, 〈x, x∗〉 = ‖x‖2}.
La aplicación multivaluada x 7→ J(x) se suele llamar la aplicación duali-
dad de X sobre X∗. La aplicación dualidad fue introducida por Beurling y
Livingstone en 1962, [6].
Para estudiar las diferentes formas de continuidad de la aplicación duali-
dad se dispone de las nociones de semicontinuidad inferior o superior
de una función conjunto valuada entre espacios topológicos. El estudio sis-
temático de este tipo de propiedades fue iniciado en 1964 por Cudia, [13].
En dicho art́ıculo Cudia probó que si se exige la semicontinuidad inferior
en x ∈ X, dotando a X∗ de cualquiera de las topoloǵıas de la norma, w o
xiii
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w∗, la aplicación dualidad es univaluada en x, es decir, la norma es Gâteaux
diferenciable en x. Concretamente prueba que la aplicación dualidad es semi-
continua inferiormente en x ∈ X para la topoloǵıa w∗ si y sólo si la norma
es Gâteaux diferenciable en x y también que la aplicación dualidad es semi-
continua inferiormente en x ∈ X para la topoloǵıa de la norma si y sólo si
la norma es Fréchet diferenciable en x.
La correspondiente formulación para el caso de la topoloǵıa w, intermedia
entre la w∗ y la de la norma en el dual, introduce el concepto de punto muy
suave, es decir, x ∈ X es un punto muy suave si y sólo si la aplicación
dualidad es semicontinua inferiormente en x para la topoloǵıa w de X∗. Este
tipo de continuidad fue estudiado por J. Diestel y B. Faires, [17], en 1974
(ver también [16]).
Si, de acuerdo con lo dicho anteriormente, se quiere evitar que la función
de dualidad sea univaluada, no hay más remedio que substituir la noción de
semicontinuidad inferior por otra noción más débil. La semicontinuidad su-
perior ha sido poco estudiada. La razón de este desinterés se debe en, nuestra
opininión, a tres razones fundamentales: No se conoce una caracterización
mediante cocientes diferenciales, no es estable frente a sumas directas, y so-
bre todo, existe una noción parecida a la semicontinuidad superior que ha
resultado ser la más adecuada a la hora de trabajar con la función dualidad,
como veremos a lo largo de la memoria. Este último tipo de continuidad
fue introducida por J. Giles, D. Gregory y B. Sims en un art́ıculo en 1978,
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[27]. Dicha continuidad se define como sigue: Si x está en la esfera unidad
de un espacio de Banach X y si τ denota cualquier topoloǵıa del dual de X,
la aplicación multivaluada Φ : X → P(X∗) es restringida τ-semicontinua
superiormente si, para cada τ -entorno de 0, U , en X∗ existe δ > 0 tal que,
Φ(B(x, δ)) ⊂ Φ(x) + U .
El caso particular en donde la aplicación dualidad es restringida ‖ · ‖-semi-
continua superiormente fue estudiado en primer lugar por Gregory en 1980,
[33], probando que la aplicación dualidad es restringida ‖ · ‖-semicontinua
superiormente en x ∈ X si y sólo si el ĺımite
d+‖ · ‖x(u) := lim
t→0+
‖x+ tu‖ − ‖x‖
t
(que existe para todo u ∈ X) es uniforme para ‖u‖ ≤ 1. Se dice también que
la norma es fuertemente subdiferenciable en x. Esta nomenclatura fue
introducida por Franchetti y Payá en [25].
Siguiendo con esta modificación de la semicontinuidad superior, y con-
siderando en el dual de X la topoloǵıa w, se obtiene otro tipo de continuidad
de la aplicación dualidad, a saber, la restringida w-semicontinua superior-
mente, ya estudiada por Giles, Gregory y Sims en [27], en donde prueban
diversas caracterizaciones de esta forma de continuidad. Siguiendo a Contre-
ras y Payá, [12], diremos que la norma es bastante suave en un punto x del
espacio de Banach X si la aplicación dualidad es restringida w-semicontinua
superiormente en dicho punto.
xv
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La aplicación dualidad es un caso particular de una clase de operadores
asociados a funciones convexas. Si f es una función convexa y continua
definida en un abierto D no vaćıo de un espacio de Banach X, la subdife-
rencial de f en x es el siguiente subconjunto de X∗:
∂f(x) := {x∗ ∈ X∗ : 〈y − x, x∗〉 ≤ f(y)− f(x) ∀ y ∈ X}.
De esta manera se establece una aplicación ∂f : D → P(X∗). La continuidad
de esta aplicación multivaluada está muy relacionada con la diferenciabilidad
de la función dada, como veremos en esta memoria.
Por otra parte, la existencia de funciones bump (i.e. funciones cuyo so-
porte es acotado y no vaćıo) definidas en un espacio de Banach X cumpliendo
propiedades de diferenciabilidad, tiene un fuerte impacto en la estructura de
X (véase, por ejemplo, [2] o [15]). Baste recordar el siguiente resultado, de-
bido a Leach y Whitfield, [41]: Si X admite un bump Fréchet diferenciable,
entonces X es un espacio de Asplund. Obsérvese que de este resultado se
sigue en particular que si X posee una norma Fréchet diferenciable, entonces
X es de Asplund, ya que es muy fácil demostrar ([15], pág. 10 ) que a par-
tir de una norma Fréchet diferenciable se puede construir un bump Fréchet
diferenciable.
Pasamos a comentar brevemente la memoria: Nuestro principal objetivo
es el estudio de las diferentes formas de diferenciabilidad de funciones con-
vexas en un espacio de Banach, y más concretamente la norma. Por otra
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parte dedicamos atención al impacto que tienen estos diferentes tipos de
diferenciabilidad sobre la estructura topológica de los espacios de Banach,
en especial dedicamos atención a los espacios de Asplund. A continuación
pasamos a exponer de manera sucinta los contenidos de cada caṕıtulo.
El primer caṕıtulo está dedicado a estudiar las diferentes formas de dife-
renciabilidad de las funciones convexas. El contenido de la primera sección
versa sobre los fundamentos de la teoŕıa de la diferenciabilidad de funciones
convexas en espacios de Banach y la mayor parte es bien conocida desde
hace bastante tiempo. Damos, en particular, una descripción cuantitativa
del diámetro de ∂f(x) en términos de d+fx:
Sea f una función convexa definida en un abierto convexo de X
y x un punto de dicho abierto. Entonces el diámetro de ∂f(x) es
el supremo de d+fx(y) + d
+fx(−y) cuando y recorre SX .
Obsérvese que este enunciado generaliza de manera natural el hecho de que
una función convexa es Gâteaux diferenciable en un punto si y sólo si la
subdiferencial de la función en dicho punto consta de un sólo elemento.
La aplicación multivaluada subdiferencial es uno de los ejemplos más im-
portantes de operadores monótonos, y más en concreto de los operadores
monótonos maximales, como indica el Teorema de maximalidad de Rockafe-
llar. Nosotros haremos uso de este Teorema de maximalidad para presentar
una caracterización de los funcionales soporte del epigrafo de una función
convexa:
xvii
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Si f es una función continua y convexa definida en un abierto
convexo no vaćıo y x pertenece a dicho abierto, entonces los fun-
cionales soporte de epi(f) en (x, f(x)) son los múltiplos positivos
de los funcionales lineales φ ∈ (X × IR)∗ de la forma
φ(y, λ) = 〈y, x∗〉 − λ, x∗ ∈ ∂f(x).
A continuación, se estudia la continuidad de la aplicación subdiferencial
en el sentido clásico topológico de la semicontinuidad inferior. Generalizando
un resultado sobre la norma debido a Cudia, establecemos lo siguiente:
Sea f una función continua y convexa definida en un abierto con-
vexo D no vaćıo y x ∈ D. Entonces:
1. f es Gâteaux diferenciable en x si y solamente si ∂f es infe-
riormente w∗-semicontinua en x.
2. f es Fréchet diferenciable en x si y solamente si ∂f es infe-
riormente ‖ · ‖-semicontinua en x.
Después pasamos a estudiar la continuidad, no en el sentido clásico de
la semicontinuidad superior, sino de la semicontinuidad superior restrigida.
Consideraremos las funciones fuertemente subdiferenciables y las bastante
suaves, estudiadas como hemos visto por diferentes autores. Generalizamos
resultados ya conocidos mediante un sólo teorema que puede considerarse
como el análogo del Test de Šmulyan:
Si f es una función convexa y continua definida en un abierto D
no vaćıo de X, x ∈ D y si τ es alguna de las topoloǵıas siguientes
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de X∗: la de la norma, la w o la w∗. Entonces, si ∂εf denota la
ε-subdiferencial de f , ∂f es restringida τ -semicontinua superior-
mente en x si y sólamente si para todo N , τ -entorno de 0, en X∗,
existe ε > 0 tal que ∂εf(x) ⊂ ∂f(x) +N .
En el resto del caṕıtulo se estudia la relación que hay entre la conjugada
de Fenchel, la diferenciabilidad y la “rotundidad” del grafo de las funciones
convexas. La conjugación de Fenchel, que fue introducida en [24] para espa-
cios de dimensión finita, ha encontrado una amplia aplicación en la teoŕıa de
los espacios de Banach, (véase, entre otros a [2], [43] o [47]).
El concepto geométrico de normas uniformemente localmente rotun-
das y otros relacionados han sido muy estudiados, (recuérdese el Teorema de
Milman-Pettis). Estos conceptos, de manera muy intuitiva, están relaciona-
dos con la “redondez” de la bola unidad. Nosotros, usando la conjugada de
Fenchel, relacionamos la diferenciabilidad de una función convexa con la “ro-
tundidad” de su grafo. De hecho, generalizamos el siguiente hecho conocido:
Si la norma dual es localmente uniformemente rotunda, entonces la norma
es Fréchet diferenciable. Dicha generalización es la siguiente:
Sea τ alguna de las siguientes topoloǵıas de X∗, la de la norma,
la w o la w∗, f una función convexa y continua definida en un
abierto D de X, y x ∈ D. Entonces las siguientes afirmaciones
son equivalentes:
1. f es Gâteaux diferenciable en x y ∂f es restringida superior-
xix
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mente τ -semicontinua en x.
2. Para todo N , τ -entorno de 0 en X∗, y x∗ ∈ ∂f(x), existe











 ⇒ y∗ ∈ x∗ +N.
Es bien conocido que si X posee una norma localmente uniformemente
rotunda, entonces en SX las topoloǵıas de la norma y la w coinciden (dicha
propiedad se conoce como de Kadec-Klee). De nuevo haremos uso de la
conjugada de Fenchel para generalizar el anterior resultado de la siguiente
manera:
Sea f una función continua y convexa definida en un abierto con-
vexo no vaćıo D, x0 ∈ D, x∗0 ∈ ∂f(x0) y τ alguna de las siguientes
topoloǵıas de X∗∗: la de la norma, la w o la w∗. Entonces las
siguientes afirmaciones son equivalentes:
1. f ∗ es Gâteaux diferenciable en x∗0 y ∂f
∗ es restringida τ -
semicontinua superiormente en x∗0.
2. Para todo U , τ -entorno de 0 en X∗∗, x ∈ ∂f ∗(x∗0), existe







+ f ∗(x∗0)− δ
⇒ y ∈ x+ U.
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3. Si (x∗∗d ) es cualquier red contenida en dom(f
∗∗) cumpliendo
〈x∗∗d , x∗0〉 − f ∗∗(x∗∗d ) → f ∗(x∗0), entonces x∗∗d → x0 en la
topoloǵıa τ .
En el segundo caṕıtulo se estudian las funciones bastante suaves. En el
art́ıculo ya citado de Giles, Gregory y Sims, [27], se prueba una caracteri-
zación de las normas bastantes suaves. Siguiendo esta ĺınea de trabajo se
presenta una generalización de este resultado. En concreto se prueba que
Si f es una función continua convexa definida en un abierto con-
vexo y si x es un punto de dicho abierto. Entonces las siguientes
afirmaciones son equivalentes entre śı:
1. ∂f(x) es σ(X∗∗∗, X∗∗)-denso en ∂f ∗∗(x).
2. d+f ∗∗x = sup{〈·, x∗〉 : x∗ ∈ ∂f(x)}.
3. Dados ε > 0, u∗∗ ∈ SX∗∗ , existe δ > 0 tal que
f ∗∗(x+ tu∗∗)− f ∗∗(x)
t
− sup{〈u∗∗, x∗〉 : x∗ ∈ ∂f(x)} < ε,
para todo 0 < t < δ.
4. f es bastante suave en x.
Para la demostración de este resultado se necesitarán varios lemas, que son
una generalización del Teorema de Goldstine al caso de las funciones convexas
e inferiormente semicontinuas:
xxi
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Sea f : X → IR ∪ {+∞} una función convexa e inferiormente
semicontinua. Entonces
1. Si x∗∗ ∈ dom(f)
w∗
,
f ∗∗(x∗∗) = inf{lim inf
i





Siguiendo el camino iniciado con el resultado de Ekeland y Lebourg ya
citado, (todo espacio de Banach con norma Fréchet diferenciable es un es-
pacio de Asplund) se han publicado numerosos resultados. Diestel y Faires,
[17], probaron que todo espacio con norma muy suave es de Asplund. Este
resultado fue mejorado en dos direcciones por Giles, Gregory y Sims, [27],
en donde probaron que un espacio de Banach con norma bastante suave y
tal que para todo x de la esfera unidad, ∂‖ · ‖(x) es, o bien w-compacto,
o bien tiene diámetro menor que una constante k < 1, es un espacio de
Asplund. La primera de estas afirmaciones fue mejorada por Zhibao Hu y
Bor-Luh Lin, [37]: Si la función dualidad es superiormente w-semicontinua,
entonces el espacio es Asplund. Godefroy, en [30], estableció una mejora in-
dependiente del resultado de Ekeland y Lebourg, probando que todo espacio
de Banach con norma fuertemente subdiferenciable es de Asplund. Poste-
riormente Contreras y Payá, [12], establecieron un resultado que engloba a
los anteriores estableciendo que todo espacio con norma bastante suave es
de Asplund. Finalmente Giles y Moors probaron un resultado similar bajo
una condición formalmente más débil, a saber, si en un espacio de Banach
xxii
X existe Φ : SX → P(X∗) bastante suave y cuya gráfica está contenida en la
gráfica de ∂‖ · ‖, entonces X es de Asplund, [28].
En otra dirección, diferentes cuestiones relativas a subespacios normantes
del dual de un espacio de Banach X están muy relacionadas con la dife-
renciabilidad de la norma en X: Se puede comprobar fácilmente que si X
tiene una norma bastante suave y la norma es Gâteaux diferenciable en x,
entonces d‖ · ‖x pertenece a todos los subespacios normantes de X∗, lo que
permitió probar a Contreras y Payá que el dual de un espacio de Banach
bastante suave no contiene subespacios propios normantes. Siguiendo esta
ĺınea establecemos:
Sea X un espacio de Banach en donde existe Φ : SX → P(X∗)
bastante suave y su gráfica está contenida en la de ∂‖·‖. Entonces
X∗ no tiene subespacios propios normantes.
La demostración del anterior resultado en el caso separable utiliza un lema
de Contreras y Payá, [12], el cual es una ligera mejora de un lema anterior de
Godefroy, utilizado en [30], para demostrar que todo espacio de Banach con
norma fuertemente subdiferenciable es de Asplund. La herramienta principal
utilizada en dichos lemas es una importante desigualdad descubierta por S.
Simons, [49]. Para demostrar el caso general se utiliza la llamada “topoloǵıa
de la bola” estudiada por Kalton y Godefroy en [31]. Usando estos resultados
proporcionamos una consecuencia de carácter geométrico:
Si existe Φ : X → P(X∗) \ ∅ bastante suave y cuya gráfica está
xxiii
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contenida en la de ∂‖ · ‖ entonces cualquier subconjunto acotado
y w-cerrado de X es intersección de uniones finitas de bolas.
El estudio de propiedades geométricas (y en particular la diferenciabilidad
de la norma) que implican reflexividad tiene una larga tradición, en particu-
lar se ha tratado de caracterizar los espacios reflexivos teniendo en cuenta la
diferenciabilidad de la norma. G. Fan e I. Glicksberg, en 1958, probaron que
todo espacio dual con norma Fréchet diferenciable es reflexivo, [23]. Recien-
temente, Aparicio, Ocaña, Payá y Rodŕıguez probaron en [1] que todo espacio
dual con norma fuertemente subdiferenciable es reflexivo. Godefroy demostró
en [30] que la hipótesis de ser un espacio dual se puede debilitar: basta que el
espacio cumpla la llamada propiedad de la intersección finita-infinita.
Contreras y Payá utilizaron dicha propiedad para caracterizar los espacios
reflexivos: Un espacio de Banach es reflexivo si y sólo si su norma es bas-
tante suave y satisface la propiedad de la intersección finita-infinita. Nosotros
extendemos dicho resultado para proporcionar, entre otras, la siguiente car-
acterización de la reflexividad:
Sea X un espacio de Banach. Las siguientes afirmaciones son
equivalentes:
1. X es reflexivo.
2. X posee la propiedad de la intersección finita-infinita y existe
Φ : SX → P(X∗) bastante suave cuya gráfica está contenida
en la de ∂‖ · ‖.
3. Para toda norma equivalente de X, ‖ · ‖, existe Φ : SX →
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P(X∗) bastante suave cuya gráfica está contenida en la de
∂‖ · ‖.
Es evidente, a partir de la caracterización anterior, que si X posee la
propiedad de la intersección finita-infinita, entonces las siguientes afirma-
ciones son equivalentes: (i)X es reflexivo. (ii)X posee una norma equivalente
bastante suave. (iii) X posee una norma equivalente y existe Φ : SX → P(X∗)
bastante suave cuya gráfica está contenida en la de ∂‖ · ‖. Este comentario
responde muy parcialmente a un problema que aparece impĺıcitamente en
el art́ıculo ya citado de Giles y Moors: ¿Existe un espacio X que no posea
una norma equivalente bastante suave y, sin embargo, podamos definir en él
Φ : SX → P(X∗) bastante suave y que su gráfica esté contenida en la de
∂‖ · ‖? Es claro que si tal espacio existe, éste no debe poseer la propiedad de
la intersección finita-infinita.
El ya citado resultado de Ekeland y Lebourg en su forma original dećıa
que las funciones convexas y continuas definidas en abiertos convexos no
vaćıos de X son Fréchet diferenciables en los puntos de subconjuntos densos
de dichos abiertos cuando X admite un bump Fréchet diferenciable. Queda
claro que la existencia de bumps diferenciables en un espacio implica de-
terminanadas propiedades de éste. Por otra parte, Haydon, ha encontrado
un ejemplo de un espacio de Banach en el cual existe un bump Lipschitz y
Fréchet diferenciable, y, sin embargo, no existe en dicho espacio una norma
Gâteaux diferenciable, [35], [36]. Interesa, por tanto, encontrar condiciones
más débiles que la existencia de bumps Fréchet diferenciables para intentar
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caracterizar los espacios de Asplund.
En otra dirección, que posteriormente se vio que coincid́ıa con la ante-
rior, Leach y Whitfield, [41], enunciaron el siguiente teorema: Si existe una
norma equivalente áspera, entonces no puede existir un bump Fréchet diferen-
ciable. Originalmente este tipo de normas fueron llamadas uniformemente
discontinuas diferenciables por Leach y Whitfield. Demostramos que este
tipo de normas coincide con las normas ásperas según la definición de Deville,
Godefroy y Zizler, [15]. En concreto demostramos que si X es un espacio de
Banach con norma ‖ · ‖, entonces las siguientes afirmaciones son equivalentes
1. Existe ε > 0 tal que, para todo δ > 0 y x ∈ SX , existen x1, x2 ∈ B(x, δ),
u ∈ SX cumpliendo |d+‖ · ‖x1(u)− d+‖ · ‖x2(u)| > ε.
2. ∃ε > 0 tal que ∀x ∈ SX , lim sup
‖u‖→0
‖x+ u‖+ ‖x− u‖ − 2
‖u‖
> ε.
Posteriormente se demostró que un espacio de Banach no era de Asplund si
y solamente si admite una norma áspera, por lo que los resultados de Ekeland
y Lebourg, y de Leach y Whitfield son equivalentes.
Como ya se ha comentado, interesa encontrar condiciones más débiles que
la existencia de bumps Fréchet diferenciables. Usando el llamado Pricipio
Variacional de Ekeland demostramos el siguiente resultado que cuantifica el
“grado” de “aspereza” de una norma en relación con la existencia de un bump
que también posea un cierto “grado” de “aspereza”.
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Sea C un cerrado acotado de un espacio de Banach X. Si existe
f : C → IR continua y acotada inferiormente cumpliendo:
1. Existe δ ≥ 0 tal que ∀ x ∈ int(C),
lim sup
‖h‖→0
f(x+ h) + f(x− h)− 2f(x)
‖h‖
≤ δ.
2. Existe x0 ∈ int(C) cumpliendo f(x0) < inf∂C f .
3. f está acotada inferiormente.
Entonces X no puede tener una norma ε-áspera para ε > γδ/α,
siendo α = inf∂C f − f(x0), γ = sup{‖x0 − x‖ : x ∈ C}.
Obsérvese que este resultado implica en particular que si existe un bump
Fréchet diferenciable sobre X, entonces X es Asplund.
En el siguiente caṕıtulo se estudian versiones más restrictivas de diferencia-
bilidad que las ya vistas anteriormente. El principal objetivo de este caṕıtulo
es demostrar el siguiente resultado:
Si X es un espacio separable, entonces toda función f convexa
y Lipschitz definida en A + δBX (A es un abierto convexo no
vaćıo de X y δ > 0) es ĺımite en A de funciones (fε)ε>0 convexas,
Lipschitz y uniformemente Gâteaux diferenciables, siendo esta
convergencia uniforme sobre los compactos de A. Además si f es
Cn-suave, entonces las funciones fε son también C
n-suaves.
Hemos de destacar que la demostración de este resultado se basa en una
construcción ideada por Fabian y Zizler, [22], en donde estos autores usaron
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una especie de producto de convolución para demostrar que en todo espa-
cio separable que admite una norma Cn-suave se puede construir una norma
equivalente al mismo tiempo Cn-suave y uniformemente Gâteaux diferencia-
ble.
Como hemos visto, un gran número de caracterizaciones de los espacios de
Asplund han sido hechas desde su introducción en [3]. Se conjeturó que un
espacio de Banach era de Asplund si y solamente si no contiene una copia de
`1, una conjetura que resultó falsa, como demostró James. Por supuesto, si
un espacio de Banach contiene una copia de `1 no puede ser de Asplund. La
clase de los espacios separables con dual no separable y los espacios separables
que contienen una copia de `1 pueden ser caracterizadas mediante la forma
en que se sumerge un conjunto ternario de Cantor en la bola unidad dual
dotada de la topoloǵıa w∗, esencialmente por los resultados de Stegall, [55],
sistematizada y completada por Bator, [4]. En esta memoria haremos uso de
una generalización de un lema de Stegall para establecer una extensión de
uno de los resultados de E. Bator:
Sea X un espacio de Banach separable e Y un subespacio cerrado
cumpliendo que (X/Y )∗ es separable, entonces las siguientes afir-
maciones son equivalentes:
1. Para todo ε > 0, existen ∆ ⊂ SX∗ , w∗-homeomorfo al




i=1 ⊂ (1 + ε)BY tales que
|〈yn,i, x∗〉 − χCn,i(x∗)| <
ε
2n









y cada Cn,i es w
∗-homeomorfos a los intervalos diádicos del
conjunto ternario de Cantor.
2. Para todo ε > 0, existe ∆ ⊂ SX∗ , w∗-homeomorfo al ternario
de Cantor, tal que, dado x∗ existe y∗∗ ∈ (1 + ε)BY ∗∗ cum-
pliendo
〈y∗∗, z∗〉 =
 1 z∗ = x∗0 z∗ 6= x∗ , ∀ z ∈ ∆.
3. Existe un subconjunto de SX∗ , w
∗ homeomorfo al ternario
de Cantor, que es σ(X∗, Y ∗∗)-discreto.
4. X∗ no es separable.
Nos gustaŕıa destacar que la generalización del lema de Stegall permite
proporcionar una prueba original del hecho conocido que la propiedad de ser
un espacio de Asplund es de tres espacios; es decir, si Y es un subespacio
cerrado del espacio de Banach X tales que tanto Y como X/Y son espacios
de Asplund, entonces X es un espacio de Asplund (véase [15] para encontrar
otra prueba).
Por otra parte E. Saab y P. Saab proporcionaron en [48] una caracteri-
zación de los espacios de Banach que contienen una copia de `1 usando el
concepto de oscilación. En último lugar presentamos una caracterización
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de los espacios de Asplund separables mediante el estudio de la oscilación
de elementos del bidual, utilizando para ello los resultados previos de este
caṕıtulo. Concretamente probamos que:
Sea X es un espacio de Banach separable. Entonces las siguientes
afirmaciones son equivalentes:
1. X es un espacio de Asplund.
2. Para cada δ > 0 existe un subconjunto K de BX∗ , w
∗-
compacto, cumpliendo que, para todo U abierto relativo a
(K,w∗), existe x∗∗ ∈ (1 + δ)BX∗∗ , cumpliendo osc(x∗∗, U) =
1.
Se ha adoptado en toda la memoria el punto de vista de proporcionar las
demostraciones de los resultados que no aparecen en la literatura ya existente,
aśı como de las pruebas alternativas a hechos conocidos.
Por último no queremos dejar pasar la ocasión de agradecer al Dr. M.
Fabian las valiosas ayudas que han posibilitado, como ya se ha comentado,
la elaboración de parte de esta memoria, en concreto los resultados más
importantes del caṕıtulo cuarto.
xxx

1 Diferentes formas de
diferenciabilidad.
En lo que sigue recordaremos las definiciones de las dos formas clásicas de
diferenciabilidad en espacios de Banach: La Gâteaux diferenciabilidad y la
Fréchet diferenciabilidad; también estudiaremos la aplicación subdiferencial
y sus propiedades más esenciales. En la segunda sección analizaremos la
propiedad de la monotońıa maximal de la subdiferencial, y proporcionare-
mos una relación entre la subdiferencial y el epigrafo de una función convexa.
Asimismo discutiremos varias formas de continuidad de la subdiferencial y
la relación con la derivabilidad ampliando unos resultados debidos a Cudia,
[13]. En la última sección caracterizaremos, en términos de la conjugada de
Fenchel, las diferentes formas de diferenciabilidad de una función convexa,
ampliando unos resultados clásicos de normas localmente uniformemente ro-
tundas y que poseen la propiedad de Kadec-Klee.
1
1 Diferentes formas de diferenciabilidad.
1.1 Conceptos y resultados básicos.
Antes de comenzar estableceremos una notación estándar que usaremos en
toda la memoria. Los espacios de Banach que aparecen en ella son espacios
de Banach definidos sobre el cuerpo de los números reales. Las normas de un
espacio de Banach serán denotadas por ‖ · ‖, | · |, etc. Las letras mayúsculas
X, Y , Z, ... denotarán, siempre que no haya confusión, espacios de Banach.
Denotaremos por BX la bola unidad cerrada de X, esto es BX = {x ∈ X :
‖x‖ ≤ 1}. La esfera unidad SX es {x ∈ X : ‖x‖ = 1}. Una función bump
en X es una función real definida en X con soporte acotado no vaćıo.
1.1 Definición. Sea f : D → IR, donde D es un abierto no vaćıo del
espacio de Banach X y sea x0 ∈ D. Se dice que
1. f es Gâteaux diferenciable en x0 si
dfx0(u) := lim
t→0
f(x0 + tu)− f(x0)
t
existe para todo u ∈ BX y si, al mismo tiempo, dfx0 ∈ X∗. El funcional
lineal dfx0 se llama la diferencial Gâteaux de f en x0.
2. f es Fréchet diferenciable en x0 si
f ′(x0)(u) := lim
t→0
f(x0 + tu)− f(x0)
t
existe para todo u ∈ BX , es uniforme para u ∈ BX y si, al mismo
tiempo, f ′(x0) ∈ X∗. El funcional lineal f ′(x0) se llama la diferencial
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Fréchet de f en x0
1.
3. Si el ĺımite
d+fx0(u) := lim
t→0+
f(x0 + tu)− f(x0)
t
, u ∈ BX
existe, dicho ĺımite se llama derivada direccional de f por la de-
recha en la dirección u.
Las funciones convexas, y en particular la norma, tienen unas propiedades
adicionales que hacen que su estudio merezca especial atención. La siguiente
proposición, cuya demostración es de caracter elemental (ver, por ejemplo,
[45]), caracteriza la Gâteaux diferenciabilidad de las funciones convexas.
1.2 Proposición. Sea f una función convexa definida en un abierto con-
vexo no vaćıo D del espacio de Banach X y sea x0 ∈ D. Entonces
1. existe d+fx0(u) para todo u ∈ BX y es un funcional sublineal.
2. f es Gâteaux diferenciable en x0 si y sólo si −d+fx0(−u) = d+fx0(u)
para todo u ∈ X y también si y sólo si existe un único funcional lineal
x∗ ∈ X∗ satisfaciendo
〈x− x0, x∗〉 ≤ f(x)− f(x0), ∀x ∈ D. (1.1)
Los funcionales lineales x∗ que satisfacen (1.1) juegan un papel importante
en el estudio de las funciones convexas.
1La razón de utilizar una expresión distinta para el mismo ĺımite se debe a razones
históricas. Cuando utilicemos f ′(x0) en lugar de dfx0 estaremos suponiendo que f es
Fréchet diferenciable en el punto x0.
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1.3 Definición. Si f es una función convexa definida en un abierto con-
vexo no vaćıo D de un espacio de Banach X y x ∈ D, la subdiferencial de
f en x es el conjunto ∂f(x) de todos los x∗ ∈ X∗ que verifican
〈y − x, x∗〉 ≤ f(y)− f(x), ∀y ∈ D.
La siguiente proposición puede demostrarse (ver [45]) utilizando el Teorema
de Hahn-Banach y el Teorema de Alaoglu-Bourbaki.
1.4 Proposición Si la función convexa f definida en un abierto convexo
no vaćıo D del espacio de Banach X es continua en x0 ∈ D, entonces ∂f(x0)
es un subconjunto no vaćıo, convexo y w∗-compacto de X∗. Además, la apli-
cación x 7→ ∂f(x) está localmente acotada en x0, esto es, existen M > 0 y
un entorno U de x0 en D tales que ‖x∗‖ ≤M, ∀ x ∈ U , x∗ ∈ ∂f(x0).
Notemos que una función continua convexa es Gâteaux diferenciable en x
si y sólo si ∂f(x) consta de un sólo elemento. Por tanto, si f no es Gâteaux
diferenciable en x, diam (∂f(x)) 6= 0. La siguiente proposición muestra la
relación entre diam (∂f(x)) y la aplicación y 7→ d+fx(y) + d+fx(−y). Para
ello necesitamos el siguiente resultado simple pero a la vez útil (ver [45]):
1.5 Proposición. Si f es convexa en D, abierto no vaćıo de X, y continua
en x ∈ D, entonces para todo y ∈ X,
d+fx(y) = sup{〈y, x∗〉 : x∗ ∈ ∂f(x)}.
y este supremo se alcanza en algún punto x∗ ∈ ∂f(x).
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1.6 Proposición. Si f es una función convexa definida en D, subconjunto
abierto convexo no vaćıo de un espacio de Banach X, y si es continua en un
cierto punto x ∈ D, entonces
diam (∂f(x)) = sup{d+fx(y) + d+fx(−y) : y ∈ SX}.
Demostración: En primer lugar veamos un hecho elemental: Sean A y B
dos conjuntos no vaćıos, sea F : A× B → IR una función. Supongamos que









f(x, y) ≡ S2
y ambos valores coinciden: Fijado x ∈ A, la función y 7→ f(x, y) definida en
B está acotada superiormente. Entonces está bien definido supy∈B f(x, y),
∀ x ∈ A. Además, si f(x, y) ≤M , ∀ x ∈ A, y ∈ B, se tiene supy∈B f(x, y) ≤
M . Por tanto existe supx∈A supy∈B f(x, y) ≤ M . Análogamente existe
supy∈B supx∈A f(x, y) ≤ M . Fijamos ahora x ∈ A. Como supy∈B f(x, y) ≤
S1, entonces, dado y ∈ B, f(x, y) ≤ S1. Por tanto supx∈A f(x, y) ≤ S1, luego
supy∈B supx∈A f(x, y) ≤ S1. Obtenemos S2 ≤ S1. Invirtiendo los papeles de
A y B, obtenemos S1 ≤ S2.
Se tiene
diam (∂f(x)) = sup{‖x∗ − y∗‖ : x∗, y∗ ∈ ∂f(x)} =









〈z, x∗〉 − 〈z, y∗〉 =
5











Como una consecuencia inmediata se tiene que, para una función f convexa
definida en un conjunto D, abierto convexo y no vaćıo de un espacio de
Banach, y continua en el punto x ∈ D (ya que d+fx(−y) = −d−fx(y), ∀y ∈
X), las siguientes afirmaciones son equivalentes:
1. f es Gâteaux diferenciable en x.
2. ∂f(x) consta de un sólo elemento.
3. diam ∂f(x) = 0.
4. d+fx(y) = d
−fx(y), ∀ y ∈ SX .
Las funciones convexas en la recta real poseen muchos puntos de diferen-
ciabilidad, más concretamente, si f es una función convexa definida en un
intervalo abierto no vaćıo D de IR, entonces f ′(x) (o dfx, ya que en espacios
de dimensión finita la Gâteaux diferenciabilidad coincide con la Fréchet dife-
renciabilidad) existe para todo punto de D \ N , donde N es un subconjunto
numerable de D. El siguiente teorema se debe a Mazur, [42], y generaliza el
resultado anterior.
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1.7 Teorema (Mazur). Si X es un espacio de Banach separable y f es
una función convexa continua definida en un abierto convexo no vaćıo D de
X, entonces el conjunto de puntos donde f es Gâteaux diferenciable es un
subconjunto Gδ denso de D.
Para una demostración sencilla se puede consultar [45].
Si particularizamos la definición 1.3 al caso f = ‖ · ‖ obtenemos la llamada
función dualidad de X. En este caso se puede probar sin ninguna dificultad
que para x ∈ SX se tiene
∂‖ · ‖(x) = {x∗ ∈ SX∗ : 〈x, x∗〉 = 1} =
= {x∗ ∈ X∗ : 〈x, x∗〉 = 1, 〈y, x∗〉 ≤ 1 ∀ y ∈ BX},
lo cual significa, desde el punto de vista geométrico, que el hiperplano de
ecuación 〈·, x∗〉 = 1; x∗ ∈ ∂‖ · ‖(x), pasa por el punto x y deja la bola unidad
a un lado. O, equivalentemente, manejando el espacio dual, que todos los
elementos de ∂‖ · ‖(x) forman la cara de BX∗ determinada por el hiperplano
de ecuación 〈x, ·〉 = 1.
1.2 La subdiferencial como operador monótono.
Una propiedad que se deduce fácilmente de la definición de la subdiferencial
de una función convexa es la siguiente: Si f es una función continua convexa
definida en el abierto convexo no vaćıo D, entonces
〈x− y, x∗ − y∗〉 ≥ 0, ∀x, y ∈ D, x∗ ∈ ∂f(x), y∗ ∈ ∂f(y).
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Las aplicaciones multivaluadas que cumplen esta condición son muy impor-
tantes y han sido extensamente estudiadas desde los años sesenta por nu-
merosos matemáticos en conexión con el análisis no lineal (véase, por ejemplo,
[10]).
Las siguientes definiciones son clásicas y pueden encontrarse, por ejemplo,
en [45]:
1.8 Definición. Una aplicación multivaluada Φ : A → P(X∗), donde A
es un subconjunto de un espacio de Banach X, se dice que es un operador
monótono si
〈x− y, x∗ − y∗〉 ≥ 0, ∀x, y ∈ A, x∗ ∈ Φ(x), y∗ ∈ Φ(y).
Estudiamos a continuación algunas propiedades adicionales que distinguen
a las subdiferenciales dentro de la clase de los operadores monótonos.
1.9 Definición. Un subconjunto G de X ×X∗ es monótono si
〈x− y, x∗ − y∗〉 ≥ 0
siempre que (x, x∗), (y, y∗) ∈ G. Si Φ : A→ P(X∗) es un operador monótono,
entonces su grafo
G(Φ) = {(x, x∗) : x ∈ A, x∗ ∈ Φ(x)}
es un subconjunto monótono.
Un subconjunto monótono se dice maximal monótono si es maximal en
la familia de subconjuntos monótonos de X × X∗ ordenada por inclusión.
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Decimos que un operador monótono es maximal monótono si su grafo es
un subconjunto maximal monótono.
Es fácil ver, a partir de la definición, que un operador monótono Φ : A→
P(X∗) es maximal monótono si y sólo si la siguiente condición es cierta:
Dados cualesquiera y ∈ X, y∗ ∈ X∗ tales que
〈y − x, y∗ − x∗〉 ≥ 0, ∀x ∈ X, x∗ ∈ Φ(x),
entonces se sigue necesariamente que y∗ ∈ Φ(y).
El siguiente teorema se debe a G. Minty. Un resultado mucho más general,
substituyendo la continuidad por la semicontinuidad inferior es debido a R.
T. Rockafellar [46].
1.10 Teorema. Si f es una función convexa y continua en un subcon-
junto abierto y convexo no vaćıo D de un espacio de Banach X, entonces la
aplicación subdiferencial ∂f : D → P(X∗) es maximal monótona.
Una demostración puede encontrase, por ejemplo, en [45]. También en este
libro se demuestra el Teorema de maximalidad de Rockafellar, en donde, para
este fin, se utiliza un teorema de Borwein, [8], que resulta extremadamente
útil en este contexto y tiene una larga lista de corolarios, entre los cuales
están el Teorema de Brønsdted-Rockafellar y el Teorema de Bishop-Phelps.
Una prueba alternativa de carácter geométrico del teorema de maximalidad
de Rockafellar ha sido dada recientemente por S. Simons ([50], [51] y [52]).
Debido a que lo utilizaremos posteriormente, enunciaremos el Teorema de
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Brønsdted-Rockafellar en una forma más restrictiva que la original, donde se
substituye la semicontinuidad inferior por la continuidad. En este teorema
se utiliza el siguiente concepto, que también se puede definir para funciones
inferiormente semicontinuas:
1.11 Definición. Sea f una función convexa y continua definida en un
abierto convexo no vaćıo D de un espacio de Banach X y sea x ∈ D. Para
cualquier ε > 0, se define la ε-subdiferencial ∂εf(x) como
∂εf(x) := {x∗ ∈ X∗ : 〈y − x, x∗〉 ≤ f(y)− f(x) + ε, ∀y ∈ D}.
Es claro que si 0 < ε1 < ε2, entonces ∂ε1f(x) ⊂ ∂ε2f(x). Además, se
puede demostrar, [45], que, bajo las condiciones de la definición 1.11, ∂εf(x)
es siempre un subconjunto no vaćıo de X∗ para cualquier ε > 0.
Cuando f = ‖ · ‖, la definición anterior adquiere un significado geométrico
aún más claro. Es fácil comprobar que si x ∈ SX , entonces
∂ε‖ · ‖(x) = {y∗ ∈ BX∗ : 〈x, y∗〉 ≤ 1− ε},
lo cual significa que ∂ε‖ ·‖(x) es el conjunto de puntos de BX∗ tales que están
entre los hiperplanos de ecuaciones 〈x, ·〉 = 1 − ε, 〈x, ·〉 = 1. Éste último es
el hiperplano en el cual está contenido ∂‖ · ‖(x). Es decir, ∂ε‖ · ‖(x) es una
sección determinada por x en BX∗ .
1.12 Teorema. (Brønsdted-Rockafellar) Sea f una función convexa con-
tinua definida en D, un abierto convexo no vaćıo de un espacio de Banach
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X. Entonces dados cualesquiera x0 ∈ D, ε > 0, x∗0 ∈ ∂εf(x0), existen xε ∈ D
y x∗ε ∈ X∗ tales que
x∗ε ∈ ∂f(xε), ‖xε − x0‖ ≤
√
ε, ‖x∗ε − x∗0‖ ≤
√
ε.
Recordemos que si f : D → IR, D ⊂ X, el epigrafo de f es el siguiente
subconjunto de X × IR:
epi(f) := {(x, λ) : x ∈ D, f(x) ≤ λ}.
Si D es convexo, entonces f es una función convexa si y sólo si epi(f) es
un conjunto convexo.
1.13 Definición. Un punto y de un subconjunto A de un espacio Y se
dice un punto soporte de A si existe y∗ ∈ Y ∗, y∗ 6= 0 tal que y∗ alxanza el
supremo sobre A en y. Cualquier y∗ que cumpla esta definición se dice que
es un funcional soporte de A en y, o que y∗ soporta a A en y.
La terminoloǵıa geométrica surge del hecho de que un hiperplano cerrado
se dice que soporta a A si uno de los dos semiespacios cerrados que define
el hiperplano contiene a A, el otro semiespacio abierto no corta a A y este
hiperplano corta a A. Si y∗ soporta a A en y, entonces H = {z ∈ Y : 〈z, y∗〉 =
supA〈·, y∗〉} es tal hiperplano.
La siguiente proposición relaciona los funcionales soporte de un epigrafo
de una función convexa con la subdiferencial; y es una consecuencia, como
veremos, del teorema de maximalidad de Minty:
11
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1.14 Proposición. Sea f una función continua y convexa definida en un
abierto convexo no vaćıo y sea x un punto de dicho abierto. Entonces, los
funcionales soporte de epi(f) en (x, f(x)) son los múltiplos positivos de los
funcionales lineales φ ∈ (X × IR)∗ de la forma
φ(y, λ) = 〈y, x∗〉 − λ, x∗ ∈ ∂f(x). (1.2)
Demostración: Primero veamos que si x∗ ∈ ∂f(x), α > 0, entonces el fun-
cional φ de la forma
φ(y, λ) = α (〈y, x∗〉 − λ)
soporta a epi(f) en (x, f(x)). Sea (y, λ) ∈ epi(f), entonces
φ(y, λ) = α (〈y, x∗〉 − λ) ≤ α (〈y, x∗〉 − f(y)) .
Como x∗ ∈ ∂f(x), entonces 〈y − x, x∗〉 ≤ f(y)− f(x), por lo que
α (〈y, x∗〉 − f(y)) ≤ α (〈x, x∗〉 − f(x)) = φ(x, f(x)).
Sea ahora φ un funcional lineal y continuo sobre X × IR. Entonces φ tiene
necesariamente una expresión de la forma
φ(y, λ) = 〈y, x∗〉+ αλ, x∗ ∈ X∗, α ∈ IR.
Supongamos que φ es soporte en (x, f(x)) de epi(f). Comprobemos que es
un múltiplo positivo de un funcional lineal de la forma (1.2): Como (x, f(x))
pertenece a epi(f) y φ es un funcional soporte de epi(f) en (x, f(x)), entonces
φ(x, f(x) + 1) ≤ φ(x, f(x)), es decir
〈x, x∗〉+ α(f(x) + 1) ≤ 〈x, x∗〉+ αf(x).
12
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Simplificando se tiene α ≤ 0.
Si α = 0, se tiene, para t > 0 suficientemente pequeño y para todo u ∈ BX ,
φ(x+ tu, λ) ≤ φ(x, f(x)), siendo λ cualquier número real que sea mayor que
f(x + tu). De la anterior desigualdad se deduce que 〈u, x∗〉 ≤ 0 para todo
u ∈ BX , de donde se concluye que x∗ = 0, y por tanto φ = 0, lo cual es
imposible por ser φ un funcional soporte.
Ya que φ un funcional soporte de epi(f) en (x, f(x)),
〈y, x∗〉+ αλ = φ(y, λ) ≤ φ(x, f(x)) = 〈x, x∗〉+ αf(x), ∀ (y, λ) ∈ epi(f),
de donde, si (y, λ) ∈ epi(f), se tiene 〈y−x, x∗〉 ≤ α(f(x)−λ). En particular,
〈y − x, x∗〉 ≤ α(f(x)− f(y)) = (−α)(f(y)− f(x)),
luego 〈y−x,− 1
α
x∗〉 ≤ f(y)− f(x), aśı que, por ser ∂f un operador maximal
monótono






y obtenemos la conclusión.
1.3 Continuidad de la subdiferencial.
La aplicación subdiferencial es un ejemplo de una aplicación multivaluada.
La siguiente definición establece nociones de continuidad para este tipo de
funciones:
1.15 Definición. Sean (A, τ) y (B, τ ′) dos espacios topológicos y sea una
aplicación multivaluada Φ : A→ P(B). Se dice que
13
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1. Φ es superiormente τ − τ ′−semicontinua en x ∈ A si para cada
τ ′-abierto U que verifique Φ(x) ⊂ U , existe un τ -entorno V de x tal
que Φ(y) ⊂ U para todo y ∈ V .
2. Φ es inferiormente τ − τ ′−semicontinua en x ∈ A si para cada
τ ′-abierto U que verifique Φ(x)∩U 6= ∅, existe un τ -entorno V de x tal
que Φ(y) ∩ U 6= ∅ para todo y ∈ V .
Nos interesa el caso en que Φ sea la subdiferencial de una función convexa
y continua definida en un conjunto D abierto, convexo y no vaćıo de un es-
pacio de Banach X. Siempre consideraremos al espacio de Banach X dotado
de la topoloǵıa de la norma, mientras que en X∗ consideraremos alternativa-
mente las topoloǵıas de la norma, la w o la w∗. Usaremos la nomenclatura
superiormente (inferiormente) τ−semicontinua cuando τ sea una de
las topoloǵıas mencionadas anteriormente sobre X∗.
En la siguiente proposición se considera el caso en que τ es la topoloǵıa
w∗.
1.16 Proposición. Si f es una función continua convexa definida en el
abierto convexo no vaćıo D de un espacio de Banach X, entonces la subdi-
ferencial x 7→ ∂f(x) es superiormente w∗-semicontinua.
La demostración puede encontrarse, por ejemplo, en [45]. Analizando la
demostración proporcionada alĺı, se observa que en realidad basta suponer
que la función sea continua sólo en x0 ∈ X para asegurar que x 7→ ∂f(x) sea
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superiormente w∗-semicontinua en x0. El caso particular en el que f = ‖ · ‖
fue demostrado en 1964 por Cudia [13].
1.17 Definición. Una selección φ para una aplicación conjunto valuada
Φ es una aplicación univalorada satisfaciendo φ(x) ∈ Φ(x) para todo x tal
que Φ(x) 6= ∅.
Para caracterizar la diferenciabilidad Gâteaux y Fréchet en términos de la
semicontinuidad inferior de la subdiferencial necesitamos la siguiente propo-
sición, cuya demostración se puede encontrar en [45] o también en [15].
1.18 Proposición. Sea f una función convexa y continua definida en un
abierto convexo no vaćıo D del espacio de Banach X. Sea x ∈ D, entonces
1. f es Gâteaux diferenciable en x si y sólo si existe una selección φ para
∂f que es ‖·‖-w∗-continua en x. (De hecho, en ese caso, toda selección
φ tiene esa propiedad.)
2. f es Fréchet diferenciable en x si y sólo si existe una selección φ para
∂f que es ‖ · ‖-‖ · ‖-continua en x. (Análogamente, toda selección φ
tiene esa propiedad en ese caso.)
La siguiente proposición fue demostrada en el caso en que f es la norma
en [13]. En el caso Gâteaux diferenciable, las ideas de la demostración son
similares; en el caso Fréchet se utilizan ideas distintas.
1.19 Proposición. Sea f una función convexa y continua definida en un
abierto convexo no vaćıo D del espacio de Banach X. Dado x ∈ D, entonces
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1. f es Gâteaux diferenciable en x si y sólo si ∂f es inferiormente w∗-se-
micontinua en x.
2. f es Fréchet diferenciable en x si y sólo si ∂f es inferiormente ‖ · ‖-se-
micontinua en x.
Demostración: (i ⇒) Sea U un subconjunto w∗-abierto de X∗ cumpliendo
que ∂f(x) ∩ U 6= ∅. Por la Proposición 1.18 existe una selección para ∂f ,
φ : D → X∗, que es ‖ · ‖-w∗-continua en x. Además, por ser f Gâteaux
diferenciable en x, ∂f(x) consta de un sólo elemento, que es φ(x); por tanto
φ(x) ∈ U . Por la ‖ · ‖-w∗-continuidad de φ, existe δ > 0 tal que φ(y) ∈ U
para todo y ∈ B(x, δ), es decir
∂f(y) ∩ U 6= ∅, ∀y ∈ B(x, δ).
(i ⇐) Sean x∗1, x∗2 ∈ ∂f(x). Queremos probar que x∗1 = x∗2, es decir,
〈y, x∗1〉 = 〈y, x∗2〉 para todo y ∈ X. Fijemos y ∈ X, y sea ε > 0 arbitrario.
Ya que N = {x∗ ∈ X∗ : |〈y, x∗〉| < ε/2} es un w∗-entorno de 0 y se tiene
(x∗i +N) ∩ ∂f(x) 6= ∅, i = 1, 2, por hipótesis existe δ > 0 tal que
∂f(z) ∩ (x∗i +N) 6= ∅, ∀z ∈ B(x, δ). (1.3)
Sea Y = lin{x, y}. Al ser Y un subespacio de dimensión finita, Y es separable;
por tanto podemos aplicar el Teorema de Mazur (1.7) a f|Y . Existirá, pues,
z ∈ Y ∩ D, ‖x − z‖ < δ, en donde f|Y es Gâteaux diferenciable. Por (1.3)
existen z∗1 , z
∗
2 ∈ ∂f(z) tales que |〈y, z∗i −x∗i 〉| < ε/2. Pero como f|Y es Gâteaux
diferenciable en z, entonces 〈y, z∗1〉 = 〈y, z∗2〉. Por tanto
|〈y, x∗1 − x∗2〉| ≤ |〈y, x∗1 − z∗1〉|+ |〈y, z∗2 − x∗2〉| < ε.
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Como ε > 0 es arbitrario, 〈y, x∗1 − x∗2〉 = 0. Esto ocurre para todo y ∈ X, es
decir x∗1 = x
∗
2.
(ii ⇒) Es prácticamente la misma demostración que (i ⇒).
(ii ⇐) Por hipótesis, y en particular, ∂f es inferiormente w∗-semicontinua
en x, y por (i ⇐) f es Gâteaux diferenciable en x. Sea {x∗} = ∂f(x). Ahora
basta comprobar que dado ε > 0, existe δ > 0 tal que
0 ≤ f(x+ tu)− f(x)
t
− 〈u, x∗〉 ≤ ε, ∀ 0 < t < δ, u ∈ BX :
Sea ε > 0. Como (x∗ + εBX∗) ∩ ∂f(x) 6= ∅, por hipótesis existe δ > 0 tal que
∂f(y) ∩ (x∗ + εBX∗) 6= ∅, ∀y ∈ B(x, δ). Sean 0 < t < δ, u ∈ BX . Existe
y∗ ∈ ∂f(x+ tu), ‖x∗ − y∗‖ < ε.
Como x∗ ∈ ∂f(x), entonces 〈x + tu − x, x∗〉 ≤ f(x + tu) − f(x). Como
y∗ ∈ ∂f(x+ tu), entonces 〈x− (x+ tu), y∗〉 ≤ f(x)− f(x+ tu). Combinando
estas dos desigualdades
0 ≤ f(x+ tu)− f(x)− t〈u, x∗〉 ≤ t〈u, y∗〉 − t〈u, x∗〉 = t〈u, y∗ − x∗〉,
de donde, dividiendo por t > 0,
0 ≤ f(x+ tu)− f(x)
t
− 〈u, x∗〉 ≤ 〈u, y∗ − x∗〉 ≤ ‖y∗ − x∗‖ < ε.





forme para u ∈ BX se tiene que f es Fréchet diferenciable en x.
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Šmulyan, en 1940, también estudió la diferenciabilidad Fréchet y Gâteaux
de la norma, [53], llegando al siguiente resultado, hoy en d́ıa conocido como
el test de Šmulyan:
1.20 Proposición. Sea X un espacio de Banach y sea x ∈ SX . Se tiene
1. ‖ · ‖ es Fréchet diferenciable en x si y sólo si para cualesquiera (x∗n)∞n=1,
(y∗n)
∞
n=1 ⊂ BX∗ cumpliendo 〈x, x∗n〉 → 1, 〈x, y∗n〉 → 1, entonces x∗n−y∗n →
0 en la topoloǵıa de la norma.
2. ‖·‖ es Gâteaux diferenciable en x si y sólo si para cualesquiera (x∗n)∞n=1,
(y∗n)
∞
n=1 ⊂ BX∗ cumpliendo 〈x, x∗n〉 → 1, 〈x, y∗n〉 → 1, entonces x∗n−y∗n →
0 en la topoloǵıa w∗.
Como hemos visto, la semicontinuidad inferior implica que la función sub-
diferencial sea univaluada. Si se quiere evitar este hecho, hemos de considerar
la semicontinuidad superior. Sin embargo, cuando se estudia la subdiferen-
cial, resulta mucho más apropiado considerar otro tipo de continuidad:
1.21 Definición. Si (A, τ) es un espacio topológico, (B, τ ′) es un espacio
vectorial topológico y Φ : A → P(B) \ ∅. Diremos que Φ es restringida
superiormente τ − τ ′−semicontinua en x ∈ A si para cada U , τ ′-entorno
de 0 en B, existe V , τ -entorno de x en A, tal que Φ(y) ⊂ Φ(x)+U para todo
y ∈ V .
Es claro que la semicontinuidad superior implica la semicontinuidad res-
tringida superior, y si Φ(x) es τ ′-compacto ambas nociones coinciden. Igual
18
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que en la Definición 1.15, estaremos interesados sólamente en el caso en que
se considera la topoloǵıa de la norma en A ⊂ X y a B = X∗ le dotamos
de las topoloǵıas de la norma y w, respectivamente. El caso en que a X∗ se
le dota de la topoloǵıa w∗ es trivial por la Proposición 1.16 y por ser ∂f(x)
siempre w∗-compacto (si f es continua en x). Esta clase de continuidad,
que fue introducida en 1978 por J. R. Giles, D. Gregory y B. Sims, [27], ha
encontrado interesantes aplicaciones, como veremos de ahora en adelante en
la memoria.
Pasamos a comentar las propiedades de dicho tipo de continuidad cuando
se considera en X∗ la topoloǵıa de la norma. Es interesante observar que este
tipo de continuidad está muy relacionada con una debilitación natural de la
diferenciabilidad Fréchet. La siguiente terminoloǵıa se introdujo en [25].
1.22 Definición. Sean f : D → IR, D un abierto no vaćıo de X, x ∈ D.






es uniforme para u ∈ X.
Son bastantes los trabajos dedicados a este tipo de extensión no suave de la
diferenciabilidad Fréchet, extensión que aparece frecuentemente bajo difer-
entes definiciones, y que ha encontrado interesantes aplicaciones. Merecen
destacarse, aparte del ya mencionado de Giles, Gregory y Sims, [27], los de
Gregory, [33], Aparicio, Ocaña, Payá y Rodŕıguez, [1], Franchetti y Payá,
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[25], Giles y Moors, [28], Godefroy, [30], Contreras y Payá, [12], y por último
el de Godefroy, Montesinos y Zizler, [32].
Para la aplicación subdiferencial de funciones convexas y continuas defini-
das en un abierto convexo no vaćıo de un espacio de Banach X esta propiedad
tiene una apropiada caracterización geométrica, demostrada por primera vez
en un art́ıculo de Gregory, [33].
1.23 Proposición. Si f es convexa y continua en el abierto convexo no
vaćıo D de X, entonces f es fuertemente subdiferenciable en x ∈ D si y sólo
si ∂f es restringida superiormente ‖ · ‖-semicontinua en x.
De la monotonicidad del cociente diferencial y del Teorema clásico de Dini
se deduce que cualquier norma en un espacio de dimensión finita es fuerte-
mente subdiferenciable. Una especie de rećıproco también es cierto, como
probaron Contreras y Payá, [12]: En todo espacio de dimensión infinita ex-
iste una norma equivalente que no es fuertemente subdiferenciable.
La siguiente nomenclatura se debe a Contreras y Payá, [12], aunque en
este art́ıculo se estudia únicamente la función convexa ‖ · ‖.
1.24 Definición. Decimos que una función continua y convexa f definida
en un abierto convexo no vaćıo D de un espacio de Banach X es bastante
suave en x ∈ D si la aplicación ∂f : D → P(X∗) es restringida superior-
mente w-semicontinua en x. Análogamente diremos que Φ : A → P(X∗),
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A ⊂ X es bastante suave en x ∈ A, si es restringida superiormente w-se-
micontinua en x.
Se pueden generalizar los resultados ya citados de Contreras, Payá y de
Giles, Gregory, Sims en la siguiente proposición, que se puede considerar
como el análogo del Test de Šmulyan para estos tipos de diferenciabilidad
1.25 Teorema. Sean f una función convexa y continua definida en un
abierto convexo no vaćıo D de X, x ∈ D y τ alguna de las siguientes
topoloǵıas de X∗: la de la norma, la w o la w∗. Entonces las siguientes
afirmaciones son equivalentes:
1. ∂f es restringida τ -semicontinua superiormente en x.
2. Para todo N , τ -entorno de 0 en X∗, existe ε > 0 tal que ∂εf(x) ⊂
∂f(x) +N .
Demostración: (i) ⇒ (ii) Supongamos que ∂f es restringida τ -semicontinua
superiormente en x. Sea N un τ -entorno de 0 en X∗, que lo podemos tomar
convexo. Por hipótesis existe δ > 0 tal que ∂f(B(x, δ)) ⊂ ∂f(x) + 1
2
N .




este ε es el buscado:
Sea y∗ ∈ ∂εf(x). Por el Teorema de Brønsdted-Rockafellar (Teorema 1.12),
existen xε ∈ X, x∗ε ∈ ∂f(xε), tales que
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Por tanto
y∗ ∈ x∗ε +
δ
2
BX∗ ⊂ ∂f(xε) +
1
2





N ⊂ ∂f(x) +N.
(ii) ⇒ (i) Sea N un τ -entorno de 0 en X∗. Por hipótesis existe ε0 > 0 tal
que ∂ε0f(x) ⊂ ∂f(x) +N . Ya que la subdiferencial está localmente acotada,
existen ε1 > 0, M > 0 tal que
y∗ ∈ ∂f(B(x, ε1)) ⇒ ‖y∗‖ < M.
Como f es continua en x, existe ε2 > 0 tal que




Sea ε = min{ε1,
ε0
2M
, ε2}. Comprobemos que ∂f(B(x, ε)) ⊂ ∂f(x) + N : Sea
y∗ ∈ ∂f(B(x, ε)). Existe y ∈ B(x, ε) con y∗ ∈ ∂f(y). Por tanto, si z ∈ D es
arbitrario
〈z − x, y∗〉 = 〈z − y, y∗〉+ 〈y − x, y∗〉 ≤
≤ f(z)− f(y) +Mε < f(z)− f(x) + f(x)− f(y) + ε0
2
<
< f(z)− f(x) + ε0.
Es decir, y∗ ∈ ∂ε0f(x) ⊂ ∂f(x) +N.
El caso particular en el que la función f es la norma de un espacio de
Banach fue obtenido por Giles, Gregory y Sims en [27], donde se utiliza
el Teorema de Bishop-Phelps-Bollobás, [7]. Aqúı hemos utilizado lo que se
puede considerar la generalización de este teorema para funciones convexas
e inferiormente ‖ · ‖-semicontinuas: El Teorema de Brønsdted-Rockafellar,
Teorema 1.12.
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1.4 La conjugación de Fenchel, diferenciabilidad
y rotundidad.
Recordemos que una función f : X → IR ∪ {+∞} es inferiormente τ−se-
micontinua, siendo (X, τ) un espacio topológico, si el subconjunto
{x ∈ X : f(x) ≤ r}
es τ -cerrado para todo r ∈ IR. Esto es equivalente a afirmar que para
cualquier x ∈ X y (xd)d∈D una red que τ -converge a x, entonces
f(x) ≤ lim inf
d∈D
f(xd).
El dominio efectivo de f es el subconjunto de X
dom(f) := {x ∈ X : f(x) < +∞}.
f se llama propia si dom(f) 6= ∅. Se puede demostrar muy fácilmente que si
I es un conjunto arbitrario de ı́ndices y si fi : X → IR son τ -continuas para
todo i ∈ I, entonces supi∈I fi es una función inferiormente τ -semicontinua.
En particular, obsérvese que toda norma equivalente en un espacio X es in-
feriormente w-semicontinua y que toda norma dual en X∗ es inferiormente
w∗-semicontinua.
La definición de la subdiferencial ∂f para una función convexa propia infe-
riormente ‖·‖-semicontinua f es casi la misma que para una función continua:
1.26 Definición. Sea f : X → IR ∪ {+∞} una función convexa, propia e
inferiormente ‖ · ‖-semicontinua.
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1. Si x ∈ dom(f), se define la subdiferencial de f en x como el sub-
conjunto de X∗
∂f(x) := {x∗ ∈ X∗ : 〈y − x, x∗〉 ≤ f(y)− f(x), ∀y ∈ X},
mientras que ∂f(x) := ∅ si x /∈ dom(f).





, y ∈ X.
Si x+ ty /∈ dom(f) para todo t > 0, definimos d+fx(y) := +∞.
3. Si x ∈ dom(f), ε > 0, definimos la ε-subdiferencial como
∂εf(x) := {x∗ ∈ X∗ : 〈y − x, x∗〉 ≤ f(y)− f(x) + ε, ∀y ∈ X}.
Las siguientes importantes relaciones son todav́ıa válidas en este ambiente
más general (véase [45]): Si x ∈ dom(f),
1. x∗ ∈ ∂f(x)⇒ 〈x, x∗〉 ≤ d+fx(y), ∀y ∈ X.
2. 0 ≤ ε1 ≤ ε2 ⇒ ∂f(x) ⊂ ∂ε1f(x) ⊂ ∂ε2f(x).
3. 0 < ε⇒ ∂εf(x) es w∗-cerrado convexo no vaćıo.
Además, nótese que el Teorema de Brønsted-Rockafellar (Teorema 1.12)
es válido para funciones convexas, propias e inferiormente semicontinuas
definidas sobre un espacio de Banach X (véase, por ejemplo, [45]). Por
tanto, obsérvese que la implicación (i)⇒ (ii) del Teorema 1.25 es válida para
funciones convexas, propias e inferiomente semicontinuas.
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El siguiente simple lema, que será de utilidad en el caṕıtulo siguiente,
establece que, esencialmente, la subdiferencial es un concepto definido local-
mente.
1.27 Lema. Sean f, g : X → IR ∪ {+∞} funciones propias, convexas e
inferiomente semicontinuas que coinciden en un entorno de x0 ∈ X, entonces
∂f(x0) = ∂g(x0).
Demostración: Si x0 /∈ dom(f), obviamente x /∈ dom(g) y ∂f(x0) =
∂g(x0) = ∅. Supongamos que x0 ∈ dom(f). Denotemos por D un en-
torno, que lo suponemos abierto y convexo, donde coinciden f y g. Sea
x∗ ∈ ∂g(x0). Sea y ∈ X. Tomemos t > 0 suficientemente pequeño para que
x0 + t(y − x0) = (1− t)x0 + ty ∈ D. Entonces
〈x0 + t(y − x0)− x0, x∗〉 ≤ g(x0 + t(y − x0))− g(x0),
por tanto
〈y − x0, x∗〉 ≤ f((1− t)x0 + ty)− f(x0) ≤
≤ (1− t)f(x0) + tf(y)− f(x0) = t[f(y)− f(x0)].
Por tanto 〈y − x0, x∗〉 ≤ f(y)− f(x0). Luego ∂g(x0) ⊂ ∂f(x0). La inclusión
opuesta es completamente análoga.
Dada una función continua y convexa f definida en un abierto convexo
no vaćıo A del espacio de Banach X podemos extender f a una función con
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dominio X, que seguimos denotando del mismo modo, definiendo
f(x) =
 lim infy→x f(y) x ∈ A
+∞ x /∈ A
Se puede demostrar fácilmente que la función resultante es inferiormente
semicontinua y convexa.
El siguiente concepto, que fue introducido en [24] para espacios de di-
mensión finita, ha encontrado diversas aplicaciones en la teoŕıa de los espa-
cios de Banach (véase, por ejemplo, [2], [43] o [47]). Nosotros lo aplicaremos
a relacionar la diferenciabilidad y la “rotundidad” del grafo de funciones con-
vexas.
1.28 Definición. Si f : X → IR ∪ {+∞} es una función propia, convexa
e inferiormente ‖ · ‖-semicontinua 2, la conjugada de Fenchel de f es la
función definida en X∗ dada por
f ∗(x∗) := sup{〈x, x∗〉 − f(x) : x ∈ X}, x∗ ∈ X∗.
Es trivial demostrar que f ∗ es convexa. Es inferiormente w∗-semicontinua
por ser el supremo de funciones w∗-continuas. Además f ∗ es propia, ya que
si tomamos ε > 0, x ∈ dom(f) y x∗ ∈ ∂εf(x), entonces
〈y − x, x∗〉 ≤ f(y)− f(x) + ε, ∀y ∈ X.
2Esta definición se puede hacer para una función propia y convexa arbitraria, véase, por
ejemplo, [45].
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Es decir, f ∗(x∗) ≤ 〈x, x∗〉 − f(x) + ε < +∞.
Es trivial demostrar que bajo las condiciones de la definición 1.28 entonces
〈x, x∗〉 ≤ f(x)+f ∗(x∗). Además si ε ≥ 0, entonces ∂εf(x) se puede caracteri-
zar de la manera siguiente: x∗ ∈ ∂εf(x) si y sólo si f(x)+f ∗(x∗) ≤ 〈x, x∗〉+ε.
(Aqúı, hemos tomado ∂0f = ∂f). En particular, se tiene x
∗ ∈ ∂f(x) si y sólo
si f(x) + f ∗(x∗) = 〈x, x∗〉.
Es sencillo probar que la conjugada de Fenchel de la norma viene dada por
‖x∗‖∗ =
 0 x∗ ∈ BX∗+∞ x∗ /∈ BX∗
El siguiente concepto geométrico ha sido muy estudiado, teniendo una es-
trecha relación con diferentes aspectos de la teoŕıa de los espacios de Banach:
Diferenciabilidad de la norma, reflexividad, diversas topoloǵıas en la bola
unidad, etc. La siguiente formulación está extráıda de [15]:
1.29 Definición. La norma ‖ · ‖ en X se dice localmente uniforme-
mente rotunda en x0 ∈ X si lim
n→+∞
‖xn − x0‖ = 0 para cualquier (xn)+∞n=1
cumpliendo lim
n→+∞
‖xn‖ = ‖x0‖ y lim
n→+∞
‖x0 + xn‖ = 2‖x0‖. Si la norma ‖ · ‖
es localmente uniformemente rotunda en cada punto de X (es equivalente
a que ‖ · ‖ lo sea en cada punto de SX), decimos que ‖ · ‖ es localmente
uniformemente rotunda.
Es bien conocida la siguiente caracterización de las normas localmente
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uniformemente rotundas en puntos de la esfera unidad. Esta caracterización
motivará el resto de la sección.
1.30 Teorema. Sea x0 ∈ SX . Las siguientes afirmaciones son equivalen-
tes:
1. ‖ · ‖ es localmente uniformemente rotunda en x0.
2. ∀ε > 0, existe δ > 0 tal que
x ∈ BX , ‖
x+ x0
2
‖ > 1− δ ⇒ ‖x0 − x‖ < ε.
La dualidad entre la rotundidad y la diferenciabilidad de normas se refleja
en la siguiente proposición, demostrada en, por ejemplo, [15]. Si la norma
dual de ‖ · ‖ en X∗ es localmente uniformemente rotunda, entonces la norma
‖ · ‖ en X es Fréchet diferenciable. El siguiente teorema es la generalización
de la proposición anterior para la clase de funciones convexas continuas.
1.31 Teorema. Sea f : D → IR una función convexa y continua definida
en D, abierto convexo no vaćıo de un espacio de Banach X. Sea x0 ∈ D.
Sea τ una de las topoloǵıas w, w∗, ‖ · ‖. Son equivalentes:
1. La función f es Gâteaux diferenciable en x0 y ∂f es restringida supe-
riormente τ -semicontinua en x0.
2. Para todo N , τ -entorno de 0 en X∗, para todo x∗ ∈ ∂f(x0), existe
δ = δ(x∗, N) > 0 tal que
y∗ ∈ dom(f ∗)
f(x0) +







〉 ⇒ y∗ ∈ x∗ +N.
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Demostración: (i) ⇒ (ii) Sea N un τ -entorno de 0 en X∗. Sea ∂f(x0) =
{x∗0}. En virtud del Teorema 1.25, existe ε > 0, que depende de N y de x0
con
∂εf(x0) ⊂ x∗0 +N. (1.4)




Sea y∗ ∈ dom(f) con
f(x0) +











Se quiere probar que y∗ ∈ x∗0 +N . Por (1.4) basta ver que y∗ ∈ ∂εf(x0). Por
tanto demostraremos que
f(x0) + f
∗(y∗) ≤ 〈x0, y∗〉+ ε.
Observar que, en virtud de que {x∗0} = ∂f(x0), se tiene f(x0) + f ∗(x∗0) =
〈x0, x∗0〉, y por tanto, por (1.5):
f(x0) + f
∗(y∗) = 2f(x0) + f
∗(y∗)− f(x0) =
= 2f(x0) + f




f ∗(y∗) + f ∗(x∗0)
2
]










− 〈x0, x∗0〉 =
= 〈x0, y∗〉+ 2δ = 〈x0, y∗〉+ ε.
(ii) ⇒ (i) Supongamos ahora (ii). Probaremos en primer lugar que f




2 ∈ ∂f(x0). Supongamos
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x∗1 6= x∗2. Entonces existe N , τ -entorno de 0 enX∗, con (x∗1+N)∩(x∗2+N) = ∅.
Existen δi > 0 (i = 1, 2) tales que
y∗ ∈ dom(f ∗)
f(x0) +









〉  ⇒ y∗ ∈ x∗i +N.
Tomamos δ = min{δ1, δ2}. Sea y∗ ∈ ∂δf(x0). Entonces, como f ∗(y∗) ≤
〈x0, y∗〉 − f(x0) + δ < +∞, resulta y∗ ∈ dom(f ∗). Además
f(x0) +




















pues f(x0) + f
∗(x∗i ) = 〈xo, x∗i 〉, luego y∗ ∈ (x∗1 + N) ∩ (x∗2 + N), una con-
tradicción.
Sea N un τ -entorno de 0 en X∗. Como f es Gâteaux diferenciable en x0,
∂f(x0) = {x∗0}. Dado N y x∗0, obtenemos δ(x∗0, N) > 0 con la propiedad de
que si
y∗ ∈ dom(f ∗)
f(x0) +









〉  ⇒ y∗ ∈ x∗i +N, (1.6)
Tomemos y∗ ∈ ∂δf(x0). La misma construcción anterior prueba que y∗ ∈
dom(f ∗) y se verifica (1.6). Por tanto y∗ ∈ x∗0 + N . En virtud del Teorema
1.25 obtenemos que f es restringida superiormente τ -semicontinua en x0.
Nótese que la implicación (i) ⇒ (ii) es válida para funciones convexas,
propias e inferiormente semicontinuas, debido a que el Teorema de Brønsdted-
Rockafellar es válido en este contexto.
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Es bien conocido que si X posee una norma localmente uniformemente
rotunda, entonces posee la llamada propiedad de Kadec-Klee. Recordemos
que X posee la propiedad de Kadec-Klee si en SX las topoloǵıas in-
ducidas por (BX , ‖ · ‖) y (BX , w) coinciden (ver, por ejemplo, [15] para una
demostración). Enunciaremos un resultado que muestra una generalización
de este hecho. Dicho resultado hace uso del siguiente concepto, que es una
extensión del concepto de norma en el bidual de un espacio de Banach.
Obsérvese que si f : X → IR ∪ {+∞} es una función convexa, propia e
inferiormente semicontinua, entonces f ∗ también es convexa, propia e infe-
riormente semicontinua (de hecho es inferiormente w∗-semicontinua), por lo
que a f ∗ se le puede aplicar la definición 1.28 obteniendo la función bidual
de Fenchel:
(f ∗)∗ := f ∗∗ : X∗∗ → IR ∪ {+∞}.
El siguiente resultado conocido muestra que esta función extiende la función
original. Nosotros haremos uso de las propiedades de la ε-subdiferencial. Para
una demostración directa, aunque más larga, se puede consultar [2] o [9].
1.32 Proposición. Sea f : X → IR una función inferiormente semicon-
tinua y convexa. Si x ∈ dom(f), entonces f(x) = f ∗∗(x).
Demostración. Se tiene 〈x, x∗〉 − f ∗(x∗) ≤ f(x) para todo x∗ ∈ X∗. Por
tanto
f ∗∗(x) = sup{〈x, x∗〉 − f ∗(x∗) : x∗ ∈ X∗} ≤ f(x).
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Para probar la desigualdad opuesta tomemos ε > 0 arbitrario y x∗ ∈ ∂εf(x)
cualquiera, entonces
f ∗∗(x) = sup{〈x, y∗〉 − f ∗(y∗) : y∗ ∈ X∗} ≥
≥ 〈x, x∗〉 − f ∗(x∗) ≥ 〈x, x∗〉 − (〈x, x∗〉 − f(x) + ε) = f(x)− ε.
Como ε > 0 es arbitrario se obtiene f ∗∗(x) ≥ f(x).
1.33 Teorema. Sean f : D → IR una función convexa y continua definida
en un abierto convexo no vaćıo de un espacio de Banach X, x0 ∈ D, x∗0 ∈
∂f(x0). Entonces si τ es alguna de las topoloǵıas siguientes de X
∗∗, la de la
norma, la w o la w∗, las siguientes afirmaciones son equivalentes:
1. f ∗ es Gâteaux diferenciable en x∗0 y ∂f
∗ es restringida superiormente
τ -semicontinua en x∗0.










+ f ∗(x∗0)− δ
 ⇒ y ∈ x+ U.
3. Si (x∗∗d ) es cualquier red contenida en dom(f
∗∗) cumpliendo que
〈x∗∗d , x∗0〉 − f ∗∗(x∗∗d )→ f ∗(x∗0),
entonces x∗∗d → x0 en la topoloǵıa τ .
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Demostración: (i) ⇒ (ii) Dada la función f del enunciado, se extiende
a una función definida en todo el espacio de Banach X como se describe
en la página 26. Se obtiene una extensión propia, convexa e inferiomente
semicontinua a todo X. Esta función tiene una conjugada de Fenchel propia,
convexa e inferiomente semicontinua. Se usa ahora la implicación (i) ⇒ (ii)
del Teorema 1.31, válida, como hemos visto, para esta clase de funciones.
(ii) ⇒ (iii) Sea (x∗∗d ) una red contenida en dom(f ∗∗) cumpliendo
〈x∗∗d , x∗0〉 − f ∗∗(x∗∗d )→ f ∗(x∗0).
Hemos de probar que x∗∗d → x0 en la topoloǵıa τ . Sea U un τ -entorno de 0
en X∗∗. Por hipótesis existe δ > 0 verificando la condición (ii). Existe d0 tal










[〈x∗∗d , x∗0〉 − f ∗∗(x∗∗d ) + f ∗∗(x∗∗d ) + f(x0) + f ∗(x∗0)] ≥
≥ 1
2
[−2δ + 2f ∗(x∗0) + f ∗∗(x∗∗d ) + f(x0)] =
= f ∗(x∗0) +
f ∗∗(x∗∗d ) + f(x0)
2
− δ.
Por hipótesis x∗∗d → x0 en la topoloǵıa τ .
(iii) ⇒ (i) Notemos que x∗0 ∈ ∂f(x0) ⇔ x0 ∈ ∂f ∗(x∗0). Veamos que f ∗ es
Gâteaux diferenciable en x∗0. Sea x
∗∗ ∈ ∂f ∗(x∗0). Aplicando (iii) para la red
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constante x∗∗d = x
∗∗, obtenemos x∗∗ = x0. Veamos que ∂f
∗ es restringida
superiormente τ -semicontinua en x∗0. Si fuese falso, existiŕıan U un τ -entorno




≤ 〈x∗∗n , x∗0〉 − f ∗∗(x∗∗n ) ≤ f ∗(x∗0),
se tiene por la hipótesis (c) que x∗∗n tiende a x0 en la topoloǵıa τ , una con-
tradicción.
Obsérvese que aplicando la equivalencia (ii)⇔ (iii) para el caso de f = ‖·‖,
τ es la topoloǵıa de la norma y x0 ∈ SX obtenemos como corolario inmediato
el resultado de que toda norma localmente uniformemente rotunda posee la
propiedad de Kadec-Klee.
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Dedicamos este caṕıtulo al estudio de las aplicaciones multivaluadas que son
bastante suaves, es decir el caso en que estas aplicaciones son restringida su-
periormente w-semicontinuas, según definieron Giles, Gregory y Sims, [27].
Dichos autores estudiaron la subdiferencial de la norma, y en esta memoria
ampliamos dicho estudio a funciones convexas continuas, intentando estable-
cer, entre otras cosas, una caracterización mediante cocientes diferenciales
de la bastante suavidad. Posteriormente estableceremos la relación entre es-
pacios que tengan grafos de aplicaciones bastante suaves contenidos en el
grafo de la aplicación dualidad y los subespacios normantes de los duales,
utilizando esta relación para caracterizar los espacios reflexivos.
2.1 Funciones bastante suaves.
Cuando la aplicación multivaluada dualidad (i.e. la subdiferencial de ‖ · ‖) es
restringida superiormente w-semicontinua, el espacio de Banach X disfruta
de numerosas propiedades. En la siguiente proposición se caracteriza esta
clase de continuidad. Esta caracterización se debe a Giles, Gregory y Sims,
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[27].
2.1 Proposición. Sea x ∈ SX . Las siguientes afirmaciones son equiva-
lentes:
1. ‖ · ‖ es bastante suave en x.
2. Para cada w-entorno de 0, N , en X∗, existe δ > 0 tal que
y∗ ∈ BX∗ , 〈x, y∗〉 > 1− δ ⇒ y∗ ∈ ∂‖ · ‖(x) +N,
3. ∂‖ · ‖(x) es denso en ∂‖ · ‖∗∗(x) para la topoloǵıa σ(X∗∗∗, X∗∗) de X∗∗∗.
Se hace patente, observando las Proposiciones 1.19, 1.23 y 2.1, que se echa
de menos una caraterización mediante cocientes diferenciales de la propiedad
“ser bastante suave”. Observemos que en la proposición anterior aparece de
forma bastante natural la extensión de la norma de X, ‖ · ‖, a X∗∗; es decir
‖ · ‖∗∗. En la teoŕıa de los espacios de Banach existe una generalización de
tal extensión: la conjugada de Fenchel. Este tipo de operación, como hemos
visto en el caṕıtulo primero, se aplica a la clase de funciones inferiormente
semicontinuas.
El Teorema fundamental sobre funciones bastante suaves es el Teorema
2.5. El siguiente lema muestra una serie de propiedades adicionales de la
biconjugada de Fenchel que nos serán de utilidad. A partir de ahora, si
x0 ∈ X y δ > 0, denotaremos por B∗∗(x0, δ) la bola abierta en X∗∗ de centro
x0 y radio δ.
36
2.1 Funciones bastante suaves.
2.2 Lema. Sea f : X → IR ∪ {+∞} convexa, propia e inferiormente
semicontinua y x0 ∈ dom(f). Entonces, si f es continua en x0,
1. f ∗∗ es continua en x0.




∗-compacto para todo ε ≥ 0.
Demostración: (i) Como es bien sabido, la continuidad de una función con-
vexa en un punto equivale a la acotación local en dicho punto (ver, por ejem-
plo, [45]). En primer lugar probemos que f ∗∗ está acotada superiormente en
un entorno (en X∗∗) de x0:
Como f es continua en x0, existen δ > 0, M > 0 tales que
y ∈ B(x0, δ) ⇒ |f(y)| ≤M (2.1)
Sea y∗∗ ∈ B∗∗(x0, δ). Por el Teorema de Goldstine existe una red (yd)d∈D ⊂
B(x0, δ) que tiende a y
∗∗ en la topoloǵıa w∗ de X∗∗. Por (2.1), f(yd) ≤ M




Veamos ahora que f ∗∗ está acotada inferiormente en B∗∗(x0, δ): Sea y
∗∗ ∈














de donde 2f(x0)−M ≤ f ∗∗(y∗∗). Por tanto f ∗∗ es localmente acotada en x0,
luego continua en x0.
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(ii) Observemos que por el apartado previo, tanto ∂f(x0), como ∂f
∗∗(x0)
son conjuntos no vaćıos. La inclusión ∂f ∗∗(x0) ∩ X∗ ⊂ ∂f(x0) es trivial.
Probemos la opuesta: Sea x∗ ∈ ∂f(x0). Si x∗ /∈ ∂f ∗∗(x0) existiŕıa y∗∗ ∈ X∗∗
cumpliendo 〈y∗∗ − x0, x∗〉 > f ∗∗(y∗∗)− f(x0). Por tanto
〈y∗∗, x∗〉 − f ∗(x∗) ≤ f ∗∗(y∗∗) < 〈y∗∗ − x0, x∗〉+ f(x0),
simplificando obenemos
〈x0, x∗〉 < f(x0) + f ∗(x∗). (2.2)
Pero, como x∗ ∈ ∂f(x0), entonces f(x0) + f ∗(x∗) ≤ 〈x0, x∗〉, lo cual es una
contradicción con (2.2) 1.
(iii) En realidad, la situación es general: Supongamos que f : X →
IR ∪ {+∞} sea una función convexa, propia e inferiormente semicontinua.
Supongamos también que para un cierto punto x0 ∈ dom(f) f sea continua
en x0. Entonces f está localmente acotada en un cierto entorno N(x0) (y,
por supuesto, N(x0) ⊂ dom(f)). La restricción de f a ese entorno es una
función continua. Sea x∗0 ∈ ∂εf(x0). Tenemos
〈y − x0, x∗0〉 ≤ f(y)− f(x0) + ε, ∀ y ∈ N(x0).
1Este apartado admite una prueba más elemental: Sea x∗ ∈ ∂f(x0), entonces f(x0) +
f∗(x∗) = 〈x0, x∗〉, luego f∗∗(x0) + f∗∗∗(x∗) = 〈x0, x∗〉, es decir x∗ ∈ ∂f∗∗(x0). Sin
embargo, presentamos la prueba anterior debido a que servirá en un contexto más
general.
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Como f es Lipschitz en N(x0), tenemos
〈y − x0, x∗0〉 ≤ f(y)− f(x0) + ε ≤M‖y − x0‖+ ε ≤Mδ + ε,
siendo M la constante de Lipschitz de f en N(x0) y δ > 0 tal que N(x0) ⊂
B(x0, δ). Como x
∗
0 está acotada en un entorno de x0 por la misma cota para
todo x∗0 ∈ ∂εf(x0), resulta que ∂εf(x0) es un conjunto acotado en X∗, luego
w∗-compacto (al ser w∗-cerrado) y convexo.
Ahora, el resultado se puede aplicar a f ∗∗, función inferiormente semicon-
tinua, convexa, propia y continua en x0 por el apartado (i).
Obsérvese que la demostración del apartado (ii) puede modificarse sin
ningún esfuerzo para obtener el siguiente resultado: Bajo las condiciones
del apartado (ii) del lema 2.2 y ε > 0, entonces ∂εf(x0) = ∂εf
∗∗(x0) ∩X∗.
Los dos lemas siguientes serán de utilidad en la demostración del Teorema
2.5. Además permiten describir la biconjugada de Fenchel en términos de la
función original.
2.3 Lema. Sea f : X → IR ∪ {+∞} una función convexa y propia e
inferiormente semicontinua. Si x∗∗ ∈ dom(f)
∗
, entonces
f ∗∗(x∗∗) = inf{lim inf
i
f(xi) : (xi)i∈I ⊂ dom(f), xi
w∗→ x∗∗}.
Demostración: En primer lugar supongamos que f ≥ 0. Sea (xi)i∈I ⊂
dom(f) una red que w∗-converge a x∗∗. Como f ∗∗ es inferiormente w∗-semi-
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continua,
f ∗∗(x∗∗) ≤ lim inf
i
f ∗∗(xi) = lim inf
i
f(xi).
Por tanto I(x∗∗) := inf{lim inf
i
f(xi) : (xi)i∈I ⊂ dom(f), xi
w∗→ x∗∗} existe y
cumple I(x∗∗) ≥ f ∗∗(x∗∗).
Si existiese x∗∗ ∈ X∗∗ con f ∗∗(x∗∗) < I(x∗∗), entonces (x∗∗, f ∗∗(x∗∗)) /∈
epi(f)
w∗
, ya que si no, se podŕıa encontrar (xi, λi) ⊂ epi(f) con xi
w∗→ x∗∗ y
λi → f ∗∗(x∗∗), por lo que
f ∗∗(x∗∗) < I(x∗∗) ≤ lim inf
i




lo que es imposible. Por el Teorema de Hahn-Banach existen x∗0 ∈ X∗,
α, k ∈ IR tales que
〈x∗∗, x∗0〉+ kf ∗∗(x∗∗) < α < 〈y∗∗, x∗0〉+ kλ, ∀ (y∗∗, λ) ∈ epi(f)
w∗
. (2.3)
Tomando y ∈ dom(f), λ → +∞, de (2.3) resulta k ≥ 0. Sea ε > 0. Como
f ≥ 0, de (2.3) se deduce que






〉+ f(x) ≥ α
k + ε
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Aśı,


















Por tanto, 〈x∗∗, x∗0〉+ (k+ ε)f ∗∗(x∗∗) ≥ α, y como ε > 0 es arbitrario, se tiene
〈x∗∗, x∗0〉+ kf ∗∗(x∗∗) ≥ α, lo cual es una contradicción con (2.3).
Ahora sea f arbitraria. Como f ∗ es propia, existe x∗0 ∈ X∗ tal que
f ∗(x∗0) = α < +∞. Se tiene que, para todo x ∈ X, 〈x, x∗0〉 ≤ f ∗(x∗0) + α.
Definamos ahora g(x) := f(x)+α−〈x, x∗0〉. Obviamente g es convexa, propia
e inferiormente semicontinua y cumple dom(g) = dom(f), siendo g ≥ 0. Es
fácil comprobar que
g∗(x∗) = f ∗(x∗ + x∗0)− α, x∗ ∈ X∗,
g∗∗(x∗∗) = f ∗∗(x∗∗) + α− 〈x∗∗, x∗0〉, x∗∗ ∈ X∗∗.
Por el paso previo aplicado a g,
f ∗∗(x∗∗) = g∗∗(x∗∗)− α + 〈x∗∗, x∗0〉 =
= inf{lim inf
i
g(xi) : (xi)i∈I ⊂ dom(g), xi
w∗→ x∗∗} − α + 〈x∗∗, x∗0〉 =
= inf{lim inf
i
f(xi) : (xi)i∈I ⊂ dom(g), xi
w∗→ x∗∗}.
2.4 Lema. Sea f : X → IR ∪ {+∞} una función convexa, propia e infe-
riormente semicontinua, entonces epi(f ∗∗) = epi(f)
w∗
.
Demostración: De manera análoga a la demostración del último Lema, pode-
mos suponer f ≥ 0. Trivialmente epi(f) ⊂ epi(f ∗∗), y como epi(f ∗∗) es
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Probemos la inclusión opuesta: Sea (x∗∗0 , λ0) ∈ epi(f ∗∗), es decir λ0 ≥
f ∗∗(x∗∗0 ). Supongamos que (x
∗∗
0 , λ0) /∈ epi(f)
w∗
. Por el Teorema de Hahn-
Banach, existen x∗0 ∈ X∗, k, α, β ∈ IR tales que
〈x∗∗0 , x∗0〉+ kλ0 < α < β < 〈y∗∗, x∗0〉+ kλ, ∀ (y∗∗, λ) ∈ epi(f)
w∗
. (2.4)
De (2.4) se deduce que k ≥ 0 (si k < 0, basta tomar y ∈ dom(f), λ→ +∞).
Otra vez de (2.4) se deduce, en particular,
〈y, x∗0〉+ kf(y) > β, ∀ y ∈ dom(f). (2.5)
Sea ε > 0. Como f ≥ 0, de (2.5) se obtiene
〈y,− 1
k + ε
x∗0〉 − f(y) < −
β
k + ε











De lo anterior resulta
f ∗∗(x∗∗0 ) ≥ 〈x∗∗0 ,−
1
k + ε












[β − 〈x∗∗0 , x∗0〉] >
β − α + kλ0
k + ε
.
Si k = 0, entonces f ∗∗(x∗∗0 ) >
β − α
ε
, lo cual es una contradicción en vista
de la arbitrariedad de ε y del hecho que x∗∗0 ∈ dom(f ∗∗). Ya que ε > 0 es
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arbitrario, de (2.6) se deduce f ∗∗(x∗∗0 ) ≥
β − α
k
+ λ0 > λ0, lo cual es una
contradicción con el hecho de que (x∗∗0 , λ0) ∈ epi(f ∗∗).
Obsérvese que los dos Lemas anteriores permiten describir f ∗∗ del modo
siguiente: Si f : X → IR ∪ {+∞} es una función convexa, propia e inferior-
mente semicontinua, entonces
f∗∗(x∗∗) =
 inf{lim infi f(xi) : (xi) ⊂ dom(f), xi
w∗→ x∗∗} x∗∗ ∈ dom(f) w
∗
+∞ x∗∗ /∈ dom(f) w
∗ .
Además se tiene dom(f ∗∗) = dom(f)
w∗
. Nótese que esto generaliza al Teo-
rema de Goldstine. En efecto, basta considerar la función f : X → IR∪{+∞}
dada por f(x) = 0 si ‖x‖ ≤ 1, f(x) = +∞ si ‖x‖ > 1.
Presentamos a continuación la extensión de los resultados de Giles, Gregory
y Sims (Proposición 2.1) al caso de las funciones convexas y continuas.
2.5 Teorema. Sean f : D → IR una función continua y convexa, siendo
D un abierto convexo no vaćıo de X y x ∈ D. Entonces las siguientes
afirmaciones equivalen:
1. f es bastante suave en x.
2. Para todo N , w-entorno de 0 en X∗, existe ε > 0 tal que ∂εf(x) ⊂
∂f(x) +N .
3. ∂f(x) es σ(X∗∗∗, X∗∗)-denso en ∂f ∗∗(x).
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4. d+f ∗∗x = sup{〈·, x∗〉 : x∗ ∈ ∂f(x)}.
5. Dados ε > 0 y U ↪→ X∗∗ de dimensión finita, existe δ > 0 tal que
f ∗∗(x+ tu∗∗)− f ∗∗(x)
t
− sup{〈u∗∗, x∗〉 : x∗ ∈ ∂f(x)} < ε,
para cualesquiera 0 < t < δ, u∗∗ ∈ SU .
6. Dados ε > 0 y u∗∗ ∈ SX∗∗, existe δ > 0 tal que
f ∗∗(x+ tu∗∗)− f ∗∗(x)
t
− sup{〈u∗∗, x∗〉 : x∗ ∈ ∂f(x)} < ε,
para cualquier 0 < t < δ.
Demostración: (i) ⇔ (ii) en virtud del Teorema 1.25.
(ii) ⇒ (iii) Denotemos por τ la topoloǵıa σ(X∗∗∗, X∗∗) de X∗∗∗ y A la τ -
clausura de ∂f(x) en X∗∗∗. La inclusión A ⊂ ∂f ∗∗(x) deriva del Lema 2.2,
apartado (ii). Probemos la opuesta. Tomemos N un τ -entorno cerrado de
0 en X∗∗∗. Por ser A τ -compacto y N τ -cerrado, A + N es τ -cerrado. Por
hipótesis existe ε > 0 tal que
∂εf(x) ⊂ ∂f(x) + (N ∩X∗) ⊂ A+N. (2.7)
Demostremos ahora ∂f ∗∗(x) ⊂ A+N : Sea x∗∗∗ ∈ ∂f ∗∗(x). Se tiene
f ∗∗∗(x∗∗∗) + f(x) = 〈x, x∗∗∗〉 < 〈x, x∗∗∗〉+ ε
3
.
Como x∗∗∗ ∈ ∂f ∗∗(x), en particular, x∗∗∗ ∈ dom(f ∗∗∗). Por el Lema 2.4,
x∗∗∗ ∈ dom(f ∗)
τ
; y por el Lema 2.3
f ∗∗∗(x∗∗∗) = inf{lim inf
i
f ∗(x∗i ) : (xi) ⊂ dom(f ∗), x∗i
w∗→ x∗∗}.
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Por tanto existe (x∗i )i∈I , una red contenida en dom(f



















> f ∗(x∗i ).




i2 ≥ i0, i1, y consideremos la red (x∗i )i≥i2 que τ -converge a x∗∗∗. Se tiene




< 〈x, x∗∗∗〉+ ε
3
− f(x) + ε
3
< 〈x, x∗i 〉 − f(x) + ε,
es decir, x∗i ∈ ∂εf(x) ⊂ A+N . Como A+N es τ -cerrado y (x∗i )i≥i2 τ -converge
a x∗∗∗, x∗∗∗ ∈ A+N . Aśı pues ∂f ∗∗(x) ⊂ A+N y como N es un τ -entorno
cerrado arbitrario de 0 se tiene ∂f ∗∗(x) ⊂ A.
(iii)⇒ (i) Sea N un w-entorno de 0 en X∗. Tomemos N∗ un w∗-entorno de
0 convexo en X∗∗∗ tal que N∗ ∩X∗ ⊂ N . Por ser f ∗∗ continua en x, ∂f ∗∗ es
superiormente w∗-semicontinua (Proposición 1.16) y por tanto existe δ > 0
tal que
∂f ∗∗(B∗∗(x, δ)) ⊂ ∂f ∗∗(x) + 1
2
N∗.
Por hipótesis ∂f ∗∗(x) ⊂ ∂f(x) + 1
2
N∗. Por tanto
∂f ∗∗(B∗∗(x, δ)) ⊂ ∂f ∗∗(x) + 1
2





N∗ ⊂ ∂f(x) +N∗.
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Como ∂f ∗∗(y) ∩X∗ = ∂f(y) para todo y ∈ dom(f), se concluye que
∂f(B(x, δ)) ⊂ ∂f(x) +N.
(iii) ⇒ (iv) f : D → IR es una función continua y convexa en D (abierto
convexo en X). Se toma x ∈ D. Se ha demostrado en el Lema 2.2 que f ∗∗
es una función (convexa) que es continua en un entorno N∗∗ de x en X∗∗.
El cálculo de ∂f ∗∗(x) requiere sólo conocer el comportamiento de f ∗∗ en un
entorno de x (Lema 1.27). En ese entorno, f ∗∗ es una función convexa y
continua en N∗∗.
Aśı, aplicando la Proposición 1.5 a f ∗∗ : N∗∗ → IR, obtenemos
d+f ∗∗(y∗∗) = sup{〈y∗∗, x∗∗∗〉 : x∗∗∗ ∈ ∂f ∗∗(x)}, ∀ y∗∗ ∈ X∗∗.
Por hipótesis, ∂f(x) es w∗-denso en ∂f ∗∗(x), luego para y∗∗ ∈ X∗∗,
sup{〈y∗∗, x∗∗∗〉 : x∗∗∗ ∈ ∂f ∗∗(x)} = sup{〈y∗∗, x∗〉 : x∗ ∈ ∂f(x)}.
(iv) ⇒ (v) Se sabe que, para todo u∗∗ ∈ X∗∗, se tiene
sup{〈u∗∗, x∗〉 : x∗ ∈ ∂f(x)} = d+f ∗∗x (u∗∗).
De nuevo, f ∗∗ es continua en x (y en un entorno N(x) convexo en X∗∗).
Además es convexa. La forma como el cociente incremental
f ∗∗(x+ tu∗∗)− f ∗∗(x)
t
, t > 0
tiende a su ĺımite d+f ∗∗x (u
∗∗) cuando t → 0+ es monótona. Por el Teorema
de Dini la aproximación es uniforme sobre los compactos de X∗∗, por ejemplo
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sobre SU , siendo U un subespacio de dimensión finita en X
∗∗. Entonces es
obvio que para todo ε > 0, y para todo U subespacio de dimensión finita de
X∗∗, existe δ > 0 tal que si 0 < t < δ, u∗∗ ∈ SU , entonces
f ∗∗(x+ tu∗∗)− f ∗∗(x)
t
− d+f ∗∗x (u∗∗) < ε.
Esto es (v).
(v) ⇒ (vi) Es trivial.
(vi) ⇒ (iii) Por hipótesis se tiene
d+f ∗∗x (u
∗∗) = sup{〈u∗∗, x∗〉 : x∗ ∈ ∂f(x)}, ∀ u∗∗ ∈ X∗∗.
Como, obviamente, ∂f(x) ⊂ ∂f ∗∗(x), y se sabe (esto es una afirmación siem-
pre válida en este contexto) que
d+f ∗∗x (u
∗∗) = sup{〈u∗∗, x∗∗∗〉 : x∗∗∗ ∈ ∂f ∗∗(x)}, ∀u∗∗ ∈ X∗∗,
de la igualdad de los dos supremos se deduce, por el Teorema de Hahn-
Banach, que ∂f(x) es σ(X∗∗∗, X∗∗)-denso en ∂f ∗∗(x).
2.2 Subespacios normantes y la topoloǵıa de la
bola.
En esta sección estudiaremos algunas propiedades de los subespacios nor-
mantes y de la llamada topoloǵıa de la bola considerada por G. Godefroy y N.
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Kalton, [31] (ver también [18]) con el propósito de demostrar, en la sección
siguiente, varios de los resultados más significativos de la memoria.
2.6 Definición. Sea X un espacio de Banach y N un subespacio de X∗.
Se dice que N es un subespacio normante, , si es cerrado (en la topoloǵıa
de la norma) y satisface
‖x‖ = sup{|〈x, x∗〉| : x∗ ∈ BN}, ∀ x ∈ X.
Se puede demostrar de manera sencilla, aplicando el Teorema de Hahn-
Banach, que un subespacio cerrado N de X∗ es normante si y solamente
si BN es w
∗-denso en BX∗ . Denotaremos por NX la intersección de todos
los subespacios cerrados normantes de X∗, que en general será cerrada pero
no siempre normante. Los subespacios normantes de X∗ juegan un papel
importante en cuestiones de dualidad, ya que cualquier predual isométrico
de X es un subespacio de X∗ normante.
Además, los subespacios normantes de X∗ guardan una relación directa
con la diferenciabilidad de la norma, como se puede observar en el siguiente
hecho: Si la norma es bastante suave en todo SX y es Gâteaux diferenciable
en x ∈ SX , entonces x∗ = d‖ · ‖x ∈ NX . En efecto: Si N es un subespacio
cerrado normante de X∗, como
1 = sup{〈x, y∗〉 : y∗ ∈ BN},
existe (yn)
∞
n=1 ⊂ BN tal que 〈x, y∗n〉 → 1. Aplicando la Proposición 2.1 se
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Si X admite un predual N , entonces N es un subespacio normante de X∗;
si además X∗ no posee subespacios propios normantes, entonces N = X∗;
por lo que X∗∗ = N∗ = X, es decir X es reflexivo. Como Godefroy de-
mostró, la hipótesis de que X sea un espacio dual se puede debilitar, exigiendo
únicamente la siguiente propiedad:
2.7 Definición. Se dice que un espacio de Banach X tiene la propiedad
de la intersección finita-infinita (para abreviar escribiremos IPf,∞) si
toda familia de bolas cerradas en X, con intersección vaćıa, contiene una
subfamilia finita con intersección vaćıa.
Es fácil ver que si X es un espacio de Banach dual, entonces X posee
la propiedad IPf,∞. En efecto: Sean N el predual de X y (Bα)α∈I una
colección de bolas cerradas tal que para todo subconjunto finito F de I se
tiene ∩α∈FBα 6= ∅. Ya que las bolas cerradas, por el teorema de Alaoglu-
Bourbaki, son σ(X,N) compactas, se tiene ∩α∈IBα 6= ∅. En particular todo
espacio reflexivo posee la propiedad IPf,∞. El siguiente resultado se debe a
G. Godefroy, si bien no aparece expĺıcitamente en ninguno de sus trabajos.
2.8 Lema. Sea X un espacio de Banach que posee la propiedad IPf,∞ y tal
que X∗ no posee subespacios propios normantes. Entonces X es reflexivo.
Ahora definiremos la llamada topoloǵıa de la bola ([31], [18]) y estudiare-
mos sus propiedades más importantes en relación con los subespacios nor-
mantes del dual. El motivo de introducir esta topoloǵıa en esta memoria es
el siguiente: En la próxima sección demostraremos uno de los teoremas más
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significativos de la memoria, el 2.18. Primero se demuestra el teorema para
el caso en que X sea un espacio separable, y para debilitar la hipótesis de
separabilidad usaremos las propiedades de la topoloǵıa de la bola.
2.9 Definición. Dado un espacio de Banach X, se define la topoloǵıa
de la bola, bX , como la topoloǵıa menos fina en X para la que cada bola
cerrada es bX-cerrada.
Notemos que bX depende esencialmente de la norma que se considere en
X; es decir, si se substituye la norma en X por otra equivalente, la topoloǵıa
bX puede variar. En general, la topoloǵıa de la bola puede no ser compatible
con la estructura de espacio vectorial de X.
La relación entre la topoloǵıa de la bola de X y los subespacios normantes
de X∗ viene reflejada en la siguiente proposición, [31]:
2.10 Proposición. Sea X un espacio de Banach y sea x∗ ∈ X∗. Entonces
1. si x∗ : BX → IR es bX-continua, entonces x∗ ∈ NX ; es decir, x∗
pertenece a todos los subespacios normantes de X∗.
2. si x∗ ∈ NX y X es separable, entonces x∗ : BX → IR es bX-continuo.
3. si para cada subespacio separable Y de X se verifica que x∗ : BY → IR
es bY -continuo, entonces x
∗ : BX → IR es bX-continuo.
De hecho este lema dice que la propiedad “el dual de un espacio de Banach
no contiene ningún subespacio propio normante” es separablemente determi-
nada: Sea X un espacio de Banach tal que para cualquier subespacio cerrado
50
2.3 Aplicaciones bastante suaves y subespacios normantes.
separable, su dual no tiene subespacios propios normantes. Sea N ↪→ X∗ un
subespacio cerrado propio normante. Sea x∗ ∈ X∗ \N . Por el Lema 2.10, i)
x∗ : BX → IR no es bX-continua; por iii) existe Y ↪→ X cerrado y separable
tal que x∗ : BY → IR no es bY -continua y por ii) x∗ : BY → IR no pertenece
a NY , donde NY denota la intersección de todos los subespacios cerrados
normantes de Y . Ya que Y es cerrado y separable, obtenemos NY = Y
∗, una
contradicción.
Para caracterizar la reflexividad en términos de aplicaciones bastante suaves,
usaremos el siguiente resultado de Godefroy y Kalton [31].
2.11 Proposición. Sea W un subconjunto acotado de X. Supongamos
que, para cada norma equivalente en X, W es cerrado en la topoloǵıa de la
bola correspondiente. Entonces W es w-compacto.
2.3 Aplicaciones bastante suaves y subespacios
normantes.
Observemos que hay espacios no separables en los cuales la condición del
teorema de Mazur sigue siendo válida. Los intentos por caracterizar aque-
llos espacios en los cuales las funciones convexas y continuas son siempre
genéricamente diferenciables ha motivado la siguiente terminoloǵıa:
2.12 Definición. Un espacio de Banach X se dice que es un espacio de
Asplund si cualquier fución continua convexa definida en un abierto convexo
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no vaćıo D de X es Fréchet diferenciable en cada punto de algún subconjunto
Gδ denso de D.
En 1978, C. Stegall, [55], consigue dar una forma definitiva a una larga
serie de trabajos previos demostrando el siguiente resultado:
2.13 Teorema. Las siguientes afirmaciones equivalen:
1. X es un espacio de Asplund.
2. X∗ posee la propiedad de Radon-Nykodým.
3. Todo subespacio separable de X tiene dual separable.
Como se comentó en la Introducción, hay una larga serie de trabajos donde
se proporcionan condiciones geométricas que implican que el espacio es de As-
plund. En 1994, Contreras y Payá, [12], lograron generalizar varios resultados
previos estableciendo que todo espacio de Banach donde la norma sea bas-
tante suave es de Asplund. Giles y Moors, [28], probaron un resultado similar
bajo una condición (formalmente) más débil, el Teorema 2.14.
En el art́ıculo de Contreras y Payá también se demostró la siguiente afir-
mación: Si X es un espacio con norma bastante suave, entonces X∗ no tiene
subespacios propios normantes. En esta memoria usaremos la condición de
Giles y Moors sobre un espacio de Banach para probar que su dual no posee
subespacios cerrados propios normantes.
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Obsérvese que la propiedad de que para alguna norma equivalente, el dual
no contiene ningún subespacio propio normante y la propiedad de ser un espa-
cio de Asplund son independientes, como se muestra en [39]. En este art́ıculo,
los autores, suponiendo la hipótesis del continuo, encuentran un ejemplo de
un espacio de Asplund que no puede admitir una norma equivalente de modo
que el dual de este espacio no tenga subespacios propios normantes.
En primer lugar probaremos el caso separable. Necesitaremos dos resulta-
dos previos que enunciamos a continuación. El primero de ellos, como ya se
ha comentado, es debido a Giles y Moors, [28].
2.14 Teorema. Un espacio es de Asplund si tiene una norma equivalente
cuya aplicación dualidad tiene un grafo que contiene el grafo de una aplicación
bastante suave.
El siguiente lema es la clave en la demostración del caso separable. Es una
aplicación del Lema de Simons, [49]; el cual tiene unas consecuencias muy
diversas e importantes; y es una ligera mejora de un lema de Godefroy. Este
lema se debe a Contreras y Payá, [12].
2.15 Lema. Sea B una frontera de X (es decir, B ⊂ SX∗ tal que B ∩
∂‖ · ‖(x) 6= ∅ para todo x ∈ SX) tal que B ⊂ co‖·‖(F + αBX∗) para algún
subconjunto F numerable de X∗ y algún 0 ≤ α < 1. Entonces lin(F ) es
norma-denso en X∗.
El siguiente resultado es el caso separable del Teorema 2.18
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2.16 Teorema. Sea X un espacio de Banach separable tal que exista
Φ : SX → P(X∗) \ ∅ bastante suave cumpliendo Φ(x) ⊂ ∂‖ · ‖(x) para todo
x ∈ SX . Entonces X∗ no tiene subespacios propios cerrados normantes.
Demostración: Sea N un subespacio cerrado normante de X∗. Por el
Teorema 2.14 X es un espacio de Asplund, por lo que existe (xn)
∞
n=1 denso
en SX de modo que la norma es Fréchet diferenciable en cada xn. Sea
{x∗n} = Φ(xn) ⊂ ∂‖ · ‖(xn) = {‖ · ‖′(xn)}.
Como N es un subespacio normante de X∗ y BX∗ es metrizable para la
topoloǵıa w∗, existe (x∗n,m)
∞





n (en la topoloǵıa w
∗), ∀n ∈ IN.






; B = A ∩ SX∗ . Es
sencillo probar que B 6= ∅.
Si B no fuese una frontera, existiŕıa x ∈ SX con B ∩ ∂‖ · ‖(x) = ∅; esto es,
A∩ ∂‖ · ‖(x) = ∅. Como A es convexo con norma-interior no vaćıo y ∂‖ · ‖(x)
es convexo, por el Teorema de separación existe z∗∗ ∈ SX∗∗ tal que
sup{〈z∗∗, a∗〉 : a∗ ∈ A} ≤ inf{〈z∗∗, x∗〉 : x∗ ∈ ∂‖ · ‖(x)}.
Demostremos el siguiente hecho:
f ∗ ∈ F ⇒ 1
2
+ 〈z∗∗, f ∗〉 ≤ inf{〈z∗∗, x∗〉 : x∗ ∈ ∂‖ · ‖(x)} :




z∗ ∈ A, tenemos
inf{〈z∗∗, x∗〉 : x∗ ∈ ∂‖ · ‖(x)} ≥ 〈z∗∗, f ∗ + 1
2
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Es suficiente hacer tender η → 0+ para probar el hecho.
Sea W := {y∗ ∈ X∗ : |〈z∗∗, y∗〉| < 1
2
} un w-entorno convexo de 0 en X∗.
Por la afirmación recién demostrada se tiene
F ∩ (∂‖ · ‖(x) +W ) = ∅. (2.8)
Como Φ es bastante suave en x, existe ε > 0 tal que






n=1 es denso en SX , existe n ∈ IN tal que ‖xn − x‖ < ε. Como
la norma es Fréchet diferenciable en xn y lim
m→∞
〈xn, x∗n,m〉 = 〈xn, x∗n〉 = 1 se
obtiene, por el test de Šmulyan, lim
m→∞
‖x∗n,m − x∗n‖ = 0. Se deduce que existe








Por tanto, f ∗ ∈ x∗n+
1
2
W . Como ‖xn−x‖ < ε, y ‖ · ‖ es Fréchet diferenciable
en xn, por (2.9) se tiene que





f ∗ ∈ x∗n +
1
2





W ⊂ Φ(x) +W.
Esto contradice (2.8). Por lo tanto B es una frontera. Por el Lema 2.15
lin(F ) es norma-denso en X∗. Ya que F ⊂ BN , obtenemos lin(F ) ⊂ N y
debido a que N es norma-cerrado obtenemos N = X∗.
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Necesitaremos el siguiente lema elemental para probar el caso general. Por
esta vez, distinguiremos la norma en un espacio X (‖ · ‖X) de la inducida por
ella en un subespacio Y (‖ · ‖Y ).
2.17 Lema. Sea Φ : SX → P(X∗) \ ∅ bastante suave tal que Φ(x) ⊂
∂‖ · ‖X(x) para todo x ∈ SX . Sea Y un subespacio cerrado de X. Definimos
Ψ : SY → P(Y ∗) \ ∅ como Ψ(y) = {x∗|Y : x∗ ∈ Φ(y)}. Entonces
1. Ψ(y) ⊂ ∂‖ · ‖Y (y) para todo y ∈ SY .
2. Ψ es bastante suave.
Demostración: (i) Sea x∗ ∈ Φ(y) ⊂ ∂‖ · ‖X(y), para un cierto y ∈ SY .
Entonces 〈y, x∗|Y 〉 = 〈y, x∗〉 = 1. Además se tiene
1 = ‖x∗‖ ≥ ‖x∗|Y ‖ ≥ 〈y, x∗|Y 〉 = 1.
Esto implica que x∗|Y ∈ SY y x∗|Y ∈ ∂‖ · ‖Y (y).
(ii) Sea y ∈ SY y W un w-entorno de 0 en Y ∗. Como x∗ 7→ x∗|Y es
continua para las topoloǵıas w, existe un w-entorno V de 0 en X∗ tal que
{x∗|Y : x∗ ∈ V } ⊂ W . Como Φ es bastante suave en y, existe δ > 0 tal que
Φ(B(y, δ) ∩ SX) ⊂ Φ(y) + V . Ahora es fácil probar que Ψ(B(y, δ) ∩ SY ) ⊂
Ψ(y) +W .
Ahora estamos en condiciones de probar el caso general. Para tal fin hare-
mos uso de los resultados de Godefroy y Kalton sobre la topoloǵıa de la bola
descritos en la sección previa.
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2.18 Teorema. Sea X tal que existe Φ : SX → P(X∗) \ ∅ bastante suave
cumpliendo Φ(x) ⊂ ∂‖ · ‖(x) para todo x ∈ SX . Entonces X∗ no tiene
subespacios propios cerrados normantes.
Demostración: Sea X tal que exista Φ : SX → P(X∗) \ ∅, bastante suave,
cumpliendo Φ(x) ⊂ ∂‖ · ‖(x) para todo x ∈ SX . Hay que demostrar que
N = X∗. Por el Lema 2.10 (i), basta probar que si x∗ ∈ BX∗ , entonces
x∗|BX es bX-continua. Por la parte (iii) del Lema 2.10 basta probar que si
x∗ ∈ BX∗ , entonces x∗|BY es bY -continua para cualquier subespacio cerrado
Y separable de X, y, por la parte (ii) del Lema 2.10, basta probar que si
y∗ ∈ BY ∗ , entonces y∗ ∈ NY para todo Y subespacio cerrado separable de X.
Sea y∗ ∈ BY ∗ , siendo Y cualquier subespacio cerrado separable deX. Por el
Lema 2.17 existe Ψ : SY → P(Y ∗)\∅ bastante suave tal que Ψ(y) ⊂ ∂‖·‖Y (y)
para todo y ∈ SY , y, por el Teorema 2.16, Y no tiene subespacios cerrados
propios normantes. Por tanto y∗ ∈ NY .
El siguiente resultado muestra una aplicación directa del Teorema 2.18 a la
geometŕıa de los espacios de Banach y es una generalización de un resultado
de Godefroy aparecido en [30].
2.19 Corolario. Sea X un espacio de Banach tal que exista Φ : SX →
P(X∗) \ ∅ bastante suave cumpliendo Φ(x) ⊂ ∂‖ · ‖(x) para todo x ∈ SX .
Entonces cualquier subconjunto de X acotado y w-cerrado es una intersección
de uniones finitas de bolas de X.
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Demostración: Sólo necesitamos probar que la topoloǵıa bX coincide en los
subconjuntos acotados con la topoloǵıa w (ver [31] para más detalles). Para
probar esta afirmación, por la Proposición 2.10, es suficiente demostrar que
si Y es un subespacio separable de X y x∗ ∈ X∗, entonces x∗|Y pertenece a
todos los subespacios cerrados normantes de Y ∗. Esto es claramente cierto
por el Teorema 2.18.
2.4 Reflexividad y aplicaciones bastante suaves.
Utilizando los resultados de la sección anterior se proporcionan dos carac-
terizaciones de la reflexividad más generales que las ya comentadas en la
Introducción.
2.20 Teorema. X es reflexivo si y solamente si X tiene la propiedad IPf,∞
y existe Φ : SX → P(X∗)\∅ bastante suave y tal que Φ(x) ⊂ ∂‖·‖(x) ∀x ∈ SX .
Demostración: Si X es reflexivo, entonces X tiene la propiedad IPf,∞ y ∂‖ ·‖
es bastante suave. El rećıproco se sigue del Teorema 2.18 y del Lema 2.8.
El siguiente corolario es obvio:
2.21 Corolario. Sea X un espacio que cumple la propiedad IPf,∞. En-
tonces, las afirmaciones siguientes son equivalentes:
1. X es reflexivo
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2. X tiene una norma equivalente bastante suave.
3. Existe una norma equivalente, ‖·‖, y una aplicación Φ : SX → P(X∗)\∅
bastante suave tal que Φ(x) ⊂ ∂‖ · ‖(x), para cualquier x ∈ SX .
Este corolario responde de manera muy parcial a un problema que aparece
impĺıcito en el trabajo de Giles y Moors, [28], y que no hemos sabido respon-
der:
2.22 Problema. ¿Es la condición de Giles y Moors más débil que la bas-
tante suavidad?, es decir: ¿Existe un espacio X con una norma no bastante
suave y en el que sin embargo podamos definir Φ : SX → P(X∗) \ ∅ bastante
suave tal que Φ(x) ⊂ ∂‖ · ‖(x), ∀x ∈ SX?
Es claro, por el corolario, que si tal contraejemplo existe, éste no debe
cumplir la propiedad IPf,∞.
Nuestra segunda caracterización de la reflexividad es una consecuencia del
Lema 2.11.
2.23 Teorema. Las siguientes afirmaciones son equivalentes:
1. X es reflexivo.
2. Para toda norma equivalente en X existe Φ : SX → P(X∗) \ ∅ bastante
suave tal que Φ(x) ⊂ ∂‖ · ‖(x) para cualquier x ∈ SX .
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Demostración: (i) ⇒ (ii) Es evidente.
(ii) ⇒ (i) Probemos primero el caso separable. Por el Teorema de James
basta probar que BX es w-compacto, y por el Lema 2.11 basta probar que BX
es bX-cerrado para toda norma equivalente de X. Sea ‖ · ‖ cualquier norma
equivalente de X. Por hipótesis existe Φ : SX → P(X∗)\∅ bastante suave tal
que Φ(x) ⊂ ∂‖·‖(x), ∀x ∈ SX . Por el Teorema 2.18, X∗ no tiene subespacios
normantes. Por tanto, por el Lema 2.10, para todo x∗ ∈ X∗ se tiene que x∗|BX
es bX-continuo. Veamos que BX es bX-cerrado: Sea (xd)d∈D ⊂ BX una red
que tiende a x en la topoloǵıa bX . Como para todo x
∗ ∈ X∗ se tiene que x∗|BX
es bX-continuo, se concluye que 〈xd, x∗〉
d∈D−→ 〈x, x∗〉, ∀x∗ ∈ BX∗ , es decir, que
xd
d∈D−→ x en la topoloǵıa w. Por tanto x ∈ BX
w
= BX .
Probemos el caso general: Por el Teorema de Eberlein, basta probar que
si Y es un subespacio cerrado separable, entonces Y es reflexivo. Sea ‖ · ‖Y
una norma equivalente en Y . Tomemos una norma ‖ · ‖ equivalente en X
que extienda a ‖ · ‖Y . Por el Lema 2.17 existe Φ : SY → P(Y ∗) \ ∅ bastante
suave tal que Ψ(y) ⊂ ∂‖ · ‖Y (y), para todo y ∈ SY , y por el caso separable,
Y es reflexivo.
60
3 Normas ásperas y funciones
bump.
Este caṕıtulo está dividido en dos secciones que guardan una estrecha rela-
ción. En la primera sección se hará un estudio de las llamadas normas ásperas.
Esta clase de normas fue introducida por Leach y Whitfield, [41], bajo el nom-
bre de normas con diferencial uniformemente discontinua, con la intención de
caracterizar los espacios de Banach X tales que dens(X) = dens(X∗). Vere-
mos que este tipo de normas coincide con otra clase de normas introducidas
en [15]. En la segunda sección se generaliza el siguiente resultado de Ekeland
y Lebourg, [21]: Si X es un espacio de Banach que admite un bump Fréchet
diferenciable, entonces X es un espacio de Asplund, mediante un teorema que
cuantifica el “grado de aspereza” de una norma en relación con la existencia
de un bump que también posea un cierto “grado de aspereza”.
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3.1 Normas ásperas.
Como hemos visto en el caṕıtulo previo, las propiedades de diferenciabilidad
de la norma influyen considerablemente sobre la situación de que el espacio
donde está definida dicha norma sea o no un espacio de Asplund. A pesar
de todo, y como es bien conocido, esta propiedad posee una caracterización
exclusivamente topológica. El siguiente concepto, estudiado originalmente en
Day [14], Kurzweil, [40], Whitfield, [57], y en Leach y Whitfield, [41], es “lo
diametralmente opuesto a que la norma sea Fréchet diferenciable”.
3.1 Definición. Una norma ‖ · ‖ en un espacio de Banach X se dice
que es áspera si existe ε > 0 tal que para todo x ∈ SX y η > 0, existen
x1, x2 ∈ B(x, η), u ∈ SX cumpliendo d+‖ · ‖x1(u)− d+‖ · ‖x2(u) ≥ ε.
Notar que el número positivo ε que aparece en la definición anterior, por
la desigualdad triangular, no puede ser mayor que 2. Leach y Whitfield, en
[41], donde usaron la terminoloǵıa norma con diferencial uniformemente
discontinua, probaron la siguiente caracterización que nos será útil:
3.2 Lema. Sea X un espacio de Banach con norma ‖ · ‖. Entonces la
norma es áspera si y solamente si existe ε > 0 tal que para todo x ∈ SX y
η > 0, existe v ∈ X tal que ‖v‖ < 2 y ‖x+ tv‖ > 1 + ε |t|
2
− η, donde |t| ≤ 1.
El siguiente resultado establece la equivalencia entre el concepto intro-
ducido por Leach y Whitfield y el que aparece en [15].
3.3 Teorema. Sea ‖ · ‖ una norma en un espacio de Banach X. Las
siguientes afirmaciones son equivalentes:
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1. La norma ‖ · ‖ es áspera.
2. Existe ε > 0 tal que para todo x ∈ SX y α > 0, el diámetro de ∂‖ ·‖α(x)
es mayor o igual que ε.
Demostración: (i) ⇒ (ii) Sean x ∈ SX , α > 0. Por hipótesis existen
x1, x2 ∈ B(x, α), u ∈ SX tales que d+‖ · ‖x1(u) − d+‖ · ‖x2(u) ≥ ε. Por la
Proposición 1.5 existen x∗i ∈ ∂‖ · ‖(xi), i = 1, 2 de modo que d+‖ · ‖xi(u) =
〈u, x∗i 〉. Entonces ‖x∗1−x∗2‖ ≥ 〈u, x∗1−x∗2〉 ≥ ε, por lo que sólo falta comprobar
x∗i ∈ ∂‖ · ‖α(x), i = 1, 2. Como x∗i ∈ ∂‖ · ‖(x), entonces es cierto ‖x∗i ‖ = 1,
〈xi, x∗i 〉 = 1, por tanto
〈x, x∗i 〉 = 〈x− xi, x∗i 〉+ 〈xi, x∗i 〉 =
= 1− 〈xi − x, x∗i 〉 ≥ 1− ‖x∗i ‖‖xi − x‖ ≥ 1− α.
(ii)⇒ (i) Usaremos el Lema 3.2 para probar esta implicación. Sean x ∈ SX ,
η > 0. Por hipótesis existe ε > 0 tal que diam (∂‖ · ‖η/2(x)) ≥ ε. Por
tanto existen x∗1, x
∗
2 ∈ ∂‖ · ‖η/2(x) con ‖x∗1 − x∗2‖ > ε. Sea u ∈ SX tal que
〈u, x∗1 − x∗2〉 > ε.






x. Se tiene ‖v‖ ≤ 1 + 1
2
|〈u, x∗1 + x∗2〉| ≤ 2; pero si
fuese ‖v‖ = 2, entonces se tendŕıa que, o bien 〈u, x∗1〉 = 〈u, x∗2〉 = 1, o bien
〈u, x∗1〉 = 〈u, x∗2〉 = −1, lo cual es una contradicción con 〈u, x∗1− x∗2〉 > ε. Por
tanto ‖v‖ < 2. De forma análoga se comprueba 0 < ‖v‖.
Sea |t| ≤ 1. Definimos s := 1 − 1
2
〈tu, x∗1 + x∗2〉. Fácilmente se comprueba
que 0 < s < 2 y que sx+ tu = x+ tv. Entonces, si t > 0,
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≥ s〈x+ t
s





+ t〈u, x∗1〉 =
= 1− 1
2
〈tu, x∗1 + x∗2〉 −
sη
2












> 1− η + tε
2
.
Para t < 0, razonando de manera completamente similar, obtenemos ‖x+
tv‖ > 1− η + |t| ε
2
.
La siguiente proposición constituye otra caracterización de las normas
ásperas y su demostración puede encontrarse en [15]. Precisamente, en dicho
libro se toma como definición de norma áspera la parte (ii) de la próxima
proposición.
3.4 Proposición. Sea ‖ · ‖ una norma en un espacio de Banach X. Las
siguientes afirmaciones equivalen:
1. ‖ · ‖ es una norma áspera.
2. Existe ε > 0 tal que para todo x ∈ SX ,
lim sup
‖h‖→0
‖x+ h‖+ ‖x− h‖ − 2
‖h‖
≥ ε.
La siguiente proposición generaliza a la anterior al caso de las funciones
convexas e inferiormente semicontinuas:
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3.5 Proposición. Sea f : X → IR∪ {+∞} una función convexa, propia e
inferiormente semicontinua, x0 ∈ int(dom(f)) y ε > 0. Entonces las siguien-
tes afirmaciones son equivalentes:
1. lim sup
‖h‖→0
f(x0 + h) + f(x0 − h)− 2f(x0)
‖h‖
≥ ε.
2. Para todo α > 0, se tiene diam (∂αf(x0)) ≥ ε.
Demostración: (i) ⇒ (ii) Por hipótesis, existe (hn) una sucesión en X,
hn 6= 0, hn → 0 tal que




, ∀ n ∈ IN.
Tomemos x∗n ∈ ∂f(x0 + hn), y∗n ∈ ∂f(x0 − hn). Se tiene
〈x0 + hn, x∗n〉+ 〈x0 − hn, y∗n〉 =
= f(x0 + hn) + f
∗(x∗n) + f(x0 − hn) + f ∗(y∗n) ≥
≥ 2f(x0) + ‖hn‖+ (ε−
1
n
) + f ∗(x∗n) + f
∗(y∗n).
Por tanto
〈hn, x∗n − y∗n〉 ≥
≥ 2f(x0) + ‖hn‖(ε−
1
n
) + f ∗(x∗n) + f





De lo anterior se concluye que
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Por otra parte, al ser f continua en x0 (ya que f es inferiormente semicon-
tinua y x0 está en el interior de dom(f)), podemos suponer que existe M > 0
tal que ‖x∗n‖, ‖y∗n‖ ≤M . Resulta
f(x0) + f
∗(x∗n) =
= f(x0) + 〈x0 + hn, x∗n〉 − f(x0 + hn) ≤








∗(y∗n)−〈x0, y∗n〉 = 0. Luego existe n0 ∈ IN tal que, para n ≥ n0,
0 ≤ f(x0) + f ∗(x∗n)− 〈x0, x∗n〉 ≤ α, 0 ≤ f(x0) + f ∗(y∗n)− 〈x0, y∗n〉 ≤ α.
Esto implica que x∗n, y
∗




n ≥ n0. Luego diam (∂αf(x0)) ≥ ε.
(ii) ⇒ (i) Sea λ > 0 tal que B(x0, λ) ⊂ dom(f). Sea α > 0. Fijemos
δ ∈]0, αελ[. Por hipótesis existen x∗, y∗ ∈ ∂δf(x0) con ‖x∗ − y∗‖ ≥ ε(1− α).
Tomemos u ∈ SX con ε(1− α) < 〈u, x∗ − y∗〉. Se tiene
f(x0 + λu) + f(x0 − λu) ≥
≥ 〈x0 + λu, x∗〉 − f ∗(x∗) + 〈x0 − λu, y∗〉 − f ∗(y∗) =
= 〈x0, x∗ + y∗〉+ λ〈u, x∗ − y∗〉 − f ∗(x∗)− f ∗(y∗) ≥
≥ 〈x0, x∗ + y∗〉+ λ〈u, x∗ − y∗〉 − f ∗(x∗)− f ∗(y∗) ≥
≥ 〈x0, x∗ + y∗〉+ λε(1− α) + 2f(x0)− 〈x0, x∗〉 − 2δ − 〈x0, y∗〉 =










f(x0 + h) + f(x0 − h)− 2f(x0)
‖h‖
≥ ε.
Como esto vale para todo λ > 0, obtenemos
lim sup
‖h‖→0
f(x0 + h) + f(x0 − h)− 2f(x0)
‖h‖
≥ ε.
La relación entre normas ásperas y espacios de Asplund queda reflejada
en la siguiente proposición, [15], demostrada originalmente en [41] con otra
técnica.
3.6 Proposición. Sea X un espacio de Banach. X admite una norma
equivalente áspera si y solamente si X no es un espacio de Asplund.
3.2 Funciones bump.
Un resultado muy útil en Análisis Funcional es el llamado Principio Varia-
cional de Ekeland, que enunciamos a continuación y cuya demostración puede
verse, por ejemplo, en [15]. Se puede consultar [20] para observar la aplicación
de este principio al análisis no lineal.
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3.7 Teorema. Sea f : X → IR ∪ {+∞} una función inferiormente
semicontinua, acotada inferiormente y propia. Sea ε > 0. Entonces existe
x0 ∈ dom(f) tal que, para todo x ∈ X, se tiene
f(x) ≥ f(x0)− ε‖x− x0‖, f(x0) ≤ inf
X
f + ε.
La existencia de funciones bump con ciertas condiciones de diferenciabi-
lidad como consecuencia de que la norma sea diferenciable queda reflejada
en el siguiente hecho elemental: Si un espacio admite una norma equivalente
Fréchet diferenciable, entonces existe un bump Lipschitz y continuamente
Fréchet diferenciable. En la otra dirección Leach y Whitfield probaron que si
dens(X∗) > dens(X), entonces no existe un bump Fréchet diferenciable, [41].
Recordemos que el carácter de densidad de X, denotado por dens(X), es
el mı́nimo cardinal de un subconjunto denso de X. Claramente esta última
afirmación tiene una conexión directa con los espacios de Asplund por el
Teorema 2.13. Posteriormente Ekeland y Lebourg probaron que si existe una
norma equivalente Fréchet diferenciable, el espacio es de Asplund, [21].
Damos a continuación un Teorema que cuantifica el “grado” de “aspereza”
de una norma en relación con la existencia de un bump que también posea
un cierto grado de “aspereza”. Esto precisa lo cerca que un espacio está




Obsérvese que este resultado implica en particular que si existe f : X → IR
un bump Fréchet diferenciable, entonces X es un espacio de Asplund.
3.8 Teorema. Sea C un subconjunto cerrado y acotado del espacio de Ba-
nach X. Si existe f : C → IR, continua y acotada inferiormente cumpliendo
1. Existe δ ≥ 0 tal que, para todo x ∈ int(C),
lim sup
‖h‖→0
f(x+ h) + f(x− h)− 2f(x)
‖h‖
≤ δ.
2. Existe x0 ∈ int(C) tal que f(x0) < inf∂C f y
3. f acotada inferiormente.
Entonces X no puede tener una norma ε-áspera para ε > γδ/α, siendo α =
inf∂C f − f(x0), γ = sup{‖x0 − x‖ : x ∈ C}.
Demostración: Supongamos que X śı tiene una norma ε-áspera para ε >
γδ
α
. Sea ρ > 0, M = γ + ρ, σ ∈]0, ρ
γ
[. Sea ψ : X → IR ∪ {+∞} dada por
ψ(x) :=
 Mα [f(x)− f(x0)]− ‖x− x0‖ x ∈ C+∞ x /∈ C .
ψ es inferiormente semicontinua y acotada inferiormente. Por el Principio
Variacional de Ekeland (Teorema 3.7), existe z0 ∈ C tal que
ψ(x) ≥ ψ(z0)− σ‖x− z0‖ ∀ x ∈ X. (3.2)
A partir de (3.2) se obtiene
ψ(z0) ≤ ψ(x0) + σ‖x0 − z0‖ = σ‖x0 − z0‖ ≤ σγ.
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[f(z0)− f(x0)]− ‖z0 − x0‖ > M − γ = ρ,
luego ρ < ψ(z0) ≤ σγ < ρ, lo cual es una contradicción. Por tanto z0 ∈
C \ ∂C = int(C). Tomemos η > 0 tal que B(z0, η) ⊂ C.
Sea h ∈ X, 0 < ‖h‖ < η. Se tiene








luego, llamando s0 := z0 − x0,
σ‖h‖+ M
α
[f(z0 + h)− f(z0)] > ‖s0 + h‖ − ‖s0‖.
Si en (3.3) se substituye h por −h se obtiene
σ‖h‖+ M
α
[f(z0 − h)− f(z0)] > ‖s0 − h‖ − ‖s0‖.




f(z0 + h) + f(z0 − h)− 2f(z0)
‖h‖
>
‖s0 + h‖+ ‖s0 − h‖ − 2‖s0‖
‖h‖
.










. Como esta desigualdad vale para todo
ρ > 0, se obtiene ε ≤ γδ/α, una contradicción.
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En este Caṕıtulo se estudian conceptos más restrictivos de diferenciabilidad
que los estudiados en caṕıtulos precedentes (concretamente la uniformeme
Gâteaux diferenciabilidad y la diferenciabilidad de orden superior a 1). Con-
siguiendo un resultado que afirma que en espacios separables toda función
convexa y Lipschitz se puede expresar como ĺımite (uniforme en los com-
pactos) de funciones convexas, Lipschitz y uniformemente Gâteaux diferen-
ciables. Hemos de destacar que la construcción presentada en la demostración
de este resultado se basa en una técnica ideada por Fabian y Zizler, [22].
4.1 Funciones uniformemente Gâteaux
diferenciables y funciones suaves.
En la siguiente definición se pretende dar una noción de “uniformidad” para
la Gâteaux diferenciabilidad.
4.1 Definición. Sea f : D → IR, D un abierto no vaćıo de un espacio
de Banach y sea E ⊂ D. Decimos que f es uniformemente Gâteaux
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diferenciable en E si f es Gâteaux diferenciable en todo punto de E y para
todo ε > 0, u ∈ SX , existe δ > 0 tal que∣∣∣∣f(z + tu)− f(z)t − dfz(u)
∣∣∣∣ < ε, ∀ |t| ∈]0, δ[, z ∈ E.
La norma ‖ · ‖ se dice uniformemente Gâteaux diferenciable si es uni-
formemente Gâteaux diferenciable en {x ∈ X : ‖x‖ > r} para algún r > 0.
La siguiente proposición caracteriza la uniforme Gâteaux diferenciabilidad
de las funciones Lipschitz:
4.2 Proposición. Sea f : D → IR una función Lipschitz y Gâteaux dife-
renciable en todo punto de D, siendo D un abierto no vaćıo de un espacio de
Banach X. Entonces las siguientes afirmaciones son equivalentes:
1. f es uniformemente Gâteaux diferenciable en D.
2. Para todos ε > 0, u ∈ SX , existe δ > 0 tal que para todo z ∈ D se
cumple
|dfz(u)− dfy(u)| < ε, ∀ y ∈ B(z, δ).
Demostración: (i) ⇒ (ii) Sean ε > 0, u ∈ BX . Por hipótesis existe δ > 0 tal
que ∣∣∣∣f(z + tu)− f(z)t − dfz(u)
∣∣∣∣ < ε3 , ∀ |t| ∈]0, δ], z ∈ D.
Sean x ∈ D, y ∈ B(x, εδ
6F
), siendo F la constante de Lipschitz de f . Entonces
|dfx(u)− dfy(u)| ≤
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≤
∣∣∣∣dfx(u)− f(x+ δu)− f(x)δ
















(ii)⇒ (i) Sean ε > 0, u ∈ BX . Por hipótesis existe δ > 0 tal que para todo
z ∈ D
|dfz(u)− dfy(u)| < ε, ∀ y ∈ B(z, δ).
Sean |t| ∈]0, δ[ y x ∈ D. Definimos φ : [0, t]→ IR como φ(s) := f(x+su). Por
el Teorema del Valor Medio existe ξ ∈]0, t[ cumpliendo φ(t)− φ(0) = tφ′(ξ);
es decir, f(x+ tu)− f(x) = tdfx+ξu(u). Por tanto,∣∣∣∣f(x+ tu)− f(x)t − dfx(u)
∣∣∣∣ = |dfx+ξu(u)− dfx(u)| < ε,
ya que x+ ξu ∈ B(x, δ).
La siguiente definición de “diferenciabilidad de orden superior a 1” está
universalmente aceptada. Procede de forma inductiva.
4.3 Definición. Sea f : D → IR una función definida en un abierto
del espacio de Banach X. La Fréchet diferenciabilidad de orden 1 es
simplemente la Fréchet diferenciabilidad. Sea n ∈ {2, 3, · · ·} y supongamos
que ya hemos definido la (n− 1)-veces Fréchet diferenciabilidad y el śımbolo
f (n−1) ∈ L(n−1)(X). Supongamos que f es (n− 1)-veces Fréchet diferenciable
en un entorno de x y que existe L ∈ Ln(X) tal que
lim
t→0
f (n−1)(x+ th1)(h2, · · · , hn)− f (n−1)(x)(h2, · · · , hn)
t
− L(h1, · · · , hn) = 0
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uniformemente para h1, · · · , hn ∈ BX . Entonces decimos que f es n-veces
Fréchet diferenciable en x y denotamos L = f (n)(x) 1.
Sea E ⊂ D un abierto y n ∈ IN. Decimos que f es Cn-suave en E si es
n-veces Fréchet diferenciable en todo punto de E y la aplicación x 7→ f (n)(x)
desde E sobre Ln(X) es continua en E. Decimos que f es C∞-suave si es
Cn-suave para todo n ∈ IN.
Se puede comprobar fácilmente que, si f : D → IR (D un abierto de X),
f es Cn-suave en D si y sólamente si es n-veces Fréchet diferenciable en todo
punto de D y para todo x ∈ D, ε > 0, existe δ > 0 tal que∣∣∣∣∣f (n−1)(z + th1)(h2, · · · , hn)− f (n−1)(z)(h2, · · · , hn)t − f (n)(z)(h1, · · · , hn)
∣∣∣∣∣ < ε
para todos 0 6= t ∈]− δ, δ[, z ∈ D, ‖z − x‖ < δ, h1, · · · , hn ∈ BX .
4.2 Un teorema de aproximación.
El siguiente teorema es el principal resultado de la sección. La técnica uti-
lizada está inspirada en un art́ıculo de Fabian y Zizler, [22], en donde se
demuestra el siguiente resultado: Sea X un espacio de Banach separable que
admite una norma equivalente Cn-suave, donde n ∈ IN ∪ {∞}. Entonces
X admite una norma equivalente que es simultáneamente uniformemente
Gâteaux diferenciable y Cn-suave.
1Es conocido que f (n)(x) es entonces simétrica con respecto a las variables h1, · · · , hn ∈ X,
(ver [11]), pero no necesitaremos este hecho.
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4.4 Teorema. Sea X un espacio de Banach separable. Entonces toda
función f convexa y Lipschitz definida sobre A + δBX , siendo A un abierto
convexo no vaćıo de X y δ > 0, es ĺımite en A de funciones (fε)ε>0 convexas,
Lipschitz y uniformemente Gâteaux diferenciables, siendo dicha convergencia
uniforme sobre los compactos de A. Además si f es Cn-suave, (n ∈ IN∪{∞})
entonces tales funciones (fε)ε>0 son también C
n-suaves.






[0, 1]× [0, 1
2




, m ∈ IN,
y denotemos por µ(m) la medida de Lebesgue de Km. Sea b : IR → IR un
C∞-bump cumpliendo 0 ≤ b,
∫
IR
b = 1, b(s) = 0 para s /∈ [0, 1]. Definimos















b = 1. Sea
(xn)
∞
n=1 un conjunto denso en SX .







tjxj)bε(t1)2bε(2t2) · · · 2m−1bε(2m−1tm)dµ(m).
fm,ε está bien definida, ya que si x ∈ A, entonces x −
m∑
j=1














< δ) y el integrando es continuo
sobre Km. Denotemos























También se verifica que, si g es una función integrable sobre Km, entonces,






























m=1 es una sucesión uniforme de Cauchy en A.
Sean x ∈ A, m,m′ ∈ IN, m < m′. Entonces

















































































· · · 4 · 2
m′−1
δ



























· · · 4 · 2
m′−1
δ





















y µm,m′ es la medida de Lebes-






























→ 0, (m,m′ →∞).




y este ĺımite es uniforme en A.
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Paso 2. Propiedades elementales de fε.
fε es convexa: Por el paso 1 basta ver que las funciones fm,ε son convexas
para todo m ∈ IN: Sean x, y ∈ A, α ∈]0, 1[. Entonces



































= αfm,ε(x) + (1− α)fm,ε(y).
fε es F -Lipschitz: De nuevo por el paso 1 basta comprobar que las funciones
















Bm,ε(t)dµ(m) = F‖x− y‖.
Paso 3. La diferencial de fm,ε en la dirección xn para m > n.
Sean x0 ∈ A y t0 suficientemente pequeño para que x + τxn ∈ A con

























denotemos por I1 la primera integral, y por I2 la segunda. Puesto que b es
























[0, 1]× [0, 1
2
]× · · · × [0, 1
2n−2
]× IR× [0, 1
2n

























































Denotemos, para abreviar, si n < m,
βnm,ε(t) :=
= bε(t1)2bε(2t2) · · · 2n−2bε(2n−2tn−1) 22n−2b′ε(t)(2n−1tn) ·
· 2nbε(2ntn+1) · · · 2m−1bε(2m−1tm),










donde denotaremos a partir de ahora Dg(x)(u) la derivada direccional de g
en el punto x en la dirección u 6= 0.
Paso 4. La diferencial de fε en la dirección xn.
Sea x ∈ A y t0 suficientemente pequeño para que x + sxn ∈ A con 0 ≤
|s| ≤ t0. Definamos para m ∈ IN, m > n:
φm(s) := fm,ε(x+ sxn), φ(s) := fε(x+ sxn), s ∈ [−t0, t0].













m=n+1 converge uniformemente a cierta función Φ.
Para ello bastará comprobar que es uniformemente de Cauchy. Sea s ∈
[−t0, t0], m′ > m > n.
(c) := |φ′m(s)− φ′m′(s)| =
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f(x+ sxn − m∑
j=1


















































































expresión que tiende a 0 uniformemente cuando m,m′ →∞. Por un teorema
estándar del análisis real se tiene que φ′(s) = lim
m→∞
φ′m(s) para s ∈] − t0, t0[.




Paso 5. fε es Gâteaux diferenciable en A.




. Sean t, t′ > 0, entonces∣∣∣∣fε(x+ tu)− fε(x)t − fε(x+ t′u)− fε(x)t
∣∣∣∣ ≤
≤
∣∣∣∣fε(x+ tu)− fε(x+ txn)t
∣∣∣∣+ ∣∣∣∣fε(x+ t′xn)− fε(x+ t′u)t′
∣∣∣∣+
+
∣∣∣∣fε(x+ txn)− fε(x)t − fε(x+ t′xn)− fε(x)t
∣∣∣∣ ≤
≤ σ +
∣∣∣∣fε(x+ txn)− fε(x)t − fε(x+ t′xn)− fε(x)t′
∣∣∣∣ ,
haciendo tender t, t′ → 0; por el paso previo, se tiene
lim sup
t,t′→0
∣∣∣∣fε(x+ tu)− fε(x)t − fε(x+ t′u)− fε(x)t
∣∣∣∣ ≤ σ,
y como σ > 0 es arbitrario, concluimos que el ĺımite anterior es nulo. Por
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Como fε es convexa en A, se deduce que fε es Gâteaux diferenciable en todo
punto de A.
Paso 6. fε es uniformemente Gâteaux diferenciable en A.







(ver el paso 4 para la definición de M(n, ε)) y comprobemos
que cualquier z ∈ A cumple
|d(fε)z(u)− d(fε)y(u)| < σ, ∀ y ∈ B(z, η).








, ∀ m ≥ m2.
Tomemos un natural m mayor que max{m1,m2}. Observemos que al ser fε
F -Lipschitz, se tiene ‖d(fε)x‖ ≤ F para todo x ∈ A, puesto que si v ∈ SX y
t 6= 0 es suficientemente pequeño∣∣∣∣fε(x+ tv)− fε(x)t
∣∣∣∣ ≤ F ⇒ 〈v, d(fε)x〉 ≤ F ⇒ ‖d(fε)x‖ ≤ F.
Se tiene, por el paso 3
|d(fε)z(u)− d(fε)y(u)| ≤
≤ |d(fε)z(u− xn)|+ |d(fε)z(xn)−Dfm,ε(z)(xn)|+
+|Dfm,ε(z)(xn)−Dfm,ε(y)(xn)|+




















+ F‖z − y‖M(n, ε) < σ.
Paso 7. lim
ε→0+
fε = f en A.
Sea x ∈ A. Se tiene, para ε > 0 arbitrario,














Sea σ > 0. Por la continuidad de f en x existe ε0 tal que
|f(x− u)− f(x)| < σ
2
, para ‖u‖ < ε0. (4.2)
Tomemos 0 < ε <
ε0
2
. Vamos a probar que |fε(x) − f(x)| < σ. Por (4.1)










∣∣∣∣∣ < σ2 .
Sean









4.2 Un teorema de aproximación.













< 2ε < ε0,
















































fε = f uniformemente en los compactos de A.
Si K es un compacto de A; entonces por el Teorema de Heine-Cantor, f
es uniformemente continua en K; luego la elección de ε0 es independiente de
x en (4.2). Por otra parte, la elección de m también es independiente de x,
por ser el ĺımite (4.1) uniforme en A.
A partir de este momento supondremos que f es Cn-suave en A+ δBX .
Paso 9. Las funciones fm,ε del paso 1 son C
n-suaves en A y






tjxj)(h1, · · · , hn)Bm,ε(t)dµ(m).
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Obviamente ello es cierto para n = 0. Supongamos que ha sido probado
hasta n− 1. Lo probaremos ahora para n: Fijemos x ∈ A y sea






tjxj)(h1, · · · , hn)Bm,ε(t)dµ(m).
Notar que, al ser f (n) Cn-suave, el integrando es continuo sobre el compacto
Km y aśı Lm,ε ∈ Ln(X). Sea τ1 <
δ
2
tal que x+ τ1BX ⊂ A.
Sea σ > 0 fijo para el resto de la prueba; por ser Km compacto y f
(n)
continua en A, entonces existe τ0 ∈]0,
τ1
2












tjxj − x‖ ≤ 2τ0 +
m∑
j=1














BX ⊂ x+ δBX ⊂ A+ δBX .
Ahora tomemos cualquier τ 6= 0, |τ | < τ0, h1, · · · , hn ∈ BX , y ∈ X con
‖y − x‖ < τ0; entonces, por la hipótesis de inducción,
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(d) :=
=















(e) := f (n−1)(y+τh1−
m∑
j=1
tjxj)(h2, · · · , hn)−f (n−1)(y−
m∑
j=1
tjxj)(h2, · · · , hn).







f (n)(y + θh1 −
m∑
j=1
















y aśı (d) < σ.





‖f (n)m,ε(x)− f (n)ε (x)‖ = 0
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para todo x ∈ A.
Obviamente ello es cierto para n = 0. Supongamos que hubiese sido
probado hasta n − 1. Lo probaremos ahora para n: Fijemos x ∈ A. De
la compacidad de {
∞∑
j=1
tjxj : 0 ≤ tj ≤
δ
4 · 2j−1









cuando m1,m2 →∞. Luego, por el paso 9,
lim
m1,m2→∞




Por tanto, podemos definir L := lim
m→∞
f (n)m,ε(x) ∈ Ln(X).
Fijemos σ > 0 y sea τ0 elegido como en el paso anterior. Tomemos cualquier
τ 6= 0, |τ | < τ0, h1, · · · , hn ∈ BX , y ∈ A, ‖y − x‖ < τ0. Entonces, por el paso
anterior,∣∣∣∣∣f (n−1)m,ε (y + τh1)(h2, · · · , hn)− f (n−1)m,ε (y)(h2, · · · , hn)τ − f (n)m,ε(x)(h1, · · · , hn)
∣∣∣∣∣ < σ,
para todo m ∈ IN. Ahora hacemos tender m a ∞. Por la hipótesis de
inducción,∣∣∣∣∣f (n−1)ε (y + τh1)(h2, · · · , hn)− f (n−1)ε (y)(h2, · · · , hn)τ − L(h1, · · · , hn)
∣∣∣∣∣ ≤ σ.




5 Conjuntos de Cantor en el dual
de un espacio de Banach.
Como se ha visto a lo largo de toda la memoria, el estudio de la diferen-
ciabilidad en un espacio de Banach tiene unas consecuencias importantes en
el comportamiento de determinados subconjuntos del dual de éste, piénsese,
entre otros, en el resultado de Stegall, 2.13, sobre la caracterización de los
espacios de Asplund. Por esta razón presentamos este caṕıtulo complemen-
tario en donde se analiza la relación entre la diferenciabilidad y la inmersión
de conjuntos w∗-homeomorfos al ternario de Cantor en la bola unidad del
dual.
El objetivo de este caṕıtulo es doble: Por un lado se proporciona una nueva
demostración del hecho conocido de que la propiedad de ser un espacio de
Asplund es una propiedad de tres espacios. Y por otra parte se generaliza
un resultado de Bator, [4], concerniente a una construcción del ternario de
Cantor sobre la bola unidad del dual de un espacio separable cumpliendo
unas ciertas condiciones relacionadas con la propiedad de que el espacio sea
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de Asplund. Por último obtendremos una caracterización de los espacios
de Asplund separables usando el concepto de oscilación, una idea que fue
utilizada por E. Saab y P. Saab, [48], para caracterizar los espacios de Banach
que contienen una copia de `1. Obsérvese que, por el Teorema 2.13, si X es
un espacio de Asplund entonces no puede tener una copia de `1. Por otra
parte, se ha demostrado que esta implicación es estricta (véase, por ejemplo,
[15]).
5.1 Una generalización de un Lema de Stegall.
Sea X un espacio de Banach, que se considera, como siempre, un subespacio
cerrado de su bidual X∗∗. Sea Y un subespacio cerrado de X. Se puede
identificar, de forma natural, el bidual de Y con el subespacio Ỹ de X∗∗
definido como la clausura de Y en (X∗∗, w∗). Precisamente, el dual Y ∗ se
identifica canónicamente con el cociente X∗/Y ⊥. Por tanto, el bidual Y ∗∗
se identifica canónicamente con Y ⊥⊥ (el segundo ortogonal para el par dual
〈X∗∗, X∗〉). El Teorema de los bipolares asegura que Y ⊥⊥ (o bien Y ◦◦) se
identifica con la clausura de Y en (X∗∗, w∗). Esto incluye el resultado trivial
de que todo subespacio de un espacio reflexivo es asimismo reflexivo.
Por otra parte, recordemos algunos hecho básicos sobre el espacio topoló-
gico ∆ llamado Ternario de Cantor, necesarios en este Caṕıtulo. ∆ es un
espacio topológico compacto que puede identificarse con el espacio producto
2IN con la topoloǵıa producto usual. Alternativamente, ∆ puede describirse
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con el subespacio de [0, 1] (con la métrica usual) de todos los puntos que tienen









i=1, la colección de intervalos
diádicos, es decir, intervalos cerrados obtenidos dividiendo intervalos previos
en tres partes iguales y desechando el intervalo central. ∆ es, pues, un espacio
métrico compacto, y todo espacio compacto metrizable y no numerable es
imagen continua de ∆, [38].
Necesitaremos el siguiente lema para establecer los resultados más impor-
tantes de este caṕıtulo. Se trata de una extensión de un Lema debido a
Stegall, [54].
5.1 Lema. Sea X un espacio de Banach con dual no separable y ω1 el
primer ordinal no numerable. Entonces, para todo subespacio cerrado Y de
X tal que (X/Y )∗ es separable y para cada ε > 0, existen subconjuntos {x∗α :
α < ω1} de X∗ y {y∗∗α : α < ω1} de Y ∗∗ cumpliendo ‖x∗α‖ = 1, ‖y∗∗α ‖ < 1 + ε
para todos α < ω1, aśı como
〈y∗∗α , x∗β〉 =
 1 si α = β0 si α > β .
Demostración: Elegimos x∗0 ∈ SX∗ y sea Z1 := lin
‖·‖{x∗0, Y ⊥}, un subespacio
separable (ya que Y ⊥ ' (X/Y )∗) de X∗. Este último espacio no es separable,
luego existe y∗∗1 ∈ X∗ cumpliendo ‖y∗∗1 ‖ = 1 +
ε
2
y y∗1 |Z1 = 0. De esta última
igualdad se concluyen dos hechos: Por una parte 〈y∗∗1 , x∗0〉 = 0 y, por otra,
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si y∗ ∈ Y ⊥ entonces 〈y∗∗1 , y∗〉 = 0 (es decir y∗∗1 ∈ (Y ⊥)⊥ = Y ∗∗). Tomamos
ahora x∗1 ∈ S∗X tal que 〈y∗∗1 , x∗1〉 = 1.






⊥}, un subespacio separable de X∗. Teniendo en cuenta, de




= 0. De forma análoga al párrafo anterior se concluye y∗∗β ∈ Y ∗∗ y
〈y∗∗β , x∗α〉 = 0 para α < β. Ahora basta tomar x∗β ∈ SX∗ tal que 〈y∗∗β , x∗β〉 = 1.
Esto completa el proceso de inducción.
Obsérvese que el lema original de Stegall se obtiene del Lema 5.1 sin más
que tomar Y = X.
5.2 La propiedad “ser un espacio de Asplund” es
de tres espacios.
A partir de la definición no es obvio que un subespacio cerrado de un espacio
de Asplund sea otro espacio de Asplund; sin embargo este hecho es una
consecuencia fácil del Teorema 2.13. Por otra parte, si Y es un subespacio
cerrado de Asplund de un espacio X, entonces no se sigue que X sea un
espacio de Asplund, aunque Y sea complementado en X y el complemento
sea separable. Para verlo, tómese, por ejemplo, X = `1(IN) ⊕ `2(IN). `2(IN)
es un espacio de Asplund, por ser un espacio de Hilbert, y, sin embargo, X
no es un espacio de Asplund por contener una copia de `1(IN).
El siguiente teorema, ya conocido, establece que la propiedad de ser un
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espacio de Asplund es una propiedad de tres espacios. Recordemos que una
propiedad P de espacios de Banach es una propiedad de tres espacios si
X cumple P cuando, para un subespacio Y cerrado de X, tanto Y como X/Y
cumplen P. La demostración que puede encontrarse en [15] usa el concepto de
norma áspera y delicados resultados acerca de w∗-secciones de la bola unidad
del dual. Proponemos una demostración alternativa basada en el Lema 5.1:
5.2 Teorema. Sea X un espacio de Banach e Y un subespacio cerrado de
X cumpliendo que tanto Y como X/Y son espacios de Asplund. Entonces
X es un espacio de Asplund.
Demostración: Primero demostremos el Teorema para el caso en que X sea
separable: Si X no fuese un espacio de Asplund, por el Teorema 2.13 X∗ no




{x∗α : α < ω1} de X∗ y {y∗∗α : α < ω1} de Y ∗∗ tales que ‖x∗α‖ = 1, ‖y∗∗α ‖ < 1+ε
y
〈y∗∗α , x∗β〉 =
 1 si α = β,0 si α > β.
Veamos que {x∗α|Y : α < ω1} ⊂ Y ∗ no es numerable. Para ello basta tomar




β |Y , entonces x
∗
α − x∗β ∈ Y ⊥.
Pero entonces se tendŕıa
0 = 〈y∗∗α , x∗α − x∗β〉 = 〈y∗∗α , x∗α〉 − 〈y∗∗α , x∗β〉 = 1− 0 = 1,
lo cual es una contradicción.
Veamos que {x∗α|Y : α < ω1} ⊂ Y ∗ es ‖ · ‖-discreto. Tomemos β < α.
Entonces se tiene 1 = 〈y∗∗α , x∗α−x∗β〉. Como y∗∗α ∈ (1+ ε)BX∗∗ , por el Teorema
93
5 Conjuntos de Cantor en el dual de un espacio de Banach.









〈y, x∗α − x∗β〉 ≤ ‖x∗α|Y − x
∗
β |Y ‖.
Como {x∗α|Y : α < ω1} ⊂ Y ∗ es ‖ · ‖-discreto y no es numerable, Y ∗ no
es separable, lo cual es una contradicción con el hecho de ser Y un espacio
separable y de Asplund.
Ahora demostremos el Teorema para el caso general. Para ello usaremos de
nuevo el Teorema 2.13: Sea Z un subespacio cerrado de X separable. Tene-
mos que probar que Z∗ es separable. Por el caso separable basta comprobar
que tanto (Z ∩Y )∗ como (Z/(Z ∩Y ))∗ son separables. Pero esto es cierto, ya
que tanto Y como X/Y son espacios de Asplund y Z∩Y ⊂ Y y Z/(Z∩Y ) ⊂
X/Y son ambos subespacios cerrados.
5.3 Conjuntos de Cantor y espacios de Asplund.
Es conocido que si X es un espacio de Banach separable con dual no sepa-
rable, entonces podemos construir ∆ ⊂ SX∗ , un subconjunto de (SX∗ , w∗),
que es, con la topoloǵıa inducida, homeomorfo al Ternario de Cantor, donde
además la aplicación T : X → C(∆) dada por T (x)(x∗) = 〈x, x∗〉 es lineal,
continua y T (X) es un subespacio denso de C(∆), [4]. En general, T (X) no
es todo C(∆), ya que por el Teorema de Pe lczynski-Hagler ([34], [44]) esta
afirmación equivale a que X tenga una copia de `1. Se podŕıa esperar que la
afirmación “T (X) es un subespacio denso de C(∆)” fuera equivalente a “X∗
no es separable”; pero esto es falso, como ha demostrado E. Bator, [4]. En
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dicho art́ıculo se proporciona una caracterización de los espacios de Banach
separables con dual no separable. A continuación damos una extensión de
este resultado.
5.3 Teorema. Sea X un espacio de Banach separable e Y un subespacio
cerrado de X tal que (X/Y )∗ sea separable. Las siguientes afirmaciones son
equivalentes:
1. Para cada ε > 0 existen un subconjunto ∆ de SX∗ que es w
∗-homeo-




i=1 en Y con
‖yn,i‖ < 1 + ε, tales que
|〈yn,i, x∗〉 − χCn,i(x∗)| <
ε
2n
, ∀ x∗ ∈ ∆,
donde todos los conjuntos Cn,i ⊂ BX∗ son w∗-homeomorfos a los inter-
valos diádicos.
2. Para cada ε > 0 existe un subconjunto ∆ de SX∗, w
∗-homeomorfo
al ternario de Cantor, tal que, para todo x∗ ∈ ∆, existe y∗∗ ∈ Y ∗∗,
cumpliendo ‖y∗∗‖ < 1 + ε, y
〈y∗∗, z∗〉 =
 1 si z∗ = x∗0 si z∗ 6= x∗ , ∀ z∗ ∈ ∆.
3. Existe ∆, un subconjunto de SX∗ w
∗-homeomorfo al ternario de Cantor,
que es σ(X∗, Y ∗∗)-discreto.
4. X∗ no es σ(X∗, Y ∗∗)-separable.
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5. X∗ no es separable.
Demostración: (v) ⇒ (i) Dado ε > 0, aplicamos el Lema 5.1 para encontrar
subconjuntos A = {x∗α : α < ω1} ⊂ X∗ y {y∗∗α : α < ω1} ⊂ Y ∗∗ cumpliendo
‖x∗α‖ = 1, ‖y∗∗α ‖ < 1 + ε, y
〈y∗∗α , x∗β〉 =
 1 si α = β0 si α > β.
Eliminamos, en primer lugar, todos los puntos de A que no sean de w∗-
condensación, quedándonos con un conjunto que sigue siendo no numerable,
y que denotaremos de nuevo por A. Esto se puede hacer pues (BX∗ , w
∗) es un
espacio métrico compacto. Probemos la siguiente afirmación: Si A1, · · · , An
son subconjuntos no numerables y disjuntos de A y si j es un entero com-
prendido entre 1 y n inclusive, entonces para cada η > 0 existen conjuntos
no numerables A′i ⊂ Ai (i = 1, · · · , n) y yj ∈ Y con ‖yj‖ < 1 + ε, tales que
|〈yj, x∗〉 − χA′j(x




Fijemos j ∈ IN. Para cada i = 1, · · · , n sea x∗βi un punto de w
∗-acumulación




δij. Por el Teorema de Goldstine elegimos yj ∈ Y con ‖yj‖ ≤ 1 + ε y





para i = 1, · · · , n. Se definen los siguientes subconjuntos
no numerables de Ai:
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Veamos que estos subconjuntos son los buscados: Si x∗ ∈ A′i, entonces
|〈yj, x∗〉 − δij| ≤ |〈yj, x∗ − x∗βi〉|+ |〈yj, x
∗
βi




+ |〈yj − y∗∗βj , x
∗
βi
〉|+ |〈y∗∗βj , x
∗
βi
〉 − δij| < η.
Esto prueba la afirmación.
Ahora, dado el conjunto A, aplicamos la afirmación precedente (para n =
1) y obtenemos A′0,1. Sean x
∗




donde denotamos por D(z∗, σ) las bolas en BX∗ de centro z
∗ y radio σ en la
métrica de (Bx∗ , w
∗), denotando por ρ dicha métrica (recordemos que por ser
X separable, entonces (Bx∗ , w
∗) es metrizable).




i=1 con las propiedades





n+1,j = ∅ para un n natural fijo comprendido entre 1 y m;
i, j = 1, · · · , 2n.





para todos n = 1, · · · ,m; i = 1, · · · , 2n.
• Cn,i no son numerables para todos n = 1, · · · ,m; i = 1, · · · , 2n.
Elegimos x∗m+1,2i−1, x
∗
m+1,2i dos puntos distintos de w
∗-acumulación de
Cm,i. Existen Um+1,2i−1, Um+1,2i, w
∗-entornos de x∗m+1,2i−1, x
∗
m+1,2i, respecti-




m+1,2i = ∅ . Sean
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Aplicando la afirmación anterior 2m+1 veces obtenemos puntos ym+1,i ∈ Y , y
conjuntos Cm+1,i ⊂ Am+1,i para i = 1, · · · , 2m+1, cumpliendo ‖ym+1,i‖ < 1+ε,
y
|〈ym+1,i, x∗〉 − χCm+1,i(x∗)| <
ε
2m+1




(i) ⇒ (ii) Sean ε > 0 y ∆ el subconjunto w∗-homeomorfo al ternario de





Cn,i. Existe una única sucesión
i(n) tal que x∗ ∈ Cn,i(n). Sea y∗∗ ∈ (1 + ε)BY ∗∗ un punto w∗-adherente de
la sucesión (yn,i(n))
∞
n=0. Como |〈yn,i(n), x∗〉 − 1| <
ε
2n
, haciendo tender n a
infinito, obtenemos 〈y∗∗, x∗〉 = 1.
Si z∗ ∈ ∆, pero z∗ 6= x∗, entonces existe n0 ∈ IN tal que para n ≥ n0 se
tiene z∗ /∈ An,i(n). Por tanto |〈yn,i(n), z∗〉| <
ε
2n
para n ≥ n0. De donde se
concluye 〈y∗∗, z∗〉 = 0.
(ii) ⇒ (iii) Sea ∆ como en (ii). Tomemos x∗ ∈ ∆. Veamos que {x∗} es un
subconjunto σ(X∗, Y ∗∗)-abierto relativo a ∆. Dado este x∗ encontramos, por
hipótesis, y∗∗ ∈ Y ∗∗ cumpliendo
〈y∗∗, z∗〉 =
 1 si z∗ = x∗0 si z∗ 6= x∗ , ∀ z∗ ∈ ∆.
Entonces {x∗} = ∆ ∩ {z∗ ∈ X∗ : 〈y∗∗, z∗〉 > 0}. Por lo que {x∗} es, efectiva-
mente, un subconjunto σ(X∗, Y ∗∗)-abierto relativo a ∆.
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(iii) ⇒ (iv) ∆ ⊂ SX∗ no es numerable y es σ(X∗, Y ∗∗)-discreto, de donde
se deduce que X∗ no es σ(X∗, Y ∗∗)-separable.
(iv) ⇒ (v) Es trivial.
En el art́ıculo ya citado de E. Bator, [4], se proporciona una caracterización
de los espacios de Banach separables que contienen una copia de `1 mediante
los ternarios de Cantor en la esfera del dual. La teoŕıa de los espacios de
Banach conteniendo a `1 está bien establecida en, por ejemplo, [19]. En [48]
E. Saab y P. Saab dieron una caracterización completamente diferente:
5.4 Teorema. Un espacio de Banach no contiene un subespacio topo-
lógicamente isomorofo a `1 si, y solamente si, dado x
∗∗ ∈ X∗∗, cualquier
subconjunto acotado no vaćıo K de X∗ tiene w∗-secciones sobre las cuales la
oscilación de x∗∗ es arbitrariamente pequeña.
Recuérdese que, dado x∗∗ ∈ X∗∗ y un subconjunto no vaćıo K de X∗, la
oscilación de x∗∗ sobre K es
osc(x∗∗, K) = sup{〈x∗∗, x∗〉 : x∗ ∈ K} − inf{〈x∗∗, x∗〉 : x∗ ∈ K}.
El siguiente teorema proporciona una caraterización de los espacios de
Asplund separables usando el concepto de oscilación. En la demostración de
este teorema se usará el Teorema 5.3.
5.5 Teorema. Sea X un espacio de Banach separable. Las siguientes
afirmaciones son equivalentes:
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1. Para cada δ > 0 existe K ⊂ BX∗, subconjunto w∗-compacto, tal que,
para todo U w∗-abierto no vaćıo de K, existe x∗∗ ∈ (1 + δ)BX∗∗ (que
depende de U) que verifica osc(x∗∗, U) = 1.
2. Existen K ⊂ BX∗, subconjunto w∗-compacto, y ε > 0, tales que, para
todo U w∗-abierto no vaćıo de K, se tiene diam (U) ≥ ε.
Demostración: (i) ⇒ (ii) Tomamos δ = 1. Por hipótesis existe K ⊂ BX∗ ,
w∗-compacto, satisfaciendo (i). Sea U un subconjunto w∗-abierto no vaćıo de
K. Existe x∗∗ ∈ 2BX∗∗ tal que
1 = osc(x∗∗, U) = sup
x∗∈U
〈x∗∗, x∗〉 − inf
y∗∈U
〈x∗∗, y∗〉.
Sean S := sup
U
x∗∗, I := inf
U
x∗∗ y η > 0 arbitrario. Existen x∗, y∗ ∈ U tales
que S − η < 〈x∗∗, x∗〉 y 〈x∗∗, y∗〉 < I + η. Sumando estas desigualdades,
〈x∗∗, y∗〉+ S − η < 〈x∗∗, x∗〉+ I − η. Por tanto,
1 < 〈x∗∗, x∗ − y∗〉+ 2η ≤ 2‖x∗ − y∗‖+ 2η ≤ 2diam (U) + 2η.
Haciendo η → 0+ se tiene 1/2 ≤ diam (U).
(ii)⇒ (i) Es bien conocido que bajo la hipótesis (ii) X∗ no es separable (ver
[45], por ejemplo). Por el Teorema 5.3 en el caso particular en que Y = X, y
utilizando la equivalencia (ii), se tiene que, para cada δ > 0, existe K ⊂ BX∗
w∗-homeomorfo al conjunto de Cantor (y por tanto w∗-compacto) tal que,
para cada x∗ ∈ K, existe x∗∗ ∈ (1 + δ)BX∗∗ tal que
〈x∗∗, z∗〉 =
 1 si z∗ = x∗,0 si z∗ 6= x∗, z∗ ∈ K.
100
5.3 Conjuntos de Cantor y espacios de Asplund.
Sea U un w∗-abierto de K no vaćıo. Dado x∗ ∈ U , existe x∗∗ ∈ (1+δ)BX∗∗
cumpliendo lo anterior. Como en U hay puntos de K diferentes de x∗ (pues
en todo conjunto homeomorfo al conjunto de Cantor, todos sus puntos son
de acumulación y U es un abierto relativo a K en la topoloǵıa w∗), se tiene
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