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Abstract 
Maintenance service is the most important part in industrial product-service system (iPSS). To enhance the proactiveness of maintenance service, 
the failure time of product need to be predicted. This study provides insight into how the maintenance time can be predicted accurately for the 
service decision-making of IPSS based on the historical failure time data, avoiding the dependence on mechanical condition monitoring. An 
improved grey prediction model is introduced to obtain a predictive interval of maintenance service time which is used as basis for making a 
decision of proactive maintenance service. The method is applied in an instance of maintenance service for agricultural machinery. In three 
examples of different types of agricultural machinery, the predicted intervals of maintenance time are given and the fitted values have high 
accordance with the real ones. The result shows that this approach can be used effectively to predict production failure time. Moreover, the output 
results of this approach can provide the necessary support to make a decision for proactive maintenance service without the dependence on 
mechanical condition monitoring in a reliable way. 
© 2016 The Authors. Published by Elsevier B.V. 
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1. Introduction 
The product-service system represents a competitive 
opportunity for many companies as they seek to reduce 
consumption by providing personalized products and services 
[1]. Maintenance services are especially concerned, which is 
the main and the most frequent part of machinery and 
equipment industry in iPSS. In the traditional breakdown 
maintenance pattern, the service is prepared after the product 
failure occurs and the requirement of service is confirmed. 
Thus, the delay of service delivery is brought out in the 
procedures of confirmation, scheduling and removing which is 
unacceptable when the service requirement is urgent. 
With accumulation of tasks and increase of service range, 
the conventional maintenance strategy is not adapted to the 
demands of present maintenance service, which is a crucial part 
of the product service system across life cycle. By contrast, the 
strategy of proactive maintenance has the goal of avoiding 
system breakdowns as much as possible by using historical data 
and statistical computations to put into direct relation the time 
with the probability of system breakdown. 
Maintenance prediction is the most important basis of the 
proactive maintenance strategy. In the field of predictive 
maintenance, now popular traditional failure prediction 
methods are mainly focused on how to use the condition 
monitoring data of several key parts to make prediction [2,3]. 
Besides, most of the researches are concerned about the 
maintenance cost rather than the maintenance time [4,5]. The 
issue of making short term time prediction without the 
dependence on mechanical condition monitoring is still 
remaining. 
This study focuses on making use of the historical 
maintenance records rather than the monitoring data collected 
from sensors to predict the time when a failure would occur on 
a product in iPSS based on the grey system theory. There are 
some common methods in the field of quantitative forecasting, 
but some of them are not applicable in the scene of this study 
where the amount of available data is little, the known 
information is rare and the occurrence of failure is irregular. 
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Artificial Neural Network (ANN) as well as some statistics-
based methods cannot be implemented without sufficient data. 
Markov method has the limitation of non-aftereffect 
prerequisite. By contrast, the grey system theory can build a 
forecasting model with a few samples and irregular data and 
doesn’t need any assumptions [6]. 
In this paper, a maintenance time prediction approach based 
on an improved grey model is proposed to solve the problem 
and relevant case study is given. 
The rest of this paper is structured as follows. In Section 2, 
the problem is stated and modeled. Section 3 is devoted to the 
description of our methodology. The result is shown in Section 
4. Finally, the conclusion is stated in Section 5. 
2. Problem statement 
2.1. Predictive maintenance for agricultural machinery 
The problem to be solved in this study is the prediction on 
maintenance time for agricultural machinery in iPSS. In this 
study, we consider a realistic situation where the available 
information of each product is poor and the service tasks are 
always urgent and passive. It is founded in China’s agricultural 
equipment manufacturing where the predictive maintenance 
problems are pressing to be resolved and the iPSS of 
manufacturers need to be improved. 
In term of each product, the customer makes a maintenance 
service requirement through the form of telephone call to the 
service department of the manufacturer. Once a service 
requirement is received, the dispatcher of service department 
sends an order to the service staff. The service staff goes to the 
site and implements maintenance service for the product as 
soon as possible. For the purpose of satisfying numerous 
requirements in a quick, reasonable and economical way, the 
dispatcher need to use the strategy of proactive maintenance, 
which needs a prediction of maintenance time. In this study, we 
regard the failure time of product as the time when the 
maintenance service is needed. 
In the maintenance service for production equipment, the 
timeliness is the most important consideration because it 
directly relates to the customers’ benefit, especially in 
agricultural machinery industry, where customers’ reviews 
have a great impact on the market share. 
The maintenance service discussed in this study has the 
features as follows: 
x Importance of timeliness. 
x Rare application of sensors. 
x Varying amount of available historical data depending on 
the usage time of each product. 
As is stated in Section 1, the existing researches are mainly 
focused on the visible service cost and the utilization of sensors. 
Researches concerned about the features mentioned above is 
still lacked, so this study aims to solve relevant problem based 
on the grey system theory. 
The grey system theory focuses on the study of the grey 
system, which is between the white system with all information 
known and the black system with all information unknown [7]. 
The grey system theory thinks that, for a given grey system, 
there is potential information contained in the time series of 
data [8], which looks unordered, though. The develop law can 
be extracted by processing raw data and establishing the grey 
model (GM), which is the core content of grey system theory. 
Since the foundation of grey system theory in 1982, the grey 
prediction model is applied to solve many research and 
engineering problems, especially in the field of failure 
prediction [6,9,10,11]. 
Each product is a typical grey system with both unknown 
and known information. For each product in iPSS, the 
occurrences of failure are determined by many aspects of 
factors, such as the current condition of product, the operation 
environment, the manipulation of users and so on, and there are 
large number of factors in each aspect. Most of these factors are 
not obtained for us. On the other hand, the failure time records 
of every product are available. With the existing records, a 
predictive value of time when the failure will occur the next 
time can be given by grey prediction model. 
2.2. Modeling of maintenance prediction based on GM 
The maintenance time prediction approach is described as 
follows and shown in Fig.1. 
Fig. 1.Model of maintenance time prediction for iPSS. 
Firstly, after a service action is delivered at time ݊, an actual 
value of the fault occurrence time of one product is collected 
and recorded into historical record. 
Next, in order to predict when this product is going to break 
down and further make a service decision in advance, we need 
to extract the data of time between failures from the 
maintenance record of this product. Assume that time between 
failures among time ݊ െ ͳ  and time ݊  is noted as ݔሺ଴ሻሺ݊ሻ . 
Obtain data ݔሺ଴ሻሺͳሻǡ ǥ ǡ ݔሺ଴ሻሺ݊ሻ  and the amount is ݊ , a 
parameter determined by the scale of the historical record. 
The extracted data ݔሺ଴ሻሺͳሻǡ ǥ ǡ ݔሺ଴ሻሺ݊ሻ  compose a data 
sequence ܺሺ଴ሻ. Aiming at the random oscillation characteristic 
of the raw sequence, an improved grey model is applied [12]. 
Use ܺሺ଴ሻ as the input of the improved GM(1,1). The predictive 
value and the accuracy of this prediction, namely the average 
relative error ߝҧ, are obtained. With these results, a time range 
can be given. The time range is the final conclusion of the 
prediction method based on the improved GM(1,1) model and 
means that the next failure of this product will occur in this 
interval of time. 
Then, the prediction result, namely the time range, is 
submitted to the schedule procedure. The dispatcher takes the 
predictive time range, service source, geography and traffic and 
existing plans into consideration comprehensively and finally 
give a detailed service order to the service staff. According to 
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the service order, the service staff can leave for the product’s 
working site ahead of user’s request. Thus, the delay in the 
procedures of request confirmation, scheduling and removing 
is reduced and the proactiveness of service delivery is enhanced. 
Lastly, the service staff complete the maintenance service 
after the failure actually occur on the product. The actual value 
of the fault occurrence time is recorded for the prediction of the 
next failure time. Thus, a circulation is formed. 
3. Methodology 
3.1. Data collection 
The example takes place at Lovol Agricultural Machinery (a 
department of Lovol International Heavy Industry) at 
Shandong Province in China. Lovol Agricultural Machinery 
manufactures agricultural machinery equipment (e.g. wheat 
harvesters, corn harvesters, tractors) and provides service such 
as training, modulation, and the most frequently, on-site 
maintenance. Each service department is established in every 
area (with diameter of 120km) and responsible for service 
mission of 600-1000 products. The product-service system of 
this manufacturer is a typical iPSS. 
In this paper, we select the factual service record in May, 
2013, during which time the chosen agricultural machinery 
products were in continuous operation. 3 agricultural 
machinery products of different types are selected, GE40, GF60 
(two types of wheat harvester) and M350L-E (tractor). 
3.2. An approach for predicting maintenance time 
This approach gives a predictive range of the next time 
between failures from historical record of product failure based 
on an improved GM(1,1). The grey model is generally 
described as GM(m,n), where m is the rank of differential 
equation, and n is the number of variables included in the model. 
GM(1,1) is the most simple and commonly used formal. The 
grey model reduce randomness of data by accumulated 
generating operation, thereby obtain a regular sequence, and 
forecast the development trend through a differential equation 
model [7]. Summarily speaking, a GM(1,1) model is 
established by transforming the raw data sequence into a new 
data set, by means of the first-order accumulated generating 
operation(1-AGO) [13]. 
The procedures of the presented approach are displayed as 
follows. 
Step 1: Obtain the input sequence ܺሺ଴ሻ  from historical 
record of product failure. Generally speaking, the historical 
record of product failure, which is stood for by sequence ܦ here, 
is a sequence of time value. Assume that we need ݊ items to 
predict the ሺ݊ ൅ ͳሻth item. Then ݊ ൅ ͳ items of raw data are 
needed to calculate values of time between failures. Calculate 
ܺሺ଴ሻ as the following table: 
Table 1. Calculation of time between failures. 
Serial number Failure time record 
ܦ 
Time between failures 
ܺሺ଴ሻ 
0 ݀ሺͲሻ -- 
1 ݀ሺͳሻ ݔሺ଴ሻሺͳሻ ൌ ݀ሺͳሻ െ ݀ሺͲሻ 
2 ݀ሺʹሻ ݔሺ଴ሻሺʹሻ ൌ ݀ሺʹሻ െ ݀ሺͳሻ 
... ... ... 
݊ ݀ሺ݊ሻ ݔሺ଴ሻሺ݊ሻ ൌ ݀ሺ݊ሻ െ ݀ሺ݊ െ ͳሻ 
Then the sequence of time between failures with ݊ items is 
ܺሺ଴ሻ ൌ ൛ݔሺ଴ሻሺͳሻǡ ݔሺ଴ሻሺʹሻǡ ǥ ǡ ݔሺ଴ሻሺ݊ሻൟ                                         (1) 
where ݔሺ଴ሻሺ݇ሻ ൒ Ͳሺ ൌ ͳǡʹǡ ǥ ǡ ሻ . ݔሺ଴ሻሺ݇ሻ  represents the 
݇th value. 
Step 2: Process of sequence ܺሺ଴ሻ . A preprocess and a 
trigonometric transformation are applied on ܺሺ଴ሻ to generate a 
monotonous increasing sequence ܻሺ଴ሻ.  
Sequence ଵܺ
ሺ଴ሻ is given by: 
ݔଵ
ሺ଴ሻሺ݇ሻ ൌ ݔሺ଴ሻሺ݇ሻ െ ܺ଴തതതሺʹሻ
where  
ܺ଴തതത ൌ σ ݔሺ଴ሻሺ݅ሻ௡௜ୀଵ Ǥ                                                        (3) 
Sequence ܺଶ
ሺ଴ሻ is obtained by: 
ݔଶ
ሺ଴ሻሺ݇ሻ ൌ ௫భ
ሺబሻሺ௞ሻ
ெ                                                             (4) 
 ൌ หݔଵ
ሺ଴ሻሺሻหǤǡݔଶ
ሺ଴ሻሺ݇ሻ
ሾെͳǡͳሿǤ
Take ݔଶ
ሺ଴ሻሺ݇ሻ  as the value of sinusoidal function, the 
corresponding anti-trigonometric value is: 
ݕሺ଴ሻሺ݇ሻ ൌ ܽݎܿݏ݅݊ݔଶ
ሺ଴ሻሺ݇ሻ ൅ ܰሺ݇ሻ ή ʹߨ                        (5) 
where ܰሺ݇ሻ ൌ Ͳǡͳǡʹǡ ǥ  and the parameter ܰሺ݇ሻ  is 
determined according to ݕሺ଴ሻሺ݇ ൅ ͳሻ ൐ ݕሺ଴ሻሺ݇ሻ .Thus, 
sequence ܻሺ଴ሻ is obtained. 
Step 3: Generate a new sequence ܻሺଵሻ  by 1-AGO on the 
basis of sequence ܻሺ଴ሻ. 
ܻሺଵሻ ൌ ሼݕሺଵሻሺͳሻǡ ݕሺଵሻሺʹሻǡ ǥ ǡ ݕሺଵሻሺ݊ሻሽ                                 (6) 
where ݕሺଵሻሺͳሻ ൌ ݕሺ଴ሻሺͳሻˈ ݕሺଵሻሺ݇ሻ ൌ σ ݕሺ଴ሻሺ݅ሻ௞௜ୀଵ ˈ ݇ ൌ
ʹǡ͵ǡ ǥ ǡ ݊. 
Obviously, ܻሺଵሻ  presents obvious characteristic of 
monotonous increasing after accumulated generating operation. 
By this means, the randomness of data is reduced. 
Step 4: After Step 2, ܻሺଵሻ  has the similar exponentially 
increasing characteristic with a first-order ordinary differential 
equation. Use the following differential equation to express 
ܻሺଵሻ: 
ௗ௬ሺభሻ
ௗ௧ ൅ ܽݕ
ሺଵሻ ൌ ݑሺ͹ሻ
where ܽ  and ݑ  are model parameters which can be 
determined by the least square regression. Parameter ܽ is the 
development coefficient of grey model and reflects the 
development situation of sequence ܻሺ଴ሻ and ܻሺଵሻ. Parameter ݑ 
is called grey influencing coefficient. 
Equation(7) is called the whitenization equation of grey 
model. The solution of equation(7) is: 
ݕሺଵሻሺݐሻ ൌ ቀݕሺଵሻሺݐ଴ሻ െ
௨
௔ቁ ݁
ି௔ሺ௧ି௧బሻ ൅ ௨௔Ǥ                            (8) 
Considering the discrete-time nature of ܻሺଵሻ , the time 
response equation is given by: 
ݕොሺଵሻሺ݇ ൅ ͳሻ ൌ ቀݕሺଵሻሺͳሻ െ ௨௔ቁ ݁
ି௔௞ ൅ ௨௔ ሺ ൒ ͳሻǤ          (9) 
Step 5: The model parameters ܽ and ݑ can be determined by 
the least square regression. Assume that: 
ොܽ ൌ ሾܽǡ ݑሿ்Ǥ                                                                           (10) 
The least square estimation equation of vector ොܽ is given by: 
ොܽ ൌ ሺܤ்ሻିଵܤ்ܻ,                                                                (11) 
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where 
ܻ ൌ
ۏ
ێ
ێ
ۍݕ
ሺ଴ሻሺʹሻ
ݕሺ଴ሻሺ͵ሻ
ڭ
ݕሺ଴ሻሺሻے
ۑ
ۑ
ې
ǡ ܤ ൌ
ۏ
ێ
ێ
ۍെݖ
ሺଵሻሺʹሻ ͳ
െݖሺଵሻሺ͵ሻ ͳ
ڭ ڭ
െݖሺଵሻሺሻ ͳے
ۑ
ۑ
ې
                                  (12) 
and 
ݖሺଵሻሺ݇ሻ ൌ ଵଶ ቀݕ
ሺଵሻሺ݇ሻ ൅ ݕሺଵሻሺ݇ െ ͳሻቁ.                             (13) 
The basic form of GM(1,1) is given by: 
ݕሺ଴ሻሺ݇ሻ ൅ ܽݖሺଵሻሺ݇ሻ ൌ ݑ.                                                   (14) 
Step 6: With parameters ܽ  and ݑ , the time response 
sequence can be obtained from equation(9): 
෠ܻ ሺଵሻ ൌ ൛ݕොሺଵሻሺͳሻǡ ݕොሺଵሻሺʹሻǡ ǥ ǡ ݕොሺଵሻሺ݊ሻǡ ݕොሺଵሻሺ݊ ൅ ͳሻൟ          (15) 
where ݕොሺଵሻሺͳሻǡ ݕොሺଵሻሺʹሻǡ ǥ ǡ ݕොሺଵሻሺ݊ሻ are the fitted values of 
ܻሺଵሻ and ݕොሺଵሻሺ݊ ൅ ͳሻ is the predictive value for the ሺ݊ ൅ ͳሻth 
item. 
Step 7: With initial conditions ݕොሺଵሻሺͳሻ ൌ ݕሺଵሻሺͳሻ ൌ ݕሺ଴ሻሺͳሻ, 
the fitted values of ܻሺ଴ሻ  can be obtained by a subtraction 
restoration: 
൞
ݕොሺ଴ሻሺͳሻ ൌ ݕሺ଴ሻሺͳሻ
ݕොሺ଴ሻሺ݇ሻ ൌ ݕොሺଵሻሺ݇ሻ െ ݕොሺଵሻሺ݇ െ ͳሻ
ൌ ሺͳ െ ݁௔ሻሾݕሺ଴ሻሺͳሻ െ ௨௔ሿ݁
ି௔ሺ௞ିଵሻ
                                      (16) 
Do reverting operation:  
ݕොଵ
ሺ଴ሻሺ݇ሻ ൌ ሺݕොሺ଴ሻሺ݇ሻ െ ܰԢሺ݇ሻ ή ʹߨሻ                             (17) 
and 
ݕොଶ
ሺ଴ሻሺ݇ሻ ൌ ܯ ή ݕොଵ
ሺ଴ሻሺ݇ሻ ൅ ܺ଴തതത.                                             (18) 
Then we obtain  
෠ܻଶ
ሺ଴ሻ ൌ ቄݕොଶ
ሺ଴ሻሺͳሻǡ ݕොଶ
ሺ଴ሻሺʹሻǡ ǥ ǡ ݕොଶ
ሺ଴ሻሺ݊ሻǡ ݕොଶ
ሺ଴ሻሺ݊ ൅ ͳሻቅ         (19) 
ݕොଶ
ሺ଴ሻሺ݊ ൅ ͳሻ is the predictive value for the ሺ݊ ൅ ͳሻth item, 
which stand for the next value of time between failure. 
Step 8: Evaluation of prediction accuracy. The most 
commonly used method of precision inspection for grey model 
is the test of the relative error, in which the fitted sequence is 
compared with the original one and the absolute value of 
average relative error is given. 
As stated above, ݕොଶ
ሺ଴ሻሺ݇ሻ is the corresponding fitted value of 
ݔሺ଴ሻሺ݇ሻ. So the residual errors are: 
݁ሺ݅ሻ ൌ ݔሺ଴ሻሺ݅ሻ െ ݕොଶ
ሺ଴ሻሺ݅ሻǤ݅ ൌ ͳǡʹǡ ǥ ǡ ݊Ǥ      (20)
And the relative errors are: 
ߝሺ݅ሻ ൌ ௘ሺ௜ሻ௫ሺబሻሺ௜ሻ ൈ ͳͲͲΨǤ݅ ൌ ͳǡʹǡ ǥ ǡ ݊.                    (21) 
With the absolute value of the relative error, the average 
relative error can be obtained by: 
ߝҧ ൌ ଵ௡ σ ȁߝሺ݅ሻȁ
௡
௜ୀଵ .                                                              (22) 
The average relative error is used as the evaluation index of 
GM(1,1).Generally, the average relative error of a feasible 
prediction model should be no more than 20%. 
Step 9: Obtain predictive interval. With ݕොଶ
ሺ଴ሻሺ݊ ൅ ͳሻ and ߝҧ, 
the predictive interval of the next time between failures can be 
obtained. Assume that the interval is ሾߙǡ ߚሿ, then 
ቊߙ ൌ ݕොଶ
ሺ଴ሻሺ݊ ൅ ͳሻ ή ሺͳ െ ߝҧሻ
ߚ ൌ ݕොଶ
ሺ଴ሻሺ݊ ൅ ͳሻ ή ሺͳ ൅ ߝҧሻ
Ǥሺʹ͵ሻ
Through the above steps, the predictive interval of the next 
time between failures, ሾߙǡ ߚሿ , is obtained. The result is 
submitted to the dispatcher of scheduling as the most necessary 
consideration factor of schedule order. 
4. Result and discussion 
4.1. Experiment result 
Now we use a case of GE40 to expound the presented 
approach in detail.Among products of type GE40, we choose 
a sample, whose VIN code is GE12035CS. Extract the failure 
time of this product and calculate the time between failures. 
The results are show in Table 2. 
Table 2. Time between failures. 
Serial number Failure time Time between failures (min) 
1 5/9 15:34 -- 
2 5/11 0:33 1979.966667 
3 5/12 11:16 2082.266667 
4 5/13 16:44 1768.35 
5 5/14 17:51 1506.65 
6 5/15 17:42 1431.466667 
7 5/16 18:52 1509.6 
8 5/17 19:07 1454.883333 
9 5/19 3:52 1965.733333 
10 5/20 12:57 1984.983333 
11 5/21 21:54 1977.05 
The data of time between failures form sequence ܺሺ଴ሻ, the 
input sequence of the improved GM(1,1) method. Use 
improved GM(1,1) to predict the future value of ܺሺ଴ሻ as stated 
in Section 3.2. The result is showed in Table 3. 
Table 3. Result of improved GM(1,1). 
Serial number Raw values Fitted values Relative errors 
1 1979.967 1979.967 -- 
2 2082.267 2099.017 0.80% 
3 1768.350 1825.243 3.22% 
4 1506.651 1510.179 0.23% 
5 1431.467 1432.345 0.06% 
6 1509.607 1477.866 2.10% 
7 1454.883 1497.695 2.94% 
8 1965.733 2080.743 5.85% 
9 1984.983 2074.576 4.51% 
10 1977.051 1794.351 9.24% 
11 
(Predictive value) 
-- 2080.36 -- 
Average relative error 3.22% 
In the same way, the predictive results of two other 
agricultural machinery products are obtained. The results of 3 
agricultural machines are showed in Table 4. 
Table 4. Prediction results of 3 products. 
Product GE40 GF60 M350L-E 
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(Small wheat 
harvester) 
(Large wheat 
harvester) 
(Tractor) 
Predictive value 2080.36 1305.66 1421.85 
Average 
relative error 
3.22% 9.84% 6.82% 
Time range [2013.36, 
2147.33] 
[1177.18, 
1434.14] 
[1324.88, 
1518.82] 
4.2. Result discussion 
As the result shows in Table 4, the improved GM(1,1) can 
give a result of high accuracy. In the first set of the result, for 
example, the predictive value of raw data is 2080.35 and the 
average relative error of the raw data and fitted values is 3.22%. 
So, the time range [2013.36, 2147.33] can be obtained. 
Transform the time range to format Date Time and obtain [5/21 
22:31, 5/22 0:45], which means the next failure of the product 
may occur within the time range. The duration is about 2 hours 
and 14 minutes, quite acceptable for the service order. The 
results of the presented approach are good and feasible for the 
later scheduling and making decisions for maintenance service. 
The proposed prediction approach will benefit the company 
which provides agricultural machinery products as well as 
service. The service cost of the agricultural machinery 
company is composed of visible cost (replacement parts, 
transportation costs, salaries, etc.) and hidden cost, which has 
more space to reduce and is more cared about by the company. 
The hidden cost mainly includes the potential claimant from 
users and the falling of market share cause by the decline of 
user reviews. As stated in Section 2, the timeliness is the most 
important consideration in the maintenance service for 
agricultural machinery. The company should perform a 
corrective intervention in the earliest possible time when a 
product malfunctions or perform a preventive intervention once 
the fault of one product is predicted. With the prediction of 
failure time, the proposed approach can decrease service delay, 
improve the user reviews and decrease the hidden cost caused 
by the decline of user reviews and the falling of market share. 
5. Conclusion and future research 
An approach based on improved grey model for predicting 
maintenance time of iPSS is presented. The presented approach 
provides a reliable basis for the strategy of proactive 
maintenance, solves the problem of delay in service procedures 
and enhances the proactiveness of service delivery. Based on 
the grey system theory, the presented approach doesn’t require 
condition monitoring or analysis of mechanical principle but 
takes full advantage of each product’s historical record. 
This study uses data of 3 different agricultural machines to 
test the presented approach. The future failure time are 
predicted by the form of time ranges and the result shows that 
the presented approach has advantages of good accuracy and 
effectiveness. In conclusion the approach put forward in this 
study can predict the maintenance time and make service 
delivery more proactive effectively. 
There are some limitations of the current research. We 
regard the time factor as the crucial issue in this study and other 
factors (such as the specific fault type) are not taken into 
account. The study on application effect is also lacked because 
the presented method is to be combined with some decision-
making methods in the future research and not put into practical 
use in the agricultural machinery company yet. 
Further research is needed to provide a service decision-
making approach with more comprehensive consideration and 
more suitable description on iPSS as follows.  
x The presented prediction method need to be combined with 
some decision-making methods focusing on the cost, 
efficiency and resource factors, such as collaborative 
service decision-making method [14] and service resource 
scheduling method [15] with the purpose of providing a 
comprehensive decision-making approach for iPSS. 
x Further utilization of both real-time and historical data 
needs to be taken into consideration. Data mining methods 
such as classification and association analysis [16] can be 
introduced as support of service decision-making 
approach. 
x Other theories and methods, such as Markov chain and 
Poisson process, are to be introduced in further research 
because of the theoretical limitation of grey theory in order 
to provide a more suitable description of the service 
process. 
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