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Escape rate of active particles in the effective equilibrium approach
A. Sharma, R. Wittmann, and J.M. Brader
Department of Physics, University of Fribourg, CH-1700 Fribourg, Switzerland
The escape rate of a Brownian particle over a potential barrier is accurately described by the
Kramers theory. A quantitative theory explicitly taking the activity of Brownian particles into
account has been lacking due to the inherently out-of-equilibrium nature of these particles. Using
an effective equilibrium approach [Farage et al., Phys. Rev. E 91, 042310 (2015)] we study the
escape rate of active particles over a potential barrier and compare our analytical results with data
from direct numerical simulation of the colored noise Langevin equation. The effective equilibrium
approach generates an effective potential which, when used as input to Kramers rate theory, provides
results in excellent agreement with the simulation data.
PACS numbers:
The escape of a Brownian particle over a potential
barrier is a thermally activated process. Kramers the-
ory accurately describes the the escape process by tak-
ing into account the force acting on a particle due to
the confining potential and solvent induced Brownian-
motion. Kramers showed that in the limit of vanishing
particle-flux across the barrier, the escape rate decreases
exponentially with increasing barrier height [1]. In con-
trast to Brownian particles, active particles undergo both
Brownian-motion and a self-propulsion which requires a
continual consumption of energy from the local environ-
ment [2–5]. Due to self-propulsion, active particles are
expected to escape a potential barrier at a higher rate
than their passive counterparts. However, a quantita-
tive description of their escape rate, explicitly taking the
activity into account has been lacking. The fact that ac-
tive particles, in general, have coupled orientational and
positional degrees of freedom [6, 7] makes the theoreti-
cal treatment of escaping active particles over a potential
barrier a difficult problem.
In this paper we show that a Kramers-like rate expres-
sion can be obtained for a closely related model system of
active particles in which the velocities are represented by
a stochastic variable and the orientations are not consid-
ered explicitly. For small activity the steady-state prop-
erties obtained from this model exhibit intriguing similar-
ities with an equilibrium system [8] and several sedimen-
tation and trapping problems are analytically tractable
on the single-particle level [9]. As a starting point for
a theoretical treatment of the non-stationary case we
will employ this model in the form of a a coarse-grained
Langevin equation for the particle position [6, 7, 10] with
activity of particles appearing as a colored-noise term.
Such a Langevin equation describes a non-Markovian
process and thus cannot yield an exact Fokker-Planck
equation.
The colored-noise Langevin equation serves as the ba-
sis for effective equilibrium approaches which map an ac-
tive system to a passive equilibrium system with modified
interaction potential and an approximate Fokker-Planck
equation [6, 7]. An approximate modified potential is
microscopically derived taking explicitly into account the
activity on the two-particle level [6, 11]. Previously this
approach has been applied to the structural properties
of active Brownian particles such as the pair correlation
function and phase behavior [6, 12, 13]. Here we show
this approach can yield valuable insight into dynamical
properties such as the rate of escape of active particles
across a barrier.
The standard model system of active Brownian parti-
cles in three spatial dimensions consists of spherical par-
ticles of diameter d with coordinate r and orientation
specified by an embedded unit vector p. Active motion
of the particle is included by imposing a self-propulsion
of speed v0 in the direction of orientation. The motion
of the particle can be modeled by the equations
r˙i = v0 pi + γ
−1Fi + ξi , p˙i = ηi × pi , (1)
where γ is the friction coefficient and Fi the force on
particle i. The stochastic vectors ξ(t) and η(t) are Gaus-
sian distributed with zero mean and have time correla-
tions 〈ξi(t)ξj(t′)〉 = 2Dt1δijδ(t− t′) and 〈ηi(t)ηj(t′)〉 =
2Dr1δijδ(t − t′), where Dt and Dr are the translational
and rotational diffusion coefficients.
Disregarding the orientational degrees of freedoms,
we will consider a theoretically tractable model of ac-
tive particles evolving according to the Langevin equa-
tions [6, 7, 10–12]
r˙i = γ
−1Fi + ξi + χi . (2)
The Ornstein-Uhlenbeck process (OUP) χ has the time
correlation 〈χi(t)χj(t′)〉 = Da1δije−|t−t
′|/τa/τa, where
Da denotes an active diffusion coefficient and τa is the
persistence time of active particle. For a homogeneous
system, the time correlation of the orientations pi of
active particles evolving according to Eq. (1) can be
conveniently mapped onto that of OUPs by choosing
Da = v
2
0τa/3 and τa = 1/(2Dr). This procedure [6, 10]
may be viewed as a coarse-graining which effectively ne-
glects the coupling of fluctuations in orientation and po-
sitional degrees of freedom. Escape of particles driven
by colored noise in non-thermal systems has been stud-
ied in the past in different context [14, 15]. As we show
below, our focus here is on an active system for which
one can obtain an approximate Fokker-Planck equation
2and subsequently identify an effective interaction poten-
tial allowing us to explicitly use Kramers approach to the
active particles under consideration.
Due to the presence of colored noise in Eq. (2), an exact
Fokker-Planck equation for the time evolution of prob-
ability density cannot be obtained. However, one can
obtain an approximate Fokker-Planck equation following
different schemes [7, 11, 16, 17]. Using the method of
Fox [16, 17], one obtains the approximate Fokker-Planck
equation for Eq. (2) (see appendix A) with the one-body
current given by
Ji(r
N , t) = −
∑
k
Dik(r)
[
∇k − βFeffk (r)
]
Ψ(r, t) , (3)
where Ψ(r, t) is the one-body configurational probability
and βFeffk (r
N ) is the effective force acting on particle with
index k with β ≡ (kBT )−1. The activity enters in the de-
scription viaDij , the components of an effective diffusion
tensor D[N ] which are given as Dij = Dt1δij + Da Γ
−1
ij
where
Γij = 1δij − τa
γ
∇i ⊗ Fj . (4)
The effective force can be written as
βFeffk (r
N ) =
∑
j
D−1jk βFj −∇k ln(detD[N ]), (5)
where the dimensionless diffusion tensor is defined as
D[N ] = D[N ]/Dt.
In this study we restrict ourselves to study a one-
dimensional problem of active particles with Eq. (2) as
the equation of motion, allowing us to employ an effective
potential without facing further caveats resulting from
the general form of Eq. (4) [13]. Further considering only
an external force on particle i, generated from the one-
body potential V (x) according to Fi(x) = −V ′(x), the
diffusion tensor D[N ] becomes diagonal and the effective
force in Eq. (5) becomes the sum of single-particle forces.
Introducing the dimensionless parameters τ = τaDt/d
2
and Da = Da/Dt, we obtain from the single-particle limit
of Eq. (5) the effective external potential (assuming that
V (0)=0 vanishes in the origin)
βV eff(x) =
ˆ x
0
dy
βV ′(y) +D′(y)
D(y) (6)
with the dimensionless effective diffusivity (setting d ≡ 1)
D(x) = 1 + Da
1 + τβV ′′(x)
. (7)
This result conforms with the approximations made in
Ref. [6]. Following a different scheme, the Unified Col-
ored Noise approximation, the same effective potential
can be obtained in the special case of non interacting ac-
tive particles in a one-dimensional external potential [13].
We note that for interacting particles, where one is inter-
ested in obtaining an effective interaction potential, one
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FIG. 1: Bare potential, Eq. (8), and analytic effective poten-
tial V eff(x), Eq. (9), for different values of Da (see legend).
For the given parameters ω0 = 10, α = 1, τ = 0.02 and
Dt = 1, these results are indistinguishable from the numeric
solution of Eq. (6). We denote by xa = 0 the local minimum
of the potential from where particles escape over the barrier
at xb to the sink located at arbitrary xc. For numerical treat-
ment xc will be obtained as the solution of βV eff(x) = −20 .
The orange vertical arrow indicates the decreasing potential
barrier with increasing activity. The change in the curvature
of the energy landscape is clearly evident. We use the cur-
vature at xb,0 = ω0/(3α) to approximate the curvature at
the (effective) maximum which shifts slightly towards larger
values of x.
must take into account the generalized form of the ef-
fective diffusivity in Eq. (4) which requires calculation of
dyadic terms∇i⊗Fj . In Ref. [6] the dyadic product was
approximated as a scalar product∇i·Fi (see appendix A)
which yields the same effective potential as obtained for
the special case considered in this study. However, in
more than one dimension, the validity of this approxi-
mation is not obvious [18] and a detailed discussion for
interacting particles taking into account the full dyadic
product will be presented elsewhere.
The main objective of this work is to apply the
above effective interaction approach to an active parti-
cle trapped in the potential of the (non-specific) form
βV (x) =
1
2
ω0x
2 − α|x|3 , (8)
where ω0 is the curvature of this bare potential at both
its minimum xa = 0 and its maximum xb,0 = ω0/(3α)
and the parameter α can be used to tune the barrier
height βE0 = ω
3
0/(54α
2). Now we seek to obtain an
expression for V eff(x) from Eq. (6) and employ Kramers
approach [1]. This will allow us to explicitly determine
the rate of escape ract of an active particle over the given
(effective) potential barrier in the limit of vanishing flux.
This requires determining the effective curvature ωa at
the minimum located at xa, as well as, the curvature ωb
and the maximal height Eb of the effective potential at
3xb, as indicated in Fig. 1. In general, all these variables
except xa ≡ 0 are functions of ω0, α and the activity
parameters τ and Da.
The most appealing aspect of the barrier-crossing
problem considered is that the curvature |V ′′(x)| ≤ ω0 of
the chosen potential in the region of interest, |x| ≤ xb,0,
is bounded. Choosing the product ω0τ of bare curva-
ture and persistence time small enough, we can avoid
some of the pitfalls of the effective-potential approach.
In contrast to most of the potentials describing realistic
interactions between two particles [6, 12], it is now justi-
fied to Taylor expand the integrand in Eq. (6) in terms
of τ , as the whole expression τβV ′′(x) ≤ τω0 ≪ 1 in
the denominator of Eq. (7) remains small within the po-
tential well. The unphysical divergence of D(x) resulting
from the highly negative curvature V ′′(x) at, say, xc is
irrelevant for our calculations.
Using Eq. (6), the effective potential, up to linear order
in τ , becomes
βV eff(x) =
1
2
ωax
2 − α′|x|3 + g(x) , (9)
where
ωa = ω0
(
1
1 +Da +
Daω0τ
(1 +Da)2
)
(10)
α′ = α
(
1
1 +Da +
3Daω0τ
(1 +Da)2
)
(11)
g(x)
τ
=
6Daα
1 +Da |x|+
9
2
Daα2
(1 +Da)2 x
4 (12)
This analytical approximation reduces to the bare po-
tential βV (x) in the limit of Da → 0. It becomes ap-
parent from Fig. 1 that introducing activity to the par-
ticles makes it easier for them to escape the effectively
shrinking barrier. To further quantify this observation,
we assume xb ≃ xb,0 = ω0/(3α) independent of activity
(compare Fig. 1) and obtain the simple expressions
ωb = ω0
(
− 1
1 +Da +
Daω0τ
(1 + Da)2
)
, (13)
βEb =
ω30
54α2(1 +Da) +
2Daω0τ
(1 +Da) (14)
for the effective curvature and barrier height, respec-
tively. It can be easily seen that the effective potential
barrier decreases with increasing Da. Explicitly requir-
ing Eb < E0 we find the nearly trivial condition ω0τ <
βE0/2. A more meaningful constraint ω0τ < 1 + 1/Da
for the maximal applicability of the effective potential ap-
proach to our problem in general, follows from demanding
ωb < 0.
Following Kramers [1], we calculate the escape rate as
ract =
Jact
p
, (15)
where Jact is the flux of an active particle across the po-
tential barrier and p is the probability of finding the par-
ticle in the potential well (in the neighborhood of xa).
The one-dimensional probability distribution ψ(x) can
be calculated exactly [7] but we do not require its ex-
plicit form in the following. Using ψ(x) one can calcu-
late p using the equilibrium approximation ψ(x)/ψ(xa) ∼
exp[−β(V eff(x) − V eff(xa))], which holds for vanishing
flux across the potential barrier which is justified for suf-
ficiently large potential barrier. Under this assumption p
can be obtained as an integral
p =
ˆ (xb−xa)
−(xb−xa)
ψ(x)dx
≈ ψ(xa)eβV eff (xa)
ˆ ∞
−∞
e−βV
eff (x)dx
= ψ(xa)
√
2pi
βωa
(16)
over ψ(x) in a region around xa corresponding to the
width 2xb of the (effective) potential well. The integral
expression on the second line is obtained by invoking a
saddle point approximation for V eff(x) at xa and extend-
ing the integration domain to infinity.
The flux can be calculated from the one-dimensional
version of Eq. (3) rewritten as
Jact = −DtD(x)e−βV eff (x) d
dx
(
eβV
eff (x)ψ(x)
)
. (17)
Assuming a constant flux of particles one can integrate
Eq. (17) from xa to xc to obtain an expression for Jact as
Jact = −Dt
ˆ xc
xa
d
dx
[
eβV
eff (x)ψ(x)
]
dx
ˆ xc
xa
eβV
eff (x)
D(x) dx
≈ ψ(xa)Dt(1 +Da)e
−(βEb−Daω0τ1+Da )√
2pi
β|ωb|
,
(18)
where the saddle point approximation (at xb) has been
used to evaluate the integral in the denominator and the
boundary condition at the sink is set to ψ(xc) = 0. As
noted above, the effective potential can exhibit unphys-
ical behavior. However, the approximate result for Jact
remains reasonable as long as the condition ωb < 0 holds.
For ωb < 0, the unphysical behavior of the effective po-
tential manifests itself for x > xb and thus does not ob-
scure our calculations as ψ(xc) and the location of xc do
not explicitly enter in the second step in Eq. (18). When
ω0τ becomes too large such that ωb < 0 is no longer
valid, the saddle point approximation is unjustified and
the above analytics do not hold.
Using Eqs. (16) and (18), the rate of escape of active
particles over a potential barrier can be written as
ract =
βDt(1 + Da)
√|ωaωb|e−(βEb−Daω0τ1+Da )
2pi
. (19)
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FIG. 2: Escape rate of active particles as a function of the active diffusivity Da. Escape rate of active particles is expressed
in units of the escape rate of passive particles over the barrier of the bare potential. The rate of escape is calculated for three
different values of τ (see legend). The curvature of the bare potential at xa is fixed to ω0 = 10 and the nonlinear parameter
is α = 1. The escape rate ract increases by several orders of magnitude with increasing Da. The circles represent the rate
calculated within the effective equilibrium approach and is obtained by numerically solving Eq. (17). The squares correspond
to the rate obtained by simulating the colored-noise Langevin equation (2). The solid black lines correspond to the analytic
predictions of Eq. (20) using the effective potential in the Kramers approach. The excellent agreement between the predictions
of Eq. (20) with the numerically obtained rate from Eq. (17) indicates the high-accuracy of the Kramers analytical approach
used in calculation of Eq. (20). The escape rate calculated using the colored-noise Langevin equation (Eq. (2)) starts deviating
from the prediction of Eq. (20) for large Da.
This result is valid only for large barrier heights βEb ≫ 1.
Employing our approximate effective potential by substi-
tuting Eqs. (10), (13) and (14) into Eq. (19), we obtain
the compact analytic representation
ract ≈ βDtω0
2pi
√
1−
(Daω0τ
1 +Da
)2
e
−
(
ω3
0
54α2(1+Da)
+
Daω0τ
1+Da
)
≈ βDtω0
2pi
e−βE0e
Da(βE0−ω0τ)
1+Da
= rpass exp
(Da (βE0 − ω0τ)
1 + Da
)
,
(20)
where βE0 = ω
3
0/(54α
2). In the second line we have
omitted the term in the square root. In Eq. (20), we
have identified the escape rate of passive particles as
rpass = βDtω0 exp(−βE0)/(2pi). In this form Eq. (20)
clearly demonstrates that activity significantly facilitates
the escape of a particle.
Equation (20) is obtained based on the approximate
form of the effective potential where the small τ approx-
imation has been used. In principle, the effective po-
tential can be obtained directly by numerical integration
of Eq. (6) or in a lengthy analytical form generalizing
Eq. (9) by taking into account higher order terms in τ .
However, the escape rate obtained in this way does not
differ significantly from the analytical approximation in
Eq. (20). Hence, Eq. (20) is expected to accurately cap-
ture the escape rate under the condition that the saddle-
point approximations made in Eqs. (16) and (18) do not
introduce any significant errors. The accuracy of Eq. (20)
can be assessed by comparing the analytical predictions
with the numerical rate of escape obtained by solving the
Eq. (17) with the boundary conditions ψ(xa) = 1 and
ψ(xc) = 0. However, the comparison between Eq. (20)
and the rate obtained from Eq. (17) serves only to bench-
mark the analytical (Kramers) approximation against the
numerical prediction from the effective equilibrium ap-
proach for low activity. The most relevant test is to de-
termine the rate directly from the governing Langevin
equations. This is done by numerically solving the one-
dimensional version of Eq. (2) (Appendix B) for a particle
trapped in the potential given by Eq. (8). We calculate
the mean-first-passage-time (MFPT) of a particle start-
ing at x = 0 escaping to a sink located sufficiently far
from the potential barrier. The equivalence of MFPT
to Kramers rate [19] implies that Kramers rate can be
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FIG. 3: Escape rate in units of βDt for different values of the curvature ω0 of the bare potential Eq. (8) with (a) α = ω0/10
chosen thus that the barrier is always located at a fixed xb,0 and its height βE0 increases with ω0 and (b) α =
√
ω3
0
/35 such
that xb,0 moves towards the origin with increasing ω0, while maintaining a constant barrier height. The data in (a) are plotted
on a logarithmic scale and in (b) on linear scale to highlight the exponential and almost linear behavior of the escape rate as
a function of ω0, respectively. The parameters are set to τ = 0.02 and Da = 2/3. The dashed black line indicates a linearly
increasing ract with a slope m = βDt exp (−βE0/(1 +Da)) /(2pi) (Eq. (21)). For such small values of ract, statistical fluctuations
in the numerically measured escape rate (squares) make it difficult to ascertain the functional dependence of ract on ω0. It
appears that ract becomes slightly nonlinear with increasing ω0 as it gets closer to the solid black line which corresponds to
Eq. (20). Nevertheless, the approximately linear dependence of ract on ω0 is clearly evident. The inset of (b) is a plot of the
escape rate in Eq. (20) for different values of Da for fixed βE0. In the direction of the arrow Da is 0.5, 1, 2, 4 and 6. ract is
normalized with respect to the slope m to highlight the nonlinearity with increasing ω0. The dash-dotted line of unit slope
corresponds to the exactly linear variation of ract with ω0 in the limit of Da = 0.
numerically obtained as the inverse of MFPT.
We first discuss the escape rate ract as a function of the
reduced diffusion constant Da in Fig. 2. As can be seen
in Fig. 2, the escape rate increases over several orders
of magnitude with increasing Da. In particular, the an-
alytical prediction of Eq. (20) is in excellent agreement
with the numerical prediction of Eq. (17) over the full
range of Da considered in this study. In general, the
escape rate obtained using the effective equilibrium ap-
proach agrees very well with the simulations based on the
colored noise Langevin equation, Eq. (2). It is apparent
from Fig. 2(c) that the deviations resulting from the ef-
fective equilibrium mapping are only manifest at large
Da. With increasing Da, the flux of particles across the
potential barrier can become significantly large such that
the equilibrium approximation to calculate p in Eq. (16)
does not hold. This is equivalent to stating that the bar-
rier height must remain sufficiently large for the Kramers
approach to yield reliable estimate of escape rate across
the barrier. We also tested the analytical prediction for
different values of τ as shown in Fig. 2. The excellent
agreement suggests that in one dimension, the effective
potential can yield accurate quantitative description of
the escape process.
To further assess the accuracy of our approach and
demonstrate its utility, we study the escape rate of active
particles at constant activity but for some other combi-
nations of parameters in the trapping potential, Eq. (8).
The parameters must be chosen so as not to violate the
constraints on ω0 and τ as determined from Eqs. (13) and
(14). The analytical prediction is expected to become in-
accurate with increasing ω0τ . First, we fix the location
xb,0 = 10/3 of the potential barrier by setting α = ω0/10.
As a result the height βE0 = 50ω0/27 becomes a linearly
increasing function of ω0. The evolution of the escape
rate is primarily determined by the exponential function,
the argument of which is linear in ω0 in both the active
and the passive case. Therefore, the escape rate of ac-
tive particles shown in Fig. 3(a) closely resembles that of
passive ones and can thus be explained as if there was a
higher effective temperature (strictly speaking this anal-
ogy, which here would require V eff(x) ≃ V (x)/(1 + Da)
up to a constant, only holds exactly for linear poten-
tials [9, 11]). We calculate the escape rate from Eq. (20)
and plot it together with the numerically obtained rates
in Fig. 3. The numerically obtained escape rates are in
6agreement with each other over the entire range of ω0
considered as well as with the analytical prediction of
Eq. (20). The high accuracy of the analytical approach
in describing the escape rate suggests that the assump-
tions used in the Kramers-like analytical approach in the
derivation of Eq. (20) remain valid for a significant range
of the barrier height.
The barrier height of the bare potential depends on ω0
and α. By choosing α =
√
ω30/35, the barrier height
βE0 = 1225/54 remains independent of ω0, but the
width xb,0 = 35/(3
√
ω0) of the potential well decreases
with increasing curvature. Another, more intuitive inter-
pretation would be that of an increasing average slope
βE0/xb,0 = 35
√
ω0/18 of the potential barrier. This par-
ticular choice of parameters allows us to discuss the rate
of escape from a potential well of changing curvature but
with a fixed barrier height. It follows from Eq. (20) that,
with the barrier height of the bare potential fixed, the
passive rate rpass becomes a perfectly linear function of
ω0, whereas ract maintains its exponential form. How-
ever, this deviation from linearity is almost negligible
for the range of ω0 we are interested in. As shown in
Fig. 3(b), the behavior of the escape rate is well repre-
sented by the linear function
ract ≈ βDtω0
2pi
exp
(
− βE0
1 +Da
)
, (21)
obtained from expanding Eq. (20) in terms of ω0 at con-
stant E0. Even for the small values of ract, the numerics
and analytics are in good agreement.
A related barrier-crossing problem has recently been
studied experimentally [20] and theoretically [21]. The
active particle moves in an energy landscape which is
flat except having an asymmetric potential barrier. The
particle can cross the potential barrier from either side.
It was found that the transition rate was smaller for
particle crossing the barrier from the side facing steeper
slope of the barrier. This cannot be explained using the
Kramers approach in which, as shown above, the escape
rate increases with increasing curvature for a fixed barrier
height. Note that in the Kramers approach one consid-
ers a potential well rather than a single barrier that does
not surround the particle. An ideal experimental study
to test our theoretical results would correspond to study-
ing the transition rate in a double-well potential of equal
depth but different widths. It will also be very interest-
ing to extend the Kramers approach to particles escaping
over an asymmetric barrier.
In conclusion, we derived an effective interaction po-
tential for active particles in a one-dimensional poten-
tial well of finite depth. Using this effective potential
we calculated the escape rate of active particles over the
potential barrier. For the problem considered, this ap-
proximate procedure turns out to be (i) well justified,
as no tensorial effective quantities occur and no pairwise
interaction forces are involved which both would require
further approximations, (ii) highly accurate although the
potential considered has a negative curvature, (iii) par-
ticularly simple, as all conditions are respected to justify
expansion methods and (iv) the ideal link to Kramers
approach for passive particles. As our main result we
obtained and discussed a closed analytic formula for the
escape rate. We find that upon increasing the activity or
the curvature at the maximum of our model potential,
the effective equilibrium approach only slightly overes-
timates the escape rate of active particles compared to
computer simulations. Similar calculations can be made
involving any other trapping potential. It would be in-
teresting to set up an experiment or adapt existing ones
[20] to test our theoretical predictions.
Appendix A: The general Fox approximation
We derive of the probability current given by Eq. (3)
employing a generalized Fox approximation [16, 17] to the
coupled stochastic differential equations given by Eq. (2).
The method detailed in Appendix B of Ref. [6], which
suggests the occurrence of a force derivative of the form
∇i·βFi, is missing two crucial points, which we will detail
in the following. Firstly, in d > 1 dimensions, Eq. (2) is
vector valued: taking this into account properly, the force
derivative becomes ∇i ⊗ βFi, where ⊗ denotes a dyadic
product of two vectors. Secondly, the forces Fi(r
N ) are
multivariate, resulting in the derivative term ∇i ⊗ βFj
as entering in Eq. (3). Introducing a component-wise
notation (compare, e.g., Ref. [11]) for dN -dimensional
arrays xα(t) we understand that the two points can be
accounted for in the same way, as we rewrite (2) in the
form (neglecting the Brownian white noise ξα(t) for the
moment)
x˙α(t) = DtβFα(x1, x2, . . . , xdN ) + χα(t) (A1)
with α ∈ {1 . . .dN}.
Obviously, the correlator
Cαβ(t− t′) := 〈χα(t)χβ(t′)〉=Da
τa
δαβe
− |t−t
′|
τa , (A2)
needs to be a dN × dN tensor and the probability distri-
bution functional [6]
PN [{χα}]∝exp

−1
2
¨
ds ds′
∑
αβ
χα(s)Kαβ(s− s′)χβ(s′)


(A3)
is equipped with a tensorial kernelKαβ(t−t′), the inverse
of Cαβ . The latter point is the basic content of the dis-
cussion in Ref. [6] about how the one-dimensional single-
argument case should be generalized. For our derivation,
we calculate the formal solution
PN ({yα}, t) =
ˆ
D[{χα}]PN [{χα}]
∏
α
δ(yα − xα(t))
(A4)
7of Eq. (A1) and its time derivative
∂PN ({yα}, t)
∂t
=
ˆ
D[{χα}]PN [{χα}]

−∑
β
∂
∂yβ
∏
α
δ(yα − xα(t))x˙β(t)


=
∑
β
− ∂
∂yβ
(
DtβFβ({yα})PN ({yα}, t)
+
ˆ
D[{χα}]PN [{χα}]
(∏
α
δ(yα − xα(t))
)
χβ(t)
)
,
(A5)
using (A1) in the second step. It is here necessary to
account for each component χα(t) and xα(t) of the two
vectors. Then the exact starting point
ˆ
D[{χα}]PN [{χα}]
(∏
α
δ(yα − xα(t))
)
χβ(t)
= −
∑
γ
ˆ
ds′Cβγ(t− s′)
ˆ
D[{χα}]
×
(
∂
∂yβ
∏
α
δ(yα − xα(t))
)
δxβ(t)
δχγ(s′)
PN [{χα}]
(A6)
of the Fox approximation follows from a partial integra-
tion [6, 16].
The most important difference to the (approximate)
presentation in Ref. [6] arises in how the variation in
Eq. (B15) therein is determined. In the multivariate case
we find
δx˙β(t)
δχγ(t′)
= Dt
∑
δ
∂βFβ(x
dN (t))
∂xδ(t)
δxδ(t)
δχγ(t′)
+ δβγδ(t− t′)
(A7)
and obtain the tensorial solution
δxβ(t)
δχγ(s′)
=
(
exp
ˆ t
s′
ds F′(s)
)
βγ
Θ(t− s′)
≈
(
e(t−s
′)F′(t)
)
βγ
Θ(t− s′) , (A8)
which we approximated in the second step according to
the Fox scheme [6, 16] (compare (B20) therein) while only
taking into account the linear term in t−s′ when expand-
ing the exponent. The matrix F′(t) ≃ F′[x(t)] in the
exponential has the components F′βγ = Dt∂βFβ/∂xγ ≃
Dt∇i ⊗ βFj , where we recognize the desired generaliza-
tion of the force derivative when switching back to the
vectorial notation. Using (A8) and the explicit correla-
tor (A2) in (A6) yields at a sufficiently large time t [6, 16]
the representation
∂PN (r
N , t)
∂t
= −
N∑
i=1
∇i
·
(
DtβFi(r
N )PN −Dt∇iPN −Da
∑
j
∇j
(
Γ−1ij PN
))
(A9)
of (A5) with Γij given by Eq. (4) and we used the iden-
tity ∇iΓij = ∇jΓij . We thus have established the full
generalization of the Fox approximation to three dimen-
sions. After reintroducing into Eq. (A9) the contribution
−Dt∇iPN resulting from the Brownian white noise, the
probability current in the Smoluchowski equation (A5) is
given by Eq. (3).
Appendix B: Colored noise simulations
Consider the following equation
x˙ = f(x) + ξ(t) + χ(t), (B1)
where ξ is Gaussian process with zero mean and the time
autocorrelation 〈ξ(t)ξ(s)〉 = δ(t − s) and χ is colored
noise with an autocorrelation that decays exponentially
in time as 〈χ(t)χ(t′)〉 = Daτ−1a e−|t−t
′|/τa . In numerical
simulation of Eq. B1 with dt as the integration time step,
the time-updated x can be written as
x(t+ dt) = x(t) + f(x(t))dt+ Zξ + Zχ, (B2)
where Zξ and Zχ are random processes defined as
Zξ =
ˆ t+dt
t
ξ(s)ds
Zχ =
ˆ t+dt
t
χ(s)ds
(B3)
Since ξ is a Gaussian process, Zξ is distributed ac-
cording to a Gaussian distribution with zero mean and
variance
√
dt, i.e., Zξ ∼
√
dtN (0, 1). The distribution
corresponding to Zχ can be determined in the following
way. The process χ(t) can be written in terms of a filtered
white noise as [22]
χ˙ = − χ
τa
+
√
2Da
τa
ζ(t), (B4)
where ζ(t) is Gaussian noise with zero mean and the time
correlation 〈ζ(t)ζ(s)〉 = δ(t− s). The formal solution to
Eq. B4 is given as
χ(t) = e−t/τaχ(0) +
√
2Da
τa
ˆ t
0
e
s−t
τa ζ(s)ds. (B5)
8Following Ref. [22], we define µ ≡ dt/τa and two Gaussian
processes
Ω0 ≡
ˆ dt
0
e
s−dt
τa χ(s)ds
Ω1 ≡
ˆ dt
0
ˆ h
0
e
s−h
τa χ(s)dsdh,
(B6)
with zero mean and correlations as
〈Ω20〉 =
τa
2
(
1− e−2µ)
〈Ω21〉 =
τ3a
2
(
2µ− 3− e−2µ + 4e−µ)
〈Ω0Ω1〉 = τ
2
a
2
(
1− 2e−µ + e−2µ)
(B7)
With the mean and variance known the two Gaussian
processes can be expressed as
Ω0 ∼
√
〈Ω20〉N (0, 1)
Ω1 ∼ 〈Ω0Ω1〉√〈Ω20〉 N (0, 1) +
√
〈Ω21〉 −
〈Ω0Ω1〉2
〈Ω20〉
N (0, 1)
(B8)
We can now write the time-updated χ as
χ(t+ dt) = e−µχ(t) +
√
2Da
τa
Ω0 (B9)
Using Eq. (B9) in Eq. (B3), we can write
Zχ =
ˆ t+dt
t
χ(s)ds
= τa
(
1− e−µ)χ(t) + √2Da
τa
Ω1
(B10)
The trajectory of a particle governed by the stochastic
equation of motion Eq. (B1) can be obtained by advanc-
ing time in small steps in Eq. (B2).
To calculate the rate of escape numerically, we place
sinks at xc = ±(xb,0 + 1) where |xb,0| = ω0/(3α) is the
location of the barrier of the bare potential. A particle
starting at x = 0 at time t = 0 is considered captured by
the sink if |x(t = tc)| ≥ xc. Once a particle is captured at
the sink, it is reintroduced at the origin and the process is
repeated at least 5000 times to obtain a reliable average
of tc. This average corresponds to the mean first passage
time of the particle and the escape rate is obtained as
simply the inverse of this quantity. We note that the
choice of the sink xc = ±(xb,0 +1) is arbitrary. We have
verified that our results are insensisitive to the choice of
the location of sink by considering xc = ±(xb,0 + 2) and
xc = ±(xb,0 + 3).
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