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Abstract
Over the past decade, Wireless Sensor Networks (WSNs) have evolved into a hot interdisci-
plinary research area. WSNs are generally considered to be statically deployed, but in reality
they are dynamic in nature due to a variety of characteristics including ﬂuctuating wireless link
quality and clock drift. Furthermore, new WSN topologies and applications have introduced
more dynamics, such as time-varying power resources, data traﬃc patterns, and mobile sensing.
These dynamics pose challenges to the theoretical understanding of WSN behaviours and the
design of practical algorithms.
This thesis investigates distributed network optimisation in three types of dynamic WSNs:
WSNs powered by time-varying solar energy, WSNs with ﬂuctuating wireless channel quality,
and WSNs with mobile relays and mobile sinks. In distributed optimisation, sensor nodes
communicate with each other to collaboratively solve the overall network optimisation problem.
Realistic models are established for these dynamic WSNs, and eﬃcient distributed algorithms
are developed to optimise network performance, including power management, duty cycling,
wireless link scheduling, data routing and forwarding, sensing rate control, and network resource
allocation and pricing. Considering the limited capacity of typical sensor nodes, this thesis
also aims to understand and balance the tradeoﬀ between system performance and complexity,
bridging the gap between optimisation theory and practical algorithm design in dynamic WSNs.
The proposed algorithms are shown to outperform state-of-the-art schemes through theoretical
analysis, simulations, and real testbed experiments.
The work presented in this thesis should be of interest to researchers in the areas of general
embedded networked systems and wireless networks. It should also prove useful in emerging
research areas including the Internet of Things (IoTs), Cyber-Physical Systems (CPS), and
Information and Communications Technology (ICT) for smart sustainable cites.
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Chapter 1
Introduction
Wireless Sensor Networks (WSNs) [187] are a type of wireless networks that consist of spatially
distributed sensor devices monitoring physical information such as temperature, humidity, light,
acoustics, vibration, and pressure. The sensor information is transmitted to one or multiple
gateways (sinks) over wireless links. In the last decade, WSNs have proven their applicability in
many scenarios including ecosystem management, smart homes and buildings, natural hazards
monitoring, intelligent transportation, and human behaviour sensing. Research into WSNs has
also motivated emerging research areas, such as the Internet of Things (IoTs) [17], Cyber-
Physical Systems (CPSs) [139], and smart sustainable cities [133,153].
1.1 Motivation
Due to the limited transmission ranges of typical low-power sensor nodes1, WSNs normally
adopt multi-hop communication topologies, especially for applications that require large sensing
coverage. Besides transmitting its own data, a sensor node in a WSN may also relay data
produced by sensors further from the sink.
The performance of sensing applications strongly depends on the underlying networking ser-
1For example, the communication range of a typical sensor node is approximately less than 50 metres for
IEEE 802.15.4 radio, and less than 250 metres for IEEE 802.11 radio.
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vices. For example, applications of emergent event monitoring such as ﬁre detection would be
sensitive to data transmission delay, while data collection applications require high network
throughput and fairness of sensor readings. Therefore, wireless communication and networking
including sensing rate control, routing, Medium Access Control (MAC), and wireless signal
processing, all play key roles in the overall WSN design.
1.1.1 Practical Challenges in Wireless Sensing and Networking
Current research demonstrates the following challenges in WSNs:
• Network Throughput. Due to wireless interference, duty-cycled and multi-hop oper-
ations, and the limited data rates of low-power wireless radios, wireless bandwidth is a
scarce resource in WSNs. For example, experimental results show that a typical IEEE
802.15.4 radio, CC2420 [6], can only support around 100 40-bytes packets per second [164],
which implies that serious congestion and packet loss would occur when sensing applica-
tions produce heavy data traﬃc. In addition, recent studies [21,118] have suggested that
it is essential to maximise data collection throughput. Further more, for resource reuse,
multiple sensing applications may coexist in one physical network (e.g. the future Internet
of Things [9]), which poses more challenges for underlying high-throughput end-to-end
network communications.
• Sensor Reading Fairness. Data collection applications typically require fair allocation
for sensor sampling rates (i.e. the rate at which each sensor node collects environment
data) [68, 105, 144, 164]. However, due to the fundamental tradeoﬀ between throughput
and fairness [79], pure throughput maximisation would result in poor fairness. For ex-
ample, in a throughput-optimal setting, much lower sensing rates would be allocated to
the sensor nodes far from the sink, than those close to the sink, resulting in potentially
unacceptable bias in the readings coming from the network.
• Energy. Due to their limited energy storage capacity and potential long-term deploy-
ment, the energy scarcity of low-cost and low-power sensor nodes has been a key issue for
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the WSN [16, 166]. Although the recent development of energy harvesting technologies
(such as solar power) can mitigate this issue [166], energy is still a bottleneck resource.
This is due to limited energy harvesting capacity (e.g. solar panels equipped on tiny
sensor nodes must be small) and intermittent availability of environmental energy (e.g.
there is no solar energy at night.).
• Limited Capacity of Sensor Nodes. Sensor nodes normally adopt simple and low-cost
hardware system for potential large-scale deployment. For example, a typical sensor node,
MicaZ mote, [6] has an 8 bit processor, a 4 KB RAM, and a 250 kbps wireless radio. Such
low-cost hardware can only support highly eﬃcient and lightweight embedded software,
which require low computation and storage complexities of WSN algorithms.
• System Dynamics and Uncertainty. WSNs are dynamic in nature with ﬂuctuat-
ing wireless link quality [63, 118], local clock drift [162], and hybrid (e.g. periodical,
event-driven and query-based) data traﬃc patterns [10]. In addition, node mobility is in-
troduced in WSNs, to save energy [114], to ensure connectivity [137], or to satisfy speciﬁc
application requirements [170]. Furthermore, recent advances in energy harvesting tech-
niques provide opportunities to achieve sustainable operations in WSNs [166]. However,
this also introduce time-varying and uncertain power resources. These network dynamics
all have signiﬁcant impacts on WSN performance and pose challenges for WSN algorithm
design. Various sources of WSN dynamics will be discussed in Subsection 1.1.2.
• Requirements of Distributed Operations. Due to their scalability and adaptabil-
ity to network dynamics, distributed algorithms are normally preferred over centralised
algorithms in WSNs. The advantages of using distributed algorithms in WSNs will be
discussed in Subsection 1.1.3. In contrast to centralised approaches that solve network
problems based on complete network information, distributed algorithms require indi-
vidual sensor nodes to communicate with each other in order to collaboratively solve
the overall network problem based on local and incomplete network knowledge, which is
therefore more challenging.
• Ubiquitous Sensing Support. Sensing is becoming ubiquitous; from temperature and
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light sensors in smart buildings, to water leak detection in the sewer, and noise and
air-quality monitoring in the streets. Some sensors are able to connect to the Internet.
However, this may in some instances prove prohibitive. For example, 3G cellular data
communications can be expensive, while CSMA-based short-range connections are not
always available. An attractive alternative is to employ mobile devices carried by ve-
hicles or individuals to collect sensor data in an opportunistic way, thereby leveraging
both low-cost short-range communications and ubiquitous mobile devices. However, this
opportunistic sensing and communication paradigm introduces new challenges such as
incentivising participation of mobile device owners.
1.1.2 Dynamics in Real-world WSNs
The major sources of WSN dynamics can be classiﬁed into the following three categories:
• Fundamental Physical Behaviours. WSN dynamics, including wireless channel qual-
ity and local clock drift, are caused by foundational physical behaviours that are in-
dependent of the applications and network protocols. The wireless channel quality is
inherently time-varying due to complex physical signal wave propagations, such as multi-
path propagation and shadowing from obstacles [146]. The other fundamental dynamic
characteristic is the hardware clock drift of the embedded sensor node, which is mainly
caused by the surrounding temperature, humidity, and supply voltage [163].
• Network Resource Constraints. Addressing limited WSN resources also introduces
WSN dynamics. For example, in energy harvesting WSNs, environmental energy sources
such as solar, wind, thermal energy, and mechanical vibration are time-varying. Other
aspects, such as node mobility, are also introduced to address the resource limitation in
WSNs. The use of mobile sinks has been shown to be an eﬃcient way to save energy for
data collections [114]. Also, due to the short communication range of typical sensor nodes,
opportunistic data forwarding2 has been used in large-scale sparsely-deployed WSNs (e.g.
2 i.e. use mobile devices such as mobile phones collect or relay sensor data in a ’carry and forward’ fashion.
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[137]) to bridge the connectivity gap between sensor nodes and sinks.
• User-deﬁned Dynamics. Many sensing applications are also major sources of WSN
dynamics. For instance, event-driven sensing applications such as information query ap-
plications generate dynamic data traﬃc [180], according to time-varying user behaviours.
Data traﬃc such as this is delay-sensitive and can cause traﬃc burstiness when events
occur. In addition, some applications require the use of over-the-air reprogramming pro-
tocols such as Deluge [67] to update software or modify tasks on demand.
Speciﬁcally, this thesis aims to deal with the ﬁrst two types of dynamics, i.e. those caused by
fundamental physical behaviours and resource constraints. Similar approaches can be used for
user-deﬁned dynamics but this is beyond the scope of this work.
1.1.3 Distributed Operations
In this thesis, a key challenge is to design network algorithms that are adaptive to various
WSN dynamics. Compared with centralised schemes, distributed approaches have the following
advantages:
• Scalability. For distributed protocols, nodes make decisions based on their local and
(normally one-hop) neighbour information rather than global information covering the
network. As a result, the control overheads of distributed protocols such as energy,
memory, and bandwidth can be much less than those of centralised approaches, especially
in large-scale networks.
• Adaptability to Network Dynamics. In WSNs, the changes in network conditions at
some individual nodes would only aﬀect local network conditions rather than the whole
network. For instance, consider a routing tree: the congestion at a node would only aﬀect
the subtree rooted at this node. Centralised approaches require the collection of informa-
tion from the whole network to monitor time-varying network conditions, such as energy
and link quality, as well as nodes joining and leaving the network. However, distributed
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approaches can address the dynamic events locally without expensive communications
across the whole network.
• Faster Response. To save energy, WSNs normally operate at a low-duty-cycle mode.
In centralised low-duty-cycle WSNs, it can take a large amount of time not only to
transmit the local information from each sensor node to the central controller through
multi-hop wireless paths, but also to disseminate information from the central controller
to sensor nodes, thereby signiﬁcantly degrading the system performance. In contrast, in
distributed low duty-cycle WSNs, each node needs only to exchange its local information
with its one-hop neighbours, avoiding large multi-hop transmission delays.
Due to the advantages of distributed WSN solutions, this thesis will focus on designing adaptive
and eﬃcient distributed schemes in dynamic WSNs.
1.1.4 Network Optimisation for Dynamic WSNs
Many practical sensing and networking problems related to the challenges listed in Subsection
1.1.1 can be formulated as optimisation problems. Network optimisation theories such as La-
grangian duality and Lyapunov stability theories [39, 125, 184] are graceful and powerful tools
for understanding the structure and features of various sensing and networking problems, esti-
mating performance and cost bounds, and providing guidelines for practical network protocol
design.
Due to the network dynamics, time should be explicitly considered in the modeling of op-
timisation problems. Naturally, sensing and networking problems in dynamic WSNs can be
formulated as stochastic optimisation problems [125, 184]. Alternatively, if the knowledge of
future dynamic network resources (e.g. solar power) can be obtained with a high accuracy 3,
deterministic optimisation solutions [39] can be also used. Compared with stochastic optimi-
sation, which aims to optimise inﬁnite horizon (or long-term ﬁnite horizon) statistic objectives
3such as our solar prediction algorithm WC-EWAM developed in Chapter 3.
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(e.g. mathematical expectation), deterministic optimisation methods are more precise but are
more sensitive to the prediction accuracy of future network state.
A description of network optimisation theory will be presented in Chapter 2.
1.1.5 Limitations of Current Research
Although a large body of work exists for dynamic WSNs, most of them are either practical
work, based on heuristic approaches without performance guarantees, or theoretical approaches
with unrealistic assumptions and high complexity. Additionally, some sensing and networking
problems in dynamic WSNs do not have any distributed solutions, such as the the lexicographic
maximin sensing rate allocation problem studied in Chapter 4. This thesis aims to bridge the
gap between theory and practice in dynamic WSNs and to develop fully distributed algorithms
and protocols, guided by both quantitative insights gained from mathematical theories and the
practical principles of real dynamic WSNs.
1.2 Our Approach
This section introduces our approach to distributed optimisation in dynamic WSNs. Specif-
ically, this thesis investigates three types of dynamic WSNs: WSNs powered by solar energy
(Chapter 3 and Chapter 4); WSNs with time-varying wireless channel quality (Chapter 5); and
WSNs with mobile sinks (Chapter 6) and mobile relays (Chapter 7). It is worth noting that
the related work on each topic has been localised to the relevant chapters. The issues listed
below aim to show the methodology and the big picture of this thesis.
• Modeling WSN Dynamics The ﬁrst step in designing adaptive schemes is to real-
istically model the network dynamics according to the speciﬁc sensing and networking
problems and scenarios. Speciﬁcally, the time-varying solar energy considered in Chap-
ter 3 and Chapter 4 is modelled as a predictable system parameter, and a lightweight
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algorithm is developed to predict future solar energy with high accuracy. In these two
chapters, power management and networking problems are formalised as deterministic op-
timisation problems, by using predicted solar energy values as deterministic parameters.
In addition, dynamic wireless channel quality and node mobility (addressed in Chapters
5-7) are modelled as random parameters. Stochastic optimisation approaches are used
for the corresponding WSN problems.
• Network Problems. For cost-eﬃcient dynamic WSN design, this thesis deals with net-
work problems at every layer of the network stack, including signal processing at the
physical layer, wireless scheduling at the link layer, routing at the network layer, and
rate control/allocation at the transport layer. In addition, useful interactions between
diﬀerent layers are exploited to optimise the utilisation of limited network resources, such
as energy and bandwidth. Speciﬁcally, Chapter 3 and Chapter 4 propose distributed
algorithms for joint power management, routing, and sensing rate control to achieve sus-
tainable operations of the solar power network, while optimising the end-to-end network
performance (i.e. throughput and sampling rate fairness). Chapter 5 investigates how to
exploit the advantage of an advanced physical-layer technique, cooperative communica-
tion [76, 91], to improve the performance of upper layers. Chapter 6 studies the routing
problem in large-scale WSN with mobile sinks, which achieves optimal network through-
put and small end-to-end delay. Chapter 7 studies the joint sensor data communication
and incentivisation issues for emerging urban sensing systems, based on the investigation
of coupled sensor, social, and economic networks.
• Theories. This thesis develops fully distributed sensing and networking algorithms based
on the development and application of the following theories:
1. Optimisation theory including linear programming in Chapter 3, convex optimisation
and Lagrangian duality [25, 121,172] in Chapters 4 and 5, and Lyapunov stochastic
minimisation [61,125] in Chapters 5-7.
2. Graph theory in Chapters 3-7.
3. Queueing analysis in Chapter 6.
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4. Social network theory and economic networks in Chapter 7.
• Complexity, Reality and Optimality. The key eﬀort of this thesis is to address
tradeoﬀs between reality, optimality, and complexity. Generally, the optimal solutions
of network problems result in large computation, communication, or storage complexity.
For instance, the optimal solutions to general wireless scheduling considered in Chapter 5
and Chapter 6, and the general cooperative routing problem considered in Chapter 5, are
NP-hard. For polynomially-solvable problems, such as the Lexicographic max-min rate
allocation problem studied in Chapter 4, the complexity of the current solution is not
only centralised but also too heavy for the resource-limited WSNs. In addition, realistic
modeling also introduces complexity. This thesis addresses such complexity using the
following methods: (1) Introducing reasonable models to balance the reality and com-
plexity; (2) Developing eﬃcient algorithm to reduce the complexity of optimal solutions;
(3) Developing suboptimal solutions with performance bounds.
• Evaluation. Three methods are used in this thesis to evaluate the performance of the
proposed network algorithms: (1) Deriving the performance and cost bounds of proposed
algorithms based on theoretical analysis; (2) Using extensive trace-driving simulations to
evaluate long-term performance of network algorithms in large-scale WSNs; (3) imple-
menting proposed schemes in sensor devices and evaluating their real-world performance.
1.3 Contributions of This Thesis
The broad aims of this thesis are to develop eﬃcient distributed algorithms for network problems
in dynamic WSNs. In doing so, this thesis makes the following contributions to the state-of-
the-art:
• Spatiotemporal networking frameworks are provided for distributed network optimisation
in three types of dynamic WSNs: solar-powered WSNs (Chapter 3 and Chapter 4), WSNs
with time-varying link qualities (Chapter 5), and WSNs with mobile sinks and relays
(Chapter 6 and Chapter 7 respectively).
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• Extensive experience is oﬀered on how to model diﬀerent types of dynamic WSNs, how to
use optimisation theory for practical WSN design, and how to balance tradeoﬀs between
reality, optimality, and complexity.
• Chapter 3 presents AutoSP-WSN: the complete design and implementation of a solar-
powered WSN, including energy awareness support, solar energy prediction, local power
management, and network protocols. AutoSP-WSN achieves sustainable operation (no
node runs out of its battery), outperforms state-of-the-art approaches. More importantly,
this chapter highlights design principles of practical dynamic WSNs, which are useful in
theoretical modeling, optimisation, and solutions.
• Chapter 4 studies a multi-objective optimisation problem, lexicographic max-min sens-
ing rate allocation, in solar-powered WSNs with arbitrary topologies; which optimise
the tradeoﬀ between sensing rate fairness and network throughput, while achieving sus-
tainable operation. Based on Lagrangian duality and graph-theoretical approaches, we
develop the ﬁrst distributed optimal solution to this problem, with much less complexity
than current optimal solutions.
• Chapter 5 proposes the ﬁrst distributed network optimisation framework for WSNs with
general cooperative relay patterns and time-varying wireless channel qualities. This work
shows that signiﬁcant throughput improvement can be achieved by incorporating coop-
erative communications in WSNs and general wireless multi-hop networks, and the per-
formance of the developed distributed approach is close to the optimal. This work also
shows how to reduce the complexity of optimal solutions with proper approximations.
• Chapter 6 studies ubiquitous sensor data collection in large-scale WSNs with mobile sinks.
Based on queuing analysis theory, a novel routing metric, called CA-ETX, is proposed
to estimate packet transmission delay caused by both link unreliability and intermediate
connectivity. By integrating CA-ETX into Lyapunov optimisation theory, a throughput-
optimal data collection algorithm is then developed. Testbed experiments and extensive
simulations show that the proposed algorithm can achieve much better performance than
current state-of-the-art approaches, in terms of energy consumption, end-to-end delay,
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scalability, and sensitivity to sink movement speeds. In addition, CA-ETX can work
seamlessly and synchronously with the well-known routing metric, ETX [44], illustrating
that existing ETX-based routing protocols, such as the de-facto TinyOS routing standard
CTP [63] and IETF IPv6 Routing Protocol RPL [9], can be easily applied to WSN-MSs,
using the CA-ETX.
• Chapter 7 proposes a novel citizen-centric sensing paradigm for ubiquitous sensing in the
future smart and sustainable cities. Here, mobile phones are used to relay the sensor
data from sensor nodes to sinks. By combining complex network theory and wireless
sensing, a distributed algorithm is developed for joint rate control, opportunistic routing,
and resource pricing. This algorithm not only maximises global social proﬁts, but also
manages to incentivise rational phone users to participate.
1.4 Publications
The work presented in this thesis is supported by the following top-tier journal publications, of
which I am the ﬁrst author.
1. Autonomic Solar Powered WSN for Network-wide Protocols, IEEE Journal on Selected
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(Contributes to Chapter 3)
2. Distributed Optimal Lexicographic Max-min Rate Allocation in Solar Powered Wireless
Sensor Networks, ACM Transactions on Sensor Networks (TOSN), in press.
(Contributes to Chapter 4)
3. Distributed Cross-layer Optimization in Stochastic Multi-hop Wireless Networks with Co-
operative Communications, IEEE Transactions on Mobile Computing (TMC), in press,
DOI: 10.1109/TMC.2013.101.
(Contributes to Chapter 5)
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Chapter 2
Background Theory
This chapter brieﬂy introduces the necessary theoretical background related to the main work
presented in this thesis. Many well-known concepts and standard deﬁnitions such as convexity,
stochastic process, probability theory, and basic graph theory are omitted for brevity. However,
they can be found in books [24, 25, 47, 175]. Henceforth, detailed backgrounds relating to the
covered topics will be provided in each chapter, as well as clear deﬁnitions of the terms and
symbols used.
2.1 Optimisation Theory
An optimisation problem for a dynamic network has a general formulation as follows:
max
x(t)
or min
x(t)
1
T
T∑
t=1
obi(x(t)), i = {1, 2, ... a} (2.1)
subject to
1
T
T∑
t=1
fj(x(t),y(t), z(t)) = 0, j = {1, 2, ... b} (2.2)
1
T
T∑
t=1
gk(x(t),y(t), z(t)) ≤ 0, k = {1, 2, ..., c} (2.3)
y(t+ 1) = u(x(t),y(t)) (2.4)
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where t ≥ 1 represents discrete time slots and T > 1 is the time horizon of the problem (2.1)-
(2.4). If T < +∞, then problem (2.1)-(2.4) is a ﬁnite-horizon problem; otherwise it is an
inﬁnite-horizon problem. The vector x(t) is the optimisation variable such as routing and rate
control decisions. The vector y(t) represents the controllable network state (or parameters)
at slot t, such as network queue backlogs and battery levels of sensor nodes. The vector
z(t) represents the uncontrollable time-varying network state (or parameters) at slot t that is
independent of x(t) and y(t), such as the harvested environmental energy in networks with
renewable energy resources (e.g. energy harvesting WSNs and smart grids).
(2.1) represents i = {1, 2, ... a} time-average objective functions such as maximising network
utilities or minimising network costs. (2.2) and (2.3) respectively state {j = 1, ..., b} and
k = {1, ... , c} time-average equality and inequality constraints. Constraint (2.4) models the
dynamic process of the network, i.e. the controllable network state at next slot y(t+1) depends
on both network state y(t) and control actions x(t) at current slot t.
Figure 2.1: Optimisation classiﬁcation and relating chapters.
In a dynamic WSN, the problem (2.1)-(2.4) can be classiﬁed into diﬀerent types of optimisation
problems, in terms of the number of objective functions, the types of dynamics (i.e. determin-
istic or stochastic), and the continuity of x(t). Figure 2.1 summarises the classiﬁcation of the
general formulation (2.1) and the speciﬁc problems studied in later chapters.
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If the problem (2.1)-(2.4) only optimises one objective function (i.e. a = 1 ), it is a single-
objective optimisation problem; otherwise, it is a multi-objective optimisation problem [112].
According to types of dynamics, problem (2.1)-(2.4) can be categorised as deterministic [25]
and stochastic [125] problems. Finally, according to the continuity of variable x(t), problem
(2.1)-(2.4) can be classiﬁed into the following three types: continuous (e.g. ﬂow rate control and
multi-path routing for networks with continuous channel capacity), discrete (e.g. single-path
routing and scheduling), and mixed (e.g. joint ﬂow control and scheduling for networks with
continuous channel capacity).
2.1.1 Optimisation Objectives
Most current network optimisation research, such as the well-known Network Utility Maximi-
sation (NUM) [38], focuses on the single-objective optimisation problems, i.e. a = 1 in the
objective function (2.1).
• Utility and Cost. The objective ob1(x(t), t) can represent network utilities, such as
fairness utilities [36] and network lifetime [110]. For instance, the objective function
ob1(x) =
⎧⎪⎪⎨⎪⎪⎩
∑
s∈S(1− α)−1x1−αs α > 0, α = 1∑
s∈S log(xs) α = 1
is the well-known α-fair utility functions [116], where S is the set of all sensor nodes, and
xs represents the sampling rate of each sensor node s ∈ S. When α = 1, the α-fair utility
function represents proportional fairness [83]; when α → +∞, it tends to the maxi-min
fairness [79, 90]. In addition, the objective ob1(x(t), t) can also represents the reverse of
network cost metrics such as transmission delay [86] and energy consumption [189].
• Convex and Non-convex functions. In communication and sensor networks, many
utility and cost functions can be modelled as concave and convex functions respectively,
such as the α-fair utility function. In addition, some network applications aim at max-
imising non-concave utility functions. For instance, the utility for multimedia streaming
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applications in the Internet or multimedia WSNs [12] can be described by a sigmoidal
function with a convex part at low rate, a concave part at high rate, and an inﬂexion
point separating the two parts [40].
If the problem (2.1)-(2.4) has more than one objective function to be optimised simultaneously
(i.e. a > 1), then it is a multi-objective optimisation problem [113]. Multi-objective optimi-
sation has been applied in many ﬁelds including engineering and economics, where optimal
decisions need to be made in the presence of tradeoﬀs between multiple conﬂicting objectives.
In contrast to single-objective optimisation, a solution to a multi-objective problem is more
of a concept than a deﬁnition. Typically, there is no single global solution, and it is often
necessary to determine a set of points that all ﬁt a predetermined deﬁnition for an optimum.
The predominant concept in deﬁning an optimal point is that of Pareto optimality [136]. A
solution is Pareto optimal, if none of the objective functions can be improved in value without
impairment in some of the other objective values.
Figure 2.2: Protocol stack and dynamic WSN optimisation.
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2.2 Optimisation and Network Layers
This section presents a general formalisation, problem (2.5)-(2.9), for the entire protocol stack
of dynamic WSN optimisation. Figure 2.1 illustrates the relationships and interactions of
optimisation variables of problem (2.5)-(2.9).
maximise
1
T
T∑
t=1
U(r(t)) or
1
T
T∑
t=1
−C(w(t),d(t)) (2.5)
subject to
0 	 f(t) 	 c(w(t),d(t)), ∀1 ≤ t ≤ T (2.6)
0 	 q(f(t), r(t)) 	 qmax, ∀1 ≤ t ≤ T (2.7)
E(f(t), r(t),d(t)) ∈ E(t), ∀1 ≤ t ≤ T (2.8)
f(t) ∈ I(w(t)) or f(t) ∈ S(c(t)), ∀1 ≤ t ≤ T (2.9)
Here 	 represents the sign of entry-wise smaller than or equal to 1. Vector r(t)  0 denotes
the sampling rate at which each sensor node collects the environmental data at time t, and
w(t) represents the dynamic physical-layer channel resource, such as channel fading and node
transmission power. The utility function U(·) and cost function C(·) can be any concave non-
decreasing and convex non-increasing functions respectively. Vector f(t) represents the actual
amount of data forwarded over each wireless link, which depends on arrival traﬃc r(t), and is
bounded by wireless link capacities c(t). The vector of wireless link capacity c(t) is the function
of physical-layer resources w(t), and duty cycles d(t) of sensor nodes, 0 ≺ d(t) 	 1. Vector q(t)
represents the dynamic backlog of the data queue maintained at each node, which should be
no larger than the size of the nodes’ data buﬀers, qmax  0. Inequalities (2.6) and (2.7) capture
the network constraints above the link layer, including the queueing stability [125] and ﬂow
conservation law [38,125]; shown in Figure 2.2. Constraint (2.8) highlights the energy resource
constraint in WSNs, where the energy E(f(t), r(t),d(t)), cost by sensing, data processing, and
1Let ai and bi be the i
th entry of two n-dimensional vectors A and B respectively, n > 1. We say A 	 B, if
ai ≤ bi, ∀1 ≤ i ≤ n.
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data forwarding, are constrained by available energy E(t) such as residual battery levels of
sensor nodes and harvested environmental energy.
At the physical and link layers, there are two widely-used models to characterise wireless inter-
ference relationship in wireless networks [38, 160], namely the physical model and the protocol
model. The physical model, also known as the signal-to-interference-and-noise-ratio (SINR)
model (e.g. [28]), is based on practical transceiver designs of communication systems that treat
interference as noise. Under the physical model, a transmission is successful if and only if SINR
at the intended receiver exceeds a threshold that enables the transmitted signal to be decoded
with a desired decoding error probability. Furthermore, link capacities c(t) are computed based
on SINR (via Shannon’s formula), which takes into account interference due to simultaneous
transmissions by other nodes. In constraint (2.9), f(r(t)) ∈ I(w(t)) represents this SINR-based
dependence. Besides the physical model, the protocol model (e.g. [173]) has been widely used
to simplify the mathematical characterisation of the physical layer. Under the protocol model,
a successful transmission occurs when a node (i.e. the receiver) falls inside the transmission
range of its intended transmitter and outside of the interference ranges of other non-intended
transmitters. The link-layer issues, including random access and scheduling, are captured in
constraints of the schedulability region S(c(t)).
It is worth noting that we only use the per-slot instantaneous constraints in problem (2.5)-
(2.9) to demonstrate the layered structure of resource-constrained WSNs for brevity. Besides
instantaneous constraints, long-term average constraints are also commonly used in various
WSN models.
2.3 Distributed Optimisation Methods
Distributed algorithms developed in this thesis are based on various techniques, including graph
theory, queueing analysis, dual decomposition, Lynapupov stochastic optimisation, and social
network theory. In this section, we brieﬂy introduce two commonly used techniques in this
thesis, dual decomposition and Lyapunov stochastic optimisation. Detailed discussions of these
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two techniques can be found in [38,125,135].
2.3.1 Decomposition Techniques
Decomposition techniques based on Lagrangian duality theory are eﬃcient and powerful tools
for distributed solutions of deterministic network optimisation problems [38, 135]. Most of
the existing decomposition techniques can be classiﬁed into primal decomposition and dual
decomposition methods. The former is based on decomposing the original primal problem,
whereas the latter is based on decomposing the Lagrangian dual problem.
This thesis speciﬁcally focuses on dual decomposition. The basic idea of dual decomposition is
to break down the dual problem into distributively solvable subproblems which can be solved
at each node, through gradient or sub-gradient algorithms according to the diﬀerentiability
of the Lagrangian dual function [24]. Typically, the network converges to the optimal (if the
optimisation problem is convex) after a number of iterations 2. In each iteration, all nodes only
require some simple calculations and exchanges a small amount of local information with their
neighbours.
2.3.2 Lyapunov Stochastic Network Optimisation
Lyapunov optimisation approaches [61, 125] refer to the use of a Lyapunov function to opti-
mally control a stochastic system. Lyapunov drift is central to the study of optimal control
in queueing networks. System stability is achieved by taking control actions that make the
Lyapunov function drift in the negative direction. By adding a weighted penalty term to the
Lyapunov drift and minimising the sum, the ’drift-plus-penalty’ algorithm can be obtained
for joint network stability and penalty minimisation (or utility maximisation), which stabilise
all network queues while providing elegant cross-layer solutions for integrating medium access
control, routing, and rate control.
2If the optimisation problem is non-convex, the network would converges to a sub-optimal state.
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Diﬀerent from dual decomposition based approaches, Lyapunov optimisation techniques do
not require any prediction ability. Therefore they are more suitable for the development of
distributed WSN algorithms when the precise future network state (e.g. channel quality and
mobility) is diﬃcult to obtain.
2.4 Summary
Figure 2.3: The architecture of network optimisation in dynamic WSNs.
This chapter brieﬂy discusses network optimisation theories related to this thesis. Figure 2.3
summarises the architecture of network optimisations in dynamic WSNs.
Chapter 3
A Practical Solar Powered WSN
Recent advances in solar harvesting technologies pave the way for sustainable environmental-
monitoring applications in the emerging ﬁeld of solar powered wireless sensor networks (SP-
WSNs). The complexities associated with the low-resource, high-dynamic, and vulnerable
sensor nodes operating in potentially unattended or hostile environments require a high degree
of self-management and automation. This chapter presents AutoSP-WSN, a novel distributed
framework that achieves sustainable data collection while also optimising end-to-end network
performance for SP-WSNs. Initially, we present an energy-aware support component that
provides reliable energy monitoring and prediction. This drives the power management com-
ponent, which is adaptive to time-varying solar power, avoiding battery exhaustion as well as
maximising the per-node utility. Finally, to demonstrate the key design issues of the network
protocols, we propose two adaptive network protocols, a routing protocol SP-BCP and a rate
control scheme PEA-DLEX. Through extensive experiments on a real SP-WSN platform and
hardware-driven simulations, we show that the proposed schemes achieve substantial improve-
ments over previous work, in terms of reliability, sustainable operation, and network utility.
The experimental work in this chapter demonstrates the practical issues of dynamic low-power
and low-capacity WSNs. The algorithm design principles such as the adaptiveness of dynamic
network conditions, and the tradeoﬀs between optimality and complexity are also highlighted.
Such practical principles also guide the algorithm design in later chapters.
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Pload Power consumed by the load (MicaZ mote).
Psolar Power generated from solar panel.
Pbattery Battery recharging power.
Iload The electric current of the load.
Isolar The electric current of the solar panel.
Vsolar The voltage across the solar panel.
η1 Energy translation eﬃciency from solar panel to load.
η2 Energy translation eﬃciency from solar panel to battery.
η3 Energy translation eﬃciency from battery to load.
M The number of prediction intervals in a day.
L The number of slots in a prediction interval.
T The duration of a slot.
Pre(i, l, d) The reference solar power at the i
th slot in lth at the dth day.
P solarreal (i, l, d) The real solar power at the i
th slot in lth at the dth day.
αre Weighting parameter for computing the reference solar power vector.
αwv Weighting parameter for strong weather volatility.
wv(d) Overall weather condition level of the dth day.
wv0(d) The number of peaks and troughs of the solar proﬁle in the d
th day.
wv1(d) Strong weather volatility of the d
th day.
FIT Predeﬁned threshold to deﬁned strong weather volatility.
αwv Weighting parameter for strong and weak weather volatilities.
Pactive Load power when a sensor node is active.
Pidle Load power when a sensor node is idle.
Dmaxx (l) The maximum feasible duty cycle of node x at prediction interval l.
PSix The solar power of node x at slot i.
Eleak Battery energy leakage in a slot.
Bmax The maximal amount of energy that a battery can store.
Dmin User deﬁned minimum duty cycle.
ϕ A constraint parameter for S-type LPM.
ϕix(d) A constraint parameter of node x at slot i in the d
th day for D-type LPM.
Emin The minimum energy consumption in a slot.
i0(d) The ﬁrst slot of daytime in the d
th day.
i1(d) The ﬁrst slot of night in the d
th day.
BENO The minimal energy that a sensor node should store at i1(d) to ensure ENO.
DRx The remaining active durations of node x.
DPx,y The duration required for transmitting a packet from node x to node y.
Qx The data queue backlog at node x.
wx,y the backpressure weight of wireless link (x,y).
STx A subtree rooted at node x, excluding x.
C wireless link capacity.
rx The sensing rate of node x.
R R = r1, r2, ... , rx, a sensing rate allocation of all nodes.
AFx The actual date forwarding rate of node x.
λx The maximum allowed data rate of x.
Bx(i) The diﬀerence between actual and expected battery levels of node x in slot i.
DBT Predeﬁned threshold of battery level diﬀerence to trigger RD or RI events.
λx The diﬀerence between current and last updated λx.
Table 3.1: Summary of symbols used in Chapter 3.
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SP-WSNs Solar Powered Wireless Sensor Networks
AutoSP-WSN Autonomic SP-WSN
BCP Backpressure Collection Protocol
SP-BCP Solar Powered BCP
DLEX A Distributed max-min rate allocation algorithm deﬁned in [54]
PEA-DLEX Prediction Error Adaptive DLEX.
LPM Local Power Management
ENO Energy Neutral Operation
EA Energy Awareness
WC-EWMA Weather-Conditioned Exponential Weighted Moving Average
D-type Dynamic type
S-type Static type
MAC Medium Access Control
CTP Collection Tree Protocol
MCU MicoController Unit
RD Rate Decrease
RI Rate Increase
Table 3.2: Summary of abbreviations used in Chapter 3.
3.1 Introduction
Environmental monitoring is one of the most important applications for Wireless Sensor Net-
works (WSNs) [187]. The majority of sensor nodes are currently powered by batteries that
require manual replacement when they are depleted. However, in many outdoor deployments
it can be diﬃcult or even impossible to physically access the sensor nodes. As a result, the
bounded lifetime of WSNs has become a restriction that impacts their use in long-term envi-
ronmental monitoring applications.
The development of new photovoltaic harvesting techniques, such as those found in [14,141], are
demonstrating that solar power is indeed a viable ﬁrst step towards autonomous WSNs [171].
However, due to the limited size of micro solar panels, harvested solar energy remains scarce. To
make best use of this resource, one needs to know how the node uses power, and to understand
the dynamics of energy generation. However, hardware power usage is complex and the nature
of solar power is highly dynamic. Further complications arise because of the heterogeneous
spatial harvesting capabilities across diﬀerent nodes in a sensing space, due to shading or cloud
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Figure 3.1: Illustration of a typical multi-hop SP-WSN.
coverage: see Figure 3.1. These have signiﬁcant impacts on the design of reliable multi-hop
solar-powered WSNs (SP-WSNs). For instance, a routing protocol should adaptively select and
dynamically adjust the end-to-end path to avoid the time-varying routing hot-spots (i.e. relay
nodes with low harvesting power).
This chapter therefore aims to provide sustainable data collection capability, while also max-
imising end-to-end delivery performance (e.g. network goodput) for SP-WSNs. To this end, the
following issues should be considered. Firstly, the internal power system of sensor nodes should
be realistically modelled (e.g. solar power and battery recharging/discharging process) to pro-
vide reliable energy awareness. Secondly, the capacity of self-management for each individual
node is required to ensure sustainable operation while optimising its local long-term utilities
(this is its power management function). Thirdly, through adapting to the time-varying and
heterogeneous distributed solar harvesting opportunities, distributed and responsive networking
protocols (e.g. routing) should be derived for SP-WSNs to achieve sustainable data collection
and optimal global end-to-end performance.
Current studies on energy harvesting WSNs, per-node power management schemes [81, 108,
119,151], and network-wide protocols [51,53,103,190,192], address the above issues separately.
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Furthermore, most are theoretical work, and are therefore likely to perform poorly or even
fail in real-world SP-WSNs. In this chapter, we present a systematic study covering both
individual components (i.e. energy awareness, power management, and network protocols) and
the SP-WSN as a whole. The contributions of this chapter are summarised as follows:
1. We develop and implement AutoSP-WSN which is, to our knowledge, the ﬁrst distributed
framework for practical SP-WSNs. The overarching goal of the AutoSP-WSN is to opti-
mise the usage of solar power as well as the end-to-end network performance, and more
importantly, to achieve so-called Energy Neutral Operation (ENO) [81], i.e. to guarantee
that no node will run out of energy at any point in real-world deployments.
2. We propose an eﬃcient and reliable Energy Awareness (EA) support component that pro-
vides realistic hardware-driven power models as well as reliable real-time energy monitor-
ing. To further support EA, we also propose Weather-Conditioned Exponential Weighted
Moving Average (WC-EWMA), a lightweight weather-aware prediction algorithm that
forecasts future solar energy with a high degree of accuracy.
3. Based on the reliable EA support, we develop a Local Power Management (LPM) com-
ponent that achieves both ENO and long-term per-node utility optimisation. Compared
with directly solving a linear programming problem at runtime, our LPM remains optimal
while achieving a much lower overhead. In addition, the LPM can automatically tune its
parameters to support diﬀerent types of network protocols.
4. To demonstrate the key issues of designing network protocols in practical SP-WSNs (e.g.
the requirement of self-protection capacity to avoid network failure caused by solar power
prediction error), we propose two adaptive network protocols: a routing protocol called
SP-BCP, and a rate control protocol called PEA-DLEX, for sustainable multi-hop data
collections.
5. Through extensive evaluations on both our own developed SP-WSN platform and the
Tossim simulator [97], we show that both the proposed individual schemes and the entire
AutoSP-WSN achieve substantial improvements over previous approaches.
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All symbols and abbreviations used in this chapter are summarised in Tables 3.1 and 3.2
respectively. The remainder of this chapter is organised as follows. The next section presents
the related work. The overall AutoSP-WSN architecture is described in Section 3.3. Section 3.4
discusses the hardware and software support for energy awareness. The energy prediction, WC-
EWMA, is described in Section 3.5. Section 3.6 presents the details of the LPM component.
Two solar-aware network protocols, SP-BCP and PEA-DLEX are proposed in Sections 3.7
and 3.8 respectively. Evaluations in Section 3.9 show the performance and eﬀectiveness of
AutoSP-WSN. Finally, we summarise this chapter in Section 3.10.
3.2 Related Work
For solar power prediction, the classic algorithm EWMA [43,81] is lightweight but suﬀers from
large prediction error. The weather-aware scheme WCMA-PDR [22], aims at one-slot solar
power prediction. In contrast, our WC-EWMA can predict multiple-slot solar power with lower
overheads and higher accuracy. Current power management schemes [81,119,151] focus on op-
timising per-node utility whereas our LPM supports end-to-end network protocols. There also
exist several network protocols, such as Medium Access Control (MAC) [190], routing [51,103],
localisation [31], rate control [53], and cross-layer schemes [106]. However, without hardware-
driven energy awareness and power management supports, none of the above work is actually
implemented in real SP-WSN platforms. In addition, most of these protocols focus on speciﬁc
components, while AutoSP-WSN not only improves the performance of individual components
but also systematically integrates them together in a real SP-WSN. A recent comprehensive
survey of energy harvesting WSN can be found in [166].
3.3 System Overview
3.3.1 AutoSP-WSN Architecture
Figure 3.2 illustrates our AutoSP-WSN framework. The system consists of three functional
components:
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Figure 3.2: AutoSP-WSN architecture.
• The EA support component provides realistic hardware-driven power models and reli-
able oﬀ-line parameter estimations (e.g. energy translation eﬃciency), which are stored in
a knowledge-base of each node before deployment. Besides, EA component also provides
precise online measurements for power parameters (e.g. solar power). Furthermore, our
solar prediction algorithm, WC-EWMA, is developed to forecast the future solar proﬁle.
These self-monitoring and forecasting functionalities oﬀer solid context-aware supports
for AutoSP-WSNs.
• The LPM component computes the energy consumption constraint for each individual
node to achieve ENO and optimal per-node long-term utility, based on the power infor-
mation provided by the EA support component. Since the complex hardware details are
encapsulated by LPM, diﬀerent network protocols can simply use the energy consumption
constraint for their decision makings. In addition, LPM can automatically conﬁgure its
parameters to provide short-term or long-term energy constraints for diﬀerent types of
network protocols.
• The network protocol component consists of several communication protocols such
as Medium Access Control (MAC), routing, and sensing rate control, which enable dif-
ferent nodes in a multi-hop SP-WSN cooperatively carry out data collection tasks in a
distributed manner. Besides local energy constraints provided by LPM, network protocols
should be aware and adaptive to other environment context such as channel condition and
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topologies. This component implicitly gives feedback to the EA support component, i.e.
the actual energy consumption. In this chapter, we present a routing protocol SP-BCP
and a rate control protocol PEA-DLEX to demonstrate principles of network protocol
design in SP-WSNs.
3.3.2 Time Horizon and Protocol Types
Due to the time-varying nature of solar power, modelling time is critical to AutoSP-WSN.
Continuous time is divided into discrete durations as shown in Figure 3.3. We deﬁne a slot (of
several minutes and depending on weather and the sensor node’s surroundings) as the atomic
duration in which solar power can be considered to be static. Our WC-EWMA algorithm
predicts solar power within a future prediction interval (explain later), based on the historical
proﬁle of previous prediction intervals, over the current day and multiple previous days.
time
several 
 days
a day
a prediction interval for D-type protocols
a slot
a prediction interval for S-type protocols
Figure 3.3: Time horizon and duration terms.
A prediction interval can consist of either one slot or multiple slots, depending on the types of
network protocols:
• Static type (S-type) protocols. This kind of protocols such as rate control algorithms DLEX
[53] and Quickﬁx [106], require relatively long-term static local resource constraints, since
they have relatively heavy control overheads (e.g. the transmission of end-to-end control
information or large convergence time).
• Dynamic type (D-type) protocols. In contrast to S-type protocols, the control overheads
for D-type protocols such as routing schemes CTP [63] and BCP [118] are often light, and
therefore they can quickly adapt to network resource (e.g. channel condition) change.
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Therefore, a prediction interval consists of one slot for D-type protocols and multiple slots for
S-type protocols. The duration terms, ’slot’ and ’prediction interval’, will be frequently used in
the later discussion of each component of AutoSP-WSN.
3.4 Energy-Awareness Support
This section brieﬂy discusses the EA support component, including the system hardware, oﬀ-
line knowledge base establishment, and online measurement. Solar power prediction is also an
important function of the EA support component, which will be discussed in detail in Section
3.5.
3.4.1 Brief Description of the Hardware
The objective of the hardware design for AutoSP-WSN is to achieve low cost, high eﬃciency,
and more importantly, energy awareness support. It is worth noting that AutoSP-WSN does
not rely on speciﬁc hardware. However, in order to evaluate real-world performance, and to
demonstrate our design methodology, we develop a simple solar powered sensor node shown
in Figure 3.4 (a). The hardware system consists of: a solar panel (4.5V, 50mA, 9 × 3.8cm2),
a rechargeable Li-ion battery (2.7–4.2V, 800mAh, nearly 100% recharging eﬃciency), a MicaZ
mote [1], and our own developed EA board shown in Figure 3.4 (b).
In Figure 3.4(a), the parameters Psolar, Pload, Pbattery and −Pbattery represent the powers of solar,
load, battery recharging, and battery discharging, respectively; and 0 < η1, η2, η3 < 100% are
the three energy translation eﬃciencies from the solar panel to the load (direct power), from
solar panel to the battery (recharging) and from battery to the load (discharging) respectively.
• The crossbow MicaZ mote [1] consists of a microcontroller (MCU) and a CC2420
wireless transceiver that implements IEEE 802.15.4 standard.
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Figure 3.4: EA support hardware and its architecture.
• The EA board eﬃciently powers both the load (MicaZ mote and sensor) and energy
storage (the battery), and provides the real-time physical power information. If Psolar >
Pload, the solar panel will power both the battery and the load; otherwise, both the solar
panel and the battery will power the load; automatically controlled by the input regulator
BQ24070 [8]. In addition, we also deploy a simple DC-DC Buck circuit as the output
regulator.
3.4.2 Knowledge Base Establishment: Oﬀ-line Modelling and Pro-
ﬁling
Each node’s power system and corresponding parameters are modelled and proﬁled oﬀ-line,
which are represented as the knowledge base, which is then used by other components at
runtime.
Energy Translation Model and Eﬃciency Parameters
We ﬁrst model the battery recharging and discharging process as follows
Pload/η1 + Pbattery/η2 = Psolar Pbattery ≥ 0 (3.1)
η1Psolar + η3(−Pbattery) = Pload Pbattery < 0 (3.2)
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In the recharging model (3.1), part of the solar power Pload/η1 is provided directly for con-
sumption by the MicaZ, while the remaining power Pbattery/η2 is stored in the battery. In the
discharge model (3.2), load power is supplied by both solar (η1Psolar) and battery (−η3Pbattery).
Using these two models, the three eﬃciency parameters η1−3 can be easily estimated by using
least square methods. For instance, the three parameters of a typical EA board are estimated
as η1 = 79%, η2 = 85%, and η3 = 84%.
Oﬀ-line Pload proﬁling
It is feasible and important to proﬁle the major energy consumers of a sensor node (i.e. MCU,
the CC2420 radio, and the sensor), since the power consumption of a given operating state (e.g.
MCU idle, CC2420 on, sensor on) is stable at runtime. Most high-level operations of network
protocols (e.g. sensing and data forwarding) can be decomposed into the low-level scheduling
of the MCU, the CC2420, and sensors. The power consumption states of a sensor node can
be roughly obtained oﬀ-line from the data sheets of sensor nodes (e.g. [1]) and typical sensors;
alternative they can be measured precisely using an oscilloscope.
Oﬀ-line Battery Modeling
For a given Li-ion battery, we can easily proﬁle its quantitative energy-level and voltage relation
oﬀ-line. For instance, a piecewise linear model below is established for a typical Li-ion battery
EB =
⎧⎪⎪⎪⎪⎪⎪⎨⎪⎪⎪⎪⎪⎪⎩
(VB − 3.6)/0.043 VB ∈ (3.6, 3.8]
4 + (VB − 3.8)/0.04 VB ∈ (3.8, 3.9]
8 + (VB − 3.9)/0.09 VB ∈ (3.9, 4.2)
(3.3)
where EB and VB are the battery’s residual energy and voltage levels respectively. This model
is only used to estimate the initial battery levels oﬀ-line as it is diﬃcult to precisely estimate
the battery level at runtime. This is because that the variation of the voltage is too small
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to be reliably measured as the residual energy changes. Furthermore, there are also many
dynamic and complex factors aﬀecting the battery voltage-energy relationship at runtime, such
as battery temperature [145].
3.4.3 Online Monitoring
A sensor node can compute solar power Psolar = IsolarVsolar at runtime, where Vsolar and Isolar
are the voltage and current of the solar panel respectively. In LPM and WC-EWMA, the solar
power of a given slot is computed as the arithmetic mean of Psolar sampled during this slot.
Since the voltage of output regulator is relatively stable (3.05–3.15V), nodes can use only Iload
to estimate Pload online.
Every node can compute the real-time battery energy according to Eq. (3.13) in Section 3.6,
based on the estimated eﬃciency parameters η1−3, the initial battery level estimated by model
(3.3), and the online monitored Pload and Psolar. Since all these parameters can be estimated
or monitored precisely, AutoSP-WSN can obtain real-time battery level with a high degree of
accuracy.
The three real-time parameters Vsolar, Isolar, and Iload are sampled through ADC ports 4-6, and
then calculated according to the scale factors in the TinyOS implementation.
3.5 Solar Power Prediction: TheWC-EWMAAlgorithm
Our AutoSP-WSN framework requires forecasting solar power of a future prediction interval,
i.e. one future slot for D-type protocols and multiple future slots for S-type protocols, with high
accuracy and low complexity (Section 3.6 will discuss how to utilise the predicted solar power).
However, current solar prediction algorithms [22, 43, 138] cannot achieve this. The classic
EWMA [43] is lightweight but performs poorly in terms of prediction accuracy. Weather-aware
algorithms, WCMA [138] andWCMA-PDR [22], are designed to predict solar power for only one
future slot, and also suﬀer from high computation and storage overheads. Although these two
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algorithms can be extended to predict solar power of multiple future slots, their prediction errors
increase signiﬁcantly as the number of slots increases, according to our extensive evaluations in
Section 3.9. Therefore, we develop a novel weather-aware solar prediction scheme, WC-EWMA,
to meet all the requirements of AutoSP-WSN.
3.5.1 Reference Power
A day is divided into M non-overlapping prediction intervals, each of which consists of L slot(s)
with a duration T (i.e. M · L · T = 24 hours). We can use the triple (i, l, d) to refer to a slot i
in the prediction interval l of the dth day.
WC-EWMA is based on both long-term seasonal and short-term daily solar proﬁles. Let
Pre(i, l, d) be the reference solar power in slot (i, l, d) for the d
th day, 1 ≤ i ≤ L, 1 ≤ l ≤ M.
Pre(i, l, d) can reﬂect the seasonal stable solar power of every slot in multiple days before the
dth day. The reference power vector is only updated once at the end of a day as follows:
Pre(i, l, d+ 1) =
⎧⎪⎪⎨⎪⎪⎩
Pre(i, l, d), wv(d) ≥ wvT
αreP
real
solar(i, l, d) + (1− αre)Pre(i, l, d) otherwise
where prealsolar(i, l, d) is the real solar power metered in slot (i, l, d); αre ∈ [0, 1] is the weighting
factor; wv(d) is weather condition level of the dth day (explained in next subsection), i.e. the
more sunny the dth day is, the smaller wv(d) is; wvT is a predeﬁned cloudiness degree threshold.
Consequently, Pre(i, l, d) is only updated when the d
th day is not quite cloudy, which aims to
ﬁlter the inﬂuence of bad weather days (noise) on the seasonal stable reference power (governed
by the long-term geographical climate). It is worth noting that WC-EWMA is also based on
daily solar proﬁles (will discussed in next subsection) to adapt to changeable weather like cloudy
days.
3.5.2 Computing the Weather Volatility wv(d)
Figure 3.5 illustrates an example of typical solar proﬁle during 15 days [7]. From Figure 3.5, it
is obvious that solar power varies smoothly on sunny days such as the 8th day and ﬂuctuates
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Figure 3.5: Solar proﬁle during 15 days [7], and weather volatility wv(d) for each day d with
αwv = 0.8.
on cloudy days such as the 6th day. Based on the above observation, we use two metrics,
ﬂuctuation frequency wv0(d) and ﬂuctuation intensity wv1(d), to proﬁle the solar curve on the
dth day. At the end of the dth ay, wv0(d) can be calculated by
wv0(d) =
M·L∑
i=3
(h(i, d)⊕ h(i− 1, d)) (3.4)
where ⊕ is the XOR operator, and for i ∈ [2,M · L],
h(i, d) =
⎧⎪⎪⎨⎪⎪⎩
1 if P realsolar(i, d) > P
real
solar(i− 1, d)
0 otherwise
(3.5)
It is clear that wv0(d) is the total number of peaks and troughs of the d
th day’s solar curve.
wv1(d) is calculated as
wv1(d) =
M·L∑
i=3
((h(i, d)⊕ h(i− 1, d)) ∧ g(i, d)) (3.6)
where g(i, d), i ∈ [2,M · L], is
g(i, d) =
⎧⎪⎪⎨⎪⎪⎩
1 |P realsolar(i, d)− P realsolar(i− 1, d)| ≤ FIT
0 otherwise
(3.7)
where FIT is the predeﬁned threshold.
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We can see that wv1(d) represents the total number of the d
th day’s peaks and troughs, where
variation of two successive time slots are not smaller than FIT . Combining both the strong
and weak weather volatilities, i.e. wv1(d) and wv0(d)− wv1(d), we get
wv(d) = αwv · wv1(d) + (1− αwv) · (wv0(d)− wv1(d))
where 0 ≤ αwv ≤ 1 is the weighting factor. Since wv1(d) characterises weather volatility more
precisely, we can set αwv > 0.5 in practice. Figure 3.5 shows that wv(d) can reﬂect the daily
weather conditions accurately.
3.5.3 Adaptive Solar Power Prediction
At the beginning of slot (1, l, d), WC-EWMA predicts the solar power ppredsolar(i, l, d) for all slots
(i, l, d), 1 ≤ i ≤ L (i.e. a future prediction interval), based on the reference power vector and
the monitored real solar power of last prediction interval:
P predsolor(i, l, d) =
L∑
i=1
P realsolar(i, l − 1, d)
L∑
i=1
Pre(i, l − 1, d)
Pre(i, l, d) (3.8)
for all 1 ≤ i ≤ L.
WC-EWMA is lightweight in terms of both computation and storage overheads. For a whole
day, WC-EWMA requires only O(M · L) simple logical and arithmetic calculations, and each
node needs only to maintain the M · L–dimensional reference and real power vectors. In con-
trast, the state-of-the-art scheme, WCMA-PDR [22], is required to maintain a proﬁle of multi-
ple days with prediction errors for all slots as well as requiring much more multiplication and
division calculations.
3.6 Local Power Management
Based on the predicted solar proﬁle and power models provided by the EA support compo-
nent, the LPM component computes the optimal per-node energy resource budget, which feeds
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network protocols’ decision making processes.
At the beginning of every prediction interval l, WC-EWMA predicts the solar power for every
slot during l, i.e. from slot (1, l, d) to slot (L, l, d). Then LPM computes the maximum feasible
load rate for all slot(s) i within l. For S-type protocols, LPM sets L > 1 and enforces maximum
feasible load rate to be equal in every slot during the prediction interval l. For D-type protocols,
LPM sets L=1 so energy constraints are provided for each future slot.
Let Pidle and Pactive (Watts) represent the load power when a sensor node is idle (MCU idle,
CC2420 oﬀ, and sensor oﬀ) and active (MCU active, CC2420 on, and sensor on). Since both
Pidle and Pactive are nearly constant at runtime [1], we use a sensor node x’s maximum feasible
duty cycle Dmaxx (l) to represent its maximum feasible load rate in a prediction interval l. Next
section will show how Dmaxx (l) can be used by network protocols.
3.6.1 LPM for S-type protocols
For a prediction interval l, let PSix and B
i
x be the predicted solar power of sensor node x during
slot i, and x’s battery level at the beginning of slot i, respectively. The maximum feasible duty
cycle Dmaxx (l) for a prediction interval l can be computed by solving the following piecewise
linear programming (LP) problem:
Maximise Dmaxx (l) (3.9)
Subject to
BL+1x ≥ ϕ (3.10)
Bmax ≥ Bix ≥ 0 (3.11)
Dmin ≤ Dmaxx (l) ≤ 1 (3.12)
Bi+1x = B
i
x + (1−Dmaxx (l))Tη2|PSix − Pidle/η1|+ − (1−Dmaxx (l))T|Pidle − η1PSix|+/η3
+Dmaxx (l)Tη2|PSix − Pactive/η1|+ −Dmaxx (l)T|Pactive − η1PSix|+/η3 − Eleak
(3.13)
where Eleak represents the battery leakage in a slot (Eleak ≈ 0 for the Li-ion battery); Dmin > 0
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is the user-deﬁned minimum duty cycle; and the operator | · |+ represents max(0, ·) (i.e. for
any real number a, |a|+ = a, if a > 0; |a|+ = 0, otherwise). (3.10) is the so-called ﬁnal
state constraint [81, 119]. The parameter ϕ ensures enough battery energy remaining for next
prediction interval and the choice of ϕ inﬂuences long-term system performance. In AutoSP-
WSN, LPM component sets ϕ to be a constant value for S-type protocols and dynamically
adjusts ϕ for D-type protocols (next subsection). Constraint (3.11) ensures that the battery
level should not exceed the battery capacity Bmax nor be lower than 0 (i.e. to ensure ENO).
Constraint (3.12) ensures that Dmaxx (l) is x’s duty cycle, i.e. 0 ≤ Dmaxx (l) ≤ 1 for any sensor
node x. The parameters Pidle, Pactive, η1, η2, η3 are measured oﬀ-line. According to energy
translation models (3.1) and (3.2), constraint (3.13) states the battery level updating from slot
i to i+ 1, which represents the following three cases:
• η1PSix < Pidle: discharging for both idle duration T(1 − Dmaxx (l)) and active duration
TDmaxx (l). Recall that T is the duration of a slot.
• Pidle < η1PSix < Pactive: discharging when active and recharging when idle.
• η1PSix > Pactive: recharging for both active and idle durations.
Due to the limited computational capacity of tiny sensor nodes, solving the LP problem (3.9)
online would be prohibitive. Therefore, we propose a light-weight algorithm to compute the
optimal Dmaxx (l) at runtime. Figure 3.6 shows the pseudocode of the LPM algorithm.
LPM algorithm seems a bit complicated due to the three battery update cases. However, its
logical ﬂow is clear. The main idea is to monotonically reduce Dmaxx (l) from the upper bound
Dmaxx (l) = 1 (line 1), until constraints (3.11) and (3.10) are guaranteed. Line 2 and 3 initialise
the variables used in the LPM algorithm. During lines 4–32, the main loop, Dmaxx (l) keeps
constant or is reduced in each iteration. Lines 5–18 update the battery levels from slot i to
i+1 and other energy-relevant variables. Lines 19–22 deal with the battery capacity constraint
and record the current slot as the overcharge slot j (note that Bjx is always equal to B
1
x or Bmax).
Lines 23–28 process the two cases: Bix < 0 and B
L+1
x < ϕ, for which the current D
max
x (l) is
reduced and the feasibility of the updated Dmaxx (l) will be rechecked from slot j. Finally, LPM
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Input: Dmin and protocol type (S-type or D-type).
1: Dmaxx (l) ← 1;
2: i, j ← 1;E ← B1x;K1,K2,K3 ← 0;
3: P1 ← η3(Pactive − Pidle)T; P3 ← η2η1 (Pactive − Pidle)T;
4: while i ≤ L do
5: if η1PS
i
x < Pidle then /* discharging for whole slot */
6: P ← (η1PSix − Pidle)T/η3 − Eleak;
7: Bi+1x ← Bix + P −Dmaxx (l)P1;
8: K1 ← K1 + P1; E ← E + P ;
9: else if Pidle ≤ η1PSix < Pactive then /* discharging when active and recharging when idle */
10: P ← (PSix − Pidle/η1)Tη2 − Eleak;
11: P2 ← (PSix − Pidle/η1)Tη2−(η1PSix − Pactive)T/η3;
12: Bi+1x ← Bix + P −Dmaxx (l)P2;
13: K2 ← K2 + P2; E ← E + P ;
14: else /* recharging for whole slot */
15: P ← (PSix − Pidle/η1)Tη2 − Eleak;
16: Bi+1x ← Bix + P −Dmaxx (l)P3;
17: K3 ← K3 + P3; E ← E + P ;
18: end if
19: if Bi+1x > Bmax then /* record overcharging slot as j */
20: Bi+1x ← Bmax; j ← i+ 1;
21: E ← Bmax; K1 ← 0;K2 ← 0;K3 ← 0;
22: i ← i+ 1;
23: else if Bi+1x < 0 then /* reduce D
max
x (l) */
30: Dmaxx (l) ← E/(K1 +K2 +K3);
24: E ← Bjx; K1 ← 0;K2 ← 0;K3 ← 0;
25: i ← j;
26: else if Bi+1x < ϕ ∧ i = L then /* reduce Dmaxx (l) */
35: Dmaxx (l) ← (E − ϕ)/(K1 +K2 +K3);
27: E ← Bjx; K1 ← 0;K2 ← 0;K3 ← 0;
28: i ← j;
29: else /* Dmaxx (l) is maximum feasible before i */
30: i ← i+ 1;
31: end if
32: end while
33: return max(Dmin, D
max
x (l));
Figure 3.6: Pseudocode of LPM algorithm, computing the maximum feasible duty cycle for a
future prediction interval.
algorithm returns Dmaxx (l), the optimal solution to the problem (3.9), if it exists; otherwise,
LPM algorithms returns Dmin.
The worst-case computational overhead of LPM algorithm is O(L2), when battery Dmaxx (l) is
updated in every slot within prediction interval l. However, this rarely occurs in practice.
In fact, after the initialisation, Dmaxx (l) is typically updated once to guarantee the ﬁnal state
constraint (3.10). If there exists no battery overcharging and exhaustion, the number of simple
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arithmetic calculations reduces to O(L). Therefore, the computational overhead of the LPM
algorithm is similar to a sorting operation for L elements, which is much more eﬃcient than
directly solving the LP problem (3.9) online.
3.6.2 LPM for D-type protocols
Since L=1 for D-type protocols, we can directly refer a slot i ∈ [1, 2, ... , M] in the dth day
without mentioning a prediction interval for readability. We rewrite the ﬁnal state parameter
ϕ as ϕix(d) for sensor node x in slot i of the d
th day.
The minimum energy consumption of a sensor node in a slot is
Emin = T(DminPactive + (1−Dmin)Pidle)
During the night, since 0 ≤ η1PSixT < Emin, a sensor node x may exhaust its battery even
when it operates in the minimal required duty cycle Dmin. Therefore, to guarantee ENO, the
node must preserve enough battery energy during the daytime to avoid node dying caused by
battery discharging at night. To this end, LPM assigns ϕix(d) for every slot in each day as
shown in Figure 3.7, where i0(d) and i1(d) are the ﬁrst slots of daytime and night in the d
th
day respectively1.
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Figure 3.7: Final state parameter ϕix(d) and real battery level evolutions.
Let Bix(d) be the battery level of sensor node x at the beginning of a time slot i, then ϕ
i
x(d) is
the lower bound of battery level Bxi+1(d) for every slot i. The calculation of ϕ
x
i (d) is discussed
1The durations of daytime and night are deﬁned by i0(d) and i1(d): η1PS
i
x < Emin/T, if i ∈ [i1(d), i0(d+1));
η1PS
i
x > Emin/T, otherwise.
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below.
With a duty cycle of Dmin, the battery energy updates during night i ∈ [i1(d), i0(d+ 1)] as
Bi+1x (d) = B
i
x(d)− Emin/η3 − Eleak
To ensure ENO, we can calculate BENO (shown in ﬁgure 3.7), the minimum battery energy
that a sensor node should store at slot i1(d) as
BENO = (Emin/η3 + Eleak)(i0(d) +M(d)− i1(d))
where M(d) is the number of slots between i0(d) and i0(d + 1), shown in Figure 3.7. This
would change seasonally but remain constant (i.e. M(d)=M) for multiple successive days (e.g.
a week)2. Hence, we can set M(d)=M. Consequently, the following assignment of ϕix(d), i ∈
[i0(d), i0(d+ 1)] is suﬃcient to ensure ENO for the whole day:
ϕix(d) =
⎧⎪⎨⎪⎩
(i− i0(d))BENO/i1(d)− i0(d) i ∈ [i0(d), i1(d))
(i0(d) + M− i)BENO/i0(d) + M− i1(d) i ∈ [i1(d), i0(d+ 1))
which can be calculated at i0(d)
3. As a result, node x can calculate its maximum feasible duty
cycle Dmaxx (i) at the beginning of every slot i:
Dmaxx (i) = max
Dmin≤Dx≤1,Bmax≥Bi+1x (d)≥ϕix(d)
Dx (3.14)
The LPM algorithm shown in Figure 3.6 can be used to eﬃciently solve the problem (3.14) in
one loop, by setting L=1, as well as replacing ϕ and Dmaxx (l) as ϕ
i
x and D
max
x (i) respectively.
3.7 A D-type Routing Protocol: SP-BCP
Routing is one of the most important functionality in multi-hop WSNs at the network layer. We
consider the backpressure routing that is well-known for dynamically routing data packets over
2M(d) may change day by day due to weather conditions, however we will study this as the future work.
3 The value of i1(d) can be estimated online based on the reference power vector in WC-EWMA algorithm.
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multi-hop networks by using nodes’ local information (e.g. queue backlog and link quality),
based on the Lynapunov drift minimisation theory (e.g. [61]). Recently, a practical backpressure
routing protocol, BCP [118], is developed and implemented for data collection in WSNs.
The main operations of BCP are very simple. Let Nx be the set of all one-hop neighbours
of a node x. Each node x computes a backpressure weight wx,y for each neighbour y ∈ Nx,
based on the queue backlogs of x and y. Then node x chooses its optimal forwarding neighbour
y∗ with the maximum backpressure weight, i.e. wx,y∗ ≥ wx,y for all neighbours y ∈ Nx. If
wx,y∗ is a positive value, x forwards a data packet to y
∗; otherwise, the packet is held until the
backpressure weights are recomputed.
Due to its dynamic and distributed nature, BCP is inherent a D-type protocol. The per-packet
next-hop route computation of BCP allows for great responsiveness to sudden link ﬂuctuations,
queue hot-spots, and topology changes. However, without taking energy in to account, BCP
cannot provide any guarantee for eﬃcient solar energy usage or long-term ENO in SP-WSNs
powered by highly dynamic solar energy resources. We develop SP-BCP, an energy-aware
backpressure routing protocol for sustainable and eﬃcient data collections in SP-WSNs.
Transmit a packet
1: for all y ∈ Nx do
2: if (DRx > DPx,y) ∧ (DRy > DPx,y) then
3: wx,y ← (Qx −Qy)/DPx,y; /* weight computing */
4: else
5: wx,y ← 0;
6: end if
7: end for
8: set y∗ ← argmaxy∈Nx wx,y as next hop; /* routing */
9: if wx,y∗ > 0 then;
10: transmits the packet to y∗; /* forwarding */
11: DRx ← DRx −DPx,y;
12: end if
Receive a packet (includes overhearing)
1: DRx ← DRx −DPx,y;
Figure 3.8: Pseudocode of SP-BCP: transmitting and receiving operations of node x during
slot i.
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Before presenting SP-BCP, we ﬁrst introduce how to use duty cycle as a energy constraints for
D-type protocols. To ensure ENO, the maximum feasible duration that a node x is allowed to
be active in slot i is TDmaxx (i), provided by LPM. Let the remaining active duration of node x
be DRx, which is initialised at the beginning of slot i as DRx = TD
max
x (i). To forward a packet
over a link (x, y), y ∈ Nx, both the transmitter x and the receiver y will spend a duration
of DPx,y
4, resulting in the reduction of remaining active durations DRx = DRx −DPx,y and
DRy = DRy−DPx,y. Therefore, to ensure ENO, a packet is not allowed to be transmitted over
link (x, y), if DRx < DPx,y or DRy < DPx,y, i.e. both the transmitter and the receiver must
have enough remaining active durations for packet transmission. Hence, D-type protocols can
easily use DRx as a local energy metric for every node x’s decision making.
The pseudocode of SP-BCP is shown in Figure 3.8. The operations of SP-BCP for a packet
transmission are as follows:
1. Energy-aware weight calculation : Node x computes the weights wx,y for all its
neighbours y ∈ Nx. If remaining active durations of x and its neighbour y is larger than
the estimated packet transmission duration DPx,y (line 2), it sets wx,y = (Qx−Qy)/DPx,y,
where Qx and Qy represent the queue backlogs for nodes x and y respectively; otherwise
wx,y is set as zero.
2. Routing : Each node x selects link (x, y∗) with the maximum weight for optimal potential
receiver y∗ ∈ Nx (line 8).
3. Forwarding : If wx,y∗ > 0, x forwards the packet to y
∗.
4. Remaining activity duration update : When a packet is transmitted, both the trans-
mitter x and the receiver y∗ update their remaining activity durations.
The communication overhead of SP-BCP is quite light: each node x can dynamically obtain
Qy and DRy by periodically broadcasting one-hop beacons or using overhearing. Both the real-
world experiment and simulation results presented in Section 3.9 demonstrate that SP-BCP
4DPx,y can be easily estimated at runtime (e.g. [118]).
3.8. A S-type Rate Control Protocol: PEA-DLEX 45
achieves hard ENO guarantee, and therefore prevents any node in the network running out of
energy.
Although SP-BCP is a simple extension of backpressue routing in SP-WSNs, it is a repre-
sentative example to show how to ensure ENO for D-type protocols. However, to integrate
a load threshold provided by LPM into Lynapunov optimisation framework, we can also use
1/min(DRx, DRy) as the penalty over a link (x, y), since 1/min(DRx,DRy) → ∞ as min(DRx,
DRy ) → 0; or stabilise virtual queues (e.g. [126]) to ensure ENO.
3.8 A S-type Rate Control Protocol: PEA-DLEX
Recall that LPM for S-type network protocols require solar prediction for a long future period,
therefore the key practical issue for such protocols is the accumulated prediction errors of
multiple future slots in a prediction interval. For an individual node, if the predicted solar
power is larger than the real solar power, LPM would assign a larger load constraint, resulting
in a risk of battery exhausting; otherwise, solar harvesting opportunities cannot be fully utilised,
leading to energy waste and poor per node utility. For the whole network, the prediction errors
may be heterogeneous across diﬀerent individual nodes in a SP-WSN (e.g. future solar power
is over-evaluated by some nodes but under-evaluated by others), which would further degrade
the end-to-end network performance.
In this subsection, we will show that self-management principles are quite useful for devel-
oping practical S-type protocols in SP-WSNs. We propose a dynamic rate control protocol
PEA-DLEX, which adaptively adjusts the sensing rate at which each node measures the envi-
ronmental data to achieve Maxmin fairness [140] and ENO, by modifying the static algorithm
DLEX [53].
DLEX is a distributed algorithm to compute the max-min fairness rate allocation with a ﬁxed
routing tree rooted at the sink. The operations of DLEX are as follows: each sensor node x
computes its initial sensing rate rx based on its local resource information (i.e. energy budget
of x), and then transmits a control packet containing the computed rate to its parent y. Having
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received the control packet, y updates rx based on its local resource information (i.e. energy
budget of y) and all received sensing rates. Then, node y sends a control packet containing
the updated rx to its parent. This process is repeated at each node from all leaves to the root
(i.e. the sink). The sink will send a feedback packet to all sensor node to notify their ﬁnally
computed sensing rates.
We consider a routing tree consisting of N sensor nodes and a sink S in a prediction interval l.
Assume all wireless links have the same capacity C (kbps). Let STx be the set of all nodes in
the subtree rooted at x, excluding x. A rate assignment can be represented as a N -dimensional
vector R = (r1, r2, ..., rN) where the x
th entry represents the sensing rate of node x.
Deﬁnition 3.1 (Feasible Rate Assignment). A rate assignment is feasible if under which every
node can achieve ENO. Mathematically, for every node x in the routing tree, the following
inequality must be guaranteed
rx + 2
∑
y∈STx
ry ≤ Dmaxx (l)C (3.15)
Inequality (3.15) represents the sum of node x’s actual forwarding data rate5, AFx = rx +
2
∑
y∈STx ry should not be larger than the maximum allowed data rate λx = D
max
x (l)C. Under
a feasible rate assignment, every node x must be in one of the two states: saturated, if
AFx = λx; unsaturated, if AFx < λx.
Deﬁnition 3.2 (Max-min Fair Rate Assignment [140]). A feasible rate assignment vector R =
(r1, r2,· · · , rN)is max-min fair if and only if for all feasible rate assignment vector R′ = (r′1,
r′2,· · · , r′N) such that there exist 1 ≤ i ≤ N and 1 ≤ j ≤ N such that ri > r′i and r′j < rj ≤ ri.
In other words, increasing a rate ri must be at the expense of decreasing some already smaller
or equal rate rj.
For instance, consider slot 1 in Figure 3.9, the max-min fair rate assignment is (r4 = 1, r3 =
5Because the common commercial wireless radios such as CC2420 are half-duplex, each node cannot transmit
and receive at the same time. Node x has to receive and transmit the data traﬃc generated by all nodes in STx
(i.e. 2
∑
y∈STx ry), as well as transmits its own data (i.e. rx). Therefore, we have AFx = rx + 2
∑
y∈STx ry.
3.8. A S-type Rate Control Protocol: PEA-DLEX 47
1, r2 = 1.5, r1 = 1.5) is fairer (in terms of max-min fairness) than any other feasible rate
assignment such as (r4 = 1, r3 = 1, r2 = 1, r2 = 2.5).
Recall that Dmaxx (l) provided by the LPM component of node x is for the whole prediction
interval l. The DLEX algorithm [53] uses a static max-min fair assignment (calculated in slot
1) for all slots 1 ≤ i ≤ L. However, due to prediction error, nodes need to adaptively increase
or decrease Dmaxx (l), when predicted solar power is smaller or larger than real solar power
respectively to achieve ENO and better rate assignment (in terms of max-min fairness). To
this end, i.e. x tracks its state (i.e. saturated or unsaturated) and ΔBx(i) = B
real
x (i)−Bexpectx (i)
in every slot i, where Brealx (i) and B
expect
x (i) represent the real measured battery level and the
expected virtual battery level computed by LPM algorithm respectively. If |ΔBix| is larger than
a predeﬁned threshold DBT , x updates D
max
x (l) and λx by using the LPM algorithm. Let the
Δλx be the diﬀerential between the updated and previous λx, which updates when D
max
x (l) is
updated.
PEA-DLEX adjusts the rate assignment if one of the two events, Rate Decrease (RD) and Rate
Increase (RI), is triggered by any node x’s state change or Δλx update as follows
• A RD event is triggered if Δλx <0 or x’s state changes from unsaturated to saturated.
In this case, x has to decrease its actual forwarding load AFx to ensure ENO. To this
end, x updates rx and ry, y ∈ STx6, then multicasts the updated sensing rates carried by
a RD packet to the nodes in STx.
• A RI event is triggered if x is saturated and Δλx >0. In this case, x sends a RI packet
that contains the updated rates of nodes in {x}∪STx towards the sink. When the packet
is received by a downstream node z, if current rz is larger than rx in the RI packet or z
is unsaturated, node z forwards an updated RI packet containing rz and all rates carried
in the received RI packet to its parent; otherwise z drops the RI packet. This process
is repeated until the RI packet is received by the sink. The sink updates the RI packet
and sends it back to x. When a node between the sink and x forwards this RI packet, it
updates its rate as assigned by the sink. Upon receiving the RI, x updates its rate and
6This calculation is based on previous information from nodes in STx recorded by x and Eq.(12) in [53].
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Figure 3.9: An example of PEA-DLEX in a line topology SP-WSN in 4 slots 1 < i1 < i2 <
i3 ≤ L during a prediction interval l. Saturated and unsaturated nodes are marked as black
and white circles respectively.
multicasts the RI packet towards its upstream node(s). The RI packet sent by x will be
forwarded by unsaturated nodes, but will be dropped by saturated nodes.
Take Figure 3.9 for instance, after the initialisation in slot 1, node 2 triggers a RD event in
slot i1. Since Δλ2 = −2 < 0, node 2 assigns the new rates r2 = r3 = r4 = 0.8 and transmits
the updated rates to nodes 3 and 4. In slot i2, node 1 triggers a RI event (Δλ1 = 5.5). It
sends a RI packet to the sink which assigns the new rates (1, 1, 2, 6), based on the previous
information of nodes 2–4 in slot 1 and current information of nodes 1 in slot i2. However, node
2 drops the RI packet sent by the sink since it is saturated. In slot i3, node 2 triggers a RI
event (Δλ1 = 2). The sink computes the new rate (1, 1, 2, 6) based on the information from
nodes 3 and 4 in slot 1 and nodes 1 and 2 in slot i3. The updated rates can be sent to every
node.
It can be seen that the reactions for RD and RI events are to make a tradeoﬀ between com-
munication overhead and optimal max-min fairness (rate assignments in slots i2 and i3 are not
optimal): Adjusting nodes’ rates locally needs no communication but may lead to poor max-
min fairness and battery exhaustion (e.g. If a RI event is triggered by a node, greedily increase
its sensing rate may lead to battery exhaustion for its downstream nodes); while globally up-
dating rate assignments in every slot (i.e. simply set DLEX as a D-type protocol) can guarantee
strict max-min fairness and ENO theoretically, but will lead to heavy overheads in practice.
In contrast to above two extreme cases, PEA-DLEX smartly adjusts nodes’ sensing rates, and
manages to achieve ENO, max-min fairness, and relatively low communication overhead, due
to its adaptiveness to the solar prediction errors.
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3.9 Evaluation
We implemented our AutoSP-WSN framework (WC-EWMA, LPM, SP-BCP, and PEA-DLEX)
in TinyOS 2.1.x [2] and evaluated them through our aforementioned SP-WSN platform and the
Tossim simulator [97]. All real-world experiments used the on-line measured solar power, while
all simulations were based on real solar power data [3]. For all experiments, the duration of a
slot, T, was set as 30 minutes.
3.9.1 WC-EWMA
We evaluated the performance of WC-EWMA algorithm by comparing it with the classic predic-
tion algorithm EWMA [43] and the state-of-the-art scheme algorithm WCMA-PDR [22], based
on real solar power data in six geographical areas collected by [3] with the duration of 100 days.
Table 3.3 shows the corresponding parameters used in the three prediction algorithms.
EWMA WCMA-PDR WC-EWMA
α D α δ γ w Ad αwv αre FIT wvT
0.5 4 0.7 0.7 0.55 4 1.8 0.8 0.5 5 3
Table 3.3: Experiment parameter settings of the three solar prediction algorithms.
Figure 3.10 shows the impact of the prediction interval length L on the mean prediction error
pred err (deﬁned in [22,138]). It can be seen that WC-EWMA is more accurate than EWMA
andWCMA-PDR (the average pred err for WC-EWMA, EWMA, and WCMA-PDR are 18.7%,
26.7%, and 25.5% respectively), especially for large L scenarios. We can also see that WC-
EWMA is relatively insensitive to L, but the prediction error of WCMA-PDR increases rapidly
as L increases.
In addition, the daily error results shown in Figure 3.11 also demonstrate that WC-EWMA
achieves better prediction accuracy that EWMA and WCMA-PDR. Furthermore, the compu-
tational and storage overheads of WC-EWMA are much smaller than that of WCMA-PDR,
as we have analysed in Section 3.5. Therefore, it is clear that WC-EWMA is more suitable to
support S-type protocols than EWMA and WCMA-PDR in practice.
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Figure 3.10: Average prediction errors for three solar prediction algorithms. Areas A-F respec-
tively represent Aberdeen, Ashland, Dillon, Hermiston, Moab, and Madras.
? ?? ????
?
?
?
????
????
????
??
??????????
? ?? ????
?
?
?
????
????
????
??
?????????
? ?? ????
?
?
?
????
????
????
??
????????
? ?? ????
?
?
?
????
????
????
??
???????????
? ?? ????
?
?
?
????
????
????
??
??????
? ?? ????
?
?
?
????
????
????
??
????????
?
?
?????? ???????????? ???????
Figure 3.11: Daily prediction error of the three solar prediction algorithms.
3.9.2 LPM (S-type protocols) and PEA-DLEX
The parameter settings of LPM experiments are shown in Table 3.4. We set the initial battery
level to be 1000 J, which was estimated oﬀ-line based on Eq. (3.3). Since the Li-ion battery
has a large capacity, we chose a small initial battery level to show that our LPM algorithm is
still suitable for small-size energy buﬀers.
L Bmax B
1
x ϕ Pidle Pactive Dmin
6 10656J 1000J 1000J 13.7mW 78.4mW 0
Table 3.4: Experiment parameter settings of LPM.
Figure 3.12 shows the results of S-type LPM algorithm for ﬁve days. With the maximum duty
cycle Dmaxx (i) computed by LPM of node x at slot i, the corresponding energy consumption is
computed as Emaxx (i) = D
max
x (i)Pactive+(1 − Dmaxx (i))Pidle. It is obvious that both the node’s
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battery level and energy consumption are adaptive to the harvested solar power dynamics.
During the night, although Dmin, the minimal duty cycle deﬁned by users, was set as zero, the
battery level still linearly reduces, caused by idle CPU cycles (Pidle) and battery leakage (Eleak).
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(b) battery level evolution
Figure 3.12: Evaluations of LPM for S-type protocols.
We evaluated the short-term performance of PEA-DLEX scheme on a real 16-node SP-WSN
during a prediction interval of L=20 slots (i.e. 10 hours). The network deployment and un-
derlying routing tree are shown in Figure 3.13 (a). For convenience, the initial battery level of
every sensor node was assigned randomly rather than measured oﬀ-line as in the LPM experi-
ment. Speciﬁcally, the initial battery level B1x and ﬁnal state parameter ϕx were randomly set
as 1000± 50% J for diﬀerent node x, the event trigger threshold DBT was set as 20 J, all other
parameters were set as the same in the LPM experiment (i.e. Table 3.4).
Figure 3.13(b) shows the ranked sensing rate of every node in every time slot assigned by
PEA-DLEX. The day was a cloudy day and the predicted solar power was higher than the real
solar power in almost every slot. Initially, the rate of every node is assigned to be equal (8.6
kbps), and there was only one saturated node (node 2) in the network. At the 6th slot, node
4 changed from unsaturated to saturated, which triggered an RD event. From then on, the
network adopted two levels of max-min rates. During the whole prediction interval, the total
events triggered by nodes 2 and 4 are 14 and 12 respectively.
Figure 3.13(c) shows the battery level evolutions of the two bottleneck nodes (i.e. nodes 2
and 4) for PEA- DLEX and DLEX respectively. For DLEX, nodes 2 and 4 did not guarantee
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(c) battery level evolutions
Figure 3.13: Evaluation of DLEX and PEA-DLEX on a 16-node SP-WSN.
their ﬁnal state constraints, and node 2 even exhausted battery energy in the 19th slot. Hence
their battery may be exhausted during the oncoming night, resulting in the failure of the whole
network. In contrast to that, PEA-DLEX prevented battery exhausting and maintained enough
energy for the future poor solar harvesting situations.
? ? ? ? ? ?? ??
?
?
?
????
???
????
???
????
??
???
?
?????? ????????
Figure 3.14: Simulation of DLEX and PEA-DLEX for an 50-node SP-WSN with a randomly
constructed routing tree.
To evaluate the long-term performance of PEA-DLEX over multiple prediction intervals, we also
run 10 simulations with diﬀerent SP-WSN topologies and solar energy traces. Figure 3.14 shows
the ENO performance of PEA-DLEX and DLEX in a 50-node SP-WSN during 12 days. The
parameter setting of this simulation was the same as that in the testbed experiment. In PEA-
DLEX, no node runs out of battery energy for the 12 days, while DLEX shows several bottleneck
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nodes failing, resulting in the disconnection of the whole network. All other simulations show
the similar results.
From both the real-world experiment and the simulation, we can see that adapting to solar
prediction error is a key design principle for practical S-type protocols, and our PEA-DLEX
scheme manages to ensure ENO while maintaining max-min fairness.
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(b) battery level and ϕix(d)
Figure 3.15: Performance of LPM for D-type protocols.
3.9.3 LPM (D-type Protocols) and SP-BCP
We evaluated our D-type LPM algorithm for three days. We set the application-deﬁned minimal
duty cycle, Dmin, as 10%. Figure 3.15 shows that node’s battery level is always above the ϕ
i
x(d)
curve, which means that the ϕix(d) assignment scheme of LPM for D-type protocols can provide
hard ENO guarantee.
To evaluate the performance of SP-BCP, we ﬁrst compared the real-world performance of BCP
and SP-BCP in our SP-WSN platform consisting of 15 sensor nodes and a sink for three days.
We set Dmin=10%. We set the initial battery level as 1.2 KJ ± 30% for diﬀerent nodes. The
data packet headers for SP-BCP and BCP were 25 and 23 bytes respectively, and the payloads
for both protocols were six bytes. Every sensor node generated one packet per two seconds and
sent the packets to the sink by using BCP and SP-BCP respectively.
For fair comparison, we ﬁrst run SP-BCP for three days and each node recorded the solar proﬁle
of these days. Then, we used the recorded solar proﬁle to evaluate BCP for another three days;
i.e. in the BCP experiment, the battery level was updated according to the recorded solar
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Figure 3.16: Comparison of BCP and SP-BCP on a 16-node SP-WSN platform for three days.
proﬁle in SP-BCP experiment rather than online monitored solar power. In this way, solar
proﬁles for the two experiments were exactly the same.
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(b) node failure evolution
Figure 3.17: Simulation of BCP and SP-BCP for a randomly constructed SP-WSN with 50
nodes for 12 days.
Figure 3.16 shows the experiment results. For SP-BCP, no node runs out of energy during the
three days. Therefore, ENO of all nodes were achieved. The sink continuously received data
in every slot and achieved relatively high packet delivery ratio (about 0.1–33.2%) during the
daytime. The main reasons of packet loss are caused by limited data buﬀer size and inelastic
sensing rates (a ﬂow controller could signiﬁcantly reduce the packet loss). In the BCP exper-
iment, however, 10 nodes died during the second day, which leads to network disconnectivity
and a signiﬁcant degradation of network goodput.
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To evaluate the long-term performance of SP-BCP, we also run 10 simulations with diﬀerent
SP-WSN topologies and solar energy traces. Figure 3.17 shows the simulation results for a
random deployed 50-node SP-WSNs for 12 days. Sensing rate of every node is set as one
packet per seven seconds, and initial battery level are set as 200 J ± 30% for diﬀerent nodes
randomly. The simulation shows similar results to the testbed experiment, BCP failed quickly
in the second day, but SP-BCP achieves ENO and long-term data collection for the whole 12
days. All other simulation also show the similar results.
In summary, both experimental and simulation results show that the SP-BCP can indeed
improve the end-to-end performance of back-pressure routing protocols in SP-WSNs.
3.10 Summary
In this chapter, we develop and implement AutoSP-WSN: the ﬁrst practical end-to-end SP-
WSN framework for sustainable environmental monitoring applications. AutoSP-WSN achieves
sustainable data collection, optimal solar power usage, and high end-to-end performance. It
also provides beneﬁts not only for the design of SP-WSN architecture as a whole, but also at
the individual component level. These beneﬁts include reliable energy awareness support and
solar power prediction (WC-EWMA algorithm), local power management (LPM), as well as
the rate control protocol PEA-DLEX and the routing protocol SP-BCP.
Extensive evaluations are carried out using both a real-world SP-WSN platform and the Tossim
simulator. Through trace-driven simulations for 100 days in six diﬀerent geographical areas, we
show that our WC-EWMA achieves 30% and 27% fewer prediction errors in comparison with
EWMA and WCMA-PDR, respectively. In addition, long-term experiments demonstrate that
BCP [118] and DLEX [53] fail quickly in real SP-WSNs due to their lack of energy-awareness
and adaptiveness. In contrast, both our SP-BCP and PEA-DLEX manage to monitor and
adapt to dynamic solar energy and prediction errors. They therefore achieve sustainable data
collection, and better network throughput and fairness.
Guided by the practical SP-WSN design principles demonstrated in this chapter, the next
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chapter will continue to derive deeper into a cross-layer problem, and will develop a distributed
S-type protocol with theoretical performance guarantees.
Chapter 4
Distributed Lexicographic Max-min
Rate Allocation for Solar Powered
WSNs
It is complex to understand the optimal usage of ﬂuctuating renewable energy in Solar Powered
Wireless Sensor Networks (SP-WSNs). Lexicographic Max-min (LM) rate allocation is a good
solution, but is non-trivial for multi-hop SP-WSNs, as both fairness and sensing rates have to
be optimised through the exploration of all possible forwarding routes in the network. All of the
current optimal approaches to this problem are centralised and suﬀer from poor scalability and
large computational complexity; typically solving O(N2) linear programming problems for a N -
node network. The ﬁrst optimal distributed solution to this problem is presented in this chapter
with much lower complexity. The optimality, convergence, and eﬃciency of our approaches are
formally proven. We also evaluate our algorithms via extensive simulations using real solar
energy data and practical power parameter settings. The results verify our theoretical analysis
and demonstrate that our approach outperforms the state-of-the-art centralised optimal and
distributed heuristic solutions.
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V The set of all sensor nodes.
S The set of all sinks.
L The set of all directed links between nodes (sensors and sinks).
G(V ∪ S,L) The directed graph of the SP-WSN.
rx Sensing rate of node x ∈ V .
fx,y Data forwarding rate over wireless link (x, y) ∈ L.
ECmaxx The maximal energy cost budget of node x.
Es, Et, Er Per bit energy cost for sensing, transmitting and receiving respectively.
Nx The set of all neighbours of node x ∈ V ∪ S.
LM∗ Lexicographic Maximin sensing rate allocation.
LMx The LM rate of a sensor node x ∈ V .
V(r) The set of sensor nodes whose LM rate is not larger than a given rate r.
C(r) The maximum feasible common rate of all sensor nodes in V − V(r).
λx Lagrange multiplier for the energy constraint (4.9) at node x.
νx Lagrange multiplier for the ﬂow conservation constraint (4.8) at node x.
ρx,y Lagrange multiplier for common rate constraint (4.5) for node pair (x,y).
l(k) The kth step length.
ε A coeﬃcient in the regularised DMCR objective function (4.14).
G(S ∪ V ,F , r) A temporary graph, see Deﬁnition 4.4.
P (s, d) A path from source s ∈ S ∪ V to destination d ∈ S ∪ V .
T0(r) The time C(r) is computed by DMCR.
Tn(r) The time DMCR begin to compute C(C(r)).
Dis(y,X) The minimal hop count between y ∈ S ∪ V and any node in X ⊂ S ∪ V .
Table 4.1: Summary of symbols used in Chapter 4.
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SP-WSNs Solar Powered Wireless Sensor Networks
LM Lexicographic Max-min
LP Linear Programming
DLEX The distributed max-min algorithm developed in [54]
DAG Directed Acyclic Graph
LPM Local Power Management
ENO Energy Neutral Operation
MAC Medium Access Control
NUM Network Utility Maximisation
MCR Maximum Common Rate
DMCR Distributed Maximum Common Rate
MSR Maximum Single Rate
LMD LM rate Determination
NLMR New LM Rate
LLMR Larger LM Rate
MN Maximin Notice
SPT Shortest Path Tree
SPA Solar Power Average
f
Table 4.2: Summary of abbreviations used in Chapter 4.
4.1 Introduction
In SP-WSNs, each senor node collects environmental data and then forwards its sensor data
to a sink, or to multiple sinks, in a multi-hop fashion. Besides Energy Neutral Operation
(ENO) [81] at each sensor node, SP-WSNs aim at achieving the following two network-wide
objectives: (1) high network throughput for better solar energy resource utilisation; (2) fair
sensing rate assignment for all nodes across the network. However, there is a fundamental
tradeoﬀ between network throughput and fairness for given solar energy resources. On one
hand, if we only maximise network throughput, the sensors that are farther from the sinks, or
those which have poor solar harvesting opportunities, will be allocated much lower sensing rates
than those closer to the sink. This would result in potentially unacceptable bias in the readings
coming from network. On the other hand, absolute fairness (i.e. enforcing equal sensing rates
for all nodes) would lead to signiﬁcant reduction in network throughput and ineﬃcient solar
energy usage (e.g. energy may be lost due to the battery overcharging).
Max-min fairness [23] is a well-recognised approach to balance the tradeoﬀ between network
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throughput and fairness, and is widely adopted in rate allocation and control schemes in WSNs
[105, 144, 164]. In the context of WSNs, we describe a sensing rate allocation as max-min fair
if no sensor can be allocated a higher rate without reducing the rate of another sensor that
has equal or lower rate. Classic max-min rate allocation assumes that underlying end-to-end
data traﬃc routes [23, 105, 144, 164] are predetermined, and purely adjusts the sensing rates
at the transport layer (e.g. PEA-DLEX developed in last chapter). Therefore, there exist a
huge number of classic max-min rate allocations for a given network, because the number of all
possible underlying routes is of exponential order of the number of nodes in the network.
In this chapter, we focus on a generalisation of max-min rate allocation, the Lexicographic Max-
min (LM) rate allocation [37, 68, 105, 140], for SP-WSNs with arbitrary topologies. LM rate
allocation jointly optimises the end-to-end routes and the sensing rate allocation at the network
and transport layers respectively, i.e. it computes the optimal max-min rate assignment by
exploring all possible routes and energy resources in SP-WSNs. Therefore, LM rate allocation
is optimal over all possible classic max-min allocations for a given network.
Theoretically, it is proven that the LM vector is uniquely optimal over any given convex and
compact set [140]. This means that as long as the network constraints (e.g. energy in SP-
WSNs) form an unique convex and compact set for all possible rate allocations, the LM rate
allocation will be the unique optimal solution. To compute the LM vector, an approach called
max-min programming is proposed in [140]. All current optimal solutions [37,68,105] to the LM
rate allocation problem in WSNs can be considered as speciﬁc implementations of the max-min
programming approach. However, all these solutions are centralised and suﬀer from a large
computational complexity; of the order of solving N2 Linear Programming (LP) problems for
a N -node WSN. Therefore, although they are solvable in polynomial-time, their centralised
nature and complexity still prohibit their practical applications. Furthermore, such centralised
approaches may lead to loops in the computed routes associated with the LM rate allocation,
leading to large end-to-end delays and unnecessary network resource costs.
Distributed approaches to rate control are recognised as being more suitable for WSNs. This
is because that they allow the system to both scale and be resilient to change and failure.
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Recently, two distributed algorithms, DLEX and DLEX-DAG [105], were proposed to compute
the max-min fair rate allocation, based on predetermined routing trees (i.e. single-path routes)
and directed acyclic graphs (DAG, i.e. multi-path routes) respectively. Furthermore, they are
both designed speciﬁcally for WSNs with single sinks, which restricts their application in large-
scale WSNs where multiple sinks exist (e.g. [155]). In contrast, the LM rate allocation problem
considers all possible routes over arbitrary network topologies with multiple sinks (or a single
sink), which is much more general and scalable than the speciﬁc cases considered by DLEX
and DLEX-DAG.
This chapter develops a distributed solution for LM rate allocation, which is much more chal-
lenging than the well-studied distributed Network Utility Maximisation (NUM)-based rate
control scheme [39]. The core reason for this is that LM rate allocation is inherently a multi-
objective optimisation problem (e.g. [73, 152]), while NUM-based ﬂow control algorithms nor-
mally solve single-objective convex optimisation problems only (e.g. maximising aggregated
concave utility functions such as α-fairness [90, 117]).
The main contributions of this chapter are highlighted as follows:
• We present a systematic approach to the original LM rate allocation in SP-WSNs with
arbitrary topologies and multiple sinks (or a single sink). As far as we are aware, our
solution is the ﬁrst distributed optimal approach to the LM rate allocation problem. It
operates by iterating through two distributed algorithms: a dual-decomposition based
algorithm named Distributed Maximum Common Rate (DMCR) 1; and a graph-theoretic
scheme, the LM rate Determination (LMD) . In contrast to current centralised approaches
requiring O(N2) LPs to determine the LM rate for a N -node SP-WSN, our LMD requires
negligible overhead for the whole procedure of calculating LM rate allocation across the
network. Besides SP-WSN, our DMCR-LMD approach can also be used for distributed
LM rate allocation in general multi-hop wireless networks with local node constraints.
1Since we focus on the multi-objective LM rate allocation rather than the well-studied NUM-based convex
optimisation problems, we only use basic dual-decomposition methods, augmented Lagrangian and sub-gradient
methods, to design DMCR. Therefore, convex optimisation techniques such as the event-triggered method [172]
can also be used in DMCR to further improve the eﬃciency of our approach.
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• We present theoretical proofs of the optimality, convergence, and eﬃciency for both the
individual algorithms and the whole system. Furthermore, we also demonstrate several
useful properties of our approaches such as the loop-free optimal routing associated with
the LM rate allocation.
• Through simulations with hardware-driven power models and real solar data traces, we
evaluate the system-wide optimality, overheads, convergence, and scalability of our de-
veloped algorithms. Simulation results verify our theoretical analysis and demonstrate
that our approach manages to achieve much better fairness than the state-of-the-art dis-
tributed algorithms DLEX and DLEX-DAG, and much lower complexity compared with
centralised approaches.
The remainder of this chapter is organised as follows: Section 4.2 presents our system model.
Sections 4.3 and 4.4 discuss DMCR and LMD respectively. Section 4.5 provides rigorous the-
oretical analysis of the proposed algorithms. The evaluation of our approach is presented in
Section4.6. Section 4.7 discusses the related work. Finally, we conclude this chapter in Section
4.8. All proofs of theorems in this chapter and related lemmas are placed in Appendix A.
4.2 System Model
4.2.1 Network Topology and Flow Model
We consider a multi-hop SP-WSN that consists of several sensor nodes and one or multiple
sinks. The network can be represented as a directed graph G = (V ∪S,L) where V is the set of
all sensor nodes, S is the set of all sinks, and L is the set of all logical links. Every sensor node
x collects environmental data (e.g. temperature and humidity) with a sensing rate rx. A data
packet is sent to any sink in a multi-hop manner. According to the law of ﬂow conservation,
the following constraint should be satisﬁed by each sensor node x ∈ V
rx +
∑
y∈Nx
fy,x −
∑
y∈Nx
fx,y = 0 (4.1)
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where Nx is the set of all neighbours of x excluding itself, and fx,y is data forwarding rate
over link (x, y), (x, y) ∈ L. Constraint (4.1) states that the sum of forwarding rates of i’s all
outgoing links must be equal to that of its all incoming links plus its sensing rate.
4.2.2 Energy Constraint
Let the long-term average energy cost (Joule per bit) of sensing, receiving and transmitting be
Es, Er, and Et respectively. Then, the energy consumption constraint can be represented as:
Esrx + Er
∑
y∈Nx
fy,x + Et
∑
y∈Nx
fx,y ≤ ECmaxx (4.2)
where ECmaxx is the maximum energy consumption budget in a prediction interval, which can
be obtained by the Local Power Management(LPM) component presented in Section 3.6.
4.2.3 Problem Formalisation
We ﬁrst deﬁne a feasible sensing rate allocation as follows:
Deﬁnition 4.1 (Feasibility Condition). A rate allocation is represented as a |V|-dimensional
vector R = (r1, r2, · · · , r|V|). R is feasible if under R there exists a power management and a
routing scheme such that all the constraints (4.1) and (4.2) can be guaranteed.
Due to low network traﬃc load requirement of long-term data collection applications such
as [20], we do not consider wireless constraints (e.g. wireless link capacity and interference) for
brevity. However, the essence of the LM rate allocation problem is nonetheless still preserved.
Now we deﬁne the max-min fairness as follows [23]:
Deﬁnition 4.2 (Max-Min Fairness). A feasible rate allocation vector R = (r1, r2, · · · , r|V|) is
max-min fair if and only if for all feasible rate allocation vectors R′ = (r′1, r
′
2, · · · , r′|V|) there
exists a node x ∈ {1, 2, ..., |V|} such that r′x > rx; and there exists a node y ∈ {1, 2, ..., |V|}
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such that r′y < ry ≤ rx. In other words, increasing some rate rx must be at the expense of
decreasing some already smaller or equal rate ry.
In our system, a max-min fair rate allocation vector can be computed by solving the following
problem:
Maximise
(r1,r2,...,r|V|)
min(r1, r2, ..., r|V|)
Subject to Constraints (4.1) and (4.2)
The concept of max-min fairness is closely related to lexicographic optimality, which is deﬁned
as:
Deﬁnition 4.3 (Lexicographic Optimality). Let R = (r1, r2, · · · , r|V|) be a feasible rate alloca-
tion which is sorted in non-descending order. Any two such vectors R and R
′
have the following
relationships: 1) If ri = r
′
i for any i = 1, 2, · · · |V|, then R is lexicographically equal to R′; 2) If
there exist a preﬁx (r1, r2,· · · , ri) of R and a preﬁx (r′1, r′2, · · · , r′i) of R′ such that ri > r′i, and
rj = r
′
j, for 1 ≤ j ≤ i − 1, then R is lexicographically greater than R′. R is lexicographically
optimal if it is lexicographically greater than all other feasible rate allocations.
It has been proven that if a feasible rate allocation is max-min fair, it is the unique lexicographi-
cally optimal rate allocation [140]. Detailed discussion on max-min fairness and lexicographical
ordering can be found in [140]. In this chapter, we call this lexicographically optimal rate allo-
cation vector as the Lexicographic Max-min (LM) rate allocation LM∗ [68,105]. The objective
of this chapter is to compute LM∗
Objective LM∗ (4.3)
Subject to Constraints (4.1) and (4.2)
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Problem (4.3) has two sets of variables rx and fx,y, x ∈ V , y ∈ Nx. Consequently, the optimal
solution of this problem produces the optimal rate vector LM∗ and the optimal fx,y over every
link, i.e the optimal routes corresponding to LM∗. Theorem 4.1 shows the uniqueness of LM∗.
Theorem 4.1. Optimal LM rate allocation LM∗ in our system model is unique.
Proof. The proof of Theorem 4.1 can be found in Appendix A.1.
4.2.4 Overview of Distributed Solution
Let V(r) = {x|LMx ≤ r, x ∈ V} be the set of sensor nodes whose LM rates are not larger than
a given real number r. For instance, in Figure 4.12, V(0) = ∅, V(2) = {A,B,C,D,E}, and
V(5) = {A,B,C,D,E,F,G}.
 
Figure 4.1: LM∗ for a SP-WSN with seven sensor nodes and a sink. Assume Es = Er = Et = 1
unit and the maximum feasible energy consumption of all sensor nodes are 20 units. (a)
The network topology. (b) The ﬁrst maximum common rate and corresponding routes (data
forwarding directions and rates). (c) LM∗ and corresponding optimal routes.
Let the sensors in V(r) take their LM rates, and all sensors in V − V(r) take a common rate.
Deﬁne C(r) as the maximum feasible common rate of all the sensor nodes in V − V(r):
C(r) = max
<constraints (4.1) and (4.2), rz=LMz , ∀z∈V(r), rx=ry , ∀x,y∈V−V(r))>
{rx}
2Note that although Figure 4.1(a) is illustrated as a bidirectional graph for brevity, all the links in it are
directional.
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For instance, in Figure 4.1, C(0) = 2, restricted by the bottleneck node E; and C(2) = 5,
restricted by bottleneck nodes F and G. Note that both V(r) and C(r) are functions of r and
will be commonly used in our later discussions.
Current centralised approaches [37,68,105] for LM rate allocation can be considered as speciﬁc
implementations of the max-min programming approach [140]. In our context, computing LM∗
centralisedly requires iteratively solving two kinds of LP problems: Maximum Common Rate
(MCR) and Maximum Single Rate (MSR). In each MCR-MSR cycle, MCR calculates C(r)
for all sensor nodes in V − V(r) and then MSR checks whether LMx = C(r) for every node
x ∈ V −V(r), i.e. it tries to maximise rx with constraints that ry = C(r), ∀y ∈ V −V(r)−{x},
rz = LMz, ∀z ∈ V(r), and the constraints (4.1) and (4.2). If rx cannot be further maximised,
then LMx = C(r).
The iteration rule of r for each MCR-MSR cycle is r0 = 0, rn = C(rn−1). Hence, LM∗ in
non-descending order has the following structure:
(C(r0), ... , C(r0), C(r1), ... , C(r1), ... , C(rn), ... , C(rn))
In Figure 4.1, for instance, LM∗ in non-descending order is (2, 2, 2, 2, 2, 5, 5) and it needs
two MCR-MSR cycles to compute LM∗ and corresponding routes. It is worth noting that
although LM∗ is unique, the routes corresponding to LM∗ may not be unique. For instance,
fA,B = fB,A = 0 in Figure 4.1(c). However, we can also get a feasible routing corresponding
to LM∗, by resetting fA,B = fB,A = 1 and keeping all other data forwarding rate constant.
However, this route contains a loop A B.
It can be seen that MCR-MSR approach is not only centralised but also suﬀers a very large
overhead, i.e. solving O(|V|) MCR and O(|V|2) MSR problems, which is obviously not suitable
for resource-limited WSNs. In addition, the routes corresponding to the LM rate allocation
computed by above centralised approach may exist loops, which leads to large end-to-end delay
and unnecessary network resource costs.
Due to its optimality, our approach, DMCR-LMD iterations, adopts the similar logical ﬂow of
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max-min programming, but computes LM∗ in a fully distributed way and with much lower
complexity. At each DMCR-LMD cycles, the dual-decomposition based DMCR method calcu-
lates the maximum common rate C(r). Then the graph-theoretic scheme LMD determines the
LM rates of all nodes in V −V(r) simultaneously rather than solving |V −V(r)| MSR problems
one by one. Our LMD scheme requires nearly no calculations and at most 1 control packet per
node for the whole procedure of LM∗ calculation. Further more, our distributed approach can
guarantee loop-free routes (Lemma A.2 in Appendix A.2).
Figure 4.2: Logical ﬂow of our distributed approach.
Figure 4.2 shows logical ﬂow of our distributed approach. With ECmaxx , x ∈ V provided by
LPM component, each node runs two levels of iterations to compute LM∗. The high level loop
is the DMCR-LMD cycles, and the low level loop is the iterations for the convergence of the
each DMCR, which will be discussed in details in next section.
4.3 Distributed MCR
Let the maximum common rate in the last DMCR-LMD cycle be r ≥ 0, then the current
DMCR aims to compute C(r) for all nodes in V − V(r). For instance, if the current DMCR
is in the ﬁrst DMCR-LMD cycle, then r = 0. C(r) can be calculated by solving the following
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problem: ∀x ∈ V − V(r), y ∈ V − V(r) , z ∈ Nx
Maximise
rx, fx,z
∑
x∈V−V(r)
rx (4.4)
Subject to
rx − ry = 0 (4.5)
rx − r ≥ 0 (4.6)
rp − LMp = 0, p ∈ V(r), V(r) = ∅ (4.7)
rx +
∑
z∈Nx
fz,x −
∑
z∈Nx
fx,z = 0 (4.8)
ECmaxx − Esrx − Er
∑
z∈Nx
fz,x − Et
∑
z∈Nx
fx,z ≥ 0 (4.9)
Constraint (4.5) enforces all rx to be equal, according to the objective of the MCR problem.
Constraints (4.8) and (4.9) refer to ﬂow conservation law and energy constraints respectively.
Also, since x ∈ V − V(r), constraint (4.6) ensures that the lower bound of rx is r. Further,
constraint (4.7) highlights that every node p ∈ V(r) should keep their sensing rate as LMp
which has been determined by previous DMCR-LMD cycles.
The objective of problem (4.4)-(4.9) is to compute the maximum common rate C(r) of sensor
nodes in V −V(r) (i.e. rx, x ∈ V −V(r)), as well as the corresponding optimal routes (fx,z, z ∈
Nx). DMCR is based on dual decomposition that is a commonly used method in distributed
convex network optimisation [39]. The basic idea of dual decomposition is to decouple the
dual problem of a primary convex optimisation problem such as problem (4.4)-(4.9) into several
subproblems. These subproblems can be solved by individual nodes based on local information.
If strong duality holds, the optimal solution of the primary convex optimisation problem can
be obtained by solving these subproblems in a fully distributed way.
In contrast to existing dual decomposition approaches, DMCR deals with two new problems as
follows:
• Heterogeneous Decomposition. From the problem formalisation (4.4)-(4.9) we can
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see that not only all sensor nodes in V but also every node x ∈ V − V(r) and every
node z ∈ Nx are part of the current DMCR calculation. A simple example is shown in
Figure 4.3. Nodes 2, 6, and 7 in set V(r) will not involve in current DMCR computation,
because their LM rates and the corresponding optimal routes (represented as directional
solid lines) have been determined in previous DMCR-LMD cycles. Since the current
DMCR computation is to compute the maximum common rate C(r) of the nodes in
V − V(r) (i.e. nodes 1, 3, 4, 8, 10, 11, and 12) as well as the routes (ﬂows over links that
represented as dotted lines), not only the nodes in V − V(r), but also the nodes 5 and 9
who are the neighbours of nodes 4, 8, 10, 11 are part of the current DMCR computation.
Nodes 5 and 9 only calculate the optimal ﬂows over links (5, 4), (5, 8), (9, 10), and (9, 11).
Our DMCR manages to decouple the original problem (4.4) into diﬀerent subproblems
for each node x ∈ V − V(r) and each node z ∈ Nx.
? ??−V V ? ??V
 
Figure 4.3: An example for DMCR.
• Disconnected Network Topology. Current dual-decomposition-based schemes always
deal with the connected network. In our case, however, with absence of nodes in V(r),
the sub-graph consisting of nodes in V − V(r) may be disconnected. As shown in Figure
4.3, for instance, nodes in V − V(r) are separated into two sub-sets, sharing no link
between each other. Consequently, the rate equality constraint (4.5) cannot be aware by
all nodes in V − V(r) in a distributed fashion. In this case, since there is no centralised
controller, DMCR parallel calculates two maximum common rates respectively for the
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two sub-sets, which is diﬀerent from original centralised LP approach. In fact, this is a
good property of our DMCR, because multiple maximum common rates can be parallel
found in one DMCR calculation, which may result in less DMCR-LMD cycles than that
of centralised MCR-MSR. Our simulation results show that the number of DMCR-LDM
cycles can be 60% less than that of MCR-MSR cycles, which signiﬁcantly reduces the
system convergence time and overheads.
We construct the dual problem of the primary problem (4.4) by introducing the Lagrange
multipliers λx, νx for energy constraint (4.9) and ﬂow conservation constraint (4.8) respectively
at each node z ∈ Nx, x ∈ V − V(r), as well as the Lagrange multiplier ρx,y for rate equality
constraint (4.5) for node pairs x ∈ V − V(r) and y ∈ (V − V(r)) ∩ Nx. The corresponding
Lagrangian is
L(r, f,λ,υ,ρ)
=
∑
x∈V−V(r)
rx(1− λxEs − υx +
∑
y∈Nx∩(V−V(r))
(ρx,y − ρy,x))
+
∑
x∈V−V(r)
∑
z∈Nx
(fx,z(υz − υx − Etλx − Erλz))
+
∑
x∈V−V(r)
λxEC
max
x (4.10)
where r, f,λ,υ,ρ represent the vectors of variables rx, fx,y, λx, υx, ρx,z, x ∈ V−V(r), y ∈ Nx, z ∈
Nx ∩ (V − V(r)) respectively. The dual function is:
D(λ,ν,ρ) = sup
r≤rx,0≤fx,y
L(r, f,λ,υ,ρ) (4.11)
Then we have the dual problem
Minimise
λ, ν, ρ
D(λ,ν,ρ) (4.12)
Subject to λ  0 (4.13)
where  is the entry-wise greater than or equal to symbol. Since the objective function of prob-
lem (4.4) is not strictly concave (i.e. linear) in both primary variables r and f , the solution
4.3. Distributed MCR 71
should be recovered [178]. We use the strictly concave term
∑
x∈V−V(r) log rx to replace the ob-
jective function(4.4), because maximising rx is equal to maximising log(rx) with the equal con-
straint (4.5). We also add a small strictly concave regularisation term −ε∑x∈V−V(r)∑z∈Nx f 2x,z
for variable f to the objective function (4.4). The regularised objective of the primary problem
(4.4) is ∑
x∈V−V(r)
log rx − ε
∑
x∈V−V(r)
∑
z∈Nx
f 2x,z (4.14)
By choosing ε small enough, the solution of the regulated problem can be arbitrary close to
that of the original problem (4.4). The corresponding regularised dual problem is
Minimise
λx, υx, ρx,y
sup
rx≥r,fx,z≥0
⎛⎝ ∑
x∈V−V(r)
log rx − rx(λxEs + υx −
∑
y∈Nx∩(V−V(r))
(ρx,y − ρy,x))
+
∑
x∈V−V(r)
∑
z∈Nx
(fx,z(υz − υx − Etλx − Etλz)− εf 2x,z)
+
∑
x∈V−V(r)
λxEC
max
x
⎞⎠
Subject to λ  0
(4.15)
Problem (4.15) is in the form of minimax problem, and therefore can be solved by using eﬃcient
approach such as semi-inﬁnite programming [191] in a centralised way. However, in order to
seek a distributed solution to DMCR, we use the lightweight sub-gradient method to solve
problem (4.15). Although the sub-gradient method has a relatively slow convergence speed,
it can be easily implemented on low-capacity sensor nodes, due to its ability of distributed
implementation and low requirements of CPU and memory resources. In our future work,
we would seek more eﬃcient distributed approaches for minimax problems, by adopting the
principles of semi-inﬁnite programming.
Our subgradient algorithm starts from the initial values λ
(0)
x , ν
(0)
x , ρ
(0)
x,y: For the kth iteration
step of the sub-gradient algorithm, each node x in V − V(r) solves the following two simple
maximising problems:
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r(k)x =argmax
r≤rx
(log rx − rx(υ(k)x +
∑
y∈(Nx∩V−V(r))
(ρ(k)xy − ρ(k)yx )− λ(k)x Es) (4.16)
f (k)x,z =arg max
z∈Nx,fx,z≥0
(fx,z(υ
(k)
z − υ(k)x − Etλ(k)x − Erλ(k)z )− εf 2x,z) (4.17)
For each node x ∈ V−V(r), the next step λ(k+1)x , υ(k+1)x , ρ(k+1)x,y , y ∈ Nx∩(V−V(r))are computed
as
λ(k+1)x =|λ(k)x − l(k)(ECmaxx − Esr(k)x − Er
∑
z∈Nx
f (k)z,x − Et
∑
z∈Nx
f (k)x,z )|+ (4.18)
υ(k+1)x =υ
(k)
x − l(k)
(∑
z∈Nx
(f (k)x,z − f (k)z,x )− r(k)x
)
(4.19)
ρ(k+1)x,y =ρ
(k)
x,y − l(k)
(
r(k)y − r(k)x
)
(4.20)
where l(k) is the step length of the kth iteration. One condition for the convergence of the
subgradient algorithm is (see Lemma A.1 in Section 6.1):
∞∑
k=1
(l(k))2 → 0,
∞∑
k=1
l(k) → ∞ (4.21)
For instance we can set L(k) = 1/k. From (4.16)-(4.20), each node x ∈ V − V(r) exchanges all
updated ﬂow and dual variables with its neighbours in V − V(r), but only obtain fz,x, λz, and
νz from its neighbours z ∈ V(r) ∩Nx in every iteration step.
As we have mentioned, besides each node x ∈ V − V(r), each node z ∈ V(r) ∩ Nx is part of
the current DMCR calculation to compute the amount of data forwarded over links (z, x). The
calculation is based on the following Theorem:
Theorem 4.2. For each node z ∈ V(r)∩Nx, x ∈ V −V(r), its optimal incoming ﬂows are sent
by nodes only p ∈ Nz ∩ V(r) and have been determined before the current DMCR calculation.
Proof. The proof of Theorem 4.2 can be found in Appendix A.3.
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According to Theorem 4.2, the forwarding rates fz,p, p ∈ Nz ∩V(r) have been predetermined in
previous DMCR-LMD cycles. Since rz has also be determined (i.e. LMz), node z only updates
fz,x, x ∈ V − V(r) in its kth step as follows
f (k)z,x =arg max
fz,x≥0,z∈Nx∩V(r),x∈V−V(r)
(fz,x(υ
(k)
x − υ(k)z − Etλ(k)z − Erλ(k)x )− εf 2z,x) (4.22)
Then, the λ
(k+1)
z and υ
(k+1)
z are updated as
λ(k+1)z =|λ(k)z − l(k)(ECmaxz − EsLMz − Er
∑
p∈Nz∩V(r)
fp,z − Et
∑
x∈Nz∩(V−V(r))
f (k)z,x )|+ (4.23)
υ(k+1)z = υ
(k)
z − l(k)
⎛⎝∑
x∈Nz
f (k)z,x −
∑
p∈Nz∩V(r)
fp,z − LMz
⎞⎠ (4.24)
In summary, every node x ∈ V−V(r) updates its primary and dual variables using (4.16)-(4.20),
and every node z ∈ V(r) ∩ Nx, x ∈ V − V(r) updates its primary and dual variables (4.22)-
(4.24). It is obvious that all information for (4.16)-(4.24) is either local or can be obtained by
neighbour nodes, therefore DMCR is fully distributed.
DMCR calculates C(r) (i.e. maximised rx) and corresponding optimal routes (i.e. fx,y and
fy,x, x ∈ V−V(r), y ∈ Nx). One nice property of our approach is that the optimal routes calcu-
lated by DMCR is loop-free( Lemma A.2 in Section 4.5). To focus on the global multi-objective
LM rate allocation problem, DMCR only adopts the basic dual-decomposition techniques: aug-
mented Lagrangian and sub-gradient algorithms, which may result in relatively large conver-
gence time. However, the convergence performance of DMCR could be signiﬁcantly improved
by using recent-proposed distributed convex optimisation techniques such as [121,172].
After DMCR, every node x ∈ V −V(r) records C(r) and data forwarding rates over its optimal
incoming and outgoing links, for the forthcoming LMD to determine whether C(r) is its LM
rate.
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4.4 LM Rate Determination
Let C(r) be the maximum common rate computed by the last DMCR. After computing C(r),
each node x ∈ V−V(r) should determine whether C(r) is its LM rate (i.e. LMx) or not (Please
refer to Figure 4.2 in Subsection 4.2.4 for the logical ﬂow of our DMCR-LMD approach). This
can be achieved by solving the following LP problem (i.e. MSR problem)
Maximise rx (4.25)
Subject to ry = C(r), ∀y ∈ V − V(r)− {x} (4.26)
constraints (4.6)− (4.9)
If the maximised rx is equal to C(r), then the LM rate of node x, LMx, is equal to C(r);
otherwise, LMx is larger than C(r). However, this approach is not only centralised, but also
requires solving |V − V(r)| LP problems to determine the LM rates of all nodes in V − V(r).
Furthermore, each of these LP problems has the similar complexity of MCR problem (4.4).
Therefore, this approach is obvious too heavy for resource-limited SP-WSNs.
For readability, we call sensor nodes in V − V(r) whose LM rates are equal to and larger
than C(r) as New LM Rate (NLMR) nodes and Larger LM Rate (LLMR) nodes respectively.
Obviously, the goal of solving |V − V(r)| LP problems (4.25) is to determine all NLMR nodes
and LLMR nodes. In this section, we develop LMD, a fully distributed graph-theoretic scheme
to achieve this goal. Instead of solving |V − V(r)| LP problems one by one, LMD manages
to determine the state of each node x ∈ V − V(r) simultaneously (i.e. x is a NLMR node or
LLMR node), with extremely low overhead.
4.4.1 Graph-theoretic Understanding of the LM rate Determination
Problem
Before presenting the LMD scheme, we ﬁrst analyse the LM rate determination problem from
graph theory perspective. We deﬁne a temporary graph formed after the last DMCR:
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Deﬁnition 4.4 (Temporary Graph). A temporary graph G(S ∪ V ,F , r) forms after the cal-
culation of the last C(r), where F is the set of allocated forwarding rate over every link (i.e.
routes), which is calculated by the last DMCR and previous DMCR-LMD cycles.
Figure 4.4 illustrates an example of a temporary graph3. Actually, the process of the LM∗
calculation can be seen as determining the new LM rates and corresponding temporary graphs
step by step. The ﬁrst temporary graph forms after the calculation of C(0). The last temporary
graph forms when the highest LM rate level is computed by the last DMCR, and represents
the optimal routing corresponding to LM∗.
? ??V
? ??−V V
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Figure 4.4: An example of a temporary graph.
Deﬁnition 4.5 (Saturated Node and Unsaturated Node). We call a sensor node x in a tempo-
rary graph G(S∪V ,F , r) a saturated node, if Esrx+Er
∑
y∈Nx fy,x+Et
∑
y∈Nx fx,y−ECmaxx = 0;
otherwise, x is called unsaturated node.
Deﬁnition 4.6 (Path and Forwarding Path). Given a temporary graph G(S ∪ V ,F , r), a path
P (s, d) with source s and destination d, s ∈ V, d ∈ S ∪ V, is a sequence of links. If fx,y > 0,
∀(x, y) ∈ P (s, d), then P (s, d) is a forwarding path. If P (s, d) is a forwarding path, it is called
the source node s′s downstream path, and the destination node d′s upstream path. If all sensor
nodes in a path is unsaturated, then we call this path an unsaturated path, otherwise we call it
a saturated path.
3It is worth noting that Figure 4.4 is a temporary graph, but Figure 4.3 is not a temporary graph, because
Figure 4.3 describes the network states before a DMCR round, rather than after.
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An arbitrary path may not be a forwarding path, but each sensor node x ∈ V must have a
downstream forwarding path to the sink in every temporary graph G(S ∪ V ,F , r), r ≥ C(0),
because x must have a non-zero sensing rate (i.e. rx ≥ C(0) >0) for any temporary graph, and
the ﬂow injected into the network (i.e. rx) must be transmitted to the sink, according to the
ﬂow conservation law.
Theorem 4.3. Let P (x, s) ∈ G(S ∪ V ,F , r) be an arbitrary path from a node x ∈ V − V(r)
to an arbitrary sink s ∈ S. Except for the destination s, this path consists of nodes only in
V − V(r). If all such paths are unsaturated, then x is a LLMR node. Otherwise, x is a NLMR
node.
Proof. The proof of Theorem 4.3 can be found in Appendix A.3.
Theorem 4.3 provides a condition to determine the state of a sensor node in V − V(r): Let
P (x, s) ∈ G(S ∪ V ,F , r) be an arbitrary path from a node x ∈ V − V(r) to an arbitrary sink
s ∈ S. Except for the destination s, this path consists of nodes only in V − V(r). If all such
paths are unsaturated, then x is a LLMR node. Otherwise, x is a NLMR node.
According to Theorem 4.3, saturated nodes in V − V(r) form a saturated cut or multiple
saturated cuts between a set of unsaturated nodes in V−V(r) and all sinks in a given temporary
graph. Take Figure 4.4 for instance, saturated nodes 10, 11, 12, and 6 form a cut which separates
the set of unsaturated nodes 1, 2, 3, 4, and 5 from the two sinks. All possible forwarding paths
from these nodes to the two sinks, which only consist of nodes in V − V(r), must via the
saturated nodes 6, 10, 11, and 12. According to Theorem 4.3, nodes 1 2, 3, 5, 6, 10, 11 and 12
are NLMR nodes and other unsaturated nodes in V − V(r) are LLMR nodes.
4.4.2 The LMD scheme
The Pseudo-code of the LMD scheme is described in Figure 4.5. The LMD scheme multicasts a
one-hop control packet, Max-min Notice (MN) packet. LMD starts at time T0(r) when the last
DMCR is ﬁnished, and ends at time Tn(r), when next DMCR starts. The upper bound of the
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duration [T0(r), Tn(r)] is determined by the per-hop transmission delay and network diameter
(see the proof of Lemma A.10 in Appendix A.3), which can be simply estimated in practice.
Control Packets:
Maxmin Notice(MN)
Variables:
x.state : this value could be NLMR or LLMR, determine this value is the objective of
LMD.
Nx(r) = Nx ∩ (V − V(r)).
Dx(r) = {y|y ∈ Nx(r), fx,y > 0}: the set of x’s all downstream neighbours in set
Nx(r).
Ux(r) = {y|y ∈ Nx(r), fy,x > 0}: the set of x’s all upstream neighbours in set Nx(r).
SNx : the set of neighbours who have sent MN packets to x.
Function:
multicast(Ux(r)): multicast a MN packet to all nodes in the set Ux(r).
Self Check at T0(r)
1: x.state← LLMR;
2: SNx ← ∅;
3: if x is saturated then
4: x.state ← NLMR;
5: if Ux(r) = ∅ then
6: multicast (Ux(r));
7: end if
8: end if
Receive a MN packet from y ∈ Dx(r) before Tn(r)
1: if x is unsaturated then
2: x.state ← NLMR;
3: SNx ← SNx ∪ {y};
4: if(Dx(r) = SNx) ∧ (Ux(r) = ∅) then
5: multicast(Ux(r));
6: end if
7: end if
Figure 4.5: Pseudo-code of the LMD for a sensor node x ∈ V − V(r)
Every node x in V − V(r) can locally determine its state (saturated or not), based on the
common rate C(r) and its local ﬂow information computed by the last DMCR. At T0(r), every
node initiates as a LLMR node (line 1, in self check at T0(r)). It then checks whether it is
a saturated node or not (line 3) by simply calculating its local constraint (4.9). After self-
checking, every saturated sensor node x in V − V(r) sets its state as NLMR and multicasts
a one-hop MN packet to all its upstream neighbours in V − V(r) (lines 3-7). During the MN
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packet transmission phase, the MN packets generated by the saturated nodes in V − V(r) are
relayed through their upstream neighbours in V − V(r).
In the MN packet transmission phases (T0(r), Tn(r)), when an unsaturated node x receives a
MN packet from its downstream neighbour y (line 1), x knows it is a NLMR node and sets
its state as NLMR (line 2), then it records the ID of the sender of this packet (line 3). Then
x checks whether its every downstream neighbour in Dx(r) has sent it a MN packet and its
upstream neighbour set Ux(r) is non-empty (line 4). If yes, x multicasts a MN packet to all
node(s) in Ux(r) (line 5).
Take Figure 4.4 for example, nodes 6, 10, 11, and 12 know that they are saturated after self-
checking and send MN packets to their upstream neighbours 4 and 5 respectively. At Tn(r),
the unsaturated nodes 1, 2, 3, 4, and 5 have received MN packets but only nodes 3 and 5 have
been sent a MN packet respectively. The MN packet transmission procedure is: ﬁrstly 10 → 4
and {11, 12, 6} → 5, then 5 → {3, 4}, ﬁnally 3 → {1, 2}.
Consequently, every node in V−V(r) is able to determine its state (LLMR or NLMR) at Tn(r):
NLMR saturated nodes, and unsaturated nodes who have received MN packets.
LLMR unsaturated nodes who have not received any MN packet.
At Tn(r), all LLMR nodes and their neighbours will be part of the calculation of the next
DMCR. It is obvious that each NLMR node transmits at most one MN packet for entire
procedure of the LM∗ calculation. Theorem A.1 in Section 4.5 demonstrates the accuracy of
LMD scheme.
4.5 Performance Analysis
In this section, we highlight the main analytical results of our DMCR-LMD approach. The
complete analytical results with supporting lemmas and theorems are placed in Appendix A.
The main results are as follows.
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• DMCR converges arbitrarily close to the optimal solution of problem (4.4) (Lemma A.1).
The routes computed by any DMCR is loop-free, including the optimal routes with regards
to LM∗ (Lemma A.2).
• LMD lets each node in V − V(r) know that it is a NLMR node or LLMR node before
Tn(r) (Theorem A.1). LMD determines the LM rate for every node with at most 1 control
packet for the whole procedure of LM∗ calculation (Theorem A.2).
• The DMCR-LMD approach converges to the optimal LM rate allocation LM∗ and cor-
responding optimal routes (Theorem A.3).
4.6 Evaluation
4.6.1 Performance of the Whole System: A Case Study
In this subsection, we simulate the performance of our distributed approach in one prediction
interval by considering a randomly deployed SP-WSN with 18 solar powered sensor nodes and
two sinks, illustrated in Figure 4.6 (a). Every sensor node sends data to any of the two sinks.
The real outdoor solar energy data collected in [7] was used in our simulations. The data was
appropriately scaled to create a solar proﬁle for a solar panel (9 × 3.8 cm2) and assigned to
each sensor node with a random noise of ±5%.
We implement DMCR-LMD approach as a static-type protocol in the Network Protocol Com-
ponent which is on the top of LMP component described in Section 3.6. We set the duration of
a slot as 5 minutes4 and the length of a prediction interval as 96 slots (i.e. 8 hours). For each
sensor node x ∈ V , energy consumption threshold ECmaxx is provided by the LPM component
with randomly assigned initial battery level B1x = 500±50J and ﬁnal state constraint parameter
ϕ = 500± 50J respectively.
4we set δ=5 minutes according to the solar data granularity.
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Figure 4.6: The topology of a 20-node SP-WSN.
We set Et, Er, and Es as 3×10−7, 3×10−7, and 1.5×10−7 J/bit respectively5. In addition,
we also set the the duration [T0(r), Tn(r)]=10 seconds for each LMD and the regularisation
parameter ε=0.02 and step size lk=0.6/k for the k
th iteration step of the DMCR.
After each node calculates its maximum feasible energy consumption by LPM, LM∗ was com-
puted by two DMCR-LMD iterations. Figure 4.7 (a) shows the LM rate allocation LM∗
calculated by a centralised LP solver [66]. Figure 4.7 (b) and (c) show the convergence of the
two DMCR computations. It is clear that after several iterations, sensor nodes’ rates tend to be
equal and converge to the optimal maximal common rate (in kbps): C(0)=9.53, C(9.53)=16.92,
C(16.92)=24.45, and C(24.25)=25.51. Figure 4.7 (d) and (e) show the corresponding optimal
routes calculated by the two DMCRs, i.e. the two temporary graphs. The width of each edge in
the graph is proportional to the amount of allocated data rate. Speciﬁcally, Figure 4.7 demon-
strates the optimal routes with regards to LM∗. The saturated cuts of the ﬁrst temporary
graph are {3, 4, 7, 15, 16} and {8}; and the saturated cuts of the second temporary graph are
{6, 13, 11} and {9}.
In the whole two DMCR-LMR iterations, only 13 MN packets are transmitted (i.e. the commu-
5Et, Er were approximated by considering power consumption of MicaZ mote (MCU and CC2420 radio),
and maximum data transmission of CC2420. Es are approximated by power consumption of typical sensors,
TinyOS timer (e.g. several readings per millisecond), and ADC (10 bits).
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(f) battery exhausting slot number
Figure 4.7: Simulation results of a 20-node SP-WSN.
nication overhead of LMD is only about 0.72 packet per node) and the average communication
overhead of the two DMCRs is about 68.6 packets per node. Hence, the total overhead is
about 69 control packets per node plus some very simple calculations on each node, which
is acceptable in current real WSN deployments. In contrast, the centralised approach re-
quires every node to send highly reliable local information to a powerful device and then solve
1 + 18 + 1 + 6 + 1 + 2 + 1 + 1 = 31 LP problems for 4 MCR-MSR cycles (totally millions of
matrix calculations) and then the powerful device transmits the calculated LM rate to each
sensor node with high reliability. Obviously, our distributed approach has much more promising
potential for practical SP-WSN implementation.
The whole system converges within two DMCR-LMD cycles which is only half of the number
of centralised MCR-MSR cycles. The total convergence time is about 120 DMCR steps plus
2 × [T0(r), Tn(r)] = 20 seconds for LMD. If we set the length of a iteration step of DMCR as
one second (i.e each node does simple arithmetic calculations and sends a beacon per second),
then LM∗ can be calculated within about 140 seconds which is less than the duration of a
slot (5 minutes). Consequently, we can compute LM∗ either at the beginning of a prediction
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interval or in an additionally allocate slot before a prediction interval in practice, depending
on the duration of a slot.
The major complexity of centralised approach is the O(|V|2) MSR problems. Since we develop
the extremely lightweight LMD for LM rate determination problems, the key complexity source
of our distributed approach is DMCR (especially the ﬁrst one). Consequently, recently devel-
oped techniques such as the smooth Lagrangian [121] and the event-triggered approach [172]
can be adopted to signiﬁcantly reduce the communication overhead, as well as convergence
times of DMCR (and therefore the whole system).
Theoretically, our whole system should achieve energy neutral operation. However, since there
is no perfect solar power predictor in practice, we run simulations to study the impact of
prediction errors on the system performance. We set the predicted solar proﬁle of each node
be ±20% diﬀerent from its real solar power in every slot. Figure 4.7 (f) shows the number
of battery exhausting slot for our distributed LM rate allocation with LPM and Solar Power
Average (SPA). In the SPA simulation, each node x uses the average solar power over the
whole prediction interval as ECmaxx . It is obvious that without considering hardware details,
many nodes (especially the saturated nodes) run out of energy for many slots. With the
presentence of the prediction error, there are still 3 saturated nodes exhaust battery in a
slot even when LPM is adopted, which shows that solar power prediction error signiﬁcantly
aﬀect the ENO performance. To check whether we can avoid battery exhausting by adjusting
parameter settings, we also run two additional simulations with larger initial battery levels and
corresponding ϕ and shorter prediction interval length respectively. Both simulations achieve
ENO for multiple prediction intervals. In addition, dynamically adjusting nodes’ sensing rates
without losing optimality would also be an approach to prevent nt of energy, which will be our
future work.
4.6.2 Sub-optimality Study
This subsection compares our optimal distributed approaches with recent proposed sub-optimal
approach DLEX (compute LM∗ with a predeﬁned routing tree) and a heuristic approach DLEX-
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Figure 4.8: Simulations of LM rate allocation for original topology, predetermined Shortest
Path Tree (SPT) and Directed Acyclic Graph (DAG). (a) LM∗ for a SP-WSN with a single
sink. (b) Communication overheads of our approach over three topologies. (c) LM∗ for a
SP-WSN with 3 sinks.
DAG (compute LM∗ with predeﬁned multi-path routes) based on simulations.
Since both DLEX and DLEX-DAG are both designed only for the WSN with single sink, we
changed sink 1 in Figure 4.6 into an additional sensor node 18, while the topology and all other
parameters remain the same. We construct an arbitrary shortest path tree (SPT). Then a DAG
is generated as follows: for every sensor node x, if it has a neighbour y which is closer to the
sink than x, then x adds an outgoing link (x, y) with probability 0.5.
Figure 4.8 (a) shows that the optimal LM∗ achieve better fairness (i.e. lexicographically greater)
than LM∗ of both predetermined SPT and DAG. It is worth noting that LM∗-DAG is the
optimal LM rate allocation for a given DAG, which is at least as good as the heuristic approach
DLEX-DAG. Hence, even we provide the optimal routes with respect to LM∗ as the DAG,
DLEX-DAG cannot guarantee to compute LM∗.
Figure 4.8 (b) illustrate the communication overhead. It is clear that DMCR overhead for the
SPT and DAG is signiﬁcantly smaller the original topology. The main reasons are two-folds: (1)
the number of primary variables (fx,y, (x, y) ∈ L) of SPT and DAG is much smaller than that of
original topology; (2) shortest path tree and DAG provide a good initialisation to direct DMCR
convergent towards the sub-optimal. In terms of complexity, the overheads of our approach are
around 30 one-hop control packets per node and several simple calculations, but DLEX-DAG
requires a large number of (could be exponential in |V|) of Depth-First Searches and multi-hop
control packets.
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(a) 50-node topology
(b) 75-node topology
(c) 100-node topology
Figure 4.9: Simulation topology for a 50-node SP-WSN with 3 sinks, a 75-node SP-WSN with
4 sinks, and a 100-node SP-WSN with 5 sinks. All sinks are marked as red squares.
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(a) 50-node optimal routing (b) 75-node optimal routing (c) 100-node optimal routing
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Figure 4.10: Simulation results for a 50-node SP-WSN with 3 sinks, a 75-node SP-WSN with
4 sinks, and a 100-node SP-WSN with 5 sinks. All sinks are marked as red squares.
In fact, for any given SP-WSN topology, the optimal routes with regards to the optimal LM∗
is the optimal DAG among all possible DAGs (the number of all possible DAGs is exponential
in the number of all links). However, there is no existing scheme that can determine this
optimal DAG in arbitrary SP-WSN topology and heterogeneous nodes’ energy resource (e.g.
solar power and battery) without calculating LM∗. Consequently, any given DAG without
calculating LM∗ could almost never be the optimal. As an example, we also run a simple
simulation over a SP-WSN with 3 sinks, by changing node 17 in Figure 4.6 into sink 3, while
the topology and all other parameters remain the same. Figure 4.8 (c) shows the optimal LM∗
is still much fairer than LM∗ with an arbitrarily constructed shortest-path DAG (i.e. every
node sends data to the nearest sink with a arbitrary shortest multi-path routing).
4.6.3 Scalability Study
In this subsection, we study the scalability of our approach based on simulations. We created
three randomly deployed SP-WSNs with 50, 75, and 100 nodes, illustrated in Figure 4.9 (a),
(b), and (c) respectively. To investigate the adaptiveness of our approach for diﬀerent number
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of sinks, we randomly assign 3, 4, and 5 sinks to the three SP-WSNs respectively. Except
for the network topology, all parameter settings are the same as that in Subsection 4.6.1.
The calculated optimal LM rate allocation is shown in Figure 4.10 (d), and the corresponding
optimal routes are shown in Figure 4.10 (a), (b), and (c) respectively. There exist several
routing loops in the centralised approach for the 75-node and 100-node simulations, while all
routes computed by our distributed approach are loop-free.
Figure 4.10 (e) shows that our distributed DMCR-LMD approach can achieve up to 60% less
loops than the centralised MCR-MSR approach. As a result, the system convergence time
and overhead are signiﬁcantly reduced. From Figure 4.10 (f) we can see the communication
overhead of the LMD is always less than one MN packet per node, which is independent with the
SP-WSN scale and can be ignored. The main source of overhead is still from DMCR, which can
be signiﬁcantly improved by using advanced distributed optimisation techniques. Compared
with the dramatic complexity of centralised approach (e.g. To compute LM∗ in the 100-node
SP-WSN simulation, 124 LP problems need to be solved, and reliable multi-hop information
collection and dissemination are also required), our distributed DMCR-LMD approach is much
more eﬃcient.
4.7 Related Work
Max-min fairness has been considered in various wireless networking schemes [105,120,144,155,
164]. Approximated max-min fairness, using the aggregated α-fair utility function [90, 117],
has also been considered in many NUM-based schemes [39]. Most of these approaches are
distributed, however, none of them consider the multi-objective LM rate allocation.
The concepts of lexicographic ordering and max-min fairness are closely related. [140] presents
detailed discussion on max-min fairness, lexicographic ordering, and Pareto eﬃciency. As a
speciﬁc application of LM fairness, the LM rate allocation problem is studied in capacity-
constraint WSNs [37], lifetime-restricted WSNs [68], and ENO-restricted SP-WSNs [105]. All
of these approaches are based on iteratively solving the following two problems: (1) Computing
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the value of each LM rate level, and (2) Determining the set of sensor nodes in each level.
Speciﬁcally, [37,68,105] use a LP (i.e. MCR problem) for the ﬁrst problem at each LM rate level,
which results in a total complexity of O(N) LPs for a N -node WSN. For the second problem
at each LM rate level, [37, 105] require to solve O(N) LPs (i.e. MSR problem), while [68]
adopts the so-called ’parametric analysis’ technique. The total complexity of both MSR and
the parametric analysis technique at all LM rate levels are O(N2) LPs. Hence, the complexity
of all three approaches are O(N)+ O(N2) = O(N2) LPs 6. Since our LMD scheme achieves the
total O(1) complexity for the second problem at all LM rate levels, the equivalent complexity
of our DMCR-LMD approach is, at most, O(N) LPs.
4.8 Summary
This chapter studies a multi-objective optimisation problem, the Lexicographic Max-min (LM)
rate allocation for solar-powered WSNs with arbitrary topologies. We present a fully distributed
solution to the global LM rate allocation problem, based on iterating a dual-decomposition
based algorithm, DMCR; and a graph-theoretic scheme, LMD. To the best of our knowledge,
our DMCR-LMD approach is the ﬁrst fully distributed optimal solution to the LM rate al-
location problem. We formally prove the optimality, convergence, and eﬃciency of the whole
system. The proposed algorithms are also evaluated via extensive simulations using real solar
energy data and practical power parameter settings. The experimental results verify our theo-
retical analysis and demonstrate that our approach outperforms the state-of-the-art centralised
optimal and distributed heuristic solutions. In future work, the DMCR-LMD approach could
be extended to general application-deﬁned LM fair utilities.
Chapters 3 and 4 present practical and theoretical studies, respectively, for distributed algo-
rithms in WSNs powered by dynamic solar energy. Deterministic optimisation models are used
for SP-WSNs because future solar power can be predicted with high degree of accuracy (e.g. by
using the proposed WC-EWMA algorithm). In later chapters, we will establish stochastic mod-
6 [140] claims that the complexity of max-min programming is O(N) LPs, because the complexity of the
second problem are not explicitly considered.
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els for WSNs with dynamic channel quality and topology, where accurate prediction of future
network conditions is diﬃcult to achieve. Therefore, later chapters aim to develop distributed
optimisation algorithms without predicting any future network condition, based on stochastic
WSN models. Speciﬁcally, the next chapter will focus on time-varying channel quality.
Chapter 5
Distributed Cross-layer Optimisation
in Stochastic Cooperative WSNs
Dynamic wireless channel quality has signiﬁcant impacts on the performance of WSNs. Co-
operative communication is known to have great potential in increasing wireless link qual-
ity. Although there have been several studies on incorporating cooperative communications in
multi-hop WSNs and general wireless networks, most of them are either centralised or limited
to speciﬁc network topologies and cooperative relaying patterns. In this chapter, we propose
a distributed cross-layer framework for joint sensing rate (ﬂow) control, routing, scheduling,
and relay assignment in multi-hop cooperative WSNs with time-varying fading channels. Our
objective is to maximise the end-to-end network throughput by fully exploiting the poten-
tial capacity gains of cooperative communications and useful interactions among individual
layers. A stochastic mixed integer non-linear programming problem is formalised, and dis-
tributed solutions to the formalised problem are proposed. The convergence and optimality
of the global system are formally proven and the worst-case performance and complexity of
the greedy scheduling algorithm are explicitly derived. Simulation results verify our theoretical
analysis and reveal signiﬁcant performance gains of our framework in terms of throughput,
ﬂexibility, and scalability. In addition, three useful extensions are provided, including global
outage probability minimisation. To our knowledge, this is the ﬁrst work on distributed cross-
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layer optimisation for stochastic WSNs (and general multi-hop wireless networks) with general
ﬂow and cooperative relaying patterns.
N The set of nodes in the networks.
L The set of wireless links between each nodes.
G(N,L) The graph for the WSN.
Px The transmission power of node x.
Hx,y The power gain of wireless channel (x, y).
B The bandwidth of the wireless channels.
N0 Noise spectral density.
diss,y The Euclidean distance between node x and y.
α The path loss parameter.
SNRx,y The signal-to-interference ratio at the destination y from source x.
Gf (N ∪R, L ∪ L(R)) The hyper forwarding graph associated with G(N,L).
Gc(V,E) The hyper conﬂict graph associated with G(N,L).
REP(RS) The representative of a relay set RS.
REST(RS) The set of all nodes in a relay set RS excluding REP(RS).
ci,j(t) The capacity of hyper link (i, j) ∈ L ∪ L(R) at slot t.
Nx The neighbour table of a node x ∈ N , Nx ⊆ N .
N2x The 2-hop neighbour table of a node x ∈ N , Nx ⊆ N .
Ni The hyper neighbour table of a hyper node i ∈ N ∪R.
Π(c) The link capacity region for a given channel state c.
S The set of all sensor nodes.
D The set of all commodities.
rds(t) The sensing rate of sensor s for commodity d at slot t.
rmax The ﬁnite upper bounds of sensing rate.
fdi,j(t) Forwarding rate of commodity d data over hyper link (i, j) at slot t.
F (t) The set of scheduled links at slot t.
Us(r
d
s(t)) Utility function of sensor node x for commodity d at slot t.
λdi (t) Lagrangian multiplier of hyper node i for commodity d at slot t.
wdx,y(t) The routing weight of wireless link (x, y) for commodity d at slot t.
Gw() The undirected weighted hyper scheduling graph (WHSG) at slot t.
Sopt(Gw) The optimal scheduling for a given WHSG Gw().
Sgre(Gw) The greedy scheduling for a given WHSG Gw().
Cx,i,y Long term capacity of two-hop hyper path (x, i, y), x, y ∈ N, i ∈ R.
V The parameter to tradeoﬀ link costs/utilities and queue backlogs.
P outi,j The outage probability for a hyper link (i, j).
Gcf (R′, L′(R′)) Completed hyper forwarding graph.
Lphy The set of all possible SISO and virtual SIMO/MISO links.
qdi (t) The queue backlog of hyper node i for commodity d at slot t.
Table 5.1: Summary of symbols used in Chapter 5.
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SISO Single-Input Single-Output
SIMO Single-Input Multiple-Output
MISO Multiple-Input Single-Output
SNR Signal-to-Noise
HFG Hyper Forwarding Graph
HCG Hyper Conﬂict Graph
LQF Longest-Queue-First
SA Scheduling Apply
SR Scheduling Reply
CA Cooperative Apply
CR Cooperative Reply
CC Cooperative Conﬁrm
2-HHRP 2-Hop Hyper Routing Policy
C-HFG Completed Hyper Forwarding Graph
Table 5.2: Summary of abbreviations used in Chapter 5.
5.1 Introduction
Cooperative communication schemes [64,91,104,131,154] are well-recognised as an eﬀective way
of exploiting spatial diversity to signiﬁcantly improve the quality (e.g. capacity and reliability)
of wireless links at the physical layer. The key idea is that multiple wireless single-antenna
devices cooperatively share their antenna resources and aid each other’s wireless transmission
by forming virtual and distributed antenna arrays. During the last decade, such schemes have
been extensively studied at the physical layer in two-hop wireless networks.
There is currently an increasing interest in the incorporation of cooperative communication
schemes in WSNs [60, 76, 78, 132, 161, 167], and general multi-hop wireless networks [18, 33,
157, 183, 193] to improve end-to-end network performance such as throughput [183], energy
consumption [111], and reliability [18]. However, these proposed schemes are often centralised or
restrictive. Most of them focus on speciﬁc network topologies (e.g. two-hop networks [76,183]),
traﬃc patterns (e.g. single source-destination pairs [33]), network problems (e.g. routing
[111,161]), or cooperative relaying schemes (e.g. single relay [157]).
In this chapter, we propose a distributed cross-layer optimisation framework for joint sensing
rate control, routing, scheduling, and relay assignment in multi-hop cooperative WSNs (also
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general wireless networks) with general network topologies, cooperative relaying patterns, and
traﬃc patterns, by combining the NUM technique with novel graph-theoretic approaches. Our
overarching goal is to design lightweight and eﬃcient distributed algorithms for maximising
network utility (e.g. throughput and fairness) by exploiting the broadcast advantages of wireless
transmissions, the potential capacity gains of cooperative transmissions, and useful interactions
among diﬀerent layers.
The proposed framework considers time-varying Rayleigh-fading channels, and the following
three one-hop wireless transmission schemes [111]: direct transmission over single-input single-
output (SISO) links, broadcast over virtual single-input multiple-output (SIMO) links, and
cooperative beamforming (e.g. [132]) over virtual multiple-input single-output (MISO) links.
We assume that time division multiple access (TDMA) is adopted at the link layer. Speciﬁ-
cally, the node exclusive model (e.g. [26,35]) is used to model interference among hybrid direct,
broadcast, and beamforming links. The following four key issues are addressed in our frame-
work.
• Cooperative Scheduling and Relaying. At the link layer, how to schedule the hybrid
direct, broadcast and beamforming links for concurrent contention-free transmissions.
This scheduling problem also determines cooperative relay assignment: the scheduling of
a virtual SIMO or MISO link implies that a set of nodes incident to the scheduled link
are assigned as cooperative relays.
• Cooperative Routing. At the network layer, how to compute optimal end-to-end
cooperative routing policies (single path or multipath), which consist of sequences of
hybrid one-hop direct, broadcast, and beamforming links.
• Sensing Rate Control. At the transport layer, how to allocate sensing rates to achieve
network utility optimisation and system stability.
• Complexity Reduction. The optimal cooperative routing problem [98, 111] and the
optimal scheduling problem (even for wireless networks with pure direct links) [185] have
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been proven to be NP-hard in general. Consequently, the tradeoﬀ between complexity
and optimality is one of the key issues considered in our framework.
5.1.1 Our Contributions
The major contributions of this Chapter are summarised as follows:
• We deﬁne two speciﬁc graphs, the Hyper Forwarding Graph (HFG) and the Hyper Conﬂict
Graph (HCG), to respectively represent general end-to-end cooperative routing policies
and interference relations among hybrid direct, broadcast, and beamforming links under
the node-exclusive interference model. Based on HFG and HCG, we formulate a stochastic
mixed-integer non-linear programming problem for joint sensing rate control, routing,
scheduling, and cooperative relay assignment in multi-hop wireless cooperative networks,
characterised by the Rayleigh-fading channel model.
• A distributed global optimal algorithm is developed to solve the formulated optimisation
problem using Lagrangian duality theory and novel graph-theoretic approaches. The
proposed algorithms automatically adjust sensing rates, and select forwarding links and
cooperative relays based on the time-varying channel state.
• As the optimal solution to the cooperative scheduling problem has high computational
complexity, we propose a lightweight greedy algorithm to solve the cooperative scheduling
problem in a fully distributed way. In addition, the number of all possible cooperative
relays could be of the exponential order of the total number of nodes in the network, but
most of them are not useful for forwarding data. To further reduce the system complexity,
we develop an eﬀective scheme to delete such useless relays.
• We provide formal proofs for the optimality and convergence of the global distributed sys-
tem, and derive the worst-case performance and overhead bounds of the greedy scheduling
algorithm. Simulation results demonstrate that 80.2% network throughput improvement
can be achieved by incorporating cooperative communications, and the performance of
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the distributed greedy scheme with much less convergence time is close to (more than
88%) the optimal.
• We also provide three useful extensions: global outage probability minimisation, all possi-
ble cooperative routing policies, and Lyapunov queueing systems, thereby demonstrating
the ﬂexibility of our framework.
5.1.2 Related Work
Recently, there have been active research eﬀorts in applying cooperative communication in
WSNs [60,76,78,132,161,167] and general multi-hop wireless networks [18,33,77,156,157,183,
193]. For distributed approaches, the cross-layer schemes proposed in [77, 89] are heuristic
and cannot provide any performance guarantee. [111] presents distributed minimum energy
routing algorithms for general cooperative relaying patterns and network topologies based on
dynamic programming. However, this approach considers the delivery of individual messages
rather than end-to-end ﬂows. [18] presents a distributed routing scheme to minimise end-to-end
outage probability based on the Bellman-Ford algorithm. It is, however, limited to the linear
network topology and single source-destination pair.
To date, research results on optimal ﬂow routing and control for multi-hop WSNs and general
wireless networks remain very limited. [33] presents a centralised approach to maximise the
rate of a single end-to-end ﬂow. [157] aims to maximise the rates and fairness (max-min) of
multiple competing ﬂows. However, it is centralised and deterministic, and only considers the
three-node model for cooperative relaying.
Network Utility Maximisation (NUM) techniques such as Lagrange decomposition [39] and
Lyapunov drift-plus-penalty [122, 186] have been shown to be powerful tools for cross-layer
optimisation problems in wireless networks with pure direct links. However, there exists very
little research using network optimisation techniques in multi-hop wireless cooperative net-
works [94,183]. In [183], a centralised approach is proposed to extend backpressure algorithms
to two-hop wireless networks with general cooperative communication patterns. In contrast
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to [183], we focus on a fully distributed approach and arbitrary network topologies. [94] for-
malises a deterministic convex optimisation problem for joint congestion control and power
control. However, it does not consider the wireless interference and focuses on restrictive coop-
erative relaying (i.e. single relay) and traﬃc patterns (i.e. signal commodity). By taking inter-
ference, time-varying channel capacity, and general cooperative relaying pattern into account,
the stochastic optimisation problem in our framework is much more realistic and challenging
than that in [94].
Compared with the above related work, our cross-layer framework considers not only the dis-
tributed and stochastic nature of multi-hop WSNs, but also general network topology, traﬃc
ﬂow pattern, and cooperative relaying pattern. To the best of our knowledge, this is the ﬁrst
work that takes all above issues into account for cooperative WSNs and general multi-hop
wireless networks.
5.1.3 Outline
The remainder of this chapter is organised as follows. Section 5.2 presents the system models
and problem formalisation. Section 5.3 proposes the distributed algorithms of our framework
and corresponding theoretical analysis. Three useful extensions are provided in Section 5.4.
Section 5.5 presents extensive simulations. Finally, we conclude this chapter in Section 5.6. All
proofs of theorems in this chapter and related lemmas are placed in Appendix B.
5.2 System Model
5.2.1 Channel Model
We consider a set of statically-deployed sensor nodes and sinks that can intercommunicate
through wireless links. Each node is equipped with a single omnidirectional antenna. For a
wireless transmission, the signal-to-noise ratio (SNR) at the destination y from source x can
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be modeled as
SNRx,y = PxHx,y/BN0 (5.1)
where Px is the transmission power of x, B is the channel bandwidth, N0 is the noise spectral
density, and Hx,y is the power gain. We assume that the transmission power is ﬁxed but not
necessarily identical for diﬀerent nodes. Considering both path loss and Rayleigh fading, Hx,y
is exponentially distributed with mean Hx,y = dis
−α
x,y , where disx,y is the Euclidean distance
between nodes x and y, and α is the path loss exponent. Time is slotted, and Hx,y is assumed
to be independently and identically distributed (i.i.d.) over the time slot. We further assume
that power gain is independent across the links.
The WSN can be described as a directed graph G(N,L), where N is the set of all nodes and
L is the set of all direct transmission links (i.e. SISO links). A link (x, y) ∈ L is considered to
exist if the long-term mean SNRx,y is larger than a predeﬁned small threshold; all other weak
links are ignored. Every link (x, y) ∈ L can communicate using direct transmissions. The link
capacity of (x, y) is
cx,y = B log2(1 + SNRx,y) (5.2)
It is worth noting that the actual transmission data rate should be smaller than the link capacity.
To focus on the systematic cross-layer approach, we do not consider speciﬁc physical-layer
details (e.g. modulation and coding), and we assume that (5.2) is the maximum transmission
data rate that can be achieved without a decoding error 1. However, the essence of our cross-
layer approach is nonetheless preserved.
Let Nx = {y|(x, y) ∈ L} be the set of all one-hop neighbours of a node x. Besides direct
transmission, our model also considers the following two kinds of one-hop transmission schemes:
Broadcast. A node x can broadcast a message to a set of nodes RS ⊆ Nx, |RS| ≥ 2. In order
to ensure that all nodes in RS can correctly receive the message, the link quality of a broadcast
transmission is constrained by the minimum SNRx,z, z ∈ RS. Therefore, the capacity of the
virtual SIMO link (x, RS) can be deﬁned as:
1We can also deﬁne the − outage capacity such as in [158] to model the capacity-outage tradeoﬀ.
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cx,RS = B log2(1 + min
z∈RS
SNRx,z) (5.3)
Cooperative Beamforming. If a set of nodes RS ⊆ Ny, |RS| ≥ 2, have duplicate copies of a
message to be forwarded to y, they can phase-align and scale their transmission signals so that
the message can be received coherently by y. The destination node receives multiple copies
of the same information transmitted through diﬀerent wireless channels and the equivalent
capacity for virtual MISO link (RS, y) is derived as
cRS,y = B log2(1 +
∑
z∈RS
SNRz,y) (5.4)
More theoretical details and practical implementations of this physical-layer technique can be
found in [132] and [142,143] respectively.
We call a set of nodes receiving the same broadcasting messages or sending messages through
beamforming as a relay set.
5.2.2 Topology Model and Hyper Forwarding Graph
To represent end-to-end cooperative routing policies and all possible relay sets, we deﬁne a
Hyper Forwarding Graph (HFG) as follows.
Deﬁnition 5.1. A given WSN G(N,L) has a corresponding Hyper Forwarding Graph Gf (N ∪
R, L ∪ L(R)), where R is the set of relay sets and L(R) is the set of virtual SIMO and MISO
links:
R = {RS|x, y ∈ N, RS ⊆ Nx ∩Ny, |RS| ≥ 2)}
L(R) =
⋃
x∈N,RS⊆Nx∩R
((x,RS) ∪ (RS, x))
Figure 5.1 (a) shows an example of G(N,L). Since node pairs (1, 5) and (2, 4) share three
neighbours {2, 3, 4} and {1, 3, 5} respectively, the corresponding HFG shown in Figure 5.1(b)
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Figure 5.1: An example of HFG and HCG. The 8 relay sets are: a={1, 3}, b={1, 5}, c={5, 3},
d={1, 3, 5}, e={2, 3}, f={2, 4}, g={3, 4}, h={2, 3, 4}.
consists of 8 relay sets, as well as 16 virtual SIMO and 16 MISO links, where SISO links are rep-
resented as black solid lines and virtual SIMO/MISO links are represented as red dashed lines.
Note that although Figure 5.1 (a) and (b) are illustrated as undirected graphs for readability,
all the links are bidirectional.
For notational brevity, our framework is mainly discussed based on HFG, which can represent
a very large class of end-to-end cooperative routing polices. In Figure 5.1, for instance, routing
policy 1 → {2, 3} → 5 means that node 1 ﬁrst broadcasts data to nodes 2 and 3, then they
send data to node 5 by using beamforming. The generalised version of our framework that
considers all possible cooperative routing polices is provided in Section 5.4.
For readability, we use the terms a hyper node and a hyper link to refer to a vertex and an edge in
a HFG respectively. In a given HFG, a hyper node i ∈ N∪R can either be a node or a relay set.
For a hyper node i ∈ N∪R, we deﬁne a hyper neighbour table Ni = {j|(i, j), (i, j) ∈ L∪L(R)}.
For a hyper node i, if it is a relay set (i.e. i ∈ R), then each of its hyper neighbour j ∈ Ni
must be a node; otherwise, j can be either a node or a relay set. In the rest of this chapter,
unless speciﬁcally mentioned, we will use the notations (i, j) and (x, y) to refer to a hyper link
and a direct link respectively.
5.2.3 Hyper Conﬂict Graph and Link Rate Region
We assume that time division multiple access (TDMA) is used at the link layer. Speciﬁcally, the
commonly-used node exclusive model (e.g. [26,35]) is adopted to model the wireless interference,
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under which no node can transmit or receive simultaneously (in the same slot). This captures
the half-duplex nature of the majority of current wireless transceiver hardware. To reﬂect
contention relations among hybrid SISO, virtual SIMO, and virtual MISO links, we deﬁne the
hyper conﬂict graph (HCG) as follows:
Deﬁnition 5.2. A given HFG has a corresponding HCG Gc(V,E), where every vertex in V
represents a hyper link in the HFG (hence V = L ∪ L(R)). An edge in E means that the two
corresponding transmission links in the corresponding HFG cannot be both active at the same
time. If two hyper links (i, j), (i′, j′) ∈ L ∩ L(R) are in the following three cases, then the edge
((i, j), (i′, j′)) ∈ E.
Case 1. Both of them are SISO links: the two sets of nodes {i, j} and {i′, j′} satisfy
{i, j} ∩ {i′, j′} = ∅.
Case 2. One hyper link is a virtual SIMO or MISO link and the other is a SISO link:
assume i is the relay set, then (i ∪ {j}) ∩ {i′, j′} = ∅.
Case 3. Both of them are virtual SIMO or MISO links: assume i and i′ are the two
relay sets, then (i ∪ {j}) ∩ (i′ ∪ {j′}) = ∅.
For instance, Figure 5.1 (c) shows the complement of the HCG with regards to the HFG in
Figure 5.1 (b). From the above HFG and HCG examples, we can clearly see that both the
routing topology and interference relations of multi-hop wireless cooperative WSNs are much
more complex than that of the original WSN with pure SISO links.
A given set of hyper links in a HFG can transmit simultaneously only if it is an independent
set2 of the corresponding HCG. Deﬁne channel capacity vector c ∈ R|L∪L(R)|+ , where each entry
cl is the random capacity of a hyper link l deﬁned by (5.2)-(5.4). For a given c, we deﬁne
the |L∪L(R)|-dimensional contention-free rate vector sk(c) for HCG’s kth independent set Ik,
2An independent set is a set of vertices in a graph, no two of which are adjacent.
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where the l’s entry in sk(c) is
skl (c) =
⎧⎪⎨⎪⎩ cl, if l ∈ I
k
0, otherwise
Then the link rate region for a given network state c is deﬁned as a convex hull of all possible
sk(c) :
Π(c) = {s(c)|s(c) =
∑
k
aksk(c), ak ≥ 0,
∑
k
ak = 1}
Hence, for a given c, no |L∪L(R)|–dimensional vector outside Π(c) is feasible for any scheduling
policy.
5.2.4 Multi-commodity Sensor Data Traﬃc
For data collection applications in multi-purpose WSNs, diﬀerent types of sensors may be
deployed. A speciﬁc type of sensing data traﬃc is required to be transferred to a corresponding
sink, rather than other sinks. The multi-commodity traﬃc model is used to model the multiple
coexisting sensing data traﬃc. Let D ⊂ N be the set of all commodities (sinks)3 and S ⊂ N
be the set of all sensor nodes. Let rds(t), s = d be the data sensing rate of sensor node s for
commodity d ∈ D at slot t. Deﬁne the sensing rate vector r(t) ∈ R|S|×|D|+ , where each entry is
rds(t).
Let fdi,j(t) be the data forwarding rate over hyper link (i, j) ∈ L ∪ L(R) for commodity d
at slot t. We deﬁne fi,j(t) =
∑
d∈D f
d
i,j(t). Due to the link capacity constraint, fi,j(t) ≤
ci,j(t), ∀t ≥ 0. We deﬁne the |L ∪ L(R)|–dimensional forwarding rate vector f(t), where each
entry is fi,j(t). According to the link rate region constraint, f(t) ∈ Π(c(t)). Finally, we deﬁne
r = limt→∞ 1/t
∑
t r(t) and f = limt→∞ 1/t
∑
t f(t).
3For notational brevity, we assume that each commodity only has one sink. Our framework can be straight-
forward to extend to the context of multi-destination commodities.
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5.2.5 Problem Formalisation
Based on the HFG structure and the link rate region constraint, the joint sensing rate control,
cooperative routing and scheduling problem is formalised as follows:
max
r, f
∑
s∈S,d∈D
Uds (r
d
s(t)) (5.5)
subject to rdi +
∑
j∈Ni
fdj,i ≤
∑
j∈Ni
fdi,j, ∀i ∈ N ∪R, i = d (5.6)
f(t) ∈ Π(c(t)), ∀t ≥ 0 (5.7)
where the transport-layer utility function Uds (r
d
s(t)) for sensor node s can be any diﬀerentiable,
increasing, and strictly concave function such as the logarithmic function for the proportional
fairness [83]. The objective (5.5) is to maximise the long-term average of the aggregate utilities,
which results in a high throughput and fair ﬂow rate allocation.
Constraint (5.6) states the ﬂow conservation law at the network layer, i.e. for commodity d at
a hyper node i, the sum of long-term average forwarding rates allocated to all i’s outgoing links
must be not less than that of its all incoming links plus its source rate (note that rdi = 0, ∀i /∈ S).
In addition, this constraint also implies that ﬂow splitting and multipath routing are normally
used to achieve the maximal utility (5.5).
Since neither speciﬁc relay sets nor end-to-end routes are assigned in advance, fdi,j, (i, j) ∈
L ∪ L(R), d ∈ D represents the long-term optimal average cooperative relay set assignments
and end-to-end multi-hop routing policies, from the global point of view. Constraint (5.7)
considers both physical-layer capacity and link-layer interference constraints, which ensures
that f(t) should be in the link rate region for every slot t.
Because the channel power gain Hx,y, x, y ∈ N is a i.i.d. random variable over time slot t,
the channel capacity vector c(t) is also a i.i.d. random variable over time slot t, according to
equations (5.2)-(5.4). Due to the stochastic and discrete nature of link rate region Π(c(t)),
problem (5.5)-(5.7) is in the form of stochastic mixed integer programming, which is generally
very diﬃcult to solve.
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5.3 Algorithms for Joint Sensing Rate Control, Cooper-
ative Routing, and Scheduling
This section presents distributed solutions to problem (5.5). The architecture of the proposed
distributed cross-layer framework is shown in Figure 5.2. In the initialisation phase, nodes
establish the HFG and corresponding data structures based on the original G(N,L) in a fully
distributed manner (Subsection 5.3.1). For every time slot t, each node obtains the Channel
State Information (CSI) and computes the capacities of its corresponding links according to
(5.2)–(5.4). Then each node operates a distributed global algorithm (Subsection 5.3.2) to
allocate sensing rates r(t) and hyper link forwarding rates f(t) based on a congestion price
and cooperative scheduling (Subsection 5.3.3). Here, the congestion price is the Lagrangian
multiplier associated with constraint (5.6), and this is proportional to the data queue backlog
for a commodity at a node (e.g. [122]). In addition, a complexity reduction scheme is developed
in Subsection 5.3.4 to delete useless cooperative relays and virtual SIMO/MISO links. We
assume that all control messages used in our distributed algorithms are error-free.
∏
 
Figure 5.2: Architecture of the cross-layer framework.
5.3.1 Initialisation–Distributed HFG Establishment
After the deployment of the WSN G(N,L), every node x ∈ N can obtain its neighbour table
Nx. Then, node x can establish its two-hop neighbour table which contains the set of nodes
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N2x =
⋃
y∈Nx(Ny∪{y})−{x}, by broadcasting a one-hop beacon that contains Nx. To construct
HFG in a fully distributed manner, we develop an algorithm shown in Figure 5.3.
Relay sets are generated by a local function gen(x,Ny ∩ Nz) (line 3, part A). For a given set
of nodes R and a node x ∈ R, gen(x,R) returns the set of R’s all subsets containing x. For
instance, if R is a set of three nodes {1, 2, 3}, then gen(1, R) returns the set of 3 relay sets:
{1, 2}, {1, 3}, and {1, 2, 3}.
Variables:
N2x =
⋃
y∈Nx(Ny ∪ {y})− {x}
x.ID: an integer represents x’s unique identiﬁcation number.
x.R: the set of all relay sets containing x.
Functions:
gen(x,R) = {RS|(x ∈ RS) ∧ (RS ⊆ R) ∧ (|RS| ≥ 2)}
A−Relay Set Construction and Representative Selection
1: x.R ← ∅;
2: for all y, z ∈ N2x do
3: for all RS ∈ gen(x,Ny ∩Nz) do
4: if RS ∈ x.R then //RS already exists, update NRS
5: NRS ← NRS
⋃{y, z};
6: else //construct RS and NRS
7: x.R ← x.R∪ {RS}; NRS ← {y, z};
8: if ∀m ∈ RS − {x} s.t. x.ID > m.ID then
9: REP(RS) ← x;
B−Neighbourhood Notiﬁcation for Relay Sets
1: for all RS ∈ x.R do
2: if x = REP(RS) then
3: inform RS to all nodes in NRS ;
C−Received Notiﬁcation from REP(RS)
1: Nx ← Nx ∪ {RS};
Figure 5.3: The pseudocode of distributed HFG establishment for every node x ∈ N .
Every node x stores x.R, the set of all relay sets containing x. For every relay set RS, the node
with the maximal ID in RS is selected as the unique representative of RS, denoted as REP(RS).
The set of all other nodes in RS is denoted as REST(RS), i.e. REST(RS) = RS−{REP(RS)}.
In addition, hyper neighbour tables Ni are also established for all hyper node i ∈ N ∪R. Above
local topology information established by the algorithm is acquired to facilitate the distributed
solutions for the problem (5.5). In the later sections, we will see that REP(RS) is on behalf
of RS to participate the distributed operations, and all other nodes in REST(RS) may be
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requested by REP(RS) for some information about RS.
5.3.2 The Global Distributed Cross-layer Algorithm
Before solving the stochastic problem (5.5), we ﬁrst consider a deterministic reference system
in which the link capacity is constant over time. We relax constraint (5.6) by introducing
a Lagrangian multiplier λ ∈ R|N∪R|×|D| for each hyper node and commodity. The resulting
partial Lagrangian is obtained as
L(r, f,λ) =
∑
s∈S, d∈D
(Uds (r
d
s)− λdsrds) +
∑
i∈N∪R
∑
j∈Ni
∑
d∈D
fdi,j(λ
d
i − λdj ) (5.8)
where λdi is the congestion price for commodity d in hyper node i. Then the corresponding dual
problem is
min
λ0
D(λ) = max
r,f
{L(r, f,λ)} (5.9)
where the operator  represents the sign of entry-wise greater than or equal to. The dual
problem can be hierarchically decomposed into the following two sub-problems:
sub-1 : min
λ0
D1(λ) = max
r0
∑
s∈S, d∈D
(Uds (r
d
s)− λdsrds) (5.10)
sub-2 : min
λ0
D2(λ) = max
f∈Π
∑
i∈N∪R
∑
j∈Ni
∑
d∈D
wdi,jf
d
i,j (5.11)
where wdi,j = λ
d
i − λdj and Π is the corresponding static link rate region. The two sub-problems
(5.10) and (5.11) are connected through congestion price λ. The ﬁrst sub-problem (5.10) is the
sensing rate control problem at the transport layer. For the second sub-problem (5.11), since
(i, j) can be either a SISO, virtual SIMO, or virtual MISO link, the determination of fdi,j can be
interpreted as a hybrid cooperative routing, relay assignment, and scheduling problem, ranging
from physical layer to network layer. As can be seen, the global problem decomposes into a
number of local optimisation problems for every source node (the ﬁrst sub-problem) and for
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every hyper link (the second sub-problem), and these sub-problems interact though congestion
prices.
Since the objective function of ﬁrst sub-problem is strictly concave, it admits a unique maximiser
as for a given λds:
(rds)
∗ = (((Uds (λ
d
s))
′)−1 (5.12)
where (((Uds (λ
d
s))
′)−1 represents the inverse function of the ﬁrst derivative of utility function.
For every hyper link (i, j) ∈ L∪L(R), we deﬁne the optimal commodity d∗i,j = argmaxd∈D wdi,j
and corresponding congestion price diﬀerential w∗i,j = maxd∈D w
d
i,j. We assign f
d
i,j = fi,j, if
d = d∗i,j; f
d
i,j = 0, otherwise. Then, for a given λ, we have the set of optimal scheduled links F
as
F = {fi,j|fi,j ∈ argmax
f∈Π
∑
(i,j)∈L∪L(R)
w∗i,jfi,j} (5.13)
which is the maximiser of the second sub-problem (5.11). We will present the solution to the
second sub-problem (5.11) in Subsection 5.3.3. In this Subsection, we suppose that F can be
obtained.
Due to the convexity and non-diﬀerentiability of dual problem (5.9), it can be solved by using
the sub-gradient algorithm. The algorithm starts from the 0th step with initialised λ(0). At
the kth step, the vector g(λ(k)) ∈ R|N∪R|×|D| is deﬁned as a subgradient of dual function D(λ)
at point λ(k), where each entry is
gdi (λ
d
i (k)) =
∑
j∈Ni
fdi,j(k)−
∑
j∈Ni
fdj,i − rdi (k), i = d (5.14)
Therefore, the the congestion price is updated as
λdi (k + 1) = |λdi (k)− γgdi (λdi (k))|+, i = d (5.15)
where γ > 0 is a constant step size, and |a|+ = a, if a > 0; |a|+ = 0, otherwise. If i = d, then
λdi (k) = 0 for all k ≥ 0.
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Motivated by the above deterministic reference system, we develop an algorithm shown in
Figure 5.4: the global cross-layer algorithm for the original stochastic problem (5.5), in which
channel capacity ci,j(t) varies over slot t due to fading.
Input: Constant step size γ, and λdi (0), ∀i ∈ N ∪R, d ∈ D.
Output: Optimal rds (t), f
d
x,y(t), and f
d
z,RS(t), f
d
RS,z(t), ∀t > 0, x ∈ N, y ∈ Nx, RS ∈ R, z ∈ NRS .
A−A node x at time slot t.
01: if x ∈ S then //ﬂow control
02: for all d ∈ D do
03: rdx(t) ← min(rmax, ((Udx (λdx(t))′)−1);
04: F (t)←transmission scheduler (λ(t)); //scheduling
05: for all i ∈ Nx, d ∈ D do //routing for SISO/SIMO links
06: if(fx,i(t) ∈ F (t)) ∧ (d = d∗i,j) then
07: fdx,i(t) ← wdx,i(t)cx,i(t); //forwarding data for d
08: else
09: fdx,i(t) ← 0;
10: for all d ∈ D, d = x do //update λdx
11: λdx(t+ 1) ← |λdx(t)− γgdx(t)|+
B−A relay set RS at time slot t.
//REP(RS ) is on behalf of RS to participate the operations.
1:F (t)←transmission scheduler (λ(t)); //scheduling
2: for all z ∈ NRS , d ∈ D do // routing for virtual MISO links
3: if (fRS,z(t) ∈ F (t)) ∧ (d = d∗i,j) then
4: fdRS,z(t) ← wdRS,z(t)cRS,z(t); //forwarding data for d
5: else
6: fdRS,z(t) ← 0;
7 :for all d ∈ D do // update λdRS
8: λdRS(t+ 1) = |λdRS(t)− γgdRS(t)|+
Figure 5.4: The pseudocode of the global distributed algorithm for joint ﬂow control, coopera-
tive routing and scheduling. The operations of a node x ∈ N and a relay set RS ∈ R.
In Figure 5.4, all variables in slot t are corresponding to the kth step of subgradient algorithm in
the deterministic reference system. We assign an upper bound rmax of the ﬂow rate maximiser
(line 1, part A) to ensure the convergence of the global algorithm (Theorems 5.1 and 5.2 below).
rmax can be set to be suﬃciently large to guarantee the optimality of the global algorithm. F (t)
is the output of the cooperative scheduler at slot t, which will be discussed in next subsection
in details. It is obvious that this algorithm represents joint sensing rate control, scheduling,
and routing (i.e. next hop selection and data forwarding) processes for every slot t > 0. It also
implies the relay set assignment: if a virtual SIMO link (x,RS) or a virtual MISO link (RS, x)
is scheduled, then relay set RS is assigned in a slot t.
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Suppose F (t) can be obtained in every slot t > 0, then we can show the convergence of the
distributed cross-layer algorithm by Theorems 5.1 and 5.2 as follows.
Theorem 5.1. The expected average congestion price E[λ(t)] converges statistically to the
optimal congestion price λ∗ as t → ∞ and γ → 0, where λ(t) = 1/t∑t λ(t).
Theorem 5.2. The dual function D(E[λ(t)]) statistically converges to the optimal D(λ∗), as
t → ∞ and γ → 0, where D(λ) = 1/t∑tD(λ).
The proofs of these two theorems can be found in Appendix B.1. Since the utility function
Uds (r
d
x) is strictly concave, strong duality holds. Hence, the duality gap is zero. Therefore,
Theorems 5.1 and 5.2 imply that the primary variables rds(t) and f
d
i,j(t) converge statistically
to the optimal.
5.3.3 Scheduling for Hybrid Direct, Broadcast and Beamforming
Links
This subsection focuses on the scheduling problem (5.11). At time slot t, deﬁne an undirected
link (i, j) with weight wsi,j = max{w∗i,j(t)ci,j(t), w∗j,i(t)cj,i(t)}, for each corresponding pair of
directed hyper links (i, j) and (j, i) on HFG. Then, the network state can be represented as an
undirected weighted hyper scheduling graph (WHSG) Gw(N ∪ R, Lu ∪ Lu(R), W (t)), where
Lu ∪Lu(R) is the set of all weighted undirected links. The optimal scheduling problem can be
formalised as the following integer programming problem,
max
∑
x,y∈N
βx,yw
s
x,y +
∑
x∈N,RS∈R
βx,RSw
s
x,RS (5.16)
subject to
βx,y = βy,x, βx,y ∈ {0, 1} (5.17)
βx,RS = βRS,x, βx,RS ∈ {0, 1} (5.18)∑
y∈Nx
βx,y +
∑
RS∈Nx
βx,RS ≤ 1 ∀x ∈ N (5.19)
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∑
x∈NRS
βx,RS +
∑
x∈Ny ,y∈RS
βx,y ≤ 1 ∀RS ∈ R (5.20)
The objective (5.16) is to compute the maximum aggregate weights of all scheduled links.
Constraints (5.17) and (5.18) state that the binary variable βi,j represents the activity of each
undirected link (i, j) ∈ Lu ∪ Lu(R). Constraints (5.19) and (5.20) ensure that the active links
must be contention-free from the aspects of nodes and relay sets respectively, under the node-
exclusive model. Denote the optimal solution to problem (5.16), the set of scheduled links with
maximum aggregate total weight, as Sopt(Gw).
1: Sgre(Gw) ← ∅ ; Lrem ← Lu ∪ Lu(R);
2: while Lrem = ∅ do
3: pick locally heaviest link (i, j) ∈ Lrem;
4: Sgre(Gw) ← Sgre(Gw) ∪ {(i, j)};
5: if (i, j) ∈ L then /* both i and j are nodes */
6: remove (i, j) and links incident to (i, j) from Lrem;
7: if (i, j) ∈ L(R) then /* i or j is a relay set*/
8: remove (i, j), all links incident to (i, j), and all links incident to all elements
8: of the relay set from Lrem;
Figure 5.5: Pseudocode of the centralised cooperative greedy scheduling scheme.
Since integer programming is NP-hard in general, it is prohibitive to compute the optimal
solution of (5.16) at every slot t. To reduce complexity, we propose a centralised greedy solution
shown in Figure 5.5, inspired by the Longest-Queue-First (LQF) greedy scheduling schemes used
in wireless networks with pure SISO links (e.g. [80]). The output of this algorithm is denoted
as Sgre(Gw). To compute Sgre(Gw) in a fully distributed way, we develop a distributed greedy
algorithm summarised in Figures 5.6 and 5.7.
In the distributed greedy scheduling algorithm, a node or a relay set that is not involved in
any scheduled hyper link is termed as free. After initialization in part A, every node x ∈ N
executes and repeats the while loop of part B and processes the triggered events (parts C−E),
until the text condition of the while loop occurs, i.e. x itself or a relay set containing x is
scheduled (x.scheduled state=true), or x has no free neighbour (x.FN = ∅).
The distributed greedy scheduling algorithm has two levels of operations. The upper level is
the greedy scheduling for all links in Lu ∪ Lu(R), based on selecting the locally optimal link
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Variables:
x.FR: the set of x’s all free relay sets, x.FR ⊆ x.R.
x.FN : the set of x’s all free neighbours, x.FN ⊆ Nx.
RS.FN: the set of all free neighbours of RS ∈ x.FR.
x.optimal state: one end of the x’s locally heaviest hyper link which could be either x itself or
a relay set RS ∈ x.FR.
x.optimal neighbour : the other end of x’s local heaviest link.
x.schedule ready : a boolean value represents whether x is ready to schedule.
x.schedule state : a boolean value that represents whether x has been scheduled or not.
Control Messages:
scheduling-apply (SA), scheduling-reply(SR), and drop
Functions:
send(T , source, destination): the source multicasts/unicasts a one-hop control message with type
T ∈ {SA, SR, drop} to the destination.
C query(RS): Discussion between REP(RS) and REST(RS) to check whether a link incident to
RS is locally optimal of all nodes in RS.
C conﬁrm(RS): when a link incident to relay set RS is scheduled, REP(RS) informs this infor-
mation to REST(RS).
Figure 5.6: Deﬁnitions of the distributed greedy scheduling algorithm for a node x ∈ N .
and exchanging three one-hop control messages: schedule apply (SA), schedule reply (SR)
and drop. For a relay set RS, only REP(RS) is on the behalf of RS for the upper level
scheduling process. The lower level is to ensure that information symmetry between REP(RS)
and REST(RS) of a relay set RS ∈ R, which is implemented by two functions C query (RS)
and cooperative conﬁrm(RS). The interface between the upper and lower level operations
is the variable x.scheduled ready. REP(RS) is qualiﬁed to send a SA or reply a SR only if
REP(RS).scheduled ready=true (line 14 in B and line 10 in C).
At the upper level, every node x selects a local heaviest-weighted free hyper link (i∗x, j
∗
x) =
(x.optimal state, x.optimal neighbour) from its own point of view. If x = i∗x or x =REP(i
∗
x),
then x sends a SA with source i∗x to j
∗
x (i.e. x.optimal neighbour) in order to request the
scheduling of link (i∗x, j
∗
x). If j
∗
x is a node, x directly sends the SA message to it; otherwise x
sends the SA to REP(j∗x) (part B). Either the SA request can be granted (part C), if the link
(i∗x, j
∗
x) is also the locally heaviest link for j
∗
x; or (i
∗
x, j
∗
x) is eventually dropped (parts C and D),
otherwise. If (i∗x, j
∗
x) is dropped, then x selects a new locally heaviest link.
At the lower level, for a relay set RS, the two functions C query (RS) and C conﬁrm (RS)
need to communicate between the REP(RS) and the node(s) in REST(RS). We discuss their
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A−initialisation
1: x.FN ← Nx; x.scheduled state← false; x.FR ← x.R;
2: for all RS ∈ x.FR do
3: RS.FN ← NRS ;
B−locally optimal link selection and scheduling apply
01: while (x.scheduled state=false)∧(x.FN = ∅) do
02: w∗1 ← maxj∈x.FN wsx,j ; j∗ ← argmaxj∈x.FN wsx,j ;
03: x.optimal state← x; x.optimal neighbour← j∗;
04: x.scheduling ready← false;
05: if ∃(RS, y) s.t. RS ∈ x.FR, y ∈ RS.FN then
06: w∗2 ← max(RS∈x.FR,y∈RS.FN)(wsRS,y);
07: (RS∗, y∗) ← argmax(RS∈x.FR,y∈NRS)(wsRS,y);
08: if w∗2 > w∗1 then //x.optimal state = x
09: x.optimal state← RS∗; x.optimal neighbour← y∗;
10: if x = REP(x.optimal state) then
11: x.scheduling ready←C query(x.optimal state);
12: else //x.optimal state=x
13: x.scheduling ready←true;
14: if x.scheduling ready= true then
15: send(SA, x.optimal state, x.optimal neighbour);
C−received a (SA, i, j) message
01: if i = x.optimal neighbour then
02: if x.optimal state = x then
03: x.scheduled state← true;
04: send (SR, x, i); send (drop, x, x.FN );
05: for all RS ∈ x.FR s.t. REP(RS) = x do
06: send (drop,RS,RS.FN );
07: else //x=REP(x.optimal state)
08: if x.scheduling ready=false then
09: x.scheduling ready← C query(x.optimal state));
10: if x.scheduling ready=true then
11: x.scheduled state← true;
12: send (SR, x.optimal state, i);
13: C conﬁrm(x.optimal state); send(drop, x, x.FN );
14: send (drop, x.optimal state, x.optimal state.FN );
15: else if x.optimal state=x then //j is a node, x deletes i
16: x.FN ← x.FN − {i};
17: else //j is a relay set, x deletes i
18: x.optimal state.FN ← x.optimal state.FN − {i};
D−received a (SR, i, j) message
1: x.scheduled state← true;
2: If x.optimal state= x then
3: send(drop, x, x.FN );
4: for all RS ∈ x.FR s.t. REP(RS) = x do
5: send (drop,RS,RS.FN );
6: else
7: send (drop, x.optimal state, x.optimal state.FN);
8: C conﬁrm(x.optimal state);
E−received a (drop, i, j) message
1: x.FN ← x.FN − {i};
2: for all RS ∈ x.FR do
3: if i ∈ RS then
4: x.FR ← x.FR− {RS};
5: if i ∈ RS.FN then
6: RS.FN ← RS.FN − {i};
Figure 5.7: Operations of the distributed greedy scheduling for a node x ∈ N .
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 
Figure 5.8: The time table of distributed scheduling of a hyper link incident to RS, where N∗RS
denotes the optimal neighbour of REP(RS). (a) and (b) show successful handshakes between
REP(RS) and REST(RS), while (c) and (d) show two unsuccessful cooperative handshakes.
operations and logical ﬂows based on Figure 5.8. The action of the C query(RS) function is
the two-way handshake between REP(RS) and REST(RS) during [t1, t2] in Figure 5.8 (a)-(d).
If REP(RS) ﬁnds that a free link incident to the relay set RS, say l∗, is its locally heaviest
link, it sends a Cooperative Apply (CA) message to REST(RS) to check whether l∗ is also
locally optimal for all nodes in REST(RS). Every node in REST(RS) responses to REP(RS)
by sending a Cooperative Reply (CR, ack or nack) message carrying the result. If every node
in REST(RS) replies an ack, REP(RS).schedule ready is set as true (line 11 in B and line 09 in
C), then REP(RS) is qualiﬁed to attend the upper level scheduling (i.e. sends a SA or replies a
SR); otherwise, REP(RS) deletes RS from REP(RS).FR, and selects its new locally heaviest
link.
During [t2, t3] shown in Figure 5.8 (a) and (b), when a link l
∗ ∈ Lu(R) incident to a relay set
RS is successfully scheduled, REP(RS) calls C conﬁrm (RS) function (line 13 in C and line 8 in
D), i.e. REP(RS) multicasts a Cooperative Conﬁrm (CC) message to all nodes in REST(RS)
to inform them that l∗ is successfully scheduled (l∗ is the locally heaviest link for all nodes
in RS). Upon receiving the CC message, every node y ∈ REST(RS) sets y.scheduled state as
true, then sends a drop message to all its free neighbours and relay sets RS, y = REP(RS).
It is worth noting that the upper-level control messages SA, SR and drop are sent over one-
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hop links and the lower-level messages CA, CR and CC may cover two hops (at most two
hops), which is feasible because the two-hop neighbour table N2x, x ∈ N was established in the
initialisation phase.
Theorems 5.3, 5.4, and 5.5 below provide analytical results for the communication overhead,
convergence, and optimality of the distributed greedy scheduling algorithm, respectively. The
proofs of the three theorems and supporting lemmas are presented in Appendix B.2.
Theorem 5.3. The total number of control messages sent by the distributed greedy scheduling
algorithm is not greater than 4 + 2maxRS∈R |RS| per hyper link.
According to Theorem 5.3, the per hyper link communication overhead of the distributed greedy
scheduling algorithm is O(1) with respected to |L∪L(R)|, which demonstrates the scalability.
Theorem 5.4. The distributed greedy scheduling algorithm terminates for every node x ∈ N .
Theorem 5.5. At least 1/maxRS∈R |RS| + 1 performance of the optimal solution of problem
(5.16) can be achieved by the distributed greedy scheduling algorithm, i.e.
W (Sgre(Gw)) ≥ 1
maxRS∈R |RS|+ 1W (Sopt(Gw))
where W (Sgre(Gw)) and W (Sopt(Gw)) are the aggregated weights of greedy scheduling Sgre(Gw)
and optimal scheduling W (Sopt(Gw)) respectively.
It is worth noting that Theorem 5.5 provides a very loose lower bound for the optimality of
the distributed greedy scheduling algorithm. Through simulation in Section 5.5, we will show
that the distributed greedy scheduling algorithm can achieve more than 88% performance of
the optimal scheduling in practice.
5.3.4 Complexity Reduction
It can be seen that |R| and |L(R)| is of the order of |N |2τ , where τ is the average network
degree of original graph G(N, L). Therefore, a small-scale (especially dense) network can
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produce large-scale HFG and HCG (see the example shown in Figure 5.1). This results in high
system complexity such as the low convergence speed of the global cross-layer algorithm. To
reduce the complexity, we propose a scheme operating in the initialisation phase (followed by
distributed HFG establishment phase), which deletes virtual SIMO and MISO links that would
almost never be used to forward data.
Deﬁnition 5.3. Consider two nodes x and y such that |Nx ∩Ny| ≥ 2, then a long-term 2-Hop
Hyper Routing Policy (2-HHRP) is denoted as a triple (x, i, y), i ∈ Nx ∩Ny. Consider the ﬂow
conservation law and node-exclusive model, the long-term mean capacity of (x, i, y), Cx,i,y, can
be approximately denoted as min(cx,i, ci,y)/2.
To maximise the aggregate ﬂow rates, the global cross-layer algorithm tends to select hybrid
direct and cooperative routes consisting of sequences of 2-HHRP triples (x, i, y), x, y ∈ N, i ∈
Nx ∩ Ny with large capacity and small interference (i.e. small-size i). Hence, we propose a
complexity reduction scheme as follows:
A. For all x, y ∈ N, |Nx ∩ Ny| ≥ 2, delete all broadcast links (x,RS) and beamforming
links (RS, y), if ∃z ∈ RS, s.t. Cx,z,y ≥ Cx,RS,y. This is because that both (x, z, y) and
(x,RS, y) have the same routing functionality, but Cx,z,y ≥ Cx,RS,y and (x, z, y) has a
smaller interference.
B. For all RS ∈ R, x, y ∈ N , delete broadcast link (x,RS) and beamforming link
(RS, y), if RS = Nx ∩Ny. The reason is that we can ﬁnd two hyper nodes i1, i2, i1 ∩ i2 =
∅, i1 ∪ i2 = Nx ∩Ny such that the maximum data rate transmitted by using two 2-HHRP
triples (x, i1, y) and (x, i2, y) is larger than using one 2-HHRP triple (x,Nx ∩Ny, y). This
is formally proved in Theorem 5.6 below.
Theorem 5.6. For any x, y ∈ N, |Nx ∩ Ny| ≥ 2, there exist two hyper nodes i1, i2, i1 ∪ i2 =
Nx ∩Ny, i1 ∩ i2 = ∅ such that Cx,Nx∩Ny ,y < (Cx,i1,y + Cx,i2,y)/2.
Proof. Please refer to Appendix B.3.
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The simulation results (Section 5.5) show that the proposed scheme can signiﬁcantly reduce
system complexity. However, formal analysis of this scheme remains part of our future work.
5.4 Extensions
5.4.1 Outage Probability Minimisation
Outage probability [91] is a key metric in cooperative communications. Our framework can
be extended to balance the tradeoﬀ between network utility and global (multipath end-to-end)
outage probability, by introducing an aggregated penalty −V ∑(i,j)∈L∪L(R) P outi,j in the original
objective function (5.5). Here, P outi,j is the outage probability for a hyper link (i, j), which is a
complex non-linear function of forwarding rate fi,j. V ∈ [0,+∞] is control parameter that is
chosen to aﬀect a desired tradeoﬀ between the network utility and outage probability.
We use a linear approximation for outage probability, P outi,j ≈ costi,jfi,j, (i, j) ∈ L ∪ L(R),
where the expression of costi,j is provided in Theorem 5.7 below.
Theorem 5.7. For Rayleigh-fading channels, the closed-form expression of costi,j is
costi,j =
⎧⎪⎪⎪⎪⎪⎪⎨⎪⎪⎪⎪⎪⎪⎩
ln(2)SNRi,j/B i, j ∈ N
|j|(ln(2))|j|∏y∈j SNRi,y/B i ∈ N, j ∈ R
ln(2)
∑
x∈iQx/B i ∈ R, j ∈ N
where
Qx =
∏
m∈i(SNRm,j)∏
m∈i,m =x(SNRm,j − SNRx,j)
(5.21)
Proof. Please refer to Appendix B.4.
A fully distributed cross-layer framework that jointly optimises network utility and global out-
age probability can be obtained by redeﬁne wi,j(t) as λi(t)−λj(t)−V costi,j in (subproblem5.11).
With the redeﬁned wi,j(t), all proposed algorithms can be directly used without modiﬁcation.
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5.4.2 All Possible Cooperative Routing Policies
The currently-deﬁned HFG considers a large class of cooperative routing policies, but not all
possible routing policies. For instance, assuming that there is a ﬂow with source node 4 and
destination node 2 in Figure 5.1, the following routing policy cannot be presented by currently-
deﬁned HFG: node 4 ﬁrst broadcasts data to {3, 5}, then {3, 5} send data to 1 by using
beamforming, and ﬁnally {1, 3, 5} send data to 2 by using beamforming.
Deﬁnition 5.4. For a given HFG Gf (N ∪R, L∪L(R), the completed hyper forwarding graph
(C-HFG), Gcf (R′, L′(R′), represents all possible end-to-end cooperative routing policies, where
R′ = (
⋃
x∈N
{x})
⋃
(
⋃
RS∈R,y∈NRS
{y} ∪RS)
⋃
R
L′(R′) = {(RS1, RS2)|RS1, RS2 ∈ R′, RS1 = RS2, ∃x ∈ RS1, y ∈ RS2 s.t. x ∈ Ny}
C-HFG is deﬁned at the network layer . By using C-HFG, the example routing policy men-
tioned above can be expressed as {4} → {3, 5} → {1, 3, 5} → {2}. The well-known three-node
cooperative relay pattern [91,94,157] can also be represented easily by using C-HFG. In Figure
5.1, for instance, {1} → {1, 2} → {3} represents the routing policy that node 1 ﬁrst sends data
to node 2 via direct transmission, then nodes 1 and 2 send data to node 3 by using beamforming.
Compared with HFG, C-HFG has more vertexes and edges.
At the physical layer , we deﬁne the sets of all possible SISO and virtual SIMO/MISO links
Lphy as
Lphy =
⋃
x∈N,i⊆Nx∩R′
{({x}, i)} ∪ {(i, {x})}
The capacity of each link (i, j) ∈ Lphy can be computed by (5.2)–(5.4).
At the link layer , we bridge the gap between network-layer routing policies and actual
physical-layer data transmissions by deﬁning a link mapping rule
M : L′(R′) → Lphy
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For an edge (RS1, RS2) ∈ L′(R′), if RS2 ⊂ RS1, then M(RS1, RS2) = ∅, since RS1 can send
data to RS2 without any physical-layer transmission; otherwise,
M(RS1, RS2) = {(i, j)|i ⊆ RS1, j ⊆ RS2 −RS1 ∩RS2 (i, j) ∈ Lphy}
For instance, in Figure 5.1, edge ({3, 4}, {3, 5}) can be mapped into two SISO links (4, 5) and
(3, 5), and one virtual MISO link ({3,4}, 5).
Now we discuss how to generalise our framework to support all possible cooperative routing
policies. We can ﬁrst establish C-HGF in a distributed way by slightly modifying the initialisa-
tion algorithm shown in Figure 5.3. Then we can develop a global algorithm similar to global
cross-layer by introducing a congestion price λdRS for every relay set RS ∈ R′ and commodity
d ∈ D. For (RS1, RS2) ∈ L′(R′) in slot t, an unique optimal physical-layer transmission link
(i∗, j∗) = arg max
(i,j)∈M(RS1,RS2),
ci,j(t)
can be obtained. Since (i∗, j∗) ∈ Lphy, the distributed greedy scheduling algorithm can be
directly used for scheduling without modiﬁcation.
5.4.3 Stochastic Queueing Networks
Lyapunov queuing system (e.g. [122]) is a popular research area in stochastic network optimisa-
tion and is promising for potential practical implementations. Our current dual-decomposition
based framework can be transferred to the Lyapunov backpressure system, through the follow-
ing three simple modiﬁcations:
1. Transfer the unit of channel capacities (5.2)–(5.4) from (bits per second) to (packets per
second).
2. Deﬁne the queue backlog qdi in every hyper node i for every commodity d, and replace the
congestion price λdi throughout this chapter by corresponding q
d
i . Instead of using subgradient,
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the queue backlog updating process is
qdi (t+ 1) = |qdi (t) + rdi +
∑
j∈Ni
fdj,i −
∑
j∈Ni
fdi,j|+, i = d
3. Modify the ﬂow controller as
rds(t) = min(rmax, V ((U
d
s (q
d
s (t))
′)−1), ∀s ∈ S
where V ∈ [0,+∞] is a control parameter for the tradeoﬀ between the network utility and
average queue backlog (delay).
5.5 Simulations
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(b) 25-node network
Figure 5.9: Network deployment and original graphs used in simulations.
In this section, we present numerical simulations to demonstrate the convergence, eﬃciency and
performance gain of the proposed algorithms, as well as to provide quantitative understanding
on the optimisation at diﬀerent layers. In particular, we compare the following three versions
of the proposed cross-layer framework: (1) using pure SISO links and the perfect scheduler4
(which we term as direct-optimal); (2) using hybrid SISO and virtual SIMO/MISO links, and
4The perfect scheduler is a centralised solver for problem (5.16).
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the perfect scheduler (cooperative-optimal); (3) using hybrid SISO and virtual SIMO/MISO
links, and the distributed greedy scheduler (cooperative-greedy).
5.5.1 Simulation Setting
We consider a 10-node WSN and a 25-node WSN, shown in Figures 5.9 (a) and (b) respectively.
We set channel bandwidth B = 20 MHz, transmission power Px = 20 dbm, ∀x ∈ N , noise power
BN0 = −80 dbm, and path loss exponent α = 4. We use the proportional-fair utility function
Uds (r
d
x) = log(r
d
s), s ∈ S, d ∈ D [83], and set step size γ = 0.3 and rmax = 20 Mbps. The channel
capacity of every hyper link is computed at every time slot based on nodes’ locations and a
generator of exponential-distributed random variables (for the Rayleigh-fading power gain).
? ?
?
?
?
?
?
?
?
?
(a) original HFG
?
?
?
?
?
?
?
?
?
?
(b) HFG after complexity reduction
Figure 5.10: Hyper forwarding graph and complexity reduction for the 10-node network.
5.5.2 Results
We ﬁrst consider the 10-node WSN. The location of each node can be inferred from Figure 5.9
(a). Two competing multi-commodity sensor data ﬂows (4→8) and (5→0) are considered in
this network.
Figure 5.10 (a) shows the logical topology of the original established HFG, which contains 28
relay sets, 65 broadcast links, and 65 beamforming links. Figure 5.10 (b) illustrates the HFG
after complexity reduction (the scheme proposed in Section 3.4), including six remaining relay
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Figure 5.11: Convergence results of the three schemes for the 10-node WSN: (a)-(c) show the
evolution of source rates rds(t), (d)-(f) show the convergence of average source rates r
d
s(t).
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Figure 5.12: Long-term optimal routes of the three schemes for the 10-node WSN.
sets (i.e. {9,2}, {1,2}, {1,9}, {3,7}, {5,3}), and {7,5}); six remaining broadcast links; and
six remaining beamforming links. Note that Figure 5.10 illustrates the logical topology of the
HFGs rather than the actual physical deployment of the 10-node network. It can be seen that
the proposed complexity reduction scheme can signiﬁcantly reduce the scale of the HFG.
Figure 5.11 (a)-(c) show the source rate evolution of direct-optimal, cooperative-optimal, and
cooperative-greedy schemes respectively. It can be seen that the source rate of each ﬂow
converges within the neighbourhood of a ﬁxed value and oscillates around them, exhibiting a
limit-cycle behavior. The oscillations are due to the non-diﬀerentiability of the dual function
and the time-varying channel capacities. It can also be interpreted as the dynamic scheduling
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process in every slot.
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Figure 5.13: Convergence results of the 25-node network.
From Figure 5.11 (d)-(f), we can see that the time-average source rates of all algorithms converge
smoothly, which veriﬁes the statistical convergence proof. We can also see that all the three
simulations show similar convergence speed, which implies that increasing network degree (i.e.
adding additional relay sets as neighbours for nodes) does not lead to signiﬁcant reduction of
convergence speed. There are two main reasons: (1) there exist only a small number of relay
sets after the complexity reduction; (2) the convergence speed of dual-decomposition schemes
is less sensitive to network degree than to network diameter5.
The average network throughput of cooperative-optimal is r48 + r
0
5 ≈ 8.27 Mbps, which is
about 80.2% higher than that of direct-optimal (around 4.95 Mbps). The throughput can be
further improved by extending HFG to C-HFG deﬁned in Subsection 5.4.2. As expected, the
network throughput of the greedy-cooperative is less than that of optimal-cooperative (about
7.38 Mbps), but the degradation rate of throughput is only around 10.76%, which demonstrates
that the actual performance of the distributed greedy scheduling scheme is much better than
the lower bound provided by Theorem 5.5. This exciting result demonstrates that the proposed
greedy scheduling scheme has a great potential to perform well in practical wireless cooperative
5 Similar observations can also be found in wireless networks with pure SISO links such as [172].
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networks. Figure 5.12 shows the long-term routing results of the three schemes. It is clear that
ﬂow splitting and multipath routing are used to maximise the utilities (and ﬂow rates).
The simulation results of 25-node WSN are similar as that of the 10-node WSN, and we abbre-
viate our discussion. As shown in Figure 5.9 (b), there are two sensing data ﬂows S1 → D1 and
S2 → D2. Figure 5.13 shows the convergence of average source rates for the three cross-layer
schemes. The network throughput of cooperative-greedy is around 10.51 Mbps which is ap-
proximately 41.64% higher than that of direct-optimal (7.42 Mbps) and only 1.7% lower than
that of cooperative-optimal (10.69 Mbps).
Besides the 10-node and 25-node WSNs, we also run ﬁve sets of simulations for other network
topologies and parameter settings. All these simulations show similar results: cooperation
communication can signiﬁcantly improve the end-to-end network utility and throughput, and
the performance of our greedy scheme is very close to the optimal.
5.6 Summary
In this chapter, we propose a fully distributed cross-layer optimisation framework for joint ﬂow
control, routing, relay assignment, and scheduling in cooperative WSNs (or general multi-hop
wireless networks) with time-varying fading channels. First, we formalise the cross-layer prob-
lem as a stochastic mixed integer non-linear optimisation problem, and subsequently propose
distributed optimal and greedy solutions to the formalised problem. The convergence and op-
timality of the global system is formally proven, and the explicit optimality and complexity
bounds of the greedy scheduling algorithm are derived. Simulation results verify our theoretical
analysis and show the advantages of our approach in terms of convergent speed, throughput
improvement, and the optimality of the greedy scheduling. In addition, three useful extensions
are also provided to demonstrate the ﬂexibility of the proposed framework.
We have studied WSNs with dynamic solar power energy and channel quality. In later chapters,
we will investigate another important type of dynamic WSNs, WSNs with mobile elements (e.g.
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smart phones), which is a promising wireless sensing paradigm for the future Internet of Things
and smart cities.
Chapter 6
Opportunistic Backpressure Collection
in WSN with Mobile Sinks
Statistics show that there are now more people living in urban areas than not. Similar to any
overloaded system, when a city is close to capacity, services and resources begin to fail. To make
more eﬃcient use of them, it is becoming necessary to better understand the state and usage
of these resources. Instrumenting the city is key to this understanding. Sensing is becoming
ubiquitous for this purpose; from light and temperature sensors in smart buildings and water
leak detection in sewers, to noise and air-quality monitoring in the streets.
There is currently a movement away from dense and reliable sensing, toward the implementa-
tion of larger numbers of low-powered, low-cost, reduced precision sensing technologies. The
topologies of such networks are variable and pertain to their application or environment. Some
are able to connect to the Internet but this may be prohibitive in some instances due to high
communication costs (e.g. 3G cellular costs) or poor connectivity. The mobile wireless devices
carried by vehicles or individuals provide an attractive alternative and could be used as mobile
sinks to collect sensor data in an opportunistic way. Sensor networks such as these are known
as Wireless Sensor Networks with Mobile Sinks (WSN-MSs).
Due to the requirement of mobility prediction and the lack of focus on delay and throughput
performance, state-of-the-art mechanisms for WSN-MS perform poorly in practice. In this
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chapter, we propose a novel routing metric, Contact-Aware ETX (CA-ETX), to estimate the
packet transmission delays that result from both link unreliability and intermediate connectiv-
ity. Using CA-ETX, we develop the throughput-optimal scheme Opportunistic Backpressure
Collection (OBC). Both CA-ETX and OBC are lightweight, easy to implement, and require
no mobility prediction. Through testbed experiments and extensive simulations, we show that
the proposed schemes signiﬁcantly outperform state-of-the-art approaches. We also show that
existing ETX-based routing protocols such as CTP [63] and IETF RPL [9] can be applied to
WSN-MSs with minimal modiﬁcation using CA-ETX.
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N s The set of all sensor nodes.
Nm The set of all mobile sinks.
N The set of all nodes.
L The set of all wireless links between each pair of nodes in N .
PRRx,y(t) Packet Reception Probability (PRR) of wireless link (x, y) ∈ L at slot t.
ETXx,y(t) Expected Transmission Count (ETX) of wireless link (x, y) ∈ L at slot t.
cx,y(t) Channel capacity of link (x, y) ∈ L at slot t.
c(t) Channel capacity vector for all wireless links at slot t.
G(N,L, c(t)) The time-varying weighted graph of the WSN-MSs.
S The discrete state space of all possible channel capacities.
πc The stationary distribution probability for channel capacity c.
Ls The set of all wireless links between each pair of sensor nodes.
Gs(N s, Ls) The graph of the subnetwork consisting of all sensor nodes.
N o The set of all sensor node and the virtual sink V S, i.e. N o = N s ∪ {V S}.
Lo The set of all opportunistic contact links, i.e. Lo = Ls ∪ {(x, V S), x ∈ N s}.
Go(N o, Lo) The opportunistic contact graph.
N ox The opportunistic contact neighbour of sensor node x.
CA− ETXx The Contact Aware ETX (CA-ETX) value of node x ∈ N o.
CA− ETXx,y) CA-ETX value over opportunistic contact link (x, y) ∈ Lo.
OSFP (x) The shortest path from a sensor node x to the virtual sink VS over Go(N o, Lo).
OP (x) The opportunistic parent of sensor node x, i.e. the next-hop node in OSFP (x).
μx,y, σ
s
x,y the mean and variance of service time over link (x, y) ∈ Lo respectively.
rx(t) The sensing rate of sensor node x ∈ N s at slot t.
r The |N s|-dimensional vector of all sensing rates.
Nx(t) The set of node x’s instantaneous neighbours at slot t.
fx,y(t) The amount of data transmitted over wireless link (x, y) ∈ L at slot t.
Qx(t) The queue backlog of node x ∈ N at slot t.
f inx (t) The amount of total incoming data of node x at slot t.
f outx (t) The amount of total outgoing data of node x at slot t.
μ(c) A contention-free link rate vector for channel state c.
Γ(c) The link rate region for channel state c.
ϕx The gateway quality of a sensor node x.
wx,y(t) The routing weight of wireless link (x, y) at slot t.
rmax, cmax The ﬁnite upper bounds of sensing rate and channel capacity respectively.
Table 6.1: Summary of symbols used in Chapter 6.
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WSN-MSs Wireless Sensor Network with Mobile Sinks
ETX Expected Transmission Count
OBC Opportunistic Backpressure Collection
CTP Collection Tree Protocol [63]
RPL The IP routing protocol designed for low power and lossy networks [9].
CA-ETX Contact Aware ETX
DTN Delay Tolerant Networks
PRR Packet Reception Ratio
GQ Gateway Quality
LQF Longest Queue First
CSMA Carrier Sense Multiple Access
E2E End-to-End
BCP Backpressure Collection Protocol [118]
BP Backpressure
MG-IP A routing protocol based on Mobility Graph and Information Potentials [87]
Table 6.2: Summary of abbreviations used in Chapter 6.
6.1 Introduction
It is predicted that future smart, sustainable city environments will have a huge number of
sensing devices deployed to monitor environmental conditions, such as water leaks [133, 137,
177, 182]. Many such monitoring applications are not required to deliver sensed data in real-
time [137]. In these cases, wireless devices carried by vehicles or individuals (e.g., smart phones
[137, 177]) can act as mobile sinks to collect urban sensor data. Opportunistic sensor data
delivery in WSN with mobile sinks (WSN-MSs) [87, 95, 101, 176] can leverage low-cost short-
range communications (e.g. Zigbee and WiFi direct) and the ubiquity of mobile technology.
Other examples of WSN-MSs can also be found in habitat and forest monitoring e.g. [5].
In WSN-MSs, a sensor node can either send its data directly to a sink as it passes, or via
multi-hop routes to other sensor nodes that are currently in contact with a sink (or may be
in contact at a future date). Current approaches on WSNs have limitations that aﬀect their
adoption in practice. Some approaches require the prediction of movement trajectories of the
sinks, which incurs considerable overheads and suﬀers from prediction errors or may not even
be possible in large-scale practical scenarios [87, 95, 176]. Other schemes, such as [101], focus
on adaptively and smoothly updating routing tree structures as a sink moves. However, these
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schemes suﬀer from heavy communication overheads in both WSN-MSs with a great number
of fast moving sinks, and in intermediately-connected WSN-MSs (e.g. oﬀ-peak time in urban
roads [177]).
In this chapter, we aim to improve the delay and throughput performance of opportunistic data
collection for general WSN-MSs where the opportunistic network can be either connected or
intermediately-connected. In static sensor networks, end-to-end delay is typically minimised
using a metric such as expected transmission count (ETX) [44], which estimates the packet
transmission delay caused by link unreliability. Many protocols such as CTP [63] have validated
the eﬃciency of ETX in numerous real-world experiments. It is not surprising that metrics
like ETX cannot be directly adapted for WSN-MS because data transmission delays not only
depend on link unreliability (e.g. probability of retransmissions), but also on the intermediate
connectivity between the static sensor nodes and mobile sinks. Opportunistic link metrics, such
as inter-contact time [30] and contact probabilities [59] are very prominent in Delay Tolerant
Networks (DTNs). However, all such metrics ignore the quality of the link that connects nodes
during their moment of contact. Furthermore, these metrics do not consider the packet waiting
time in data buﬀers, which is the source of major delay in packet transmission.
Therefore, we propose a novel routing metric, contact-aware ETX (CA-ETX), based on queuing
analysis theory to estimate packet transmission delay caused by both link unreliability and
intermediate connectivity. We show that CA-ETX can seamlessly and synchronously work with
ETX, illustrating that current ETX-based routing protocols can be easily extended to build
WSN-MSs from not only static sensors (e.g. the de-facto TinyOS routing standard CTP [63])
but also the future Internet of Things (e.g. the IETF IPv6 routing protocol RPL [9]).
Compared with delay performance, throughput has received less attention in recent WSN-MS
research. The opportunistic availability of mobile sinks combined with heavy data traﬃc pro-
duced by future ubiquitous sensors, poses a challenge for the throughput performance of data
collection schemes in WSNs-MSs. Current delay-focused approaches based on shortest path
routing perform poorly in terms of throughput (e.g. [188]) and yet we are unable to ﬁnd any
current approach that focuses on throughput performance. To this end, we present Oppor-
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tunistic Backpressure Collection (OBC). The contributions of this chapter are summarised as
follows:
1. We propose a novel routing-cost metric, CA-ETX, to estimate packet transmission delays
caused by both link unreliability and intermediate connectivity. We present the concept of
an opportunistic contact graph to model the CA-ETX gradient of the WSN-MS. A simple
opportunistic shortest path routing protocol (OSPR) is also developed to demonstrate the
eﬃciency of CA-ETX.
2. By integrating CA-ETX into Lyapunov optimisation theory, we propose OBC: a joint dy-
namic multi-path routing and scheduling protocol for WSN-MSs. Through theoretical analysis,
we show that OBC is throughput optimal. We also show through testbed experiments that OBC
achieves much better delay and energy improvements over classical backpressure approaches.
To our knowledge, OBC is the ﬁrst scheme that combines the backpressure approach [118,168]
and mobility awareness for WSN-MSs.
3. In contrast to current data collection schemes in WSN-MS, both OSPR and OBC are
lightweight, easy to implement, require no mobility prediction, and can support a large number
of fast moving sinks.
4. We implement CA-ETX and OBC in TinyOS 2.1 [2] and a realistic WSN simulator,
Castalia [4]. The results of both the testbed experiments and extensive simulations show
that the shortest path routing with CA-ETX and OBC can achieve signiﬁcant performance
improvements in terms of end-to-end delay, storage overheads, and energy consumption, com-
pared with state-of-the-art approaches. We also demonstrate that CA-ETX can seamlessly and
synchronously work with ETX, illustrating that existing ETX-based routing protocols can be
easily applied to WSN-MSs using the CA-ETX metric.
The remainder of this chapter is organised as follows: The next section discusses related work.
We present our system model in Section 6.3. Section 6.4 proposes the CA-ETX metric. Section
6.5 provides detailed descriptions of the OBC algorithm. Simulation and testbed experiment
results discussed in Section 6.6. Finally, we conclude the chapter in Section 6.7. All proofs of
6.2. Related Work 129
theorems in this chapter and related lemmas are placed in Appendix C.
6.2 Related Work
WSN-MSs can be divided into two categories: those that assume controllable sink mobility and
those that assume uncontrollable sink mobility [45]. Our work falls into the second category
of WSN-MSs, where the sink mobility is uncontrollable (e.g. it is unlikely that a mobile phone
user is willing to move according to a planned trajectory). There are several data collection
protocols for such WSN-MSs [85, 87, 95, 101, 176]. Lee et al. [87] proposes a routing protocol
based on information potentials [102] and a constructed mobility graph. However, this scheme
requires mobility prediction and may suﬀer from heavy communication overhead when there
are a large number of mobile sinks. WARP [96] and the routing protocol developed by Li et
al. [101] are based on fast and eﬃcient routing structure repairs, but are still limited to single
mobile sink settings. Data stashing [95] can support multiple mobile sinks but requires mobility
prediction, network-wide ﬂooding, and solving of liner programming problems on each node.
This leads to large communication and computational overheads. Furthermore, none of the
above approaches focus on the throughput issues of WSNs-MSs.
Backpressure algorithms [61,92,118] are well-known for their optimal throughput but poor delay
performance. Several techniques have been developed recently to improve the delay performance
of backpressure algorithms [71, 72, 179, 188]. However, all these approaches are theoretical
and focus only on networks with static topologies rather than time-varying topologies. These
algorithms cannot therefore be used directly in practical WSN-MSs. There are few backpressure
schemes applied to mobile multi-hop networks [48,149,150]. A recent interesting work, BWAR
[15], develops an adaptive redundancy technique for backpressure routing in DTNs. However,
the idea of BWAR cannot be applied to WSN-MSs, in which packet replication is not used.
Ryu et. al [149, 150] study backpressure ﬂow control and routing problems in disconnected
static wireless networks with mobile relays and ﬁxed gateways. In contrast, our work focuses
on WSN-MSs in which each sensor node could dynamically serve as a gateway according to the
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visiting opportunity of mobile sinks.
6.3 System Model
We consider a WSN-MS consisting of static sensor nodes and mobile nodes that act as sinks
to collect sensor data using short-range communication radios (e.g. Zigbee or WiFi direct). If
a sensor node is in contact with a mobile sink, it can forward its sensor data to a mobile sink
directly; otherwise, its sensor data can be forwarded through other sensor nodes to any mobile
sink in a multi-hop fashion.
Let the sets of all sensor nodes and mobile sinks be N s and Nm respectively, and denote
N = N s ∪Nm. The network operates in discrete time with a unit time slot t ∈ {0, 1, ...}. We
deﬁne the packet reception Ratio (PRR) over a wireless link (x, y), PRRx,y(t), as the probability
of successfully transmitting a data packet, with acknowledgement from node x to y, during slot
t. The PRRx,y(t) is assumed to be constant within the duration of a slot, but can vary from
slot to slot and across diﬀerent wireless links, due to time-varying wireless channel quality and
intermediate connectivity between static sensor nodes and mobile sinks. With PRRx,y(t), the
ETX value [44] of a link (x, y), ETXx,y(t), can be computed as ETXx,y(t) = 1/PRRx,y(t),
which is a widely-used routing metric in WSNs and other wireless networks. We deﬁne
cx,y(t) = c
maxPRRx,y(t) ≥ 0 (6.1)
as the logical link-layer capacity of a wireless link from node x ∈ N to node y ∈ N at time t, i.e.
the maximum (integer) number of sensor data packets (or bits) with acknowledgements that
can be successfully transmitted from x to y during slot t, where cmax is the maximal possible
cx,y(t), ∀(t), bounded by the data rate of the wireless radio. For instance, experimental studies
show that a commonly-used IEEE 802.15.4 transceiver, CC2420 (e.g. [1]), can achieve a data
rate of approximate 160 40-bytes packets per second [165] in practice. If cx,y(t) > 0, we say
nodes x and y are in contact at slot t; otherwise, they are not in contact at slot t.
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The instantaneous states of WSN-MS at slot t ≥ 0 can be represented as a directed, complete,
and time-varying weighted graph G(N,L, c(t)), where L represents the set of all possible wire-
less links between each pair of nodes in N (i.e. |L| = |N |(|N | − 1)), and the |L|-dimensional
vector c(t) represents the vector of channel capacities over all wireless links at slot t. Due to
the potential sparsity of the network, most entries of c(t) are zero at any given t.
It can be seen that c(t) can characterise the time-varying channel capacities of the WSN-MS
caused by both slow fading between the static sensor nodes and fast fading between sensor
nodes and the mobile sinks. Therefore, c(t) also implies the stochastic process of sink mobility.
We assume that c(t) is an ergodic Markov chain that takes values on a ﬁnite (but which can
be arbitrary large) discrete state space S, and has the stationary distribution probability πc
for each channel capacity state c. The Markov assumption is realistic and general for both
mobility (e.g. [93]) and channel states (e.g. [123]). It is shown that many real mobility traces
exhibit a high degree of spatial regularity [65,194]. In the context of WSN-MS, this means that
mobile sinks appear in some speciﬁc locations with a higher probability than others, resulting in
heterogeneous opportunities of sensor nodes to meet mobile sinks (e.g. sensor nodes in shopping
centres should have more opportunities to meet mobile sinks than those in a park).
In addition, the network consists of all statically-deployed sensor nodes which can be repre-
sented as a directed graph Gs(N s, Ls), where Ls represents all wireless links between sensor
nodes. Topologically, the Gs(N s, Ls) could be either a connected graph, or disconnected graph
consisting of several connected subgraphs.
6.4 Contact Aware ETX
6.4.1 CA-ETX Gradient in Opportunistic Contact Graphs
This chapter considers anycast routing i.e. the destination of each sensor data packet can be
any mobile sink 1. By using a virtual sink V S to represent all the mobile sinks in Nm, we
1It is straightforward to extend our work to multi-commodity traﬃc models, by deﬁning a virtual sink for
each commodity.
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deﬁne the opportunistic contact graph as Go(N o, Lo), where N o = N s ∪ {V S} represents the
set of all sensor nodes and the virtual sink, and Lo represents the set of all sensor-sensor and
sensor-VS links, i.e. Lo = Ls ∪ {(x, V S) : x ∈ N s}.
Figure 6.1: An example for shortest path routing in WSN-MS. (a) An opportunistic contact
graph with the CA-ETX value for each link, where solid and dashed lines represent sensor-to-
sensor links and sensor-VS links respectively; (b) node CA-ETX values; and (c) an opportunistic
shortest path routing strategies by using CA-ETX: when a node is in contact with any mobile
sink, it sends packets through a dashed link; otherwise, it sends packets through a solid link (if
it has one).
For each link (x, y) in Lo, we deﬁne a metric CA-ETXx,y, to estimate the packet transmission
delay over this link. The computation of link CA-ETX values will be discussed in details in
Subsection 6.4.3. Based on the link CA-ETX values, each sensor node x can compute its node
CA-ETX value, CA-ETXx in a fully distributed way:
CA-ETXx = min
y∈Nox
(CA-ETXx, CA-ETXy + CA-ETXx,y)
where N ox ⊆ N o is the opportunistic contact neighbour set of x:
N ox = {V S} ∪ {y : (x, y) ∈ Ls}
Speciﬁcally, the CA-ETX value of the virtual sink CA-ETXV S = 0. For instance, Figure 6.1
(a) shows an example of an opportunistic contact graph and the link CA-ETX values, and
Figure 6.1 (b) shows node CA-ETX values computed based on these link CA-ETX values.
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6.4.2 An Opportunistic Shortest Path Routing (OSPR) Scheme Based
on CA-ETX
For each sensor node x, let OSFP (x) be the shortest path from x to V S over Go(N o, Lo), i.e.
OSFP (x) is the path with the minimal total link CA-ETX values from x to V S. It is easy to
verify that the total link CA-ETX values of OSFP (x) is equal to the node CA-ETX value of x.
For each sensor node x, deﬁne its Opportunistic Parent OP (x) = argminy∈Nox(ETXx+ETXx,y),
i.e. the next-hop node in the OSFP (x).
For instance, in Figure 6.1 (a) and (b), we can know that OP (A) = B and OP (C) = V S. For
each slot t ≥ 0, OSPR operates as follows: if a sensor node x is in contact with any mobile sink
m ∈ Nm, x forwards data directly tom. Otherwise, it forwards data to OP (x), if OP (x) = V S;
it does nothing, if OP (x) = V S. For instance, Figure 6.1 (c) shows the resulting of OSPR,
based on the node CA-ETX gradient in Figure 6.1 (b). We can see that the operations of OSPR
are fully distributed and suited to frugal computation, and therefore easy to be implemented
in practice.
6.4.3 Link CA-ETX Calculation
Figure 6.2: An example to show how to compute and update CA-ETX value for sensor-VS-links
We consider each link (x, y) in Lo as a queue with time-varying packet service times μx,y(t),
t ≥ 0, which is the time duration a packet can be successfully transmitted over link (x, y). If
(x, y) is a sensor-to-sensor link, it is obvious that
μx,y(t) = 1/cx,y(t), ∀t ≥ 0 (6.2)
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From (6.1) and (6.2), we can see the the classic ETX value over link (x, y) is
ETXx,y = E[μx,y(t)]c
max = μx,yc
max (6.3)
where E[·] is the expectation operator and μx,y is the long-term mean of μx,y(t). For a sensor-VS
link (x, V S), we have
μx,V S(t) =
⎧⎪⎪⎨⎪⎪⎩
1/cx,m(t) CB
n
x ≤ t ≤ CEnx
CBn+1x − t CEnx ≤ t ≤ CBn+1x
(6.4)
where CBnx and CE
n
x , n ≥ 1 are the ﬁrst and last time points of the nth contact between x
and any mobile sink m respectively, shown in Figure 6.2. Therefore, packet service times for
sensor-VS links depend on the dynamic contact durations, the inter-contact time (i.e. durations
between each contact), as well as the link quality during each contact, which cannot be reﬂected
in existing metrics, such as classic ETX.
Due to the complex dynamics of the system, both the arrival process and service times over each
link (x, y) ∈ Lo should follow general distributions rather than speciﬁc distributions. Therefore,
the link queue can be modelled as a G/G/1 queuing system. From queueing theory, we know
that the average packet waiting time wdx,y in the link queue (x, y) can be approximately
represented as:
wdx,y =
σax,y + σ
s
x,y
2(χx,y − μx,y) (6.5)
where μx,y and σ
s
x,y are the standard mean and variance of service time over link (x, y), and
χx,y and σ
a
x,y are the mean and variance of packet arrival intervals respectively. From (6.5), we
can see that wdx,y is an increasing (approximately linear) function of μx,y and σ
s
x,y. Therefore,
we deﬁne the CA-ETX value for each link (x, y) ∈ N o as
CA-ETXx,y = (σ
s
x,y/σ˜
s
x,y)c
maxμx,y (6.6)
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where σ˜sx,y is the variance of the service times during each contact between x and y, i.e. μx,y(t),
∀t > 0, if (x, y) is a sensor-sensor link; and CBnx ≤ t ≤ CEnx , ∀n ≥ 1, if (x, y) is a sensor-VS
link. In (6.6), we normalise σsx,y by σ˜
s
x,y, in order to follow the concept of classic ETX, and
to facilitate its use in current ETX-based routing protocols such as CTP and RPL with the
minimal modiﬁcation. As a result, we have:
CA-ETXx,y =
⎧⎪⎪⎨⎪⎪⎩
cmaxμx,y = ETXx,y y ∈ N ox − {V S}
(σsx,y/σ˜
s
x,y)c
maxμx,y y = V S
(6.7)
From (6.7), we can see the computation of CA-ETX for sensor-sensor links are the same as the
classical ETX. Therefore, we can directly use ETX-based routing schemes in WSN-MSs if we
replace ETX with CA-ETX estimations for sensor-VS links.
6.4.4 Updating CA-ETX for Sensor-VS links
For a sensor-VS link (x, V S), service time samples μx,V S(t) can be easily estimated when x
transmits each packet to any mobile sink at run time. For each new service time sample, μx,y,
σsx,y, and σ˜
s
x,y can be updated based on the eﬃcient online algorithm [32].
However, when x is not in contact with any sink, packet service time of a sensor-VS link (x, V S)
could be very large (e.g. several minutes or hours), as shown in Figure 6.2. As a result, simply
updating CA-ETXx,V S after each service time sample (e.g. the red time point in Figure 6.2)
would result in the CA-ETX gradient being non-agile to the dynamic network. We solve this
problem by using a virtual sample of service times shown in Figure 6.2 before a large real service
time sample is obtained. This virtual sample (also CA-ETXx,V S) is updated at time points
(e.g. green time points in Figure 6.2) with a small interval (e.g. current mean service time
μx,V S). The virtual sample is abandoned when the real large service time sample is obtained.
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Figure 6.3: Delay performance under OSPR with diﬀerent metrics in a WSN-MS with homo-
geneous and heterogeneous sink moving speeds.
6.4.5 Discussion
For a sensor node x, it is easy to see that the mean service time μx,V S depends on its contact
probability with any mobile sink and link quality during each contact, while the variance of σsx,y
mainly depends on the inter-contact time between x and any mobile sink. It is also not diﬃcult
to verify that the former depends on a spatial distribution of mobile sinks and deployments
of sensor nodes, while the latter is greatly aﬀected by the movement speeds of the mobile
sinks. Therefore, CA-ETX is very useful in practice, due to regular spatial behavior [65, 194]
and heterogeneous movement speeds (e.g. walking people, bikes, and vehicles) of mobile sinks.
For instance, by using CA-ETX, packets are relayed via sensor nodes close to a fast moving
highway rather than via nodes close to a pedestrian path even though they both have similar
traﬃc rates, resulting in better delay performance.
As an example, Figure 6.3 illustrates the average end-to-end delays of OSPR, by using three
metrics to measure the delay of all sensor-VS links (x, V S), x ∈ N s: CA-ETXx,V S, μx,V S
(pure mean), and σsx,V S (pure variance). The WSN-MS used in the simulation consists of
400 sensor nodes and 50 mobile sinks in a 1000m×1000m simulation area. Beside homogeneous
and heterogeneous of sink mobility speeds (5m/s for all mobile sinks uniformly distributed
between 1m/s and 9m/s respectively) for the two simulations, all other simulation settings are
same and will be presented in Subsection 6.6.2. As a result, μx,V S, x ∈ N s are same for both
simulations due to the same mean of sink movement speeds (i.e. 5m/s), but the variances of
packet service times σsx,V S are diﬀerent. CA-ETX manages to capture this subtle diﬀerences
that is ignored by current WSN-MS research, and therefore achieves the best delay performance.
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6.5 Opportunistic Backpressure Collection
Due to the poor throughput performance of shortest path routing, this section shows how CA-
ETX is used in a novel throughput-optimal algorithm, OBC, by integrating mobility awareness
into the backpressure algorithm for WSN-MSs. Before we present OBC, we ﬁrst model the
WSN-MS as a dynamic queuing system.
6.5.1 Queueing Dynamics
Every sensor node x ∈ N s collects data at a sensing rate of rx2. Let 0 ≤ fx,y(t) ≤ cx,y(t)
represents the actual amount of sensor data transmitted over the wireless link (x, y) at slot t.
Deﬁne Nx(t) ⊂ N as the set of nodes that are in contact with node x at slot t, i.e the set of
node x’ all instantaneous neighbours. Each sensor node maintains a queue (i.e. data buﬀer),
which stores the sensor data packets produced by itself and received from other sensor nodes.
Let Qx(t) ≥ 0 be the queue backlog (or queue length) of x ∈ N s at slot t ≥ 0. From slot t to
t+ 1, queue backlog updates as follows:
Qx(t+ 1) = |Qx(t)− f outx (t)|+ + rx + f inx (t), ∀x ∈ N s (6.8)
where f inx (t) and f
out
x (t) are the amount of total incoming and outgoing data of node x at slot
t respectively, i.e.
f inx (t) =
∑
y∈Nx(t)
fy,x(t), f
out
x (t) =
∑
y∈Nx(t)
fx,y(t)
and for any real number a, the operator |a|+ = a if a > 0; |a|+ = 0 otherwise. It is worth
noting that the queue backlog Qm(t) = 0, for all m ∈ N s, t ≥ 0.
2 We assume the constant sensing rate for analytical brevity. However, it is straightforward to extend our
results to general ergodic sensing rates.
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6.5.2 Link Rate Region
We say a set of wireless links in L are contention-free if they can be active (i.e.transmitting)
simultaneously, which depends on the interference relations between them. For a channel state
c, we deﬁne a L-dimensional contention-free link rate vector μ(c), where each entry l is the
capacity cl of the link l if link l is scheduled to transmit; otherwise, entry l is zero. The wireless
links associated with the non-zero entries in μ(c) are contention free. We further deﬁne the
link rate region Γ(c(t)) associated with channel state c(t) as the convex hull of all possible
contention-free link rate vectors.
6.5.3 Network Capacity Region
We deﬁne a network capacity region Λ by saying that for any given r ∈ Λ if there exists a joint
routing and scheduling algorithm that controls fx,y(t), (x, y) ∈ L at every slot t ≥ 0 such that
f outx − rx − f inx = 0, ∀x ∈ N s (6.9)
f(t) ∈ Γ(c(t)), ∀t (6.10)
where f outx and f
in
x are the long-term averages of f
in
x (t) and f
out
x (t) respectively, and f(t) is the
vector of all fx,y(t), (x, y) ∈ L. Constraints (6.9) and (6.10) states the ﬂow conservation law
and the link rate region constraint respectively.
6.5.4 OBC Algorithm
At each slot t ≥ 0, the OBC algorithm operates as follows:
1. Weight Calculation. Each sensor node x ∈ N s computes the weight wx,y(t) for each of
its instantaneous neighbours y ∈ Nx(t),
wx,y(t) = (Qx(t)/ϕx −Qy(t)/ϕy)cx,y(t) (6.11)
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where
ϕx =
1
CA-ETXx,V S
is called the Gateway Quality (GQ) of sensor node x. To guarantee the stability of OBC in
theory, we set deterministic lower and upper bounds for all sensor nodes x ∈ N s, i.e. 0 ≤
ϕmin ≤ ϕx ≤ ϕmax < ∞. In addition, we set ϕm for each mobile sink m as any ﬁxed value
between ϕmin and ϕmax, which has no impact on OBC algorithm.
2. Scheduling. The set of scheduled links F ∗(t) is chosen as
F ∗(t) = arg max
F (t)∈Γ(c(t))
∑
(x,y)∈F (t)
wx,y(t) (6.12)
It is clear that F ∗(t) is the set of contention-free links with the maximum aggregated weights
at slot t.
3. Routing and Forwarding. Based on F ∗(t), each sensor node x ∈ N s transmits a sensor
data packet to the next one hop node by setting fx,y(t), y ∈ Nx(t) as follows:
fx,y(t) =
⎧⎪⎪⎨⎪⎪⎩
cx,y(t) (x, y) ∈ F ∗(t) ∧ wx,y(t) > 0
0 otherwise
Hence, each node x chooses the next hop node y such that fx,y(t) > 0 (routing), then transmits
cx,y(t) amount of data packets to y (forwarding).
According to the OBC algorithm, it is easy to see that sensor nodes with higher GQs have
a bigger opportunity to receive more packets than those with lower GQs, which therefore
naturally combines mobility (i.e. CA-ETX) awareness and queue gradients. Theorem 6.1
below demonstrates the throughput optimality of OBC.
Theorem 6.1. Given any arriving traﬃc (sensing rate vector) r such that r + ε ∈ Λ for any
 > 0, the OBC algorithm can stabilise all queues, i.e.
lim sup
K→∞
1
K
K∑
t=1
∑
x∈N
E[Qx(t)] < ∞
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The proof of Theorem 6.1 can be found in Appendix C. It is worth noting that OBC does
not require any future knowledge of the network, and makes routing and scheduling decisions
based on the network information at the current slot only. In addition, OBC can be easily
implemented on the top of CSMA in a fully distributed way, by using schemes such as [13].
6.6 Evaluation
To evaluate the practical performance of CA-ETX and OBC, we constructed real-world ex-
periments on IEEE 802.15.4-based MicaZ motes and simulations in a realistic WSN simulator
Castalia [4].
6.6.1 Testbed Experiments
(a) Experiment Methodology
To validate its eﬃciency, we implemented CA-ETX in CTP [63], and compared the performance
of original CTP and modiﬁed CTP (M-CTP) by using the following methods: as shown in
Figure 6.4(a), two WSN-MSs with the same sensor node layouts and sink mobilities were
concurrently deployed for CTP and M-CTP respectively. To avoid interference between the
two WSN-MSs, they were operated over two orthogonal channels of the CC2420 radio for CTP
and M-CTP respectively. Since no WiFi connections were detectable around the deployment
area during the experiment, neither channel experienced interference by other external 2.4 GHz
wireless transmissions. Each WSN-MSs consisted of 20 sensor nodes (black squares in Figure
6.4) deployed in a grid topology with grid size of two metres, the two mobile sinks where held
by two researchers respectively. The experiment lasted for 20 minutes during which the two
researchers (mobile sinks) roamed around the 6m×10m deployment area, simulating both high
probabilities of visiting some hot points (i.e. red circles and stars in Figure 6.5(a) for both
mobile sinks respectively) and other low probability locations. Therefore, the two WSN-MSs
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had the same deployments and sink mobility. The packet size, the node transmission powers,
and sensing rates, were set as 34 bytes, -25 dBm, and one packet per ﬁve seconds for each
sensor node respectively.
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(b) E2E delay
Figure 6.4: Experiment results of the CTP and M-CTP: (a) Sensor deployment topology and
mobility hot spots, (b) Cumulative Distribution Function (CDF) of E2E delay.
We also compared our OBC with a practical backpressure routing protocol for WSNs, BCP
[118]. Since BCP is a pure backpressure routing protocol without scheduling, we only compared
the routing part of OBC with BCP for fairness. The method of this experiment was the same as
that of the last experiment but with diﬀerent sensor layouts and mobility hot points as shown
in Figure 6.5(a). In addition, sensing rates of OBC and BCP were set as one packet per two
seconds while all other parameter settings were the same as the last experiment.
(b) Results and Discussions
Figure 6.4 (a) shows the End-to-End (E2E) delay performance of CTP and M-CTP. By using
CA-ETX, CTP can achieve around 36% better delay performance, demonstrating the eﬃciency
of CA-ETX and the ability to be directly applied to existing ETX-based routing protocols.
Figure 6.5 (b)-(c) show the results of OBC and BCP experiments. BCP inherently attempts
to balance the queue backlogs of all sensor nodes. When a sensor node x transmits data
packets to a mobile sink, its queue length reduces, resulting in establishing a queue-aware
gradient towards x. However, the mobile sink may disconnect from x before the convergence of
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such a gradient. Therefore, such time-varying queue-aware gradients aggravate the hop count
performance of pure backpressure routing which is known to perform poorly already in static
networks (e.g. [188]). As a result, BCP performs poorly in all three performance metrics 3, as
shown in Figure 6.5(b)-(d).
In OBC, however, data packets are continuously forwarded to sensor nodes with small CA-
ETX values, which signiﬁcantly mitigates routing loops, resulting in much smaller E2E delay
and energy costs shown in Figure 6.5 (b) and (d). Furthermore, sensor nodes with small CA-
ETX values have enough data to transmit to mobile sinks. This maximises the utilisation of
its opportunistic contacts with mobile sinks and therefore reduces the average queue length
(congestion) shown in Figure 6.5 (c). As a result, OBC achieves approximately 60%, 60%, and
500% performance improvements in terms of E2E delay, storage overhead, and energy costs
respectively.
6.6.2 Simulation
We constructed extensive simulations to further study the performance of OBC in WSN-MSs
with diﬀerent traﬃc loads (i.e. sensing rates), sink mobilities, and network sizes. We compared
OBC with a state-of-the-art protocol in WSN-MS that is based on mobility-graph and infor-
mation potentials (MG-IP) [87], and the classic backpressure routing and scheduling algorithm
(BP). All the three protocols were implemented above Castalia CSMA link layer, in which the
longest queue ﬁrst and back-oﬀ window adjustment techniques [13] were used to implement
both BP and OBC in a fully distributed way. We also set the mobility prediction accuracy of
MG-IP as 100%, which is not realistic in practice. It is worth noting that OBC and BP do not
require any mobility prediction.
In all simulations, we set the transmission power as 0 dBm, which resulted in the around 50
metres transmission range and approximately the same transmitting and receiving powers for
the CC2420 radio. This enabled us to collect the average energy cost (in mJ per packet) by
3Since the major energy consumer of a sensor node is the wireless radios, we use the packet tranmitting and
receiving rates as power consumption measurements.
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Figure 6.5: Experiment results of the OBC and BCP: (a) Sensor deployment topology and
mobility hot spots, (b) average E2E delay (every 30 seconds) over time, (c) CDF of queue
length and, (d) CDF of each nodes’s packet transmission (transmitting and receiving) rates.
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(i) energy cost
Figure 6.6: Simulation results of OBC, BP, and MG-IF:(a)-(c) with diﬀerent sensing rates
(average sink speed is 5 m/s); (d)-(f) with diﬀerent sink speed (sensing rate is 10 packets per
200 seconds); (g)-(i) with diﬀerent scale WSN-MSs (average sink speed and sensing rate are
5 m/s and 10 packets per 200 seconds respectively, the average node density of diﬀerent scale
networks remain the same by adjusting the size of corresponding simulation areas.
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measuring the time when the radio was busy for each node. We set the duration of a slot as
one second, and each simulation lasted for ﬁve million seconds. In all simulations, a realistic
mobility model, the heterogeneous human walk model [181], was used to simulate sink mobility.
In addition, we also set the packet size as 40 bytes and link layer retransmission times as 5.
We run all simulations twice to compute the average results which are shown in Figure 6.6.
Figure 6.6 (a)-(c) show the performance of the three algorithms with diﬀerent sensing rates in
a WSN-MS consisting of 200 sensor nodes and 4 mobile sinks, in a 600m × 600m area. The
average sink mobility speed is 5m/s. We can see that OBC has similar delay performance of BP
in heavy traﬃc simulations, but much better performance in light traﬃc scenarios especially
in terms of energy cost. Figure 6.6 (d)-(f) show the performance of the three algorithms
with diﬀerent sink movement speeds. In this set of simulations, the WSN-MS also consists of
200 sensor nodes and 4 mobile sinks in a 600m × 600m area. All three performance metrics
decrease as the sinks move faster, because the variance of packet service times over sensor-VS
links reduces. Our OBC still performs the best in terms of all three metrics. Although MG-
IP achieves reasonable performance in the simulations with high sink speeds, its performance
would be signiﬁcantly degraded in practice, where 100% prediction accuracy is impossible to
be achieved [87]. Finally, the results shown in Figure 6.6 (g)-(i) demonstrate the scalability of
OBC.
6.7 Summary
This chapter studies how to improve the delay and throughput performance for data collection
applications in WSN with Mobile Sinks (WSN-MSs). We propose a novel routing metric, CA-
ETX, based on queueing analysis theory to estimate packet transmission delay caused by both
link unreliability and intermediate connectivity. An opportunistic shortest path routing scheme,
OSPR, is also developed to demonstrate the eﬃciency of CA-ETX. CA-ETX can seamlessly
and synchronously work with ETX, illustrating that existing ETX-based routing protocols,
such as the de-facto TinyOS routing standard CTP and IETF IPv6 Routing Protocol RPL,
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can be easily applied to WSN-MSs using CA-ETX. We then develop a throughput-optimal data
collection scheme, OBC, by integrating CA-ETX into the Lyapunov optimisation framework.
In contrast to current routing schemes for WSN-MSs, both OSPR and OBC require no mobility
prediction and are competent for large-scale sensor networks with a large number of fast moving
sinks. Testbed experiments and extensive simulations demonstrate the signiﬁcant performance
improvement achieved by OBC, compared with state-of-the-art approaches (e.g. up to 80% less
energy consumption than BCP [118] and 50% smaller delay than a mobility-prediction-based
protocol [87]).
Several problems remain for ubiquitous sensing using WSN-MSs. (1) What should the mobile
sink do after collecting sensor data? Could the data be sent via the Internet through expensive
long-range communication (e.g. 3G cellular), or through low-cost short-range communications
(e.g. WiFi) when the mobile sink passes a free access point? (2) Since wireless communications
result in energy and bandwidth costs, and even monetary bills, how can mobile device owners
be incentivised to collect and transmit data? To solve these problems, the next chapter will
consider a more realistic and low-cost sensor data collection paradigm in which mobile devices
such as smart phones are used to forward data collected from statically-deployed sensors to
statically-deployed sinks. For example, free WiFi access points can be utilised as sinks.

Chapter 7
Social Proﬁt Maximisation in Sparse
WSN with Rational Selﬁsh Relays
Fixed infrastructures of wireless sensing techniques have limitations in terms of sensor main-
tenance, placement and connectivity in future smart cities. One approach to overcome some
of these problems is to utilise the ubiquity of mobile phones. Here, the mobility and social
patterns of phone owners can be exploited to optimise data forwarding eﬃciency. The question
remains, however, how can we stimulate phone owners to serve as data relays? In this chap-
ter, we combine network science principles and Lyapunov optimisation techniques to maximise
global social proﬁt across hybrid sensor and mobile phone networks. Sensor data packets are
produced and traded (transmitted) over a virtual economic network using a lightweight, social-
economic-aware backpressure algorithm which combines rate control, routing, and resource
pricing. Phone owners can receive beneﬁts by relaying sensor data. Our algorithm is fully
distributed and makes no probabilistic/stochastic assumptions regarding mobility, topology, or
channel conditions, nor does it require prediction. By rigorous theoretical analysis, we have
proven that the global social proﬁt achieved by our algorithm can perform close to, or better
than, an ideal algorithm with perfect prediction. Simulation results further demonstrate that
the proposed algorithm outperforms pure backpressure and social-aware schemes, highlighting
the advantage of building systems that combine communication with other types of networks.
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The diﬀerences between this chapter and Chapter 6 are as follows: (1) WSN with Mobile Sinks
(WSN-MSs) studied in Chapter 6 only consider wireless communications between sensor nodes,
and between sensor nodes and mobile devices. Besides such communications, this chapter also
considers an extension of WSN-MS: opportunistic short-range wireless communications between
mobile devices (i.e. smart phones). (2) This chapter also focuses on how the social and economic
behaviours of the phone owners can be utilised for eﬃcient data transmission.
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S The set of all sensor nodes.
R The set of all human relays.
D The set of all sinks.
N The set of all nodes N = S ∪ R ∪ D.
L The set of all directed links between each pair of nodes in N .
cx,y(t) The capacity of wireless link (x, y) ∈ L at slot t.
c(t) Channel capacity vector for all wireless links at slot t.
G(N ,L, c(t)) The time-varying weighted graph of the WSN-HR.
Lwsn The set of all directed links between each pair of sensor nodes in S.
G(S ∪ D,Lwsn) The graph of the static-deployed WSN.
Nx(t) The set of node x’s instantaneous neighbours at slot t.
rx(t) The sensing rate of sensor node x ∈ S at slot t.
fx,y(t) Actual amount of data transmitted over wireless link (x, y) ∈ L at slot t.
Qx(t) The queue backlog of node x ∈ N at slot t.
ICTx,y The inter contact time between nodes x and y.
Lsocial The set of social ties between human relays in R.
G(R,Lsocial) Social graph of human relays.
G(N socialx ) Social neighbour table of human relay x ∈ R.
Cx The set of community(ies) that mobile relay x ∈ R belongs to.
hx Local centrality vector for mobile relay x ∈ R.
C
static
x The set of community(ies), whose location static node x located in.
A The set of all static clusters.
A
sink The set of all static clusters containing sinks.
Hsinkx The sink-aware centrality of a mobile relay x ∈ R.
λx(t) The selling price if node x ∈ S ∪R in slot t.
Ix(rx(t)) Utility function of sensor node x.
γrelayx (t) The instantaneous proﬁt of a mobile relay x ∈ R.
ΓWSN(t) The sum of the instantaneous proﬁts of all nodes in the static WSN.
Γ(t) The sum of the instantaneous proﬁts of all nodes in WSN-HR.
V The parameter to tradeoﬀ global social proﬁts and queue backlogs.
rmax, cmax The ﬁnite upper bounds of sensing rate and channel capacity respectively.
Qmaxx The ﬁnite queue buﬀer size of node x ∈ N .
tend The number of slots of the ﬁnite horizon.
Hmaxsink The maximum SA centrality.
λscale The price-scaling parameter.
α The weighting parameter for social awareness.
wx,y(t) The routing weight of wireless link (x, y) at slot t.
ηx(t) The maximal possible amount of data can be received by node x at slot t.
ηmax The ﬁnite upper bound of ηx(t) for all x ∈ N at slot 1 ≤ t ≤ tend.
Table 7.1: Summary of symbols used in Chapter 7.
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WSN-HR Wireless Sensor Network with Human Relays
OBSEA Opportunistic Backpressure with Social/Economic Awareness
SA Centrality Sink Aware Centrality
ICT Information and Communication Technology
Table 7.2: Summary of abbreviations used in Chapter 7.
7.1 Introduction
Complex networks, such as social, economic, and biological, are having a signiﬁcant impact on
the ﬁeld of computer communications. Such networks exhibit complexity in terms of heavy-tail
degree distributions [19], small-world phenomena [174], community structures [55,134] etc. The
close coupling between modern mobile and sensing networks and the physical world in which
they reside, has lead to the non-trivial topological features of these non-computing networks
being exploited in the design of communication schemes, for example [88, 115] and [41, 57, 99],
for the Internet and mobile wireless networks, respectively.
In this chapter, we apply network science principles to build a resilient architecture consisting
of a hybrid of mobile phones and WSNs. Here static sensors are deployed to instrument a space
and report sensed readings. However, we deviate from the traditional WSN architecture by
not only using static base-stations connected to the Internet to relay data about the space, but
also utilising human relays via their mobile devices. This resilient architecture is motivated
by sensing applications in sustainable smart cities [42, 133, 137]. For brevity we call our ar-
chitecture WSN-HR (Wireless sensor networks with Human Relays). For a WSN-HR to be a
cost-eﬀective communication solution for smart sustainable cities, the following two key issues
must be addressed:
• Since the mobility patterns of human relays are governed by their underlying social net-
works [99, 181], how can we exploit social network features, such as centrality and com-
munity, for eﬃcient sensor data forwarding?
• Since using the mobile phone as a relay has costs, in terms of local resources (e.g. memory
and energy) and telecommunications, how can we incentivise individuals to participate?
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7.1.1 Our Approach
To address the above issues, we develop a novel scheme: an Opportunistic Backpressure ap-
proach with Social/Economic Awareness (termed OBSEA) for joint rate control, ﬂow routing,
and resource pricing. This approach uniquely combines network science principles and Lya-
punov stochastic optimisation theory [38,61,184]. Speciﬁcally, the contributions of this chapter
are summarised as follows:
1. By exploiting mobility patterns and the underlying social networks of human relays, we
propose a novel data forwarding metric, Sink-Aware (SA) centrality, to measure the potential
sensor data forwarding ability of mobile relays.
2. To incentivise people to serve as data relays using their phone, we establish a virtual economic
network for sensor data producing and trading. Here, the static WSN consists of static sensors
and sinks. It makes a proﬁt by producing sensor data to maximise the network utility. Each
mobile relay acquires proﬁt by dynamically adjusting the selling price of its maintained sensor
data and then trading (transmitting and receiving) data with other nodes opportunistically at
each moment of contact.
3. We formalise a ﬁnite-horizon optimisation problem to maximise the global social proﬁts
of the all nodes in WSN-HR. Our formalisation does not make any probabilistic/stochastic
assumptions (e.g. speciﬁc probability distributions or ergodic stochastic network processes)
about the network conditions (e.g. mobility, topology, and wireless channel) and thus is suitable
for the arbitrary dynamic evolution process of WSN-HR. The lightweight OBSEA solves the
problem using only current and local information. This means that OBSEA is fully distributed
and does not require any prediction capacity, therefore maximising the practical application of
the work.
4. Through rigorous analysis, we show that OBSEA can avoid data queue buﬀer overﬂow for
every node and that the social proﬁt of the non-predictive OBSEA algorithm can be arbitrarily
close to an ideal algorithm with perfect future network knowledge. We evaluate the performance
of OBSEA using the Castalia [4] simulator and a realistic mobility model, [181] which exhibits
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features observed from real social networks and human mobility traces. Simulation results
demonstrate that OBSEA is adaptive to diﬀerent network settings. The algorithm is also
shown to outperform pure backpressure routing and pure social-aware forwarding schemes in
terms of global social proﬁt, data buﬀer eﬃciencies, and end-to-end delay. In addition, the
results show that a ’win-win situation’ (positive outcome) can be achieved by both the static
WSN and all mobile phone owners.
7.1.2 Related Work
Data Muling and Relaying for WSNs. Many data muling schemes have been proposed
to improve energy eﬃciency and coverage in sparse WSNs. Speciﬁcally, [27, 46, 70, 137, 169]
recognise the potential of human mobility in data mules. As far as we are aware, however,
none of them consider exploiting the underlying social networks of human relays or utilising
opportunistic multi-hop human contacts.
Intermittently Connected Networks and Social Awareness. Social network metrics,
centrality and community structure, have been used for many opportunistic routing schemes
[41,57,58,74,99] in Delay Tolerant Networks (DTN) [52]. However, all of them focus on packet
routing (i.e. unicasting or multicasting a single packet or multiple packets) rather than the ﬂow
routing in our OBSEA.
For general intermittently connected networks [34,49,150], backpressure-type ﬂow routing and
control schemes are studied in [149, 150]. However, their scheme is based on the assumptions
of predetermined gateways and ergodic network conditions (i.e. mobility and channel states).
In contrast, our work uses a much more general and realistic network model in which any
sensor could serve as a gateway at each opportunistic contact, and no probabilistic/stochastic
assumptions (e.g. Markov process of the mobility) are made for arbitrary network conditions.
Furthermore, none of them considers social or economic awareness.
Network Optimisation. Cross-layer network optimisation and control is an active networking
research area [38, 61, 184]. Most backpressure scheduling/routing schemes [92, 129, 188] are
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developed for multi-hop wireless networks to achieve inﬁnite-horizon stability, and to maximise
long-term network utilities or minimises costs. However, these schemes are limited to ergodic
network models, which may not hold true in our highly dynamic WSN-HR. The recent universal
scheduling framework developed by Neely [126] optimises ﬁnite-horizon general network utility
with arbitrary dynamic network processes, and has been used in P2P networks [127] and smart
electricity markets [128]. OBSEA is the ﬁrst approach to combine the universal scheduling
framework [126] and network science principles for urban WSNs using mobile data relays.
Pricing and Incentive Schemes. In [84, 124, 127], Lagrange multipliers or queue backlogs
are used as prices to solve static convex network problems or dynamic stochastic problems. In
contrast, OBSEA uses both queue backlog and social-aware metrics for pricing. [109, 130, 147]
study game-theoretic incentive and pricing approaches. Incentive-aware routing schemes [107,
159] are proposed for data forwarding in DTNs. DTN routing schemes [49, 100] consider the
concept of social selﬁshness, which describes the willingness of an individual to provide better
service to those with strong social ties than those with weaker social ties. However, rational
selﬁshness considered by our OBSEA means that each phone owner is willing to relay sensor
data as long as he or she can get beneﬁts, which is diﬀerent form the concept of social selﬁshness.
In addition, none of above schemes focus on data muling for WSNs.
7.1.3 Chapter Organisation
In the next section, the network model is presented. Section 7.3 presents the OBSEA algorithm.
The theoretical analysis and simulation are presented in Section 7.4 and 7.5, respectively.
Finally, we summarise this chapter in Section 7.6. All proofs of theorems in this chapter and
related lemmas can be found in Appendix D.
7.2 Network Model
In an intermittently connected WSN-HR, every sensor node collects environmental data (e.g.
temperature and humidity) and sends the sensor data to any of the sink(s) through other static
sensor nodes and mobile relays if necessary, in an opportunistic multi-hop manner.
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7.2.1 Topology and Communication model
Let the sets of sensor nodes, human relays, and sinks be S, R, and D respectively. Denote
N = S ∪R∪D as the set of all nodes in the WSN-HRs. The network operates in discrete time
with a unit time slot t ∈ {1, 2, ...}. Let cx,y(t) ≥ 0 be the current capacity of wireless link from
node x ∈ N to node y ∈ N at time t, i.e. the maximum (integer) number of sensor data packets
that can be successfully transmitted from x to y during slot t. cx,y(t) is assumed to be constant
within the duration of a slot, but can vary from slot to slot and across diﬀerent wireless links.
Speciﬁcally, if cx,y(t) > 0, we say nodes x and y are in contact at slot t; otherwise, they are
not in contact at slot t.
We model the whole WSN-HR as a directed, complete, and time-varying weighted graph
G(N ,L, c(t)), where L = {(x, y)| x, y ∈ N} represents the set of all possible wireless links
between each pair of nodes in N , and the |L|−dimensional vector c(t) represents the vector
of channel capacities over all wireless links at slot t. Due to the sparsity and intermittent
connectivity of the network, most entries of instantaneous c(t) are zero at a given t. Figure
7.1(b) illustrates an example of instantaneous G(N ,L, c(t)) at a slot.
We do not make any probabilistic/stochastic assumption on c(t), such as speciﬁc probability
distribution, i.i.d., or even ergodicity. This is because the stochastic process c(t) could be
aﬀected by many random time-varying events such as unexpected external interference, channel
fading, and human mobility, governed by various complex physical rules. It is easy to see that
the deﬁnition of G(N ,L, c(t)) is very general and can characterise arbitrary stochastic channel
states and topology processes (e.g. mobility) of the |N |-node WSN-HR.
Due to the sparse density of the WSN-HR, we assume that the wireless interference among
concurrent transmissions over links in L can be ignored, in order to focus on routing and rate
control1.
For notation brevity, we also deﬁne Gwsn(S ∪ D,Lwsn) to represent the static WSN, where
Lwsn = {(x, y)|cx,y(t) > 0 ∀t ≥ 1, ∀x, y ∈ S ∪D} is the set of all wireless links with non-zero
1It is easy to add greedy/approximate scheduling functionalities such as [36] into our OBSEA algorithm for
eﬃcient distributed implementations.
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Figure 7.1: Conceptual illustration of a WSN-HR. (a) Four static clusters of a static discon-
nected WSN Gwsn(S∪D,Lwsn). (b) An example of instantaneous graph G(N ,L, c(t)) at a slot,
and community-location mapping. Solid lines between nodes represent the wireless links with
non-zero capacities, and the wireless links with zero capacity are not plotted. The colourful
rectangles indicate the geographic areas associated with the communities. (c) The underlying
social network consisting of mobile relays, and an example of 4-clique overlapping community
structure over the social network.
capacities between static nodes.
Deﬁnition 7.1 (Static Cluster). A static connected cluster A ⊆ S ∪D is deﬁned as the set of
all static nodes in a connected component2 of the static WSN Gwsn(S ∪ D, Lwsn).
For instance, there are four static clusters in the WSN shown in Figure 7.1 (a).
7.2.2 Queueing Dynamics
Each node x ∈ N maintains a queue (i.e. data buﬀer) for the sensor data, which stores the data
packets generated by itself (if x is a sensor node), and by other sensor nodes. Let Qx(t) ≥ 0 be
the queue backlog (or queue length) of x ∈ N at slot t ≥ 1. Let Nx(t) ⊂ N be the set of nodes
that are in contact with node x at slot t (i.e the set of x’ instantaneous neighbours),
Nx(t) = { y | cx,y(t) > 0, cy,x(t) > 0, y ∈ N − {x} }
2In graph theory, a connected component of a graph G is a subgraph in which any two vertices are connected
to each other by paths, and which is connected to no additional vertices in G.
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From each node x ∈ N , its queue backlog updates from slot t to t+ 1 as follows:
Qx(t+ 1) =
⎧⎪⎪⎪⎪⎪⎪⎪⎨⎪⎪⎪⎪⎪⎪⎪⎩
0 x ∈ D
|Qx(t)−
∑
y∈Nx(t)
fx,y(t) +
∑
y∈Nx(t)
fy,x(t)|+ x ∈ R
|Qx(t)−
∑
y∈Nx(t)
fx,y(t) + rx(t) +
∑
y∈Nx(t)
fy,x(t)|+ x ∈ S
(7.1)
where rx(t) ≥ 0 is the sensing rate at which a sensor node x ∈ S collects environmental data
at slot t; 0 ≤ fx,y(t) ≤ cx,y(t) represents the actual amount of data transmitted from node x to
node y at slot t; and for any real number a, the operator |a|+ = a if a > 0, |a|+ = 0 otherwise.
7.2.3 Mobility Pattern and Social Network of Human Relays
The following human mobility and social network properties are explored by our OBSEA algo-
rithm.
Pairwise Inter-Contact Time. Let ICTx,y be the inter-contact time (i.e. the time elapsed
between two successive contacts as shown in Figure 7.2) between a pair of relays x, y ∈ R.
The distribution of pair wise inter-contact times between mobile relays has great impact on
data forwarding [29]. We do not assume any special distribution of ICTx,y, x, y ∈ R (e.g.
power-law [29], exponential [58], or power-law head and exponential tail [82]). In addition, we
generalise the concept of inter-contact time from each pair of pure mobile relays in R to that
of all nodes in N . Speciﬁcally, if two static nodes x, y ∈ S ∪ D are always in contact (i.e.
cx,y(t) > 0 for all t ≥ 1), ICTx,y = 0; otherwise (i.e. cx,y(t) = 0 for all t ≥ 1)), ICTx,y = ∞.
 
Figure 7.2: The concept of contact time and inter-contact time between a pair of nodes.
Overlapping Communities and Centrality. As shown in Figure 7.1 (c), we assume that
there is an underlying social network that consists of all mobile relays in R. We model the
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social network as an undirected graphGsocial(R, Lsocial), where Lsocial represents the set of social
ties between mobile relays, which can be deﬁned by inter-contact time or contact probability
between each pair of nodes. A social tie between two mobile relays x and y in R is considered
to exist, if ICTx,y is smaller than a predetermined threshold ICT
max. Each mobile relay x ∈ R
maintains and updates its social neighbour table N socialx ⊆ R, which is the set of mobile relays
that share social ties with x, i.e. for each relay y ∈ N socialx , ICTx,y ≤ ICTmax. Using social
neighbour table of each relay, the social network Gsocial(R, Lsocial) can be established in a
distributed way at runtime.
It has been observed that a social network always exhibits overlapping community structures
[75, 134, 181] and heterogeneous centrality [19, 57, 74]. In the WSN-HR context, overlapping
community structure means that mobile relays in the same community (a set of mobile relays)
meet each other much more frequently than that in diﬀerent communities, and a mobile relay
may belong to multiple communities. Heterogeneous centrality indicates that few mobile relays
(e.g. postmen) meet a large number of other relays, but many mobile relays only meet a small
number of others. We explore these two useful social network features in our OBSEA algorithm.
Mathematically, we use a tuple (Cx,hx) to represent the social proﬁle of a mobile relay x ∈ R,
where Cx is the set of community(ies) node x belongs to, and hx is a |Cx|–dimensional vector,
where each entry hix, 1 ≤ i ≤ |Cx| represents the local centrality [57, 181] of x in its ith
community Cix ∈ Cx. Speciﬁcally, the hix is measured as the number of social ties between x
and other mobile relays in Cix ∈ Cx, i.e. hix = |Cix ∩N socialx |. For instance, in Figure 7.1 (c), the
local centralities of relays x and y in community 4 are 3 and 4 respectively. It can also be seen
that for k-clique community structure of social network Gsocial(R, Lsocial), the local centrality
of every mobile relay in every community should be no less than k − 1 [134].
Spatial Regularity of Human Mobility. Recent observations [65,69] of real human traces
demonstrate that people in a given community normally move within some certain geographic
areas much more frequently than other locations (e.g. students in the same department normally
visit their department building with a much higher probability than other places). An example
of such community-location mappings are illustrated in Figure 7.1 (b) and (c). Based on this
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property, we establish social awareness for each static node x ∈ S ∪ D, by using a variable
C
static
x , which represents the set of community(ies) associated with the geographic area where
x is located in. Take Figure 7.1 for instance, since sink 1 sensor 1 are located within the
area associated with communities 1 and 4 respectively, Cstaticsink1 = {community 1} and Cstaticsensor1 =
{community 4}.
7.2.4 A Social Forwarding Metric: Sink-Aware Centrality
Based on social networking features, we deﬁne a novel metric, Sink-Aware (SA) centrality, to
measure the potential ability of a mobile relay for delivering sensed data to the sink. Let Asink
be the set of static clusters, each of which contains at least a sink:
A
sink =
⋃
A∈A, A∩D=∅
{A} (7.2)
where A is the set of all static clusters. In Figure 7.1, for instance, A = {static clusters 1–4}
and Asink = {static clusters 2 and 3}. We then deﬁne the global sink-aware community set
C
sink as
C
sink =
⋃
x∈A, A∈Asink
C
static
x (7.3)
For instance, Csink = { communities 1, 3, and 4 } in Figure 7.1.
Deﬁnition 7.2 (Sink-Aware (SA) Centrality). For a mobile relay x ∈ R with social proﬁle
(Cx,hx), its SA centrality H
sink
x is deﬁned as
Hsinkx =
∑
Cix∈Csink∩Cx
hix (7.4)
where hix is the local centrality of x in community Cix.
It can be seen that a mobile relay with a high global centrality (i.e. the sum of its all local
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centralities) does not always have a high SA centrality. For instance, consider a policeman as a
mobile relay who can meet a large number of people and therefore has a high global centrality.
However, he may rarely patrol the streets where the sinks are deployed, resulting in a low SA
centrality. In addition, Figure 7.1 (c) also illustrates a numerical example, where the global
centralities of mobile relays x and y are 9 and 7 respectively. Therefore, relay x has a higher
global centrality than relay y. However, the SA centrality of x is lower than that of y, i.e.
Hsinkx = 6 < H
sink
y = 7).
Let the maximal possible SA centrality over all mobile relays be Hmaxsink = maxx∈RH
sink
x . It is
obvious that Hmaxsink ≤ |R|. Although static nodes do not have centrality concept, we still assign
a SA centrality value for each static node x ∈ S ∪ D,
Hsinkx =
⎧⎪⎪⎨⎪⎪⎩
|R| if x ∈ A ∈ Asink
0 otherwise
to support our OBSEA algorithm that seamlessly combines all static nodes and mobile relays
in the whole WSN-HR. For instance, in Figure 7.1, Hsinkx = |R| = 18, if a static node x is in
static clusters 2 and 3; Hsinkx = |R| = 0, otherwise.
Compared with classic centrality deﬁnitions used in social networks and DTNs (e.g. degree and
betweenness centralities [56, 74]), SA centrality provides the destination-awareness for mobile
relays, and thus is more eﬀective for WSN-HR. A distributed lightweight algorithm to establish
SA centrality at runtime will be introduced in next section.
7.2.5 Economic Network Model: Pricing and Social Proﬁts
To incentivise mobile relays to forward sensor data for the static WSN, we establish a virtual
economic network for the WSN-HR. The static WSN Gwsn(S ∪ D,Lwsn) can be considered as
the employer who pays the mobile relays (the employees) in credits, which can be used for
online shopping (e.g. to buy Android/iPhone Apps online). Speciﬁcally, at each slot t ≥ 1, the
sensor data producing and trading processes are described as follows:
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• When a sensor or sink node y ∈ S ∪D receives (buy) fx,y(t) amount of sensor data from
a mobile relay x ∈ R, y pays fx,y(t)λx(t) amount of credits to x, where λx(t) is the selling
price per unit data (decided by the seller x).
• When a mobile relay x sells (transmits) data to another relay y, x, y ∈ R, x will receive
a payment of fx,y(t)(λx(t)− λy(t)) amount credits from y.
• A mobile relay y ∈ R can receive data for free from any sensor node x ∈ S.
• When a sensor node x ∈ S collects environmental data at a sampling rate rx(t), Ix(rx(t))
amount of revenue will be provided by the WSN, where Ix(rx(t)) can be any diﬀerentiable,
non-decreasing, non-negative, and concave utility function of rx(t).
The sub-network consists of all mobile relays (employees) which can be viewed as a free infor-
mation market, and every relay trades sensor data with other relays to reap beneﬁts from price
diﬀerence; similar to the real-world business. The instantaneous proﬁt of a mobile relay x ∈ R
is deﬁned as
γrelayx (t) =
∑
y∈Nx(t)
λx(t)fx,y(t)−
∑
y∈Nx(t)∩R
λy(t)fy,x(t) (7.5)
where the ﬁrst term on the right-hand side of (7.5) represents the total revenue of x by selling
data to others, and the last term represents the total expenditure of x, i.e. the credits paid
for data purchased from other relays in R ∩Nx(t). Similarly, we can deﬁne the instantaneous
proﬁt of the static WSN Gwsn() as
Γwsn(t) =
∑
x∈S
Ix(rx(t))−
∑
x∈S∪D
∑
y∈Nx(t)∩R
λy(t)fy,x(t) (7.6)
where
∑
x∈S Ix(rx(t)) represents the total instantaneous revenue of the WSN, and the last term
of (7.6) represents the total expenditure of the WSN, i.e. the total credits paid for data purchase
from mobile relays in {y|y ∈ R ∩Nx(t), x ∈ S ∪ D} .
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From (7.5) and (7.6), it is easy to verify that the instantaneous global social proﬁt of the whole
WSN-HR is
Γ(t) =
∑
x∈R
γrelayx (t) + Γ
wsn(t) =
∑
x∈S
Ix(rx(t)) (7.7)
This is because the sum of the internal payments of all nodes in N is equal to the sum of
revenue earned from taking these payments. Therefore, the total social proﬁt is the total
external incomes of the WSN.
7.2.6 Social Proﬁts Maximisation
Due to the arbitrary stochastic process of channel state (which may be non-ergodic) c(t),
an inﬁnite-horizon time-average social proﬁts may not exist. Therefore, we consider a ﬁnite
number of slots t ∈ {1, 2, ..., tend}. The objective is to seek an algorithm to solve the following
ﬁnite-horizon optimisation problem:
max Γ =
1
tend
tend∑
t=1
Γ(t) (7.8)
subject to (7.9)
0 ≤ rx(t) ≤ rmax x ∈ S, 1 ≤ t ≤ tend (7.10)
Qx(t) ≤ Qmaxx , ∀x ∈ S ∪ R, 1 ≤ t ≤ tend (7.11)
0 ≤ fx,y(t) ≤ cx,y(t) ≤ cmax x, y ∈ N , 1 ≤ t ≤ tend (7.12)∑
y∈N−{x}
fx,y ≥ 1{x∈S}rx +
∑
y∈N−{x}
f y,x, x ∈ S ∪R (7.13)
where fx,y =
∑tend
t=1 fx,y(t)/tend; and the indicator function 1{x∈S} = 1 if x ∈ S, 1{x∈S} = 0
otherwise. The objective (7.8) is to maximise the time average social proﬁts of all mobile relays
and the WSN during the ﬁnite-horizon of size tend. The constraint (7.10) represents that the
sample rate rx(t) is bounded by a constant value r
max < ∞, which is realistic for typical sensor
nodes. The constraint (7.11) states that the queue backlog Qx(t) of a sensor node or a mobile
relay x should be less than its buﬀer size Qmaxx . The constraint (7.12) represents that the actual
amount of data forwarded over each link should not be greater than the capacity of this link.
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Constraint (7.13) states the the ﬂow conservation law, i.e. node x’s average total incoming data
rate must not be greater than its average total outgoing data rate.
7.3 Opportunistic Backpressure with Social/Economic
Awareness
In this section, we introduce our OBSEA algorithm and a simple distributed scheme to establish
SA centrality.
7.3.1 SA Centrality Updating
The following simple GPS-free scheme can establish SA centrality for each mobile relays in a
fully distributed way:
• Step 1. Due to the time-varying nature of human mobility patterns [57,69,181], each node
operates steps 2–5 during every short-term period (e.g. 6 hours) to obtain the transient
SA centrality rather than the long-term cumulative one. At the beginning of a short-term
period, every mobile relay x ∈ R initialises its SA centrality as Hsinkx = 0.
• Step 2. Each mobile relay x ∈ R establishes the social proﬁle (Cx,hx) during every period,
by using a distributed community detection algorithm [75] and the social neighbour table
N socialx established online.
• Step 3. Each static node maintains a set Fx = {y| ∈ R, ICTx,y < ICTmax}, i.e. the set of
mobile relays that visit x frequently3. Then x can establish Cstaticx as
C
static
x =
⋃
y∈Fx, (Fx∩C)∈Cy
{C}
3A static node x ∈ S ∪D establishes its Fx based on the same way that a mobile relay y ∈ R establishes its
social neighbour table N socialy .
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• Step 4. If a node x ∈ S ∪ D in a static cluster A that also contains one or multiple
sinks, then x broadcasts Cstaticx to all other nodes in A. As a result, every static node
in A can know the set CstaticA =
⋃
y∈AC
static
y , i.e. the set of communities whose geo-
graphic areas static cluster A is located in. For instance, in Figure 7.1, Cstaticstatic cluster 2 = {
communities 1 and 2}.
• Step 5. When a mobile relay x ∈ R visits a node y in a static cluster A that contains a
sink, x checks whether y meets any node in A during current period. If not, x requires
C
static
A from y, and then updates its SA centrality as
Hsinkx = H
sink
x +
∑
Cix∈CstaticA ∩Cx
hix
7.3.2 OBSEA Algorithm
At each slot t ≥ 1, each node x ∈ N ﬁrst observes its current neighbours that it is in contact
with Nx(t), the queue backlogs of itself and its contact neighbours, and channel capacities of
all its outgoing links, cx,y(y), y ∈ Nx(t). Then each node runs the OBSEA algorithm as follows:
Pricing. The selling price set by every node x ∈ N in slot t is:
λx(t) = (Qx(t) + α(H
max
sink −Hsinkx ))/λscale (7.14)
where λscale > 0 is the price-scaling parameter that does not impact the global social proﬁts,
but controls the proﬁt ratio between all mobile relays (all employees) and the static WSN
(the employer), i.e.
∑
x∈R γ
relay
x (t)/Γ
WSN(t)); and α ≥ 0 is the weighting parameter for SA
centrality awareness in the routing component of OBSEA. When α = 0, the routing of OBSEA
is the pure queue-backlog aware (backpressure) algorithm; as α → +∞, the routing of OBSEA
tends to be based on SA centrality only. It is worth noting that the selling price λx(t) is always
non-negative, due to the non-negative values of α, Qx(t), λscale, and H
max
sink −Hsinkx .
Rate Control. Each source node x ∈ S sets its data sampling rate rx(t) to maximise the
following simple algorithm.
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max Ix(rx(t))− rx(t)Qx(t)/V (7.15)
subject to
0 ≤ rx(t) ≤ rmax (7.16)
where V > 0 is the predeﬁned control parameter for the tradeoﬀ between queue backlogs and
social proﬁts. Since Ix(rx(t)) is concave, problem (7.15) adopts an unique maximiser as
r˜x(t) = min[max[I
′−1
x (Qx(t)/V ), 0], r
max]
where I ′−1x () represents the inverse function of the utility function Ix()’s ﬁrst derivative.
Routing. Recall that Qmaxx is the data buﬀer size of node x. Each node x ∈ S ∪ R computes
the price diﬀerential between itself and each of its instantaneous contact neighbour y ∈ Nx(t),
by using (7.14). Then x computes the weight of instantaneous link as
wx,y(t) =
⎧⎪⎪⎨⎪⎪⎩
(λx − λy)λscale if Qy(t) < Qmaxy − ηy(t)
0 otherwise
where ηy(t) =
∑
z∈Ny(t) cz,y(t) + 1{y∈S}r
max is the largest possible amount of data that can be
injected into node y at slot t. Then node x transmits fx,y(t) amount of data packets to y:
fx,y(t) =
⎧⎪⎪⎨⎪⎪⎩
cx,y(t) if wx,y(t) > 0
0 otherwise
(7.17)
It is clear that sensor-data packets are dynamically forwarded hop-by-hop rather than through
maintained end-to-end paths.
Incentive and Credit Transfer. Based on the actual produced and transmitted sensor data
decided by above rate control and routing respectively, each node in N transfers the credits
using the mechanism described in Subsection 7.2.5.
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All the static nodes in the WSN are enforced to obey the rate control and routing rule without
any incentive. Now we analyse why mobile relays are willing to follow above routing rule. For
wx,y > 0, there are two cases:
• Both x and y are mobile relays. Based on the rationally-selﬁsh assumption of mobile
relays, if wx,y(t) > 0, x can achieve wx,y(t) per packet beneﬁt by selling sensor data to y.
For node y, although it pays credits for buying sensor packets, but its selling price will be
increased due to the incremental of its queue backlog (see (7.14)). y can sell sensor-data
packets to other mobile relays with lower selling price or to static nodes. Therefore, if
wx,y(t) > 0, both nodes are willing to trade the sensor data at this contact.
• One is a static node and the other is a relay. If x is a sensor node, y can get free data
from x, which can be sold to others in the future; if x is a relay, it can get beneﬁt by
selling the data.
Queue Update. Queue backlog of each node ∈ N are updated according to (7.1).
Since every node x ∈ N requires only the information of its instantaneous neighbours in Nx(t),
the OBSEA algorithm is fully distributed. In addition, OBSEA is based on only current
knowledge of the network at current slot t and does not require any prediction capacity for
future knowledge after slot t.
7.4 Performance Analysis
7.4.1 Control Overhead
The control overhead of the OBSEA algorithm is discussed as follows:
• Communication Overhead. Since OBSEA is fully distributed, each node only trans-
mits at most one beacon to communicate its local queue backlog and SA centrality at
each slot.
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• Computational Overhead. Since a node x ∈ N can be in contact with at most |N |−1
nodes at each slot, it is clear that both the SA centrality update and the operations of
OBSEA require at most O(|N |) simple arithmetic calculations only. It is worth noting
that this is loosely bounded, since a node can normally contact a small number of nodes
at each slot due to the sparse density of the network.
• Storage Overhead. Each node needs to maintain its SA centrality and its social proﬁle
(at most 2|N | − 1) values. Therefore, the per node storage overhead is O(|N |).
7.4.2 Bounded Queues
Memory is a key resource for both sensor nodes and mobile relays. Theorem 7.1 below shows
that all data queue backlogs are deterministically bounded.
Theorem 7.1. Suppose the initial queue backlogs Qx(1) = 0, ∀x ∈ S ∪R, then Qx(t) is always
less than its buﬀer size ≤ Qmaxx , ∀t ≥ 1, if V satisfy:
Qmaxx ≥
⎧⎪⎪⎨⎪⎪⎩
V I ′x(0) + η
max x ∈ S
ηmax x ∈ R
(7.18)
where ηmax = maxx∈S∪R,t≥1 ηx(t) ≤ |N |cmax. The proof of Theorem 7.1 can be found in
Appendix D.1. In practice, I ′x(0) and Q
max
x , x ∈ S∪R are normally ﬁxed and can be determined
in advance. It is also easy to estimate ηmax based on the data rate of wireless transceiver 4.
Therefore, the parameter V can be set to guarantee inequality (7.18). For instance, if the utility
function of a sensor node x is chosen as Ix(rx(t)) = ln(rx(t) + 1), then I
′
x(0) = 1 and V should
be not larger than Qmaxx − ηmax.
4Although we ignore wireless interference and assume full-duplex wireless radio for simplicity, most current
wireless transceivers are half-duplex. Therefore, each node x ∈ S ∪ R can simply set ηmax as the data rate (in
packets per slot) of its wireless transceiver.
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7.4.3 Social Proﬁts performance
To derive the performance bounds of our OBSEA scheme, we divide the duration 1 ≤ t ≤ tend
into K frames with size of T slots as shown in Figure 7.3. We assume that there exists an
ideal algorithm that fully knows the network information (i.e. the mobility trace and channel
capacity) for the future T slots. Based on the future knowledge, the ideal algorithm solves the
following optimisation problem:
  Figure 7.3: Illustration of slots and frames.
max
1
T
kT−T+1∑
t=kT
Γ(t) (7.19)
subject to (7.20)
0 ≤ rx(t) ≤ rmax ∀x ∈ S, ∀t (7.21)
Qx(t) ≤ Qmaxx , ∀x ∈ S ∪R, ∀t (7.22)
0 ≤ fx,y(t) ≤ cx,y(t), ∀x ∈ N , y ∈ Nx(t), ∀t (7.23)
1
T
kT∑
t=kT−T+1
(
∑
y∈N−{x}
fx,y(t)− 1{x∈S}rx(t)−
∑
y∈N−{x}
fy,x(t)) ≥ 0, ∀x ∈ S ∪R, ∀k ≤ K (7.24)
The objective (7.19) demonstrates that the ideal algorithm optimises the social proﬁts over
each frame 1 ≤ k ≤ K. Deﬁne the Γ∗k(T ) be the optimal social proﬁts of problem (7.19) for the
kth T -slot frame. Let r∗x(t), x ∈ S and f ∗x,y(t), x ∈ N , y ∈ Nx(t) respectively be the rate control
and routing decisions of the ideal algorithm that achieve Γ∗k(T ). Due to the requirement of
complete future knowledge, it is impossible to design such an ideal algorithm to achieve Γ∗k(T )
in practice. We use Γ∗k(T ) as a performance baseline to evaluate our OBSEA algorithm.
Theorem 7.2. The average social proﬁts of OBSEA algorithm satisﬁes:
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Γ =
1
KT
KT∑
t=1
Γ(t) ≥ 1
K
K∑
k=1
Γ∗k(T )−
MT + Z
V
(7.25)
where
M =
1
2
|N |2(cmax + rmax)2 (7.26)
Z = |N |2cmax(2αHmaxsink + ηmax) (7.27)
The proof of Theorem 7.2 can be found in the Appendix D.2. Inequality (7.25) demonstrates
that the average social proﬁts of our OBSEA algorithm will not be smaller than that of the
ideal algorithm minus a term (MT + Z)/V during a ﬁnite horizon with size tend. In addition,
the constraint (7.24) is more stringent than the constraint (7.13), since constraint (7.24) states
the total amount of data injected to a node must be less than or equal to the total amount of
data departures from this node, over each T -slot frame, rather than over the total K frames.
Therefore, 1
K
∑K
k=1 Γ
∗
k(T ) should be not greater than the optimal solution to problem (7.8).
Therefore, the global social proﬁt achieved by our OBSEA algorithm is not necessarily smaller
than that of the ideal algorithm 1
K
∑K
k=1 Γ
∗
k(T ).
As M and Z are constant, parameter V can be set as large as desired to enforce (MT + Z)/V
to be arbitrarily small, but resulting a large risk of packet loss caused by data buﬀer overﬂow,
according to Theorem 7.1. In practice, V can be chosen as
V = min
x∈S
(Qmaxx − ηmax)/I ′x(0) (7.28)
to maximise the worst-case global social proﬁt bounds while guaranteeing no packet loss caused
by buﬀer overﬂow.
7.5 Simulation
We implement the OBSEA algorithm in Castalia [4]; a realistic WSN simulator. Several real
human mobility traces exist, such as the MIT reality [50] and the Infocom [29] traces, however,
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public GPS data for WSN is non-existent. To integrate mobile relays and static WSNs into a
geographic area, therefore, we constructed a WSN-HR that consists of a random deployed static
WSN and multiple mobile relays that follow the Heterogeneous Human Walk (HHW) mobility
model [181]. HHW is a realistic human mobility model based on social network theory, which
exhibits various features of real human mobility and social networks.
The size of the geographic area was set as 1.7×1.7 km2 which is approximately the same size
of the City of London. The total number of nodes was set as 100, which consists of 17 sensor
nodes, 3 sinks, and 80 mobile relays. We set the duration of a slot as 1 seconds and ran
the simulation for 106 slots (the equivalent of about 11 days). We considered the 4-clique
community structure for the HHW mobility model and set the parameters as PRCsize = 1.2,
PROsize = 2, PRCsize = 1.2, PRMN = 2, and PRLocal = 2, according to the observations of real
social networks and human mobility traces. In addition, the speed of each mobile relay was
randomly distributed between 0 and 10 m/s (between walking and urban vehicular speeds.).
The transmission ranges of all nodes were set as 50 metres, and the data forwarding rate
(capacity) of each instantaneous contact link is randomly selected between 1 and 20 packets
per second. We set rmax = 10, ηmax = 50, and Hmaxsink = 80. For each sensor node x ∈ S, we set
its buﬀer size Qmaxx = 150, and utility function I(rx(t)) = 20 ln(1 + rx(t)). The proﬁt-backlog
tradeoﬀ parameter V was set as 5 according to (7.28).
Figure 7.4 shows the average global social proﬁt, network throughput, end-to-end delay, and
queue backlogs with diﬀerent weighting parameter α in (7.14), where Qmaxrelay represents the data
buﬀer size of each mobile relay, i.e. Qmaxx = Q
max
relay, ∀ x ∈ R. Here, Qmaxrelay can be understood
as either the physical memory size of mobile phones, or the memory space that the phone-user
are willing to provide for the sensor data. We run each simulation twice and the results are
highly close. The results shown in Figure 7.4 are the average of the same simulations. We run
each simulation twice and the results were every close. The results shown in Figure 7.4 are the
average of the same simulations.
When Qmaxrelay = 150, OBSEA algorithm with small α values (large weight for queue-backlog
awareness) perform better than that with large α values (large weight for social awareness).
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When Qmaxrelay = 300, OBSEA with α = 100 achieves better global social proﬁt and throughput
than that with other α values. Finally, when Qmaxrelay = 600, larger weight for social awareness
achieves better social proﬁt and throughput. The results above demonstrate that neither the
pure backlog-aware scheme (α = 0) nor the (approximately) pure social-aware scheme (α =
10000) can achieve the optimal performance in all network conditions. In addition, it can be
seen that OBSEA can adapt to diﬀerent network settings, by simply adjusting the weighting
parameter α.
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Figure 7.4: Long-term average simulation results for diﬀerent α and Qmaxrelay. (a) The object of
this chapter Γ, which can be transferred to various units such as pounds or dollars per day.
(b) The sum of the packet receiving rates of all sinks. (c) The average sensor-to-sink delivery
delay of all generated sensor-data packets during the simulation. (d) Average queue backlog of
all sensor nodes and mobile relays during the simulation.
Figure 7.5 (a) shows that the proﬁt of every mobile relay is positive, which means that every
phone user achieves beneﬁts through relaying sensor data for the static WSNs. The phone
users just need to allocate some memory space Qmaxrelay and cost little power consumption for the
short-range data transmissions to achieve such beneﬁts. Figure 7.5 (b) shows that the ’win-win
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situation’ (positive beneﬁts) is achieved by both static WSNs and mobile relays during every
hour of the simulation time. We run the other simulations with diﬀerent parameter settings,
all of which shows similar features of the results in Figures 7.4 and 7.5.
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(b) dynamic social proﬁts for 10 days
Figure 7.5: Distribution of average individual proﬁt and dynamic global social proﬁt with
Qmaxrelay = 600, α = 100, and λscale = 10
4.
7.6 Summary
In this chapter, we combine network science principles and Lyapunov network optimisation
theory to develop a data muling scheme for sparse sensor networks with mobile phones. With-
out making any assumptions regarding the topology, mobility, and channel conditions of the
network, we formalise a ﬁnite-horizon optimisation problem for joint rate control, opportunis-
tic routing, and resource pricing, which maximises the global social proﬁt of the network. By
exploiting the social and economic behaviours of mobile phone users, a lightweight algorithm
(OBSEA) is proposed that solves the formalised problem in a fully distributed and scalable
manner. We prove that all queue backlogs are deterministically bounded and that the social
proﬁt achieved is close to or better than an ideal algorithm with perfect future knowledge. Sim-
ulation results show that OBSEA is adaptive to diﬀerent network scenarios and outperforms
pure backpressure and pure social-aware schemes.

Chapter 8
Conclusion
8.1 Summary of Achievements
This thesis investigates distributed optimisation in three types of dynamic Wireless Sensor
Networks (WSNs): Solar Powered WSNs (SP-WSNs), WSNs with cooperative communications,
and WSNs with mobile sinks and mobile relays.
8.1.1 Solar Powered WSNs
Recent advances in solar harvesting technologies pave the way for sustainable environmental
monitoring applications in the emerging ﬁeld of SP-WSNs. Chapters 3 and 4 present practical
and theoretical studies, respectively, for distributed algorithms in WSNs powered by dynamic
solar energy.
Speciﬁcally, Chapter 3 develops and implements AutoSP-WSN, the ﬁrst practical networking
framework for sustainable environmental monitoring applications in SP-WSNs. AutoSP-WSN
achieves sustainable data collection, eﬃcient solar power usage, and high end-to-end perfor-
mance. Initially, we present the energy-aware support component that provides reliable energy
monitoring and prediction. This drives the power management component, which is adaptive
to time-varying solar power, thereby avoiding battery exhaustion and maximising the per-node
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utility. Finally, to demonstrate the key design issues of the network protocols, we propose
two self-adaptive network protocols: a routing protocol (SP-BCP) and a rate control scheme
(PEA-DLEX). Extensive evaluations were carried out using both a real-world SP-WSN plat-
form and the Tossim simulator. Through trace-driven simulations for 100 days in six diﬀerent
geographical areas, we show that our WC-EWMA achieves 30% and 27% fewer prediction errors
compared with the state-of-the-art solar prediction approaches EWMA [43, 81] and WCMA-
PDR [22], respectively. In addition, long-term experiments demonstrate that BCP [118] and
DLEX [53] fail quickly in real SP-WSNs due to their lack of energy-awareness and adaptive-
ness. In contrast, both our SP-BCP and PEA-DLEX are adaptive to dynamic solar energy and
prediction errors, and therefore achieve sustainable data collection, better network throughput,
and network fairness.
Although AutoSP-WSN adopts some optimisation ideas and performs well in practice, the op-
timal usage of ﬂuctuating renewable energy in SP-WSNs needs to be further studied in theory.
To this end, Chapter 4 investigates an important sensing problem for SP-WSNs, the multi-
objective lexicographic max-min (LM) sensing rate allocation problem [37, 68]. All current
optimal approaches to this problem are centralised, suﬀering from large computational com-
plexity; typically solving O(N2) linear programming problems for a N -node network. Chapter
4 presents the ﬁrst optimal distributed solution to this problem with much lower complexity.
It operates by iterating through two distributed algorithms: a dual-decomposition based algo-
rithm Distributed Maximum Common Rate (DMCR); and the LM rate Determination (LMD),
a graph-theoretic scheme. In contrast to current centralised approaches that require O(N2)
LPs to determine the LM rate for a N -node SP-WSN, our LMD requires nearly no overhead
for the whole procedure of computing LM rate allocation across the network. Besides SP-WSN,
the proposed DMCR-LMD approach can also be used for distributed LM rate allocation in
general multi-hop wireless networks with local node constraints.
We present rigorous theoretical proofs regarding to the optimality, convergence, and eﬃciency
of the DMCR-LMD approach. Furthermore, we demonstrate several nice properties of our
approaches, such as the loop-free optimal routing associated with the LM rate allocation.
Using a realistic power model and parameter settings, we constructed extensive trace-driven
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simulations to evalute the system-wide optimality, overheads, convergence, and scalability of
the proposed DMCR-LMD approach. Simulation results verify our theoretical analysis and
demonstrate that our approach manages to achieve much better fairness than the state-of-the-
art distributed algorithms (e.g. DLEX and DLEX-DAG [105]) and with much lower complexity
than current centralised approaches. In addition, we study important practical issues, such as
how to overcome errors in solar power prediction to ensure ENO for realistic scenarios through
LPM parameter adjustments.
8.1.2 Stochastic WSNs with Cooperative Communications
Cooperative communication [91,154] is known to have great potential in increasing wireless link
quality. Although there have been several studies on incorporating cooperative communications
in multi-hop WSNs and general wireless networks, most of them are either centralised or limited
to speciﬁc network topologies and relay patterns. Chapter 5 proposes a distributed cross-layer
framework for joint sensing rate (ﬂow) control, routing, scheduling, and relay assignment in
multi-hop cooperative WSNs with time-varying fading channels. The major achievements of
Chapter 5 are summarised as follows:
• We deﬁne two speciﬁc graphs: the Hyper Forwarding Graph (HFG) and the Hyper Con-
ﬂict Graph (HCG). These graphs represent general end-to-end cooperative routing policies
and interference relations, respectively, among hybrid direct, broadcast, and beamforming
links under the node-exclusive interference model. Based on HFG and HCG, we formulate
a stochastic mixed-integer non-linear programming problem of joint sensing rate control,
routing, scheduling, and cooperative relay assignment in multi-hop wireless cooperative
networks, characterised by the Rayleigh-fading channel model.
• A distributed global optimal algorithm is developed to solve the formulated optimisa-
tion problem using Lagrangian duality theory and novel graph-theoretic approaches. The
proposed algorithms automatically adjust ﬂow rates and select forwarding links and co-
operative relays based on the time-varying channel state.
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• As the optimal solution to the cooperative scheduling problem is centralised and has a
high computational complexity, we propose a lightweight greedy algorithm to solve the
cooperative scheduling problem in a fully distributed way. In addition, the number of all
possible cooperative relays could be of the exponential order of the total number of nodes
in the network, but most of them are not useful for forwarding data. To further reduce
the system complexity, we develop an eﬀective scheme to delete such useless relays.
• We provide formal proofs for the optimality and convergence of the global distributed sys-
tem and derive the worst-case performance and overhead bounds of the greedy scheduling
algorithm. Simulation results demonstrate that a network throughput improvement of
80.2% can be achieved by incorporating cooperative communications. In addition, the
performance of the distributed greedy scheme with much less convergence time is close
to optimal (more than 88%).
• We also provide three useful extensions: global outage probability minimisation, all pos-
sible cooperative routing policies, and Lyapunov queueing systems, which demonstrate
the ﬂexibility of our framework.
8.1.3 WSNs with Mobile Sinks and Mobile Relays
There are many cases in which the classic WSN deployment, consisting of a single static sink
node, is infeasible. An alternative is to use mobile sinks, such as wireless devices carried by
people, robots, or vehicles to collect data from statically-deployed sensors in an opportunistic
way. For example, a smart sustainable city typically requires deployments of sensor nodes over
a large space to ensure sensing coverage. This means that the sensors are sparsely spread and
the network may even be disconnected.
Chapter 6 presents an Opportunistic Backpressure Collection (OBC) scheme: a novel joint
routing and scheduling algorithm that integrates mobility-awareness into the Lyapunov net-
work optimisation framework for opportunistic data collection in WSNs with mobile sinks
(WSN-MSs). OBC requires each node to maintain only a one-hop neighbour table by period-
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ically broadcasting a small one-hop beacon (several bytes). The communication overhead of
OBC is therefore O(1) with respect to the number of sensor nodes and mobile sinks, which
demonstrates that it has a much better scalability than current mobility-aware schemes that
require explicit routing structure maintenance [87, 95, 101]. In addition, OBC does not require
mobility prediction. It is well-known that backpressure algorithms suﬀer from large end-to-end
delay and unnecessary packet transmissions (which signiﬁcantly increase the energy cost) due
to routing loops. By using a lightweight mobility-aware scheme, OBC signiﬁcantly mitigates
this problem and therefore achieves a signiﬁcantly improved performance in end-to-end delay
and energy consumption. We prove the throughput optimality of OBC and also implement
OBC in TinyOS 2.1 [2] and a realistic WSN simulator, Castalia [4]. The results of both the
real-world MicaZ-mote based experiment and simulation show that OBC can achieve up to
500% performance improvement in terms of end-to-end delay, storage overheads, and energy
consumption compared with a state-of-the-art mobility-aware approach [87] and the classic
backpressure algorithm.
Although there are many wireless devices around us in the real world, the owners of these
devices may not be willing to collect sensor data (i.e. act as a mobile sink) and forward this
data to the Internet through expensive 3G or 4G cellular communication radios. To solve this
problem, Chapter 7 proposes a new sensing architecture, WSN with Human Relays (WSN-
HR), consisting of a static sensor network combined with mobile phone users for delay-tolerant
sensing applications in future smart and sustainable cities. By integrating social and economic
behaviours of citizens into sensor networking, a joint rate control, routing, and resource pricing
algorithm (OSBEA) is developed to maximise the global social proﬁts and incentivise the
participation of phone users. Speciﬁcally, contributions of Chapter 7 are listed as follows:
• By exploiting mobility patterns and the underlying social networks of human relays,
we propose a novel data forwarding metric, Sink-Aware (SA) centrality, to measure the
potential sensor data forwarding ability of mobile relays.
• We establish a virtual economic network for sensor data production and trading to in-
centivise people to serve as data relays using their phones. Here, the static WSN consists
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of static sensors and sinks. A proﬁt is made by producing sensor data to maximise the
network utility. Each mobile relay acquires proﬁt by dynamically adjusting the selling
price of its maintained sensor data and then trading (transmitting and receiving) data
with other nodes opportunistically at each moment of contact.
• We formalise a ﬁnite-horizon optimisation problem to maximise the global social proﬁts
of all nodes in a WSN-HR. Our formalisation does not make any probabilistic/stochastic
assumptions (e.g. speciﬁc probability distributions or ergodicity) for the network condi-
tions (e.g. mobility, topology, and wireless channel), and thus is suitable for arbitrary
dynamic evolution process of WSN-HR. The lightweight OBSEA solves the problem using
only current and local information. This means that OBSEA is fully distributed and does
not require any prediction capacity, thereby maximising the practical application of the
work.
• Through rigorous analysis, we show that OBSEA can avoid buﬀer overﬂow for every
node and that the social proﬁt of the non-predictive OBSEA algorithm can be arbitrarily
close to an ideal algorithm with perfect future network knowledge. We evaluate the
performance of OBSEA using the Castali simulator [4] and a realistic mobility model [181].
Simulation results demonstrate that OBSEA is adaptive to diﬀerent network settings and
outperforms both pure backpressure routing and pure social-aware forwarding schemes,
in terms of global social proﬁt, data buﬀer eﬃciencies, and end-to-end delay. In addition,
the results show that a ’win-win situation’ (positive proﬁts) can be achieved by both the
static WSN and all mobile phone owners.
8.2 Future Work
This section will outline some important and promising directions for distributed optimisation
in future dynamic WSNs and general wireless sensing systems.
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8.2.1 Multiple Data Traﬃc Patterns
In future WSNs and Internet of Things (IoTs), various sensing applications would coexist
over one physical network in order to reduce the deployment cost. These applications would
produce heterogeneous data traﬃc patterns with diﬀerent physical resource demands. For
instance, event-tracking applications require more bandwidth but fewer CPU cycles compared
with data-fusion applications. The traﬃc ﬂows of multiple coexisting applications compete
with each other for limited physical resources, causing both overall system eﬃciency and multi-
resource fairness to become non-trivial issues.
On one hand, current distributed heuristic solutions such as the Multi-Topology Routing (MTR)
used by the emerging IETF routing protocol RPL [148], would perform poorly in practical
IoTs, due to the lack of network optimisation. On the other hand, existing theoretical-optimal
approaches such as Dominant Resource Allocation (DRF) [62,79] are centralised and too heavy
for wireless sensor nodes. Therefore, lightweight and distributed optimisation solutions are
highly desired to bridge the gap between theory and practice.
8.2.2 Seamlessly Integrating Hybrid Communication Paradigm
This thesis focuses on the end-to-end short-range communication paradigm (Chapters 3-5) and
the opportunistic short-range wireless communication paradigm (Chapters 6 and 7), which
are limited by high end-to-end delay and low reliability. Another alternative, the long-range
wireless communication paradigm, such as 3G or 4G cellular, are much faster and more reliable
but are more expensive in terms of both energy consumption and spectrum usage. Therefore,
a promising cost-eﬀective networking solution for future wireless sensing systems would be to
seamlessly combine both short-range and long-range wireless communication paradigms, based
on their availability, cost, and the Quality of Service (QoS) requirements of sensing applications.
For instance, important real-time sensor data (e.g. ﬁre alarm) could be sent through 3G cellular
radios, while normal delay-tolerant environmental monitoring data (e.g. air pollution level)
could be transmitted through opportunistic mobile relays over short-range wireless radios such
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as WiFi direct and LTE direct.
8.2.3 Joint Data Processing and Networking
Transmitting a huge volume of raw data produced by numerous sensors to the Internet is
expensive. Fortunately, sensor data processing techniques such as compressive sensing and
in-network data fusion can signiﬁcantly reduce the data traﬃc load and improve the sensing
performance. Consequently, it is promising to extend the distributed optimisation approaches
presented in this thesis to future WSNs and IoTs for joint sensing, wireless networking, and
in-network processing.
Appendix A
Proofs in Chapter 4
This appendix provides the proofs of all theorems and supporting lammas in Chapter 4.
A.1 Proofs of Theorem 4.1
Proof of Theorem 4.1. For given energy constraints threshold ECmaxx , x ∈ V , constraints (4.1)
and (4.2) deﬁne the unique feasible region of all possible rate allocations R = (r1, r2, · · · , r|V|),
say X , which is a convex and compact set (i.e. a polyhedron). Deﬁne a function φ(R) = R over
X . Obviously φ(R) is a continuous and increasing function in R. According to Proposition 3
in [140], there exists a unique optimal maximin vector(φ(r1), φ(r2), · · · , φ(r|V|)). Therefore, the
optimal LM rate allocation LM∗ in our system model is unique.
A.2 Analysis of DMCR
Lemma A.1. Each DMCR can converges arbitrarily close to the optimal solution of problem
(4.4) as ε → 0.
Proof. Let the optimal dual variables be (λ, ν, ρ)∗ that minimise the regulated dual function
Dε(λ, ν, ρ) (4.15). At the kth step of the subgradient algorithm, we have
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‖(λ, ν, ρ)(k+1) − (λ, ν, ρ)∗‖22
= ‖(λ, ν, ρ)(k) − l(k)g(k) − (λ, ν, ρ)∗‖22
= ‖(λ, ν, ρ)(k) − (λ, ν, ρ)∗‖22 − 2l(k)g(k)T ((λ, ν, ρ)(k) − (λ, ν, ρ)∗) + (l(k))2‖g(k)‖22
≤ ‖(λ, ν, ρ)(k) − (λ, ν, ρ)∗‖22 − 2l(k)(Dε((λ, ν, ρ)(k))−D∗ε((λ, ν, ρ)∗)) + (l(k))2‖g(k)‖22
where ‖ · ‖ is the Euclidean norm operator and the last inequality is based on the deﬁnition of
subgradient. Applying the inequality above recursively, we have
‖(λ, ν, ρ)(1) − (λ, ν, ρ)∗‖22 − 2
k∑
i=1
l(i)(Dε((λ, ν, ρ)
(i))−D∗ε((λ, ν, ρ)∗)) +
k∑
i=1
(l(i))2‖g(i)‖22
≥ ‖(λ, ν, ρ)(k+1) − (λ, ν, ρ)∗‖22
≥ 0
Assume the subgradient is bounded ‖g(k)‖22 ≤ G (this can be easily achieved by adding suﬃcient
large upper bounds for both r and f), then we have
Dε((λ, ν, ρ)
(k))−D∗ε((λ, ν, ρ)∗) ≤
‖(λ, ν, ρ)(1) − (λ, ν, ρ)∗‖22 +G2
∑k
i=1(l
(i))2
2
∑k
i=1 l
(i)
According to step size updating rule (4.21), i.e.
∑∞
i=1(l
(k))2 → 0, ∑∞i=1 l(i) → ∞, we have
lim
k→∞
Dε((λ, ν, ρ)
(k)) = D∗ε((λ, ν, ρ)
∗)
Consider the strong duality of the system and the expression of Dε(·), we can conclude that as
ε → 0, DMCR converges to the optimal solution of problem (4.4).
Lemma A.2. The routes calculated by any DMCR are loop-free.
Proof. Let λ∗x, ν
∗
x, f
∗
x,y be the optimal value of λx, νx, fx,y respectively. From equations (18) and
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(23), we have:
f ∗x,z =
⎧⎪⎨⎪⎩
−(Δυ∗+Etλ∗x+Erλ∗z)
2ε
−(Δυ∗+Etλ∗x+Erλ∗z)
2ε
> 0
0 −(Δυ
∗+Etλ∗x+Erλ∗z)
2ε
≤ 0
Where Δν∗x = ν
∗
x − ν∗z . Suppose there is a loop such that f ∗x1,x2 > 0, f ∗x2,x3 > 0, · · · , f ∗xn,x1 > 0,
which implies:
υ∗x1 − ν∗x2 < −Etλ∗x1 − Erλ∗x2
· · ·
υ∗xn − ν∗x1 < −Etλ∗xn − Erλ∗x1
Taking a telescopic sum of above inequations from 1 to n, we get:
0 < −(Et + Er)
n∑
i=1
λ∗xi
Which is impossible, because (Et + Er)
∑n
i=1 λ
∗
xi
is always non-negative.
A.3 Analysis of LMD
Lemma A.3. Consider an arbitrary forwarding path P (x, y) in a temporary graph G(S ∪
V ,F , r), if y ∈ V(r), then x ∈ V(r).
Proof. We prove Lemma A.3 by contradiction. Suppose there is a forwarding path P (x, y), x ∈
V − V(r) and y ∈ V(r), then we have LMx ≥ C(r) > LMy. Therefore, we can set rx =
C(r) − Δr and ry = LMy + Δr, where Δr < (LMy + LMx)/2, by reducing the Δr amount
of ﬂow over P (x, y). Since the amount of ﬂow over P (x, y) is reduced, the unchanged sensing
rates of other nodes on P (x, y) are still feasible. As a result, we have a new feasible rate
allocation, in which rx = C(r) − Δr, ry = LMy + Δr, rm = C(r), ∀m ∈ V − V(r) − {x}, and
rn = LMn, ∀n ∈ V(r)− {y}. This new rate assignment is lexicographically greater than LM∗,
184 Appendix A. Proofs in Chapter 4
which conﬂicts with the fact that LM∗ is the unique lexicographically optimal feasible rate
allocation (Theorem 4.1).
Lemma A.3 means that data traﬃc generated by any node in V − V(r) will not pass any node
in V(r). With Lemma A.3, now we can prove Theorem 4.2:
Proof of Theorem 4.2. According to Lemma A.3, since z ∈ V(r), for any forwarding path
P (p, z), p ∈ V(r). Since p is z,s neighbour, p ∈ Nz ∩ V(r).
Deﬁnition A.1. Real and Fake saturated nodes: Consider a saturated node x, and an unsatu-
rated node y, x, y ∈ V − V(r). If there exist two forwarding paths P (y, x) and P (y, s) s ∈ S in
G(S∪V ,F , r), where P (y, s) consists of pure unsaturated nodes, then x is called a fake saturated
node. Otherwise, it is a real saturated node.
Lemma A.4. For a temporary graph G(S ∪ V ,F , r), the probability that a fake saturated node
exists is zero.
Proof. Suppose there is a fake saturated node x in a temporary graph in G(S + V ,F , r), such
that an unsaturated node y has a forwarding path to x and a forwarding path to a sink. In this
case, x can also be unsaturated by reducing the Δr amount of ﬂow on P (y, x) and increasing
the same amount of ﬂow on P (y, s). All nodes in V − V(r) can still keep the sensing rate
of C(r). As long as Δr is smaller than the residual capacity of path P (y, s), this is still a
feasible solution to DMCR. Hence, node x is not the bottleneck of the network. Let λ∗x be
the optimal dual variable λx computed by any DMCR. According to complementary slackness
condition [25], λx > 0, if x is saturated; λx = 0, otherwise. Since λx is a continuous variable,
there exists inﬁnite λx > 0 but only one λx = 0. Therefore, the probability that x is a fake
saturated node is zero.
For instance, the probability that node 15 in Figure 4.4 is a saturated node is zero.
Lemma A.5. For a temporary graph G(S ∪ V ,F , r), all real saturated nodes in V − V(r) are
NLMR nodes.
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Proof. Supposed a real saturated node is x is a LLMR node, then we can write rx = Δr+C(r),
where Δr > 0 and all other nodes in V − V(r) keep the sensing rate of C(r). To guarantee
feasibility, x has to reduce its Δr relay ﬂow of its upstream nodes. Let y be an arbitrary
upstream node of x, then y has to reduce the ﬂow on P (y, x) and increase the same amount
of ﬂow on a forwarding path P (y, s), according to the ﬂow conservation law. To relay the
additional ﬂow, P (y, s) must consist of all unsaturated nodes, which means x is a fake saturated
node. This conﬂicts with the supposition.
Lemma A.6. For a forwarding path P (x, y) in G(S ∪ V, F , r), x, y ∈ V − V(r). If x is
unsaturated and y is saturated, then there must exist at least one saturated node on every path
P (x, s), ∀s ∈ S.
Proof. According to Lemmas A.4 and A.5, lemma A.6 obviously holds.
Since there is no fake saturated node, in later discussions we will directly use the term ”saturated
node” as a shorthand notion of ”real saturated nodes”.
Now we can prove Theorem 4.3:
Proof of Theorem 4.3. If x is a saturated node, then it is a NLMR node according to lemma
A.5.
If x is an unsaturated node, suppose x is a LLMR node, then we can write rx = Δr + C(r),
and ry = C(r) and rz = LMz, where Δr > 0, y ∈ V − V(r), and z ∈ V(r). According to ﬂow
conservation law, there must exist a forwarding path P (x, s), s ∈ S, which is able to relay the
incremental ﬂow Δr, i.e.P (x, s) must consist of pure unsaturated sensor nodes and the minimal
residual capacity of node on P (x, s) is larger than Δr, which conﬂict with the supposition.
Deﬁnition A.2 (Temporary Upstream Path Enclosure (TUPE)). For a given G(S ∪ V ,F , r).
Let P(x) be the union of unsaturated nodes in V − V(r) on all upstream paths of an arbitrary
saturated node x ∈ V −V(r). Denote the saturated cut X be a set of saturated node in V −V(r)
such that ∀x, y ∈ X,P(x) ∩ P(y) = ∅. We deﬁne a TUPE as P(X) = ∪x∈XP(x).
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It can be seen all nodes in P(X) are unsaturated in V−V(r) and X separates these unsaturated
nodes from all sinks. For example, in Figure 4.4, X = {6, 10, 11, 12} and P(X) = {1, 2, 3, 4, 5}.
Lemma A.7. All unsaturated nodes in a TUPE P(X) are NLMR nodes.
Proof. Since every unsaturated sensor node y in a TUPE must has one downstream saturated
node, there must be a saturated node on y,s all downstream paths, according to Lemma A.6.
Furthermore, according to theorem 4.3, y is a NLMR node.
Deﬁnition A.3. For a node y ∈ P(X), let P(y,X) be set of all forwarding paths P (y, x), x ∈ X.
Denote D(y,X) as the maximal hop count of all forwarding paths in P(y,X). In addition,
denote Dis(y,X) = 0, if y ∈ X.
For example, in Figure 4.4, X = {6, 10, 11, 12}, D(5, X) = 1, D(4, X) = 2, and Dis(10, X) = 0.
Lemma A.8. For any node y ∈ P(X), Dis(y,X) ≤ |P(X)|.
Proof. According to Lemma A.2, there is no loop in any temporary graph. Consequently, the
maximal possible Dis(y,X) = |P(X)|, when all nodes are distributed as a linear topology.
Lemma A.9. For any node y, z ∈ P(X), if z is a downstream neighbour of y, then Dis(z,X) <
Dis(y,X).
Proof. According to Lemma A.2, z will not be an upstream node of y. Hence, it is obvious that
Dis(z,X) < Dis(y,X) by deﬁnition.
Lemma A.10. Every node y ∈ P(X) can know it is a NLMR node before Tn(r).
Proof. Let the duration of transmitting a MN packet be ΔT . At T0(r), all saturated nodes in X
multicasts a MN packet to all their upstream neighbours. At T0(r)+ΔT , ifDis(y,X) = 1, y can
receive MN packets from all its downstream neighbours belong to X. Consequently, it can know
that it is a NLMR node and multicasts a MN packet to its all upstream neighbours. Otherwise,
y just stores the packet. At T0(r)+2ΔT , if D(y,X) = 2, then it have two kinds of downstream
neighbours z : Dis(z,X) = 1 or Dis(z,X) = 0, according to Lemma A.9. It is obvious that in
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both cases, z has transmitted a MN packet to y. Consequently, y can know it is a NLMR node
and multicasts a MN packet to all its upstream neighbours. By repeating this process, we can see
that every y can receive MN packets from its all downstream neighbours at T0+Dis(y,X)ΔT .
According to Lemma A.8, we can set |P(X)|ΔT ≥ Tn(r) ≥ maxy∈P(X){Dis(y,X)ΔT} such that
y ∈ P(X) can successfully know it is a NLMR node before Tn(r).
Lemma A.11. If a node x does not belong to any TUPE, it will know it is a LLMR node at
Tn(r).
Proof. First, it is obvious that x is LLMR node. Second, since every P (x, s) consists of pure
unsaturated node, x cannot receive any MN packet, i.e. x will know it is a LLMR node at
Tn(r).
Theorem A.1. LMD lets each node in V − V(r) know it is a NLMR node or LLMR node
before Tn(r) in a fully distributed way.
Proof. Saturated nodes can know they are NLMR nodes by self-checking, according to Lemma
A.5. There are two categories of unsaturated nodes: in a TUPE and not in any TUPE. Lemmas
A.10 and A.11 respectively state that all unsaturated nodes can know they are NLMR nodes
or LLMR nodes before Tn(r).
A.4 Analysis of The Whole System
Theorem A.2. Each node sends at most a MN packet for the whole procedure of the LM∗
calculation.
Proof. We prove this theorem by contradiction. In a DMCR-LMD cycle, a sensor node x ∈ V
can send at most one MN packet to its upstream neighbour(s) only if it belongs to a TUPE of
the temporary graph in this DMCR-LMD cycle. According to Lemma A.7 and Theorem A.1,
x will determine its LM rate at the end of this DMCR-LMD cycle. Suppose x sends more than
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one MN packet, which means that x determines multiple LM rates in several DMCR-LMD
cycles. This conﬂicts with the fact that LMx is unique.
Theorem A.3. Our approach LPM+DMCR+LMD converges to the optimal LM rate allocation
and corresponding optimal routes.
Proof. With the energy consumption constraints provided by LPM, The system begin to run
multiple DMCR-LMD cycles. At each DMCR-LMD cycle, DMCR ﬁrst manages to converge to
the maximum common rate and corresponding temporary graph (Lemma A.1) and then LMD
can determine LM rate (Theorem A.1). As each DMCR-LMD cycle can determine at least
one LM rate, the whole system will converge to the optimal within at most |V| DMCR-LMD
cycles.
Appendix B
Proofs in Chapter 5
B.1 Proofs of Theorems 5.1 and 5.2
Proof of Theorem 5.1. Consider the Lyapunov function V (λ(t)) = 1
2
∑
i∈N∪R, d∈D(|λdi (t) −
(λdi )
∗|)2, where |λdi (t) − λdi )∗| represents the absolute value of λdi (t) − λdi )∗. Then its condi-
tional expected drift for slot t is:
E[V (λ(t))|λ(t)]
= E[V (λ(t+ 1))− V (λ(t))|λ(t)]
= E[V (|λ(t)− γg(λ(t))|+ − V (λ(t))|λ(t)]
≤ E[V (λ(t)− γg(λ(t)))− V (λ(t))|λ(t)]
= E[−γg(λ(t))T|λ(t)− λ∗|e + 1
4
γ2g(λ(t))Tg(λ(t))|λ(t)]
where |(λ(t) − λ∗)|e represents the entry-wise absolute value of (λ(t) − λ∗). Using the law of
iterated expectations, we have
E[V (λ(t))]
= E[−γg(λ(t))T |λ(t)− λ∗|e + 1
4
γ2g(λ(t))Tg(λ(t))]
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For every entry of subgradient g(λ(t)), we have
E[gdi (λ(t))] = E[
∑
j∈Ni
fdi,j(t)−
∑
j∈Ni
fdj,i(t)− rdi (t)]
< E[
∑
j∈Ni
ci,j(t) +
∑
j∈Ni
cj,i(t) + ri(t)]
= 2
∑
j∈Ni
ci,j + rmax = σi
where ci,j = E[ci,j(t)] < ∞. The ﬁrst inequality is based on fdi,j(t) ≤ ci,j(t), ∀t > 0, (i, j) ∈
N ∪ R, d ∈ D . Since |Ni|is bounded by |N ∪ R|, σi < ∞. Hence, we can see that E[g(λ(t))]
is bounded by σ ∈ R|N∪R|×|D|, where each entry is maxi∈N∪R σi. Now we have:
E[V (λ(t))] ≤ −γσT|E[λ(t)]− λ∗|e + 1
4
γ2σTσ (B.1)
Summing over k ∈ {0, 1, ..., t− 1}, we get
1
t
σT|
t−1∑
k=0
E[λ(k)]− tλ∗|e
≤ 1
γt
(E[V (λ(0))]− E[V (λ(k)] + 1
4
γ2σTσt)
≤ 1
γt
(E[V (λ(0))] +
1
4
γ2σTσt)
Taking a lim sup yields, we have
lim sup
t→∞
(|1
t
t−1∑
k=0
E[λ(k)]− λ∗|e) 	 γ
2σ
4
Hence, we have:
λ∗ − γ
2σ
4
	 lim sup
t→∞
(E[λ(t)]) 	 λ∗ + γ
2σ
4
Hence λ(t) converges to λ∗ statistically as step size γ → 0 and time t → +∞.
Proof of Theorem 5.2. Consider (B.1), we have
E[V (λ(t))] ≤ E[g(λ(t))T ]|λ∗ − γE[λ(t)]|e + 1
4
γ2σTσ
≤ γ|D(λ∗)−D(λ(t))|e + 1
4
γ2σTσ
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where the second inequality is based on the deﬁnition of sub-gradient. Summing over k ∈
{0, 1, ..., t− 1}, we obtain
1
t
t−1∑
k=0
E[D(λ(k))] ≤ 1
γt
E[V (λ(0))] +D(λ∗) +
1
4
γ2σTσ
Taking a lim sup yields, we have:
lim sup
t→∞
1
t
t−1∑
k=0
E[D(λ(k))] ≤ D(λ∗) + 1
4
γ2σTσ
Since D(λ) is convex, from Jensen’s inequality, we get:
lim sup
t→∞
D(E[λ(t)]) = D(lim sup
t→∞
E[
1
t
t−1∑
k=0
λ(k)])
≤ lim sup
t→∞
1
t
t−1∑
k=0
E[D(λ(k))] ≤ D(λ∗) + 1
4
γ2σTσ
Since ∀λ, D(λ) ≥ D(λ∗), we have
D(λ∗) ≤ lim sup
t→∞
D(E[λ(t)]) ≤ D(λ∗) + 1
4
γ2σTσ 
B.2 Proof of Theorems 5.3–5.5 and Supporting Lemmas
The distributed greedy scheduling algorithm is an asynchronous random process during slot
t of global cross-layer algorithm shown in Figure 5.4. We deﬁne δn as the event that the n
th
link (in, jn) ∈ Lu ∪ Lu(R) is scheduled (in order of occurrence). δ0 is the wake up event and
δ1 is the event that the ﬁrst link is scheduled. We set the initial remaining hyper link set as
L0rem = L
u ∪ Lu(R). When an event δn occurs, the Lnrem updates as follows:
If (in, jn) ∈ Lu, then
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Lnrem = L
n−1
rem − {(x, y)} ∪ {(RS, z)},
∀x ∈ {in, jn}, ∀y ∈ in.FN ∪ jn.FN ,
∀RS ∈ in.FR ∪ jn.FR, ∀z ∈ RS.FN (B.2)
If (in, jn) ∈ Lu(R), let in be the relay set, then
Lnrem = L
n−1
rem − {(x, y)} ∪ {(RS, z)},
∀x ∈ {k, jn}, ∀k ∈ in, ∀y ∈ k.FN ∪ jn.FN ,
∀RS ∈ k.FR ∪ jn.FR, ∀z ∈ RS.FN (B.3)
Lemma B.1. There is at most 2 upper-level messages (SA, SR, and drop) sent over each link
(i, j) ∈ Lu ∪ LuR, during the scheduling process
Proof. (i, j) can be either scheduled or dropped. If (i, j) is scheduled at δn, then a SA and a
SR is sent by i and j (or j and i); otherwise, a drop message is sent by i (or j) at δn (a SA
may also be sent before δn). In both cases, link (i, j) will not be part of the scheduling process
after δn.
Lemma B.2. There is at most 2+2|RS| lower-level messages (CA, CC, ack, and nack) sent
for the 2-way handshake process of C query() and C coﬁrm() for every relay set RS ∈ R.
Proof. Recall that only REP(RS) is on behalf of RS to attend the upper level scheduling
process. If a relay set RS is scheduled, one CA and one CC messages are sent by REP(RS),
and |RS| − 1 ack(s) are sent by REST(RS); otherwise, one CA is sent by the REP(RS) and
|RS| − 1 ack(s) or nack(s) are sent by the REST(RS). Combine this with Lemma B.1 and the
fact that the maximal hop count between any pair of nodes in RS is 2, this lemma obviously
holds.
Proof of Theorem 5.3. For a link l1 ∈ Lu: at most two upper-level messages are transmitted, no
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matter l1 is scheduled or dropped, according to Lemma B.1. For a link l2 ∈ Lu(R), two upper-
level messages and 2+2|RS| lower-level messages are transmitted, regardless l2 is scheduled or
dropped, according to Lemmas B.1 and B.2. In summary, the total control message over all
hyper links is bounded by (4+2maxRS∈R |RS|)|Lu(R)|+2|L| < (4+2maxRS∈R |RS|)(|L(R)∪
L|).
Lemma B.3. The nth scheduled link (i, j) ∈ Lu ∪ Lu(R) is locally heaviest weighted link for
both i and j at δn.
Proof. Suppose i sends the SA and j replies SR between δn−1 and δn. There are two cases:
Case 1. (i, j) ∈ Lu (both i and j are nodes). i sends a SA, since wsi,j ≥ max(wsi,k, wRS,m), ∀k ∈
i.FN , RS ∈ i.FR,m ∈ RS.FN ; i replies a SR, since wsi,j ≥ max (wsj,k, wRS,m), ∀k ∈
j.FN , RS ∈ j.FR,m ∈ RS.FN .
Case 2. (i, j) ∈ Lu(R). Let i be the relay set. Then REP(i) sends a SA with the source i
or replies a SR, because (i, j) is locally heaviest for both REP(i) and all nodes in REST(i)
(by using CA, CR and CC). j replies a SR according to the same reason of case 1.
In both cases, link (i, j) is the locally heaviest link for both i and j.
Proof of Theorem 5.4. For any node x ∈ N , the while loop in part B of the distributed greedy
scheduling algorithm has the following cases:
Case 1. Terminate when x or a relay set in x.R is scheduled.
Case 2. Terminate when its free neighbour table is empty. According to Lemma B.1, x
and each relay set RS, REP(RS) = x, can receive at most 1 drop or 1 SA from each of their
hyper neighbours. From partsD and E, such non-optimal neighbours will be removed from
their free neighbour tables, resulting in the Lnrem updating processes (B.2) and (B.3). One
condition of the while loop x.FN = ∅ implies that RS.FN = ∅, ∀RS s.t. REP(RS) = x.
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Case 3. Wait for a SR message from x.optimal neighbour. x.optimal neighbour will
either reply a SR to x.optimal state or send a drop when it is scheduled for other link.
Therefore, the while loop will either stop (when x is scheduled) or search for its next new
locally heaviest link( when it receives a drop from x.optimal neighbour or a relay set
contains x.optimal neighbour), until case 1 or case 2 happens.
From the above three cases, the while loop of each node can terminate. Therefore, the dis-
tributed greedy scheduling algorithm ﬁnishes when all nodes in N terminate.
Deﬁnition B.1. Maximal and optimal schedule of Gw: A maximal schedule Smaximal is a
schedule (a set of links in Lu ∪ Lu(R)) such that ∀l /∈ Smaximal, Smaximal ∪ {l} is no longer a
schedule any more i.e. Smaximal ∪ l is not a feasible solution of problem (5.16). The optimal
schedule Sopt is the schedule with the largest aggregated weights which is the optimal maximiser
of problem (5.16)
Lemma B.4. When the distributed scheduling algorithm terminates, the resulting Sgre(Gw) is
a maximal schedule.
Proof. Suppose there exists a link (i, j) ∈ Lu ∪ Lu(R) such that Sgre(Gw) ∪ {(i, j)} is also a
feasible solution of problem (5.16). Then the scheduled states of both i and j must be false,
hence neither i nor j has sent a drop to each other. In addition, neither i nor j has sent a SA
and SR to each other, otherwise, the scheduled states of both i and j must be true. Hence,
i has at least one free neighbour j, and j has a free neighbour i. Therefore, due to their
false scheduled states and non-empty free neighbour sets, the distributed scheduling algorithm
does not terminate, which contradicts the termination of the distributed scheduling algorithm
demonstrated in Theorem 5.4.
proof of Theorem 5.5. We compare Sgre(Gw) and Sopt(Gw) by showing that the follow inequality
n∑
k=0
wsik,jk ≥
∑
((a,b)∈Sopt(Gw))∧(a∈Nngre∨b∈Nngre)
wsa,b
maxRS∈R |RS|+ 1 (B.4)
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holds for every scheduling event δn, n = 0, 1, 2, ... until the distributed scheduling algorithm
terminates, where, Nngre is the set of all scheduled hyper nodes (by using distributed scheduling
algorithm) before δn (includes δn). The proof is based on mathematical induction.
Obviously, it holds for δ0, since both sides of (B.4) are equal to zero. Suppose (B.4) holds at δn−1
for any given n. Then at δn, the left hand side increases w
s
in,jn . If (in, jn) ∈ Sopt(Gw), the right
hand side increases wsin,jn/(maxRS∈R |RS|+1), then obviously (B.4) holds. If (in, jn) /∈ Sopt(Gw),
then there are two cases:
Case 1. (in, jn) ∈ Lu. There are at most two links (a, in), (b, jn) ∈ Snopt(Gw) incident
to in, jn, according to the node-exclusive model. Note that both (a, in) and (b, jn) can
be either direct, broadcast, or beamforming links. According to Lemma B.3, (in, jn) is
the locally heaviest weighted link, and we have 2wsin,jn ≥ wsa,in + wsb,jn . Therefore, the
increment of the right hand side is not larger than 2wsin,jn . Since maxRS∈R |RS|+ 1 > 2,
(B.4) holds for this case.
Case 2. (in, jn) ∈ Lu(R). Let in be the relay set. Under the node exclusive model, there
is at most one hyper link (b, jn) ∈ Snopt(Gw) incident to jn, and at most |in| direct links
incident to all elements (nodes) of in. Therefore, the increment of the right hand side is
not larger than wsin,jn/(|in|+1), according to Lemma B.3. Since |in| is upper bounded by
maxRS∈R |RS|, (B.4) holds for this case.
Hence, (B.4) holds for any scheduling event δn, n ≥ 0. From Lemma B.4, the distributed
algorithm terminates with the maximal scheduling. Therefore, we have
W (Sgre(Gw)) ≥ 1
maxRS∈R |RS|+ 1W (Sopt(Gw))
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B.3 Proof of Theorem 5.6 and Supporting Lemma
We ﬁrst study the capacity property of an arbitrary beamforming link (RS, y), RS ∈ R, y ∈ N .
Lemma B.5. Denote a partition (i.e. the set of all non-overlapping non-empty sub-sets) of
RS be PRS, we have:
ci1,y(t) < cRS,y(t) <
∑
i2∈PRS
ci2,y(t), ∀PRS, ∀i1 ⊂ RS, ∀t > 0
Proof. The left hand side equality obviously holds according to (5.4). For the right hand side
inequality, we have:
cRS,y(t) = Blog2(
∑
z∈RS
2
cz,y(t)
B − |RS|+ 1)
= Blog2(
∑
i2∈PRS
(
∑
z∈i2
2
cz,y(t)
B − |i2|+ 1)− |PRS|+ 1)
< Blog2(
∑
i2∈PRS
2
ci2,y
(t)
B )
≤ B
∑
i2∈PRS
log2
ci2,y
(t)
B
2
=
∑
i2∈PRS
ci2,y(t)
where the ﬁrst and second equality use the increasing and concave properties of the logarithmic
function respectively.
Corollary B.1.
ci1,y < cRS,y <
∑
i2∈PRS
ci2,y, ∀PRS, ∀i1 ⊂ RS (B.5)
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Proof of Theorem 5.6.
Cx,Nx∩Ny ,y = min(cx,Nx∩Ny , cNx∩Ny ,y)/2
= min(min(cx,i1 , cx,i2), cNx∩Ny ,y))/2
< min(min(cx,i1 , cx,i2), ci1,y + ci2,y)/2
≤ min(cx,i1 , ci1,y) + min(cx,i2 , ci2,y)/2
= (Cx,i1,y + Cx,i2,y)/2
where the ﬁrst and second inequalities are due to (B.5) and the concavity of the min(·) function
respectively.
B.4 Proof of Theorem 5.7
Proof of Theorem 5.7. Let E[SNRi,j] = SNRi,j. If (i, j) is a direct link, we get
P outi,j = Pr[ci,j/B < fi,j/B]
= 1− exp(−(2fi,j/B − 1)SNRi,j) (B.6)
≈ SNRi,j(2fi,j/B − 1)
≈ (ln 2SNRi,j/B)fi,j (B.7)
where (B.6) is due to Rayleigh fading, and the two approximations use ﬁrst two terms of
Taylor expansion. If (i, j) is a broadcasting link, from fi,j = fi,y, ∀y ∈ j and channel state is
independent across links, we have
P outi,j = Pr[ci,j/B < fi,j/B]
= Pr[max
y∈j
(ci,y/B) < fi,j/B]
=
∏
y∈j
(1− exp(−(2fi,y/B − 1)SNRi,y)
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≈ (ln 2)|j|
∏
y∈j
SNRi,y(fi,j/B)
|j|
≈ (|j|(ln 2)|j|
∏
y∈j
SNRi,y/B)fi,j
If(i, j) is a beamforming link, by using equation (2.3) in [11] we have
P outi,j = Pr[ci,j/B < fi,j/B]
= Pr[(
∑
x∈i
(SNRx,j)/B < fi,j/B]
=
∫ fi,j
0
∑
x∈i
Qx exp(−SNRx,j(2
fi,j
B − 1))d(2
fi,j
B − 1)
=
∑
x∈i
(Qx(1− exp(−SNRx,j(2
fi,j
B − 1)))/SNRx,j)
≈
∑
x∈i
(Qx(ln 2SNRx,j/B)/SNRx,j)fi,j
= (ln 2
∑
x∈i
(Qx)/B)fi,j
where Qx is deﬁned by (5.21)
Appendix C
Proofs in Chapter 6
Proof of Theorem 6.1. DeﬁneQx(t) = Qx(t+1)−Qx(t). According to (6.8), we haveQx(t) ≤
rx + f
in
x (t) − f outx (t). Deﬁne a constant value W = 1ϕmin |N |(rmax + 2|N |cmax)2 where rmax =
maxx∈Ns rx. We then deﬁne the Lyapunov function V (t) =
∑
x∈N Q
2
x(t)/ϕx and consider the
its 1-slot drift:
1V (t)
= V (t+ 1)− V (t)
=
∑
x∈N
(2Qx(t)Qx(t) +Q2x(t))/ϕx
≤ W + 2
∑
x∈N
Qx(t)Qx(t)/ϕx
≤ W + 2
∑
x∈N
Qx(t)(rx + f
in
x (t)− f outx (t))/ϕx
= W + 2
∑
x∈N
(
Qx(t)
ϕx
rx −
∑
y∈Nx(t)
(
Qx(t)
ϕx
− Qy(t)
ϕy
)fx,y(t))
It is clear that OBC choose fx,y(t), ∀t ≥ 0 to minimise the right-hand side of above inequality
over all possible other algorithms. Hence we have
1V (t) ≤ W + 2
∑
x∈N
1
ϕx
Qx(t)(rx + f˜ inx (t)− f˜ outx (t)) (C.1)
where f˜ inx (t) and f˜
in
x (t) are the routing and scheduling decision made by any other algorithm
ξ˜ which is independent of queue backlogs.
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Since the channel capacity c(t) is a discrete ﬁnite state ergodic Markov chain, we use a sequence
Ti, i ≥ 0 to represents recurrence times to the initial state c(0). It is clear that Ti, i ≥ 0 is
a i.i.d. sequence with E[Ti] = 1/πc(0). Also, it is known that the ﬁrst and second moments
of sequence Ti are ﬁnite, which are denoted as E[T ] and E[T
2] respectively. Finally, we deﬁne
si =
∑i−1
τ=0 Tτ , i.e. the time of the ith revisitation to channel state c(0). Consider the variable
Ti-slots drift of the Lyapunov function
TiV (si)
= V (si+1)− V (si)
=
si+Ti−1∑
t=si
(V (t+ 1)− V (t))
≤ W
2
(T 2i + Ti) + 2
∑
x∈N
Qx(si)
ϕx
si+Ti−1∑
t=si
(rx + f˜ inx (t)− f˜ outx (t)) (C.2)
where the equality is because of (C.1) and the fact for any si ≤ t ≤ si + Ti − 1,
|Qx(t)−Qx(si)|/ϕx ≤ (t− si)W/|N | (C.3)
Now we consider the conditional expectation of the variable Ti-slots drift (C.2)
E[TiV (si)|Q(si)]
≤ E[W
2
(T 2i + Ti) + 2
∑
x∈N
Qx(si)
ϕx
si+Ti−1∑
t=si
(rx + f˜ inx (t)− f˜ outx (t))|Q(si)]
=(a)
W
2
(E[T 2] + E[T ]) + 2
∑
x∈N
Qx(si)
ϕx
E[
si+Ti−1∑
t=si
(rx + f˜ inx (t)− f˜ outx (t))]
=(b)
W
2
(E[T 2] + E[T ]) + 2
∑
x∈N
Qx(si)
ϕx
E[T ](rx + E[f˜ inx (t)− f˜ outx (t))] (C.4)
where the equality (a) is because both recurrence time Ti and the algorithm ξ˜ are independent
of queue backlogs Q(si); and the equality (b) is based on the renewal reward theory. Consider
(C.4), ϕx ≤ ϕmin and the fact that r+ ε is inside the capacity region, we have
E[TiV (si)|Q(si)] ≤
W
2
(E[T 2] + E[T ])− 2εE[T ]
ϕmin
∑
x∈N
Qx(si) (C.5)
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Taking expectations of the above, summing the resulting telescoping series over i ∈ {0, 1, ...I −
1}, dividing by 2εE[T ]/ϕmin,rearranging the terms, and using the fact that V (0) = 0 and
V (si ≥ 0), ∀i, we have:
I−1∑
i=0
∑
x∈N
E[Qx(si)] ≤ IWϕ
min(E[T 2] + E[T ])
4εE[T ]
(C.6)
Consider (C.3), we have
si+Ti−1∑
t=si
∑
x∈N
Qx(t) ≤ Ti
∑
x∈N
Qx(si) +
ϕmaxW (T 2i − Ti)
2
(C.7)
Combine(C.6) and (C.7), and we have
si+Ti−1∑
t=0
∑
x∈N
E[Qx(t)] ≤ IWϕ
min(E[T 2] + E[T ])
4ε
+
IϕmaxW (E[T 2]− E[T ])
2
(C.8)
Let K = si + Ti − 1, dividing both sides by K, taking an expectation and lim sup over both
sides, we have
lim sup
K→∞
1
K
K∑
t=0
∑
x∈N
E[Qx(t)] ≤ Wϕ
min(E[T 2] + E[T ])
4εE[T ]
+
ϕmaxW (E[T 2]− E[T ])
2E[T ]
< ∞
This completes the proof of Theorem 6.1.
Appendix D
Proofs in Chapter7
D.1 Proof of Theorem 7.1 and The Supporting Lemma
We ﬁrst propose Lemma D.1 to support the proof of Theorem 7.1.
Lemma D.1. Considering a sensor node x ∈ S at a slot t ≥ 1, if Qx(t) ≥ V I ′x(0), then the
rate controller of OBSEA algorithm sets rx(t) = 0.
Proof. Since Ix(r(t)) is concave, its ﬁrst derivative I
′
x(r(t)) is a monotonically decreasing func-
tion of r(t). Therefore, we have
Ix(r(t)) ≤ Ix(0) + I ′x(0)rx(t), ∀ 0 ≤ rx(t) ≤ rmax (D.1)
Considering (D.1) and the objective of the rate controller (7.15), we have for any 0 ≤ rx(t) ≤
rmax
Ix(r(t))−Qx(t)rx(t)/V
≤ Ix(0) + I ′x(0)rx(t)−Qx(t)/V
= Ix(0)− rx(t)(Qx(t)/V − I ′x(0))
≤ Ix(0) (D.2)
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Inequality (D.2) holds only when rx(t) = 0, as Qx(t)/V − I ′x(0) > 0 (the condition of Lemma
D.1). Then, the rate controller must set rx(t) = 0 to maximise (7.15).
Proof of Theorem 7.1. We will prove that Theorem 7.1 by using mathematical induction. From
the supposition of Theorem 7.1, we have Qx(1) ≤ Qmax hold at slot 1. For all t > 1, suppose
Qx(t) ≤ Qmaxx for a slot t ≥ 2, then there are two cases :
• Case 1. Qx(t) ≤ Qmaxx − ηx(t), x ∈ S ∪ R. Since ηx(t) is the maximum possible amount
of data that can be injected in to node x at slot t, it is clear that Qx(t + 1) < Q
max
x at
slot t+ 1, according to (7.1).
• Case 2. Qmaxx − ηx(t) < Qx(t) ≤ Qmaxx , x ∈ S ∪ R. In this case, the link weight
wz,x(t) will be assigned as 0, for all x’s instantaneous neighbours z ∈ Nx(t), according
to (7.17). Hence, no data will be transmitted to x, according to (7.17). Therefore, if
x is a mobile relay, then Qx(t + 1) ≤ Qx(t) ≤ Qmaxx , x ∈ R. Further, if x is a sensor
node, since Qx(t) > Q
max
x − ηx(t) ≥ V I ′x(0) + ηmax − ηx(t) > V I ′x(0), we have rx(t) = 0,
according to Lemma D.1 and the condition of Theorem 7.1. Therefore, we can see that
Qx(t+ 1) ≤ Qx(t) ≤ Qmaxx , x ∈ S. In summary, Qx(t+ 1) ≤ Qmaxx , ∀x ∈ S ∪R.
Because Qx(t + 1) ≤ Qmaxx , ∀x ∈ S ∪ R in both cases, we can conclude that Qx(t) ≤ Qmaxx for
all t ≥ 1.
D.2 Proof of Theorem 7.2
Proof of Theorem 7.2. Let Q(t) be the vector of all queues maintained at all nodes in N . To
simplify the proof, we assume the initial queue backlogs Q(0) = 0. Deﬁne the Lyapunov
function L(Q(t)) as
L(Q(t)) =
1
2
∑
x∈N
Q2x(t) (D.3)
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Then we deﬁne the T -slot sample-path drift as
TL(Q(t)) = L(Q(t+ T ))− L(Q(t)) (D.4)
Denote ΔHsinkx,y = H
sink
x −Hsinky and ΔQx,y(t) = Qx(t) − Qy(t). We ﬁrst consider 1-slot drift-
plus-penalty for each slot 1 ≤ t ≤ tend, we have
1L(Q(t))− V Γ(t)
= L(Q(t+ 1))− L(Q(t))− V Γ(t)
=
1
2
∑
x∈N
Q2x(t+ 1)−
1
2
∑
x∈N
Q2x(t)− V Γ(t)
≤a M +
∑
x∈N
Qx(t)(rx(t)1x∈S +
∑
y∈Nx(t)
fy,x(t)−
∑
y∈Nx(t)
fx,y(t))− V Γ(t)
= M +
∑
x∈S
rs(t)Qs(t)− V Γ(t)−
∑
x∈N
∑
y∈Nx(t)
fx,y(t)(Qx(t)−Qy(t))
= M +
∑
x∈S
rx(t)Qs(t)− V Ix(t)− α
∑
x∈N ,y∈Nx(t)
fx,y(t)ΔH
sink
x,y
−
∑
x∈N ,y∈Nx(t)
1{Qy(t)>Qmaxy }fx,y(t)(Qx,y(t)− αHsinkx,y (t))
−
∑
x∈N ,y∈Nx(t)
1{Qy(t)≤Qmaxy }fx,y(t)wx,y(t)
≤b M + Z − V
∑
x∈S
(Ix(t)− rx(t)Qs(t)/V )−
∑
x∈N ,y∈Nx(t)
1{Qy(t)≤Qmaxy }fx,y(t)wx,y(t)(D.5)
where inequality ≤a followed by the fact thatM ≥
∑
x∈N (Qx(t+1)−Qx(t))2, ∀t; and inequality
≤b is because of the following fact
Z = |N |2cmax(2αHmaxsink + ηmax)
= α|N |2(cmaxHmaxsink ) + |N |2cmax(ηmax + αHmaxsink )
≥ −α
∑
x∈N ,y∈Nx(t)
fx,y(t)ΔH
sink
x,y −
∑
x∈N ,y∈Nx(t)
1{Qy(t)>Qmaxy }fx,y(t)(Qx,y(t)− αHsinkx,y (t))
It is easy to see that our OBSEA algorithm greedily minimises the right-hand side of inequality
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(D.5) at every slot t, i.e. the rate controller minimises the third term of the right-hand side of
inequality (D.5), and the routing component minimises the last term.
Then we deﬁne the T -slot sample-path drift-plus-penalty as
TL(Q(t))− V
kT∑
t=kT−T+1
Γ(t)
= L(Q(t+ T ))− L(Q(t))− V
kT∑
t=kT−T+1
Γ(t)
=
kT∑
t=kT−T+1
(L(Q(t+ 1))− L(Q(t)))− V
kT∑
t=kT−T+1
Γ(t)
=
kT∑
t=kT−T+1
(1L(Q(t))− V Γ(t))
≤a MT + ZT +
√
2M
T (T − 1)
2
+
∑
x∈N
kT∑
t=kT−T+1
1{Qx(t)≤Qmaxx }Qx(t)(rx(t)1x∈S
+
∑
y∈N−{x}
fx,y(t)−
∑
y∈N−{x}
fy,x(t))− V
kT∑
t=kT−T+1
Γ(t)
≤b MT 2 + ZT +
∑
x∈N
kT∑
t=kT−T+1
1{Qx(t)≤Qmaxx }Qx(t)(r
∗
x(t)1x∈S
+
∑
y∈N−{x}
f ∗x,y(t)−
∑
y∈N−{x}
f ∗y,x(t))− V TΓ∗(t)
≤c MT 2 + ZT − V TΓj ∗k (T ) (D.6)
where the inequality ≤a is based on inequality (D.5), the sum of 1L(Q(t)) − V Γ(t) over T
slots, and the fact that the each queue backlog does not change by more than (t− (kT − T +
1))(rmax + cmax) for any slot kT − T + 1 ≤ t ≤ kT ; the inequality ≤b is because M ≥
√
M
(M is a non-negative integer number), and our OBSEA algorithm minimises the right-hand
side of ≤a over all possible rate control and routing decisions, including the decisions of ideal
algorithm, r∗x(t), x ∈ S and f ∗x,y(t), x ∈ N , y ∈ Nx(t) that achieves Γ∗k(T ); the inequality ≤c
follows from the fact that the decisions r∗x(t) and f
∗
x,y(t) satisfy constraints (7.22) and (7.24).
Taking a telescopic sum of the inequality (D.6) over k ∈ {1, ..., K} and dividing both side by
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V KT , we get
L(Q(KT + T ))− L(Q(0))− 1
KT
KT∑
t=1
Γ(t) ≤ MT + Z
V
− 1
K
K∑
k=1
Γ∗k(T ) (D.7)
Consider L(Q(1)) = 0 and L(Q(KT + T )) ≥ 0, we have
1
KT
KT∑
t=1
Γ(t) ≥ 1
K
K∑
k=1
Γ∗k(T )−
MT + Z
V
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