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This paper deals with the emergence of synchronization in scale-free networks by considering the
Kuramoto model of coupled phase oscillators. The natural frequencies of oscillators are assumed
to be correlated with their degrees and a time delay is included in the system. This assumption
allows enhancing the explosive transition to reach a synchronous state. We provide an analytical
treatment developed in a star graph which reproduces results obtained in scale-free networks. Our
findings have important implications in understanding the synchronization of complex networks,
since the time delay is present in most systems due to the finite speed of the signal transmission
over a distance.
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INTRODUCTION
Synchronization is an emerging collective phenomenon
present in science, nature, social life and engineering [1–
3]. When a large population of limit-cycle oscillators is
coupled, with slight different natural frequencies, a syn-
chronous state emerges and those oscillators run at an
identical frequency [1, 4]. For instance, experimental stu-
dies have verified that neurons in the central nervous sys-
tem synchronize their oscillatory responses [5]. Similarly,
the emergence of synchronization has also been observed
among electrochemical oscillators [6]. Indeed, the onset
of synchronization has been verified in circadian rhythm,
communication networks, power grids, social interacti-
ons, cortical networks and ecology [4].
Winfree proposed a mathematically tractable model to
explain the emergence of collective synchronization [7].
Although his approach allows describing the synchroni-
zation dynamics in a population of coupled oscillators, it
assumes that every oscillator feels the same mean-field,
which is hard to be observed in real-world complex sys-
tems. A more suitable model was proposed by Kura-
moto, who considered oscillators coupled by the sine of
their phase differences and phase oscillators at arbitrary
frequencies [8, 9]. Therefore, each oscillator i obeys an
equation of motion given by
dθi
dt
= ωi + λ
N∑
i=1
Aij sin(θj − θi), i = 1, . . . , N, (1)
where λ is the coupling strength, ωi is the natural fre-
quency of oscillator i (generally distributed according to
some function g(ω)), and Aij are the elements of the adja-
cency matrix A, which represents the topology of a com-
plex network. More specifically, elements Aij = 1 if two
nodes i and j are connected, and Aij = 0, otherwise [10].
In the Kuramoto model, each node tries to oscillate in-
dependently at its own frequency, while its direct neigh-
bors tend to synchronize it to all the other oscillators.
It has been verified that coupling strengths higher than
a determined threshold λc produce the onset of synch-
ronization [4]. The level of synchronization of the whole
system is measured by the macroscopic complex order
parameter [4],
r(t)eiψ(t) =
1
N
N∑
j=1
eiθj(t). (2)
where 0 ≤ r(t) ≤ 1 measures the phase coherence of
populations. When r(t) = 1, the system reaches the
complete synchronous state and when r(t) = 0 it reaches
an asynchronous state.
The Kuramoto model has also been analyzed conside-
ring some modifications, such as different types of cou-
pling functions and frequency distributions [4, 11], in or-
der to enhance the synchronization level. For instance,
Gardeñes et. al. [12] investigated the Kuramoto model in
complex networks by defining the natural frequencies of
each node i as degree ki, i.e., ωi = ki. In contrast to the
canonical choice for the frequency distribution, they ob-
served a first-order phase transition to the synchronous
state in scale-free networks, showing that this effect is due
to the positive correlation between the nodes frequencies
and the network topology.
The Kuramoto model has also been modified to in-
clude time-delay (e.g. [13–16]). Time delay is observed
in communication systems due to the finite speed of the
signal transmission over a distance. For instance, the
transmission of signals through unmyelinated axons pre-
sents an 80-ms delay for propagation through a corti-
2Figura 1: Coherence diagram r(λ) for BA model with N =
1000 and 〈k〉 = 6.
cal network [17]. As verified by Dhamala et al. [18],
the time delay can enhance the network synchronization.
They studied neural synchrony by taking into account the
Hindmarsh-Rose neurons and observed that an extended
region of stable synchronous activity could be achieved
with low coupling strengths only if the delay were inclu-
ded in the system. The contribution of the time delay
to network synchronization was also verified by Pérez et
al. [15]. The authors incorporated it in the Kuramoto
model and verified that it was possible to obtain a per-
fect synchronization in directed networks by relating the
topology of the network and the phases and frequencies
of the oscillators.
In the current paper, we took into account the analyse
by Gardeñes et. al. [12] and Choi et al. [14] altogether.
We considered the natural frequencies of each node i as
the node degree ωi = ki and included a time delay in
the Kuramoto model. Therefore, the set of equations of
motion for N coupled oscillators is given by
dθi
dt
= ωi + λ
N∑
j=1
Aij sin [θj(t− τ)− θi(t)] . (3)
Note that the phase of node i interact with the phase of
node j with a time delay τ .
We analyzed this modified Kuramoto model (Eq. 3)
in Barabási-Albert (BA) networks [19]. Fig. 1 shows the
synchronization diagram r(λ) taking into account a scale-
free topology with N = 103 and 〈k〉 = 6. As performed
in [12] we increased the value of λ adiabatically and com-
puted the stationary value of the global coherence r for
each value λ0, λ0 + δλ, . . . , λ0 + nδλ. Fig. 1 shows
that the presence of a time delay in the phase interac-
tions allows reaching the synchronous state with smaller
couplings than without time delay. In addition, it is in-
teresting to observe that the system presents different
phase transitions for each time-delay τ adopted. For ins-
tance, for τ = 1.0, the transition is of first order, while
for τ = 0.3, r increases almost linearly with λ and no
phase transition is verified.
In order to locally investigate the effect of the time de-
lay on BA networks, a star graph was considered as an
approximation of the scale-free topology. A star graph is
a special type of tree, i.e., a central node connected with
K leaves. Thus, for a star network withN = K+1 nodes,
the peripheral node has degree ki = 1 (i = 1, ...,K) and
the central node has kH = K connections. By using this
approximation we studied the influence of hubs (nodes
with higher frequencies) on neighbors nodes, which are
expected to have lower frequencies, since the average clus-
tering coefficient tends to zero in BA networks [20, 21].
As in the work by Gardeñes et. al. [12], we considered the
natural frequencies of each node equal to its respective
degree. Setting the rotated frame with the average phase
ψ(t) = ψ(0) + Ωt, where Ω is the average frequency of
the system, we defined the new variables as φi = θi −Ωt
for the peripheral nodes and φH = θH − Ωt for the hub.
These definitions allowed rewriting Eq. 3 into the set of
equations given by
φ˙H = (ωH−Ω)+λ
K∑
j=1
sin [φj(t− τ)− φH(t)− Ωτ ] , (4)
φ˙i = (ω − Ω) + λ sin [φH(t− τ) − φi(t)− Ωτ ] , (5)
where we set ψ(0) = 0 without loss of generality. The
global parameter defined in Eq. 2 can be rewritten into
r =
eiφH +
∑K
j=1 e
iφj
K + 1
. (6)
Multiplying both sides of Eq. 6 by e−i(φH+Ωτ) and taking
the imaginary part, we can rewrite Eq. 4 as
φ˙H = (ωH−Ω)−λr(K+1) sin(φH+Ωτ)−λ sinΩτ. (7)
Imposing the phase locked solution φ˙H = 0 we obtained
sin(φH +Ωτ) =
(ωH − Ω)
λr(K + 1)
+
sinΩτ
r(K + 1)
. (8)
Note that when the time delay vanishes, τ = 0, the same
result verified in [12] for the hub’s phase is recovered
(i.e. sinφH = (ωH − Ω)/λr(K + 1)). Considering Eq. 5
and solving it for cosφi in the locked regime φ˙i = 0 we
obtained
cosφi =
(Ω− ω) sin(φH − Ωτ)
λ
±
√[
1− sin2(φH − Ωτ)
]
[λ2 − (ω − Ω)2]
λ
.
(9)
This equation is valid only for λ > |ω − Ω|, which leads
to the critical coupling λc = |ω − Ω| for the onset of
3Figura 2: Coherence diagram r(λ) for (a)K = 60, (b)K = 70,
(c)K = 80 and (d)K = 90
synchronization. Nevertheless it is important to stress
that this value for the critical coupling depends on the
time delay τ , once the average frequency also depends
on it (i.e., Ω = Ω(τ)). When τ = 0, the result Ω =
2K/(K + 1) verified in [12] is recovered. Moreover, it
is straightforward to show that at the critical coupling
λ = λc the phases of the peripheral nodes and the hub
obey the following condition
δφ(τ) = φH − φi =
pi
2
+ τΩ(τ). (10)
The above equation shows that the difference between
the phases of peripheral nodes depends directly on the
time delay τ , which means that it is possible to tune the
time delay in order to obtain different phase couplings
between the peripheral nodes and the hub.
In order to obtain insights on how the presence of the
time delay τ is related to the onset of synchronization,
we constructed the synchronization diagram for the star
networks, as shown in Fig. 2. Comparing the results pre-
sented in Figures 2 and 5(inset), we can see that the time-
delay enhance the network synchronization. The values
of K were selected by taking into account the expected
degree for a hub in a scale-free network of N = 103, as
we considered the star graph an approximation of a BA
network. Remarkably, Fig. 2 shows that star graphs pre-
sent the same behavior observed in the scale-free network
in the presence of a time delay (see Fig.1). More speci-
fically, depending on the value of τ , the star networks
undergo different synchronization transitions. It is inte-
resting to note that, like in Yeung et. al. [13], a subcri-
tical Hopf bifurcation of the incoherent state at τ = 1 is
observed. In addition, a supercritical Hopf bifurcation at
τ = 2 is verified in Figure 1, for the BA networks.
Figura 3: Average frequency Ω as a function of time delay τ
for (a)K = 60, (b)K = 70, (c)K = 80 and (d)K = 90
This fact is due to the dependence of the mean fre-
quency Ω on τ , i.e., Ω = Ω(τ). We analyzed such de-
pendence in order to understand how the critical cou-
pling λc varies for different time delays. Fig. 3 shows
the mean frequency Ω as a function of τ . It is in-
teresting to note that the particular choice of the fre-
quency distribution g(ω) = P (k) leads to a dependence
of Ω(τ) that is different than that verified in [14], in
which the authors found that frequency Ω depends in-
versely on the time delay τ for the Kuramoto model with
all-to-all connectivity. Fig. 3 shows an oscillatory de-
pendence between Ω and τ , which explains the different
behavior of the synchronization diagrams displayed by
the scale-free and stars networks in contrast to the case
without time delay [12] (see Figs. 1 and 2). In these
figures, the value of λ to reach the onset of synchroniza-
tion varies periodically with τ . For instance, in Fig. 1,
λc(τ = 1.0) < λc(τ = 0.3) < λc(τ = 1.5), while in Fig. 2,
λc(τ = 1.0) < λc(τ = 0.3) < λc(τ = 2.0).
Given this oscillatory dependence between Ω and τ , we
determine the value of τ that makes the star networks
more susceptible to the emergence of the onset of syn-
chronization. More specifically, we found a time delay
value that enhances the network synchronization level,
while keeping the state stable in the thermodynamic li-
mit K → ∞. We also determined a value of time de-
lay that yields the maximum value of critical coupling,
i.e., a time delay that decreases the synchronization level.
From equation Eq. 9, we obtained λc = |ω − Ω|. The-
refore, while higher frequencies lead to a lower critical
coupling enhancing the network synchronization, lower
frequencies lead to higher ones, disturbing the network
synchronization. In order to exam those extreme cases,
4Figura 4: Coherence diagram r(λ) for (a)K = 60, (b)K = 70,
(c)K = 80, (d)K = 90.
Figura 5: Comparison of the explosive synchronization obser-
ved in star networks with different sizes K. The same delay
shown in Figure 3 was adopted for the worst cases. The inset
shows the same stars networks but for the case with τ = 0.
Figure 4 shows the coherence diagram for time delays
chosen accordingly to Figure 3. For instance, for the
time delay τ = 2.4, the system presents the lowest possi-
ble frequency, in such a way that the network undergoes a
first-order transition to the synchronous state. Neverthe-
less, for the time delay τ = 0.2, no phase transition is
observed and the order parameter r is increased until the
synchronous state has been reached.
Note that if the time delay τ is set in order to establish
a higher critical coupling λc, a first-order phase transition
is observed. Also, differently to the case in which τ =
0 [12], the dependence of the critical coupling λc with
the number of nodes is lost. More specifically, in [12]
the authors show that the stability of the unlocked state
(r ≈ 0) increases as K →∞, while here we observed that
the transition to the synchronous state does not depend
extensively on K (see Fig. 5).
Let us now investigate more deeply the frequency de-
pendency Ω = Ω(τ) supposing
φhub,l(t) = θhub,l − Ωt = αhub,l, (11)
where we have used the stationary solution with a phase
difference θhub,l = Ωhub,lt + αhub,l. From Eq. 11, we
can write Eq. 4 and 5 for the K + 1 nodes in the star
network and thus leading to the following system ofK+1
equations
Ω = K + λ
K∑
j=1
sin(−Ωτ + αi − αH)
Ω = 1− λ sin(Ωτ + α1 − αH)
Ω = 1− λ sin(Ωτ + α2 − αH)
...
Ω = 1− λ sin(Ωτ + αK − αH).
The average frequency Ω of the star networks must satisfy
all these equations. Summing all the equations in the
system we have
(K + 1)Ω = 2K + λ
K∑
j=1
[sin(−Ωτ + αi)− sin(Ωτ + αi)] .
(12)
Setting αH = α1 = α2 = · · · = αN without loss of gene-
rality we obtain
Ω =
2K
K + 1
[1− λ sin(Ωτ)] . (13)
According to [22] the system is linearly stable if and only
if
cos(Ωτ) > 0 (14)
which means that the product Ωτ must be in the range
2npi < Ωτ < (2n+ 1)pi, n = 0, 1, 2, ... (15)
Considering Ωτ → Ωτ−npi in Eq. 13, in Figure 6 we show
the solutions of Eq. 13 for different values of n. Observe
that these solution correspond to the average frequency
shown in Figure 3. Therefore, we verified a high agree-
ment between theoretical and simulated results. Further-
more, once we know exactly how the average frequency
Ω depends on τ , is possible to determine the critical
coupling for the star networks through the expression
λc = |ω − Ω| and with Eq. 15 by rewriting Eq. 13 just in
terms of λc and τ . Fig. 7 displays the results obtained for
the critical couplings λc for different values of τ for the
star network with K = 80, showing a perfect agreement
for the theoretical values of λc with the numerical data.
In conclusion, the addition of time delay to the Ku-
ramoto model allows reaching a higher synchronization
level than those observed by Gardeñes et al. [12]. Even
5Figura 6: Theoretical and numerical curves for the frequency
Ω as function of τ with λ = 1.0, for the cases: (a)K = 60,
(a)K = 70, (c)K = 80 and (d)K = 90. The discrete points
correspond to the data shown in Figure 3.
for a small time delay, the onset of synchronization is
obtained for smaller coupling strengths than those for
networks without time delay. The analysis performed
here helps to understand real world communication sys-
tems, in which the time delay is present due to the finite
speed of the signal transmission across a communication
medium.
Francisco A. Rodrigues would like to acknowledge
CNPq (305940/2010-4) and FAPESP (2010/19440-2) for
the financial support given to this research. Thomas K.
D. M. Peron would like to acknowledge Fapesp for the
sponsorship provided. The authors also acknowledge An-
gela C. P. Giampedro, who provided a careful review of
the text.
∗ Electronic address: francisco@icmc.usp.br
[1] A. Pikovsky, M. Rosenblum, and J. Kurths, Synchroni-
zation: A universal concept in nonlinear sciences, vol. 12
(Cambridge University Press, 2003).
[2] S. H. Strogatz, Sync: The emerging science of spontane-
ous order (Hyperion, 2003).
[3] S. Nadis, Nature 421, 780 (2003).
[4] A. Arenas, A. Díaz-Guilera, J. Kurths, Y. Moreno, and
C. Zhou, Physics Reports 469, 93 (2008).
[5] C. M. Gray, P. König, A. K. Engel, and W. Singer, Na-
ture 338, 334 (1989).
[6] I. Z. Kiss, Y. Zhai, and J. L. Hudson, Science 296, 1676
(2002).
[7] A. T. Winfree, Journal of Theoretical Biology 16, 15
(1967).
[8] J. A. Acebrón, L. L. Bonilla, C. J. P. Vicente, F. Ri-
tort, and R. Spigler, Reviews of Modern Physics 77, 137
(2005).
Figura 7: Synchronization diagrams for a star network with
K = 80 leaves and theoretical estimation for the critical cou-
pling λc for each time delay displayed.
[9] Y. Moreno and A. F. Pacheco, Europhysics Letters 68,
603 (2004).
[10] L. d. F. Costa, O. Oliveira, G. Travieso, F. A. Rodrigues,
P. Villas Boas, L. Antiqueira, M. Viana, and L. Cor-
rea Rocha, Advances in Physics 60, 329 (2011).
[11] A. E. Motter, C. S. Zhou, and J. Kurths, Europhysics
Letters 69, 334 (2005).
[12] J. Gomez-Gardenes, S. Gomez, A. Arenas, and Y. Mo-
reno, Physical Review Letters 106, 128701 (2011).
[13] M. K. S. Yeung and S. H. Strogatz, Physical Review Let-
ters 82, 648 (1999).
[14] M. Y. Choi, H. J. Kim, D. Kim, and H. Hong, Physical
Review E 61, 371 (2000).
[15] T. Pérez, V. M. Eguíluz, and A. Arenas, Chaos 21,
025111 (2011).
[16] T. Pérez, J. B. Holthoefer, and A. Arenas, Physical Re-
view E 83, 056113 (2011).
[17] E. R. Kandel, J. H. Schwartz, and T. M. Jessell, Prin-
ciples of neural science (McGraw-Hill. New York. US,
2000).
[18] M. Dhamala, V. K. Jirsa, and M. Ding, Physical Review
Letters 92, 74104 (2004).
[19] A. L. Barabási and R. Albert, Science 286, 509 (1999).
[20] S. Boccaletti, V. Latora, Y. Moreno, M. Chavez, and
D. U. Hwang, Physics Reports 424, 175 (2006).
[21] L. d. F. Costa, F. A. Rodrigues, G. Travieso, and P. R. V.
Boas, Advances in Physics 56, 167 (2007).
[22] M. G. Earl and S. H. Strogatz, Physical Review. E 67,
036204 (2003).
