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ABSTRACT 
In a recent paper, S. Friedland, D. Hershkowitz, and H. Schneider characterized 
(among other classes) the MMA matrices, i.e. real square matrices all of whose 
(positive) powers are irreducible M-matrices, by finding a recursive property allowing 
one to express such a matrix using MMA matrices of smaller order. In this paper, we 
add several characterizations which do not refer to MMA matrices of smaller order 
and answer thus a problem raised in [2]. 
1. INTRODUCTION 
In their basic paper [2], S. Friedland, D. Hershkowitz, and H. Schneider 
introduced several classes of matrices. In particular, MMA matrices were 
defined as real square matrices all positive powers of whose are irreducible 
M-matrices. The authors showed that for every MMA-matrix A there exists a 
diagonal matrix D with positive diagonal entries and a uniquely determined 
symmetric MMA-matrix A, such that 
A = DA,D-? 
For symmetric MMA-matrices, they found a recursive procedure which 
allowed them to express every such matrix uniquely in terms of a sequence of 
MMA-matrices of smaller order. 
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We intend to present several other characterizations of symmetric MMA- 
matrices (and thus, in view of the theorem mentioned above, of all MMA- 
matrices). As a simple corollary, we obtain analogous characterizations of 
M-‘MA-matrices, i.e. matrices all of whose (positive) powers are irreducible 
inverse M-matrices. 
2. NOTATION AND PRELIMINARIES 
We shall denote by 9,,, for r < n, the set of all r-by-n real matrices Q 
which are nonnegative, contain in each column exactly one positive entry, 
and satisfy 
QQ= = I,. 
(Here, and in the sequel, I, means the identity matrix of order k.) Such a 
matrix Q can clearly be expressed as follows: 
Q= 
4 0 . . . 0 
0 u; ... 0 
. . . . . . . . . . . . . . 
0 0 
where P is a permutation matrix and 
vectors of some positive dimensions. 
We shall call a rotation matrix 
. . . 4 
p, (1) 
I 
ui, i = 1,. . . , r, are positive column unit 
cos cp 
‘(~)= _sincp 
i 
sincp ’ cos q i Ogcp<27T, 
pure if the corresponding angle satisfies 
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LEMMA 1. Let n > 3. For pl,. . . , ‘p,, bt m write Sk = sin (Pk, ck = cos (Pk, 
k = l,..., n-l. Then 
Cl 
- Sl 
: 0 
. . . 
0 
\ 0 
SlC2 s1s2c3 . . . SlS2 * *. s,_2cn_1 SlS2. . . S,_l 
ClC2 c1s2c3 *** ClS2 *. . S,_2C”_l ClS2. . . S”_l 
- s2 c2c3 * * * c2s3.. . S”_2C,_l c2s3.. . s,-1 
. . . . . . . . . . . . . . . . . . . . . . . . . . . . . * . . . . . . . . . . 
0 0 . . . C n-2%1 Cn-zsn-1 
0 0 . . . -S n-l G-1 
\ 
I 
(3) 
We shall call such an orthogonal matrix a pure SC-matrix if all the 
matrices R(cp,), k = 1,. . . , n - 1, are pure. 
3. RESULTS 
THEOREM 1. Let A be a real symmetric n-by-n matrix, n >, 2. Let 
aI,. . . ,a,, be real numbers satisfying 0 < a1 < a2 Q . . . < a,. Then the fol- 
lowing are equivalent: 
(a) A is an MMA-matrix with the eigenvalues aI,. . . , a,. 
(b) There exists a sequence of matrices Q1,. . . , Q”_ 1 with Qk E qk,k+l, 
k = l,..., n - 1, such that the k-by-k matrices C, recurrently defined by 
c, = (a,), &+I= QkTCkQk + %+l(zk+l - Q&c), (4) 
k=l,..., n-l, satisfy 
A=C,,. 
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(c) There exists a sequence of matrices Qk E A?k,k+l. k = 1,. . .) n - 1, 
such that 
n-1 
A = a,$,, + c (CQ - a ,+dQ,‘_1Q:-z.. . QkTQkQm.. . Qn-1. 
k=l 
(d) There exists a sequence of matrices QkEqk,k+l, k=l,...,n-1, 
such that for the (uniquely determined up to the multiplication by - 1) real 
column unit vector u k+ 1 (with k + 1 coordinates) satisfying 
QU -0, k k+l- k=l,...,n-1, 
the orthogonal matrix 
12 0 0 
0 (u,-z,Q:-3) (u2,Q:) (5) 
satisfies 
A = UDUT, 
where 
D=diag(a,,a,_,,...,a,). 
(e) There exist symmdric positive semidefinite matrices E,,. . . , E,, all 
with rank one, such that 
EiEk = &E,, i,k=l,...,n 
(Sik being Kronecker ‘s delta), where (elementwise) 
El ’ 0, $ Ej&O, k=2 ,..., n-l, e Ej=Z,, 
j=l j=l 
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A= t cxiEj. 
i-l 
(f) There exist symmetric n-by-n (elementwise) nonnegative matrices 
S,, S,, . . . > S, such that 
sisj = Smin(i,j), i,j=l ,*.., n, 
s,=z,, s, ’ 0, 
rankSk=k, k=l,...,n, 
and 
A=a,,S,,+ 1 (c~~_~-c~)Sk> a0 = 0, 
k=l 
or equivalently 
A = i “k(s, - Sk-,), where S,=O. 
k=l 
Proof We shall prove (a) -+ (b) + (c) + (d) -+ (e) + (f) + (a). 
(a) + (b): This implication was proved in [2] with a slightly different 
notation. The reader may easily verify that the result of the operation of 
(special) inflation defined there: [for C = (cik), i, k = 1,. . . , m, and U = (qk), 
where Vi, = U~U~ with ]]ui]] = 1, i, k = 1,. .., m] can be written as 
CU = Q’CQ, 
where 
4 0 . . . 0) 
Q= 0 U2’ ... 0 
. . . . . . . . . . . . . . 
\ 0 0 ... u;, 
belongs to 1,,, n being the order of U. In addition, one can assume that 
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m = n - 1, since the case of accumulated eigenvalues in [2] is obtained by 
multiphcation, e.g. 
thus one need only refine the sequence of matrices into single-step matrices 
Qk. 
(b) + (c): Follows from a more general statement 
k-l 
‘kcakzk+ C (“j-Cllj+l)QkT_1QkT_2...QiTQjQj+l...Qk-l, 
j-l 
which is easily obtained by induction from (b). 
(c) +(d): I.& Qk, k = I,..., n - 1, be the matrix from (c); let uk+r be 
any unit column vector (with k + 1 coordinates) which satisfies 
Qu -0. k k+l- 
ItfoIlowsthatfork=l,...,n-1,thematrix 
is real orthogonal. Therefore, U is real orthogonal. 
Define for k = 1,. . . , n the vectors 
where we set ur = 1, w, = u,. It is easily seen that 
Let j satisfy 1 Q j Q n. Then by (c), 
n-l 
AWj=anwj+ C ((Yk_1Yk+l)QnT_l...QkTQk...Q,_lWj. (7) 
k-l 
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corresponding summand in (7) is 
i.e. 
If k ( j, then 
(ak-ak+l)wj. 
. 
Qk...Qn_1Wj=Qk...Qj_1Uj 
which is the zero vector. Therefore, (7) is simplified to 
Awj = ajwi, 
and thus 
AU = UD. 
(d) + (e): Choose E, = wkwl, where wk is defined by (6). The vectors 
wl,. . . , w, are easily seen to form an orthonormal set of vectors, so that 
EiEj=SijEj and i E,=Z,. 
i=l 
Since 
1, = Qk'_ lQk_-l+ u,u;, 
we obtain 
E, = Q:_ 1Q:-2 . . . Q:(h - Qf-,Q,-,)Qk... Qn-1 
for k=l,..., n - 1, where Q0 (with QIQO = 0) has a void set of columns, 
E, = I, - Qi_ IQn _ 1. Therefore, 
2 Ei=Q,T_lQnT_Z...QkTQk...Qn-l, 
i=l 
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which implies all the remaining assertions, since QT_ IQ:_2 - . . Qr is a 
positive vector. 
(e) +(e): Choose S, = Ci= 1 Ej, k = 1,. . . , n, where Ej are the matrices 
from(f).ThenSiandSjcommuteforalli,j=1,...,n,andfori~j, 
SiSj = i E, i E, 
p=l q=l 
+ i E, i E, 
p=l q=i+l 
= c EP” 
p=l 
= CE, 
p=l 
= si. 
Also, Sj > 0 for i = 2,. . . , n, and S, > 0. Moreover, rank S, Q C:=, rank Ei = k, 
rankSk~rankZ,-~~_-k+l rankEi=k,sothatrankSk=k, k=l,...,n.Since 
A=C;=,(~~(S~-S~_~)WithS~=Oaswellas A=(Y,Z,+C;=~((Y~~~-~~)S~ 
with (~a = 0, the implication is proved. 
(f) + (a): Let us show first that for S, from (f), S, - S,_ 1, k = 1,. . . , n, are 
mutually orthogonal idempotents of rank one. The orthogonality being a 
simple consequence of (f), observe that for the dimensions of the ranges .G%? 
and nub spaces N the following holds: 
dim.B’(S,) = k, dimN(Sk_i)=n-k+l. (8) 
In addition, if i < j then 
9Y(Si)C9(Sj) aswellas N(Si)3x(sj)- 
It follows from (8) that for k = l,.. . , n there exist linearly independent 
vectors y, E 9(S,) n N(Sk_i) such that for all i, j 
‘jYi = Yi if i<j 
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and 
Therefore, 
sjyi = 0 if i>j. 
so that 
(S,-S,_,)y,=O forall i#k, 
rank(Sk - S,_,) Q 1. 
Since S, # S,_,, we obtain 
rank(Sk - S,_,) = 1, k=l,...,n. 
Thus s, - s,_ 1 are n mutually orthogonal idempotents which sum to the 
identity matrix. The last relation in (f) implies then that CY~,. . . , a, are the 
eigenvalues of A, and 
A”= 2 (Y~(S~-S~_~). 
k=l 
This can also be written in the form 
k-l 
Since (YF_ i - (YP < 0, Am has all off-diagonal entries nonpositive. 
A”S, = $‘S,, where S, > 0, so that A” is an M-matrix for every 
Irreducibility of all positive powers of A follows from the 
because of S, > 0 and (pi < a,-large negative powers of A 
positive. 
In addition, 
m. 
fact that- 
are strictly 
W 
REMARK. The property (d) shows that if an orthogonal matrix U of order 
n is “admissible’‘-that is, if A = UDUT is an MMA-matrix whenever the 
diagonal entries of the diagonal matrix D satisfy d, > d, 2 ’ * . > d,_ I > d, 
> O-then U is a product of n - 1 matrices each of which is a pure 
“generalized rotation,” namely an orthogonal matrix with one negative and 
n + 1 positive entries. Such a matrix can be written as P,RP2, where I’, and 
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I’s are permutation matrices and 
Rl 0 
R= 0 i i I n-2 
with R, being a pure rotation matrix. It is an open problem to find aII 
possible combinatorial structures corresponding to admissible orthogonal 
matrices U. The simplest structure is described in the following theorem, 
which uses the notion of an SGmatrix from Lemma 1. 
THEOREM 2. Let U be a pure SC-matrix of order n. Then U is an 
admissible orthogonal matrix, i.e., for every D = diag(a,, q-i,..., ai), (Y, 
>a”-i>, *** > a2 > 0~~ > 0, UDUT is a symmetric MMA-matrix with the 
eigenvalues al,. . . , a,. 
Proof. Follows from the fact that by Lemma 1 every pure SC-matrix can 
be written as a product of matrices which satisfy condition (d) of Theorem 1. 
n 
Analogous results to those of Theorems 1 and 2 hold for matrices whose 
inverses are MMA-matrices. In accordance with [2], we shall calI such 
matrices M-‘MA-matrices. Let us just formulate the theorems. 
THEOREM 3. Let A be a symmetric matrix, let PI > p2> & > . . . > 
&, > 0 be numbers. Then the following are equivalent: 
(a) A is an M- ‘MA-matrix with the eigenvalues PI,. . . , /I,,. 
(b) There exists a sequence of matrices Q1,. . . , Q,, with Qk E %k,k+l, 
k = l,..., n - 1, such that the k-by-k matrices B, recursively defined by 
B,=(P,)> B,+,=QkTBkQk+Pk+l(Ik+l-QkTQk), k=l,...,n-1, 
A= B,. 
(c) There exists a sequence of matrices Qk E 2k,k+l, k = 1,. . . , n - 1, 
such that 
n-l 
A=&&+ C (P,-Pk+l)QnT_lQ,T-2...QkTQkQk+l...Qn-l. 
k=l 
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(d) There exists a sequence of matrices Qk E 2k,k+ Ir k = 1,. . . , n - 1, 
such that for the (uniquely determined up to the multiplication by - 1) real 
column unit vector uk+ 1 (with k + 1 coordinutes) satisfying 
Qu 0, k k+l= k=l,...,n-1, 
the orthogonal matrix 
u= b”A?:-l) ; (un_lpQ_2) i 1 
satisfies 
where 
A = UDUT, 
D=diag(P,,P,-,,...,P,). 
(e) There exist symmetric positive semidefinite matrices E,, . . . , E,, all 
with rank one, such that (inequalities are elementwise) 
EiEk = S,,E,, i , k = 1, . . . , n , 
El=-0, 5 Ej>O, k=2 ,..., n-l, 
j=l 
i Ej=Z,, 
j=l 
and 
A= i ,8,E,. 
i=l 
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(f) There exist symmetric n-by-n (elementwise) nonnegative matrices 
S1’%..., S, such that 
‘i’j = ‘min(i, j)' i,j=l I**-, n, 
s,=z,, s, ’ 0, 
rankSk= k, k=l,...,n, 
and 
A = PA + 5 (PM - P& with &= 0, 
k=l 
A= f: Pk(Sk-Sk-l) with S, = 0. 
k=l 
THEOREM 4. ,!,et u be a pure SC-matrix of order n. Then for every 
D=&ag(&,,P,_,,...,~,), Pr>&~&~ *** >&,>O, UDU*kasYmrn~+ 
tie M- ‘MA-matrix with the eigenvalues PI,, . . , &,. 
4. FINAL REMARKS 
The problem of characterizing all MM-matrices, i.e. (possibly reducible) 
matrices all of whose powers are M-matrices, remains open. For M-‘M- 
matrices, i.e. matrices all of whose powers are inverse M-matrices, a result in 
[l] allows one to restrict oneself to matrices A satisfying rank A = rank A2, 
i.e. to matrices the nilpotent part of which in the core decomposition is zero. 
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