The work focuses on topics related to Hamiltonian stochastic differential equations with Lévy noise. We first show that the phase flow of the stochastic system preserves symplectic structure, and propose a stochastic version of Hamilton's principle by the corresponding formulation of the stochastic action integral and the Euler-Lagrange equation. Based on these properties, we further investigate the effective behaviour of a small transversal perturbation to a completely integrable stochastic Hamiltonian system with Lévy noise. We establish an averaging principle in the sense that the action component of solution converges to the solution of a deterministic system of differential equations when the scale parameter goes to zero. Furthermore, we obtain the estimation for the rate of this convergence. Finally, we present an example to illustrate these results.
appear in celestial mechanics, statistical mechanics, geophysics, and chemical physics.
They are models for the dynamics of planets, motion of particles in a fluid, and evolution of other microscopic systems [4] . Hamiltonian systems have many well-known properties. For example, it was known to Liouville that the flows of Hamiltonian systems possess the property of phase-volume preservation; Poincaré observed that the Hamiltonian flows are symplectic and geometrically preserve certain symplectic area along phase flow [5] ; based on Hamilton's principle, Hamiltonian equations of motion are closely related to Euler-Lagrange differential equations [2, 6] . As a matter of fact, these dynamical systems are often subject to perturbations. In the deterministic case, the perturbation theory of Hamiltonian systems have appeared long ago; see Arnold [1] and Freidlin-Wentzell [7] for details. Particularly, an averaging principle for an integrable Hamiltonian system has been studied in e.g. Arnold [1] .
It is important to take randomness into account when building mathematical models for complex phenomena under uncertainty [8] . Stochastic differential equations (SDEs) with "Hamiltonian structures" are appropriate models for randomly influenced Hamiltonian systems as studied in Bismut [9] , and have also drawn much attention; see, for example, MacKay [10] , Misawa [11] , Wu [12] , Zhu-Huang [13] . In particular, Milstein et al. [14, 15] proved the symplecticity for stochastic Hamiltonian systems with Brownian noise, and Wang et al. [16] proposed a version of Hamilton's principle for the same systems to construct variational integrators; Pavon [17] established variational principles in stochastic mechanics; Li [18] developed an averaging principle for a perturbed completely integrable stochastic Hamiltonian system with Brownian noise.
For some specific physical Hamiltonian models, we refer to Cresson-Darses [19] and Givon et al. [20] .
In view of the development on SDEs with Hamiltonian structures, the noise processes considered to date are mainly Gaussian noise in terms of Brownian motion.
However, non-Gaussian random fluctuations should be introduced to capture some large moves and unpredictable events in various areas such as not only aforementioned celestial mechanics and statistical physics, but also mathematics finance and life science [8, 21, 22] . Lévy motions are an important and useful class of non-Gaussian processes whose sample paths are càdlàg (right-continuous with left limit at each time instant). The study on stochastic systems driven by such processes have received increasing attentions recently, especially on developing proper averaging principles for these systems. For example, Albeverio et al. [23, 24] established ergodicity of Lévy-type operators and SDEs driven by jump noise with non-Lipschitz coefficients; Högele-Ruffino [25] focused on averaging along foliated Lévy diffusions which generalized the approach by Li [18] , and Högele-da Costa [26] further studied strong averaging along foliated Lévy diffusions with heavy tails on compact leaves. For more information on averaging principle for stochastic systems driven by Lévy noise, we refer to Xu et al. [27] and Bao et al. [28] . ODEs and SDEs with "Hamiltonian structures" usually exhibit some extraordinary properties. Nevertheless, averaging principles for SDEs driven by Lévy noise with "Hamiltonian structures", and even some basic dynamics such as symplecticity (invariance under a transformation) and Lévy-type stochastic Hamilton's principle of these systems, have not yet been considered to date to the best of our knowledge.
In this present paper, we consider stochastic Hamiltonian systems with Lévy noise on symplectic manifolds. They are defined as Marcus SDEs whose drift vector fields and diffusion vector fields are Hamiltonian vector fields. Note that the Marcus integral [29, 30] in Lévy case has the advantage of leading to ordinary chain rule of the NewtonLeibniz type under a transformation. This property makes the Marcus integral natural to use especially in connection with SDEs on manifolds [31] .
We first demonstrate that the phase flow of a stochastic Hamiltonian system with Lévy noise preserves symplectic structure, and then propose the formulation of Lévy-type stochastic action integral and Euler-Lagrange equation of motions, as well as the stochastic Hamilton's principle. These properties are derived by using the calculus of variations, and the demand of the systems being in Marcus sense will simplify the stochastic differential calculations in the proofs. It is important to note that the stochastic Hamiltonian systems with Lévy noise should be understood as special nonconservative systems, for which the Lévy noise is a nonconservative 'force'. The symplecticity here is presented for the whole stochastic system instead of the original deterministic Hamiltonian system without the nonconservative force. The stochastic Hamilton's principle is also proposed on the basis of nonconservative mechanical systems.
Based on these foundational work, we further investigate the effective behavior of a small transversal perturbation to a (completely) integrable stochastic Hamiltonian system with Lévy noise. As this integrable stochastic system is perturbed by a transversal smooth vector field of order ε (ε is a small parameter), the solution to the perturbed equation will not preserve the properties mentioned above. The main idea we will use is to consider the solution along the rescaled time t/ε. The motion splits into two parts with fast rotation along the unperturbed trajectories and slow motion across them. Indeed, by an action-angle coordinate, the fast rotation is an diffusion on the invariant torus and the slow motion is governed by the transversal component. When averaged by ergodic invariant measure on torus, the evolution of action component of the motion does not depend on the angular variable when ε tends to zero. The essential transversal behavior is captured by a system of ODEs for the transversal component and this result is referred as an averaging principle. The estimation for rate of convergence for this averaing principle is also established. Some inspiration for this part came from Li [18] , as well as Högele-Ruffino [25] . The main novelty of our work is that the model we consider here combines features of a Hamiltonian structure with stochastic non-Gaussian Lévy noise.
The rest of this paper is organized as follows. In Section 2, we recall basic concepts about Hamiltonian vector fields and Lévy motions, and then present the definition of stochastic Hamiltonian system with Lévy noise, together with the existence and uniqueness of the solution. In Section 3, we show that the phase flow of this stochastic system preserves the symplectic structure. By considering a stochastic Hamiltonian system with Lévy noise as a special nonconservative system, we propose a stochastic version of Hamilton's principle. In Section 4, we investigate an integrable stochastic Hamiltonian system, with Lévy noise, perturbed by a transversal smooth vector field.
After discussing the ergodic behavior and some technical issues, we establish an averaging principle, together with a specific illustrative example.
Preliminaries

A Hamiltonian vector field
Recall that a symplectic structure on a smooth 2n-dimensional manifold M is a closed nondegenerate differential two-form ω 2 . Here using the symbol with superscript 2 to avoid confusion with the chance variable of sample space. 
For a smooth function H : M → R, it determines the one-form dH. 
The space of smooth functions on M has a Lie algebra structure given by the Poisson bracket. The Poisson bracket of two smooth functions F 1 , F 2 is defined by
. Moreover, if {F, H} = 0 we say that F is a first integral of H.
A Lévy motion
Let (Ω, F , (F t ) t 0 , P) be a filtered probability space, where F t is a nondecreasing family of sub-σ-fields of F satisfying the usual conditions. An F t adapted process 
as the discontinuous part.
A Stochastic Hamiltonian system with Lévy noise
We shall consider a stochastic Hamiltonian system driven by non-Gaussian Lévy noise, which is described by the following SDE in the Marcus form on a smooth 2n-dimensional
where V 0 and V k are 2n-dimensional Hamiltonian vector fields with Hamiltonians
Lévy process with respect to the given filtered probability space (Ω, F , (F t ) t 0 , P) with characteristic triplet (γ, A, ν).
The equation (2.2) can be interpreted as
where "⋄" stands for Marcus integral [29, 30] 
Note that, by Lévy-Itô decomposition (2.1), the system (2.2) with Lévy generating triplet being (0, I, 0) is a stochastic Hamiltonian system with Brownian noise [14, 15, 16] , and the system (2.2) without Lévy term is a deterministic Hamiltonian system. Brownian motion here, i.e., we set A = I. Then we obtain, for 1 i 2n, t 0,
We defineDV(x) to be the vector in M whose i-th component is max 1 
Lipschitz continuous functiona and satisfy the "one sided linear growth" condition in the following sense: 
A2. (One sided linear growth condition) There exists a constant N
where L 0 and L k indicates Lie differentiation in the direction of V 0 and V k , respectively.
More precisely, we have
here.
Applying Itô's formula to the solution flow Ψ, we have, for
For details see [21] .
Symplecticity and stochastic Hamilton's principle
In this section we present several facts about stochastic Hamiltonian systems with Lévy noise, such as the property of preserving symplectic structure and stochastic Hamilton's priciple, which will help us to better understand such a system and allow us in the next sections to confine our studies to its special structure.
Preservation of symplectic structure
Phase flows of both deterministic Hamiltonian systems and stochastic Hamiltonian systems with Brownian noise are known to preserve symplectic structure [1, 9, 5] . When stochastic Hamilton systems are treated as a nonconservative systems (see next subsection), we can show that they also have this intrinsic property.
For simplicity, we consider system (2.2) in the canonical form. With X = (Q, P),
, we rewrite the system as follows
We are interested in systems (3.1 -3.2) such that the transformation (p, q) → (P, Q) preserves symplectic structure as follows:
Geometrically, (3.3) means that the sum of the oriented areas of projections is an integral invariant [1, 15] . Consequently, for such systems, all external powers of the two-form are also invariant, and the case of n-th external power gives the preservation of phase volume. The proof of of this theorem is based on the differential transformation in the sense of Marcus. It is given in the Appendix.
Stochastic Hamilton's Principle with Lévy noise
For conservative mechanical systems, the classicical Hamilton's principle asserts that the dynamics of systems are determined by a variational problem for Lagrangian, and it gives a relationship between the Euler-Lagrange equation equation and the action integral of the motion [1] . For the situation of nonconservative mechanical systems, the form of the action integral and that of the Euler-Lagrange equation must be changed [6, 16] . In this subsection, we would like to propose a stochastic version of Hamilton's principle for a stochastic Hamiltonian system with Lévy noise by viewing it as a special nonconservative system.
We recall some results of nonconservative mechanical systems at first. Let F be a nonconservative generalized force. The work done by this nonconservative generalized force is defined as
where r = r(q, t) being a position vector. As a nonconservative generalized force is independent of generalized configuration q, the variation of W satisfies
Let L(q,q, t) be a Lagrangian with respect to original conservative Hamiltonian system, and it is connected with Hamiltonian H through the equation
where p = ∂L ∂q is the Legendre transform. Consider γ = {q(t) : t 0 t t 1 } as a temporally parameterized curve in the configuration space. Under the influence of F, the action integral of this curve is defined by
Hamilton's principle of nonconservative mechanical systems asserts that δS = 0 is equal to the following Euler-Lagrange equation holds:
Here the Lagrangian L is considered as a function with independent variables q,q and t.
It is known to [6] that the Euler-Lagrange equations of motion have the property of redundancy. As the value of Lagrangian is invariant to variable transformations, Lagrangian L can be transformed from the variable set {q} to a redundant variable set {Q, P} by
L(q,q, t) = L(q(Q, P, t),q(Q, P,Q,Ṗ, t), t) = L(Q, P,Q,Ṗ, t).
With generalized independent variables Q, P,Q,Ṗ and t, the generalized Euler-Lagrange equations of motion can be represented as,
with the position vector r = r(Q, P, t). Based on (3.8 -3.9), for a nonconservative system with nonconservative force F, the corresponding generalized Hamiltonian equations take the following form [6] 
Lévy noise as a kind of random fluctuating force, can be treated as a special nonconservative force [21, 13] . We rewrite a stochastic Hamiltonian system with Lévy noise (3.1 -3.2) in the following forṁ
It is natural to compare (3.10 -3.11) with (3.12 -3.13).
Formally, the associations between F andL(t), as well as r and −H are reasonable.
Under this consideration, we can thus view stochastic Hamiltonian systems with Lévy noise as a special class of nonconservative system. In other words, stochastic Hamiltonian systems with Lévy noise are Hamiltonian systems in certain generalized sense, which are disturbed by certain nonconservative force (i.e., Lévy noise). 
which is a stochastic Hamiltonian system with H(x, y) = 
Notice that this SDE involving the term of large jumps by Lévy-Itô decomposition.
It is easy to handle using interlacing [21 
By Itô isometry and the properties of compensated Poisson integral [21], we can
find that the second moment of the solution satisfies characterizes the complicated interaction between the "deterministic" Hamiltonian system with the Hamiltonian H 0 and the chaotic environment [11] .
For stochastic Hamiltonian system with Lévy noise (3.12 -3.13), according to (3.21) , the work done by Lévy noise is formally
Based on (3.6), we infer the action integral of motion as follows
where γ = {(Q(t), P(t)) : t 0 t t 1 }.
Moreover, by (3.8 -3.9), the Euler-Lagrange equations of motion for the stochastic
Hamiltonian system with Lévy noise (3.12 -3.13) have the form
We call S stoch the stochastic action integral and call (3.23 -3.24) the stochastic
Euler-Lagrange equations. (3.23 -3.24) are those for which the stochastic action integral (3.22) is stationary for fixed endpoints
Proof. The action S stoch [γ] is stationary if it does not vary when the curve is slightly changed, γ(t) → γ(t) + δγ(t). The change in the action upon doing this can be formally expanded in δγ, 25) where δS stoch /δγ is called the Fréchet or functional derivative of S stoch .
Noticing that Marcus integral enables the application of the differential chain rule of the Newton-Leibniz type, and integrating by parts, we calculate the derivative,
The boundary terms vanish because the endpoints of γ(t) are fixed: δQ(t 0 ) = δQ(t 1 ) = δP(t 0 ) = δP(t 1 ) = 0. As discussed in Wang et al [16] , the desired result follows.
Example 3.2. Consider the linear stochastic oscillators with Lévy noise (3.14 -3.15).
We show that the equations (3.14 -3.15) 
According to (3.23 -3.24 (3.14 -3.15) .
), the Euler-Lagrange equations of motion of the linear stochastic oscillators have the form
Consider the stochastic action integral S in (3.22) as a function of the two endpoints (q(t 0 ),q(t 0 )) = (q 0 ,q 0 ) and (q(t 1 ),q(t 1 )) = (q 1 ,q 1 ). We have the following theorem which plays an important role in constructing some numerical methods. 
defined by equation (3.27 ) is symplectic.
The proof is given in the Appendix. 
An averaging priciple for a completely integrable stochastic Hamiltonian system
We now return to the stochastic Hamiltonian system with Lévy noise (2.2) on a 2n-dimensional smooth manifold M (for simplicity, set n = d in the rest of this discussion). As mentioned above, this stochastic Hamiltonian system is itself a nonconservative system, and the perturbation of nonconservative force (Lévy noise) is interior for this stochastic system as the noise would add energy to the system and it make sense to preserve symplectic structure and develop the stochastic Hamilton's principle. Then a interesting question to raise is: if there is even a small external perturbation in this stochastic system, just as the deterministic case and the stochastic case with Brownian noise refering to the study of Freidlin-Wentzell [7] , Li [18] and so on, what the effective dymanic behaviour would be? To answer this question, we consider a completely integrable stochastic Hamiltonian system with Lévy noise.
Completely integrable stochastic Hamiltonian system with Lévy noise
Recall that on a 2d-dimensional smooth manifold, a family of d smooth Hamiltonians
is said to form a (completely) integrable system means if they are pointwise Poisson commuting and if the corresponding Hamiltonian vector fields V k are linearly independent at almost all points.
Let (Ω, F , (F t ) t 0 , P) be a filtered probability space satisfying usual conditions.
Given an integrable family {H k } d k=1 and a Hamiltonian vector field V 0 with Hamiltonian function H 0 commuting with V k . We consider the following model:
Lévy motion with the generating triplet (0, 0, ν) which is a pure jump process.
We proceed under the following assumption: 
A3 The exponential moment of L(t) exists with constant
κ > N 1 , that is, the jump measure ν satisfy R d \{0} e κ|z| ν(dz) < ∞.
A4 Completely integrability:
{H i , H j } = ω 2 (V i , V j ) = 0 for i, j = 0, 1, 2, ..., d.
Invariant manifolds and invariant measure
Due to the system has d first integrals H 1 , ..., H d in involution. We consider the joint integral level 
Proof. By applying Itô's formula, for 1 i d,
Thus the assertion is obtained from the assumption A3 of completely integrability.
Next, we deal with the ergodicity of SDE (4.1). To ensure there is a unique invariant probability measure on M h , throughout this paper, we further assume: 
A4 The invariant manifolds are compact, the map H
. By the assumption A3 of completely integrability, for any smooth function f on M h , we have
where ϕ is the action-angle coordinate map (see the next subsection for detail), (I, θ) are the corresponding action-angle coordinates. Thus U is divergence free, i.e. div E U = 0, in the sense of
Therefore, restricted to the torus, the invariant measure of SDE (4.1) is the same as that of the corresponding SDE without a drift. From the action-angle transformation we find that the measure µ h is the desired object. [ 24] , Brzezniak et al. [23] and references therein.
The perturbed system and statement of an averaging priciple
We next study the situation where an integrable stochastic Hamiltonian system is perturbed by a vector field εK for small parameter ε > 0, and K is a transversal smooth vector field which is the case if ω
are not all identically zero.
Consider the perturbed system corresponding to (4.1):
with initial condition Y ε 0 = y 0 . Here y 0 is a regular point of H in M with a neighborhood U 0 the domain of an action-angle coordinate map:
In the action-angle coordinate, 
Note that subjected to a small perturbation, the system splits into two parts with fast rotation along the nonperturbed trajectories and slow motion across them, so it's a situation where the averaging principle is to be expected to hold.
Remark 4.5. To study slow motion governed by the transversal part of the vector field K it is convenient to rescale the time. Denote Y
ε t/ε the process scaled in time by 1/ε which coincides, in the sense of probability distributions [7] , with Y The main theorem on averaging priciple for completely integrable stochastic Hamiltonian system is formulated below, and the detail proof is shown in next subsection. 
Proof of the averaging priciple
Denote by X t and Y ε t the solution to integrable stochastic Hamiltonian system (4.1) and corresponding perturbed system (4.5) respectively. We first get the information on the order of which the first integrals for the perturbed system change over a time interval t by next lemma. Proof. In action-angle coordinates, we rewrite the flows as X t = ϕ(θ t , I t ) and Y ε t = ϕ(θ 
As for the estimate of the angle coordinate,
for s < τ ε , 1 i d, where the stratonovich correction term is equal to 0 as ω k (I) does not depend on θ. For p 2, we obtain 14) where the Λ i , i = 0, 1k, 2k, 3k, 4, denote the above terms respectively. Now we present some useful estimates for Λ i . For simplicity, in the following we use the notation when there is no ambiguity:
Firstly, Hölder inequality yields:
By using Itô isometry for the term Λ 1k ,
Due to L(t) is a Lévy motion with exponential moment, there exist moments of order p 1. And the term Λ 2k has the following representation [21] with respect to the compensated Possion random measure associated to L(t), 
By the definition of φ in (2.5), Taylor theorem and Gronwall's lemma, we have the following estimation refer to [35, 25] , At last,
Taking the supremum and expectation in inequality (4.14) and combining the estimates 
Eventually, the desired result follows from Minkowski's inequality and the estimates (4.13) and (4.21),
We thus find that the slow component accumulate over a time interval of the size t/ε. Next, we would like to show that the randomness in the fast component could be averaged out by the induced invariant measure, and we can obtain a new dynamic system as ε goes to zero. For convenience, we adopt the following notation: Let g : Proof of Theorem 4.1. By Itô's formula and Lemma 4.1, for t < τ 0 ∧ τ ε , 1 i d,
For i fixed, we write
which is C 1 on U 0 . And thus we only need to estimate
Applying (4.24) to the functions g i , we have, for t < τ ε ,
On the other hand, using the notation of the previous lemma, the equation (4.8) can be written as
Therefore, for any t < τ ε , we obtain
where C(g, ϕ) is the Lipschitz constant.
By Lemma 6.3 and Gronwall's inequality, there is a continuous function ζ(t, ε) which converges to zero when t or ε → 0, such that
For the second part of the theorem, we have the following estimate by the definition of τ ε , τ δ and Chebychev's inequality, 
and a smooth function H 0 commuting with all
we have
which is an integrable stochastic Hamiltonian system with α-stable Lévy noise. Let
be a 2d × 2d antisymmetric matrix, which is called Poisson matrix, this system is equivalent to
.d}, if we take an action-angle coordinates
Next, if this integrable stochastic Hamiltonian system (4.41) is subjected to a small non-Hamiltonian perturbation, we try to study the corresponding averaging priciple.
For simplicity, we consider d = 2, ̟ = 1 and perturbation vector field is
By action-angle coordinates change,
For unperturbed system, it is easy to get fundamental solution with initial condition On the other hand,
Thus,
Next, we verify
as t → ∞, with a rate of convergence η(t).
Recall that, by Lévy-Khintchine formula [21, 8] the characteristic funtion for Lévy Moreover, combining (4.45 -4.46) and taking the square root, the rate of convergence is of the order η(t) = c √ t as t → ∞ (c is a constant).
With initial condition (q 0 , p 0 ) = ϕ(θ 0 , I 0 ), the transversal system stated in Theorem tends to 0 when ε → 0, for any β ∈ (0, 1) and the constant C 1 , C 2 > 0.
Appendix: Proof of Theorem 3.1 and Theorem 3.2
We now give the proof of the theorem 3.1 and theorem 3.2 which are based on the formula of change of variables in differential forms.
Proof of Theorem 3.1.
Noticing that For a fixed r , by calculating at (P, Q) with P = P(t) = (P The proof is thus complete.
