The Editorial Board here introduces a new kind of scientific report in the Journal, whereby a current field of research and debate is given emphasis, being the subject of an open discussion within these columns.
INTRODUCTION
Data available in animal breeding often come from populations undergoing selection. Several authors have considered methods for the proper treatment of data subject to selection in animal breeding. Examples are Henderson et al. (1959) , Curnow (1961) , Thompson (1973) , Henderson (1975) , Rothshild et al. (1979) , Goffinet (1983) , Meyer and Thompson (1984) , Fernando and Gianola (1989) , and Schaeffer (1987) .
Data subject to selection can be viewed as data with missing values, selection being the process that causes missing data. The statistical literature discusses miss- ing data that arise intentionally. Rubin (1976) has given a mathematically precise treatment which encompasses frequentist approaches that are not based on likelihoods as well as inferences from likelihoods (including maximum likelihood and Bayesien approaches). Whether it is appropriate to ignore the process that causes the missing data depends on the method of inference and on the process that causes the missing values. Rubin (1976) suggested that in many practical problems, inferences based on likelihoods are less sensitive than sampling distribution inferences to the process that causes data. Goffinet (1987) gave alternative conditions to those of Rubin (1976) for ignoring the process that causes missing -data when making sampling distribution inferences, with an application to animal breeding.
The objective of this paper is to consider inferences based on likelihoods derived from statistical models for the data and the missing-data process, in analysis of data from populations undergoing selection. As in Little and Rubin (1987) , we consider inferences based on likelihoods, in the sense described above, because of their flexibility and avoidance of ad-hoc methods. Assumptions underlying the resulting methods can be displayed and evaluated, and large sample estimates of variances based on second derivatives of the log-likelihood taking into account the missing data process, can be obtained.
MODELING THE MISSING-DATA PROCESS
Ideas described by Little and Rubin (1987) Table I The actual likelihood for the observed data y obs and r is
It follows that when 4 o and 0 are distinct, inference about 8 based on the actual likelihood, f( Yobs , riO, «1'), will be equivalent to that based on the likelihood ignoring selection, f(y obs1 0). As shown in equ. (8) 
The condition (b) in Goffinet (1987) Comparison of equs. (9) and (10) indicates that one should make inferences about 0 using equ. (10), which takes selection into account. If equ. (9), is used, the information about 8 contained in the second term in equ. (10) would be neglected.
Clearly selection is not ignorable in this situation.
Cases (c)
Often selection is based on an unknown trait correlated with the trait for which data are available (Thompson, 1979) . As in case (c) in Table I In this section, we consider the more general type of selection described by Goffinet (1983) and Fernando and Gianola (1987) The results can be summarized as follows: 1) the selection process is ignorable when it is only on the observed data, or on observed data and independent externalities; 2) the selection process is not ignorable when it is based on the observed data plus dependent externalities. In the latter case, knowledge of the selection process is required for making correct inferences.
DISCUSSION
Maximum likelihood (ML) is a widely used estimation procedure in animal breeding applications and has been suggested as the method of choice (Thompson, 1973) Henderson (1975) for estimation of fixed effects and prediction of breeding value under selection in a multivariate normal model. For example, Henderson (1975) requires that selection be carried out on a linear, translation invariant function. This requirement does not appear in our treatment because we argue from a likelihood viewpoint.
In this paper, the likelihood was defined as the density of the joint distribution of the observed data pattern. In Henderson's (1975) (1975) . Schaeffer (1987) (-1976) .
We have emphasized likelihoods and little has been said on Bayesian inference. It is worth noticing that likelihoods constitute the 'main' part of posterior distributions, which are the basis of Bayesian inference. The results also hold for Bayesian inference provided the parameters are distinct, i.e., their prior distributions are independent. For data-based selection, our results agree with those of Gianola and Fernando (1986) Rubin (1976) and explained in the recent book by Little and Rubin (1987 In an interesting paper the same 3 authors (Gianola et al., 1988) 
