[1] The paper explores methods of partitioning the hourly average UV erythemal flux into its direct and diffuse components for Valencia, Spain. It is shown that the cloud modification factor, the ratio of measured to cloudless erythemal flux relates linearly to the fraction of the measured irradiance that is diffuse. This relationship was developed further into two simple models-a linear and nonlinear one. The models are characterized by an effective cloud cover to partition the global erythemal flux. The diffuse fraction increases linearly with cloud cover in the linear model, but exponentially in the nonlinear one. The models may be used to partition the direct and diffuse irradiance with RMS errors values ranging from 5.7 to 6.8 mWm À2 and 6.0-7.7 mWm À2 for direct and diffuse, respectively, with the nonlinear model performing best overall.
Introduction
[2] Documented depletion of stratospheric ozone has spurred efforts to estimate the enhanced levels of ultraviolet radiation reaching the earth's surface and its potential impact on biological organisms [Gao et al., 2010; Zerefos and Bais, 1995; Trevini, 1993] . Measurement networks encompassing different global environments have been established in the last two decades [see, e.g., Bernhard et al., 2009; Martínez-Lozano et al., 2002; Steinmetz, 1997; Bigelow et al., 1998; Kerr and Wardle, 1993; Roy et al., 1997] . Their instruments, typically measuring spectral or broadband UVA or UVB irradiance on a horizontal plane, provide much needed background data on the surface UV flux, its spatial and temporal change, and its response to a range of atmospheric and environmental factors. Partitioning these data into its direct and diffuse components is an important task for accurate estimates of biological impacts. In this paper we examine methods of estimating UV diffuse irradiance data (D) from global UV irradiance data (G) collected in Valencia, Spain with emphasis on cloud physical processes.
[3] In cloudless conditions radiative transfer models [Mayer and Kylling, 2005; Kneizys et al., 1983; Ricchiazzi et al., 1998; Madronich and Flocke, 1997] may be used to partition the global flux provided the necessary atmospheric input conditions are known. The task is however, much more complex in cloudy conditions given the variability in cloud structure and composition [Nunez et al., 2005] . To date very few attempts have been made to partition the flux in cloudy conditions as the majority of studies have concentrated on UV global radiation transmission by clouds.
[4] A cloud modification factor (CMF UV ), commonly estimated as a ratio of measured to (usually) modeled cloudless global UV irradiance under the same conditions [Calbo et al., 2005] has been linked to cloud cover and or cloud type and cover [Esteve et al., 2010; Renaud et al., 2000; Thiel et al., 1997; Josefsson and Landelius, 2000; Grant and Heisler, 2000; Foyo-Moreno et al., 2003; Kuchinke and Nunez, 1999] . Results show high variability in broadband cloud modification factors, (CMF BB ), even for constant cloud cover, providing evidence of cloud optical depths that are highly variable [Renaud et al., 2000] . A strong dependence on cloud amount was obtained in all studies, as well as a dependence on cloud type [Esteve et al., 2010; Josefsson and Landelius, 2000; Kuchinke and Nunez, 1999; Thiel et al., 1997, Grant and Heisler, 2000] . Estimates differ even for the same cloud type, for example CMF UV for low clouds and overcast conditions are reported as 0.25 [Thiel et al., 1997], 0.35 (average) [Josefsson and Landelius, 2000] , 0.52-0.56 [Foyo-Moreno et al., 2003] , 0.3-0.4 [Kuchinke and Nunez, 1999] , and 0.4 [Esteve et al., 2010] .
[5] The above studies dealing with CMF UV have been concerned with transmission of global UV irradiance. One exception is the work of Grant and Gao [2003] who examined the diffuse fraction of UVB radiation (k DUV , ratio of measured diffuse to total global) as a function of total cloud cover and solar zenith angle. Using a modeling approach they related incremental changes in k DUV (measured minus clear sky modeled k DUV ) to total cloud cover with encouraging results, obtaining a mean bias and RMS errors of 0.019 and 0.069 respectively. Even lower errors were obtained when added factors such as blockage of the solar beam are taken into account.
[6] In this study we wish to develop further the physical approach of Grant and Gao [2003] and apply it to the region of Valencia, Spain. We wish to concentrate on hourly averages as a compromise between high frequency stochastic processes of a few minutes duration and averages taken over several hours which will experience a range of zenith angles and possibly cloud types. Many stations do not record cloud observations and we will explore other radiation-based indices as surrogates for cloud cover. It is hoped that the methodology developed may be applied to provide diffuse irradiance data when only global data is available.
[7] Unless otherwise stated, references to global, diffuse and direct irradiance (G, D, and I respectively) in this text refer to erythemal global, diffuse and direct irradiance. Similarly CMF UV and k DUV refer to a cloud modification factor and diffuse to global fraction in the erythemal bands respectively. Root mean square errors are given in absolute units followed by their relative estimate (in brackets) obtained by dividing the RMS by the mean measured quantity.
Data Acquisition

Data Sources
[8] Measurements of UVER (UV erythemal radiation) were taken at the Burjassot campus of the University of Valencia (39°30′N; 0°25′W, 30 m) using two broadband YES-UVB-1 radiometers (Yankee Environmental Systems, YES), both located on the roof of the Faculty of Physics building, one measuring global irradiance on the horizontal plane and a second radiometer measuring diffuse irradiance using a shadow band.
[9] The YES-UVB-1 used to measure the global irradiance was calibrated in the National Institute for Aerospace Technology (INTA) at El Arenosillo, Spain. This standard calibration consists of a measurement of the spectral response of the radiometer indoors and a comparison with a Brewer MKIII spectroradiometer outdoors . Using the LibRadtran model, correction factors are determined to transform the instrument signal, with its unique spectral response, into an erythemal response corresponding to the CIE action spectrum [Commission Internationale de l'Eclairage (CIE), 1998]. Second, an absolute calibration is obtained by an all-weather comparison with the MKIII spectroradiometer. The calibration matrix described by Vilaplana et al. [2006] provides errors that may arise in the calibration factor when no consideration is taken for variation in zenith angles. These are typically, a 9% error at zenith angle of 65 degrees, and increasing to 12% for a zenith angle of 70 degrees. With proper use of the calibration matrix, an overall uncertainty of 7% is expected in the measurement [Gröbner et al., 2006] . All data was estimated using the calibration matrix, but at any rate, we restricted our data to zenith angles less than 70°given ancillary errors that could arise at high zenith angles (instrument leveling errors, azimuthal effects, etc.).
[10] A second radiometer measuring diffuse UVER with a shadow band has been calibrated by intercomparison with the first radiometer calibrated at INTA. Measurements of diffuse UVER using a shadow band have been corrected using the modified Batlles model proposed by Utrillas et al. [2007] . These corrected experimental values have an uncertainty estimated at 1%. Direct UVER on horizontal plane is obtained from the difference between measured global UVER and measured diffuse UVER on horizontal surface.
[11] Total column ozone data, used in model development was obtained from the OMI instrument aboard the Aura spacecraft. It is in a sun-synchronous orbit with a period of 100 min and providing world-wide coverage in spatial bins of 13 km Â 24 km (http://aura.gsfc.nasa.gov/instrument/ omi/index.html). Total column ozone data in 2004 was obtained from the TOMS instrument, OMI's predecessor. Data was downloaded from this website, one per day corresponding to days with UV measurements.
[12] Additional data consisted in 3 hourly total and low cloud observations for Valencia Airport (39°29′N; 0°28′W), expressed in oktas.
Data Measurement Period
[13] Data for two one year periods 2004 and 2007 were used in the analysis. These two years had good quality calibrated records for long periods as well as ancillary data on aerosol optical depth (AOD). UVER data was recorded as 5-min observations for both global and diffuse radiation using an Agilent 34970A data logger and were further processed to hourly averages for this analysis.
[14] A subset of data for 2007 was selected for cloudless conditions. This is a difficult process as there are no cloud images or cloud observations at the Burjassot site. As an alternative, three different procedures were followed to extract cloudless data. First, daily global irradiances were examined for each month and daily global above the 80 percentile levels were selected, on the supposition that the top 20% of daily global would represent cloudless conditions. A second approach involved calculating the lowest ratio of daily diffuse to daily global irradiance for a particular month. These ratios were ordered from lowest to highest and compared with the daily totals from the previous approach. Days selected with these two methods were also visually checked for irregularities in their plot which would denote cloudy conditions. The third step involved verifying that the selected days were cloudless or near-cloudless (2/10 of cloud amount or less as a daily average) with regards to cloud measurements at Valencia Airport, located approximately 5 km west of Burjassot. This analysis provided a total of 37 cloudless days for 2007 which included 402 h of direct and diffuse irradiance measurements.
Analysis
Cloudless Direct and Diffuse Irradiance
[15] Hourly UVER irradiance was produced using LibRadtran. LibRadtran (library for radiative transfer) is a collection of C and FORTRAN functions and programs for calculation of solar and thermal radiation in the Earth's atmosphere [Mayer and Kylling, 2005] . Its main tool is the UVSPEC (Ultra Violet Spectral) program (A. Kylling, UVSPEC User's Guide, 1995, available by anonymous ftp to ftp://kaja.gi.alaska.edu:/pub/arve (access March 2012)). It may be used to compute radiances, irradiances and actinic fluxes in the solar and terrestrial part of the spectrum. The UVSPEC model was run using the discreet ordinate method (DISORT) for a plane parallel atmosphere and in the six-stream mode. Model inputs are solar zenith angle at the mid-point of the hour considered, surface albedo taken as 0.05, a midlatitude summer atmosphere, total column ozone which scales the standard atmosphere by the total column amount, and an aerosol package consisting in aerosol optical depth and the single scattering albedo. Other aerosol parameters including vertical distribution and asymmetry parameters were covered by the default option which used the standard inputs of Shettle [1989] .
[16] The design of UVSPEC allows simple problems to be easily solved using defaults and included data, hence making it suitable for educational purposes. At the same time the flexibility in how and what input may be specified makes it a powerful and versatile tool for research tasks. Input conditions consisted in total column ozone, AOD and aerosol single scattering albedo (SSA) for the selected cloudless days in 2007. While ozone data was obtained from OMI, there is no continuous AOD and SSA data for the UVER region covering the range of cloudless and cloudy days of this study. The model was run on hourly basis with a changing solar zenith angle used as input. Daily column ozone was used from the OMI instrument aboard the Aura spacecraft, while monthly averages of the single scattering albedo in the UV wavelengths were used from a previous study [Nuñez et al., 2010] . Data from a Cimel sunphotometer operating at the experimental site in cloudless conditions provided continuous aerosol optical depth at six wavelengths in the visible and near infrared wavelengths. On an hourly basis the angstrom coefficients from the above data were used to estimate aerosol optical depth at 300 and 400 nm [see, e.g., Pietruczuk and Jaroslawski, 2008] and an average of these two optical depths were used as representative of the aerosol optical depth at the UV wavelengths. These hourly data were further averaged on a monthly basis, and used as a single input to the UVSPEC model, one value per month. The model was run as a batch job providing hourly global, diffuse and direct UV irradiance already convolved with the erythemal curve.
[17] Figure 1 presents the model performance. Errors in the estimate of global irradiance are lower than the estimate of its direct or diffuse component. An RMS error of 8 mWm À2 (8 percent) is obtained for the global irradiance parameterization, which is close to the lower boundary of aerosol-induced errors in the UVSPEC modeling trial listed by Cordero et al. [2007] Partitioning the global irradiance will introduce larger RMS errors of 8.5 mW m À2 and 6.0 mW m À2 (28 and 14 percent) for the direct and diffuse flux respectively. These are very likely caused by anomalous cloud contamination in the data set and as a result, an incorrect partitioning of the global flux by the shadow band assembly.
Cloud Modification Factor and the Diffuse Fraction
[18] Here we explore the relationships between CMF UV and the diffuse fraction k DUV . The justification is that any change in CMF UV will affect k DUV and must be related to a well-defined change in either cloud optical depth or cloud cover. At the two extreme ends (no cloud cover change or no changes in optical depth), a change in k DUV would only result from a change in optical depth or cloud cover.
[19] Figure 2 shows a plot of all concurrent hourly k DUV and CMF UV for all data collected in 2007, a total of 2264 hourly records. There is much scatter in the data, although some prominent features appear. The diffuse fraction k DUV is close to 1 at CMF UV less than approximately 0.6. This feature is indicative of overcast conditions and the absence of direct radiation. Note that k DUV data points do not follow unity as measurement errors are large in this CMF UV range. A second feature is the considerable number of points that exhibit a value of CMF UV exceeding unity. They are likely to represent measurements errors but some of the data may represent a real enhancement. This topic will be addressed later in this paper.
[20] The scatter masks a strong dependence on solar zenith angle, which may be observed by partitioning the data into 10 degree solar zenith angle bins and filtering out all CMF UV which are less than 0.6, a rather arbitrary cut-off point below which k DUV is one (Figure 3) .
[21] Note the negative slope which are highly significant but decrease in absolute magnitude (tending to zero slope) as the solar zenith angle increases ( Figure 3 and Table 1 ). The standard error in k DUV does not vary much with zenith angle, but more significant in terms of performance is the regression coefficient which decreases markedly with solar zenith angle. The low R 2 is likely to indicate measurement errors related to high solar zenith as will be discussed in the next section.
Estimation of Diffuse Fraction From Cloud Modification Factor Data
[22] Two different approaches to estimate k DUV are described in this section. Their performances are assessed in the Results section.
Linear Model Using an Effective Cloud Cover
[23] The linear relationships between k DUV and CMF UV presented in Figure 3 argue that cloud structures organize themselves in a conservative fashion, at least with respect to the two indices, k DUV and CMF UV . In this section we consider a single cloud layer which covers a fraction C′ of the visible sky ranging from 0 to 1, and of uniform optical properties, e.g., uniform optical depth (effective cloud cover). By definition, the cloud model has two transmissions, a cloudless transmission equal to 1, and an "overcast transmission" which will depend on its optical depth, but is equal for all cloud portions. It is then possible to describe the hourly irradiance as a sum encompassing the portion of the sky that is cloudless (1 À C′) G 0 , plus that portion which is overcast, C′G 0 T C , where C′ is the effective cloud cover, T C is an overcast transmission which remains constant and G 0 is a cloudless sky global irradiance:
where G, I and D represent global, direct and diffuse irradiance respectively, subscript "0" represents cloudless conditions and C′ is an effective cloud cover. The direct and diffuse irradiance are contained in the first and second terms in the square bracket. The terms k DUV , CMF UV and C may be readily obtained as:
Therefore estimates of k DUV in equation (2) depend explicitly on cloudless diffuse and global irradiance (D 0 , G 0 ), effective cloud cover C′ and an overcast transmission T C . As C′ depends also on T C (equation (4)), the predictive ability of the model depends on how valid is the assumption of a constant T C for a range of conditions.
[24] From Figure 2 , it is also possible to define an "overcast transmission" as the value where k DUV reaches 1 and CMF UV is less than or equal to 0.6. Examining all data points that met this condition and grouping them according to zenith angle ranges, we arrive at the statistics of Table 2 . With the exception of the high zenith angle regression (>60°), all average transmissions are within one standard error (Table 2) . Therefore the overcast transmission in the analysis was taken as constant and with a value 0.495, the average of the five regressions with a zenith angle less than 60 degrees. Hourly k DUV may be estimated by first solving equation (4) for C′ and then solving equation (2).
[25] To summarize, effective cloud cover C′ is related to a measured transmission (1 À G/G 0 ) expressed as a fraction of the overcast value (1 À T C ). However, it is important to note that C′ may take values that less than zero and greater than one, the first case when there is global irradiance enhancement above the cloudless sky by cloud lensing effects as discussed previously. The ratio G/G 0 decreases to values less than 0.5 when C′ is greater than one, until eventually C′ equals 2 when there is no measured global irradiance.
Nonlinear Model Using an Effective Cloud Cover
[26] Here we relax the condition that the cloud layer has uniform optical properties with cloud cover. Increasing cloud cover may manifest itself as a thicker cloud layer with higher liquid water and consequently, lower transmission, essentially describing a nonlinear behavior in a transmission versus cloud cover plots. To explore this effect we examine the ratio of direct measured to direct model (I/I 0 ) and diffuse measured to diffuse model (D/D 0 ) irradiances, with the model irradiances being cloudless and already defined in equation (1). Hourly data for 2007 data were selected containing concurrent measurements and model calculations and with the added filter that only solar zenith angles less than 60 degrees were considered. Measurement errors at higher zenith angles introduce distortions to the trends and confuse information on the relevant physical processes. As the diffuse fraction is close to one at these angles, it is unlikely that neglecting these data will be important. As in the linear model, we estimate an enhanced cloud C′ by the use of equation (4), which relates a measured to an overcast transmission (1 À G/G 0 )/(1 À 0.495).
[27] Figure (Figure 4a) , suggesting that the relationship between I/I0 is exponential and as verified in Figure 4b . It is also interesting to note that there are occasions when C′ exceeds one in Figures 4a-4c , representing a region where there is strong depletion when all global radiation is already diffuse, a region characterized by increasing optical depth of an already overcast sky. At C′ equal to 2 there is no global irradiance as may be noted from the definition of C′ and T c .
[28] At the other extreme C′ is negative, indicating increased global irradiance above the cloudless value, very likely induced by scattered cloud effects. The behavior of the normalized diffuse irradiance, Figure 4c , is substantially different from that of the direct irradiance. From C′ equal to 0 to 1 there is no depletion of diffuse irradiance as D 0 is being fed by scattered direct irradiance from the cloud field. All direct irradiance is depleted above C′ equal to 1 and in this region D/D 0 starts to decrease, a result of increasing optical depth of the cloud. Finally at C′ equal to 2, all measured diffuse irradiance is zero.
[29] The nonlinear behavior of I/I0 and D/D 0 versus C′ described in Figure 4 will be used as predictive tools with an independent data set. Explicitly they may be written as:
and therefore only rely on C′ as the independent variable.
Results
[30] The above two models were tested against independent measurements of direct and diffuse fluxes for 2004 taken ant at the Burjassot campus of the University of Valencia. In total there were 2020 hourly measurements available for comparison encompassing the months of May to December. In a predictive mode, the linear model described in equations (1) to (5) has to be adjusted for extreme values in C′ when it becomes negative or greater than 1. By definition direct radiation becomes zero with C′ greater than one, and at the other extreme, it is set equal to the cloudless direct irradiance I 0 when C′ becomes negative, the assumption being that all added global irradiance is diffuse.
[31] Table 3 describes the results. The above two models predict direct and diffuse irradiance with a regression coefficient equal to or above 0.95. Root mean square errors for absolute direct irradiances are 6.8 mWm À2 (29 percent of the mean) for the linear model versus 5.7 mWm À2 (25 percent of the mean) for the nonlinear one. Absolute errors for diffuse irradiance are higher with the linear model registering 7.7 mWm À2 (13 percent of the mean) versus 6.0 mWm À2 (11 percent of the mean) for the nonlinear one. Correlations are lower for k DUV as expected since errors are additive in the division process. The three statistical criteria (R 2 , RMS and MBE) and three fluxes (direct, diffuse and k DUV ) make a total of nine indicators of goodness of fit. Of these nine, the nonlinear model scored highest on eight occasions and tied with the linear model on one occasion.
[32] Figures 5a-5d presents plots of the linear and nonlinear models versus measurements. There are systematic differences introduced by the linear model. There is a distinct nonlinearity in the estimates of direct irradiance using the linear model, which may be seen by model over-prediction at high irradiances. There are also some artificial features being introduced by the condition that model irradiances equal the cloudless values when C′ is less than zero. This nonlinearity is also evident in the k DUV graph for the linear model. These features are lacking in the nonlinear model, which also explains the lowest mean bias error reported for the nonlinear model in Table 3 .
Analysis Errors
[33] As discussed earlier, the calibration uncertainty for the global UVER measurement is around 7% for zenith angles less than 70°. Model errors must be added as well for the estimation of CMF UV . Errors in the UVSPEC model can be considerable and arise mainly due to incorrect estimation of the aerosol and ozone column parameterization [Cordero et al., 2007] . Typical errors in the OMI-TOMS parameterization when checked with Brewer estimates are around 1% when averaged on a global basis [McPeters et al., 2008; Balis et al., 2007] which agrees with comparisons done in southern Spain [Anton et al., 2010] . Use of a monthly aerosol optical depth in the model can give rise to RMS errors of 64% in the estimation of daily aerosol optical depth. Substituting these error figures in the UVSPEC code with average conditions give rise to a total RMS error of 7.4% in estimating the clear sky irradiance.
[34] Using propagation of errors with quadratures [Young, 1963] we can estimate the error in CMF UV as arising from errors in the measured and modeled clear sky irradiance [G, G 0 ], the errors in diffuse irradiance as errors in the global irradiance with and without the shadowband [G, G′] , and the diffuse fraction as errors in the diffuse and global measured [D, G] . According to quadrature theory, errors in the function F when the component X, Y are dividing or adding may be written as equations (6) and (7) respectively:
Equation (6) was employed to estimate in CMF UV and k DUV , and equation (7) was used for D. Substituting the errors listed in G and G 0 , we arrive at errors of 10.2%, 9.9% and 14.4% for CMF UV , D and k DUV respectively. It is also relevant to note that the above relationships assume that the data sets X,Y are independent of each other.
[35] Instrument errors represent the inherent uncertainty in the experimental determination of CMF UV , D and k DUV . Measurement errors also feed into the linear and nonlinear models described in Figure 5 and Table 3 which estimate I, D and k DUV using mainly measured and clear sky global irradiance (G, G 0 respectively). As a result, model estimates of I, D and k DUV contain both errors in the input variables and errors incurred by the model methodology and assumptions. As both measured and modeled data sets use measurements that contain some errors, the results in Figure 5 and Table 3 do not describe the departure from the true estimates of I, D and k DUV but rather the agreement between the measured and modeled data sets.
[36] Table 4 summarizes all the error and uncertainties collected in the study. The second column describes the measurement errors (in mW m À2 ) obtained by taking the product of the instrument error (in percentages) times the average I, D, and k DUV of the 2004 measured data. Columns 3 and 4 are the RMS differences between measured and modeled data for the linear and nonlinear model respectively. Both the linear and nonlinear models estimate I with a higher RMS uncertainty compared to the inherent instrumental error. This is likely due to model assumptions involving direct radiation. RMS differences in estimating D are approximately similar to the instrumental error, while RMS differences in estimating k DUV are lower than the instrumental error. The results for k DUV are interesting as (6)). However, G and D are negatively correlated which in turn will lower the uncertainty between measured and modeled k DUV .
[37] Averaging experimental data over a number of measurements will lower the overall error provided that there is no systematic error and the errors are random. This topic will be described further in the Discussion section which examines episodes in which CMF UV is larger than 1.
Discussion
[38] Modeling the fraction of global radiation that is diffuse has relied on cloud cover as an index of atmospheric opacity [Grant and Gao, 2003] . However, cloud observations are laborious to obtain and are in most cases only available at meteorological stations. As an alternative, CMF UV is developed here as an index of atmospheric opacity. We show that there is a well defined relationship between the fraction of global radiation at the surface that is diffuse (k DUV ) and CMF UV . These results argue for wellstructured cloud systems that have clear radiative signal, at least at the hourly scale.
[39] Two relationships have been developed to describe the partitioning of the global flux, a linear model with a single cloud optical depth and a nonlinear model describing increasing optical depth with cloud cover. A feature of the relationships is that they use an effective cloud cover, developed from CMF UV measurements but with the added property that it may be negative, indicating enhanced fluxes above the clear sky, and also reach values above 1, indicating increasingly stronger depletion of radiation reaching the ground.
[40] The linear model described in this study rests on the concept that there is an "overcast" CMF UV , mainly 0.495, below which all radiation is diffuse and above which there is some direct radiation. These figures are higher than the CMF UV reported for low clouds in the literature and lower than equivalent figures for high clouds [Esteve et al., 2010; Josefsson and Landelius, 2000; Kuchinke and Nunez, 1999; Thiel et al., 1997; Grant and Heisler, 2000; Foyo-Moreno et al., 2003 ]. Average CMF UV shows a high variability [Calbo et al., 2005] and it is likely that our overcast estimates of 0.495 are based on the presence of multiple cloud layers.
[41] Analysis of the 2007 data revealed that the relationship between CMF UV and cloud cover is nonlinear for both direct and diffuse normalized irradiance. Best estimates of the fluxes and k DUV were obtained when these nonlinear relationships were used as predictive tools to estimate irradiance and k DUV for the 2004 data. They are, nevertheless, empirical relationships based on measured data for one specific year. More detailed studies using added ancillary data, such as for example cloud type and cloud observations would provide means to extend the relationships into a more general physical model applicable to other locations.
[42] Of interest to this study is the degree that global irradiance is enhanced above the clear sky value in cloudy conditions. Figure 2 argues that, despite the importance of instrumental errors, the effect could be real. To observe a potential cloud enhancement we first removed all cloudless days from the analysis, which left a total of 1762 hourly measurements for 2007. Of these, 152 h had a CMF UV which exceeded 1, which made a total of 8.8% of the observations with an average CMF UV of 1.029.
[43] We next develop a statistical test to examine the validity of this enhancement as shown in Table 5 . This average CMF UV is considered not significant if the (lower) range traced by two standard deviations in the measurement error of CMF UV reaches a value less than one. If the low end of the range were to be below 1, there is a 5 percent possibility that the average measurement which is greater than 1, is a result of chance. Results from Table 5 indicate that the 95 percentile range in CMF UV is above 1 and therefore that some of the high CMF UV ratios are real.
[44] Enhancing of CMF UV described in the literature in most cases apply to shorter time periods than one hour. Sabburg and Wong [2000] report that 8 percent of CMF UV measurements are over 1 when 15 min measurement averages are used. Mims and Frederick [1994] measured a 16.5 percent enhancement over a 34 min period and Segal and Davis [1992] describe enhancements of 10-20 percent in CMF BB over 15-30 min. Even at shorter averaging periods of 3 min, Schafer et al. [1996] report enhancements of up to a Given a mean figure of 1.029 for all CMFUV above 1, the likely 95 percent level of confidence range is from 1.01 to 1.04. Therefore it is likely that this average above 1 is real. 11 percent. Over hourly periods, Foyo-Moreno et al. [2003] document long-term averages that exceeded 1 for low to middle cloud cover and high zenith angle.
[45] Figure 4b provides further information on enhancement in partly cloudy conditions. At negative C′ (CMF UV greater than 1), direct normal irradiance continues to increase but diffuse irradiance (Figure 4c ) does not increase on average. Therefore most of the increase in global irradiance is driven by direct radiation. This conclusion warrants an examination of how direct irradiance is obtained, especially in cloudy conditions. It may be written as:
[46] While G measures irradiance from the entire sky, D by means of the shadow band filters out direct irradiance. The process is very effective for clear skies but partly cloudy skies create situations where a large amount of scattering occurs close to the solar beam [Weihs et al., 2000; Sabburg and Wong, 2000] . Any increase in irradiance above the clear sky value is readily picked up by the pyranometer (G), but the shadowband instrument will not sense it if much of the increased scattering follows the direct beam.
[47] Enhancement in I will depend on the geometry of the shadowband which follow established guidelines [Utrillas et al., 2007] . In our case the shadow band provides an obstruction of AE5.5 degrees along the plane of the solar beam. Pyrheliometers are designed to measure irradiance from a solar beam centered on the sun which includes circumsolar irradiance (B. W. Forgan, personal communication, 2010) . To be consistent with these measurements, shadowband assemblies should block most of the circumsolar radiation, with this term appearing as part of the direct radiation which is estimated as a residual (equation (6)). McArthur [2004] lists typical shading disk geometries which should subtend a five degree full angle from the center of the detector in the Baseline Surface Radiation Network Programme, considerably smaller than the 11 degrees full angle that we used. However, a figure of 11 degrees blocking appears effective when navigation errors and other geometry errors are added to the total uncertainties involved in the measurement [McArthur, 2004; Major, 1992] . We conclude by stating that circumsolar radiation is likely to be dominant in the cloud enhancement of global radiation.
Conclusion
[48] The study has examined two techniques to partition global UVER into its diffuse and direct components. The first technique uses a simple model which partitions global irradiance into direct and diffuse irradiance in a linear fashion. The second approach develops empirical expressions for diffuse and direct irradiance based on field measurement. To accomplish this task, two years of diffuse and global hourly measured irradiance collected in Valencia, Spain have been analyzed. Analysis is based on one year of data, 2007, while validation is performed on an independent data set collected in 2004.
[49] The linear model assumes a constant cloud optical depth, with increasing cloud cover lowering the irradiance, while a nonlinear model applies an empirical fit to normalized direct and diffuse irradiance as a function of effective cloud cover. These two approaches exhibit high correlations in estimating hourly direct and diffuse irradiances, with R 2 above 0.95 and RMS errors of between 5.7 to 7.7 mW m À2 . Estimation of k DUV is poorer, with an R 2 of 0.84 for both models. The nonlinear model was best in terms of overall performance.
[50] Further work is warranted to improve the prediction. In particular, detailed sky images could illustrate if the CMF UV relationships shown in Figure 3 and Table 1 represent one cloud type or different types which evolve as skies become overcast. It is also of interest to examine what features of the nonlinear model are related to cloud type and cloud cover observations. These studies will lead not only to a better partitioning of the UVER, but to a better description of radiation fluxes in cloudy conditions as well.
