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We study the energies and decay of elementary excitations in weakly interacting Bose-Einstein
condensates within a finite temperature gapless second order theory. The energy shifts for the
high-lying collective modes turn out to be systematically negative compared with the Hartree-
Fock-Bogoliubov-Popov approximation and the decay of the low-lying modes are found to exhibit
collapse and revival effects. In addition, perturbation theory is used to qualitatively explain the
experimentally observed Beliaev decay process of the scissors mode.
I. INTRODUCTION
The partially Bose-Einstein condensed trapped atomic
gases provide an excellent testbench for developing finite
temperature quantum theories. These weakly interacting
systems can be modelled from first principles, and the
experiments yield accurate and detailed information for
comparison. Especially, the energies and decay rates of
low-energy collective excitations have been measured at
different temperatures and the results provide stringent
tests for theoretical models.
For dilute condensates at temperatures much lower
than the condensation temperature Tc, the Bogoliubov
approximation consisting of the Gross-Pitaevskii (GP)
equation for the condensate wave function and the Bo-
goliubov equations for the quasiparticle excitations has
proven to be accurate in describing the collective modes
of the system. For higher temperatures one has to
take into account the effects of the thermal gas com-
ponent. Developing a theory that is computationally
feasible and correctly models the system at tempera-
tures approaching Tc is a challenging task. The most
commonly used finite-temperature theory is the Hartree-
Fock-Bogoliubov-Popov (HFB-Popov) approximation. It
neglects the dynamics of the thermal gas and the modi-
fications in particle correlations induced by the conden-
sate, but predicts quasiparticle energies in fair agreement
with the experiments [1]. The energy of the quadrupole
modes having azimuthal angular momentum quantum
numbers qθ = ±2 deviates from the theoretical predic-
tion for temperatures above 0.6Tc, but lately this devia-
tion has been interpreted to mainly arise from improper
modelling of the time-dependent external potential used
in the experiments to excite the collective modes [2].
In order to take into account the leading order quasi-
particle interactions and the correlations induced by the
condensate in the inhomogeneous case, several theoreti-
cal approaches have been suggested [3–10]. The dynam-
ics of the condensate and the thermal gas has also been
studied using various kinetic theories [11–15]. The sec-
ond order theory for inhomogeneous, partially condensed
gases presented in Refs. [9, 10] uses systematic perturba-
tion theory to take into account the interaction terms
in the Hamiltonian. Recently, this theory was extended
to take into account the time-dependent external per-
turbation used to drive the system in the experiments,
leading to an agreement with the measured energies and
the damping rates of the collective modes [2, 16].
The second order theories are computationally chal-
lenging, and there has been only a few numerical investi-
gations of their predictions [2, 17, 18]. In this paper, we
calculate the spectral distributions of the quasiparticle
energies for a partially condensed Bose-Einstein conden-
sate (BEC), and compare the quasiparticle energies to
the HFB-Popov results as functions of temperature. Es-
pecially, we analyze the quasiparticle dynamics implied
by the spectral distributions, observing that some col-
lective modes should exhibit notable collapse and revival
effects in trapped condensates. The possible existence
of this phenomenon has been pointed out previously in
Refs. [9, 10] (see also Ref. [19]), but, however, it has not
been studied in detail before. The collapse and revival of
the excitations indicates that the energies and the damp-
ing rates alone do not suffice to describe the dynamics of
these modes, i.e., the commonly used damped sinusoidal
fit to the experimental data may not be sufficient to de-
scribe the longer term dynamics of some modes.
The structure of the paper is the following: In Section
II, we describe the second order theory used in the analy-
sis. Section III is devoted to a discussion of the numerical
methods used to calculate the excitation spectra and the
dynamics of modes. In Section IV, we analyze the second
order corrections to the excitation spectrum as functions
of temperature, and in Section V we study the decay
of certain modes. Section VI consists of discussion and
summary of the results.
II. SECOND ORDER THEORY
In this section, following Refs. [9, 10], we present the
second order formalism for calculating the quasiparticle
spectral distributions for a partially condensed, dilute,
trapped BEC at finite temperatures. The starting point
is the usual second quantized Hamiltonian for structure-
less bosons
Hˆ =
∑
ij
〈i|Hˆsp|j〉aˆ†i aˆj +
1
2
∑
ijkm
〈ij|V |km〉aˆ†i aˆ†j aˆkaˆm, (1)
2where the creation and annihilation operators for a par-
ticle in state |i〉 are denoted by aˆ†i and aˆi, respectively.
The single particle Hamiltonian is given by the sum of
the kinetic energy and the external trapping potential as
Hˆsp = − h¯
2∇2
2m
+ Vtrap(r),
and the dominant s-wave scattering at low temperatures
can be modelled by the effective low energy interaction
potential
V (r) =
4πah¯2δ(r)
m
, (2)
where a is the scattering length and m the atomic mass.
This effective potential is inapplicable at high energies
and leads to ultraviolet divergences in the theory which
have to be renormalized in a proper way, see Appendix.
We choose to use a canonical ensemble with fixed total
number of particles N . By defining the bosonic number
conserving operators αˆi = [(Nˆ0+1)
−1/2aˆ0]
†aˆi, where the
index 0 refers to the condensate state and Nˆ0 = aˆ
†
0aˆ0,
one can write the Hamiltonian (1) as
Hˆ =
4∑
i=0
Hˆi +O(N0[δˆ/N0]
5/2), (3)
where
Hˆ0 = N0
[
〈0|Hˆsp|0〉+ 1
2
N0〈00|V s|00〉
]
, (4)
Hˆ1 =
√
N0
∑
i6=0
[
〈i|Hˆsp|0〉+N0〈i0|V s|00〉
]
αˆ†i+h.c., (5)
Hˆ2 =
∑
ij 6=0
[
〈i|Hˆsp|j〉 − λδij + 2N0〈0i|V s|j0〉
]
αˆ†i αˆj
+
∑
ij 6=0
[
N0
2
〈ij|V s|00〉αˆ†i αˆ†j + h.c.
]
+ λ〈Nˆex〉, (6)
Hˆ3 =
∑
ijk 6=0
[√
N0〈ij|V s|k0〉αˆ†i αˆ†jαˆk + h.c.
]
, (7)
Hˆ4 =
∑
ijkm 6=0
1
2
〈ij|V s|km〉αˆ†i αˆ†jαˆkαˆm, (8)
and δˆ = Nˆex − 〈Nˆex〉 is the number fluctuation operator
of the noncondensate particles. The symmetrized matrix
elements of the two-particle interaction potential V (r)
are defined as
〈ij|V s|km〉 = 1
2
[〈ij|V |km〉+ 〈ji|V |km〉],
and λ as
λ = 〈0|Hˆsp|0〉+N0〈00|V s|00〉,
where the average number of atoms in the condensate
state is given by N0 = N − 〈Nˆex〉. Above the averages
〈. . . 〉 refer to quantum expectation values and h.c. stands
for hermitian conjugate.
In the zeroth order approximation, one solves the
ground state |0〉 of Hˆ0 alone, which makes the linear
Hamiltonian Hˆ1 to vanish. The excitations are found
in lowest order by diagonalizing Hˆ2 and the number of
the condensed particles N0 has to be tuned such that the
total number of particles satisfies N = N0 +Nex.
It is convenient the use an orthonormal single-particle
basis ζi(r) = 〈r|i〉 for all i = 0, 1, . . . , where ζ0(r) is the
condensate wave function given by the Gross-Pitaevskii
equation
− h¯
2
2m
∇2ζ0 + Vtrap(r)ζ0 +N0U0|ζ0(r)|2ζ0 = λζ0(r), (9)
with U0 = 4πah¯
2/m. The GP equation is obtained
by minimizing 〈Hˆ0〉 with respect to ζ0(r). Diagonal-
izing Hˆ2 using the Bogoliubov transformation βˆi =∑
j 6=0
[
UU∗ijαˆj − V ∗ij αˆ†j
]
results in the Bogoliubov equa-
tions( L(r) M(r)
−M∗(r) −L(r)
)(
ui(r)
vi(r)
)
= ǫi
(
ui(r)
vi(r)
)
, (10)
where ui(r) =
∑
j 6=0 Uijζj(r) and vi(r) =
∑
j 6=0 Vijζ
∗
j (r)
are the quasiparticle amplitudes, ǫi the quasiparticle en-
ergies, and operators L(r) = Hˆsp−λ+2N0U0|ζ0(r)|2 and
M(r) = N0U0ζ20 (r) have been introduced. The quasi-
particle amplitudes must satisfy the orthogonality and
symmetry relations
∫
dr[ui(r)u
∗
j (r)− vi(r)v∗j (r)] = δij ,∫
dr[ui(r)vj(r)− vi(r)uj(r)] = 0, (11)
for the Bogoliubov transformation to be canonical. The
quasiparticles must also be orthogonal to the conden-
sate state, i.e.,
∫
drζ∗0 (r)ui(r) =
∫
drζ0(r)vi(r) = 0.
The Bogoliubov equations have the zero-energy solution
{u0(r), v0(r)} = {ζ0(r),−ζ∗0 (r)}, and projection to this
homogeneous solution should always be subtracted from
the quasiparticle amplitudes.
To calculate the next lowest-order mean fields,
i.e., the density of the thermal atoms ρ(r) =∑
ij 6=0 ζ
∗
j (r)ζi(r)〈αˆ†j αˆi〉 and the so-called anomalous av-
erage κ(r) =
∑
ij 6=0 ζj(r)ζi(r)〈αˆj αˆi〉, we express the par-
ticle operators in terms of the quasiparticle operators,
yielding
ρ(r) =
∑
i6=0
{
[|ui(r)|2 + |vi(r)|2]ni + |vi(r)|2
}
, (12)
κ(r) =
∑
i6=0
ui(r)v
∗
i (r)(2ni + 1). (13)
In principle, the quasiparticle populations ni = 〈βˆ†i βˆi〉
should be calculated from the requirement that the
3canonical partition function Zc =
∑
{ni}
e−βEi({ni}) min-
imizes the free energy F = −kBT logZc. However, to a
good approximation [20] one may use the non-interacting
quasiparticle gas result ni = (z
−1eβǫi − 1)−1, where the
fugacity is calculated from the relation z = N0/(1+N0).
In calculating the perturbative corrections to the
zeroth-order theory corresponding to Eqs. (9) and (10),
it is convenient to first calculate the improved condensate
wave function ζ˜0(r) from the generalized Gross-Pitaevskii
(GGP) equation
− h¯
2
2m
∇2ζ˜0(r) + Vtrap(r)ζ˜0(r) +N0U0|ζ˜0(r)|2 ζ˜0(r)
+ 2U0ρ(r)ζ˜0(r) + U0κ(r)ζ˜
∗
0 (r) = λg ζ˜0(r), (14)
which is obtained by minimizing 〈Hˆ0〉+〈Hˆ2〉. Expressing
the terms in the Hamiltonian as
Hˆi = Hˆi[ζ0] + ∆Hˆi, (15)
where
∆Hˆi = Hˆi[ζ˜0]− Hˆi[ζ0], (16)
one finds the perturbative Hamiltonian
Hˆpert = ∆Hˆ0 +∆Hˆ1 +∆Hˆ2 + Hˆ3 + Hˆ4, (17)
where the non-quadratic terms Hˆ3 and Hˆ4 are to be cal-
culated using the improved condensate wave function.
Note that our notation for ∆Hˆi differs somewhat from
that in Refs. [9, 10].
The perturbation term ∆Hˆ0 is just a real number and
can be easily taken into account. In addition to it, in
first order perturbation theory only the terms ∆Hˆ2 and
Hˆ4 containing even numbers of quasiparticle operators
contribute to the energy shift
Epert(s, 1) = 〈s|Hˆpert|s〉, (18)
where |s〉 is a quasiparticle occupation number eigen-
state. In second order perturbation theory, one can in
fact neglect the terms ∆Hˆ2 and Hˆ4, because it turns out
that their contribution is of the same order as the con-
tribution of the other terms in third order perturbation
theory [9, 10]. Thus, one only needs to calculate
Epert(s, 2) ≈
∑
r 6=s
|〈r|∆Hˆ1 + Hˆ3|s〉|2
Es − Er . (19)
The quasiparticle energies are calculated as total en-
ergy changes in the system when the corresponding quasi-
particle occupation number is increased by one, while the
total number of particles is held constant. This yields the
corrected excitation energy
Ep(z
′) = ǫp +∆E
p
4 +∆E
p
shape +∆E
p
λ +∆E
p
3 (z
′), (20)
where the ∆-terms are given in Eqs. (A.3)-(A.6) and the
complex energy parameter z′ should not be mixed with
the fugacity. Calculating the excitation energies as func-
tions of z′ yields the dynamics of the excitations in the
following way: The time evolution operator Uˆ(t) of the
system may be written in terms of the Fourier transform
of the resolvent operator Gˆ(z′) = (z′ − Hˆ)−1 as [21]
Uˆ(t) = − h¯
π
∫ ∞
−∞
e−iωtIm[Gˆ(h¯ω − i0)]dω. (21)
Let us define the projection of the resolvent to state p as
Gp(z) = 〈p|Gˆ|p〉, which may be approximated to second
order as
Gp(ω) = [h¯ω − Ep(h¯ω)]−1. (22)
Finally, it is seen that the imaginary part of the projected
resolvent Fp(ω − i0) = Im[Gp(ω − i0)] gives the spectral
distribution of the mode p and the Fourier transform of
Fp(ω) yields its time dependence.
The need to calculate quasiparticle energies as func-
tions of z′ is naturally related to the fact that one takes
into account quasiparticle interactions, though only to
the lowest order, and the quasiparticle states are no more
energy eigenstates having infinite lifetime. In addition,
in computing the quasiparticle energies z′ must have
a small imaginary part acting as a regularizer for the
otherwise divergent expressions for second order energy
shifts. One may note that setting z′ = ǫp yields the
usual Rayleigh-Schro¨dinger perturbation theory, while
the Brillouin-Wigner perturbation theory corresponds to
solving the equation Ep(z
′) = z′.
In conclusion, the second order theory may be used to
calculate the energies and the dynamics of quasiparticles.
First the GP equation (9) is solved together with the Bo-
goliubov equations (10) for a given total particle number
N = N0 + Nex. Then the GGP equation (14) is solved,
after which the spectrum Fp(ω) may be extracted for
each excitation p using the energy corrections presented
in Eqs. (A.3)-(A.6). In addition, one has to take care of
proper ultraviolet renormalization; The quantities κ(r)
and ∆Ep3 are to be replaced by their renormalized values
given in Eqs. (A.2) and (A.9) in all calculations.
III. NUMERICAL METHODS
We consider a pancake-shaped system in a harmonic
potential
Vtrap(r) =
1
2
mω2xx
2 +
1
2
mω2yy
2 +
1
2
mω2zz
2,
where the trapping frequencies are ωr = ωx = ωy and
ωz, with ωz ≫ ωr. For a sufficiently strong trapping po-
tential in the z-direction, the condensate wave function
and the thermodynamically relevant quasiparticle ampli-
tudes can be approximated to be in cylindrical coordi-
nates (r, θ, z) of the factorized form
ζ0(r) = ζ0(r)σ(z)e
imθ , (23)
4and
u(r) = u(r)σ(z)ei(qθ+m)θ, (24)
v(r) = v(r)σ(z)ei(−qθ+m)θ, (25)
where σ(z) = e−z
2/(2a2
z
)/
√
azπ1/2 is a Gaussian profile
and ai =
√
h¯/mωi are the harmonic oscillator lengths
of the trap. In the following, we consider only the case
m = 0 of an irrotational condensate. Using Eqs. (23),
(24) and (25), the Gross-Pitaevskii and Bogoliubov equa-
tions reduce to equations of the radial coordinate only.
The z-dependence of the GP, the GGP and the Bogoli-
ubov equations is reduced explicitly by multiplying them
with σ(z) and integrating over z. This results in equa-
tions similar to the original ones except that the interac-
tion strength U0 = 4πh¯
2a/m is replaced with its quasi
two-dimensional version U2D0 = 2
√
2πh¯ωzaza and the
chemical potential is shifted by h¯ωz/2. We use ar, 1/ωr
and h¯ωr as units of length, time and energy, respectively.
In these units the dimensionless interaction strength be-
comes U2D0 = 2
√
2πa/az. A peculiarity of the reduced
equations is that they are independent of the trapping
frequency ωr, and hence our results apply for all ωr, pro-
vided that ωz ≫ ωr.
In numerical calculations, we use spatial discretization
and finite-difference methods. The ground state solu-
tions of the non-linear GP and GGP equations are found
by a norm-conserving imaginary time integration method
based on the Crank-Nicholson scheme. The computa-
tion speed is enhanced by using a multigrid method, in
which the grid is made gradually denser during the com-
putation. On the other hand, in spatial discretization
the Bogoliubov eigenvalue equation becomes a matrix
eigenvalue equation, with the coefficient matrix having
a narrow band. The eigenvalues of this matrix are found
by implicitly restarted Arnoldi method implemented in
the numerical library ARPACK. The quasiparticle ampli-
tudes are calculated from the Bogoliubov equations up to
some cut-off energy Ecut, above which a semiclassical ap-
proximation [22] is used for calculating their contribution
to mean-field potentials. The use of the semiclassical ap-
proximation enhances the convergence of the results as a
function of Ecut.
The anomalous average and the energy shifts ∆Ep3 con-
tain ultraviolet divergences due to the interaction con-
tact potential approximation, and they have to be renor-
malized. The renormalization scheme presented in the
Appendix shows that the divergent part of the anoma-
lous average is proportional to ζ˜20 (r). Using this infor-
mation we determine the value of the interaction correc-
tion ∆U0(Ecut) due to the excitations below Ecut. This
coefficient also suffices to determine the proper renor-
malization subtraction for the energy shift ∆Ep3 . As an
approximation to this proper renormalization, the ultra-
violet divergences can also be removed by neglecting the
zero-temperature parts of the terms κ(r) and ∆Ep3 . For
dilute gases this should be a good approximation [10].
This simpler renormalization method is also computa-
tionally much faster, since the summations in the en-
ergy correction ∆Ep3 converge and many terms may be
neglected within computational accuracy. In the more
accurate renormalization scheme that we have used, the
summations diverge and hence all the terms up to Ecut
have to be taken into account.
In calculating the spectral distributions Fp(ω− iγ), we
have to use a finite imaginary part γ to avoid divergences
in Eq. (A.6). The value of γ is estimated for each excita-
tion and temperature separately to be small enough for
not to affect the mean value of the spectral distribution
nor its Fourier transform in the regime we have presented
it. In a finite system, the spectral distributions consist
of discrete Lorentzian peaks with widths proportional
to γ. Thus, when calculating the spectral density, the
smaller the regulator γ is, the finer grid for the real part
ω must be used. Together with the double summation in
Eq. (A.6), this can increase the computational cost of the
spectrum to be orders of magnitude larger than the cost
needed in solving the excitations from the Bogoliubov
equations. To make the computation of the spectrum
more efficient, the terms Aijk and Bijk in Eq. (A.6) are
calculated only once and stored in memory. In addition,
a comparable speedup is achieved by regrouping the sum-
mation terms according to their behaviour as functions
of ω: for slowly varying terms, one can use much sparser
ω-discretization.
We note that in the end we take the limit γ → 0+,
as was suggested in Ref. [10]. However, in Refs. [2, 16,
17] a finite value of the order γ ∼ 10−2ωr was used,
motivated by the finite experimental observation time,
and in Ref. [18] the value of γ was taken to be 5×10−3ωr.
However, the inclusion of a finite γ is only one way to
model the finite observation time. Since the finite value
of the regulator γ has also an unphysical effect of shifting
the excitation energies, it might not be the best way to
model the restricted observation time.
IV. EXCITATION SPECTRA
In this section, we present and analyze the results for
the mean energies of excitations as functions of temper-
ature. We model a pancake-shaped cloud consisting of
N = 2000 23Na atoms trapped in the tight direction with
the trapping frequency ωz = 2π×350 Hz. As pointed out
in Sec. III, the radial trapping frequency ωr = ωx = ωy
may be chosen freely with only the constraint ωz ≫ ωr.
These parameters are chosen for convenience to coincide
with the ones used in Ref. [23], in which the excitation
energies were calculated from the self-consistent HFB-
Popov theory. Previously, energies of a few modes for
spherically symmetric systems [17] and condensates con-
taining a vortex line [18] have been computed within this
second order theory.
Figure 1 shows the zeroth order energies of the lowest
energy excitations at zero temperature. Within the accu-
racy of the figure, the zeroth order Bogoliubov energies
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FIG. 1: Excitation energies of the lowest part of the spectrum
at zero temperature. The energies of excitations marked with
squares and diamonds are presented as functions of tempera-
ture in Figs. 2 and 3, respectively. The inset shows the con-
densate fraction as function of temperature (solid line), and
the exact result 1 − (T/Tc)
2 for the non-interacting system
(dashdot line).
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FIG. 2: Temperature dependence of the mean energies of the
modes marked with squares in Fig. 1. Dots correspond to the
second order theory, and solid lines to the HFB-Popov theory.
The dashed line indicates the exact energy h¯ωr of the Kohn
modes.
coincide with those of the full second order theory. Since
the condensate is irrotational, the spectrum is symmetric
with respect to inversion qθ → −qθ, and thus only exci-
tations with non-negative angular momenta are shown.
The inset presents the condensate fraction as a function
of the temperature (solid line) compared with the non-
interacting gas result N
′
0(T )/N = 1 − (T/Tc)2 (dashdot
line). We identify the condensation temperature Tc as
the point where the condensate fraction obtains its max-
imum second derivative with respect to the temperature.
The theory is probably not reliable above or in the vicin-
ity Tc, although we present its predictions also in this
regime.
The energies of the modes marked with squares and
diamonds in Fig. 1 are presented as functions of tempera-
ture in Figs. 2 and 3, respectively. The mean values of the
spectral distributions of the excitations within the second
order theory are shown, in addition to the corresponding
HFB-Popov results that were obtained by neglecting the
anomalous average, the second order corrections and the
terms in the second line of Eq. (A.3). For the low-lying
modes, some of the second order energies are observed to
cross the Popov results as seen in Fig. 2. On the other
hand, Fig. 3 shows that the second order theory for the
higher lying modes yields systematically lower excitation
energies than the Popov theory. The Popov results seen
in Fig. 2 are consistent with the energies calculated in
Ref. [23].
In Fig. 2, the dashed line corresponds to the energy
h¯ωr of the exact center of mass oscillation modes, the
Kohn modes. According to the generalization [24, 25] of
Kohn’s theorem [26], a system of harmonically trapped
interacting particles in any eigenstate of the Hamiltonian
has an eigenstate with the amount h¯ωi higher energy, i.e.,
the exact diagonalization of the Hamiltonian should yield
a spectrum with the eigenenergy h¯ωi. The Bogoliubov
theory, in which the thermal gas component is neglected,
implies Kohn modes to have this exact energy. In the
higher order theories, the dynamics of the thermal gas
and its interaction with the condensate have to be taken
into account accurately to obtain results in agreement
with the Kohn theorem. Figure 2 shows that within the
second order theory the energy of the Kohn mode is very
close to h¯ωr for temperatures T < 0.8Tc. Taking into ac-
count perturbation theory terms beyond the second order
should yield energies even closer to the exact result.
The lowest mode with vanishing angular momentum
is the breathing mode corresponding to uniform scal-
ing oscillations of the condensate. In the case of a two-
dimensional harmonically trapped gas interacting via the
contact potential, it has been shown using the scaling
symmetry of the Hamiltonian that there exists a state
that has energy 2h¯ωr in excess to the ground state [27].
This excitation is identified with the breathing mode.
The Bogoliubov theory yields exactly the energy 2h¯ωr
for the breathing mode, while the Popov and the second
order theories do not, as can be seen in Fig. 2. Since the
interaction potential has to be renormalized and hence
deviates from that used in Ref. [27] for modes with high
energy, the applicability of the exact result is somewhat
questionable at high temperatures, where the physics is
not determined by the low-lying modes alone. It is shown
in Fig. 2 that the energy of the breathing mode is lower
than 2h¯ωr and the deviation from 2h¯ωr increases with
the temperature.
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FIG. 3: Temperature dependence of the mean energies of the
modes marked with diamonds in Fig. 1 within second order
theory (dots) compared with the HFB-Popov results (solid
lines). The energies in the lower block correspond to excita-
tions with vanishing angular momentum and the upper block
to excitations with qθ ≈ 40.
V. DECAY OF THE EXCITATIONS
In experiments and theoretical studies, the decay of an
excitation is commonly characterized only by the damp-
ing rate related to the exponential decay of the oscilla-
tion amplitude. For infinite systems, the excitation spec-
trum is continuous and the spectral distributions Fp(ω)
of the excitations are Lorentzian peaks, implying indeed
an exponential decay of the mode oscillations. The mean
value of the Lorentzian gives the mode frequency and
its width the damping rate. However, for trapped, finite
systems the spectrum is discrete and the spectral distri-
butions generally have more complicated forms. Espe-
cially, the dynamics implied by these distributions can
be more complicated than just the simple exponential
decay. From the computed spectral distributions of the
oscillations, we have studied the validity of the expo-
nential decay approximation for the finite system under
question.
In fact, the computed spectral distributions consist of
discrete peaks, as noted also previously [17, 18], and the
form of the distributions is typically far from a simple
Lorentzian profile. This seems to imply the excitation
amplitudes to have a complicated modulation in time.
The extreme case of this modulation is the collapse and
revival of the corresponding excitation amplitude. This
phenomenon can be seen for the breathing mode at zero
temperature. Figure 4(a) displays the computed spectral
distribution for the breathing mode, which consists of two
large, well separated peaks. This implies strong beating
behaviour in the mode amplitude, seen in Fig. 4(b), in
which the amplitude of the oscillation collapses in time
t = 45/ωr, but revives as time elapses. In fact, the am-
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FIG. 4: (a) Spectral distribution F (ω) of the breathing mode
(the lowest mode with qθ = 0) at zero temperature and (b)
its Fourier transform.
plitude has a beating behaviour with a base frequency
given by the mean value of the peaks in Fig. 4(a), and a
beating frequency inversely proportional to the distance
between the peaks.
The two peaks in Fig. 4(a) are due to a Beliaev pro-
cess [28] resonance, in which a breathing mode quasipar-
ticle with Bogoliubov energy 2h¯ωr decays into two Kohn
mode quanta with opposite angular momenta and energy
h¯ωr. Owing to the temperature independent terms in
Eq. (A.6), the Beliaev process may take place even at zero
temperature. For the simpler, approximate renormaliza-
tion scheme in which the temperature independent terms
in the anomalous average and the energy correction ∆E3
are completely neglected, this Beliaev process cannot oc-
cur at zero temperature, and the spectral distribution
consists of only a single peak. For the Kohn mode, there
are no modes into which it could decay via Beliaev pro-
cesses and hence the oscillation amplitude of the center
of mass is constant in time at zero temperature. At finite
temperatures, the resonant Landau process, the inverse
of the Beliaev process, splits the spectral distribution of
the Kohn modes.
The non-trivial spectral distributions of the breathing
mode and the Kohn modes seem to contradict the results
for the exact energies of these modes discussed above.
This is partly due to the accidental strong resonant Beli-
aev and Landau processes which probably weaken the ac-
curacy of perturbation theory. If the processes, in which
the quasiparticles decay into Kohn or breathing modes,
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FIG. 5: (a) Spectral distribution F (ω) of the second lowest
mode with qθ = 1 and (b) its Fourier transform at the tem-
perature T = 0.64Tc.
are neglected by hand as in Ref. [29], the effects of the
resonances are removed and the spectral distributions of
these modes become narrower. However, it is not evident
that this procedure yields more accurate mean energies.
In conclusion, a pure collapse and revival of the breath-
ing mode is probably only an artefact of the second order
theory—it would be interesting to investigate whether
higher order calculations would improve the situation in
this respect.
The spectral distribution and the dynamics of the
second lowest mode with qθ = 1 at the temperature
T = 0.64Tc is shown in Fig. 5. The distribution is ob-
viously far from Lorentzian form, consisting of several
asymmetrically separated peaks, and the dynamics is
more complicated than the zero temperature result for
the breathing mode presented in Fig. 4(b). The col-
lapse and revival behaviour is clearly seen, although it
is weaker than in Fig. 4(b). Our calculations have also
showed collapse and ravival of many other elementary
excitations.
In Ref. [30], the Beliaev decay has been reported to
be observed in the case of the scissors mode which cor-
responds to scissors-like density fluctuation of the con-
densate. In the experiment, the trapping frequency ratio
ωz/ωx was adjusted such that the energy Exz of the scis-
sors mode in the xz-plane was twice the energy Exy in
the xy-plane. The amplitude of the oscillation is shown
in Fig. 3(c) of Ref. [30], and it was observed that the am-
plitude of the mode decreases and increases in time. It
was also observed that the strength of this phenomenon
was peaked into the position of the Beliaev resonance as
a function of the trap asymmetry ratio ωx/ωy, implying
that the Beliaev process between these modes is respon-
sible for this effect.
Within the second order formalism, one can interpret
this phenomenon in the following way: Provided that
the numerator in the term corresponding to the Beliaev
decay of the scissors mode does not vanish in Eq. (A.6)
and other processes are not important, the second order
theory yields a spectral distribution proportional to
Fsc(ω) = Im[1/(h¯ω−0i−Exz+A/(h¯ω−0i−Exz+Eofr))],
where A is the amplitude of the second order correction
and Eofr is the energy indicating how much the Beliaev
process is off-resonant. If Eofr = 0 the distribution Fsc(ω)
consists of two peaks whose distance is determined by A,
and the dynamics of the mode corresponds a pure col-
lapse and revival as shown in Fig. 4 in the case of the
breathing mode. With increasing Eofr, one of the two
peaks becomes smaller and the peaks are shifted in a
such way that their mean value is kept at Exz. This cor-
responds to an oscillation in which the amplitude does
not vanish completely at any moment, and ultimately
when Eofr →∞ it remains constant, which qualitatively
explains the observation in the experiments. It is possible
that due the parity of the scissors modes the second order
amplitude vanishes. However, the higher order correc-
tions may still have non-vanishing amplitudes, resulting
in qualitatively same kind of effect.
VI. CONCLUSIONS
We used the gapless second order theory developed in
Refs. [9, 10] to calculate the excitation energies and dy-
namics of the collective excitations for a partially con-
densed, harmonically trapped quasi 2D bosonic gas. The
results satisfy the Kohn theorem quite accurately for
temperatures T < 0.8Tc. The energies of the HFB-Popov
and the second order theory crossed as functions of tem-
perature for some of the low-lying modes, while the sec-
ond order theory systematically yields smaller energies
for the higher lying modes. The first experimental ob-
servations of the Beliaev damping were discussed within
the second order theory and it was found that this theory
qualitatively accounts for the observations.
The computed spectral densities also imply collapse
and revival of many elementary excitations. The zero
temperature spectral distribution of the breathing mode
is characterized by two large, well-separated peaks and
the oscillation amplitude consequently displays strong
collapse and revival behaviour within the second order
theory. This is due to the resonant Beliaev process, in
which one quasiparticle in the breathing mode decays
into two quasiparticles in the Kohn modes with opposite
angular momenta. The result seems to contradict exact
8analytical results for the breathing mode energy [27], and
is probably due to weak convergence of the perturbation
theory for this mode. The calculations can in princi-
ple be extended to higher order, but this soon results in
overwhelming computational difficulties. It would also
be interesting to upgrade the calculations to be self-
consistent [9, 10], such that the perturbative energy cor-
rections are inserted into the eigenvalue equations, which
are then solved iteratively.
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APPENDIX: ULTRAVIOLET
RENORMALIZATION
Since the low-energy effective contact potential ap-
proximation for the interactions between the particles is
not valid at high energies, the bare anomalous average
κ(r) is ultraviolet divergent. To remove this divergence in
a proper way, following Ref. [16], the interaction strength
U0 in GGP equation (14) must be replaced by U0+∆U0,
where
∆U0 = U
2
0
∫
dk
(2π)3
m
h¯2k2
. (A.1)
The term ∆U0 is divergent, and cancels the divergence of
the anomalous average. Combining the divergent terms,
one obtains the renormalized anomalous average
κR(r) = κ(r) +N0
∆U0
U0
ζ˜20 (r), (A.2)
which is finite. The GGP equation is now properly renor-
malized provided that the anomalous average is replaced
by the renormalized one.
The perturbation Hamiltonian given in Eq. (17)
is used to calculate the total energy of the system
E(N0, n1, n2, . . . ) up to second order in perturbation the-
ory for the given quasiparticle distribution {ni}. The ex-
citation energies are obtained as energy differences Ep =
E(N0−∆Np, n1, n2, . . . , np+1, . . . )−E(N0, n1, n2, . . . ),
where ∆Np =
∫
dr[|ui(r)|2 + |vi(r)|2] is the amount of
particles transferred to the mode p. The energy correc-
tion terms appearing in Eq. (20) are given by
∆Ep4 = U0
∫
dr
[
2ρ(r)∆ρp(r)
+ Re[κ∗(r)∆κ(r)]− np + 1
2
{
2∆ρ2p(r)
+ Re [∆κ∗(r)∆κ(r)]
}]
, (A.3)
∆Epshape = N0U0
∫
dr
× Re
{[
ζ˜20 (r)− ζ20 (r)
]
∆κp(r)
}
+ 2N0U0
∫
dr
[
ζ˜20 (r)− ζ20 (r)
]
∆ρp(r)
+ 2N0U0
∫
dr ζ30 (r) [up(r) + vp(r)]
×
∫
dr
[
ζ0(r) − ζ˜0(r)
]
[up(r) + vp(r)] , (A.4)
∆Epλ = (λ− λg)
∫
dr∆ρp(r), (A.5)
∆Ep3 (z
′) = −
∑
ji6=0
′
[
2|Apij |2
z′ + ǫi + ǫj
+
2|Bpij |2
z′ − ǫi − ǫj
]
(1 + ni + nj)
+
∑
ij 6=0
′
[
4|Bijp|2
z′ − ǫi + ǫj (ni − nj)
]
+
∑
i6=0
′
[4|Bpip|2
ǫi
(2np + 1)
− 2np |Bppi|
2
2z′ − ǫi − 2np
|Aipp|2
2z′ + ǫi
]
, (A.6)
where in the primed summations one excludes the terms
in which all the summation indices are equal to p. These
diagonal terms are negligible in the current calculations.
The contribution to the density of the thermal gas and
the anomalous average due to the mode p are defined
as ∆ρp(r) = |vp(r)|2+ |up(r)|2 and ∆κp(r) = up(r)v∗p(r).
Moreover, we have replaced the energy ǫp with a complex
variable z′. The second order matrix elements are written
as
Aijk =
√
N0U0
∫
dr
{
ζ0(r)
[
vi(r)uj(r)uk(r)
+ ui(r)vj(r)uk(r) + ui(r)uj(r)vk(r)
]
+ ζ∗0 (r)
[
ui(r)vj(r)vk(r)
+ vi(r)uj(r)vk(r) + vi(r)vj(r)uk(r)
]}
, (A.7)
Bijk =
√
N0U0
∫
dr
{
ζ∗0 (r)
[
u∗i (r)uj(r)uk(r)
+ v∗i (r)vj(r)uk(r) + v
∗
i (r)uj(r)vk(r)
]
+ ζ0(r)
[
u∗i (r)uj(r)vk(r)
+ u∗i (r)vj(r)uk(r) + v
∗
i (r)vj(r)vk(r)
]}
. (A.8)
9The energy correction ∆Ep3 in Eq. (A.6) is ultraviolet
divergent. However, the renormalization of the anoma-
lous average implies that the bare second order correction
Ep3 (z) is to be replaced by the renormalized one
∆Ep3R(z
′) = Ep3 (z
′) + 2N0∆U0
×
∫
dr|ζ0(r)|2(|up(r)|2+ |vp(r)|2). (A.9)
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