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ON THE FACTORIZATION CRITERION 
FOR QUANTUM STATISTICS 
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(Communicated by Anatolij Dvurecenskij ) 
ABSTRACT. We discuss some fundamental statistical notions for a quantum 
system in the simplest case when only a finite number of different states is possible 
and all states are pure. Thus our non-commutative statistical space is described 
by a Hilbert space H with a finite system of unit vectors (cpe, 6 — 1 , . . . , n). Each 
statistic is described by a self-adjoint operator S in H. We define the sufficiency of 
S in some natura l way motivated by the classical factorization criterion . We show 
that a generalization of Blackwell-Rao theorem cannot be obtained. Moreover, 
some linear space containing all non-biased est imators with minima l variance is 
described in the paper. In fact, this space is huge, compared to the commutat ive 
case. 
1. Introduction 
Our concept of a non-commutative sufficient statistic is motivated by the 
following observation. Let a system of distributions in a classical statistical space 
be given by densities (fe, 6 G 6 ) with respect to a given measure fi on a sample 
space (X, T). Let S be any statistic on (X, T). The sufficiency of S can be 
described using geometry of the space L2 = L2(X, T", /i). The densities fe can be 
i 
described by unit vectors (pe = f£ in L
2 . A real statistic S can be identified with 
a self-adjoint operator in L2. The classical factorization criterion for sufficiency 
of S can be formulated as follows (see [7]). 
THEOREM 1.1. The statistic S is sufficient if and only if there exist a function 
\ G L2 and Borel functions §Q : E -> R satisfying 
<Pe = ^Te = *e(S)x, OzQ. 
In the simplest quantum case, probability distributions are described by unit 
vectors in a Hilbert space H. Random variables are replaced by self-adjoint 
2000 M a t h e m a t i c s S u b j e c t C l a s s i f i c a t i o n : Pr imary 81P18, 81Q10, 62B05. 
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operators, called observables, and a distribution of an observable T in a state 
ip G H, IM| = 1, is given by the formula pT (Z) = (eT(Z)ip, (p), Z e BorelR, 
with eT(-) being the spectral measure of the operator T. Thus the following 
definition seems natural. 
DEFINITION 1.2. Let (ip01 9 e 0 ) be a set of unit vectors in a separable 
oo 
Hilbert space H. A self-adjoint operator T = J \ eT(dA) is a sufficient statistic 
— oo 
if there exists a vector x € B\ llxll — 1J a n d Borel functions $^, S G 0 , 
satisfying 
^ = ($flT)x, ^ e . 
Formally, Definition 1.2 gives an exact generalization of classical sufficient 
statistic, via factorization criterion. We add some elementary discussion of the 
new notion in the language of quantum measurement and relative information. 
Assume that a quantum system is in a state $e(S)x- We measure an observ-
able S, obtaining a value s, and after this we obtain a value t measuring an 
observable T . Let 
5 = í Лe 5 (dЛ), T = í Xeт(á\) 
be the spectral representations of these self-adjoint operators. A non-commuting 
pair ST ^ TS is allowed. According to the classical von Neumann theory of 
measurement, the pair (s, t) belongs to A x B , A, B £ BorelR, with probability 
Pe,(s,T)(A x B) = J {eAB)$e(s)es(ds)x, $e(s)es(ds)x). 
A 
A conditional probability of the event (t G B) given a value s can be obtain as 
a Radon Nikodym derivative 
d^,(S,T)(- x B) = (eT(B)es(ds)X, es(ds)X) 
d^,(S ,T)( ' x R) (eS(
ds)x, es(ds)X) 
and does not depend on 9. This leads to the following remark. 
Remark 1.3. Let S be a sufficient statistic according to Definition V2. If any 
observable T is measured after the measurement of 5 , then the value t of T 
does not contain any new information on the parameter 9 if only s is known. 
The opposite implication is also rather obvious and can be obtained by con-
tradiction. 
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Remark 1.4. Assume that T is measured after S. Suppose that any condi-
tional distribution of the value t of T given the value s of S does not depend 
on 0. Then S is a sufficient statistic according to Definition 1.2. 
The problem of the existence of a sufficient statistic for a class of states 
(cpx,..., (pn) can be also explained. 
THEOREM 1.5. For a given system of states ((p1,..., (pn) there exists a suffi-
cient statistic if and only if 
( f t ^ ^ E for any ij<n. (1) 
P r o o f . The necessity of (1) is obvious. Assume that the condition (1) is 
satisfied and let ( e 1 5 . . . , en) be an orthonormal system obtained by a Gramm-
Schmidt orthogonalization of ^ 1 5 . . . , pn. It is enough to use e1,..., en as eigen-
vectors of S. • 
Obviously a sufficient statistic is not unique. 
Remark 1.6. If for a system of linearly independent states (J^1,..., cpn, n > 2, 
there exists a sufficient statistic 5 , then one can find another sufficient statistic 
T and moreover ST / TS. Indeed, let ( e 1 ? . . . , en), ( / 1 5 . . . , fn) be any different 
orthonormal systems such that coefficients of (pi in (e ) as well as in (/.) are 
real for 1 < i < n. Then always ( e ) and (/•) can be taken as eigenvectors of 
S and T , respectively. 
2. Sufficient s ta t i s t ics and non-biased e s t ima to r s 
As usually, see [4] or [2], we say that S is a non biased estimator of a para-
metric function 7: 6 i-r R if 
<s^,¥>*> = 7(0), eee. 
The variance of a non biased estimator is given by the formula 
D2eS = <(5 - j(0)fve, <P0) = &<Pe> Vo> " 7(#)
2 , 0 G 0 . 
Obviously, S should be non biased and of minimal variance to be used as a good 
estimator of 7(-). 
Let S be a sufficient statistic. Roughly speaking we show that a linear space 
B spanned by all good estimators has to be drastically larger then the space of all 
Borel functions of 5 , see examples below. Thus a generalization of the classical 
Blackwell-Rao theorem cannot be obtained ([7]). A complete description of such 
linear space B is given in this section. 
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The literature on quantum statistics is now extremally diverse from abstract 
theory of operator algebras to specialized applications. The well-known concept 
of sufficiency is connected with the theory of conditional expectation given a 
subalgebra of an operator algebra M. Namely, one assumes that this conditional 
expectation does not depend on a state (see [3], [8]). Our concept seems to 
be different. It is more elementary and connected with classical descriptions of 
quantum measurement ([6], [1], [5]). The estimation theory is widely developed 
also for continuous parameters (see monographs [4], [2]). But a general notion 
of sufficiency is not discussed there. 
We denote by e the one dimensional projection x i-r (x, e)e given by a unit 
vector e G H. The indicator of any Borel set Z is denoted by lz. 
E X A M P L E 2 .1 . There exists a parametric function 7(0) with a non biased esti-
mator for which each estimator being a function of a given sufficient statistic is 
biased. 
Let (ex ,e2) be an orthonormal basis in a Hilbert space H = C
2 . For the 
system of states (px = ex, tp2 = e2 , ip3 = (ex + e 2 ) / \ / 2 , and for the statistic 
S = e1? we have (/?• = ^ ( S ) * , z = 1,2,3, with $-_ = >/2 • 1 { 1 } , $ 2 = y/2 • 1 { 0 } , 
$ 3 = 1, x — </V Each function 7 : {1,2,3} -» R has a non biased estimator T 
given by the matrix 
7(1) 7 ( 3 ) - | ( 7 ( 1 ) + 7 ( 2 ) ) ' 
_ 7 ( 3 ) - | ( 7 ( 1 ) + 7(2)) 7(2) 
On the other hand, 7 has a non biased estimator being a function of S = ex if 
and only if 7(3) = ^ ( 7 ( 1 ) + 7 ( 2 ) ) . 
E X A M P L E 2.2. There exists a sufficient statistic S with the following property. 
For any statistic T , a function <£: R —r R can be found so that T and $ (5 ) 
are non biased estimators of the same parametric function. But, for some T, the 
variance of $(S) has to be drastically larger than the variance of T . 
Let H = C3 , S = ^2 iet, with the system of states (px = ex, </?2 = e2 , 
i<3 
<p3 = WI - I (ex + e2) + \feez , 0 < e < 1. The function of 5 being a non biased 
estimator of the index #, for all states {ipe : 6 = 1, 2, 3} , should be of the form 
г = 
Ф(5) = ê. + 2 ê
2
+ ( ł + ! ) é з 
In the state </>3 5
 t n e variance of Ф(5) is given by 
^ 3 а д = i -
2 - 4 ^ 
and tends to infinitу for є -> 0. ( 
Г = 
Эbviously, 
Г 1 Ҙi±£ 01 1 2 1 - є U 
2 1 - є Z U 
0 0 0 
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is also a non biased estimator of the parameter, and D\2 T = — 2 + 2e + 
3. On minimal spaces of non biased estimators 
The phenomenon pointed out in the former examples is not accidental, it 
proves to be a general property of quantum systems. 
PROPOSITION 3 .1 . Let TS ^ ST for some self-adjoint operators S, T . There 
exists states (px, (p2, (ps such that S is a sufficient statistic, but each function 
$(S) is a biased estimator of the function 7(2) = (Tcp{, (p{), i = 1, 2 , 3 . 
00 
P r o o f . Let S = f Ae(dA) be a spectral decomposition of S. It is suf-
—00 
ficient to choose unit vectors <px, (p2 satisfying (p1 G e(Z1)H, (p2 G e(Z2)H 
for some sets Z1, Z 2 , Zx n Z2 = 0, and such that ^R(T(p1,(p2) 7-= 0. Taking 
additionally (p3 — X = (^1 + ^2)/^
 w e have 
Vi = V2-lZi(S)X, * = 1,2, 
¥>3 = - * X • 
For any Borel function $ the equalities 
( * ( 5 ) ^ , ^ > = ( r v . , ^ ) , 1 = 1,2, 
imply 
($ (5 )^3 , V3> = ( ( I z x * ) ^ ) ^ . ^3> + ((lza*)(*)¥>3> ^3> 
= | (*(5)V l j V l> + \(§(S)(p2,(p2) = i ( r V l , V l ) + i(rV 2 ,V 2> 
^ | ( T ^ , ^ ) + ±(7V2, (̂ 2) + Re(T^, (p2) = (T(ps, (pz). 
n 
Let now a system of states {(pe : 8 G 0 } and a sufficient statistic 5 be fixed. 
Two questions are of special statistical importance. How can the minimal space 
M of observables be characterized to satisfy 
(vr = T)(3U e M)(w e e)((T<p0,<p9) = (U<pg,<p0)) ? 
And also how can one characterize such minimal space N that for any observable 
T there exists an observable U G N satisfying 




D2 U < D2 T for all G 
<P — 4> 
D\U<D%T for some 0 G 0 ) ? 
The questions lead to tedious details and we postpone the discussion to sub-
sequent papers. We finish the section with rather expected observation. 
PROPOSITION 3.2. Let P be the orthogonal projection on the closure of the 
space lin-f^ : 9 G ©} spanned by a given system of states. Then for any 
observable T the statistic U = PTP satisfies 
{u<p6,<pe) = (T(p0,<po), eee, (2 
DlU<D%T, OeQ. 
P r o o f . The equality (2) is obvious and 




4. Comparison with non-commutative 
sufficient subalgebras 
From the point of view of statistical information a statistic S = 5* can 
be identified with a commutative von Neumann algebra generated by S. Thus 
Definition 1.2 can be formulated as follows. 
A commutative subalgebra JV of B(H) is a sufficient statistic for a system 
of states <p1,...,<pn if there exists a vector \ G H and self-adjoint elements 
S \ , . . . , Sn in JV satisfying p • = S{x, 1 < i < n. 
On the other hand, the idea of H i a i et al., based on conditional expectation, 
leads to the following definition. 
DEFINITION 4 . 1 . A commutative subalgebra JV C B(H) is a Hiai-Ohya-
Tsukada sufficient (HOT-sufficient) statistic for states (^1 , . . . ,c^n if for am 
i < n there exists a conditional expectation E. given AT preserving state p(, 
and E{ does not depend on i. 
As usually, a conditional expectation preserving state tp is defined as a norm 
one idempotent E with the range JV such that Er is positive and (pEjx = cpj 
for any positive x (cf. [8; §9, §10]). 
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Remark 4.2. In general a sufficient statistic is not HOT-sufficient. 
Hint. Take S = A1e1 + A2e2, ei — (-,ei)ei for orthonormal ( e i ) i = 1 2 , and 
(f{ = -y^e1 + 7 ^ 2 : n = 1. One can take x — y/l — e
2e1 + ee2, 0 < e < 1, to 
show that a state preserving conditional expectation does not exist. 
5. The class of all sufficient statistics 
The class of all sufficient statistics for states cp1,..., (pn can be described by 
the use of vector measures and Bochner integrals of vector functions on R. 
PROPOSITION 5 .1 . For a self-adjoint operator S = J Ae(dA). let fi denote a 
Borel measure 
fi(A) = J2\\<A)^ l l ev^Will 
i<n 
on R and let Borel measurable vector functions x{: M. —> H be defined by formula 
e(A)(pi = / xt\t) /i(dt), A G Borel M, 
A 
fi-a.e. Then S is a sufficient statistic if and only if 
(Xl(t), x jit)) = ±11x^)1111x^)11, i,j<n, 
fi-a.e.. 
P r o o f . The sufficiency is equivalent to the existence of some scalar func-
tions a{(t) and a vector function x independent of i such that xt\t) — at(t)x(t) 
for i <n. • 
In particular, any vector e £ H satisfying (e, ^ ) £ R, i < n , can be used as 
an eigenvector for some sufficient statistic S with a non-degenerate eigenvalue. A 
minimal von Neumann algebra generated by sufficient statistics always coincides 
with B(H). 
We stress that Blackwell-Rao theorem is discussed in our paper in the context 
of one sufficient statistic S. It is connected with a general concept of simulta-
neous measurements in quantum theory. 
A discussion of the interpretation of non-commutative sufficient statistics 
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