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1. INTRODUCTION 
A Baxter operator is a linear operator T on a Banach algebra 2I which 
satisfies the identity 
Tx.Ty=T(Tx.y+x.Ty-thy) 
for all x and y in VI, 0 being some fixed element of %. The consequences of 
this identity were first explored by G. Baxter [l], and subsequently by 
J. G. Wendel [2], J. F. C. Kingman [3], [4], F. V. Atkinson [S] and the 
author [6]. The two last-mentioned papers give a partial description of the 
spectral properties of bounded Baxter operators. While [6] provides a fairly 
explicit formula for the resolvent 
R(X, T) = (XI - T)-l 
of T, this formula contains the resolvent of 0, in a way which seems to make 
the resolvent set Res( T) of T depend upon that of 8; at any rate, the extent of 
Res( T) in the general case is in doubt, and for the proof of the formula in [6] 
it was assumed that h belongs to the unbounded component of 
[Res( 2’) n Res(ffll\(O>. 
In the present paper we consider only the case 0 = e, where e is the 
identity element in 91. This case is still of much interest, and has already 
been studied in some detail. In [6] it was shown that T has a certain summation 
property when restricted to functions of the element 
t = Te, 
which can be written heuristically as 
W(t)1 = -if($; 
7=1 
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and on this account a bounded Baxter operator with parameter e, that is, a 
bounded linear operator satisfying 
TX . Ty = T( TX . y + x . Ty - xy) c*1 
for all X, y E 9l, was called a summation operator. Special cases include 0 and I. 
We retain the usage in this paper, which is concerned with the spectral 
analysis of summation operators, and with some applications to spectral 
properties of endomorphisms on %, that is, bounded linear operators H 
on ‘8 satisfying H(xy) = Hx . Hy for all X, y E 21. 
For summation operators we improve on previous results by specifying 
Res(T) precisely (Theorem 2): its complement Sp(T), the spectrum of T, 
is contained in the set (0, l}, and is precisely (0, l} except in identifiable cases. 
It is shown that 0 and I are at worst poles of the resolvent, and the residues 
at these poles are summation operators. Further, the previous formula for 
R(h, T) is much simplified. 
We determine Sp(t) precisely (Theorem l), and writing 2 for the closed 
subalgebra of ‘8 generated by e and t, deduce a simple form of representation 
for T on 2. These results sharpen previous results due to Atkinson, who 
showed the existence of a certain finite set of pairwise orthogonal idempotents 
generating 2, which is accordingly finite-dimensional, and showed that 5 
is invariant under T. We provide a different proof of Atkinson’s results. 
A form of representation for T in % can be deduced by using these 
idempotents. Bounds for the orders of the poles of R(*, T) at 0 and 1 can be 
found, in terms of this set of idempotents (Theorem 3). 
There is a formal connexion, noticed by Atkinson, between summation 
operators and endomorphisms: if H is an endomorphism, then T = (I - H)-l 
is a summation operator. We show that every quasinilpotent endomorphism 
on a Banach algebra with identity is in fact nilpotent, and that the formal 
connexion is a one-to-one correspondence between regular summation 
operators and nilpotent endomorphisms. This suggests a description of 
nilpotent endomorphisms (Theorem 4). 
NOTATION AND TERMINOLOGY. ‘8 is always a complex Banach algebra 
with identity e. We write !!B(‘%) for the Banach algebra of all bounded linear 
operators mapping ‘+X into %I; so summation operators and endomorphisms 
are always assumed to be in !XJ(‘Z) (though the term “bounded” is sometimes 
added in the statements of theorems, as a formality). Spectral terms such 
as ‘resolvent set’, ‘spectrum’, ‘point spectrum’, . . . , have the meaning 
attributed to them in [7], and also in [6]. In particular, 
Res(T) = {h : (U - T)-1 exists and belongs to 23(a)}. 
REMARK. We do not treat unbounded operators explicitly. In fact there 
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is no simple gain in generalizing to closed operators with domains dense in 
‘$I (although the crucial Lemma 1 can be proved assuming T closed). For if 
T is to satisfy [*] for all x and y in the domain of T, it is most appropriate to 
require the domain to be an ideal in 2I, and since it must contain e for the 
theory to be meaningful, it is all of ‘?I; but then T is bounded. 
2. THE CLOSED SUBALGEBRA 2 
Throughout this section we take T to be a nonzero summation operator, 
and write t = Te. We use e to denote exp(1). The following result is 
fundamental. 
LEMMA 1. For p + 0 (mod 2+), 
T(eXp pit) = --/J (exp pt - e). (2.1) 
PROOF. It was shown in [6], Sections 4, 5,l that 
TW = & %+dt + 4 (n = 1, 2, 3 )... ), 
where @, is the nth Bernoulli polynomial, that is, for real 7 
(2.2) 
On(T) = 9 - QYzTn-1 + 0 ; B1~n-2 - (4”) B2~n-4 + . . . . 
and 
with &, = k 
when T is a positive integer. Therefore 
TbP 14 = 2-e +n$ 2 ( il &+d + s) 
=t+s+f’l”t”+l, 
n=l (n + 1Y 
say. (2.3) 
* There is an inductive proof given [6], Section 5, using properties of Bernoulli 
polynomials. The proof in [6], Section 4 uses a formula for the resolvent of a Baxter 
operator, namely the formula in Theorem 2 below, for whose proof we here need 
Lemma 1 I However, the proof of the formula in [6] does not use (2.1). being a weaker 
result than Theorem 2. Thus either proof in [6] suffices, that in Section 5 being the 
more appropriate. 
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Here 
(2.4) 
after substitution for the /3’s in terms of the Bernoulli numbers Bk and 
simplification. The process is valid if j ,U ( < 2~; for then ([8], p. 127) 
P ---1 ++jl$$$+kp2k, 
ew - 1 (2.5) 
the series converging absolutely, and from this we deduce that the repeated 
series (2.4) converges absolutely whatever may be the spectral radius oft, and 
that the inversion of summation used there is justified. Suppose then that 
1 p j < 2~r; using (2.5) we can write 
s=+$(;+-.&-++;) 
r=l 
= (expb-4 - 4 (1 + & - ‘)# CL 
Substituting this in (2.3) leads to the required result (2.1), when / p 1 < 2~r. 
Analytic continuation gives the result for all p other than integer multiples 
of 23ri.11 
Our first use of this lemma is to deduce the precise form of Sp(t), and to 
describe the action of T on the subalgebra of rU generated by t. 
First, we see that 
exp(2nit) = e. (2.6) 
For let p + 2ti in (2.1); since T is continuous the limit of the left-hand side 
exists, so therefore must the limit of the right. This implies (2.6). 
Suppose X E Sp(t). Then by the spectral mapping theorem exp(2&I) E 
Sp(e) = {I). Thus Sp(t) consists of a set of integers, say 
Sp(t) = @I , n2 >*-a, 4.
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Furthermore, since Sp(t) is finite, we have (cf. [7], p. 179) 
t = i n, j, + c, 
a=1 
where j, is the residue idempotent associated with the spectral set {a,}, c is 
quasinilpotent, and the j’s and c all commute pairwise. Substitute in (2.6), 
to get 
e = fi exp(2Tin, jol) . exp(2nic) = exp(2Ac), 
LX=1 
since exp(2&&) = e for each 01. Thus if b = 2ric we have 
since b/2! + b2/3! + *a* is quasinilpotent, the second factor is regular, and 
so b = 0. Thus c = 0 and 
t = i n,jE . (2.7) 
a=1 
This in turn implies that n, , n2 ,... , n4. are all simple poles of R(*, t), since 
now 
R(X, t) = i -J&L. 
or=l h - % 
From the definition of the j’s we havejmjs = 0 if a # /3, ja # 0 for all cz, 
C&rj, = e, and so j,# e if q > 1. 
Let 5 be the closed subalgebra of ‘8 generated by e and t. Since 
where r, in a small positively oriented circle about n, , we have 1, E 2 for 
a = 1, 2,..., q. Thus Z contains the closed subalgebra consisting of all sums 
CL1 md, y which contains e and t; that is, 5 coincides with this subalgebra. 
We proceed to show that T maps Z into 2, and to compute Tj, . Here again 
we use Lemma 1. By substituting for t from (2.7) we can write (2.1) as 
i ecna+"u(Tjw - ja) - i enYFjm + e"e = 0. 
a=1 a=1 
(2.9) 
The left-hand side is a polynomial in eU and e-u, and from the fact that it 
vanishes identically we can deduce connections between the 1~‘s. For this 
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purpose assume n1 < na < **a < n, . Suppose n, < 0. Then (2.9) has 
a non-zero dominating term cue, which is impossible. Thus tip >, 0. Let 
p - co in (2.9): from further consideration of the dominating terms we find 
that 
Tj, = j, (n, > O), j, - e (n, = 0). (2.10) 
Now write h, = Tj, -j, in (2.9); we get 
(2.11) 
If n, > 1 and n,-, + 1 < n, , then letting p --+ co leads to a contradiction. 
Thus n, > 1 implies n,-, = nq - 1 > 0, and then the term in enqu in (2.11) 
gives Tj, = h,-, . On the other hand if n, = 1 then the term in e@ in (2.11) 
gives, if q > 1, 
h,-, - TjQ + e = 0 (npel = 0), -Tj,+e=O (n,-l <0), 
and the last result conflicts with (2.10); so n9. = 1 and q > 1 imply n,-, = 0. 
Thus we have 
TLl = A-, +A (Q.~ > (9, j,-, + j, - e (ql = 0). (2.12) 
By an inductive argument in continuation of (2.10) and (2.12) (we spare the 
reader the details), we find that the integers n, decrease with constant 
difference 1, and the general forms of (2.10) and (2.12) are preserved. 
Finally, from the fact n, > 0 we can deduce n1 < 1, by the following 
appeal to symmetry. If U = I - T, then it is easily verified that U is also 
a summation operator (cf. [5], p. 3). Write u = Ue = e - t; we have 
Sp(u) = 1 - Sp(t), and the largest integer in Sp(u) is 1 - n, ; thus n, < 1. 
We summarize these results, after some changes of notation, in 
THEOREM 1. Let T be a bounded summation operator on a, and let t = Te. 
Then 
Sp(t) = (--I, -1 + l,..., -1, 0, l,..., A}, (2.13) 
where k 3 0 and 1 > - 1. If fa is the residue idempotent for t at OL, so that 
then 
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with Tf-, = 0. The closed subalgebra Z generated by e and t is the linear 
subspace spanned by fvl , f-l+l ,..., fk ; it is invariant under T. 
Conversely, if { fwl ,..., fk} (where k > 0, I > -1) is a set of pairwise 
orthogonal idempotents in 2I with sum e, if 2 is the subspace spanned by them, 
and if T : 5 + Z is defined by (2.15), then T is a summation operator on 2. 
The verification of the converse statement in the theorem is left to the 
reader. 
The existence of the idempotents f= was first shown, by a different method, 
by F. V. Atkinson, and our Theorem 1 is in effect Theorem 8 of [5], with 1 
and k having the same meanings in both theorems, with --f, equal to 
Atkinson’s e, , and with the additional information that k > 0, I 3 -1 and 
that the fa are all nonzero, so that Sp(t) is precisely the set in (2.13). (Atkinson 
obtained the f’s as coefficients in the Laurent expansion of (XT - I)-re 
about 1, and showed that they are idempotents with the specified properties 
(2.15) by using the Baxter identity directly.) 
The extreme cases in (2.13) are clearly Sp(t) = (-1, --I+ l,..., 0} and 
Sp(t) = (1, 2,..., k}; the second of these is the only occasion on which t is 
regular. 
The theorem gives the following simple description of T as an operator 
on 5. Let each element Cz=-, h, fw of 2 be represented by the column matrix 
P-t 9 L,, ,a.-, hlc)’ of its coefficients. Then 2 is isomorphic with the algebra 
of column matrices of k + 1 + 1 components, over C, with componentwise 
multiplication; and T takes the form of left matrix multiplication by the 
matrix 
T= (; ;), 
where P and Q are the triangular submatrices 
and 
P= 
Q= 
/o -1 -1 . . . -1’ 
0 -1 -1 
0 --I u+ 1) x (I+ 1) 
-1 
\ 0 
I1 
1 1 \ 
1 1 1 kxk 
\i 1 1 *** 1 I’ 
(Q or P being absent from T in the extreme cases). 
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Let%, , force. = 1,2 ,..., k, be the subspace of 2 spanned by fa , fa+l ,. . . , fk . 
It is easily seen that 2, is an ideal in 2, with identity e, = fa + fa+l + ... + fk , 
and T maps 2, into 2, , being on 2, a regular summation operator with 
fa >L+l Y>fk as its residue idempotents associated with the points 
1, 2,..., k - 01 + 1. The inverse of T on 2, is given by 
= ; (4 -L,)f, (2.16) 
y=a 
and so is a difference operator, in an obvious sense. 
Likewise let e2, for ,B = 0, -l,..., --I, be the subspace spanned by 
fB , fs-l ,..,, fwl . The e2 are ideals, and invariant under T. The 2, and the 
J are the only invariant subspaces of 5. 
The summation property of T on the subalgebra 2, stated in one form as 
Theorem 5 in [6], can now be seen to reduce to the following. If 4 is a complex- 
valued function which is locally holomorphic on the closure of a Cauchy domain 
Q containing Sp(t), then 
wm = 6pi3egl d(4 -~~&iae$+14w. 
(Here&t) is defined as usual in the operational calculus, that is 
(2.17) 
a.Q being the oriented boundary of Q.) In fact, by (2.15) we find 
and (2.17) is a particular case of this equation, deducible from (2.8) and (2.18). 
Note that the empty sum Et+ is to be taken as 0 in (2.17) and (2.19); thus 
f,, is not in the range of T. 
For the particular case +(A) = An, (2.17) reduces to 
cf. Eq. (2.2). 
Perhaps the most explicit form of statement of the summation property 
is that given by the Gel’fand representation of 2. Clearly 2 is commutative; 
its maximal ideals are the k $- 2 + 1 subspaces M, = subspace spanned 
by all f's except fa , and so 5 is semisimple. Ifs = Cf=-l A,fa , the Gel’fand 
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transform f has 4(M,) = A, . Let 3 denote the algebra of Gel’fand transforms, 
isomorphic with C(m) where ‘93 = {A& : 01 = ---I,..., k}; by semisimplicity, 
(73~)~ = pi defines a summation operator p : ‘% -+ 3, and we have 
! 
2 LqM/j) (a < 0). B=a+l 
Finally, we remark that since 2 is a finite-dimensional subspace of ‘$I, t 
satisfies a polynomial equation over C. It can easily be deduced from (2.14) 
that the minimal polynomial for t is 
k 
3. RESOLVENT OF T 
We now return to study the behavior of the summation operator T on ?I. 
First we use the basic lemma again to show that Sp(T) C (0, l}: the proof 
amounts to verifying that the previously-known formula ([6], Eq. (2.10) with 
19 = e) for R(h, T) is valid for all X f 0, 1. This formula contains t explicitly, 
and can then be simplified by using the results in Theorem 1. The simplified 
formula gives more precise information about 0 and 1 as poles of R(*, T). 
THEOREM 2. Let T be a bounded summation operator on Ill. Then 
Sp( T) C (0, I>, and for h # 0, 1 and x E ‘$I, 
w T>x =; + h(h _ 1) -!-- T [z ~XP ( --t 1s (A))] * exp (t 1s (A)) 
(3.1) 
=;+q& exp (t log (A)) . T [exp (--t log (A))“] y 
(3.2) 
where log denotes any determination of the logarithm. Moreover, 0 and 1 are at 
most poles of R(*, T) and so are in PtSp(T). Thus the continuous and residual 
spectra of T are empty. 
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PROOF. Let X f 0, 1, and let p be any solution of e@/(ew - 1) = h, i.e., 
any determination of log[h/(X - l)]. Then p + 0 (mod 27~;). For brevity 
write 
c,\ = exP(G) = exp [t log (&-J]. 
Define MA , E 23(9X), by 
1 
Mix = f + qX _ 1) WC?) . CA (all x E 21). 
We show that (XI - T) M7, = I = MA(U - T), from which (3.1) follows; 
(3.2) can be proved in the same way. Now 
(XI--T)wx=x+h-l -J- T(xcTl) CA - T - & T[T(x$) * CA]. 
(3.3) 
To simplify the last term on the right, put xc,1 and c, in the summation 
identity [*I, and use Lemma 1 in the form Tc, = h(c, - e). We get, after 
simplification, 
T[T(xc,‘) . q] = AT(&) . c,, - (A - 1) TX. 
Substitution in (3.3) gives (hl - T) Mhx = x. 
Again 
(3.4) 
To simplify the last term we put x and C~ -l in [*] and use Lemma 1 in the form 
T(Q) = (1 - X)(c;’ - e). This leads to M,(hl - T) x = X. This establishes 
the formulas (3.1), (3.2) when h f 0, 1, and shows that Sp(T) C (0, I}. 
To show that 0, if in Sp( T), is a pole, we use (3.1) to write 
II WY T>x II e # + , h , . , ‘h _ 1 , II T II - II x II * exp [2 II t II 1 log (&)I] 
and note that exp / log(/\(A - I))] is O(] X 1) for small X; the result follows. 
The argument for 1 is similar. A pole of R(*, T) is necessarily in PtSp(T) 
([9], p. 306). (The order of the poles are seen to be <2 1) t I] + 1, but we find 
more precise bounds later.)// 
Now simplify R(X, T) by substituting the form for t obtained in Section 2. 
We have 
exp [t log (&] = i (&h 0=-z (3.5) 
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and (3.1) becomes 
Equation (3.2) gives the same formula with fDT(fox) in place of T(&)fs . 
Write R, for the operator of right multiplication by fU , that is R,x = xfa 
for all x E 2l, and let 
A = {m-n : m, n E Sp(t)} = {-(2 + A), - (1 + k) + I,..., I + k - 1, I + k} 
be the difference set of Sp(t). Then (3.6) becomes 
which we also write as 
R(4 T) = ; I + 1 (h ,s”-’ W, , 
&A 
where for d E A, 
mln(k.k-d) 
W, = c RBTR, = 1 W%+a - (3.8) 
0 B=nmx(-2,--l-d) 
a-B=d 
From these forms of the resolvent we can compute bounds for the orders 
of the poles at 0 and 1. It is easily seen that these are both <I; + I + 1, and 
that this order is attained at 0 if W,,, f 0, and at 1 if W--(k+l) # 0. Closer 
examination is needed to determine the lower bounds. In general we have 
no a priori information on the behavior of the w’s on a; however their 
values on 5 can be calculated from (2.15), so we can handle the special case 
‘% = 2 exactly and can use in the general case the fact that W, is certainly 
nonzero if it does not vanish on 5. 
Thus, we find from (3.8) and (2.15) that 
! fL-d (0 -=c 01, d < 0) W,(L) = -fa--d (a < 0, d > 0) 1 (Idol-d<R) (3.9) 0 (otherwise). 
From this can be deduced 
LEMMA 2. The operators 
w-l+1 9 W-k,, 9***> w-1 , wo 2 Wl ,*-*, w, (3.10) 
do not vanish on 2. The operator W,, is nonzero (=I) on 2 also in the case 
Z = -1; with this exception, all W’s not listed in (3.10) vanish on 2. 
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We omit the proof, but note the particular case of W,, : 
Thus,on2,W,=Oifandonlyifk=OandW,=Iifandonlyif2=-1. 
With the help of this lemma the minimal orders of the poles of R(*, T) at 
0 and 1 can be found. We have: 
THEOREM 3. Let T be a bounded summation operator on a, and let m, 
and m, be the orders of the poles of R(-, T) at 0 and 1, respectively. Then 
for m, = 0 it is necessary that 1 = -1, and suficient that also % = 2, while 
for m, = k + 1 + 1 it is necessary and su$icient that W,,, f 0. 
Similarly 
k<m,<k+l+l; 
for m, = 0 it is necessary that k = 0, and suficient that also ‘% = 2, while 
for m, = k + I+ 1 it is necessary and su@cient that W-(k+l) f 0. 
PROOF. In (3.7) the only terms which contribute to the residues at 0 and 1 
are those involving I and W, : we have 
k+i (A _ l)d-1 
R(h, T) = IT + c 
Cl=1 
Ad+1 
(3.11) 
By Lemma 2, W, ,..., W, do not vanish on 2, so R(X, T) has a pole of order 
I + 1 at 0 when ‘% = 2, and of at least this order in the general case. Clearly 
then 1 = -1 is necessary for m, = 0; and since W,, = I when ‘%I = 2, 
1 = -1 and QI = 2 are sufficient conditions for m, = 0. The results for 
ml follow by similar arguments.// 
We note the following special cases. 
(i) The case k = 1,l = -1 gives Sp(t) = (1) and t = e, and (3.1) 
becomes 
R(h, T) = v + & ; (3.12) 
T # 0 since Te = t # 0, and 1 is a simple pole, while 0 is a simple pole 
if T f I. If ‘8 = 2, then T = I. In any case T is idempotent, being a 
residue. 
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(ii) The case K = 0,Z = 0 gives Sp(t) = (0) and t = 0, and we get (3.12) 
again; T f I, 0 is a simple pole, while 1 is a simple pole if T f 0. If ‘Lz = 2, 
then T = 0. In any case T is idempotent. 
It will be noticed that there is a symmetry in the particular cases, under 
the transformation T --f 1 - T on the set of summation operators. 
The case where T is regular is of interest. This is the case m, = 0; and 
(3.11) shows that necessary and sufficient conditions for R(*, T) to be 
holomorphic at 0 are 
1 = -1, w, = I, w, = w, = a** w,-, = 0. (3.13) 
(If also k = 1, this amounts to T = W, = I.) Now for I = -1, W, = I 
gives Ci=, T(xf,) f, = x, which is equivalent to 
T(xL)A = xh (a 7 1, 2 )...) k). 
Likewise W, = 0 gives Ci:i T(~fe+~)fe = 0, which is 
T(~f~)f~-~ = 0 (a = 2, 3,..., k); 
and there are similar results from the other equations in (3.13). Taking these 
together, we have 
COROLLARY. Necessary and suficient conditions for T to be regular are: 
I= -1; T(xf,) f, = xf, (y = 1, 2,..., K); 
Wcfa) f, = 0 (1 < /3 < 01 < K). 
(3.14) 
The reader may now wish to turn to Section 6, where these results are 
applied to endomorphisms. Sections 4 and 5 contain further comments 
on summation operators. 
4. REPRESENTATIONS OF T 
The results of Section 2 describe the simple representation of T on the 
subalgebra 2, but this, being finite-dimensional, may be only a small part of 
the whole algebra. The appropriate way of extending this representation to 
Cu is not clear, and we content ourselves here with some comments on the 
properties of the operators which appear as coefficients in the formulas for 
R(k T). 
First, it is clear that 9l is expressible as a direct sum 
‘a = 2lf-, @ %f-l+l@ .‘. 0 2If* 
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of left ideals, using the idempotents fU from the spectral representation of t. 
Introduce the notation 
so that 
Fe, = WXx , F, = F,, = R,TR, , 
Fe+ = TMJ.h 3 W, = C FE, - 
a.!3 cc-,8=d 
If u E ‘iXfa , FaBu is the component of Tu in 21fo . Since C R, = I, we can 
write T and its resolvent in the form 
T = 5 Fas, R@, T) = ;I + c (’ ,;l’“-’ C FarB ; (4.1) 
ar,s=-z &A a,6 
a-B=d 
and also in the form 
k+l 
T= c W,, R(h, T) = ; I + y (’ &;j’-’ W, . (4.2) 
d=-(k+Z) d=-(k+l) 
Together with 0, the operators fF,, for 01, ,B = --I,..., k constitute a 
multiplicative subsemigroup of b(‘3). In fact, it follows immediately from 
the definition and the pairwise orthogonality of the f’s that 
FaBF,,, = 0 if a * 6. (4.3) 
By substituting y = fe in [*] and considering the various cases which arise 
from (2.15) we can show that 
Various algebra identities satisfied by the F’s can also be found if ‘3 is 
commutative. Thus from the definition we have, for all x, y E 9l, 
F,,x - F,,y = 0 if B#S, 
F#,,x * Y> = 0 if ol#S. 
(4.5) 
Again, from [*] with xfa and yf, in place of x and y, we get after multiplying 
by fo 
VfJ fs . WAJfs = TV’(xfa)f, . rf, + x . T&f,) fa - vfaf,l fs 3 
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that is 
F,,x *&BY = Fy@ayx . Y) + Fcdx *F,~Y) (a f Y), 
FE,+ . F,, y = F&Fax * Y + x - F,Y - XY) (a= Y). 
(4.6) 
Thus when ‘$I is commutative each F, is a summation operator, while Far0 
for (Y f p satisfies an identity superficially like the summation identity but 
distinct from it. 
Except when t is idempotent, there exist nonzero operators Fe0 with 
01 f /3. Thus in general the ideals 2I& in the direct-sum representation of M 
are not invariant subspaces of T. 
We remark that the operators F, (cx = --I, - 1 + l,..., K) and W, are all 
idempotent, and if Cu is commutative then W, as well as the FE’s is also 
a summation operator. For we saw in Section 3 that the residue of R(*, T) at 
1 is IV,, ; thus W,, is idempotent. But W, = &Fs . Multiply Woz = W, by 
R, , to get R,TR,TR, = R,TR, , i.e., Fe2 = F, . Suppose 2X is commutative. 
We have already observed that F, is a summation operator. Using this fact, 
simple cases of (4.5) and W, = C F, , we can show that W, also satisfies the 
summation identity. 
The first equation of (4.2) g ives another representation for T. One can 
obtain a set of identities which the W,s satisfy. One way to find a necessary 
and sufficient set is to deduce from [*] the form of identity satisfied by 
R,, = R(X, T), namely 
R,(q) - R,x . y - x . R,y + (2X - 1) R,x . R,y - A(X - 1) R,(Rg . R,y) = 0, 
to substitute for R, in this using (4.2)) and then to compare coefficients of 
powers of (A - 1)/X. Th e resulting identities are very complicated. 
5. CONDITIONS FOR IDEMPOTENCY 
It has been shown by J. F. C. Kingman [4] that for an idempotent 
summation operator on ‘8 the range and nullspace are both subalgebras of 2l; 
and conversely, that a bounded idempotent operator whose range and 
nullspace are subalgebras necessarily satisfies the summation identity. 
Kingman calls these idempotent summation operators Wendel operators. 
Their importance in queueing theory, for example, makes the condition 
for idempotency of summation operators of some interest. Not unnaturally, 
this condition is closely related to properties of t. 
First, it is easily seen that if T is idempotent, hen so is t. In fact, if T2 = T 
then Tt = T2e = Te = t; also [*] with x = y = e gives t2 = T(2t) - t, 
so t2 = t. 
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The converse does not hold. In fact suppose t2 = t. Then either Sp(t) = (0) 
and t = 0, or Sp(t) = (1) and t = e, or Sp(t) = (0, l}. In the latter case 
I = 0 and k = 1, so by Lemma 2 only lV,, of all the W’s does not vanish on 
2; then (3.7) becomes R(X, T) = Xpi(1 - W,,) + (h - 1)-l W,, on 2, so that 
T 1% is idempotent; however R(*, T) will have double poles at 0 or 1, and so 
Twill not be idempotent, unless W-, = W, = 0, i.e. T(xfi)fO = T(xfO)fi = 0 
for all x E 21. 
An elegant condition for idempotency for T is in terms of the scaZur 
subalgebra of T, 
G(T) = {CZ E 2I : T(ax) = aT(x), T(xa) = T(x)a for all x E 2l}. 
G(T) is of course defined for any operator on ‘u, and is a subalgebra; when T 
is a summation operator, the identity [*I with y = e can be written 
TX . t - T(xt) = (T2 - T)(x) 
and likewise we have 
t . TX - T(tx) = (T2 - T)(x). 
These equations show that T is idempotent if and only if t E G(T). 
The converse in Theorem 1 together with the preceding remarks show 
that nonidempotent summation operators certainly exist. 
It was shown at the end of Section 4 that W, and the Fu’s are Wendel 
operators when 21 is commutative. 
6. ENDOMORPHISMS ON '2I 
We recall that the term endomorphism means here an operator H belonging 
to B(2I) and satisfying 
H(xy) = Hx . Hy (6.1) 
for all x, y E 2l. The formal connection 
T = (I - H)-’ (6.2) 
which relates an endomorphism H to a summation operator T, first observed 
by Atkinson in [5], p. 16, requires, when both operators are assumed bounded, 
that 1 E Res(H) and 0 E Res(T). Th is is a somewhat severe restriction upon 
its applicability in the present context, but it has some consequences worth 
noting. (That (6.1) and [*] are formally related through the equation (6.2) 
can be verified quite simply.) I must thank Mr. R. J. Loy for part of the 
following result. 
LEMMA 3. Every quasinilpotent endomorphism is nilpotent. 
If H is an endomorphism on !!I, then at least one of the numbers 0 and 1 
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belongs to Sp(H), and if one is in Res(H), the other is in PtSp(H). In fact, if 
1 E Res(H), then H is nilpotent, and 0 is a pole of I?(*, H). 
PROOF. Let H be a quasinilpotent endomorphism. Since 
II Hn II = sup{II H”x II : II x II < 1) 3 II Hne II, 
jl Hne j/ --f 0 as n + 00. But for each n, Hne is an idempotent, and so 
II Hne 11 is either 31 or is 0. Hence Hke = 0 for some k > 1, and this 
implies Hk = 0. 
Suppose 0 E Res(H). Then H has range 21; but Hx = Hx . He = He. Hx 
for all x E 21, so He = e, and 1 E PtSp(H). 
Suppose instead that I E Res(H). Then T = (I - H)-l belongs to 23((u) 
and, since it is an summation operator, Sp(T) C (0, l} by Theorem 2. But 
0 E Res(T), so Sp(T) = {I}. Let f(A) = 1 - l/h. The spectral mapping 
theorem gives Sp(H) = Sp(f(T)) = f(Sp(T)) = (0). Thus H is quasi- 
nilpotent and so nilpotent. Also 
WH)=&+$); (6.3) 
since 1 is a pole of R(*, T), it follows that 0 is a pole of R(., H).// 
Conversely, suppose that H is a nilpotent endomorphism. Then 
Sp(H) = (0) and so T = (I- H)-l is a regular summation operator. 
Thus (6.2) defines a one-to-one correspondence between the regular 
summation operators and the nilpotent endomorphisms on ‘QI. 
Let H be a nilpotent endomorphism, and let k, I, fa , W, ,..., refer to the 
corresponding T. The Corollary to Theorem 3 shows that I = - 1, and we 
have Sp(Te) = {1,2,..., K} where K 3 2 if H f 0 (cf. case (i) following 
Theorem 3). A simple calculation from (2.15) shows that 
Hfw = fE+l (a = 1, 2 ,..., k - l), Hfk = 0. (6.4) 
Also Theorem 3 shows ml = K. From this we can deduce that Hk = 0, 
Hk-l f 0. In fact, from (6.3) and (3.11) we have 
1 1 
w4 H) = x--l1 + (A _ 1)2 -qj& T) 
=;I.kil&we-d 
d=l 
(6.5) 
and w-,+r f 0, so R(*, H) has a pole at 0 of order exactly k. 
Comparing (6.5) with the usual resolvent series, we get 
H” = W--d (d = 0, 1, 2 ,..., k - 1). 
4Q9/25/3-4 
520 MILLER 
The case d = 1 gives, for arbitrary x E %, 
Hx = WewIx = &Fe-,,, x = T(‘TfJf2 + T(Xfi)fi + **- + Wf7c,)f7c *
This formula provides a decomposition for Hx in terms of the direct sum 
decomposition ‘8 = ‘31f1 @ %f2 @ *a* @ 21jk. It also shows that H maps 
into the direct sum of the last k - 1 summands. More generally, Hd maps 
into %fd+l @ **- @ 21fk, i.e., 
Hdx.f,=O (1 <ol<d<k). F-6) 
Finally we observe that He = H( fi + *** + f,J = fi + *** + fk = e - fi. 
This leads to the following description of H: 
THEOREM 4. If H is a nilpotent endomorphism, f 0, then there exists in 2I 
an idempotent fi f 0, e, namely (I - H)e, such that fI together with fo+l = Ha& 
(lx = 1, 2,..., k - 1) f orm a set of nonzero pairwise orthogonal idempotents 
with sum e, while Hk = 0. The ranges of H and itspowers satisfy (6.6). 
Except for (6.6), the theorem can be proved easily without reference to 
summation operators; for given the definitions of fi and fE , the stated 
properties follow by appropriate use of (6.1). 
If 2I = 5, that is, % has { fi , fi ,..., fk} f or a basis, then under the matrix 
representation of Section 2, H is given by the k x k matrix with ones in the 
first subdiagonal and zeros elsewhere. 
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