In functional data analysis (FDA), covariance function is fundamental not only as a critical quantity for understanding elementary aspects of functional data but also as an indispensable ingredient for many advanced FDA methods. This paper develops a new class of nonparametric covariance function estimators in terms of various spectral regularizations of an operator associated with a reproducing kernel Hilbert space. Despite their nonparametric nature, the covariance estimators are automatically positive semi-definite without any additional modification steps. An unconventional representer theorem is established to provide a finite dimensional representation for this class of covariance estimators, which leads to a closed-form expression of the corresponding L 2 eigen-decomposition. Trace-norm regularization is particularly studied to further achieve a low-rank representation, another desirable property which leads to dimension reduction and is often needed in advanced FDA approaches. An efficient algorithm is developed based on the accelerated proximal gradient method. This resulted estimator is shown to enjoy an excellent rate of convergence under both fixed and random designs. The outstanding practical performance of the trace-norm-regularized covariance estimator is demonstrated by a simulation study and the analysis of a traffic dataset.
Introduction
In recent decades, functional data analysis (FDA) has received substantial attention and become increasingly important especially as the advent of "Big Data" era. Representative monographs on FDA include Ramsay & Silverman (2005) , Ferraty & Vieu (2006) , Horváth & Kokoszka (2012) , and Hsing & Eubank (2015) . Typically functional data are collected from n curves {X i : i = 1, . . . , n} that are regarded as independent copies of a real-valued L 2 stochastic process X defined 1 arXiv:1701.06263v1 [stat.ME] 23 Jan 2017 on a compact domain T with mean function µ 0 (t) = E{X(t)}, t ∈ T , and covariance function C 0 (s, t) = cov{X(s), X(t)}, s, t ∈ T . In reality, due to discrete recording and the presence of noise, the data are often represented by {(T ij , Y ij ) : i = 1, . . . , n; j = 1, . . . m i }, where m i is the number of observations from the i-th curve X i , and Y ij is the noisy observation from X i measured at the discrete time point T ij , i.e., Y ij = X i (T ij ) + ε ij . Here {ε ij : i = 1, . . . , n; j = 1, . . . m i } are independent errors with zero mean and finite variance. For simplicity and without loss of generality we assume m i = m for all i.
Among various population quantities, the covariance function C 0 is fundamental in FDA. Generally C 0 has two major roles. It is not only an important quantity that characterizes the temporal dependency (Yao et al. 2005a , Zhang & Chen 2007 , Li & Hsing 2010 , Zhang & Wang 2016 ), but also a building block for more advanced approaches in FDA such as functional principal component analysis (FPCA) and functional linear regression (Yao et al. 2005b . Hence the FDA literature that involves covariance function estimation may accordingly be categorized into two types depending on the role of C 0 . As for the estimation of C 0 , a variety of nonparametric methods have been proposed, such as local polynomial smoothing (Li & Hsing 2010 , Zhang & Wang 2016 ), B-splines (James et al. 2000 , Rice & Wu 2001 , Paul & Peng 2009 ), penalized splines (Goldsmith et al. 2011 , Xiao et al. 2013 , and smoothing splines (Rice & Silverman 1991 ).
Positive semi-definiteness is an essential characteristic of covariance functions. Therefore, a valid covariance estimator is usually desired to be positive semi-definite, especially when this estimator is involved in subsequent analyses. See Yao et al. (2005b) and Section 6 for examples. Meanwhile, it is also appealing if a covariance estimator is of low rank since this will encourage dimension reduction, alleviate computational and storage burdens, and facilitate simple interpretations. In addition, low rank is often needed in trajectory prediction and some other advanced FDA methods (e.g., Yao et al. 2005a , Delaigle & Hall 2012 , Jiang et al. 2016 . Unfortunately, a majority of existing methods in FDA cannot directly produce a covariance estimator that is positive semi-definite or of low rank. Hence a two-step procedure is typically performed in order to achieve at least one property, where a constraint-free covariance estimator is first obtained, then followed by a reconstruction step (e.g., via FPCA and truncation). See Hall & Vial (2006) and Poskitt & Sengarapillai (2013) for instances. This two-step procedure, however, is unfavorable since it not only complicates the theoretical analysis of the final estimator, but also makes computation unstable due to the non-smooth truncation.
In this paper, we utilize a reproducing kernel Hilbert space (RKHS) framework to achieve a coherent "one-step" covariance estimation procedure such that the resulted estimator is automatically both positive semi-definite and of low rank. The application of RKHS has gained popularity recently in FDA (e.g., , Zhu et al. 2014 , Wang & Ruppert 2015 . In the same vein as penalized splines (e.g., Pearce & Wand 2006) and smoothing splines (e.g., Wahba 1990 , Eggermont & LaRiccia 2009 , Gu 2013 , we suppose that the sample path of X belongs to a RKHS H(K) defined on T , with a continuous and square-integrable reproducing kernel K(·, ·) defined on T × T . A key property of K is the so-called reproducing property:
, for any t ∈ T and f ∈ H(K).
Moreover, K also uniquely determines the inner product and norm of H(K), denoted by ·, · H(K) and · H(K) respectively. A canonical example of RKHS is the r-th order Sobolev-Hilbert space on T = [0, 1]:
equipped with the squared norm
In this paper, we use W 2 in all numerical implementations, but establish theoretical results for W r , r ≥ 2, with general equivalent norms.
The RKHS framework was also used by for covariance function estimation, which is perhaps the most related work to ours. This will be made clear that their estimator is a non-positive semi-definite version of a special case in our general spectral regularization framework.
Under the assumption E X 2 H(K) < ∞, they showed that C 0 ∈ H(K ⊗ K), where H(K ⊗ K) is the tensor product RKHS equipped with the norm · H(K⊗K) and the reproducing kernel
This suggests a tensor product RKHS modeling of C 0 , which we also adopt in this paper. With slight abuse of notation, we hereafter also use the notation ⊗ to denote the tensor product of functions, i.e., f ⊗ g(s, t) = f (s)g(t). proposed to estimate the covariance function C 0 by solving
where is a convex and smooth loss function characterizing the fidelity to the data, and λ > 0 is a tuning parameter for the penalty term. Unfortunately, this approach cannot ensure the covariance estimator to be positive semi-definite or of low rank, so the aforementioned two-step procedure must be performed to improve the estimator.
We propose a new class of tensor product RKHS covariance estimators via a variety of spectral regularizations of an operator on H(K). The spectral regularizations generalize the penalty in (1), and can easily enable low-rank modeling, e.g., when the trace-norm penalty is used. The estimation framework respects the semi-positivity structure of covariance functions by imposing a constraint, so the resulted estimator automatically inherits this characteristic. Given any penalty, the covariance estimator is obtained by one step, which can reduce the computational and theoretical complexities of the two-step method. We establish a representer theorem to provide a finite dimensional representation for this class of covariance estimators, which makes the estimation procedure practically computable. Compared with its classical counterparts (e.g., Wahba 1990 , the representer theorem is unconventional due to the semi-positivity constraint and a wide range of regularizations (e.g., trace-norm regularization). As a byproduct of the representer theorem, a closed form of the L 2 eigen-decomposition admitted by the covariance estimator can be easily obtained, without any numerical approximations needed in common FPCA approaches.
To promote dimension reduction, we particularly focus on trace-norm regularization to additionally encourage low-rank estimation. The corresponding objective function involved in the estimation framework is convex but non-differentiable. An efficient algorithm is developed for this optimization problem based on the representer theorem and the accelerated proximal gradient method (Beck & Teboulle 2009) . Note that, asymptotically, the use of trace-norm regularization does not rule out the cases when C 0 is of high or infinite rank. Irrespective of the true rank, our estimator is consistent with the optimal convergence rate, up to some order of log n, as implied by the theoretical results below.
Despite the lack of a closed-form solution due to the semi-positivity constraint and possibly nondifferentiable penalties, we develop the empirical L 2 rate of convergence for covariance estimators in the tensor product Sobolev-Hilbert spaces. This result is broad since it allows for a variety of spectral regularizations, including the trace-norm regularization and others, and incorporates both fixed and random designs. Generally, the rate is comparable to the optimal rate of standard twodimensional nonparametric smoothers. If X is additionally periodic, we can improve our results significantly such that the optimal one-dimensional nonparametric rate, up to some order of log n, is attained. For periodic functional spaces, when the data are sparse, i.e., m < ∞, the rate of convergence is comparable to the minimax rate obtained by and the L 2 rate achieved by Paul & Peng (2009) . Different from these two pioneer works, our objective function is not necessarily differentiable, which thus requires separate theoretical treatments. Our theoretical results are established in terms of empirical processes techniques. The success of the relevant proofs depends on the upper bound of the entropy for tensor product Sobolev-Hilbert spaces, which is the first appearance in the FDA literature to our best knowledge.
The rest of the paper is organized as follows. The proposed methodology for covariance function estimation is presented in Section 2. Computational issues and theoretical results are given in Sections 3 and 4 respectively. The empirical performance of the proposed approach is evaluated by a simulation study in Section 5 and a real data application in Section 6. Additional materials, includ-ing technical details and further algorithmic descriptions, are provided in a separate supplemental document.
Methodology

Spectral decomposition on RKHS
We first introduce spectral decomposition on RKHS and then define a variety of spectral regularizations which we will use to obtain a class of covariance function estimators.
For a bivariate function C(·, ·) on T × T , define its transpose, denoted by C , as C (s, t) = C(t, s) for any s, t ∈ T . Due to the symmetry of covariance functions, we focus on the space
Note that C H(K⊗K) < ∞ since C ∈ S(K) and that the Hilbert-Schmidt norm of C C coincides with C H(K⊗K) . Therefore, C C is a Hilbert-Schmidt operator and hence admits a spectral decomposition. In Section 2.2, we will define a penalty function based on this spectral decomposition.
In the FDA literature, the spectral analysis is often based on the Hilbert-Schmidt integral
There are two reasons why we adopt C C instead of L C . First, C C is more aligned with the RKHS modeling of X, especially when the inner product of H(K) is chosen to mimic the physical reality. Many examples can be found in the work on L-splines, e.g., Chapter 4.5 in Gu (2013) and Chapter 21 of Ramsay & Silverman (2005) . Second, using C C enables a finite dimensional representation of our proposed covariance estimators as in Theorem 1 below, and thus simplifies its practical computation.
Spectrally regularized covariance estimator
For any C ∈ S(K), let τ 1 (C), τ 2 (C), . . . be the eigenvalues corresponding to the spectral decom-
We propose the following covariance estimator:
where
is a convex and smooth loss function, λ > 0 is a tuning parameter, and Ψ(C) = k≥1 ψ(|τ k (C)|) with ψ being a non-decreasing penalty function satisfying ψ(0) = 0 (Abernethy et al. 2009 ). We assume that depends on C through {C(T ij , T ik ) : i = 1, . . . , n; j, k = 1, . . . , m}. The choice of ψ, and thus Ψ, is broad. In below we list a few interesting forms and briefly discuss their effects on the corresponding estimator.
is the rank of the operator C C . This penalty obviously encourages a low-rank solution. However, the minimization (4) is now difficult owing to its non-convexity, and over-fitting may occur since no regularizations are imposed on non-zero eigenvalues.
Example 2 (Hilbert-Schmidt-norm regularization). If ψ(τ ) = τ 2 , Ψ(C) becomes the squared Hilbert-Schmidt norm of the operator C C , which equals C 2 H(K⊗K) . Similar to the 2 -norm regularization for vectors, the Hilbert-Schmidt-norm regularization ensures the convexity of the objective function in (4), but does not encourage sparsity in eigenvalues, so the resulted covariance estimator is usually of high rank. used this regularization as in (1), but did not impose the constraint C ∈ S + (K), so a positive semi-definite covariance estimator was not guaranteed.
is the trace norm of C C , which is a convex relaxation of its rank. Similar to the celebrated 1 -regularization for vectors and the trace-norm regularization for matrices the trace-norm penalty Ψ for operators not only promotes the sparsity of eigenvalues and hence low-rank solutions, but also regularizes non-zero eigenvalues.
The minimization (4) now becomes a convex optimization which allows leveraging many recent developments in non-smooth convex optimizations (e.g., Beck & Teboulle 2009 ) to achieve feasible computations. See Section 3 for more details.
Obviously the penalty Ψ(C) generalizes the regularization as in (1). Regardless of the form of Ψ(C), the covariance estimator obtained by (4) is always positive semi-definite since the solution to the minimization (4) is searched only within S + (K).
Representer theorem
Since commonly used H(K), including W r , are infinite dimensional, solving (4) is typically an infinite dimensional optimization problem. Therefore,Ĉ is of little practical value if a finite dimensional representation, based on data, is unavailable. To address this, we provide a representer theorem which holds for the entire class of estimators defined in (4).
Theorem 1 (Representer theorem). If the solution set of (4) is not empty, then there always exists a solution lying in the space
Moreover, the solution takes the form:
where A is a N × N symmetric matrix and
Classical representer theorems (e.g., Wahba 1990), as adopted in , do not cover the scenario addressed by Theorem 1 due to the semi-positivity constraint and a wide choice of regularizations, e.g., the trace-norm regularization. To show this theorem, we significantly utilize the fact that the spectral analysis is based on the RKHS geometry. This is the main reason for using the operator C C in (2) instead of L C in (3). We remark that the conclusion of Theorem 1 also holds when the semi-positivity is not imposed, i.e., S + (K) is replaced by S(K) in (4). In Section 5, this fact will be used to compute unconstrained estimators for comparison.
At a first glance, a significant number of scalar parameters ((N + 1)N/2) is involved in (5).
However, if a low-rank inducing penalty, such as the trace-norm regularization, is used, the resulted estimator is often of low rank, which will benefit computation and storage in its estimation, and subsequent uses. In Section 3, we particularly focus on developing an efficient computational tool when the trace-norm regularization is imposed in (4).
Parametrization
By Theorem 1, we are able to parametrize the solution to (4) in terms of a finite dimensional representation since it suffices to merely focus on covariance functions of the form
The eigenvalues of the operator C C , {τ j (C) : j ≥ 1}, are the eigenvalues of the matrix
The matrix M provides a representation based on an orthonormal basis (of K) {v 1 , . . . , v q }:
Then the loss function depends on C through [C(T ij , T ik )] 1≤j,k≤m = M i BM i for i = 1, . . . , n. Compared with A, the new parametrization B is unique even when {T ij : i = 1, . . . , n; j = 1, . . . , m} are not all unique. Now (4) can be rewritten as arg min
where S + q is the set of all q × q positive semi-definite matrices,˜ (B) = ( 2.5 Closed-form expression of L 2 eigen-decomposition By Mercer's theorem, we can represent an arbitrary covariance function C ∈ S + (K) in terms of the typical spectral decomposition via the L 2 inner product, i.e., C(s, t) = k≥1 ζ k φ k (s)φ k (t), where In contrast, due to Theorem 1, our covariance estimator posseses a closed-form expression of this eigen-decomposition so that such computational complication can be avoided.
Following the notations in Sections 2.3 and 2.4, let
. Similar to Lemma 3 of , onceB is obtained from (6), the L 2 eigenfunctions ofĈ =
The L 2 eigenvalues ofĈ coincide with those of R 1/2B R 1/2 , and the number of nonzero eigenvalues is the same as the rank ofB.
Computational issues for trace-norm regularization
To achieve a desirable low-rank covariance estimator, we develop an algorithm when the trace-norm regularization is used.
Algorithm
With the trace-norm regularization in (4), it is equivalent to solving the convex optimization arg min
where · * represents the typical trace norm for matrices. We can also rewrite (7) as arg min
Here S q represents the set of all q × q matrices.
The objective function in (8) Denote its inverse by svec −1 . We writeˇ (b) =˜ (svec −1 (b)) for any b ∈ R q(q+1)/2 . The APG algorithm of our case involves the proximal operator prox ν :
= svec arg min
for any b ∈ R q(q+1)/2 and ν > 0. Here · E and · F represent the Euclidean norm and the Frobenius norm respectively. The following proposition states the closed-form solution of this proximal operator.
Proposition 1. For any ν > 0 and b ∈ R q(q+1)/2 with eigen-decomposition svec −1 (b) = P diag(b)P ,
Due to this closed-form solution, we can avoid the application of an inner numerical optimization within every iteration of the APG algorithm. The proof uses the same technique as in the proof of Lemma 1 in Mazumder et al. (2010) , and is thus omitted.
The standard APG method requires the knowledge of the Lipschitz constant of ∇ˇ , which directly relates to the step size in each iteration of the algorithm. For many choices of the loss function , the corresponding Lipschitz constant of ∇ˇ is difficult to obtain. Moreover, even when the Lipschitz constant is known (e.g., the choice of described in Section 3.2), the algorithm usually suffers from conservative step sizes (Becker et al. 2011) . Algorithm 1: The APG algorithm with backtracking for trace-norm-regularized covariance estimation Input:
A similar algorithm can be obtained for (4) coupled with the Hilbert-Schmidt-norm regularization, which will be implemented in Section 5 for a direct comparison. Details are given in Section S1 of the supplemental document.
A choice of
Hereafter, we adopt the following quadratic loss function
where Z ijk = {Y ij −μ(T ij )}{Y ik −μ(T ik )} andμ is an estimator of the mean function µ 0 . Since
up to an additive constant independent of B.
, ρ is an operator setting the diagonal entries of its input to zero, and
withĨ ∈ R q×q consisting of elementsĨ ij = I(i = j). With straightforward derivations, one can obtain the closed-form expressions ofˇ and ∇ˇ as required in Algorithm 1, which we omit here.
Asymptotic properties
In this section, we develop the empirical L 2 rate of convergence for a variety of spectrally regularized covariance estimators in the tensor product Sobolev-Hilbert spaces. This result is broad since it incorporates both fixed and random designs, and also allows for a variety of spectral regularizations, including the trace-norm, Hilbert-Schmidt regularizations and others.
Assumptions
Without loss of generality, we take T = [0, 1]. Below we establish the asymptotic properties for the r-th order Sobolev-Hilbert space on [0, 1] where r ≥ 2, i.e.,
The space H(K) is equipped with squared norm g 2 = r v=0 1 0 {g (v) (t)} 2 dt. The asymptotic results also hold for its equivalent norms, e.g.,
We list the assumptions needed for the asymptotic properties as follows.
Assumption 1. C 0 = 0 and C 0 ∈ F ⊆ H(K ⊗ K) where F is the hypothesis space for estimation.
Assumption 2. The time points {T ij : i = 1, . . . , n; j = 1, . . . , m} are either fixed or random, and are independent of {X i : i = 1, . . . , n}. The errors {ε ij : i = 1, . . . , n; j = 1, . . . m} are independent of both {T ij : i = 1, . . . , n; j = 1, . . . , m} and {X i : i = 1, . . . , n}.
Assumption 3. For each t ∈ [0, 1], X(t) is sub-Gaussian with a parameter b X > 0 which does not depend on t, i.e., E(exp{βX(t)}) ≤ exp{b 2 X β 2 /2} for all β > 0 and t ∈ [0, 1].
Assumption 4. For each i, j, ε ij is sub-Gaussian with a parameter b ε independent of i and j.
As shown in , C 0 ∈ H(K ⊗ K) under the assumptions that X ∈ H(K) almost surely and E X 2 H(K) < ∞. Assumption 2 is standard in FDA modeling. Assumptions 3 and 4 are sub-gaussian conditions of the stochastic process and the measurement error.
Rate of convergence
We investigate the asymptotic property of a class of covariance estimators given bŷ
where Ψ(C) = k≥1 |τ k (C)| p for 1 ≤ p ≤ 2 and the loss function is chosen as (9). Apparently, the penalty term Ψ generalizes both trace-norm (p = 1) and Hilbert-Schmidt-norm (p = 2) regularizations. Moreover,Ĉ λ becomes the estimator by if F = H(K ⊗ K) and p = 2. For simplicity, we assume known µ 0 = 0 so we letμ = 0 and accordingly
For arbitrary bivariate functions g 1 and g 2 , define an empirical inner product and the corresponding empirical norm as follows:
Recall that we say a random variable
To accommodate the flexibility of the design T = {T ij : i = 1, . . . , n; j = 1, . . . , m} ∈ T nm , we
We first provide the empirical L 2 rate of convergence forĈ λ .
In Theorem 2, the asymptotic accuracy ofĈ λ is guaranteed for both fixed and random designs.
In particular, both independent and dependent designs are also allowed if the design is random. shows that the empirical L 2 rate of convergence ofĈ λ is comparable to that of standard twodimensional nonparametric smoothers. For example, the rate of convergence is n 1/3 for the second order Sobolev-Hilbert space, i.e., r = 2. The conclusion in Theorem 2 is generally true for all two-dimensional Sobolev spaces, but the rate is sub-optimal within the scope of tensor product Sobolev-Hilbert spaces. For periodic functions, however, we are able to significantly improve this rate by utilizing appropriate and specific entropy results for tensor product Sobolev-Hilbert spaces.
Theorem 3. Suppose that F ⊆ {C ∈ H(K⊗K) : C is a periodic function}. Under Assumptions 1-
Similar to Theorem 2, Theorem 3 also allows for both fixed and random designs. Theorem 3 demonstrates thatĈ λ can achieve the empirical L 2 rate of convergence for one-dimensional nonparametric estimation, up to some order of log n, although the target function C 0 is two-dimensional.
For instance, if we let r = 2, the rate ofĈ λ is (log n) −1/2 n 2/5 , which is much faster than the twodimensional nonparametric rate n 1/3 . For sparse functional data, i.e., m < ∞, up to some order of log n, the rate ofĈ λ is comparable to the minimax rate obtained by and the L 2 rate achieved by Paul & Peng (2009) for r = 4. However, the rates in both theorems are sub-optimal for functional data that are not sparse (Zhang & Wang 2016 ).
The covariance estimatorĈ λ defined in (10) does not have a closed form due to the possible nondifferentiability of the penalty term (e.g., when p = 1), and the flexibility of F. This explains the technical challenges and highlights the novelties of the proofs for Theorems 2 and 3. In Theorem 3, the particular structure of the tensor product RKHS accounts for the appealing rate of convergence ofĈ λ . The upper bound of the entropy for tensor product Sobolev-Hilbert spaces, as given in Lemma 1 of the supplemental document, is a crucial component for the technical success. To our best knowledge, this paper is the first one in the FDA literature that achieves this result.
Simulation experiments
Numerical experiments were conducted to illustrate the practical performance of the proposed methodology. We generated {X i : i = 1, . . . , n} where n = 200 from a Gaussian process with µ 0 (t) = 3 sin{3π(t + 0.5)} + 2t 3 and
φ 2 (t) = 2 1/2 sin(2πt), φ 3 (t) = 2 1/2 cos(4πt), and φ 4 (t) = 2 1/2 sin(4πt). We also sampled {T ij : i = 1, . . . , n; j = 1, . . . m} independently from the uniform distribution on [0, 1] and {ε ij : i = 1, . . . , n; j = 1, . . . m} independently from N (0, 0.01) to produce Y ij = X i (T ij ) + ε ij . We studied six settings in total, where L = 2 or 4, and m = 5, 10 or 20. In each setting, we simulated 300 datasets where we compared various covariance function estimators. Other than our proposed estimators, we also included popular alternatives, including the covariance smoothing estimators by local polynomial regression (Yao et al. 2005a ) and bivariate P-splines (Goldsmith et al. 2011) respectively. In these common alternatives, a raw smoothed estimate is first computed. Then a truncation step via FPCA is often applied to reconstruct a covariance function that is both positive semi-definite and of low rank. That means, the reconstructed covariance estimator, which we refer to as a two-step estimator below, takes the form: Table 1 shows the average integrated squared errors (aise) and average ranks of these covariance estimators over 300 simulated data sets. First, we restrict our attention to the first five methods which can all be regarded as variations of (4). AlthoughĈ CY andĈ HS share the same definition (1), they differ in various implementation details and hence the practical performance. However, their differences in aise are too small to affect the subsequent comparisons in this section, so hereafter it suffices to include onlyĈ HS , rather than both of them, to study rank reduction and the effect of the semi-positivity constraint.
When we compare the two pairs,Ĉ [−30, 120] , where zero marks the end of a game.
The vehicle counts of the 78 games are displayed in Figure 1 , where the mean function was estimated by smoothing splines with its tuning parameter determined by gcv. The estimated mean curve demonstrates a traffic peak that emerges at around 20 minutes after the end of a game.
This characteristic is consistent with the finding of Zhang & Wang (2015) and conforms to common sense.
We provided the covariance estimatorĈ To provide further insights of such phenomenon, we investigate the L 2 eigen-decomposition of C + trace . Due to the built-in low-rank estimation,Ĉ + trace is automatically of rank 5 without further truncation of eigenvalues. Its corresponding five L 2 eigenfunctions, as described in Section 2.5, are shown in Figure 3 (Left). The first eigenfunction explains over 80% of the total variance, i.e., the first eigenvalue is greater than 80% of the sum of all five eigenvalues. Therefore, the first eigenfunction plays a major role in the variation of the traffic profile. Of interest is that this eigenfunction possesses two peaks located near times 0 and 50, where the second peak is spanning over the time interval roughly between 30 and 120. This eigenfunction characterizes the high correlation we have observed between time 0 and the time interval between 30 and 120. Since a positive variation along this eigenfunction will add traffic to these two peaks, this implies that some audiences may choose to leave shortly after the game or even earlier, while some others take longer than usual to leave. As suggested by Zhang & Wang (2015) , one possible explanation for 
