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Manipulating image luminance to improve eye gaze
and verbal behavior in autistic children
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LouAnne Boyd1 ✉, Vincent Berardi1, Deanna Hughes1, Franceli Cibrian1, Jazette Johnson2, Viseth Sean1,
Eliza DelPizzo-Cheng3, Brandon Mackin1, Ayra Tusneem1, Riya Mody1, Sara Jones4 & Karen Lotich4

Autism has been characterized by a tendency to attend to the local visual details over surveying
an image to understand the gist–a phenomenon called local interference. This sensory processing
trait has been found to negatively impact social communication. Although much work has been
conducted to understand these traits, little to no work has been conducted to intervene to provide
support for local interference. Additionally, recent understanding of autism now introduces the
core role of sensory processing and its impact on social communication. However, no interventions to the end of our knowledge have been explored to leverage this relationship. This work
builds on the connection between visual attention and semantic representation in autistic children.
In this work, we ask the following research questions: RQ1: Does manipulating image characteristics
of luminance and spatial frequency increase likelihood of ﬁxations in hot spots (Areas of Interest) for
autistic children? RQ2: Does manipulating low-level image characteristics of luminance and spatial
frequency increase the likelihood of global verbal responses for autistic children? We sought to
manipulate visual attention as measured by eye gaze ﬁxations and semantic representation of
verbal response to the question “What is this picture about?”. We explore digital strategies to
ofﬂoad low-level, sensory processing of global features via digital ﬁltering. In this work, we
designed a global ﬁlter to reduce image characteristics found to be distracting for autistic people
and compared baseline images to featured images in 11 autistic children. Participants saw counterbalanced images way over 2 sessions. Eye gaze in areas of interest and verbal responses were
collected and analyzed. We found that luminance in non-salient areas impacted both eye gaze and
verbal responding–however in opposite ways (however versus high levels of luminance). Additionally, the interaction of luminance and spatial frequency in areas of interest is also signiﬁcant.
This is the ﬁrst empirical study in designing an assistive technology aimed to augment global
processing that occurs at a sensory-processing and social-communication level. Contributions of
this work include empirical ﬁndings regarding the quantiﬁcation of local interference in images of
natural scenes for autistic children in real-world settings; digital methods to ofﬂoad global visual
processing to make this information more accessible via insight on the role of luminance and
spatial frequency in visual perception of and semantic representation in images of natural scenes.

1 Chapman University, Orange, USA. 2 University of California, Irvine, USA. 3 Endicott College, Beverly, USA. 4 Speech and Language Development Center,
Buena Park, USA. ✉email: lboyd@chapman.edu
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ecades of research across several disciplines have considered differences in global processing as a core feature
of autism. Across various processing systems, such as
visual attention, sensory perception, and cognitive processing
style, scholars have reported hierarchical differences between
autistic and typical development. Atypical global processing has
been attributed to local interference (Rinehart et al. 2000; Song
and Hakoda 2015), weak central coherence (Happé et al. 2006;
Jolliffe and Baron-Cohen 1999), enhanced perceptual functioning
and the spatial frequency hypothesis (de Jong et al. 2008) or
differential use of spatial frequency (Koh et al. 2010). Essentially,
each theory describes local interference and attributes varying
mechanisms that range from stimulus saliency (e.g., stimulus
control) (Baisa et al. 2018, 2020; Guy et al. 2016) to executive
functioning (e.g., attention control) (Fan and Posner 2004). As
ﬁndings within and across mechanisms remain mixed across
studies, researchers tend to remain focused on basic science
rather than directly impacting the lives of autistic people
(Doehring 2021). However, there is an opportunity to support the
global processing via visual attention. Visual attention is linked to
difﬁculties with social processing. Also, poor global processing
can lead to semantic communication (Jolliffe and Baron-Cohen,
1999) as well as social challenges (Chawarska and Shic 2009;
Deruelle et al. 2004; Kihara and Takeda 2019; Robertson and
Baron-Cohen 2017), we hypothesize that ﬁltering a scene to
augment salient features could serve as an assistive technology—
thus empowering autistic children access to global visual information in the real world.
Therefore, in this work, we combine the current understanding
of local interference in autism research on several levels (e.g.,
vision, perception, cognition, neurology, speech, and language).
By synthesizing ﬁndings related to local interference, we explore
the feasibility of using a digital ﬁlter to shift one’s gaze path to
global features. To measure changes in visual attention, we collected verbal responses and eye movements.
Eye movements have been considered “a potential porthole
into… cognitive processes” (Toet 2006). Yet, eye movement via
eye trackers needs to be conﬁrmable as the gaze behavior of
attending is not readily observable (Dube et al. 2010), nor is
attending by looking at a stimuli a guarantee that the stimuli has
been processed (Liechty et al. 2003; Toet 2006). To address this
gap, we designed the think-see-say paradigm that included a
verbal response to capture the semantic representation of an
image as well as eye tracking as measures of global processing. All
three phases culminate in a real-word use case to support global
processing by working-around local interference.
Think phase
Thinking requires executive functioning which is challenged in
autism and is a core symptom of autism (Fan and Posner 2004).
Executive functioning is both automatic and purposeful. Automaticity and effort are combined in such a way that allows for
adaptive responses to novel complex situations across the day
Happé et al. 2006). Within these executive functions, there is
cognitive control (e.g., set-shifting, inhibition of responses) and
stimulus control (e.g., materials, time) (Fan and Posner 2004;
Happé et al. 2006). We leverage both concepts in this work as we
prime participants to assist with cognitive control.
Priming is an important component of cognitive control but
does not direct visual attention completely. Prompting for a
speciﬁc level of processing improves perception of that level
(Baisa et al. 2018), although cannot completely account for participants’ attentional control to suppress other features (Baisa
et al. 2018). For example, it is common in autism and developmental disorders to display overactive attention or overselectivity,
2

(Dickson et al. 2006; Ploog 2010; Rieth et al. 2015). Some behavioral interventions involve carefully prompting and shaping the
environment to guide overactive attention (e.g., Pivotal Response
Training, (Koegel and Wilhelm 1973)). To support cognitive
control, we prompted participants to verbally answer the question
“what is this picture about?” to prime for global responses.
See phase
To address stimulus control, we manipulate the image characteristics. We base our global ﬁlter intervention on research
that described local interference as a key phenomenon in autism (Gargaro et al. 2018; Katagiri et al. 2013; Rinehart et al.
2000; Robertson and Baron-Cohen 2017; Song and Hakoda
2015) that could be “worked around” as local processing is
intact. Local processing may become backlogged in the higher
order processing when increased complexity is required to
form a gist (Bertone et al. 2005; Grinter et al. 2010; Guy et al.
2016; Robertson and Baron-Cohen 2017). Other visual processes are also impacted in autism as well such as temporal
binding (Robertson and Baron-Cohen 2017) and processing
biological motion, which has been deemed a potential biomarker for autism (Kaliukhovich et al. 2020). However, temporal difﬁculties are a level of complexity beyond this
fundamental work. We target intervention at static stimuli as
there is still much debate over local interference in static
experimental stimuli (Baisa et al. 2020; Chawarska and Shic
2009; Courchesne and Pierce 2005; Gargaro et al. 2018; Grinter
et al. 2009; Gross 2005; Guy et al. 2016; Jolliffe and BaronCohen 1999; Katagiri et al. 2013; Koldewyn et al. 2013; Ploog
2010; Rieth et al. 2015; Rinehart et al. 2000; Song and Hakoda
2015). However, we examine visual attention to images of
scenes of the natural world as a step beyond experimental
stimuli, where little work has been conducted in autism. Natural images provide ecological validity, a critical consideration
for application of insights into the real world (Wang et al.
2015). Speciﬁcally, we examine the relationship between image
characteristics that make up the semantic features of an image
using semantic content, luminance, and spatial frequency.
Spatial frequency relates to social cognition as it, in part, drives
global processing (de Jong et al. 2008). Higher spatial frequency
has been associated with local detail processing whereas lower
spatial frequency support form and pattern perception (Ellemberg et al. 1999; Pasternak and Merigan, 1981), however both
high and low spatial frequencies code structure of an image
(Shulman et al. 1986; Shulman and Wilson 1987). Yet most
natural images are dominated by low spatial frequency (Hughes
et al. 1996). Subsequently, it is important to support global processing as autistic people may use spatial frequency differently
(Koh et al. 2010).
Given this nuanced ﬁnding that low level processing is both
intact and used preferentially, it is feasible that global processing
could be prioritized (Baisa et al. 2018). We hypothesize that
manipulating spatial frequency and luminance provide a preprocessing of global elements in the natural scene. Luminance like
spatial frequency is perceived in dual streams (Badcock et al.
2005). Higher luminance draws the eye early in visual processing.
Vision research conﬁrms this and adds a third pathway that
detects decrements to luminance (Badcock et al. 2005). Lastly, we
consider the interaction of luminance and spatial frequency as
spatial contrast sensitivity is dependent on luminance (Ellemberg
et al. 1999).
Say phase: semantic representation
Verbal speech is a response that is based on the culmination of
processing, language, and motor ability. Social communication is
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Table 1 Participant demographics: age, social pragmatic score and details.
P#

Age

CELF-4

Speciﬁc speech related challenges

P1
P2
P3
P4
P5

18
18
19
12
16

1
2
1.5
2
2

P6
P7

12
12

2.5
1

P8
P9
P10

11
15
9

1
1.5
2.5

P11

19

3

Social referencing difﬁculties, perspective-taking difﬁculties
Speech articulation difﬁculties, phonological challenges, grammar, and syntax difﬁculties
Syntax/grammar difﬁculties (e.g., not sure when to use a pronoun), no ASD
Delayed receptive and expressive language, perspective-taking difﬁculties
Cognitive rigidity, perspective-taking difﬁculties, expressive language formulation difﬁculties, vocab difﬁculties: understanding
and use
Expressive formulation difﬁculties, word ﬁnding difﬁculty, perspective-taking difﬁculties
Delayed response for language, expressive narrative language difﬁculty, language processing difﬁculties, perspective-taking
difﬁculties – genuine in what he says but cannot provide rationale
Cognitive rigidity, word ﬁnding difﬁculty, narrative language difﬁculty
Delayed response time due in part to dysﬂuency, expressive semantic challenges
Cognitive rigidity, (difﬁculty with transition – would not put on eye tracker), early sequencing difﬁculties, delayed response for
language
Delayed response time, language processing difﬁculties, pragmatic difﬁculties (difﬁculties with holding conversations, turn taking)

The CELF-4 rating is from 1–3 whereas 1 is mild and 3 is severe language disorder.

a pivotal skill (Koegel 2000) and is impacted by visual attention.
For example, researchers have found that one’s listening comprehension has been tied to tracking the same objects as a speaker
(Richardson and Dale 2005). For example, if we know where the
person is looking when speaking about a television program and
we make these aspects visually brighter, we can improve the
comprehension of the person who is listening to the speaker
(Richardson and Dale 2005). When we perceive these natural
scenes, global (big picture information) and local (details) are
dependent on lexical-semantic processing (i.e., the forest helps us
see the trees and the reverse is true) (Bouvet et al. 2011).
Therefore, the manipulation of the visual stimuli could have an
impact on the cognitive process (Richardson and Dale 2005),
which may be observable via a verbal response. At the onset and
after each stimulus presentation, we show a prompt that says
“what was the picture about” to demonstrate the level of processing employed. The literature purports that autistic children
demonstrate a preference for stimuli at the local level unless they
are instructed to do otherwise (Koldewyn et al. 2013). Therefore,
we instructed the participants to think globally by using the
prompt, “What was the picture about?”
In summary, we aim to provide real-world strategies to promote access to global processing by working around the low-level
characteristics related to local interference. We aim to integrate
many of these ﬁelds and carefully consider the task demands in
our study so that they will be useful for solving real world challenges for autistic people (Doehring 2021). To the best of our
knowledge, this is the ﬁrst empirical study in designing an
assistive technology aimed to augment global processing using a
sensory-ﬁrst perspective of autism (Robertson and Baron-Cohen
2017). This work builds on the connection between visual
attention and semantic representation in autistic children (Plesa
Skwerer et al. 2019). Contributions of this work include empirical
ﬁndings regarding applied research on quantifying local interference in autistic children in real-world settings and insight on
the relationship between visual perception and semantic
representation.
Our work aims to augment global processing by working
around the local interference as visual preference and visual
attention appear to remain locally-focused into adulthood
(Kaliukhovich et al. 2020), so this work aims to determine if
visual attention is changeable in individuals with ASD (Kaliukhovich et al. 2020). To answer this question, we manipulate
visual attention as measured by eye gaze ﬁxations and semantic
representation of verbal response.

RQ1: Does manipulating image characteristics of luminance and spatial frequency increase likelihood of ﬁxations
in hot spots (Areas of Interest) for autistic children?
RQ2: Does manipulating low-level image characteristics of
luminance and spatial frequency increase the likelihood of
global verbal responses for autistic children?
Methods
Study setting and participants. The current study was conducted
at a nonpublic school that specializes in speech and language
disorders. All children who attend this school automatically
participate in intervention programs that support language and
social interactions. We recruited 11 children who receive highly
specialized speech and language services related to social pragmatics and/or an autism diagnosis, ages 9–18. Ten of the eleven
have a special education eligibility of diagnosis of Autism. P3 does
not. They have a range of speech and language issues described in
Table 1: demographics. Parents returned a signed consent form
prior to the study, and children were asked to provide assent at
the onset of each session. Two sessions were conducted across
consecutive days to allow time between viewing of the image in
both baseline and ﬁltered conditions in the same sitting. We did
not screen for local interference, however, previous research
reports local interference to be likely (Gargaro et al. 2018;
Kaliukhovich et al. 2020; Katagiri et al. 2013; Koldewyn et al.
2013; Rinehart et al. 2000), and all participants had difﬁculty with
semantic and pragmatic language that are described in Table 1.
We also solicited a customized description of each participant’s
social-pragmatic language ability as no standard scale of language
that reﬂects global processing of our set of naturalistic images
exists. We make the widely accepted assumption that eye gaze, a
measure of one’s overt attention (observable through eye tracking
technology) reﬂects the participants’ covert attention (Liechty
et al. 2003).
Data collection
Collecting verbal response. An independent SLP created a scoring
category unique for this set of images and sample population that
answered, “What was the picture about”. Over the course of
2 months, 7 SLPs (2 senior SLPs, 5 masters students SLPs)
worked to achieve reliability using the scoring rubric. The ﬁnal
response categories contained a global description plus additional
relevant information. The scoring rubric ultimately contained
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Fig. 1 Example of baseline and ﬁltered image with heatmap of neurotypical viewing from OSIE open-source data set. Right image is a sample picture
from the OSIE dataset in its raw form. The middle image is the heatmap of neurotypical viewing, the left image is the ﬁltered version of the same image
using the global ﬁltered we created. This ﬁgure is not covered by the Creative Commons Attribution 4.0 International License. Reproduced with permission
of LouAnne E. Boyd; copyright © LouAnne E Boyd, all rights reserved.

ordered categories with scores ranging from 0 to 2 with
0 = incorrect/unrelated responses; 1 = irrelevant or local details;
and 2 = plausible global description. To be sure not to privilege
verbal responses that were superior in terms of level of vocabulary
or syntax use, the coders did not score responses regarding the
assumed gender of people in the photos nor correctness of prepositions, but simply the responses containing local details not
relevant to the gist of the scene.

session was conducted by the participant’s SLP. The SLP sat next
to the child, provided the introductory explanation at the start of
the session, and any redirection to look at the ﬁxation drift point
that was presented between stimuli. The slide presentation took
9 min per session. The cost of using the head mounted eye tracker
was the lack of alignment with the screen which necessitated hand
scoring. However, we believed the beneﬁt resulted in improved
ecological validity due to the natural setting.

Collecting eye gaze behavior. Participants wore a head mounted
eye tracker found at positivescience.com during the sessions. We
chose a head mounted device because it could be utilized in realworld settings. Calibration to align aspects of the screen with the
eye tracker occurred at the onset of every session (again, except
for P8 who did not choose to wear the eye tracker in session 1).
The calibration included gazing at ﬁve points on a calibration
screen. Calibration took approximately 2 min per participant.
Participants’ point of view video from the head-mounted device
was captured. The recording overlaid crosshairs on the image to
indicate eye gaze location. The think-see-say paradigm was presented as an auto-advancing PowerPoint on a 27-inch monitor
where the children sat approximately 23 inches from the screen.
Each image was presented for 3 s followed by a 7 s screen that
read “What was this picture about?” A familiar SLP sat next to the
participant to maintain their engagement.

Intervention: building the assistive technology
Given that machines are able to “see” objects in terms of objects
or proto-objects (Yanulevskaya et al. 2013), and can also predict
human eye gaze (Xu et al. 2014), we use these features to redirect
the visual attention eye gaze patterns found in autism (Wang
et al. 2015). Combining these concepts, we took inspiration to
create an assistive technology that could automate “seeing the big
picture” to prompt seeing the gist. Seeing the main components
of an image leads to understanding the picture as a whole unit.
We ﬁltered images by semantic saliency based on neurotypical
viewing to ensure we captured areas of initial processing by
humans rather than using a saliency ﬁlter algorithm (Perazzi et al.
2012). We lowered the spatial frequency by decreasing the pixellevel contrast.
In this work, we leverage previous research that provides the
heatmaps of natural viewing eye gaze of neurotypical (NT) adults
as a template for global features-as the ﬁrst moment of viewing is
considered to be a broad sweeping for global meaning (Spering
and Carrasco 2015). To create the ﬁlter, we digitally-manipulate
images by desaturating and blurring non-relevant detail, as
determined by heat maps of eye gaze of neurotypicals (NTs)
collected for a set of previously studied images, see Fig. 1.
Desaturation occurred in the same fashion where for every point
on the image; the corresponding point from the image’s heatmap
is used to determine the level of luminance to the relative degree.

Study design. The experimental design of the study was a 2 × 2
within group factorial design (baseline × ﬁlter, session one ×
session two) where we randomized the presentation of 50 images
in both their original form and counterbalanced with ﬁltered
versions. We presented across 2 days, so the same images were
not viewed in the same sitting. When we explained the study, we
walked through the task with three practice images and prompted
them to tell us, “What the picture was about” after each image
presentation. In the study, we played an automated PowerPoint
that showed the image, text appeared on the screen, “What is the
picture about?” We video recorded their verbal responses. Our
hypothesis was that the eye gaze ﬁxations would shift from
locally-salient areas (high pixel contrast) to globally-salient areas
(hot spots of the Areas of Interests in heat maps) in the ﬁltered
condition because of the manipulation in spatial frequency and
luminance, and that this would lead to a shift in verbal response
to the semantic priming prompt, “What is the picture about” to
more global responses in the ﬁltered condition as well.
Two sessions were conducted across consecutive days—except
for P9 who completed one session in the morning and one in the
afternoon. We employed simple randomization to determine for
each of the 50 images which would appear ﬁrst, (baseline or
ﬁltered). We purposely divided the study into two sessions to rule
out any possible carryover from seeing the same image in the
same sitting (in both baseline and ﬁltered condition). Each
4

Leveraging an open-source data set of natural images and
heatmaps of neurotypical ﬁxations. Natural viewing and viewing
natural scenes (images of the physical world versus hierarchical
ﬁgures) are important to consider as the low spatial frequency
makes up most of natural terrain and textures and are statistically
different from artiﬁcial stimuli such as random dot patterns
(Burton and Moorhead 1987; Field 1987; Hughes et al. 1996).
Human faces also fall into a low spatial frequency range (Hughes
et al. 1996; Kihara and Takeda 2019) and often noted as processed
differently in autism. Therefore, we used images of natural settings to support ecological validity.
The images come from an open-source repository with 700
images and their corresponding eye gaze heatmaps. The heatmaps
were produced using a model based on the aggregate of 3 s of
natural viewing by 20 NT adults (Xu et al. 2014). We used the
ﬁrst 50 images. We also used the heatmaps for these images that
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are provided in the open-source repository. The previous
researchers identiﬁed areas of interest at a semantic level in the
baseline images. More speciﬁcally, we leverage the semantic areas
predeﬁned by (Wang et al. 2015), who describe three levels of
visual attention based on eye ﬁxations between groups as
semantic (gist), object, and pixel. They found NTs focused more
on semantic features while autistic participants focused more on
pixel level features. We leverage these ﬁndings to develop a tool to
guide visual attention.
Given we are interested in making assistive technology, we
utilize real-world images. We not only examine natural images
for their generalizability but also, we break down each stimulus
into global and local parts, giving differential meaning beyond the
totality of spatial frequency. Our aim is to direct how to use the
salient features to guide eye gaze.

early in human visual processing. Therefore, this attribute is
part of the early global impression of an image, making it the
area to target for an intervention aimed to highlight global
processing. Size of a hot spot may also have an impact on
ﬁxation in hot spots (e.g., hit rate) as a larger area that counts as
a hit, provides more chances of a hit. Semantic content (i.e.,
what is going on in the picture in terms of meaning) is processed after the image has been sensed and is processed using
attention–cognitive resources. We hypothesized that each of
these characteristics could play an important role in forming a
global ﬁlter because of their effects: the intensity of light, the
size of the area of interest (i.e., hot spot), and the distribution of
content inside the image. Lastly, the variation within the image
of light and spatial frequency places a role, not just the average
of it across the image.

Data analysis
We conducted a general linear regression to understand the
relationships between the two global processing measures of
global verbal responses and eye ﬁxations in global hot spots. The
human factors model analyzed: age, degree of social pragmatic
language impairment. The image characteristics model analyzed
spatial frequency, luminance, semantic content, hot spot size,
within-image differences in saliency. The study design model
analyzed condition, session order, and item order.

Semantic content. The 50 pictures are categorized based on the
content of the photo to capture the semantic elements. Initially
three research assistants categorized the pictures into six categories which were: people, animals, objects, rooms, transportation, and food. The interobserver agreement results were not
satisfactory as some images fell into multiple groups so the
categories were further reduced to two categories described as
living or nonliving. This coding scheme yielded reliable sorting
and was added as a semantic-level variable in our analysis. Given
that the images had numerous hot spots, we conﬁrmed that each
of the 32 images (64% of images) contained hot spots on all the
living elements in the picture.

Analyses of verbal responses. Participant responses to, “What
was the picture about” were coded by two outside speechlanguage pathology students who scored the data independently
and were unaware of the purpose of the study. All verbal
responses were scored. The scores ranged from 0 to 2 with
0 = incorrect/unrelated responses; 1 = irrelevant or local details;
and 2 = plausible global description. During the processing of the
data, from the 550 possible response pairs, 75 pairs deleted
because the participant said nothing for at least one of the trials in
the baseline/ﬁltered pair. The remaining 475 pairs were scored,
interrater reliability which was found to be 87%.
Analysis of eye tracking. Eye tracking lends itself to this task as
the initial eye gaze ﬁxation of a scene is believed to be based on
characteristics of both the viewer and task (i.e., top-down) as well
as features of the stimulus (i.e., bottom-up). These local over
global differences can be further understood by examining the
function of ﬁxations as less than 10% of the visual ﬁeld is projected on the fovea (Wedel et al. 2008). Therefore, when the eye
gaze is paused, we assume the ﬁxation affords taking in the local
detail (Campana et al. 2016; Vision 1985).
Additionally, rather than pre-deﬁne the socially salient areas
(percent of ﬁxation time of looking at the eyes versus the mouth
of a face) as did (Klin et al. 2002), we targeted global salience as
the AOI hot spots viewed by NT young adults in a naturalistic
viewing session in previous work by (Wang et al. 2015) and
scored hit or miss for 3 s of viewing. Following similar scoring
procedures as (Klin et al. 2002) who also scored video from a
head-mounted eye tracking with image and crosshairs, we
enlisted six undergraduate research assistants to view the 848
three-second video clips at 0.25 playback speed. Our scorers
viewed each video to determine if there was at least one hit or
miss in the hot spots based on the eye gaze path passing through
any hot spot in each image. The scoring yielded an interobserver
agreement score of 82%.
Determining image characteristics. The characteristics of images
that are discussed here include: luminance, size of the hot spots,
and semantic content. Luminance is one attribute that is sensed

Size of the hot spot. As each image has unique placement of
features and the size of the hot spots range, we calculated the total
number of pixels that fell within the hot spots. To understand if
the size of a hot spot zone had an impact on ﬁxation in hot spots,
we compared this number to the total pixels per image, 480,000
pixels, to determine the size of the hot spot per image. We used
the luminance values from the OSIE data set of grayscale heatmaps (Wang et al. 2015). We divided the luminance scale (0–255)
in half so that the pixels with luminance value at 125 or greater
were labeled within a hot spot. Delineating the hot spot zones
from the not-hot spot-zones allowed us to compare not only the
impact of size but also the other image characteristics of luminance in this work.
Luminance. We explored luminance but did not add chroma to
our analysis as luminance and chroma were highly correlated
for our image set. The correlation between chroma and luminance was very high (p = 0.99) (Sean 2020). Nonetheless, we
desaturated the images so that the chroma and brightness of
non-global features are lowered because previous research has
found the autistic participants tended to focus on bright contrast at the pixel level (Wang et al. 2015). To quantify the
luminance of a given image, the pixels of each image were
converted into values for RGB (Red, Green, Blue) and then
converted into HLS (Hue, Lightness, Saturation) by utilizing a
Python function. We used only the lightness value of each
variable as for luminance.
Spatial frequency. For a given image, the overall activity level is
measured by the spatial frequency of the image (Eskicioglu and
Fisher 1995). Spatial frequency describes the periodic distributions of light and dark in an image. High spatial frequency refers
to features such as sharp edges and ﬁne details, whereas low
spatial frequency refers to features such as global shape.
Overall, the spatial frequency in ﬁltered images is considerably
lower than the baseline images. We totaled the hot spot areas as
images had multiple hot spots.
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Human factors: severity of social pragmatic language impairment,
age, gender. We requested non-identiﬁable information regarding
each participant’s age, gender, and speciﬁcs of language impairment from the SLP team. As participants displayed a wide range
in language ability and came from different school districts to this
specialized setting, there was no standardized measure of language or IQ across participants; however, IQ has not been found
to impact response times and accuracy on Navon tests that
contain clear global and local features (Guy et al. 2016). The SLPs
scored each participant on their level of semantic language
impairment based on subtests of the CELF-4 (Clinical Evaluation
of Language Fundamentals-Fourth Edition) Pragmatics Proﬁle.
The areas it addressed were Rituals and Conversational Skills,
Asking For, Giving, and Responding to Information and Nonverbal Communication Skills. These labels ranged from mild to
severe and appear in Table 1 as part of the description of participants. Pertinent details of each participant to provide richer
detail, see Table 1.
Results
RQ1: Does manipulating image characteristics of luminance and spatial frequency increase likelihood of ﬁxations
in hot spots (Areas of Interest) for autistic children?
RQ2: Does manipulating low-level image characteristics of
luminance and spatial frequency increase the likelihood of
global verbal responses for autistic children?
We answered our research questions by using a general linear
model regression. Regarding RQ1, we found not only did speciﬁc
image characteristics increase the likelihood of ﬁxations in hot
spots, so did participants and study design characteristics.
Additionally, in relation to RQ2, we found that low-level image
characteristics of luminance and spatial frequency increased the
likelihood of global verbal responses, as did participant characteristics. See Table 2 for statistical results by all variables.
First, we considered the signiﬁcant impact of the individual
participants’ differences in this work. Age signiﬁcantly impacted
both ﬁxations and verbal responses. The older the participant, the
higher the likelihood of a ﬁxation in a hot spot (p = 4.12e−08)
and the higher the likelihood of a global verbal response
(p = 0.01). Pragmatic ability also predicted global verbal
responding (p = 9.919e−11).
Secondly, the baseline condition predicted an increased likelihood of ﬁxation in a hot spot (p = 0.02), yet the ﬁltered condition predicted an increased likelihood of global verbal response
(p = 0.005). Also, session order impacted ﬁxations in hot spots
(p = 8.56e−08) such that images seen in the second session,

regardless of condition, were far more likely to result in a ﬁxation
in a hot spot, however, no difference was found for global verbal
behavior (p = 0.19).
Lastly, we review the results by image characteristics. These
results are separated into semantic content of the image, luminance, and spatial frequency. The later 2 are the independent
variables that were manipulated in the study as images were ﬁltered or not ﬁltered. At the semantic level of the image, we found
a signiﬁcant likelihood of a global verbal response (p = 6.10e−07)
when an image contained a living object, however, no similar
trend was found for eye ﬁxations (p = 0.82). Image characteristics
at the sensory perception level (i.e., luminance, spatial frequency)
also played a role in global responding. We saw a signiﬁcant
likelihood of both a ﬁxation in a hot spot and a global verbal
response where the cold spot luminance approaches the ends of
the luminance scale. Speciﬁcally, when the average luminance in
the cold spot area is lower (i.e., darker) than the hot spots, there is
a higher likelihood of a ﬁxation in the hot spot, (p = 0.007).
Whereas, when the average cold spot luminance average is higher
(i.e., closer to white) the likelihood of giving a global verbal
response is also statistically signiﬁcant (p = 0.003). In other
words, darker cold spots resulted in more ﬁxations, yet lighter
cold spots yielded more global verbal responses.
The analysis of spatial frequency did not yield signiﬁcant
ﬁndings for either hot spots or cold spots regarding ﬁxations and
verbal responding. However, because spatial frequency is
dependent on luminance (Ellemberg et al. 1999), we then ran an
interaction analysis where luminance and spatial frequency are
combined into a new variable and compared to the ﬁxation rate.
At the interaction level of analysis, we see signiﬁcant results for
ﬁxations in hot spots. The coefﬁcient of hot spot spatial frequency
was −0.15 and −0.16 for luminance hot spot, suggesting that the
higher the luminance of a hot spot, the more powerful a lower
spatial frequency becomes in predicting the likelihood of a ﬁxation in a hot spot. This combination of luminance and spatial
frequency provides a metric for the naturally occurring contrast
created by terrain and textures—which adds complexity to the
stimuli. Complex stimuli require more global visual processing
which is known to be a challenge in autism (Bertone et al. 2005,
p 128).
In summary we found several variables that improve the
likelihood of global verbal responding. First, we found the older
the participant, the greater the likelihood of ﬁxations in hot spots
and global verbal responses. Second, we found that more developed pragmatic skills based on the CELF-4 Social Pragmatic
Score predicted more global verbal responses but did not impact
the likelihood of a ﬁxation in hot spots. Third, we found that the
baseline condition (raw image) increased the likelihood of

Table 2 Results of the General Linear Regression models.
Variable/Model

Fixations in hot spots
Est., std error, z value, Pr (>|z|)

Global verbal score
Est., std error, z value, Pr (>|z|)

Age
Social Pragmatic level
Condition
Session order
Image order
Semantic level of image
Size of hot spots
Avg luminance in cold spots
Avg luminance in hot spots
Avg spatial freq of whole image
Avg spatial freq of hot spot

0.44, 0.08, 5.48, 4.12e−08***
−0.20, 0.11, −1.83, 0.06
−0.077, 0,34, −2,24, 0.02*
0.81, 0.5, 5.35, 8.56e−08***
0.00, 0.00, 1.84, 0.06
0.04, 1.8, 0.22, 0.82
0.15, 0.08, 1.72, 0.08
−0.36, 0.13, −2.76, 0.007**
0.02, 0.10, 0.23, 0.81
0.04, 0.11, 0.40, 0.68
−0.13, 0.07, −1.72, 0.08

0.16, 0.06, 2.39, 0.01**
−0.69, 0.10, −6.48, 9.919e−11***
0.87, 0.31, 2.75, 0.005***
0.17, 0.13, 1.13, 0.19
0.004, 0.004, 0.86, 0.38
0.86, 0.17, 4.98, 6.10e−07***
0.03, 0.08, 0.40, 0.68
0.36, 0.12, 2.94, 0.003**
−0.09, 0.09, −0.966, 0.33
−0.12, 0.10, −1.25, 0.21
−0.12, 0.07, 11.69, 0.08

Sig codes: 0 “***” 0.001, “**” 0.01 “*” 0.05.
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ﬁxation in a hot spot while the ﬁltered condition improved the
likelihood of global verbal response. Fourth, we found that trials
in the second session were signiﬁcantly more likely to yield
ﬁxations in hot spots—regardless of condition. Fifth, we found
that darker, lower luminance in the cold spots improved likelihood of ﬁxations in hot spots while higher, lighter luminance in
cold spots increased the likelihood of global verbal responding.
Lastly, we found the contrast or visual texture (luminance ×
spatial frequency) was most effective at producing ﬁxations in hot
spots when the hot spot was light and had lower spatial frequency. Next, we discuss the limitations of the study and implications of these ﬁndings.
Discussion
We hypothesized that ﬁltering a scene to augment the socially
salient features could serve as an assistive technology—thus
empowering autistics children via access to global information in
natural scenes. We found some evidence of this as well as other
ﬁndings beyond our Research Questions. For example, we found
a relation between global responding and age and pragmatic
ability, we will discuss each signiﬁcant variable. We begin with a
discussion of the limitations to this work.
Study design (session order and condition). First, the language
prompt given to participants could have been confusing.
Although we provided training trials at the ﬁrst session, the
prompt “What is this picture about” was likely difﬁcult for an
autistic individual to answer, given the notorious difﬁculty this
population demonstrates in formulating responses to WhQuestion forms. This is especially true for the younger children.
A better prompt for future work could be “This picture is
about…” after clear training on how to answer in a training
phase. Secondly, the statistically signiﬁcant session order ﬁnding
warrants a deeper look into the reliability of eye gaze behaviors
over time. Many studies of eye tracking in autism are conducted
in a single session, thus possibly not revealing changes in ﬁxations
that occur over time. We intentionally spaced out our sessions to
not expose participants to the same image in a single sitting of
10 min. This design choice resulted in signiﬁcant differences in
performance in the second session. Future work could explore the
impact of the ﬁlter within a single session as well as consider
running longer studies to understand the stability of eye gaze
behavior over time and the impact of the ﬁlter.
Implications for assistive technology. There are several implications for the design of innovative assistive technologies based
on image characteristics. Speciﬁcally, this work provides early
evidence that global processing could be augmented by manipulating visual stimuli. It is well established that looking at key
elements provides a common reference for communication
(Clark 1996). Addressing sensory features to augment social
communication is a novel approach to the design of assistive
technologies such as a global ﬁlter.
Semantic content of image. It seems logical that global verbal
responses would be more likely in picture for images that contained living aspects. One possibility beyond age and social
pragmatic ability is more basic communication ability because
living image labels may develop early or be more prominent in
vocabulary. Further work could examine the role of vocabulary
and age of acquisition in semantic representation. We found no
difference in likelihood of a ﬁxation in living or non-living
images, which may be surprising as the canon of research on
salience of social stimuli in autism demonstrates differences based
on social and non-social stimuli (Frazier et al. 2017; Klin et al.
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2002; Skwerer et al. 2019). This lack of impact based on semantic
content on ﬁxations supports our rationale for manipulating
sensory-level characteristics to promote visual attention.
Luminance and spatial frequency. We found results for luminance and spatial frequencies ranges in areas of interest that are
statically signiﬁcant and therefore, should be considered along
with other key variables such as age and language ability. This
suggests a key role of sensory processing in the processing of
global information that is commonly used to communicate about
visual information.
Low-level complexity of image. We have examined the low-level
complexity of an image and shown signiﬁcant results of human
factors, study design components and image characteristics. We
designed a global ﬁlter to bring luminance to the mean to reduce
the contrast between light and dark pixels; however, our ﬁndings
suggest that dimming the brightness rather than averaging it may
be more effective at directing eye gaze to hot spots. However,
lighter cold spot areas were more predictive of verbal semantic
representation. This contradictory ﬁnding has implications for
the design of future ﬁlters and offers an opportunity to untangle
the relationship between ﬁxations and verbal responses.
In summary, we found signiﬁcant results regarding the impact
of luminance of the cold spots on both eye ﬁxations and global
responding—but in opposite directions.
Future work could explore a wider variety of eye tracking
behavior for a broader perspective on visual attention such as
saccades, blinks, and pupillometry (Sim and Bond 2021). Future
work could also explore visual attention over time. For example,
the integration that occurs over time could be supported by
manipulating luminance and spatial frequency across the ﬁrst
moments of observation. A temporal adjustment to visual stimuli
could potentially offer customized visual processing support for
seeing and understanding the gist.
In summary, this work demonstrates the feasibility of priming
semantic representations as well as shifting eye gaze to global
areas by visually highlighting semantic regions of images. After
evaluating several features of the study and the image
characteristics, we found that low levels of luminance in the
background of an image predicted higher rates of gazing at hot
spots. This suggests images can be manipulated to support eye
gaze to global regions of interest—the goal of which would be to
see the main objects ﬁrst thus reducing the processing overload of
local details. This “preprocessing” of global areas allows for
cognitive resources to be directed to areas that connote primary
objects that can then be analyzed in more detail. Once improved,
the ﬁlter could be automated for real time use on digital devices
and eventually applied to 3D and real time spaces to assist in
global processing of the physical world, see Fig. 2. Lastly, these
ﬁndings could be considered for interventions for other
neurodiverse communities with local interference such as
Obsessive Compulsive Disorder (Yovel et al. 2005) or related
patterns to global processing deﬁcits such as Fragile X Syndrome,
William’s syndrome, dyslexia and dyspraxia (Grinter et al. 2010).
Visual attention is a complicated process “as information at
different levels of the visual hierarchy is not equally likely to
become conscious; rather, conscious percepts emerge preferentially at a global level” (Campana et al. 2016, p 5200). The ﬁrst
moment of viewing an image could be directed by a gaze
prediction software that directs visual attention to primary areas
of interest, and then an image could revert to its baseline state or
lighter background to provide all the information contained
within the image. Implications of this work could help build a
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baseline images (paper in submission). In that early work, the manually created ﬁlters
revealed that blurring and desaturating the less relevant areas resulted in more global
verbal responses. Also, prior to this study, we conducted the same low-ﬁdelity probe
with an autistic adult while collecting eye tracking data. The results informed the
design of the current ﬁlter which automatically renders ﬁltered images.
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