Hubel and Wiesel began the modern study of development and plasticity of primary visual cortex (V1), discovering response properties of cortical neurons that distinguished them from their inputs and that were arranged in a functional architecture. Their findings revealed an early innate period of development and a later critical period of dramatic experience-dependent plasticity. Recent studies have used rodents to benefit from biochemistry and genetics. The roles of spontaneous neural activity and molecular signaling in innate, experience-independent development have been clarified, as have the later roles of visual experience. Plasticity produced by monocular visual deprivation (MD) has been dissected into stages governed by distinct signaling mechanisms, some of whose molecular players are known. Many crucial questions remain, but new tools for perturbing cortical cells and measuring plasticity at the level of changes in connections among identified neurons now exist. The future for the study of V1 to illuminate cortical development and plasticity is bright.
Hubel and Wiesel began the modern study of development and plasticity of primary visual cortex (V1), discovering response properties of cortical neurons that distinguished them from their inputs and that were arranged in a functional architecture. Their findings revealed an early innate period of development and a later critical period of dramatic experience-dependent plasticity. Recent studies have used rodents to benefit from biochemistry and genetics. The roles of spontaneous neural activity and molecular signaling in innate, experience-independent development have been clarified, as have the later roles of visual experience. Plasticity produced by monocular visual deprivation (MD) has been dissected into stages governed by distinct signaling mechanisms, some of whose molecular players are known. Many crucial questions remain, but new tools for perturbing cortical cells and measuring plasticity at the level of changes in connections among identified neurons now exist. The future for the study of V1 to illuminate cortical development and plasticity is bright.
A Legacy of Hubel and Wiesel
The discoveries of Hubel and Wiesel (1962) about V1 fifty years ago laid the ground for much of our current understanding of the development and plasticity of the brain. Three aspects of their approach and findings were crucial. First, they discovered features of neural responses that were distinctly cortical, allowing them to isolate development of the cortex from changes taking place at earlier stages of the nervous system. Second, they focused efforts and explanations not only on a thorough, qualitative understanding of the responses of single neurons but also on hypotheses about the specific neural circuitry that produced these responses. Finally, their investigations of the changes in neuronal responses, which we now refer to as plasticity, were always put in the context of normal and clinically abnormal development. These qualities were evident from the beginning of their work, and they made the visual cortex perhaps the most intensely studied and best understood area of the forebrain for the investigation of development and plasticity.
Distinctive Features of the Responses of Cortical Neurons
Hubel and Wiesel's initial experiments attempted to stimulate cells in V1 with circular spots of light that were previously shown to be effective in driving neurons in the retina and in the lateral geniculate nucleus, pars dorsalis (LGNd), which provides the major input to V1. Such visual stimuli, however, failed to elicit responses in the majority of neurons in V1. By examining the discharge properties of individual neurons qualitatively and at length, they discovered that neurons in V1 responded to slits or light-dark borders at a specific angle, or ''orientation,'' and position in the visual field. Most V1 neurons were also binocularly driven, responding to stimulation of either eye, and many were facilitated by stimulating both eyes together. Different neurons responded better to one eye than to the other, and the term ''ocular dominance'' was coined to refer to the balance between responses to the two eyes. Hubel and Wiesel also observed that neighboring cells in V1 with similar preferred orientations and similar ocular dominance properties were organized in radial columns extending through all the layers of cortex from the surface to white matter ( Figure 1 ; Hubel et al., 1976) . They referred to this feature of visual cortical organization as ''functional architecture.' ' The orientation selectivity and binocularity of neurons are unique properties of V1, entirely absent from the receptive fields of neurons in LGNd, thus making it possible for experimenters to attribute changes strictly to the cortex and to ask fundamental questions about cortical development and plasticity. The other cortical sensory areas do not share such a clear categorical distinction between cortical responses and their inputs because the qualitative responses of cortical cells are like those of cells at lower levels, making inferences about a cortical locus of plasticity more difficult. Anatomy as the Explanation of Physiology Hubel and Wiesel were also ahead of their time in attempting to explain the transformation from LGNd to V1 in terms of the connectivity of the underlying circuitry. This focus on anatomy as the explanation for physiology inspired many exciting experiments (reviewed in Reid, 2012; Priebe and Ferster, 2012) , a number of which took advantage of the columnar organization of V1 to interpret the labeling of anatomical connections. Their anatomical interpretation of physiological findings created a bridge between studies of cortex and parallel work in the peripheral nervous system, where the primary tools were in many cases anatomical. Conclusions about the mechanisms of cortical development and plasticity could be reinforced by convergent evidence from anatomical and physiological studies.
Cortical Plasticity
The existence of cortical plasticity had long been appreciated in connection with studies of learning and memory or recovery from injury, but these findings were hard to pursue without a specific understanding of cortical organization and function. Hubel and Wiesel's work advanced the study of cortical plasticity by putting it firmly in the context of development. Influenced by earlier clinical observations that children with congenital cataracts have permanent visual deficits after removal of their cataracts, Hubel and Wiesel published three papers in 1963 reporting recordings from V1 at different stages in the development of normal kittens and kittens in which the vision of one eye had been occluded by eyelid suture (Hubel and Wiesel, 1963; Hubel, 1963a, 1963b) . Their discovery that MD in kittens during a brief period in early life produced life-long changes in the functional properties of V1 established a model system for the study of cortical plasticity. The requirement that the mechanisms of normal development must organize cortical connections, and that they might be manipulated to do so normally or abnormally, gave a rational framework for the study of plasticity and its mechanisms. These studies also, of course, had profound clinical implications.
The Era of the Mouse While most of Hubel and Wiesel's discoveries about V1 were made in cats and monkeys, Drä ger and Hubel (Drä ger, 1975) and the Pearlman laboratory (Wagor et al., 1980) also pioneered the study of V1 in the mouse 40 years ago, at the time that neurogenetic studies of eye and brain development were beginning to bear fruit and before the modern era of molecular genetics. Recent studies in mouse V1 have demonstrated many similarities with cats and monkeys. For example, the spatial organization of the receptive fields of the most common ''simple cells'' of mouse V1 appears identical, except for a difference in spatial scale and maximum discharge frequency .
The functional architecture of V1 does, however, differ (Figure 1 ). V1 neurons in carnivores and most primates, but not in mice, are arranged in radial columns according to preferred stimulus orientation that progress through a complete cycle of 180 degrees of orientation over about 1 mm of cortex, referred to as an orientation ''hypercolumn'' (Hubel et al., 1976) . The mouse also lacks the much wider ocular dominance columns (ODCs), where neurons favor one eye or the other (Figure 1 ). In the mouse, neurons selective for different stimulus orientations or for different eyes are scattered throughout V1 apparently at random (Ohki et al., 2005) . Orientation and ODCs made it possible to carry out many important experiments because of the relationship between the location of the neurons and their visual response properties. One could, for example, stimulate or deprive one column of cells and not another and measure the physiology, anatomy, or biochemistry of the cells whose responses were perturbed. In the mouse, one cannot infer visual response properties other than topography from the anatomical location of a neuron; one must measure physiology and anatomy at the level of single cells.
Nevertheless, the precision of receptive field organization in carnivores, primates, and rodents indicates that connections made by neurons in V1 are specific at the level of single cells (Ko et al., 2011) . Accordingly, the mechanisms of development and plasticity, which operate at the level of single cells, are thought to be similar or identical, independent of the presence or absence of columnar organization. In this review, we will focus on the studies in whichever species-mouse, rat, ferret, cat, and monkey-best demonstrate the phenomena and mechanisms at issue.
Stages of Development
Development of the V1 neural circuitry takes place in a series of stages, which appear to proceed similarly from mouse to man Both cats and mice contain neurons in V1 that must receive and transform precise inputs from the LGNd. V1 in the adult cat (left) consists of neurons highly selective for specific orientations (denoted by the angle of lines) and dominated to varying degrees by the contralateral (red) or ipsilateral (green) eye, with many cells driven by both eyes (yellow). Both orientation and ocular dominance properties are organized into columns. Preferred orientation columns span all cortical layers, while ODCs are most pronounced in layer 4, where many cells are driven monocularly. Mouse V1 (right) does not have columnar organization of orientation or ocular dominance. However, neurons are still highly orientation selective and display a range of ocular dominance but with a bias toward the contralateral eye. (Daw, 1995) . Different factors guide the establishment of connectivity at the different stages of development ( Figure 2 ).
The first stage we consider in this review is the formation of precise topographic maps. Before the eyes open and before retinal ganglion cells are driven by the rod and cone photoreceptors, axonal projections from the LGNd organize high-resolution point-to-point connections with cells in layer 4 of V1. Experiments discussed below reveal that topographic map formation and refinement is guided by a combination of molecular signaling in the cortex and spontaneous neural activity.
In a second stage of V1 development, orientation selectivity in V1 neurons emerges around the time of eye opening, within days of the first visual responses in the retina. Experiments discussed below reveal that visual experience is not necessary for this stage of development; spontaneous activity suffices.
In the third stage of V1 development, the selective properties of neurons are refined to make them similar through the two eyes. This stage is referred to as the ''critical period'' because visual deprivation causes rapid and dramatic changes in the strength and organization of inputs from the two eyes to cortical cells. Many experiments described below have characterized the plasticity that can be induced by abnormal visual experience during the critical period and illuminated some of its underlying mechanisms.
Following the critical period, the circuitry and responses of V1 appear mature and normally remain stable throughout life. However, it is still possible for abnormal experience to induce some degree of plasticity in V1 responses and in some of its connections. We discuss below experiments that have characterized adult plasticity and illuminated potential mechanisms that enhance this plasticity.
Experience-Independent Development Formation of Topographic Maps
The mammalian cortex is organized into modality-specific areas that are innervated by their corresponding thalamic nuclei. The initial broad patterning of the cortex into different functionally unique subdivisions, distinguished from one another by their cytoarchitecture and chemoarchitecture, input and output connections, and patterns of gene expression, occurs prenatally in all mammals considered here. Genetic mechanisms involving transcription factors, morphogens, and a number of signaling molecules are responsible for cortical arealization (reviewed in O' Leary et al., 2007) . If cortical arealization is perturbed by altering the expression of one of these molecules, cortical areas can be enlarged or shrunken, or even duplicated, but the neurons in the resulting altered areas behave identically to those in the normal area of a control animal. Thus, we think of this process as specifying neuronal identity.
After the identity of V1 is established, neurons in V1 are recognized by axons that grow in from the LGNd to form connections within the subplate and later on grow into layer 4 (Kanold and Luhmann, 2010) . Neighboring neurons in the retina project their axons to neighboring neurons in the LGNd that, in turn, project to neighboring targets in the V1. Proper function of the visual cortex requires precise, orderly connections from the LGNd to form a single map representing the visual field, allowing neurons in V1 to respond to specific locations in visual space.
The sequence of events and mechanisms involved in the formation of topographic maps in the visual system has been studied most thoroughly in the mouse. The formation of the map of azimuth is guided by a combination of EphA-ephrin-A signaling in the cortex and spontaneous waves of neural activity (reviewed in Feldheim and O'Leary, 2010) . The EphA family of receptor tyrosine kinases are expressed on the axons of LGNd cells and interact with their ephrin-A ligands that are bound to the surface of neurons in and around V1, where they are expressed in gradients across the representation of the azimuth of the visual field. The mapping of the LGNd projection to V1 was disrupted in ephrin-A2/A3/A5 triple knockout mice or by misexpression of ephrin-A2 or -A5 in V1 (Cang et al., 2005a) .
During the period of map formation in V1, there are no visual responses because the retinal ganglion cells are not yet driven by the rod and cone photoreceptors. Instead, retinal ganglion cells are excited during this period through cholinergic mechanisms that create waves of ganglion cell discharge that propagate across the retina (Wong et al., 1993) . Mice that lack the b2 subunit of the nicotinic acetylcholine receptor (nAChR) or are treated with the cholinergic agonist epibatidine do not have normal retinal waves during the period of map formation and also have disrupted maps in V1 (Cang et al., 2005b) . In the most dramatic case, disrupting both ephrin-As and cholinergic retinal waves (in ephrin-A2/A5-b2 combination knockout mice) almost completely eliminated the map of azimuth in V1 (Figure 3 , Cang et al., 2008) . Surprisingly, the map of elevation was only Retinotopic maps form well before eye opening. Orientation-selective and contralateral-eye-driven neurons are present at eye opening. During the subsequent days, neurons become more visually responsive and selective for orientation and respond increasingly well to ipsilateral-eye inputs. At the start of the critical period, individual neurons have mismatched eye-specific preferred orientations. During the critical period this binocular mismatch of orientations is reduced until the end of the critical period when responses reach adult levels.
mildly abnormal, confirming that the two axes of the visual field in V1 are regulated independently; the mechanisms producing the map of elevation are not yet known. Receptive fields of V1 neurons in these mice were elongated in the azimuthal axis, suggesting that V1 neurons are not able to select precise inputs when those inputs are scrambled.
Development of Selective Receptive Fields and Orientation Columns
After topographic maps have become organized, neurons in V1 acquire inputs in an arrangement that endows them with specific response properties: orientation selectivity (Priebe and Ferster, 2012) and ocular dominance. On the basis of the selective properties of neurons recorded in very young, visually inexperienced cats and neonatal monkeys, Hubel and Wiesel concluded that visual experience was not necessary for the formation of selective receptive fields or the organization of functional architecture, and therefore that ''innate'' mechanisms determine the organization of receptive fields and cortical columns (Hubel and Wiesel, 1963; Hubel et al., 1976) . Although this conclusion was called into question by some reports in the following decade, later quantitative studies of single neurons in slightly older animals that had been deprived of light and visual experience from birth confirmed it (Sherk and Stryker, 1976) . Many neurons are selective around the time of natural eye opening, but the responses are typically weaker than in older animals (Chapman and Stryker, 1993; Hubel and Wiesel, 1963; White et al., 2001; Cang et al. (2008) .
are evident at about the same time (Chapman et al., 1996; Crair et al., 1998) . Binocular visual deprivation by dark-rearing or eyelid suture allows responses to become stronger and more selective for a few weeks as the animal matures (Crair et al., 1998) , indicating that most neurons develop selectivity without visual experience. In contrast, blockade of cortical activity by infusion of tetrodotoxin (TTX) prevents the maturation of orientation selectivity (Chapman and Stryker, 1993; White et al., 2001 ). The development of orientation selectivity and orientation columns thus appears to require neural activity in the cortex but is modestly influenced, if at all, by deprivation of visual experience before the beginning of the critical period for ocular dominance plasticity (see below). The earliest appearance of orientation selectivity in V1 might merely reflect sparse inputs; a V1 neuron that is excited by only two inputs will almost certainly respond best to a line that spans the two receptive fields of the inputs. It is still not known whether such initial sparse responses influence the development of mature orientation selectivity (Ringach, 2007) .
Some early studies suggested that limiting the visual experience of kittens to contours of a single orientation, parallel black and white stripes of different widths inside the walls of cylinders, caused neurons in V1 to acquire selectivity for the orientation to which the animal had been exposed (Blakemore and Mitchell, 1973) , but these results were not confirmed by quantitative measurements of selectivity and additional control procedures (Stryker and Sherk, 1975) . A more stringent deprivation procedure using parallel stripes in goggles in which one eye viewed horizontal lines and the other viewed vertical lines for several months revealed that neurons that had received stimulation that matched their innate selectivity remained responsive and selective, while the majority of neurons lost their innate selectivity similar to the effects of prolonged dark-rearing . These experiments are consistent with a role for visual experience in the maintenance but not the development of orientation selectivity. However, a recent study in mice provided evidence that the orientation selectivity of some neurons may be altered by rearing with astigmatic lenses that focus a limited range of orientations; while a loss of responsive neurons in the upper half of layer 2/3 could account for the overrepresentation of the experienced orientation there, it could not account for the effects in the lower half (Kreile et al., 2011) .
Many neurons in V1 are direction selective as well as orientation selective, but the development and plasticity of direction selectivity is different. Direction selectivity in retinal ganglion cells makes the study of its cortical organization and development difficult, and findings are different among species. In ferrets, direction-preference maps, unlike orientation columns, are absent at eye opening and do not develop in animals reared in darkness, but are highly labile and powerfully influenced by experience with moving visual stimuli (Li et al., 2008) . In cats, early experience with stimuli moving in one direction also had long-lasting influences on the direction selectivity of cells in V1 (Berman and Daw, 1977) . In mice, direction-as well as orientation-selective neurons were present at eye opening and developed normally even when animals were reared in darkness (Rochefort et al., 2011) .
Development of Ocular Dominance
Hubel and Wiesel and their colleagues developed methods to reveal eye-specific segregation of thalamocortical projections that form ODCs in layer 4 of V1. Injection into one eye of transneuronal tracers 3 H-amino acid or sugar reveals bands of dense label in V1 representing that eye's thalamocortical input . However, this method was not as reliable in young animals because the tracer could leak into inappropriate layers of the LGNd (LeVay et al., 1978) .
Using this method, ODCs in monkeys were observed in utero, weeks before the onset of visual experience (Rakic, 1976) , and by birth were as precise as in adults (Horton and Hocking, 1996) and clearly functional (Des Rosiers et al., 1978) . While the development of ODCs clearly did not require visual experience, the source of the information that allows thalamocortical inputs from the two eyes to segregate was not clear. One possibility is that spontaneous activity is not correlated between the pathways serving the two eyes but is correlated within each eye's pathway, and that ODC formation, like the formation of topographic maps, is driven by spontaneous activity, which is also present in utero. Another possible source of eye-specific information is hypothetical activity-independent molecular signals from the different layers of the LGNd, perhaps transferred there from the two eyes.
While much of the development of monkey V1 takes place prenatally, similar principles guide V1 development postnatally in cats and ferrets, which are born less mature. In cats, ODCs were not evident using transneuronal labeling before postnatal day (P)7 (Crair et al., 2001) . Repeated binocular injections of TTX to block all retinal activity from P14, a few days after eye opening, left thalamocortical afferents unsegregated, and nearly all neurons were driven similarly by the two eyes suggesting that ODCs had failed to form (Stryker and Harris, 1986) . Individual thalamocortical afferent arbors failed to withdraw early widespread branches in layer 4 of V1 in such animals (Antonini and Stryker, 1993a ). Thus, retinal activity blockade either prevents ODCs from forming or desegregates them if they form earlier; the latter suggests that ongoing activity is necessary for maintenance of normal connectivity.
In ferrets, direct injections of anterograde tracers into the developing LGNd, rather than injections of transneuronal tracers into the eyes, showed patchy projections that were interpreted as nascent ODCs 2 weeks before eye opening and before V1 cells were visually responsive, and were present even in animals in which one or both eyes had been removed (Crowley and Katz, 2000) . These findings were thought to exclude a role for correlated activity originating in the eyes in the formation of ODCs and suggested that there must be eye-specific molecular labels. However, no LGNd eye-specific layer molecular markers have been discovered to date despite a comprehensive screen (Kawasaki et al., 2004) . In addition, there is no evidence that any of the molecules implicated in axon guidance and found in the cortex during ODC formation are involved in column formation (Dyck and Cynader, 1993) .
Correlated spontaneous activity might in principle operate to refine patchy thalamocortical connections that might have nothing to do with ocular dominance. Multisite electrode recordings in ferret cortex revealed that correlated spontaneous activity was indeed organized into periodic patterns that might be thought to reflect such early columns (Chiu and Weliky, 2001) . In adult animals, waves of activity propagate across the cortex particularly in the absence of a strong stimulus (Sato et al., 2012) . Even in the absence of the eyes, spontaneous activity patterns in the LGNd have similar spatial and temporal patterns to those induced by retinal waves (Weliky and Katz, 1999) . These sustained bursts in enucleated animals are appropriate for driving activity-dependent segregation of thalamocortical afferents, which depends on large-scale correlations within geniculate laminae (Miller et al., 1989; Willshaw and von der Malsburg, 1976) . Thus, organized patterns of spontaneous activity in the developing thalamocortical system appear sufficient for column formation, and spontaneous activity originating in the retina is certainly necessary at least for the maintenance of segregated connectivity.
Experience-Dependent Development
After ODCs are formed, responses to the ipsilateral eye remain weaker and less well organized than those to the contralateral eye. Binocular visual deprivation in cats had no effect on the responsiveness or selectivity through either eye until P21, the beginning of the critical period for ocular dominance plasticity (ODP). At that point, the V1 response to the ipsilateral eye became much stronger if the animal was permitted visual experience (Crair et al., 1998) . Responses to both eyes deteriorated over the next 3 weeks if binocular deprivation was instituted or continued (Crair et al., 1998) , suggesting a powerful role for experience in the maintenance of responsiveness and selectivity. Although mice lack ODCs, individual cells in mouse V1 must still integrate inputs from the two eyes. After eye opening, V1 cells are better driven by inputs from the contralateral eye than those from the ipsilateral eye, and the refinement of ipsilateral eye inputs is influenced by experience-dependent binocular competition (Smith and Trachtenberg, 2007) . The emergence of strong ipsilateral responses is not consistent with a purely Hebbian-based model of activity-dependent competition between the two eyes because the stronger contralateral inputs would always outcompete the much weaker ipsilateral inputs. It suggests that some sort of resource-based competition must also be involved (Kasthuri and Lichtman, 2003; Toyoizumi and Miller, 2009) .
The initial connections to V1 serving the two eyes are organized separately. Before the critical period for ODP, neurons in mice are commonly selective for different orientations when driven through the two eyes . If there is simultaneous binocular vision during the critical period, the selectivity is gradually altered so that by the end of the critical period the receptive fields in the two eyes come to match, and V1 neurons respond optimally to the same orientation when driven through either eye (Figure 4 ). Monocular or binocular visual deprivation during the critical period prevented binocular matching, and neurons continued to respond differently through the two eyes throughout life for as long as they have been followed . These findings reveal a purpose for the critical period in normal development: matching the left eye and right eye receptive fields of V1 binocular neurons.
The existence of orientation columns in cats makes the corresponding experiment much more difficult to interpret because random connections with other local neurons would still produce an approximate match of orientation. When cats were reared with a reverse suture protocol so that the two eyes were never permitted simultaneous binocular vision but both eyes still drove V1 well, orientation maps elicited through the two eyes continued to match closely (Gö decke and Bonhoeffer, 1996) . shift in ocular dominance in V1 and not in earlier processing centers. Second, altered ocular dominance results from competition between inputs from the two eyes. Third, there exists a critical period during development for the plasticity induced by MD. The shift in responses to the two eyes induced by MD in V1 is the best characterized form of ODP.
Ocular Dominance Plasticity
Hubel and Wiesel's choice to deprive only one eye of vision allowed them to directly compare the responses of the deprived eye with the nondeprived eye, permitting as an internal control for variations in the level of sedation, health, and developmental stage of the kittens. Monocularly depriving newborn kittens for at least one month induced a dramatic shift in V1 responses from the deprived eye toward the nondeprived eye (83 of 84 cortical cells were unresponsive to the deprived eye) (Wiesel and Hubel, 1963b) but had little effect in the LGNd (Wiesel and Hubel, 1963a) . Notably, merely blurring vision rather than occluding it completely had the same effect in V1 (Wiesel and Hubel, 1963b) but no effect on the LGNd (Wiesel and Hubel, 1963a) .
Hubel and Wiesel hypothesized that the shift in ocular dominance induced by MD results from a competitive loss of deprived-eye connections in the underlying circuitry. This conclusion emerged from their findings in two key experiments. First, young kittens (as young as 8 days) with no previous exposure to patterned stimuli had many cells responding to both eyes similar to those observed in adults, although more sluggishly (Hubel and Wiesel, 1963) . Thus, neural connections necessary for visual processing in V1 are already present at or soon after birth. MD from birth could not be explained by a failure of formation of connections-a stark departure from the hypotheses proposed by earlier experiments in dark-reared or binocularly deprived animals (Riesen, 1961) . Second, in kittens binocularly deprived from birth for at least 2 months, more than half of the cells continued to respond to both eyes . Since MD for a similar amount of time eliminated almost all deprived-eye responses, Hubel and Wiesel were surprised by this finding, having anticipated that binocular deprivation would wipe out all responses. This then led them to hypothesize that the loss of deprived-eye connections was a result of competition with the nondeprived eye and not simply from disuse.
Responses in V1 were also dramatically changed in kittens whose two eyes received similar levels of sensory input but were kept from working together by alternating occlusion of the two eyes or by inducing divergent strabismus (cutting one of the muscles to each eye so that the two eyes pointed outward instead of straight ahead). Nearly all V1 cells stopped responding to both eyes; instead, each cell was driven by one eye or the other . These findings demonstrated that competition between the two eyes took place at the level of single cells and their inputs, and they stimulated many theoretical studies and models of development (Stent, 1973) . They also explained the loss of stereoscopic vision in many patients.
MD in adulthood did not cause the dramatic changes in V1 responses that it did in young animals (Wiesel and Hubel, 1963b) . By varying the onset and cessation of the deprivation, Hubel and Wiesel were able to define a critical period for ODP induced by MD. During this critical period, between the 4th and 8th weeks of life, just 3-4 days of MD resulted in a dramatic decline in responsive cells and a shift in responses from deprived to nondeprived eye (Hubel and Wiesel, 1970) .
Hubel and Wiesel and their colleagues did anatomical tracing experiments to determine whether changes in eye-specific inputs to the cortex might underlie the changes in binocular responses induced by MD. In primates and cats, radioactive tracer injections into one eye not only labeled that eye's layers of the LGNd but were also transported transneuronally up to the thalamocortical terminals in V1. Following MD in young animals, this method disclosed a contraction of thalamocortical projections serving the deprived eye and complementary expansion of the projections serving the open eye (Hubel et al., 1977) .
Anatomical tracing also provided some of the clearest evidence for critical periods of susceptibility to the effects of MD, revealing that certain features of ODP in juvenile animals simply do not take place in older animals, and that different portions of the circuit lose their capacity for plasticity at different times. Long after MD ceased to have effects on thalamocortical projections, it continued to cause changes in the ocular dominance of cortical neurons, suggesting a later critical period for some of the intracortical elements of V1 (LeVay et al., 1980) . Their most dramatic examples of different plastic periods for different elements of the circuit were ''reverse-suture'' experiments on monkeys in which perinatal MD was followed by opening the initially deprived eye and suturing the lid of the eye that was initially open. Initial MD for 3 weeks followed by reverse suture was ''most unusual in that it showed completely opposite effects in the two sublaminae'' of layer 4C (LeVay et al., 1980) . The inputs from the parvocellular layers of the LGNd, which go to the lower part of layer 4C, reflected the second period of MD, after the reverse suture; that is, the patches of layer 4 serving the eye that was open after the reverse suture were expanded, and those serving the other eye were shrunken. The inputs from the magnocellular layers of the LGNd were changed in the opposite direction, reflecting the initial period of deprivation: ''It seems that reverse suture [at 3 weeks] came too late to effect any change in the distribution of [magnocellular] afferents' ' (LeVay et al., 1980) . Only in recent years has it become possible to pursue this approach beyond the thalamocortical level to determine whether different elements of the neural circuit within V1 have different critical periods of plasticity.
Following Hubel and Wiesel's initial discoveries in kittens, ODP induced by MD has been studied widely because the changes are dramatic, reproducible, quantifiable, and restricted to the cortex. The ubiquitous nature of ODP has been demonstrated in rodents (Domenici et al., 1992; Gordon and Stryker, 1996) , ferrets (Issa et al., 1999) , and monkeys (Horton and Hocking, 1997) . Although critical periods have been identified in other primary sensory areas, including the auditory (Chang and Merzenich, 2003) and somatosensory cortices (Fox, 1992) , the similarity of cortical and subcortical sensory responses in these areas of normal animals makes it less clear to what extent the plasticity observed is strictly cortical. In addition, ODP is taken to be representative of a diverse set of critical periods found in more complex phenomena, such as filial imprinting in nidifugous birds (Lorenz, 1958) , acquisition of courtship song in birds (Brainard and Doupe, 2002) , auditory localization in barn owls (Knudsen et al., 2000) , fear extinction (Johansen et al., 2011) , and acquisition of language in humans (Lenneberg, 1967) . Moreover, ODP is of clinical significance to the recovery of vision in patients with amblyopia or strabismus (Hoyt, 2005) .
More recently the mechanisms of ODP have been studied with the aid of genetics in mice, where the critical period starts after P21 and ends around P35 with peak sensitivity to MD around P28 (Gordon and Stryker, 1996) . Despite the lack of ODCs in mice and their significantly lower visual acuity compared to cats and monkeys, many of the functional and anatomical aspects are very similar (Antonini et al., 1999; Niell and Stryker, 2008) . A number of mechanisms have been proposed to account for the opening of the critical period, the changes induced by MD during the critical period, the smaller, slower and somewhat different changes induced by MD in adults, and the enhancement of adult ODP. We focus on studies that use the most temporally and spatially precise manipulations available and highlight key questions that remain unresolved. Opening the Critical Period of ODP Three observations from the rodent visual system suggest that the function of particular inhibitory neurons is important for opening the critical period. First, an adequate level of inhibition by the neurotransmitter g-aminobutyric acid (GABA) is necessary. Second, GABAergic transmission via a1 subunit containing GABA A receptors is necessary. Third, factors that open a critical period also promote the maturation of inhibitory circuits.
Potent GABAergic inhibition is necessary to open the critical period, and a transient enhancement of inhibition is sufficient to open it precociously. GABA is synthesized by two isoforms of glutamic acid decarboxylase, weighing 65 kDa (Gad65) and 67 kDa (Gad67). Gad67-knockout mice are embryonic lethal (Asada et al., 1997) , but Gad65-knockout mice are viable and have reduced GABA release in response to stimulation (Hensch et al., 1998) . They developed normal baseline receptive field properties in V1, but brief MD had no effect: the critical period of ODP never opened (Hensch et al., 1998) . Enhancing inhibition by infusing diazepam (an agonist of the GABA A receptor that increases inhibitory conductance when GABA binds) into V1 restored ODP. Brief administration of diazepam at any age could open a period of susceptibility to the effects of MD in Gad65-knockout mice that was similar in quality and duration to the normal critical period (Fagiolini and Hensch, 2000) . Subsequent administrations of diazepam could not open a second critical period. Remarkably, diazepam treatment in wild-type mice at P15, before the normal critical period, could also initiate a single precocious critical period with a similar 2 week duration (Fagiolini and Hensch, 2000) . This finding suggests that a transient increase in GABAergic transmission is sufficient to open the critical period using machinery that is already in place earlier in development. Opening the critical period appears to trigger unknown mechanisms that lead to its permanent closure 2 weeks later.
Subsequent studies narrowed the requirement of GABAergic transmission for the opening of the critical period of ODP to the GABA A receptors containing the a1 subunit. Diazepam binds to several GABA A receptor subtypes, including a1, a2, a3, a5, and g2 (Sieghart, 1995) . Using knockin mice with diazepaminsensitive GABA A receptor subunits, Fagiolini et al. (2004) demonstrated that mutant a2 or a3 GABA A receptor subunits, but not a1 subunits, could still produce a precocious critical period, as in wild-type mice, when diazepam was administered. This experiment suggests that inhibitory neurons like the parvalbumin-expressing (PV) basket cells, which make contacts onto GABA receptors containing the a1 subunit, may play a special role in opening the critical period, although it remains possible that inputs onto receptors containing a5 and g2 subunits may also be necessary.
In normal development, the maturation of the underlying inhibitory circuitry appears to be important for opening the critical period. Several molecular factors that regulate the opening of the critical period also regulate the development of inhibitory neurons in V1. Transgenic animals overexpressing brain-derived neurotrophic factor (BDNF) in excitatory neurons had a precocious critical period and accelerated development of high visual acuity; they also had earlier maturation of inhibitory neurons (Hanover et al., 1999; Huang et al., 1999) . Other studies suggest roles for polysialic acid neural cell adhesion molecule (PSA-NCAM), the homeoprotein transcription factor, orthodenticle homolog 2 (Otx2), and IGF-1 in both the opening of the critical period and the maturation of inhibitory innervation, specifically the perisomatic contacts by PV basket cells onto pyramidal cells (Ciucci et al., 2007; Di Cristo et al., 2007; Sugiyama et al., 2008) . The maturation of inhibitory circuits may be responsible for the opening of the critical period merely because of an increase in overall inhibition. Alternatively, inhibitory maturation may produce a pattern of activity or a reconfiguration of cortical circuitry that opens the critical period independent of the level of inhibition.
The onset of the critical period also depends on visual experience. Raising animals in the dark or depriving them of binocular vision from birth delays the opening of ODP induced by monocular visual experience (Iwai et al., 2003) . Dark-reared mice exhibit a reduction in BDNF levels (Zafra et al., 1990) and in GABA-mediated transmission (Morales et al., 2002) , and the delayed opening of a period of plasticity can be abolished by BDNF overexpression (Gianfranceschi et al., 2003) or direct diazepam infusion (Iwai et al., 2003) . These findings suggest that the effects of dark-rearing on plasticity also involve the maturation of inhibitory function as discussed above. However, it is important to note that the plasticity induced by monocular visual experience after dark-rearing is distinct from conventional ODP induced by MD. Conventional ODP operates to alter the function of a V1 circuit that is fully responsive and selective. Dark-rearing causes many neurons in V1 to lose selectivity and become poorly responsive . Thus, the circuit that serves as the substrate for plasticity induced by monocular visual experience after dark-rearing is abnormal. Moreover, dark-rearing also affects the refinement of circuits in earlier visual processing centers, such as the retina (Tian and Copenhagen, 2003) and LGNd (Akerman et al., 2002) . Additionally, opening the eye after dark-rearing to measure ODP likely invokes molecular mechanisms that are common to normal eye opening and not shared in the closing of one eye (Gandhi et al., 2005) . For these reasons, it is inappropriate to refer to dark-rearing as merely delaying the critical period of ODP.
Perturbation experiments that alter the timing of the critical period generally have not established whether the altered critical period shares all the features of the normal one. An early-or lateonset critical period may lack some of the refinement of visual responses that takes place during the normal one, such as the binocular matching of orientation preferences .
While the studies discussed above suggest that the ratelimiting step for opening the critical period is the maturation of inhibitory function, other unexplored circuits may also be necessary and sufficient. For instance, maturation of inhibition may affect V1 network activity and open the critical period by promoting fidelity in the temporal structure of excitatory activity (Wehr and Zador, 2003) or by homeostatically increasing overall excitation (Turrigiano and Nelson, 2004) . Thus, it would be informative to explore how excitatory and neuromodulatory circuits in V1 mature during the normal opening of the critical period and how they are affected by manipulations that shift the timing of the opening.
These studies provide clear evidence that the critical period, regardless of what triggers its onset, stays open for a limited duration of approximately 2 weeks. It is unclear what changes in the activity, biochemistry, or structure of the V1 circuit renders it no longer as susceptible to MD. Progress will depend on an understanding of how V1 is different at the end of the critical period than at its beginning, even with normal visual experience. For example, now that we understand that binocular matching of orientation selectivity progresses during the critical period ), it appears possible that the attainment of binocular matching itself could prevent further effects of MD. After the critical period, when inputs from the two eyes produce the same pattern of responses in V1 neurons, activity through the open eye may sustain the connections serving both eyes during MD. In contrast, before or during the critical period, when inputs from the two eyes to a particular V1 neuron are driven by different stimuli rather than coherently, they may compete, and the deprived eye would lose out. The Stages of Critical Period ODP The use of mice as a model system allowed the development of methods to measure visual responses to the two eyes in V1 repeatedly in individual animals. Transcranial optical imaging of intrinsic signals (Bonhoeffer and Grinvald, 1996) and chronic implantation of recording electrodes to measure the amplitude of visually evoked potentials (VEPs) both allow repeated sampling of the same brain region before, during, and after manipulations of visual experience (Kaneko et al., 2008a; Sawtell et al., 2003) . Both allow reproducible measures of the magnitudes of the separate deprived-and nondeprived-eye responses. Optical imaging through an intact skull has the advantage of being noninvasive, but it is done in anesthesized animals (Kaneko et al., 2008a) . VEPs have the advantage that they are commonly done in awake mice, but require precise and stable electrode placement (Sawtell et al., 2003) and the amplitude of VEPs are susceptible to change with repeated presentations of grating stimuli of a single orientation (Frenkel et al., 2006 ). An alternative approach can use VEPs to measure absolute visual acuity (Fagiolini et al., 1994) . Neither optical imaging nor VEPs measure the selective responses of single neurons directly.
The methods above were used to dissect ODP induced by MD during the critical period into temporally distinct stages ( Figure 5 ). In the first stage, 2-3 days of MD caused a large reduction of the response to the deprived eye and a resulting shift in ocular dominance, with no change in open-eye responses. In the second stage, MD caused a large increase in the response to the open eye, along with a slight increase in deprived-eye responses, completing the shift in ocular dominance (Kaneko et al., 2008b) . Restoring binocular vision by reopening the deprived eye during the critical period induced a third stage of plasticity, the rapid restoration of both eyes' responses to baseline levels (Kaneko et al., 2008a) . These three stages and their characteristics were similar regardless of which eye was deprived, contralateral or ipsilateral eye (Sato and Stryker, 2008) . Collectively, these findings in the mouse are consistent with observations in other species that a decrease in deprived-eye responses precedes an increase in nondeprived-eye responses (Mioche and Singer, 1989 and references therein). The Mechanisms of Critical Period ODP In cats, pharmacological perturbations confined to V1, such as hyperexcitation by glutamate (Shaw and Cynader, 1984) or bicuculline (Ramoa et al., 1988) or total silencing by TTX (Reiter et al., 1986) , 2-amino-5-phosphonovaleric acid (APV) (Bear et al., 1990) , or muscimol (Reiter and Stryker, 1988) , revealed that neural activity in V1 plays a critical role in ODP. The past decade has seen the creation of transgenic mice in which critical period timing and the development of response properties are normal, but the changes in responses and circuitry during critical period ODP are perturbed. These studies reveal that the three stages of critical period ODP expression are mechanistically distinct ( The first stage of critical period ODP, the decrease in deprived-eye responses, is hypothesized to result from a loss of deprived-eye connections or a depression in their synaptic efficacy. Consistent with this idea, blocking (Bear et al., 1990) or genetically deleting N-methyl-D-aspartate receptors (NMDARs) (Roberts et al., 1998) , manipulations that block LTD, also prevented a shift in ocular dominance. However, these manipulations can also affect LTP and other forms of plasticity. Viral expression of a peptide that blocks LTD and, specifically, NMDAR-dependent internalization of postsynaptic a-amino-3-hydroxy-5-methyl-4-isoxazolepropionic acid receptors (AMPARs) also blocked the reduction in deprived-eye responses in layer 4, consistent with the operation of LTD in the first stage of critical period ODP (Yoon et al., 2009) .
Spike timing-dependent plasticity (STDP) is an alternative mechanism that shares a dependence on NMDARs and calcium signaling and appears, at least in the short term, to be a potential explanation of changes during MD (Yao and Dan, 2005) . STDP has the advantage that it can either increase or decrease the strength of a connection by altering the timing of action potentials in the two connected cells, without requiring the firing rate changes needed to shift from LTD to LTP. This feature makes it particularly attractive in accounting for the effects of strabismus, where two pathways can be equally active but are not correlated. It is not yet clear what signaling mechanisms would dissociate STDP from LTD/LTP or other forms of plasticity.
Calcium influx through NMDARs (Daw et al., 1993 ) triggers downstream effectors including protein kinases and phosphatases that are hypothesized to regulate ODP by controlling phosphorylation of substrates thought to be important for synaptic transmission, neuronal excitability, and morphological stabilization: RII-a and RII-b isoforms of cAMP-dependent protein kinase (PKA) Rao et al., 2004) , extracellular-signalregulated kinase (ERK) (Di Cristo et al., 2001 ), a-calcium/ calmodulin-dependent protein kinase II (aCaMKII) , and the phosphatase calcineurin . In all cases, preventing the activation of the kinases or promoting the activation of the phosphatase prevented the reduction in deprived-eye responses. Collectively, these studies suggest that the balance between protein kinases and phosphatases is important for critical period ODP.
The activity-dependent immediate early gene Arc is a potential mediator of protein synthesis-dependent plasticity. Arc gene expression and efficient Arc translation are dependent on NMDAR and group 1 metabotropic glutamate receptor (mGluR) activation (Steward and Worley, 2001 ). In Arc-knockout mice, 3 days of MD failed to reduce deprived-eye responses (McCurry et al., 2010) . Another activity-dependent immediate early gene, serine protease tissue plasminogen activator (tPA), increases during MD in V1 and targets many downstream effectors including extracellular-matrix proteins, growth factors, membrane receptors, and cell-adhesion molecules (Mataga et al., 2002 and references therein) . In tPA-knockout mice critical period ODP was impaired and could be rescued by exogenous tPA (Mataga et al., 2002) . MicroRNAs induced by visual experience may also play a role in ODP. Increasing (Tognini et al., 2011) or decreasing (Mellios et al., 2011 ) the levels of a microRNA enriched in the brain (miR132), reduced critical period ODP and had dramatic effects on spine morphology.
It is not yet clear to what extent the changes in visual responses in vivo during ODP are the product of changes in the anatomical circuits, such as loss of synapses serving the deprived eye, or changes in synaptic efficacy, such as LTD, within stable anatomical circuits. Figure 6 illustrates this distinction for the first phase of ODP. In terms of biochemical mechanisms the distinction is whether there is a single pathway leading from changes in synaptic efficacy to mechanisms of regulation of growth and retraction or whether, instead, there are parallel and independent processes regulating synaptic efficacy and anatomical change, allowing for the possibility of blocking one without the other. Additional knowledge of pruning mechanisms regulating anatomical changes may allow this distinction to be tested experimentally (Li and Sheng, 2012) .
Assuming that protein synthesis is required for structural changes, attempted to distinguish between these alternatives by blocking it. Protein synthesis inhibitors in the cortex, but not in the LGNd, completely prevented ODP. This result suggested that anatomical plasticity is necessary for ODP, but it left open the possibility that protein synthesis inhibition had also interfered with changes in synaptic efficacy. LTD is conventionally divided into a late phase that is dependent on protein synthesis and an early phase that is not (Kauderer and Kandel, 2000) . Thus, the protein synthesis independent early phase of LTD contributes little or nothing to ODP.
The second stage of critical period ODP, the increase of openeye responses, was difficult to study mechanistically because manipulations that prevent the reduction of deprived-eye responses also affect subsequent increases in the open-eye responses. A two-photon calcium imaging study showing that MD actually increased responses to the deprived eye in neurons with little to no input from the open eye suggested that Hebbian mechanisms were not involved in the second stage of ODP (Mrsic-Flogel et al., 2007) and that homeostatic scaling may operate to keep neural activity within an optimal range (Turrigiano and Nelson, 2004) . Mice deficient for tumor necrosis factor-alpha (TNFa), a protein necessary for homeostatic scaling of excitatory and inhibitory synapses (Stellwagen and Malenka, 2006) , allowed the dissociation of the first and second stages of ODP and identification of a homeostatic mechanism involved in the second stage. In TNFa-knockout mice, the first stage of ODP was completely normal but there was no subsequent increase in the open-eye responses measured by intrinsic signal imaging; similar results were found in wild-type mice with blockade of TNF receptors in the cortex (Kaneko et al., 2008b) . Antagonizing NMDARs in wild-type mice using 3-(2-carboxypiperazin-4-yl)-propyl-1-phosphonic acid (CPP) during the second stage of ODP also prevented an increase in open-eye responses measured by VEPs in layer 4 (Cho et al., 2009) . Taken together, these findings indicate that homeostatic as well as LTP-like mechanisms are important for the second stage of ODP.
The third stage of critical period ODP, the restoration of responses to baseline levels following the reopening of the deprived eye, is dependent on neurotrophic growth signaling mechanisms. Previous experiments hypothesized that ODP resulted from competition for limiting amounts of the activitydependent neurotrophin, BDNF (reviewed in Bonhoeffer, 1996) . The deprived-eye pathway was thought to lose out to the open-eye pathway because of its failure to stimulate sufficient BDNF release onto its TrkB receptor. This hypothesis was tested in mice using a chemical-genetic approach, the Shokat inhibitor, that gives both high molecular and temporal specificity (Chen et al., 2005) . Specifically blocking TrKB receptor activation during the first and second stages of ODP had no effect. Instead, TrkB receptor activation was required for the recovery of both deprived-and nondeprived-eye responses after restoration of binocular vision (Kaneko et al., 2008a) . Interestingly, the BDNF that mediates recovery appears to be synthesized in dendrites (Kaneko et al., 2012) . Consistent with these findings, BDNF levels decrease during MD and return to normal levels after the restoration of binocular vision. Taken together, BDNF-TrkB signaling is not important for the loss of connections but is important in facilitating the growth or strengthening of connections, presumably those of the deprived-eye circuits, to bring back the balance of inputs from both eyes (Figure 7) . Enhancement of Critical Period ODP Several studies have also shown that critical period ODP can be enhanced or accelerated. Mutant mice lacking the paired-immunoglobulin-like receptor B (PirB), a major histocompatibility complex class I (MHC1) receptor, or mice lacking cell surface expression of 2 of the 50+ MHC1 genes, H2-K b and H2-D b , had a larger or faster ocular dominance shift (Datwani et al., 2009; Syken et al., 2006) . More recently, Kaneko et al. (2010) found that all the stages of ODP were accelerated in mice expressing a constitutively active form of H-ras (H-ras G12V ) presynaptically in excitatory neurons. Measurements in vitro showing enhanced presynaptic facilitation in the connections from layer 4 to layer 2/3 provided a potential explanation for the increased rate of plasticity. Future genetic gain-of-function strategies like those conducted for H-Ras may identify specific molecules that can enhance specific stages of critical period ODP. The Stages of Adult ODP The classical studies by Hubel and Wiesel characterizing the time course of MD in cats (Hubel and Wiesel, 1970) and in monkeys (Hubel et al., 1977; LeVay et al., 1980) led to the notion of a critical period for ODP in V1 that ends around the onset of adolescence. While it has been well established in numerous species that ODP is most readily elicited by MD early in postnatal development, and thalamocortical afferent anatomy ceases to change, detailed analysis in cats and rats showed that ODP of cortical responses tapers slowly and can linger well beyond sexual maturity (Daw et al., 1992; Guire et al., 1999) . Similarly, mouse V1 does not abruptly lose its capacity for ODP at the end of the critical period, but instead plasticity declines progressively to an insignificant level by P110 (Lehmann and Lö wel, 2008) . The characteristics of plasticity also change with circuit maturation from critical period to adult. Lesions and other manipulations have demonstrated substantial plasticity in responses and connections in adult V1 (Gilbert and Li, 2012) .
In adult (P60-90) mice, ODP is quantitatively and qualitatively different from critical period ODP in five respects. First, a longer contralateral MD is necessary to induce an observable shift in ocular dominance (Sato and Stryker, 2010; Sawtell et al., 2003) . Even after 7 days of MD, the ocular dominance shift is less than that found in critical period mice with 4 day MD. Second, the shift in ocular dominance in adults induced by contralateral MD is predominantly an increase in open-eye responses with only a small and transient decrease in deprived-eye responses (Hofer et al., 2006; Sato and Stryker, 2008; Sawtell et al., 2003) . Third, ipsilateral deprivation in adult mice produces no significant ODP (Sato and Stryker, 2008) . Fourth, binocular deprivation in adult mice results in a substantial ocular dominance shift (Sato and Stryker, 2008) . Fifth, adult ODP is less permanent than critical period ODP, with recovery after restoration of binocular vision taking half as long after long-term MD (Prusky and Douglas, 2003) . While ODP in young adult mice clearly differs from that in the critical period, the decline of plasticity in older adults suggests that plasticity mechanisms may continue to change later in life. The Mechanisms of Adult ODP Relatively little is known about the molecular mechanisms of adult ODP in the mouse and the extent to which they are similar to those that operate in the critical period. Some mechanisms, such as dependence on calcium signaling through NMDARs, are shared. Adult mice treated with the competitive NMDAR antagonist, CPP, or mice lacking the obligatory NMDAR subunit, NR1, in cortex exhibited no adult ODP (Sato and Stryker, 2008; Sawtell et al., 2003) . Other mechanisms of critical period ODP are not shared with adult ODP. For instance, adult TNFa-knockout mice that lack homeostatic scaling in vitro had normal increases in open-eye responses following MD while adult aCaMKII;T286A mice, which have a point mutation that prevents autophosphorylation of aCaMKII, lacked the strengthening of open-eye responses following MD (Ranson et al., 2012) . Further evaluation of the shared and distinct molecular mechanisms between critical period and adult ODP may reveal the factors that account for the decline in plasticity with age. ODP induced by MD in cats and mice has little to no effect on eye-specific projections to the LGNd, but has dramatic effects on cortical function and structure. Diagrams in (A)-(C) depict changes occurring in visual centers in one hemisphere of the brain. Each circle represents a population of neurons. The color and intensity within each circle indicates the response level to the contralateral (red) or ipsilateral (green) eye with binocular responses shown as a mixture of red and green (yellow). Arrows represent information flow between centers of the visual pathway. The size of the arrowhead is proportional to the level of activity. The thickness of the arrow is proportional to the number of connections. Asterisks (*) indicate hypothesized changes that have not yet been experimentally measured. (A) In critical period cats, changes in cortical responses and connections occur faster in upper cortical layers than in cortical layer 4. Moreover, changes in deprived-eye responses and anatomy precede those of the nondeprived eye. Just 1 day of MD results in a reduction of deprived-eye responses and connections in upper cortical layers, but no change in layer 4. After 3 days of MD, deprived-eye responses are now reduced in layer 4 without accompanying structural changes. In addition, there is an increase in nondeprived-eye responses and connections in upper cortical layers, but not layer 4. MD for 6 days produces no further changes in upper cortical layers. However, in layer 4, deprived-eye connections are lost and now accompany the earlier reduction in deprivedeye responses. Additionally, nondeprived-eye responses in layer 4 get stronger, but without accompanying structural changes. Prolonged MD (3 weeks) results in further reduction of deprivedeye responses and connections in upper cortical layers. Nondeprived-eye responses are further increased in upper cortical layers and nondeprived-eye connections are increased in all cortical layers. Alternatively, reopening the deprived eye after brief MD for just 2 days restores responses to baseline levels in all cortical layers and restores connections in upper cortical layers, but is not sufficient to restore layer 4 connections. (B) In critical period mice, changes induced by MD occur slower than in critical period cats, but follow a similar progression. After 3 days of MD, deprived-eye responses and connections are reduced in upper cortical layers. In addition, deprived-eye responses are reduced in layer 4, although to a lesser extent and with little or no structural change. After 6 days of MD, there is an increase in nondeprived-eye responses and connections in upper cortical layers. Deprived-eye connections are also lost in layer 4 and now accompany the earlier reduction in deprived-eye responses. Nondeprived-eye responses in layer 4 also get stronger, but without accompanying structural changes. Prolonged MD (4 weeks), results in further reduction of deprived-eye responses and connections in upper cortical layers. Nondeprived-eye responses are further increased in upper cortical layers and connections are increased in all cortical layers. Alternatively, reopening the deprived eye after brief MD for just 2 days restores responses to baseline levels in all cortical layers and restores connections in upper cortical layers, but is not sufficient to restore layer 4 connections. (C) In adult mice, MD induces qualitatively and quantitatively different changes compared to critical period mice. After 3 days of MD, there are no changes in eyespecific responses or connections. After 7 days of MD, there is an increase in nondeprived-eye responses and connections in upper cortical layers. Nondeprivedeye responses also get stronger in layer 4, but without accompanying structural changes. There are no changes in deprived-eye responses or connections across all layers throughout this period of MD. After reopening the deprived eye, nondeprived-eye responses and connections are restored to baseline levels in all cortical layers. MD = monocular deprivation. BV = binocular vision.
evidence for several such mechanisms: persistently potent inhibition, neuromodulatory desensitization, and an increase in structural factors that inhibit neurite remodeling. Below we discuss some of the studies that have taken genetic and pharmacological approaches to interfere with these mechanisms in order to restore juvenile forms and levels of plasticity to adult V1. Although these studies clearly demonstrate that adult ODP can be enhanced, it is unclear whether the approaches used open a new critical period, facilitate existing adult mechanisms, or induce ectopic mechanisms.
Diazepam treatment in adult Gad65-knockout mice or early in development in wild-type mice is capable of opening only one critical period of ODP (Fagiolini and Hensch, 2000) . Once the critical period is opened, inhibitory drive increases. This increased inhibition may also be responsible for closing the critical period and keeping it closed. An increased rate and magnitude of ODP following infusion of GABA A antagonist picrotoxin (PTX) or the GABA synthesis inhibitor 3-mercaptopropionic acid (3-MPA) into V1 of adult rats provided partial confirmation of the hypothesis that reducing inhibitory drive in adulthood could enhance ODP (Harauzov et al., 2010) .
Studies using lesions and pharmacology in young cats suggested that a combination of cholinergic and noradrenergic transmission was necessary for critical period ODP induced by MD (Bear and Singer, 1986) , leading to the hypothesis that a reduction in transmission of either neuromodulator could force the closure of the critical period and prevent ODP. Knockout of an endogenous prototoxin, Lynx1, which reduces cholinergic transmission during adulthood, enhanced adult ODP in mice, and this enhancement was abolished by V1 infusion of nAChR antagonists or diazepam (Morishita et al., 2010) . Treatment with the antidepressant drug fluoxetine, a serotonin/noradrenaline reuptake inhibitor, also increased adult ODP in rats, an effect that was also abolished by infusion of diazepam into V1 (Maya Vetencourt et al., 2008) . Collectively, these two studies demonstrate that reduced neuromodulatory drive may hinder adult ODP, possibly by perturbing inhibitory function. However, since neuromodulators have widespread effects on network activity, they may directly modulate a number of circuits.
The maturation of structural factors that restrict the remodeling of circuits may also promote the closure of the critical period. Consistent with inhibited circuit remodeling in adults, a recent study showed that a prior episode of MD during the critical period facilitates subsequent ODP in the adult, possibly by establishing connections during the initial MD that persisted and could be made more potent when called on again in adulthood (Hofer et al., 2006 (Hofer et al., , 2009 . The maturation of perineuronal nets (PNNs) of the extracellular matrix (ECM) in adulthood (Celio et al., 1998) has been proposed to inhibit remodeling of connections, and disrupting them enhanced adult ODP (Carulli et al., 2010) . Other more widely distributed structural factors that inhibit anatomical remodeling, such as the maturation of myelin, may also contribute to the diminished plasticity in adulthood. CNS myelination increases throughout the layers of V1 as the critical period closes (McGee et al., 2005) . Mice mutant for the Nogo-66 receptor (NgR), the Nogo/MAG/OMgp receptor PirB, or the NgR ligands, Nogo-A/B, all disrupted myelination and had enhanced adult ODP (Atwal et al., 2008; McGee et al., 2005; Syken et al., 2006) . Despite these encouraging experiments, it is still unknown whether the maturation of PNNs and myelination simply correlate with the closing of critical period ODP or are responsible for its closure.
Although multiple factors seem to be involved in closing the critical period and in inhibiting adult ODP, it is still unclear whether they are behaving in concert or independently. Heterochronic transplantation of inhibitory neuron precursors isolated from the medial ganglionic eminences of 12-to 16-day-old embryos into postnatal mice produced a second period of plasticity 33-35 days after transplantation, an age that matches that of host inhibitory neurons at the normal peak of the critical period (Southwell et al., 2010) . At the time of this second period of plasticity, the transplanted precursors had developed into a diverse set of inhibitory neurons with mature morphologies that made and received about three times as many connections with host excitatory neurons as host inhibitory neurons, and the transplant connections were about one-third the strength. The widespread connections of transplanted inhibitory neurons may have created a second critical period by destabilizing the mature network of host connections, by adding a new pattern of inhibition, or by providing a molecular signal that promotes plasticity. Further studies using heterochronic transplantations have the potential to determine the most pertinent factors involved in enhancing adult ODP.
Another feature of declining V1 plasticity in adulthood is the slow and incomplete recovery following long-term MD induced during the critical period. Reverse suture, or binocular experience alone are not potent enough to recover visual acuity (Iny et al., 2006) . A number of manipulations used to enhance adult ODP discussed above also allow recovery of acuity after long-term MD. Is Enhancing Adult ODP the Same as Reopening the Critical Period? To fully understand why and how the brain becomes less plastic with age, we must understand the differences between adult and critical period ODP. Studies that enhance adult ODP may simply be increasing the levels of adult plasticity rather than opening a second critical period like that observed in juvenile animals. Critical period plasticity is open for a limited duration of time and differs from adult ODP in a number of respects discussed above. Full reopening of the critical period probably involves reactivating an entire array of early plasticity mechanisms that are normally active during the critical period and inactivating many factors that impede adult ODP.
For a second period of ODP to resemble the normal critical period, three conditions should be met. First, manipulations that enhance adult ODP should cause the same changes in eye-specific responses as observed during the critical period ( Figure 5) . Second, the time course of the plastic period should be like that of the normal critical period; it must be of limited duration. Third, the molecular mechanisms involved should play a similar role as in the normal critical period. None of the studies above have addressed all three issues together. What Is the Purpose of Adult Plasticity? To understand the decline in plasticity in adult V1, it may be helpful to first understand what purpose it serves. In zebra finches, active auditory feedback in adulthood is required for maintaining and continuously calibrating the song that was learned as juveniles (Brainard and Doupe, 2000) . If these principles apply to the mouse V1, circuits involved in persistent adult plasticity may be important for continuous fine tuning of visual responses, and perhaps for maintaining the binocular matching of receptive fields. Experiments to measure whether receptive fields remain stable and matched in the two eyes when adult plasticity is blocked or enhanced may illuminate the role of normal adult plasticity.
Identifying Neural Circuit Substrates of ODP
The classical studies by Hubel and Wiesel on ODP revealed that different elements of the neural circuit in V1 have different critical periods, suggesting that circuits have distinct roles (LeVay et al., 1980) . Presently, very little is known about which intracortical circuits are reconfigured in ODP. It also remains unclear whether the same circuits that are required for the opening of the critical period are those altered in its expression. Similarly, we do not know whether different, similar, or only a subset of the circuits involved in critical period ODP are reconfigured in adult ODP. Observing the anatomical and physiological changes in specific subsets of neurons, preferably longitudinally in the same mouse, promises to provide insight into the developmentally regulated mechanisms of ODP.
Below we discuss pharmacological and genetic manipulations that point to PV cells as regulators of the opening of the critical period. We then discuss recent studies that have used genetic labeling methods and longitudinal two-photon imaging to measure physiological and structural changes in specific circuits during ODP induced by MD in vivo. Future studies will require thorough characterization of specific neuronal populations, including concurrent longitudinal measures of physiology and structure during ODP with or without genetic and pharmacological manipulations. PV Cells and the Opening of Critical Period ODP Among the heterogeneous population of inhibitory interneurons, fast-spiking PV basket cells have been most clearly implicated in opening the critical period of ODP. PV cells receive direct thalamic input (Cruikshank et al., 2007) , synapse predominantly onto somata and proximal dendrites that use GABA A receptor a1 subunits (Klausberger et al., 2002) , and generate gammafrequency (30-80 Hz) rhythmicity, which is important for sensory processing and learning (Sohal et al., 2009) . PV cell maturation is experience dependent and correlates with the opening of critical period ODP (Chattopadhyaya et al., 2004) . Manipulations that delay the opening of the critical period also delay the development of perisomatic synapses, and manipulations that promote earlier maturation of perisomatic synapses induce a precocious critical period . Knockout of Otx2 prevents the maturation of PV cells and prevents the opening of the critical period (Sugiyama et al., 2008) . Consistent with the role of PV cells, activation of GABA A receptor a1 subunits can open a precocious critical period (Fagiolini et al., 2004) , although this class of receptors may also involve other inhibitory interneurons (Klausberger et al., 2002 ).
An open question that remains is how the maturation of PV cells opens the critical period. PV cells could influence neuronal synchrony, influence spike timing-dependent plasticity, or instruct plasticity specifically in deprived-eye circuits. To test these effects would require temporally precise manipulation of activity in PV cells. The role of other cell types should also be investigated with the use of mice expressing the Cre recombinase in specific interneuron subsets (Taniguchi et al., 2011) . Changes in the Responses of Excitatory and Inhibitory Neurons during ODP As an initial parcelation of the neural circuits involved in plasticity, three studies have directly compared the ocular dominance of excitatory and inhibitory neurons following MD in critical period or adult mice. Gandhi et al. (2008) used knockin mice in which GFP expression under the control of the GAD67 promoter labels most inhibitory neurons (Tamamaki et al., 2003) . Calcium imaging of neuronal responses in vivo demonstrated that both excitatory and inhibitory neurons undergo an ocular dominance shift toward the nondeprived eye after 4-6 days of MD; however, brief 2 day MD resulted in an ocular dominance shift in excitatory, but not inhibitory, neurons (Gandhi et al., 2008) . Thus, plasticity was faster in excitatory neurons.
Yazaki- Sugiyama et al. (2009) employed sharp microelectrodes to measure visual responses in excitatory cells and inhibitory fast-spiking cells in vivo. Excitatory and inhibitory neurons exhibited a similar ocular dominance shift toward the nondeprived eye after prolonged MD; however, brief 3 day MD shifted the responses of excitatory neurons toward the open eye but shifted inhibitory neurons in the opposite direction, toward the deprived eye (Yazaki-Sugiyama et al., 2009 ). Thus, the two classes of neurons follow a different course of plasticity. Kameyama et al. (2010) used a transgenic mouse line in which expression of a GFP variant (Venus) under the control of the vesicular GABA transporter (VGAT) promoter labels most inhibitory neurons. In contrast to the first two studies, brief 2 day MD resulted in a similar ocular dominance shift toward the nondeprived eye in excitatory and inhibitory neurons. Yet, excitatory and inhibitory neurons were still distinct in that excitatory neurons had both a decrease in deprived-eye and an increase in nondeprived-eye responses, while inhibitory neurons had only the increase in nondeprived-eye responses.
All three studies agree that MD during the critical period ultimately shifts the responses of both excitatory and inhibitory neurons toward the open eye, while brief MD produces a stronger effect on excitatory neurons. Hebbian models of the V1 circuit that incorporate the smaller ocular dominance shift of inhibitory neurons after brief MD provide a potential explanation of the requirement for a threshold level of inhibition for ODP (Gandhi et al., 2008; Yazaki-Sugiyama et al., 2009 (Hubel et al., 1977) . However, thalamocortical axon rearrangement is much too slow to explain the rapid shift of ocular dominance during the critical period (Antonini and Stryker, 1993b) . Indeed in cats, responses of neurons in layer 4 have not begun to shift at 1-2 days MD when ocular dominance changes in layers 2-3 are nearly saturating (Trachtenberg et al., 2000) . This slower shift of ocular dominance in layer 4 parallels thalamocortical anatomical changes (Antonini and Stryker, 1993b) . In contrast, anatomical changes in the upper layers of cortex are much more rapid: strabismus dramatically reduced horizontal connectivity between columns representing the two eyes in less than 2 days (Trachtenberg and Stryker, 2001) . Similarly, 4 days of MD had no effect on spine density in layer 4 spiny stellate neurons (Lund et al., 1991) . Interestingly, the difference in timing between ODP in layer 2/3 and layer 4 may not apply to the mouse , in which thalamic inputs from the two eyes are intermingled in layer 4. In this situation, axon growth or retraction may not be required to find postsynaptic partners dominated by the other eye. This may also explain why rodents show more plasticity in adult life than do animals with a columnar cortical organization of V1 (Lehmann and Lö wel, 2008) . Measuring Structural Changes Longitudinally in Excitatory and Inhibitory Neurons during ODP Structural and functional measurements can now delineate the inputs that give rise to specific response properties of different cell types in V1 (Reid, 2012) . Two-photon laser scanning imaging in mice also allows one to follow structural changes longitudinally during ODP. In critical period transgenic mice expressing GFP in a subset of layer 5 cells (thy1-GFP line M) (Feng et al., 2000) , the motility of spines in layers 2, 3, and 5, but not 4 was elevated by 2 days of MD (Oray et al., 2004) , consistent with early extragranular changes that instruct later events in layer 4 (Trachtenberg et al., 2000) . Since this effect was observed only in the binocular zone of V1, it probably reflects a competitive mechanism related to ODP.
In adult thy1-GFP line M mice, MD caused the addition of dendritic spines on the apical tufts of layer 5 but not layer 2/3 pyramidal neurons (Hofer et al., 2009 ). Imaging of layer 2/3 in adult mice revealed much greater baseline turnover of distal dendritic branch tips in inhibitory than in excitatory neurons and particularly high turnover in the top half of layer 2/3 (Lee et al., 2008 (Lee et al., , 2006 . MD increased turnover and led to a transient decrease in inhibitory tone (Chen et al., 2011) . Consistent with the findings above, immunohistochemistry of VGAT revealed a loss of inhibitory synapses onto layer 5 apical dendrites, but not the neighboring dendrites of layer 2/3 pyramidal neurons (Chen et al., 2011) . MD and recovery in adult mice each produce a transient loss of Gephyrin-labeled inhibitory synapses on spine heads of excitatory neurons, but not on their dendritic shafts (Chen et al., 2012; van Versendaal et al., 2012) . The spine heads themselves showed little change, suggesting that excitatory connections were stable (Chen et al., 2012) . Outstanding Questions about the Development and Plasticity of V1 Considering the events we discuss in the development of V1, there is a satisfying account of topographic map formation. The next major event, the formation of highly selective receptive fields, remains largely a mystery. We do not know the details of the neural circuitry that gives rise to selective responses, and we lack experimental confirmation of the mechanisms responsible for its formation. The emergence of binocular responses in V1 seems to require no explanation beyond the convergence of eye-specific thalamocortical inputs, but the matching of preferred orientation in the two eyes suggest that experience dependent plasticity sculpts these circuits during normal development. A great deal is known about the mechanisms responsible for changes in binocular responses following MD in the critical period, and about some of the accompanying changes in the neural circuit, but it is not clear which of these mechanisms is responsible for the normal process of binocular matching. Finally, it is not yet clear how adult plasticity differs mechanistically and functionally from that of the critical period (Figure 7) .
These questions can now be addressed using a number of new tools for tracking neural activity, structure, and biochemical signaling pathways in individual cells over the course of development and plasticity. Observations can be targeted to specific cells in V1 using many novel brain region-, cortical layer-, and neuronal subtype-specific Cre-transgenic mice (Madisen et al., 2010) in combination with Cre-dependent structural or physiological markers (Bernard et al., 2009; Luo et al., 2008) . Activity can be measured in the targeted cells using chemical and protein-based fluorescent biosensors of intracellular calcium (Hasan et al., 2004; Mank et al., 2008; Tian et al., 2009) , vesicle release (Li and Tsien, 2012) , or voltage (Miller et al., 2012) . Structural rearrangements can be measured in targeted cells along with fluorescently tagged synaptic proteins, including those that are newly synthesized and those that may indicate the strength of synaptic connections (Lin et al., 2008) . The development of true transsynaptic tracers also makes it possible, at least in principle, to study the properties of the neurons that provide input to a cell of interest (Wickersham et al., 2007) . Biochemical signaling mechanisms can be measured in these neurons using a number of new fluorescent probes (Tsien, 2010) . Changes in any of these properties in subsets of neurons at particular points in development or plasticity would point to a potential role of that element in the process.
New tools also exist for perturbing activity and biochemical signaling in particular cells with temporal precision. Transgenic mice expressing light sensitive ion channels and ion pumps (Madisen et al., 2012) , such as channelrhodopsin, halorhodopsin, and archaerhodopsin, make it possible to control the activity of specific neurons in either direction in living organisms by light pulses (Chow et al., 2012; Fenno et al., 2011) . Similarly, mutant G protein-coupled receptors that are exclusively activated by designer drugs (DREADDs) allow control of activity in either direction and for many hours (Rogan and Roth, 2011) . The signaling of specific kinases and other biochemical signals can also be manipulated transiently at a specific time in targeted cells in either direction (Dar and Shokat, 2011; Fenno et al., 2011) . These perturbations should allow true causal experiments to test the potential roles of different elements of the V1 circuit in development and plasticity.
The combination of these new tools allow questions about the relationship between functional and structural changes to be addressed. For example, the question posed in Figure 6 : Do responses during ODP change because the circuit has been rewired, or does the circuit get rewired because responses have changed? Knowing the relationship between neural activity, structure, and biochemical signals in particular cells and perturbing these at specific times is essential to answering this question.
Concluding Remarks
The research program initiated 50 years ago by Hubel and Wiesel has been tremendously fruitful. Much of our understanding of the organization, development, and plasticity of the neocortex comes from studies of V1 and related areas. The issues illuminated include the distinction between innate and experiencedependent mechanisms of development, the roles of molecular signals and patterned activity in organizing connections in development, critical periods in development, and many aspects of plasticity and recovery of function. Studies of the visual cortex have delineated simple rules that make sense of much of the staggering complexity of cortical circuits.
Nevertheless, our current understanding is far from adequate. Our mental models lump together many different kinds of neurons that surely must behave differently. We talk about the supragranular and subgranular cortex as if they were units, when in reality each is composed of many distinct cells.
Yet the best days for the study of the visual cortex lie ahead. New optical, molecular, and electrical methods for observing and perturbing specific, identified neurons open a new world of understanding. It is now becoming possible to study the cells and circuits of the visual cortex at the level at which they really operate, that of the connections among them and the patterns of activity that they convey. Plasticity can now or soon be followed longitudinally in identified cells of identified function in vivo. It should soon be possible to predict what will happen to each element of the visual cortical circuit that we observe when the animal has a particular experience to induce plasticity. One can hardly wait to see what the next 50 years will bring.
