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Abstract
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independent and n ≥ 2 dependent variables in terms of solutions of linear
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1
Introduction
We address the problem of classification of integrable (2+1)-dimensional quasilinear systems
ut = A(u)ux + B(u)uy, (0.1)
where t, x, y are independent variables, u is an n-component column vector, and A(u) and B(u)
are n × n-matrices. A general theory of such systems was developed in the papers [1, 2, 3].
This theory is based on the existence of sufficiently many of the hydrodynamic reductions [4, 1]
which has been proposed as the definition of integrability. In the first nontrivial case n = 2
the complete set of integrability conditions has been found in the paper [2] in the form of a
complicated system of PDEs for the entries of the matrices A and B. In the case n > 2 the
complete set of integrability conditions in terms of the matrices A and B is not known. However,
all known examples of integrable (2+1)-dimensional hydrodynamic type systems possess the
so-called scalar pseudopotential1
Ψt = f(Ψy,u), Ψx = g(Ψy,u). (0.2)
Moreover, it was proven in [2] that for n = 2 the integrability conditions are equivalent to the
existence of the scalar pseudopotential. The scalar pseudopotential plays an important role in
the theory of the universal Whitham hierarchy [5, 6, 7]. Various integrable systems possessing
pseudopotential were constructed and studied in [8], [9] and many other papers. In the paper
[10] the case of a constant matrix A was considered and hydrodynamic type systems (0.1)
possessing a pseudopotential with movable singularities were classified.
In this paper we give the general solution to the classification problem for the integrable
hydrodynamic type systems (0.1) in the case n = 2. It turns out that the answer can be written
in terms of three arbitrary linear independent solutions of a certain system of linear PDEs with
rational coefficients and a 3-dimensional space of solutions. The action of the group GL3 on
this space corresponds to the action of the same group on the space spanned by the independent
variables t, x, y. It is also possible to construct a similar family of hydrodynamic type systems
possessing a pseudopotential for higher n. The system is written in terms of three arbitrary
linear independent solutions of a certain system of linear PDEs with rational coefficients and
an n+ 1-dimensional space of solutions.
Let us describe the contents of the paper. In Section 1 we recall the background material.
In Section 2 we construct a family of hydrodynamic type systems possessing a pseudopotential
for arbitrary n ≥ 2. In Section 3 we recall the results of the paper [2] on two components
integrable systems and prove that our family in the case n = 2 is a general solution for the
classification problem. In Section 4 we give an elliptic analog of our construction.
1This means that the overdetermined system (0.2) for Ψ is compatible if and only if u is a solution of (0.1).
2
1 Hydrodynamic type systems and their pseudopoten-
tials
Consider a (2 + 1)-dimensional quasilinear system
uit =
n∑
j=1
aij(u) ujx +
n∑
j=1
bij(u) ujy, i = 1, ..., n. (1.3)
This system is called integrable [1] if it possesses ‘sufficiently many’ exact solutions of the form
u = u(R1, ..., RN) where the so-called Riemann invariants R1, ..., RN solve a pair of commuting
diagonal systems
Rit = λ
i(R) Riy, R
i
x = µ
i(R) Riy, (1.4)
and the number N of Riemann invariants is allowed to be arbitrary.
A pair of equations of the form
Ψt = f(Ψy, u1, . . . , un), Ψx = g(Ψy, u1, . . . , un), (1.5)
with respect to unknown Ψ is called a pseudopotential for equation (1.3) if the compatibility
condition Ψtx = Ψxt for (1.5) is equivalent to (1.3). Differentiating (1.5), we find that this
compatibility condition is given by
fξ
n∑
i=1
uiy gui +
n∑
i=1
uix fui = gξ
n∑
i=1
uiy fui +
n∑
i=1
uit gui. (1.6)
Here and below we denote Ψy by ξ. Substituting the right hand side of (1.3) for t-derivatives
and splitting with respect to x and y-derivatives, we get that for any i the following relations
hold:
fui =
n∑
j=1
ajiguj , (1.7)
fξ gui − gξ fui =
n∑
j=1
bjiguj . (1.8)
We will use the following
Lemma 1. A pair of equations (1.5) is a pseudopotential for some system of the form (1.3)
iff the functions {fui , gui, fξ gui− gξfui; i = 1, ..., n} constitute an n-dimensional linear subspace
in the space of functions in ξ and {gui; i = 1, ..., n} is a basis in this space.
Proof. Indeed, {gui; i = 1, ..., n} is a basis in this space of functions in ξ iff fui , fξ gui−gξfui
can be uniquely written in the form (1.7), (1.8) where coefficients aji, bji does not depend on ξ.
In some cases it is more convenient to define a pseudopotential in parametric form
Ψy = F (ζ, u1, . . . , un), Ψt = G(ζ, u1, . . . , un), Ψx = H(ζ, u1, . . . , un) (1.9)
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which takes the form (1.5) if one expresses the parameter ζ in terms of Ψy from the first equation
and substitutes into the second and the third equations. The form (1.9) is more symmetric with
respect to the variables t, x, y. In particular, linear change of the variables y, t, x corresponds to
the same linear change of the functions F,G,H . The compatibility conditions for the system
(1.9) read
n∑
i=1
(HζGui −GζHui)uiy +
n∑
i=1
(FζHui −HζFui)uit +
n∑
i=1
(GζFui − FζGui)uix = 0. (1.10)
We can slightly generalize Lemma 1 in the following way:
Lemma 2. The compatibility conditions for the system (1.9) are equivalent to a quasilinear
system of m linear independent equations the form
n∑
j=1
aij(u) ujy +
n∑
j=1
bij(u) ujt +
n∑
j=1
cij(u) ujx = 0, i = 1, ..., m (1.11)
iff the functions {HζGui − GζHui, FζHui − HζFui , GζFui − FζGui; i = 1, ..., n} constitute an
m-dimensional linear subspace in the space of functions in ζ .
Proof. Let {S1(ζ), ..., Sm(ζ)} be a basis in this linear space and
HζGui−GζHui =
m∑
j=1
aji(u)Sj , FζHui−HζFui =
m∑
j=1
bji(u)Sj , GζFui−FζGui =
m∑
j=1
cji(u)Sj.
Substituting these equations into (1.10) and equating to zero coefficients at S1, ..., Sm we obtain
(1.11).
2 Construction of a family of n-component systems pos-
sessing pseudopotential
Define a function F (ζ, u1, . . . , un) as a solution of the following systems of PDEs
Fζ = φ(ζ) · ζ
−s1(ζ − 1)−s2(ζ − u1)
−s3 ...(ζ − un)
−sn+2,
Fui = −
φ(ui)
ζ − ui
·
ζ1−s1(ζ − 1)1−s2(ζ − u1)
1−s3 ...(ζ − un)
1−sn+2
ui(ui − 1)(ui − u1)...ˆi...(ui − un)
, i = 1, ..., n. (2.12)
Here s1, ..., sn+2 are constants and
φ(ζ) = α0(u1, ..., un) + α1(u1, ..., un)ζ + ...+ αn(u1, ..., un)ζ
n
is a polynomial of degree n. The notation iˆ means that the ith multiplier is omitted in the
product. The system (2.12) is in involution iff the polynomial φ satisfies the following system
of PDEs
φui(ζ) = φ(ui)
ζ(ζ − 1)(ζ − u1)...ˆi...(ζ − un)
ui(ui − 1)(ui − u1)...ˆi...(ui − un)
× (2.13)
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(
s1 − 1
ζ
+
s2 − 1
ζ − 1
+
s3 − 1
ζ − u1
+ ... +
si+2
ζ − ui
+ ... +
sn+2 − 1
ζ − un
)
−
si+2
ζ − ui
φ(ζ), i = 1, ..., n.
Here φui(ζ) = α0ui + α1uiζ + ...+ αnuiζ
n. It is clear that if φ is a polynomial of degree n, then
the right hand side of (2.13) is also a polynomial of degree n. Therefore, (2.13) is a well-defined
system of linear PDEs for coefficients of φ. It can be checked straightforwardly that this system
is in involution. Therefore, there are n+ 1 linear independent solutions.
Let φ, φ1 and φ2 be three linear independent solutions of the system (2.13). We assume
that φ, φ1, φ2 are polynomials of degree n with respect to ζ . Define functions G(ζ, u1, . . . , un)
and H(ζ, u1, . . . , un) similarly to (2.12) by
Gζ = φ1(ζ) · ζ
−s1(ζ − 1)−s2(ζ − u1)
−s3...(ζ − un)
−sn+2,
Gui = −
φ1(ui)
ζ − ui
·
ζ1−s1(ζ − 1)1−s2(ζ − u1)
1−s3 ...(ζ − un)
1−sn+2
ui(ui − 1)(ui − u1)...ˆi...(ui − un)
, i = 1, ..., n (2.14)
for the function G and
Hζ = φ2(ζ) · ζ
−s1(ζ − 1)−s2(ζ − u1)
−s3...(ζ − un)
−sn+2,
Hui = −
φ2(ui)
ζ − ui
·
ζ1−s1(ζ − 1)1−s2(ζ − u1)
1−s3 ...(ζ − un)
1−sn+2
ui(ui − 1)(ui − u1)...ˆi...(ui − un)
, i = 1, ..., n (2.15)
for the function H .
Proposition 1. If the functions F,G,H are defined by (2.12), (2.14) and (2.15), then the
system (1.9) defines a pseudopotential for some system of the form (1.11) with m = n.
Proof. Equations (2.12), (2.14), (2.15) imply
HζGui −GζHui = ϑi(ζ) · ζ
1−2s1(ζ − 1)1−2s2(ζ − u1)
1−2s3...(ζ − un)
1−2sn+2 ,
FζHui −HζFui = νi(ζ) · ζ
1−2s1(ζ − 1)1−2s2(ζ − u1)
1−2s3 ...(ζ − un)
1−2sn+2, (2.16)
GζFui − FζGui = µi(ζ) · ζ
1−2s1(ζ − 1)1−2s2(ζ − u1)
1−2s3 ...(ζ − un)
1−2sn+2
where functions ϑi(ζ), νi(ζ), µi(ζ) are defined by
ϑi(ζ) =
1
ui(ui − 1)(ui − u1)...ˆi...(ui − un)
·
φ1(ui)φ2(ζ)− φ2(ui)φ1(ζ)
ζ − ui
,
νi(ζ) =
1
ui(ui − 1)(ui − u1)...ˆi...(ui − un)
·
φ2(ui)φ(ζ)− φ(ui)φ2(ζ)
ζ − ui
, (2.17)
µi(ζ) =
1
ui(ui − 1)(ui − u1)...ˆi...(ui − un)
·
φ(ui)φ1(ζ)− φ1(ui)φ(ζ)
ζ − ui
.
It is clear that ϑi(ζ) νi(ζ), µi(ζ) are polynomials in the variable ζ of degree n−1. Therefore, the
space of functions {HζGui −GζHui, FζHui −HζFui, GζFui − FζGui ; i = 1, ..., n} in the variable
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ζ is isomorphic to the space of polynomials in ζ of degree less or equal to n− 1. This space is
n-dimensional and we can apply Lemma 2.
Let us construct the system possessing pseudopotential defined by (2.12), (2.14), (2.15)
explicitly in terms of three linear independent solutions of the linear system (2.13).
Proposition 2. Let
φ(ζ) = α0 + α1ζ + ... + αnζ
n,
φ1(ζ) = β0 + β1ζ + ...+ βnζ
n,
φ2(ζ) = γ0 + γ1ζ + ... + γnζ
n.
Then the system with pseudopotential defined by (2.12), (2.14), (2.15) can be written in the
form
∑
i,j,k
u
j+l
i
(ui − u1)...ˆi...(ui − un)
((γjαk−γkαj)uit+(αjβk−αkβj)uix+(βjγk−βkγj)uiy) = 0. (2.18)
Here summation is made by i, j, k subject to the constrains 1 ≤ i ≤ n, 0 ≤ j ≤ l < k ≤ n with
fixed l. For each l = 1, ..., n we have an equation.
Proof. Substituting (2.16) into (1.10) we obtain
n∑
i=1
νi(ζ)uit +
n∑
i=1
µi(ζ)uix +
n∑
i=1
ϑi(ζ)uiy = 0. (2.19)
Calculating polynomials νi(ζ), µi(ζ), ϑi(ζ) in terms of coefficients of polynomials φ(ζ), φ1(ζ), φ2(ζ)
and equating to zero coefficients at each powers of ζ in (2.19) we obtain (2.18).
Remark 1. Let φ1, ..., φn+1 be linear independent solutions of the linear system (2.13). We
can construct a system of the type (2.18) for each triplet of these solutions. It is clear that all
these systems are compatible. Therefore, our systems have a lot of infinitesimal symmetries of
hydrodynamic type.
Let us describe our pseudopotential written in the form (1.5). One can derive differential
equations for the functions f, g from (2.12), (2.14) and (2.15).
Define a function q(ξ, u1, ..., un) as a solution of the following system of PDEs
qξ =
qs1(q − 1)s2(q − u1)
s3...(q − un)
sn+2
φ(q)
, (2.20)
qui =
φ(ui)
φ(q)
·
q(q − 1)(q − u1)...ˆi...(q − un)
ui(ui − 1)(ui − u1)...ˆi...(ui − un)
, i = 1, ..., n.
The system (2.20) is in involution iff the polynomial φ satisfies the linear system (2.13).
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Let φ, φ1 and φ2 be three linear independent solutions of the system (2.13). Define functions
f(ξ, u1, ..., un) and g(ξ, u1, ..., un) as a solution of the following system of PDEs
fξ =
φ1(q)
φ(q)
, gξ =
φ2(q)
φ(q)
,
fui = −
µi(q)
φ(q)
q1−s1(q − 1)1−s2(q − u1)
1−s3...(q − un)
1−sn+2 , (2.21)
gui =
νi(q)
φ(q)
q1−s1(q − 1)1−s2(q − u1)
1−s3 ...(q − un)
1−sn+2, i = 1, .., n.
Here µi, νi are defined by (2.17). It can be checked straightforwardly that the system (2.21) is
in involution.
Proposition 3. If the functions f, g are defined by (2.21), then the system (1.5) is a
pseudopotential for the system (2.18).
Proof. The formulas (2.21) imply
fξgui − gξfui = −
ϑi(q)
φ(q)
q1−s1(q − 1)1−s2(q − u1)
1−s3 ...(q − un)
1−sn+2 (2.22)
where ϑi is defined by (2.17). Therefore, the space of functions {fui, gui, fξgui−gξfui ; i = 1, ..., n}
in the variable ξ is isomorphic to the space of polynomials in q of degree less or equal to n− 1.
This space is n-dimensional and we can apply Lemma 1. Let φ(q) = α0 + α1q + ... + αnq
n,
φ1(q) = β0 + β1q + ... + βnq
n and φ2(q) = γ0 + γ1q + ... + γnq
n. Substituting (2.21), (2.22)
into (1.6) we obtain (2.19). Calculating polynomials νi(q), µi(q), ϑi(q) in terms of coefficients
of polynomials φ(q), φ1(q), φ2(q) and equating to zero coefficients at each powers of q in (2.19)
we obtain (2.18).
Remark 2. Let s3 = ... = sn+2 = 1 and φ(q) = (q − u1)...(q− un). Then the system (2.18)
coincides with a system from the paper [10] (see Example 4 in [10]).
3 The case n = 2
In this case each system (1.3) can be written in the form

 vt
wt

 +

 a 0
0 b



 vx
wx

 +

 p q
r s



 vy
wy

 = 0 (3.23)
in some suitable coordinates v, w. These systems were intensively studied in the paper [2]. In
particular, it was proven in this paper that the system (3.23) is integrable iff the functions
a, b, p, q, r, s satisfy the following system of PDEs
7
Equations for a:
avv =
qavbv + 2qa
2
v + (s− p)avaw − ra
2
w
(a− b)q
+
avrv
r
+
2avpw − awpv
q
,
avw = av
aw + bw
a− b
+ av(
qw
q
+
rw
r
), (3.24)
aww =
qavbv + (s− p)avbw + ra
2
w
(a− b)r
+
avsw
r
+
awqw
q
.
Equations for b:
bvv =
rawbw + (p− s)avbw + qb
2
v
(b− a)q
+
bwpv
q
+
bvrv
r
;
bvw = bw
av + bv
b− a
+ bw(
qv
q
+
rv
r
), (3.25)
bww =
rawbw + 2rb
2
w + (p− s)bvbw − qb
2
v
(b− a)r
+
bwqw
q
+
2bwsv − bvsw
r
.
Equations for p:
pvv = 2
r(avbw − awbv) + (s− p)avbv
(a− b)2
+
rvpv
r
+
pvpw
q
+
r
q
(2qvaw − 2avqw + awpw)− bvpv + 2rvaw − 2av(sv + pv + rw) +
p−s
q
(2pvaw − avpw)
b− a
pvw = 2(s− p)
avbw
(a− b)2
−
bwpv + (2sw + pw)av
b− a
+ pv
(
qw
q
+
rw
r
)
, (3.26)
pww = 2
q(awbv − avbw) + (s− p)awbw
(a− b)2
+
(p− s)bwpv − qbvpv − 2rswaw − rawpw
(b− a)r
+
pvsw
r
+
qwpw
q
.
Equations for s:
svv = 2
r(awbv − avbw) + (p− s)avbv
(a− b)2
+
(s− p)avsw − rawsw − 2qpvbv − qbvsv
(a− b)q
+
pvsw
q
+
rvsv
r
,
svw = 2(p− s)
avbw
(a− b)2
−
avsw + (2pv + sv)bw
a− b
+ sw
(
qv
q
+
rv
r
)
, (3.27)
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sww = 2
q(avbw − awbv) + (p− s)awbw
(a− b)2
+
qwsw
q
+
svsw
r
+
q
r
(2rwbv − 2bwrv + bvsv)− awsw + 2qwbv − 2bw(pw + sw + qv) +
s−p
r
(2swbv − bwsv)
a− b
.
Equations for q and r:
qrww + rqww = 2(p− s)
(p− s)awbw + q(avbw − awbv)
(a− b)2
+ q
rv
r
qbv + (s− p)bw
a− b
+
(s− p)
2awsw + 2bwpw + bwqv
a− b
+ r
(aw − 2bw)qw
a− b
+
q
awrw + bv(2pw + 2sw + qv)− 2bw(rw + pv + sv)
a− b
+
r
q
q2w +
q
r
swrv − qwrw + sw(2pw + qv),
qvw = (s− p)
qavbv + (s− p)avbw + rawbw
r(a− b)2
+
qvqw
q
+
pvsw
r
+
av(rqw + qrw) + (s− p)(avsw + bwpv) + rawsw + qpvbv
r(a− b)
,
(3.28)
rvw = (p− s)
rawbw + (p− s)avbw + qavbv
q(a− b)2
+
rvrw
r
+
pvsw
q
+
bw(rqv + qrv) + (p− s)(avsw + bwpv) + rawsw + qpvbv
q(b− a)
,
qrvv + rqvv = 2(s− p)
(s− p)avbv + r(avbw − awbv)
(a− b)2
+ r
qw
q
raw + (p− s)av
b− a
+
(p− s)
2bvpv + 2avsv + avrw
b− a
+ q
(bv − 2av)rv
b− a
+
r
bvqv + aw(2sv + 2pv + rw)− 2av(qv + sw + pw)
b− a
+
q
r
r2v +
r
q
pvqw − rvqv + pv(2sv + rw);
Suppose that the system (3.23) possesses a pseudopotential of the form
ψt = f(ψy, v, w), ψx = g(ψy, v, w). (3.29)
Another remarkable result of the paper [2] is the following
Theorem. The class of two-component (2+1)-dimensional systems of hydrodynamic type
possessing infinitely many hydrodynamic reductions coincides with the class of systems pos-
sessing a pseudopotential of the form (3.29).
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Recall the prove of this theorem (see [2] for details). Writing out the consistency condition
ψtx = ψxt, expressing vt, wt by virtue of (3.23) and equating to zero coefficients at vx, vy, wx, wy,
one arrives at the following expressions for the first derivatives fv, fw, fξ and gξ (we adopt the
notation ξ ≡ ψy):
fv = −a gv, fw = −b gw,
fξ =
b(p+r gwgv )−a(s+q
gv
gw
)
a−b
,
(3.30)
and
gξ =
s+ q gv
gw
− p− r gw
gv
a− b
. (3.31)
The consistency conditions of the equations (3.30) imply the following expressions for the second
partial derivatives gvw, gvv, gww:
gvw =
aw
b−a
gv +
bv
a−b
gw,
gvv =
gv[g2w(r(bv−av)+(a−b)rv)+gvgw((a−b)pv+(s−p)av−raw)+qavg
2
v]
(a−b)rg2w
,
gww =
gw[g2v(q(aw−bw)+(b−a)qw)+gvgw((b−a)sw+(p−s)bw−qbv)+rbwg
2
w]
(b−a)qg2v
.
(3.32)
The compatibility conditions of the equations (3.31), (3.32) for g, namely, the conditions gξvv =
gvvξ, gξvw = gvwξ, etc., are of the form P (gv, gw) = 0, where P denotes a rational expression
in gv, gw whose coefficients are functions of a, b, p, q, r, s and their partial derivatives up to the
second order. Equating all these expressions to zero (they are required to be zero identically
in gv, gw), one obtains the set of conditions which are necessary and sufficient for the existence
of a pseudopotential of the form (3.29). It turns out that these conditions identically coincide
with the integrability conditions (3.24) - (3.28). Thus, any system satisfying the integrability
conditions (3.24) - (3.28) possesses a pseudopotential of the form (3.29).
Based on these results of [2] we can prove the following
Proposition 4. If a system (3.23) corresponds to a general solution of (3.24) - (3.28), then
in suitable coordinates it is equivalent to some system of the form (2.18) (in the case n = 2)
and possesses a pseudopotential of the form (2.21).
Proof. Let us study the system (3.30)-(3.32). We denote q = gw
gv
. Calculation shows that
qξξ
q2ξ
= −
1
q
+
P4(q)
P5(q)
where P4, P5 are polynomials in q of degree 4 and 5 correspondingly. Moreover, P5 has distinct
roots for general solution of the system (3.24) - (3.28). Write
qξξ
q2ξ
= −
1
q
+
∑
1≤i≤5
si
q − λi
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where si, λi are some functions in v, w. Calculation shows that
∑
1≤i≤5 si = limq→∞
qP4(q)
P5(q)
= 4.
After integration we get
qξ =
C
q
∏
1≤i≤5
(q − λi)
si.
Note also that
fξ =
P2(q)
q
, gξ =
Q2(q)
q
where P2, Q2 are quadratic polynomials in q and
qv =
S2(q)
q
, qw = qG2(q)
for some quadratic polynomials S2, G2. Let us make a substitution of the form
q →
αq + β
γq + δ
(3.33)
where α, β, γ, δ are functions in v, w. After that we obtain
qξ =
1
φ(q)
∏
1≤i≤5
(q − ρi)
si,
qv =
S4(q)
φ(q)
, qw =
G4(q)
φ(q)
(3.34)
fξ =
φ1(q)
φ(q)
, gξ =
φ2(q)
φ(q)
where φ(q), φ1(q), φ2(q) are quadratic polynomials in q and S4, G4 are polynomials of degree
4.
Note that after appropriate substitution (3.33) we can assume ρ1 = 0, ρ2 = 1 and ρ5 =∞.
Moreover, after change of variables v = v(u1, u2), w = w(u1, u2) we can assume ρ3 = u1,
ρ4 = u2. Compatibility conditions for the system (3.34) with these assumptions imply that this
system has a form (2.20) with n = 2 where φ satisfies (2.13). In particular, s1, ..., s5 must be
constant. Moreover, coefficients of φ, φ1, φ2 must satisfy the same system of linear equations.
Indeed, we can swap φ, φ1, φ2 by exchanging the role of t, x, y in (3.29). After that it is easy to
find fui, gui in the form (2.21).
4 Elliptic case
Fix a complex parameter τ such that Imτ > 0. Define a function θ(z) by
θ(z) =
∑
m∈Z
(−1)me−2pii(mz+
m(m−1)
2
τ).
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It is clear that θ(z) is the entire function satisfying the following relations:
θ(z + 1) = θ(z), θ(z + τ) = −e−2piizθ(z).
Moreover, each entire function in one variable satisfying these relations is proportional to θ(z).
We have also θ(−z) = −e−2piizθ(z) and the only zero of the function θ(z) modulo 1 and τ is
z = 0.
Let Θn,c(τ) be the space of the entire functions in one variable satisfying the following
relations:
f(z + 1) = f(z), f(z + τ) = (−1)ne−2pii(nz−c)f(z).
Here n ∈ N and c ∈ C. It is known that dimΘn,c(τ) = n, every function f ∈ Θn,c(τ) has
exactly n zeros modulo 1 and τ (counting according to their multiplicities), and the sum of
these zeros is equal to c modulo 1 and τ . We have θ(z) ∈ Θ1,0(τ).
Define a function F (ζ, u1, . . . , un) as a solution of the following systems of PDEs
Fζ =
φ(ζ)
θ(ζ − u1)...θ(ζ − un)
,
Fui = −
1
θ(ui − u1)...ˆi...θ(ui − un)
·
θ(ζ − ui + η)
θ(η)θ(ζ − ui)
· φ(ui), i = 1, ..., n. (4.35)
Here η is a constant and φ ∈ Θn,u1+...+un−η(τ) as a function in ζ . This means that φ(ζ) is the
entire function in ζ and
φ(ζ + 1) = φ(ζ), φ(ζ + τ) = (−1)ne−2pii(nζ−u1−...−un+η)φ(ζ). (4.36)
We assume that η is nonzero modulo 1 and τ . The system (4.35) is in involution iff the function
φ satisfies the following system of PDEs
φui(ζ) = φ(ui)
θ(ζ − u1)...ˆi...θ(ζ − un)
θ(ui − u1)...ˆi...θ(ui − un)
·
θ(ζ − ui + η)
θ(η)
× (4.37)
(
θ′(ζ − ui)
θ(ζ − ui)
−
θ′(ζ − ui + η)
θ(ζ − ui + η)
)
−
θ′(ζ − ui)
θ(ζ − ui)
φ(ζ), i = 1, ..., n.
It is clear that if φ ∈ Θn,u1+...+un−η(τ), then the equations (4.37) are compatible with (4.36)
and the right hand side of (4.37) is an entire function in ζ . Therefore, (4.37) is a well-defined
system of linear PDEs for coefficients of φ with respect to some basis in the n-dimensional
space Θn,u1+...+un−η(τ). It can be checked straightforwardly that this system is in involution.
Therefore, there are n linear independent solutions. Moreover, this system can be solved
explicitly. Namely, let
ψi(ζ) = θ(ζ − u1)...ˆi...θ(ζ − un) · θ(ζ − ui + η), i = 1, ..., n. (4.38)
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It can be checked straightforwardly that these functions are linear independent solutions of the
system (4.37).
Assume that n ≥ 3. Let φ, φ1 and φ2 be three linear independent solutions of the sys-
tem (4.37). We assume that φ, φ1, φ2 ∈ Θn,u1+...+un−η(τ) as functions in ζ . Define functions
G(ζ, u1, . . . , un) and H(ζ, u1, . . . , un) similarly to (4.35) by
Gζ =
φ1(ζ)
θ(ζ − u1)...θ(ζ − un)
,
Gui = −
1
θ(ui − u1)...ˆi...θ(ui − un)
·
θ(ζ − ui + η)
θ(η)θ(ζ − ui)
· φ1(ui), i = 1, ..., n (4.39)
for the function G and
Hζ =
φ2(ζ)
θ(ζ − u1)...θ(ζ − un)
,
Hui = −
1
θ(ui − u1)...ˆi...θ(ui − un)
·
θ(ζ − ui + η)
θ(η)θ(ζ − ui)
· φ2(ui), i = 1, ..., n (4.40)
for the function H .
Proposition 5. If the functions F,G,H are defined by (4.35), (4.39) and (4.40), then the
system (1.9) defines a pseudopotential for some system of the form (1.11) with m = n.
Proof. Equations (4.35), (4.39), (4.40) imply
HζGui −GζHui =
ϑi(ζ)
θ(ζ − u1)...θ(ζ − un)
,
FζHui −HζFui =
νi(ζ)
θ(ζ − u1)...θ(ζ − un)
, (4.41)
GζFui − FζGui =
µi(ζ)
θ(ζ − u1)...θ(ζ − un)
where functions ϑi(ζ), ν(ζ), µ(ζ) are defined by
ϑi(ζ) =
1
θ(ui − u1)...ˆi...θ(ui − un)
·
θ(ζ − ui + η)
θ(η)θ(ζ − ui)
· (φ2(ui)φ1(ζ)− φ1(ui)φ2(ζ)),
νi(ζ) =
1
θ(ui − u1)...ˆi...θ(ui − un)
·
θ(ζ − ui + η)
θ(η)θ(ζ − ui)
· (φ(ui)φ2(ζ)− φ2(ui)φ(ζ)), (4.42)
µi(ζ) =
1
θ(ui − u1)...ˆi...θ(ui − un)
·
θ(ζ − ui + η)
θ(η)θ(ζ − ui)
· (φ1(ui)φ(ζ)− φ(ui)φ1(ζ)).
It is clear that ϑi(ζ), νi(ζ), µi(ζ) ∈ Θn,u1+...+un−2η(τ). Therefore, the space of functions
{HζGui −GζHui, FζHui −HζFui, GζFui − FζGui ; i = 1, ..., n} in the variable ζ is isomorphic to
the space Θn,u1+...+un−2η(τ). This space is n-dimensional and we can apply Lemma 2.
13
Let us construct the system possessing pseudopotential defined by (4.35), (4.39), (4.40)
explicitly.
Proposition 6. Let
φ(ζ) =
n∑
i=1
αiψi(ζ), φ1(ζ) =
n∑
i=1
βiψi(ζ), φ2(ζ) =
n∑
i=1
γiψi(ζ)
where ψi(ζ) are given by (4.38) and αi, βi, γi are constants. Then the system with pseudopo-
tential defined by (4.35), (4.39), (4.40) can be written in the form
∑
i
θ(uj − ui + η)
θ(uj − ui)
((γiαj−γjαi)(uit−ujt)+(αiβj−αjβi)(uix−ujx)+(βiγj−βjγi)(uiy−ujy)) = 0.
(4.43)
Here summation is made by i subject to the constrains 1 ≤ i ≤ n, i 6= j with fixed j. For each
j = 1, ..., n we have an equation.
Proof. Substituting (4.41) into (1.10) we obtain
n∑
i=1
νi(ζ)uit +
n∑
i=1
µi(ζ)uix +
n∑
i=1
ϑi(ζ)uiy = 0. (4.44)
Calculating functions νi(ζ), µi(ζ), ϑi(ζ) in terms of functions φ(ζ), φ1(ζ), φ2(ζ) and evaluating
(4.44) at ζ = uj we obtain (4.43).
Remark 3. If n = 3, then the system (4.43) reduces to the trivial system
u1t = u3t, u2x = u1x, u2y = u3y.
Therefore, one can assume n > 3.
Remark 4. The system (4.43) is invariant under translation ui → ui + v for an arbitrary
function v. Therefore, one can reduce the number of unknown functions in the system setting
un = 0.
Remark 5. The system (4.43) is written in the form (1.11) and can not be written in the
form (1.3). In particular, it does not belong to the class of the systems studied in the paper
[3].
Let us describe our pseudopotential written in the form (1.5). One can derive differential
equations for the functions f, g from (4.35), (4.39) and (4.40).
Define a function q(ξ, u1, ..., un) as a solution of the following system of PDEs
qξ =
θ(q − u1)...θ(q − un)
φ(q)
, (4.45)
qui =
φ(ui)
φ(q)
·
θ(q − u1)...ˆi...θ(q − un)
θ(ui − u1)...ˆi...θ(ui − un)
·
θ(q − ui + η)
θ(η)
, i = 1, ..., n.
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The system (4.45) is in involution iff the function φ ∈ Θn,u1+...+un−η(τ) satisfies (4.37).
Let φ, φ1, φ2 ∈ Θn,u1+...+un−η(τ) be three linear independent solutions of the system (4.37).
Define functions f(ξ, u1, ..., un) and g(ξ, u1, ..., un) as a solution of the following system of PDEs
fξ =
φ1(q)
φ(q)
, gξ =
φ2(q)
φ(q)
,
fui = −
µi(q)
φ(q)
, gui =
νi(q)
φ(q)
, i = 1, .., n. (4.46)
Here µi, νi are defined by (4.42). It can be checked straightforwardly that the system (4.46) is
in involution.
Proposition 7. If the functions f, g are defined by (4.46), then the system (1.5) is a
pseudopotential for some system of the form (1.11).
Proof. The formulas (4.46) imply
fξgui − gξfui = −
ϑi(q)
φ(q)
(4.47)
where ϑi is defined by (4.42). Therefore, the space of functions {fui, gui, fξgui−gξfui ; i = 1, ..., n}
in the variable ξ is isomorphic to the space Θn,u1+...+un−2η(τ) in the variable q. This space is
n-dimensional and we can apply Lemma 2.
5 Discussion
In this paper we suggest a construction of n-component (2+1)-dimensional hydrodynamic type
systems possessing pseudopotential. Let us outline some features of this construction. It is
clear from (1.7), (1.8) that there exists a polynomial S(u, v) of degree n such that S(fξ, gξ) = 0.
If a curve K = {(u, v);S(u, v) = 0} is rational, then it is natural to write fξ, gξ in the form
(2.21) where φ, φ1, φ2 are polynomials of degree n. It turns out that the coefficients of each
polynomial satisfy the same system of linear PDEs. A similar construction exists if the curve K
is elliptic, but in this case we get an overdetermined integrable system with n equations for n−1
unknowns. The natural conjecture is that there exists a similar construction in the case g > 1
where g is the genus of K and the number of equations in the corresponding integrable system
should be g plus the number of unknowns. It would be interesting to verify this conjecture and
find these systems explicitly as well as their degenerations. Some (or may be even all in the
case g > 0) of these systems could be reductions of the universal Whitham hierarchy [7].
Our construction provides a general solution to the classification problem of two-component
integrable hydrodynamic type systems. The full classification of these systems as well as their
detailed study will be the subject of a separate paper.
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