Assessment of drug safety typically involves estimation of occurrence rate of adverse events. Most often, the crude percentage (subject incidence) is used to estimate adverse event rate. However, in some situations, the exposure adjusted incidence rate (EAIR) may be a more appropriate measure to account for the potential difference in the duration of drug exposure or the follow-up time among individuals. In this article, we establish the asymptotic properties of the EAIR under certain assumptions, and propose a general and simple approach for variance estimation and for calculating the confidence interval of the rate. Simulation studies are conducted to evaluate the performance of the proposed approach. The results show that the proposed procedures perform well for various scenarios of different follow-up patterns. Data from a clinical trial are used to demonstrate the application of the method. A SAS macro is provided in the appendix.
Introduction
In safety analyses in clinical trials, our main interest is to describe the pattern of occurrence of adverse events and to use sound statistical approaches to estimate the rate of occurrence. A desirable measurement should have good properties on the rate of occurrence and convey the risk associated with the adverse event in order to facilitate risk and benefit assessment in decision making. Several measurements have been used to estimate rates of occurrence of adverse events associated with exposure to a drug. The crude percentage is the most commonly used measurement for summarizing safety data. It is defined as the number of subjects exposed to the drug and experiencing a certain event divided by the total number of subjects exposed to the drug, regardless of duration of follow-up. The crude percentage is most appropriate where all subjects are treated and followed for the same period of time, for very short-term drug exposure, or for acute events following close in time after exposure. In situations where subjects have different durations of drug exposure, or a long-term follow-up, the crude percentage is not appropriate because it does not take into consideration of the duration of drug use [1] . To adjust for potential differences on duration of drug exposure, the exposure adjusted incidence rate (EAIR), which is also referred to as incidence density, may be used. It is defined as the number of subjects exposed to the drug and experiencing a certain event divided by the total exposure time of all subjects who are at risk for the event. Specifically, for subjects with no event, the exposure time is the time from the first drug intake to the last follow-up assessment; for subjects with at least one event, the exposure time is the time from the first drug exposure to first event. The EAIR is a measure of average events per unit time of exposure or follow-up. The underlying assumption with this measure is that the risk of an event occurring is constant over time. In other words, assuming that the occurrences of a specific event are independent and have a constant hazard rate over the duration of the study, the EAIR is most appropriate to estimate the occurrence rate. In the situations where the occurrences of adverse events are delayed, or the risk associated with an event varies over time, the EAIR would not be an appropriate measure [2] . In these situations, the cumulative rate based on timeto-event analysis is most appropriate because it makes no assumption about the underlying risk per unit of time and takes into consideration of different durations of exposure and when the events occur relative to the number of subjects at risk.
The development and application of statistical methods on assessing safety rates in clinical trials has been relatively limited because historically the assessment of safety data has not received the same level of attention as that for efficacy. While the EAIR is advantageous over the crude percentage by accounting for various exposure or follow-up times among subjects in clinical trials, more precise estimates are important to characterize the safety profile of a product and to afford more precise confidence intervals for comparative purposes. Among others, Koch et al. [2] discussed the application of incidence density, or the EAIR, to drug safety data, and developed a Mantel-Haenszel procedure to test the association between treatment and event occurrence based on a Poisson distribution assumption. LaVange et al. [3] investigated the ratio estimation method for incidence density via a first-order Taylor series approximation and estmiated the adjusted incidence density ratios using model-based approaches. Tangen and Koch [4] proposed nonparametric covariance methods for comparing two treatments for incidence densities across multiple intervals, while Saville et al. [5] further extended such nonparametric methods in settings where subjects may experience multiple events. Besides using the incidence density ratio (EAIR ratio) to measure the relative risk between two groups, another commonly used measure is the risk difference (EAIR difference). As noted in Liu et al. [6] , the choice of relative risk or risk difference is somewhat arbitrary, but the EAIR difference is more appropriate for rare adverse events where the ratio may not be defined if there are no events in the reference group. They [6] investigated the whereâ and b are the sample means of a i = I (t i ≤ l i ) and b i = min(t i , l i ), 2 σ a and 2 σ b are the corresponding sample variances, and  ab cov is the sample covariance of a i and b i . In addition, a SAS macro is provided in Appendix B to calculate the EAIR as well as the proposed standard error and 95% confidence interval for λ.
Simulation Studies:
This section reports results obtained from simulation studies conducted to assess the performance of the proposed method. The time to first event t i was assumed to follow an exponential distribution with parameter λ, which indicates the constant hazard for the time to event. Thus a small value of λ corresponds to a relatively rare event and a large value of λ corresponds to a frequent event. It was assumed that the time to early termination s i is independent of t i and follows a Weibull distribution, then the density function can be expressed as Without loss of generality, we assumed that m = 1. The results given below are based on n = 200 and 400, with 10,000 replications. Table 1 presents the simulation results obtained with λ = 0.05, 0.2, or 5; k = 0.5, 1, or 2; and γ = 0.5, or 5. The table includes the estimated relative bias in percentage (Relative Bias) given by (Average EAIR − λ)/λ × 100%, the sample standard error (SSE), the average of the standard error estimates (SE), and the empirical 95% coverage probability (CP) for λ. It can be seen that the EAIR appears to be an unbiased estimate of λ and the SSE and SE for the proposed general method are comparable, suggesting that the proposed variance estimate is reasonable. For a rare event with small λ's (i.e., λ = 0.05), when the sample size is not large enough (i.e., n = 200), there are many replications with no information observed for the event, thus the corresponding coverage probabilities of both methods are below 95%. However, when the sample size increases to 400, the coverage probability improves to be closer to 95%. Under the Weibull distribution, when γ increases, the mean value of the generated time to early termination s i increases, resulting in a more precise estimate of λ. This is evidenced in Table 1 . In addition, further simulation studies were conducted to compare our proposed approach with Wald's method which is another normal approximation approach based on the Poisson distribution assumption with the estimated variance of EAIR given by
Our proposed method provided a slightly more accurate coverage probability compared to Wald's method in most scenarios (data not shown).
In these following two subsections, we consider special cases where assumptions on the distribution of the follow-up time can be made. appropriateness of the crude percentage versus the EAIR under various scenarios and reviewed four approaches of constructing confidence intervals for the difference of two EAIRs under the Poisson distribution assumption, such as Wald's method, the two-by-two table method, the Miettinen and Nurminen (MN) method [7] , and the conditional MN method. They performed extensive simulation studies and concluded that 1) in general the crude percentage may be biased especially when the time to event may be censored prior to the maximum follow-up time; 2) the EAIR performs well when the hazard is constant regardless of censoring; 3) the MN method outperforms the other three methods in terms of the coverage probability. However, the MN method does not directly estimate the variance of the EAIR for individual groups and it is computationally intensive. In this article, we propose a general and simple approach for variance estimation and for calculating the confidence interval of the rate. The main advantages of our approach include the closed form for the estimation of the variance of the EAIR in lieu of the MN method involving numerical iterative procedures.
Distribution-Specific
The remainder of this article is organized as follows. In Section 2, the asymptotic properties of the EAIR in one group are established and evaluated by simulation studies. In Section 3, the variance estimate for the rate and the confidence interval of the rate difference between two groups are calculated and simulation studies are conducted to compare our method with the MN method. Section 4 applies the proposed method of the EAIR to data from an integrated clinical evaluation of safety and Section 5 concludes with discussions and closing remarks.
Exposure Adjusted Incidence Rate (EAIR) in One Group

Definition of EAIR
Let t i denote time to first event for subject i, and l i denote the follow-up time for subject i, then the exposure adjusted incidence rate (EAIR) can be defined as
General Method
Asymptotic Properties: Suppose that t i follows an exponential distribution with parameter λ, where λ is the constant hazard for the time to first event. Define a i = I (t i ≤ l i ) and a = E(a i ) = P (t i ≤ l i ), and
, and cov(a i , b i ) = ρσ a σ b . Assuming that both a i 's and b i 's are independent and identically distributed, respectively, by the Weak Law of Large Numbers and Central Limit Theorem, we show in Appendix A that the asymptotic distribution of the EAIR is given by
Since there is no distribution assumption on l i , the variance of the above normal distribution in (1) can be consistently estimated by
where the maximum follow-up time m is fixed and s i follows a uniform distribution between 0 and m, representing the situation that early termination times are evenly distributed.
Asymptotic Properties: Analogous to the general method in the previous subsection, we have ( )
where 
Besides the general method in the previous subsection, another way to estimate the variance is based on consistent estimates of λ and p, which are given by ˆE AIR λ = and ˆ( )
t is a more consistent estimate of λ, it cannot be applied since not all t i 's would be observed in reality.
Simulation Studies: Simulation studies were conducted to compare the performances between the general method and the distributionspecific method in this scenario. The time to first event t i was assumed to follow an exponential distribution with parameter λ. The follow-up time l i = m (maximum follow-up time) with probability p and l i = s i (early termination) with probability 1 − p. Here s i was assumed to be independent of t i and follow a uniform distribution between 0 and m. Without loss of generality, we assumed that m = 1. The results given below are based on n = 200 and 400, with 10, 000 replications. Table 2 presents the simulation results obtained with λ = 0.05, 0.2, or 5 and p = 0.2, 0.8, or 1. When p = 1, there is no early termination and all subjects have the same follow-up time l i = m. SE and CP are corresponding to the average of the standard error estimates and the empirical 95% coverage probability for λ for each method in this scenario. It can be seen that EAIR seems to be an unbiased estimate of λ and both standard error estimates seem quite close to the sample standard error, suggesting that both proposed variance estimates are reasonable. The table also shows that the results become better when the sample size increases. Asymptotic Properties: Analogous to Scenario 1, it can be shown that in the asymptotic expression (3), Simulation Studies: Simulation studies were also conducted to compare the performances between the general method and the distribution-specific method in this scenario. It was assumed that s i follows an exponential distribution with parameter β, then the follow-up time l i = m (maximum follow-up time) if s i ≥ m, and l i = s i (early termination) if s i < m. Without loss of generality, we assumed that m = 1. The results given below are based on n = 200 and 400, with 10,000 replications. Table 3 presents the simulation results obtained with λ = 0.05, 0.2, or 5 and β = 0.05, 0.5, or 1. SE and CP are corresponding to the average of the standard error estimates and the empirical 95% coverage probability for λ for each method in this scenario. As shown in Table  3 , the EAIR seems to be an unbiased estimate of λ. The general method and the distribution-specific method give very similar results in terms of standard error estimate and coverage probability. The table also indicates that the results tend to be better with a greater sample size.
Distribution-Specific
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Confidence Interval for the EAIR Difference: A Comparison with the MN Method
Without loss of generality, we consider a study of two independent treatment groups. Let λ 1 and λ 2 be the constant hazard rate in each of the two groups. A 100% × (1 − α) confidence interval for λ 1 − λ 2 is given by Liu et al. [6] investigated four approaches to construct confidence intervals for the EAIR difference between two treatment groups. In their simulation studies, the time to first event of interest was assumed to follow an exponential distribution with parameter λ, which is a special case of Subsection 2.3 in this article when p = 1 (no early termination). Two hundred subjects were randomized evenly to one of the two treatment groups, and the simulations were performed for λ 1 = 0.02, 0.2, 1, and 5 (for group 1) and λ 2 = 0.002 − 0.1 by 0.002, 0.1 − 1 by 0.02, and 1 − 5 by 0.2 (for group 2). Based on their results, the MN method was the most accurate one in terms of coverage probability among the four approaches, especially when λ 1 and λ 2 were small (λ 1 = 0.02 and λ 2 = 0.002 − 0.2).
At this particular setup of λ 1 and λ 2 with p = 1 and m = 1, simulation studies were conducted to compare the performances between the MN method and our proposed general method described in Subsection 2.2 based on 10,000 replications. There are two reasons that we used the general method instead of the distribution-specific method to do the comparison. The first one is that the MN method and the general Note: N is the total number of patients, n * represents the number of patients who have experienced the event, 95% CI P and 95% CI MN denote the calculated 95% confidence intervals for the EAIR difference using the proposed method and the MN method, respectively. method are more comparable, since neither of them requires any distributional assumption of the follow-up time l i . The other one is that as shown in Table 2 , the general method works similarly as the distribution-specific method. Based on Figure 1 (n = 200 per group) and Figure 2 (n = 400 per group), it is clear that both methods have similar performance in terms of coverage probability. We also did simulation studies for boarder values of λ 1 and λ 2 , and obtained similar results. However, the MN method involves lots of equation solving and iterations and thus is much more computationally intensive (i.e., around 50 times slower in terms of computational speed when n = 200 per group). When the sample size is large, our proposed method is more desirable due to its simplicity and computational efficiency. 
Crude
An Illustrative Example
To illustrate the methods given in the previous sections, we applied them to the analysis of adverse events in an integrated clinical evaluation of safety. Subject level adverse event records collected in five clinical trials were included in the analysis. Three of them, dated 2003 and 2004, were designed as half-year long efficacy studies with safety evaluation being the secondary objective. The remaining two, dated 1997 and 2004, were designed as one-year long safety studies with the incidence rate of adverse events being the primary endpoint. We treated adverse event data from the first three studies as from a "short study", and those from the other two as from a "long" one. A total of 332 patients were in the short study, where the planned study length was 32 weeks. For those 483 patients in the long study, the planned study length was 52 weeks. The primary objective was to compare the rates of adverse events between the two studies. Table 4 presents the crude percentages and the EAIRs for three selected adverse events. In the table, N is the total number of patients and n * represents the number of patients who have experienced the event. The 95% confidence intervals for the crude percentage differences were computed based on binomial assumption [8] and the 95% confidence intervals for the EAIR differences were calculated according to our proposed method (95% CI P ) in Subsection 2.2 and the MN method (95% CI MN ). The results for the event "cough" suggest that the differences of both crude percentages and EAIRs were not significant between the short and long study groups. However, the results for "diarrhea" indicate that the long study group had a significantly greater crude percentage than the short study group, but the EAIR difference was not significant. The conclusions regarding "arthralgia" are consistent with those of "diarrhea". Furthermore, our proposed method and the MN method produce fairly similar confidence intervals for all three EAIR differences.
To visually check the required assumptions of the EAIR and the conclusions above, survival analysis was applied to those three adverse events. Figure 3 displays the Nelson-Aalen cumulative hazard estimate for each adverse event. Since the main parts of those cumulative hazard estimates are approximately straight lines, the constant hazard assumption seems reasonable. Moreover, the graphic results from survival analysis are consistent with the estimates from the EAIR.
Discussion and Concluding Remarks
In this article, asymptotic properties of exposure adjusted incidence rate are established under certain assumptions, and a general and simple approach is proposed for variance estimation and for calculating the confidence interval of the rate. A key feature of the approach is that it is easy to implement and interpret. As shown in the simulation studies for the EAIR in one group and the EAIR difference between two groups, the proposed method is unbiased with good coverage probabilities and more efficient in computation time in contrast to other existing methods as it does not involve intensive numerical iterations. Moreover, it is also robust in various scenarios with different follow-up time distributions.
Note that the proposed method may provide less than 95% coverage for rare events when the sample size is not large enough. As a direction for future research, it would be useful to investigate the use of continuity correction [9, 10] or log-transformed EAIR to improve the normal approximation for small samples.
When summarizing adverse events in safety analyses using the EAIR, it is important to check the constant hazard (exponential distribution) assumption. If this assumption is violated, the EAIR may not be an appropriate statistical measure to evaluate adverse events. Alternative survival analysis may be considered. The life table method or Kaplan-Meier estimator could be more suitable for noncontact hazard situations [2] . When the study interest is generalized into the recurrent event process, several approaches have been proposed using the intensity function with Poisson assumption in the framework of counting processes [11] , the mean function without Poisson assumption [12, 13] , or the mean cumulative function [14] . 
