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Abstract
Developing an automated surveillance system is of great interest for various reasons including
forensic and security applications. In the case of a network of surveillance cameras with non-
overlapping fields of view, person detection and tracking alone are insufficient to track a subject of
interest across the network. In this case, instances of a person captured in one camera view need
to be retrieved among a gallery of different people, in other camera views. This vision problem is
commonly known as person re-identification (re-id).
Cross-view instances of pedestrians exhibit varied levels of illumination, viewpoint, and pose
variations which makes the problem very challenging. Despite recent progress towards improving
accuracy, existing systems suffer from low applicability to real-world scenarios. This is mainly
caused by the need for large amounts of annotated data from pairwise camera views to be available
for training. Given the difficulty of obtaining such data and annotating it, this thesis aims to bring
the person re-id problem a step closer to real-world deployment.
In the first contribution, the single-shot protocol, where each individual is represented by a pair of
images that need to be matched, is considered. Following the extensive annotation of four datasets
for six attributes, an evaluation of the most widely used feature extraction schemes is conducted.
The results reveal two high-performing descriptors among those evaluated, and show illumination
variation to have the most impact on re-id accuracy.
Motivated by the wide availability of videos from surveillance cameras and the additional visual
and temporal information they provide, video-based person re-id is then investigated, and a su-
pervised system is developed. This is achieved by improving and extending the best performing
image-based person descriptor into three dimensions and combining it with distance metric learn-
ing. The system obtained achieves state-of-the-art results on two widely used datasets.
Given the cost and difficulty of obtaining labelled data from pairwise cameras in a network to train
the model, an unsupervised video-based person re-id method is also developed. It is based on a
set-based distance measure that leverages rank vectors to estimate the similarity scores between
person tracklets. The proposed system outperforms other unsupervised methods by a large margin
on two datasets while competing with deep learning methods on another large-scale dataset.
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Chapter 1
Introduction
1.1 Person Re-Identification Problem
The large deployment of surveillance cameras in public places comes alongside a considerable
cost if monitoring them was not automated. Having human operators monitor videos captured by
a number of cameras in real-time is prohibitively costly. More importantly, it was shown to be
highly inefficient due to fatigue and inevitable attentive gaps [1]. Even when real-time monitoring
is not needed, manually searching a network of cameras for a specific person or event is immensely
impractical. For these reasons, automated visual surveillance has been of great interest lately
[2].
A crucial task in automated surveillance across a Closed-Circuit Television (CCTV) network is
detecting and tracking people. However, this alone is not sufficient. For practical reasons, the
cameras in a CCTV network are usually spread over wide areas and often have non-overlapping
Fields of View (FOVs). This requires a subject of interest captured in one camera, to be retrieved
(re-identified) in other camera views. In other words, when a person’s image or video is available
in one camera view (the probe), a set of person images/videos from a different camera view (the
gallery) have to be searched in order to match and trace that same person across the network. This
problem is known as person re-identification (re-id), and has been a very active research topic
recently [3]. The vast majority of the work on re-id did not involve any night vision scenarios
until the first benchmark was recently released [4]. Therefore, it is not covered in this thesis. An
illustration of the problem can be seen in Figure 1.1.
1
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Probe
Find the correct match
Gallery
Figure 1.1: The re-identification problem consists of finding instances in the gallery set bearing
the same identity as the probe. The gallery elements are ranked according to their similarity to the
present probe. The correct match should appear in high ranks, ideally in rank 1.
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Probe
Gallery
Similarity 
Estimation
Person 
Detection
Person 
Detection
Person 
Tracking
Person 
Tracking
Feature 
Extraction
Feature 
Extraction
Figure 1.2: The general pipeline of an end-to-end person re-id system.
The general pipeline of a practical end-to-end person re-id system consists mainly of three mod-
ules: person detection, person tracking, and person retrieval [3]. It is currently widely agreed
within the research community that person detection and tracking are separate vision problems
[3, 5, 6]. Consequently, the re-id problem boils down into matching person bounding boxes across
cameras. This in turn requires two main tasks to be performed, feature extraction and similarity
estimation. Discriminative features must initially be extracted from person instances to describe
each subject. A similarity measure should subsequently be employed to gauge the resemblance
between the probe person and its gallery counterparts. This enables the gallery individual with the
highest similarity to the probe to be deemed its correct match. In this manner, the probe person can
be retrieved in another camera view, tracked until they leave that view, retrieved in a third view,
and so on. A diagram depicting the general pipeline of a typical end-to-end person re-id system
can be seen in Figure 1.2.
Relying on high-level biometric information that does not require specialist equipment such as
face or gait recognition to solve the re-id problem is practically impossible for a number reasons
[5]. Firstly, the data captured by surveillance cameras is usually of low resolution and poor quality
which considerably complicates the face detection or gait extraction tasks. Secondly, many un-
constrained factors such as viewpoint angle and pose variations yield notable changes in the way
persons are perceived in different camera views. For instance, when a person is seen in a rear view,
the back of the head is visible and not the face. Face recognition becomes unfeasible in this case.
Finally, in real-world scenarios, self-occlusions between people or occlusions with other objects
in the scene are very likely to happen. This has further implications on extracting reliable gait
information. These reasons led researchers to heavily rely on holistic appearance models to tackle
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the re-id task [7–12]; hence incorporating clothes, skin, and hair colours and textures.
1.2 Re-Identification Scenarios
Three different criteria can be considered when describing a person re-id protocol: (i) the nature
of the data available, whether it is images or videos, (ii) the assumption made on the presence
in the gallery set of a correct match to the query (probe) person, and (iii) the duration separating
probe-gallery shots taken as this has considerable effect on the level of appearance change.
Considering the first criterion, four possible scenarios have been investigated in the literature so
far:
• Each person is represented by one image in each camera view. In this case, there is a pair of
images per person that need to be matched. This is known as single-shot person re-id.
• Each person is represented by multiple images in each camera view. These images could be
taken at significantly separate time instances and thus do not constitute a video sequence.
This is known as multi-shot person re-id.
• Video sequences (tracklets or tracks) are available for persons in both camera views. This
is known as video-based person re-id. Some researchers refer equally to video-based re-
id as multi-shot re-id [6, 13, 14]. To avoid confusion, when persons are represented by
video sequences, i.e. frames taken at temporally consecutive instances, the video-based
re-id terminology is used in this thesis.
• More recently, an additional re-id scenario is being considered where the probe person is
represented by a single image (one camera view contains person images), and the gallery
persons are represented by video sequences (the second camera view contains person track-
lets). This is commonly known as image-to-video person re-id.
Among these four scenarios, the most extensively researched are the first three. Although a few
methods have been recently proposed to tackle the image-to-video re-id problem [15–19], this
research is still in its infancy. Its main application lies in cases where an image of a person
of interest, e.g. a suspect, is available from a witness for instance, and this person needs to be
traced in a specific camera network. This problem is significantly more challenging than other
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re-id scenarios as it involves multi-modal data. Moreover, collecting task-specific benchmarking
datasets is not very simple. In fact, the current datasets utilised are adapted from the video-based
setting by randomly selecting a frame from each probe tracklet. The lack of suitable data added to
the complexity of the task might have contributed into reducing the efforts made towards solving
this problem so far.
Considering the second criterion, two possible cases are encountered:
• The person of interest shown in the query instance is also part of the gallery set. This
implies that it is known in advance that at least one correct match exists for the probe when
retrieval is attempted in a different camera view, and the algorithm’s aim is to retrieve these
occurrences. This is commonly known as closed-set or closed-world re-id.
• Alternatively, when it is not known a priori whether the probe person is part of the gallery
set, the open-set or open-world re-id problem is faced. In this case, it is uncertain that at
least one instance with the same identity as the probe exists in the gallery set. Subsequently,
when a probe is recognised as not being part of the gallery, it is assigned a new ID for
potential subsequent retrieval in other camera views.
In existing literature, the closed-world re-id scenario is far more researched than the open-world
one [20–22]. In fact, when computing the similarity between probe and gallery elements, a thresh-
old could be set to assert whether the most similar gallery person to the probe is similar enough
to be deemed its correct match. Therefore, closed-world re-id should be solved first, and since the
fundamental problem is yet to be solved, open-world re-id hasn’t received a great deal of attention
to date.
When it comes to the third criterion, also two cases are considered:
• The space and time separation between probe and gallery views are reasonably small. More
precisely, the person instances to be matched are taken on the same day in relatively close
locations. Although some changes in the apparel might still occur, such as zipped/unzipped
jackets, carried objects and hair style, they will not be drastic. This scenario is known as
short-term re-id.
• The space and time separation between probe and gallery views are significant. Person
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instances could for example be taken on different days. In this case, the appearance change
might be substantial such as a complete change in outfit. This scenario is known as long-
term re-id.
Long-term person re-id involving a complete change in clothing is almost completely ignored in
the literature so far as it is far more complex than short-term re-id. Although appearance might
still change in the latter, since it is not substantial, an ideal short-term re-id system should be able
to deal with such cases.
In the experimental work to follow in this thesis, the short-term closed-world re-id scenario is
considered as it is currently the most active and relevant public datasets are available. As for the
type of data used, the single-shot protocol is employed in Chapter 3 and the video-based one is
explored in Chapters 4 and 5.
1.3 Challenges
Matching people across non-overlapping camera views underpins many challenges. While some
are intrinsic to the re-id task, others are practical problems hindering real-world deployment. They
could be summarised as follows.
• An intrinsic challenge to the task is cross-view appearance variations. By definition, a re-id
system seeks to establish correspondences between person instances captured by two dis-
joint camera views. The concerned cameras often have different properties and parameters
and are placed at various angles and elevations. Moreover, the scenes captured could be
illuminated by different lighting sources or include varied degrees of clutter. These fac-
tors contribute considerably into increasing the intra-class variability (differences between
cross-view instances of the same person) making it often bigger than the inter-class vari-
ability (differences between instances of different people) which makes the problem very
challenging. The confusion is further accentuated by clothing similarities between differ-
ent subjects, especially in winter where most people tend to wear dark clothes. Additional
minor appearance changes exhibited by people transitioning between different scenes in-
clude zipping/unzipping jackets or using/eliminating accessories such as sunglasses, hats or
scarves. For this purpose, simultaneously discriminative and robust features must be de-
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signed or learned to mitigate the effect of these challenging attributes while maintaining the
discernibility between persons. Additionally, advanced machine learning algorithms should
be developed to learn the camera-to-camera transitions allowing to match corresponding
instances successfully. This topic will be further elaborated in Chapter 3.
• For image-based re-id, only a pair or a small number of images are available per person.
Meanwhile, existing datasets usually involve hundreds of different person identities. A
large number of classes with a limited number of instances per class complicates the task
of learning a good discriminative model that can effectively reflect the per class variability
ensuring its separation from other classes in the data. This is known as the Small Sample
Size (SSS) problem [23].
• The major hurdles preventing real-world deployment include the lack of enough data from
concerned camera views for model training, coupled with the limited generalisation ability
of most re-id methods into other camera views. These are added to the high labour cost
required to label enough data, when available, in order to train effective re-id models.
• Since person detection and tracking accuracy have a major effect on the re-id performance
[3, 24], integrating person detection, tracking and re-identification into a single end-to-end
system that can successfully perform the task from raw input data is another problem that
needs to be addressed to ensure re-id systems are applicable in real-life.
1.4 Motivation and Objectives
There is an ever-increasing demand on automated surveillance applications motivated by the ubiq-
uitous availability of CCTV cameras in cities due to their ease of access, cheap cost, and crucial
role in ensuring the security of vital infrastructure and the safety of the people involved. More
precisely, solving the re-id problem can substantially improve forensic applications such as crime
investigation, prevention of terrorist attacks, and intelligence gathering. Another important appli-
cation is related to the welfare of vulnerable people. For instance, it facilitates the search for a
missing person such as a child or an elderly who got lost in the city.
The wide deployment of surveillance cameras leads to a huge amount of data being collected on a
daily basis. Manually searching this data by human operators is extremely costly and inaccurate.
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This has contributed into making person re-id a very active research topic at present, and motivated
us towards exploring this topic further.
Despite the remarkable development the field had witnessed in the past decade, the re-id problem
is yet to be solved. The applicability of currently available re-id systems to real-world scenarios
is hampered by a multitude of factors. Insufficient accuracy, lack of efficiency, and unrealistic
requirements for model training are only a few. In fact, although a big step has been made lately
towards improving the re-id accuracy [3], this was often accompanied by a high computational cost
and the necessity of large-scale annotated datasets to be readily available for training. This prob-
lem is particularly encountered with supervised deep learning algorithms that currently produce
state-of-the-art results on most re-id datasets [25–32]. Being the most accurate, these models suf-
fer from major drawbacks. Firstly, specialist hardware such as Graphics Processing Units (GPUs)
and high memory capacities are required to run these models. Secondly, the results produced are
highly dependent on the availability of a large amount of annotated data containing matched in-
stances of people from the concerned camera views. This in turn is either unrealistic or requires a
great deal of human effort.
Given the above analysis, the main aim of this thesis is to move towards bridging the gap be-
tween conventional re-id and real-world requirements. The first step towards the goal would be to
identify the re-id scenarios that are more likely to occur in real-life. The task being a surveillance
application, it is very likely for persons to be represented by video tracks rather than single images,
thus making video-based re-id the most realistic protocol. A solution to this problem is gradually
attained throughout different phases of the research conducted for the purpose of this thesis. It
could be broken down into the following objectives:
• A significant amount of research has been devoted into designing visual features describing
pedestrians for the re-identification purpose. Despite the progress achieved, the performance
attained is not yet sufficient [3]. Therefore, our initial objective is to evaluate existing fea-
ture representations against the attributes causing cross-view appearance variations. Besides
inferring the best set of features, this work will reveal the main reasons causing the perfor-
mance to drop.
• Knowing which challenges to tackle from the previous evaluation, the second step would
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be to design a robust descriptor for video-based person re-id. Image-based descriptors have
been often exploited to extract spatial features from separate frames in a video sequence,
thus ignoring any temporal correlation between consecutive frames. Motivated by promising
prior works in the field [33, 34], our second objective is to propose a robust spatio-temporal
person descriptor. In order to fully understand the potential of such a descriptor, it should
be evaluated in a supervised setting.
• The final step would be to develop a video-based person re-id system that meets real-world
requirements. Such a system should be able to accurately retrieve pedestrians without the
need of extensively annotated pairwise data for prior training. It should also have a good
generalisation ability to different camera views and domains. In brief, the proposed system
should be able to advance state-of-the-art results at a reasonable computational cost and data
requirements.
1.5 Thesis Outline
This thesis contains six chapters. Chapter 2 examines the existing literature on person re-id, the
conception of the problem as part of a surveillance application and its evolution into an indepen-
dent task. The mainstream methods developed for each re-id scenario are presented. The theoreti-
cal background of the algorithms employed and the methods that are directly related to this work
are also highlighted. This includes image and video-based hand-crafted feature representations,
distance metric learning, and multi-shot matching.
Chapter 3 details the methodology and the experiments undertaken to evaluate existing hand-
crafted image-based feature extraction schemes as published in [35]. Public datasets are exten-
sively annotated for the various challenges they represent, and the evaluation is conducted in a
systematic manner to aid discovering the strengths and weaknesses of existing methods. Most
importantly, it also uncovers the major problems hindering accurate re-id.
Chapter 4 introduces a novel supervised video-based person re-id method. In conjunction with
distance metric learning, a robust spatio-temporal descriptor is proposed and carefully evalu-
ated. Extensive analysis of the algorithm and comparison against state-of-the-art methods are
conducted. The results obtained are also thoroughly discussed. The contents of this chapter are
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published in [36].
Chapter 5 presents a novel unsupervised video-based person re-id method as published in [37].
Leveraging the spatio-temporal descriptor developed in Chapter 4, a set-to-set distance measure
is proposed. Extensive experiments that analyse individual components of the algorithm and its
performance against state-of-the-art methods are presented.
Chapter 6 concludes the thesis and proposes promising directions for future work. The contribu-
tions to knowledge made are also summarised.
1.6 Summary
This chapter introduced the person re-identification problem highlighting its difference from other
biometric applications. A discussion of the inherent challenges accompanying the task and the
motivations for choosing person re-id as the subject this thesis were subsequently presented. The
aims and objectives for the research project were set, and the outline of the thesis was finally
summarised.
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Literature Review
2.1 Introduction
Intelligent video surveillance has become essential with the huge amount of video data supplied
by an ever-increasing number of surveillance cameras. A core component of an intelligent surveil-
lance system is multi-camera tracking. When people are the concerned targets, multi-camera track-
ing encompasses three major tasks: person detection, mono-camera tracking, and inter-camera
tracking. One way to solve the latter task is through person re-identification. When the cameras in
a network have non-overlapping FOVs, disconnected persons’ trajectories are reconnected through
re-id. In addition to facilitating multi-camera tracking, a person re-id algorithm can further retrieve
a subject of interest presented in one camera, in another target camera view regardless of the tra-
jectory followed in between. This is vital for applications where re-building the whole trajectory
is unfeasible or unnecessary, rather specific locations are suspected and need to be checked. For
instance when the person is to be traced across various disconnected camera networks in different
locations. In short, solving the person re-id problem provides a solution for inter-camera tracking
and beyond.
Spotting a human from afar, analysing their characteristics, and resolving their identity is an in-
trinsic property of the human brain, validated by our powerful visual recognition abilities. This
apparent trivial task entails enormous computational complexity, justified by the fact that half of
the nonhuman primate neocortex is dedicated to visual processing [38, 39]. People detection, fea-
ture extraction, and classification are viewed as analogous tasks in person re-id. The complexity
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of the visual cortex of the human brain suggests the challenges associated with all vision tasks,
including person re-id [39]. Although a better understanding of the brain could inspire powerful
learning algorithms as it did with artificial neural networks, computer vision will possibly pro-
vide solutions for re-id [25–32] without the need of a detailed explanation of the human visual
perception to be brought to light [39].
Given the importance of the re-id task, a host of algorithms have been proposed especially in the
past decade. These methods are broadly described in this chapter with more focus on the works
related to this thesis. For the sake of clarity, a methodology-based taxonomy is used to organise
various methods in this literature review. Additionally, a chronological narrative is presented for
each of the categories identified, whenever possible.
2.2 Multi-Camera Tracking and Person Re-Id
Person re-id was previously referred to as inter-camera tracking and considered a module in a
multi-camera tracking system [3]. The person re-id term was introduced in 2006 [40]. This is
when the task started being recognised as an independent vision problem [3]. Despite the cur-
rent independence of person re-id from multi-camera tracking, this section will examine the most
prominent multi-camera tracking methods that are closely related to re-id, highlighting the reasons
this separation was later evident.
The works that were more popular in early stages of the research suggest the use of inter-camera
relationships based on spatio-temporal reasoning to facilitate multi-camera tracking. These meth-
ods could be generally divided into two main groups. The first group utilise camera topology and
calibration techniques to match subjects’ tracks across cameras by spatio-temporal analysis alone,
and the second group incorporate appearance and visual cues to aid the matching, especially when
cameras have non-overlapping FOVs.
Camera topology analysis aims at identifying the spatial and temporal relationships between dif-
ferent cameras in a network. This involves identifying any overlap or adjacency between camera
views, and modelling the transition times from one camera to another [41]. As for multi-camera
calibration, the goal is to map various cameras in a network into the same coordinate system. Once
done, 2D coordinates of people in image planes are mapped into their 3D world coordinates in the
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common coordinate system, thus enabling geometric analysis of their trajectories. These two
tasks usually complement each other and are inextricably intertwined since resolving one yields a
straightforward solution to the other.
Knowing the topology of a camera network could be beneficial in discarding unrealistic corre-
spondences from the gallery set thus reducing its size which aids re-id [42–44], or can be used
to establish correspondences between cross-camera tracks by spatio-temporal reasoning alone
[45, 46]. Makris et al. [45] tackled the problem through learning a probabilistic model of the
entry/exit zones of each camera and time transitions between cameras. A topological model could
thus be inferred and used to calibrate the cameras in the network. Combined with temporal corre-
lations, a tempo-topographical model is obtained and used to track individuals across the network.
In [46], camera calibration parameters and camera topology are simultaneously learned through
Maximum A Posteriori (MAP) estimation which allows the estimation of target individuals’ tra-
jectories across non-overlapping cameras. These methods rely solely on spatio-temporal reasoning
to link tracklets of the same person in different camera-views and do not integrate any visual cues.
The performance of such methods suffers when the velocity of different persons is not constant
across the same path which is very likely in crowded scenes, or when the scene structure is com-
plex and FOVs are disparate. On the other hand, knowing the 3D world coordinates of people
through camera calibration allows the extraction of useful higher-level features to complement
the visual descriptors built upon persons’ appearances. These features may include the subject’s
height [47, 48], build [48], axes of symmetry [49], or body parts [47].
The other group of methods combine space-time cues with appearance models to establish tracklet
correspondences. A leading model in this category was proposed by Javed et al. in 2008 [42], it
integrates space-time variables such as velocity, entry/exit locations, and inter-camera transition
times with a learned subspace of Brightness Transfer Functions (BTFs). A BTF [50] maps a colour
observed in one camera view to its corresponding colour in another camera view. This mapping
between two specific cameras is learned from labelled training data. In [44], the spatial and tempo-
ral topology of a camera network is learned by correlating activities in semantic regions obtained
by decomposing each camera’s FOV. Temporal and causal relationships are subsequently learned
by canonical correlation analysis and combined with simple colour histograms to facilitate re-id.
Despite some changes in appearance between various camera views, leveraging visual information
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can improve inter-camera tracking accuracy.
In addition to the aforementioned limitations of these methods, calibrating all the cameras and
estimating the topology of a large camera network is often time-consuming and unfeasible [41].
This has led to a bigger focus on the vision related aspects of re-id within the research community.
Therefore, person re-id is treated as a pure computer vision problem in this thesis, and a solution is
attempted without assuming any knowledge on the spatial position and parameters of the cameras
concerned to ensure optimal generalisation ability.
2.3 Image-based Re-Id
Whilst video sequences are usually provided by surveillance cameras [33, 51], there are cases
where only a few frames [24, 52], or possibly only one frame [7], could be retrieved from each
view. This is expected in crowded, cluttered and noisy scenes where tracking is challenging. In
that case, single or multiple images are used for re-identification, which is known as image-based
person re-id [3, 53].
2.3.1 Feature Extraction
Upon the release of the challenging single-shot Viewpoint Invariant Pedestrian Recognition (VIPeR)
dataset in 2008 [7], person re-id research exhibited near total separation from multi-camera track-
ing. Although re-id remains an important component of the latter, it extends to other applications
where cameras are largely spatially separated and full trajectories of the people are not recover-
able. Person detection and tracking being widely considered separate vision problems, the first
building block of a typical re-id system is person description. In image-based re-id, this involves
extracting features from person images describing their visual content. These features should al-
low distinguishing images of different people while highlighting shared features between images
of the same person.
A brief description of the general feature extraction task can be given as follows. For simplicity,
suppose we have a digital image of size W × H pixels stored by it’s red, green and blue (RGB)
colour values. A 3-dimensional matrix of sizeH×W×3 is thus obtained. The values stored in this
matrix undergo a certain mathematical analysis, depending on the problem at hand, to identify the
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patterns they follow. These patterns could describe information related to texture, shape, colour,
etc. The heads being mostly unidentifiable in low quality person images captured by surveillance
cameras, relying on the appearance of the person dominated by their clothing or carried objects
became imperative in person re-id. Therefore, most of the descriptors throughout the years rely on
colour and texture information [7, 9–12, 54–56]. The most prominent are briefly described in the
following.
Extracting holistic features from a person image is suboptimal for re-id. In fact, it is important to
preserve some spatial information that enables comparing similar body parts together during the
matching phase, whilst accounting for potential misalignment. For this reason the vast majority of
hand-crafted person descriptors rely on part-based models. Although existing algorithms could be
employed to automatically detect different body parts [57, 58], most of the re-id descriptors opt to
approximate body parts by dividing the person image into a number of equally sized overlapping
horizontal stripes [7, 11, 12, 59]. Since person images are usually vertically aligned [8, 12], a
predefined part-model will significantly reduce the computational complexity.
Gray et al. [7] divide the person image into 6 overlapping horizontal stripes, and compute 16-bin
histograms on 8 colour channels and the responses of 21 Gabor and Schmid texture filters. The
features are extracted separately for each stripe and concatenated to obtain the final descriptor of
the image. Following this work, the Symmetry-Driven Accumulation of Local Features (SDALF)
algorithm was proposed in 2010 [8]. After human silhouettes are extracted, a vertical axis of sym-
metry and two horizontal axes of asymmetry are detected, thus partitioning the human silhouette
into head, torso, and legs. The head is discarded, and weighted colour histograms are then ex-
tracted from the remaining body parts. More weight is assigned to the pixels closer to the vertical
axis of symmetry aiming to mitigate background clutter and achieve some pose invariance. Subse-
quently, Maximally Stable Colour Regions (MSCR) are extracted and Recurrent High-Structured
Patches (RHSP) are selected. For increased robustness against photometric changes , Yang et al.
[60] developed the salient colour names descriptor by defining 16 colour names, and proposing
a probabilistic model to assign pixel values into a specific colour name. A histogram of colours
and colour names is then computed for each body-part (horizontal stripe) and concatenated. A
more robust representation is obtained by fusing features extracted from 4 colour spaces. Another
part-based model is proposed in [61]. It involves extracting joint colour histograms from 5 colour
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channels in addition to Histogram of Oriented Gradients (HOG) [62] features. A kernel is also
used to assign more weight to the central pixels in order to mitigate background effects.
As the use of colour information is evident in re-id, the main differences between various feature
extraction schemes involve the choice of colour channels and texture descriptors. Moreover, the
way local information is exploited may vary. For instance, an alternative to utilising horizontal
stripes is computing features in small overlapping patches. Successive works by Zhao et al. [10,
59, 63, 64] compute dense colour and texture features in small overlapping patches. Specifically,
for each patch, a 32-bin colour histogram is extracted from the LAB colour channels at 3 different
scales. Moreover, a 128-dimensional Scale-Invariant Feature Transform (SIFT) [65] feature is
computed in the same colour space. Patch-wise feature vectors are concatenated to form a high-
dimensional image feature. Xiong et al. [54] employ the popular multi-scale uniform Local Binary
Pattern (LBP) [66] texture feature in addition to 16-bin colour histograms computed on 8 colour
channels as in [7]. An effort similar to [60] was also made by Zheng et al. [24]. The colour
names descriptor introduced in [67] is computed locally in each of the small non-overlapping
patches and average-pooled over the pixels in the patch. A Bag-of-Words (BoW) model is then
employed to obtain the global vector by generating a codebook using the k-means algorithm. Ma
et al. [9, 68] developed a descriptor based on Biologically-Inspired Features (BIF). This method
is inspired by the human brain function where a hierarchical model is adopted [69]. It involves
24 multi-scale Gabor filters computed on the HSV colour channels separately, succeeded by max-
pooling operations. Subsequently, the pixel’s spatial location and neighbourhood information is
summarised in a vector used to compute covariance matrices in small patches.
To simultaneously exploit both body-part and local information using horizontal stripes and patches,
Liao et al. [11] extract joint colour histograms from the HSV colour channels in each patch, and
combine them with Scale-Invariant Local Ternary Pattern (SILTP) [70] texture features. To achieve
a multi-scale representation, the same features are also extracted from two down-sampled images
by local average-pooling operations. Viewpoint invariance is achieved by max-pooling patch-wise
features along the same horizontal stripe, thus maximising their local occurrence. A similar ap-
proach is proposed by Matsuwaka et al. [12]. Images are divided into 7 overlapping horizontal
stripes and small patches. Patch-wise gradient and colour information is modelled using Gaussian
distributions. Patches are weighted similarly to [8] and those belonging to the same horizontal
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region are in turn summarised by another Gaussian distribution.
Other descriptors used in the literature are slight modifications of the aforementioned [55, 56, 71–
74] and thus they will not be detailed here. We also note that the methods in [7, 10–12, 54, 68]
will be explained in more detail in Section 3.2.1 as they are employed in our experiments.
In addition to low-level features, leveraging mid-level features such as semantic attributes has
seen some attempts [75–77]. These methods require extensive attribute labelling for pedestrian
images which is time-consuming and tedious. Layne et al. [75] introduced fifteen semantic binary
attributes relevant to person re-id. Twelve of these are related to attire such as shorts, sandals,
backpack, sunglasses; and three are soft biometrics including long-hair, short-hair, and gender.
The authors manually annotate the attributes and train Support Vector Machines (SVMs) to detect
them. A weighting is then learnt for each attribute highlighting its detection accuracy, discrimi-
native power and relevant importance. This method is then fused with SDALF [8] for pedestrian
matching. Other methods in the literature learn attributes from publicly available datasets such
as internet images [76] or fashion photography datasets [77] and propose methods to transfer the
knowledge into the re-id task.
The majority of these methods are mainly used to provide auxiliary information that aids con-
ventional re-id by fusing attribute knowledge with low-level features. When tested on their own,
their performance is not very competitive. Following the release of large-scale attribute-annotated
datasets [78], subsequent methods employing semantic or data-driven attributes were mainly based
on deep learning models [79–82].
2.3.2 Dimension Reduction
The hand-crafted features extracted in person re-id often involve thousands of dimensions. This
is usually caused by the concatenation of patch-wise feature vectors in order to retain the spatial
information. Following feature extraction, the similarity/dissimilarity between each query and its
gallery counterparts is estimated. For this purpose, a distance metric is usually employed such
as the Euclidean distance, or a learned distance that uses the latter at some stage (this concept
will be explained in detail in Section 2.3.3). Subsequently, a nearest neighbour search principle is
employed where the closest element to the query is expected to be the correct match.
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Some research was once dedicated into studying the effect of high-dimensional data on nearest
neighbour search and classification [83, 84]. The main outcome could be summarised as follows.
Given a distance measure d, a query vector P and a gallery set G = {Gi|i = 1, ..., n}. We denote
by dmax(P,G) and dmin(P,G) the maximum and the minimum distance obtained by comparing
P to all the elements of G, respectively. Let m be the dimension of feature vectors P and Gi, i =
1, ...n. It has been proved in [83] that as m goes to infinity, a ratio known as the relative contrast
goes to zero. That is,
lim
m→∞E
[
dmax(P,G)− dmin(P,G)
dmin(P,G)
]
= 0, (2.1)
where E[X] is the expectation of random variableX . In other words, in a high-dimensional space,
the closest and the farthest points from the query become indistinguishable with respect to the
minimum distance. That is, the points become almost uniformly distant from the query which
makes the nearest neighbour notion lose its significance since the closest element found is not in
fact the most ”similar”. This problem is referred to as the curse of dimensionality in the context
of distance measures, and is more pronounced with the Euclidean distance.
Adding to the curse of dimensionality and important computational considerations, learning a
distance metric in a high-dimensional space might be problematic. In fact, this task often involves
matrix decomposition and/or inverting which might be costly or unfeasible when the dimension
is significantly high. With a limited number of training data points and high-dimensional vectors,
the matrices tend to become singular.
For this purpose, some works resorted into reducing the feature dimension before conducting the
matching. To this end, the vast majority of methods employed Principal Component Analysis
(PCA) [71, 85, 86]. Noting that the unsupervised re-id method developed in this thesis (Chapter
5) also employs PCA, we thoroughly describe it in the following.
Principal Component Analysis
Principal Component Analysis (PCA) [87] is a widely used unsupervised linear dimension reduc-
tion technique. It aims to transform a set of possibly correlated variables into a smaller set of
uncorrelated variables. This is achieved by computing an orthonormal basis of the projection sub-
space where maximal variance is preserved. Formally, let X = [x1, ..., xN ] be the features matrix
including N d-dimensional data points, the aim is to find projection directions, also called prin-
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cipal components, which are the vectors forming matrix W = [w1, ..., wk], where the projected
features W Tx1, ...,W TxN retain maximal variance ((·)T is the matrix transpose). Finding the
first vector w1 boils down into solving this problem:
argmax
||w1||=1
1
N
N∑
i=1
[(xi − µ)Tw1]2, (2.2)
where µ = 1N
∑N
i=1 xi is the mean. By defining the covariance Σ =
1
N
∑N
i=1(xi − µ)(xi − µ)T ,
the problem in 2.2 can be written as
argmax
||w1||=1
1
N
N∑
i=1
[(xi − µ)Tw1]2 = argmax
||w1||=1
1
N
N∑
i=1
[(xi − µ)Tw1]T (xi − µ)Tw1
= argmax
||w1||=1
1
N
N∑
i=1
wT1 (xi − µ)(xi − µ)Tw1
= argmax
||w1||=1
wT1 Σw1.
(2.3)
w1 can subsequently be found by eigen-decomposition of Σ. It is in fact the eigenvector corre-
sponding to the largest eigenvalue of Σ. Similarly, w2, ..., wk are the eignvectors corresponding to
the remaining top eigenvalues of Σ. The orthogonal basis of the projection subspace W can thus
be found and used to project d-dimensional data points into k dimensions where k < n.
2.3.3 Similarity Estimation
Despite the significant advancement in hand-crafted feature design [11, 12], no single set of fea-
tures is able to successfully tackle all aspects of cross-view appearance changes while maintaining
a strong discriminative power and the ability to generalise to different re-id datasets and scenarios.
Therefore, while some researchers invested in designing robust features, others were devoted into
developing matching methods that could contribute into mitigating re-id challenges and advanc-
ing the accuracy. The most popular among these methods are based on distance metric learning or
subspace learning. We show in the following how distance metric learning and subspace learning
are interconnected.
The most common type of distance metrics learned in re-id are Mahalanobis-like metrics [3].
Formally, given two column feature vectors xi and xj , the squared distance between them is given
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by:
d2M (xi, xj) = (xi − xj)TM(xi − xj), (2.4)
where M is a Positive Semi-Definite (PSD) matrix (M  0) to be learned. Being positive semi-
definite, M can be decomposed into M = W TW . Subsequently,
d2M (xi, xj) = (xi − xj)TW TW (xi − xj) = [W (xi − xj)]TW (xi − xj) = ||Wxi −Wxj ||2,
(2.5)
Therefore, computing the Euclidean distance between vectors Wxi and Wxj , which are the pro-
jections of xi and xj into the subspace W , is equivalent to computing the distance dM between
vectors xi and xj using the learned matrix M . As a result, Mahalanobis-like distance metrics and
subspace learning methods that employ the Euclidean distance are in essence similar. They both
aim to learn a subspace where positive examples (images of the same person) are pulled closer
to each other while negative examples (images of different people) are pushed apart. This is il-
lustrated in Figure 2.1. While some methods explicitly learn the distance matrix M (Equation
2.4), others learn the subspace projection matrix W (Equation 2.5) depending on the nature and
tractability of the optimisation problem formulated. It is also worth noting that learning the dis-
tance metric requires pairs of labelled data points, vectors xi and xj associated with a label yij
indicating whether they belong to the same person or not. In person re-id, when these points repre-
sent the same person from different camera views they are known as equivalence constraints [88].
Alternatively, when they represent different people they are known as inequivalence constraints.
Together they form the pairwise constraints [88].
Distance metric learning was conceived long before re-id [89] and used in various applications
such as clustering [89–92], classification [91–94], retrieval [95–97], face verification [98, 99] and
many more [100]. We highlight in this section the leading methods that were mainly designed and
used for the re-id purpose.
One of the early distance metric learning methods in re-id is Probabilistic Relative Distance Com-
parison (PRDC) [101]. Zheng et al. propose in this work to learn a distance that maximises the
probability of a pair of positive examples having a smaller distance than a pair of related negative
examples. This is motivated by the idea that intra-class and inter-class variations can be different
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Metric Learning
Original Feature Space Transformed Feature Space
Figure 2.1: An illustration of distance metric learning. The goal is to learn a subspace where
positive examples are closer to each other and negative examples are farther apart. Person instances
holding the same ID (positive examples) are represented using the same colour.
between pairs of images for various reasons (e.g. occlusions, viewpoint, pose, illumination), there-
fore using a probabilistic model will tackle these variations while preventing over-fitting when only
scarce annotated data is available.
Following this work, a few other distance metrics were developed. Hirzer et al. [102] propose to
relax the constraint of M being a PSD matrix which yields a very simple and efficient solution to
the problem that also produces good results. Mignon et al. [55] propose the Pairwise Constrained
Component Analysis (PCCA) algorithm that learns a linear function used to map high-dimensional
data into a low-dimensional subspace using pairwise constraints reflected by an objective func-
tion. The kernel trick is then incorporated into this method to learn the non-linearities, yielding
kPCCA.
An early distance metric that witnessed great success in re-id is Keep It Simple and Straightforward
Metric (KISSME) [85]. Using the space of intrapersonal differences formed of vectors zij =
xi − xj where xi and xj belong to the same person, and extrapersonal differences (zij = xi − xj
where xi and xj belong to different people), the authors propose to leverage the log-likelihood
ratio test with the null-hypothesis H0 that a pair is dissimilar and its alternative H1 that a pair is
similar. It is given by:
d(zij) = 2 log
(
p(zij |H0)
p(zij |H1)
)
. (2.6)
These two spaces are assumed to follow zero-mean Gaussian distributions. Consequently, the
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probabilities in Equation 2.6 can be calculated as:
p(zij |H0) = 1√
(2pi)d|ΣE |
exp
(
−1
2
zTijΣ
−1
E zij
)
, (2.7)
p(zij |H1) = 1√
(2pi)d|ΣI |
exp
(
−1
2
zTijΣ
−1
I zij
)
, (2.8)
where | · | is the matrix determinant operator, d is the dimension of zij , and ΣI and ΣE are
the respective covariance matrices of the intrapersonal and extrapersonal difference spaces. By
computing the log and eliminating the constants, this equation simplifies into:
d(zij) = z
T
ij(Σ
−1
I − Σ−1E )zij . (2.9)
Therefore, the matrix M is found to be equal to Σ−1I − Σ−1E that can be directly computed from
the training data. M is then projected into the cone of PSD matrices by eigenalaysis, i.e. by
replacing negative eigenvalues with a small positive number and reconstructing M . Moreover,
PCA is applied in [85] to reduce the features’ dimension before learning the metric. The popu-
larity of KISSME is gained from its simplicity through preventing complex iterative optimisation
algorithms and its promising accuracy. On the other hand, a drawback of KISSME is the need to
reduce the dimension of the feature vector before learning to avoid matrices singularities, which
might cause the loss of some useful information.
Subsequent methods mainly optimise a Fisher-type criterion to learn the projection subspace [11,
54, 71]. They aim to maximise the between-scatter Sb and minimise the within-scatter Sw. For the
original Fisher Discriminant Analysis (FDA) [103], these matrices can be computed as follows.
Let µ be the mean of all data points, µc the mean of points in class c, Nc the number of elements
in class c, and C the total number of classes. if xic is the i
th data point in class c, Sb and Sw are
given by [71]:
Sb =
C∑
c=1
nc(µc − µ)(µc − µ)T , (2.10)
Sw =
C∑
c=1
Nc∑
i=1
(xic − µc)(xic − µc)T . (2.11)
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The Fisher criterion is then derived as:
J (w) = w
TSbw
wTSww
, (2.12)
where w is a column of the subspace projection matrix W to be learned, that maximises the Fisher
criterion. This problem can be cast into the following:
max
w
wTSbw, s.t. w
TSww = 1. (2.13)
Assuming the data in each class follows a Gaussian distribution, the solution to this problem can
be derived by eigenvalue decomposition of S−1w Sb. An optimal projection direction w is simply
an eigenvector associated with a large eigenvalue. These column vectors are used to form the
projection matrix W .
To preserve the localities in the data, Local Fisher Discriminant Analysis (LFDA) was then pro-
posed in [104] and adapted to person re-id in [71]. Different from FDA, LFDA learns local em-
beddings in a manner similar to Locality Preserving Projections (LPP) [105] by multiplying the
scatter matrices by an affinity matrix so that closer points in the same class are given more weight
than points that are farther apart. The problem is subsequently solved similarly to FDA.
In a similar spirit, Marginal Fisher Analysis (MFA) was proposed in [106]. The main changes it
makes on FDA are also the scatter matrices. It is a graph embedding method that employs within-
class and between-class nearest neighbours in the scatter information, in the aim of relaxing the
assumption on the distribution of the data and increasing the separability between classes. The
problem obtained can also be solved by general eigenvalue decomposition.
Kernelised versions of LFDA and MFA were used for the re-id purpose in [54], outperforming
their non-kernelised counterparts. Also an improvement of PCCA was proposed in this work by
adding a regularisation to avoid over-fitting, and denoted rPCCA. The kernel trick ensures non-
linearities can also be learned by implicitly mapping the data into a higher dimension space where
it exhibits better separability.
A problem these methods might encounter is the singularity of Sw when the feature dimension is
high and/or the sample size is small. This is usually solved by carefully adding a regularisation
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parameter to the matrix diagonal entries. To account for this problem, the Null Foley-Sammon
Transform (NFST) was proposed in [107] and employed in re-id in [108]. Instead of maximising
the Fisher criterion, NFST aims at learning a discriminative subspace where the within-scatter is
zero and the between-scatter is positive. This ensures data points belonging to the same class are
collapsed into a single point in the learned subspace, while different classes remain separable.
This is achieved by learning projection directions w that satisfy the following conditions:
wTSww = 0 and wTSbw > 0. (2.14)
This problem also has a closed-form solution that can be efficiently computed by eigenvalue de-
composition. In fact, the projection directions sought are found to lie in the space shared between
the null-space of Sw and the orthogonal complement of the null-space of St, where St is the total
scatter matrix given by St = Sb+Sw. A kernel can also be integrated into NFST yielding kNFST.
The superiority of kNFST compared to previous methods is two-fold. Firstly, it ensures maximal
separability of the data by collapsing each class into a single point. Secondly, It has no free pa-
rameters to tune since no regularisation is needed to avoid matrices singularities, which makes it
more suited for small size data.
Another very popular distance metric in person re-id is Cross-View Quadratic Discriminant Anal-
ysis (XQDA) [11]. XQDA brings a slight modification to KISSME that alleviates the need of
reducing the feature dimension before learning the distance matrix. In fact, Liao et al. [11] argue
that the unsupervised dimension reduction step (PCA) employed by KISSME before learning the
metric is not optimal. Therefore, they suggest learning a subspace projection matrix W in a super-
vised manner prior to learning the metric M . W is efficiently found by optimising a Fisher-type
criterion similar to the one in Equation 2.12, and M is computed similarly to KISSME. Conse-
quently, the features are projected into the low-dimensional space before being compared using
M . More details on XQDA can be seen in Section 3.2.3.
Before the predominance of Mahalanobis-like distance metric learning, various learning algo-
rithms were attempted in re-id. Gray et al. employed the AdaBoost algorithm [7]. It iteratively
searches the feature space for the best features and combines the classifiers found to obtain the final
similarity function. Variants of SVMs were also utilised for the task. An Ensemble of RankSVMs
24
CHAPTER 2. LITERATURE REVIEW
was learned in [109] on small overlapping groups of the training data and combined using boosting
to form a strong ranker. In [110], a sample-specific SVM was learned for each individual followed
by a dictionary pair and a mapping. Each probe image is then mapped into a weight vector based
on its visual features. The main drawback of these methods is their lack of efficiency compared to
distance metric learning.
2.3.4 Deep Learning Methods
Deep learning systems achieved remarkable success in many computer vision tasks including ob-
ject detection, image classification, face recognition, and many more [111]. However, it was not
until very recently that similar success has been achieved in person re-id [25–32]. Knowing that
such systems can learn features and metrics simultaneously in an end-to-end fashion, the avail-
ability of enough labelled training data is a necessity. When the latter started becoming available,
a variety of deep learning systems have been introduced [52, 112–117]. These can be generally
divided into two major types: the Siamese networks and the classification networks. Siamese net-
works take image pairs, triplets or even quadruplets as input to learn the model. They include at
least two identical sub-networks. A very basic Siamese network is shown in Figure 2.2. Mean-
while, the networks that approach the task from a classification perspective consider each person
identity as a separate class that the network should learn.
The feature extraction sub-net in these networks consists mainly of one type or a combination of
Convolutional Neural Networks (CNNs), Recurrent Neural Networks (RNNs), and Long Short-
Term Memory (LSTMs). On the other hand, the matching layer could be for instance a pairwise,
triplet or quadruplet loss or simply an off-the-shelf distance measure such as the Euclidean or
Cosine distance.
The first few person re-id datasets released were small in size, and thus did not provide the means
to learn deep models. In 2014, Li et al. [52] collected the CUHK03 dataset that includes 13,164
images of 1,360 pedestrians. Containing over a thousand different identities, CUHK03 was con-
sidered a large-scale dataset [3]. They also proposed one of the first deep learning re-id models.
Briefly, it uses a Siamese type network that takes 2 input images, similar or dissimilar. A convo-
lutional layer is first applied to each image succeeded by a patch matching layer that computes
similarity scores between patches in the same horizontal stripe. Another convolutional layer with
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Figure 2.2: A simple pairwise Siamese network.
shared weights follows before a fully connected layer and a Softmax function. As more large-scale
datasets were later released [24, 118], a plethora of deep learning algorithms were proposed. The
most prominent published works are briefly summarised in this section.
A few ensuing works also employ the pairwise Siamese model. Ahmed et al. [112] improve the
CNN model in [52] by computing bi-directional neighbourhood differences between correspond-
ing feature maps of two input images in order to achieve some positional robustness. Varior et al.
[113] integrate gating functions between CNN layers to emphasise local mid-level patterns, and
Zheng et al. [119] embed modules that leverage spatial attention and enforce attention consistency
between images of the same person.
Instead of considering similar and dissimilar image pairs separately, a straightforward alternative
is to use triplets. A triplet consists of a query image, a gallery image with the same identity,
and a another one with a different identity. Cheng et al. [114] propose a CNN part-based model
that fuses holistic and local body-part features while improving on the conventional triplet loss
function [120] by forcing the intra-class distance below a fixed margin. Subsequent methods
using the triplet loss or its variants mainly modify the network’s architecture to focus on multi-
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scale features [121], attributes [122], attention [123], or improved similarity learning [124, 125].
Inspired by the triplet model, Chen et al. [126] propose a quadruplet loss by adding an extra
negative pair to each triplet with the intent of ensuring the intra-class distance is always smaller
than the minimal inter-class distance regardless of the probe image in question.
In our collaborative work published in [127], the triplet loss was further improved by replacing
the standard Euclidean distance with a weighted Euclidean distance in the loss formulation. The
weights are dynamically computed based on the variance of each feature in a given batch. Features
exhibiting higher variation are assigned more weight as they are deemed more discriminative. Also
the feature extraction sub-net is improved by integrating channel attention using Squeeze and
Excitation (SE) modules [128] into the ResNet-50 [129] backbone to emphasise more important
features.
These models are particularly useful when available data is limited per identity as only a pair of
images is required per subject. With larger datasets, the classification model is more promising.
It leverages multi-label information of different classes rather than relative positive and negative
pairwise labels regardless of their class.
A large amount of work was done along this line in the past couple of years. The major innovations
made contribute into improving the robustness by using deformable part-models in contrast to
earlier works employing rigid part-models (fixed horizontal stripes) [114, 130]. For instance, Zhao
et al. [115] localise different body regions using existing body joints detection methods of which
features are extracted and fused with full body features. A similar fusion approach is adopted
in [131] but within a multi-scale network. Sun et al. [117] start with a uniform partition of the
body which is then refined by enforcing consistency within each part. In a later work [29], the
visibility of each region is learned and region-level comparison is performed between images to
solve partial re-id where bounding boxes might cover only a part of the human body. In a similar
spirit, an attention mechanism could be explicitly embedded into the network for the system to
learn where to focus. Li et al. [116] propose the harmonious attention that combines regional,
spatial, and channel attention. The network is thus able to locate discriminative pixels, regions,
and feature channels. Part-based models achieved remarkable performance among deep-learning
methods as they are able to effectively deal with pedestrian misalignment, i.e. when the person is
not centred in the image.
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Despite recent success, the limitations of deep learning systems reside in their high computational
cost, added to the critical availability of enough labelled training data from the camera views
involved. Despite the use of generative models and transfer learning techniques to augment and
diversify the training data, or to transfer the knowledge from one domain to another [27, 132–136]
the performance attained by these algorithms is still far below their fully supervised counterparts
that produce state-of-the art results [25–32].
2.4 Video-based Re-Id
The recent popularity of video-based person re-id [31, 137–144] is motivated by two main reasons.
Firstly, person videos are generally available from surveillance cameras which makes the video re-
id problem a more realistic one. Secondly, video sequences include rich visual information and
enable the use of temporal cues to design robust person representations that could circumvent
cross-view appearance changes. This has led to a number of video-based person re-id methods
being developed in the past few years [33, 34, 139–145]. We describe the leading algorithms with
more focus on those related to our work in this section.
2.4.1 Person Description
Since a video sequence is merely a number of successive frames, extracting image-based features
from separate frames and aggregating them is an intuitive way to represent a video tracklet. This
approach has proved in fact popular for the video re-id problem especially with the advancement
achieved in image-based feature design [53, 141, 146–148]. However, frames in a video sequence
are not a set of independent images, they are rather temporally correlated. Exploiting this temporal
relationship can potentially describe some sort of motion information that would complement the
visual cues to aid re-id. For this purpose, various ways of integrating temporal information into
video-based person description were explored.
Early methods build appearance models from separate multiple shots without explicitly leverag-
ing any temporal information. They either assign a single signature to each individual or compute
multiple representations by grouping similar frames together through clustering or other proce-
dures [14, 33, 34, 137]. In this case, more effort is dedicated into designing appropriate multi-shot
matching methods. In this section, we cover works that propose new person descriptors for the
28
CHAPTER 2. LITERATURE REVIEW
video-based scenario, rather than those using classical image-based features to design matching
methods. The latter will be examined in a subsequent section (Section 2.4.3).
In the very first work on video re-id, Gheissari et al. [40] develop a spatio-temporal segmenta-
tion algorithm to detect stable foreground regions and produce a salient edgel histogram in each
region. Additional visual cues including normalised colour histograms from two colour chan-
nels are added to the edgel histograms to form the person’s signature. A triangulated graph that
localises body-parts is then fit to the image for matching.
In a more recent work, Wang et al. [33, 149] incorporate temporal information directly into the
person representation. Fragments representing walking cycles are initially extracted from person
sequences using the Flow Energy Profile (FEP) signal. Each fragment is then divided spatially and
temporally into cells according to human body topology and walking cycle phases. Histograms
of Oriented 3D Gradients (HOG3D) features [150] are computed in each cell and concatenated.
Mean colour values from six colour channels are also extracted from small overlapping patches
and temporally averaged over each fragment. The two types of features are finally concatenated
to form the fragment representation coined ColHOG3D.
Similarly, Liu et al. [34] also extract walking cycles after performing a correction on the FEP
signal to reduce the noise. The fragments obtained are aligned and divided spatially and temporally
into body-action units on which Fisher vectors describing colour, texture and gradient information
are extracted and concatenated to obtain the final descriptor denoted STFV3D.
Dense temporal gradients are computed on small patches at six different scales in [151]. An
energy map is then built for each sequence by eliminating low gradient values representing short-
term motion and background noise through adaptive thresholding operations. The energy maps
obtained are finally divided into patches and horizontal stripes before being vectorised and con-
catenated.
Khan et al. [145] construct a signature for each person sequence and call it Part-Appearance
Mixture (PAM). After low-level features are extracted from separate frames, Gaussian Mixture
Models (GMMs) are used to model the features’ distribution in the upper, lower and full body.
Since GMMs do not fall in the Euclidean space, a distance measure is adapted from KISSME for
the matching task.
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Despite showing promising accuracy, the main drawbacks of existing spatio-temporal descriptors
lie in their lack of efficiency and insufficient robustness to cross-view appearance changes. A
successful re-id algorithm should be able to strike the right trade-off between invariance to cross-
camera changes, discriminability, and computational efficiency.
2.4.2 Clustering
A common method to process frame-wise features for multi-shot ranking or set-based matching
is by clustering them. The most widely used algorithm for this purpose is the k-means algorithm
[152]. Since k-means is also employed in our work (Chapter 5), we detail it in the following.
K-means Algorithm
Given n data points x1, ..., xn where xi ∈ Rd, k-means aims to partition this data into k disjoint
clusters C = {C1, ..., Ck} by optimising a criterion J that minimises the within-cluster variance:
J = argmin
C
k∑
i=1
∑
x∈Ci
||x− µi||2, (2.15)
where || · || is the Euclidean distance and µi is the mean of points in cluster Ci. i.e. the cluster
centroid.
After random initialisation of the centroids, the algorithm alternates between an assignment step
and an update step until a stopping criterion is reached, usually when the clusters become sta-
ble.
• Assignment step: Each data point x is assigned to the cluster with the closest centroid, i.e.
argmin
Ci∈C
||x− µi||2, (2.16)
• Update step: The means of the new clusters are computed to obtain the updated centroids:
µi =
1
|Ci|
∑
xi∈Ci
xi, (2.17)
where | · | is the set cardinality operator.
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When the assignments no longer change, each point will be associated with a label indicating the
cluster it belongs to.
Initialising the centres of the k-means algorithm is critical for speeding up the convergence of
the algorithm and obtaining accurate clusters. For this purpose, Arthur et al. [153] proposed the
k-means++ seeding method for initialisation. It could be summarised as follows:
1. The first centre is picked uniformly at random from the data points.
2. The distance d(x) of each data point x from the closest centre already chosen is computed.
3. The new centre is randomly selected from the remaining data points with a probability
proportional to d2(x).
4. Steps 2 and 3 are repeated until the desired number of centres have been chosen.
5. The k-means algorithm is subsequently applied.
This initialisation method is used with the k-means algorithm employed in Chapter 5.
2.4.3 Matching Methods
Although designing problem-specific video-based person descriptors demonstrated superiority
over off-the-shelf image-based features used in video-based re-id, the performance attained was
less than satisfactory. Overcoming drastic appearance changes across cameras can better be
achieved through learning. Therefore, another potentially promising way to exploit the rich in-
formation provided in a person tracklet is to design matching methods accordingly. These should
be able to select or successfully fuse information from multiple instances (frames or video frag-
ments) in order to attain an optimal representation. The methods developed for this purpose can
be roughly divided into two categories: distance metric learning and multi-shot matching.
Most of the distance metrics designed for image-based re-id can be equally applied to the video-
based problem by sampling for instance to obtain positive and negative pairs for model training.
Nevertheless, a few algorithms were specifically devised for the video re-id task. You et al. [143]
argue that the inter-class variation is smaller in videos compared to images since different peo-
ple might have similar motion, therefore a stringent constraint is posed in their proposed distance
metric to ensure maximal inter-class separation in the latent feature space. Zhu et al. [154] con-
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sider two types of variation in their distance metric design, intra-video variation representing the
variability among frames in a person’s video, and inter-video variation describing the variation
between different videos. Taking both types into account, a distance metric is formulated to learn
two projection matrices simultaneously, one to reduce intra-video variation making each sequence
more compact which enhances between-video separation learned by the second matrix.
Another type of methods aim to select and rank the best frames or fragments for matching. These
are known as multi-shot matching methods. A ranking function was proposed with ColHOG3D
descriptor [33]. The latter produces multiple representations for a person’s sequence using video
fragments (walking cycles) which in turn requires a set-based method for matching. To this end,
the authors devise a ranking function that simultaneously learns the most discriminative fragments
and the parameters of the ranking function.
Karanam et al. [13] formulate multi-shot re-id as a block sparse recovery problem where each
probe image is a linear combination of corresponding gallery images in the embedding space
learned by LFDA. Given this assumption, a dictionary including all gallery instances can be con-
structed, and each probe image will be a sparse linear combination of the elements of the dictio-
nary. The block concentration of the coefficients determines the identity of the probe. In their
later work [14], Karanam et al. cluster frame-wise features using k-means algorithm, and for-
mulate the distance between vector sets as the minimum distance between their respective affine
hulls. Ways to integrate existing distance metric learning methods into this framework were also
discussed.
Alternative ways to clustering or randomly selecting frame-wise features were also developed.
Cho et al. [137] estimate the pose of the pedestrians in each frame and divide them into four groups
representing various pose angles covering 90◦ each. The matching is subsequently undertaken by
learning to weigh pose pairs using an SVM. Huang et al. [138] segment the video sequence
into fragments using occlusion information, and devise a method to measure the noise level of
each segment using a self-paced outlier detection method. The set-based distance measure then
employed weighs corresponding segments using their noise levels.
Other works that fall within this category include simple set-to-set distance measures that compute
a dissimilarity score between two sets of vectors without any learning. The most popular among
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these are the Minimum Point-wise Distance (MPD) also known as infimum distance [34], and the
Average Point-wise Distance (APD) [155]. In both cases, all possible combinations of pairs of
vectors from two sets are considered and their relative distances computed. The minimum value
is selected for MPD and the average value is found for APD.
These algorithms provide efficient and simple ways to boost the performance for the multi-shot
scenario in conjunction with robust person descriptors. However, various unconstrained factors
such as occlusions and background clutter might affect fragment segmentation or pose estimation.
Moreover, random frame selection might cause the loss of important information. For this pur-
pose, we find clustering to be the optimal way to group similar frames based on multiple hidden
modalities in the data.
2.4.4 Deep Learning Methods
The first work using deep learning in video-based re-id is published in [141]. McLaughlin et al.
propose a simple pairwise Siamese network architecture. For each frame, three colour channels
and two optical flow channels are fed into a CNN layer followed by a recurrent layer. The RNN
layer can capture the information flow between time-steps. An average-pooling layer follows thus
aggregating the features extracted from all the sequence frames into one global vector. A joint
identification/verification loss is then optimised using both the cross-entropy and the Siamese loss
functions. Xu et al. [142] improve on this model by inserting an attentive spatial pooling layer
between the CNN and the RNN to capture meaningful regions in the image. The average-pooling
layer is also replaced by an attentive temporal pooling layer. The latter uses a specific mechanism
to weigh the frames in a sequence before aggregating them using a weighted average-pooling
framework.
Attention models proved popular in deep learning methods for video-based re-id as they provide
the means to identify important spatial regions in an image and informative frames within a se-
quence [139, 140, 142]. Similarly to [142], Liu et al. [140] also employ the idea of temporal
attention by frame weighting. However, this is achieved by integrating a quality generation unit
in the CNN model that generates a score for each frame based on its quality. Frame-level fea-
tures are then combined using their quality scores. Li et al. [139] sample a few frames from
each video sequence to avoid redundancy. They then combine multiple spatial attention models to
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locate salient regions. Diversity is imposed on these models to ensure each one of them focuses
on a different body part. The spatial features obtained are then fused using additional temporal
attention methods.
Suh et al. [156] on the other hand tackle the misalignment problem by developing a two-stream
network that separately generates part and appearance maps for each image. These are later aggre-
gated by bilinear-pooling, i.e. by computing the local outer product at each location followed by
spatial pooling. This framework ensures body parts representations are aligned which enables the
use of a part-level similarity measure. Frame-level representations are simply average-pooled over
a video sequence. In addition to attention and part-based methods, video re-id also witnessed the
use of reinformcement learning. Zhang et al. [144] employ a sequential decision making process
by successively feeding an agent pairs of probe and gallery images to which a reward or penalty
is earned based on the decision made, i.e. whether the images are different, same, or unsure. Like
so, an aggregation function and a similarity function are concurrently learned. The features used
are extracted using traditional CNNs such as AlexNet by optimising a combination of three loss
functions.
Semantic attributes were also recently exploited. Zhao et al. [26] disentangle the CNN frame-
wise features computed into groups representing different semantic attributes such as gender, age,
glasses, hat, etc. These are learned by binary classification and corresponding features are weighed
based on the attribute’s recognition confidence for temporal aggregation. On the other hand, Hou
et al. [30] tackle specifically the occlusions problem by locating the occluded regions in a frame
and recovering them using an autoencoder-type network. This is further informed by adjacent
clean frames found by temporal attention.
In contrast to end-to-end methods, Zheng et al. [148] test their large-scale video dataset Motion
Analysis and Re-identification Set (MARS) using a CNN feature extraction scheme known as
ID-discriminative Embedding (IDE) [157] which is based on AlexNet [158]. The matching is
performed separately using XQDA distance metric.
Similarly to hand-crafted systems, a better alternative to computing one global representation for
the whole person sequence is breaking it down into smaller segments and employing a set-based
method in the matching phase. Along these lines, Chen et al. [31] densely divide the video se-
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quence into equal length segments called snippets taken at a time step of 4 frames. CNNs, LSTMs,
and fully connected layers make up the architecture of the network that embeds the snippets after
weighing their frames using a temporal attention mechanism. Only reliable snippets are consid-
ered in the final matching score. In Si et al. [159], frame-level features are extracted using a
CNN. A dual-attention mechanism is subsequently employed by combining both intra-sequence
and inter-sequence attention mechanisms for feature sequences refinement and alignment, respec-
tively. Dense pairwise distances of refined features are aggregated by average-pooling.
Just like their image-based counterparts, these methods require a large amount of annotated data
and suffer from substantial computational cost. When tested on small datasets, they are often pre-
trained on large-scale benchmarks such as MARS and fine-tuned on the target dataset to achieve
competitive performance [148].
2.5 Image-to-Video Person Re-Id
Image-to-video person re-id encompasses interesting real-life applications related to forensics and
the well-being of vulnerable people as discussed in Section 1.2. Although the problem hasn’t
received similar attention compared to other scenarios, a few attempts were recently made [15–
19].
Zhu et al. [15] tackle the problem from a dictionary learning perspective. A feature projection
matrix and a pair of heterogeneous dictionaries are jointly learned. Video features are projected
into a subspace where they exhibit higher compactness, and the final representations of images and
videos are compared using their coding coefficients in their respective dictionaries. In [16], frames
are segmented into regions based on their colour information and a salience value is computed for
each region. The most salient regions are selected and clustered before using a point-to-set distance
measure for matching.
The few remaining methods rely on deep learning to solve this task. Zhang et al. [17] design
an end-to-end network that simultaneously learns the feature representation and the similarity
measure. The feature extraction sub-net involves CNNs for images and CNNs followed by LSTMs
for videos to embed space-time information. Weighted average-pooling is finally applied to the
LSTM output to emphasise more useful frames before being passed to the similarity sub-network
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for matching. A similar type of architecture is employed in [18] where a body-parts attention unit
is additionally incorporated into the network with a different loss function. Similarly, Wang et al.
[19] also propose an end-to-end network. However, different from [17], only CNNs are used for
feature extraction and a domain alignment sub-network is added before the similarity sub-network.
The latter is a k-NN triplet loss rather than a conventional one. The difference between the two is
that the first additionally uses nearest neighbour information to mine the least noisy video frames
to be input into the loss function.
With the remarkable progress towards solving conventional re-id lately, the image-to-video pro-
tocol is attracting more and more attention [15–19]. Nevertheless, a lot of room still exists for
improvement in terms of accuracy and real-life applicability. The main bottleneck towards achiev-
ing this goal is the lack of true cross-modal data.
2.6 Evaluation Metrics
The evaluation metrics employed to measure the performance of person re-id systems are pre-
sented in this section. As these might differ with the re-id scenario involved, whether it’s open-
world or closed-world for instance, only the metrics associated with the closed-world problem
used throughout this thesis will be explained in the following.
2.6.1 Cumulative Matching Characteristic
Person re-id is generally viewed as a ranking problem. When a probe instance is presented to the
system, a ranking of the gallery elements is generated based on their similarity to the given probe.
The item with the highest similarity appears in rank 1. In a typical closed-world scenario, at least
one correct match (ground truth) exists in the gallery set to each probe. Whenever a probe instance
is given and a ranked list is generated, the rank of its correct match is recorded. If there are more
than one, the highest rank of a correct match is considered.
The Cumulative Matching Characteristic (CMC) at a given rank k is then computed as the per-
centage of probe instances that had a ground truth appear at a rank higher than or equal to k [5].
For instance, CMC(@5) is the percentage of queries that had a correct match appear at a rank
higher than or equal to 5, i.e. from 1 to 5. Although CMC(@1), also known as rank-1 accuracy, is
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the most informative metric on an algorithm’s performance, CMC(@5, 10 and 20) were also in-
troduced due to low rank-1 accuracy values obtained when the dataset tested is very challenging.
The ranking nature of the re-id problem, as opposed to traditional classification tasks, is motivated
by the idea that a human operator can examine the gallery list generated and spot the correct match
of the query as long as it appears within the first few candidates.
2.6.2 Mean Average Precision
When more than one ground truth is found in the gallery set with respect to a given probe, the
CMC curve might not reflect the true performance of the algorithm. In fact, many algorithms
could successfully retrieve an easy match at a high rank while some might miss harder positives.
Therefore, the CMC in this case ignores the recall ability of the algorithm. For this purpose,
the mean Average Precision (mAP) that is commonly used in information retrieval was introduced
[24]. Formally, given a ranked list of gallery elements with respect to a probe, an indicator function
could be used to indicate whether a gallery instance is a correct match to the probe or not as follows
[160]:
y(i) =

1 if the ith element is a correct match
0 otherwise.
(2.18)
The precision at a rank k is then computed as:
P (k) =
1
k
k∑
i=1
y(i). (2.19)
Suppose there are N elements in the gallery set among which Nq ground truths correspond to
query q. The average precision for query q is the mean of the precision scores taking only those
corresponding to a ground truth, it is given by:
AP (q) =
1
Nq
N∑
i=1
P (i)y(i), (2.20)
where y(i) is the indicator function defined in Equation 2.18. It ensures that only precision scores
of ground truths are considered in the mean. Finally, the mAP score is computed over all the
elements of the probe set, i.e. all the queries presented. Suppose there are S such elements, then:
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mAP =
1
S
S∑
q=1
AP (q). (2.21)
In summary, for both CMC and mAP, higher scores indicate a better performance.
2.7 Summary
Person re-id is currently a very hot research topic validated by the exponential increase in the num-
ber of related publications in top computer vision venues [148]. As there are hundreds of methods
that have been recently proposed, covering all these in this literature review was practically im-
possible. Therefore, we have attempted in this chapter to touch upon all existing categories of
methods, while offering a more in-depth analysis into the works that are tightly related to this
thesis. These mainly include both components of a traditional re-id system for both images and
videos, namely feature extraction and matching. Although the main focus of this thesis is on
video-based re-id, Chapter 3 presents an evaluation of existing image-based hand-crafted feature
representations using a learnt distance metric. Hence, understanding image-based re-id in terms
of person descriptors and matching methods was deemed necessary. Additionally, the video re-id
task was thoroughly examined.
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Attribute-based Feature Evaluation
3.1 Introduction
There is no disagreement within the research community that person re-id is a very challenging
problem due to significant intra-class variations caused by cross-view appearance changes includ-
ing lighting conditions, viewpoint angle and pose [5, 11, 53, 54]. Despite this unanimity, no
attempts were made to date to measure the amount to which each challenging attribute contributes
to the performance degradation. A challenging attribute [35] designates here a certain character-
istic of the images in a dataset, such as the presence of occlusions, background clutter, illumi-
nation variation, or any other property rendering the re-identification more difficult. Uncovering
the individual effect of various attributes on the performance loss is crucial to identify persisting
problems current systems couldn’t solve, and to provide insights towards promising directions for
future system design.
Feature extraction being the keystone of a person re-id system, designing features aimed at ex-
tracting the right information from person images is pivotal, especially when available datasets are
small in size and thus do not contain enough instances to automatically learn these representations
by the means of neural networks for instance. Consequently, many hand-crafted feature repre-
sentations were proposed. They primarily rely on texture and colour cues to describe a person’s
appearance [7, 10–12, 54].
This work evaluates the performance of 6 state-of-the-art hand-crafted feature representations
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against a collection of 4 single-shot datasets. We start by thoroughly examining the datasets in
question to determine the intrinsic attributes that might affect the performance. These are found to
be: illumination changes, viewpoint angle variations, occlusions, background clutter, motion blur
and pose variations. We subsequently manually annotate the datasets for these attributes reflecting
the different levels of difficulty each of them presents. The images are finally divided into subsets
of similar properties and the evaluation of the descriptors is conducted on each subset separately.
The XQDA distance metric [11] is used for matching due to its efficiency and accuracy.
The objectives of this work are as follows: (i) to identify the best-performing hand-crafted image
person descriptor to date, (ii) to evaluate the robustness of existing descriptors against each of
the attributes causing cross-view appearance variations, (iii) and to identify the main obstacles
causing performance deterioration that current descriptors couldn’t tackle successfully. This being
achieved, it would guide future work on feature design.
Existing descriptors have been recently evaluated by Karanam et al. [53]. This included a com-
prehensive evaluation of 11 feature extraction schemes with 18 learned distance metrics on 16
public datasets. For each dataset, experiments of all feature-metric combinations were carried out,
highlighting the best-performing combination on each benchmark. The authors briefly mention the
challenges associated with each dataset, but without any indication on the most dominant attributes
involved or the degree of their presence in each benchmark. Moreover, the datasets employed are
of significantly different sizes which might be an important factor causing accuracy variations.
For these reasons, it could not be inferred from this study which attributes have indeed caused the
performance to decline, and which ones were mitigated by high-performing features.
Following the work presented in this chapter, another attempt was made towards understanding
the effect of varied viewpoint angles on the re-identification performance in [161]. Highlighting
the importance of quantifying the effect of visual factors on re-id systems, the authors undertake
an extensive evaluation involving different viewpoint angle combinations between probe-gallery
instances using 3 deeply learned models. However, to avoid the tedious annotation process of
real data and to produce a controllable environment, synthetic data was generated. Although this
approach is more efficient and less costly, the amount to which synthetic data is indicative of the
real world cannot be easily shown, especially in terms of texture information.
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Different from the work in [53], we not only determine the best-performing existing person de-
scriptor, we rather evaluate the descriptors’ robustness against each challenging case. This is vital
in uncovering the reasons behind unsatisfactory performance in some cases. Revealing the re-
maining problems in image-based feature extraction would additionally guide video-based feature
design. This lays a strong foundation for our next work on developing a spatio-temporal descriptor
for video-based person re-id.
3.2 Proposed Methodology
The features evaluated, the annotation strategy adopted and the distance metric used for matching
are thoroughly described in this section.
3.2.1 Features
The person descriptors selected for this evaluation are hand-crafted features that could be fed into
a distance metric for matching. The most popular algorithms during the last few years with avail-
able code were employed. They include, Ensemble of Localised Features (ELF) [7], Covariance
Descriptor Based on Bio-Inspired Features (gBiCov) [68], Colour Histograms and LBP Features
(HistLBP) [54], Dense Colour and SIFT Features (dColorSIFT) [10], Local Maximal Occurrence
(LOMO) [11], and Gaussian of Gaussian (GOG) [12].
Ensemble of Localised Features (ELF)
Along the VIPeR dataset, Gray et al. [7] introduced a set of low-level colour and texture features
called Ensemble of Localised Features (ELF). From each person image, 29 feature channels are
computed. They include 8 colour channels added to the responses of 8 Gabor [162] and 13 Schmid
[163] texture filters applied to the luminance channel. The colour channels utilised are: RGB,
HSV, and YCbCr noting that only one luminance channel is used, either V or Y. We recall that
Gabor filter is defined as [164]:
g(x, y;σ, γ, ψ, λ, θ) = exp
(
−x
2
1 + γ
2y21
2σ2
)
exp
(
−i
(
2pix1
λ
+ ψ
))
, (3.1)
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Figure 3.1: Schmid and Gabor filters used in ELF descriptor. The 13 rotationally symmetric filters
are Schmid filters. The remaining are 4 horizontal and 4 vertical Gabor filters. [7]
where x1 = x cos θ + y sin θ and y1 = −x sin θ + y cos θ. The remaining parameters dictate the
characteristics of the filter.
Schmid filter is given by [7]:
F (x, y;σ, τ) =
1
N
cos
(
2piτ
√
x2 + y2
σ
)
exp
(
−x
2 + y2
2σ2
)
, (3.2)
where N is a normalisation constant, and σ and τ are parameters controlling the filter’s shape
and characteristics. Images of the filters used in [7] can be seen in Figure 3.1. The parameters’
combinations γ, ψ, λ, θ, and σ2 for Gabor filters and τ and σ for Schmid filters used in this
evaluation are kept unchanged from [7].
A part-based model is employed where images are first divided into 6 equal size horizontal stripes
to approximately capture different body parts, such as the head, upper torso, lower torso, upper legs
and lower legs. After feature channels computation, a 16-bin histogram is used to summarise the
values in each channel of each stripe. Eventually a 16× 29 = 464-dimensional vector is obtained
for each stripe. The concatenation of stripes’ features yields a 6×464 = 2784-dimensional feature
vector for each person image.
Covariance Descriptor Based on Bio-Inspired Features (gBiCov)
Visual processing is traditionally modelled as a hierarchy of increasingly sophisticated represen-
tations as the signal propagates and reaches higher levels of the cortex [69]. A better under-
standing of the human visual perception inspired a number of feature representations known as
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Biologically-Inspired Features (Biologically-Inspired Featuress (BIFs)) that witnessed great suc-
cess in the past [69, 165, 166].
Given their impressive performance in various vision tasks including object recognition [69] and
age estimation [166], Ma et al. advocated their use for the person re-id problem. To this end,
BiCov was initially proposed [9] and was later extended to gBiCov [68]. In the latter, BIF features
are extracted separately on each of the HSV colour channels using a pyramid of 24 Gabor filters
taken at different scales. A max-pooling operation of corresponding pixel values is subsequently
applied to the responses of each two consecutive scales which results in 12 images called in the
sequel the BIF images.
To describe the information provided by BIF images, covariance descriptors are exploited. For this
purpose, a 7-dimensional pixel feature vector is initially computed on each BIF image to describe
its pixels’ statistics. For simplicity, if B denotes a BIF image, the pixel feature vector fi for pixel
i is given by:
fi = [x, y,B(x, y), Bx, By, Bxx, Byy], (3.3)
where x and y are the pixel’s spatial coordinates, B(x, y) is the intensity value of pixel i, Bx
and By are the gradients in the x- and y-directions, and finally Bxx and Byy are the second order
derivatives with respect to x and y.
After computing these pixel features, each BIF image is divided into small overlapping patches of
size 8× 16 pixels, and covariance matrices are computed in each patch r as follows:
Cr =
1
n− 1
∑
i∈r
(fi − µ)(fi − µ)T , (3.4)
where n is the number of pixels in patch r and µ is the mean of vectors fi over r. The images
are once more grouped in pairs and the difference of covariance descriptors for the same patch in
two consecutive images is found. By consecutive images we designate here images taken at two
consecutive scales.
The twelve BIF channels are also exploited separately by computing the mean magnitude in each
patch, and then averaging the values obtained over two corresponding patches in two consecutive
images. Subsequently, the resulting covariance descriptors and the mean magnitude of BIF fea-
43
CHAPTER 3. ATTRIBUTE-BASED FEATURE EVALUATION
tures are concatenated. This process is repeated for each of the HSV colour channels and resulting
vectors are concatenated to form the final image descriptor which has 5940 dimensions.
Colour Histograms and LBP Features (HistLBP)
Local Binary Pattern (LBP) [66] features have been the cornerstone of a huge number of successful
computer vision algorithms [167–172]; therefore, it was evident for researchers to attempt their
use for the person re-id problem. A well-known person descriptor combining colour histograms
and LBP texture features was proposed in [54].
Firstly, person images are divided into a set of overlapping regions with 50% overlap. From
each region, 16-bin colour histograms are extracted from 8 colour channels similarly to ELF [7]
features. Moreover, muti-scale uniform LBP histograms using 8 neighbours with a radius of 1,
and 16 neighbours with a radius of 2 are computed in each patch. Channel-wise features are
`1-normalised and concatenated to form the final image descriptor. The authors experimented
with different region sizes yielding different number of regions and found small difference in
performance by varying this parameter. Therefore, 6 regions were finally used for better efficiency.
This results in an image feature size of 2580.
Dense Colour and SIFT Features (dColorSIFT)
Colour information has been a core component of nearly every descriptor in person re-id so far
[7, 11, 12, 54, 68]. This is not surprising given the importance of skin, hair and clothes colours to
distinguish between people. On the other hand, local feature descriptors, particularly the renowned
SIFT feature [65], have seen great success in numerous vision tasks such as object recognition
[65], face authentication [173], and other biometric applications [174, 175].
With the illumination and viewpoint variations problem in mind, Zhao et al. [10] proposed a
high-dimensional person descriptor that combines both colour histograms and SIFT descriptors.
It is denoted dColorSIFT. More specifically, each person image is densely divided into a set of
overlapping patches of size 10 × 10 pixels each, taken at a step of 4 pixels. For each patch, a
32-bin colour histogram is extracted separately on the LAB colour channels. This is repeated for 3
scales of the image obtained by downsampling the original image with scale factors of 1, 3/4 and
1/2, respectively. All the histograms computed on the same patch are concatenated which yields
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Figure 3.2: Example images from the VIPeR dataset processed with the Retinex algorithm. Images
in the same column represent the same person. Left: Original images, right: Retinex processed
images. [11]
a patch-wise colour feature of length 32× 3× 3 = 288.
Furthermore, a 128-dimensional SIFT feature is computed for each patch by dividing it into 4× 4
cells with 8-bin gradients histogram for each cell. As this is also performed on each colour channel
separately, the resulting SIFT feature is 3× 4× 4× 8 = 384-dimensional. Concatenating colour
and SIFT features yields a patch-wise feature vector of 672 dimensions.
Depending on the size of the image, since dColorSIFT simply concatenates all patch-wise features
after `2-normalisation, the final vector would usually be very high-dimensional. For instance, for
an image size of 128× 48 pixels, the final feature vector has 129,024 dimensions.
Local Maximal Occurrence (LOMO)
Local Maximal Occurrence (LOMO) features were proposed by Liao et al. [11] in 2015. They are
specifically designed to deal with two aspects of cross-view appearance variations, illumination
and viewpoint changes. Concerning the former, a pre-processing step is employed by applying
the multi-scale Retinex algorithm [176] to person images before extracting the features. Retinex
helps achieve colour consistency through various illumination conditions caused by lighting fac-
tors and/or camera settings. It produces images similar to the human visual perception of the scene
in question. Examples of images processed by the Retinex algorithm can be seen in Figure 3.2.
Scale-Invariant Local Ternary Pattern (SILTP) [70] texture features and HSV colour histograms
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are subsequently extracted from the restored person images. SILTP is a variant of LBP that uses
a different local comparison strategy making it more robust to intensity scale changes and image
noises. Precisely, sliding windows of size 10× 10 pixels with 50% overlap are used. In each sub-
window, an 8 × 8 × 8-bin joint histogram is extracted from the HSV colour channels. Moreover,
2 scales of SILTP texture features are computed in each patch. By examining patches in the same
horizontal region, a max-pooling operation is applied to the same histogram bin across patches,
thus retaining the maximal occurrence of the local pattern in each horizontal band. This is meant
to deal with viewpoint angle variations that are very common in re-id.
To extract information at different scales, the original image is downsampled twice by performing
a local average-pooling operation in each 2 × 2 neighbourhood. The same features are extracted
for each scale before they are concatenated, `2-normalised, and smoothed by a log-transform to
suppress large bin values. The final image feature vector has 26960 dimensions.
Gaussian of Gaussian (GOG)
Given the success of covariance and mean descriptors in many computer vision applications in-
cluding person re-id, a method combining them was devised by Matsuwaka et al. [12] in 2016
and denoted Gaussian of Gaussian (GOG). Like many other descriptors, GOG initially divides the
image into 7 overlapping horizontal regions. Each region is then divided into small overlapping
patches of size 5× 5 pixels with a step size of 2. To model the information presented in individual
patches, a Gaussian distribution is used. To this end, each pixel i is initially described by a feature
vector pi given by:
pi = [y,M0◦ ,M90◦ ,M180◦ ,M270◦ , R,G,B]
T , (3.5)
where y is the y-coordinate of pixel i, M0◦ to M270◦ are the orientations along which the gradient
is quantised and multiplied by the gradient magnitude, and R, G, B are the RGB colour channels.
The covariance matrix ΣH and the mean µH of pixel feature vectors in each patch are computed
and summarised using a Gaussian distribution as follows:
N (p;µH ,ΣH) =
exp
(−12(p− µH)TΣ−1H (p− µH))
(2pi)d/2|ΣH |
, (3.6)
where |·| is the matrix determinant operator and d is the dimension of pixel feature vector p.
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Patches belonging to the same horizontal stripe are weighted according to their distance from the
central vertical axis of the image using a bell-shaped function to account for background clutter.
They are subsequently summarised using another Gaussian distribution. Modelling a horizontal
region by a unique Gaussian is meant to deal with viewpoint angle variations.
Each patch or region Gaussian is flattened into the tangent Euclidean space upon its computation
using a matrix logarithm. This step is essential to obtain a final feature that falls in the Euclidean
space and is hence suitable for use with off-shelf distance metrics. The final image representation
is the concatenation of all stripes’ features. It has 7567 dimensions.
3.2.2 Annotations
There is currently no objective measure to quantify the complexity of re-id datasets, and develop-
ing such a measure is not within the scope of this thesis. Alternatively, we are interested in assess-
ing how challenging attributes, as perceived by humans, can individually affect the performance of
re-id algorithms. For this purpose, we undertake a careful examination of available re-id datasets
to investigate pertinent attributes characterising cross-view appearance changes. After identifying
6 such attributes, we manually annotate 4 popular public single-shot datasets for the identified
challenging attributes reflecting various levels of complication they add to the re-identification
process. The attributes considered and the annotations carried out are as follows.
Viewpoint Angle
There are realistically two reasons causing two instances of the same person to be captured with
different angles. Firstly, surveillance cameras are installed at different positions with various el-
evations and angles depending on the topology of the monitored area. Secondly, the direction
pedestrians are moving with respect to a given camera modifies the viewing angle. Consequently,
for instance, a top view of a person might need to be matched with a horizontal view, or a front
view might need to be matched with a side view.
Since the datasets employed in this evaluation present mainly a horizontal view, we annotate the
images for the viewpoint angle attribute in a similar manner to Gray et al. annotations of the
VIPeR dataset in [7]. More specifically, the viewpoint angle label for each person image is ob-
tained by estimating the angle formed by the optical axis of the camera and the normal to the
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Figure 3.3: Example images on the viewpoint angle label. The labels from left to right are: 0◦,
45◦, 90◦, 135◦, 180◦, 225◦, 270◦, and 315◦.
person’s body. Computing an exact value for such angle is not easy and in fact not needed. Al-
ternatively, the estimated angles are quantised into 8 bins: 0◦, 45◦, 90◦, 135◦, 180◦, 225◦, 270◦
and 315◦. For instance, a front view of the person corresponds to 0◦, a side-right view to 90◦, a
back view to 180◦, a side-left view to 270◦, and so forth. Example images with their viewpoint
angle labels can be seen in Figure 3.3. To summarise a pair of matched images with one label for
this attribute, we compute the absolute value of the difference between the viewpoint angles of the
images concerned. We subsequently obtain a label characterising the viewpoint angle difference
between each positive pair.
Illumination Changes
Different camera settings and lighting conditions, such as the nature of the light source illuminat-
ing the scene, can cause images of the same person to appear considerably different across camera
views. A change in illumination produces apparent colour change in corresponding images, thus
affecting the performance of image processing techniques that use colour information in their de-
sign [177]. Since most descriptors in person re-id rely on the holistic appearance to distinguish
between individuals, colour is therein a key feature. Consequently, assessing the robustness of
available descriptors against varied illumination is essential.
It is possible to use a pixel-wise difference method to measure the level of illumination variation
between two images of the same scene taken under different conditions. However, this is not
possible when the images represent two different scenes. For this reason, we resort to manually
analysing the different levels of illumination existing in the chosen datasets by visually comparing
images of the same person. Subsequently, the varying degree of illumination between correspond-
ing images is estimated over a scale ranging from 0 to 3, 0 being the lowest and 3 the highest.
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Figure 3.4: Example images on the illumination variation label. Two adjacent images represent
a positive pair. Two example pairs are chosen for each illumination variation degree. The labels
from left to right are: 0, 1, 2 and 3, indicating increasing degree of illumination change.
These values reflect the apparent change in colours in the two corresponding images. Some exam-
ples can be seen in Figure 3.4.
Occlusions
The occlusions problem is faced by most surveillance applications such as action recognition,
anomaly detection, and person re-id for the following reasons. The areas usually monitored by
surveillance cameras represent critical infrastructure of a city such as airports, train stations, and
shopping centres. These places are kept under surveillance because they usually exhibit a higher
risk of being targeted by terrorist or criminal activity. Since these sites are vital to the urban
life, they are often crowded. This causes a person’s trajectory to be occluded multiple times be-
fore leaving the camera view. Other than self-occlusions between people, occlusions with objects
present in the scene could occur. Concerning the re-id problem, significant occlusions will con-
tribute into larger intra-class variations by confusing a person’s identity with another subject or
object that might have a totally different appearance.
To assess the effect of this attribute on the performance, the datasets selected for this evaluation
exhibit various levels of occlusions, they are annotated as follows. The fraction of the body of
the occluded person is estimated in each image, and values are quantised into four different levels
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Figure 3.5: Example images on the occlusions labels. Grouped images represent the same oc-
clusions degree. The labels from left to right are: 0, 1, 2 and 3, indicating increasing degree of
occlusions.
from 0 to 3, 0 being no occlusions involved and 3 a high degree of occlusions. Some examples
are illustrated in Figure 3.5. Since individual labels are obtained for each image, a matching pair’s
label is computed by adding image-wise labels, thus approximating the total degree of occlusions
exhibited by each corresponding pair of images.
Background Clutter
The presence of background clutter could play a major role in increasing the complexity of person
re-id. Although persons’ bounding boxes are provided in a traditional re-id scenario, addressing
this issue is still crucial. The features are usually extracted from the whole image, and two images
for different people with a similar background might exhibit higher similarity than two images of
the same person with different cluttered backgrounds, even when the person occupies the most
pixels in the image. To resolve this issue, one might suggest performing background subtraction
or person segmentation. However, these tasks are far from trivial especially for the type of data
used in re-id that is typically collected with low quality cameras, and may suffer from frequent
and significant occlusions.
Quantifying the background clutter attribute is practically not feasible. Therefore, we use binary
annotations indicating the presence or absence of background clutter in an image with labels 1
and 0, respectively. Examples are shown in Figure 3.6. Finally, the amount of background clutter
involved in a matched pair of images is found by adding the labels of corresponding images.
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Figure 3.6: Example images on the background clutter labels. Grouped images have the same
label. The group to the left has a label of 0 indicating the absence of background clutter, and the
group to the right has a label of 1 indicating the existence of background clutter.
Figure 3.7: Example images on the motion blur labels. Grouped images have the same label. The
labels from left to right are: 0, 1, 2, and 3, indicating increasing levels of motion blur.
Motion Blur
One of the common artefacts in images is motion blur. It mainly occurs when the camera is moving
or the subject being filmed is moving. It causes the latter to appear smeared along the direction
of the relative motion. Motion blur is generally more visible in images or video frames captured
by cameras having a low shutter speed, thus allowing the scene being recorded to change within a
single exposure. Since the presence of motion blur was noticed in re-id datasets, we evaluate the
effect of this attribute on the performance.
To annotate the images, the level of motion blur was determined based on the degree of its visual
strength in the image. A scale of 4 levels was initially used from 0 to 3, 0 being the lack of blur
and 3 a significant blur level. It was then noticed that only a few instances present a high blur
level which renders the experimentation with these impossible. Therefore, these labels were then
shrunk into two only by merging 0 and 1 into 0, and 2 and 3 into 1. Examples can be seen in Figure
3.7. Similarly to occlusions and background clutter attributes, image-wise labels of corresponding
images are added indicating the total level of blur observed in a positive pair of images.
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Figure 3.8: Example images on the pose variations labels. Each two adjacent images are a correct
match. The two pairs on the left have a label of 0 indicating no pose variation, and the two pairs
on the right have a label of 1 indicating the existence of pose variations.
Pose Variations
Although people are typically walking in a re-id scenario, there might be cases where they stop
or walk with varying paces causing them to be captured with different poses. In addition, even
when they are simply walking, the deformable nature of the human body exhibits various postures
depending on the phase of the walking cycle they are at when captured, for instance whether it’s a
stance phase or a swing phase.
Since walking is the only activity involved in the datasets used in this evaluation, we denote by
pose variations the phase of the walking cycle the person is at in a given image, and the order of
their feet in that phase. A label of 1 is given when the person is at the same phase with the same
feet order in corresponding images, and 0 otherwise. See Figure 3.8 for examples.
Finally, six labels are obtained for each pair of corresponding images describing the aforemen-
tioned challenging attributes. This enables an in depth analysis of the causes inflicting perfor-
mance degradation of existing person descriptors.
3.2.3 Learned Distance Metric
The popularity of distance metric learning in re-id [11, 54, 85, 108, 143, 154] emerged from its
ability to considerably boost the performance at a low computational cost. A renowned learned
distance metric is Cross-View Quadratic Discriminant Analysis (XQDA). Liao et al. [11] intro-
duced XQDA to complement their LOMO features achieving remarkable results. Unlike its closest
counterpart KISSME [85] that uses PCA for dimension reduction before learning the distance ma-
trix, XQDA learns a subspace W and a distance function simultaneously through the following
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equation [11]:
dW (x, z) = (x− z)TW (Σ′−1I − Σ
′−1
E )W
T (x− z), (3.7)
where dW is the distance between feature vectors x and z, andW is the subspace projection matrix.
If ΣI and ΣE are the respective covariance matrices of the intrapersonal (positive samples) and
extrapersonal (negative samples) differences, then Σ′I = W
TΣIW and Σ′E = W
TΣEW .
The variances σI and σE are then used to separate between the two classes in the projected
subspace. This could be achieved for each projection direction w by maximising σE(w)σI(w) . Since
σE(w) = w
TΣEw and σI(w) = wTΣIw, the column vectors of matrix W = (w1, ..., wr) are
computed by maximising the Generalised Rayleigh Quotient:
J(w) =
wTΣEw
wTΣIw
, (3.8)
which is equivalent to
max
w
wTΣEw, s.t. w
TΣIw = 1. (3.9)
This optimisation problem has a closed-form solution obtained by eigenvalue decomposition, that
is, by computing the eigenvectors of Σ−1I ΣE . The eigenvectors corresponding to eigenvalues
larger than 1 are collected to form the columns of the learned subspace W = (w1, ..., wr).
3.3 Experiments
3.3.1 Datasets
VIPeR
The release of the Viewpoint Invariant Pedestrian Recognition (VIPeR) dataset [7] is one of the
reasons that triggered increasing interest in person re-id, and led to the development of a plethora
of methods. This can be largely attributed to it being very challenging in terms of low-resolution
images characterised by significant illumination and viewpoint angle variations, in addition to
background clutter and motion blur. Furthermore, VIPeR is a single-shot dataset where each
person is represented by only a pair of images to be matched, thus lacking enough visual and
temporal information to overcome cross-view appearance changes. Technically, VIPeR includes
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Figure 3.9: First ten image pairs from the VIPeR dataset. Images in the same column represent
the same person taken from two different views.
1,264 images of 632 pedestrians taken from two outdoor camera views over the course of several
months in an academic setting. Bounding boxes are manually drawn around persons, and the
resulting images are scaled to 128 × 48 pixels. In addition to persons’ identities, Gray et al. [7]
provide viewpoint angle annotations. Examples images selected from VIPeR can be seen in Figure
3.9.
GRID
The underGround Re-Identification (GRID) dataset [44], also known as QMUL GRID, was re-
leased by the Queen’s Mary University of London’s computer vision research group in 2009. It
involves 250 pairs of pedestrian images captured by 8 disjoint cameras in a busy underground
station. Moreover, the gallery set includes 775 distractors, i.e. person images that have no correct
match in the probe set. They are added to increase the size of the gallery set in order to further
complicate the re-identification task. These are ignored in some benchmarking results, and also
in this study as matched pairs are needed to describe cross-view appearance changes. Similarly to
VIPeR, the images in GRID are manually cropped and annotated for person identities. They are of
a fairly low spatial resolution with various crop sizes, and they exhibit high levels of illumination
and viewpoint changes, background clutter, and occlusions. Example images from GRID can be
seen in Figure 3.10.
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Figure 3.10: First ten image pairs from the GRID dataset. Images in the same column represent
the same person taken from two different views.
PRID450S
Person Re-ID 450S (PRID450S) [178] is a single-shot dataset that was released in 2014 based
on the Person Re-ID 2011 (PRID2011) video dataset. It comprises 450 image pairs of persons
captured by two static surveillance cameras in an outdoor environment. Person images are man-
ually cropped and annotated without performing any scaling into a fixed size similarly to VIPeR.
Moreover, the authors provide automatically generated motion-based human silhouettes that are
further manually segmented into parts including the head, torso, and legs with labels indicating
potential carried objects. The images in PRID450S exhibit significant levels of illumination and
viewpoint angle variations but with limited background clutter or occlusions. In addition, there are
noticeable clothes similarities between people which adds more complexity to people matching.
Selected images from PRID450S can be seen in Figure 3.11.
i-LIDS
The imagery Library of Intelligent Detection Systems (i-LIDS) is a benchmark for video analyt-
ics covering various scenarios such as event detection and tracking. It was initially released by
the UK’s government for the purpose of research in 2013. From the Multiple-Camera Tracking
Scenario (MCTS) of this benchmark, a person re-id dataset was created by Wang et al. [33]. The
dataset released covers two re-id protocols: single-shot and video-based re-id. We employ the
single-shot version in this work and its video-based counterpart (iLIDS-VID) in the chapters to
follow. i-LIDS includes 600 images of 300 pedestrians captured by two non-overlapping surveil-
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Figure 3.11: First ten image pairs from the PRID450S dataset. Images in the same column repre-
sent the same person taken from two different views.
Figure 3.12: First ten image pairs from i-LIDS dataset. Images in the same column represent the
same person taken from two different views.
lance cameras at an airport arrival hall. The persons are manually cropped and annotated, and
the bounding boxes obtained are of size 128 × 64 pixels. i-LIDS bears varied lighting conditions
and viewpoint angles in addition to background clutter, occlusions, and clothing similarities, thus
making it very challenging. Example images from i-LIDS can be seen in Figure 3.12.
Measuring the effect of each challenging attribute on the features’ performance necessitates the
evaluation to be conducted on each label separately. This requires a sufficient number of examples
per label to learn the distance metric and obtain stable results. To meet this requirement, the four
datasets were merged into a single set containing 1,632 image pairs. This was necessary since
none of the benchmarks covers all the difficulty levels for all the attributes simultaneously.
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3.3.2 Evaluation Protocols
A classic person re-id evaluation protocol involves only two camera views, the probe and the
gallery. Motivated by the release of some datasets that include more than two camera views such
as Market1501 [24] and DukeMTMC-reID [133], a more realistic scenario has been investigated
lately. It aims to build a system that is able to retrieve any instances relevant to the query in all other
available disjoint views. We use a similar setting here as the dataset employed in the experiments
is obtained by merging four different datasets collected in various places with significant spatial
and temporal separation. It is both important and interesting to evaluate the features’ performance
in similar more realistic conditions that could outline their generalisation abilities. In reality, it is
very hard to collect enough data from concerned camera views, i.e. the probe person view and the
target gallery view, and have them readily annotated before re-identification.
For the experimental work, two evaluation protocols are employed. In either case, we first proceed
into extracting the six types of features from all the images in the merged datasets. Each challeng-
ing attribute is then considered separately, and the dataset is divided into subsets representing each
individual label for this attribute. For instance, if the illumination variation case is considered,
four subsets are obtained each representing an illumination variation degree (from 0 to 3). For
each probe image presented in a subset, matching using XQDA distance metric is conducted, the
ranks of the correct matches are recorded, and the results are reported.
Regarding the first protocol, the evaluation is conducted on all the images in a subset, regardless of
the differences among subsets’ sizes. More specifically, for the illumination variation attribute for
instance, the evaluation is carried out on all the data in each illumination degree subset although
the size of the subset for a label of 3 is 76 image pairs while for a label of 1 it is 678 pairs. We
refer to this protocol as the Unbalanced Evaluation.
It has been noticed that differences in the number of examples are significant for some labels.
Therefore, in order to alleviate any effect the size of the subset might have on the system’s per-
formance, the evaluation was repeated ensuring the same number of examples for each case. For
example, if one illumination variation degree presents 76 instances and the others present more in-
stances, only 76 instances are randomly selected from each subset. This is referred to as Balanced
Evaluation.
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To ensure stability, 100 runs of each algorithm are performed for each experiment by dividing the
subset randomly into half for training and half for testing. The average results in top-1 matching
rate (rank-1 accuracy) are reported. Note that when the number of examples in a category is small,
learning XQDA metric was not possible. Hence, results are not reported.
It is worth noting that the original code provided by the authors is employed in our experiments,
except for the ELF algorithm where an implementation by Layne et al. [75] is used. The default
parameter settings of the feature descriptors, such as the patch size, the number of horizontal
stripes, and any other method specific parameters are kept unchanged as they are deemed the most
convenient by the primary authors.
A more comprehensive evaluation could be performed by considering two or more attribute com-
binations and assessing the effect of the increased level of difficulty they provide. However, this
was not possible as there are not enough available examples for various labels’ combinations of
two or more attributes.
3.4 Results and Discussion
The results for both unbalanced and balanced evaluations in rank-1 accuracy (top-1 matching rate)
are shown in Figure 3.13 and Figure 3.14, respectively. The analysis on each type of evaluation is
conducted separately.
3.4.1 Unbalanced Evaluation
From the results obtained on the unbalanced evaluation (Figure 3.13), the following conclusions
can be made:
• GOG and LOMO are by far the best performing features with LOMO showing better ability
to scale to large datasets while GOG showing superiority in dealing with challenging cases.
The performance of GOG declines significantly compared to LOMO with large datasets,
such as the pose variations subset with label 1 that includes 1264 examples, or the occlu-
sions subset with label 0 containing 1340 examples. When the dataset is relatively small,
GOG exhibits better performance for more challenging cases, such as bigger viewpoint an-
gle difference and higher levels of illumination changes and occlusions. LOMO explicitly
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Figure 3.13: Unbalanced evaluation results in top-1 matching rate. The numbers in parentheses
represent the number of image pairs in the label’s subset.
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Figure 3.13: Unbalanced evaluation results in top-1 matching rate. The numbers in parentheses
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Figure 3.13: Unbalanced evaluation results in top-1 matching rate. The numbers in parentheses
represent the number of image pairs in the label’s subset.
61
CHAPTER 3. ATTRIBUTE-BASED FEATURE EVALUATION
53
% 5
9%
33
%
28
%
24
%
16
%
45
%
54
%
33
%
28
%
28
%
16
%
46
% 5
0%
39
%
36
%
35
%
12
%
35
% 4
0%
33
%
27
%
27
%
10
%
42
% 4
7%
37
%
33
%
32
%
14
%
LOMO GOG dCo lorS IFT ELF H i s t LBP gBiCov
VIEWP O INT ANGLE RESULTS (138 PAIRS) 
0° 45° 90° 135° 180°
(a)
7
0
% 7
4
%
6
0
%
5
7
%
5
2
%
3
4
%
58
%
6
9
%
4
6
%
4
2
%
3
8
%
2
7
%
43
% 5
0%
35
%
3
3
%
33
%
2
0
%
3
4
% 38
%
25
%
2
5
%
24
%
12
%
LOMO GOG dCo l o rS I F T ELF H i s t LBP gB i C o v
I L L UM IN ATIO N CH A NGES R E S ULTS  ( 7 6  PAIR S)
0 1 2 3
(b)
Figure 3.14: Balanced evaluation results in top-1 matching rate.
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Figure 3.14: Balanced evaluation results in top-1 matching rate.
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Figure 3.14: Balanced evaluation results in top-1 matching rate.
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uses a pre-processing technique to mitigate illumination changes, and employs horizontal
local maximal pooling to deal with viewpoint angle variations. On the other hand, GOG
specifically tackles background clutter by patch weighting, and viewpoint angle and illu-
mination changes through hierarchical modelling of colour and texture pixel features using
Gaussian distributions. These elaborate designs prove more successful compared to the
other descriptors.
• Another highlight of the results obtained from the unbalanced evaluation is that illumination
variation consistently inflicts the most performance deterioration regardless of the features
and the number of examples used. The decrease in accuracy reaches a maximum of 45% for
LOMO and a minimum of 32% for gBiCov.
• For the viewpoint angle attribute, LOMO and GOG achieve the best rank-1 accuracy of 54%
for 0◦ difference, i.e. same viewpoint angle for probe and gallery images. Meanwhile, the
remaining methods produce their best performance for a label of 180◦, possibly due to this
label’s subset being the smallest in size.
• Regarding the remaining attributes: occlusions, background clutter, motion blur and pose
variations, one of the labels in each case had a significantly larger subset (over 1000 pairs)
compared to the others (less than 400 pairs). In all the cases except LOMO for occlusions
and GOG for pose variations, the biggest subset suffered from the lowest performance. The
exceptions show the ability of LOMO to better deal with larger datasets compared to the
other methods, and the low influence of pose variations on the performance.
Further conclusions regarding the effect of datasets’ challenging attributes on the performance
could not be made from this evaluation. This is due to the significant difference in the size of the
subsets obtained for each case. As this could be a factor influencing the performance, we focus our
analysis on the balanced evaluation where the same subset size is used for each challenging case.
This would better infer the attribute’s contribution to the performance rather than the dataset’s
size.
3.4.2 Balanced Evaluation
From the results obtained on the balanced evaluation, the following conclusions can be made:
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• As Figure 3.14 shows, the high-performing GOG and LOMO features exhibit almost sim-
ilar performance patterns, i.e. they perform well or under-perform under almost the same
conditions. However, the overall performance of GOG is slightly better than LOMO. This
further implies that even the most successful feature representations still struggle to deal
with certain challenging cases.
• Illumination changes have proved again to contribute the most into performance degrada-
tion. The accuracy drop when the degree of illumination rises between positive matches is
considerable for all six features. It is at least 24% for gBiCov and rises up to 36% for GOG
and LOMO.
• Motion blur and pose variations have a very small effect on the performance for all studied
features as can be seen in the last two graphs of Figure 3.14. Since colour and texture
are the most prominent cues relied upon by these descriptors, they are hardly affected by
motion blur. The latter usually impacts the image sharpness that doesn’t play a big role in
re-id. Moreover, poses do not vary considerably in the datasets employed here as people are
mainly walking.
• Although the same viewpoint (angles difference of 0◦) yields a better accuracy for GOG
and LOMO compared to different viewpoints, and an angle difference of 135◦ yields the
lowest performance for 5 out of 6 features, viewpoint angle difference is not a major player
in causing accuracy decline. This is possibly due to a large focus in dealing with viewpoint
angle variations within existing feature representations that proved partially successful.
• A high degree of occlusions or the presence of background clutter seems to have a consid-
erable effect on the feature’s performance as the decline is nearly between 18% and 25%
in rank-1 accuracy for each attribute for both GOG and LOMO. On the other hand, a small
difference in accuracy is observed between subsets labelled 1 and 2 in both cases. As a
label of 1 indicates that only one image of the matched pair involves the attribute (occlu-
sions or background clutter) and a label of 2 often refers to both images in a pair having this
characteristic, re-identification in either case is made equally harder.
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3.4.3 Key Findings and Insights
The findings of this study also provide the following directions for possible investigation.
• Image-based and particularly single-shot person re-id is challenging when the images to
be matched exhibit significant appearance changes. Given the wide availability of video se-
quences from surveillance cameras, it is intuitive to make use of the rich visual and temporal
cues from person tracks to circumvent these challenges.
• It was shown that GOG descriptor yields the most promising performance. Therefore, it
would be useful to build upon it to develop a robust person descriptor for video-based person
re-id.
• Despite superior performance, GOG descriptor still presents some drawbacks that need to
be further addressed. Colour and texture cues are apparently not enough to deal with illu-
mination variations. Therefore additional information should be incorporated, and the most
suitable colour channels (less sensitive to illumination conditions) should be investigated.
• Apart from lighting conditions, the largest performance drop for GOG is observed in the
case of severe occlusions. When leveraging GOG in video-based re-id, a method should be
devised to reduce the presence of noisy occluded frames in video sequences, or to automat-
ically select the most suitable frames for matching.
3.5 Summary
The intrinsic challenges associated with a typical person re-id scenario causing important appear-
ance changes across disjoint camera views were identified in the study detailed within this chapter.
A data annotation strategy to quantify the level of difficulty these challenging attributes bring to
the re-identification process was also developed. An evaluation was subsequently conducted us-
ing six renowned hand-crafted image-based feature representations on a collection of four fully
annotated single-shot datasets using XQDA distance metric for matching.
The main findings of this work can be summarised as follows. Firstly, GOG is currently the best-
performing hand-crafted image person descriptor. Nonetheless, it is not sufficiently robust to high
levels of dataset complexity. Secondly, among the six attributes studied, illumination variations
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have the most impact on reducing the accuracy of existing person descriptors, including GOG.
Therefore, this attribute should be dealt with carefully in future feature design.
In the next chapter, we build on the main conclusions drawn here by extending GOG into 3 di-
mensions to tackle the video-based re-id task, while addressing its drawbacks. In addition to video
re-id being the most realistic surveillance scenario, leveraging all types of information provided
by person videos is essential to engineer feature representations that are robust to cross-view ap-
pearance variations.
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3D Gaussian Descriptor
4.1 Introduction
The dramatic effects cross-view appearance variations inflict on the re-id performance have been
extensively demonstrated in the previous chapter. Despite noticeable improvement over the years,
even the most advanced feature representations for image-based re-id fail to deal with some chal-
lenging attributes, particularly illumination changes. Given the insufficient amount of information
provided by single-shot images, overcoming these hurdles is not simple. However, luckily the
single-shot scenario is not the most realistic one. Traditionally, video segments are available for
persons of interest from different camera views in a CCTV network. Therefore, ignoring the rich
visual cues and the potentially useful temporal information that is easily accessible from videos
is not the best option. Motivated by this fact, we explore video-based person re-id in this chap-
ter.
Video-based re-id has witnessed an ample amount of research in the past few years [14, 31, 138,
142, 147, 155, 179, 180]. However, not enough work has been invested in developing hand-crafted
feature extraction schemes that are specifically tailored for this protocol. Alternatively, most of the
descriptors used leverage low-level image-based feature representations describing spatial infor-
mation while completely ignoring any temporal cues. To compensate for using relatively simple
representations, adequate matching methods such as metric learning or multi-shot ranking based
on set-to-set distance measures [13, 14, 154] or frame selection and weighting [137, 138] were
developed. Despite the matching method being an important element of a re-id system, its per-
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formance can be largely affected by the input features. This was empirically proved in Chapter 3
where a large gap in accuracy was observed with different feature representations, despite using
the same distance metric XQDA. In addition to a wider focus on the matching method, developing
deep models to automatically learn the feature representations drew a great deal of attention lately
[31, 116, 142, 144, 181–184]. These methods proved extremely successful in some scenarios,
however they require a large amount of data for model training, and thus still suffer with small
datasets.
A number of hand-crafted spatio-temporal descriptors exist in the literature. The most notable
ColHOG3D [33] and STFV3D [34] are described in Section 2.4.1. The main drawback of these
descriptors is that they require performing walking cycle extraction on person tracklets before
computing the features. The poor quality of the videos captured by surveillance cameras, and the
repeated occlusions and clutter throughout a person’s trajectory render this task far from trivial.
Another downside of these algorithms is that they do not put enough effort into mitigating the
effect of cross-view appearance changes including different viewpoint angles and illumination
degrees. This oversight substantially affects their performance, and thus their ability to compete
with other learning-based methods.
Motivated by the lack of a robust hand-crafted person descriptor that fully leverages both spatial
and temporal cues, and that can be efficiently computed and used with common distance met-
rics, a feature extraction scheme for video-based person re-id is proposed in this chapter. There
have been very successful attempts in the past to extend 2-dimensional features into 3 dimen-
sions, such as HOG3D [150] and SIFT3D [185]. Moreover, to benefit from the advances achieved
in image-based person re-id feature design and from the results obtained in the attribute-based
feature evaluation conducted in Chapter 3, the high-performing GOG feature is improved and ex-
tended into 3 dimensions yielding GOG3D (3-Dimensional Gaussian of Gaussian). The proposed
descriptor is further combined with the best existing supervised metric learning methods to en-
hance its accuracy. Details of the proposed algorithm and the experiments carried out to validate
its performance are thoroughly described in this chapter.
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Figure 4.1: Diagram representing GOG3D feature extraction scheme. (a) Patch Gaussians are
computed. (b) They are then flattened into the Euclidean space. (c) Region Gaussians are formed
using patches in the same horizontal region. (d) They are also projected into the Euclidean space.
(e) Region feature vectors are concatenated to form the final image feature. Finally, average-
pooling is performed over image features of the same person sequence.
4.2 Proposed 3-Dimensional Gaussian of Gaussian (GOG3D)
The proposed GOG3D descriptor is first briefly described in this section before examining closely
each aspect of the algorithm. Like the vast majority of hand-crafted re-id features including GOG
[12], a part-based model is adopted where each person image is divided into R overlapping hori-
zontal stripes, roughly representing different human body-parts. Local information in each region
R is subsequently described using small overlapping patches. Pixel information is used to model
each patch by a multivariate Gaussian distribution. The patch Gaussians obtained are then embed-
ded into the space of Symmetric Positive Definite (SPD) matrices which allows their projection
into the Euclidean space. To account for viewpoint angle variations, patches belonging to the same
horizontal region are in turn summarised by a Gaussian that is flattened into the Euclidean space
forming the region feature vector. Region feature vectors are then concatenated to form the final
image feature. To obtain the final representation of a person sequence, the features of the images
constituting the sequence are average-pooled. A diagram summarising GOG3D is shown in Figure
4.1.
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4.2.1 Pixel Features
The backbone of GOG3D is the pixel feature vector that depicts the type of information most
suited for re-id. This is also where the main modification lies compared to GOG. Considering
an image (frame) from the person sequence, a 10-dimensional feature vector is used to describe
each of the pixels. It summarises the spatial position of the pixel, its spatial and temporal gradient
information, and the intensity values of some colour channels. Namely, for a pixel i, the pixel
feature vector pi is given by:
pi = [x, y,M0◦ ,M90◦ ,M180◦ ,M270◦ , |It|, L,A,B]T , (4.1)
where x and y are the x- and y-coordinates of pixel i taken from the top-left of the image, M0◦
through M270◦ are the orientations along which the gradient is quantised and multiplied by its
magnitude, |It| is the gradient magnitude in the temporal direction, and finally L, A, B corre-
spond to the Lab colour channels. Each dimension of pi is then scaled to the range [0, 1]. The
computation of these pixel features is detailed in the following.
Spatial Coordinates
Assuming that person images are spatially aligned, adding the pixel’s location to its feature vector
is essential in preserving the local structure inside each region. This can be achieved using the
x- and y-coordinates. Ideally, these should be computed separately from the top-left of each
region. However, since regions are overlapping, the same pixel might have different coordinates in
different regions which increases the computational complexity. This could be avoided by setting
the coordinates from the top-left of the image without causing any problems since the images are
spatially aligned.
In the GOG algorithm, only the y-coordinate is used. This was motivated by the observation that
person images are aligned vertically but not horizontally [186]. However, as it will be detailed
in the sequel, we find that the orderless representation of patches in the same horizontal stripe
as a means to deal with viewpoint angle variations can cause the loss of some important spatial
information that is useful for re-identification. This can be avoided by including the horizontal
location of the pixel represented by its x-coordinate.
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Spatial Gradients
Let S = {Qk|k = 1, ..., N} be a person sequence of images such thatN is the number of frames in
this sequence. By taking a pixel i(x, y, t) in frameQt, the gradients Ix, Iy and It in the horizontal,
vertical and temporal directions can be computed as:
Ix(x, y, t) = i(x+ 1, y, t)− i(x− 1, y, t), (4.2)
Iy(x, y, t) = i(x, y + 1, t)− i(x, y − 1, t), (4.3)
It(x, y, t) = i(x, y, t+ 1)− i(x, y, t− 1), (4.4)
where x, y and t are the x-, y- and t-coordinates of pixel i(x, y, t), respectively.
Similarly to GOG, we leverage the spatial gradients Ix and Iy to describe texture and shape cues.
To this end, the orientation O and magnitude M of vector Gi =
Ix
Iy
 taken at pixel i are
computed as:
O = arctan(Iy/Ix), (4.5)
and
M =
√
I2x + I
2
y . (4.6)
Although it is possible to use these values directly in the pixel feature vector pi, this is not believed
to be the best option [187]. In fact, it has been argued in [187] that quantisation into vector angles
rather than using magnitude and orientation raw values is essential to enhance the discriminative
power of the descriptor. Therefore, the values of O are quantised into bins. Two methods are
known for this task: hard voting and soft voting. In the former, the bins’ boundaries are defined and
all the weight is assigned to the only bin containing the value in question, the remaining weights are
all set to 0. Alternatively, in soft voting, weights are assigned into two neighbouring bins according
to the distance of the concerned value from each bin boundary. This will be formally explained in
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the next paragraph. Compared to hard voting, soft voting reduces the loss of information caused
by quantisation.
Four bins are considered here as a compromise between the vector’s dimension and its discrim-
inative power. Since the orientation O is a value between 0◦ and 360◦, the reference points or
possible bin boundaries are 0◦, 90◦, 180◦, and 270◦. Let α and β be the boundaries of the bin
containing O, that is, α ≤ O < β where α, β ∈ {0◦, 90◦, 180◦, 270◦}, the distances (positive
differences) dα = |O − α| and dβ = |O − β| from O to the bin boundaries are computed, and the
voting weights are assigned as wα = dβ/(dα + dβ), wβ = dα/(dα + dβ) and w(θ 6=α,β) = 0. To
emphasise larger gradients, these weights are multiplied by the gradient magnitude M to obtain
Mθ, θ ∈ {0◦, 90◦, 180◦, 270◦}.
Temporal Gradient
Encoding the temporal correlation between consecutive frames of a video sequence is a powerful
way to describe the motion information involved. Given the significant illumination, viewpoint,
and pose variations suffered in a typical person re-id application, colour and texture cues alone
are not enough to match cross-view instances of a person. For this purpose, temporal information
is exploited here by the means of the temporal gradient. More specifically, the magnitude of It
computed in Equation 4.4 is found by taking its absolute value |It| and adding it to the pixel feature
vector.
Although, it is possible to compute the gradient orientation in 3 dimensions and quantise it using
a regular polyhedron in a manner similar to HOG3D in spirit [150], this is suboptimal in our case
due to the following reasons. Firstly, binning in 3D while preserving the distinctive power of
the descriptor requires the use of a dodecahedron (12 bins) or icosahedron (20 bins) [150], thus
raising significantly the dimension of the pixel feature vector pi. A high-dimensional pi will cause
numerical problems upon the computation of covariance matrices in small patches. On the other
hand, separating the temporal gradient from the spatial ones is triggered by the idea that spatial
gradients serve as a texture/shape descriptor while motion information is encoded via the temporal
gradient. Some examples of the information obtained by computing |It| for all sequence frames
and taking their average can be seen in Fig. 4.2. This highlights the type of information added by
computing the magnitude of the gradient in the temporal direction.
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Figure 4.2: The information encoded by the temporal gradient. The top row represents frames
sampled from person sequences of iLIDS-VID dataset, each 2 adjacent frames are taken from
corresponding sequences. The bottom row represents the temporal gradient computed for these
sequences and average-pooled over each sequence’s frames.
Colour Channels
The choice of the colour channels is crucial for any appearance descriptor, especially for person
re-id where individuals are mainly distinguished by their clothes’ colours and texture. Hence,
selecting the best colour channels for the task at hand is of great importance. In order to exploit
the advantages brought by various colour spaces, some researchers resorted into extracting the
features a number of times, each with different colour channels such as RGB, HSV, Lab and
normalised RGB (nRGB), before concatenating them like in GOGfusion [12] and mean of Moments
(moM) [74] descriptors. Despite enhancing the performance, this practice is highly inefficient as
the features have to be extracted four times for each person, and the resulting vector has a high
dimension which in turn slows down the matching process. For this purpose, it is convenient to
select the most robust colour channels that can better cope with illumination changes.
Unlike GOG that uses the RGB colour channels, we opt to use the Lab (CIELAB) colour space in
GOG3D. The advantages brought by the Lab channels over their RGB counterparts can be sum-
marised as follows. Firstly, Lab components are designed to mimic the human visual perception,
that is, a certain change in L, a, and b values roughly corresponds to a similar amount of change
perceived by humans. In addition, Lab channels are non-linear and device-independent with re-
spect to a reference white point, which is more aligned with the non-linearity of the human visual
75
CHAPTER 4. 3D GAUSSIAN DESCRIPTOR
perception in colours [188]. The L, a, and b components can be briefly described as follows. L
represents lightness and ranges from 0 to 100, a and b channels are for green-red and blue-yellow,
respectively. They usually range from -100 to 100 with negative values representing green/blue
and positive values representing red/yellow for a and b channels, respectively. An example frame
from iLIDS-VID dataset with the ten pixel feature channels computed is shown in Figure 4.3.
4.2.2 Patch Gaussians
As both mean and covariance features have proved successful in person re-id [33, 68], a promising
way to leverage both types of information is to summarise them using a Gaussian distribution. As
discussed in [12], it is definitely possible to use a GMM instead for a more accurate representation.
However, given the small patch size, a simple Gaussian model should be sufficient to describe
the information presented in a patch. More importantly, unimodal Gaussians can be efficiently
projected into the Euclidean space which renders the matching process with the resulting feature
much easier, as any off-the-shelf distance metric can thus be exploited. Therefore, using pixel
feature vectors in each patch H , the mean µH and covariance ΣH are computed as:
µH =
1
nH
∑
i∈H
pi, (4.7)
and
ΣH =
1
nH − 1
∑
i∈H
(pi − µH)(pi − µH)T , (4.8)
where nH is the number of pixels in patch H and pi is the feature vector of pixel i defined in
Equation 4.1. Subsequently, the patch Gaussian N (p;µH ,ΣH) is given by:
N (p;µH ,ΣH) =
exp
(−12(p− µH)TΣ−1H (p− µH))
(2pi)d/2|ΣH |
, (4.9)
where |·| is the matrix determinant operator and d is the dimension of pixel feature vector p.
Once all patch Gaussians are computed, an algorithm that will be explained in Section 4.2.4 is used
to project these Gaussians into the Euclidean space transforming them into patch feature vectors
fH .
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(a) Original Frame (b) x (c) y
(d) M0◦ (e) M90◦ (f) M180◦ (g) M270◦
(h) |It| (i) L (j) A (k) B
Figure 4.3: Random frame taken from iLIDS-VID dataset with the corresponding 10 pixel feature
channels. The values are scaled to the range [0,1]. In the feature channels ((b) to (k)), the lighter
the pixel the higher the value.
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Figure 4.4: The shape of the function dictating the patch weights. More weight is assigned to the
patches closer to the central vertical axis of the image where the person is centred to account for
background clutter.
To account for background clutter, patches are weighted similarly to SDALF algorithm [189]
according to their distance from the central vertical axis of the image. A patch weight wH is given
by:
wH = exp
(
−(xH − xC)
2
2σ2
)
, (4.10)
where xC = W/2, σ = W/4, xH is the x-coordinate of the central pixel in patch H , and W is
the image width. Based on this definition, it is easy to see that more weight is assigned to patches
closer to the central vertical axis of the image where the person is expected to be centred as can be
seen in Figure 4.4.
4.2.3 Region Gaussians
In a similar manner to patch Gaussian computation, the patches belonging to the same horizontal
region are in turn summarised into a region Gaussian using their mean and covariance information.
Based on the patch weights found in Equation 4.10, the region mean µR and covariance ΣR are
defined for region R as:
µR =
1∑
H∈R wH
∑
H∈R
wHfh, (4.11)
and
ΣR =
1∑
H∈R wH
∑
H∈R
wH(fH − µR)(fH − µR)T , (4.12)
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where fH is the patch feature vector for patch H obtained by projecting patch Gaussians into
the Euclidean space. The region Gaussians are consequently computed according to Equation 4.9
and projected into the Euclidean space before concatenation to form the final representation of an
image.
To obtain the video sequence representation, frame-wise feature vectors are average-pooled over
the person’s sequence with the aim of reducing the noise and enriching the representation. It is also
worth noting that covariance matrices are regularised by adding a small value  to their diagonal
entries in order to prevent them from becoming singular. Namely, for a matrix Σ, the regularised
matrix Σ′ is given by Σ′ = Σ + I where I is the corresponding identity matrix. Following [12], 
slightly differs for a patch compared to a region covariance matrix. For a regionR,  is the product
of a small number 0 and the trace norm of matrix ΣR, i.e.  = 0 Tr(ΣR). In patches that do not
include a lot of variability in their pixel values, Tr(ΣH) approaches zero. Therefore, for a patch
H ,  is set as  = 0 max(Tr(ΣH), 10−2).
4.2.4 Euclidean Space Projection
Projecting patch and region Gaussians into the Euclidean space is essential for GOG3D, primar-
ily to obtain a final descriptor that can be used with off-the-shelf distance metrics that are often
designed to be applied to features in the Euclidean space. This can be achieved in a two-stage
process as follows.
It is well known that multivariate Gaussian distributions lie on a Riemannian manifold that can be
embedded into the space of SPD matrices [190]. Such embedding is favoured as the SPD space
endowed with the log-Euclidean metric can be locally flattened into the tangent Euclidean space
through matrix logarithm. More specifically, consider a d-dimensional multivariate Gaussian
N (µH ,ΣH), this can be embedded into a (d+ 1)-dimensional SPD matrix PH as follows:
N (p;µH ,ΣH) ∼ PH = |ΣH |−
1
d+1
ΣH + µHµTH µH
µTH 1
 . (4.13)
PH can subsequently be mapped into the Euclidean tangent space by computing ΓH = log(PH)
where log(·) is the matrix logarithm. Noting that ΓH is a symmetric matrix, only the upper triangu-
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lar part needs to be stored resulting in the final vector fH beingm = (d2+3d)/2+1 dimensional.
This is done through half-vectorisation as follows:
fH = vec(ΓH) = [ΓH(1, 1),
√
2ΓH(1, 2), ...,
√
2ΓH(1, d+ 1),ΓH(2, 2),
√
2ΓH(2, 3), ...,
ΓH(d+ 1, d+ 1)]
T , (4.14)
where ΓH(i, j) is the (i, j) element of matrix ΓH . Off-diagonal entries in this equation are mul-
tiplied by
√
2 to ensure that the Frobenius norm of ΓH remains equal to the `2-norm of fH , that
is ||ΓH ||F = ||fH ||2. We recall that the Frobenius norm of a matrix A = (aij) ∈ Rm×n is
given by ||A||F =
√
Σmi=1Σ
n
j=1|aij |2 and the `2-norm of a vector x = (x1, ..., xn) is given by
||x||2 =
√
x21 + ...+ x
2
n.
4.2.5 Mean Removal and `2-Normalisation
The importance of normalisation techniques especially for high-dimensional feature vectors has
been extensively demonstrated in previous literature [191–195]. This procedure is particularly
crucial when different types of features are fused together such as the colour and gradient attributes
employed in GOG3D (see Figure 4.3). Otherwise, features with a bigger numerical range would
dominate those with a smaller range [194], and the distance measure would be controlled by biased
dimensions.
To rectify the effect of different dimensions having different numerical ranges and statistical dis-
tributions, similarly to [12], mean removal and `2-normalisation are applied to the final features
computed. If f is a given feature vector and f is the mean of all feature vectors in the training set,
the normalised feature vector fN is given by:
fN =
(f − f)
||f − f ||2
. (4.15)
In the normalised feature space, the features are mean-centred, i.e. their mean is 0, and each vector
has an `2-norm of 1.
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4.2.6 Implementation Details
The 2-dimensional GOG algorithm uses 7 overlapping horizontal regions (50% overlap) with a
patch size of 5 × 5 pixels. A step size of 2 pixels is employed to extract the patches, and the
parameter 0 is set to 0 = 0.001. For a fair comparison when directly comparing to GOG, a
similar setting is used for GOG3D. This results in the patch feature vector being of size (102+3×
10)/2 + 1 = 66, and the region feature vector being (662 + 3× 66)/2 + 1 = 2, 278 dimensional,
finally the person descriptor obtained is 7× 2, 278 = 15, 945 dimensional.
When comparing against state of the art (Section 4.3.5), an optimal setting is used for GOG3D. It
involves more horizontal regions, a bigger patch size of 9 × 9 pixels, and a smaller 0 = 0.0001.
The patch extraction interval is kept at 2 pixels. More horizontal stripes contribute into a finer body
part decomposition. Bigger patches deal favourably with potential misalignment in a horizontal
region and allow for a smaller 0 to be used by increasing the number of data points compared to
the feature dimension. Results using 10 and 15 horizontal regions are presented. They are denoted
GOG3D10 and GOG3D15, respectively. In this case, the resulting feature vector is 22,780 and
34,170 dimensional for R = 10 and R = 15, respectively. The use of more than 15 horizontal
stripes didn’t bring additional performance gain while raising the computational complexity by
increasing the feature dimension.
After mean removal and `2-normalisation are applied to GOG3D features, dimension reduction
using PCA is performed with KISSME metric [85]. The dimension of the reduced feature is set to
100 similarly to [53]. A linear kernel is used with kNFST [108], kLFDA [54], and kMFA [54] in
all experiments. The same setting used for GOG3D is also adopted for GOG, that is, frame-wise
features are averaged for a person sequence. As per the common evaluation protocol, the datasets
are randomly partitioned into half for training and half for testing. This process is repeated 10
times and the average results in CMC top-matching rates are reported.
4.3 Experiments
4.3.1 Datasets
Similarly to other related spatio-temporal descriptors, GOG3D is evaluated on the two most widely
tested benchmarks for video-based person re-id, PRID2011 [51] and iLIDS-VID [33].
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PRID2011 [51] is a video benchmark corresponding to PRID450S single-shot dataset. It in-
volves two adjacent static surveillance cameras A and B capturing video sequences of 385 and
749 persons, respectively. Among these, 200 individuals appear in both camera views. The
lengths of the sequences vary from 5 to 675 frames averaging at almost 100 frames per se-
quence. Persons are manually cropped and annotated for this dataset, and the size of the crops
provided is 64× 128 pixels. PRID2011 is considered challenging mainly because it involves sig-
nificant illumination changes and viewpoint angle variations. A common evaluation protocol for
PRID2011 is to consider only the matched sequences (200 pairs) and discard the remaining ones
[33, 34, 147, 155, 179, 180, 196]. This makes it a closed-set re-id scenario with no distractors.
Example video sequences from PRID2011 can be seen in Figure 4.5.
iLIDS-VID [33] dataset involves 300 identities with 2 sequences per person resulting in 600
videos. Sequences lengths range from 23 to 192 frames with an average number of 73 frames
per sequence. iLIDS-VID is the video-based version of iLIDS dataset used in Chapter 3. It is
taken at an airport arrival hall using two disjoint camera views. Similarly to PRID2011, persons
are manually cropped and annotated. All the crops have equal size of 64 × 128 pixels. This
dataset is very challenging due to significant cross-view illumination and viewpoint angle vari-
ations, occlusions, and background clutter. Example sequences from iLIDS-VID are shown in
Figure 4.6.
4.3.2 Matching Methods
After frame-wise GOG3D features are extracted from person sequences and average-pooled over
the frames constituting each sequence, a feature vector is obtained for each person tracklet. This
in fact renders the matching process similar to single-shot re-id. Consequently, given a query
instance, an adequate matching method should be employed to retrieve its correct match. For
this purpose, the kNFST supervised subspace learning method is used. Moreover, to highlight the
consistent performance gain of GOG3D compared to GOG regardless of the matching method em-
ployed, an evaluation using KISSME [85], kLFDA [54], kMFA [54] and XQDA [11] algorithms is
conducted. More details on the theoretical background of these algorithms can be seen in Section
2.3.3.
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Figure 4.5: Example sequences from PRID2011 dataset. The first ten frames of each sequence are
shown. Adjacent rows represent a correct match (same person from different views).
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Figure 4.6: Example sequences from iLIDS-VID dataset. The first ten frames of each sequence
are shown. Adjacent rows represent a correct match (same person from different views).
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Dataset iLIDS-VID PRID2011
Rank 1 5 20 1 5 20
GOG + XQDA 66.6 87.2 96.9 86.6 97.6 99.6
GOG It + XQDA 70.6 90.6 98.0 87.2 97.2 99.8
GOG It x + XQDA 72.9 91.3 98.7 87.7 97.8 99.9
GOG3D + XQDA 73.7 92.0 98.3 89.9 97.9 100
Table 4.1: Components analysis of GOG3D. Best results in top-matching rates are in bold.
4.3.3 Components Analysis
To evaluate the effect of the modifications made to the pixel feature vector on the performance, an
experimental evaluation is conducted by progressively adding different pixel features to baseline
GOG. We recall that the vector used in GOG [12] is given in Equation 3.5. The |It| component
is first added to that vector, and the descriptor obtained is denoted GOG It. The x-coordinate is
subsequently added yielding GOG It x. Finally, GOG3D is obtained by replacing the RGB colour
channels by the Lab channels. In order to accurately analyse the effect of these changes, the param-
eters are kept unchanged from GOG as detailed in Section 4.2.6. Moreover, the XQDA matching
method employed with GOG in [12] is equally used. The results obtained in top-matching rates
are shown in Table 4.1.
It can be clearly observed from these results that the modifications made to the pixel feature vector
bring a noticeable improvement in accuracy especially on iLIDS-VID dataset. The performance
gain is gradual and consistent by adding the temporal gradient first, the x-coordinate second, and
by using the Lab channels last. The rank-1 accuracy increase reaches a maximum of 7.1% for
iLIDS-VID and 3.3% for PRID2011 from baseline GOG to GOG3D. Since iLIDS-VID is the
more challenging among the two datasets, the enhancement brought by these changes is more
significant. Particularly, exploiting the temporal gradient proves the most useful by providing 4%
improvement in rank-1 accuracy on iLIDS-VID. This feature adds some discriminative informa-
tion that is hardly affected by the most challenging re-id attribute, illumination variation.
4.3.4 Comparison to GOG
To further validate the advantage brought by employing GOG3D over GOG for video-based re-
id, we also compare the two algorithms using four other state-of-the-art metric learning methods:
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Dataset iLIDS-VID PRID2011
Rank 1 5 20 1 5 20
GOG + KISSME 49.5 73.4 88.1 81.0 94.2 99.2
GOG3D + KISSME 55.1 78.9 92.7 83.3 94.9 99.2
GOG + kNFST 63.9 85.9 95 87.8 97.4 99.9
GOG3D + kNFST 74.3 92.2 98.9 89.6 97.8 100
GOG + kLFDA 54.6 85.5 97.5 82.8 96.8 99.6
GOG3D + kLFDA 67.4 90.7 98.8 85.1 96.5 99.9
GOG + kMFA 56.3 85.3 97.6 83.3 96.7 99.5
GOG3D + kMFA 66.5 90.9 98.9 85.4 96.6 99.9
Table 4.2: Comparison to GOG. Best results in top-matching rates for each distance metric are in
bold.
KISSME [85], kNFST [108], kLFDA and kMFA [54]. Here we also use the same parameter
setting used in GOG while only changing the XQDA matching method. The results obtained can
be seen in Table 4.2. For their ease of read, bar charts of rank-1 accuracy for both datasets are also
shown in Figure 4.7.
This evaluation further justifies the use of GOG3D over GOG for the video-based scenario as
the improvement GOG3D brings especially in rank-1 accuracy is consistent for both datasets and
for the four matching methods adopted. The improvement margin undergoes some fluctuations
when employing different distance metrics. It reaches a maximum of almost 13% with kLFDA
on iLIDS-VID and 2% on PRID2011 with most other distance metrics. The minimum rise in
rank-1 accuracy on iLIDS-VID is 5.6% using KISSME method. Although the amount of accuracy
increase depends on the characteristics of the dataset and the ability of the matching method to
exploit the most convenient features in the learnt subspace, the consistent enhancement GOG3D
brings makes it evidently more suited for video re-id.
4.3.5 Comparison to the State of the Art
The existing spatio-temporal descriptors such as ColHOG3D [33] and STFV3D [34] employ walk-
ing cycle extraction. This produces several fragments for each person sequence which requires
special methods handling multi-shot matching to be jointly used. Consequently, employing them
with the same evaluation protocol as ours where only one feature vector is obtained for each se-
quence is unfair and might cause their performance to downgrade. For this reason, video-based
re-id systems are compared to our method in their original setting. To ensure a fair comparison,
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(a)
(b)
Figure 4.7: Bar charts comparing GOG3D to GOG in rank-1 accuracy using various distance
metrics.
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Dataset iLIDS-VID PRID2011
Rank 1 5 20 1 5 20
ColHOG3D+DVR [33] 39.5 61.1 81.0 40.0 71.7 92.2
STFV3D+KISSME [34] 44.3 71.7 91.7 64.1 87.3 92.0
RNN [141] 58 84 96 70 90 97
CNN+XQDA [148] 53.0 81.4 95.1 77.3 93.5 99.3
ASTPN [142] 62 86 98 77 95 99
DRAH [14] 64.0 86.0 96.3 88.7 97.9 99.7
PAM+KISSME [145] 79.5 95.1 99.1 92.5 99.3 100
SPW [138] 69.3 89.6 98.2 83.5 96.3 100
GOG3D10+kNFST (proposed) 80.0 95.3 99.5 93.6 99.4 100
GOG3D15+kNFST (proposed) 79.5 95.4 99.5 94.0 99.1 100
Table 4.3: Comparison to state-of-the-art methods. Best and second best results in top-matching
rates are in bold.
the same evaluation protocol employed by most algorithms is adopted. More specifically, only
sequences from 178 persons consisting of more than 27 frames are retained in the PRID2011
dataset. This protocol was initially employed by the methods requiring a minimum number of
frames to extract walking cycles such as [33] and [34]. The standard evaluation protocol is also
employed here where datasets are divided into half for training and half for testing, and the ex-
periments are repeated over 10 trials. Average results in CMC top-matching rates are reported in
Table 4.3.
The kNFST distance metric is used in this experiment. Unlike other distance metrics which at-
tempt to minimise the within-scatter and maximise the between-scatter in the learnt subspace,
kNFST collapses positive examples into a single point thus reducing the within-scatter into zero
while ensuring a positive between-scatter. This is the reason why kNFST is more discriminative
than other methods. As previously noted, an optimal setting is employed for GOG3D in terms of
patch size, regularisation parameter and number of horizontal stripes (10 or 15). Hence, the results
with kNFST are different from those reported in Table 4.2.
ColHOG3D [33] and STFV3D [34] are spatio-temporal descriptors that fall in the same category
with GOG3D. However, GOG3D significantly outperforms them even when using the same dis-
tance metric KISSME as shown in the second row of Table 4.2. The gap in rank-1 accuracy with
the better performing STFV3D is over 10% on iLIDS-VID and around 20% on PRID2011.
When compared to deep learning techniques, GOG3D+kNFST surpasses RNN [141], CNN+XQDA
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[148] and ASTPN [142] by at least 18% on iLIDS-VID and 17% on PRID2011 in terms of rank-1
accuracy. It also outperforms multi-shot ranking methods DRAH [14] and SPW [138] by around
10% on iLIDS-VID for SPW and around 5% on PRID2011 for DRAH. The only method that ex-
hibits comparable or slightly worse performance than GOG3D on both datasets is PAM+KISSME
[145]. However, while not being in the same category with GOG3D, PAM requires (i) extracting
low-level features, (ii) fitting GMMs to person sequences with many parameters to learn, and (iii)
the final person representation does not fall in a Euclidean space. Hence, special methods should
be devised for matching which limits the flexibility of its use with common off-the-shelf distance
metrics.
In addition to impressive performance, GOG3D is simple, flexible and computationally efficient.
The low computational cost is derived from the omission of additional tasks like walking cycle
extraction and fragment selection used by similar space-time descriptors. It also avoids feature
clustering and frame weighting required for multi-shot ranking methods that may involve further
learning such as DRAH [14] and SPW [138]. Moreover, the high computational cost and hard-
ware requirements needed to train deep neural networks are also spared. Finally, the flexibility of
GOG3D feature is granted by the possibility of its use with any matching method in both super-
vised and unsupervised settings as it does not involve any learning.
4.3.6 Computational Cost
GOG3D is implemented in MATLAB and experiments are run on a desktop PC equipped with
Intel Xeon X5550 @2.67GHz CPU. The average time to extract GOG3D features per frame is
0.44 seconds. It is computed on 10 video sequences from PRID2011 dataset and averaged over
the number of frames constituting these sequences. Under the same setting, the time taken to
compute GOG features is 0.35 seconds per frame. It is intuitive for GOG3D to be slightly slower
than GOG since it uses additional pixel features and more horizontal stripes. However, compared
to other video person re-id descriptors [33, 34], GOG3D is more efficient since it omits the walk-
ing cycle extraction step and any further post-processing. Moreover, frame-wise feature pooling
employed with GOG3D renders the matching process very efficient. For instance, the average
time taken to train the kNFST metric on PRID2011 dataset over 10 trials is 0.034 seconds, and the
testing time on the same dataset is 0.008 seconds which is exceptionally fast for video-based re-id
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methods.
4.4 Summary
A novel spatio-temporal descriptor for video-based person re-id that extends the 2-dimensional
GOG feature into 3 dimensions was presented in this chapter. The proposed algorithm leverages
the temporal correlation among the frames of a video sequence using the magnitude of the tem-
poral gradient. It also benefits from other pixel features and regional settings that consistently
boost the performance. The proposed GOG3D was also combined with the best existing super-
vised distance metric learning methods to produce a very impressive performance. Unlike other
related space-time descriptors, by simply averaging frame-wise feature vectors over the person’s
sequence, robust representations can be achieved and can be easily fed into most off-the-shelf
distance metrics.
A thorough analysis of the proposed descriptor was conducted on two widely used benchmarks
using various distance metrics, thus highlighting the advantages brought by exploiting temporal
cues. Extensive experiments showed that the performance achieved surpasses similar methods by
a large margin. It also outperforms a number of existing deep learning and multi-shot ranking
techniques. Since GOG3D is learning-free, it can be easily exploited in an unsupervised setting
which is the topic of the next Chapter.
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Chapter 5
Unsupervised Tracklet Matching for
Video-based Re-Id
5.1 Introduction
GOG3D descriptor for video-based person re-id was proposed in the previous chapter. Despite
being fully unsupervised and learning-free, it was employed in a supervised setting in conjunc-
tion with distance metric learning. The wide use of distance metric learning [11, 54, 85, 108]
stems from its ability to efficiently boost the performance especially when the available annotated
data is limited. When there is sufficient data, deep learning can be employed as an alternative
[180, 182–184, 197]. Both of these methods have largely contributed into the advancement of the
field by improving re-id performance. However, their applicability to real-life problems is still
questionable. In a real-world setting, sufficient annotated data from concerned camera views is
usually not available to train the model before re-id can take place. In addition to the costly and
tedious annotation process, the availability of enough positive examples from the camera views in
question is not always guaranteed, especially when they do not exhibit any adjacency or overlap
but they are rather significantly farther apart. For these reasons, unsupervised re-id has drawn a lot
of attention recently [135, 147, 155, 179, 180, 198] as a more realistic scenario. To move a step
closer into solving the real-world problem, unsupervised video person re-id is investigated in this
chapter.
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One way to tackle multi-shot or video-based re-id is by adapting the task into the single-shot
scenario. This is usually achieved by combining frame-wise feature vectors of a person tracklet
into a single vector through average- or max-pooling [36, 53, 146–148]. In this case, an off-
the-shelf matching method can be adopted to measure the similarity between probe and gallery
vectors, as was done in Chapter 4. Despite its simplicity and efficiency, this approach suffers
from some drawbacks. Firstly, the final representation of a person sequence is biased towards the
pose that is most common among the frames constituting that sequence. Due to disjoint camera
views causing significant illumination, pose and viewpoint angle variations among probe-gallery
matches [35, 53, 161], this will frequently result in large intra-class variations which will degrade
the performance. Secondly, such an approach treats all frames equally. Thus, noisy uninformative
frames are assigned the same weight as the clear informative frames. This affects the quality and
the discriminative power of the person’s final representation as it becomes blighted by noise, or
farther from its correct match in the feature space.
To address the disadvantages presented by feature pooling, we propose a simple yet robust distance
measure based on the Naive Bayes Nearest Neighbour (NBNN) classifier [199]. The latter has
been initially used in image classification in the context of Image-to-Class distance. However, by
regarding person re-id as a classification problem, we show how the mathematical background of
the NBNN algorithm can be leveraged to develop a set-based matching distance that is suited for
the task. Moreover, we integrate the Spearman distance based on rank vectors into this framework
as opposed to common distance metrics that are frequently used in unsupervised re-id such as the
Euclidean or Cosine distance. The work related to unsupervised video re-id is first addressed in
this chapter. Details of the proposed method are then presented, and the experiments carried out
to validate the algorithm are finally described and analysed.
5.2 Related Work
The work related to supervised video-based person re-id was thoroughly discussed in Section 2.4.
In this section, the existing algorithms on unsupervised video re-id are examined since they are
tightly related to the method presented in this chapter.
In [34], the STFV3D spatio-temporal descriptor described in Section 2.4.1 was proposed. Al-
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though computing the descriptor does not require any supervision per se, it was combined with
supervised distance metric KISSME [85] for matching. Additionally, it was evaluated in an unsu-
pervised manner using the nearest neighbour classifier. In the experimental work to follow in this
chapter, the unsupervised version of STFV3D is used for benchmarking.
Ma et al. [200] on the other hand developed a video representation based on spatio-temporal pyra-
mids using HOG3D features. Videos were sliced spatially and temporally, and the matching was
performed using a modified dynamic time warping algorithm denoted Multi-Dimensional Time
Shift Dynamic Time Warping (MDTS-DTW). MDTS-DTW jointly performs sequence alignment
and chooses the optimal aligned segments in the final distance.
Khan et al. [196] proposed a person signature based on GMMs to describe pedestrians, but
only used the mean information of the fitted GMMs. Subsequently, cross-view labels were au-
tomatically generated by studying the distribution of pairwise distances. These labels along with
their signatures were then fed into the KISSME metric yielding the Unsupervised KISSME (Un-
KISSME) method. In a subsequent algorithm denoted Part-Appearance Mixture (PAM) [145] (see
Section 2.4.1), the signature was improved to incorporate both covariance and mean information
from GMM components. For unsupervised matching, an f-Divergence based distance, Jeffrey’s
Divergence (JDiv), was used to measure the similarity between two GMMs.
Different from these methods, Liu et al. [155] and Ye et al. [179] devised techniques to estimate
the labels progressively through iterative algorithms with hand-crafted features such as LOMO
and GOG. In [155], a Stepwise Metric Promotion (SMP) approach was developed where rank-
ing lists generated are refined through negative mining. In [179], graphs were constructed for
samples in each camera and a Dynamic Graph Matching (DGM) model was proposed to estimate
cross-camera labels. This is achieved by iteratively updating the estimated labels and the graphs.
These methods implicitly [155] or explicitly [179] used labels from one camera view for model
initialisation.
More recently, Chen et al. [147] and Li et al. [180] explored end-to-end deep learning archi-
tectures to associate within-camera and cross-camera tracklets by optimising specifically tailored
objective functions. In [147], two margin-based association loss functions are jointly optimised
constraining each frame to be associated with its optimal within-camera and cross-camera track-
93
CHAPTER 5. UNSUPERVISED TRACKLET MATCHING FOR VIDEO-BASED RE-ID
lets. The algorithm is denoted as Deep Association Learning (DAL). A similar idea is used in
Tracklet Association Unsupervised Deep Learning (TAUDL) method presented in [180] but with
different loss functions. Moreover, within-camera tracklet labels are required for model initial-
isation. These are estimated using spatio-temporal information that is only available when raw
videos are provided. It additionally depends on the viewing angle that dictates the time a subject
can be perceived within the same camera view, and thus does not scale well to various camera
views.
Nearest neighbour based methods have been successfully used in image classification [199, 201],
action recognition [202, 203] and most recently they have been investigated in person re-id [155,
179, 204, 205]. For the re-id problem, these methods mainly exploit nearest neighbour information
to optimise the ranking of the gallery list generated for a given probe by neighbourhood analysis
of highly-ranked gallery elements [204, 205], or they employ neighbourhood information during
the label estimation phase to progressively improve the output [155, 179]. Different from these
works, label estimation and re-ranking are not performed in the proposed framework. Alterna-
tively, nearest neighbour information is leveraged to design a set-based distance measure based on
rank vectors.
5.3 Proposed Approach
Considering the large amount of video data currently available from surveillance cameras, existing
pedestrian detection and tracking algorithms [206, 207] can be readily employed to extract person
tracklets. For the supervised video re-id task, person tracklets are collected and each person is as-
signed an ID. Accordingly, within- and between-camera tracklets are annotated, and the tracklet’s
label is passed to its constituent frames. Each frame is then associated with a label representing
the identity of the person involved. Some previous works on unsupervised video re-id make use
of tracklet-wise labels available from one camera view for model initialisation [155, 179]. These
methods are still widely considered unsupervised since they ignore cross-view labels. In this work,
each person tracklet is treated separately for feature extraction and clustering as will be detailed in
the remainder of this chapter. However, no assumption on the identity of the person presented in
each tracklet is made. Therefore, no type of supervision is required.
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The proposed method can be briefly described as follows. Firstly, high-dimensional GOG3D
features are extracted from person tracklets. The dimensions of these features are then reduced
using the PCA algorithm. The obtained frame-wise features of each tracklet are subsequently
clustered using k-means algorithm, and each cluster is represented by its centroid. Finally, the
proposed distance measure is used to compute probe-gallery distances. At the moment of testing,
when a probe person tracklet is presented to the system, pairwise distances between probe and all
gallery tracklets are computed and gallery elements are ranked according to their distance from the
probe. The components of the proposed approach including person representation and matching
method are detailed in the following. A representative diagram can be seen in Figure 5.1.
5.3.1 Features
For pedestrian sequence representation, GOG3D descriptor that was proposed, explained, and
validated in Chapter 4 is used. We briefly recall that GOG3D is a 3-dimensional extension of
GOG [12] that leverages temporal cues in addition to shape and colour information. In this work,
the features are extracted separately from the frames of the sequences without performing any
sort of pooling. After mean removal and `2-normalisation are applied to the extracted features,
their dimension is reduced using the PCA algorithm. Reducing the dimension of the features
is necessary in this case as no subspace will be learnt during the matching process. Hence, the
curse of dimensionality problem will emerge due to highly correlated features which will cause
the performance to drop.
Matching between frame-wise features directly is not only costly, it also ignores the rich represen-
tation obtained by combining information from various frames. For this purpose, PCA-reduced
frame-wise features constituting each video tracklet are clustered using k-means algorithm [152].
Each cluster is finally represented by its centroid. This yields a set of feature vectors for each
person tracklet that is equal to the number of clusters specified, thus rendering the probe-gallery
matching a set-based process.
5.3.2 Proposed Distance Measure
The proposed unsupervised distance measure aims at computing the dissimilarity between two
sets of feature vectors, the first set belonging to a probe person tracklet and the second to a gallery
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Figure 5.1: Diagram of the proposed unsupervised approach.
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person tracklet. The mathematical formulation of this distance is derived as follows. Let P =
(p1, . . . , pn) be a probe person sequence represented by n feature vectors obtained by clustering
frame-wise features. These n vectors are in fact the clusters centroids output by the k-means
algorithm. The problem boils down to finding the class in the gallery set to which this probe
belongs. Namely, the purpose is to find the gallery subject Gk = (gk1 , . . . , g
k
m) that is a correct
match for query person P . The Maximum A Posteriori (MAP) classifier minimises the average
classification error:
Cˆ = argmax
k
p(Gk|P ), (5.1)
where k ∈ {1, . . . , C}, C being the number of classes in the gallery set. The following Bayes’
rule can subsequently be applied:
p(Gk|P ) = p(Gk) · p(P |Gk)
p(P )
. (5.2)
Assuming a uniform prior over classes Gk, k ∈ 1, . . . , C, and p(P ) being a constant independent
of the class Gk, MAP classifier reduces into the Maximum Likelihood (ML) classifier as such:
Cˆ = argmax
k
p(Gk|P ) = argmax
k
p(P |Gk). (5.3)
Assuming that probe descriptors p1, . . . , pn satisfy the Naive Bayes assumption (they are indepen-
dent and identically distributed (i.i.d.) given class Gk), p(P |Gk) can be written as:
p(P |Gk) = p(p1, . . . , pn|Gk) =
n∏
i=1
p(pi|Gk). (5.4)
Substituting p(P |Gk) from Equation (5.4) in Equation (5.3) and taking the log probability yields:
Cˆ = argmax
k
log p(P |Gk) = argmax
k
n∑
i=1
log p(pi|Gk). (5.5)
If gk1 , . . . , g
k
m are all the descriptors in classGk, then p(pi|Gk) can be approximated using a Parzen
window estimator [201] with similarity kernel K by:
pˆ(pi|Gk) = 1
m
m∑
j=1
K(pi − gkj ), (5.6)
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pˆ(pi|Gk) in Equation (5.6) can be further approximated by taking the r largest elements in this
summation. They correspond to the r nearest neighbours of pi in class Gk:
pˆr(pi|Gk) = 1
m
r∑
j=1
K(pi − gkj ). (5.7)
This can be taken to the extreme by using a single nearest neighbour of pi in Gk = {gk1 , . . . , gkm}
denoted NNGk(pi). Hence,
pˆ1(pi|Gk) = 1
m
K(pi −NNGk(pi)). (5.8)
Choosing a single nearest neighbour is particularly appealing because in this case, Equation (5.5)
can reduce into a very simple format [201]. For instance, by selecting a Gaussian kernel for K
and combining Equations (5.5) and (5.8), we obtain:
Cˆ = argmax
k
n∑
i=1
log p(pi|Gk)
= argmax
k
n∑
i=1
log(
1
m
K(pi −NNGk(pi))
= argmax
k
n∑
i=1
log(
1
m
e−
1
2σ2
||pi−NNGk (pi)||2)
= argmin
k
n∑
i=1
||pi −NNGk(pi)||2.
(5.9)
In other terms, this classification rule entails finding the gallery instance with the minimum dis-
tance from the probe. Based on the previous analysis, noting that in our case n = m = 5 (number
of k-means clusters) for all probe and gallery elements, the distance between a probe instance
P = (p1, . . . , pn) and a gallery instance G = (g1, . . . , gm) is defined as:
dP→G =
n∑
i=1
δ(pi, NNG(pi)), (5.10)
where NNG(pi) is the nearest neighbour of pi in G, and δ is a distance measure such as the
Euclidean distance. Similarly, the distance from G to P can be computed as:
dG→P =
m∑
i=1
δ(gi, NNP (gi)), (5.11)
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Figure 5.2: A set-based matching process allows the exclusion of outliers and the selection of
better representative frames during matching. The arrows lead a cluster to its nearest neighbour.
and the final similarity score between P and G combines both formulas in a symmetric manner,
dNN(P,G) = dP→G + dG→P . (5.12)
Based on this definition, the correct match for a probe P consists of the gallery element G with
the minimum distance from P . It is worth noting here that a more general derivation incorporating
more than one nearest neighbour for each descriptor pi with arbitrary values for n and m is given
by:
dP→G =
1
n
n∑
i=1
r∑
j=1
δ(pi, gj), (5.13)
where gj , j = 1, . . . , r are the r nearest neighbours of pi in class G. Similarly,
dG→P =
1
m
m∑
i=1
r∑
j=1
δ(gi, pj), (5.14)
where pj , j = 1, . . . , r are the r nearest neighbours of gi in probe P . Eventually, the final distance
dNN is derived as in Equation (5.12). A diagram depicting the proposed distance measure can be
seen in Figure 5.2.
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5.3.3 Embedded Matching Distance
The embedded distance δ plays a crucial role in the success of the proposed re-id system. Although
the Euclidean distance has been widely used with unsupervised person re-id methods [10, 147],
it still has its shortcomings. In addition to losing its discriminability with high-dimensional data
as discussed in Section 2.3.2, it is very vulnerable to outliers since it treats all features with equal
importance. For instance, notable fluctuations in a few features might affect the final pairwise
distance drastically which will cause misidentification issues as the intra-class distance becomes
bigger than some inter-class distances. Since these fluctuations are likely to happen in the re-id
scenario due to cross-view camera variations and repeated occlusions, we propose to use a rank-
based distance measure instead. For this purpose, the Spearman distance is used. It is equivalent
to the Pearson correlation distance when the latter is applied to rank vectors. In other words,
feature vectors X = (x1, . . . , xd) and Y = (y1, . . . , yd) are converted into rank vectors rX =
(rX1 , . . . , r
X
d ) and rY = (r
Y
1 , . . . , r
Y
d ) by replacing all the values by their respective ranks. For
instance, if vector X = (0.7, 0.2, 0.4), then rX = (3, 1, 2). Subsequently, the Spearman distance
between X and Y is computed in terms of Spearman rank correlation coefficient ρs as follows:
dS(X,Y ) = 1− ρs(X,Y ) = 1−
∑d
i=1(r
X
i − rX)(rYi − rY )√∑d
i=1 (r
X
i − rX)2
√∑d
i=1 (r
Y
i − rY )2
, (5.15)
where rX = 1d
∑d
i=1 r
X
i =
d+1
2 and rY =
1
d
∑d
i=1 r
Y
i =
d+1
2 are the means of rank vectors rX
and rY , respectively.
To highlight the advantages brought by the use of the Spearman distance, we define other com-
mon distance measures: the Euclidean, Cosine, and Pearson correlation distance. Element-wise
notation is used for more clarity. If x and y are the respective means of vectors X and Y , then the
distances in the previous order are defined as follows:
dEuc(X,Y ) =
√√√√ d∑
i=1
(xi − yi)2, (5.16)
dCos(X,Y ) =1−
∑d
i=1 xiyi√∑d
i=1 x
2
i
√∑d
i=1 y
2
i
, (5.17)
dP(X,Y ) =1−
∑d
i=1(xi − x)(yi − y)√∑d
i=1 (xi − x)2
√∑d
i=1 (yi − y)2
. (5.18)
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Since the features are mean-centered (x = y = 0), it can be easily seen that Cosine and Pearson
distances become equivalent. Moreover, given that they are also `2-normalised (
√∑d
i=1 x
2
i =√∑d
i=1 y
2
i = 1), it can be easily shown that the Euclidean and Cosine distance measures become
equivalent. In fact,
d2Euc(X,Y ) =
d∑
i=1
(xi − yi)2 =
d∑
i=1
(x2i − 2xiyi + y2i ) = 2− 2
d∑
i=1
xiyi = 2dCos(X,Y ).
(5.19)
Therefore, the squared Euclidean distance is proportional to the Cosine distance. Since we are
concerned about the relative order of pairwise distances rather than their exact values, both Eu-
clidean and Cosine distances will generate the same ranking list of gallery elements given a certain
probe, thus yielding the same results.
Based on the previous analysis, the comparison of the Spearman distance to one of these distance
measures applies to all. In fact, from the formulations we can see that the Pearson distance applied
to rank vectors equates to the Spearman distance. By taking ranks instead of raw values, the
Spearman distance relaxes the assumption held by the former of a linear relationship between
feature vectors for higher similarity, and looks for patterns of monotonicity instead. In other
words, in this case two vectors exhibit higher similarity when their features undergo the same type
of fluctuations without them being necessarily linearly correlated. This proves to be more useful
in the case of person re-id where many challenges can arise causing outlying feature values to
largely affect computed pairwise distances. The superiority of the Spearman distance compared
to other metrics will be shown experimentally in section 5.4.3.
5.3.4 Implementation Details
For the feature extraction stage, the optimal setting of GOG3D described in Chapter 4 is employed.
Particularly, the patch size is set to 9×9 pixels with 2 pixels extraction intervals, and the images are
divided into 10 horizontal regions with 50% overlap. To ensure non-singular covariance matrices,
the regularisation parameter is set to 0 = 0.0001. The evaluation is conducted on three datasets:
PRID2011, iLIDS-VID and MARS. PRID2011 and iLIDS-VID frames are kept in their original
size of 128 × 64 pixels, and MARS frames are resized to 128 × 48 pixels before extracting the
features for efficiency reasons. This results in frame-wise feature vectors of 22,780 dimensions
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each. The number of k-means clusters is set to 5 clusters (m = n = 5 in Equations (5.13)
and (5.14)) for each probe or gallery tracklet in all the experiments. In fact, 10 clusters were
employed in [14], but since a small difference was empirically observed with a smaller k, k = 5
is conveniently used for higher computational efficiency. Similarly to [145], the dimension of the
features is reduced using PCA so that enough components are kept to retain 95% of the variance
in the data. One nearest neighbour is used in the following experiments (r = 1 in Equations (5.13)
and (5.14)) unless otherwise specified.
5.4 Experiments and Results
5.4.1 Datasets and Evaluation Protocol
To evaluate the proposed unsupervised method, the same datasets used in the previous chapter
are employed here, that is, PRID2011 [51] and iLIDS-VID [33] (see Section 4.3.1). Despite
these datasets being very challenging, they are small in size and manually annotated which might
not reflect the generalisation ability of our algorithm. Therefore, we additionally use the large-
scale MARS dataset [148]. The evaluation protocol employed is the same adopted by other sim-
ilar methods [33, 147, 155, 179, 180, 196] and the work presented in Chapter 4. Namely, for
PRID2011 dataset, 178 video pairs including more than 27 frames per sequence are kept and the
rest are discarded. Although training is not needed for this algorithm, like other similar methods,
both PRID2011 and iLIDS-VID datasets are randomly divided into half for training and half for
testing. This yields 89 persons in each subset for PRID2011 and 150 for iLIDS-VID. In fact,
the training set is only used to compute the subspace learned by PCA to which the test set is
subsequently projected. Experiments are repeated over 10 trials and average results in CMC top-
matching rates are reported.
MARS [148] is a large-scale video benchmark for person re-id collected on a university campus by
6 near-synchronised cameras. It consists of 1,261 pedestrians each appearing in 2 cameras at least.
Unlike other benchmarks, persons are not manually detected and cropped. Alternatively, a more
realistic application is offered by automatic pedestrian detection and tracking using Deformable
Part Models (DPM) [206] detector and Generalised Maximum Multi Clique Problem (GMMCP)
[207] tracker. This results in a total of 20,478 person tracklets with an average of 13.2 tracklets
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Table 5.1: Comparison against state-of-the-art results on PRID2011 and iLIDS-VID datasets in
top-matching rates.
Dataset iLIDS-VID PRID2011
Rank R R = 1 R = 5 R = 20 R = 1 R = 5 R = 20
U
ns
up
er
vi
se
d
STFV3D [34] 37.0 64.3 86.9 42.1 71.9 91.6
MDTS-DTW [200] 31.5 62.1 82.4 41.7 67.1 90.1
unKISS [196] 38.2 65.7 84.1 59.2 81.7 96.1
PAM+LOMO [145] 33.3 57.8 80.5 70.6 90.2 97.1
DGM+IDE [179] 36.2 62.8 82.7 56.4 81.3 96.4
DGM+XQDA [179] 31.3 55.3 83.4 82.4 95.4 99.8
SMP [155] 41.7 66.3 80.7 80.9 95.6 99.4
DAL (ResNet50) [147] 56.9 80.6 91.9 85.3 97.0 99.6
TAUDL [180] 26.7 51.3 82.0 49.4 78.7 98.9
Proposed 79.1 93.5 97.5 91.7 96.7 98.7
Su
pe
rv
is
ed Snippet [31] 85.4 96.7 99.5 93.0 99.3 100.0
QAN [140] 68.0 86.8 97.4 90.3 98.2 100.0
STAN [139] 80.2 - - 93.2 - -
SDM [144] 60.2 84.7 95.2 85.2 97.1 99.6
per person, including 3,248 distractors caused by false detection or tracking. Crops are resized to
128× 256 pixels. In addition to background clutter and inconsistent lighting, the main challenges
associated with MARS are the misalignment and change in scale at which persons are seen. This
is caused by automatic detection and tracking. The standard train/test split [148] used by other
algorithms [147, 155, 179, 180] is adopted for evaluation. It includes all the tracklets of 625
pedestrians in the training set and those of 636 pedestrians in the test set. One tracklet is selected
for each person from each view as probe. As multiple ground truths correspond to each query,
in addition to the CMC curve, mAP is used to evaluate the performance. Example images from
MARS dataset can be seen in Figure 5.3.
5.4.2 Comparison to State of the Art
We compare our method against 9 state-of-the-art unsupervised person re-id methods on PRID2011
and iLIDS-VID datasets, and 5 on MARS dataset. We also report some recent supervised re-id
results to show the current existing gap in performance. STFV3D [34], MDTS-DTW [200], Un-
KISSME [196] and PAM+LOMO [145] rely on hand-crafted representations with different unsu-
pervised matching methods. SMP [155] and DGM [179] also leverage hand-crafted features, but
design algorithms to generate labels that are subsequently used with supervised metric learning.
DAL [147] and TAUDL [180] are unsupervised deep models that attempt to associate tracklets in
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Figure 5.3: Example images from MARS dataset. The same subject is shown in all images. Each
row includes consecutive frames from a person tracklet taken from a different camera views.
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Figure 5.4: Significant misalignment between consecutive frames can be observed in some MARS
tracklets which adds to the challenges.
an end-to-end fashion. It is clear from the results reported in Table 5.1 that the proposed method
outperforms all existing unsupervised techniques on PRID2011 and iLIDS-VID datasets by a mar-
gin of approximately 6% and 22% respectively in rank-1 accuracy with its closest competitor DAL.
It also surpasses supervised methods Sequential Decision Making (SDM) [144] and Quality Aware
Network (QAN) [140], while the gap with the best performing supervised method [31] is almost
6% on iLIDS-VID and less than 2% on PRID2011. The proposed approach also achieves very
competitive results on MARS benchmark as can be seen in Table 5.2. On the latter, it outperforms
the 3 non-deep models in rank-1 accuracy and achieves competitive performance with the deep
models DAL and TAUDL. However, in general the gap in performance between supervised and
unsupervised methods is still very large (approximately 40%) on this dataset.
The poor quality of the bounding boxes produced by automatic detection and tracking on MARS
which causes serious misalignment between consecutive frames, as can be seen in Figure 5.4, is
problematic for hand-crafted features using rigid part-based models (horizontal strips). Further-
more, it is no surprise that deep learning methods can scale better to large-scale datasets while
suffering with small ones as validated by the poor performance of TAUDL on iLIDS-VID and
PRID2011. Nonetheless, the amount of data available at the moment of re-identification might not
always be substantial, therefore a successful re-id system should be able to strike some balance
between both scenarios.
Finally, the proposed approach contributes massively into closing the gap in rank-1 accuracy be-
tween supervised and unsupervised re-id on the small but challenging datasets PRID2011 and
iLIDS-VID while competing with deep learning methods on the large-scale MARS dataset.
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Table 5.2: Comparison against state-of-the-art on MARS dataset in top-matching rates and mean
Average Precision.
Dataset MARS
Rank R R = 1 R = 5 R = 20 mAP
U
ns
up
er
vi
se
d DGM+IDE [179] 36.8 54.0 68.5 21.3
DGM+XQDA [179] 23.6 38.2 54.7 11.2
SMP [155] 23.6 35.8 44.9 10.5
DAL (ResNet50) [147] 46.8 63.9 77.5 21.4
TAUDL [180] 43.8 59.9 72.8 29.1
Proposed 39.7 53.2 64.1 20.1
Su
pe
rv
is
ed Snippet [31] 86.3 94.7 98.2 76.1
STAN [139] 82.3 - - 65.8
PABR [156] 85.1 94.2 97.4 83.9
SDM [144] 71.2 85.7 94.3 -
5.4.3 Algorithm Analysis
In this section, individual components of the proposed framework are analysed highlighting the
improvement they bring upon the overall performance. For computational reasons and due to the
lack of resources, this analysis is conducted solely on PRID2011 and iLIDS-VID.
Features
Although the superiority of GOG3D over GOG was extensively shown in Chapter 4 when com-
bined with supervised distance metric learning, we further evaluate the advantages it brings in the
proposed unsupervised setting. For this purpose, experiments were conducted involving GOG and
GOG3D features on PRID2011 and iLIDS-VID datasets while keeping other components of the
system intact. The results obtained are shown in Figure 5.5. Leveraging temporal information
added to the other changes applied to the pixel feature vector and spatial image decomposition
contribute into improving the performance by a margin of approximately 3% for PRID2011 and
14% for iLIDS-VID in rank-1 accuracy. The improvement on iLIDS-VID is more notable since
this dataset additionally suffers from occlusions and significant illumination changes. Hence,
leveraging motion information brings additional discriminative information into pedestrian repre-
sentation.
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Dimension Reduction
In addition to efficiency considerations, reducing the dimension of the feature vectors is essential
when no supervision is involved to discard redundant features and select the most discriminative
ones for re-identification. This step is particularly important in this case because rank vectors
are used for matching. Ranking a high-dimensional feature vector where values slightly differ
from each other is sub-optimal. Therefore, to gauge the effect this might have on the system’s
performance, the proposed algorithm is evaluated with and without PCA. The results obtained are
shown in Figure 5.6. As expected, employing PCA before matching brings substantial improve-
ment in rank-1 accuracy especially for iLIDS-VID dataset (around 40%), while the improvement
for PRID2011 is around 15%. Given the challenges associated with this dataset, selecting discrim-
inative features is essential to match rank feature vectors of the same individual.
Embedded distance
To evaluate the effect of the embedded distance on the re-id performance, results using two dis-
tance metrics, Cityblock (`1-distance) and Euclidean are also reported. The Cityblock distance
between two vectors X = (x1, . . . , xd) and Y = (y1, . . . , yd) is defined as
∑d
i=1 |xi − yi|. As
previously mentioned, since the extracted features are mean-centered and `2-normalised, the Co-
sine distance and the Pearson correlation distance are similar to the Euclidean distance (this was
indeed verified experimentally). As can be seen in Figure 5.7, although the Euclidean distance
consistently outperforms the Cityblock distance for both datasets by approximately 15% in rank-1
accuracy, the improvement with the Spearman distance is even more substantial. It reaches a maxi-
mum of approximately 47% in rank-1 accuracy compared to the Euclidean distance on iLIDS-VID
dataset. Looking for monotonicity instead of linearity proved in fact useful by considerably im-
proving the system’s accuracy.
Set-based Matching
We also compare our method against a commonly used matching protocol for video person re-
id, average-pooling [36, 53, 146, 180]. In this case, frame-wise feature vectors of a tracklet are
averaged to obtain one representation of each person sequence. The single-shot scenario with
the Spearman distance is subsequently used for matching. The results obtained are shown in
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(a)
(b)
Figure 5.5: CMC curves using GOG and GOG3D features on iLIDS-VID and PRID2011 datasets.
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(a)
(b)
Figure 5.6: CMC curves of the results with and without performing PCA on iLIDS-VID and
PRID2011 datasets.
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(a)
(b)
Figure 5.7: CMC curves using Cityblock, Euclidean and Spearman distance measures on iLIDS-
VID and PRID2011 datasets.
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(a)
(b)
Figure 5.8: CMC curves comparing set-based matching vs. feature average-pooling on iLIDS-
VID and PRID2011 datasets.
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(a)
(b)
Figure 5.9: CMC curves obtained by varying the number of nearest neighbours from 1 to 5 on
iLIDS-VID and PRID2011 datasets.
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Figure 5.8. The improvement the proposed matching method brings over average-pooling is more
consistent on the PRID2011 dataset although it is observed on both datasets for rank-1 accuracy.
Since PRID2011 includes less challenges than iLIDS-VID, deriving meaningful clusters on the
former is easier as these are more likely to reflect a specific attribute. In other words, it is more
difficult for k-means algorithm to attain semantically meaningful clusters when many challenging
attributes are combined together.
Number of Nearest Neighbours
It has been argued previously that the number of nearest neighbours considered in the NBNN
algorithm barely affects the system’s performance [199]. This was also validated experimentally
as can be seen in Figure 5.9 where the number of nearest neighbours (parameter r) was varied
between 1 and 5. Small difference or slightly worse performance is observed for a bigger r, which
encourages the use of r = 1 to avoid unnecessary added complexity.
5.4.4 Computational Cost
The proposed system was implemented in MATLAB on a desktop PC with Intel Xeon CPU @
3.60GHz and 64GB RAM. In the following, the matching time is reported similarly to previous
related works [155, 179]. For the testing phase, the time taken to compute the similarity between
two tracklets is approximately 0.015 seconds. Therefore, the cost of finding the match for a given
probe depends on the size of the gallery set. For instance, for PRID2011 dataset, it takes almost
1.35 seconds to generate a ranking list of the gallery elements with respect to a given probe. This
indicates that the proposed method is in fact efficient.
5.5 Summary
This chapter described a novel method for unsupervised video-based person re-id. By regard-
ing the task as a classification problem, a set-based distance measure that can better cope with
noisy uninformative data was developed. More importantly, the superiority of Spearman dis-
tance was demonstrated when used in conjunction with GOG3D features. Spearman distance is a
rank-based distance measure that is almost completely ignored in the literature compared to other
distance measures, particularly the Euclidean distance. An evaluation of the proposed method on
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three public benchmarks was conducted achieving outstanding results on two challenging small
datasets, and competitive results on the large-scale benchmark. Different components of the pro-
posed system were also thoroughly analysed highlighting the amount each of them contributes to
the performance improvement.
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Conclusions
6.1 Introduction
A core component of an automated surveillance system, person re-id, was addressed in this the-
sis. Despite recent progress in terms of accuracy, the algorithms concerned are mostly supervised
deep learning methods that require a substantial amount of pairwise annotated data for training.
Given the high cost and difficulty of obtaining such data from relative pairwise camera views, this
requirement prevents real-world deployment of existing high-performing models. Therefore, the
aim of this thesis was to bridge the gap between conventional re-id and real-world requirements.
Several phases of the research led into achieving this goal. Firstly, forming a good understanding
of the challenges associated with the problem was deemed necessary. For this purpose, a sys-
tematic evaluation was conducted highlighting the pertinent reasons affecting existing systems’
accuracy. Insights from this work enabled the development of novel supervised and unsupervised
methods for video-based person re-id. As the supervised model proved highly accurate on small
annotated datasets, the unsupervised algorithm contributed significantly into bridging the perfor-
mance gap with fully supervised models. Moreover, it is applicable off-the-shelf to any pair of
camera views as no prior training is needed. Despite the advantages presented, additional room
for improvement still exists. The accuracy is to be further improved especially on large-scale
datasets of automatically detected and tracked persons. This could be achieved by providing a
solution to the misalignment problem caused by automatic detection and tracking. Furthermore,
integrating the re-id model into an end-to-end surveillance system would be critical to achieving
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practical deployment.
6.2 Thesis Contributions
The development of this thesis led to the following contributions:
• An annotation strategy for challenging dataset attributes that may increase a person’s cross-
view appearance variation and contribute to re-id accuracy deterioration was developed.
Six attributes were considered for this purpose: viewpoint angle variations, illumination
changes, occlusions, background clutter, motion blur, and pose variations. Although the ef-
fect of these attributes on the accuracy is widely acknowledged within the re-id community
[3, 23, 53, 161], this is the first work that attempts to quantify the impact each of them indi-
vidually inflicts on the re-id performance. Following this work, an extensive evaluation was
conducted in [161] to analyse the effect of varying viewpoints on the performance. As the
authors of [161] expressed their willingness to extend their evaluation to other challenging
attributes, gaining better insights on the inherent problems of the task offer solid grounds to
resolve the remaining problems.
• A systematic evaluation of the most widely used image-based hand-crafted feature represen-
tations on a collection of four fully annotated datasets was conducted. The aim of this work
was two-fold: (i) to identify the best performing image-based person descriptor with respect
to each of the six challenging cases, and (ii) to unveil the persistent problems with existing
feature representations that reduce their ability to deal with specific data attributes. This
work would pave the way towards exploiting the advancements achieved in image-based
re-id feature design to better tackle feature engineering in video-based re-id.
• A robust spatio-temporal person descriptor, i.e. feature extraction method for video-based
person re-id, was proposed. Motivated by the findings of the preceding evaluation, the best
performing image descriptor GOG [12] was improved and extended to three dimensions,
thus obtaining GOG3D. In addition to colour and texture information that was shown to be
insufficiently robust to cross-camera appearance variations, the proposed descriptor lever-
aged successfully the temporal information provided by video sequences for further discrim-
inability between persons. The improvement achieved compared to similar spatio-temporal
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descriptors was shown to be substantial.
• A supervised video re-id technique combining GOG3D with distance metric learning was
investigated. The latter was the dominant direction in person re-id before the release of
large-scale annotated datasets that triggered an abundance of deep learning techniques to
take over. The Small Sample Size (SSS) problem was previously successfully tackled by the
kNFST [108] algorithm for image-based re-id. We showed that when GOG3D is combined
with kNFST, a simple and efficient algorithm that outperforms complex methods including
deep learning on two challenging video datasets is obtained.
• For improved practical deployment, an unsupervised video person re-id method was de-
veloped. This method aims at matching cross-view person tracklets through a carefully
designed set-based distance measure without the use of any identity labels. After clustering
frame-wise feature vectors, the proposed method allows the rejection of outlier clusters for
more adequate matching. Moreover, it is the first attempt to leverage a distance measure
based on rank vectors such as the Spearman distance in a re-id application. In terms of per-
formance, this method outperforms existing unsupervised methods, and closes the gap with
supervised learning on two small datasets. It also competes with deep learning methods on
a large-scale dataset.
6.3 Future Work
The person re-identification field has evolved to a great extent within the past few years. For in-
stance, the highest reported rank-1 accuracy on the PRID2011 dataset upon the start of this project
in 2016 was almost 64% [34], it has currently reached 94% [36]. Despite the problem nearing a
solution in terms of accuracy, a number of factors still prevent real-world deployment. We identify
the following promising directions for future work towards a more realistic application.
• GOG3D feature proposed in Chapter 4 is currently the best-performing hand-crafted spatio-
temporal descriptor employed in person re-id. Nevertheless, it suffers from the misalign-
ment problem caused by automatic detection and tracking of pedestrians as noticed when
evaluated on the MARS dataset in Chapter 5. This is caused by the use of a rigid part model
where body parts are pre-defined using equal-sized overlapping horizontal stripes for com-
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putational convenience. For future work, it would be beneficial to take advantage of the
progress achieved in human pose estimation [57, 58] in order to provide a better estimation
of body parts from which GOG3D features can subsequently be extracted and fused.
• The dominance of deep learning over almost every aspect of computer vision lately shows
a great potential that could equally be exploited in resolving the re-id problem. Given the
current abundance of large-scale annotated re-id datasets, a promising future direction would
be to tackle the weak generalisation ability of current systems to other domains, such as
different camera views, cities, scenes, weather conditions, and time of the day, through
deep transfer learning or unsupervised domain adaptation. These methods aim to learn a
model on a source annotated dataset that can generalise well on a target unlabelled dataset.
More research is being devoted towards this direction lately [136, 208, 209] but a lot of
improvement is still needed to match the performance of fully supervised methods.
• In some forensic applications, there are cases where obtaining a single image of the person
of interest is impossible. Alternatively, a description might be available from an eye-witness
or a victim for instance, such as tall male with dark hair and light skin wearing blue jeans
and a red t-shirt. Given such description, i.e. a set of semantic attributes, a search for the
corresponding subject is undertaken in various camera networks. This is known as zero-
shot re-identification. This problem was initially addressed in [210] where an ontology
of 21 semantic attributes was introduced involving clothes colours, style and patterns, in
addition to carried objects, hair and gender. However, when not fused with low-level colour
and texture features, the performance produced was very poor. This was mainly caused by
false attribute detections due to the poor quality of surveillance data. To enhance attribute
detection for zero-shot re-id, a promising approach would be to leverage generative models
such as Generative Adversarial Networks (GANs) in order to enhance the quality of the
data. This could be followed by body part detection on which relevant attributes can be
detected separately to reduce the errors.
• Instead of breaking down person re-id into separate task, a few attempts were made to date
to integrate person detection and re-identification in an end-to-end system using deep CNNs
[211, 212]. For a practical surveillance application, we would like to improve these mod-
els and integrate an action recognition module into this framework. A person can thus be
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detected and tracked across a number of cameras while simultaneously identifying their ac-
tions, i.e. walking, running, sitting, etc. In addition to the importance of such a system in
automating video surveillance, it is extremely useful for sports analysis applications where
labelling the actions performed by individual players in real-time is extremely tedious and
costly. Providing automatic tagging for sports games on-the-fly enables the flow of a suffi-
cient amount of annotated data for better insights into individual players’ performance.
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