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For the final size distribution results (Fig 3) , the final size is given by the total number of individuals infected over the course of the epidemic (calculated as N (∞) − S (∞)). Since, the population size used is N = 1, 000 and the initial conditions are for 1 infected person with 999 susceptible, the final size can then take an integer value between 1 and 1,000 inclusive.
We test the results for five different distributions: normal, gamma, beta, Poisson and binomial. The training data was 10,000 samples of the actual simulated process using input parameters β and γ, as described in the main manuscript. For the continuous distributions (normal, gamma and beta), in the training process the output final size of the simulation was linearly scaled to be in the interval [0.000001, 0.999999], such that the beta distribution, which has finite support of the interval (0, 1), could replicate these results in the emulation. For the discrete integer distributions (Poisson and binomial), one was subtracted from the simulated output, such that the output training data was between 0 and 999; this means that a final size of 0 cannot be given by the emulated distributions when the data is scaled back to be between 1 and 1,000.
For the normal distribution, the emulation has a poor fit, since the re-scaled output can be below 1 or more than 1,000 ( Fig S1A) . This is exemplified in the two-sample Kolmogorov-Smirnov (K-S) test ( Fig S1B) , where the K-S statistic is much larger than the threshold for the simulated and emulated distributions to be accepted as being the same distribution, for all R 0 values. Additionally, sampling from the emulated distribution and then rounding the results does not significantly improve the quality of the K-S test ( Fig S1C) .
The gamma distribution shows an improved fit on the normal distribution ( Fig S1D) , but since the upper limit is unbounded, the fit in this region remains poor. The model fit is improved further by using the beta distribution, which is bounded at both limits ( Fig S1G) . K-S tests show that neither distribution are sufficiently similar to the simulated distribution ( Fig S1E and H) . However, by rounding after sampling from these distributions and re-performing the K-S test the results appear to be significantly better (Fig S1F and I) . This is because a large proportion of the simulated results will be 1 or 1,000, where either the epidemic has died out through stochastic fade-out or the whole population becomes infected; rounding the emulated results achieves this exactly. This effect means the K-S statistic becomes small for small R 0 for the gamma distribution and small for both small and large R 0 for the beta distribution, which is bounded at both limits.
The Poisson distribution, being a discrete distribution, achieves a good fit when the final size is small, but for larger final sizes, since it is unbounded and only specified by one parameter, the fit is much worse (Fig S1J) . This is reflected in the K-S test statistic ( Fig S1K) .
The binomial distribution provides the closest match to the simulated data since it is both integervalued and bounded at both limits, like the simulated results themselves ( Fig S1L) . Indeed, the K-S test shows the threshold is met for the simulated and emulated distributions to have come from the same distribution across much of the R 0 value range. Hence, this distribution was used in the main manuscript for the final size distribution.
These results are analogous for other simulated training data; to get the best match in the emulation, the output distribution should be chosen to match the characteristics of the simulated output. 
