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En un problema de optimización multiobjetivo, habitualmente se busca carac-
terizar el conjunto de soluciones óptimas de Pareto, ignorando las soluciones
casi-óptimas. Sin embargo, estas soluciones pueden proporcionar al diseñador
una mayor diversidad de soluciones potencialmente útiles, lo que permite to-
mar una decisión final más informada. Pese a ello, obtener todas las soluciones
casi-óptimas puede aumentar en exceso el número de ellas y, en consecuen-
cia, ralentizar en exceso el proceso de optimización y complicar la etapa de
decisión. Por ello, se propone obtener las soluciones casi-óptimas que mayor
información relevante aporten al diseñador, descartando el resto de ellas. En
este trabajo se asume que las soluciones más relevantes son, además de las
óptimas (en el espacio de objetivos), las alternativas casi-óptimas significativa-
mente diferentes (no vecinas en el espacio de parámetros) a las soluciones que
le dominan, es decir, las soluciones casi-óptimas no dominadas en su vecindad.
Este conjunto de soluciones proporciona alternativas diferentes sin aumentar
en exceso el número de ellas. Para caracterizar este conjunto, en esta tesis, se
presenta y valida un nuevo algoritmo (nevMOGA). Gracias a este algoritmo
y la metodología descrita para su aplicación, el diseñador puede obtener estas
soluciones con el objetivo de realizar un análisis más profundo, tomando la
decisión final con mayor información. Además, en la tesis, se aplica esta nueva
metodología en problemas de identificación de modelos y diseño de contro-
ladores multivariables. En ellos, se pone de manifiesto la utilidad de obtener
las alternativas casi-óptimas no dominadas en su vecindad, proporcionando
nueva información relevante para el diseñador. De hecho, en algunos de estos




In a multiobjective optimization problem, the aim is usually to characterize
the set of optimal solutions (Pareto set) and the nearly optimal solutions are
ignored. Proceeding in this way has a drawback, namely, some of these nearly
optimal solutions are potentially useful for the designer and their consideration
can lead him or her to make a better informed decision. However, finding all the
nearly optimal solutions would excessively slow down the optimization process
and would complicate the decision stage unnecessarily. In order to overcome
this problem, we propose a new methodology to obtain only the nearly optimal
solutions that really provide relevant information to the designer, discarding
the rest of them. In this work, it is assumed that the most relevant solutions
are, apart from the optimal ones, the nearly optimal solutions which are sig-
nificantly different (not neighbors in the parameter space) from the solutions
that dominate them, that is to say, the nearly optimal solutions non dominated
in their neighborhood. In this way, a set of potentially useful alternatives is
provided, without increasing their number unnecessarily. In order to characte-
rize this new set of solutions, a novel algorithm (nevMOGA) is presented and
validated. Thanks to this algorithm and to the methodology described for its
application, a designer will be able to obtain these new solutions and, therefore,
this will enable him or her to perform a deeper analysis of the problem, which
eventually will result in a more knowledgeable decision. In addition, this new
methodology is applied to several engineering problems in the areas of model
tuning and multivariable control design. Through these application examples,
the usefulness of obtaining and taking into account the nearly optimal solu-
tions non dominated in their neighborhood is demonstrated. In effect, in some




En un problema d’optimització multiobjectiu, habitualment se busca caracte-
ritzar el conjunt de solucions òptimes de Pareto, ignorant les solucions quasi-
òptimes. Aquestes solucions poden proporcionar al dissenyador una major di-
versitat de solucions potencialment útils, la qual cosa permet prendre una
decisió final més informada. No obstant això, obtenir totes les solucions quasi-
òptimes pot augmentar en excés el número d’elles, alentint en excés el procés
d’optimització i complicant l’etapa de decisió. Per això, es proposa obtenir les
solucions quasi-òptimes que major informació rellevant aporten al dissenyador,
descartant la resta d’elles. En aquest treball s’assumix que les solucions més
rellevants són, a més de les òptimes (en l’espai d’objectius), les alternatives
quasi-òptimes significativament diferents (no veïnes en l’espai de paràmetres)
a les solucions que li dominen, és a dir, les solucions quasi-òptimes no domi-
nades en el seu veïnatge. Aquest conjunt de solucions proporciona alternatives
diferents sense augmentar en excés el número d’elles. Per a caracteritzar aquest
conjunt, en aquesta tesi, es presenta i valida un nou algorisme (nevMOGA).
Gràcies a aquest algorisme i la metodologia descrita per a la seua aplicació, el
dissenyador pot obtenir aquestes solucions amb l’objectiu de realitzar una anà-
lisi més profunda, prenent la decisió final amb major informació. A més, en la
tesi, s’aplica aquesta nova metodologia en problemes d’identificació de models
i disseny de controladors multivariables. En ells, es posa de manifest la utili-
tat d’obtenir les alternatives quasi-òptimes no dominades en el seu veïnatge,
proporcionant nova informació rellevant per al dissenyador. De fet, en diversos
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En este capítulo se presentan la motivación y los objetivos de la tesis. Esta
tesis busca contribuir en el campo de la optimización multiobjetivo aplicado
a problemas de identificación y control de sistemas multivariables. Además,
en este capítulo también se presenta la organización de la tesis, introduciendo
brevemente el contenido de cada uno de los capítulos que la componen.
1.2 Motivación
Hoy en día, es común resolver problemas de ingeniería mediante técnicas de op-
timización [76]. En estos problemas es típico que existan objetivos que entran
en conflicto. Un ejemplo de ellos, son los problemas de diseño de sistemas de
control [93] [34] y ajuste de parámetros de modelos [67] [66], en el área de in-
geniería de sistemas [46]. Estos problemas, especialmente si son multivariables,
suelen considerar diversos objetivos a optimizar. Por ello, resulta razonable y
natural resolverlos mediante problemas de optimización multiobjetivo (MOP,
por sus siglas en ingles, [60] [21] [81]). Mediante este enfoque (normalmente) no
se obtiene una única solución, sino un conjunto de alternativas óptimas (frente
de Pareto) donde ninguna es mejor al resto en todos los objetivos de diseño. De
este modo, el diseñador deberá analizar las prestaciones de las soluciones del
frente de Pareto, con el objetivo de tomar la decisión final. Esta metodología
proporciona al diseñador un mayor conocimiento del problema, con el propó-
sito de poder elegir, con mayor criterio, la solución más idónea en base a sus
preferencias.
Un MOP consta de tres etapas [16] [80]:
1. Definición del problema: En esta etapa se deben definir las variables de
decisión, los objetivos de diseño, así como las restricciones, si las hubiera.
2. Proceso de optimización: el MOP debe traducirse en un problema de
optimización donde un algoritmo multiobjetivo debe calcular el conjunto
de soluciones óptimas.
3. Etapa de decisión multicriterio: En esta etapa, el diseñador se involucra
activamente analizando el intercambio entre prestaciones y rendimiento
de las diferentes soluciones óptimas encontradas, con el objetivo de elegir
la solución más idónea a sus especificaciones.
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En un MOP, generalmente el diseñador analiza exclusivamente las soluciones
del frente de Pareto. Además de estas soluciones, pueden existir soluciones que
pueden ser útiles para el diseñador, como las soluciones multimodales o casi-
óptimas, y que suelen ser ignoradas. Dos alternativas multimodales son aquellas
soluciones óptimas que tienen los mismos valores en los objetivos de diseño.
Es común que un MOP tenga soluciones multimodales cuando algún o algunos
objetivos de diseño se componen de objetivos agregados. Cuando esto ocurre,
generalmente, debido a que los algoritmos de optimización suelen obtener solo
una de ellas (aunque es cierto que existen algoritmos que tienen esta situación
presente [20]), el diseñador desconoce esta información. Por ello, el diseñador
se ve abocado a tomar la decisión final sin disponer de toda la información
relevante, lo que puede implicar una decisión final mejorable. Una posibilidad
de obtener estas soluciones multimodales es mediante la desagregación de los
objetivos o la agregación de un objetivo adicional [23]. Una solución casi-óptima
(también conocida como epsilon-eficiente o aproximada) es aquella que, sin ser
óptima, presenta prestaciones similares a las óptimas. Estas soluciones son
ignoradas en los MOP clásicos y pueden aportar soluciones con características
significativamente diferentes a las óptimas, lo que es una información valiosa
para el diseñador antes de llevar a cabo la decisión final.
Las alternativas casi-óptimas pueden resultar interesantes cuando:
1. Existe incertidumbre en los propios objetivos de diseño. En este escena-
rio, un simple cambio en la configuración de ciertos parámetros propios
del entorno de simulación (método de integración, tiempo de muestreo,
etc) puede provocar que alternativas casi-óptimas puedan dominar a las
óptimas. Por ello, en este contexto, las alternativas casi-óptimas son con-
sideradas (prácticamente) igual de interesantes que las óptimas.
2. Cuando queremos estudiar a posteriori nuevas características no contem-
pladas en la fase de optimización. Estas nuevas características se incorpo-
rarán en fase de decisión, en forma de nuevos objetivos a estudiar, debido
a:
Decisión del diseñador: Este es el caso, por ejemplo, de los objetivos
relativos a la validación de modelos o controladores. Estos objetivos
no son incluidos en los objetivos de diseño porque que no se desea que
su información se utilice en la obtención de las alternativas óptimas.
Sin embargo, en muchas ocasiones su información puede ser utilizada
en la etapa de decisión. De nuevo, es muy útil obtener el conjunto
de alternativas casi-óptimas, ya que pueden tener un rendimiento
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significativamente mejor en la validación siendo ambas muy similares
en los objetivos de diseño.
Limitación de recursos: Hay objetivos que no se pueden incluir en
la fase de optimización debido a limitaciones de recursos, de tiem-
po o económicos. Un ejemplo de ello, son los objetivos de robustez
en diseño de controladores para sistemas no lineales. Estos objetivos
suelen ser muy costosos computacionalmente. En este contexto, se
puede eliminar este objetivo de la fase de optimización, e incorpo-
rarlo a la etapa de decisión, analizándolo solo sobre el conjunto de
soluciones obtenidas en el proceso de optimización. De esta forma se
reduce considerablemente el coste computacional. Otro ejemplo de
esta problemática puede estar en el diseño de controladores donde
se desee validar los controladores sobre una planta real. Es común
que validar todos los controladores generados durante la fase de op-
timización no sea posible debido a algunas limitaciones (recursos,
tiempo o económicos). Por ello, es factible validar solo los controla-
dores seleccionados para la etapa de decisión. En los dos contextos
descritos, las alternativas casi-óptimas pueden proporcionarnos solu-
ciones más robustas, o con mejor rendimiento sobre la planta real,
que las óptimas.
Ayuda a la decisión: Es posible que determinadas soluciones casi-
óptimas obtengan un mejor rendimiento en alguna característica,
deseable para el diseñador, no incluida en los objetivos de diseño. Por
ejemplo, en el diseño de controladores, un controlador casi-óptimo
puede obtener una respuesta con menor tiempo de establecimiento
que uno óptimo, si esta característica no ha sido incorporada en los
objetivos de diseño. Por ello, el diseñador puede tener una prefe-
rencia sobre determinadas soluciones casi-óptimas, en detrimento de
las óptimas, lo que implica que los objetivos no han sido elegidos
adecuadamente.
3. Cuando los objetivos de diseño están compuestos por la agregación de
varios objetivos. Por ejemplo, en los sistemas de control multivariables,
los objetivos aumentan considerablemente, y por ello, es común agregar
objetivos y simplificar la etapa de optimización y la fase de decisión.
Cuando esto ocurre, al definir preferencias a priori y agregar los obje-
tivos, se enmascara información. Es común que existan soluciones con
rendimiento similar a las óptimas (casi-óptimas), que sin embargo, tie-
nen características diferentes y pueden presentar diferente trade-off en
los objetivos agregados. Además de esto, puede existir una agregación
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indirecta en los objetivos de diseño. Por ejemplo, cuando un objetivo mi-
de el error a lo largo de un ensayo en el modelado o control de sistemas
no lineales. Normalmente el ensayo planteado tiene diferentes cambios
de referencia/perturbación o entradas al modelo que llevan al proceso a
diferentes zonas de trabajo. Esto hace que controladores o modelos bue-
nos para algunas zonas no lo sean en otras y viceversa. Por lo tanto, se
produce una agregación indirecta. De nuevo es útil encontrar soluciones
que tengan rendimiento similar a las óptimas pero que tengan diferente
trade-off en los objetivos agregados.
En todos los escenarios descritos es interesante obtener las alternativas casi-
óptimas. Gracias a obtener el conjunto de alternativas casi-óptimas es posible:
1) analizar nuevas características no incluidas en la fase de optimización; 2)
estudiar la idoneidad de los objetivos planteados, analizando la posible inclu-
sión de estas nuevas características en la fase de optimización. Estas soluciones
son consideradas soluciones prácticamente igual de interesantes que las ópti-
mas, y su consideración en un MOP resulta sumamente valiosa. Sin embargo,
obtenerlas todas puede aumentar en exceso el número de alternativas posibles,
ralentizando el proceso de optimización y complicando en exceso la etapa de
decisión. Por ello, es importante considerar las alternativas casi-óptimas que
mayor información relevante aporten al diseñador (potencialmente útiles). La
contribución de esta tesis consiste en proponer un nuevo enfoque de optimiza-
ción multiobjetivo que considera las alternativas casi-óptimas potencialmente
útiles, aplicado a la identificación de modelos y el diseño de controladores de
sistemas multivariables.
1.3 Objetivos
Como se ha comentado en la sección anterior, existe un conjunto de alter-
nativas casi-óptimas, útiles para el diseñador, que son obviadas en un MOP
tradicional. El objetivo principal de la tesis es desarrollar una nueva metodo-
logía capaz de considerar estas soluciones, aplicada al control y modelado de
sistemas multivariables.
Este objetivo principal conlleva a su vez diferentes objetivos parciales:
1. Definición del conjunto de interés (óptimas y casi-óptimas potencialmente
útiles).
2. Diseño del algoritmo que caracterice el conjunto de interés.
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3. Análisis pormenorizado, del conjunto encontrado, en la etapa de decisión.
En relación con el primer objetivo parcial, es necesario obtener un conjunto
acotado de soluciones. En muchos MOP existen un gran número de alternativas
casi-óptimas. Sin embargo, no todas aportan información nueva al diseñador.
Por ello, es necesario obtener solo el conjunto de alternativas casi-óptimas que
mayor información relevante aporte (potencialmente útiles), con el fin de no
obtener un conjunto con excesivas soluciones posibles. En [89] se dice literal-
mente:
“the motivation for the storage of approximate solutions is to obtain in addition
to the ‘optimal’ points also points which are close to these points in image space
but which differ significantly in parameter space.”
Es decir, la motivación de almacenar el conjunto de soluciones casi-óptimas
(aproximadas) es obtener además de las soluciones óptimas también las solu-
ciones que siendo similares en el espacio de objetivos, difieren significativamen-
te en el espacio de parámetros. Este razonamiento que nosotros compartimos,
nos hace creer que las soluciones casi-óptimas potencialmente útiles son las que
tienen características diferentes a las que son mejores que ellas, es decir, las
alternativas que son significativamente diferentes a las que le dominan.
Veamos un ejemplo concreto. Suponemos que tenemos dos controladores muy
similares en sus parámetros, esto es, vecinos. Estos controladores tendrán un
comportamiento similar. Si uno de ellos domina ligeramente al otro, el peor
de ellos, bajo nuestro criterio, no aporta información relevante al diseñador.
El diseñador siempre elegirá el controlador no dominado, ya que teniendo ca-
racterísticas similares es mejor en los objetivos de diseño. Ahora supongamos
que disponemos de dos controladores con parámetros significativamente dife-
rentes, esto es, no vecinos. Si uno de ellos domina ligeramente al otro, ambos
controladores son potencialmente útiles. Teniendo ambos un rendimiento si-
milar en los objetivos de diseño, sus diferentes características (debido a tener
parámetros significativamente diferentes) aportan nueva información relevante
al diseñador. Incluir en los objetivos de diseño, de forma independiente, to-
das las posibles características deseables de un controlador es muchas veces
inabordable. Por ello, es posible que el controlador ligeramente dominado, pre-
sente alguna mejora significativa, en cualquier características no incluida (o
agregada con otros subjetivos) en los objetivos de diseño. El diseñador debe-
rá analizar estas características para elegir el controlador más adecuado a sus
especificaciones.
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Con todo ello, bajo nuestro criterio, las alternativas potencialmente útiles son
las soluciones óptimas y casi-óptimas no dominadas en su vecindad. Obteniendo
solo estas alternativas, obtendremos la información más relevante sin aumentar
en exceso el número de ellas.
Una vez definido el conjunto de interés, el siguiente objetivo parcial es dise-
ñar un algoritmo capaz de encontrarlo. Los algoritmos existentes destinados
a la localización de alternativas casi-óptimas discretizan únicamente en ba-
se al espacio de objetivos. Con este enfoque, una solución casi-óptima puede
ser eliminada sin tener en cuenta su ubicación en el espacio de parámetros, y
por lo tanto, las alternativas casi-óptimas que tienen características distintas
podrían ser descuidadas. Del mismo modo, dichos algoritmos obtendrán un
gran número de soluciones casi-óptimas, que bajo nuestro enfoque, no aportan
información relevante al diseñador (casi-óptimas dominadas en su vecindad).
Por estas razones, los algoritmos existentes no son apropiados para la locali-
zación de nuestro conjunto de interés, siendo necesario el diseño de un nuevo
algoritmo. Este algoritmo deberá ser capaz de proporcionar el conjunto de
alternativas óptimas y casi-óptimas no dominadas en su vecindad.
En este sentido, los algoritmos evolutivos (EAs, pos sus siglas en inglés) son
herramientas de optimización global y búsqueda de soluciones, que pueden
tratar con éxito gran variedad de problemas. En ellos, se mantiene un conjunto
de alternativas que son mezcladas y compiten entre sí, de tal manera que
evolucionan permitiendo explorar el espacio de búsqueda de una mejor manera.
Por estas razones, los EAs multiobjetivo (MOEAs, por sus siglas en inglés) ya
han demostrado su potencial en los MOP, ya que encuentran un conjunto de
soluciones (frente de Pareto) en una sola ejecución. El algoritmo diseñado en
esta tesis se basa en el MOEA ev-MOGA [38]. El objetivo de ev-MOGA es
garantizar que el conjunto de soluciones generadas converja hacia el frente de
Pareto consiguiendo una caracterización bien distribuida del mismo. El nuevo
algoritmo diseñado se evaluará mediante una métrica que mide la convergencia-
diversidad del conjunto encontrado sobre dos benchmarks.
Una vez se ha comprobado el correcto funcionamiento del algoritmo diseñado,
se evaluará su utilidad sobre diferentes MOPs destinados a la identificación de
modelos y ajuste de controladores de sistemas multivariables. Como ejemplos
de control se utilizarán el diseño de un controlador multivariable, la columna de
destilación Wood & Berry y un sistema de refrigeración. Además, se realizará la
identificación del modelo y ajuste de controladores del proceso de refrigeración
de un sistema de generación de energía térmica y eléctrica basado en una pila
de hidrógeno con membrana de intercambio de protones (PEMFC). Una vez el
algoritmo ha obtenido el conjunto de controladores o modelos óptimos y casi-
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óptimas no dominados en su vecindad, el diseñador, en la etapa de decisión,
llevará a cabo un estudio pormenorizado antes de tomar la decisión final. Este
enfoque permite el análisis a posteriori de nuevas características no incluidas
en la fase de optimización, así como el estudio de nuevas alternativas casi-
óptimas con características significativamente diferentes a las óptimas. Con
esta nueva información el diseñador puede elegir con mayor criterio, obteniendo
información que hubiera sido obviada en un MOP tradicional.
1.4 Estructura de la tesis
La organización de la tesis se ha establecido de la siguiente forma:
Capítulo 2: Antecedentes. En este capítulo se presentan los conceptos
teóricos relativos a las técnicas de optimización multiobjetivo que servi-
rán para enmarcar los desarrollos planteados en la tesis. En primer lugar,
se definen los conceptos básicos de un MOP. Posteriormente, se definen
los conceptos necesarios para el estudio de las soluciones casi-óptimas, así
como los algoritmos diseñados en la literatura con el propósito de caracte-
rizarlas. Más adelante, se describen algunas herramientas de visualización.
Por último, se introducen algunas métricas/indicadores empleados en la
literatura para medir el desempeño de los MOEAs.
Capítulo 3: nevMOGA. En este capítulo se presenta un nuevo algoritmo
destinado a la obtención de las alternativas óptimas y casi-óptimas no
dominadas en su vecindad. Los algoritmos destinados a la localización de
alternativas casi-óptimas discretizan solo en función del espacio de ob-
jetivos. Esta metodología puede ser adecuada para algunas aplicaciones,
sin embargo, una solución casi-óptima puede ser eliminada sin tener en
cuenta su ubicación en el espacio de parámetros, y en consecuencia, las
soluciones casi-óptimas que tienen características distintas podrían ser
descartadas. Esto provocaría una pérdida de soluciones que consideramos
especialmente relevantes por la característica de ser diferentes. Por ello,
en este capítulo se presenta el nuevo algoritmo diseñado en esta tesis, que
tiene como objetivo encontrar las soluciones óptimas y casi-óptimas no
dominadas en su vecindad.
Capítulo 4: Particularidades del uso de nevMOGA en problemas de opti-
mización multiobjetivo. Las alternativas obtenidas por nevMOGA pueden
ser útiles para el diseñador en cualquier MOP, sin embargo, su utilidad
es todavía más relevante ante problemas donde: existen soluciones mul-
timodales, existen objetivos de diseño formados como la agregación de
9
Capítulo 1. Motivación y objetivo de la tesis
objetivos parciales, y se excluyen algunos objetivos del proceso de opti-
mización. Además, estas soluciones pueden aportar información relevante
que manifieste la existencia de sobreparametrización en el problema defi-
nido. En este capítulo se estudian todos estos casos mencionados.
Capítulo 5: Aplicación de nevMOGA a problemas en ingeniería de control.
En este capítulo la metodología multiobjetivo introducida previamente se
emplea para problemas de identificación y control multivariables. Estos
sistemas suelen tener un gran número de objetivos. Al agregar estos obje-
tivos se simplifica la etapa de optimización y la fase de decisión a cambio
de perder soluciones óptimas (que pasan a ser casi-óptimas). Gracias a la
utilización de nevMOGA es posible la agregación de estos objetivos sin
perder apenas alternativas relevantes para le diseñador.
Capítulo 6: Conclusiones. Este capítulo presenta las conclusiones más
importantes de la tesis, destacando los resultados obtenidos al aplicar la
metodología introducida en esta tesis sobre problemas en el ámbito de la
ingeniería de control de procesos. También se presentan las líneas futuras
de la tesis.
Apéndice A: En este apéndice se describe el modelo de un proceso de
refrigeración para un sistema µ-CHP (Combined Heat and Power). El
modelo ha sido desarrollado a partir un sistema µ-CHP real ubicado en
el laboratorio de nuestro equipo de investigación, el grupo de Control Pre-
dictivo y Optimización Heurística (CPOH), de la Universitat Politècnica
de València. Este modelo será empleado en el capítulo 5 como ejemplo de








En este capítulo se presentan los conceptos teóricos relativos con las técnicas
de optimización multiobjetivo que servirán para enmarcar los desarrollos plan-
teados en la tesis. En primer lugar, en la sección 2.2, se definen los conceptos
básicos de un MOP. En un MOP cabe destacar el proceso de optimización y
la etapa de decisión multicriterio. En el proceso de optimización, un algorit-
mo es necesario para caracterizar adecuadamente el conjunto de alternativas
óptimas. En este sentido, los algoritmos evolutivos (EAs [3] [1] [112]) y más
concretamente los algoritmos evolutivos multiobjetivo (MOEAs [16] [5] [13])
han demostrado ampliamente su utilidad en la resolución de MOPs. En la
sección 2.3 se describirán los MOEAs, se presentará una clasificación de estos
algoritmos (en base a su marco conceptual y sus mecanismos de selección, re-
producción y actualización) y se describirán sus características deseables. Por
otro lado, en la sección 2.4, se introducen los conceptos necesarios para el es-
tudio de las soluciones casi-óptimas, así como los algoritmos diseñados en la
literatura con el propósito de caracterizarlas. Respecto a la etapa de decisión
multicriterio, en la sección 2.5, se realiza una revisión de las herramientas de
visualización más extendidas en la resolución de MOPs. Por último, se intro-
ducen algunas métricas/indicadores empleadas para medir las prestaciones de
los MOEAs.
2.2 MOP
En esta sección se introducen formalmente los conceptos básicos de un MOP:
dominancia y conjunto/frente de Pareto. Un problema de optimización multi-





xi ≤ xi ≤ xi, i = [1, ..., k] (2.2)
1Un problema de maximización se puede convertir en una minimización. Para cada uno de los
objetivos que hay que maximizar, se puede aplicar: maxfi(x) = −min(−fi(x)).
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donde x = [x1, ..., xk] es definido como el vector de parámetros en el dominio
Q ⊂ <k y f : Q → <m es definido como el vector de funciones objetivos
f(x) = [f1(x), ..., fm(x)]. xi y xi son los limites inferior y superior de cada
componente de x.
Normalmente los objetivos de un MOP entran en conflicto, y por ello, no suele
existir una única solución óptima. De esta forma, soluciones que minimizan un
objetivo tendrán peor rendimiento en algún otro objetivo y viceversa.
Definición 2.1 (Dominancia [70]): Un vector solución x1 es dominado por
otro vector solución x2 si fi(x2) ≤ fi(x1) para todo i ∈ [1, ...,m] y fj(x2) <
fj(x
1) para al menos un j, j ∈ [1, ...,m]. Esto es denotado como x2  x1.
Definición 2.2 (Conjunto de Pareto): El conjunto de Pareto (denotado como
PQ) es el conjunto de soluciones en Q no dominadas por otra solución en Q:
PQ := {x ∈ Q| 6 ∃x′ ∈ Q : x′  x}
Definición 2.3 (Frente de Pareto): Dado el conjunto de Pareto PQ, el frente
de Pareto f(PQ) es definido como:
f(PQ) := {f(x)|x ∈ PQ}
Por lo tanto, se define un MOP como el problema de encontrar el conjunto de
soluciones óptimas que minimizan los objetivos de diseño. Estas soluciones han
sido definidas formalmente como el frente (f(PQ)) y conjunto (PQ) de Pareto
en su imagen en el espacio de objetivo y parámetros respectivamente.
Generalmente es suficiente con obtener un conjunto discreto P ∗Q ⊂ PQ, de ma-
nera que, P ∗Q caracterice adecuadamente a PQ. Esto se debe a que determinar
PQ es habitualmente inabordable, ya que puede tener infinitas soluciones. Cabe
destacar que el conjunto P ∗Q no es único.
En la figura 2.1 se observa un caso particular de un MOP con dos objetivos
f(x) = [f1(x) f2(x)] y dos variables de decisión x = [x1 x2]. En primer lugar,
se observa el frente y conjunto de Pareto en color negro. Se tienen 6 posibles
soluciones (x1 a x6) al MOP. Cada una de ellas tiene su representación en el
espacio objetivo (f(x1) a f(x6)). x1 obtiene el mejor rendimiento respecto al
objetivo f1. Sin embargo, esta solución obtiene el peor rendimiento respecto al


























































Figura 2.1: Ejemplo de un MOP con dos objetivos y dos variables de decisión. Concepto
de dominancia.
x1 en el objetivo f1 pero mejor en f2. Lo contrario ocurre respecto a x3. Por
lo tanto, x1, x2 y x3 forman parte de PQ. Por otro lado, x4 no forma parte
de PQ, pero si del conjunto discreto P ∗Q, ya que no se ha encontrado ninguna
solución que le domine en este caso particular. x5 y x6 son dos soluciones
dominadas (peores en ambos objetivos) por x2 y x3 respectivamente. Por ello,
estas dos alternativas no forman parte del frente de Pareto. Un posible conjunto
P ∗Q podría ser el obtenido en este caso particular, formado por x1, x2, x3 y
x4. Evidentemente no es la única posibilidad, ni seguramente la mejor, de
caracterizar PQ.
Una vez introducidos los conceptos básicos de dominancia y conjunto/frente
de Pareto, se definen las etapas de un MOP. Estas etapas son: la definición del
problema, el proceso de optimización y la etapa de decisión multicriterio.
1. En la primera etapa se define el problema: variables de decisión, objetivos
de diseño, restricciones y requerimientos del problema. En esta etapa se
deben concretar los parámetros (variables de decisión) y el rendimiento
particular de cada alternativa de diseño (objetivos). Esta definición no
es una tarea sencilla, ya que el diseñador debe adecuar la formulación al
punto de vista del optimizador. De la definición del problema depende el
conjunto óptimo encontrado, y en consecuencia, la elección final.
2. En la segunda etapa, el problema multiobjetivo debe abordarse como
un problema de optimización. En esta etapa debe elegirse el algoritmo
multiobjetivo a emplear, que será el encargado de caracterizar el frente
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de Pareto. En este sentido, los EAs y más concretamente los MOEAs son
una herramienta muy utilizada para esta tarea.
3. Finalmente, en la etapa de decisión multicriterio, el diseñador deberá
elegir la solución final. Esta tarea no es trivial. El diseñador debe analizar
el intercambio de prestaciones de las diferentes soluciones, con el fin de
elegir la solución más idónea a sus especificaciones. Por ello, en muchas
ocasiones, sobre todo cuando existen más de 2-3 objetivos, son necesarias
herramientas que faciliten la visualización y el análisis del conjunto de
alternativas encontradas.
Según como se combinen la resolución de estas etapas, los MOP pueden clasi-
ficarse en [85]: a priori, a posteriori o progresivos.
1. En un enfoque a priori, las etapas de optimización y toma de decisiones
se llevan a cabo al mismo tiempo, lo que da como resultado una solución
única, ya que las preferencias deseadas se definen de antemano. Por ello,
este enfoque no permite el análisis del conjunto de alternativas óptimas,
lo que proporciona al diseñador menor información. Al obtener una única
solución, el proceso debe volver a iniciarse si la solución encontrada no es
deseada.
2. En un enfoque a posteriori, la búsqueda no proporciona una solución
única, sino un conjunto de soluciones óptimas (frente de Pareto). Este
procedimiento requiere más tiempo, pero le proporciona al diseñador in-
formación sobre diferentes soluciones y permite tomar una decisión con
mayor criterio.
3. Por último, en el enfoque progresivo la búsqueda y toma de decisiones
se realiza de forma interactiva. El algoritmo de optimización involucra
al diseñador en el proceso de optimización ajustando sus preferencias
interactivamente. Esta podría ser una característica deseable para un al-
goritmo cuando el diseñador tiene conocimiento del intercambio entre los
objetivos de diseño. En este enfoque, las preferencias son utilizadas en el




En el proceso de optimización de un MOP es necesario el uso de un algoritmo
para caracterizar el conjunto de soluciones óptimas. En este sentido, una alter-
nativa muy interesante son los MOEAs. Se trata de técnicas de optimización
estocásticas basadas en la teoría evolutiva NeoDarwiniana [3]. Los MOEAs
utilizan una población de individuos que se hace evolucionar en un proceso
iterativo y generacional. Estos algoritmos realizan una búsqueda paralela que
abre la opción de encontrar un conjunto de alternativas en una sola ejecución.
Los algoritmos genéticos multiobjetivo (MOGA [62], por sus siglas en inglés)
son una de las técnicas más populares entre los MOEAs. Estos algoritmos fue-
ron creados para resolver multitud de problemas, lo que ha potenciado su uso
[83] [110] [111] [33].
Los MOEAs evolucionan constantemente. Su gran ventaja reside en que es una
técnica robusta y muy flexible. Pese a ello, no garantizan la localización del
frente de Pareto. Sin embargo, existen evidencias de que consiguen soluciones
aceptables en un tiempo razonable, comparado con otro tipo de algoritmos
[13]. Los MOGAs crean nuevos individuos mediante reglas de selección, ope-
radores de recombinación (cruce) y mutación. De esta forma, las soluciones se
reproducen en cada iteración, manteniendo las mejores de ellas, evolucionando
hacia una población que converja hacia el frente de Pareto.
Las características principales de los MOGAs son [37]:
1. Amplia aplicabilidad de problemas a resolver.
2. Simplicidad conceptual.
3. Pueden paralelizarse fácilmente (puede reducir significativamente el coste
computacional).
4. Poco sensibles a mínimos locales.
5. Pueden caracterizar frentes de Pareto discontinuos.
Un ejemplo de estructura básica de un MOEA se observa en el algoritmo 1.
Un MOEA consta de una Población P (t) inicializada con N individuos. Se
selecciona una población P ′(t) perteneciente a P (t− 1). P ′(t) es evolucionado
mediante la alteración de sus genes utilizando para ello operadores de cru-
ce y mutación. La operación de cruce realiza un intercambio de información
genética entre los individuos, mientras que la mutación introduce cambios en
algunos individuos. Una vez evaluado P ′(t) se analiza la agregación o no de sus
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Algoritmo 1 Algoritmo Evolutivo Multiobjetivo Simple
1: t := 0;
2: Inicializar Población P (t)
3: Evaluar Población P (t)
4: while t < tmax do
5: t := t+ 1
6: Seleccionar P ′(t) de P (t− 1)
7: Alterar P ′(t)
8: Evaluar Población P ′(t)
9: Determinar P (t) a partir de P (t− 1) y P ′(t)
10: end while
individuos en la población P (t). Este proceso es iterativo y finalizará cuando
se alcancen el número de generaciones definidas por el usuario.
Los MOEAs son muy utilizados en los problemas de optimización multiobjeti-
vo debido a sus características y a la posibilidad de obtener el frente de Pareto
en una sola ejecución. En los MOPs encontrar el frente de Pareto no es una
tarea trivial. Este proceso tiene un coste computacional elevado. Por ello, mu-
chos autores han desarrollado MOEAs destinados a multitud de aplicaciones,
para converger más eficientemente hacia un frente de Pareto adecuadamente
distribuido.
2.3.1 Marcos conceptuales de los MOEAs
La mayoría de MOEAs utilizan de forma iterativa: 1) un operador de selección
basado en la dominancia de Pareto y en la densidad de soluciones, 2) un opera-
dor de reproducción y 3) un proceso de actualización basado en la dominancia
de Pareto y en la densidad de soluciones. Los MOEAs más eficientes utilizan
el concepto de elitismo [22]. Los MOEAs elitistas utilizan la aproximación al
frente de Pareto, obtenida en cada iteración, activamente en el proceso de op-
timización. De esta forma se facilita la exploración, utilizando la información
ya obtenida. Los algoritmos elitistas garantizan que los individuos mejores (los
no dominados) no pueden ser eliminados de la población en favor de individuos
peores (dominados). Por lo tanto, los MOEAs elitistas consiguen: 1) converger
más eficientemente al frente de Pareto y 2) evitar la pérdida de soluciones no
dominadas por alternativas peores.
Algunos de los MOEAs elitistas más empleados son: NSGA-II [22], SPEA2
[119] o PESA-II [17]. NSGA-II, una versión mejorada de NSGA, hace com-
petir a las soluciones existentes con su descendencia (individuos generados a
partir de ellas). Este algoritmo tiene una baja complejidad y consigue una
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adecuada diversidad de soluciones sin necesidad de parámetros adicionales. El
algoritmo SPEA2 es una versión mejorada de SPEA. Este algoritmo utiliza dos
poblaciones: una población principal y una población o archivo donde se al-
macena las soluciones no dominadas. SPEA2 utiliza técnicas de clustering [72]
para actualizar el archivo que contiene las soluciones óptimas, con el objetivo
de mejorar la distribución de las soluciones obtenidas. El algoritmo PESA-II,
una versión mejorada de PESA, distribuye el frente de Pareto en hyperboxes.
PESA-II asigna a cada hyperbox un valor según su nivel de dominancia (en
lugar de a cada individuo). Este método obtiene una adecuada distribución del
frente de Pareto, reduciendo el coste computacional en la clasificación de las
soluciones.
Existen diferentes marcos conceptuales que los autores han definido para el
diseño y clasificación de los MOEAs [117]:
1. Basados en descomposición.
2. Basados en preferencias.
3. Basados en Indicadores.
4. Híbridos.
5. Meméticos.
6. Basados en coevolución.
MOEAs basados en descomposición
Este tipo de algoritmos son relativamente recientes. El MOP se descompone en
subproblemas con un único objetivo. Cada subproblema tiene una agregación
ponderada, lineal o no lineal, de los objetivos de diseño, y por tanto, tiene una
única solución. El algoritmo genera nuevas soluciones para cada subproblema
mediante operadores genéticos, y con ellas, se actualiza la solución al subpro-
blema. Los subproblemas utilizan información de los subproblemas vecinos,
es decir, de los subproblemas con vector de pesos similar. El algoritmo elitista
MOEA/D [115] es un ejemplo de este enfoque. MOEA/D ha sido empleado con
éxito para muchas aplicaciones [12] [68] [58] y diferentes autores han propuesto
algunas modificaciones [50] [116] [69] a este algoritmo.
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MOEAs basados en preferencias
Un MOP puede tener un número muy elevado (o incluso infinito) de solucio-
nes debido al conflicto entre objetivos. Sin embargo, en muchas ocasiones el
diseñador está interesado en una zona preferida. Los métodos de resolución de
los MOP que tienen en cuenta las preferencias del diseñador antes de la etapa
de decisión son: el enfoque a priori y el enfoque progresivo. En un enfoque a
priori las preferencias del diseñador son definidas antes del proceso de optimi-
zación. En un enfoque progresivo, algunos resultados intermedios se presentan
al diseñador para comprender mejor el problema. Posteriormente, el diseñador
proporciona información sobre sus preferencias para guiar la búsqueda hacia
la zona preferida. Uno de los primeros algoritmos que incluía las preferencias
del diseñador se presentó en [32]. En este algoritmo se define el rango de los
miembros de la población mediante la dominancia de Pareto y la información
de preferencia del diseñador. En [85] se propone un MOEA que integra las
preferencias a priori del diseñador. Las preferencias se expresan en niveles de
interés (deseable, tolerable, indeseable,...). Con ello, se define un problema con
un único objetivo de diseño sin necesidad de definir los pesos de la agregación.
MOEAs basados en indicadores
La calidad de un frente de Pareto discreto puede medirse mediante un indica-
dor, como la distancia generacional o el hipervolumen (ver sección 2.6). Estos
MOEAs utilizan un indicador para la selección de soluciones, y de esta for-
ma, guiar la búsqueda. Uno de los primeros MOEA que utiliza este enfoque es
el indicator-based evolutionary algorithm (IBEA [118]). Este algoritmo elitista
utiliza un indicador arbitrario para comparar pares de soluciones candidatas.
IBEA no requiere de otros mecanismos de preservación de la diversidad. Un
algoritmo evolutivo basado en el hipervolumen se presenta en [4] (HypE). El
cálculo del hipervolumen tiene un coste computacional que crece exponencial-
mente con el número de objetivos, y por ello, es inabordable con un gran nú-
mero de ellos. Este algoritmo reduce considerablemente el coste computacional
utilizando simulaciones de Monte Carlo para estimar el valor del hipervolumen





Para el diseño de MOEAs se emplean muchas técnicas diferentes. Cada una de
ellas tiene diferentes ventajas y está destinada a la resolución de un tipo de pro-
blemas. Por ello, parece razonable hibridar diferentes técnicas, con el objetivo
de combinar las ventajas de cada una de ellas, ampliando sus beneficios y posi-
bilidades de aplicación a un mayor número de problemas. La hibridación puede
producirse en los métodos de búsqueda y/o los métodos de actualización. La
hibridación en los métodos de búsqueda combina métodos de búsqueda global
y local [49]. También es posible combinar diferentes operadores de búsqueda. El
proceso de búsqueda puede dividirse en diferentes fases, utilizando diferentes
estrategias en cada una de ellas [109]. La hibridación en la actualización com-
bina diferentes estrategias de diferentes algoritmos y generalmente se combina
con la hibridación de los métodos de búsqueda [28].
Meméticos
Esta es una estrategia reciente, incorpora la búsqueda local y es capaz de
ofrecer mejor velocidad y precisión en las soluciones finales [44] [74]. En los al-
goritmos meméticos, la búsqueda global viene dada por la naturaleza evolutiva
del enfoque, mientras que la búsqueda local se utiliza para refinar soluciones
a problemas difíciles. Se han aplicado con éxito a muchos problemas [47] [43]
[113]. En [42] se propone uno de los primeros algoritmos con este enfoque. Este
algoritmo utiliza la búsqueda local una vez aplicados los operadores de varia-
ción clásicos. Esta búsqueda local se realiza mediante una suma ponderada
aleatoria de los objetivos, es decir, diferente en cada búsqueda de soluciones.
MOEA/D [115] puede considerarse uno de estos algoritmos, ya que separa el
problema en diferentes subproblemas de un único objetivo.
Basados en coevolución
La coevolución en un MOEA puede considerarse como la evolución de múl-
tiples subpoblaciones simultáneamente para resolver el MOP. De esta forma,
se define un sistema cooperativo y competitivo de ayuda, produciéndose des-
composiciones del problema y aprovechando correlaciones y dependencias. Los
algoritmos basados en coevolución evolucionan una o varias poblaciones auxi-
liares además del archivo (frente de Pareto discreto) al mismo tiempo. Con este
enfoque se puede conseguir una convergencia más rápida al frente de Pareto.
Un ejemplo de algoritmo basado en coevolución es ev-MOGA (ver algoritmo 2
[38]). Este algoritmo es un MOEA elitista. El objetivo de ev-MOGA es garan-
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tizar que el conjunto de soluciones generadas converja hacia el conjunto óptimo
de Pareto utilizando memoria limitada, y al mismo tiempo, consiguiendo una
buena distribución del conjunto objetivo a lo largo del frente de Pareto. Este
algoritmo consta de tres poblaciones: P (t), A(t) y G(t). P (t) es la población
principal y se encarga de explorar el espacio de búsqueda. A(t) es el archivo
donde se almacenan la aproximación al frente de Pareto. G(t) es la población
auxiliar que se utiliza para almacenar los nuevos individuos generados en ca-
da iteración. De esta forma, la población P (t) es inicializada aleatoriamente.
Una vez generada, se crea el archivo A(t) (aproximación al frente de Pareto).
Posteriormente, en cada iteración, se crea la población G(t) (reproduciendo
individuos de P (t)), se evalúa su incorporación al archivo A(t) y se actualiza
el archivo P (t) con los nuevos individuos de G(t).
Algoritmo 2 Algoritmo ev-MOGA
1: t := 0
2: A(t) := ∅
3: P (t) := inicializar(D) . aleatoriamente
4: evaluar(P (t))
5: A(t) := actualizar(P (t), A(t))
6: while t < t_max do
7: G(t) := crear(P (t), A(t))
8: evaluar(G(t))
9: A(t+ 1) := actualizar(G(t), A(t))
10: P (t+ 1) := actualizar(G(t), P (t))
11: t := t+ 1
12: end while
2.3.2 Selección y actualización de población
La selección de individuos a evolucionar y la actualización de la población
(o poblaciones) en los MOEAs es un proceso importante. En un problema
con un único objetivo este proceso puede ser sencillo. Sin embargo, en un
MOP este proceso puede volverse más complejo al disponer de un conjunto
de soluciones óptimas. Generalmente en los MOEA existen dos etapas para la
selección de individuos y la actualización de la población [117]. En la primera
etapa se clasifican las soluciones en base a su nivel de dominancia (domination
rank [97], domination count [32], domination strength [120], etc.). De esta
forma, las soluciones mejores (no dominadas) tendrán mayor probabilidad de
ser elegidas para su evolución y menor probabilidad de ser eliminadas en la
actualización. En la segunda etapa se discrimina entre soluciones del mismo
nivel de dominancia. Esta discriminación, generalmente, se realiza en base a la
densidad de los individuos, es decir, en como de poblado está su entorno en el
22
2.3 MOEAs
espacio de objetivos. Con el objetivo de medir la densidad existen diferentes
indicadores (niching and fitness sharing strategy [32], crowing distance [22],
fast sorting [75] ,...). Se prefieren soluciones menos densas, es decir, con pocos
individuos en su entorno próximo (espacio de objetivos), para contribuir a la
diversidad de las mismas.
2.3.3 Reproducción
Una vez elegidos los individuos a evolucionar, comienza el proceso de repro-
ducción de los mismos para generar nuevas soluciones. Los operadores de re-
producción convencionales para EA destinados a problemas de un solo objetivo
se pueden extrapolar a MOPs. Sin embargo, la optimización multiobjetivo di-
fiere del enfoque con un solo objetivo, y en consecuencia, es posible que estos
operadores no sean adecuados. Diferentes enfoques han sido propuestos para
la reproducción de individuos en MOEAs. Los algoritmos de evolución dife-
rencial (DE [99] [79]) utilizan una diferencia ponderada entre soluciones para
alterar la población y generar nuevos individuos. Este enfoque fue diseñado
para problemas de un único objetivo, pero debido a su simplicidad y eficiencia
ha sido utilizado para MOP. Los algoritmos basados en inmunidad [15] utilizan
la selección clonal para seleccionar individuos prometedores que son cruzados
y mutados para generar nuevos individuos. Particle swarm optimization (PSO
[27]) es una técnica inspirada en el comportamiento de las aves o los insectos.
Los algoritmos que emplean esta técnica, proponen una solución al problema y
la evolucionan interactuando con otros individuos. En este proceso, se utiliza
información de las soluciones próximas. El enfoque probabilístico basado en
modelos extrae información estadística global de la búsqueda anterior y cons-
truye un modelo de distribución de probabilidad de individuos prometedores.
Este enfoque no utiliza los operadores de cruce o mutación. Un ejemplo de este
enfoque es la Ant Colony Optimization (ACO [26]). La técnica de simulated
anneling (SA [84] [96]) es una técnica de optimización global que produce un
conjunto de ecuaciones que reproducen la dinámica de un proceso muestreado,
mejorando en algunos casos, a otras técnicas de reproducción modernas cuando
la evaluación de la función objetivo es limitada.
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2.3.4 Características deseables para un MOEA
Los MOEAS tienen algunas características que podrían ser demandadas por
el diseñador o por el MOP en cuestión. Las características deseables para un
MOEA están relacionadas con el conjunto de soluciones requeridas por el dise-
ñador y con la definición del problema [78]. Por un lado, obtener un conjunto
de alternativas que caracterice correctamente al frente de Pareto permite al
diseñador comparar las prestaciones de cada una de ellas y elegir la más idó-
nea con mayor criterio. Es por ello, que los MOEAs que obtienen un adecuado
conjunto de alternativas son muy deseables por el diseñador. Por otro lado,
existen un conjunto de características para los MOEAs relacionadas con la
definición del problema. Estas características serán importantes ante MOPs
con diferentes particularidades (con restricciones, multimodales, con muchos
objetivos, computacionalmente costosos,...).
Características relacionadas con el conjunto de soluciones requeridas
El conjunto de soluciones obtenido por un MOEA debe caracterizar al frente
de Pareto. La obtención de un conjunto óptimo adecuado es crucial para el
diseñador, ya que su decisión final depende en gran medida de ello. El conjunto
de alternativas obtenidas debe tener: convergencia, diversidad y pertinencia.
1. La convergencia es la capacidad del algoritmo para alcanzar el frente de
Pareto PQ (ver figura 2.2). Es decir, es el grado de proximidad en la dis-
tancia entre un conjunto discreto de soluciones obtenido P ∗Q y el frente de
Pareto verdadero PQ, en el espacio de objetivos. Las propiedades de con-
vergencia usualmente dependen de los parámetros evolutivos del MOEA
utilizado. La convergencia es una de las características más importantes
para el diseñador en un algoritmo de optimización. Sin embargo, esta ca-
racterística puede ser insuficiente sin diversidad en el conjunto obtenido.
2. La diversidad es la capacidad del algoritmo de obtener un conjunto de
soluciones bien distribuidas en el espacio objetivo. Un conjunto de solu-
ciones adecuadamente distribuidas permite al diseñador analizar el inter-
cambio entre prestaciones y rendimiento de las diferentes soluciones (ver
figura 2.3). Sin embargo, una buena diversidad en P ∗Q no debe confundirse
con la pertinencia del conjunto.
3. La pertinencia es la capacidad de obtener un conjunto de soluciones in-
teresantes desde el punto de vista del diseñador (ver figura 2.4). Diferentes







































Figura 2.4: Pertinencia sobre el frente de Pareto.
embargo, un gran conjunto de soluciones puede no ser de interés para el
diseñador [18]. Por lo tanto, para lograr una mayor pertinencia, son desea-
bles algunos mecanismos para incorporar estas preferencias del diseñador
[61] [77].
Características relacionadas con la definición del problema
Cualquier MOP puede tener algunas particularidades: restricciones, muchos
objetivos, dinámicas, multimodales, robustos, computacionalmente costosos y
con muchas variables de decisión. Ante un MOP con cualquiera de estas ca-
racterísticas es necesario que el MOEA utilizado se adapte bien a este tipo de
situaciones.
1. Una gran cantidad de problemas de optimización consideran restricciones.
Por ello, estos mecanismos son siempre un tema interesante, desarrollado
con diferentes técnicas para la optimización [31] [14].
2. Los algoritmos con buenos mecanismos para la diversidad de soluciones
podrían no ser muy eficientes con un gran número de objetivos. Esto se
debe a que si las soluciones son resistentes a la dominancia (con un gran




3. En algunas ocasiones, un enfoque estático no es suficiente y el diseñador
desea una optimización dinámica [30] [19] cuando la función de coste varía
con el tiempo. En este caso, el desafío es seleccionar la solución óptima
deseada en cada instante de tiempo.
4. Las soluciones multimodales pueden existir en un MOP. Dos soluciones
son multimodales cuando tienen los mismos valores en los objetivos de
diseño. Cuando esto ocurre, es deseable que el diseñador obtenga ambas
soluciones. Con esta información se podrá seleccionar la más adecuada en
cada caso [56].
5. En un MOP, en ocasiones, es también importante el análisis de sensibili-
dad de las soluciones obtenidas [8]. Dicho con otras palabras, la posible
degradación ante la presencia de incertidumbres. Diferentes técnicas se
han propuesto con este objetivo.
6. La capacidad de un MOEA para tratar con MOP con un gran número de
variables de decisión también es una características deseable. Un MOEA
puede tener un buen funcionamiento con un número limitado de variables
de decisión y que su coste computacional aumente considerablemente con
un número elevado de parámetros. Por ello es importante que un MOEA
tenga un coste computacional razonable en este tipo de problemas [54].
2.4 Soluciones casi-óptimas
Extender el conjunto de alternativas obtenidas a aquellas casi-óptimas (tam-
bién llamadas epsilon-eficientes o aproximadas) aumenta significativamente el
número de opciones para el diseñador [89]. El conocimiento de estas alterna-
tivas puede proporcionar nuevas soluciones significativamente diferentes a las
óptimas, lo que es una información valiosa para el diseñador. Además, también
pueden proporcionar una medida de robustez [92]. Diferentes autores hablan
de la utilidad de considerar estas alternativas en los MOPs [53] [107]. Varios
de ellos utilizan estas alternativas como medio para llegar de una forma más
eficiente al frente de Pareto [120] [119], pero pocos son los que proporcionan
estas alternativas como posibles soluciones para el diseñador [88] [89] [104].
Para poder estudiar estas soluciones es necesario introducir el concepto de −-
dominancia, y el conjunto de alternativas óptimas y casi-óptimas (PQ,) en su
imagen en el espacio de parámetros y objetivos. Una solución −-dominada




Definición 2.4 (−-dominancia [88]): Definido  = [1, ..., m] como la má-
xima degradación de rendimiento aceptable. Un vector solución x1 es −-
dominado por otro vector solución x2 si fi(x2) + i ≤ fi(x1) para todo i ∈
[1, ...,m] y fj(x2) + j < fj(x1) para al menos un j, j ∈ [1, ...,m]. Esto es
denotado como x2 − x1.
Definición 2.5 (Conjunto PQ, [89]): PQ, es el conjunto de soluciones en Q
que son no −-dominadas por cualquier otro individuo en Q:
PQ, := {x ∈ Q| 6 ∃x′ ∈ Q : x′ − x}
Definición 2.6 (f(PQ,)): Dado un conjunto de soluciones óptimas y casi-
óptimas PQ,, se define f(PQ,) como su representación en el espacio objetivo:
f(PQ,) := {f(x)|x ∈ PQ,}
Toda solución no −-dominada formará parte del conjunto de alternativas óp-
timas y casi-óptimas (PQ,) (ver definición 2.5). De nuevo, habitualmente es
suficiente determinar un conjunto discreto P ∗Q, ⊂ PQ,, de manera que, P ∗Q,
caracterice adecuadamente a PQ,. Esto se debe a que determinar PQ, es ha-
bitualmente inabordable al tener un conjunto excesivo de soluciones. Cabe
destacar que el conjunto P ∗Q, no es único.
En la figura 2.5 se observa un caso particular de un MOP con dos objetivos
f(x) = [f1(x) f2(x)], dos variables de decisión x = [x1 x2] y una máxima
degradación de rendimiento aceptable . En primer lugar, se observa el frente
y conjunto de Pareto en color negro. Se tienen siete posibles soluciones (x1 a
x7) al MOP. Cada una de ellas tiene su representación en el espacio objetivo
(f(x1) a f(x7)). x1, x2 y x3 forman parte del frente de Pareto (PQ). x4, x5 y
x6 son alternativas dominadas, pero no −-dominadas, y en consecuencia, son
soluciones casi-óptimas (PQ,). En cambio, x7 es una solución −-dominada
por x3, y por ello, no forma parte de PQ,. En este ejemplo concreto se tiene
un conjunto P ∗Q, formado por las soluciones x1 a x6. Como se ha mencionado
anteriormente, encontrar soluciones significativamente diferentes aporta al di-
señador nueva información para tomar la decisión final con mayor criterio. Por
este motivo, en este ejemplo, cabe destacar la importancia de obtener solucio-
nes del vecindario2 (además, lógicamente, de soluciones del vecindario1), ya
que aportan soluciones potencialmente útiles para el diseñador.
Uno de los primeros algoritmos multiobjetivo destinado a encontrar las solu-





























































Figura 2.5: Ejemplo de un MOP con dos objetivos y dos variables de decisión. Obtención
del Conjunto PQ,.
basa en el MOEA NSGA-II. Su objetivo es encontrar diversidad de alternativas
en la zona de soluciones óptimas y casi-óptimas. Inicialmente se crea el archi-
vo Al aleatoriamente (archivo que contiene el conjunto P ∗Q,). Posteriormente,
mediante la función Select() se selecciona un conjunto aleatorio de individuos
(de tamaño np) del archivo Al y se almacenan en C. De este conjunto se elegirá
el individuo a evolucionar. De esta forma, se fomenta la diversidad de solucio-
nes dentro de toda la zona de soluciones casi-óptimas (no solo del frente de
Pareto). Los siguientes tres operadores son idénticos al algoritmo NSGA-II. La
función DominationSort() asigna a C un ranking según el nivel de dominancia
y la distancia de hacinamiento en el espacio de objetivos (densidad de cada
alternativa). Este ranking es almacenado en C′. TournamentSelection() reali-
za la selección, escogiendo la mejor solución de C′ (P). GeneticOperator() se
encarga de evolucionar la alternativa P generando O. Esta evolución se realiza
mediante los métodos de cruce y mutación. Finalmente se actualiza el archivo
Al por medio de los descendiente calculados O.
Algoritmo 3 Iteración de PQ,-NSGA-II
1: C := Select(Al, np/2)
2: C′ := DominationSort(C)
3: P := TournamentSelection(C′)
4: O := GeneticOperator(P)
5: Al+1 := ArchiveUpdatePQ,(Al,O,∆)
Sin embargo, este algoritmo no consigue su objetivo: diversidad en el conjunto
P ∗Q,. La probabilidad de elegir cualquier solución del archivo Al en C es la mis-
ma. Sin embargo, al clasificar el conjunto C según su nivel de dominancia (C′)
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y elegir el mejor individuo (P) para calcular su descendencia (O), se incorpora
la preferencia de evolucionar soluciones de PQ (o lo más cercanas a él). Esto
impide que las soluciones casi-óptimas tengan la misma probabilidad de tener
descendencia que las alternativas del frente de Pareto. Por ello, este algoritmo
no consigue una buena diversidad de soluciones en los vecindarios con solu-
ciones casi-óptimas. Por lo tanto, el conjunto P ∗Q, obtenido está sesgado por
P ∗Q.
Para resolver este inconveniente se diseñó un nuevo algoritmo PQ,-MOEA [92]
(ver algoritmo 4). Su objetivo es encontrar el conjunto de alternativas óptimas
y casi-óptimas, evitando el sesgo del frente de Pareto. La estrategia de este
algoritmo es muy parecida al −MOEA, basado en archivos de estado esta-
cionario. Se alimenta al archivo inicial con elementos al azar. Posteriormente,
se seleccionan al azar dos soluciones de P ∗Q,. Estas dos soluciones evolucio-
nan calculando sus descendientes. Finalmente, se actualiza el archivo Al, que
contiene el conjunto P ∗Q,, con los descendientes calculados. De esta forma, se
evita el sesgo de PQ. Todas las soluciones del conjunto P ∗Q, tienen la misma
probabilidad de ser elegidas y con ello se consigue converger hacia PQ, de un
modo más eficiente y distribuido.
Algoritmo 4 Iteración de PQ,-MOEA
1: P0 ∈ Q aleatoriamente
2: A0 := ArchiveUpdatePQ,(P0, 0)
3: for l=0,1,2,... do
4: Se eligen p1, p2 ∈ Al aleatoriamente
5: Alterar p1, p2 para generar o1,o2
6: Al+1 := ArchieveUpdatePQ,(o1, o2, Al)
7: end for
2.5 Toma de decisiones multicriterio
En la resolución de MOPs se obtiene un frente de Pareto, es decir, un con-
junto de soluciones óptimas, donde el diseñador debe elegir la más adecuada
a sus preferencias. Con este propósito, generalmente, el diseñador utiliza una
herramienta gráfica que permita comparar las prestaciones de cada una de las
alternativas encontradas [9]. Las herramientas de visualización tradicionales se
vuelven inapropiadas cuando se tiene problemas de más de 2-3 dimensiones.
En este contexto, las herramientas de visualización multidimensionales toman
un papel clave para ayudar al diseñador a la decisión final.
Las herramientas de visualización multidimensional más comunes son [101]:
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Scatter diagrams [11]: Esta técnica se basa en una serie de diagramas
de dispersión situados en forma de una matriz cuadrada, donde cada
dimensión define una fila y columna de la matriz. La complejidad de esta
representación aumenta significativamente con el número de dimensiones.
Parallel coordinates [41]: Esta técnica realiza la representación en un grá-
fico bidimensional. Cada dimensión se traduce en una coordenada del eje
de abscisas. Esta visualización es compacta, pero su claridad de represen-
tación se pierde con grandes conjuntos de alternativas.
Level diagrams [9] [10]: Esta técnica se basa en diagramas de nivel, don-
de cada objetivo y parámetro de diseño se representa en un diagrama
separado. Esta representación se basa en dos ideas: 1) clasificación de
los individuos según su proximidad a los puntos ideales medidos con una
norma especifica (norma 1, norma 2 o norma infinito) con los objetivos
normalizados; 2) sincronización de objetivos y parámetros de diseño. De
esta forma, en cada diagrama de nivel se representan el valor objetivo o
parámetro en cuestión en el eje de abscisas y su valor de norma empleada
en el eje de ordenadas. Además, gracias a la sincronización, seleccionando
una o varias alternativas en cualquier diagrama, se selecciona automáti-
camente su representación en el resto de ellos. Para poder establecer las
preferencias del diseñador y ayudar a la toma de decisiones, los diagramas
de nivel pueden ser en color.
2.6 Métricas
En esta sección se presentan una serie de métricas empleadas para validar y
cuantificar las prestaciones de un MOEA. Los conjuntos P ∗Q y P ∗Q, no son úni-
cos, y por ello, es importante cuantificar sus prestaciones. Los MOEAs tienen
una componente aleatoria y por este motivo será necesario añadir una medida
estadística, intentando evitar en gran medida este fenómeno. En la actualidad,
las métricas empleadas [45] [82] para validar los MOEAs van dirigidas a medir:
convergencia, diversidad y convergencia-diversidad.
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2.6.1 Métricas de convergencia
Las métricas de convergencia miden el grado de proximidad en la distancia
entre un conjunto de soluciones (frente de Pareto obtenido f(P ∗Q)) y el frente
de Pareto verdadero f(PQ). Diferentes métricas para medir la convergencia
han sido estudiadas por autores en la literatura [122] [45] [82]. Una de las más
utilizadas es la distancia generacional (GD [102] [103]). Para el empleo de esta
métrica es fundamental conocer una buena aproximación a PQ. Teniendo una
buena aproximación de PQ y un P ∗Q con nPQ y nP∗Q individuos respectivamente,
y m objetivos de diseño, se calcula la GD como:

















y p es un parámetro entero.
La GD promedia la distancia mínima, sobre el espacio de objetivos, entre
cada solución de P ∗Q y el conjunto PQ. El objetivo es que este valor sea lo
más pequeño posible, siendo GD = 0 cuando P ∗Q,n ⊆ PQ,n. Pese a que es-
ta métrica está aceptada por muchos autores, algunos no la consideran. Una
posible explicación a este hecho es su estrategia de promedio. Veamos un
ejemplo. Supongamos que tenemos un conjunto de Pareto PQ y un conjun-
to discreto P ∗1Q que dispone de un único individuo con distancia euclídea
mínima 5 a PQ en el espacio de objetivos (d(xj) = 5). Así, con p = 2,
GD(f(P ∗1Q), f(PQ)) =
√
52/1 = 5. Ahora, disponemos de otra población obte-
nida P ∗2Q con 5 individuos idénticos al de P ∗1Q (con d(xj) = 5). En este caso,
con p = 2, se tiene GD(f(P ∗2Q), f(PQ)) =
√
52 + 52 + 52 + 52 + 52/5 = 2.236.
Según este indicador, P ∗2Q mejora en convergencia a P ∗1Q. Sin embargo, apa-
rentemente P ∗2Q no tiene mejor convergencia que P ∗1Q. De hecho, GD tiende a
0 con una muestra de infinitos individuos en el conjunto P ∗Q. Para evitar esta








1/p , xj ∈ P ∗Q (2.5)
GDp consigue corregir este efecto indeseado y por ello parece una métrica más
justa. Suponiendo el ejemplo descrito anteriormente, se tiene que GDp(f(P ∗1Q),
f(PQ)) = GDp(f(P
∗
2Q), f(PQ)), lo cual parece un resultado más razonable.
2.6.2 Métrica diversidad
Las métricas de diversidad miden la distribución de las soluciones en el espacio
de objetivos. Diferentes métricas con este objetivo han sido estudiadas por
autores en la literatura [82]. Una de ellas es la métrica de diversidad (∆′ [22]).
Para el empleo de esta métrica no es necesario conocer una buena aproximación
al frente de Pareto verdadero. Teniendo un conjunto de soluciones a analizar
P ∗Q con nP∗Q individuos, se calcula la métrica ∆
′ de la siguiente forma:
∆′(f(P ∗Q)) =
∑n∗PQ−1
i=1 di − d
(n∗PQ − 1)
(2.6)
donde di es la distancia euclídea entre soluciones consecutivas de P ∗Q y d es
el promedio de di. Si todos los pares de soluciones consecutivas comparten la
misma distancia (di = d), ∆′(f(P ∗Q)) = 0, y P ∗Q tiene una distribución perfecta
en el espacio de objetivos. Para encontrar soluciones consecutivas, el requisito
previo de esta métrica es ordenar las soluciones de P ∗Q según su valor en el
espacio de objetivos. Esta métrica tiene como ventaja fundamental que no es
necesario conocer una buena aproximación del conjunto PQ.
∆′ está diseñado para su utilización en el espacio de objetivos. Sin embargo,
también es útil conocer la diversidad en el espacio de parámetros. El frente
de Pareto puede tener soluciones en diferentes vecindarios (en el espacio de
parámetros) y es importante que el conjunto obtenido logre detectarlos. Este
problema es todavía mayor al considerar soluciones casi-óptimas ya que las
posibilidades de encontrar nuevos vecindarios aumenta. Una métrica que mida
la diversidad en el espacio de parámetros puede darnos una medida de cuantos
individuos significativamente diferentes, pertenecientes a PQ,, han sido encon-




Cada vez está más extendido el uso de métricas que miden la convergencia y
diversidad simultáneamente. Estas métricas permiten medir en un solo indi-
cador las dos características del conjunto obtenido más importantes para el
diseñador. Una de las métricas más empleadas con este propósito es el hiper-
volumen (HV [121] [120]). Esta métrica proporciona una medida del volumen
que está dominado por el conjunto de soluciones obtenidas (P ∗Q) [4] [106]. El
HV es, por lo tanto, el área comprendida entre un conjunto de referencia (R)
y P ∗Q (aproximación al frente de Pareto). Cuanto más cercano sea P ∗Q al fren-
te de Pareto verdadero mayor será el tamaño del área dominada por P ∗Q, y
por lo tanto, mayor será el valor del HV. Del mismo modo, valores altos de
HV indican que el conjunto P ∗Q está más uniformemente distribuido (mayor
área dominada) en el espacio de objetivos. De esta forma, HV proporciona una
medida de convergencia y diversidad simultáneamente.





donde vi es el hipercubo construido entre el conjunto de referencia y cada
solución del conjunto obtenido.
Sin embargo, HV tiene tres inconvenientes. En primer lugar, HV puede ser
engañoso si el conjunto aproximado no es convexo. En segundo lugar, el cos-
te computacional para el cálculo de esta métrica es elevado. Este coste crece
exponencialmente con el número de objetivos, por lo tanto, se vuelve inabor-
dable con un gran número de ellos. En tercer lugar, el HV solo es aplicable
en el espacio de objetivos, no siendo posible medir la diversidad en el espa-
cio de parámetros (importante para el diseñador como se detalla en la sección
anterior).
Otra de las métricas más empleadas para medir la convergencia y diversidad
de un conjunto encontrado es una variante de la GD, la distancia generacional
invertida (IGD [122] [50]):



















y p es un parámetro entero.
Esta métrica generalmente se utiliza en el espacio de objetivos, siendo ade-
más posible su utilización en el espacio de parámetros. Un valor bajo de IGD
indica una buena convergencia-diversidad del conjunto obtenido. Sin embar-
go, esta métrica presenta la misma problemática que GD, antes mencionada.
Supongamos que tenemos un conjunto obtenido P ∗Q y dos conjuntos objetivos
P1Q y P2Q, el primero de ellos con una discretización más fina en el espacio de
objetivos. Así, con p = 2, IGD(f(P ∗Q), f(P1Q)) < IGD(f(P ∗Q), f(P2Q)) pese a
que el conjunto P ∗Q es idéntico. De hecho, IGD tiende a 0 con una muestra
de infinitos individuos en el conjunto PQ. Para evitar este efecto indeseado se







, xj ∈ PQ (2.10)
Suponiendo el ejemplo anterior, IGD(f(P ∗Q), f(P1Q)) = IGD(f(P ∗Q), f(P2Q)),
y en consecuencia, parece una métrica más justa.
Otra métrica utilizada en la literatura para medir la convergencia y diversidad
de un conjunto obtenido es la distancia Hausdorff (dH [89] [92]). dH es una
medida de la distancia a la que se encuentran dos subconjuntos. Por lo tanto,
disponiendo de una buena aproximación a PQ, la dH se puede emplear para
medir la calidad de un conjunto discreto obtenido P ∗Q en el espacio de objetivos
y parámetros. La dH se mide como:
dH(P
∗
Q, PQ) = max(dist(P
∗
Q, PQ), dist(PQ, P
∗
Q)) (2.11)




siendo la distancia dist(ai, B) entre un individuo y un conjunto:
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dist(ai, B) = infbi∈Bd∞(ai, bi) (2.13)
siendo la distancia d∞(ai, bi) entre dos individuos:
d∞(ai, bi) = maxi=1,...,m|ai − bi| (2.14)
Si el valor de dH es 0, significa que P ∗Q = PQ, ya que dist(P ∗Q, PQ) = 0 y
dist(PQ, P
∗
Q) = 0 (P ∗Q ⊆ PQ y PQ ⊆ P ∗Q). Por ello, se deduce que los valores
pequeños de dH indican buenas aproximaciones de P ∗Q. En caso de que el valor
de dH no sea pequeño, se requiere un análisis más profundo. La dist(P ∗Q, PQ)
mide la convergencia hacia PQ, mientras que dist(PQ, P ∗Q) mide la diversidad
de P ∗Q a lo largo de PQ. Sin embargo la dH tiene dos inconvenientes: 1) la con-
sideración de los outliers (valores atípicos que pueden dar una falsa impresión
sobre la calidad de la aproximación); 2) solo tiene en cuenta la mayor distancia
entre conjuntos, lo que puede ser un valor engañoso al no considerar el resto
del conjunto. Supongamos que medimos dH sobre el espacio de parámetros de
un MOP. Se tiene un conjunto de Pareto (PQ) que se compone de 3 individuos
equidistantes x1, x2 y x3. Ahora se obtienen dos conjuntos a analizar P ∗1Q y
P ∗2Q. P ∗1Q tiene dos individuos x1 y x2. P ∗2Q tiene un único individuo x2. En
este caso, dH(P ∗1Q, PQ) = dH(P ∗2Q, PQ) pese a que, lógicamente, P ∗1Q es una
aproximación mejor a PQ.
Para evitar esta problemática, surge un nuevo indicador utilizado en la litera-
tura, la distancia media de Hausdorff ∆p(P ∗Q, PQ) [90]:
∆p(P
∗





∆p obtiene las ventajas de las métricas GDp e IGDp. Además, esta métrica no
se distorsiona ante valores atípicos (comunes en los MOEAs) debido al prome-
dio de las distancias entre los conjuntos comparados. Suponiendo el ejemplo
anterior ∆p(f(P ∗1Q), f(PQ)) < ∆p(f(P ∗2Q), f(PQ)) lo que indica, como es lógico,
una mejor aproximación del conjunto P ∗1Q. Esta métrica será empleada para
la evaluación del algoritmo diseñado (nevMOGA) en este trabajo, utilizando








En el capítulo anterior se han introducido los conceptos básicos relacionados
con la optimización multiobjetivo clásica y la obtención del conjunto de solucio-
nes casi-óptimas. Además, también se han presentado los algoritmos evolutivos
existentes destinados a la localización de alternativas casi-óptimas. Estos algo-
ritmos discretizan solo en función del espacio de objetivos. Esta metodología
puede ser adecuada para algunas aplicaciones, sin embargo, una solución casi-
óptima puede ser eliminada sin tener en cuenta su ubicación en el espacio de
parámetros, y en consecuencia, las soluciones casi-óptimas que tienen carac-
terísticas distintas podrían ser descartadas. Esto provocaría una pérdida de
soluciones que consideramos especialmente relevantes por la característica de
ser diferentes.
Por este motivo, en este capítulo se presenta un nuevo algoritmo: nevMOGA.
nevMOGA surge de la necesidad de garantizar que las alternativas casi-óptimas
que son significativamente diferentes (no vecinas) a las que le dominan no son
descartadas. Este algoritmo considera el conjunto de alternativas óptimas y
casi-óptimas, discretizando el espacio de parámetros y objetivos simultánea-
mente.
Este capítulo se organiza de la siguiente manera: En primer lugar, en la sección
3.2, se presenta el nuevo conjunto de interés que pretende contener las solu-
ciones casi-óptimas no dominadas en su vecindad (soluciones potencialmente
útiles). Para obtener un número manejable de soluciones, nevMOGA debe dis-
cretizar el conjunto definido. Esta discretización se introduce en la sección 3.3.
En tercer lugar, en la sección 3.4, se describe el algoritmo nevMOGA, capaz de
obtener el conjunto de interés definido anteriormente. Por último, en la sección
3.5, se evalúa nevMOGA sobre dos benchmarks. En esta evaluación, nevMOGA
se compara con otros dos algoritmos: búsqueda aleatoria y búsqueda exhaus-
tiva. Esta comparación se realiza utilizando la distancia media de Hausdorff
∆p (ver sección 2.6.3), un indicador que mide la convergencia y diversidad de
los conjuntos obtenidos. Cada algoritmo comparado se evaluará 50 veces para
obtener una validación estadística, evitando en la medida de lo posible el efecto
aleatorio de los algoritmos en cuestión.
nevMOGA se ha diseñado para caracterizar las soluciones casi-óptimas no do-
minadas en su vecindad, a diferencia de otros algoritmos evolutivos existentes
(ver sección 2.4) que solo caracterizan soluciones óptimas y casi-óptimas. Por
este motivo, no es posible realizar una comparación coherente entre ellos.
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3.2 Nuevo conjunto de interés
Diferentes autores detallan la importancia de considerar el conjunto de alterna-
tivas casi-óptimas. Sin embargo, obtenerlas todas conlleva un número excesivo
de soluciones, lo que provoca dos inconvenientes: ralentiza el proceso de op-
timización y complica en exceso la etapa de decisión. Además, es importante
no descuidar las alternativas que siendo similares en el espacio de objetivos
tengan parámetros significativamente diferentes. Para conseguir este propósi-
to, es necesario discretizar el conjunto de interés teniendo en cuenta también
el espacio de parámetros. Por lo tanto, el nuevo conjunto de interés debe: (1)
obtener un número manejable de soluciones (de modo que se puedan evitar
los dos problemas mencionados anteriormente); (2) no descuidar la diversidad
existente en las características de las soluciones casi-óptimas. Las soluciones
que, bajo nuestro criterio, cumplen estas características, son las alternativas
que son significativamente diferentes a las que le dominan, es decir, las alterna-
tivas no dominadas en su vecindad (zona de parámetros). Estas alternativas,
que llamaremos potencialmente útiles, aportan la información más relevante al
diseñador sin aumentar en exceso el número de ellas. Para definir el conjunto de
interés es necesario introducir los conceptos de vecindad, n−dominancia, y el
conjunto de interés PQ,n en su imagen en el espacio de parámetros y objetivos.
Definición 3.1 (vecindad): Definido n = [n1, ..., nk] como la máxima distan-
cia entre soluciones vecinas. Dos vectores solución x1 y x2 son soluciones
vecinas si |x1i −x2i | < ni para todo i ∈ [1, ..., k], siendo k el número de variables
de decisión. Esto se denota como x1 =n x2.
Definición 3.2 (n−dominancia): Un vector solución x1 es n−dominado por
otro vector solución x2 si, siendo ellas soluciones vecinas (definición 3.1),
x2  x1. Esto se denota como x2 n x1.
Definición 3.3 (Conjunto PQ,n): PQ,n es el conjunto de soluciones pertene-
cientes a PQ, que son no n−dominadas por otra solución de PQ,:
PQ,n := {x ∈ PQ,| 6 ∃x′ ∈ PQ, : x′ n x}
Definición 3.4 (Conjunto f(PQ,n)): Dado un conjunto de soluciones óptimas
y casi-óptimas no dominadas en su vecindad PQ,n, f(PQ,n) es definido como:
f(PQ,n) := {f(x)|x ∈ PQ,n}
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Del mismo modo que con los conjuntos PQ y PQ,, habitualmente es suficiente
con determinar un conjunto discreto P ∗Q,n ⊂ PQ,n. P ∗Q,n no es un conjunto único
y deberá caracterizar adecuadamente a PQ,n.
En la figura 3.1 se observa un caso particular de un MOP con dos objetivos de
diseño f(x) = [f1(x) f2(x)], dos variables de decisión x = [x1 x2], una máxi-
ma degradación de rendimiento aceptable  y una vecindad dada n = [n1 n2].
Se tienen 7 posibles soluciones al MOP (x1 a x7). En primer lugar, x1, x2
y x3 forman parte del conjunto PQ, y por lo tanto, son soluciones óptimas.
En segundo lugar, x4 es una solución casi-óptima dominada por x1 pero no
n−dominada. x1 y x4 son alternativas con parámetros significativamente dife-
rentes y con un rendimiento similar, y por lo tanto, ambas soluciones aportan
nueva información relevante al diseñador, pese a que una de ellas este domi-
nada. Es posible que x4 presente alguna mejora significativa respecto a x1
en cualquier características no incluida (o agregada) en los objetivos de dise-
ño. El diseñador deberá analizar estas características para elegir la alternativa
más adecuada a sus especificaciones. Por ello, creemos que x4 es una alter-
nativa potencialmente útil. Lo mismo ocurre con x6. En tercer lugar, x5 es
una alternativa dominada por una solución vecina (x2), y por ello, es una
solución prescindible bajo nuestro enfoque. El diseñador siempre elegirá x2,
ya que teniendo ambas características similares (debido a que sus parámetros
son también similares), es mejor en los objetivos de diseño. Por último, x7
es una solución −dominada por x3, y en consecuencia, no es una alternativa
casi-óptima. Con todo ello, el conjunto PQ,n es el formado por los conjuntos
PQ y P
′
Q. El conjunto discreto P ∗Q,n obtenido, en este ejemplo concreto, es el
formado por las alternativas x1, x2, x3, x4 y x6. Lógicamente no es la única
posibilidad, ni probablemente la mejor, de caracterizar PQ,n.
El conjunto PQ,n depende directamente de la máxima degradación de rendi-
miento aceptable  y del tamaño de la vecindad n. Dado que en la mayoría de
los problemas, los objetivos tienen un sentido físico, es posible decidir a priori
cuánto rendimiento estamos dispuestos a perder, y en consecuencia, definir .
De manera similar, cuando las variables de decisión tienen un sentido físico,
la elección del parámetro n puede ser trivial. Configurando n, el diseñador
establece en qué medida dos soluciones se consideran similares. Si las varia-
bles de decisión no tienen un sentido físico, es posible que la elección de n sea
compleja. En este caso, es posible seguir un procedimiento simple (ver figura
3.2) que nos ayudará en esta elección. En primer lugar, se elige una solución
de referencia xR. En segundo lugar, se define, en el espacio de objetivos, un
rectángulo con centro en f(xR) y ancho y alto dos veces cada componente del
vector . Por ejemplo, en este caso (ver figura 3.2) tenemos un rectángulo de
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Figura 3.1: Ejemplo de un MOP con dos objetivos y dos variables de decisión. Conjunto
de soluciones óptimas y casi-óptimas no dominadas en su vecindad PQ,n formado por los
conjuntos PQ y P
′
Q. El vector  = [1 2] esta formado por 1 y 2 (degradación aceptable
para f1 y f2 respectivamente).
ancho dos veces 1 (máxima degradación de rendimiento aceptable sobre f1)
y alto dos veces 2 (máxima degradación de rendimiento aceptable sobre f2).
Posteriormente, se aumenta y disminuye cada componente del vector solución
xR de forma independiente. El proceso, en cada dirección (aumento o dismi-
nución de cada componente de xR), finaliza cuando una solución abandona el
rectángulo definido previamente en el espacio de objetivos. Finalmente, cada
elemento del vector vecindad n se establece como la distancia mínima entre
xR y la primera solución (una en cada dirección) que no se encuentra dentro
del rectángulo mencionado (n1 y n2 en la figura 3.2). A través de este sencillo
procedimiento, logramos cuantificar qué excursión es necesaria en el espacio de
búsqueda para obtener cambios significativos en el espacio objetivo, y de este
modo, podemos definir n cuando no hay otro criterio disponible.
3.3 Discretización del nuevo conjunto de interés
El conjunto PQ,n puede contener infinitas soluciones, por ello, es necesario dis-
cretizarlo y obtener un conjunto finito de soluciones (P ∗Q,n) que lo caracterice
adecuadamente. Para llevar a cabo esta tarea, los conceptos de box, box domi-
nancia y n− box dominancia deben definirse de antemano.
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Figura 3.2: Procedimiento para la determinación de la vecindad n.
Definición 3.5 (Box [37]): Definido δi =
fmaxi −fmini
n_boxi
, siendo n_box = [n_box1,
..., n_boxm], para todo i ∈ [1, ...,m], siendo m el número de objetivos, el nú-
mero de divisiones en cada dimensión, se define el box de un vector solución
x como el vector box(x) = [box1(x), ..., boxm(x)], donde:




c ∀i ∈ [1, ...,m]
para δi > 0, y donde fmaxi y fmini son los valores máximos y mínimos de f(x).
Definición 3.6 (Box dominancia [37]): Dados dos vectores solución x1 y x2
cuyos boxes son box(x1) y box(x2) respectivamente, se dice que x1 box do-
mina a x2, box(x1)  box(x2), si boxi(x1) ≤ boxi(x2) para todo i ∈ [1, ...,m]
y boxj(x1) < boxj(x2) para al menos un j, j ∈ [1, ...,m].
Definición 3.7 (n − box dominancia): Dados dos vectores solución x1 y x2
cuyos boxes son box(x1) y box(x2) respectivamente, se dice que x1 n− box
domina a x2 si, siendo ambas soluciones vecinas (x1 =n x2), box(x1) 
box(x2). Esto se denota como box(x1) n box(x2)
Cada solución es ubicada en un box. Una solución es box dominada si existe
otra solución en un box que domine al suyo (mejor o igual en todos los objetivos
de diseño y mejor en al menos uno). El algoritmo solo mantiene soluciones que
no están n− box dominadas, es decir, solo admite soluciones que no están box
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Figura 3.3: Un ejemplo de discretización de un MOP mediante nevMOGA.
dominadas por una solución vecina. Además, un box no puede contener dos
o más soluciones vecinas. Cuando se encuentren dos o más soluciones vecinas
en el mismo box, nevMOGA elegirá la solución más cercana al vértice ideal
(inferior izquierdo, consulte la figura 3.3, d1 y d2), descartando el resto de ellas.
En la figura 3.3 se muestra un ejemplo de la discretización del conjunto PQ,n.
El espacio de objetivos está distribuido en boxes. x1 está n − box dominada
(es decir, box dominada por una solución vecina) por x2 y, por lo tanto, es
descartada. x3 está box dominada pero no n−box dominada (ya que x2 y x3 no
son soluciones vecinas), y en consecuencia, es una alternativa potencialmente
útil. x4, x5 y x6 están ubicadas en el mismo box. Dos soluciones vecinas
no pueden estar en el mismo box, y por ello, x4 o x5 (vecinas) deben ser
descartadas. En este caso, se elimina x4 al tener una distancia mayor al vértice
ideal (d2 < d1). x6 es una alternativa potencialmente útil porque siendo una
solución casi-óptima, no está n − box dominada y no pertenece al vecindario
del resto de alternativas ubicadas en el mismo box (x4 y x5). Los conjuntos
discretos P ∗Q y P ∗Q,n, obtenidos por nevMOGA, tienen un número máximo de








3.4 Descripción de nevMOGA
|P ∗Q,n| ≤
∏m












3.4 Descripción de nevMOGA
nevMOGA se basa en el algoritmo evolutivo ev-MOGA [38]. nevMOGA a
diferencia de ev-MOGA obtiene, además del conjunto de soluciones óptimas, las
alternativas casi-óptimas no dominadas en su vecindad, almacenándolas en una
población adicional. nevMOGA es un algoritmo elitista que utiliza operadores
de cruce y mutación para generar nuevos individuos en cada iteración. Este
algoritmo tiene cuatro poblaciones (figura 3.4):
1. P(t) es la población encargada de explorar el espacio de búsqueda, con
el objetivo de obtener soluciones de PQ,n (y no solo de PQ), manteniendo
la diversidad en el conjunto de soluciones, ayudando en el proceso de
creación de nuevos individuos. El número de individuos en esta población
es constante e igual a NindP .
2. Front(t) es el archivo donde se almacena P ∗Q, es decir, una aproximación
discreta del frente de Pareto. El tamaño de esta población (|P ∗Q|) varía,
pero está acotado dependiendo del número de boxes previamente definidos
por el usuario mediante el parámetro n_box (ver ecuación 3.1).
3. Sub-Front(t) es el archivo donde se almacena P ∗Q,n \ P ∗Q, es decir, las
soluciones casi-óptimas no dominadas en su vecindad. Su tamaño (|P ∗Q,n|)
es variable pero acotado, dependiendo del número de boxes y vecindades
(ver ecuación 3.2).
4. G(t) es una población auxiliar donde se almacenan los nuevos individuos
generados por el algoritmo en la iteración actual. En primer lugar, se
generan 4 individuos, repitiendo el proceso hasta completar la población.
Por ello, el número de individuos de esta población (NindG) debe ser
múltiplo de 4.
Una vez introducidos los archivos Front(t) y Sub-Front(t), se pueden establecer
las condiciones que debe cumplir una solución para poder ingresar en ellos:
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Figura 3.4: Estructura de nevMOGA formada por cuatro poblaciones.
Definición 3.8 (Inclusión de x en Front(t)): Dado un vector solución x y un
archivo Front(t), x será incluido en Front(t) si y solo si:
6 ∃x∗ ∈ Front(t) : (box(x∗)  box(x)) ∧ (box(x∗) =
box(x) ∧ dist(x∗) ≤ dist(x))
donde dist(z) es la distancia desde z hasta el vértice ideal (inferior izquierdo)
del box al que pertenece (ver figura 3.3, d1 y d2). Además, si x es incluido en
Front(t), entonces todas las soluciones x∗ que cumplan la siguiente condición
serán eliminadas de Front(t):
(box(x)  box(x∗)) ∨ (box(x) = box(x∗) ∧ dist(x) ≤ dist(x∗))
Si x no es incluida en Front(t) debe estudiarse su inclusión en Sub-Front(t).
Lo mismo ocurre con las soluciones x∗ eliminadas de Front(t).
Definición 3.9 (Inclusión de x en Sub-Front(t)): Dada una solución x tal que
x 6∈ Front(t), x será incluida en Sub-Front(t) si y solo si:
6 ∃x∗ ∈ Front(t) : x∗ − x ∧ 6 ∃x∗ ∈ Front(t) ∪ Sub− Front(t) :
(box(x∗) n box(x)) ∧ (box(x∗) =n box(x) ∧ dist(x∗) ≤ dist(x))
Además, si x es incluida en Sub-Front(t), entonces todas las soluciones x∗ que
cumplan la siguiente condición serán eliminadas de Sub-Front(t):
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(box(x) n box(x∗)) ∨ (box(x) =n box(x∗) ∧ dist(x) ≤ dist(x∗))
Para mantener la diversidad de soluciones en P ∗Q,n, es necesario que la población
P(t) esté adecuadamente distribuida. Supongamos que tenemos dos soluciones
en P(t) x1 y x2. x1 es una solución que se encuentra en un vecindario aislado
vecindario1, sin otra alternativa con parámetros similares. x2 es una alterna-
tiva que se encuentra en un vecindario muy poblado vecindario2, es decir, que
tiene un gran número de soluciones con parámetros similares en P(t). Si se elige
aleatoriamente una solución de P(t) para ser evolucionada, es más probable ele-
gir una solución del vecindario2 que del vecindario1 al tener un mayor número
de soluciones. Así, después de un gran número de iteraciones el vecindario1
tiende a estar despoblado (o eliminado), mientras que el vecindario2 tendrá
una gran evolución. Para obtener un conjunto adecuadamente distribuido en
ambos vecindarios es necesario ayudar a los vecindarios/soluciones menos po-
blados. Con este propósito, se ordenan permanentemente las soluciones de P(t)
mediante el uso del indicador denominado niche count (ver definición 3.10).
Este indicador cuantifica la densidad de las soluciones, siendo preferidas las so-
luciones poco pobladas. De este modo, x1 tendrá un menor valor del indicador
niche count, y en consecuencia, durante el proceso de selección, tendrá mayor
probabilidad de ser elegida para generar nuevos individuos que x2. Del mismo
modo, en el proceso de sustitución es menos probable sustituir a x1, debido a
su valor inferior del indicador niche count, que a x2 (ver algoritmo 5).




donde sh(dij) es la función de sharing, que proporciona una medida de lo








if x1 =n x
2
0 else
En el algoritmo 5 se observa el pseudocódigo principal de nevMOGA. Las líneas
3, 6, 8, 10, 13, 14 y 15 del pseudocódigo anterior constituyen los cambios que
se han agregado a ev-MOGA, el algoritmo en el que se basa nevMOGA. A
continuación, se explican los pasos más importantes de nevMOGA:
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4: Crear población inicial P(t) aleatoriamente
5: Calcular f(x) ∀ x ∈ P(t)
6: Ordenar población P(t) en función del indicador niche count . Definición 3.10
7: Analizar inclusión de los individuos de P(t) en Front(t) . Algoritmo 6
8: Analizar inclusión de los individuos de P(t) /∈ Front(t) en Sub-Front(t) . Algoritmo 7
9: for t:= 1:Numero de iteraciones do
10: Crear población G(t) . Algoritmo 8
11: Calcular f(x) ∀ x ∈ G(t)
12: Analizar inclusión de los individuos de G(t) en Front(t) . Algoritmo 6
13: Analizar inclusión de los individuos de G(t) /∈ Front(t) en Sub-Front(t) . Algoritmo 7
14: Actualización P(t) con los individuos de G(t) . Algoritmo 9
15: Ordenar población P(t)
16: end for
Líneas 7 y 12 (algoritmo 6): Aquí se determina si un nuevo individuo
será incluido en Front(t). Para esto, el individuo debe cumplir con la
definición 3.8. Si el nuevo individuo se incluye en Front(t) debe analizarse
si su inclusión elimina a otros individuos de Front(t) (en cuyo caso se
establecerá si deben incluirse en Sub-Front(t)) y Sub-Front(t).
Líneas 8 y 13 (algoritmo 7): Aquí se determina si un nuevo individuo,
que no se incluyó en Front(t), tiene que ser incluido en Sub-Front(t).
Para esto, el individuo debe cumplir con la definición 3.9. Si el nuevo
individuo se incluye en el Sub-Front(t) debe analizarse si su inclusión
elimina a otros individuos del archivo Sub-Front(t).
Línea 10 (algoritmo 8): La población G(t) se crea mediante el siguiente
procedimiento:
1. Se seleccionan dos individuos al azar, uno de Front(t) (xF ) (donde
cualquier individuo tiene la misma probabilidad de ser elegido) y
otro de P(t) (xP ) (donde cada uno tiene una probabilidad diferente
de ser elegido). Las soluciones de P(t) se ordenan según su indica-
dor niche count (de menor a mayor) y el individuo xP se elige de
acuerdo con una distribución exponencial, lo que hace que sea más
probable que se elija una solución con un valor más bajo de niche
count (menos poblada). Este procedimiento favorece la distribución
uniforme de las soluciones.
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Figura 3.5: Gráfico de d(t) desde t = 0 a t = tmax − 1. Los parámetros dini y dfin son los
valores iniciales y finales de d(t).
2. Se genera un número aleatorio u ∈ [0 1]. Si u > Pc/m (probabilidad
de cruce/mutación), entonces se realizará un cruce (paso 3), de lo
contrario se realizará una mutación (paso 4).
3. xP y xF se cruzan por medio de un operador de cruce intermedio
extendido, que produce dos nuevos individuos xh1 y xh2:
xh1i = αi(t)x
P
i + (1− αi(t))xFi
xh2i = (1− αi(t))xPi + (αi(t))xFi
El parámetro αi(t) es un valor aleatorio distribuido uniformemente
que pertenece al intervalo [−d(t) 1+d(t)] y d(t) es un parámetro que
se ajusta mediante el uso de una función de disminución exponencial,







, dini < dfin
La figura 3.5 muestra d(t) desde t = 0 a t = tmax − 1, donde d(0) =
dini y d(tmax − 1) = dfin.
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donde las variaciones β1i(t) y β2i(t) se expresan como un porcentaje
de ximax−ximin. Estas variaciones se calculan mediante una función








5. xh1 y xh2 son incluidas en G(t).
Una vez finalizados estos cinco pasos, se repite el proceso de nuevo con
una solución xSF , del archivo Sub-Front(t), en lugar de xF (solución
del archivo Front(t)). Este proceso se repite hasta alcanzar el tamaño
definido del archivo G(t).
Línea 14 (algoritmo 9): En la actualización de P(t) se determina si un
nuevo individuo de G(t) (xG) sustituye a cualquier otro individuo exis-
tente en P(t). La búsqueda del individuo que se va a sustituir (xP )
comienza desde un individuo elegido por una distribución exponencial,
inversa a la utilizada en la elección de xP para la creación de G(t) (Línea
10, algoritmo 8) y, por lo tanto, ahora será más probable elegir solucio-
nes más pobladas. Esto tiene como objetivo lograr una distribución más
uniforme de las soluciones. Durante esta actualización, pueden ocurrir
tres casos diferentes:
1. El nuevo individuo xG es −dominado por algún miembro de Front(t).
En este caso, se buscará sustituir un individuo xP dominado por xG.
2. El nuevo individuo xG no está −dominado por ningún miembro
de Front(t) y existe un individuo xP dominado por xG, que es
−dominado por algún miembro de Front(t). En este caso será sus-
tituido.
3. El nuevo individuo xG no está −dominado por ningún miembro
de Front (t) y no existe un individuo xP dominado por xG que
es −dominado por algún miembro de Front(t). En este caso, se
elige la solución inicial xP . Si xP y xG son soluciones vecinas, se
buscará una solución n−dominada por xG para sustituirla. Si no lo
son, se buscará una solución n−dominada por xP para sustituirla.
En este último caso, si no se encuentra esa solución, xG sustituirá
aleatoriamente a una solución de la vecindad de xP .
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3.4 Descripción de nevMOGA
Algoritmo 6 Inclusión de x en Front(t). . Definición 3.8
1: if ∃ x∗ ∈ Front(t) : (box(x∗)  box(x)) then return
2: else if ∃ x∗ ∈ Front(t) : (box(x∗) = box(x) & dist(x∗) ≤ dist(x)) then return
3: end if
4: Incluir x in Front(t);
5: if ∃ x∗ ∈ Front(t) : (box(x)  box(x∗)) then . Elimina soluciones no óptimas
6: Eliminar x∗ de Front(t)
7: else if ∃ x∗ ∈ Front(t) : (box(x) = box(x∗) & dist(x) ≤ dist(x∗)) then
8: Eliminar x∗ de Front(t)
9: end if
10: if ∃ x∗ ∈ Sub− Front(t) : x − x∗ then . Elimina soluciones no casi-óptimas
11: Eliminar x∗ de Sub-Front(t)
12: end if
Algoritmo 7 Inclusión de x en Sub-Front(t). . Definición 3.9
1: if ∃ x∗ ∈ Front(t) : x∗ − x then return
2: else if ∃ x∗ ∈ Front(t) ∪ Sub− Front(t) : (box(x∗) n box(x)) then return
3: else if ∃ x∗ ∈ Front(t) : (box(x∗) =n box(x) & dist(x∗) ≤ dist(x)) then return
4: end if
5: Incluir x en Sub-Front(t);
6: if ∃ x∗ ∈ Sub− Front(t) : (box(x) n box(x∗)) then . Eliminar soluciones no casi-óptimas
7: Eliminar x∗ de Sub-Front(t)
8: else if ∃ x∗ ∈ Sub− Front(t) : (box(x) =n box(x∗) & dist(x) ≤ dist(x∗)) then
9: Eliminar x∗ de Sub-Front(t)
10: end if
Algoritmo 8 Crear población G(t).
1: Elegir xF ∈ Front(t) . Selección aleatoria
2: Elegir xP1 ∈ P(t) . Mediante una distribución exponencial (µ = NindP /10)
3: u:=random(1)
4: if u>Pc/m then . Pc/m es la probabilidad de cruce y mutación
5: xG1 y xG2 son obtenidos mediante el cruce xP1 y xF
6: else
7: xG1 y xG2 son obtenidos mediante la mutación xP1 y xF
8: end if
9: Elegir xSF ∈ Sub-Front(t) . Selección aleatoria
10: Elegir xP2 ∈ P(t) . Mediante una distribución exponencial (µ = NindP /10)
11: u:=random(1)
12: if u>Pc/m then
13: xG3 y xG4 son obtenidos mediante el cruce de xP2 and xSF
14: else
15: xG3 and xG4 son obtenidos mediante la mutaciónde xP2 y xSF
16: end if
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Algoritmo 9 Actualización de P(t) con los individuos de G(t).
1: Elegir xPInitial ∈ P(t) . Mediante una distribución exponencial (µ = NindP /10)
2: if 6 ∃ x′ ∈ Front(t) : x′ − xG then
3: if ∃ x∗ ∈ P(t): ∃ x′′ ∈ Front(t): x′′ − x∗ & xG  x∗ then . Búsqueda x∗ iniciada en
xPInitial
4: x∗ := xG return
5: else
6: XN := ∀x∗ ∈ P (t) : xPInitial =n x∗
7: if xG =n xPInitial then
8: if ∃ x∗ ∈ XN : xG  x∗ then . La búsqueda de x∗ comienza por xPInitial
9: x∗ := xG return
10: end if
11: else
12: if ∃ x∗1 & x∗2 ∈ XN : x∗1  x∗2 then




17: xPRandom=Random(XN ) . Selección aleatoria de un individuo de XN
18: xPRandom := xG
19: else
20: if ∃ x∗ ∈ P(t) : xG  x∗ then . La búsqueda de x∗ comienza por xPInitial




En esta sección se evalúa nevMOGA sobre dos benchmarks planteados. Es-
tos resultados se analizarán mediante un indicador que mide convergencia y
diversidad de conjuntos (distancia media de Hausdorff ∆p). Aunque existen al-
goritmos evolutivos que buscan el conjunto de soluciones casi-óptimas [91] [92],
ninguno de ellos tiene el mismo conjunto de intereses que nevMOGA (PQ,n).
Por esta razón, nevMOGA no se puede comparar directamente con ninguno de
ellos. Sin embargo, nevMOGA sí puede compararse con otros dos algoritmos:
búsqueda aleatoria y exhaustiva. En esta sección se realiza esta comparación.
Cada algoritmo evalúa la función objetivo el mismo número de veces. Cada
algoritmo se ejecuta 50 veces sobre cada benchmark, evitando, en la medida de
lo posible, el efecto aleatorio de los mismos. Para el caso de búsqueda exhaus-
tiva, las soluciones evaluadas se distribuyen uniformemente sobre el espacio de
búsqueda, formando un hipergrid. Este hipergrid se desplaza ligeramente en




Para comparar el rendimiento de los tres algoritmos se utiliza la distancia
media de Hausdorff ∆p. Mediante este indicador se puede medir el rendimiento
entre un conjunto discreto obtenido P ∗Q,n, con nP∗Q individuos, y un conjunto
objetivo P ∗Q,n (discretización muy precisa de PQ,n), con nP∗Q,n individuos. Este
rendimiento se puede medir tanto en el espacio de objetivos como en el espacio
de parámetros. De esta forma, es posible medir la convergencia hacia el frente
de Pareto y la diversidad de soluciones en el conjunto de Pareto. Es deseable que
este indicador tenga el menor valor posible. Idealmente, cuando P ∗Q,n = P ∗Q,n,














donde GDp y IGDp están definidos en la sección 2.6.
∆p obtiene las ventajas de las métricas GDp y IGDp. Por un lado, GDp, a
diferencia de GD, no está influida por el tamaño del conjunto obtenido P ∗Q,n, es
decir, su rendimiento es independiente del tamaño del conjunto a comparar. Por
otro lado, IGDp, a diferencia de IGD, no está influenciado por la discretización
del conjunto objetivo, es decir, su rendimiento es independiente del tamaño del
conjunto objetivo P ∗Q,n. Además, esta métrica no se distorsiona ante valores
atípicos (comunes en los MOEAs) debido al promedio de las distancias entre
los conjuntos comparados.
3.5.2 Benchmark 1




f(x) = [f1(x) f2(x)] (3.4)
f1(x) = (x1 − t1(c+ 2a) + a)2 + (x2 − t2b)2 + δt






















0 for t1 = 0 and t2 = 0
0.1 else
sujeto a:
x = [−8 − 8]
x = [8 8]
siendo a = 0.5, b = 5 y c = 5, este MOP tiene un conjunto de Pareto:
P0,0 = [−0.5, 0.5]x{0} = PQ (3.6)
y ocho conjuntos locales de Pareto:
P−1,−1 = [−6.5,−5.5]x{−5}
P0,−1 = [−0.5, 0.5]x{−5}
P1,−1 = [5.5, 6.5]x{−5}
P−1,0 = [−6.5,−5.5]x{0}
P1,0 = [5.5, 6.5]x{0}
P−1,1 = [−6.5,−5.5]x{5}
P0,1 = [−0.5, 0.5]x{5}
P1,1 = [5.5, 6.5]x{5}
(3.7)
En este benchmark, dado que se conocen el conjunto de Pareto y los conjuntos
de Pareto locales, podemos establecer los parámetros  y n más fácilmente.
Aquí, establecemos  = [0.15 0.15] para que los ocho conjuntos locales descritos
se consideren soluciones casi-óptimas. Obtenemos n aplicando el procedimien-
to descrito en la sección 3.2 con una solución de referencia xR = [0 0] y el
parámetro  establecido previamente, resultando n = [0.13 0.38]. Una vez que
se han determinado estos parámetros, el conjunto PQ,n es el formado por:
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Figura 3.6: Conjunto objetivo P ∗Q,n, formado por P
∗
Q ∪ P ∗1Q. Este conjunto está formado
por nueve subconjuntos, uno de ellos contiene las soluciones óptimas, el resto el conjunto de
soluciones casi-óptimas.
PQ,n := P0,0 ∪ P−1,−1 ∪ P0,−1 ∪ P1,−1 ∪ P−1,0 ∪ P1,0 ∪ P−1,1 ∪ P0,1 ∪ P1,1 (3.8)
Como se ha mencionado en la sección anterior, es necesario obtener un con-
junto objetivo P ∗Q,n (discretización muy fina de PQ,n) para poder comparar
los conjuntos obtenidos por los algoritmos a evaluar. Este conjunto se mues-
tra en la figura 3.6. Para el cálculo de cada conjunto P ∗Q,n, obtenido mediante
nevMOGA, se ha configurado nevMOGA con los siguientes parámetros:
Pc/m = 0.2




el resto de parámetros toman el valor por defecto sugerido en [37] para el
algoritmo original (ev-MOGA).
La figura 3.7 y la tabla 3.1 muestran los resultados estadísticos de los tres algo-
ritmos (cada uno se ejecuta 50 veces en este benchmark) que se han comparado
utilizando ∆p. Cada algoritmo evalúa la función objetivo 5000 veces en cada
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Figura 3.7: Comparación de los algoritmos mediante Boxplots, sobre el benchmark 1. A la
izquierda, ∆p(f(P ∗Q,n), f(P ∗Q,n)) mide la aproximación de los conjuntos obtenidos hacia el





aproximación de los conjuntos obtenidos hacia el conjunto objetivo P ∗Q,n.
ejecución. Los conjuntos obtenidos (uno por cada ejecución) por los tres algo-
ritmos se comparan con el conjunto objetivo P ∗Q,n. Esta comparación se puede
llevar a cabo en el espacio de objetivos y parámetros de forma independien-
te. A la izquierda de la figura 3.7 se muestran los resultados sobre el espacio
de objetivos ∆p(f(P ∗Q,n),f(P ∗Q,n)), mientras que a la derecha se observan los
resultados sobre el espacio de parámetros ∆p(P ∗Q,n, P ∗Q,n), utilizando Boxplots
y estimación de densidad. Los valores de ∆p producidos por nevMOGA en
ambos espacios son buenos (cerca de 0) y mejores que los proporcionados por
sus competidores (búsqueda aleatoria y exhaustiva). Para la búsqueda aleato-
ria, la calidad de aproximación al frente varía enormemente. Para la búsqueda
exhaustiva, los resultados muestran menos variabilidad, aunque se comporta
peor que nevMOGA en ambos espacios. Además, una prueba de comparación
múltiple ([100], [24]) lleva a la conclusión de que los resultados de los tres algo-
ritmos son significativamente diferentes, bajo ∆p, en ambos espacios. Por estas
razones, se puede concluir que nevMOGA supera significativamente al resto de
algoritmos comparados sobre el benchmark 1.
Para comparar gráficamente los tres algoritmos, se ha elegido un conjunto ob-
tenido P ∗Q,n (de las 50 ejecuciones) de cada uno de ellos. El conjunto P ∗Q,n
escogido es el que tiene valores de ∆p(P ∗Q,n, P ∗Q,n) y ∆p(f(P ∗Q,n), f(P ∗Q,n)) más
cercanos a los valores promedio. En las figuras 3.8, 3.9 y 3.10 se observan es-
tos conjuntos comparados con el conjunto objetivo P ∗Q,n. El conjunto obtenido
por nevMOGA tiene 70 soluciones, mientras que los obtenidos por la búsque-
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Máximo 0.0715 0.121 0.0778
Q3 0.0604 0.0750 0.0754
Media 0.0578 0.0676 0.0697
Mediana 0.0572 0.0661 0.0673
Q1 0.0551 0.0549 0.0668







Máximo 0.122 0.169 0.103
Q3 0.0903 0.140 0.103
Media 0.0790 0.133 0.0933
Mediana 0.0717 0.130 0.101
Q1 0.0668 0.123 0.0840
Mínimo 0.0621 0.108 0.0777
da aleatoria y exhaustiva tienen 78 y 48 soluciones respectivamente. La gran
cantidad de soluciones encontradas por nevMOGA además de los resultados
mostrados demuestran que nevMOGA es capaz de caracterizar mejor, el con-
junto objetivo P ∗Q,n, que sus competidores sobre benchmark 1. Este resultado,
más el hecho de que nevMOGA alcanza valores más bajos de la métrica ∆p,
nos lleva a la conclusión de que nevMOGA logra un mejor desempeño general
en este benchmark.
Este benchmark también ha sido resuelto por [92], donde se caracteriza el con-
junto PQ,, mediante el algoritmo PQ,-MOEA. En este trabajo mencionado,
se observa como PQ,-MOEA obtiene un número significativamente mayor de
soluciones (450 soluciones aproximadamente) que nevMOGA (70 soluciones).
nevMOGA consigue caracterizar todos los vecindarios existentes (con solucio-
nes óptimas y casi-óptimas) obteniendo un número significativamente menor
de soluciones. Por lo tanto, se ha cumplido el objetivo principal de nevMOGA:
encontrar las soluciones que proporcionan la información más relevante sin au-
mentar en exceso el número de ellas. De esta forma se ha evitado ralentizar el
algoritmo y se ha simplificado la etapa de toma de decisiones.
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Figura 3.8: Comparación de un conjunto P ∗Q,n, obtenido mediante nevMOGA, y el con-















Figura 3.9: Comparación de un conjunto P ∗Q,n, obtenido mediante búsqueda aleatoria, y el

















Figura 3.10: Comparación de un conjunto P ∗Q,n, obtenido mediante búsqueda exhaustiva,
y el conjunto objetivo P ∗Q,n, en el espacio de parámetros (derecha) y objetivos (izquierda),
sobre el benchmark 1.
3.5.3 Benchmark 2
El segundo benchmark es una adaptación del benchmark Modified Rastrigin
[51]. Este benchmark se ha modificado para convertirlo en un MOP con un









10− 9cos(2pi · ki · xi))(1−
√
(x1 − 0.65)2 + (x2 − 0.5)2)
f2(x) = x1 + x2 − 1.4,
y donde k1 = 2 y k2 = 3, sujeto a:
x = [0 , 0]
x = [2 , 2]
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Figura 3.11: El conjunto objetivo P ∗Q,n está formado por P
∗
Q ∪ P ∗1Q. El conjunto P ∗4Q está
dominado por el conjunto P ∗3Q, sin embargo, se encuentran en vecindarios diferentes y, por
este motivo, ambos conjuntos pertenecen al conjunto P ∗Q,n.
Primero, y con el objetivo de establecer los dos parámetros de nevMOGA (
y n), se realiza una primera búsqueda de soluciones dentro del rango defini-
do. Esto nos lleva a elegir  = [7.7 0.3]. Una vez definido , tomamos una
solución de referencia xR = [0.66 0.5] y siguiendo el procedimiento detallado
en la sección 3.2, obtenemos n = [0.15 0.15]. La selección de  y n lleva a
un conjunto objetivo en particular de PQ,n. En la figura 3.11 se muestra el
conjunto objetivo P ∗Q,n (discretización precisa de PQ,n), necesario para evaluar
los algoritmos mediante ∆p. Como se puede ver en dicha figura, el conjunto
P ∗4Q está dominado por el conjunto P ∗3Q pero ambos se encuentran ubicados en
vecindarios diferentes. El conjunto P ∗4Q no tiene ninguna solución dominada en
su vecindad y, por lo tanto, es parte del conjunto objetivo PQ,n.
Para el cálculo de cada conjunto P ∗Q,n, obtenido mediante nevMOGA, se ha
configurado nevMOGA con los siguientes parámetros:
Pc/m = 0.2














Figura 3.12: Boxplots para el benchmark 2, comparando nevMOGA, búsqueda aleatoria y
búsqueda exhaustiva. A la izquierda, ∆p(f(P ∗Q,n), f(P ∗Q,n)) mide la aproximación del conjun-





Q,n) mide la aproximación del conjunto obtenido hacia el conjunto objetivo.
el resto de parámetros toman el valor por defecto sugerido en [37] para el
algoritmo original (ev-MOGA).
La figura 3.12, análoga a la figura 3.7, muestra los resultados estadísticos obte-
nidos por los tres algoritmos comparados sobre el benchmark 2. Cada algoritmo
se ejecuta 50 veces y evalúa la función objetivo 5000 veces en cada ejecución.
Nuevamente, nevMOGA logra mejores resultados que la búsqueda aleatoria y
exhaustiva con respecto a la métrica ∆p, ya que alcanza valores más cercanos
a cero. Tal y como se realizó para el benchmark 1, se ha realizado una prueba
de comparación múltiple de estos resultados. Esta comparación muestra que
los resultados obtenidos por las tres estrategias de búsqueda son significati-
vamente diferentes en ambos espacios. Por estas razones, se puede concluir
que nevMOGA supera significativamente la búsqueda aleatoria y exhaustiva
en este benchmark.
Para comparar gráficamente los tres algoritmos, se ha elegido un conjunto ob-
tenido P ∗Q,n (de las 50 ejecuciones) de cada uno de ellos. El conjunto P ∗Q,n
escogido es el que tiene valores de ∆p(P ∗Q,n, P ∗Q,n) y ∆p(f(P ∗Q,n), f(P ∗Q,n)) más
cercanos a los valores promedio. En las figuras 3.13, 3.14 y 3.15 se observan
estos conjuntos comparados con el conjunto objetivo P ∗Q,n. En esta figura, se
observa claramente que nevMOGA logra una mejor aproximación al conjunto
objetivo P ∗Q,n (valores más cercanos a 0). Además, el conjunto obtenido por
nevMOGA tiene 73 soluciones, mientras que los obtenidos por la búsqueda
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Máximo 0.460 0.687 0.641
Q3 0.357 0.633 0.601
Media 0.338 0.609 0.584
Mediana 0.322 0.612 0.584
Q1 0.306 0.581 0.555







Máximo 0.0322 0.0697 0.0394
Q3 0.012 0.0412 0.0348
Media 0.0119 0.0403 0.0337
Mediana 0.0110 0.0383 0.0340
Q1 0.0104 0.0362 0.0325
Mínimo 0.00946 0.0321 0.0291
aleatoria y exhaustiva tienen 62 y 48 soluciones respectivamente. Estos dos
últimos hechos (una mejor aproximación al conjunto de objetivos P ∗Q,n y un
mayor número de soluciones) confirman la conclusión extraída cuando se exa-
minaron estadísticamente los resultados: nevMOGA supera los resultados de
sus competidores sobre el benchmark 2.
3.6 Conclusiones
En este capítulo se ha presentado un nuevo algoritmo evolutivo multiobjetivo
llamado nevMOGA, que es capaz de obtener el conjunto de solución óptimas
y casi-óptimas no dominadas en su vecindad. El diseño de este algoritmo surge
de la necesidad de obtener las soluciones que, siendo similares en los objetivos
de diseño, son significativamente diferentes en el espacio de parámetros (poten-
cialmente útiles). Estas soluciones pueden ser descuidadas por los algoritmos
evolutivos, existentes en la bibliografía, destinados a la localización exclusiva-
mente de alternativas casi-óptimas. Estos algoritmos discretizan solo en función
del espacio de objetivos. Mediante este enfoque, las alternativas casi-óptimas
significativamente diferentes (en el espacio de parámetros) pueden ser descar-
















Figura 3.13: Comparación de un conjunto P ∗Q,n, obtenido mediante nevMOGA, y el con-















Figura 3.14: Comparación de un conjunto P ∗Q,n, obtenido mediante búsqueda aleatoria,
y el conjunto objetivo P ∗Q,n, en el espacio de parámetros (derecha) y objetivos (izquierda),
sobre el benchmark 2.
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Figura 3.15: Comparación de un conjunto P ∗Q,n, obtenido mediante búsqueda exhaustiva,
y el conjunto objetivo P ∗Q,n, en el espacio de parámetros (derecha) y objetivos (izquierda),
sobre el benchmark 2.
la decisión final. nevMOGA discretiza en función del espacio de objetivos y
parámetros simultáneamente, garantizando que las soluciones potencialmente
útiles no son descartadas. Además, nevMOGA descarta las alternativas domi-
nadas en su vecindad, obteniendo un número más manejable de soluciones, lo
que permite: un proceso de optimización más eficiente y una etapa de decisión
más sencilla.
nevMOGA se ha comparado con otros dos algoritmos (búsqueda aleatoria y
búsqueda exhaustiva) sobre dos benchmarks planteados, con el objetivo de
evaluar su rendimiento. Para realizar esta comparación, se ha empleado la
métrica ∆p, que puede medir la calidad de aproximación entre un conjunto
obtenido por un algoritmo y el conjunto objetivo P ∗Q,n (discretización precisa
de PQ,n) en el espacio objetivo y parámetros. Además, se ha realizado un
análisis estadístico para evitar, en la medida de los posible, la componente
aleatoria de los algoritmos analizados. Los resultados revelan el rendimiento
superior de nevMOGA al caracterizar PQ,n en ambos espacios.
Debido a las diferencias entre PQ,n (el conjunto objetivo de nevMOGA) y PQ,
(el conjunto que caracterizan los algoritmos existentes destinados a la localiza-
ción de soluciones casi-óptimas) no hubiese sido posible una comparación entre
algoritmos que caracterizan dichos conjuntos. Es por este motivo por lo que no
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En el capítulo anterior se presentó el algoritmo de optimización multiobjetivo
nevMOGA, diseñado para la localización, además del conjunto de Pareto, de
las soluciones casi-óptimas no dominadas en su vecindad (PQ,n). Las alterna-
tivas casi-óptimas pueden ser útiles para el diseñador en cualquier MOP, sin
embargo, su utilidad es todavía más relevante ante problemas donde:
1. Existen soluciones multimodales o alternativas casi-óptimas con el mismo
valor objetivo.
2. Existen objetivos de diseño formados como la agregación de objetivos
parciales.
3. Se excluyen algunos objetivos (debido a decisión del diseñador, para redu-
cir los recursos computacionales o simplificar el análisis de los resultados)
de la etapa de optimización que sí se desean contemplar en la fase de
toma de decisión.
Además, las soluciones proporcionadas por nevMOGA pueden mostrar al di-
señador información relevante que manifieste la existencia de sobreparametri-
zación en el problema definido.
Este capítulo se estructurará de la siguiente forma: en la sección 4.2 se analiza
el caso de un MOP con soluciones multimodales o soluciones casi-óptimas con
idéntico valor objetivo. Posteriormente, en la sección 4.3, la utilidad del conjun-
to P ∗Q,n es estudiada cuando se agregan objetivos parciales en los objetivos de
diseño. En la sección 4.4 se analiza la utilidad de este conjunto cuando se desea
estudiar algún objetivo no incluido en la fase de optimización. Más adelante,
en la sección 4.5, se estudia cómo el conjunto P ∗Q,n puede ayudar a detectar la
sobreparametrización en un MOP. Por último, se realizan las conclusiones.
4.2 Multimodalidades
En un MOP es posible que existan:
1. Soluciones multimodales (soluciones óptimas con parámetros diferentes
que proporcionen el mismo valor objetivo).
2. Soluciones casi-óptimas no dominadas en su vecindad que proporcionan
el mismo valor en los objetivos de diseño.
67
Capítulo 4. Particularidades del uso de nevMOGA en problemas de optimización multiobjetivo
La mayoría de algoritmos de optimización multiobjetivo, ante dos o más so-
luciones multimodales (o dos o más soluciones casi-óptimas con mismo valor
objetivo utilizando algoritmos que obtienen soluciones casi-óptimas) solo ob-
tienen una de ellas. Esto se debe a que la discretización se realiza solo sobre el
espacio de objetivos. Sin embargo, las alternativas descartadas pueden ser igual
de útiles, que las seleccionadas, para el diseñador. Por ello, el algoritmo emplea-
do no debería descartar ninguna alternativa por tener un valor objetivo idéntico
(o muy similar) a otra alternativa, significativamente diferente (no vecina), en-
contrada previamente. El diseñador debe obtener siempre estas soluciones para
poder llevar a cabo la toma de decisión con mayor información. nevMOGA, a
diferencia de la mayoría de algoritmos de optimización multiobjetivo, discreti-
za en función del espacio de objetivos y parámetros simultáneamente. Gracias
a ello, nevMOGA no descartará una solución encontrada, del conjunto PQ,n,
por el simple hecho de tener el mismo (o muy similar) valor objetivo que una
alternativa no vecina previamente encontrada. Dos o más soluciones vecinas
(soluciones con parámetros similares) que tienen idéntico o muy similar valor
objetivo, son consideras soluciones muy similares, y por ello, solo una de ellas
será proporcionada por nevMOGA.
En la figura 4.1 se observa el conjunto P ∗Q,n obtenido mediante nevMOGA para
el benchmark 1 definido en la sección 3.5.2. El conjunto PQ,n para este proble-
ma definido está representado por alternativas en 9 vecindarios diferentes (ver
ecuación 3.8). Las alternativas casi-óptimas no dominadas en su vecindad se
encuentran representadas en 8 vecindarios diferentes, donde todos ellos obtie-
nen el mismo subconjunto en el espacio de objetivos (f(P ∗1Q)). Por lo tanto,
existen 8 alternativas que proporcionan el mismo valor objetivo, en cada solu-
ción casi-óptima representada en el espacio de objetivos (una por cada uno de
los 8 vecindarios). Estos vecindarios podrían ser ignorados si solo se discretiza
el espacio de objetivos, ya que no se tiene en cuenta su ubicación en el espacio
de parámetros. No parece razonable que el algoritmo empleado decida entre
una de estas 8 alternativas sin ningún criterio. Por ello, nevMOGA proporcio-
na todas estas alternativas al diseñador, para que lleve a cabo una decisión
más informada. Lo mismo ocurriría con soluciones multimodales (alternativas
óptimas con mismo valor objetivo).
68
























Figura 4.1: Conjunto discreto de soluciones P ∗Q,n = P ∗Q ∪ P ∗Qn−Q obtenidas mediante nev-
MOGA para el benchmark 1. Consta de 9 vecindarios, uno de ellos óptimo P ∗Q.
4.3 Agregación de objetivos de diseño
Es común encontrar MOPs con bastantes objetivos a optimizar. Por este mo-
tivo, en muchas ocasiones se agregan algunos de ellos con el fin de reducir su
número, simplificando el proceso de optimización y la etapa de decisión. El
caso más común es agregar todos los objetivos en un único objetivo de di-
seño, transformando el problema multiobjetivo en un problema con un único
objetivo [85]. Cuando se tienen objetivos agregados es común que se generen
multimodalidades y soluciones casi-óptimas no vecinas. Este hecho se debe a
la aparición de alternativas que presentan el mismo o similar valor objetivo,
pero que tienen diferente trade-off entre los objetivos agregados. Además, por
haber agregado objetivos, muchas soluciones que antes (sin agregación) eran
óptimas pasan a ser casi-óptimas. Todas estas soluciones pueden ser potencial-
mente útiles ya que proporcionan al diseñador alternativas dignas de estudio
en la etapa de decisión. Supongamos ahora que planteamos el benchmark 1
definido en la sección 3.5.2. El conjunto PQ,n definido en la ecuación 3.8 es el
conjunto de soluciones óptimas y casi-óptimas. Para analizar la problemática
que surge al agregar objetivos de diseño, definimos ahora el problema con un
único objetivo de diseño f(x), donde se agregan los dos objetivos definidos
previamente en dicho benchmark :
min
x
f(x) = f1(x) + f2(x) (4.1)
69
Capítulo 4. Particularidades del uso de nevMOGA en problemas de optimización multiobjetivo
0.5 1 1.5 2
f(x) = f1(x) + f2(x)
PQ,  (2 objetivos)
PQ,  (1 objetivo)f(x1)
1 objetivo            f(x)=f1(x)+f2(x)









Figura 4.2: Benchmark 1 resuelto como un problema con un único objetivo donde f(x) =
f1(x) + f2(x). x1 es la solución óptima del problema y la zona amarilla es la zona de
soluciones casi-óptimas PQ, con el nuevo enfoque. La zona gris corresponde a la proyección
de las soluciones casi-óptimas PQ, del MOP original de dos objetivos, sobre el objetivo f(x).
En la figura 4.2 se observa la única solución óptima (x1) para el problema
planteado. Muchas soluciones del frente de Pareto original (con el MOP de
dos objetivos) pasan a ser soluciones casi-óptimas en el nuevo escenario. Por lo
tanto, si solo se obtiene el conjunto de soluciones óptimas, se perderían muchas
alternativas potencialmente útiles.
Sin embargo, al ampliar la zona de interés a PQ, (soluciones casi-óptimas, zona
de color amarillo) se puede recuperar gran parte de la información perdida,
encontrando las soluciones casi-óptimas no dominadas en su vecindad. En la
figura 4.3 se observa la zona de soluciones casi-óptimas PQ, para el escenario
de un objetivo sobre el plano (f1, f2). Esta zona, en el espacio de objetivos, es la
zona definida entre las rectas f1(x)+f2(x) = f(x1) y f1(x)+f2(x) = f(x1)+
con  = 0.3 ( elegido para respetar la zona PQ, definida para el MOP original,
sección 3.5.2)
Definiendo la misma vecindad que en el MOP original (n = [0.13 0.38]) se
establece la vecindad de x1 (ver figura 4.4). Siguiendo nuestro enfoque, todas
las soluciones vecinas a x1 son soluciones prescindibles (similares a x1 pero
con peor valor objetivo). Del resto de soluciones casi-óptimas no vecinas a x1,
encontramos x2 y x3 como las soluciones con menor valor f(x) (ver figura
4.4).
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Figura 4.3: Comparación del conjunto PQ, definido sobre el problema con un único objetivo
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1 objetivo            f(x)=f1(x)+f2(x)










Figura 4.4: Proceso de obtención del conjunto discreto P ∗Q,n.
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Figura 4.5: Conjunto discreto P ∗Q,n = P ∗Q ∪ P ∗Qn−Q con  = 0.3 y n = [0.13 0.38] obtenido
para el benchmark 1 agregando los objetivos de diseño. Pese a la agregación de los objetivos
se consigue caracterizar en gran medida el conjunto ideal PQ,n = PQ ∪PQn−Q definido para
el problema con dos objetivos.
Siguiendo este procedimiento iterativo se puede caracterizar, en gran medida,
el conjunto de interés PQ,n sin la agregación de objetivos (ecuación 3.8) como
se puede observar en la figura 4.5. Esta caracterización puede tener mayor
número de soluciones reduciendo la vecindad del problema. Mediante los pesos
utilizados para agregar los objetivos se pueden modificar las rectas que definen
la zona de soluciones óptimas y casi-óptimas (zona amarilla) hacia una zona
diferente del frente, acorde a las preferencias del diseñador.
Por lo tanto, en un MOP al agregar objetivos, se simplifica la etapa de decisión
a cambio de perder información útil del MOP original (sin agregación). Sin
embargo, gran parte de esta información está contenida en el conjunto de
soluciones PQ,n y puede ser recuperada al caracterizar dicho conjunto.
4.4 Exclusión de objetivos de diseño
En un MOP es común estudiar características no incluidas en los objetivos de
diseño. Estas características pueden ser estudiadas en la fase de decisión antes
de llevar a cabo la decisión final. Estas nuevas característica u objetivos no son
incluidos en la fase de optimización debido a:
1. Decisión del diseñador: Es común disponer de objetivos que no se desea
que influyan en el proceso de optimización. Este es el caso, por ejemplo,
de los objetivos relativos a la validación.
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2. Limitación de recursos: Hay objetivos que no se pueden incluir en la fase
de optimización debido a limitaciones de recursos, de tiempo o econó-
micas. Los objetivos de robustez en sistemas no lineales o de validación
sobre una planta real pueden ser un ejemplo. Estos objetivos pueden ser
muy costosos computacional o económicamente. En este contexto, se pue-
de eliminar estos objetivos de la fase de optimización e incorporarlos en
la etapa de decisión, analizándolos solo sobre el conjunto de soluciones
obtenidas en el proceso de optimización. De esta forma se reduce consi-
derablemente el coste computacional o económico.
3. Ayuda a la decisión: Puede ocurrir que un MOP tenga un gran número
de objetivos a evaluar. En este contexto es posible que algunos de ellos
tengan una importancia secundaria o desconocida. Sin embargo, estos
objetivos pueden tomar un papel relevante, en la etapa de decisión, ante
dos soluciones con rendimiento muy similar en los objetivos de diseño.
En todos estos contextos, una mejora significativa en los objetivos no incluidos
en la fase de optimización puede decantar la elección del diseñador ante dos o
más soluciones con rendimiento similar en los objetivos de diseño. Además, el
análisis de soluciones casi-óptimas puede informarnos de la buena elección o no
de los objetivos de diseño. Analizando las características finales de las solucio-
nes, es posible que soluciones casi-óptimas presenten propiedades más deseadas
que las óptimas. Por ejemplo, en el ajuste de controladores la respuesta tempo-
ral obtenida por un controlador casi-óptimo puede ser preferida ante la de un
controlador óptimo. Esta situación indica la mala elección de los objetivos de
diseño, pudiendo llevar al diseñador a replantearse los mismos. También existe
la posibilidad de que, por cualquier motivo, se modifique el modelo de opti-
mización ligeramente, alterando así los objetivos y seguramente las soluciones
óptimas. En un MOP tradicional, donde se caracteriza exclusivamente el frente
de Pareto, solo podríamos analizar los objetivos excluidos (o los modificados)
sobre la soluciones óptimas encontradas. Considerar las soluciones casi-óptimas
no dominadas en su vecindad añadiría alternativas que presumiblemente ten-
drán un comportamiento diferente (al ser no vecinas de las que le dominan)
respecto a los objetivos no incluidos en la fase de optimización. Por lo tanto, es
clave considerar estas soluciones ya que proporcionan información muy valiosa
para el estudio de estos objetivos en la fase de decisión. Para ello, primero
se calcula el conjunto P ∗Q,n para los objetivos a optimizar. Posteriormente, se
analiza el comportamiento de este conjunto sobre los objetivos no incluidos
en la etapa de optimización, en la fase de decisión. Este proceso implica una
preferencia de los objetivos que intervienen en el proceso de optimización sobre
el resto, al no ser considerados para el cálculo del conjunto P ∗Q,n.
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Figura 4.6: Benchmark 1 resuelto como un problema con un único objetivo donde f(x) =
f1(x). x1 es la solución óptima del problema y la zona amarilla es la zona de soluciones
casi-óptimas PQ, con el nuevo enfoque. La zona gris corresponde a la proyección de las
soluciones casi-óptimas PQ, del MOP original de dos objetivos, sobre el objetivo f(x).
Supongamos que tenemos de nuevo el benchmark 1 (sección 3.5.2). Se escoge
un único objetivo de diseño f(x) = f1(x). El objetivo f2(x) no interviene en
el proceso de optimización y solo se contemplará su aplicación tras la optimi-




f(x) = f1(x) (4.2)
En la figura 4.6 se observa la visualización de este escenario, donde solo existe
una única solución óptima x1. Por lo tanto, si solo obtuviéramos la solución
óptima perderíamos mucha información (frente de Pareto y 8 vecindarios del
MOP original). Todas estas soluciones podrían ser útiles para el estudio del
objetivo no incluido en fase de optimización.
Sin embargo, al ampliar la zona de interés a PQ, (soluciones casi-óptimas)
se mantienen parte de esas soluciones de interés. En la figura 4.7 se observa
PQ, sobre el problema con un único objetivo (zona de color amarillo). Este
conjunto, en el espacio de objetivos, se encuentra delimitado entre la solución
óptima f(x1) y la recta f1(x) = f(x1)+ con  = 0.15 ( elegido para respetar
la zona PQ, definida para el problema multiobjetivo, sección 3.5.2).
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Figura 4.7: Comparación de los conjunto PQ, sobre el problema con un único objetivo
(f(x) = f1(x)) y multiobjetivo (f(x) = [f1(x) f2(x)]).
Definiendo la misma vecindad que en el problema multiobjetivo (n = [0.13 0.38])
se establece la vecindad de x1 (zona magenta en la figura 4.8) como la zona de
soluciones similares a x1. Todas estas soluciones, siendo similares a x1 en sus
parámetros, tienen peor valor objetivo f(x) y por lo tanto son descartadas.
Una vez descartadas las soluciones pertenecientes a la vecindad de x1, se esco-
gen x2 y x3 como las soluciones con mejor prestación del resto de alternativas
(ver figura 4.8).
De esta forma iterativa se puede caracterizar, en gran medida, el conjunto de
interés PQ,n (problema multiobjetivo) como se puede observar en la figura 4.9.
Esta caracterización puede tener mayor número de soluciones reduciendo la
vecindad del problema. Además, también sería posible localizar alternativas
que no se encuentran en la zona de soluciones casi-óptimas para el problema
con un único objetivo (zona de color amarillo) ampliando .
Lógicamente existe una preferencia del objetivo optimizado (f1), sobre el ob-
jetivo no incluido en la fase de optimización (f2), al no considerar f2 para el
cálculo del conjunto P ∗Q,n. Sin embargo, se observa como hay soluciones, por
ejemplo x4 y x5, que a pesar de tener peor prestación sobre el objetivo op-
timizado, son mejores que x1 con respecto al objetivo no incluido en la fase
de optimización f2. De hecho, x4 consigue una mejora significativa sobre f2 a
cambio de una ligera pérdida sobre f1. Por lo tanto, estas soluciones (x4 y x5)
son dignas de estudio, pues tienen un comportamiento casi-óptimo en el obje-
tivo optimizado y consiguen mejor rendimiento en el objetivo no optimizado
f2(x).
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Figura 4.9: Conjunto discreto P ∗Q,n = P ∗Q ∪ P ∗Qn−Q con  = 0.15 y n = [0.13 0.38]. Pese
a la exclusión de la fase de optimización de f2 se consigue caracterizar en gran medida el




Cuando los MOP son complejos, pueden tener asociados un gran número de
variables de decisión. Por ejemplo, en el caso de identificación de modelos que se
plantean como MOP, puede ocurrir que los modelos tengan una gran cantidad
de parámetros a estimar. Especialmente en estos casos, aunque también en
otros no tan complejos, cabe la posibilidad (por una incorrecta definición del
problema) de que exista sobreparametrización. Esto ocurre cuando el modelo
se define con más parámetros de los necesarios, debido a dependencias entre
ellos que no son detectadas por el diseñador. Obteniendo el conjunto discreto de
soluciones P ∗Q,n es posible detectar síntomas de este problema. Se va a mostrar
esta situación mediante un ejemplo sencillo en el que la sobreparametrización
es trivial. En primer lugar se dispone del proceso mostrado a la izquierda de la
figura 4.10. Este proceso es un sistema de primer orden con una ganancia Kp =
10, una constante de tiempo τp = 2 y una señal de ruido agregada a la salida
del sistema. Se desea identificar este proceso con el modelo de primer orden
que se observa a la derecha de la figura 4.10 y los datos obtenidos del proceso
mediante simulación con entrada escalón. Se provoca la sobreparametrización
en la ganancia del modeloK = K1·K2. De este modo, diferentes combinaciones
de estos parámetros (K1 y K2) dan la misma ganancia del modelo K, y por lo
tanto son alternativas idénticas. Así, se tienen tres parámetros para identificar
el modelo (x = [K1 τ K2]).
Esta sobreparametrización puede aparecer, por ejemplo, en identificación de
modelos mediante primeros principios. En este contexto, es habitual que de-
terminados coeficientes sean dependientes en las ecuaciones del modelo. Esto
ocurre en el modelo de un sistema de refrigeración para el sistema µ-CHP (ver
Apéndice A) realizado en esta tesis. En este modelo, se tiene la contante Ka,
que es el producto del calor específico (ca) y la densidad del aire (ρa) dentro de
la pila. Estas dos variables no aparecen en ninguna otra ecuación del modelo.
Tratar ca y ρa como parámetros independientes en el proceso de optimización
provocaría una sobreparametrización (desde el punto de vista de la optimiza-
ción), provocando que infinitas combinaciones de ca y ρa den el mismo valor
de la contante Ka. Por lo tanto, estos coeficientes dependientes deben ser in-
troducidos como uno solo y no como coeficientes independientes, para evitar
























Figura 4.10: En la izquierda, proceso de primer orden a identificar. En la derecha, modelo
de primer orden utilizado para la identificación.












Figura 4.11: Datos del ensayo experimental sobre el proceso con Kp = 10, τp = 2 y una
señal de ruido agregada a la salida del sistema. Se ha introducido un escalón de 5 unidades.
Para el ejemplo de identificación introducido, se dispone de un ensayo experi-
mental (ver figura 4.11) en el que se introduce un escalón de 5 unidades en up
para obtener yexperimental. Para identificar los parámetros del modelo con los
datos experimentales (yexperimental) se plantea el siguiente el MOP:
min
x





























4.35 4.65 1 1.01
K2
Figura 4.12: Conjunto de soluciones P ∗Q,n = P ∗Q ∪ P ∗Qn−Q con  = [0.4 20] y n =
[0.1 0.2 0.002]. A la derecha, se observa la visualización de las variables de decisión me-
diante la herramienta de visualización Level Diagrams (LD [9]), utilizando la norma 2. Se
observa como conjuntos de soluciones (Conjunto1, Conjunto2 y Conjunto3) tienen diferentes
soluciones con idéntico valor objetivo.
donde:
e(t) = ymodelo(t)− yexperimental(t)
t = 15 segundos
x = [K1 τ K2]
sujeto a:
x = [9.6 1 0.99]
x = [10.4 10 1.01]
En el MOP se propone una dependencia en la ganancia del sistema K =
K1 · K2, produciendo una sobreparametrización. El objetivo es encontrar el
conjunto de modelos óptimos que consiga minimizar los objetivos propuestos
(errores sobre un ensayo experimental) ante un escalón de 5 en u.
En la figura 4.12 se observa el conjunto discreto P ∗Q,n = P ∗Q∪P ∗Qn−Q obtenido al
realizar una búsqueda exhaustiva en el rango de soluciones posibles (x y x). Se
observa cómo diferentes soluciones dan el mismo valor para ambos objetivos
(Conjunto1, Conjunto2 y Conjunto3). Si este fenómeno (soluciones multimo-
dales) se repite sistemáticamente (como ocurre en este caso) puede hacernos
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experimental
Figura 4.13: Respuesta temporal de las alternativas del Conjunto1.
pensar que puede haber sobreparametrización. Es posible aumentar el número
de objetivos a evaluar. Si persiste este fenómeno (diversas soluciones con mis-
mo valor objetivo) la sobreparametrización es más probable. Además, también
es posible observar la respuesta temporal de las alternativas con idéntico valor
objetivo. Si todas obtienen la misma respuesta temporal hay más indicios sobre
la existencia de sobreparametrización. Por ejemplo, en la figura 4.13 se observa
la respuesta temporal de las alternativas del Conjunto1, observando que todas
ellas tienen la misma respuesta temporal, lo que aporta un nuevo indicio de la
posible presencia de sobreparametrización. De esta forma, nevMOGA propor-
ciona información al diseñador acerca de la existencia de esta problemática,
que posteriormente deberá ser confirmada mediante un análisis profundo del
problema definido.
4.6 Conclusiones
En este capítulo se han mostrado casos particulares en los que se pone de
manifiesto la ventaja de encontrar el conjunto de soluciones PQ,n. Estos casos
serían los siguientes:
1. MOPs con soluciones multimodales o casi-óptimas con mismo valor ob-
jetivo.
2. MOPs con agregación de objetivos.
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3. MOPs con objetivos no incluidos en la fase de optimización pero si en la
de decisión.
4. MOPs donde existan posibles problemas de sobreparametrización.
Las soluciones óptimas o casi-óptimas con mismo (o muy similar) valor ob-
jetivo son soluciones potencialmente útiles y en muchos casos son ignoradas.
nevMOGA siempre las considera si se encuentran en vecindarios diferentes.
En los problemas donde se agregan objetivos es común tener una pérdida de
información al realizar la agregación (especificaciones a priori mediante pesos).
Esta pérdida de soluciones interesantes es en gran parte subsanada al encontrar
el conjunto de soluciones P ∗Q,n. Además es posible caracterizar una zona del
conjunto de soluciones PQ,n sin la agregación. Esta zona puede modificarse,
variando los pesos utilizados al agregar los objetivos, acorde a las preferencias
del diseñador.
Cuando se eliminan objetivos de la fase de optimización o simplemente se tie-
nen objetivos diferentes a estudiar en la fase de decisión, obtener las soluciones
P ∗Q,n para los objetivos optimizados permite analizar estos objetivos en solucio-
nes potencialmente útiles. El conjunto P ∗Q,n aporta, presumiblemente, nuevos
comportamientos respecto a los objetivos a estudiar en la fase de decisión.
La sobreparametrización es un problema muchas veces difícil de detectar cuan-
do se tienen diversas variables de decisión. Gracias a la obtención del conjunto
P ∗Q,n se puede detectar la existencia sistemáticamente de diversas alternati-
vas con mismo valor objetivo (soluciones multimodales). Esto puede hacernos
sospechar de la existencia de sobreparametrización. La confirmación de esta
problemática se obtiene realizando un análisis profundo sobre el sistema en
cuestión, quedando reflejada la dependencia entre dos o más parámetros del
sistema.
Por lo tanto, se ha mostrado la utilidad del conjunto PQ,n en diferentes ca-












Una vez introducida la metodología de optimización multiobjetivo presentada
en esta tesis, en este capítulo se muestra su aplicación en problemas del ámbito
de la ingeniería de control de procesos. En dicho ámbito es común la obtención
de un modelo matemático que describa el comportamiento dinámico de un
determinado proceso o sistema. Habitualmente se ajustan los parámetros del
modelo utilizando datos experimentales del proceso, lo que se conoce como
identificación. En control, disponer de un modelo que refleje adecuadamente el
comportamiento del sistema es esencial para la calidad del control del sistema.
Por ello, en este capítulo se aplicará la metodología introducida en esta tesis
sobre problemas de identificación de modelos y ajuste de controladores en
sistemas multivariables lineales y no lineales.
Las tareas de identificación y control guardan ciertas similitudes. La más re-
levante, desde el punto de vista que nos atañe, es que ambas pueden y suelen
plantearse como problemas de optimización. En ambas tareas, dichos proble-
mas de optimización conllevan diferentes objetivos que pueden entrar en con-
flicto. Por un lado, en el proceso de identificación se suele medir el error entre
la salida real (ante un experimento dado) y simulada. Este error puede medirse
teniendo en cuenta el valor: máximo, medio, cuartil, etc. Por otro lado, en el
ajuste de controladores existe mayor variación de objetivos [33] y suelen estar
relacionados con: las prestaciones (error ante cambios de referencia, pertur-
baciones, etc), la robustez, el esfuerzo de control, etc. En ambas tareas, ante
procesos multivariables los objetivos aumentan rápidamente.
Por lo tanto, en ambas tareas nos encontramos ante MOPs. Los objetivos que
se plantean en dichos MOPs pueden estar formados por objetivos agregados.
Además, puede existir incertidumbre en los mismos. También es posible dispo-
ner de objetivos que no deseamos incluir en la fase de optimización por diversos
motivos.
Analicemos esto en más detalle, en un primer lugar, en muchos MOP se agre-
gan objetivos directa o indirectamente. Un ejemplo de ello se produce cuando
los modelos o controles son multivariables, donde el número de objetivos cre-
ce rápidamente (se suele agregar los errores en las diferentes salidas, cuando
identificamos un modelo y agregar los esfuerzos de control de las entradas
del proceso, en tareas de diseño de controladores). Estos objetivos se agregan
habitualmente con el fin de simplificar la etapa de optimización y la fase de
decisión. Además, esta agregación también puede ser indirecta. Este es el caso,
por ejemplo, de los objetivos que se evalúan en el contexto de un experimento
o escenario, especialmente cuando trabajamos con sistemas no lineales, que
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contempla diferentes situaciones (diferentes puntos de operación, etc). En este
contexto, la obtención del conjunto PQ,n puede ser relevante, ya que proporcio-
na al diseñador alternativas con rendimiento similar, pero con un comporta-
miento significativamente diferente (diferente compensación entre los objetivos
agregados).
En segundo lugar, es posible que los objetivos de diseño tengan incertidumbre.
Cuando esto ocurre, un simple cambio en la configuración de determinados
parámetros (por ejemplo, en el entorno simulación) puede variar el frente de
Pareto. En este escenario, soluciones casi-óptimas pueden ser óptimas con mí-
nimas variaciones de estos parámetros. Por ello, cuando existe incertidumbre,
las alternativas casi-óptimas pueden ser también relevantes.
Por último, estudiar en la fase de decisión objetivos no incluidos en la fase
de optimización es una práctica común. Un diseñador puede decidir excluir
un objetivo de la fase de optimización por diferentes motivos (importancia
secundaria, desconocimiento a priori, validación, etc). Además, el estudio de
objetivos no incluidos en la fase de optimización puede deberse a limitaciones
económicas (por ejemplo, objetivos medidos sobre una planta real) o tempo-
rales (por ejemplo, objetivos computacionalmente costosos). En todos estos
casos, el conjunto PQ,n puede aportar soluciones similares en los objetivos de
diseño y con rendimiento significativamente mejor en los objetivos no incluidos
en la fase de optimización.
Este capítulo se estructura de la siguiente forma: en la sección 5.2, se muestra
un ejemplo de diseño de controladores PI para un sistema multivariable. En la
sección 5.3, se diseña el control para la planta de destilación Wood & Berry.
Posteriormente, en la sección 5.4, se diseña un control para el sistema de refri-
geración que se describe en el concurso de ingeniería CIC2018. A continuación,
en la sección 5.5, se realiza la identificación del sistema no lineal de refrigera-
ción de un sistema µ-CHP basado en una pila PEMFC. En la sección 5.6, se
diseña el control de las temperaturas del agua de entrada y salida de la pila
PEMFC para el modelo identificado anteriormente. Por último, se presentan
las conclusiones.
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5.2 Ejemplo de diseño de un controlador multivariable
En esta sección se plantea un sistema de control multivariable para analizar
la utilizad de la metodología planteada en la tesis. En primer lugar se defi-
nirá el MOP. Posteriormente, mediante nevMOGA, se obtendrán el conjunto
de controladores óptimos y casi-óptimos no dominados en su vecindad. Final-
mente se analizarán los controladores obtenidos, examinando especialmente los
controladores casi-óptimos (ignorados en un MOP tradicional).
El problema de diseño planteado consiste en seleccionar dos controladores PI,
con el objetivo de optimizar indicadores de prestaciones y esfuerzo de control























donde y1 y y2 son las salidas de la planta, y u1 y u2 son las entradas (acciones
de control). Las constantes de tiempo están en segundos.
La estructura de control (también utilizada en [57]) se define como un empa-
rejamiento off-diagonal de controladores PI, es decir, la salida y1 se controla



















dondeKc1 yKc2 son las ganancias proporcionales, Ti1 y Ti2 son las constantes
de tiempo integrales en segundos y e1 = r1 − y1 y e2 = r2 − y2 son los errores,
donde r1 y r2 son las referencias para y1 y y2 respectivamente (ver figura 5.1).
Como se ha comentado anteriormente, agregando los objetivos de diseño con-
seguimos simplificar los procesos de optimización y decisión. Por ello, ante
problemas con diversos objetivos, parece lógico establecer el MOP con objeti-
vos de diseño formados por objetivos agregados. Se define el MOP como:
min
x
f(x) = [f1(x) f2(x)] (5.3)
87













Figura 5.1: Esquema de emparejamiento de controladores PI (off-diagonal) empleado para






































x ≤ x ≤ x
f1(x) < 300, f2(x) < 200
Estable en bucle cerrado
y donde
x = [Kc1, T i1,Kc2, T i2]
x = [−1, 1, 0.1, 1] x = [−0.1, 200, 10, 1000]
tf = 1000 segundos
Se realizan dos simulaciones diferentes, secuencialmente. En la primera, se
aplica un escalón unitario a r1 mientras que r2 se mantiene en cero. En la
segunda, el escalón se aplica a r2, manteniendo r1 a cero. En cada simulación,
la integral del cuadrado del error (ISE) se calcula para las salidas y1 e y2.
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Nuestro primer objetivo f1 se define como la agregación de los valores del
ISE de cada salida sobre cada simulación (4 términos de f1). Por lo tanto, el
objetivo f1 mide el seguimiento de referencia del sistema de control. El segundo
objetivo f2 se calcula de manera similar, utilizando las acciones de control en
lugar de los errores obtenidos. Por lo tanto, f2 mide el esfuerzo de control en
cada acción de control sobre cada simulación (4 términos de f2). Por lo tanto,
cada objetivo (f1 y f2) se puede ver como una agregación de 4 objetivos (ver
ecuación 5.4).
Una vez definido el problema de optimización, se deben establecer los dos pará-
metros principales de nevMOGA ( y n). Es importante elegir estos parámetros
correctamente, especialmente el parámetro n. En primer lugar, tenemos que
decidir qué pérdida de rendimiento (con respecto al conjunto de Pareto) esta-
mos dispuestos a aceptar (es decir, el parámetro ). En otras palabras, hasta
donde vamos a considerar una solución como casi-óptima. La elección de un
valor excesivamente alto llevaría a la obtención de un número muy elevado
de soluciones, mientras que un valor excesivamente bajo proporcionaría muy
pocas. En este ejemplo de aplicación, aunque los objetivos de diseño tienen
un sentido físico, no es evidente elegir . Para resolver esta dificultad hemos
procedido de la siguiente manera. Primero, hemos tomado los valores de f1 y f2
correspondientes al control diseñado en [57] como una solución de referencia.
Este controlador de referencia es el que minimiza la suma de los objetivos de
diseño (f1 + f2). Luego, hemos identificado esa solución en el frente de Pareto
(tomado de [40]). Finalmente, sobre la base de esa información, hemos decidido
elegir  = [10 5]. Tenga en cuenta que hay un elemento subjetivo inevitable
sobre la forma en que se elige . Ahora, tenemos que asignar un valor al vector
n, que son los valores a partir de los cuales dos controladores se consideran
significativamente diferentes. Por un lado, la elección de un valor excesivamen-
te bajo haría que la mayoría de las soluciones no fueran soluciones vecinas,
lo que a su vez provocaría que el algoritmo tendiera a obtener el conjunto
completo PQ,. Por otro lado, elegir un valor excesivamente alto daría como
resultado que muchas soluciones sean soluciones vecinas, lo que provocaría que
el algoritmo tienda a obtener solo el conjunto óptimo PQ. Es por esto que
es crucial que n sea elegido cuidadosamente, apoyando la elección con bue-
nas razones. Siguiendo el procedimiento detallado en la sección 3.2 obtenemos
n = [0.25 50 0.1 200].
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Figura 5.2: Conjunto PQ,n encontrado por nevMOGA. Los controladores óptimos (conjunto
PQ) se muestran en naranja y el resto (controladores casi-óptimos no dominadas en su
vecindad) en verde. Las variables de decisión se visualizan mediante la herramienta LD,
utilizando la norma 2 (|| · ||2).
Iteraciones = 500
n_box = [50 50]
para la definición de los parámetros restantes, se toman los valores sugeridos
en [37] para el algoritmo original (ev-MOGA).
La figura 5.2 muestra el conjunto de soluciones PQ,n encontradas por nevMO-
GA, donde x1, x3 y x5 son soluciones óptimas, y x2, x4 y x6 son soluciones
casi-óptimas. Para mostrar las variables de decisión, empleamos la herramien-
ta de visualización Level Diagrams (LD), utilizando la norma 2. Con lo que
respecta a los objetivos de diseño, al tener solo dos, es preferible analizar su
compensación en una sola gráfica. Por este motivo, no hemos empleado la he-
rramienta de visualización LD para la representación de los valores objetivos
de los controladores obtenidos. Ahora, fijémonos en las variables de decisión
x1 y x2 (figura 5.2, derecha). En ellas, se observa cómo nevMOGA ha podido
identificar nuevas áreas que contienen soluciones que pueden ser interesantes
para el diseñador y que se habrían ignorado en un enfoque de optimización
tradicional, donde solo se caracteriza el frente de Pareto PQ.
La figura 5.3 muestra las respuestas del sistema para los controladores x1 (óp-
timo) y x2 (casi-óptimo), que tienen valores muy similares en f1 y f2 (vea
la figura 5.2, izquierda). Estas dos soluciones se encuentran en distintos ve-
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Figura 5.3: Respuesta del sistema para x1 (controlador óptimo) y x2 (controlador casi-
óptima). Aunque f(x2) ' f(x1), ambas respuestas transitorias son diferentes, ya que x1 y
x2 son controladores significativamente diferentes.
cindarios y, como era previsible, sus respuestas correspondientes también son
diferentes.
Un análisis más profundo de estas dos respuestas transitorias muestra que x1
presenta una respuesta mejor que x2 con respecto a y2 cuando el escalón se
aplica a r1. Sin embargo, x2 presenta una mejor respuesta que x1 con respecto
a y2 y y1 (mejor en el sentido de que muestra menor sobreoscilación) cuando
el escalón es aplicado a r2. Por lo tanto, no está claro en absoluto qué solu-
ción se debe elegir. En estos casos, el diseñador deberá incluir nuevos criterios
o preferencias, para poder tomar la decisión final. De todos modos, tenga en
cuenta que el controlador casi-óptimo x2 podría en última instancia ser preferi-
do sobre el controlador óptimo x1. Esto evidencia que no habría sido prudente
descartar x2 en la etapa de búsqueda y prueba la conveniencia de encontrar
las soluciones casi-óptimas además de las óptimas. Esta situación es muy co-
mún cuando las funciones objetivo se definen como una agregación de varios
objetivos parciales, como es el caso aquí. Además, vale la pena señalar que si
este MOP se hubiera abordado con un enfoque tradicional y ocho objetivos
(uno para cada término de la ecuación 5.4, sin agregar objetivos) — que es el
enfoque ideal si uno quiere encontrar todas las soluciones óptimas, aunque no
sea práctico en la etapa de optimización y toma de decisiones —, entonces x2
podría haber sido una solución óptima. Esta es una evidencia adicional de la
relevancia de x2, que nevMOGA ha podido identificar.
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Figura 5.4: Límites de degradación de los controladores x3 (óptimo) y x4 (casi-óptimo).
Variando en ± 20% los valores nominales de la planta, el rendimiento de los controladores
x3 y x4 se encuentran dentro de los límites obtenidos.
A continuación, evaluamos la robustez de cada controlador encontrado por el
algoritmo, es decir, como un controlador mantiene su desempeño cuando se
contemplan errores de identificación. Este análisis es típico en el diseño de
controladores. Para ello, primero, generamos 50 valores aleatorios para cada
parámetro de la planta (ganancias, constantes de tiempo y retardos) dentro de
un rango de ± 20%. De este modo, se obtienen 50 variaciones de la planta,
que representan 50 desviaciones de la planta nominal. Luego, evaluamos el
rendimiento de cada controlador (mediante los objetivos f1 y f2) para cada una
de esas 50 desviaciones de la planta. Incluir un objetivo adicional, que mida
de esta forma la robustez y computarlo en la etapa de optimización, junto con
los otros dos objetivos, hubiera sido muy costoso computacionalmente (evaluar
50 veces más f1 y f2 para todos los controladores generados por el algoritmo
en cada iteración, sean o no despreciables). Por este motivo, desplazamos este
análisis de robustez a la etapa de toma de decisiones. Como ejemplo de los
resultados de este análisis de robustez, la figura 5.4 muestra los límites de la
degradación de rendimiento (determinados por los valores de f1 y f2 cuando se
evalúan para cada uno de las 50 desviaciones de la planta) experimentados por
dos controladores (x3 y x4). Tenga en cuenta que x4 (controlador casi-óptimo)
experimenta menor degradación que x3. Esta es una información muy valiosa,
y podría hacer que el diseñador opte por x4 en lugar de x3, ya que ambos
controladores obtienen rendimiento similar en los objetivos de diseño.
Por último, vemos una última prueba de la conveniencia de considerar las solu-
ciones casi-óptimas. Si comparamos x5 (controlador óptimo) y x6 (controlador
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casi-óptimo), vemos que tienen un rendimiento similar con respecto a f1 y f2.
Sin embargo, x6 tiene valores más bajos (en valor absoluto) de las ganancias
Kc1 y Kc2. Desde una perspectiva de diseño, este hecho puede ser una ven-
taja, ya que este controlador presentará menor sensibilidad a cualquier ruido
de medición en las salidas de la planta y, por lo tanto, podría preferirse al
controlador óptimo x5.
5.3 Diseño del control para la columna de destilación Wood
& Berry
En esta sección se utiliza la columna de destilación Wood & Berry [108] (ver
figura 5.5) como proceso sobre el cual diseñar su sistema de control. La colum-
na de destilación Wood & Berry ha sido estudiada por muchos autores ([59],
[71]). Este sistema tiene dos variables manipuladas: flujo de vapor V y reflujo
R en lb/min; y dos salidas: concentración del producto destilado xD, y con-
centración de fondo xB por peso de metanol. Además, el flujo de alimentación
F es una perturbación del sistema en lb/min. El modelo de la planta para el
punto de operación (xD = 0.96, xB = 0.02, R = 1.95lb/min, S = 1.71lb/min






























donde las constantes de tiempo y los retrasos se miden en minutos.
La estructura de control se define como un emparejamiento diagonal de con-




















dondeKc1 yKc2 son las ganancias proporcionales, Ti1 y Ti2 son las constantes
de tiempo integrales (en minutos) y e1 = spxD − xD y e2 = spxB − xB son
los errores de salida, donde spxD y spxB son las referencias para xD y xB
respectivamente.
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Figura 5.5: Diagrama P&ID de la columna de destilación Wood & Berry [108].
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Figura 5.6: Escalones con respecto al punto de operación introducidos de forma indepen-
diente para el control de la columna de destilación Wood & Berry.
Para analizar el rendimiento de los controladores, se analizan tres situaciones
con respecto al punto de operación, de forma independiente: un escalón en
spxD con spxB = F = 0, un escalón en spxB con spxD = F = 0 y un escalón
en la perturbación F con spxD = spxB = 0. Estos tres escalones se muestran
en la figura 5.6.
El MOP para la columna de destilación Wood & Berry se define a continuación:
min
x
f(x) = [f1(x) f2(x)] (5.6)
donde
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xR = [0.6523 16.7 − 0.1237 14.4]
(5.20)
sujeto a
x ≤ x ≤ x
fij(x) < 2 ∀i = [1, 2], j = [1, ..., 5]
y donde
x = [0.01 0.1 − 0.5 0.1]
x = [2 50 − 0.01 50]
En este MOP, de nuevo, se han agregado diferentes objetivos para simplificar
el proceso de optimización y la fase de decisión. Esta agregación se realiza con
el mismo peso porque tienen las mismas unidades y la importancia relativa de
estos objetivos es la misma. Por lo tanto, tenemos un MOP con dos objetivos de
diseño. Para calcular el primer objetivo f1 la integral del error absoluto (IAE)
se agrega sobre ambas salidas, relativizadas sobre el controlador de referencia
xR (calculado utilizando la técnica S-IMC [94]), en cada uno de los tres casos
mencionados: un escalón en spxD (f11 y f12), un escalón en spxB (f13 y f14) y
un escalón en la perturbación F (f15 y f16). Del mismo modo, las derivadas de
las acciones de control, relativizadas sobre el controlador de referencia (xR), se
miden en cada uno de los tres casos mencionados (f21, f22, f23, f24, f25 y f26).
Estos valores se agregan para formar f2. Las variables de decisión del MOP son
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Figura 5.7: Conjunto de controladores óptimos (naranja) y casi-óptimos no dominados en
su vecindario (verde y amarillo) para el MOP de Wood & Berry. A la izquierda, se muestra el
valor objetivo de cada una de las opciones encontradas. A la derecha, se muestra las variables
de decisión representadas mediante LD, usando la norma infinito.
Kc y Ti para los dos PI propuestos para el control de la planta (ver ecuación
5.3).
Para optimizar el MOP de la columna de destilación Wood & Berry definido




n_box = [80 80]
 = [0.5 0.5]
n = [0.25 5 0.025 5]
para la definición de los parámetros restantes, se toman los valores sugeridos
en [37] para el algoritmo original (ev-MOGA).
La figura 5.7 muestra el conjunto PQ,n de controladores obtenidos por nevMO-
GA (óptimos y casi-óptimos) para el problema planteado. En primer lugar, se
observa un vecindario aislado (V ecindario1, soluciones en verde) con valores
más altos de Ti1. Estas soluciones son las opciones casi-óptimas con rendi-
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Figura 5.8: Respuesta de los controladores x1 y x2 para la referencia introducida sobre
xD en la columna de destilación Wood & Berry.
Tabla 5.1: Controladores x1 y x2 para la columna de destilación Wood & Berry.
Controlador Kc1 Ti1 Kc2 Ti2 f1(x) f2(x)
x1 0.66 8.25 -0.06 5.24 4.806 4.173
x2 0.8 13.87 -0.06 5.06 4.916 4.356
mientos más similares al frente de Pareto. Se seleccionan dos soluciones para
realizar un análisis más detallado de su comportamiento. En primer lugar, se
elige el controlador con la norma infinita inferior del frente de Pareto (x1). x1
es una alternativa compensada y podría ser la elección final del diseñador. En
segundo lugar, elegimos una solución (x2), dominada por x1, del vecindario
aislado (V ecindario1) que tiene un rendimiento similar a x1 (ver figura 5.1).
Los valores de los objetivos agregados de ambas alternativas se pueden ver
en la tabla 5.2. En primer lugar, se puede ver en su respuesta temporal ante
un escalón sobre xD (figura 5.8) que la solución casi-óptima produce un error
ligeramente menor para ambas salidas (f11 y f12). Con respecto a las acciones
de control, el controlador x1 obtiene acciones de control más suaves en R (f21)
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Figura 5.9: Respuesta de los controladores x1 y x2 para la referencia introducida sobre xB





























Figura 5.10: Respuesta de los controladores x1 y x2 para la referencia introducida sobre
F en la columna de destilación Wood & Berry.
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5.3 Diseño del control para la columna de destilación Wood & Berry
Tabla 5.2: Valor objetivo obtenido para los controladores x1 y x2 para la columna de
destilación Wood & Berry.
Controlador f11(x) f12(x) f13(x) f14(x) f15(x) f16(x)
x1 0.856 1.04 0.499 0.86 0.798 0.751
x2 0.819 0.973 0.678 0.823 0.894 0.73
Controlador f21(x) f22(x) f23(x) f24(x) f25(x) f26(x)
x1 0.965 0.417 0.431 0.387 1.147 0.826
x2 1.186 0.374 0.405 0.381 1.19 0.82
y más bruscas en V (f22) con respecto a x2. En segundo lugar, se observa la
diferencia más grande entre los controladores en el seguimiento de referencia
ante un escalón sobre xB (ver figura 5.9). Mientras que en xB (f14) el con-
trolador x2 tiene un error ligeramente menor, en xD (f13) es el controlador
x1 que produce un error significativamente menor. Ambas acciones de control
(f23 y f24) son más suaves para el controlador x2. Finalmente, se puede ver la
respuesta ante un escalón en la perturbación (consulte la figura 5.10). En este
caso, el controlador x1 obtiene un error menor para xD (f15) con acciones de
control más suaves en R (f25). El controlador x2 obtuvo errores más pequeños
para xB (f16) con acciones de control más suaves en V (f26).
Por lo tanto, si nos centramos en el valor de los objetivos optimizados, el con-
trolador x1 domina a x2. Pero como se ve en sus respuestas, a pesar de tener
valores similares para f1 y f2, ambos controladores tienen características muy
diferentes. Después de observar estas respuestas, el diseñador puede priorizar,
por ejemplo, obtener un controlador con menor sobreoscilación, lo que favo-
recería la elección de x2 (con una sobreoscilación significativamente menor en
xD ante el escalón introducido sobre spxB, vea la figura 5.9). Por lo tanto, es
muy útil comparar controladores de diferentes vecindarios. Esta comparación
detallada nos proporciona nueva información para tomar una decisión final con
mayor criterio.
Ahora analizamos un nuevo indicador, relacionado con la robustez, que no
está incluido en la fase de optimización. Para el estudio de la robustez de los
controladores x1 (óptimo) y x2 (casi-óptimo), obtenemos los valores mínimos
singulares de la incertidumbre multiplicativa [48] [95] [105]. Para hacer esto,
observamos la respuesta en frecuencias (ver figura 5.11). El controlador x2 tiene
un valor mínimo singular de incertidumbre multiplicativa (γ = 0.55) mayor que
x1 (γ = 0.5). Este valor indica que el controlador casi-óptimo x2 es más estable
(robusto) que el controlador del frente de Pareto x1. Esta característica no se
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Figura 5.11: Valor singular de incertidumbre multiplicativa obtenido para los controladores
x1 y x2.
ha tenido en cuenta en los objetivos de diseño, pero podría cambiar la elección
hacia la solución casi-óptima x2, ya que ambas tienen un rendimiento muy
similar en los objetivos de diseño.
Por lo tanto, en este problema de diseño de un controlador para la planta
Wood & Berry, se ha puesto de manifiesto la utilidad, para el diseñador, de
obtener los controladores casi-óptimas no dominadas en su vecindario. Con
ellos, se puede hacer un estudio detallado que permita al diseñador elegir con
mayor criterio una opción óptima o casi-óptima, ya que ambos pueden tener
un desempeño similar con respecto a los objetivos de diseño.
5.4 Diseño del control de un sistema de refrigeración
(concurso CIC2018)
En esta sección se diseña un control para el sistema de refrigeración propuesto
por el Concurso de Ingeniería de Control 2018 (CIC2018 [7]). Los sistemas de
refrigeración son, como se conoce generalmente, ciclos cerrados, cuyos compo-
nentes están conectados a través de varias tuberías y válvulas, lo que provoca
fuertes no linealidades y un alto acoplamiento. Esta es la razón por la que su
modelado dinámico no es una cuestión trivial. Por un lado, los elementos más
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Figura 5.12: Diagrama del sistema de refrigeración. Imagen proporcionado por el benchmark
de control CIC2018 [7].
importantes son los intercambiadores de calor. Por otro lado, la válvula de
expansión, el compresor y el comportamiento térmico de los flujos secundarios
se modelan de forma estática. Habitualmente, se opera el ciclo con un cierto
grado de sobrecalentamiento del refrigerante en la salida del evaporador, que
se mantiene bajo para aproximarse al comportamiento ideal [7] (el refrigerante
en la salida del evaporador es vapor saturado).
El CIC2018 propone el control de dos salidas del proceso: la temperatura de
salida del fluido secundario del evaporador Te,sec,out y el grado de sobrecalenta-
miento TSH en oC. Además, existen dos variables manipuladas: apertura de la
válvula de expansión Av en (%) y velocidad del compresor N en Hz. También
hay dos perturbaciones: la temperatura de entrada del fluido secundario del
evaporador (Te,sec,in) y del condensador (Tc,sec,in) en oC (vea la figura 5.12).
La estructura de control se define como un control PI que utiliza el siguiente
emparejamiento: la salida Te,sec,out se controla mediante Av y TSH por N . Es
decir,


















dondeKc1 yKc2 son las ganancias proporcionales, Ti1 y Ti2 son las constantes
de tiempo integrales en segundos y e1 = spTsec− Te,sec,out y e2 = spTSH − TSH
son los errores de salida, donde spTsec y spTSH son las referencias para Te,sec,out
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Figura 5.13: Sistema de control para el benchmark de control CIC2018 [7].
y TSH respectivamente. Para la primera fase del concurso, se proporcionan
cuatro perfiles: dos para las referencias spTsec y spTSH (ver figura 5.14) y dos
para las perturbaciones Te,sec,in y Tc,sec,in (vea la figura 5.15). Además, se define
el punto de operación (ver tabla 5.3).
5.4.1 Problema de optimización con un único objetivo
En primer lugar, el problema se define con un solo objetivo de diseño. Este
objetivo es la agregación de varios objetivos. Esto simplifica el proceso de
optimización y la fase de decisión. Para el cálculo de estos objetivos agregados,
comenzamos con un controlador de referencia xR proporcionado por el concurso
que está definido por Gr1, controlador de la salida Te,sec,out, y Gr2,controlador
de la salida TSH :
Gr1(s) =
−0.6000s2 − 0.0300s+ 0.5000



















































Figura 5.15: Perfil introducido sobre las perturbaciones Te,sec,in y Tc,sec,in para el bench-
mark de control CIC2018.
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N ∼= 42.45 Hz
Perturbaciones
Tc,sec,in 30 oC
mc,sec 150 g s−1
Pc,sec,in 1 bar
Te,sec,in -20 oC











x = [Kc1 Ti1 Kc2 Ti2]
(5.24)
donde
f11(x) = w1 ·RIAE1(x, xR)
f12(x) = w2 ·RIAE2(x, xR)
f13(x) = w3 ·RITAE1(x, xR, tc1, ts1)
f14(x) = w4 ·RITAE2(x, xR, tc2, ts2)
f15(x) = w5 ·RITAE2(x, xR, tc3, ts3)
f16(x) = w6 ·RITAE2(x, xR, tc4, ts4)
f17(x) = w7 ·RIAV U1(x, xR)

































x ≤ x ≤ x
f(x) < 0.2
y donde
x = [−35 0.75 0.25 1.75]
x = [−5 1.5 1.25 3.75]
w1 = 0.229 w2 = 0.120 w3 = 0.224 w4 = 0.114
w5 = 0.114 w6 = 0.113 w7 = 0.0264 w8 = 0.0593
tc1 = tc2 = 10min ts1 = ts2 = tc3 = 17 min
ts3 = tc4 = 25 min ts4 = 40 min
Se evalúan ocho objetivos de rendimiento agregados para el cálculo del objetivo
de diseño. Los dos primeros objetivos agregados son la integral de los errores
absolutos (IAE) en ambas variables controladas (Te,sec,out y TSH). El tercero es
el tiempo integral del error absoluto (ITAE) para la primera variable contro-
lada (Te,sec,out) evaluada después del único escalón introducido sobre ella (en
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Tabla 5.4: Controladores x1 y x2 para el enfoque con un único objetivo del control del
benchmark CIC2018.
Controlador Kc1 Ti1 Kc2 Ti2 f(x)
x1 -27.7 1.07 0.87 3.21 0.162
x2 -16.14 1.3 0.53 3.52 0.186
10 min, ver figura 5.14). Los objetivos agregados cuarto, quinto y sexto son
el ITAE para la segunda variable controlada (TSH) evaluada después de los
tres escalones introducidos en 10, 17 y 25 min (ver figura 5.14). Los objetivos
agregados séptimo y octavo son la integral de la variación absoluta de la señal
de control (IAVU) para las dos variables manipuladas (Av y N). El objetivo
general a optimizar se obtiene utilizando el valor promedio de los ocho objeti-
vos agregados individuales con un factor de ponderación wi (propuesto por el
benchmark) para cada objetivo agregado relativizados sobre el controlador de
referencia.
Para optimizar el problema definido en (ecuación 5.23) nevMOGA se utiliza






n = [5 0.1 0.25 1]
para la definición de los parámetros restantes se toman lo valores por defecto
sugeridos en [37] para el algoritmo original ev-MOGA.
En primer lugar, se obtienen los controlador óptimo y los controladores casi-
óptimos no dominados en su vecindad (PQ,n), como se muestra en la figura
5.16.
Ahora, seleccionamos el controlador óptimo x1 junto con el controlador casi-
óptimo x2, que se encuentra en un vecindario diferente. En las figuras 5.17 y
5.18 se observa la respuesta de ambos controles. Además, sus objetivos agrega-
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Figura 5.16: Controlador óptimo (naranja) y controladores casi-óptimos no dominados en
su vecindad (verde), para el benchmark CIC2018, visualizados mediante LD, usando la norma






































Figura 5.17: Comparación de las respuestas de los controladores x1 y x2 y para el bench-
mark de control CIC2018. Detalles de los momentos en que se produjeron cambios de refe-
rencia.
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Figura 5.18: Comparación de las acciones de control de los controladores x1 y x2 para el
benchmark de control CIC2018. Detalle de los momentos en los que ocurrieron cambios en
la referencia.
Tabla 5.5: Valor de los objetivos agregados para los controladores x1 y x2
Controlador f11(x) f12(x) f13(x) f14(x)
x1 0.026 0.013 0.019 0.005
x2 0.033 0.017 0.027 0.008
Controlador f15(x) f16(x) f17(x) f18(x)
x1 0.004 0.007 0.029 0.059
x2 0.007 0.011 0.027 0.056
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dos y el valor objetivo global se muestran en las tablas 5.4 y 5.5. El controlador
x1 tiene un error menor en las salidas como se muestra en la figura 5.17 y el
valor de los objetivos f11 a f16. El controlador x2 obtiene acciones de control
más suaves como se observa en la figura 5.18 y los objetivos f17 a f18. Esto
revela el conflicto entre los objetivos agregados en relación con los errores en
las salidas y los objetivos relativos al esfuerzo de control. Este conflicto ha sido
posible detectarlo gracias a encontrar el conjunto de opciones casi-óptimas no
dominadas en su vecindad. Para analizar este conflicto con mayor detalle, se
plantea un problema de optimización multiobjetivo con dos objetivos, donde
los objetivos agregados que entran en conflicto se agrupan de forma indepen-
diente. De este modo, es posible analizar la compensación de los controladores
en los objetivos planteados. Los resultados de este enfoque multiobjetivo se
discuten en la siguiente sección.
5.4.2 Problema de Optimización Multiobjetivo
En esta sección se define un problema de optimización multiobjetivo para el
benchmark de control CIC2018. Para ello, se desagrega el objetivo definido en
la sección anterior, planteando dos objetivos de diseño. El primer objetivo está
formado por los primeros seis objetivos agregados definidos en la ecuación 5.25
con sus factores de ponderación wi. El segundo objetivo está formado por los
dos últimos objetivos agregados con sus correspondientes factores de pondera-
ción. De esta forma, los objetivos agregados relacionados con el desempeño y
el esfuerzo de control, que entran en conflicto, se estudian de forma indepen-
diente. El MOP para el benchmark de control CIC2018 es:
min
x










x =[Kc1 Ti1 Kc2 Ti2]
(5.29)
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Figura 5.19: Conjunto de controladores óptimos (naranja) y casi-óptimos no dominados
en su vecindad (verde) para el benchmark de control CIC2018. A la izquierda, se muestra la
compensación de los objetivos de diseño. A la derecha, se muestra las variables de decisión
representadas con LD, usando la norma 2.
sujeto a:
x ≤ x ≤ x
fi(x) < 1.4 ∀i ∈ [1 2]
donde f11(x)...f18(x), x, x, wi, tci y tsi están definidos en las ecuaciones 5.25
y 5.26 y xR es definido en la ecuación 5.22.
Para la optimización del MOP definido en la ecuación 5.28 nevMOGA se utiliza




n_box = [100 100]
 = [0.0125 0.0125]
n = [2.5 0.2 0.25 0.5]
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Figura 5.20: Comparación de la respuesta de los controladores x1 y x2 para el benchmark
de control CIC2018. Detalle de los instantes de tiempo donde se producen cambios en las
referencias.
para la definición de los parámetros restantes se toman los valores predefinidos
en [37] para el algoritmo original (ev-MOGA).
La figura 5.19 muestra el conjunto PQ,n obtenido, utilizando nevMOGA, para
el problema propuesto. Dos soluciones son nuevamente elegidas para su aná-
lisis. En primer lugar, se elige una solución óptima de compromiso (x1). En
segundo lugar, se selecciona una solución casi-óptima x2 dominada por x1 en
un vecindario diferente (consulte las tablas 5.6 y 5.7, y la figura 5.19) ya que
Kc1 es significativamente diferente.
La respuesta de ambos controladores se observa en las figuras 5.20 y 5.21. El
controlador x1 muestra un IAE más bajo en ambas salidas (f11 y f12). También
muestra mejor ITAE sobre Te,seg,out (f13). La solución casi-óptima (x2) muestra
mejor ITAE sobre la segunda salida TSH (f14 a f16).
La acción de control Av de x1 es más suave (f18), mientras que la acción de
control N es más brusca (f17). Por lo tanto, x2 gana en cuatro (f14 a f17) y
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Figura 5.21: Comparación de las acciones de control de los controladores x1 y x2 para
benchmark de control CIC2018. Detalle de los instantes en el tiempo donde se producen
cambios en las referencias.
Tabla 5.6: Valores de los objetivos agregados de los controladores x1 y x2.
Controlador f11(x) f12(x) f13(x) f14(x)
x1 0.027 0.015 0.021 0.007
x2 0.03 0.015 0.028 0.007
Controlador f15(x) f16(x) f17(x) f18(x)
x1 0.006 0.01 0.027 0.054
x2 0.005 0.009 0.024 0.056
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Tabla 5.7: Controladores x1 y x2 obtenidos en el MOP para el benchmark de control
CIC2018.
Controlador Kc1 Ti1 Kc2 Ti2 f1(x) f2(x)
x1 -24.45 1.1 0.6 3.25 0.085 0.08





















Figura 5.22: Escalones en spTsec y spTSH , introducidos en Te,sec,out y TSH respectivamente,
para el ensayo de validación del benchmark de control CIC2018.
pierde en cuatro (f11 a f13 y f18) objetivos agregados. Se puede ver que hay dos
controladores con rendimientos similares y, a pesar de que x2 está dominado
por x1, no se observa una pérdida significativa en ninguno de los objetivos
agregados propuestos. Por ello, siendo dos controladores con características
diferentes, parece razonable que sea el diseñador, y no el algoritmo, el que
seleccione uno de ellos en base a sus especificaciones.
El concurso CIC2018 también propone una segunda fase en la que se propor-
cionan cuatro nuevos perfiles de validación para las referencias spTsec y spTSH
y las perturbaciones Te,sec,in y Tc,sec,in (consulte las figuras 5.22 y 5.23). De
este modo, se puede comparar el rendimiento de los controladores, seleccio-
nados con el perfil inicial, en un nuevo punto de operación. Esto implica un
cambio de escenario para el problema planteado en la primera fase. De esta
forma, evaluamos en simulación la robustez de los controladores comparados,
analizando un nuevo escenario.
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Figura 5.23: Escalones sobre las perturbaciones Te,sec,in y Tc,sec,in para el ensayo de vali-







































Figura 5.24: Comparación de la respuesta para el ensayo de validación de los controladores
x1 y x2 para el benchmark de control CIC2018. Detalle de los instantes donde se producen
cambios en las referencias.
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Tabla 5.8: Los valores de los objetivos de diseño y los objetivos agregados para los contro-
ladores x1 y x2 en la prueba de validación.
Controlador f11(x) f12(x) f13(x) f14(x) f1(x)
x1 3.7361 2.2980 0.0065 0.0053 38.6
x2 0.0156 0.0150 0.0042 0.0036 0.056
Controlador f15(x) f16(x) f17(x) f18(x) f2(x)
x1 1.7415 30.8361 0.0120 0.0282 0.04




































Figura 5.25: Comparación de las acciones de control en el ensayo de validación de los
controladores x1 y x2 para el benchmark de control CIC2018. Detalle de los instantes donde
se producen cambios en las referencias.
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En las figuras 5.24 y 5.25, y en la tabla 5.8 se muestra la respuesta y los valo-
res de los objetivos agregados de los controladores x1 y x2 obtenidos sobre el
ensayo de validación. La solución x2 muestra un mejor IAE (f11 y f12) en este
nuevo escenario. Además, x2 muestra una mejora en el ITAE para ambas sali-
das (f13 a f16). La diferencia más significativa se observa en el ITAE del último
escalón introducido sobre TSH (f16). La diferencia es tal que el controlador x1
no alcanza la referencia debido a la saturación de la acción de control en ese
intervalo (consulte las figuras 5.24 y 5.25). x2 alcanza la referencia y obtiene
un rendimiento significativamente mejor en este intervalo. Ambas acciones de
control son ligeramente más suaves para x1 (f17 y f18). Sin embargo, existe
una diferencia significativa en el rendimiento (especialmente para f16, intervalo
entre el minuto 25 y 40 en la figura 5.24) de ambos controladores en favor de
x2. Por lo tanto, ante dos controladores con un buen rendimiento sobre el en-
sayo inicial, uno de ellos (x2) obtiene un rendimiento significativamente mejor
sobre el ensayo de validación. Este hecho, decanta nuestra elección hacia un
controlador casi-óptimo (x2) a diferencia de lo que se podría esperar a priori.
Para realizar un estudio más detallado de las soluciones producidas en el MOP
propuesto, obtenemos su rendimiento para el ensayo de validación definido (fi-
gura 5.26). En este estudio, podemos ver que hay un conjunto de soluciones
casi-óptimas (soluciones que se muestran en amarillo) que logran alcanzar el
perfil de validación introducido de modo similar a x2. El resto de controlado-
res no consigue un buen desempeño sobre el ensayo de validación. De hecho,
ninguna solución óptima alcanza la referencia, tal y como ocurre con x1. Por
lo tanto, se muestra la importancia de encontrar soluciones casi-óptimas. Gra-
cias a estas soluciones, hemos podido analizar un nuevo escenario, el ensayo de
validación (para la que inicialmente no había información). Este análisis nos
ha permitido encontrar controladores casi-óptimos (similares a los óptimos)
para los perfiles introducidos inicialmente que obtienen un desempeño signifi-
cativamente mejor a los controladores óptimos en el ensayo de validación. Con
un enfoque multiobjetivo tradicional, este análisis no podría haberse realizado
sin redefinir el MOP en el nuevo escenario (y luego obtener los controladores
óptimos).
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Figura 5.26: Conjunto de soluciones óptimas (naranja) y casi-óptimas no dominadas en
su vecindad (verde y amarillo) para el perfil inicial introducido en el benchmark de control
CIC2018. Las soluciones en amarillo (casi-óptimas) obtienen un buen rendimiento en el
ensayo de validación.
5.5 Identificación del sistema de refrigeración de un sistema
µ-CHP basado en una pila de PEMFC
Actualmente existen problemas medioambientales tales como: calentamiento
global, contaminación atmosférica, agotamiento de las reservas de combusti-
bles fósiles, etc. Las nuevas tecnologías en el sector energético pueden ayudar
a paliarlos. Este es el caso de la tecnología de los sistemas µ-CHP (Combi-
ned Heat and Power [25] [63]). Un sistema µ-CHP genera electricidad y calor
para el suministro energético de la vivienda (con potencias menores de 5 kW
[2]). Por una lado, la energía eléctrica producida alimenta las cargas eléctricas
de la vivienda. Por otro lado, la energía térmica generada se utiliza para la
calefacción y el agua caliente. La principal ventaja de estos sistemas es el apro-
vechamiento de la energía térmica generada durante el proceso de producción
de energía eléctrica.
Los sistemas µ-CHP utilizan diversas tecnologías ([55], [6]). De entre ellas,
algunos autores coinciden en señalar que las más prometedoras, debido a su
eficiencia y pocas emisiones, son las tecnologías basadas en la pila de combus-
tible ([2], [29], [36]). Los sistemas µ-CHP de este tipo más habituales se basan
en pilas de combustible de tipo PEMFC (Proton Exchange Membrane Fuel
Cell).
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Actualmente existen algunos sistemas µ-CHP comerciales basados en PEMFC.
Sin embargo, es necesario avanzar en varios aspectos de estos sistema, con el
fin de mejorar sus prestaciones y reducir sus costes ([36], [114]). Una de las
áreas donde existe un mayor margen de mejora es en el control de temperatura
de la PEMFC. El correcto diseño del sistema de refrigeración de la pila es vital
en la durabilidad, coste, fiabilidad y eficiencia energética de la pila ([114], [87])
(el componente más costoso del sistema). Sin embargo, para diseñar un buen
control de temperatura de la pila es necesario disponer de un adecuado modelo
del sistema de refrigeración. Por ello, en esta sección se pretende identificar los
parámetros de un modelo de la unidad de refrigeración de un sistema µ-CHP.
5.5.1 Planteamiento del problema de optimización multiobjetivo
Utilizando el enfoque introducido en la tesis, nevMOGA proporcionará al dise-
ñador, además de los modelos óptimos, los modelos casi-óptimos no dominados
en su vecindad. Estos modelos proveerán de un mayor conocimiento al dise-
ñador para tomar la decisión final con mayor criterio. El modelo a identificar
(descrito en el Apéndice A) está basado en primeros principios, es dinámico, no
lineal. El modelo será ajustado y validado con datos experimentales obtenidos
de un proceso real que simula un sistema µ-CHP basado en un PEMFC de
2kW. Para llevar a cabo la identificación, desde el punto de vista de la opti-
mización de procesos, partimos de un modelo con un conjunto de parámetros
a identificar. Los detalles de este modelo se pueden ver en el Apéndice A. Las
entradas del modelo son (representadas en naranja en la figura 5.27):
Fa: Caudal de aire de la pila en m3/s
Tamb: Temperatura ambiente en oC
Tain : Temperatura del aire de entrada a la pila en oC
v: Tensión proporcionada por la pila en voltios.
i: Corriente proporcionada por la pila en amperios
Fw1 : Caudal del circuito primario en m3/s
Fw2 : Caudal del circuito secundario en m3/s
R: Encendido/apagado del radiador en On/Off
Las salidas del modelo son (representadas en azul en la figura 5.27):
Twout : Temperatura de salida del agua de la pila en oC
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Figura 5.27: Entradas y salidas del sistema de refrigeración de un sistema µ-CHP.
Twin : Temperatura de entrada del agua de la pila en oC
Tt2: Temperatura del interior del depósito 2 en oC
Taout : Temperatura del aire de salida de la pila en oC
Tsin : Temperatura del agua a la entrada del intercambiador en la carcasa
en oC
Tsout : Temperatura del agua a la salida del intercambiador en la carcasa
en oC
El modelo tiene 30 parámetros a estimar (ver tabla A.2, en el Apéndice A).
Para ajustar los parámetros del modelo, se usarán los datos correspondientes
al ensayo de identificación realizado sobre la planta real modelada. El ensayo
de identificación tiene una duración aproximada de 2.5 horas. En este ensayo,
se introducen escalones en la demanda de energía eléctrica, los caudales de los
circuitos primario y secundario del sistema de refrigeración, y la demanda de
energía térmica. Estas señales se representan en la figura 5.28. Además de este
ensayo, se dispone de un ensayo de validación (ver figura 5.29) que no será
utilizado para la obtención de los modelos óptimos o casi-óptimos, pero sí para
la validación de los mismos.
Se define el MOP como:
min
x
f(x) = [f1(x) f2(x) f3(x)] (5.30)
donde
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∣∣∣Tˆt2(t)− Tt2(t)∣∣∣ dt (5.33)
siendo T = 8087 segundos (duración del ensayo de identificación), las varia-
bles con acento circunflejo las salidas del proceso (por ejemplo, Tˆwout(t)), las
variables sin acento circunflejo las salidas del modelo (por ejemplo, Twout(t)),
y x el vector de parámetros:
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Figura 5.29: Ensayo de validación del proceso de refrigeración de un sistema µ-CHP.
x = [Vt1 htmin htmax hsmin hsmax Vp1 hp1loss Vw Va ka hfc2max hfc2min hfcloss hamax
hamin hwmax hwmin haw calTwout calTaout Vp4 hp4loss calTp4out hrOFFmin
hrOFFmax hrONmin hrONmax Vt2 Vr Tambr ]
sujeto a:
x ≤ x ≤ x
siendo x y x (ver tabla 5.9) los límites inferiores y superiores del vector de
parámetros x.
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Tabla 5.9: Limites inferiores (x) y superiores (x) de los parámetros a estimar del sistema
de refrigeración.
Parámetro x x Parámetro x x
Vt1 0.001 0.003 hwmax 1 200
htmin 1 100 hwmin 1 150
htmax 1 200 haw 1 100
hsmin 1 150 calTwout -2 2
hsmax 1 300 calTaout -2 2
Vp1 0.0001 0.001 Vp4 0.001 0.002
hp1loss 1 15 hp4loss 1 14
Vw 0.001 0.004 calTp4out -2 2
Va 0.001 0.005 hrOFFmin 1 40
ka 1000 8000 hrOFFmax 1 40
hfc2max 1 100 hrONmin 1 100
hfc2min 1 100 hrONmax 1 200
hfcloss 1 15 Vt2 0.015 0.035
hamax 1 150 Vr 0.001 0.005
hamin 1 100 Tambr 15 35
La simulación del sistema tiene un paso fijo Ts = 0.1 segundos. Los objetivos
de diseño miden el error, a lo largo del ensayo de identificación previamente
mencionado, en las temperaturas del agua: de entrada y salida de la pila (Twin
y Twout respectivamente) y del depósito 2 (Tt2). Las temperaturas del aire de
salida a la pila (Taout), y de entrada y salida en la carcasa del intercambiador
de calor (Tsin y Tsout respectivamente) son salidas del modelo de menor impor-
tancia. Por ello, el error asociado a dichas señales no han sido incluido en los
objetivos de diseño. De este modo, se reduce el MOP a 3 objetivos facilitan-
do así el proceso de optimización y el análisis de los modelos obtenidos. Sin
embargo, los errores en estas salidas (objetivos f4, f5 y f6, ver ecuación 5.34)
serán analizados en la fase de decisión. De manera que ante dos modelos con
prestaciones similares, sobre los objetivos de diseño (f1, f2 y f3), pudiésemos
discriminar entre ellos analizando el resto de objetivos (f4, f5 y f6).
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n_box = [10 10 10]
 = [0.01 0.01 0.01]
n = [0.0005 10 20 10 40 0.0003 4 0.0005 0.0001 1000 15 15 3 15 10 15 15
15 0.5 0.5 0.0005 4 0.2 5 7 7 10 0.002 0.0004 3]
para la definición de los parámetros restantes, se utilizan los valores sugeridos
en [37] para el algoritmo original (ev-MOGA).
En este MOP las variables de decisión y los objetivos tienen un sentido físico.
Por ello, la elección de los parámetros de nevMOGA ( y n) ha resultado senci-
lla para el diseñador. La figura 5.30 muestra el conjunto de modelos obtenidos
(PQ,n) utilizando nevMOGA para el MOP planteado. En primer lugar, se ob-
serva cómo existe un gran número de modelos casi-óptimos con rendimiento
similar a los óptimos. Para analizar su rendimiento, se eligen dos de ellos. En
primer lugar, se selecciona el modelo x1, que es el modelo del frente de Pareto
que obtiene un valor inferior de norma 2 (eje de ordenadas de la figura 5.30).
Esta alternativa es un modelo compensado, y podría ser la elección final del
diseñador. En segundo lugar, elegimos una solución casi-óptima (x2) dominada
por x1, pero en un vecindario diferente, es decir, significativamente diferente.
La respuesta de los modelos x1 y x2 sobre el ensayo de identificación se observa
en la figura 5.31. Además, los valores de los objetivos definidos para ambos
modelos se observan en la tabla 5.11. El modelo x1 obtiene un error ligeramente
menor a x2, en todos los objetivos de diseño (f1 a f3). Sin embargo, esta mejora
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Figura 5.30: Conjunto de modelos óptimos (naranja) y casi-óptimos no dominados en su
vecindad (verde) obtenidos. Los modelos se representan mediante la herramienta de visuali-
zación LD, utilizando la norma 2. A la izquierda, se muestra el valor objetivo de cada una
de las opciones encontradas. A la derecha, se muestran sus variables de decisión.
es prácticamente inapreciable en su respuesta temporal (ver figura 5.31). Por
ello, al ser dos modelos con rendimiento muy similar, creemos que debemos
analizar nuevos objetivos para poder tomar una decisión con mayor criterio.
En primer lugar, observamos en la figura 5.32 las salidas de menor importancia
(Taout , Tsin y Tsout) de los modelos comparados sobre el ensayo de identificación.
En ella, se observa cómo el modelo casi-óptimo x2 mejora el rendimiento(error),
en todas ellas, al modelo óptimo x1 (ver también el valor de los objetivos f4,
f5 y f6 en la tabla 5.11). Esta mejora es significativa respecto a la salida Taout
(objetivo f4). Sin embargo, pese a que este rendimiento es significativamente
mejor, entendiendo como mejor aquel que menor error obtiene, la dinámica del
proceso puede no estar bien reflejada por el modelo x2. De hecho, respecto a la
dinámica de Taout , el modelo x1 puede ser preferible pese a que tenga errores
mayores respecto a la planta real. Los errores obtenidos por el modelo x1 son
constantes y pueden ser debidos a deficiencias mínimas en el modelo o en el
rango de búsqueda de los parámetros definidos. Sin embargo, las diferencias
entre las dinámicas del modelo x2 y de la planta real, hacen pensar en que
este modelo puede tener deficiencias más profundas. Este hecho podría llevar
al diseñador a diferentes escenarios si considera relevante estos errores. Por un
lado, podría replantearse los objetivos de diseño con el fin de cuantificar en
ellos la diferencia entre la dinámica del modelo y de la planta. Los objetivos
planteados en el MOP evalúan el error entre el modelo a analizar y la planta
real. Estos errores no tienen en cuenta las variaciones dinámicas entre modelo
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Figura 5.31: Salidas Twout , Twin y Tt2 obtenidas para los modelos x
1 y x2 sobre el ensayo
de identificación. El error de estas salidas sobre el ensayo de identificación se evalúa en los
objetivos de diseño f1, f2 y f3 (ver tabla 5.11).
y planta. Por ello, estas variaciones pueden ser incluidas de algún modo en los
objetivos de diseño, planteando un nuevo MOP. Por otro lado, el diseñador
podría analizar profundamente posibles deficiencias en el modelo o en el rango
de búsqueda de los parámetros, pudiendo evitar así, que determinados modelos
obtenidos no representen correctamente la dinámica del proceso real. En este
ejemplo, consideramos las diferencias entre las dinámicas del modelo x2 y la
planta, sobre la salida Taout , despreciables.
En segundo lugar, observamos en la figura 5.33 la respuesta de las seis salidas
del modelo sobre el ensayo de validación definido. En la validación se observa
cómo los resultados obtenidos por ambos modelos se deterioran. Cierto grado
de deterioro de la precisión en la validación es habitual. Sin embargo, creemos
que ese deterioro tiene una causa adicional en este caso. La temperatura del aire
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Tabla 5.10: Modelos x1 y x2.
Parámetro x1 x2 Parámetro x1 x2
Vt1 0.0018 0.0017 hwmax 68 66.45
htmin 14.55 20.78 hwmin 65.45 20.21
htmax 85.8 86.54 haw 39.9 40.53
hsmin 55.89 55.88 calTwout 1.08 1.09
hsmax 237.67 202.39 calTaout 0.88 0.8
Vp1 0.00043 0.0005 Vp4 0.0011 0.001
hp1loss 8.59 8.74 hp4loss 8.97 8.52
Vw 0.0014 0.0013 calTp4out 0.25 0.2
Va 0.0034 0.0014 hrOFFmin 7.8 7.16
ka 5799.3 5295.8 hrOFFmax 10.83 16.52
hfc2max 27.83 39.05 hrONmin 59.12 59.88
hfc2min 23.8 19.86 hrONmax 101.93 100.57
hfcloss 4.17 4.41 Vt2 0.0267 0.0256
hamax 53.49 59.89 Vr 0.001 0.0011
hamin 20.64 25.19 Tambr 26.81 27.42
Tabla 5.11: Valor de los objetivos definidos obtenidos para los modelos x1 y x2.
Modelo f1 f2 f3 f4 f5 f6
x1 0.126 0.138 0.203 0.805 0.200 0.178
x2 0.131 0.159 0.230 0.405 0.167 0.170
del radiador (Tambr) es un parámetro a ajustar, y por lo tanto, está ajustado
teniendo en cuenta los datos de identificación. De este modo, se asume que esta
temperatura es idéntica para el ensayo de validación. Esta hipótesis puede ser
falsa, y puede ser la causa de un deterioro mayor sobre el ensayo de validación.
Asumiendo este deterioro, respecto a los modelo analizados, el modelo casi-
óptimo x2 mejora el rendimiento, en todas las salidas, al modelo óptimo x1
(ver los valores objetivo en la tabla 5.12) sobre el ensayo de validación. Esta
mejora es significativa, de nuevo, en la salida Taout (f4).
Así pues, x1 y x2 son dos modelos significativamente diferentes con rendi-
miento muy similar en los objetivos de diseño. En ellos, el modelo x1 obtiene
una prestación ligeramente superior. Sin embargo, respecto a otros objetivos
(errores relativos a las salidas Taout , Tsin y Tsout), el modelo x2 obtiene un
128
































Figura 5.32: Salidas Taout , Tsin y Tsout obtenidas para los modelos x
1 y x2 sobre el ensayo
de identificación. El error de estas salidas sobre el ensayo de identificación se evalúa en los
objetivos f4, f5 y f6 (ver tabla 5.11).
rendimiento superior a x1, siendo esta mejora significativa respecto a la salida
Taout . Además, respecto al ensayo de validación, el modelo x2 mejora al mode-
lo óptimo x1 en todas las salidas, siendo, de nuevo, esta mejora significativa
respecto a Taout . Por todo ello, elegimos el modelo x2 como la solución final
del MOP.
Por lo tanto, gracias a obtener el conjunto de soluciones casi-óptimas no do-
minadas en su vecindad, el diseñador puede, como se ha demostrado, llevar a
cabo un análisis pormenorizado que le ha permitido: 1) obtener modelos con
rendimiento similar y con características significativamente diferentes a los óp-
timos, y 2) obtener información de deficiencias en el modelo diseñado y/o en los
objetivos de diseño. De este modo, el diseñador puede llevar a cabo la decisión
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Figura 5.33: Salidas Twout , Twin , Tt2, Taout , Tsin y Tsout obtenidas para los modelos x
1 y
x2 sobre el ensayo de validación. El error de estas salidas sobre el ensayo de validación se
evalúa en los objetivos f1 a f6 (ver tabla 5.12).
Tabla 5.12: Valor de los objetivos definidos, sobre el ensayo de validación, obtenidos para
los modelos x1 y x2.
Modelo f1 f2 f3 f4 f5 f6
x1 0.742 0.639 0.447 1.231 0.816 0.642
x2 0.726 0.629 0.406 0.827 0.786 0.603
130
5.6 Control del sistema de refrigeración de un sistema µ-CHP basado en una pila de PEMFC
final con una información que no se le hubiera proporcionado con un enfoque
multiobjetivo tradicional.
5.6 Control del sistema de refrigeración de un sistema
µ-CHP basado en una pila de PEMFC
Como se ha comentado en la sección anterior, un sistema µ-CHP genera electri-
cidad y calor para el suministro energético de la vivienda. La principal ventaja
de estos sistemas es el aprovechamiento de la energía térmica durante el pro-
ceso de generación de energía eléctrica. En esta sección, se realiza el diseño de
un controlador para el proceso de refrigeración de un sistema µ-CHP basado
en pila de combustible PEMFC. En estos sistemas, es necesario avanzar en el
control de la temperatura de la pila de tipo PEMFC. El correcto diseño del
sistema de refrigeración de la pila es vital en la eficiencia de la misma. Por ello,
una vez identificado el sistema de refrigeración del sistema µ-CHP (ver sección
5.5), en esta sección, se va realizar el diseño del control de las temperaturas
del agua de entrada y salida de la pila PEMFC.
La estructura de control está compuesta por dos controladores PI, donde la
salida Twout (temperatura de salida del agua de la pila) se controla mediante
la acción de control Fw1 (caudal del circuito primario) y Twin (temperatura




















donde Kc1 y Kc2 son las ganancias proporcionales, Ti1 y Ti2 son las constan-
tes de tiempo integrales en segundos, y e1 = rTwin − Twin y e2 = rTwout − Twout
son los errores, donde rTwin y rTwout son las referencias para Twin y Twout res-
pectivamente (ver figura 5.34).
Para el diseño del controlador de este sistema se mantiene la temperatura del
agua del depósito 2 (Tt2) constante e igual a 55
o
C. Así, se simplifica el circuito
secundario del sistema µ-CHP, manteniendo solo la tubería 4 en el Submodelo
3 (ver descripción del modelo en el Apéndice A). Las temperaturas de salidas
del sistema real tienen un ruido asociado. En el procesado real, este ruido se
filtra con el objetivo de evitar que se propague a las acciones de control del
sistema. Del mismo modo, para la simulación del sistema se introduce un ruido
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Figura 5.34: Esquema de emparejamiento de controladores PI empleado para el control del
sistema de refrigeración del sistema µ-CHP.
similar al producido en el proceso real. Este ruido también será filtrado con el
objetivo de que las acciones de control del sistema se vean menos influenciadas
por él. De este modo, se tiene un modelo lo más similar posible al proceso real.
La simulación del sistema tiene un paso fijo Ts = 0.1 segundos.
Los objetivos de diseño se evalúan a lo largo de un ensayo definido. Este ensayo
tiene dos cambios de la corriente demandada en 500 y 1500 segundos (ver figura
5.35). Además, para que la pila funcione en el punto de operación óptimo, la
temperatura de salida del agua de la pila (Twout) debe ser de 65
o
C. Por otro
lado, debe existir un gradiente de 5
o
C entre la temperatura del agua de entrada
y salida de la pila, tal y como indica el fabricante. Por ello, las referencias del
sistema son constantes a lo largo de todo el ensayo: rTwout = 65
o
C y rTwin =
60
o
C. De este modo, se conseguirá funcionar en el punto de operación óptimo
sugerido por el fabricante. Por lo tanto, el rendimiento de los controladores se
evalúa ante el rechazo de perturbaciones (demandas de corriente).
Como se ha mencionado en secciones anteriores, agregando los objetivos de di-
seño conseguimos simplificar los procesos de optimización y decisión. Los con-
troladores obtenidos se evalúan mediante objetivos que miden el rendimiento
y el esfuerzo de control. Los objetivos relativos al rendimiento y el esfuerzo de
control, presumiblemente, entrarán en conflicto. Por ello, es valioso estudiar-
los como objetivos independientes con el fin de analizar la compensación que
existe entre cada uno de ellos. Sin embargo, debido a que el sistema consta de
dos salidas y dos acciones de control, parece razonable agregar los objetivos
relativos al rendimiento (en cada una de las dos salidas, pues tienen misma
magnitud y se pueden considerar igual de importantes) y al esfuerzo de control
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Figura 5.35: Perfil de las demandas de corriente introducidas para el diseño de un contro-
lador del proceso de refrigeración del sistema µ-CHP.
(en ambas acciones de control, ya que también tienen mismas unidades e igual
relevancia). Por lo tanto, el primer objetivo f1 se define como la agregación del
error medio en ambas salidas (Twout y Twin). El segundo objetivo f2 se define
como la agregación de la integral de la derivada de la acción de control absoluta
en ambas acciones de control (Fw1 y Fw2). Por lo tanto, el objetivo f1 mide
el rechazo de perturbaciones del sistema, mientras que f2 mide el esfuerzo de
control. Con ello, se define el MOP como:
min
x
f(x) = [f1(x) f2(x)] (5.36)
donde
f1(x) = f11(x) + f12(x)



























x ≤ x ≤ x
f1(x) < 0.75, f2(x) < 400
y donde
x = [Kc1, T i1,Kc2, T i2]
x = [−10, 1,−10, 1] x = [−0.1, 250,−0.1, 250]
ti = 500 segundos y tf = 2500 segundos
Una vez definido el problema de optimización, se deben establecer los dos pa-
rámetros principales de nevMOGA ( y n). En este MOP los objetivos de
diseño tienen sentido físico (f1 mide el error en
o
C y f2 mide variaciones en
las acciones de control en m3/s). Por ello, resulta sencillo definir 1 = 0.005
o
C
y 2 = 2.5m3/s como las máximas degradaciones aceptables sobre f1 y f2 res-
pectivamente ( = [0.005 25]). Una vez elegido , elegimos n = [0.5 10 0.5 10]
en base al espacio de búsqueda previamente definido (aproximadamente un
4 − 5 % del espacio de búsqueda). Para optimizar el MOP definido, se utiliza
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Controladores Rápidos (xA1 y xA2)
Controladores de Compromiso (xB1 y xB2)
Controladores Lentos (xC1 y xC2)




























Figura 5.36: Conjunto de controladores óptimos y casi-óptimos no dominadas en su vecin-
dad (PQ,n) obtenidos para el diseño del control del sistema de refrigeración. Las variables de
decisión se muestran mediante la herramienta de visualización LD, utilizando la norma 2.
Iteraciones = 2500
n_box = [20 20]
para la definición de los parámetros restantes, se utilizan los valores sugeridos
en [37] para el algoritmo original (ev-MOGA).
La figura 5.36 muestra el conjunto de controladores pertenecientes a PQ,n en-
contrados por nevMOGA. Para llevar a cabo un análisis más profundo de estos
controladores elegimos dos controladores (uno óptimo y uno casi-óptimo) en
tres zonas diferentes de PQ,n (controladores rápidos, de compromiso y len-
tos). Los controladores xA1 y xA2, son controladores rápidos, es decir, con
un rendimiento muy bueno a cambio de unas agresivas acciones de control.
Los controladores xC1 y xC2, son controladores lentos, es decir, obtienen un
rendimiento peor a cambio de unas suaves acciones de control. Por último, los
controladores xB1 y xB2 son controladores de compromiso. Para mostrar las
variables de decisión, empleamos la herramienta de visualización LD, utilizan-
do la norma 2. Con lo que respecta a los objetivos de diseño, al tener solo dos,
es preferible analizar su compensación en una sola gráfica. Por este motivo, no
hemos empleado LD para la representación de los valores objetivos de los con-
troladores. Como se observa en la figura, nevMOGA ha sido capaz de encontrar
un gran número de controladores casi-óptimos, no dominados en su vecindad,
con prestaciones similares a los óptimos. Estos controladores proporcionan al
diseñador una información valiosa para tomar una decisión final con mayor
criterio.
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Tabla 5.13: Controladores rápidos (xA1 y xA2), de compromiso (xB1 y xB2) y lentos (xC1
y xC2).
Controlador Kc1 Ti1 Kc2 Ti2
xA1 -4.73 24.47 -3.95 3.55
xA2 -3.97 21.51 -4.85 4.96
xB1 -2.23 28.98 -0.46 2.18
xB2 -1.87 17.87 -0.88 4.45
xC1 -0.24 2.86 -0.21 14.31
xC2 -0.33 12.67 -0.19 1.23
Tabla 5.14: Valor objetivo de los controladores rápidos, de compromiso y lentos.
Controlador f11(x) f12(x) f1(x) f21(x) f22(x) f2(x)
xA1 0.0421 0.0168 0.0589 190.5 165.3 355.8
xA2 0.0458 0.0158 0.0616 161.2 196.1 357.4
xB1 0.083 0.045 0.1280 93.4 26.5 119.9
xB2 0.0891 0.0427 0.132 80.5 41.1 121.6
xC1 0.138 0.211 0.350 24.7 12.4 37.1
xC2 0.251 0.101 0.352 21.1 17.7 38.8
Ahora, fijémonos en los controladores rápidos (xA1 y xA2, ver tabla 5.13). La
figura 5.37 muestra el comportamiento del sistema con ambos controladores.
Los valores objetivo de ambos controladores se observan en la tabla 5.14. El
error en Twin (f11) es mayor para el controlador casi-óptimo xA2. Sin embargo,
en la salida Twout ocurre lo contrario (f12), el controlador óptimo xA1 obtiene
un error mayor. Con lo que respecta al esfuerzo de control, el controlador
xA1 obtiene acciones de control más suaves para Fw1 (f22), y más bruscas
para Fw2 (f21), que el controlador xA2 (ver tabla 5.14). Por lo tanto, pese
a que xA1 domina ligeramente a xA2, no se observa una mejora significativa
(sino pequeñas diferencias de comportamiento), lo cual nos hace buscar nuevos
indicadores para llevar a cabo la decisión final.
Para estudiar los controladores seleccionados, vamos a llevar a cabo un análisis
en 4 escenarios diferentes:
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Figura 5.37: Respuesta de los controladores xA1 (óptimo) y xA2 (casi-óptimo). Aunque
f(xA1)  f(xA2), no se aprecia una clara ventaja del controlador xA1 sobre xA2.
Aumento del paso fijo de simulación (inicialmente Ts = 0.1 segundos)
Degradación eléctrica de la pila de combustible.
Cambios en el ruido introducido en las salidas del sistema (cambio en la
semilla, es decir, en la secuencia de valores del ruido, o en la amplitud del
mismo).
Incertidumbre en el modelo.
La elección del paso fijo de simulación puede variar el conjunto de controla-
dores óptimos (frente de Pareto). Por ello, en el estudio de los controladores
seleccionados vamos a analizar como afecta el aumento de este periodo al ren-
dimiento de los controladores seleccionados (mediante los objetivos de diseño).
De este modo, con lo que respecta a los controladores rápidos, si aumentamos
el paso fijo de simulación a Ts = 0.4 segundos la dominancia de xA1 sobre
137
Capítulo 5. Aplicación de nevMOGA a problemas en ingeniería de control
Tabla 5.15: Valores objetivo de los controladores xA1 y xA2 ante diferentes escenarios.
Contexto Controlador f1(x) f2(x)
Ts = 0.4 segundos x
A1 0.0654 817.0
xA2 0.0613 792.4
Degradación de la pila del 6% x
A1 0.0614 349.3
xA2 0.0637 348.1
Cambio aleatorio del ruido x
A1 0.0651 359.8
xA2 0.063 359.1
xA2 se invierte, es decir, el controlador casi-óptimo xA2 domina al controlador
óptimo xA1. Los valores objetivos en este contexto se observan en la tabla 5.15.
La potencia eléctrica proporcionada por la pila, depende también de su degra-
dación. El fabricante proporciona una curva características Voltaje-Corriente
para determinadas temperaturas de funcionamiento de la pila. Estas curvas
son válidas al inicio de la vida útil de la pila. Sin embargo, con el paso de las
horas de funcionamiento, la potencia eléctrica generada por la pila disminu-
ye. La curva característica proporcionada se degrada, proporcionando menor
tensión con la misma corriente demandada, lo que se traduce en una menor
energía eléctrica [87] [98]. Por ejemplo, en [98] se delimita esta pérdida en un
0.3 − 3 % de pérdida en el voltaje proporcionado por la pila por cada 1000
horas de funcionamiento. Por ello, en este análisis, se va a estudiar cómo afec-
ta esta degradación de la pila en los controladores xA1 y xA2. Este estudio
se realiza reduciendo en un porcentaje (degradación) la tensión proporcionada
por la pila, respecto a la tensión proporcionada por el fabricante al inicio de
su vida útil (la que se considera en el modelo inicialmente). Fijándonos en
los controladores rápidos, considerando una degradación de la pila del 6%, la
dominancia de xA1 sobre xA2 deja de existir (ver tabla 5.15). En este caso,
el controlador xA2 proporciona acciones de control más suaves. Por lo tanto,
observamos como con el paso del tiempo, el controlador casi-óptimo xA2 deja
de ser peor (entendiendo como peor aquel que mayor valor objetivo obtiene)
que el controlador óptimo xA1.
Las temperaturas de salidas del sistema real tienen un ruido asociado. Este
ruido se filtra con el objetivo de evitar que se propague a las acciones de
control del sistema. Este ruido ha sido incluido en el sistema simulado de
forma análoga, mediante un ruido blanco. Sin embargo, el ruido introducido,
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tiene una componente aleatoria en función de su semilla. Este valor modifica la
secuencia de los valores del ruido en cada instante, manteniendo la naturaleza
del mismo. Por ello, en este análisis, se va a estudiar cómo afecta la componente
aleatoria del ruido (cambiando su semilla). De este modo, en esta comparación,
modificando la semilla, la dominancia del controlador xA1 sobre xA2 se invierte
(xA2 domina a xA1, ver tabla 5.15). Esto implica, que en otro contexto (igual
de válido que el escenario inicial, para el diseñador), el controlador xA2 podría
ser óptimo (y xA1 casi-óptimo), y por ello, ambos controladores son igual de
buenos.
Por último, se va a analizar cómo afecta la incertidumbre del modelo en los
controladores estudiados. Para ello, realizamos 50 variaciones de los paráme-
tros del modelo con una variación de ± 15%. Los controladores se evaluarán,
mediante los objetivos de diseño, sobre cada una de las 50 variaciones del mo-
delo. De este modo, medimos la robustez de los controladores. La figura 5.38
muestra los límites de la degradación de los controladores xA1 y xA2 sobre
las 50 variaciones de la planta. Como se observa, la degradación de xA2 está
prácticamente incluida dentro de los limites de degradación de xA1. Por lo tan-
to, se puede concluir que el controlador xA2 es más robusto, teniendo menor
variabilidad ante incertidumbre en los parámetros del modelo.
Por lo tanto, después de llevar a cabo este estudio pormenorizado de los contro-
ladores rápidos (xA1 y xA2), xA2 puede ser preferido por el diseñador. Ante
diferentes contextos (paso fijo de simulación mayor, degradación de la pila,
cambio aleatorio del ruido, análisis de robustez) este controlador ha obtenido
mejor rendimiento (o igual) a xA1. Por lo tanto, en este caso, considerar el
controlador casi-óptimo xA2 ha sido de gran utilidad para el diseñador. No
considerarlo (obteniendo solo los controladores óptimos), sería obviar una in-
formación relevante que puede variar la decisión final.
Ahora, fijémonos en los controladores de compromiso (xB1 y xB2 en la figura
5.36). La figura 5.39 muestra las respuestas del sistema de ambos controlado-
res. Los controladores y sus valores objetivo se observan en las figuras 5.13 y
5.14 respectivamente. El controlador óptimo xB1 obtiene un error menor sobre
Twin (f11) con acciones de control más suaves sobre Fw1 (f22). Sin embargo, el
controlador casi-óptimo xB2 obtiene menor error sobre Twout (f12) con accio-
nes de control más suaves sobre Fw2 (f21). De nuevo, pese a que xB1 domina
ligeramente a xB2, no se observa una mejora significa, lo cual nos hace buscar
nuevos indicadores para llevar a cabo la decisión final con mayor criterio.
En primer lugar, realizamos el estudio del efecto del aumento del paso fijo de
simulación, de forma análoga al estudio de los controladores rápidos realizada
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Figura 5.38: Límites de degradación de los controladores xA1 (óptimo) y xA2 (casi-óptimo)
ante la incertidumbre en el modelo. Variando en ± 15% los parámetros del modelo, el
rendimiento de los controladores xA1 y xA2 se encuentran dentro de los límites mostrados.
Tabla 5.16: Valores objetivo de los controladores xB1 y xB2 ante diferentes contextos.
Contexto Controlador f1(x) f2(x)
Ts = 0.4 segundos x
B1 0.127 291.4
xB2 0.134 296.7
Degradación de la pila del 8% x
B1 0.152 112.7
xB2 0.152 109.2



















































Figura 5.39: Respuesta de los controladores xB1 (óptimo) y xB2 (casi-óptimo). Aunque
f(xB1)  f(xB2), no se aprecia una clara ventaja del controlador xB1 sobre xB2.
anteriormente. En este caso, la dominancia del controlador xB1 sigue existien-
do pese al aumento del paso fijo de simulación (ver tabla 5.16). En segundo
lugar, analizamos cómo afecta la degradación de la pila a los controladores
estudiados. Ante una degradación de la pila del 8% (o superior) la dominancia
de xB1 sobre xB2 se invierte (ver tabla 5.16). Esto implica que con el paso del
tiempo, el controlador xB2 obtendrá un mejor rendimiento (respecto a los ob-
jetivos de diseño) que el controlador óptimo xB1. En tercer lugar, analizamos
la influencia del ruido introducido en las salidas del sistema en los controla-
dores estudiados. En este análisis, se observa cómo al disminuir ligeramente la
amplitud del ruido introducido sobre Twout la dominancia de xB1 deja de exis-
tir (ver tabla 5.16). De igual modo, si aumentamos ligeramente la amplitud del
ruido introducido sobre Twin , de nuevo, el controlador xB2 ya no está domina-
do por xB1. Finalmente, con lo que respecta al análisis de robustez (realizado
de igual modo que en la comparación anterior), se observa que xB1 parece un
controlador más robusto que xB2 (ver figura 5.40). Por lo tanto, después de
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Figura 5.40: Límites de degradación de los controladores xB1 (óptimo) y xB2 (casi-óptimo)
ante incertidumbre en el modelo variando en ± 15% los parámetros del modelo.
llevar a cabo este estudio pormenorizado de los controladores de compromiso
(xB1 y xB2), podemos concluir que xB2, en determinados contextos, es igual
de bueno que el controlador óptimo xB1. Sin embargo, en este caso no está
clara la preferencia del controlador casi-óptimo xB2 sobre xB1. De nuevo, esta
información es muy valiosa para el diseñador antes de tomar la decisión final.
Ahora, fijémonos en los controladores lentos (xC1 y xC2, ver figura 5.36). Los
valores objetivo de ambos controladores se observan en la tabla 5.14. La figura
5.41 muestra las salidas y acciones de control de ambos controladores. Ambos
controladores tienen un comportamiento significativamente diferente pese a
tener un valor objetivo similar. Por ello, parece razonable que sea el diseñador
el que elija entre ellos, y no el optimizador el que descarte uno de ellos por tener
un valor objetivo ligeramente mejor, en el escenario concreto definido para el
diseño del MOP (en otro contexto igual de válido puede no ser mejor). El
error en Twin es mayor para el controlador casi-óptimo xC2 (f11). Sin embargo,
para la salida Twout ocurre lo contrario, el controlador óptimo xC1 obtiene un
error mayor (f12). Con lo que respecta al esfuerzo de control, el controlador
xC1 obtiene acciones de control más suaves para Fw1 (f22) y más bruscas para
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Figura 5.41: Respuesta de los controladores xC1 (óptimo) y xC2 (casi-óptimo). Ambas
respuestas son significativamente diferentes, aunque tiene un rendimiento similar.
Fw2 (f21) que el controlador xC2 (ver tabla 5.14). Por lo tanto, xC1 domina
ligeramente a xC2, pero sus diferencias significativas en su comportamiento
nos invitan a realizar un estudio más profundo de ambos controladores con el
objetivo de tomar una decisión más informada.
En primer lugar, realizamos el estudio del efecto del aumento del paso fijo de
simulación, de forma análoga al estudio de los controladores anteriores. En
este caso, la dominancia del controlador xC1 deja de existir con un paso fijo
Ts = 0.4 segundos (ver tabla 5.17). En segundo lugar, analizamos cómo afecta
la degradación de la pila a los controladores estudiados. En este caso, la domi-
nancia del controlador xC1 no se ve afectada por la degradación de la pila (ver
tabla 5.17). En tercer lugar, si modificamos la semilla del ruido (cambio de la
secuencia de valores del ruido sin modificar su naturaleza), la dominancia del
controlador xC1 deja de existir (ver tabla 5.17). Esto implica que en otro con-
texto, xC2 podría ser un controlador óptimo. Finalmente, con lo que respecta
al análisis de robustez (realizado de igual modo que en las comparaciones an-
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Tabla 5.17: Valores objetivo de los controladores xC1 y xC2 ante diferentes escenarios.
Contexto Controlador f1(x) f2(x)
Ts = 0.4 segundos x
C1 0.351 125.1
xC2 0.351 127.1
Degradación de la pila del 2% x
C1 0.351 37.9
xC2 0.363 39.2
Cambio aleatorio del ruido x
C1 0.354 37.3
xC2 0.352 38.8
teriores), se observa que xC1 parece un controlador más robusto que xC2 (ver
figura 5.42). Por lo tanto, después de llevar a cabo este estudio pormenorizado
de los controladores lentos (xC1 y xC2), el controlador casi-óptimo xC2 podría
ser óptimo en otro contexto. De hecho, en determinados escenarios, que no son
menos preferidos para el diseñador (como un ruido con una semilla diferente),
ambos controladores comparados pueden considerarse igual de buenos. De nue-
vo, esta información es muy útil para el diseñador antes de tomar la decisión
final.
Así pues, en esta sección se ha llevado a cabo un estudio para el diseño del
control de las temperaturas del agua de entrada y salida de la pila PEMFC
del sistema µ-CHP. Mediante la metodología empleada, se ha observado la
utilidad de considerar los controladores casi-óptimos que podrían ser iguales
(o mejores) que los óptimos en diferentes escenarios (paso fijo de simulación
diferente, degradación de la pila, cambio del ruido y análisis robustez). Analizar
todos estos contextos en los objetivos de diseño es inabordable. Por ello, es útil
para el diseñador llevar a cabo este análisis pormenorizado una vez obtenido el
conjunto PQ,n. Gracias a obtener este conjunto, se han obtenido controladores
casi-óptimos significativamente diferentes a los óptimos, y que por lo tanto, son
relevantes para el diseñador de cara a tomar una decisión final más informada.
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Figura 5.42: Límites de degradación de los controladores xC1 (óptimo) y xC2 (casi-óptimo)
ante incertidumbre en el modelo variando en ± 15% los parámetros del modelo.
5.7 Conclusiones
En este capítulo se ha empleado la nueva metodología de optimización mul-
tiobjetivo, presentada en la tesis, sobre problemas de control y modelado de
sistemas multivariables. Esta nueva metodología considera además del frente
de Pareto, el conjunto de alternativas potencialmente útiles, es decir, las so-
luciones casi-óptimas no dominadas en su vecindad. Como se ha mencionado
en capítulos anteriores, estas soluciones proporcionan al diseñador diversidad
en el conjunto de soluciones encontradas, sin aumentar en exceso el número de
alternativas posibles.
Cuando se tratan problemas multivariables suelen existir diversos objetivos a
optimizar. Cuando esto ocurre, las etapas de optimización y decisión se vuelven
más complejas. Por ello, es común agregar ciertos objetivos con el fin de simpli-
ficar ambas etapas. Sin embargo, agregar los objetivos tiene un inconveniente:
alternativas óptimas pasan a ser casi-óptimas. Las alternativas casi-óptimas
son ignoradas en un MOP tradicional, y por ello, se pierde mucha informa-
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ción al agregar objetivos utilizando el enfoque de optimización multiobjetivo
tradicional. Sin embargo, nevMOGA es capaz de obtener las alternativas casi-
óptimas no dominadas en su vecindad. De este modo, el diseñador es capaz de
recuperar gran parte de esta información perdida. Así pues, agregando obje-
tivos y utilizando el algoritmo nevMOGA, conseguimos simplificar las etapas
de optimización y decisión sin perder la información potencialmente útil para
el diseñador.
En un MOP, es posible disponer de objetivos que no son incluidos en la fase
de optimización. Esto puede deberse a: decisión del diseñador, limitación de
recursos o ayuda a la decisión. Un ejemplo de objetivos no incluidos en fase de
optimización debido a la decisión del diseñador son los objetivos de validación.
En la sección 5.5, se introduce el diseño de un modelo de refrigeración de un
sistema µ-CHP. En este diseño se dispone inicialmente de dos ensayos: uno de
identificación y uno de validación. El diseñador opta por no incluir la informa-
ción relativa al ensayo de validación en la fase de optimización. Sin embargo, si
desea incluir esta información en la fase de decisión, para seleccionar el modelo
final. Con ello, se observa cómo existen modelos casi-óptimas que, teniendo
un comportamiento muy similar sobre el ensayo de identificación, obtienen
una mejora significativa sobre el ensayo de validación. Este análisis permite al
diseñador tomar una decisión más informada.
En la sección 5.2, se introduce el diseño de un control multivariable. En este
diseño una vez calculado el conjunto de controladores óptimas y casi-óptimos
(PQ,n), se define un nuevo indicador para medir la robustez de los controladores
obtenidos. Este nuevo indicador tiene un coste computacional alto (50 veces
superior al de los objetivos de diseño), lo que provoca que no haya sido incluidos
en la fase de optimización debido a una limitación de recursos. Sin embargo,
analizando dicho indicador sobre el conjunto PQ,n obtenido, se observa cómo
soluciones casi-óptimas obtienen una robustez mayor a soluciones del frente
de Pareto. De nuevo, esta nueva información permite al diseñador estar en
disposición de poder tomar una mejor decisión final.
En el benchmark de control CIC2018 (ver sección 5.4) se propone el diseño de
un control multivariable mediante los datos de un escenario inicial (propor-
cionado por el concurso). Una vez ya generado PQ,n, el concurso proporcio-
na un nuevo escenario de funcionamiento del que no se disponía información
inicialmente. De este modo, la información relativa al funcionamiento de los
controladores obtenidos sobre este nuevo escenario, que no está incluida en la
obtención del conjunto PQ,n, ayudará al diseñador a seleccionar el controlador
final. En este análisis, se observa cómo las soluciones del frente de Pareto ob-
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tienen una respuesta indeseada en este nuevo escenario. Gracias a encontrar el
conjunto PQ,n, se observa cómo soluciones casi-óptimas sí obtienen un adecua-
do comportamiento en este nuevo escenario. Por ello, el diseñador decanta su
elección hacia controladores casi-óptimos que, obteniendo un comportamiento
similar en el escenario inicial, obtienen un comportamiento significativamente
mejor en el nuevo escenario planteado por el concurso.
Por último, en el diseño de un controlador para las temperaturas del agua de
entrada y salida de la pila PEMFC del sistema µ-CHP (ver sección 5.6), se
realiza un estudio pormenorizado de los controladores obtenidos. Este análisis
se realiza en diversos escenarios (paso fijo de simulación mayor, degradación
de la pila, cambio de la semilla del ruido, análisis de robustez). Por ejemplo, se
observa cómo un cambio en el paso fijo de simulación o en la degradación de la
pila puede variar el conjunto de controladores óptimos, llevando a controlado-
res casi-óptimos al frente de Pareto. Cabe destacar el estudio ente cambios en
la semilla del ruido (cambio de la secuencia de valores del ruido, pero no de la
naturaleza del mismo) introducido sobre las salidas. Este valor normalmente es
elegido de forma aleatoria o por defecto en el entorno de simulación empleado.
En este análisis, se observa cómo un simple cambio en la semilla del ruido pue-
de provocar que soluciones casi-óptimas se conviertan en óptimas y viceversa.
Este es el caso más claro de la utilidad de las soluciones casi-óptimas, ya que
en un contexto diferente, pero exactamente igual de válido para el diseñador,
estas soluciones pueden ser iguales (o mejores) a las óptimas. Además se ha
realizado un análisis de robustez de los controladores. Este estudio es compu-
tacionalmente elevado, y por ello no ha sido posible incluirlo en los objetivos
de diseño. Sin embargo, se observa cómo un controlador casi-óptimo obtiene
una robustez mejor a uno óptimo. Por lo tanto, en este capítulo se ha puesto
de manifiesto la utilidad de considerar el conjunto de alternativas casi-óptimas
no dominadas en su vecindad. Gracias a ellas, el diseñador obtiene una mayor
información, que le permite llevar a cabo la decisión final con mayor criterio,









La principal aportación de la tesis recae en la presentación de una nueva me-
todología de optimización multiobjetivo, destinada al ajuste óptimo de pará-
metros de modelos y controladores multivariables. Dicha metodología tiene en
cuenta, además del conjunto de soluciones óptimas (frente de Pareto), el con-
junto de soluciones casi-óptimas no dominadas en su vecindad. La inclusión de
estas soluciones en la etapa de decisiones aumenta la diversidad del conjunto
de soluciones relevantes disponibles, permitiendo elegir la solución final de una
manera más informada.
La motivación principal de obtener las soluciones casi-óptimas no dominadas
en su vecindad es obtener las soluciones, que siendo similares en el espacio
de objetivos, difieren significativamente en el espacio de parámetros. Obtener
dos soluciones similares en el espacio de parámetros (vecinas), donde una do-
mina ligeramente a otra, no aporta nueva información relevante al diseñador.
El diseñador elegirá siempre la mejor de ellas, ya que tendrán características
similares, siendo una de ellas mejor en los objetivos de diseño. Sin embargo,
obtener dos soluciones significativamente diferentes en el espacio de parámetros
(no vecinas), donde una domina ligeramente a otra, si aporta nueva informa-
ción relevante al diseñador. Ambas alternativas, teniendo prestaciones similares
en los objetivos de diseño, tendrán presumiblemente un comportamiento signi-
ficativamente diferente (debido a sus diferencias en los parámetros). Por ello,
consideramos que nuestro conjunto de interés es el formado por las soluciones
óptimas y casi-óptimas no dominadas en su vecindad. Este conjunto aumenta
la diversidad de soluciones para el diseñador, sin aumentar en exceso el número
de ellas.
La segunda aportación relevante de la tesis recae sobre el nuevo algoritmo
nevMOGA. Existen en la literatura algoritmos destinados a la localización de
alternativas casi-óptimas. Dichos algoritmos discretizan únicamente el espacio
de objetivos. Con este enfoque, una solución casi-óptima puede ser eliminada
sin tener en cuenta su ubicación en el espacio de parámetros, y por lo tanto, las
alternativas casi-óptimas que tienen características distintas (potencialmente
útiles) podrían ser descuidadas. Del mismo modo, dichos algoritmos obtendrán
soluciones casi-óptimas, que bajo nuestro enfoque, no aportan información rele-
vante al diseñador (casi-óptimas dominadas en su vecindad). Por estas razones,
se desarrolló nevMOGA, capaz de caracterizar nuestro conjunto de interés.
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nevMOGA se ha comparado con otros dos algoritmos (búsqueda aleatoria y
búsqueda exhaustiva) sobre dos benchmarks, con el objetivo de evaluar su ren-
dimiento. No se ha comparado con ningún otro algoritmo evolutivo existente,
destinado a la localización de alternativas casi-óptimas, debido a que ninguno
de ellos busca caracterizar nuestro conjunto de interés. Para realizar esta com-
paración, se ha empleado la distancia media de Hausdorff (∆p), una métrica
que puede medir la convergencia y diversidad de cada aproximación, al con-
junto ideal, en el espacio de objetivos y parámetros. Además, se ha realizado
un análisis estadístico. Los resultados revelan el rendimiento superior de nev-
MOGA, al caracterizar el conjunto de soluciones óptimas y casi-óptimas no
dominadas en su vecindad, en ambos espacios. Estos resultados se han publi-
cado en un artículo de revista [64].
La tercera aportación está relacionada con el estudio de los problemas de opti-
mización multiobjetivo en los que obtener el conjunto de interés puede resultar
especialmente útil. Serían aquellos en los que:
1. Existen objetivos de diseño formados como la agregación de objetivos
parciales.
2. Existe incertidumbre en los objetivos de diseño.
3. Existen objetivos no incluidos en la etapa de optimización (debido a una
decisión del propio diseñador, por limitaciones de tiempo o económicas,
etc.) que se desean estudiar, tras la etapa de optimización, en la etapa de
decisión.
En muchos MOP se agregan objetivos. Un ejemplo de ello, se produce en
la identificación de modelos y el diseño de controladores multivariables. En
estos sistemas el número de objetivos suele ser elevado. Estos objetivos se
agregan habitualmente con el fin de simplificar la etapa de optimización y la
fase de decisión. En este contexto, la obtención del conjunto de interés puede ser
muy relevante, ya que proporciona diversidad de alternativas con rendimiento
similar, pero con un comportamiento significativamente diferente (diferente
compensación entre los objetivos agregados).
También es posible que los objetivos de diseño tengan incertidumbre. Cuando
esto ocurre, un simple cambio en la configuración de determinados parámetros
(por ejemplo, en el entorno simulación o en el escenario definido inicialmente)
puede variar el frente de Pareto. Esto podría producir que soluciones casi-
óptimas pueden ser óptimas con mínimas variaciones de estos parámetros de
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configuración. Por esta razón, las alternativas casi-óptimas resultan especial-
mente relevantes cuando existe incertidumbre en los objetivos del MOP.
Estudiar en la fase de decisión objetivos no incluidos en la fase de optimiza-
ción es una práctica común. Un diseñador puede decidir excluir un objetivo
de la fase de optimización por diferentes motivos (importancia secundaria,
desconocimiento a priori, validación, etc). Además, el estudio de objetivos no
incluidos en la fase de optimización puede deberse a limitaciones económicas
(por ejemplo, objetivos medidos sobre una planta real) o temporales (por ejem-
plo, objetivos computacionalmente costosos). En todos estos casos, el conjunto
de interés puede aportar soluciones, similares en los objetivos de diseño, con
rendimiento significativamente mejor en los objetivos no incluidos en la fase de
optimización.
La última aportación viene de la mano de los ejemplos de identificación de
modelos y diseño de controladores multivariables presentados en la tesis. Es-
pecialmente del ejemplo de identificación y control del sistema de refrigeración
de un sistema µ-CHP basado en una pila de PEMFC. Gracias a utilizar es-
ta nueva metodología, se han podido estudiar nuevos contextos (validación,
nuevo punto de funcionamiento, análisis de robustez, nuevo periodo de mues-
treo, degradación del sistema, etc) una vez obtenido el conjunto de soluciones
óptimas y casi-óptimas no dominadas en su vecindad. Incluir todos estos es-
cenarios en los objetivos de diseño habría sido inabordable. Este análisis ha
permitido obtener nueva información relevante para el diseñador o sistema de
decisión. Por lo tanto, en esta tesis se ha demostrado la relevancia de utilizar
la nueva metodología presentada en ejemplos reales de ingeniería de control.
Con ella, se ha podido tomar una decisión final más informada. Gran parte de
estos ejemplos han sido publicados, en una revista de primer nivel, mediante
el siguiente artículo ([65]).
6.2 Trabajos futuros
Las líneas futuras de investigación pueden estar relacionadas con los siguientes
aspectos:
Aplicar la metodología presentada en la tesis a otros ámbitos de la inge-
niería.
Mejorar computacional del algoritmo nevMOGA, diseñado en esta tesis.
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Utilización de técnicas de clustering para determinar la vecindad entre
soluciones.
Mejoras en las herramientas de visualización para la representación si-
multanea del frente de Pareto y soluciones casi-óptimas no dominadas en
su vecindad.
Redactar un artículo de revista con el ejemplo de identificación y control
del sistema de refrigeración de un sistema µ-CHP basado en una pila de
PEMFC.
La metodología introducida en la tesis puede ser empleada en otros problemas
de ingeniería. Hay dos ejemplos sobre los que ya se ha trabajo usando técnicas
clásicas de optimización multiobjetivo y se prevé que el uso de nevMOGA pue-
de ser interesante. El primer ejemplo está relacionado con el diseño de difusores
de sonido (tipo Schroeder) para mejorar las prestaciones acústicas de salas [39].
En este problema, se ha visto que difusores con estructuras significativamente
diferentes pueden obtener el mismo rendimiento. Por ello, las alternativas casi-
óptimas no dominadas en su vecindad pueden tener una importancia aun más
relevante en este problema, con soluciones de por sí multimodales. El segundo
ejemplo está relacionado con el diseño de controladores en modo deslizante
para aerogeneradores. En este problema, se dispone de 18 objetivos de diseño
relacionados con los diferentes modos (estados) de funcionamiento del aeroge-
nerador. Estos objetivos podrían agregarse, reduciendo el problema a un MOP
de dos objetivos. Sin embargo, esta reducción se ha desestimado, debido a que
muchas soluciones óptimas pasarían a ser casi-óptimas, perdiendo soluciones
interesantes. Esta problemática se podría resolver empleando la metodología
presentada en la tesis. De este modo, el problema de optimización y la fase de
decisión quedarían simplificadas.
El algoritmo diseñado en esta tesis (nevMOGA) podría mejorarse en distintos
aspectos. Por un lado, creemos que su coste computacional podría ser reducido
realizando un análisis profundo de su código. Por otro lado, las técnicas de
clustering [35], cada vez más empleadas, podría utilizarse para que nevMOGA
defina la vecindad del problema cuando el diseñador no dispone de la informa-
ción necesaria para su definición. Esto, puede ocurrir cuando las variables de
decisión carecen de sentido físico.
En la resolución de MOPs, generalmente, el diseñador se ayuda de una herra-
mienta gráfica para comparar las prestaciones de cada una de las alternativas
encontradas. En este contexto, las herramientas de visualización multidimen-
sionales toman un papel clave en problemas de más de 2-3 dimensiones, ayu-
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6.2 Trabajos futuros
dando al diseñador en la decisión final. En problemas donde se obtiene un
conjunto de alternativas casi-óptimas, es importante observar la degradación
de las soluciones casi-óptimas respecto al frente de Pareto. Extraer esta infor-
mación mediante una herramienta de visualización multidimensional existente
no es una tarea trivial. Por este motivo, en futuros trabajos se pretende rea-
lizar modificaciones sobre la herramienta de visualización multidimensional
Level Diagrams (LD [9] [10]), ya que es una herramienta muy extendida para
la resolución de MOPs. Esta nueva mejora permitirá al diseñador observar la
degradación de las soluciones casi-óptimas de una forma más intuitiva.
Por último, en trabajos futuros se puede trabajar en la publicación de los re-
sultados obtenido en los problemas de identificación de modelos y diseño de
controladores del proceso de refrigeración del sistema µ-CHP. En estos proble-
mas descritos en la tesis se pone de manifiesto la relevancia de la metodología
presentada, obteniendo un gran cantidad de información relevante, que no hu-
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En este anexo se presenta el modelo del proceso de refrigeración de un sistema
µ-CHP (Combined Heat and Power) mediante una pila de tipo PEMFC (ver
figura A.2). El modelo ha sido desarrollado a partir un sistema µ-CHP real ubi-
cado en el laboratorio de nuestro equipo de investigación, el grupo de Control
Predictivo y Optimización Heurística (CPOH), de la Universitat Politècnica de
València. La carga electrónica demanda energía eléctrica a la pila, requiriendo
una corriente eléctrica i. La tensión de la pila v depende de la corriente deman-
dada y de la temperatura de la pila, y viene proporcionada por el fabricante
mediante su curva característica. La temperatura de la pila es medida en el
agua de salida de la misma (Twout). Para poder generar dicha corriente la pila
ha de ser alimentada con una cantidad de hidrógeno (FH2 a una temperatura
de TH2in) y oxígeno (Fa a una temperatura de Tain) en función de dicha de-
manda. Ambos caudales deben entrar a la pila con una humedad relativa del
40%. Periódicamente el circuito de hidrógeno se purga, mediante la válvula
UH2purgue , con el objetivo de eliminar impurezas en el interior de la pila y de
evitar su encharcamiento. El aire de salida de la pila tiene una temperatura
Taout y una humedad relativa del 100%.
La pila genera la energía eléctrica mencionada y calor. Para extraer dicho
calor, el modelo consta de dos circuitos de refrigeración por agua, el circuito
primario y el circuito secundario, acoplados mediante un intercambiador de
calor. El agua que circula a través de la pila debe ser agua desmineralizada
y con una conductividad menor de 10uS/cm. El calor generado por la pila se
extrae mediante el agua del circuito primario (con caudal Fw1) y se transfiere
al circuito secundario (con caudal Fw2) mediante el intercambiador de calor,
acabando finalmente en el depósito de agua caliente (depósito 2). El circuito
primario está formado por una válvula y una bomba. Mediante la bomba se
impulsa el agua a través de este circuito. Mediante la válvula se regula el
caudal de agua que pasa a través de la pila (Fw1). Un caudal Fw1 grande
extrae mayor calor y enfría la pila. El circuito secundario está formado por
un radiador, un deposito de agua caliente y una bomba. La demanda térmica
del sistema se simula mediante el radiador. Si el radiador está encendido (R),
extrae calor del circuito secundario y lo evacua al ambiente. De este modo, la
temperatura del depósito de agua caliente (Tt2 en el depósito 2) disminuye. La
bomba 2 varía el caudal del circuito secundario Fw2 . Si el caudal Fw2 aumenta,
aumenta el calor transferido (desde el circuito primario al secundario mediante
el intercambiador), disminuyendo la temperatura del agua de entrada a la pila
Twin .
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Figura A.1: Diagrama del sistema de refrigeración de un sistemas de cogeneración (genera-
ción de energía eléctrica y térmica). La salidas del modelo completo están señaladas en azul
y sus entradas en rojo.
El modelo descrito corresponde al proceso de energía térmica del sistema. Por
ello, la corriente eléctrica i y la tensión v que proporciona la pila son considera-
das entradas, debido a que su valor influye en el proceso térmico. El caudal de
hidrógeno FH2, su temperatura TH2in y la válvula de purgado UH2purgue (solo
afecta a FH2) son ignoradas debido a que su influencia resulta despreciable
respecto al resto de entradas. El modelo debe ser válido para demandas de
corriente (i) entre 140 A y 200 A, y para temperaturas del depósito 2 (Tt2)
entre 53 y 56 oC. Este modelo completo consta de la interconexión de los tres

















Figura A.2: Diagrama de caja negra del modelo completo. El modelo está formado por
la interconexión de tres submodelos (Sub1, Sub2 y Sub3). La salidas del modelo completo
están señaladas en azul y sus entradas en rojo.
Tabla A.1: Entradas y Salidas del sistema de refrigeración de un sistema µ-CHP.
Entradas Descripción Unidades
Fa Caudal de aire de la pila m3/s
Tamb Temperatura ambiente oC
Tain Temperatura del aire de entrada a la pila oC
v Tensión proporcionada por la pila V
i Corriente proporcionada por la pila A
Fw1 Caudal del circuito primario m3/s
Fw2 Caudal del circuito secundario m3/s
R Encendido/Apagado del radiador On/Off
Salidas Descripción Unidades
Twout Temperatura de salida del agua de la pila oC
Twin Temperatura de entrada del agua de la pila oC
Tt2 Temperatura del interior del depósito 2 oC
Taout Temperatura del aire de salida de la pila oC
Tsin
Temperatura del agua a la entrada del
intercambiador en la carcasa
oC
Tsout
Temperatura del agua a la salida del
intercambiador en la carcasa
oC
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Tabla A.2: Parámetros a estimar del sistema de refrigeración de un sistema µ-CHP.
Parám. Descripción Unidad
Vt1 Volumen de agua que hay en el depósito 1 m3
htmin
Valor mín. del parám. de transf. de calor
debido a la convección forzada del tubo ht
W/K
htmax
Valor máx. del parám. de transf. de calor
debido a la convección forzada del tubo ht
W/K
hsmin
Valor mín. del parám. de transf. de calor por
convección forzada de la carcasa hs
W/K
hsmax
Valor máx. del parám. de transf. de calor por
convección forzada de la carcasa hs
W/K
Vp1 Volumen de la tubería 1 m3
hp1loss Parám. de transf. de calor con el ambiente W/K
Vw Volumen de agua dentro de la pila m3
Va Volumen de aire dentro de la pila m3
ka
Constante, producto del calor específico ca y
la densidad ρa del aire dentro de la pila.
J/(m3·K)
hfc2max Valor máx. del parám. de transf. de calor hfc2 W/K
hfc2min Valor mín. del parám. de transf. de calor hfc2 W/K
hfcloss Parámetro de transferencia de calor W/K
hamax Valor máx. del parám. de transf. de calor ha W/K
hamin Valor mín. del parám. de transf. de calor ha W/K
hwmax Valor máx. del parám. de transf. de calor hw W/K
hwmin Valor mín. del parám. de transf. de calor hw W/K
haw Parámetro de transferencia de calor W/K
calTwout
Coef. de compensación de la temperatura
de salida del agua de la pila
oC
calTaout
Coef. de compensación de la temperatura
de salida del aire de la pila
oC
Vp4 Volumen de la tubería 4 m3
hp4loss Parám. de transf. de calor del agua al amb. W/K
calTp4out
Coef. de compensación de la temperatura
de salida de la tubería 4
oC
hrOFFmin Valor mín. del parám. de transf. hrOFF W/K
hrOFFmax Valor máx. del parám. de transf. hrOFF W/K
hrONmin Valor mín. del parám. de transf. hrON W/K
hrONmax Valor máx. del parám. de transf. hrON W/K
Vt2 Volumen de agua que hay en el depósito 2 m3
Vr Volumen de agua que hay en radiador m3
Tambr Temperatura ambiente alrededor del radiador oC
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A.2 Submodelo 1 (Sub1)
En este modelo, el símbolo h(W/K) se denomina “parámetro de transferencia
de calor” y denota el producto del coeficiente de transferencia de calor general
U enW/(K ·m2) y el área de transferencia de calor A en m2, es decir, h = UA.
A.2 Submodelo 1 (Sub1)
El submodelo 1 (Sub1) está formado por un único elemento, la pila PEMFC
(ver figura A.1). La pila PEMFC genera energía eléctrica y térmica. Por un
lado, la energía eléctrica generada por la pila viene dada por la expresión:
Pe(t) = v(t)i(t) (A.1)
donde v es la tensión en bornes de la pila, e i es la corriente eléctrica generada.







donde Ec = 1.23V es la energía potencial teórica de una celda (a 25
o
C y
presión atmosférica), nc = 16 es el número de celdas de la pila.








donde Qwa es el caudal de aire que circula a través de la pila (ver ecuación
A.4), Qwfc es calor que se transmite a la estructura de la pila (ver ecuación
A.8), Twin(t) y Twout(t) son las temperaturas del agua de entrada y salida de la
pila, Fw1 es el caudal de agua del circuito primario, Vw es el volumen de agua
dentro de la pila y es un parámetro a ajustar, y kw = cwρw, donde cw es el calor
específico del agua y ρw la densidad del agua. Se asume una temperatura del
agua de 60 oC como valor representativo en los circuitos primario y secundario.
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donde Tain(t) y Taout(t) son las temperaturas del aire de entrada y salida de la












donde haw (parámetro a ajustar), ha (ver ecuación A.6) y hw (ver ecuación




(6 · 104Fa(t)− Famin) + hamin (A.6)
donde Fa es el caudal de aire, Famin y Famax son los caudales mínimo y máximo
de Fa (0.0020 m3/s y 0.0027 m3/s, respectivamente), y hamin y hamax son los




(6 · 104Fw1(t)− Fw1min) + hwmin (A.7)
donde hwmin y hwmax son los valores mínimo y máximo de hw y son parámetros
a ajustar, y Fw1min y Fw1max son los caudales mínimo y máximo de Fw1 (2.9005·








donde Tfc es la temperatura de la estructura de la pila y hfc2 es un parámetro




(6 · 104Fw1(t)− Fw1min) + hfc2min (A.9)
donde hfc2min y hfc2max son los valores mínimo y máximo de hfc2 , y son pará-
metros a ajustar.
La temperatura del volumen de aire en el interior de la pila aumenta el calor
transferido desde el agua hasta el aire (Qwa). La temperatura del aire de salida
de la pila (Taout) viene dada por la siguiente expresión:
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= (kaFa(t)Tain(t)− kaFa(t)Taout(t)) +Qwa(t) (A.10)
donde Va es el volumen de aire dentro de la pila y ka es una constante (producto
del calor específico ca y la densidad ρa del aire dentro de la pila), y ambos son
parámetros a ajustar.
La temperatura de la estructura metálica de la pila (Tfc) aumentará por el




= Qwfc(t)− hfcloss(Tfc(t)− Tamb(t)) (A.11)
donde Cfc = 12941.5 J/K es la capacidad calorífica de la estructura de la
pila (producto de la masa de la pila 14.3kg y el calor específico del aluminio
905 J/kg ·K), Tamb es la temperatura ambiente, y hfcloss es un parámetro de
transferencia de calor que es un parámetro a ajustar.
Además, en este submodelo se añaden dos coeficientes de calibración calTwout y
calTaout debido a errores de calibración en los sensores de temperatura de salida
del agua y aire. Estos coeficientes se han añadido debido a que se han observado
discrepancias entre las medidas reales y la estimadas mediante dichos sensores.
Con todo ello, el submodelo 1 (Sub1) tiene como entradas: Fa, Tamb, Tain , v,
i, Twin y Fw1 ; y como salidas: Twout y Taout . Los parámetros a ajustar de este
submodelo son: Vw, Va, ka, hfc2max , hfc2min , hfcloss , hamax , hamin , hwmax , hwmin ,
haw, calTwout y calTaout .
A.3 Submodelo 2 (Sub2)
El submodelo 2 (Sub2) está formado por tres elementos. En primer lugar, el
depósito 1 y la tubería 1 del circuito primario. En segundo lugar, el intercam-
biador de calor que está diseñado para transferir calor entre dos fluidos.
La temperatura de salida del depósito 1 Tt1(t) (no se considera pérdida de calor




= kwFw1(t)(Tt1in(t)− Tt1(t)) (A.12)
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donde Vt1 es el volumen de agua que hay en el depósito, que es constante y es
un parámetro a ajustar, Tt1in y Tt1 son las temperaturas de agua que entra y
sale del depósito.
La temperatura del agua de la salida de la tubería 1 Twin (es también la tem-





donde Vp1 es el volumen de tubería 1, que se desconoce y es un parámetro a








donde hp1loss es el parámetro de transferencia de calor con el ambiente y es un
parámetro a ajustar.
El intercambiador de calor está formado por dos zonas independientes: tubo y
carcasa. A través del tubo circula el agua del circuito primario (Fw1) y a través
de la carcasa circula el agua del circuito secundario (Fw2). Así, se transfiere el
calor desde el circuito primario hasta el secundario mediante un flujo paralelo.
La temperatura de salida del intercambiador (Tt1in(t) en el tubo, es también
la temperatura de entrada al depósito 1, y Tsout(t) en la carcasa) viene dada









= kwFw2(t)(Tsin(t)− Tsout(t)) + hts(t)∆T¯ts(t) (A.16)
donde Twout (es también la temperatura de salida del agua de la pila) y Tsin(t)
son las temperaturas del agua a la entrada del intercambiador en el tubo y la
carcasa, ∆T¯ts es el gradiente de temperatura entre el tubo y la carcasa (ver
ecuación A.18), Vt = 1.8 · 10−4 m3 y Vs = 1.8 · 10−4 m3 son los volúmenes de
agua en la parte del tubo y en la carcasa (calculados teóricamente a partir de
las dimensiones del intercambiador), y hts es el parámetro de transferencia de
calor global del intercambiador de calor y viene dado por:
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donde nch = 9 es el número de canales del intercambiador de calor, ht es el
parámetro de transferencia de calor debido a la convección forzada del tubo
(ver ecuación A.19), he = 216.72W/K es el parámetro de transferencia de calor
por conducción y es un parámetro a estimar (calculado de forma teórica), y hs
es el parámetro de transferencia de calor por convección forzada de la carcasa
(ver ecuación A.20).
∆T¯ts(t) =








(6 · 104Fw1(t)− Fw1min) + htmin (A.19)





(6 · 104Fw2(t)− Fw2min) + hsmin (A.20)
donde hsmin y hsmax son los valores mínimo y máximo de hs, y son parámetros
a ajustar, y Fw2min = 4.2137 · 10−5m3/s y Fw2max = 1.5493 · 10−4m3/s son los
caudales mínimo y máximo de Fw2 .
Con todo ello, el submodelo 2 (Sub2) tiene como entradas: Twout , Tsin , Fw1 ,
Fw2 y Tamb; y como salidas: Tsout y Twin . Los parámetros a ajustar de este
submodelo son: Vt1, htmin , htmax , hsmin , hsmax , Vp1 y hp1loss .
A.4 Submodelo 3 (Sub3)
El submodelo 3 (Sub3) está formado por un cinco elementos: el radiador, y
el depósito 2, y las tuberías 2, 3 y 4. La temperatura de salida del radiador
Trout(t) viene dada por la expresión:
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= kwFw2(t)(Trin(t)− Trout(t))−Qr(t) (A.21)
donde Vr es el volumen de agua que hay en el radiador, y un parámetro a
ajustar, Trin(t) y Trout(t) son las temperaturas de entrada y salida del agua en








donde Tambr es la temperatura ambiente alrededor del radiador que es un pa-
rámetro a estimar (debido a que no se ha medido), y hr es el parámetro de
transferencia de calor del radiador y viene dado por:
hr(t) =
{
hrON (t), para R(t) = 1 (Radiador Encendido)
hrOFF (t), para R(t) = 0 (Radiador Apagado)
(A.23)
donde hrON y hrOFF son los parámetros de transferencia por convección natural




(6 · 104Fw2(t)− Fw2min) + hrONmin (A.24)





(6 · 104Fw2(t)− Fw2min) + hrOFFmin (A.25)
donde hrOFFmin y hrOFFmax son los valores mínimo y máximo de hrOFF , y son
parámetros a estimar.





= kwFw2(t)(Tt2in(t)− Tt2(t)) (A.26)
donde Vt2 es el volumen de agua que hay en el depósito 2, y es un parámetro a
estimar, y Tt2in y Tt2 son las temperaturas de agua a la entrada y en el interior
del depósito 2.
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A.4 Submodelo 3 (Sub3)
La temperatura de salida del agua de la tubería 2 Trint (las pérdidas de calor
con el ambiente son despreciables debido a la cantidad de calor que el radiador




= kwFw2(t)(Tsout(t)− Trin(t)) (A.27)
donde Vp2 = 7.0686 · 10−4 m3 es el volumen de agua de la tubería 2 (calculado
teóricamente) y Tsout (que es también la temperatura de salida del intercam-
biador de calor) es la temperatura del agua a la entrada de la tubería 2.
De idéntico modo, la temperatura de salida del agua de la tubería 3 Tt2in viene




= kwFw2(t)(Trout(t)− Tt2in(t)) (A.28)
donde Vp3 = 3.5343 · 10−4 m3 es el volumen de agua de la tubería 3 (calculado
teóricamente), y Trout es la temperatura del agua a la entrada de la tubería 3.
De forma análoga, la temperatura de salida del agua de la tubería 4 Tsin (es
necesario modelar las pérdidas de calor con el ambiente que eran despreciables
en las tuberías 2 y 3), que es también la temperatura de entrada del agua del





donde Vp4 es el volumen de la tubería y es un parámetro a ajustar, y Qp4loss es








donde hp4loss es el parámetro de transferencia de calor desde el agua hasta el
ambiente, que se asume constante y es un parámetro a ajustar.
Además, del mismo modo que el submodelo 1, para compensar un posible
error de calibración en la medición de la temperatura de salida de la tubería
4, se incluyó un coeficiente de compensación calTp4out , que es un parámetro a
estimar.
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De este modo, el submodelo 3 (Sub3) está formado por seis entradas: Tsout , Fw2 ,
R, Tamb y Tambr ; y una salida: Tsin . Los parámetros a ajustar de este submodelo
son: hrOFFmin , hrOFFmax , hrONmin , hrONmax , Vt2, Vr, Tambr , Vp4, hp4loss y calTp4out .
A.5 Modelo completo
El modelo completo resulta de la interconexión de los tres submodelos descritos
anteriormente (Sub1, Sub2 y Sub3). Este modelo del sistema de refrigeración
completo se observa en las figuras A.1 y A.2. Las entradas y salidas del modelo
se observan en la tabla A.1. Además, este modelo consta de 30 parámetros que
se describen en la tabla A.2.
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