Motivated by a similar approach for Born-Oppenheimer molecular dynamics, this paper proposes an extended "shadow" Lagrangian density for quantum states of superfluids. The extended Lagrangian contains an additional field variable that is forced to follow the wave function of the quantum state through a rapidly oscillating extended harmonic oscillator. By considering the adiabatic limit for large frequencies of the harmonic oscillator, we can derive the two equations of motions, a Schrödinger-type equation for the quantum state and a wave equation for the extended field variable. The equations are coupled in a nonlinear way, but each equation individually is linear with respect to the variable that it defines. The computational advantage of this new system is that it can be easily discretized using linear time stepping methods, where we propose to use a Crank-Nicolson-type approach for the Schrödinger equation and an extended leapfrog scheme for the wave equation. Furthermore, the difference between the quantum state and the extended field variable defines a consistency error that should go to zero if the frequency tends to infinity. By coupling the time-step size in our discretization to the frequency of the harmonic oscillator we can extract an easily computable consistency error indicator that can be used to estimate the numerical error without any additional costs. The findings are illustrated in numerical experiments. * P.
Introduction
The phenomenon of superfluidity is often, though not exclusively, studied and described through Bose-Einstein condensation [1, 18, 28] . A Bose-Einstein condensate (BEC) is a remarkable state of matter that is formed when a dilute gas of bosonic particles is cooled down to extremely low temperatures close to the absolute zero [12, 14, 16, 34] . In this case, most of the bosons occupy the same quantum state (the ground state) and loose their identity. In fact, the individual packages interfere and behave like a single macroscopic "super-particle". A typical example for a superfluid Bose-Einstein condensate is Helium-4 ( 4 He), which allows to study the arising quantum phenomena (such as vortices with a quantized circulation) on an observable scale. Mathematically, the behavior of Bose-Einstein condensates can be described by nonlinear Schrödinger equations [2, 25, 34] , were the Gross-Piatevskii equation (GPE) is by far the most common model. In non-dimensional form, the basic GPE reads iψ = 1 2
where ψ(x, t) describes the time-evolution of the quantum state, V (x) is a magnetic trapping potential and κ is a parameter that characterizes particle interactions. Nonlinear Schrödinger equations such as the GPE (1) come with important invariants, such as the energy or the number of particles (cf. [7] ). This needs to be considered in numerical computations by selecting a suitable time-discretization that avoids significant energy dissipation or energy blow-up over time. Common choices for time integrators that allow only for small (or no) oscillations of the energy are either symplectic methods (cf. [19, 24, 38] and the references therein) or schemes that conserve the initial energy up to machine precision (cf. [5, 3, 8, 11, 20, 37] ). Such time integrators are typically implicit or semi-implicit which involves (except for the Besse relaxation scheme [11] ) the solving of a non-linear problem in each time step, since the time-dependent variable ψ appears in the last potential term as |ψ| 2 . Using more simple time integrators that would make the computations per time step cheaper typically results in instabilities due the aforementioned energy blow-up (cf. the experiments in [22] ) or it leads to numerical overdamping expressed by a significant loss of energy that makes the numerical approximations useless (cf. the numerical experiments in [20] ). The problem is similar to a common problem in first-principles Born-Oppenheimer molecular dynamics, where the forces acting on the atomic degrees of freedom are given only at the fully relaxed electronic ground state, which is determined by a time-independent non-linear Schrödinger-like equation. If the ground state is not accurately optimized the forces are non-conservative, with a broken time-reversal symmetry, and instabilities and energy drifts may occur [36, 35, 33] . A recent solution to this problem is based on an extended Lagrangian approach to Born-Oppenheimer molecular dynamics (XL-BOMD), where additional auxiliary electronic dynamical field variables are included in an extended Lagrangian formalism [29, 32, 31, 30] . The auxiliary electronic variables are constrained to follow closely the exact electronic ground state. A linearization of the underlying energy functional around the auxiliary eletronic degrees of freedom can then be used to avoid the non-linear optimization without any significant loss of accuracy. The basic idea is a backward error analysis, where instead of calculating approximate forces through an iterative non-linear optimization procedure for an underlying exact potential energy surface, we can calculate exact forces in a fast and simple way, but for an underlying approximate "shadow" potential energy surface. In a classical adiabatic limit the dynamics of XL-BOMD is described by two coupled equations of motion that each are linear with respect to their time-dependent variables. In this way the non-linear ground state optimization is avoided and the forces remain conservative for an underlying approximate "shadow" potential energy surface, which is a close approximation to the exact Born-Oppenheimer potential energy surface. Our idea here is to use the same basic approach applied to the time-dependent non-linear Schrödinger equation, equation (1) . This can be achieved by reformulating the Lagrangian,
corresponding to equation (1) . The Lagrangian can be modified to include extended auxiliary electronic degrees of freedom, represented by φ. The extended field variable, φ, can then be forced to follow ψ through an extended harmonic oscillator. We can then linearize the potential energy term, (ψ * ψ) 2 , in equation (2) around the approximate electronic degrees of freedom, φ, that evolves through the harmonic oscillator centered around ψ. This can be accomplished through our definition of an extended "shadow" Lagrangian,
Here µ is a fictitious electron mass parameter and ω is the frequency of the extended harmonic oscillator that is given by the last two terms of the Lagrangian. In analogy with XL-BOMD [31, 30] we can now derive the Euler-Lagrange equations of motion in an adiabatic limit, where we assume the µ → 0 and ω → ∞ such that µω = constant. In analogy with XL-BOMD we further assert that |ψ − φ| ∼ O(ω −2 ), which can be validated a posteriori [31] . In this limit we find that the equations of motion are given by
The first equation governs the evolution of ψ(t) and is linear in ψ, but non-linear in φ, whereas the second equation that describes the time evolution of φ(t) is linear both in ψ and φ. As long as φ(t) stays close to ψ(t), the quasi-linearized set of equations given by equation (3) will closely approximate the time evolution of ψ(t) in the original non-linear Schrödinger equation, equation (1) . An implicit integration of the approximate equations of motion in equation (3) does therefore no longer require an iterative non-linear optimization procedure. In this way it is possible to avoid numerical instabilities a broken time-reversal symmetry and energy drift. At the same time the computational cost is significantly reduced. Furthermore, the difference between φ and ψ introduces a consistency error that should decay proportional to ω −2 . This observation can be directly exploited when discretizing the equations (3) in time, since it yields a computable error indicator "for free". This is a significant advantage compared to alternative time-discretizations of nonlinear Schrödinger equations, where the computation of error indicators typically requires considerable additional costs or a repeated solving for different step sizes until a converged state is observed. The extended Lagrangian approach to first-principles electronic structure theory was pioneered by Car and Parrinello in 1985 [13] . Their extended Lagrangian approach is different from XL-BOMD and our shadow Lagrangian density formulation for the non-linear Schrödinger equation introduced here, but there are several interesting similarities [30] .
Outline: The structure of this paper is as follows. In Section 2 we formulate the extended shadow Lagrangian in a more general way. Furthermore, we identify the conserved energy associated with the shadow Lagrangian, we derive the arising extended equations of motion, and we introduce a corresponding adiabatic limit approximation to which we refer as the shadow Lagrangian equations for superfluidity. In Section 3 we propose and discuss a semi-implicit time discretization of the shadow Lagrangian equations, which is numerically validated in Section 4 using an additional finite element discretization in space.
Extended Lagrangian
In this section we introduce an extended Lagrangian formulation for superfluidity. The setting will be more general than what we sketched in the introduction. This is to emphasize that the approach also can be applied to more complex models. After introducing the extended Lagrangian, we derive the governing partial differential equations and pass to the adiabatic limit in order to obtain final shadow Lagrangian equations that we propose as a starting point for new discretization schemes.
Notation
For a formal description of the Lagrangian we will use standard notation for Lebesgue and Sobolev spaces. In the following U ⊂ R d denotes a connected and bounded subset of R d , our computational domain. On U we let L 2 (U ) denote the space of complex-valued and squareintegrable functions. The corresponding L 2 -norm of a function v ∈ L 2 (U ) is then given by v L 2 (U ) = U |v(x)| 2 dx 1/2 . The space H 1 0 (U ) denotes the Sobolev space of (complexvalued) weakly-differentiable functions, where all partial weak derivatives are in L 2 (U ). On
Finally, we denote the duality pairing of an element of a Hilbert space and an element from its dual space by ·, · .
Extended governing equations
The standard Lagrangian L std used to describe (superfluid) Bose-Einstein condensates at ultra-low temperatures which occupy a domain U ⊂ R d takes the form
where ρ ψ = |ψ| 2 denotes the density of the quantum state ψ. The function V [ρ ψ ] describes a general dependency on this density, where we indirectly assume that V is such that
is finite for all possible quantum states ψ ∈ H 1 0 (U ) and that V [ρ ψ ] is real-Fréchet differentiable with respect to ρ ψ . The most common choice for V [ρ ψ ] in the context of superfluids is the Gross-Pitaevskii model [34] , where we have V [ρ ψ ] = 2V 0 (x) + κ ρ ψ for an external trapping potential V 0 (x) and κ being a parameter that characterizes interactions between particles. In particular, κ is proportional to the scattering length of the bosons that form the superfluid (Bose-Einstein condensate) and κ also depends on the mass and the number of particles (cf. [7] for details on the scaling of the equation in non-dimensional form).
As described in the introduction for the Gross-Pitaevskii equation, we shall extend the standard Lagrangian density by an artificial harmonic oscillator. We will also linearize the potential term V [ρ ψ ] ρ ψ (with respect to its dependency on the quantum state ψ in the arising governing equations, cf. equation (4) below). For that, we introduce an extended field variable φ that is forced to follow the quantum state ψ through the extended harmonic oscillator that is oscillating around ψ. This can be modeled by an extended (shadow) Lagrangian
that is given by
where ρ := |φ| 2 denotes the density of φ and the constant µ is a fictitious mass parameter. The first four terms in the extended Lagrangian density L model the dynamics of the superfluid, where we observe that for ψ = φ, these four terms collapse to the standard Lagrangian L std . The last two terms in L model the harmonic oscillator. The frequency of the harmonic oscillator is denoted by ω. For large frequencies, this makes sure that ψ stays close to φ and hence that the potential energy surface induced by φ is close to the exact energy surface. In order to derive the governing equations that arise from this extended Lagrangian, we can compute the partial (real-)Fréchet derivatives of the operator L and exploit the Euler-Lagrange formalism d dt
With this we obtain the equation of motion for the quantum state ψ (in the variational sense) as
Analogously, we conclude from d dt
Since ψ and φ should, in the adiabatic limit, converge to the same quantum state u, it is reasonable to select the initial values as
where u 0 denotes some known initial state.
For the system (4)-(5) to be well-posed, we still require a second initial value, . φ(0), for the extended field variable whose dynamics are described by (5) . This initial value is typically not explicitly given and its choice is part of the extended model. In order to derive a reasonable condition for . φ(0), we shall first identify the conserved quantity of the extended Lagrangian, which is done in the next subsection.
Conserved energy
In the next step, we want to identify the conserved quantity (energy) that can be associated with the system (4)- (5) . For that we apply Noether's Theorem which guarantees conservation of the extended energy given bŷ
Her we note that the value of the conserved (initial) energy depends on the initial condition for . ψ(0), which we did not yet specify but which is required so that (5) becomes a well-posed problem. There are at least two natural options for . φ(0), which we shall briefly discuss. Option 1. One possibility is to use a compatibility condition to define . φ(0). Recall that we have ψ(0) = φ(0) = u 0 and let ρ 0 := |u 0 | 2 . In this case, we observe by evaluating equation (4) at time t = 0 that i .
This equation can be seen as a compatibility condition for smooth solutions. Hence, we could interpret .
u 0 as a known quantity that can be defined (and computed) from u 0 . Accordingly, we can exploit this knowledge and select the missing initial value as
u 0 . However, from a computational point of view a different option can be more favorable.
Option 2. If the initial value for the first time derivative of ψ is selected as . φ(0) = 0, then we observe that the preserved extended energy (6) is given bŷ
In the case of the cubic nonlinearity V [ρ] = 2V 0 + κρ (which can be considered the most common model in the context of superfluidity), we see that the conserved value ofÊ is identical to the energy associated with the original Lagrangian density, i.e. E(u) =
In our numerical experiments we will show that this indeed yields very good approximations.
As a side note, the issue of selecting a suitable initial value for . φ(0) is in fact closely related to finding slow manifolds of stiff mechanical systems, cf. [6] .
Preliminary notes on the adiabatic limit. There is another interesting aspect about the conservation ofÊ in the case V [ρ] = 2V 0 + κρ. Assume that the trapping potential V 0 is nonnegative and that the particle interactions are repulsive, i.e. κ > 0, then we can conclude that
Hence, in the adiabatic limit µω 2 → ∞, it must hold that U |ψ − φ| 2 dx → 0. This shows a priori that ψ and φ must converge in L 2 to the same function. Similarly, it can be also shown that the particle number is preserved for the limit. To see this, we multiply equation (4) with ψ * and equation (5) with φ * /2. Subtracting the arising terms and taking the imaginary part yields
Together with the energy bound U
for a constant C E(u 0 ) that only depends on E(u 0 ) and U . In the adiabatic limit with µ → 0, we can hence conclude the conversation of mass as U |ψ(t)| 2 dx → U |ψ(0)| 2 dx = 1.
Adiabatic limit approximation
In the next step, we want to approximate the adiabatic limit of the extended Euler-Lagrange equations (4)- (5) . For that we assume that the fictitious mass tends to zero, i.e. µ → 0, and that the frequency ω of the harmonic oscillator grows proportional to µ −1 . In particular, we assume that µω = constant and hence ω → ∞. With this, the extended field variable φ is pushed closer and closer to the quantum state ψ. From the extended Born-Oppenheimer molecular dynamics it is known that the rate with which φ approaches ψ is of order |ψ − φ| ∼ O(ω −2 ) (cf. [31] ). In our numerical experiments in Section 4 we observe the same relation for our extended Gross-Piatevskii model. Hence, we can formulate the adiabatic limit approximation (for µ, ω −1 → 0) of the extended Euler-Lagrange equations
by asserting µ → 0; µω = constant and |ψ − φ| ∼ O(ω −2 ) to obtain the reduced model
..
As for the original extended system (4)- (5), the equations are completed by the initial conditions
For the rest of the paper, we shall assume that ω is large and we refer to the system (7) as the shadow Lagrangian equations for superfluidity.
Shadow Lagrangian discretization
In the next step, we will use the shadow Lagrangian formulation (7) to introduce a new discretization for the classical Gross-Piatevskii equation. For that, we restrict our considerations from the previous section to the common case of cubic nonlinearities. More precisely, we let V [ρ] = 2V 0 + κρ for some potential V 0 ∈ L 2 (U ) and some constant parameter κ ∈ R.
As mentioned before, the dynamics of Bose-Einstein condensates are described by the Gross-Pitaevskii equation where we seek the quantum state u(x, t) of the condensate with i .
together with the initial condition u(x, 0) = u 0 (x) and the boundary condition u(x, t) = 0 for x ∈ ∂U . Note that we denote the solution to (8) by u to distinguish it from the quantum state ψ that appears in the extended model. In order to find a numerical approximation to u, we first consider the shadow Lagrangian approximation (ψ, φ). In the Gross-Pitaevskii case, the shadow Lagrangian system (7) simplifies to the equations
for x ∈ U, t ≥ 0, together with the initial conditions ψ(x, 0) = φ(x, 0) = u 0 (x) and
.
φ(x, 0) = 0 and the boundary condition ψ(x, t) = φ(x, t) = 0 for x ∈ ∂U . In order to discretize the shadow Lagrangian system in time, we introduce a small time step size τ > 0. As the frequency ω is supposed to grow to infinity in the adiabatic limit (and we wish to chose it as large as possible), we couple it to the time step size through the relation τ 2 ω 2 = β K , or respectively ω = β K τ −1 for some constant β K > 0 that we shall specify later. The coupling guarantees that ω → ∞ when we refine the time step size with τ → 0. Furthermore, the particular scaling τ ω = const must be seen as a CFL (Courant-Friedrichs-Lewy) condition that ensures that an explicit leapfrog discretization of ..
In fact, any coupling that would allow ω to grow faster, i.e. τ ω 1+ε = const for some ε > 0, is numerically unstable.
The first equation in the shadow Lagrangian formulation, i.e. equation (9), is discretized in time using a Crank-Nicolson-type approach. This choice is motivated by the observation that if we have consistency with ψ = φ, then the discretization would be perfectly energyand mass-conserving. The second equation, i.e. equation (10), is discretized using a stabilized (dissipative) modification of the symplectic leapfrog (Verlet) scheme for the wave equation. This choice is motivated by the findings obtained in [32] in the context of extended Lagrangian Born-Oppenheimer molecular dynamics. In conclusion we can formulate the following numerical method. . φ(0) = 0, we also define the ghost values φ −k = φ 0 for k = 1, · · · , K + 1.
For simplicity, we denote averages by ψ n+ 1 2 := ψ n+1 + ψ n 2 and φ n+ 1
With this, the dissipative Shadow Lagrangian approximations ψ n ∈ H 1 0 (U ) and φ n ∈ H 1 0 (U ) to u at time t n are defined by
and
The coefficients in (12) depend on the selected order of dissipation K and are given according to the following table There are some remarks that need to be made here. First, we recall that β K should be seen as the ratio that couples the time step size with the frequency, i.e. β K = τ 2 ω 2 . This means that (11)-(12) cannot be seen as a discretization of (9)-(10) for a fixed frequency, but rather a sequence of approximations for increasing frequencies. As such a sequence mimics the adiabatic limit process it is expected to converge to a solution of the original Gross-Pitaevskii model given by (8) . Hence, as desired, ψ n will be an approximation of the exact quantum state u at time t n .
Looking at the numbers in the table, we observe that for K = 0, the discretization (12) reduces to the standard symplectic leapfrog scheme without artificial dissipation. Even though we can expect this choice to work well for moderately large numbers of time steps, it is sensitive to an accumulation of numerical noise over time (entering through numerical errors in ψ). For K = 0, this leads to severe deviations from the correct energy. We shall later confirm this numerically. In order to suppress the noise, a dissipative external force is added, which is modeled by the tail of the form α K K+1 k=0 c k φ n−k in (12) . This keeps the energy stable even over large numbers of time steps. As we will see in Section 4, any choice K ≥ 3 works very well in practice. For a detailed derivation of the numbers for α K , β K and c k in the Born-Oppenheimer context, we refer to [32] .
Concerning equation (11) it is worth to mention that if we replace φ n by ψ n and φ n+1 by ψ n+1 , then we obtain a fully energy conserving Crank-Nicolson discretization of (8) as it was studied and applied in [3, 20, 37] . Even though such a classical Crank-Nicolson discretization shows typically a high accuracy, it can be computationally demanding since it requires to solve a large nonlinear system of equations in every time step, which involves a repeated assembly of an updated stiffness matrix (within the iterations of a nonlinear solver). There is no such issue in our discretization (11) , which only requires to solve a linear system in each time step.
As a final remark on the discretization we stress the important aspect that the difference ψ n − φ n can be seen as a consistency error. With respect to the L ∞ (L 2 )-norm, it shows the same quadratic order convergence in τ as the error ψ n − u(t n ) itself. In particular, if the difference ψ n − φ n is large for a given τ , then the discretization is not consistent and the error will be large as well. Hence, we can practically use the computable difference ψ n − φ n as an error indicator for the numerical method. This is a significant practical advantage compared to alternative methods, where error indicators can be very hard to compute. In our numerical experiments in the next section, we will stress the usability of ψ n − φ n as an error estimator.
Numerical experiments
In our numerical experiments, we consider the Gross-Pitaevskii equation as given by (8), where we fix the computational domain with U = [−6, 6] 2 in all our experiments. The time discretization is according to the new Dissipative Shadow Lagrangian Method as stated in (3.1). The selected time step size τ is specified for each experiment individually. In order to study the influence of the dissipation order K in (12), we will use the notation DS-K to indicate which realization we used. For instance, DS-K0 will refer to (12) with K = 0 (i.e. the classical leapfrog discretization without dissipation), DS-K2 refers to (12) with K = 2, DS-K3 refers to (12) with K = 3; etc. The maximum number of time steps is denoted by N and the maximum computing time by T = t N (we have T = 4 for Model Problem 1 and T = 1 for Model Problem 2). Consequently, ψ N denote the approximations at final time.
The space discretization in our experiments is based on piecewise linear Lagrange finite elements with a mesh width of approximately h = 0.05. This space discretization is kept fixed in all our computations, including reference simulations.
In order to quantify numerical errors, we also computed highly accurate reference solutions. These solutions were obtained with an energy-and mass-conservative Crank-Nicolson discretization of (8) that is known to be convergent to the exact quantum state u [20] . Here we recall that the Crank-Nicolson discretization requires to solve nonlinear problems in each iteration, which makes it computationally more heavy. The time step size for the reference solution was chosen to be τ ref = 2×10 −4 for model problem 1 in Section 4.1 and τ ref = 4×10 −4 for model problem 2 in Section 4.2. For simplicity of the notation we will refer to this reference solution simply as u, since it is sufficiently close to the exact quantum state in (8) . Errors are measured in the L 2 -norm and the H 1 -norm which we recall as In the first numerical experiment we consider a setup that involves a rotating Bose-Einstein condensate (BEC) with repulsive particle interactions characterized by the parameter κ = 100. In the following, V har denotes a harmonic trapping potential of the form
Model Problem 1
where γ 1 > 0 and γ 2 > 0 denote the trapping frequencies.
A stirring potential is modeled by the angular momentum operator L z = −i (x∂ y − y∂ x ) (i.e. we have a rotation around the z-axis). Fixing the angular velocity with Ω = 0.8 and the trapping frequencies with γ x = γ y = 1 we start with computing a corresponding vortex ground state u 0 which is an L 2 -normalized minimizer of the energy
Ground states can be computed by solving a nonlinear eigenvalue problem (cf. [4, 9, 10, 15, 21, 23] ). In our experiment, we computed a ground state density that contains eight vortices with a quantized circulation. It is depicted in Figure 1 (left) . The vortices are density singularities and arise commonly in rotating BEC's due to the superfluid character of the condensate (cf. [17, 26, 27] ). The ground state u 0 is used as a starting value for the time-dependent problem (8) . In order to trigger some interesting dynamics, the stirring potential is switched off and the harmonic potential is reconfigured to an anisotropic trap with new trapping frequencies γ 1 = 2 and γ 2 = 1. We observe that the condensate continues to rotate, but the initial rotational symmetry is broken and it deforms quickly into cigar-shaped object. The dynamics of the density |u(t)| 2 at snapshot times t = 0, t = 2 and final time T = 4 are shown in Figure 1 . Important 
where γ 1 = 2 and γ 2 = 1.
In the first experiment, we investigate the influence of the dissipation order K in the Dissipative Shadow Lagrangian Method (DS-K as given by Definition 3.1). The corresponding results are depicted in Figure 2 , both for the L 2 -error and the H 1 -error at final computing time t N = 4. First, we note that all realizations converge as expected with a quadratic order in the step size, i.e. with order O(τ 2 ). Next, we observe that the simple discretization without artificial dissipation, i.e. DS-K0, performs well for large step sizes τ . However, for τ = 2 −8 an accumulation of numerical errors becomes visible, which puts this choice behind the realizations with artificial dissipative force. The realization with lowest dissipation order, i.e. DS-K2 shows the least accuracy. However, for the higher orders K = 3, 4, 5, 6, there are no longer any significant differences and any choice leads to a method with a very good performance. This was part of a general pattern and we made the same observations in other experiments. Hence, for the rest of the paper, we will only consider either DS-K5 or DS-K6 as representative schemes for the general accuracy.
Next, we study how the accuracy of the new approach compares to other established schemes. In this comparison we consider the Crank-Nicolson method (CN) which is obtained from (11) if we replace φ n and φ n+1 by ψ n and ψ n+1 . This method is known to conserve the exact mass m(u) and energy E(u) as given by (13) , but it requires to solve a nonlinear problem in each time step. Hence, it is more expensive than DS-K. The second approach in our comparison is the Besse relaxation scheme proposed in [11] , which also conserves energy and mass and which only requires to solve linear problems in each step. This method yields a good reference as it is known to be extremely efficient and accurate (cf. the detailed numerical studies in [22] ). Its computational complexity is the same as the complexity of the newly proposed DS-K approach. The results are depicted in Figure 3 (left), exemplarily for the H 1 -error as the picture for the L 2 -error was the same. We can see that all methods show a quadratic convergence of order O(τ 2 ). The errors for the CN and Besse relaxation method are almost identical, where the error for DS-K6 is around 30% smaller. This shows that our new approach is competitive with existing approaches. Let us next recall that the difference between ψ N and the auxiliary wave function φ N can be seen as a consistency error that converges with order ω −2 = β −1 K τ 2 to zero, i.e. with the same order as the error ψ N − u(t N ) H 1 (U ) itself. Motivated by this observation, we suggest to use the energy consistency η N := |E(ψ N ) − E(φ N )| ∼ τ 2 as an error estimator. Due to the initial consistency ψ(0) = φ(0) = u 0 , the estimator η N measures how well φ N fits the equation for ψ N (note that ψ N = φ N = u(T ) in the adiabatic limit ω → ∞) and the strength of the arising energy deviation. In Figure 3 (right) we plot the consistency error η N against the exact error ψ N − u(t N ) H 1 (U ) for DS-K5. We observe that both converge with the order O(τ 2 ) and that η N is very close and always slightly above the real error. Hence, η N resembles nicely the overall accuracy.
Finally, we study the evolution of mass m and energy E (see (13) ) for the DS-K ap-proximations. In the original Gross-Pitaevskii model (8), both quantities are conserved over time. However, this is no longer the case when switching to the extended shadow Lagrangian model (9)- (10) . Therefore it is important to ensure that the deviation from both quantities does not become too large and that the amplitude of the variations reduces with τ → 0. The corresponding results are shown in Figure 4 , exemplarily for DS-K6 with τ = 2 −4 , 2 −5 , 2 −6 . We observe that both mass and energy are oscillating, where the strength of the oscillations damps out with time. The oscillations are strongest for τ = 2 −4 , but are barely visible for τ = 2 −6 where we are already close to an ideal conservation of both quantities. In fact, the nature of the variations is very similar to what is typically observed for symplectic approximations of (8) (cf. [22] ). As a very interesting observation, we see that the graphs of the energy and mass evolution follow each other very closely. This indicates that any loss in mass correlates with a simultaneous loss of energy.
Model Problem 2
In the second model problem we consider the setting that the potential is given by a discontinuous checker-board potential of the form
where · denotes the floor function. The potential is depicted in Figure 5 (left). With this choice we want to trigger a loss of regularity of the quantum state u which in consequence causes a drop in the expected convergence rates (cf. [20] ). The particle interactions are repulsive where we select the corresponding parameter to be κ = 20. It only remains to specify the initial value u 0 in (8). Here we select u 0 to be the non-negative and L 2 -normalized ground state associated with the initial energy
where κ 0 = 10 and V har is the harmonic trapping potential with V har (x) = 1 2 (x 2 1 + x 2 2 ). The corresponding ground state density |u 0 | 2 is visualized in Figure 5 (middle). We emphasize that the harmonic potential V har is switched off when studying the dynamics. Hence, the conserved quantity of u is the energy Figure 5 : Model problem 2. Left: potential V0 as given by (14) . Middle: ground state density |u0| 2 , i.e. |u(t)| 2 at t = 0. Right: exact density |u(t)| 2 at final computing time t = 1. The numerical comparisons for model problem 2 are carried out at final time t N = 1.0. The exact density of the quantum state u at t N = 1.0 is depicted in Figure 5 (right). We observe that the density slowly evolves into the shape of the discontinuous trapping potential V 0 .
We start with a comparison of the numerical errors for DS-K5, the Crank-Nicolson scheme and the popular Besse relaxation scheme (cf. Section 4.1 for references). The results are depicted in Figure 6 . For the L 2 -error we observe an optimal convergence rate of order O(τ 2 ) for all three methods. As in Model Problem 1, the error graphs for the Crank-Nicolson and Besse method are basically indistinguishable, whereas the errors for DS-K5 are slightly smaller, reconfirming the competitive performance. More interestingly are the obtained H 1errors which suffer from degenerate convergence rates due to the loss of regularity triggered by the discontinuous potential. In the right graph of Figure 6 we can see that the convergence speed is consistently below O(τ 2 ) and reduces asymptotically to around O(τ 3/2 ) for all three methods.
In the light of these reduced convergence orders it is interesting to investigate if the consistency error ψ N − φ N suffers from a similar effect. Fortunately, this does not seem to be the case as can be seen from Figure 7 , where we can verify a quadratic convergence speed for both the L 2 -and the H 1 -consistency error. This raises the question if the previously introduced error estimator η N = |E(ψ N ) − E(φ N )| ∼ τ 2 is still useful. An answer is given by the right graph in Figure 7 where we observe that even though η N overestimates the convergence speed, it still gives a useful upper bound in the investigated regime for τ .
Finally, we will again check the evolution of mass and energy over time. The corresponding results can be found in Figure 8 , where we can observe that the overall picture is as in the test for Model Problem 1. Both mass and energy are oscillating, where the amplitude of the oscillations gets smaller with τ . For τ = 2 −6 , both energy and mass are almost constant. Again, the graphs for the mass and energy evolution look almost identical, which suggest some hidden properties of the method and maybe even the existence of an appropriate scaling that allows to simultaneously reconstruct the exact mass and energy. This remains to be investigated in more detail in future works. 
Summary and Conclusions
Based on a recently developed approach for Born-Oppenheimer molecular dynamics, we have developed an extended "shadow" Lagrangian dynamics for quantum states of superfluids. The equations of motion are given by two coupled equations, a Schrödinger-type equation for the quantum state and a wave equation for an extended auxiliary field variable. The equations are coupled in a nonlinear way, but each equation individually is linear with respect to the variable that it defines. Thanks to this linearization the system can be easily discretized using linear time stepping methods, where we used a Crank-Nicolsontype approach for the Schrödinger equation and an extended leapfrog scheme for the wave equation. This allows for a fast and stable integration of the equations of motion that is competitive to current state-of-the-art methods. We also found that the difference between the quantum state and the extended field variable defines a consistency error that can be used to estimate the numerical error on-the-fly without any additional costs.
