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Abstract
In this study, a three-step remaining service life (RSL) prediction method, which
involves feature extraction, feature selection, and fusion and prognostics, is pro-
posed for large-scale rotatingmachinery in the presence of scarce failure data. In
the feature extraction step, eight time-domain degradation features are extracted
from the faulty variables. A fitness function as a weighted linear combination of
themonotonicity, robustness, correlation, and trendabilitymetrics is defined and
used to evaluate the suitability of the features for RSL prediction. The selected
features are merged using a canonical variate residuals-based method. In the
prognostic step, graymodel is used in combinationwith empirical Bayesian algo-
rithm for RSL prediction in the presence of scarce failure data. The proposed
approach is validated on failure data collected froman operational industrial cen-
trifugal pump and a compressor.
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1 INTRODUCTION
Prognostic feature construction plays an important role inmachinery prognostics. A suitable prognostic feature is capable
of facilitating machinery prognostics by ensuring accurate estimates and simplifying the prognostic modeling. The prog-
nostic feature can be data from a single sensor,1 a feature extracted from raw sensory signals using dimension reduction
techniques,2,3 or the integration of multiple features extracted from multiple sensory signals.4–6 In this work, the prog-
nostic feature is generated by merging multiple features extracted from all the fault-related variables. It is crucial to select
suitable degradation features before subsequent prognostic analysis is carried out because the predictive accuracy and the
complexity of prognostic modeling are largely affected by the performance of the extracted degradation features. Various
metrics are available in the literature for the evaluation of degradation features, including monotonicity,6 robustness,7
correlation,5 and so on. Considering that a component is more likely to degrade with the increase of the service time, a
metric named trendability was developed later in Ref. 8 to measure the correlation between the degradation feature and
time. Given that a single criterionmay not be sufficient for prognostic feature selection, a hybrid criterion, which considers
This is an open access article under the terms of the Creative Commons Attribution-NonCommercial License, which permits use, distribution and reproduction in any
medium, provided the original work is properly cited and is not used for commercial purposes.
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2 LI et al.
the properties of trendability, monotonicity, robustness, and correlation, is proposed in this work for selecting degradation
features. After feature selection, a feature-fusion technique is required to fuse the selected features into a single prog-
nostic feature. In this paper, we explore the capability of canonical variate analysis (CVA) for representing the evolving
trend and calculate the canonical variate residual (CVR) based on the selected time-domain features as a prognostic
feature.
The main aim of prognostics is to provide practitioners with warnings by predicting the deterioration of an incipient
fault, thereby allowing engineers to control the progression of the fault and schedule repairs and maintenance. Typi-
cal procedures in data-driven condition monitoring involve a prognostic step where long-term predictions of continuous
observations are carried out with the aim of estimating the remaining service life (RSL) of the system. Various data-driven
techniques are available for this task, including self-organizing map,2 K nearest neighbors,2 support vector machine,9
and neural networks.10 Those techniques offer a tradeoff between reliability, speed, and applicability. Prediction mod-
els usually require large amounts of historical failure data for training. However, field failure data are extremely dif-
ficult to obtain, and this prevents those models from being applied in real industrial facilities. Even in the era of big
machinery data, companies and practitioners still have a limited pool of “useful” data resources to fulfill prognostic
tasks, since safety-critical equipment are usually not allowed to run to failure. In this study, gray model11 is used in
combination with empirical Bayesian (EB) algorithm to realize accurate RSL prediction in the presence of scarce failure
data.
The proposed prognostic framework comprises the following three main steps:
∙ Feature extraction: eight time-domain degradation features, namely, mean, root mean square, standard deviation, vari-
ance, skewness, kurtosis, crest factor, and peak value are extracted from the fault-related variables.
∙ Feature selection and fusion: The suitability of the extracted features for RSL prediction is evaluated based on four
performance metrics, namely, monotonicity, robustness, correlation, and trendability. Then, the optimal features that
are suitable for RSL estimation are fused into a prognostic feature using the CVA-based method.
∙ Prognostics: gray model is employed to generate an observation of the local RSL. Then, EB is applied to estimate the
global RSL based on the local RSL estimates.
The contribution of this paper is summarized as follows:
∙ A feature extraction-fusion framework, which is able to find features that are suitable for prognostics from the rawmea-
surements, is proposed. This framework consists of three main steps, namely, time-domain feature extraction, feature
selection, and feature fusion.
∙ A gray-EB prognostic framework, which is able to continuously correct RUL predictions based on past information
while providing probabilistic output, is proposed.
2 METHODOLOGY
Figure 1 illustrates a flowchart of the implementation process of the proposed prognostic framework.
2.1 Feature extraction
Time-domain analysis is carried out to extract mean, root mean square, standard deviation, variance, skewness, kurtosis,
crest factor, and peak value from the fault-related variables. Table 1 summarizes the time-domain features that are utilized
in this study. The reason why only time domain features are considered in this paper is that the experimental data were
collected from real-world operational machines. These machines were mounted with a variety of sensors when set up and
most of themcapture signals at a low sampling frequency.As a result, frequency/time-frequency domain features thatwere
extracted form fast signals, such as vibration and acoustic emission, were not included in this study. The selected eight
features were popular features used in the literature, and half of them have been experimentally verified to be effective
for representing the fault evolution.
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F IGURE 1 Proposed three-step prognostic framework for the RSL prediction of rotating machinery
TABLE 1 Degradation features
Index Degradation features Formula
1 Mean 𝑌𝑚𝑒𝑎𝑛 =
1
𝐷
∑𝐷
𝑗=1
𝑌(𝑗)
2 Root mean square 𝑌𝑟𝑚𝑠 =
√
1
𝐷
∑𝐷
𝑗=1
𝑌2(𝑗)
3 Standard deviation 𝑌𝑆𝐷 =
√
1
𝐷−1
∑𝐷
𝑗=1
(𝑌(𝑗) − ?̄?)
2
4 Variance 𝑌𝑣𝑎𝑟𝑖𝑎𝑛𝑐𝑒 =
1
𝐷−1
∑𝐷
𝑗=1
(𝑌(𝑗) − ?̄?)2
5 Skewness 𝑌𝑠𝑘𝑒𝑤𝑛𝑒𝑠𝑠 =
1
𝑌𝑟𝑚𝑠
3
∑𝐷
𝑗=1
(𝑌(𝑗) − 𝑌𝑚𝑒𝑎𝑛)
3
6 Kurtosis 𝑌𝑘𝑢𝑟𝑡𝑜𝑠𝑖𝑠 =
1
𝑌𝑟𝑚𝑠
4
∑𝐷
𝑗=1
(𝑌(𝑗) − 𝑌𝑚𝑒𝑎𝑛)
4
7 Crest factor 𝑌𝐶𝐹 =
𝑌𝑝𝑒𝑎𝑘
𝑌𝑟𝑚𝑠
8 Peak value 𝑌𝑝𝑒𝑎𝑘 = 𝑝𝑒𝑎𝑘(𝑌(𝑗)), 𝑗 = 1, 2…𝐷
𝐷 is the number of samples.
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4 LI et al.
2.2 Feature selection and fusion
Themain aim of this section is to find a subset of suitable features, which can represent the fault evolution, and to fuse the
subset of features into a single-dimensional prognostic feature. Given that one criterion is not sufficient to select a suitable
degradation feature for the task of RSL estimation, a hybrid metric which can evaluate the suitability of features from
different aspects is proposed in this study. The proposedmetric is aweighted sumof the criteria, trendability,monotonicity,
robustness, and correlation. The feature construction procedure comprises the following four main steps:
∙ A polynomial function is employed to fit a trajectory of each of the extracted feature to decompose the signal into a
smooth trend and a noise component as follows:
𝑋(𝑡𝑘) = 𝑋𝑇(𝑡𝑘) + 𝑋𝑁(𝑡𝑘) (1)
where 𝑋(𝑡𝑘) is the extracted feature, 𝑋𝑇(𝑡𝑘) is the smooth trend, and 𝑋𝑁(𝑡𝑘) is the noise component.
∙ The metrics for evaluating the trendability, monotonicity, robustness, and correlation of degradation features are as
follows:
𝑇(𝑋) =
𝐾
(∑𝐾
𝑘=1
?̃?𝑇(𝑡𝑘)𝑡𝑘
)
−
(∑𝐾
𝑘=1
?̃?𝑇(𝑡𝑘)
) (∑𝐾
𝑘=1
𝑡𝑘
)
√[
𝐾
∑𝐾
𝑘=1
?̃?2
𝑇
(𝑡𝑘) −
(∑𝐾
𝑘=1
?̃?𝑇(𝑡𝑘)
)2] [
𝐾
∑𝐾
𝑘=1
𝑡2
𝑘
−
(∑𝐾
𝑘=1
𝑡𝑘
)2] (2)
𝑀(𝑋) =
1
𝐾 − 1
||||||
𝐾∑
𝑘=1
𝛿(𝑋𝑇(𝑡𝑘+1) − 𝑋𝑇(𝑡𝑘)) −
𝐾∑
𝑘=1
𝛿(𝑋𝑇(𝑡𝑘) − 𝑋𝑇(𝑡𝑘+1))
|||||| (3)
𝑅(𝑋) =
1
𝐾
𝐾∑
𝑘=1
exp
(
−
||||𝑋𝑁(𝑡𝑘)𝑋(𝑡𝑘) ||||
)
(4)
𝐶(𝑋) =
||||𝐾 (∑𝐾𝑘=1 𝑋𝑇(𝑡𝑘)𝑡𝑘) − 𝐾∑𝐾𝑘=1 𝑋𝑇(𝑡𝑘)∑𝐾𝑘=1 𝑡𝑘||||√[
𝐾
∑𝐾
𝑘=1
𝑋𝑇(𝑡𝑘)
2
−
(∑𝐾
𝑘=1
𝑋𝑇(𝑡𝑘)
)2] [
𝐾
∑𝐾
𝑘=1
𝑡𝑘
2 −
(∑𝐾
𝑘=1
𝑡𝑘
)2] (5)
where ?̃?𝑇(𝑡𝑘) and 𝑡𝑘are the rank sequences of the feature 𝑋𝑇(𝑡𝑘) and 𝑡𝑘, respectively.
∙ With the metrics of trendability, monotonicity, robustness, and correlation, feature selection is achieved by computing
a weighted sum of these criteria. The optimal weighted coefficients 𝑤𝑗, 𝑗 = 1, 2, 3, 4 are obtained by maximizing the
objective function as follows:
𝑍(𝑋) = 𝑤1𝑇(𝑋) + 𝑤2𝑀(𝑋) + 𝑤3𝑅(𝑋) + 𝑤4𝐶(𝑋)
s.t.,
4∑
𝑗=1
𝑤𝑗 = 1,𝑤𝑗 > 0 (6)
where 𝑍 is the objective function to be optimized, and 𝑤𝑗, 𝑗 = 1, 2, 3, 4 are the weighted coefficients. The features with
a high 𝑍 value should be selected for RSL prediction.
∙ Adimension reduction technique called canonical variate analysis (CVA) is utilized to fuse the selected degradation fea-
tures into a one-dimensional prognostic feature. Interested readers are referred to Refs. 3 and 10 for further information
about CVA. The detailed feature fusion procedure is given as follows.
1
2
3
4
5
6
7
8
9
10
11
12
13
14
15
16
17
18
19
20
21
22
23
24
25
26
27
28
29
30
31
32
33
34
35
36
37
38
39
40
41
42
43
44
45
46
47
48
49
50
51
52
53
54
55
LI et al. 5
Given the original measurements 𝑦𝑡 ∈ 𝑛 (where 𝑛 is the number of process variables), the data were expanded by
including 𝑎 and 𝑏 number of past and future samples, to generate the past and future vectors 𝑦𝑎,𝑡 ∈ 𝑛𝑎 and 𝑦𝑏,𝑡 ∈ 𝑛𝑏
𝑦𝑎,𝑡 =
⎡⎢⎢⎢⎢⎣
𝑦𝑡−1
𝑦𝑡−2
⋮
𝑦𝑡−𝑎
⎤⎥⎥⎥⎥⎦
∈ 𝑛𝑎, 𝑦𝑏,𝑡 =
⎡⎢⎢⎢⎢⎣
𝑦𝑡
𝑦𝑡+1
⋮
𝑦𝑡+𝑏−1
⎤⎥⎥⎥⎥⎦
∈ 𝑛𝑏 (7)
𝑦𝑎,𝑡 and 𝑦𝑏,𝑡 are then normalized to generate the zero-mean vectors ?̂?𝑎,𝑡 and ?̂?𝑏,𝑡. Then, the rearranged data vectors ?̂?𝑎and
?̂?𝑏 are generated as follows:
?̂?𝑎 = [?̂?𝑎,𝑡+1, ?̂?𝑎,𝑡+2, … , ?̂?𝑎,𝑡+𝑁], ?̂?𝑏 = [?̂?𝑏,𝑡+1, ?̂?𝑏,𝑡+2, … , ?̂?𝑏,𝑡+𝑁] (8)
where 𝑁 = 𝑄 − 𝑎 − 𝑏 + 1 and 𝑄 denotes the length of 𝑦𝑡. CVA searches for vectors 𝐽 and 𝐿 such that the maximum cor-
relation between 𝐿?̂?𝑏,𝑡 and 𝐽?̂?𝑎,𝑡 is obtained. The solution to this problem can be achieved by performing singular value
decomposition on the matrix
 =
∑
𝑏,𝑏
−1∕2∑
𝑏,𝑎
∑
𝑎,𝑎
−1∕2
= 𝑈
∑
𝑉𝑇 (9)
where∑
𝑎,𝑎
and∑
𝑏,𝑏
and∑
𝑎,𝑏
are the covariance and cross-covariance matrices of ?̂?𝑏 and ?̂?𝑎.The canonical correlation
residuals 𝑟𝑡 can be defined as:
𝑟𝑡 = 𝐿
𝑇
𝑞 ?̂?𝑏,𝑡 −
∑
𝑞
𝐽𝑇𝑞 ?̂?𝑎,𝑡 (10)
where 𝐿𝑇𝑞 denotes the first 𝑞 rows of matrix 𝐿𝑇 , and 𝐿𝑇𝑞 = 𝑈𝑇𝑞
∑−1∕2
𝑏,𝑏
. Similarly, 𝐽𝑇𝑞 is the first 𝑞 rows of matrix 𝐽𝑇 , and 𝐽𝑇𝑞 =
𝑉𝑇𝑞
∑−1∕2
𝑎,𝑎
.
∑
𝑞
= diag(𝜆1, 𝜆2, … , 𝜆𝑞) is a diagonal matrix with its diagonal elements being the first 𝑞 components of
∑. The
prognostic feature is obtained as:
𝑇𝑑 = [(𝑟𝑡)
𝑇
S−1(𝑟𝑡)]
1∕2 (11)
where S = 𝐼 −∑∑𝑇 .
These features were merged to form a one-dimensional HI, which will be further analyzed using gray model and EB. If
the features were notmerged, the computational loadwill increase at least by eight times given that a graymodel is needed
for each feature at every time instance. Moreover, the resultant RUL will involve a large confidence boundary given that
each feature represents the fault evolution in their own characteristic way. Merging features together has been adopted
extensively by researchers4,12 and has been proven to be effective.
2.3 Prognostics
2.3.1 Local RSL prediction
In this section, graymodel is first utilized to propagate the trend of the prognostic feature until it reaches the predetermined
threshold, providing an observation of the local RSL at time 𝑡𝑘. Then, EB is used to generate an estimate of the global
RSL based on the obtained local RSL estimates obtained at different times. Since a single gray model may not be able
to accurately predict the actual degradation trajectory of the machine, several successive prognostic features sorted in
descending order of length are regarded as a training sequence in order to train several gray models so as to generate
several local RSL estimates. In this way, a sequence of fitted local degradation features ?̂?𝑗∶𝑡𝑘 , 𝑗 = 𝑡𝑘−𝑠+1, 𝑡𝑘−𝑠+2, … , 𝑡𝑘−𝑛+1
with different lengths are obtained at every time instance. Each degradation feature is used to train a unique gray model,
and a sequence of trained gray models are generated and utilized to predict the future values of the degradation feature
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6 LI et al.
F IGURE 2 Illustration of how local RSLs are generated
until it reaches a predefined threshold. It is worth noting that these graymodels are trained using data of different lengths,
meaning that they cover a variety of fix-order Markov models. A fixed-order Markov model is commonly used to describe
the fault evolution.13 Here, instead of using a fixed-order model, a sequence of fixed-order Markov models is used since
the fault progression may depend on the previous few steps.
As shown in Figure 2, at time 𝑡𝑘, the training sequence ?̂?𝑗∶𝑡𝑘 , 𝑗 = 𝑡𝑘−𝑠+1, 𝑡𝑘−𝑠+2, … , 𝑡𝑘−𝑛+1 hits the failure threshold at
different times, yielding the local RSL estimates ?̂?𝑡𝑘−𝑛+1∶𝑡𝑘 , … , ?̂?𝑡𝑘−𝑠+1∶𝑡𝑘 . ?̂?𝑡𝑘−𝑛+1∶𝑡𝑘 denotes the local RSL estimated using
the training feature ?̂?𝑗∶𝑡𝑘 , 𝑗 = 𝑡𝑘−𝑛+1. For predictions start at time𝑡𝑘, 𝑡𝑘−𝑠+1 is the prediction start time, which can be
determined by the machine’s fault detection system. 𝑛 is the minimum sample size required for generating a gray model
(n= 4).
Fitting and prediction errors are calculated so as to evaluate the suitability of each local fitted trajectory for representing
the fault progression:
⎧⎪⎨⎪⎩
𝑒𝑓(𝑗) =
1
𝑡𝑘 − 𝑗 + 1
𝑡𝑘∑
𝑖=𝑗
(?̂?𝑗∶𝑡𝑘 (𝑖) − 𝑋𝑗∶𝑡𝑘 (𝑖))
2
, 𝑗 = 𝑡𝑘−𝑠+1, 𝑡𝑘−𝑠+2, … , 𝑡𝑘−𝑛+1
𝑒𝑝(𝑗) = (?̂?𝑗∶𝑡𝑘 (𝑡𝑘+1) − 𝑋𝑗∶𝑡𝑘 (𝑡𝑘+1))
2
, 𝑗 = 𝑡𝑘−𝑠+1, 𝑡𝑘−𝑠+2, … , 𝑡𝑘−𝑛+1
(12)
where 𝑒𝑓(𝑗) and 𝑒𝑝(𝑗) indicate the fitting and prediction error of the fitted feature ?̂?𝑗∶𝑡𝑘 , respectively. ?̂?𝑗∶𝑡𝑘 (𝑖) is the value
of the fitted curve ?̂?𝑗∶𝑡𝑘 at time 𝑖, and ?̂?𝑗∶𝑡𝑘 (𝑡𝑘+1) is the predicted value of the degradation curve at time 𝑡𝑘+1. The fitting
and prediction errors are utilized to calculate a weight coefficient for each of the local fitted feature as follows:
𝑤𝑗 =
1
𝑒𝑓(𝑗) + 𝑒𝑝(𝑗)
/ 𝑡𝑘−𝑛+1∑
𝑖=𝑡𝑘−𝑠+1
1
𝑒𝑓(𝑖) + 𝑒𝑝(𝑖)
, 𝑗 = 𝑡𝑘−𝑠+1, 𝑡𝑘−𝑠+2, … , 𝑡𝑘−𝑛+1 (13)
where 𝑤𝑗 denotes the weight coefficient of the fitted degradation feature ?̂?𝑗∶𝑡𝑘 . Clearly, the weight coefficients are calcu-
lated based on the fitting and one-step prediction errors. The fitted gray models that can better represent the degradation
trajectory will be given a higher weight, and vice versa. For details of gray model, authors are referred to Appendix 1. The
predicted local RSL ?̂?𝑡𝑘 at time 𝑡𝑘 and the associated variance 𝜎
2
𝑡𝑘
are calculated as follows:
⎧⎪⎨⎪⎩
?̂?𝑡𝑘 =
∑𝑡𝑘−𝑛+1
𝑗=𝑡𝑘−𝑠+1
𝑤𝑗?̂?𝑗∶𝑡𝑘
𝜎2𝑡𝑘 =
1
𝑠−𝑛+1
∑𝑡𝑘−𝑛+1
𝑗=𝑡𝑘−𝑠+1
𝑤𝑗(?̂?𝑗∶𝑡𝑘 − ?̂?𝑡𝑘 )
2 (14)
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LI et al. 7
2.3.2 Global RSL prediction
This section discusses how the prior and posterior distributions of the global RSLs are estimated from the observed local
RSLs. The degradation patterns of mechanical systems at different moments are diverse and the local failure time varies
with progressive degradation. However, it would be rational for most applications that the extreme degradation patterns
are rare, while the moderate ones are frequent (this paper is based on this assumption). Then, suppose the local RSLs
follow a common prior distribution 𝜋(𝜃𝑡𝑘 ) ∼ 𝑁(𝜇, 𝜎𝑧
2), where 𝜇 and 𝜎𝑧2 are unknown hyper parameters. Then, this case
becomes an exchangeable EB problem.14
Recall that ?̂?𝑡𝑘 is the observation of 𝜃𝑡𝑘 and 𝜎
2
𝑡𝑘
measures the error of each observation. In order to account for the impact
of stochastic dynamics, the sample variance is set to the mean of 𝜎2𝑡𝑘 and is calculated as:
𝜎2 =
∑𝑡𝑚
𝑖=𝑡𝑠𝑡𝑎𝑟𝑡
𝜎𝑖
2
𝑡𝑚 − 𝑡𝑠𝑡𝑎𝑟𝑡 + 1
(15)
where 𝑡𝑠𝑡𝑎𝑟𝑡 is the prediction start time and 𝑡𝑚 is the prediction end time. According to Refs. 14 and 15, the joint distribution
of (?̂?𝑡𝑘 , 𝜃𝑡𝑘 ) is computed as:
𝑝(?̂?𝑡𝑘 , 𝜃𝑡𝑘 ) =
1
2𝜋σ𝜎𝑧
exp
{
−
𝜌
2
[
𝜃𝑡𝑘 −
1
𝜌
(
𝜇
𝜎𝑧
2
+
?̂?𝑡𝑘
𝜎2
)]2}
exp
{
−
(𝜇 − ?̂?𝑡𝑘 )
2
2
(
𝜎𝑧
2 + 𝜎2
)} (16)
where 𝜌 = 𝜎𝑧−2 + 𝜎−2.
In order to estimate the prior distribution of the unknown hyper parameters 𝜇 and 𝜏2, we need to first deduce the
marginal distribution of ?̂?𝑡𝑘
𝑝
(
?̂?𝑡𝑘
)
=
+∞
∫
−∞
𝑝
(
?̂?𝑡𝑘 |𝜃𝑡𝑘)𝑝 (𝜃𝑡𝑘) d𝜃𝑡𝑘 = 1√
2𝜋𝜌σ𝜎𝑧
exp
{
−
(?̂?𝑡𝑘 − 𝜇)
2
2
(
𝜎𝑧
2 + 𝜎2
)} (17)
Apparently, 𝑝(?̂?𝑡𝑘 ) is a density of 𝑁(𝜇, (σ
2 + τ2)). The likelihood function of all local RSLs is computed as:
∏
𝑚(?̂?j) = [2𝜋(σ
2 + τ2)]
−𝑝∕2
exp
{
−𝑝𝑠2
2 (σ2 + τ2)
}
exp
{
−𝑝(?̂?𝑘 − 𝜇)
2
2 (σ2 + τ2)
}
(18)
where ?̂?𝑘 =
∑𝑡𝑚
𝑗=𝑡𝑠𝑡𝑎𝑟𝑡
?̂?𝑗
𝑝
, 𝑠2 =
∑𝑡𝑚
𝑗=𝑡𝑠𝑡𝑎𝑟𝑡
(?̂?𝑗−?̂?𝑘)
2
𝑝
. 𝑝 is the total number of RSL estimations.
According to 14, the ML-II estimates of the unknown parameters 𝜇 and 𝜎𝑧2 are:
⎧⎪⎨⎪⎩
?̂? = ?̂?𝑘 =
∑𝑡𝑚
𝑗=𝑡𝑠𝑡𝑎𝑟𝑡
?̂?𝑗
𝑝
?̂?2 = max
(
0,
1
𝑝
𝑠2 − σ2
) (19)
After the determination of the prior distribution, the posterior distribution 𝑝(𝜃𝑡𝑘 |?̂?𝑡𝑘 ) can be estimated. Berger14 sug-
gested the followingmodified posterior distribution𝑁(𝜇𝐸𝐵(?̂?𝑡𝑘 ), 𝑉
𝐸𝐵(?̂?𝑡𝑘 )), which is suitable for the cases when the num-
ber of local RSL observations is moderate or small.
⎧⎪⎨⎪⎩
𝜇𝐸𝐵
(
?̂?𝑡𝑘
)
= ?̂?𝑡𝑘 − ?̂?
(
?̂?𝑡𝑘 − ?̂?𝑘
)
𝑉𝐸𝐵
(
?̂?𝑡𝑘
)
= 𝜎2
(
1 −
𝑝−1
𝑝
?̂?
)
+
2
𝑝−3
?̂?2
(
?̂?𝑡𝑘 − ?̂?𝑘
)2 (20)
where ?̂? = (𝑝−3
𝑝−1
)
𝜎2
𝜎2+?̂?2
, ?̂?2 =
∑𝑡𝑚
𝑗=𝑡𝑘−𝑠+4
(?̂?𝑗−?̂?𝑘)
2
𝑝−1
− 𝜎2.
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8 LI et al.
TABLE 2 Measured variables of pump A
Variable ID Variable name Units
1 Speed Rpm
2 Suction pressure Bar
3 Discharge pressure Bar
4 Discharge temperature degree C
5 Actual flow kg/h
6 Radial vibration overall X 1 mm/s
7 Radial vibration overall Y 1 mm/s
8 Radial bearing temperature 1 degree C
9 Radial vibration overall X 2 mm/s
10 Radial vibration overall Y 2 mm/s
11 Radial bearing temperature 2 degree C
12 Active thrust bearing temperature degree C
13 Inactive thrust bearing temperature degree C
F IGURE 3 Faulty variables of pump A (signals
are normalized)
3 RESULTS AND DISCUSSTION
The results of the proposed method for rotating machinery RSL prognosis are presented in this section, using the real-
world condition monitoring data captured from an operational pump and a compressor. The measured time series from
the pump consisted of 13 variables (Table 2 shows allmeasured variables for this pump), and themeasured time series from
the compressor consisted of 21 variables (Table 2). For this study, all data were captured at a sampling rate of one sample
per hour. For the pump case, it is observable from Figure 3 that the readings of the four different bearing-temperature
sensors start to increase near the end of the time series; the machine continued to run until the end of each time series.
At that time, site engineers shut down the pump for inspection. For the compressor case, the readings from stage 3 radial
vibration sensors showed an increase trend, which had led to machine trip (Figure 4). Information employed in this work
came from compressors and pumps that have been used in a European refiner. The machines are instrumented with
sensors collecting process-related measurements, that stream continuously, via internet, to a central location. They are
stored, preprocessed, and analyzed for CBM purposes. Considering each sensor’s sampling frequency, a large volume of
data is created and thus a huge amount of storage is required. To mitigate this issue, a rule set was created deciding which
values should be stored, creating nonuniformly sampled sets. Therefore, the data were collected from the data monitoring
center via internet. The sampling frequency is 1 h per sample. The signals being used for the analysis are listed in Table 2
for pump A and Table 3 for compressor A, respectively.
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F IGURE 4 Faulty variables of
compressor A
TABLE 3 Measured variables of compressor A
ID Variable name ID Variable name
1 Stage 1 Suction Pressure 12 Stage 1–2 Non-drive-end (NDE) Radial Vibration Overall X
2 Stage 1 Discharge Pressure 13 Stage 1–2 Non-drive-end (NDE) Radial Vibration Overall Y
3 Stage 1 Suction Temperature 14 Stage 1–2 Thrust Position Axial Probe 1
4 Stage 1 Discharge Temperature 15 Stage 1–2 Thrust Position Axial Probe 2
5 Stage 2 Suction Pressure 16 Stage 3 Drive-end (DE) Radial Vibration Overall X
6 Stage 2 Discharge Pressure 17 Stage 3 Drive-end (DE) Radial Vibration Overall Y
7 Stage 2 Suction Temperature 18 Stage 3 Non-drive-end (NDE) Radial Vibration Overall X
8 Stage 2 Discharge Temperature 19 Stage 3 Non-drive-end (NDE) Radial Vibration Overall Y
9 Stage 3 Suction Pressure 20 Stage 3 Thrust Position Axial Probe 1
10 Stage 1–2 Drive-end (DE) Radial Vibration Overall X 21 Stage 3 Thrust Position Axial Probe 2
11 Stage 1–2 Drive-end (DE) Radial Vibration Overall Y
3.1 Feature extraction, selection, and fusion
As discussed in Section 2, eight time-domain features are extracted from the faulty variables. Feature selection is imple-
mented to select the most representative features, thereby eliminating fault-irrelative variables. The accumulated z-score
𝑍(𝑋) of the extracted features over all faulty variables is calculated and depicted in Figures 5 and 6, respectively. In order
to select the most representative features, only the features with an average z-score higher than 0.9 are chosen for subse-
quent analysis. As a result, mean, root mean square, crest factor, and peak value are selected as the most representative
features. It can also be seen from both figures that the z-scores of mean, root mean square, crest factor, and peak value are
muchhigher than those of the rest. Then, CVR-based prognostic featureswere constructed based on the selected candidate
features as per Equations (7)-(11).
Figures 7 and 8 show the prediction results for the pump and compressor cases obtained by the proposed prognostic
method for different prediction starting points, respectively. It is observable from the figures that the predictive accuracy
TABLE 4 Prediction errors
MAD MAPD RMSD
Pump Proposed 2.35 0.0064 2.91
Gray model 2.82 0.077 2.94
AR model 4.31 0.092 7.37
Compressor Proposed 4.83 0.03 6.32
Gray model 5.42 0.034 6.72
AR model 5.65 0.057 6.87
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F IGURE 5 Z-score of the extracted features (pump A)
F IGURE 6 Z-score of the extracted features (compressor A)
is lower at the beginning. This is because the data collected in a relatively early degradation stage may not be able to
fully capture the fault evolution process for RSL prediction purposes. As the prediction starting point gets closer to the
end-of-life, the predicted RSL gets closer to the true remaining useful life. Furthermore, it can be seen that the proposed
prognostic framework has the ability to accurately predict the system’s RSL since every predicted RSL is located well
within the ∓25% confidence boundaries of the actual RSL.
Three performance metrics—(1) mean absolute deviation (MAD); (2) mean absolute percentage deviation (MAPD);
and (3) root mean square deviation (RMSD)—were used to evaluate the performance of the proposed approach. These
performance metrics are frequently utilized in reliability analysis.16,17 Interested readers are referred to Ref. 18 for further
information about the three metrics. Table 4 summarizes the precision analysis for the prediction error of the proposedQ4
prognostic model. The proposed method was also compared with two different predictors, namely, gray model and AR
model.19 The comparison results show that the proposed method outperforms the other predictors. We compared our
method with the traditional gray model to show the superiority of using EB on gray model. Gray model is often compared
with mathematical models, such as linear regression, exponential regression, and ARmodels.20 ARmodels are one of the
most popular linear models in time series forecasting, which have been widely applied during the past decade.
F IGURE 7 RSL prediction performance of the proposed
approach (pump A). Red: actual RSL. Red dashed: ∓25%
confidence boundaries
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F IGURE 8 RSL prediction performance of the proposed
approach (compressor A). Red: actual RSL. Red dashed: ∓25%
confidence boundaries
4 CONCLUSION
In this work, a novel prognostic framework was proposed for RSL prediction of nonlinear dynamic systems in the pres-
ence of scarce failure data. The developed approach was validated through condition monitoring data acquired from an
industrial centrifugal pump and a compressor. The proposed prognostic feature exploring method can effectively find the
most representative degradation features and generate suitable prognostic features for RSL prediction. The combination
of EB and gray model was proposed to learn the system’s degradation from very limited amount of historical failure data
and to predict the RSL with high accuracy. The proposed approach can be used to provide site engineers with reliable and
accurate estimates of RSL, thereby facilitating subsequent production planning and decision-making process.
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APPENDIX 1
Gray model is the basic model of gray theory and has been used widely since its development in the early 1980s. Gray
system theory is a novel methodology that focuses on problems involving small data and poor information. It addresses
uncertain systems with partially known information through generating, excavating, and extracting useful information
from what is available. The theory enables a correct description of a system’s running behavior and its evolution law, and
thus generates quantitative predictions of future system changes. By updating the modeling data and introducing new
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information, gray model can reflect the characteristics of the current situation. Gray forecasting model is suitable for real-
time prediction with limited availability of degradation data. Gray model uses operations of accumulated generations to
build different equations. The general procedure for gray model is described as follows.
Consider the non-negative sequence of the original data 𝑋(0)
𝑋(0) = (𝑋(0)(1), 𝑋(0)(2), … , 𝑋(0)(𝑛)) (A.1)
Then𝑋(1) = (𝑋(1)(1), 𝑋(1)(2), … , 𝑋(1)(𝑛))is called the first-order accumulative generation sequence of the sequence𝑋(0),
where
𝑋(1)(𝑘) =
𝑘∑
𝑖=1
𝑋(0)(𝑖)𝑘 = 1, 2, … , 𝑛 (A.2)
A new sequence 𝑍(1) can be extracted from 𝑋(1) as per the following:
𝑍(1) = (𝑍(1)(2), 𝑍(1)(3), … , 𝑍(1)(𝑛)) (A.3)
𝑍(1)(𝑘) = 0.5(𝑥(1)(𝑘 − 1) + 𝑥(1)(𝑘)), 𝑘 = 2, 3, … , 𝑛 (A.4)
Then, the least square sequence estimation of the gray difference equation of gray model is defined as follows:
𝑥(0)(𝑘) + 𝑎𝑧(𝑘) = 𝑏 (A.5)
And the whitenization equation is as follows:
𝑑𝑥(1)(𝑡)
𝑑𝑡
+ 𝑎𝑥(1)(𝑡) = 𝑏 (A.6)
where [𝑎, 𝑏]𝑇 is the parameter vector of gray model, which can be obtained by the least square estimation [𝑎, 𝑏]𝑇 =
(𝐵𝑇𝐵)−1𝐵𝑇𝑌, in which
𝐵 =
⎡⎢⎢⎢⎢⎣
−𝑍(1)(2) 1
𝑍(1)(3) 1
⋮ ⋮
𝑍(1)(𝑛) 1
⎤⎥⎥⎥⎥⎦
, 𝑌 =
⎡⎢⎢⎢⎢⎣
𝑥(0)(2)
𝑥(0)
⋮
𝑥(0)(n)
⎤⎥⎥⎥⎥⎦
According to Equation (13), the solution of 𝑥(1) at time 𝑘 is:
?̂?(1)(𝑘) =
(
𝑥(0)(1) −
𝑏
𝑎
)
𝑒−𝑎(𝑘−1) +
𝑏
𝑎
, 𝑘 = 1, 2, … , n (A.7)
where𝑥(1)(1) = 𝑥(0)(1).
To obtain the predicted value of the primitive data at time 𝑘, the inverse accumulated generating operation is used to
establish the following gray model:
?̂?(0)(𝑘) = 𝑥(1)(𝑘) − 𝑥(1)(𝑘 − 1) = (1 − 𝑒𝑎)
(
𝑥(0)(1) −
𝑏
𝑎
)
𝑒−𝑎(𝑘−1) (A.8)
