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A propagation matrix method is proposed to investigate spin-resolved electronic transport in
single finger-gate (SFG) and double finger-gate (DFG) controlled split-gate quantum devices. We
show how the interplay of the Rashba and Dresselhaus spin-orbit (SO) interactions as well as a
Zeeman (Z) field influences the quantum transport characteristics. Without the Dresselhaus effect,
the conductance reveals a mirror symmetry between the hole-like and the electron-like quasi-bound
states in the SO-Z gap energy regime in the SFG system, but not for the DFG system. For the
Dresselhaus interaction, we are able to analytically identify the binding energy of the SFG and DFG
bound states. Furthermore, the DFG resonant states can be determined by tuning the distance
between the finger gates.
PACS numbers: 73.23.-b, 72.25.Dc, 72.30.+q
I. INTRODUCTION
Spintronics utilizing the spin degree of freedom of con-
duction electrons is an emerging field of research due to
its applications from logic to storage devices with low
power comsumption.1–3 Manipulating the spin informa-
tion offers the possibility to scale down devices to the
nanoscale and is favorable for applications in quantum
computing.4–6
Structure inversion asymmetry (SIA) originates from
the inversion asymmetry of the confining potential and
yields the Rashba SO coupling term in the Hamiltonian
HR, whose strength can be manipulated by an exter-
nal field.7 SO interaction allows for coupling of electron
spin and orbital degrees of freedom without the action
of a magnetic field.8,9 The Rashba SO coupling is of
importance in the study of spintronic devices in semi-
conductor materials with two-dimensional electron gases
(2DEG).10–13
Experimentally, the Rashba interaction has been
shown to be effective for electron spin manipulation by
using bias-controlled gate contacts.15 Recently, several
approaches were proposed to engineer a spin-resolved
subband structure utilizing magnetic fields16–21 or fer-
romagnetic materials.22,23 The combination of a Rashba
SO coupling and an external in-plane magnetic field
may modify the subband structure producing a spin-split
Rashba-Zeeman (RZ) subband gap feature.24,25 To im-
plement a quantum information storing and transfer, not
only coherent manipulation, but also resonant features
involving SO couplings are of importance.26 This can be
achieved utilizing a double finger gate (DFG) forming a
quantum dot in between the fingers where electrons are
subjected to the Rashba SO coupling and the Zeeman
interaction.
Because of the bulk inversion asymmetry (BIA) in III-
V semiconducting materials, the Dresselhaus SO cou-
pling27 may be induced involving k-linear and k-cubic
contributions, given by the Hamiltonian
HD = β (σxkx − σyky) + γ
(
−σxkxk
2
y + σykyk
2
x
)
(1)
where the strength of the linear in k term β = γ〈k2z〉
stems from crystal fields. These SO coupling terms in
semiconductor layers are described by the Hamiltonian
HSO = HR + HD.
In this work, we consider a finger-gate (FG) controlled
narrow constriction28,29 in the presence of a RZ subband
gap, in which a very asymmetric structure in the 2DEG
leads to strong SO coupling with the result that the
Rashba effect is dominant. The Dresselhaus effect due to
BIA is also considered. Below, the SFG and DFG con-
trolled spin-resolved electronic transport properties will
be compared in an external in-plane magnetic field as
shown in Fig. 1.
The organization of the rest of this paper is as follows.
In Sec. II we describe the propagation-matrix approach
of tunneling through a DFG system under in-plane mag-
netic field. In Sec. III we present our calculated results
on the spin-split subband structure and the spin-resolved
conductance. A concluding remarks is given in Sec. IV.
II. SPIN ELECTRONIC TRANSPORT MODEL
In this section, we show that the RZ and RD-Z ef-
fects, described by a Hamiltonian technique lead to, re-
spectively, symmetric and asymmetric spin-split subband
structures. In addition, the SFG and DFG influence on
the transport through the SG confined quantum channel
will be described by a spin-dependent PM method.
As is illustrated for the device in Fig. 1, a two di-
mensional electron gas (2DEG) is induced in an InAs-
In1−xGaxAs semiconductor heterojunction grown in the
(001) crystallographic direction and is subjected to a
split-gate voltage. A pair of split-gates restricts the
movement of the electrons of the 2DEG, and therefore
2FIG. 1. (Color online) Schematic of the SFG and DFG devices
controlled by a switch (S) and a gate potential V . A split-
gate is used to control the channel width. An external in-
plane magnetic field B = Bxˆ (B < 0) is applied. The DFG
is consisted of two finger gates located x1 and x2 to influence
the spin-resolved resonant quantum transport.
a quantum channel is generated in the [100] direction.
Propagating electrons in the channel are driven from
source to drain.
In the absence of the finger gates, a transported elec-
tron is affected by the Rashba effect HR due to SIA and
the Zeeman effect HZ induced by an external in-plane
magnetic field, described by the unperturbed Hamilto-
nian
H˜0 = H0 +HR +HD +HZ. (2)
The first term describes a bare quantum channel that is
described by the ideal Hamiltonian
H0 =
~
2k2
2m∗
+ USG(y). (3)
The first term is the kinetic energy of an electron in the
2DEG, where ~ = h/2pi is the reduced Planck constant.
A conduction electron has an assigned wave number k
satisfying k2 = k2x + k
2
y and m
∗ is its effective mass.
The second term indicates a split-gate induced confin-
ing potential energy that can be modeled by a hard-wall
confinement with width W for simplicity.
In the second term of Eq. (2), we consider a (001)
crystallographic 2DEG system, and hence the Rashba
SO Hamiltonian HR = α (σ × k) · zˆ coupling the Pauli
spin matrix σ to the momentum p = ~k can be reduced
to a k-linear form
HR = α (σxky − σykx) , (4)
HD = β(σxkx − σyky), (5)
where the Rashba coupling strength α is proportional to
the electric field along the zˆ direction perpendicular to
the 2DEG.15 The fourth term in Eq. (2) describes an
applied external in-plane magnetic field that is selected
to be antiparallel to the channel in the [100] direction
and has the form B = Bxˆ (B < 0). The longitudinal
in-plane magnetic field induces a Zeeman term that can
be expressed as
HZ = gµBBσx, (6)
in which g = gs/2 indicates half of the effective gyro-
magnetic factor (gs = −15 for InAs) and µB = 5.788 ×
10−2 meV/T is the Bohr magneton.
Tuning the switch shown in Fig. 1 allows us to inves-
tigate SFG and DFG controlled spin-resolved transport
properties. We consider the width of the finger-gate scat-
tering potential,W , to be less than the Fermi wave length
λF = 31.4 nm and to be described by a delta potential.
In addition, we assume a high-mobility semiconductor
materials so that impurity effects can be neglected. A
FG array system can generally be described by the scat-
tering potential energy
UFG(x) =
NFG∑
j=1
Ujδ(x− xj), (7)
where Uj indicates a delta potential energy induced by
the FG j, and NFG is the number of FG. For exam-
ple, NFG = 1 and 2 indicate, respectively, SFG or DFG
systems. These FG array systems under the influence
of the RD-Z effects can be formally described by the
Schro¨dinger equation[
H˜0 + UFG(x)
]
Ψ(x, y) = EΨ(x, y). (8)
The eigenfunction Ψ(x, y) in Eq. (8) can be obtained by
summing over all occupied subbands, n, for the product
of the spatial wave functions and the spin states, given
by
Ψ(x, y) =
∑
n
φn(y)e
ikxxχn . (9)
Here the ideal transverse wave function in subband n is
φn(y) = (2/W )
1/2 sin(kny), in which the subband energy
εn = ~
2k2n/2m
∗ with the quantized wave number kn =
npi/W .
For simplicity, we employ the Fermi-level in a 2DEG
as an energy unit, namely E∗ = EF = ~
2k2F /2m
∗ with
m∗ and ~ being, respectively, the effective mass of an
electron and the reduced Planck constant. In addition,
one selects the inverse wave number as a length unit,
namely l∗ = k−1F . Correspondingly, the magnetic field is
in units of B∗ = µ−1B E
∗, and the Rashba SO-coupling
constant α is in units of α∗ = 2E∗l∗. In the following
we consider a sufficient narrow channel by assuming the
channel width W = pil∗ = 15.7 nm so that the bare
3subband energy is simply εn = n
2. The energy dispersion
can thus be expressed as
Eσn(kx) = εn + k
2
x + σ
√
(2βkx + gB)
2
+ (2αkx)
2
, (10)
where σ = ± indicates the upper (+) and lower (−) spin
branches. Sufficiently low temperature kBT < 0.1∆ε or
T < 23 K is required to avoid thermal broadening effects.
In order to investigate the SFG and DFG controlled
spin-resolved electronic transport properties, we shall
explore how the spin-mixing effect due to the inter-
play of the RD-Z effects influences the propagating and
evanescent modes. For a given incident electron energy
En = E − εn in the subband n, the energy dispersion is
related to complex wave number that obeys
k4x −
[
4(α2 + β2) + 2En
]
k2x − 4gBβkx
+
[
E2n − (gB)
2
]
= 0 . (11)
To proceed, one has to label the four longitudinal wave
numbers kx as the right-going k
σ and left-going qσ, in
which the notation σ = + indicates spin-up mode and
σ = − stands for spin-down mode.
Below, we focus on a sufficiently narrow quantum chan-
nel to explore the first two conductance steps associated
with the two spin branches of a transported electron oc-
cupying the lowest subband. We calculate the quantum
transport properties by using a generalized PM method,
in which the spin-flip scattering mechanisms is taken into
account. The energy dispersion shown in Fig. 2(a) es-
sentially divides the energy spectrum into three regimes,
namely the low energy regime E−0R < E < E
−
0T, the in-
termediate energy regime E−0T < E < E
+
0 , and the high
energy regime E > E+0 . In the low and high energy
regimes, there are four propagating modes with real kσ
and real qσ. It should be noted that there are two prop-
agating and two evanescent modes in the intermediate
energy regime or the RZ energy gap region where the
evanescent modes manifest a bubble behavior with imag-
inary wave vectors.28
The spin-split wave functions around the scattering
potential UFG located at xj can be formally expressed
including the spatial and spin parts as
ψj−1 (x)=
∑
σ=±
∑
σ′=σ,σ¯
{
Aσ,σ
′
j−1e
ikσ
′
(x−xj)
[
aσ
′
bσ
′
]
+Bσ,σ
′
j−1 e
iqσ
′
(x−xj)
[
cσ
′
dσ
′
]}
, x < xj (12)
and
ψj (x)=
∑
σ=±
∑
σ′=σ,σ¯
{
Cσ,σ
′
j e
ikσ
′
(x−xj)
[
aσ
′
bσ
′
]
+Dσ,σ
′
j e
iqσ
′
(x−xj)
[
cσ
′
dσ
′
]}
, x > xj (13)
where Aσ,σ
′
j−1 and C
σ,σ′
j indicate the coefficients of right-
going electrons with positive group velocity and wave
number kσ, while Bσ,σ
′
j−1 and D
σ,σ′
j stand for the coef-
ficients of the left-going electrons with negative group
velocity and wave number qσ. There are two boundary
conditions around xj , given by
ψj−1
(
x−j
)
= ψj
(
x+j
)
, (14a)
ψ′j−1
(
x−j
)
= ψ′j
(
x+j
)
− Ujψj
(
x+j
)
. (14b)
Taking into account the possible incident spin states
σ and σ¯ allows us to formulate the total PM P in an
arbitrary FG array system.[
1
r
]
= P
[
t
0
]
, (15)
or expressed explicitly


1 0
0 1
rσ,σ rσ¯,σ
rσ,σ¯ rσ¯,σ¯

 = P


tσ,σ tσ¯,σ
tσ,σ¯ tσ¯,σ¯
0 0
0 0

 . (16)
Here, the diagonal and off-diagonal terms in r and t in-
dicate, respectively, the spin-preserve (SP) and spin-flip
(SF) reflection and transmission coefficients. The first
subscript is the incident spin state, and the second one
is the scattered spin state.
To proceed, one has to consider both the σ and σ¯ spin
states incident from the source electrode. The PM for
the electrons with two spin states in the j-th region can
be expressed as pj = pj,δpj,free, in which pj,δ is the PM
through the FG j and pj,free is the free space PM be-
tween the FG j and j + 1. Hence, the total PM for SFG
and DFG can be simply expressed as PSFG = p1 and
PDFG = p1p2. In addition, pj,free(i, j) = exp(−iki,jL) if
i = j, or identically zero if i 6= j, in which k1,1 = k
σ and
k2,2 = k
σ¯ are right-going wave vectors, while k3,3 = q
σ
and k4,4 = q
σ¯ are left-going wave numbers. Solving the
PM equation numerically, we may obtain the reflection
and transmission coefficients of the scattered intermedi-
ate and final states through the SFG or DFG systems.
We consider an electron injected from the left reservoir
(source electrode) and transported to the right reservoir
(drain electrode) for a given incident energy. Solving
for the spin non-flip and flip reflection coefficients rσ,σ
and rσ,σ¯, as well as the spin non-flip and flip transmis-
sion coefficients tσ,σ and tσ,σ¯, we can calculate numer-
ically the conductance based on the Landauer-Bu¨ttiker
framework30,31
G = g0
∑
σL,σR
vσR
vσL
|tσL,σR |
2
. (17)
Here g0 = e
2/h = 25.8 kΩ−1 is the conductance quantum
per spin state, and σL and σR indicate, respectively, the
spin branches of the incident and transmitted waves in
the left and right leads. Therefore, vσL and vσR represent
the group velocity of corresponding modes in the left and
right reservoirs, respectively.
4III. NUMERICAL RESULTS
Calculations presented below are carried out under
the assumption of a 2DEG at a high-mobility InAs-
In1−xGaxAs semiconductor interface with an electron ef-
fective mass m∗ = 0.023m0 and typical electron density
ne ∼ 10
12 cm−2.15 Accordingly, the energy unit is E∗
= 66 meV, the length unit l∗ = 5.0 nm, the magnetic
field unit B∗ = 1.14 kT, and the spin-orbit coupling pa-
rameter is in units of α∗ = 330 meV·nm. In addition,
we assume that the width of the finger gate is lFG =
l∗ such that the FG potential energy Vj = Uj/lFG is in
units of V ∗ = 66 meV. Below, we assume that V1 = V2
= V for simplicity. By using the above units, all physical
quantities presented below are dimensionless.28
Our previous work has demonstrated that the inter-
play of the SO interaction and the Zeeman effect may
generate a SO-Z gap due to the orthogonality of the SO
effective magnetic field and the in-plane magnetic field.14
In Fig. 2, we show the energy spectrum of the lowest sub-
band. The chosen parameters correspond to a strong SO
coupling regime with SO-Z gap. The transported spin-
resolved electrons can thus be separated into the low-
energy (E−0R < E < E
−
0T), the SO-gap (E
−
0T < E < E
+
0T),
and the high-energy (E+0 < E) regimes. Figure 2(a)-(b)
indicates two spin-state energies for a given wave num-
ber obtained from Eq. (10), while Figure 2(c)-(d) displays
four complex wave numbers for a given electron energy
obtained from Eq. (11).
Concerning the Rashba-Zeeman (RZ) effect, Fig. 2(a)
shows that the subband bottom energy of the spin-up
branch is at E+0 = ε1 + gB = 1.02, and the subband
top energy of the spin-down branch is E−0T = ε1 − gB =
0.98. Hence, the RZ gap ∆ERZ = E
+
0 − E
−
0T = 2gB =
0.04. This is exactly the Zeeman gap ∆EZ. In addition,
the left and right spin-down subband bottoms are at the
same energy, namely E−0L = E
−
0R = 0.9575.
Concerning the Rashba-Dresselhaus-Zeeman (RDZ) ef-
fect (β = 0.1), Fig. 2(b) shows that spin-up subband
bottom becomes slightly lower (E+0 = 1.018), and the
spin-down subband top becomes slightly higher (E−0T =
0.982). Hence, the RDZ gap ∆ERDZ = 0.036 is smaller
than the RZ gap ∆ERZ by 0.004. Moreover, the left and
right spin-down subband bottoms are no longer the same,
that is, E−0L = 0.9571 and E
−
0R = 0.9395. Below, we shall
show that these asymmetric subband bottoms may lead
to interesting transport properties.
In order to explore the spin-resolved transport prop-
erties, it is important to define the group velocity of an
electron in the σ spin branch
vσ(kx) = 2kx + σ
4(α2 + β2)kx + 2βgB√
(2αkx)
2 + (2βkx + gB)
2
. (18)
Defining the velocity allows us to determine a local min-
imum and a maximum in the subband structures by set-
ting the group velocity identically zero.
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FIG. 2. (Color online) (a)-(b) Energy spectrum as a function
of real wave number; (c)-(d) propagating (blue) and evanes-
cent (red) modes versus complex wave number k = kR + ikI .
The Dresselhaus coefficients are β = 0.0 for (a) and (c);
β = 0.1 for (b) and (d). The other parameters are α = 0.2,
gB = 0.02.
Without the Dresselhaus effect, the two subband bot-
toms in the lower spin branch can be analytically ob-
tained at kx = ±
[
α2 − (gB/2α)2
]1/2
corresponding to
the same subband bottom energy E−0L = E
−
0R = 1 −[
α2 + (gB/2α)2
]
. With the Dresselhaus effect, this de-
generacy subband bottom will be broken as is shown in
Fig. 2(b). Fig. 2(c) and (d) show their corresponding
energy dispersion with respect to complex kx that is im-
portant to perform transport calculation.
In Fig. 3, we compare the conductance behavior of SFG
and DFG systems with no Dresselhaus effect. The con-
ductance in the SFG system shown in Fig. 3 (a) and (b)
reveals a perfect mirror effect between the electron-like
QBS (EQBS) for negative V and hole-like QBS (HQBS)
for positive V . Moreover, the QBS dips for V = ±0.2 be-
come the QBS valleys for V = ±0.6. This indicates that
a stronger voltage results in a shorter QBS life time.
It is interesting to compare the SFG with voltage V
to a DFG with voltage V/2 and keep the two FGs very
close, say with L = 10, as shown in Fig. 3 (c) and (d). It
is surprising that the EQBS structures in the DFG and
the SFG system at a negative V are almost unchanged,
but the HQBS structures are very different. Fig. 3(c)
demonstrates that a weak positive voltage (V = 0.1) in
the DFG system does not allow a formation of a HQBS.
If the voltage is increased to 0.3, the HQBS valley in SFG
becomes a dip around E−0T and a Fano dip in the SO-Z
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FIG. 3. (Color online) Conductance as a function of energy in
the absence of Dresselhaus effect for (a)-(b) SFG system, in
comparison with (c)-(d) DFG system with L = 10. α = 0.2,
β = 0.0, and gB = 0.02.
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gB = 0.02
.
gap as shown in Fig. 3(d).
In Fig. 4, we show the conductance of SFG and DFG
systems as a function of electronic energy in the presence
of Dresselhaus SO interaction (β = 0.1) for V = (a)-(b)
±0.1; (c)-(d) ±0.2; and (e)-(f) ±0.3. The other param-
eters α = 0.2 and gB = 0.02, satisfying α2 + β2 > gB,
are within the strong SO coupling regime.
In the case of a SFG, sufficient low energy E < E−0L
with negative FG voltage may result in a Fano line-shape
(see Fig. 4(a) and (c)). This is due to the interference be-
tween the SFG BS EBSSFG below the left spin-down bottom
and the extended state at the right spin-down branch.
The binding energy of the SFG BS can be analytically
predicted to be EbSFG = V
2/4 = 0.0025 (V = −0.1) and
0.01 (V = −0.2), as shown by solid blue lines. This bind-
ing energy can also be numerically determined using
EbSFG = E
−
0L − E
BS
SFG (19)
with E−0L = 0.957, while E
BS
SFG = 0.9545 (V = −0.1)
and 0.9468 (V = −0.2). We thus numerically obtain the
SFG BS binding energy EbSFG = 0.0026 (V = −0.1) and
0.0103 (V = −0.2) that is approximately the same as our
analytical prediction delivers.
If the incident electron energy is within the gap re-
gion, the mirror effect between the HQBS and EQBS is
clearly shown in the SFG system. More precisely, the
SFG HQBS energies EHQBSSFG = 0.9831, 0.9843, 0.9857 for
V = 0.1, 0.2, 0.3, respectively, are slightly above the
spin-down top energy E−0T = 0.982. Accordingly, the
SFG EQBS energies EEQBSSFG = 1.0178, 1.0168, 1.0153 for
V = −0.1,−0.2,−0.3, respectively, are slightly below the
spin-up bottom energy E+0 = 1.018. The higher |V | may
slightly shift the HQBS and EQBS toward the center of
the SO-Z gap.
In the case of a DFG shown in Fig. 4, a sufficient low
energy E < E−0L = 0.957 with a negative FG potential
V = −0.1 may result in a sharp peak (see Fig. 4(b))
corresponding to a DFG BS energy EBSDFG = 0.9501 below
E−0L. The DFG BS binding energy can be numerically
obtained
EbDFG = E
−
0L − E
BS
DFG (20)
giving EbDFG = 0.0069 in units of EF .
In order to provide an evidence of such a DFG BS
mechanism, we derive an analytical expression for EbDFG,
given by
|V |√
EbDFG
− 1 = tanh
(√
EbDFG
L
2
)
. (21)
This equation allows us to analytically estimate the bind-
ing energy EbDFG = 0.00689 for V = −0.1 and L = 5.
This is only a bit smaller than our numerical result.
Comparing Figs. 4(b), (d), and (f), we see that if the
DFG potential is negatively increased, the electron-like
QBS (EQBS) dip is red shifted towards the center of the
SO-Z gap and becomes more significant. If V = −0.2, as
is shown in Fig. 4(d), the DFG binding energy EbDFG =
0.02 as can be estimated from Eq. (21), the corresponding
BS energy EBSDFG = 0.937 is below the subband threshold
E−0R. The DFG BS thus disappears in Fig. 4(d) as well as
Fig. 4(f). On the contrary, increasing the positive DFG
60.94 0.96 0.98 1.00 1.02 1.04
0.0
0.5
1.0
1.5
2.0
-200 -100 0 100 200 300
0
500
1000
1500
2000
2500
-200 -100 0 100 200 300
0
10
20
30
40
(a)
0.985
G
/g
0
E/EF
 ideal
 V =   0.2
 V = 0.2
(b)
 
Pr
ob
ab
ilit
y 
de
ns
ity
 V = 0.2 
          E = 0.985
x
(c)
x
  
Pr
ob
ab
ilit
y 
de
ns
ity
 V = 0.2
          E = 1.017
FIG. 5. (Color online) (a) Conductance as a function of en-
ergy for DFG system with L = 100 (500 nm). The corre-
sponding probability densities are shown in (b) V = 0.2, E =
0.985; and (c) V = −0.2, E = 1.017. Other parameters are
α = 0.2, β = 0.1, and gB = 0.02
.
potential (V > 0), the HQBS dip around the E− subband
top becomes a blue shifted broad valley, as shown by the
dashed red lines in Figs. 4(b), (d) and 4(f). These HQBS
dips are at E = 0.985, 0.990, and 0.995, respectively. The
shift of the location of the HQBS is δE = 0.005 if the
DFG potential is increased by δV = 0.1.
In order to demonstrate the possibility of forming a
resonant state (RS) in a DFG system, we consider the
system with a long FG distance, L = 100. The corre-
sponding conductance is plotted as a function of energy
shown in Fig. 5(a). When the gate voltage V is −0.2
(short dashed line), the conductance manifests a clear
EQBS resonance dip at energy E = 1.017. However, for
a positive gate voltage V = 0.2 (solid line) the conduc-
tance displays a more complicated structure. There is a
broad resonance leading to a valley structure around E =
0.9838 corresponding to a HQBS with a binding energy
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FIG. 6. (Color online) Conductance as a function of energy
for a DFG system with L = 100 (solid) and 110 (dash). α =
0.2, β = 0.1, and gB = 0.02.
approximately 0.0014.
More importantly, when V = 0.2, a RS peak is found in
the conductance around ERS = 0.985 caused by multiple
scattering between the two fingers leading to a resonant
transmission. The corresponding energy ERS(n) can be
estimated using an infinite quantum well model with a
zero point energy measured from the subband top of the
lower spin branch E−0T.
ERS(n) = E
−
0T +
(npi
L
)2
, (22)
in which E−0T = 0.9824, and hence we obtain ER(2) ∼
0.986.
The probability densities shown in Figure 5(b)-(c)
(V = ±0.2) are typical for resonances formed between
finger gates. They are localized in the gate region, and
due to the considerable length of the system (L = 100)
the interference caused by the fingers is well visible as
oscillations of the probabilities densities.
In order to provide further evidence that the peak at
the energy E = 0.985, for gate potential V = 0.2 and
distance L = 100 between the fingers (shown by red solid
line in Fig. 5(a)) is a RS caused by multiple scattering we
test its length dependence. We compare with results for
L = 110 shown by a dashed blue curve in Fig. 6. The RS
peak in the case of L = 110 is at E = 0.984 that is lower
than for L = 100 and in accordance with what is to be
expected. The dependence on the distance between the
two fingers in the DFG system allows us to identify the
sharp peaks in the conductance as a RS feature.
IV. CONCLUDING REMARKS
In conclusion, We have developed a model to investi-
gate the interplay of the strong SO coupling and the Zee-
7man effect, in which the lower spin branch contains a lo-
cal band top in reciprocal space forming a SO-Z gap. We
have demonstrated that this particular subband struc-
ture in SFG and DFG systems leads to interesting spin-
resolved electronic transport properties.
In the absence of the Dresselhaus effect, the spin-split
subband structure is symmetric with respect to the wave
vector resulting in a degeneracy of the subband thresh-
old. In this case, we identify the physical mechanisms
responsible for the appearance for conductance mirror
effect between the HQBS and EQBS in a SFG system.
However, in a DFG system, the HQBS caused by a pos-
itive FG potential is strongly suppressed, but the EQBS
feature remains significant.
In the presence of the Dresselhaus interaction, the sub-
band structure becomes asymmetric with respect to the
wave vector. We successfully predict the binding energy
of the real BS in the lower spin branch for both the SFG
and the DFG systems. Especially, a RS can be found in
a DFG system that is localized in the finger region due
to multiple scattering. Our theoretical prediction of a
formation of a BS and an RS mechanisms gives a hint
for a design of a SO-Z based spin electronic device.
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