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Abstract.
The transport and deposition of heavy particles over complex surface topography by
turbulent fluid flow is an important problem in a number of disciplines, including sed-
iment and snow transport, ecology and plant pathology, aeolian processes, and geomor-
phology. This article presents a framework to simulate the transport and deposition of
heavy particles over complex surfaces using the large eddy simulation (LES) technique.
An immersed boundary LES code is coupled with an Eulerian particle code that solves
the advection-diffusion equation for the resolved particle concentration field. The mass
conservation equation for the particle phase is discretized in a finite volume framework
using a Cartesian cut cell method that reshapes finite volume cells intersected by the
immersed boundary surface and conserves mass accurately. The proposed numerical model
is compared with data from wind tunnel experiments of heavy particle deposition over
topography and is found to have good agreement with observed deposition patterns. An
LES case study of snow deposition over idealized topography leads to several new in-
sights. Particle inertia leads to relative velocities between the particles and fluid in re-
gions of mean flow acceleration, thereby enhancing deposition on the windward side of
obstacles and suppressing deposition on the leeward side. In addition, it is found that
the mean components of particle inertia are a factor of 6 or more larger than the tur-
bulent components, indicating that the enhancement/suppression of deposition by to-
pography can be modeled in terms of mean flow quantities.
1. Introduction
The transport, erosion, and deposition of heavy particles
over complex surface topography due to turbulent flow is an
important process for a diverse set of research problems, in-
cluding alpine hydrology and ecology; avalanche prediction;
dune formation and evolution; the dispersal of pollen, seeds,
and spores; the emission of mineral dust aerosols; stream
bank erosion; and scour around hydraulic structures.
Snow deposition, erosion, and transport over complex to-
pography are important processes in the context of alpine
and polar hydrology, ecology, and avalanche prediction. A
number of studies have demonstrated that the spatial dis-
tribution of snowpack depth and snow water equivalent are
closely linked to topography [e.g. Elder et al., 1991; Blo¨schl
and Kirnbauer , 1992; Liston and Sturm, 1998; Luce et al.,
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1998; Balk and Elder , 2000; Lehning et al., 2008]. Spatial
inhomogeneities in snowpack depth have a strong influence
on the timing of surface runoff through snowpack melt; Luce
et al. [1998] found that errors in estimates of snowpack depth
led to basin-wide errors in runoff and evapotranspiration in
distributed hydrological models. Runoff from snow melt is
a major source of nutrients for alpine ecosystems [Bowman,
1992; Walker et al., 1993], and snowpack depth can influ-
ence the spatial variability of available moisture, which is
a determining factor for the spatial distribution of vegeta-
tion cover [Evans et al., 1989]. In addition, the inhomoge-
neous transport and deposition of snow in complex terrain
can be a contributing factor for avalanche formation [e.g.
Perla et al., 1976; Schweizer et al., 2003]. Snow cornices
[Kobayashi et al., 1988; Vogel et al., 2012] frequently form
on the leeward side of ridges; cornice failure often triggers
avalanche formation. Furthermore, snow transport is a sig-
nificant process influencing the mass balance of ice sheets
[e.g. Eisen et al., 2008; Scarchilli et al., 2010; Das et al.,
2013, 2015] and continental glaciers [De´ry et al., 2010].
In the context of sediment transport, saltating sand par-
ticles can be a source of mineral dust aerosols [Shao et al.,
1993], which have important implications for climate, ecol-
ogy, and hydrology [e.g. Shao et al., 2011; Kok et al., 2012].
Radiative feedbacks due to dust remain a significant source
of climate uncertainty [Sokolik et al., 2001]. Aeolian dust
transport to the oceans is a significant source of nutrients
(e.g. iron) that affect ocean ecology and biogeochemistry
[Jickells et al., 2005]. In addition, mineral dust aerosols have
complex feedbacks on the hydrological cycle, leading to sur-
face radiative forcings that reduce global precipitation, but
increase precipitation in arid regions [Miller et al., 2004].
Interactions between a turbulent flow and mobile sedi-
ment bed can lead to the formation of a variety of bedforms
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including ripples and dunes [e.g. Bagnold , 1941; Engelund
and Fredsoe, 1982; Charru et al., 2013]; recent studies have
demonstrated how these bedforms can propagate as sand
waves [e.g. Venditti et al., 2005; Khosronejad and Sotiropou-
los, 2014]. The formation and migration of these bedforms
in rivers can affect stream ecology [MacVicar et al., 2006]
and can cause riverbank erosion during floods [Best , 2005;
MacVicar et al., 2006]. In addition, the presence of bed-
forms in rivers can also enhance the exchange of solutes and
particles in the hyporheic zone [Packman and Brooks, 2001;
Packman et al., 2004] which impact contaminant transport
and stream ecology. Furthermore, coherent structures in a
turbulent flow can lead to scour around hydraulic structures
such as bridge piers [Khosronejad et al., 2012] and can lead
to bridge failure [Briaud et al., 1999].
The transport of biogenic particles such as pollen [Di-
Giovanni and Kevan, 1991], fungal spores [Aylor , 1990;
Brown and Hovmøller , 2002], and seeds [Nathan et al., 2002]
is also a relevant question for ecology and plant pathology.
The wind-borne dispersion of seeds is important for ecolog-
ical issues such as gene flow, plant colonization, and the
spread of invasive species [e.g. Cain et al., 2000; Nathan and
Muller-Landau, 2000; Nathan et al., 2002]. Pollen disper-
sion from field crops has become a topic of interest in re-
cent years, in order to quantify the probability of gene flow
from genetically modified (GM) to non-GM wind-pollinated
crops such as maize (Zea mays) [Aylor , 2002; Aylor et al.,
2003]. The turbulent dispersion of biogenic gases, such as
pheromones, is known to be significant for the lifecycle of in-
sect pests, such as the gypsy moth (Lymantria dispar) [Ay-
lor et al., 1976]. In addition, many diseases affecting field
crops are carried by fungal spores [Brown and Hovmøller ,
2002], which may be transported long distances after being
entrained from plant leaves or stalks [Aylor and Parlange,
1975].
While some regional-scale studies have demonstrated that
local flow patterns caused by topography can enhance the
long-distance dispersion of heavy particles such as pollen
[e.g. Helbig et al., 2004], and recent large eddy simulation
(LES) studies of particle dispersion within and above plant
canopies have considered complexities such as finite size area
sources [Chamecki , 2012], unstable stratification [Pan et al.,
2013], plant reconfiguration [Pan et al., 2014], and edge ef-
fects [Pan et al., 2015], many question regarding the effects
of topography on the dispersal of biogenic particles remain
to be explored.
A variety of approaches have been employed in previ-
ous numerical studies of the transport of heavy particles
over topography. Many previous studies [e.g. Demuren and
Rodi , 1986; Wu et al., 2000; Zedler and Street , 2001; Gauer ,
2001; Nagata et al., 2005; Roulund et al., 2005; Ortiz and
Smolarkiewicz , 2006, 2009] have used boundary-fitted grids.
When this approach is used for simulations where the surface
is allowed to evolve, remeshing will be required every time
the surface deforms due to erosion or deposition. A number
of numerical issues are associated with remeshing, including
decreased numerical accuracy as the simulation progresses
[Khosronejad et al., 2011]. Furthermore, grid generation can
be a challenge in complex domains [Mittal and Iaccarino,
2005; Khosronejad et al., 2011].
Other studies of particle transport in turbulent flows have
employed a Lagrangian approach where the governing equa-
tions of particle motion are solved directly for an ensemble
of particles [e.g. Shao and Li , 1999; Vinkovic et al., 2006;
Dupont et al., 2013; Zwaaftink et al., 2014; Finn et al., 2016].
While this approach is advantageous for studying near-
surface processes in detail (e.g. particle entrainment, salta-
tion, and rebound), Lagrangian methods currently are too
expensive to use for studies of bedform evolution [Sotiropou-
los and Khosronejad , 2016] due to the large number of parti-
cles (∼billions) required to converge statistics; the saltation
layer in drifting snow or sand can carry on the order of
1.5× 106 particles m−2 [Gauer , 2001].
Although immersed boundary LES of sediment trans-
port has been conducted recently in an Eulerian frame-
work [Khosronejad and Sotiropoulos, 2014], most studies of
snow transport to date have been conducted following the
Reynolds-averaged Navier Stokes (RANS) approach, where
all scales of turbulence are parameterized [e.g. Gauer , 2001;
Lehning et al., 2008; Schneiderbauer and Prokop, 2011] or
in LES using Lagrangian particles [Zwaaftink et al., 2014].
In this article we present a new approach for modeling
the transport and deposition of heavy particles over surface
topography in LES—applicable to a diverse set of problems
including snow and sediment transport and the dispersion
of heavy particles and passive scalars in complex terrain
and urban environments. An immersed boundary version of
an existing large eddy simulation code [Albertson and Par-
lange, 1999; Kumar et al., 2006] for momentum is coupled
with a Eulerian particle code [Chamecki et al., 2009] that
solves the advection-diffusion equation for heavy particles
that includes gravitational settling and inertia. The particle
mass conservation equation is discretized in a finite volume
framework. In order to ensure mass conservation, we em-
ploy a Cartesian cut cell method [e.g. Udaykumar et al.,
1996; Ye et al., 1999; Udaykumar et al., 2001; Ingram et al.,
2003; Mittal and Iaccarino, 2005] where the finite volumes
intersected by the fluid-solid interface are reshaped, i.e. the
face area and volume fractions of a cut cell that lie in the
fluid are accounted for explicitly in the discretized version
of the mass conservation equation. We also modify the con-
servative interpolation scheme developed by Chamecki et al.
[2008] to ensure that the interpolated velocity on the faces of
the cut cells remains divergence-free. In addition, the wall
models for particle deposition and erosion are modified to
account for the possibility of a sloping surface.
This article is organized as follows. A description of the
large eddy simulation model is presented in Sec. 2, including
the new developments required to accurately simulate par-
ticle transport and deposition over surface topography. In
Sec. 3, a validation case is presented where LES results are
compared with wind tunnel experiments of particle deposi-
tion over topography. In Sec. 4, we present a case study
of snow deposition over idealized surface topography, and
use the LES to investigate how topography influences de-
position patterns. A discussion of our results and the main
conclusions will be presented in Sec. 5.
2. Model description
2.1. Large Eddy Simulation Code
The large eddy simulation code used in this study (dis-
cussed in detail by Albertson and Parlange [1999] and Ku-
mar et al. [2006]) solves the three-dimensional filtered mo-
mentum equation written in rotational form. The governing
equations are discretized using a pseudospectral collocation
approach for horizontal derivatives, and second-order cen-
tered finite differences in the vertical, with the fully-explicit
second-order Adams Bashforth method used for time inte-
gration. Nonlinear terms are fully dealiased using the 3/2
rule [e.g. Canuto et al., 2012]. The resulting system of al-
gebraic equations is solved using a fractional step method
[Chorin, 1968]. In the simulations considered herein, we will
compare the performance of several subgrid models in the
context of particle transport and deposition, including the
static Smagorinsky model [Smagorinsky , 1963], the plane-
averaged dynamic model [Lilly , 1992], and the Lagrangian
scale-dependence dynamic (LASD) model [Bou-Zeid et al.,
2005], which applies the dynamic procedure [Lilly , 1992] by
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averaging over Lagrangian trajectories of fluid parcels [Men-
eveau et al., 1996] to determine a value of the Smagorinsky
coefficient while relaxing the scale invariance assumption
of the model coefficient cs, which is especially important
in the near-wall region. Periodic boundary conditions are
used in the horizontal directions; at the domain top, stress-
free and zero vertical velocity conditions are imposed. The
wall model (used over flat, horizontal homogeneous surfaces
with no immersed boundary) is based on imposing Monin-
Obukhov similarity in a local sense [Kumar et al., 2006] with
a test filter applied at scale 2∆ to better reproduce the mean
surface stress [Bou-Zeid et al., 2005]. In the present work we
perform neutrally-stratified simulations of a turbulent half-
channel, forcing with a constant pressure gradient force in
the streamwise direction.
2.2. Immersed Boundary Method
ϕ = 0
ϕ = −δτ
ϕ = +δτ
e3
e1
ê
1
ê
3
τ̂
13
Solid
ϕ < 0
Fluid
ϕ > 0
h u
u
t
un
nˆ
Figure 1. A schematic diagram illustrating the im-
mersed boundary method for momentum. The wall
model is applied in a band on nodes in the range −δτ ≤
ϕ ≤ +δτ , where ϕ is the level set function, n̂ is the surface
normal vector, ei and êi represent the basis vectors in
the Cartesian and local coordinate systems respectively,
u is the velocity vector calculated by trilinear interpola-
tion at distance h from the wall, un = (u · n̂) n̂ is the
normal velocity component, ut = u−(u · n̂) n̂ is the tan-
gential velocity component, and τ̂13 is the surface shear
stress in the local coordinate system.
Surface topography is represented in the LES using an
immersed boundary method (IBM) following the discrete
direct forcing approach [Mohd-Yusof , 1997; Mittal and Iac-
carino, 2005]. The use of an immersed boundary method,
as opposed to other methods of representing surface topog-
raphy (such as terrain-following coordinates or unstructured
grids), has the advantages of easy and computationally inex-
pensive implementation, since the underlying discretization
is still done on a Cartesian grid. Our implementation of the
IBM is similar to that employed by Chester et al. [2007],
and will be summarized below.
The interface between the fluid and the solid is repre-
sented in the code using a level set (ϕ), a signed distance
function. The level set is zero at the solid-fluid interface
(ϕ = 0), negative inside the solid (ϕ < 0), and positive in
the fluid (ϕ > 0). The outward-facing normal vector on the
surface is related to the level set function via
n̂ =
∇ϕ
|∇ϕ| . (1)
Because the LES is not a wall-resolving simulation, a wall
model must be used in the region near the immersed bound-
ary interface in order to recover the correct velocity profile.
The wall model for the surface shear stress is implemented
in the band −δτ ≤ ϕ ≤ +δτ , where δτ = 1.1 ∆z. The wall
model in this band is imposed according to the following
steps (a schematic diagram can be found in Fig. 1):
Step 1 For each grid node in the band |ϕ| ≤ δτ , the ve-
locity vector u is calculated at a point h = 1.5 ∆z away
from the wall in the direction of the normal vector n̂ using
trilinear interpolation.
Step 2 A local (wall-relative) coordinate system is de-
fined using n̂ and the tangential velocity component ut =
u− (u · n̂) n̂, via:
(ê1, ê2, ê3) =
(
ut
|ut| , n̂× ê1, n̂
)
. (2)
Step 3 The SGS shear stress in this local coordinate sys-
tem is calculated as:
τ̂13 = −ρ
[
κ|ut|
ln(h/z0)
]2
, (3)
where κ = 0.4 is the von Ka´rman constant, z0 is the rough-
ness length, and h = 1.5 ∆z is the distance from the wall.
Step 4 The SGS shear stress is transformed back to the
Cartesian coordinate system of the LES grid via:
τij = ainτ̂nmamj (4)
where ain and ajm are the direction cosines, e.g. ain =
ei · ên, and (e1, e2, e3) are the basis vectors in the Carte-
sian frame of reference.
At each timestep, the velocity field inside the immersed
boundary (ϕ < 0) is set to zero, then polynomial smooth-
ing is applied inside the IBM surface to reduce the Gibbs
oscillations that arise due to the spectral differentiation in
horizontal directions. This is done prior to the pressure
solver, which enforces incompressibility (∇ · u = 0) of the
velocity field.
2.3. Finite-Volume Particle Code
In order to avoid the large computational overhead asso-
ciated with including a large number of Lagrangian parti-
cles in the LES required to converge statistics, an Eulerian
framework is adopted here, an approach that has been used
successfully to model diverse problems including the disper-
sion of heavy particles in the atmospheric boundary layer
[Dupont et al., 2006; Chamecki et al., 2009; Chamecki and
Meneveau, 2011; Pan et al., 2013; Freire et al., 2016], sedi-
ment transport [Zedler and Street , 2001; Chou and Fringer ,
2008; Khosronejad and Sotiropoulos, 2014], gravity currents
[Necker et al., 2002], snow transport [Lehning et al., 2008],
and oil plumes in ocean turbulence [Yang et al., 2015; Chen
et al., 2016]. The evolution of the particle concentration field
is represented using an advection-diffusion equation, given
as:
∂C˜
∂t
+∇ · (v˜pC˜) = −∇ · piC +Qsrc. (5)
Here C˜ is the resolved particle concentration field, v˜p is the
particle advection velocity, u˜ is the resolved velocity field,
Qsrc is a source term (e.g. for point or area source releases),
and piC is the SGS particle concentration flux, defined as
piC = u˜C − u˜C˜, (6)
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and modeled using a flux-gradient model:
piCmodel = − νsgs
Scsgs
∇C˜, (7)
where νsgs = (cs∆)
2|S˜| is the SGS eddy viscosity, ∆ is
the LES filter width, S˜ij =
1
2
(
∂u˜i
∂xj
+
∂u˜j
∂xi
)
is the filtered
strain rate tensor, |S˜| = (2S˜ijS˜ij)1/2 is its magnitude, cs is
the Smagorinsky coefficient, and Scsgs is the SGS Schmidt
number, which for our present simulations is assumed to be
constant. The particle advection velocity is defined as
v˜p = u˜+ τpg − τpa˜, (8)
where the terms on the right hand side represent contribu-
tions from the fluid velocity, gravitational settling, and par-
ticle inertia respectively. Here τp is a characteristic particle
timescale, g is the gravity vector, and a˜ is the particle accel-
eration vector. The gravitational settling term is expressed
as τpg = −wse3, where ws is a mean settling velocity for
the particles, which in the present study are assumed to
be monodisperse. Thus, the particle timescale is given as
τp = ws/g.
The inertia term is modeled by replacing the particle ac-
celeration by the fluid acceleration [e.g. Shotorban and Bal-
achandar , 2007; Balachandar and Eaton, 2010], i.e.
a˜ =
Du˜
Dt
= −∇̂p˜∗ + 1
2
∇ (u˜ · u˜) , (9)
where p˜∗ is the modified pressure that enforces incompress-
ibility. Here ( ·̂ ) denotes the test filtering operation at scale
2∆; we find that in simulations of inertial particles over an
immersed boundary, test filtering of the fluctuating pressure
gradient term reduces nonphysical oscillations that occur in
particle deposition (due to the Gibbs oscillations that appear
in the modified pressure and its derivatives). Note that the
contribution from the divergence of the SGS stress tensor is
neglected in (9) due to the fact that only a small amount
of energy is contained in the SGS scales, and because τp
is small in the equilibrium assumption [e.g. Shotorban and
Balachandar , 2007; Yang et al., 2016].
Because Chamecki et al. [2009] were interested in the dis-
persion of heavy particles from point or area sources (which
can lead to strong spatial gradients), they discretized (5) in
a finite volume framework rather than employing the pseu-
dospectral approach often used in LES. The discrete version
of (5) on a Cartesian grid over a flat surface (i.e. with no
immersed boundary), written here for one Euler time step,
is given as:
C˜n+1i,j,k − C˜ni,j,k
∆t
=
− 1
∆x
[
Fi+1/2,j,k − Fi−1/2,j,k
]− 1
∆y
[
Fi,j+1/2,k − Fi,j−1/2,k
]
− 1
∆z
[
Fi,j,k+1/2 − Fi,j,k−1/2
]
+
Qsrc
Vcell
, (10)
where C˜ni,j,k is the concentration in cell (i, j, k) at time
t = n∆t, Fi,j,k denotes the sum of the advective and
SGS diffusive fluxes on a face of the control volume, and
Vcell = ∆x∆y∆z is the volume of a cell. The face-averaged
fluxes are calculated as (e.g. for the east x-face of a control
volume):
Fi+1/2,j,k =
[
Ui+1/2,j,k Ci+1/2,j,k
]−[
Ki+1/2,j,k
1
∆x
(Ci+1,j,k − Ci,j,k)
]
(11)
where the first term is the advective flux, the second term is
the SGS diffusive flux, and Ki,j,k = ν
sgs
i,j,k/Scsgs is the SGS
diffusivity for particles.
The interpolation of particle concentration to the faces of
the control volumes is done using SMART, a bounded third-
order upwind scheme proposed by Gaskell and Lau [1988],
which prevents nonphysical negative concentrations. The
velocity interpolation is done using the conservative inter-
polation scheme proposed by Chamecki et al. [2008], which
ensures that the interpolated velocity field on the finite vol-
ume faces remains divergence-free. A discussion of how the
finite volume spatial discretization is modified for use with
the immersed boundary method can be found in Sec. 2.4.
The lower boundary condition for particle concentration
is derived based on the assumption of equilibrium between
gravitational settling and turbulent diffusion [Chamberlain,
1967; Kind , 1992], which was later modified by Freire et al.
[2016] to account for thermal stratification. In the present
study, we consider only neutral stratification. The total par-
ticle concentration flux at the wall can be separated into a
deposition term and a source term [Chamecki et al., 2009]:
Φsgs(x, y) = Φ
src
sgs(x, y) + Φ
dep
sgs(x, y), (12)
where
Φsrcsgs(x, y) = wsCr
(
z1
zr
)−γ [
1−
(
z1
zr
)−γ]−1
(13)
and
Φdepsgs(x, y) = −wsC˜(x, y, z1)
[
1−
(
z1
zr
)−γ]−1
. (14)
In (13)–(14), z1 = ∆z/2 is the height of the first node where
C˜ is stored (in the LES we employ a staggered grid arrange-
ment, where C˜ is collocated with the u and v velocity com-
ponents and pressure, whereas w is stored ∆z/2 above and
below the uvp nodes), and zr is a height where a reference
concentration Cr is imposed. Here we take zr = z0,c, i.e. we
use the roughness height for particle concentration as the
reference height. The quantity γ, given as
γ =
ScTws
κu∗
(15)
is a dimensionless parameter (known as the Rouse num-
ber) that represents the relative importance of turbulent
diffusion and gravitational settling, where ScT is the tur-
bulent Schmidt number, which is not necessarily equal to
the SGS Schmidt number Scsgs. Here we adopt a value
of ScT = 0.95, which in the limit ws → 0, recovers the
commonly accepted form [Ho¨gstro¨m, 1988] of the Monin-
Obukhov similarity function for scalars [Chamecki et al.,
2009].
2.4. Cartesian Cut Cell Method for Particle Concentration
In order to ensure explicit conservation of mass in the
particle phase, we use a Cartesian cut cell method to dis-
cretize the particle concentration equation in the finite vol-
ume framework when an immersed boundary is present. In
Cartesian cut cell methods [e.g. Udaykumar et al., 1996; Ye
et al., 1999; Udaykumar et al., 2001; Ingram et al., 2003;
Mittal and Iaccarino, 2005], finite volume cells intersected
by the immersed boundary surface (i.e. the zero level set)
are reshaped to ensure that the integral form of the con-
servation equation is satisfied explicitly in these irregularly
shaped (non-Cartesian) cells. This is done by introducing
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the volume fraction of each cell and the area fraction of each
face in the fluid into the discretized version of the particle
mass conservation equation.
2.4.1. Discretization in Cut Cell Framework
In the Cartesian cut cell framework, the discrete version
of the particle mass conservation equation (10), again writ-
ten for one Euler step, becomes:
C˜n+1i,j,k − C˜ni,j,k
∆t
=
− 1
αi,j,k∆x
[
Axi+1/2,j,kFi+1/2,j,k −Axi−1/2,j,kFi−1/2,j,k
]
− 1
αi,j,k∆y
[
Ayi,j+1/2,kFi,j+1/2,k −Ayi,j−1/2,kFi,j−1/2,k
]
− 1
αi,j,k∆z
[
Azi,j,k+1/2Fi,j,k+1/2 −Azi,j,k−1/2Fi,j,k−1/2
]
+
Qsrc
αi,j,kVcell
+
SΓi,j,k
αi,j,kVcell
(Φ̂depsgs + Φ̂
src
sgs). (16)
In (16), αi,j,k is the volume fraction of a cut cell in the fluid,
i.e. α = 1 for a regular cell fully in the fluid, 0 < α < 1 for
a cut cell, and α = 0 for a cell fully in the solid. (Note that,
in practice, the right-hand side of (16) is set to zero at each
timestep in the code in cells where α = 0 to avoid division
by zero). The fluxes on the finite volume faces are modified
by the fraction of the face in the fluid, e.g. Axi+1/2,j,k for
the east x-face, where 0 ≤ Ax, Ay, Az ≤ 1. The relationship
between the face areas (Sx, Sy, and Sz) and the face area
fractions is
Sxi,j,k = ∆y∆z A
x
i,j,k
Syi,j,k = ∆x∆z A
y
i,j,k
Szi,j,k = ∆x∆y A
z
i,j,k.
(17)
The wall models for erosion (Φ̂srcsgs) and deposition (Φ̂
dep
sgs) are
modified for the cut faces, which are not necessarily perpen-
dicular to the gravity vector; these will be discussed below.
Here SΓ denotes the dimensional area of the cut face. A
schematic diagram of the face areas and cut face in a cut
cell can be found in Fig. 2. For the details of how the geo-
metric quantities (face area fractions, cell volume fractions,
cut face area, and cut face normal vector) required for the
cut cell method are calculated from the level set function ϕ,
the reader is referred to Appendix A.
Sxi+1/2
Sxi−1/2
Szk+1/2
Szk−1/2
Syj−1/2
Syj+1/2
x
y
z SΓ
Figure 2. A schematic diagram of the regular face (Sx,
Sy, and Sz) and cut face (SΓ) areas in a cut cell.
2.4.2. Wall Models
In the Cartesian cut cell framework, the wall models for
particle erosion and deposition must be modified to account
for the possibility of an inclined surface (i.e. where the sur-
face is no longer perpendicular to the gravity vector). In
this case, the deposition model (14) becomes:
Φ̂depsgs = −(cosβ)wsC˜
[
1−
(
h
zr
)−γ̂]−1
. (18)
where β = cos−1(e3 · n̂) is slope angle of the cut face, and
γ̂ = ScTws/κû∗ is the Rouse number based on the local
shear stress û∗ =
√−τ̂13/ρ, which is calculated according
to (3). Note that one can recover the standard wall model for
particle deposition over a flat surface (14) when β = 0. Con-
versely, when β = pi/2 (a vertical wall), Φ̂depsgs = 0. Here we
only consider deposition due to gravitational settling, and
neglect the contribution from impaction, which is expected
to be negligible for our present simulations; this assumption
will be discussed more below.
Similarly, the erosion model on a cut face is given as:
Φ̂srcsgs = (cosβ)ŵsCr
(
h
zr
)−γ̂ [
1−
(
h
zr
)−γ̂]−1
(19)
where we once again use the wall-relative versions of u∗ and
γ. In the present article, we consider only the case of de-
position, and do not let particles erode once they deposit.
A parameterization of the saltation layer through the wall
model will be addressed in a future study.
2.4.3. Small Cell Treatment
One well-known challenge associated with Cartesian cut
cell methods is the need to reduce the timestep in order to
satisfy the local Courant-Friedrichs-Lewy (CFL) condition
in cut cells with small volume fractions. For an explicit time
advancement scheme as we adopt here, the timestep must
satisfy the condition C = u∆t/∆` < 1 to avoid numerical
instabilities, that is, the timestep ∆t must be less than the
characteristic convection time ∆`/u. For cut cells with small
volume fractions, the characteristic cell lengthscale ∆` will
be much smaller than the grid spacing (∆x, ∆y, or ∆z),
thus requiring a much smaller timestep to ensure the CFL
condition is satisfied.
While a number of approaches have been proposed to cir-
cumvent this issue (allowing investigators to use the same
timestep as for the regular Cartesian grid) including cell
linking [e.g. Kirkpatrick et al., 2003], cell merging [e.g. Ye
et al., 1999], or blended approaches [e.g. Hartmann et al.,
2008], we use the conservative mixing procedure proposed
by Hu et al. [2006] and extended to three-dimensional sim-
ulations by Meyer et al. [2010]. The conservative mixing
procedure is applied only in small cells (i.e. where α < 0.5),
which are identified during the geometric calculations. Af-
ter calculating the RHS of (16), and AB2 time advance-
ment, the particle concentration in a small cell is mixed
with the seven neighboring cells in the direction of the cut
face normal vector nΓ. The conservative mixing procedure
conserves mass, and allows us to use the normal timestep
we would employ for a given Cartesian grid. A summary
of our implementation of the conservative mixing model can
be found in Appendix B.
2.4.4. Velocity Interpolation
At each timestep, the velocity field calculated from the
LES must be interpolated to the finite volume faces in order
to calculate the advective and diffusive fluxes on the faces
of each control volume. One important constraint on the in-
terpolation method is the requirement that the interpolated
velocity field remain divergence-free; this is critical in order
to conserve mass in the particle phase. The conservative
interpolation method proposed by Chamecki et al. [2008]
does not guarantee that the interpolated velocity field will
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be divergence-free in cut cells. In fact, the discrete version
of the continuity equation that must be satisfied in cut cells
(where 0 < α < 1) must include the face area fractions in
the discrete divergence operator, i.e.
∇ · uint = 1
∆x
[Axi+1/2Ui+1/2 −Axi−1/2Ui−1/2]+
1
∆y
[Ayj+1/2Vj+1/2 −Ayj−1/2Vj−1/2]+
1
∆z
[Azk+1/2Wk+1/2 −Azk−1/2Wk−1/2] = 0, (20)
where uint is the interpolated velocity. For brevity of no-
tation, unnecessary indicates are omitted from (20) and the
following discussion, i.e. we will write Ai+1/2 rather than
Ai+1/2,j,k, etc.
In order to enforce the divergence-free condition in the cut
cells, we first calculate an intermediate interpolated velocity
field using the conservative interpolation method proposed
by Chamecki et al. [2008]. Then, we remove the finite diver-
gence using a projection method. We first solve the Poisson
equation
∇2ψ = ∇ · u?int (21)
where u?int is the intermediate interpolated velocity with
finite divergence in cut cells, then the divergence-free inter-
polated velocity field that satisfies (20) is then calculated
via
uint = u
?
int −∇ψ. (22)
Note that in (21), the discrete divergence and Laplace op-
erators must include the face area fractions in the cut cell
framework. The right hand side of (21) is discretized as
in (20), and the Laplacian is discretized using second-order
centered differences:
∇2ψ =
1
(∆x)2
[Axi+1/2ψi+1 − (Axi+1/2 +Axi−1/2)ψi +Axi−1/2ψi−1]+
1
(∆y)2
[Ayj+1/2ψj+1 − (Ayj+1/2 +Ayj−1/2)ψj +Ayj−1/2ψj−1]+
1
(∆z)2
[Azk+1/2ψk+1−(Azk+1/2+Azk−1/2)ψk+Azk−1/2ψk−1].
(23)
Note that one recovers the standard stencils for second-order
centered differences in (20) and (23) in the case of cells
fully in the fluid, where all of the face area fractions are
identically unity (Ax = Ay = Az = 1). The discrete ver-
sion of (21) is solved iteratively at each timestep using the
BiCGSTAB(2) algorithm [Sleijpen and Fokkema, 1993] as
described in Van der Vorst [2003].
3. Comparison with Wind Tunnel Data
In order to validate the proposed numerical model, we
designed simulations to compare our LES results with an
experimental study of particle deposition over topography
conducted in a wind tunnel [Goossens, 2006]. The detailed
deposition measurements in this study make it an ideal test
case to validate our LES model. A summary of the wind tun-
nel experiments of Goossens [2006] can be found in Sec. 3.1;
a description of the simulations used for the validation cases
and a comparison with the experimental data can be found
in Sec. 3.2.
3.1. Wind tunnel experiments of Goossens [2006]
The particle deposition experiments of Goossens [2006]
were conducted in a closed-return wind tunnel with a test
section of dimensions 7.6 m long, 1.2 m wide, and 0.60 m
high. Dust was released in the return section of the wind
tunnel, and three separate concave-convex symmetric hills
were constructed out of zinc plates in order to study the de-
position patterns over these topographic features. For our
validation case described below in Sec. 3.2, we compare our
LES results to deposition onto the hill (“hill 2”) having di-
mensions of height H = 0.03 m and length L = 0.06 m.
The turbulent boundary layer (as measured 0.5 m upstream
of each hill) was characterized by free stream velocity of
U∞ = 1.72 m s−1, friction velocity u∗ = 0.06 m s−1, and
roughness length z0 = 1× 10−5 m (i.e. the surface was hy-
drodynamically smooth). The Reynolds number based on
hill height (sometimes called the “roughness Reynolds num-
ber”) for hill 2 was Reh = u∗h/ν = 123; Cermak [1984]
found that Reynolds-number independence for wind tunnel
studies of flows over topography was achieved for Reh > 70;
therefore the Reynolds number criterion was found to be
satisfied. Each hill was placed in the wind tunnel with a
fetch of 5.05 m from the beginning of the test section to the
beginning of the hill.
Dust particles were released in the return section of the
wind tunnel at a rate of 13 kg h−1; the dust used in the
experiment was prepared from calcareous loam with a mean
particle diameter of dp = 42µm, maximum particle size of
dmaxp = 104µm, and a mass density of ρp = 2650 kg m
−3.
Goossens [2006] notes that the resuspension of particles was
expected to be small due to the small friction velocity. De-
position was measured at 0.01 m increments at 250 locations
in the longitudinal direction and as a function of particle size
for nine grain size classes. Each particle release experiment
was 12 minutes in duration.
3.2. Large eddy simulations
Large eddy simulations with heavy particle deposition
over surface topography were conducted in order to validate
the proposed numerical model with the wind tunnel data of
Goossens [2006]. Neutral flow simulations were driven by a
constant pressure gradient force, and a two-dimensional si-
nusoidal hill (spanning the entire domain in the y-direction),
described by
h(x) = H cos2
(
pi(x− x0)
2L
)
(24)
was included in the simulations, where H is the hill height, L
is the hill length, and x0 is the streamwise coordinate of the
hill crest. Simulations were run at a coarse (64 × 32 × 48)
and fine (128 × 64 × 96) resolution, and using three sub-
grid models—static Smagorinsky [Smagorinsky , 1963] with
cs = 0.10 and wall damping included [e.g. Mason, 1994],
the plane-averaged dynamic model [Lilly , 1992], and the
Lagrangian-averaged scale-dependent dynamic Smagorinsky
model [Bou-Zeid et al., 2005] in order to compare the effects
of grid resolution and SGS model on the observed deposition
patterns.
Particles were released from an area source in the y-z
plane near the leading edge of the domain (at node jx = 3),
with a release rate of Q = 3.61 g s−1 (13 kg h−1). Simu-
lation results were compared to the data for the 31–41 µm
size class from Goossens [2006]. (Note that Goossens [2006]
found the normalized particle deposition patterns did not
vary greatly for the different particle size classes). Periodic
boundary conditions were employed for the concentration
field in the y-direction and inflow/outflow conditions in the
x-direction.
Particle settling velocity was calculated from Stokes’ drag
law
ws =
ρpgd
2
p
18µair
, (25)
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Table 1. Simulation properties for validation cases.
Quantity Symbol Coarse Resolution Fine Resolution
Domain [m] Lx × Ly × Lz 1.28× 0.64× 0.24 1.28× 0.64× 0.24
Number of gridpoints [-] Nx ×Ny ×Nz 64× 32× 48 128× 64× 96
Grid spacing [m] ∆x×∆y ×∆z 0.022 × 0.005 0.012 × 0.0025
Timestep, Smag [s] ∆t 1.5× 10−3 7.5× 10−4
Timestep, Dynamic [s] ∆t 1.5× 10−3 4.0× 10−4
Timestep, LASD [s] ∆t 1.5× 10−3 4.0× 10−4
Friction velocity [m s−1] u∗ 0.06 0.05
Characteristic timescale [s] T` = Lz/u∗ 4.0 4.8
Duration of particle release [-] nT` n = 30 n = 25
Roughness length [m] z0 1.0× 10−5 1.0× 10−5
Settling velocity [m s−1] ws 0.10 0.10
SGS Schmidt number [-] Scsgs 1.0 1.0
Hill height [m] H 0.03 0.03
Hill length [m] L 0.06 0.06
Hill centerline location [m] x0 0.64 0.64
Stokes number [-] StH = τpu∗/H 0.02 0.017
which is valid for small particle Reynolds numbers (Rep =
wsdp/νair), and where ρp is particle density and µair is the
dynamic viscosity of air [e.g. Pruppacher et al., 1998; Lamb
and Verlinde, 2011]. For 36 µm particles, Rep ' 0.24 and
ws = 0.10 m s
−1. Note that using a semi-empirical formula
[Lamb and Verlinde, 2011, pp. 388-390] to estimate ws (the
typical approach for large Rep) yielded a similar estimate of
settling velocity.
Simulations were spun up on a coarse grid with no parti-
cles for approximately 30 large-eddy turnover times, where
T` = Lz/u∗. Particles then were released for 25-30 T` (2
minutes physical time). In the case of the simulations on
the fine grid, this was done after trilinear interpolation of
the velocity field to the fine grid and evolving the velocity
field for several T`. A summary of the properties of the
simulations for the validation cases can be found in Table 1.
One well-known property of heavy particles in turbulent
flow is the fact that particles will not follow fluid streamlines
exactly due to their inertia. This effect can be quantified
by the Stokes number, a dimensionless number defined as
St = τp/τf , where τp is once again the characteristic parti-
cle timescale, and τf is a characteristic fluid timescale. In
the St → ∞ limit, the particles will settle without feeling
the effect of the fluid; when St → 0, the particles are pas-
sive tracers that follow the motion of the fluid exactly. The
trajectory-crossing effect becomes significant for St ∼ O(1).
Two variations of the Stokes number are relevant for the
results presented here. The first is the grid Stokes num-
ber St∆ = τp/τ∆, where τ∆ is the timescale of the smallest
turbulent eddies resolved in an LES. Note that τ∆ can be
estimated via [e.g. Yang et al., 2016]
τ∆ ∼ T`
(
∆
`
)2/3
∼ Lz
u∗
(
∆
Lz
)2/3
(26)
where ` and T` are respectively the integral length and time
scales. As discussed by Shotorban and Balachandar [2007],
the equilibrium Eulerian approach (where the particle ve-
locity can be explicitly computed from the fluid velocity
field as we do in the present work) has been found to be
valid up to St∆ . 0.5 from comparison with direct nu-
merical simulation (DNS) results. For the present study,
St∆ ∼ O(0.01) for the validation cases presented in Sec. 3
and St∆ ∼ O(1× 10−4) for the snow deposition case study
presented in Sec. 4, demonstrating that it is reasonable to
adopt the equilibrium Eulerian approach here.
The second relevant parameter is the Stokes number
based on hill height and friction velocity, i.e. StH = τpu∗/H,
which is the relevant parameter for characterizing the extent
to which the trajectory-crossing effect enhances particle de-
position. Previous studies of the deposition of inertial parti-
cles onto obstacles [e.g. May and Clifford , 1967; Aylor , 1982;
Moran et al., 2013] have used a Stokes number based on the
characteristic velocity scale of the flow and obstacle length-
scale (e.g. St = τpu0/`0) to characterize the role of particle
inertia. For the present study, we define this Stokes number
in terms of hill height and friction velocity; values for the
simulations considered here are reported in Tables 1 and 2.
Based on the fit by Aylor [1982] to the data of May and
Clifford [1967] for the impaction of inertial particles onto
cylinders in crossflow, i.e.
EI = 0.86 (1 + 0.442St
−1.967)−1, (27)
the impaction efficiency for the largest value of StH consid-
ered here (StH = 0.02) is negligible, i.e. EI ∼ O(1× 10−3).
(Note that impaction efficiency, where 0 ≤ EI ≤ 1, is sim-
ply the fraction of particles that will impact onto an obstacle
due to the trajectory-crossing effect). Thus neglecting the
contribution from impaction in the wall model for particle
deposition (18) is a reasonable assumption for the range of
StH considered here.
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Figure 3. Particle deposition over topography from the LES at coarse (64×32×48) and fine (128×64×96)
resolution, together with the wind tunnel data of Goossens [2006]. Here relative deposition, normalized
by the total mass of particles released (Qt) is plotted as a function of distance relative to the streamwise
location of the hill crest (x0), normalized by hill height (H). (a) Static Smagorinsky model with cs = 0.1
(b) plane-average dynamic model (c) Lagrangian scale-dependent dynamic model.
3.3. Particle deposition
A comparison between the LES and the wind tunnel
data can be found in Fig. 3. Results from the static
Smagorinsky SGS model can be found in panel (a), the
plane-averaged dynamic model in panel (b), and the La-
grangian scale-dependent dynamic model in panel (c).
In each panel, the relative deposition is normalized by
the total mass of particles released (Qt) and plotted as a
function of normalized distance from the streamwise lo-
cation of the hill crest (x0). Following Goossens [2006],
we define the relative deposition as the deposition with
the mean upwind of the hill (from (x− x0) ∈ [−50, 10]
cm) removed. One can see from Fig. 3 that the relative
deposition from the wind tunnel data increases on the
windward side of the hill, then decreases rapidly on the
leeward side. Downwind of the hill, the relative depo-
sition is initially negative, but increases downstream of
the hill, and becomes positive at (x − x0) ≈ 7H (i.e.
deposition is larger here than what is found upwind of
the hill). This same qualitative pattern of particle de-
position over hills has been observed both in the field
and in experimental studies at various scales [Goossens,
2006].
On the coarse (64×32×48) grid, all three SGS mod-
els recover the correct trends in the deposition pattern,
where the maximum of deposition is found on the wind-
ward side of the hill, the minimum on the leeward side,
and deposition increases going downwind of the hill in
the wake. However, all three SGS models underpredict
the peak of deposition on the windward side of the hill,
and overpredict deposition on the leeward side.
On the fine (128 × 64 × 96) grid, the Smagorinsky
model, displayed in Fig. 3(a) has a reasonable predic-
tion of the deposition patterns compared to the wind
tunnel data. On the windward side of the hill, the peak
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of the deposition is slightly displaced, occurring closer
to the hill crest than in the experimental data. How-
ever, the Smagorinsky model is in good agreement with
the wind tunnel data on the leeward side of the hill, and
in the wake, only beginning to deviate slightly around
x− x0 ≈ 10H.
The plane-averaged dynamic model, as seen in
Fig. 3(b), has a more accurate prediction of the peak
of deposition on the windward side of the hill than
Smagorinsky, although it also slightly displaces the peak
of deposition toward the crest of the hill. However, here
the dynamic model does not capture the behavior of the
deposition in the wake as well as Smagorinsky, overpre-
dicting deposition in the near wake, and underpredict-
ing deposition in the far wake.
The deposition pattern from the LASD model, visi-
ble in Fig. 3(c), begins overpredicting deposition before
the start of the hill (e.g. around x − x0 ≈ 4H). The
LASD model significantly overpredicts the peak of de-
position on the windward side of the hill. However,
the LASD model successfully captures the deposition
in the wake, here performing better than both the dy-
namic and Smagorinsky models. An additional simula-
tion using the LASD model was run on the fine grid, but
without the model for particle inertia (i.e. by omitting
the −τpa˜ term in the particle advection velocity (8)).
One can see that the curve for the no inertia case, dis-
played in Fig. 3(c) fails to recover the correct deposition
patterns, demonstrating that accounting for particle in-
ertia is critical when simulating the deposition of heavy
particles over complex topography. The effects of par-
ticle inertia on the concentration field and deposition
patterns will be discussed further in Sec. 4.
The overprediction of deposition on the windward
side of the hill that is visible in Fig. 3(c) for the LASD
model on the fine grid is likely related to the fact that
the LASD model uses information inside the IBM in-
terface (e.g. the velocity field that has been set to zero,
then polynomial smoothing applied) when determining
a value of the Smagorinsky coefficient cs for nodes near
the boundary; note that the LASD model uses test
filters at scale 2∆ and 4∆ to determine cs; thus val-
ues of cs (and consequently the SGS scalar diffusivity
Ksgsc = (cs∆)
2|S˜|/Scsgs) on nodes near the IBM in-
terface will be influenced by the nonphysical values of
velocity within the immersed boundary surface. Never-
theless, on the fine grid the three SGS models consid-
ered are in reasonable agreement with the experimental
data.
4. Case Study of Snow Deposition
In this section, we use the proposed numerical model
to investigate the deposition of snow over idealized sur-
face topography. As discussed earlier, most previous
studies of snow transport have followed the RANS ap-
proach, where all scales of turbulence are parameter-
ized [Gauer , 2001; Schneiderbauer and Prokop, 2011],
or have employed Lagrangian particle models and fo-
cused on drifting at small spatial scales [Zwaaftink et al.,
2014]. In a recent article, Lehning et al. [2008] focused
on the extent to which topography modifies mean wind
fields in complex terrain, thereby modifying the deposi-
tion velocity, leading to preferential deposition of snow.
However, the effect of the spatially heterogeneous flow
fields induced by surface topography and particle inertia
on deposition patterns in the context of snow transport
has not, to our knowledge, been explored using LES in
an Eulerian framework.
4.1. Large eddy simulations
In order to investigate the effects of topography on
snow deposition patterns (an important question for
hydrological modeling, alpine ecology, and avalanche
forecasting), we simulate the deposition of fresh snow,
where particles are released from an area source in
the x-y plane near the top of the domain. Ideal-
ized surface topography—here a two-dimensional sinu-
soidal hill extending across the entire domain in the y-
direction, described by (24)—was included in the simu-
lation. Here the roughness Reynolds number is approxi-
mately Reh ≈ 2.6×105; thus Reh independence is found
to be satisfied. While snow deposition and transport in
the real world can included a number of complexities,
including saltation, non-neutral thermal stratification,
erosion of snow once it is deposited, an evolving surface
due to erosion and/or deposition, sublimation of blow-
ing snow, fracturing and sintering of ice particles, and
polydisperse particles, we here perform idealized simu-
lations. We restrict ourselves to monodisperse particles
(with a constant settling velocity ws), neutral stratifica-
tion, and a fixed surface height. Once particles deposit,
they are not allowed to be resuspended.
Parameters for this simulation can be found in Ta-
ble 2. The velocity field for these simulations was spun
up on a coarse (64 × 32 × 48) grid, then interpolated
to the finer (128× 64× 96) grid and evolved for several
T` before beginning the particle release. The plane-
averaged dynamic SGS model [Lilly , 1992] was em-
ployed. Both the spinup and particle release were one
hour physical time in duration (approximately 7.6 T`).
We used a settling velocity of ws = 0.1 m s
−1, which
is within the range of values that have been reported
for fresh snow particles [e.g. Kajikawa, 1972; Lehning
et al., 2008]. While particle deposition patterns are ex-
pected to be a function of the Stokes number StH , an
exploration of the full parameter space is beyond the
scope of the present article.
4.2. Results
In this section we present results of large eddy simu-
lations of snow deposition onto surface topography. In
Sec. 4.2.1, we will consider the mass conservation of the
proposed model; instantaneous and time-average snap-
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Table 2. Simulation properties for snow deposition case study.
Quantity Symbol Value
Domain [m] Lx × Ly × Lz 640× 320× 96
Number of gridpoints [-] Nx ×Ny ×Nz 128× 64× 96
Grid spacing [m] ∆x×∆y ×∆z 5× 5× 1
Timestep [s] ∆t 0.025
Friction velocity [m s−1] u∗ 0.20
Characteristic timescale [s] T` = Lz/u∗ 473
Duration of particle release [-] nT` n = 7.6
Roughness length [m] z0 0.01
Settling velocity [m s−1] ws 0.10
SGS Schmidt number [-] Scsgs 1.0
Release rate [kg s−1] Qsrc 145.
Source height [m] zsrc 95
Hill height [m] H 20
Hill length [m] L 40
Hill centerline [m] x0 80
Stokes number [-] StH = τpu∗/H 1.0× 10−4
shots of the flow will be presented in Sec. 4.2.2. Depo-
sition patterns will be discussed in Sec. 4.2.3, and the
connection between flow acceleration, particle inertia,
and the observed deposition patterns will be explored
in Sec. 4.2.4.
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Figure 4. Mass balance of 1 hour particle release over surface topography, including total mass of
particles released, airborne, deposited, and the sum of airborne + deposited.
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4.2.1. Mass Conservation
As discussed earlier in Sec. 2.4, the motivation for de-
veloping a Cartesian cut cell method is to explicitly en-
force mass conservation in the particle phase. In Fig. 4,
we present the global mass balance for a 1 hour parti-
cle release over surface topography. Separate curves
indicate the mass of particles released, airborne, and
deposited, and the sum of airborne + deposited, which
should match the release rate if mass conservation is
accurate. Here one can see that the global mass bal-
ance reaches equilibrium after a time of approximately
Lz/ws ∼ 960 s (or 16 minutes), which is approximately
the time it takes for the first particles released to be-
gin depositing on the surface. After this, the mass of
particles airborne and the deposition rate are both con-
stant. Note that the mass of particles airborne + de-
posited is very close to the total mass released. After
a 1 hour particle release, the residual of the mass bal-
ance (i.e. (released − airborne − deposited)/released)
is within 0.10%, which demonstrates that the proposed
numerical model does indeed conserve mass accurately.
It must be emphasized that accurate mass conser-
vation is essential for physically realistic simulations
of the transport of heavy particles or passive scalars
over complex terrain. In order to ensure mass conser-
vation, the treatment at the interface is of central im-
portance; spurious fluxes induced by truncation errors
or non-conservative treatment of quantities at the fluid-
solid interface can deteriorate the quality of both local
and global statistics. As discussed by Mittal and Iac-
carino [2005], local and global mass conservation in the
presence of an immersed boundary can only be guaran-
teed in a finite-volume framework, as we employ in the
Cartesian cut cell method developed here.
4.2.2. Velocity and concentration fields
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Figure 5. Visualization of velocity and particle concentration from LES. Time averaged quantities are
displayed in panels (a)–(c) and instantaneous fluctuating quantities (with the horizontal mean removed)
at y = Ly/2 are displayed in panels (d)–(f). (a) Average streamwise velocity U/u∗ (b) average vertical
velocity W/u∗ (c) average particle concentration C/c∗ (d) fluctuating streamwise velocity u′/u∗ (e)
fluctuating vertical velocity w′/u∗ (f) fluctuating particle concentration c′/c∗.
A visualization of the instantaneous and averaged ve-
locity and concentration fields can be found in Fig. 5.
Here we use the Reynolds averaging convention, where
a total resolved variable from the LES is decomposed
into its mean and fluctuating parts, e.g. u˜ = U + u′.
Fluctuating quantities are calculated by removing the
mean value calculated by averaging in the fluid only.
Although this flow cannot be considered horizontally
homogeneous due to the presence of topography, we do
this because our focus is on how topography modifies
quantities from their values found in the corresponding
case over statistically homogeneous, flat terrain. For
simplicity of notation, we shall also omit the tilde ( ·˜ )
from filtered variables, unless necessary. Variables are
normalized using the friction velocity u∗ =
√−τw/ρ =
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(u′w′
2
)1/4 and the concentration scale c∗ = |w′c′0|/u∗,
where |w′c′0| is the magnitude of the surface concentra-
tion flux. The velocity and concentration scales u∗ and
c∗ are calculated by averaging just outside immersed
boundary interface (i.e. in the region 0 ≤ ϕ ≤ ∆z);
mean values of concentration, velocity, turbulent fluxes,
etc. displayed in Figs. 5–8 are calculated by averaging
in time and in the y-direction.
One can see from Fig. 5(a)-(b) that for this particu-
lar hill geometry, the flow detaches in the wake of the
hill and a separation bubble forms such that U/u∗ < 0.
(Note that flow separation over smooth two-dimensional
ridges is expected to occur for hill slopes of θ & 18◦,
where θ decreases with increasing surface roughness
[Kaimal and Finnigan, 1994]). The reattachment point
is slightly more than 2L from the end of the hill on the
leeward side. Due to the topography, there is also a re-
gion of positive average vertical velocity (W > 0) on the
windward side of the hill, and average negative vertical
velocity (W < 0) on the leeward side. A region of low
particle concentration is found in the wake of the hill,
and extends slightly beyond the reattachment point. In
addition, a “streamer” of high concentration extends
beyond the hill crest. Similar patterns are visible in
the instantaneous velocity and concentration fields, dis-
played in Fig. 5(d)–(f).
4.2.3. Deposition Patterns
A plot of the average concentration field in the x-
z plane with velocity vectors overlaid can be found in
Fig. 6(a); in panel (b) we show a plot of deposition
patterns from the LES after a 1-hour particle release.
Panel (c) contains a figure of the y-averaged deposi-
tion after the conclusion of the particle release. Note
that the dashed lines in panels (b)–(c) correspond to
the edges and crest of the sinusoidal hill. We find that
the deposition from the LES increases on the windward
side of the hill, decreases sharply on the leeward side,
and reaches a quasi-constant value in the far wake, as
seen in panel (c). The maximum value of deposition
(approximately 4-5% larger than the upwind value) is
found on the windward side of the hill, slightly before
the crest; the minimum occurs on the leeward side just
beyond the crest and is ∼9% lower than the upwind
value. This deposition pattern is qualitatively similar
to previous observational and laboratory studies of par-
ticle deposition onto topography [e.g. Goossens, 2006].
The deposition patterns can be seen more clearly in the
planview, plotted in Fig. 6(b). Note that, although the
topography and the flow can be considered to be ho-
mogeneous in the y-direction, some lateral variability
in the mass of particles deposited does occur downwind
of the hill (e.g. around x = 200 to 600 m). We found
from simulations of particle deposition onto a flat sur-
face (not shown) with the same grid and domain that
particle deposition varies spatially by no more than ±
1% when no topography is present. When topography
is present, deposition varies in the spanwise direction
by ∼8% in the wake of the hill; this is due to long-lived
high- and low- speed streaks in the streamwise velocity
field.
Average contours of the particle concentration field
with velocity vectors overlaid can be found in Fig. 6(a).
Here one can see that the region of high particle con-
centration immediately upwind of the hill is responsible
for the enhanced deposition on the windward side of
the hill; likewise, the low deposition in the wake is due
to the lower particle concentrations. From Fig. 6 one
can see that the y-averaged deposition does not vary
significantly in the streamwise direction after about
x = 300 m; this is where C becomes quasi-constant
in the streamwise direction and occurs approximately
80 m after the reattachment point. Note, however, that
the reattachment point and the location where C re-
covers to a quasi-constant value do not coincide due
to particle inertia, which leads to relative velocities be-
tween the particles and fluid, which will be discussed
more below.
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Figure 6. Average velocity and particle concentration and deposition from area source release over
two-dimensional hill. (a) Contours of average particle concentration C/c∗ in x-z plane with velocity
vectors overlaid (b) nondimensional deposition, i.e. (deposition×Lx×Ly)/Qt, in x-y plane after 1 hour
particle release (c) nondimensional y-averaged deposition as a function of x.
4.2.4. Particle Inertia and Acceleration
The region of increased particle concentration begin-
ning on the windward side of the hill and extending be-
yond the crest and the subsequent increase in deposition
can be understood by noting that heavy particles will
not follow the fluid flow field exactly due to their inertia.
This “preferential concentration” effect is well-known in
the multiphase flow literature [e.g. Squires and Eaton,
1991; Wang and Maxey , 1993; Eaton and Fessler , 1994];
the extent to which it occurs is a function of the Stokes
number. However, many of these studies focused on
preferential concentration in homogeneous isotropic tur-
bulence. We here consider the effects of particle iner-
tia on the concentration field in wall-bounded turbulent
shear flows over complex topography and the implica-
tions for particle deposition.
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Figure 7. Relative velocity between particles and fluid vrel = v˜p − u˜ = τpg − τpa˜, normalized by
the background settling velocity ws. (a) x-component of relative velocity, v
rel
x /ws = −τpax/ws (b)
z-component of relative velocity, vrelz /ws = −(τpaz + ws)/ws.
From the expression for the particle advection veloc-
ity (8), one can write the relative velocity between the
particles and fluid as:
v˜rel = v˜p − u˜ = τpg − τpa˜, (28)
demonstrating that relative velocities between the par-
ticles and fluid occur due to a combination of gravita-
tional settling and particle inertia.
The time- and laterally-averaged x- and z-components
of relative velocity are plotted in Fig. 7 in panels (a) and
(b), respectively. One can see that the x-component of
relative velocity is negative on the windward side of the
hill due to the positive streamwise acceleration ax > 0 in
this region. Here particles cross fluid streamlines, lead-
ing to the “streamer” of high concentration observed in
Fig. 6(a) and the subsequent increase in deposition on
the windward side of the hill. In this region, vrelx is neg-
ative, and has a magnitude of ∼5-6% of ws. A region of
positive vrelx is found in the wake of the hill where the
flow decelerates. Here the magnitude of vrelx is ∼4-5%
of ws. In Fig. 7(b), one can see that far away from the
hill, the z-component of relative velocity is due strictly
to the constant gravitational settling velocity. However,
downstream and above the crest of the hill, the vertical
component of relative velocity is reduced; here vrelz is as
small as ∼80% of ws. This region corresponds to where
low concentration is found in the wake, as once can see
in Fig. 5, where deposition is at its minimum.
When Lehning et al. [2008] introduced the concept
of preferential deposition of snow in mountains, they
suggested that more snow may be deposited in the lee
of a steep alpine ridge. The study of Mott and Lehn-
ing [2010] obtained similar results for the same ridge,
while Mott et al. [2010] found more preferential deposi-
tion on the windward side of steep slopes for a different
experimental area (their Fig. 14a). Our results clearly
suggest that lee slopes may receive a minimum of pre-
cipitation. This is in partial contradiction to the earlier
“simple ridge” cases. The combination of Advanced
Regional Prediction System (ARPS) RANS wind sim-
ulations with Alpine3D deposition modeling as applied
in all three previous investigations does not properly
account for particle inertia, which may explain some of
the differences. On the other hand, Mott et al. [2014]
have recently shown that higher concentrations are of-
ten found downwind of ridges, at least higher up in
the atmosphere. Further studies are therefore required
to determine the dependence of preferential deposition
patterns on the wind fields and topography (which can
be expressed in terms of the Stokes number StH) as
well as other factors (e.g. atmospheric stability). The
results for the relative velocities and deposition patterns
presented here therefore should not be taken as general;
a more comprehensive investigation of the dependence
of preferential deposition on StH and other parameters
will be addressed in future work.
In order to investigate the role of mean vs. fluctuat-
ing inertia for the preferential concentration of particles,
one can Reynolds average the inertia terms that appear
in the particle conservation equation (5), i.e.
τp a˜ · ∇C˜ = τp
(
ax
∂C
∂x
+ az
∂C
∂z
+ a′x
∂c′
∂x
+ a′z
∂c′
∂z
)
(29)
Here the y derivatives are neglected due to lateral
homogeneity. The average mean and turbulent x- and
z- inertia terms are displayed in Fig. 8, where all
terms have been nondimensionalized by u∗, c∗, and Lz.
One can see in panels (a)–(b) that the mean stream-
wise inertia leads to the increase concentration of par-
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ticles on the windward side of the hill. In contrast,
the turbulent component of streamwise inertia is quite
small. The mean z-component also contributes to the
increased particle concentration on the windward side
of the hill, as well as to the “streamer” of high con-
centration that extends beyond the crest. Note here
that the contours for the z-component are a factor of 5
larger than those for the x-component. The turbulent
z-inertia component is at its maximum downwind of the
hill at and slightly above hill height, but is smaller than
the mean z-component. In contrast to previous studies
of preferential concentration in homogeneous, isotropic
turbulence, flows over surface topography have regions
of strong mean accelerations. We find here that for
the simulation considered here, mean inertia dominates
over the turbulent contribution; in fact, the mean com-
ponent of z-inertia is 6-7 times larger than the turbulent
component. This observation is an important detail for
future developments in models of particle deposition in
complex terrain, where the enhancement of deposition
can potentially be modeled in terms of mean flow quan-
tities (e.g. mean concentration and acceleration).
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Figure 8. Mean and turbulent inertia terms in particle equation, averaged in time and lateral direction.
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5. Discussion and Conclusions
A new approach for modeling the transport and de-
position of heavy particles over complex surface topog-
raphy was developed using the large eddy simulation
technique. An immersed boundary LES code (using
the discrete direct forcing approach) was coupled with
an Eulerian finite-volume particle code. The advection-
diffusion equation for particle mass conservation was
discretized using a Cartesian cut cell method that re-
shapes finite volume cells intersected by the zero level
set (i.e. the fluid-solid interface). Small cells (with vol-
ume fraction α < 0.5) are treated using the conservative
mixing model of Meyer et al. [2010] which alleviates the
restrictive local CFL requirements. In order to obtain a
divergence-free interpolated velocity field on finite vol-
ume faces intersected by the zero level set, we use a
projection-type method, by first calculating an inter-
mediate interpolated velocity (with finite divergence)
following the approach of Chamecki et al. [2008], then
solving a Poisson equation to obtain a divergence-free
interpolated velocity. The proposed numerical method
conserves mass accurately, i.e. within 0.1% for sim-
ulations of snow deposition over idealized topography.
Accurate mass conservation is essential when simulating
the transport of heavy particles and passive scalars over
complex terrain or in urban environments, motivating
our development of a Cartesian cut-cell finite volume
method.
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The proposed numerical model was validated by com-
paring simulation results with the wind tunnel study
of Goossens [2006], who conducted wind tunnel experi-
ments of heavy particle deposition over idealized topog-
raphy. At fine (128×64×96) resolution, the LES results
were found to be in reasonably good agreement with
observed deposition patterns, although we find that the
results are SGS model-dependent. In particular, the
Lagrangian scale-dependent dynamic model [Bou-Zeid
et al., 2005] is found to overpredict deposition on the
windward side of an obstacle. This is likely related to
the fact that the test filters at scale 2∆ and 4∆ use
points inside the immersed boundary (with nonphysi-
cal velocities) to determine a value of the Smagorinsky
coefficient cs and therefore the SGS scalar diffusivity
(in the present study we use a constant SGS Schmidt
number model for the scalar concentration field). In
principle, one could modify the filtering operation so
that only points in the fluid are included in the stencil
of the test filters. Although dynamic SGS models for
scalars exist [e.g. Stoll and Porte´-Agel , 2006], these too
would suffer from the same issue of filtering inside the
IBM surface.
An idealized simulation of snow deposition over a
two-dimensional sinusoidal hill revealed that deposition
reached its maximum on the windward side of a hill, and
its minimum on the leeward side, consistent with pre-
vious studies of aeolian processes [e.g. Goossens, 2006].
The enhanced deposition on the windward side of the
hill can be explained by noting that particle inertia
leads to relative velocities between the particles and
fluid, thereby enhancing concentration on the windward
side of the hill. On the leeward side of the hill, inertia
leads to a decreased settling velocity and lower particle
deposition. Reynolds averaging revealed that, for our
simulation, the mean inertia terms in the particle mass
conservation equation are larger than their turbulent
counterparts by a factor of 6 or more.
Our current results and previous studies [Lehning
et al., 2008; Mott and Lehning , 2010; Mott et al.,
2010, 2014] demonstrate that preferential deposition
patterns depend on topographic features, and wind
fields as well as other factors such as atmospheric strat-
ification. We find from our present results that parti-
cle inertia is also significant for determining the spatial
variability of the deposition of heavy particles in com-
plex terrain. Our results indicate that Eulerian models
of heavy particle transport in complex terrain should in-
clude a model to account for the effects of particle iner-
tia [e.g. Shotorban and Balachandar , 2007; Balachandar
and Eaton, 2010] in order to recover physically realis-
tic deposition patterns. When inertia is excluded, the
simulations fail to recover deposition patterns in quanti-
tative or qualitative agreement with experimental data.
While erosion is not addressed in this work, snow
or sediment transport over topography will also be in-
fluence by erosion when the friction velocity u∗ exceeds
the threshold value u∗t, thereby initiating saltation [e.g.
Bagnold , 1941]. Implementing a model for saltation and
investigating the combined impacts of erosion and de-
position will be considered in future work.
The proposed numerical model conserves mass accu-
rately, is computationally inexpensive, and is well suited
for investigating a variety of problems, including snow
and sediment transport, the dispersal of biogenic par-
ticles, and scalar dispersion in urban environments and
complex terrain.
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Appendix A: Cut Cell Geometry
All of the geometric quantities needed for the Carte-
sian cut cell method (area fractions of the cut faces,
volume fraction of a cell in the fluid, and the area of a
cut face) can be calculated from the level set function
ϕ. In order to calculate the area fraction of a cut face,
the level set function is first interpolated to the vertices
of that face using trilinear interpolation (note that ϕ is
stored on the w nodes). An example of a z-face inter-
sected by the IBM surface with two of these intersection
points, (x2, y2) and (x3, y3), where ϕ = 0, can be found
in Fig. 9.
(x0, y0)
(x1, y1) (x2, y2)
(x3, y3)
(x4, y4)
(x5, y5)
x
y Solid
ϕ < 0
Fluid
ϕ > 0
Figure 9. A schematic diagram of intersection points on
the z-face of a cut cell, used to calculate the area fraction
of face in the fluid.
In order to locate the intersection points, ϕ is first
interpolated to the four vertices of a cut face. Faces
intersected by the zero level set are identified where ϕ
changes sign between the two adjoining vertices. For
example, the x-coordinate of the intersection point on
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the botton y-face in Fig. 2 (i.e. x2) would be located
by
x2 =
xswϕse − xseϕsw
ϕse − ϕsw (A1)
where xsw = x1 = 0 and xse = x5 = ∆x, ϕsw =
ϕ(x1, y1), and ϕse = ϕ(x5, y5).
Once the intersection points are located, the area of
the face in the fluid can be calculated using Green’s
theorem, e.g. for a z-face,
Sz = Az∆x∆y =
n∑
k=0
1
2
(xk+1 + xk)(yk+1 − yk) (A2)
where the sum is taken over the n vertices of the poly-
gon that surround the part of the face in the fluid. For
the z-face depicted in Fig. 9, one would sum over the
vertices (x0, y0), . . . , (x4, y4) to calculate the area of the
region outlined in green.
The area of the cut face (SΓ) can be calculated us-
ing de Gua’s theorem (an analogue of the Pythagorean
theorem for right tetrahedra):
SΓi,j,k =
[
(Sxi+1/2 − Sxi−1/2)2 + (Syj+1/2 − Syj−1/2)2+
(Szk+1/2 − Szk−1/2)2
]1/2
, (A3)
and the normal vector on the cut face can be calculated
via:
nΓi,j,k =
1
SΓ
S
x
i+1/2 − Sxi−1/2
Syj+1/2 − Syj−1/2
Szk+1/2 − Szk−1/2
 (A4)
Once the face areas have been calculated, the volume
fraction of a cut cell can be calculated using the diver-
gence theorem:
αi,j,k =
1
∆x ∆y∆z
∑
`
1
3
(x` · n`S` + xΓ · nΓSΓ)
(A5)
where x`, n`, and S` are respectively a point on the
`th face, the outward facing normal vector on that face,
and the face area; xΓ, nΓ, and SΓ represent the corre-
sponding quantities on the cut face (e.g. the sum would
be taken over regular faces ` = 1, . . . , 6 and the cut face
for the finite volume cell depicted in Fig. 2). For the
case of a fixed surface height as in the present work
(i.e. where the level set is not advected), all geometric
quantities are calculated once at the beginning of the
computation and stored.
Appendix B: Conservative Mixing Model
In the finite volume Cartesian cut cell code, we em-
ploy the conservative mixing model of Meyer et al.
[2010] to address the so-called “small cell problem” to
circumvent the need to decrease the timestep in cut cells
with small volume fractions in order to satisfy the lo-
cal CFL condition. The mixing procedure is performed
each timestep after AB2 time advancement, and is sum-
marized here briefly. The concentration exchanged be-
tween a small cell (i, j, k) and a target cell in the positive
x-direction (i+ 1, j, k), is given as:
Xx =
βxi,j,kVi,j,kVi+1,j,k
βxi,j,kVi,j,k + Vi+1,j,k
[
C˜i+1,j,k − C˜i,j,k
]
(B1)
where Vi,j,k = ∆x∆y∆z αi,j,k is the volume of cell
(i, j, k) and βxi,j,k is a mixing fraction, defined below.
Similar terms are calculated for the other neighboring
cells; a small cell will mix concentration with seven
neighboring cells in 3D. The mixing fractions are given
as
βxi,j,k = |nΓxnΓx |(αxtarget)µ
βyi,j,k = |nΓynΓy |(αytarget)µ
βzi,j,k = |nΓznΓz |(αztarget)µ
βxyi,j,k = |nΓxnΓy |(αxytarget)µ
βxzi,j,k = |nΓxnΓz |(αxztarget)µ
βyzi,j,k = |nΓynΓz |(αyztarget)µ
βxyzi,j,k = |nΓxnΓynΓz |2/3(αxyztarget)µ
(B2)
where nΓ = (nΓx , n
Γ
y , n
Γ
z ) is the normal vector on the
cut face, αxtarget is the volume fraction of the “target
cell” for mixing and is determined by the direction of
the normal vector, i.e.
αxtarget =
{
αi+1,j,k, n
Γ
x > 1
αi−1,j,k, nΓx < 1
, (B3)
and µ ≥ 1 is an integer to give a larger weight to cells
with large volume fractions for the sake of numerical
stability. Meyer et al. [2010] used a value of µ = 5; we
find little sensitivity to the value of µ employed. Note
that the mixing fractions normalize to 1, i.e.
βxi,j,k + β
y
i,j,k + β
z
i,j,k + β
xy
i,j,k + β
xz
i,j,k + β
yz
i,j,k + β
xyz
i,j,k = 1
(B4)
After calculating the mixing fractions and exchanging
concentrations, the concentration in the small cells and
target cells are updated, e.g. in a target cell via
C˜i+1,j,k = C˜
?
i+1,j,k −
1
Vi+1,j,kX
x (B5)
and in the small cell by
C˜i,j,k = C˜
?
i,j,k+
1
Vi,j,k [X
x +Xy +Xz +Xxy +Xxz +Xyz +Xxyz]
(B6)
where C˜?i,j,k is the value of concentration before conser-
vative mixing.
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