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Resumo
Este trabalho analisa uma se´rie de algoritmos destinados a agrupar varia´veis em
uma estrutura de dados superdimensionada, longitudinal e com amostras pequenas
(do ingleˆs, High Dimensional Longitudinal Low Sample Size - HDLLSS). Esses al-
goritmos utilizam como medida de similaridade o p-valor resultante de um teste de
auseˆncia de efeito simples de grupo em um delineamento fatorial com medidas repe-
tidas no tempo.
Os testes na˜o-parame´tricos presentes em cada algoritmo sera˜o estudados extensi-
vamente por meio de simulac¸o˜es do erro do tipo I e curvas de poder do teste. Pesquisa
bibliogra´fica dos me´todos de agrupamento de dados HDLLSS mostra que a estimac¸a˜o
da matriz de covariaˆncia e´ um grande problema em va´rios algoritmos. Neste traba-
lho, todas as simulac¸o˜es consideraram treˆs formas distintas de estimac¸a˜o dessa matriz:
Σi, Σ e ΣG. Enquanto Σi utiliza as informac¸o˜es da i-e´sima varia´vel para estimar as
matrizes, Σ utiliza todas as varia´veis para a estimac¸a˜o de uma u´nica matriz de co-
variaˆncias. O terceiro me´todo considerado, ΣG, estima uma matriz de covariaˆncias
para cada grupo. Esse me´todo apresentou melhores resultados por conseguir detectar
a variabilidade entre os grupos com informac¸a˜o suficiente para uma boa qualidade de
estimac¸a˜o.
Aplicac¸o˜es em dados de microarranjo e em sinais de eletroencefalograma (EEG)
apresentam resultados promissores. Os estudos de simulac¸a˜o sugerem que os algo-
ritmos de agrupamento propostos superam os me´todos existentes na literatura des-
tinados a detectar grupos em dados HDLLSS. Ale´m disso, esses algoritmos possuem
propriedades deseja´veis como invariaˆncia a transformac¸o˜es mono´tonas nos dados e
detecc¸a˜o automa´tica do nu´mero de grupos amostrais.
Palavras Chave: algoritmos de agrupamento, dados HDLLSS, ana´lise de microar-
ranjo, sinais de EEG, estimac¸a˜o jacknife.
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Abstract
This dissertation analyses a set of algorithms to cluster variables in high dimensi-
onal longitudinal low sample size (HDLLSS) data. These algorithms are based on the
use of a p-value from a nonparametric test of no simple effect of group as a similarity
measure for the clustering procedure.
The non-parametric tests in each algorithm were studied extensively by means
of simulations of type I error and power curves. Investigation of recent literature
in HDLLSS clustering algorithms shows that the covariance matrix estimation is a
major problem. In this work, all simulations used three different ways of covariance
matrix estimation: Σi, Σ and ΣG. While Σi uses information from the i-th variable to
estimate covariance matrices, Σ uses all variables for estimating a single covariance
matrix for the data. The third method considered, ΣG, estimates one covariance
matrix for each group. This estimation method shows better results because it can
detect the variability between the groups with sufficient information for a good quality
estimation of time covariance structure.
Applications on microarray data and electroencephalogram (EEG) signals show
promising results. The simulation studies reveal that the proposed clustering algo-
rithms outperforms existing methods in the literature applied for detecting groups of
HDLLSS data exhibiting high clustering accuracy and stability. Furthermore, these
algorithms have desirable properties as invariance under monotone transformations
and automatic detection of the number of sample groups.





Devido ao avanc¸o de novas tecnologias de coleta e armazenamento de dados, tornou-se
necessa´rio o desenvolvimento de me´todos estat´ısticos capazes de extrair informac¸o˜es
de grande quantidade de dados. Minerac¸a˜o de dados (data mining) e aprendizado
estat´ıstico (statistical learning) sa˜o duas das principais a´reas de pesquisa que lidam
com o problema citado.
A minerac¸a˜o de dados trabalha com um enorme nu´mero de observac¸o˜es e nu´mero
relativamente pequeno de varia´veis (Berry & Linoff, 1997). O aprendizado estat´ıstico,
por sua vez, possui nu´mero muito maior de varia´veis em relac¸a˜o ao seu tamanho amos-
tral1. Dessa forma, as especificidades existentes em cada uma dessas a´reas conduzem
a diferentes desafios a serem enfrentados pelos pesquisadores. O maior problema en-
frentado quando se trabalha com bases de dados com muitas observac¸o˜es (minerac¸a˜o
de dados) decorre do fato de que os testes estat´ısticos tradicionais sa˜o pouco con-
servativos. Ja´ a ana´lise de conjuntos de dados superdimensionados compromete os
me´todos inferenciais que decorrem da Teoria Assinto´tica.
Segundo Theodoridis & Koutroumbas (2009), o aprendizado estat´ıstico divide-
se em supervisionado e na˜o-supervisionado. O aprendizado supervisionado requer a
existeˆncia de um conjunto de dados de treinamento, e o modelo e´ constru´ıdo com base
nessa informac¸a˜o a priori dos dados. Exemplos de te´cnicas estat´ısticas utilizadas para
esse propo´sito podem ser encontradas em Hastie et al. (2009) e incluem: modelos
lineares para regressa˜o e classificac¸a˜o, me´todos de suavizac¸a˜o Kernel, redes neurais,
1Definic¸a˜o que, neste trabalho, recebe a nomenclatura de estrutura superdimensionada de dados.
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ma´quinas de suporte vetorial, entre outros.
Quando o objetivo do estudo e´ obter informac¸o˜es sobre uma grande quantidade
de dados, mas na˜o ha´ qualquer tipo de informac¸a˜o a priori sobre o problema, enta˜o
trata-se do caso de um aprendizado na˜o-supervisionado. Dessa maneira, as te´cnicas
estat´ısticas que sa˜o utilizadas nessa a´rea possuem uma finalidade mais descritiva do
que inferencial, tais como: ana´lise de agrupamento, te´cnicas de reduc¸a˜o de dimensa˜o
(ana´lise de componentes principais, ana´lise de componentes independentes, escalona-
mento multimensional), entre outras. Aplicac¸o˜es e detalhes de cada a´rea de pesquisa
podem ser encontrados em Theodoridis & Koutroumbas (2009).
Este trabalho analisa uma se´rie de algoritmos cujo objetivo se concentra na iden-
tificac¸a˜o de grupos de varia´veis em uma estrutura de dados superdimensionada, com
poucas observac¸o˜es e com replicac¸o˜es ao longo do tempo. Esses dados sa˜o referidos na
literatura como HDLLSS (High Dimensional Longitudinal Low Sample Size) e podem
ser encontrados em estudos de triagem agr´ıcola (Wang, 2004), dados de expressa˜o
geˆnica (Gillespie et al., 2010), dados de sinais ele´tricos do ce´rebro (von Borries et al.,
2011), entre outros.
A dificuldade em se agrupar ou classificar dados com as caracter´ısticas mencio-
nadas origina-se tanto da multidimensionalidade (grande nu´mero de varia´veis) dos
dados, quanto do reduzido tamanho amostral dispon´ıvel. Ale´m disso, ha´ a neces-
sidade de se incorporar ao processo de agrupamento a presenc¸a da correlac¸a˜o entre
pontos no tempo, caracter´ıstica inerente aos estudos longitudinais. Por todos esses
motivos, faltava na literatura um procedimento que fosse capaz de agrupar dados
HDLLSS de maneira eficaz.
Com o intuito de preencher essa lacuna, von Borries (2008) desenvolveu um algo-
ritmo, denominado PPCLUSTEL, que utiliza como medida de similaridade o p-valor
resultante de um teste de auseˆncia de efeito simples de n´ıveis de fatores em um de-
lineamento fatorial. Esse procedimento e´ indicado quando a estrutura dos dados
apresenta um elevado nu´mero de varia´ves e nu´mero fixo de pontos no tempo.
Em 2008, Wang desenvolveu um algoritmo de agrupamento similar ao PPCLUSTEL,
denominado PCLUST, mas indicado quando a estrutura dos dados apresenta grande
nu´mero de pontos no tempo e nu´mero fixo de varia´veis. Diferentemente do PP-
CLUSTEL, que e´ baseado nos valores originais dos dados, o teste de hipo´tese presente
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no PCLUST utiliza os postos dos valores dos dados.
Em von Borries & Wang (2009) foi apresentado um algoritmo, denominado PP-
CLUST, destinado a agrupar varia´veis em uma estrutura de dados superdimensionada
e com amostras pequenas. Esse algoritmo tambe´m utiliza os postos dos valores dos
dados e apresenta uma construc¸a˜o teo´rica semelhante ao algoritmo PPCLUSTEL, o
que sugere a possibilidade de estender o PPCLUST para uma versa˜o a ser utilizada
em dados superdimensionados, longitudinais e com amostras pequenas. Desta forma,
este trabalho apresenta dois novos algoritmos na literatura: o PPCLUSTEL - R,
versa˜o baseada em postos do PPCLUSTEL, e o PPCLUSTEL - M, uma adaptac¸a˜o
do PCLUST. Por serem baseados em postos, tanto o PPCLUSTEL - R quanto o
PPCLUSTEL - M possuem a propriedade de serem invariantes a transformac¸o˜es
mono´tonas2, como as transformac¸o˜es logar´ıtmica e exponencial. O PPCLUSTEL -
M e´ um procedimento que agrega o teste de hipo´tese presente no PCLUST (grande
nu´mero de pontos no tempo e nu´mero fixo de varia´veis) com o algoritmo de agrupa-
mento baseado em partic¸o˜es presente no PPCLUSTEL.
Os algoritmos apresentados permitem agrupar varia´veis que se comportam de
maneira semelhante ao longo do tempo. A ideia ba´sica de todos os procedimentos e´
agrupar as varia´veis do sistema de tal forma que, ao final do procedimento, a variaˆncia
para cada ponto no tempo seja grande entre grupos distintos e seja pequena dentro
de um mesmo grupo. Para este fim, sera´ utilizada no processo de agrupamento a
metodologia de Ana´lise de Variaˆncia (ANOVA) com delineamento fatorial e medidas
repetidas no tempo.
Tendo em vista a necessidade de se obter um estimador consistente para a matriz
de covariaˆncias da estrutura temporal dos dados e a dificuldade na realizac¸a˜o de tal
estimac¸a˜o quando o tamanho amostral e´ reduzido, sa˜o sugeridas treˆs variac¸o˜es dos
algoritmos PPCLUSTEL, PPCLUSTEL - R e PPCLUSTEL - M que fornecem uma
soluc¸a˜o alternativa para os problemas citados. A discussa˜o do problema da estimac¸a˜o
da matriz de covariaˆncias tem um papel de destaque neste trabalho. Sa˜o propostas
diferentes formas de sua estimac¸a˜o, e apresentadas as suposic¸o˜es e restric¸o˜es inerentes
a cada escolha poss´ıvel.
2Sa˜o transformac¸o˜es que preservam a ordem das observac¸o˜es.
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Como forma de testar a efica´cia dos testes de hipo´tese presentes nos algoritmos
PPCLUSTEL e PPCLUSTEL-R, sera˜o realizadas simulac¸o˜es do erro do tipo I e curvas
de poder considerando-se os seguintes cena´rios:
Estrutura dos dados: Sa˜o consideradas diferentes situac¸o˜es para o nu´mero de varia´veis,
pontos no tempo e observac¸o˜es;
Distribuic¸a˜o dos dados: Cauda leve (normal multivariada), assime´trica (log-normal
multivariada) e cauda pesada (tν=10 de student multivariada);
Estimac¸a˜o de Σ: Sa˜o sugeridas duas formas de estimac¸a˜o da estrutura de variaˆncia e
covariaˆncia (Σ e Σi).
A estrutura deste trabalho esta´ dividida da seguinte maneira: no Cap´ıtulo 2, e´
realizada uma revisa˜o de literatura das principais te´cnicas que teˆm sido utilizadas para
agrupar dados HDLLSS. No Cap´ıtulo 3, sa˜o apresentados e avaliados por simulac¸o˜es
os testes presentes nos algoritmos PPCLUSTEL, PPCLUSTEL-R e PPCLUSTEL-
M. No Cap´ıtulo 4, esses algoritmos sa˜o avaliados em dados simulados e aplicados em
dados de expressa˜o geˆnica e de sinais ele´tricos do ce´rebro. Finalmente, no Cap´ıtulo 5,




Neste cap´ıtulo, sera´ feita uma revisa˜o das principais te´cnicas estat´ısticas que teˆm
sido utilizadas para agrupar dados HDLLSS nas a´reas de gene´tica - especificamente
em ana´lise de dados de expressa˜o geˆnica - e de reconhecimento de padro˜es (pattern
recognition) em dados de sinais ele´tricos do ce´rebro. Na sec¸a˜o 2.1, e´ feita uma breve
revisa˜o das classes mais tradicionais de algoritmos de agrupamento. O objetivo e´
dar ao leitor uma visa˜o geral dos problemas que ocorrem ao se aplicar as te´cnicas
tradicionais de agrupamento em dados HDLLSS. Na sec¸a˜o 2.2, e´ apresentada uma
medida que mensura a qualidade de um agrupamento, o ARI (Adjusted Rand Index ).
Essa medida sera´ utilizada nas simulac¸o˜es deste trabalho.
Ana´lise de Microarranjo
Uma aplicac¸a˜o que tem tido bastante destaque na literatura de biotecnologia e´ a
ana´lise de dados de expressa˜o geˆnica, ou, simplesmente, ana´lise de microarranjo.
Inicialmente, um gene pode ser definido como sendo um segmento da mole´cula de
DNA, cuja sequeˆncia possui toda informac¸a˜o necessa´ria para a s´ıntese de prote´ına.
As prote´ınas, por sua vez, sa˜o as unidades que formam componentes estruturais,
tecidos e enzimas necessa´rias para as reac¸o˜es bioqu´ımicas ba´sicas de um organismo.
Cada mole´cula de DNA conte´m uma grande quantidade de genes. Estima-se que o
genoma humano possua por volta de 30 mil genes.
As instruc¸o˜es para a codificac¸a˜o de prote´ınas contidas nos genes sa˜o transmitidas
indiretamente atrave´s do a´cido ribonucleico mensageiro (mRNA), uma mole´cula in-
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termedia´ria similar ao DNA, pore´m possuidora de apenas uma fita. Em laborato´rio,
o mRNA pode ser isolado e usado como molde para sintetizar o DNA complementar
(cDNA), que e´ em geral usado para localizar genes em um mapa cromossoˆmico. Desta
forma, a tecnologia de microarranjo permite o monitoramento simultaˆneo da ativi-
dade estimada de milhares de transcritos (sequeˆncias de RNA) via quantificac¸a˜o de
mRNA. A maior parte dos transcritos correspondem a sequeˆncias integrantes de genes
conhecidos, por isso, essas quantidades, apo´s normalizac¸o˜es e processos de controle de
qualidade, sa˜o tambe´m conhecidas como expresso˜es geˆnicas. Detalhes da metodologia
desses estudos podem ser encontrados em Human Genome Program (2003), Allison
et al. (2006) e em Carvalho (2008).
Basicamente, a tecnologia de microarranjo pode ser utilizada em estudos transver-
sais ou longitudinais no tempo. Em estudos transversais, sa˜o estimadas as expresso˜es
de milhares de transcritos em um u´nico ponto no tempo. Tais dados possuem a
caracter´ıstica de serem superdimensionados (considera-se cada transcrito como uma
varia´vel) e com poucas repetic¸o˜es, por limitac¸o˜es de tempo e custo. Em estudos lon-
gitudinais, ale´m de se ter dados superdimensionados e com poucas repetic¸o˜es, ainda
ha´ que se considerar uma estrutura temporal nos dados, o que aumenta consideravel-
mente o n´ıvel de complexidade das ana´lises estat´ısticas.
O estudo de dados provenientes de microarranjo vem permitindo aos cientistas
entender os mecanismos biolo´gicos de diversos organismos com um n´ıvel de detalha-
mento que nunca fora poss´ıvel. Alguns trabalhos que utilizaram com eˆxito a tecnologia
de microarranjo incluem a determinac¸a˜o do ciclo celular de fungos (Gillespie et al.,
2010) e a indentificac¸a˜o de genes causadores da leucemia aguda (Yi et al., 2009),
linfoma (Alizadeh et al., 2000), caˆncer de mama (Perou et al., 1999), entre outros.
Uma das te´cnicas estat´ısticas que teˆm sido empregadas com grande frequeˆncia
nessa a´rea e´ a Ana´lise de Agrupamento. O principal objetivo da aplicac¸a˜o de te´cnicas
de agrupamento em dados de microarranjo consiste em descobrir os grupos de genes
envolvidos em determinados processos biolo´gicos de um organismo, pois isso fornece
aos geneticistas o insumo necessa´rio para que eles conhec¸am as relac¸o˜es existentes
entre os genes. Em geral, genes que sa˜o relacionados reagem de forma semelhante
quando submetidos a determinado est´ımulo e espera-se que a te´cnica de agrupamento
seja capaz de discernir genes com reac¸o˜es distintas e agrupar os que possuam func¸o˜es
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similares em determinado processo biolo´gico.
As te´cnicas de agrupamento tradicionais (k-means, te´cnicas hiera´rquicas, mapas
auto-organiza´veis e te´cnicas difusas - fuzzy) teˆm sido frequentemente utilizadas em
ana´lise de dados genoˆmicos. Entretanto, esses algoritmos ignoram a correlac¸a˜o tem-
poral dos dados, e, ale´m disso, requerem a pre´-especificac¸a˜o do nu´mero de grupos
existentes. Alguns trabalhos recentes que teˆm considerado a correlac¸a˜o entre pontos
no tempo incluem te´cnicas como: me´todos de suavizac¸a˜o (Ma et al., 2006; Storey
et al., 2005; Serban & Wasserman, 2005; Liu & Yang, 2009); me´todos bayesianos de
agrupamento (Ramoni et al., 2002; Ma et al., 2008) e modelos baseados em misturas
de distribuic¸o˜es (Fraley & Raftery, 2002; McNicholas & Murphy, 2010).
Os me´todos bayesianos de agrupamento sa˜o baseados em modelos autorregressivos
e requerem estacionariedade e a validade da propriedade de Markov (Wang et al.,
2008), o que geralmente na˜o ocorre na pra´tica. Ale´m disso, modelos autorregressivos
requerem que o nu´mero de pontos no tempo seja muito grande, e isso tambe´m na˜o
se verifica em dados de microarranjo por limitac¸o˜es de custo, conforme mencionado
anteriormente.
Alguns procedimentos que apresentam bons resultados na literatura se baseiam
na modelagem de misturas de distribuic¸o˜es normais aos dados. No Cap´ıtulo 4, sera´
apresentado um algoritmo, desenvolvido por Fraley & Raftery (2006), que utiliza esse
tipo de metodologia. Esse algoritmo, denominado MCLUST, incorpora va´rias formas
diferentes para a estrutura de correlac¸a˜o temporal dos dados e estima o nu´mero de
grupos automaticamente utilizando o Crite´rio de Informac¸a˜o de Bayes (BIC1). O
contraponto desse tipo de procedimento e´ que a qualidade do agrupamento depende
fortemente da normalidade dos dados, suposic¸a˜o dif´ıcil de ser satisfeita em casos reais.
Outro interesse dos pesquisadores em experimentos com microarranjo longitudi-
nal e´ indentificar os genes responsa´veis pelo ciclo celular dos organismos. De acordo
com os geneticistas, espera-se que as expresso˜es de tais genes tenham um comporta-
mento perio´dico, acompanhando o processo biolo´gico de uma etapa do ciclo celular.
Os estudos provenientes desse tipo de interesse sa˜o conhecidos pela literatura como
Ana´lise de Dados Funcionais (Functional Data Analysis)2. Em Wang et al. (2008),
1Sigla da expressa˜o em ingleˆs: Bayesian Information Criterion.
2Tambe´m e´ poss´ıvel encontrar a nomenclatura: Dados de Ciclo Celular (Cell Cicle Data).
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por exemplo, os autores observaram o comportamento gene´tico de uma planta, ao
longo do tempo, sob diferentes condic¸o˜es de estresse (frio e calor, secura e umidade)
e aplicaram o agrupamento para identificar os genes reponsa´veis pelas alterac¸o˜es das
expresso˜es geˆnicas ocorridas pelos diferentes est´ımulos que foram aplicados.
Dessa forma, os algoritmos desenvolvidos para agrupar dados funcionais precisam
considerar a natureza c´ıclica das curvas que sera˜o agrupadas. Uma das te´cnicas mais
utilizadas para esse propo´sito envolve a ana´lise de se´ries de Fourier (Kim & Kim,
2008). Entretanto, a principal falha dos algoritmos baseados em se´ries de Fourier
para agrupar dados esta´ em ignorar a dependeˆncia temporal dos dados, que e´ uma
das caracter´ısticas desse tipo de experimento. Em uma abordagem diferente, Ma
& Zhong (2008) ajustaram um modelo linear de efeitos mistos aos dados e usaram
um algoritmo que seleciona os grupos com base na diferenc¸a em relac¸a˜o a` me´dia do
modelo ajustado. Os efeitos aleato´rios foram utilizados para incorporar a correlac¸a˜o
temporal dos dados. Os autores relatam que o me´todo apresentou bons resultados
quando os grupos diferiam apenas com relac¸a˜o a` sua me´dia, mas quando a estrutura
de covariaˆncia variava entre os grupos, enta˜o o algoritmo tornou-se insta´vel.
Grande parte dos algoritmos de agrupamento mencionados aloca todos os genes
em grupos. Entretanto, em estudos de microarranjo, alguns genes apresentam carac-
ter´ısticas que na˜o sa˜o relacionadas a nenhum grupo espec´ıfico3 e se esses genes forem
erroneamente alocados em algum grupo, enta˜o o seu padra˜o de expressa˜o gene´tico
pode ficar prejudicado (Tsai & Qu, 2008). Uma das caracter´ısticas dos algoritmos
apresentados neste trabalho e´ a poss´ıvel detecc¸a˜o de genes espora´dicos, o que per-
mite que sejam formados apenas os grupos com padra˜o de expressa˜o geˆnico mais
homogeˆneo.
Diferentemente do que ocorre com os demais me´todos existentes na literatura,
as medidas de similaridade dos algoritmos PPCLUSTEL-R e PPCLUSTEL - M sa˜o
invariantes a transformac¸o˜es mono´tonas nos dados. Portanto, o agrupamento aplicado
em dados com valores originais ou log transformados na˜o se altera. Tambe´m na˜o ha´
qualquer suposic¸a˜o sobre a distribuic¸a˜o dos dados, o que o caracteriza como um
procedimento na˜o-parame´trico e invariante a transformac¸o˜es mono´tonas nos dados.
3Sa˜o conhecidos pela literatura como genes espora´dicos (sporadic genes).
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No entanto, a maior vantagem dos algoritmos apresentados e´ que eles sa˜o destinados a
captar as alterac¸o˜es com relac¸a˜o a` distribuic¸a˜o dos grupos amostrais, na˜o se limitando
a variac¸o˜es apenas com relac¸a˜o a` me´dia dos dados, como acontece na maioria dos
me´todos existentes. Isso e´ poss´ıvel pelo fato de a matriz de covariaˆncias dos dados
ser estimada para cada fator, ou para cada grupo, conforme sera´ visto no pro´ximo
cap´ıtulo.
Ana´lise de Dados de Sinais Ele´tricos do Ce´rebro
A eletroencefalografia e´ o estudo do registro gra´fico dos potenciais ele´tricos produzidos
pelo ence´falo, e o exame por meio do qual esses registros sa˜o captados e´ chamado
de eletroencefalograma (EEG). As correntes ele´tricas produzidas pelo ce´rebro sa˜o
captadas atrave´s de eletrodos, os quais sa˜o aplicados no couro cabeludo, na superf´ıcie
encefa´lica, ou ate´ mesmo dentro da substaˆncia encefa´lica.
A ana´lise de dados de EEG teve in´ıcio na de´cada de 30 com os nota´veis tra-
balhos do cientista alema˜o Hans Berger4 (1929) e, desde enta˜o, as metodologias de
diagno´stico e previsa˜o de doenc¸as como epilepsia, encefalites e distu´rbios metabo´licos
por meio do exame de EEG melhoraram consideravelmente. No passado, a inter-
pretac¸a˜o do EEG era limitada a` inspec¸a˜o visual realizada por um neurologista que,
baseado em informac¸o˜es pre´vias do paciente, tentava verificar anormalidades no re-
sultado do exame e efetuar o diagno´stico. Atualmente, com o avanc¸o da tecnolo-
gia computacional e dos me´todos estat´ısticos, e´ poss´ıvel quantificar as mudanc¸as de
padro˜es dos dados de EEG com maior precisa˜o e confiabilidade.
No aˆmbito das pesquisas com dados de EEG, o estudo de sinais ele´tricos do ce´rebro
em portadores de epilepsia e´ uma das a´reas que mais teˆm tido publicac¸o˜es nos u´ltimos
anos. Os cientistas buscam, nesses casos, uma metodologia capaz de diagnosticar
a doenc¸a, monitora´-la e, principalmente, prever a ocorreˆncia de novos ataques. O
processo de ana´lise de sinais de EEG segue uma sequeˆncia de etapas, conforme o
disposto na Figura 2.1, cujo objetivo principal e´ classificar o sinal em categorias de
interesse. Como em casos de epilepsia o interesse maior e´ prever a ocorreˆncia de
ataques, enta˜o as categorias de classificac¸a˜o sa˜o: EEG normal e EEG em condic¸a˜o de
4Hans Berger (1873-1941) foi um psiquiatra reconhecido por obter a primeira imagem gra´fica das





x = {x1, x2, . . . , xn}
Ferramenta de Selec¸a˜o
x′ = {x1, x2, . . . , xm}
onde m < n
Classificac¸a˜o
Resultado
Figura 2.1: Os esta´gios ba´sicos que envolvem um sistema de classificac¸a˜o de sinais de
EEG.
Na etapa de pre´-processamento, o sinal original passa por filtros para reduzir a
quantidade de ru´ıdo resultante de interfereˆncias externas e internas (equipamento,
eletrodos, etc.) ao experimento. Para explicar as te´cnicas utilizadas na etapa de
extrac¸a˜o e´ necessa´rio compreender alguns conceitos de se´ries temporais. Uma se´rie
de tempo5 pode ser caracterizada sob dois pontos de vista distintos: um considerando
as informac¸o˜es contidas no domı´nio de tempo e outro no domı´nio de frequeˆncia (Cryer
& Chan, 2009) dessa se´rie. Por exemplo, o estudo das propriedades de autocorrelac¸a˜o
de uma se´rie faz parte do seu domı´nio de tempo. Sa˜o exemplos de te´cnicas destinadas
a analisar dados nesse domı´nio, os tradicionais modelos de ana´lise de se´ries temporais
descritas por Box & Jenkins (1976), como os modelos autorregressivos, integrados,
de me´dias-mo´veis (ARIMA).
5Tambe´m sera´ utilizada a nomenclatura de sinal, que sa˜o medic¸o˜es do potencial ele´trico de uma
unidade de estudo durante um determinado per´ıodo, como os sinais de EEG.
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De forma ana´loga, as te´cnicas que decorrem do estudo das propriedades de frequeˆncia
de uma se´rie de tempo fazem parte do seu domı´nio de frequeˆncia. O objetivo dessas
te´cnicas e´ decompor o sinal em bandas de frequeˆncia minimizando a perda da in-
formac¸a˜o contida no sinal original. A transformada de Fourier e´ um exemplo de uma
te´cnica utilizada para esse propo´sito, onde a transformada possibilita transitar entre
os domı´nios de tempo e frequeˆncia de uma se´rie. A desvantagem desse me´todo e´ que
ao transitar do domı´nio de tempo para o domı´nio de frequeˆncia, perde-se qualquer
informac¸a˜o referente ao domı´nio do tempo. Ale´m disso, essa transformac¸a˜o e´ indicada
apenas quando as se´ries sa˜o estaciona´rias (Subasi & Gursoy, 2010). A transformada
de ondaletas (wavelets) e´ uma te´cnica que preserva tanto a informac¸a˜o do domı´nio
de tempo, quanto a do domı´nio de frequeˆncias, ale´m de ser indicada quando a se´rie
na˜o suporta a condic¸a˜o de estacionariedade, como e´ o caso em EEG (Ocak, 2009). A
ana´lise do domı´nio de frequeˆncias de uma se´rie temporal (ana´lise espectral) e´ muito
utilizada em a´reas como econometria, acu´stica, engenharia de comunicac¸a˜o e cieˆncias
biome´dicas.
Pelos motivos expostos, na etapa de extrac¸a˜o dos dados, os autores geralmente
utilizam a transformac¸a˜o de ondaletas nos dados para decompor o sinal em diferentes
sub-bandas de frequeˆncia, facilitando o processo de classificac¸a˜o. A aplicac¸a˜o da
transformada de ondaletas produz como sa´ıda um conjunto de coeficientes para cada
sub-banda de frequeˆncia. Esses coeficientes sa˜o chamados de vetores caracter´ısticos
de um determinado sinal. Outra etapa presente em alguns trabalhos e´ a selec¸a˜o,
onde o objetivo e´ reduzir a dimensa˜o dos vetores caracter´ısticos que sera˜o utilizados
na classificac¸a˜o. Essa reduc¸a˜o de dimensa˜o visa amenizar poss´ıveis redundaˆncias
causadas pelo excesso de varia´veis e para reduzir o tempo de processamento.
Os principais classificadores encontrados na literatura sa˜o os me´todos que derivam
de redes neurais artificiais (RNA), como o me´todo MLPNN6 (Orhan et al., 2011;
U¨beyli, 2009a, 2009b), o sistema de infereˆncia neuro-fuzzy (Guler & Ubeyli, 2005),
rede neural com func¸a˜o base radial (Aslan et al., 2008), o me´todo LVQ7 (Ocak,
2009), entre outros. Uma restric¸a˜o dos me´todos baseados em redes neurais artificiais
e´ que o desempenho desse tipo de abordagem depende demasiadamente da te´cnica
6Multilayer Perceptron Neural Network
7Learning Vector Quantization
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utilizada para extrair e reduzir a dimensa˜o dos vetores caracter´ısticos e do tamanho
da amostra de treinamento. Ma´quinas de suporte vetorial (Subasi & Gursoy, 2010;
Coutinho, 2011) e me´todos de suavizac¸a˜o (Kim et al., 2010) tambe´m sa˜o encontrados
com frequeˆncia na literatura. U¨beyli (2009) comparou o desempenho dos me´todos
baseados em redes neurais mais utilizados na literatura. Baseado nos resultados das
comparac¸o˜es, o autor recomenda a utilizac¸a˜o de ma´quinas de suporte vetorial para
classificar sinais de EEG em epile´pticos.
Neste trabalho, a classificac¸a˜o de um sinal de EEG sera´ baseada nos grupos for-
mados pelos algoritmos de agrupamento que sera˜o apresentados. Em um primeiro
momento, o me´todo consiste em aplicar o algoritmo de agrupamento em um conjunto
de sinais de EEG. Supondo que o procedimento aplicado seja eficaz em detectar o
real padra˜o de grupos existentes na populac¸a˜o, enta˜o e´ poss´ıvel classificar um sinal
desconhecido em alguns dos grupos formados, apenas repetindo o procedimento de
agrupamento no conjunto de sinais de treinamento da etapa anterior, mas agora acres-
centado o sinal desconhecido. A utilizac¸a˜o da ana´lise de agrupamento para classificar
sinais de EEG limita-se na literatura a` etapa de reduc¸a˜o de dimensa˜o do vetor carac-
ter´ıstico, conforme realizado por Orhan et al. (2011), onde o autor utiliza o algoritmo
k-me´dias nos coeficientes da transformada de ondaletas.
2.1 Me´todos Tradicionais de Agrupamento
A ana´lise de agrupamento consiste em um conjunto de te´cnicas explorato´rias que
desempenha um importante papel na compreensa˜o de estruturas multivariadas de
dados. Parte dessa compreensa˜o ocorre por meio da identificac¸a˜o de grupos e padro˜es
de comportamento das varia´veis ou das observac¸o˜es em estudo.
As aplicac¸o˜es de agrupamento teˆm espac¸o em diversas a´reas, tais como: nas
cieˆncias da vida (ex: biologia, zoologia); nas cieˆncias sociais (ex: oncologia, soci-
ologia, arqueologia); nas cieˆncias me´dicas (psiquiatria, patologia); nas cieˆncias da
Terra (ex: geografia, geologia) e em muitos campos da engenharia (Anderberg, 1973).
Ta˜o diversos quanto as aplicac¸o˜es que o agrupamento possui sa˜o os objetivos sob os
quais os pesquisadores utilizam essa te´cnica. Segundo Theodoridis & Koutroumbas
(2009), existem quatro diretrizes ba´sicas nas quais esse tipo de ana´lise e´ utilizada.
22
Sa˜o elas:
Reduc¸a˜o dos dados: em muitos casos, a quantidade de dados dispon´ıveis, N , e´ muito
grande, o que torna sua ana´lise e processamento dif´ıceis. Nesses casos, a ana´lise
de agrupamento pode ser utilizada para agrupar os dados em um nu´mero repre-
sentativo de grupos, m (<< N), e definir esses grupos como as novas unidades
amostrais dos dados.
Estabelecimento de hipo´teses: o usua´rio na˜o possui um conhecimento pre´vio sobre
os dados e aplica o agrupamento para verificar padro˜es nos dados e sugerir
hipo´teses de interesse. Essa e´ a ideia de se aplicar a ana´lise de agrupamento em
dados de microarranjo longitudinais, ou seja, aplicar uma te´cnica explorato´ria
que permita encontrar padro˜es de comportamento geˆnico ao longo do tempo.
Testes de hipo´tese: o agrupamento e´ utilizado para verificac¸a˜o da validade de hipo´teses
espec´ıficas. Considere, por exemplo, a seguinte hipo´tese: “Profissionais mais
bem remunerados falam mais de uma l´ıngua estrangeira”. Aplicando-se a ana´lise
de agrupamento em um conjunto de dados representativo de trabalhadores e´
uma forma de verificar a veracidade dessa hipo´tese. Suponhamos que essa base
de dados contenha informac¸o˜es sobre a remunerac¸a˜o, proficieˆncia em mais de
uma l´ıngua estrangeira e faixa eta´ria, por exemplo. Se apo´s a aplicac¸a˜o do
algoritmo de agrupamento, um grupo for formado pelos profissionais com uma
maior remunerac¸a˜o e que falam mais de uma l´ıngua (independentemente da sua
faixa eta´ria), enta˜o a hipo´tese foi validada pela ana´lise de agrupamento.
Classificac¸a˜o baseada nos grupos: o agrupamento e´ realizado em um conjunto de da-
dos e espera-se que os grupos formados tenham as caracter´ısticas dos quais
eles provieram. Dessa forma, caso se queira classificar um padra˜o desconhe-
cido, enta˜o basta determinar em qual grupo ele teria mais chance de pertencer.
Uma a´rea que utiliza essa ide´ia de maneira intensiva e´ em reconhecimento de
padro˜es (Pattern Recognition). Em uma das aplicac¸o˜es deste trabalho, utiliza-se
a ana´lise de agrupamento para classificar sinais de eletroencefalograma (EEG)
seguindo a metodologia citada.
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As te´cnicas de agrupamento tradicionais podem ser classificadas de acordo com
a Figura 2.2. Basicamente, essas te´cnicas dividem-se entre procedimentos so´lidos
(hard) e difusos (fuzzy). A principal diferenc¸a entre elas e´ que, enquanto os proce-
dimentos so´lidos particionam a populac¸a˜o em grupos disjuntos, onde cada elemento
pertence somente a um grupo, as te´cnicas difusas podem alocar objetos em mais
de um grupo poss´ıvel, formando grupos com objetos em comum. Os procedimen-
tos so´lidos, por sua vez, podem ser classificados em me´todos baseados em partic¸a˜o
e me´todos hiera´rquicos. Os primeiros buscam dividir de maneira o´tima os objetos a
serem alocados em um nu´mero fixo de grupos, enquanto que as te´cnicas hiera´rquicas,
como o pro´prio nome sugere, seguem um processo onde os grupos formados em uma
etapa do algoritmo dependem dos grupos formados na etapa anterior. Esse processo
pode ocorrer ainda de forma divisiva (algoritmo inicia-se como um u´nico grupo) ou














Figura 2.2: Diagrama dos algoritmos de agrupamento
Na sec¸o˜es 2.1.1 a 2.1.3 sera´ feita uma breve descric¸a˜o dos algoritmos mostrados na
Figura 2.2. Na sec¸a˜o 2.2, e´ apresentada uma medida de qualidade de um agrupamento,
chamada ARI (Adjusted Rand Index ), que sera´ utilizada nas simulac¸o˜es dos cap´ıtulos
posteriores.
2.1.1 Te´cnicas hiera´rquicas
As te´cnicas de agrupamento hiera´rquicas podem ser classificadas em aglomerativas
ou divisivas. Te´cnicas hiera´rquicas divisivas partem do princ´ıpio de que todos os
elementos pertencem a um grupo e, no decorrer do processo, esses elementos sa˜o
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separados de acordo com suas dissimilaridades, de modo que o processo seja finalizado
quando cada elemento representa um conglomerado. Logo, se tivermos n elementos
no in´ıcio do processo, no final teremos n conglomerados.
Te´cnicas hiera´rquicas aglomerativas partem do pressuposto inverso. Inicialmente,
cada elemento representa um conglomerado e, a` medida que o processo de agrupa-
mento se desenvolve, os elementos va˜o sendo agrupados ate´ que todos os elementos
estejam em um u´nico conglomerado (cluster).
Em cada passo do algoritmo de agrupamento, os pares de elementos mais simi-
lares formam um novo conglomerado, de modo que apenas um novo conglomerado
e´ formado em cada esta´gio. A propriedade da hierarquia e´ observada no processo
porque cada novo conglomerado e´ um agrupamento de conglomerados formados an-
teriormente. Note que, uma vez unidos em um esta´gio do processo, dois elementos
permanecera˜o no mesmo conglomerado em todos os esta´gios subsequentes.
Pelo fato de o processo parar quando ha´ apenas um conglomerado contendo todos
os elementos, no caso aglomerativo, ou cada elemento compor um conglomerado, no
caso divisivo, a escolha do nu´mero final de grupos e´ muitas vezes subjetiva. Exemplos
de te´cnicas hiera´rquicas:
Ligac¸a˜o Simples: a dissimilaridade entre dois grupos e´ expressa pela distaˆncia entre
os dois vizinhos mais pro´ximos. Vizinhos, aqui, sa˜o elementos pertencentes a
conglomerados diferentes;
Ligac¸a˜o Completa: a dissimilaridade entre grupos e´ expressa pela distaˆncia entre os
vizinhos mais distantes, ao contra´rio da Ligac¸a˜o Simples.
Me´todo da Me´dia das Distaˆncias: a dissimilaridade entre grupos e´ definida pela me´dia
das distaˆncias entre os pares de vizinhos.
Me´todo de Ward: este me´todo visa minimizar a perda de informac¸a˜o que ocorre ao
juntar dois grupos. A perda de informac¸a˜o pode ser representada como um
aumento da Soma dos Quadrados dos Erros (SQE), sendo o erro definido como














onde ni e´ o nu´mero de elementos no i- e´simo grupo. Em cada esta´gio do pro-
cesso, considera-se todos os pares de grupos poss´ıveis, e a combinac¸a˜o escolhida
e´ a que resulta no menor acre´scimo de SQE ocorrido.
Me´todo do Centro´ide: a distaˆncia entre os grupos e´ definida pela distaˆncia entre os
centro´ides dos grupos que esta˜o sendo comparados. Centro´ide e´ o ponto cujos
componentes formam o vetor de me´dias.
Seja Ck o centro´ide do -e´simo grupo, enta˜o
Ck =
X1 +X2 + . . .+Xm
m
, (2.2)







Figura 2.3: Dendograma aglomerativo obtido com o me´todo da me´dia das distaˆncias
(n = 50).
O gra´fico que exibe o andamento do processo de agrupamento hiera´rquico e´ o
Dendograma (Figura 2.3). Quando a amostra e´ maior que determinado valor, esse
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tipo de representac¸a˜o gra´fica apresenta problemas de visualizac¸a˜o. Reimann et al.
(2008) indicam um limite amostral de n < 100 para sua melhor visualizac¸a˜o.
Alguns algoritmos hiera´rquicos bastante utilizados sa˜o o AGNES (Aglomerative
Nesting) e o DIANA (Divisive Analysis). Ambos esta˜o dispon´ıveis no pacote CLUS-
TER do software R. Detalhes sobre esses algoritmos podem ser encontrados em Kauf-
man & Rousseeuw (1990).
Um dos principais problemas dos algoritmos hiera´rquicos e´ causado pelo fato de
que quando um objeto e´ erroneamente alocado em um determinado passo, ele na˜o po-
dera´ ser realocado em passos subsequentes. Ale´m disso, em agrupamentos de dados
superdimensionados, o grande nu´mero de comparac¸o˜es necessa´rias para dois obje-
tos formarem um grupo torna-os extremamente ineficientes em comparac¸a˜o a outros
me´todos.
2.1.2 Te´cnicas baseadas em partic¸a˜o
Te´cnicas de agrupamento baseadas em partic¸a˜o (partitional clustering methods) visam
agrupar elementos por meio de um processo mais flex´ıvel, no sentido de que um
item alocado inicialmente em um grupo possa ser realocado diversas vezes durante
o andamento do processo de agrupamento. Essa e´ a principal caracter´ıstica que o
difere dos me´todos hiera´rquicos, onde essa flexibilidade ao longo do processo na˜o e´
permitida.
Um dos algoritmos de partic¸a˜o mais utilizado e´ o k-me´dias (k-means). Proposto
por MacQueen (1967), esse me´todo consiste em dividir o conjunto de dados em k
subconjuntos disjuntos, dado que k e´ um valor previamente fornecido pelo usua´rio.
Obte´m-se, enta˜o, o vetor de me´dias (centro´ides) µˆi, onde i = 1, . . . , k e aloca-se cada
observac¸a˜o ao centro´ide mais pro´ximo. Geralmente, utiliza-se a distaˆncia euclidiana
para tal mensurac¸a˜o. O procedimento e´ repetido ate´ que na˜o haja rearranjos poss´ıveis.
Uma vantagem desse algoritmo e´ sua simplicidade, podendo suportar bases de
dados maiores do que as que sa˜o suportadas pelas te´cnicas hiera´rquicas. Entretanto,
como utiliza-se da me´dia amostral como medida para calcular os centro´ides, e´ dema-
siadamente afetado pela ocorreˆncia de pontos discrepantes. Outro ponto negativo e´
que o nu´mero de grupos deve ser previamente fixado, o que de certa forma limita sua
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aplicabilidade.
O algoritmo PAM (Partitioning Around Medoids) utiliza o mesmo processo do k-
me´dias, mas em vez de calcular as me´dias dos subconjuntos, ele procura por objetos
representativos, ou seja, objetos que possuam a menor dissimilaridade me´dia para
todos os outros objetos dentro de um mesmo proto´tipo de grupo. O fato de o PAM
na˜o utilizar as me´dias como centro´ides corrige a sensibilidade a pontos discrepantes
presente no k-me´dias.
O ponto negativo de ambos os algoritmos baseados em patic¸a˜o aqui descritos e´
que quando utilizados em bases de dados que possuem muitas varia´veis para serem
agrupadas, como em dados de EEG, tornam-se extremamente lentos devido ao nu´mero
de combinac¸o˜es poss´ıveis para k grupos dentre milhares de sinais ele´tricos do ce´rebro.
Um algoritmo que procura resolver esse problema e´ denominado CLARA (Clus-
tering Large Applications). Esse procedimento resume-se em dois passos ba´sicos.
Primeiramente, uma amostra aleato´ria simples e´ retirada dos dados e a ela aplica-se
o algoritmo PAM, obtendo-se, portanto, k objetos representativos. Enta˜o, cada ob-
jeto na˜o selecionado na amostra e´ alocado em um dos k objetos representativos a`quele
do qual esteja mais pro´ximo. Apo´s todos os elementos estarem alocados, obte´m-se
uma medida da qualidade do agrupamento calculando-se a distaˆncia me´dia entre to-
dos os objetos e seus respectivos objetos representativos. Depois de repetir todo esse
processo cinco vezes e´ escolhido o agrupamento em que foi obtido a menor distaˆncia
me´dia.
Kaufman & Rousseeuw (1990) e Theodoridis & Koutroumbas (2009) detalham
todos os algoritmos explicados nesta sec¸a˜o e apresentam ainda algumas variac¸o˜es
dos mesmos. Segundo von Borries (2008), simulac¸o˜es teˆm mostrado que tais me´todos
continuam sendo lentos quando aplicados em dados superdimensionados como aqueles
aos quais este trabalho se destina.
2.1.3 Te´cnicas difusas
Te´cnicas difusas (fuzzy) de agrupamento, ao contra´rio das te´cnicas so´lidas (hard), que
alocam os elementos no grupo mais pro´ximo de acordo com algum crite´rio (distaˆncia),
fornecem a probabilidade de o objeto pertencer a cada um dos grupos. A soma das
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probabilidades para cada objeto e´ igual a 1.
Assim como no me´todo das k-me´dias, e´ necessa´rio pre´-especificar o nu´mero de
grupos existentes nos dados. Em um banco de dados com n objetos a serem agrupados













• Vi e´ o proto´tipo (semente ou centro´ide ponderado) do grupo i, i = 1, . . . , g;
• λ > 1 e´ o paraˆmetro fuzzy ;
• pij e´ a probabilidade de que o elemento Xj pertenc¸a ao grupo cujo proto´tipo e´
Vi;
• d(.) e´ a distaˆncia escolhida pelo pesquisador (em geral, a distaˆncia euclidiana).




















O procedimento necessita das probabilidades pij iniciais e dos proto´tipos para dar
in´ıcio a`s iterac¸o˜es. De modo geral, cada valor inicial de pij e´ gerado por meio de uma
distribuic¸a˜o uniforme entre 0 e 1.
Conforme o algoritmo se desenvolve, essas probabilidades va˜o se alterando, bem
como os grupos determinados por cada proto´tipo, ate´ que a diferenc¸a entre duas
iteraco˜es sucessivas seja menor que um valor predeterminado pelo usua´rio.
E´ interessante utilizar te´cnicas difusas, portanto, quando ha´ suspeita de que alguns
objetos sa˜o similares para mais de um grupo, isto e´, esta˜o nas adjaceˆncias de dois ou
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mais grupos; ou ate´ mesmo se determinado elemento na˜o se assemelha a nenhum dos
grupos. Cabe, portanto, ao pesquisador decidir se aloca cada objeto no grupo em que
a probabilidade pij seja ma´xima ou se altera o nu´mero de grupos, por exemplo, para
diminuir a incerteza na classificac¸a˜o.
Infelizmente, os pacotes computacionais que implementam esse algoritmo, como o
FANNY (Fuzzy Analysis Clustering) do software R, tornam-se lentos e resultam em
comparac¸o˜es dif´ıceis de serem interpretadas quando aplicados em grandes bases de
dados, como no caso de dados de EEG.
2.2 Avaliac¸a˜o da Qualidade do Agrupamento
Nos u´ltimos 20 anos, o avanc¸o das tecnologias de processamento de dados foi acom-
panhado de um significativo aumento na quantidade e variedade de algoritmos de
agrupamento dispon´ıveis. Tais avanc¸os criaram a necessidade de se desenvolver me-
didas capazes de comparar o desempenho desses algoritmos e avaliar qual me´todo e´
o mais apropriado.
Os me´todos de avaliac¸a˜o da qualidade de um agrupamento dividem-se entre me-
didas internas e medidas externas. As medidas internas avaliam a variabilidade exis-
tente dentro de cada grupo e entre os grupos e sa˜o utilizadas quando na˜o se sabe a
correta estrutura dos grupos, como acontece em casos pra´ticos. Em estudos de si-
mulac¸a˜o, onde a correta estrutura dos grupos e´ conhecida, sa˜o utilizadas as chamadas
medidas externas.
Uma medida externa que sera´ extensivamente utilizada neste trabalho e´ o I´ndice
de Rand ajustado, ou simplemente ARI. Criada por Hubert & Arabie (1985), essa
medida e´ uma correc¸a˜o do RI (Rand Index, de Rand, 1971). O RI e´ uma medida que
assume valores entre 0 e 1, mas caso os grupos estejam aleatoriamente dispostos, seu
valor esperado na˜o e´ igual a 0. Essa limitac¸a˜o impede a comparac¸a˜o de conjuntos de
dados diferentes, uma vez que cada conjunto tera´ um respectivo valor esperado. Com
isso, o trabalho de Hubert & Arabie (1985) foi adaptar o RI para que este tenha o
valor esperado zero.
Para explicar como o ARI e´ constru´ıdo, considere, inicialmente, um conjunto
contendo todos os n objetos a serem agrupados, S = {O1, O2, . . . , On}, e suponha que
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R = {r1, r2, . . . , rk} e V = {v1, v2, . . . , vc} representem duas partic¸o˜es8 dos objetos de
S, de tal forma que ∪ki=1ri = S = ∪cj=1vj e ri ∩ ri′ = ∅ = vj ∩ vj′ para 1 ≤ i 6= i′ ≤ r
e 1 ≤ j 6= j ′ ≤ c. Em estudos de simulac¸a˜o, onde a real estrutura dos grupos e´
conhecida, a partic¸a˜o R representa os k grupos de refereˆncia que foram gerados no
estudo, e V representa a partic¸a˜o onde foram obtidos c grupos por meio de algum
algoritmo de agrupamento que se esteja interessado em estudar (k-me´dias, PAM,
etc.). A Tabela 2.1 de contingeˆncia mostra os elementos em comum em cada grupo
das duas partic¸o˜es em ana´lise.
Partic¸a˜o V
Grupo v1 v2 . . . vc Total
r1 n11 n12 . . . n1c n1.







rk nk1 nk2 . . . nkc nk.
Total n.1 n.2 . . . n.c n
Tabela 2.1: Comparac¸a˜o das partic¸o˜es R e V .
Na Tabela 2.1, o valor de entrada nij representa o nu´mero de objetos que foram
classificados tanto no grupo ri, como no grupo vj, com i = 1, . . . , k, j = 1, . . . , c e ni. =∑c
j=1, n.j =
∑k
i=1. Como forma de exemplificar a utilizac¸a˜o dessa tabela, considere
o seguinte conjunto S = {1, 2, 3, 4, 5, 6} contendo os 6 objetos a serem agrupados.
Agora, defina as partic¸o˜es R = {(1, 2, 3), (4, 5, 6)} e V = {(4, 5), (2, 6), (1, 3)}. A
Tabela 2.2 mostra a sobreposic¸a˜o de grupos dessas partic¸o˜es.
Do nu´mero total de combinac¸o˜es poss´ıveis dois a dois entre os n elementos do
conjunto S, podem existir quatro tipos diferentes de pares, sa˜o eles:
A - Par de objetos esta´ alocado no mesmo grupo em R e em V ;
B - Par de objetos esta´ alocado no mesmo grupo em R e em grupos diferentes em V ;
C - Par de objetos esta´ alocado no mesmo grupo em V e em grupos diferentes em R;
8Sa˜o subconjuntos disjuntos de um conjunto de dados qualquer.
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Partic¸a˜o V
Grupo v1 v2 v3 Total
R r1 0 1 2 3
r2 2 1 0 3
Total 2 2 2 6
Tabela 2.2: Exemplo de tabela de contingeˆncia utilizada para o ca´lculo do ARI.
D - Par de objetos esta´ alocado em grupos diferentes em R e em V ;
Essa decomposic¸a˜o das combinac¸o˜es dos pares de objetos conduz a uma repre-
sentac¸a˜o alternativa da Tabela 2.1, baseada nos valores A, B, C e D, conforme
mostra a Tabela 2.3.
Partic¸a˜o V
R
Par em um Par em
mesmo grupo grupos diferentes
Par em um mesmo grupo A B
Par em grupos diferentes C D
Tabela 2.3: Tabela de contingeˆncia 2× 2 simplificada.
Os valores das quatro ce´lulas da Tabela 2.3 podem ser calculados utilizando a
notac¸a˜o apresentada na tabela de contingeˆncia (Santos & Embrechts, 2009), de acordo





































− a− b− c. (2.6b)
Voltando ao exemplo, observe agora que os valores da tabela de contingeˆncia 2×2
sa˜o:
Ou seja, os dois pares que esta˜o em um mesmo grupo tanto em R quanto em V sa˜o




Par em um Par em
mesmo grupo grupos diferentes
Par em um mesmo grupo 2 4
Par em grupos diferentes 1 8
diferentes de V sa˜o B = {(1, 2), (2, 3), (4, 6), (5, 6)}, e assim por diante. O I´ndice de
Rand (RI) e´ calculado da seguinte forma:
RI =
A+D
A+ B + C +D
. (2.7)
Basicamente, como se pode perceber, essa medida se baseia no nu´mero de objetos
que foram alocados juntos e separados tanto em R quanto em V . Conforme citado
anteriormente, essa medida possui alguns problemas, o valor esperado do RI quando
sa˜o comparadas duas partic¸o˜es aleato´rias na˜o e´ igual a zero. Ale´m disso, o RI se
aproxima de 1 a` medida que o nu´mero de grupos das partic¸o˜es aumenta. Como forma




max (RI)− E(RI) , (2.8)
onde o valor esperado e´ calculado com base na distribuic¸a˜o hipergeome´trica gene-






(A+D)− [(A+ B)(A+ C) + (C +D)(B +D)](
n
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O ARI calculado para o exemplo desta sec¸a˜o foi igual a 0,24. Assim como o RI, a
medida em (2.10) varia entre 0 e 1, onde 1 indica que todos os objetos foram alocados
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corretamente e 0 indica que os elementos foram alocados de forma aleato´ria, ou seja,
que o agrupamento na˜o foi eficaz em detectar os grupos existentes na populac¸a˜o.
Milligan & Cooper (1986) realizaram um estudo onde diversos ı´ndices existentes
para comparac¸o˜es de duas partic¸o˜es dos dados foram avaliados. Os autores recomen-
dam fortemente o ARI como a medida que obteve os melhores resultados.
A macro SAS c© para calcular o ARI, implementada por von Borries (2008), foi
utilizada nas simulac¸o˜es deste trabalho.
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Cap´ıtulo 3
Agrupamento de Dados HDLLSS
com Base em p -Valores
3.1 Introduc¸a˜o
Suponhamos que se tenha observac¸o˜es de uma mistura de distribuic¸o˜es desconhecidas
e que um grupo seja formado por todas as observac¸o˜es geradas a partir de uma mesma
distribuic¸a˜o dessa mistura. As diferenc¸as entre os grupos podem ser percebidas por
meio de seus valores me´dios ou variaˆncias diferentes. Nos me´todos apresentados neste
cap´ıtulo, o problema de agrupamento e´ tratado como uma maneira de detectar uma
diferenc¸a significativa na distribuic¸a˜o das observac¸o˜es de cada mistura.
Considere Xijk ∼ Fij(x) representando a observac¸a˜o k da varia´vel i medida no
tempo j, onde i = 1, . . . , a, j = 1, . . . , b e k = 1, . . . , ni, com ni sendo o nu´mero de
replicac¸o˜es da varia´vel i. Neste trabalho, ni e´ assumido sempre pequeno. Os dados
observados podem ser vistos como uma matriz com elementos Xijk, conforme mostra
a Tabela 3.1. No presente estudo, sera´ tratado o problema de agrupar as varia´veis
desse tipo estrutura, considerando a→∞ com b fixo, e b→∞ com a fixo.
Para testar se os grupos sa˜o diferentes, basta verificar se as distribuic¸o˜es variam
entre os grupos em algum ponto no tempo. A hipo´tese em estudo pode ser definida
da seguinte forma:
H0 : Fij(x) = Bj(x), (3.1)
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para todo i = 1, . . . , a e j = 1, . . . , b.
Como forma de testar a hipo´tese (3.1), Wang (2004) desenvolveu um teste na˜o-
parame´trico equivalente, que e´ baseado em um modelo linear de ana´lise de variaˆncia
com delineamento fatorial. Esse procedimento e´ similar ao usual teste F de ana´lise de
variaˆncia, pore´m a peculiaridade e´ sua aplicac¸a˜o em dados com a estrutura HDLLSS.
A convergeˆncia assinto´tica da estat´ıstica desse teste ocorre quando b→∞ e o nu´mero
de varia´veis permanece fixo.
Seguindo a mesma ideia de testar homogeneidade de distribuic¸o˜es em dados super-
dimensionados, longitudinais e com amostra pequena, von Borries (2008) estendeu o
teste de Wang (2004) para o caso em que o nu´mero de varia´veis e´ alto (a→∞), mas
com o nu´mero de pontos no tempo fixo. Com o intuito de agrupar varia´veis em dados
que possuam a estrutura HDLLSS, von Borries (2008) desenvolveu um algoritmo que
utiliza o p-valor resultante desse teste de hipo´tese como medida de similaridade no
processo de agrupamento. Esse algoritmo, denominado PPCLUSTEL1, particiona
os dados sempre que o p-valor resultante do teste e´ menor que determinado limiar
(threshold) pre´-especificado pelo usua´rio.
Este trabalho propo˜e um novo me´todo na literatura, chamado de agora em diante
de PPCLUSTEL - M (do ingleˆs: modified). O PPCLUSTEL - M propo˜e utilizar
o p-valor do teste desenvolvido por Wang (2004) como medida de similaridade no
algoritmo de agrupamento baseado em partic¸o˜es de von Borries (2008). Com isso,
enquanto o PPCLUSTEL e´ indicado para agrupar dados com a → ∞, amostra pe-
quena e um nu´mero fixo de pontos no tempo; o PPCLUSTEL - M e´ indicado para
o caso oposto, no qual os dados possuam grande nu´mero de observac¸o˜es no tempo
(b→∞) e nu´mero fixo de varia´veis.
Uma vantagem do PPCLUSTEL - M em relac¸a˜o ao PPCLUSTEL e´ que o teste foi
desenvolvido para dados em postos e isso o permite ser invariante a transformac¸o˜es
mono´tonas. Com o intuito de fazer com que o PPCLUSTEL seja robusto a`s situac¸o˜es
em que os dados seguem distribuic¸o˜es assime´tricas, e´ proposta, ainda, uma versa˜o
baseada em postos do PPCLUSTEL, o PPCLUSTEL - R (do ingleˆs: ranked). O
PPCLUSTEL - M utiliza o p-valor do teste desenvolvido por Wang (2004) como




Observac¸a˜o t1 t2 . . . tb
1 1 X111 X121 . . . X1b1






n1 X11n1 X12n1 . . . X2bn1
2 1 X211 X221 . . . X2b1













a 1 Xa11 Xa21 . . . Xab1






na Xa1na Xa2na . . . Xabna
Tabela 3.1: Estrutura dos dados HDLLSS.
medida de similaridade no algoritmo de agrupamento baseado em partic¸o˜es de von
Borries (2. Portanto, percebe-se que tais procedimentos diferem entre si apenas com
relac¸a˜o a`s suas respectivas medidas de similaridade (representadas pelo p-valor), pois
eles compartilham o mesmo algoritmo de agrupamento.
Este cap´ıtulo esta´ dividido da seguinte maneira: O teste do PPCLUSTEL sera´
apresentado na Sec¸a˜o 3.2, onde suas propriedades sera˜o avaliadas, sob diferentes
condic¸o˜es, por meio de simulac¸o˜es do erro do tipo I e curvas de poder. Ainda nessa
sec¸a˜o, sa˜o feitas algumas considerac¸o˜es acerca das maneiras nas quais se calcula a ma-
triz de covariaˆncias da estrutura temporal dos dados (necessa´ria para se obter o p-valor
do teste). Na Sec¸a˜o 3.3, o teste presente no PPCLUSTEL-R tambe´m sera´ estudado
por simulac¸o˜es para verificar se a convergeˆncia assinto´tica do teste do PPCLUSTEL
continua va´lida com os dados originais sendo substitu´ıdos pelos seus respectivos pos-
tos. Na Sec¸a˜o 3.4, e´ apresentado o teste desenvolvido por Wang (2004) e e´ realizada
uma comparac¸a˜o do PPCLUSTEL - M com o me´todo de agrupamento proposto pela
37
autora, o PCLUST (Wang, 2008). Finalmente, na Sec¸a˜o 3.5, e´ apresentado o algo-
ritmo de agrupamento por partic¸a˜o que foi desenvolvido por von Borries (2008) e que
sera´ utilizado neste trabalho. A Tabela 3.2 mostra os algoritmos apresentados neste
cap´ıtulo.
Procedimento Dados Algoritmo Condic¸a˜o de Convergeˆncia
PPCLUSTEL Originais von Borries (2008) a→∞ e b fixo
PPCLUSTEL-R Postos von Borries (2008) a→∞ e b fixo
PCLUST Postos Wang (2008) b→∞ e a fixo
PPCLUSTEL-M Postos von Borries (2008) b→∞ e a fixo
Tabela 3.2: Caracter´ısticas dos algoritmos.
3.2 Estudo do Teste Presente no PPCLUSTEL ( b
fixo e a→∞)
Nesta sec¸a˜o e´ apresentado o teste desenvolvido por von Borries (2008), que fornecera´
a medida de similaridade do algoritmo de agrupamento PPCLUSTEL. Considere,
inicialmente, o problema de se ajustar aos valores de entrada da Tabela 3.1, denotado
por Xijk, o seguinte modelo
Xijk = µ+ αi + βj + γij + ǫijk, (3.2)
onde i = 1, . . . , a; j = 1, . . . , b; k = 1, . . . , ni com E(ǫijk) = 0 e Xijk ∼ Fij arbitra´rio.
Vale ressaltar a inexisteˆncia de qualquer tipo de restric¸a˜o quanto a` distribuic¸a˜o dos
dados. Portanto, percebe-se que as varia´veis da estrutura apresentada na Tabela 3.1
sera˜o representadas pelo i - e´simo n´ıvel do fator do modelo (3.2).
Uma vez definido o modelo a ser ajustado aos dados, enta˜o e´ poss´ıvel utilizar o
teste de auseˆncia de efeito simples de fator desse modelo como forma equivalente para
testar a hipo´tese 3.1. A hipo´tese na˜o-parame´trica de auseˆncia de efeito simples de
fator do modelo (3.2) pode ser escrita como
H0(φ) : φij = αi + γij = 0, para todo i e j. (3.3)
38








j=1 γij = 0 se faz ne-
cessa´ria. Dessa maneira, daqui por diante sera´ com base na hipo´tese 3.3 que testamos
a homogeneidade de distribuic¸o˜es ao longo do tempo.
Quanto a` estrutura de covariaˆncia dos dados, assuma que
cov(Xijk, Xi′j′k′) =

σijj′ se i = i
′, k = k′
0 se i 6= i′, k 6= k′,
(3.4)
o que implica que observac¸o˜es para o mesmo n´ıvel do fator e sujeito sa˜o correlaciona-
das, enquanto observac¸o˜es para n´ıveis e/ou diferentes sujeitos sa˜o na˜o correlacionadas.
Ou seja, a estrutura de covariaˆncia descreve somente o comportamento temporal dos
dados.






























onde N = b
∑a
i=1 ni.








(X¯ij. − X˜.j.)2, (3.6)











ni(ni − 1) . (3.7)
von Borries (2008) demonstra em seu trabalho que, sob a condic¸a˜o de que o nu´mero
de n´ıveis de fatores tende ao infinito (a→∞) e o nu´mero de pontos no tempo e´ fixo, a
distribuic¸a˜o amostral da estat´ıstica Fφ =
√
ab(MSϕ−MSE) converge em distribuic¸a˜o
para a distribuic¸a˜o gaussiana. O resultado e´ descrito pelo seguinte Teorema:
Teorema 3.1. (Teste de auseˆncia de efeito simples de um grupo de n´ıveis do fator.)
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Seja Xijk = µ+αi+βj+γij+ǫijk, onde µ e´ o efeito geral, αi, i = 1, . . . , a, o efeito
me´dio do fator, βj, j = 1, . . . , b; o efeito do ponto no tempo, γij o efeito interac¸a˜o
fator-tempo e ǫijk algum erro com distribuic¸a˜o arbitra´ria Fij, para todo k = 1, . . . , ni.
Seja tambe´m, H0(φ) : φij = αi + γij = 0 satisfeita. Se as observac¸o˜es Xijk teˆm
momento central finito (2+δ)(δ > 0), e o nu´mero de repetic¸o˜es e´ pequeno, com ni ≥ 2























3.2.1 A Estimac¸a˜o da Matriz Σ
Um aspecto importante deste trabalho e´ que, conforme sera´ verificado nas simulac¸o˜es
das pro´ximas sec¸o˜es, a qualidade do agrupamento esta´ diretamente relacionada a` cor-
reta estimac¸a˜o dos paraˆmetros de covariaˆncia da estrutura temporal do Modelo (3.2).
Isso acontece porque para se obter o p-valor do Teste (3.3) e´ necessa´rio estimar a
variaˆncia assinto´tica da estat´ıstica Fφ, ou seja, σ
2
ijj
′ para todo i 6= i′. Mas, como defi-
nido na Equac¸a˜o (3.4), cov(Xijk, Xi′j′k′) = σijj′ , o que significa que devemos estimar
o quadrado da matriz de covariaˆncias usual, elemento a elemento.







e σ4n(i), com i = 1, . . . , n, sendo calculado como σ
4
n, mas retirando-se a observac¸a˜o xi









De acordo com Pawitan (2001), o estimador (3.9) possui um vie´s menor que σ4n,




Omaior problema da estimac¸a˜o de σ2ijj′ e´ a limitac¸a˜o do nu´mero de replicac¸o˜es (ni)
dispon´ıveis para cada n´ıvel de fator, o que impossibilita a estimac¸a˜o precisa da matriz
de covariaˆncia. Para se ter uma ideia, com apenas 5 pontos no tempo e´ necessa´ria a
estimac¸a˜o de 15 paraˆmetros de covariaˆncia2.
Uma poss´ıvel soluc¸a˜o para esse problema e´ supor algumas condic¸o˜es sobre o com-
portamento dessa estrutura. Considerando que a estrutura de covariaˆncia temporal
seja a mesma em todos os n´ıveis de fatores, ou seja, σ1jj′ = σ2jj′ = . . . = σajj′ , enta˜o
e´ poss´ıvel utilizar todas as Na =
∑a
i=1 ni observac¸o˜es para estimar apenas uma u´nica
matriz σijj′ = σjj′ , ∀ i. Essa suposic¸a˜o resolve o problema do tamanho amostral, pois
como Na depende do nu´mero de n´ıveis de fator e que, por sua vez, e´ sempre um
nu´mero alto (a→∞), enta˜o ha´ a garantia de informac¸a˜o suficiente para a estimac¸a˜o
de σjj′ . Entretanto, cria-se um problema diferente, pois caso os grupos difiram entre
si com relac¸a˜o a` estrutura de covariaˆncia, enta˜o o algoritmo na˜o conseguira´ captar
tal diferenc¸a, uma vez que as estimativas foram fixadas para cada n´ıvel de fator.
Portanto, existem duas possibilidades para a maneira em que a estrutura de co-
variaˆncia se expressa nos dados: uma e´ essa estrutura ser diferente para cada fator,
implicando na estimac¸a˜o de a matrizes Σi (representac¸a˜o matricial de σˆijj′), e a outra
e´ a estrutura ser a mesma para todos os fatores, implicando na estimac¸a˜o de apenas
uma matriz Σ para todo o conjunto de dados. Vale lembrar que a matriz Σ representa
a estrutura temporal dos dados, portanto sua dimensa˜o e´ dada pelo nu´mero de pontos
no tempo (b).
Neste trabalho, considera-se ambas as possibilidades em todas as etapas de ava-
liac¸a˜o do desempenho do Teste (3.3). A escolha da maneira correta de representar os
dados em casos pra´ticos dependera´ do conhecimento do pesquisador sobre o problema.
Caso haja ind´ıcios de que o comportamento dos fatores ao longo do tempo seja igual
para todos os fatores, enta˜o utiliza-se Σ; se esse comportamento for diferente para
cada fator, utiliza-se Σi. A possibilidade de escolha da forma de estimac¸a˜o da matriz
de covariaˆncias permite ao usua´rio mais flexibilidade em encontrar o algoritmo que se
aplique melhor a`s suas necessidades. No Cap´ıtulo 4, sera´ proposto ainda um terceiro
me´todo de se estimar Σ que visa solucionar tanto o problema do tamanho amostral,
2Como a matriz de covariaˆncia e´ sime´trica, enta˜o o nu´mero de paraˆmetros distintos dessa matriz
e´ igual a b× (b+ 1)/2.
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quanto o de detectar mudanc¸as significativas entre as matrizes de covariaˆncias dos
grupos.
3.2.2 O Erro do Tipo I
Nesta sec¸a˜o, sera´ estudado o erro do tipo I do Teste (3.3). Esse tipo de estudo permite
que se tenha uma estimativa do erro que o algoritmo pode cometer ao realizar o
procedimento de agrupamento. Especificamente, o que sera´ avaliado nas simulac¸o˜es
e´ a chance de o algoritmo detectar a existeˆncia de ao menos um n´ıvel de fator com
distribuic¸a˜o distinta das demais, quando na realidade todos os n´ıveis seguem a mesma
distribuic¸a˜o.
Ale´m do objetivo citado, outra raza˜o que justifica tal ana´lise e´ a necessidade de
saber quantos n´ıveis de fatores e quantos pontos no tempo sa˜o necessa´rios para que a
convergeˆncia em (3.8) ocorra. De acordo com a condic¸a˜o exigida pelo teste, espera-se
que quanto maior o valor de a e menor o de b, melhor sera´ o resultado. Como forma
de verificar essa afirmac¸a˜o, foram considerados os seguintes cena´rios nas simulac¸o˜es:
Nu´mero de n´ıveis do fator (a): 20, 100, 500 e 1000;
Nu´mero de pontos no tempo (b): 5, 10, 20 e 40;
Nu´mero de observac¸o˜es (ni): 3, 5, 10 e 20;
Nı´vel nominal: 1%, 5% e 10%.
Como o teste na˜o requer nenhuma especificac¸a˜o sobre a distribuic¸a˜o dos dados,
tambe´m foram consideradas simulac¸o˜es com as distribuic¸o˜es normal multivariada,
log-normal multivariada e t de student multivariada com 10 graus de liberdade para
verificar como o teste se comporta quando os dados possuem assimetria (log-normal)
e cauda pesada (t de student).
Antes de os resultados serem apresentados, faremos uma breve descric¸a˜o das dis-
tribuic¸o˜es que sera˜o utilizadas nas simulac¸o˜es. Considere, inicialmente, o seguinte
vetor aleato´rio p - dimensional:
X′ = [X1, X2, . . . , Xp] ∼ Np (µ,Σ),
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onde Np (µ,Σ) e´ a notac¸a˜o usual da normal multivariada com me´dia µ ∈ Rp e
matriz de covariaˆncias Σ = (σij). Ao efetuarmos a transformac¸a˜o Y = exp (X),
obtemos que o vetor aleato´rio Y segue a distribuic¸a˜o log-normal multivariada, cuja











−(log y − µ)




onde log e´ o operador do logaritmo neperiano. O valor esperado e a variaˆncia do
vetor aleato´rio Y sa˜o dados por:




cov(Y) = Φ = (φij) φij = exp [(µi + µj) + (σii + σjj)/2] [exp (σij)− 1] .
Agora, seja o vetor aleato´rio Z′ = [Z1, Z2, . . . , Zp] seguindo a distribuic¸a˜o t de
student multivariada com ν > 0 graus de liberdade (g.l.), me´dia λ ∈ Rp e paraˆmetro
de escala Φ, uma matriz p × p sime´trica e positiva-definida com diagonais unita´rias
e elementos ρij (correlac¸a˜o linear entre os vetores Zi e Zj). Se a varia´vel aleato´ria
νS2/σ2 tem distribuic¸a˜o qui-quadrado com ν graus de liberdade, enta˜o a func¸a˜o
densidade de probabilidade da distribuic¸a˜o tp(ν,λ,Φ) pode ser obtida efetuando-se a
seguinte transformac¸a˜o:
Z = S−1(X− µ) + λ (3.12)
O valor esperado e a variaˆncia do vetor aleato´rio Z sa˜o:
se ν ≥ 2, E(Z) = λ′ = [λ1, λ2, . . . , λp], (3.13a)
e se ν ≥ 3, var(Z) = ν
ν − 2 , (3.13b)
cov(Zi, Zj) =
ν
ν − 2 ρij, ∀i, j, i 6= j. (3.13c)
A gerac¸a˜o dos vetores b-dimensionais Xik = (Xi1k, Xi2k, . . . , Xibk) com as treˆs dis-
tribuic¸o˜es multivariadas foram realizadas no SAS/IML, versa˜o 9.2. A normal e t
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multivariadas foram geradas com os mo´dulos RANDNORMAL e RANDMVT, res-
pectivamente. Para obter vetores com distribuic¸a˜o log-normal multivariada, conforme
visto, bastou aplicar a transformac¸a˜o exponencial nos vetores aleato´rios com distri-
buic¸a˜o normal multivariada.
Os componentes do vetor de me´dias foram iguais a µj = cos(π (j+1)), j = 1, . . . , b.
Os componentes da matriz de covariaˆncias Σ possuem variaˆncia unita´ria e covariaˆncia
decrescendo para observac¸o˜es mais distantes no tempo, seguindo
σijj′ = 1− |j − j′| × 0,2.
O nu´mero de replicac¸o˜es do processo de simulac¸a˜o foi igual a 1500 para cada com-
binac¸a˜o de cena´rios.
As Figuras 3.1, 3.2 e 3.3 mostram os resultados simulados do erro do tipo I com 20
e 1000 n´ıveis de fatores para as treˆs distribuic¸o˜es multivariadas citadas, estimativas
Σ e Σi e n´ıvel nominal de 5%. Os resultados com 100 e 500 n´ıveis de fatores foram
omitidos por apresentarem resultados semelhantes, mas encontram-se no Anexo A.
Percebe-se nesses gra´ficos um mesmo padra˜o: enquanto com a estimac¸a˜o de Σ
os resultados foram aparentemente independentes do tamanho amostral, com a es-
timac¸a˜o Σi o erro do tipo I aproxima-se do valor nominal fixado a` medida que o
tamanho amostral aumenta e o nu´mero de pontos no tempo diminui. O cena´rio ideal
para o teste e´ aquele em que a = 1000, b < 20, e estimac¸a˜o Σ da matriz de co-
variaˆncias, pois, nesses casos, as estimativas do erro do tipo I foram pro´ximas do
valor nominal estabelecido. Ainda assim, os resultados mostram que com apenas 20
n´ıveis de fatores, o erro do tipo I foi pro´ximo do n´ıvel nominal para as distribuic¸o˜es
normal e t10 multivariadas e estimac¸a˜o Σ.
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Figura 3.1: Erro do tipo I (a = 20 e a = 1000) com n´ıvel nominal 5% para a
distribuic¸a˜o normal multivariada e com estimac¸a˜o Σ e Σi.
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Figura 3.2: Erro do tipo I (a = 20 e a = 1000) com n´ıvel nominal 5% para a
distribuic¸a˜o log-normal multivariada e com estimac¸a˜o Σ e Σi.
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Figura 3.3: Erro do tipo I (a = 20 e a = 1000) com n´ıvel nominal 5% para a
distribuic¸a˜o t multivariada com 10 graus de liberdade e com estimac¸a˜o Σ e Σi .
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3.2.3 Poder do Teste
Para estudar o poder do teste dado pelo Teorema 3.2, foram geradas bases de dados
seguindo as mesmas treˆs distribuic¸o˜es multivariadas do erro do tipo I. Quanto a` esco-
lha do nu´mero de n´ıveis de fator e pontos no tempo utilizados nas simulac¸o˜es do poder
do teste houve a preocupao em considerar um cenrio intermedirio de favorecimento
ao critrio de convergncia do teste. Baseado nos resultados do erro do tipo I, foi visto
que o cenrio ideal para o teste e´ aquele em que o nu´mero de n´ıveis de fatores e´ igual
a 1000 e b < 20. Com isso, o cena´rio intermedia´rio escolhido foi a = 500 n´ıveis de
fator, b = 20 pontos no tempo e ni = 5 observac¸o˜es.
Como forma de avaliar a capacidade do teste em detectar desvios deH0, adicionou-
se um termo d na me´dia, que varia de 0 a 2, de forma que a nova me´dia fica sendo
cos(π × (j + 1)) + d, j = 1, . . . , b. Como antes, a estrutura de variaˆncia-covariaˆncia e´
σijj1 = 1− |j − j1| × 0,2.
As curvas do poder foram obtidas em treˆs situac¸o˜es para cada distribuic¸a˜o: (1) 12
fatores deslocados pelo fator d; (2) 25 fatores deslocados pelo fator d e (3) 50 fatores
deslocados pelo fator d.
A Figura 3.4 mostra o comportamento do poder do teste com as treˆs distribuic¸o˜es
multivariadas e as duas formas de estimac¸a˜o da matriz de covariaˆncias. O teste apre-
senta uma boa capacidade de detecc¸a˜o de pequenos deslocamentos em uma frac¸a˜o
razoavelmente pequena dos dados (5% como e´ o caso da Figura 3.4). Apenas quando
os dados sa˜o assime´tricos (caso da log-normal, linha vermelha tracejada) que a dife-
renc¸a precisa ser um pouco maior para que o teste a detecte.
As Figuras 3.5, 3.6 e 3.7 mostram as curvas de poder do teste considerando 2, 5%,
5% e 10% do nu´mero total de n´ıveis de fatores deslocados pelo fator d. Percebe-se em
todos os gra´ficos que e´ necessa´rio um deslocamento d ligeiramente maior para que o
teste detecte a diferenc¸a entre os grupos quando e´ utilizado Σi.
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Figura 3.4: Poder do teste considerando as treˆs distribuic¸o˜es e as duas formas de
estimac¸a˜o ao n´ıvel 0,05.
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Figura 3.5: Poder do teste considerando 12, 25 e 50 fatores deslocados, as duas formas
de estimac¸a˜o com a distribuic¸a˜o normal multivariada dos dados.
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Figura 3.6: Poder do teste considerando 12, 25 e 50 fatores deslocados, as duas formas
de estimac¸a˜o com a distribuic¸a˜o log-normal multivariada dos dados.
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Figura 3.7: Poder do teste considerando 12, 25 e 50 fatores deslocados, as duas formas
de estimac¸a˜o com a distribuic¸a˜o tv=10 multivariada dos dados.
3.3 Estudo do Teste Presente no PPCLUSTEL-R
Conforme visto na ana´lise do poder do teste presente no PPCLUSTEL, quando os
dados seguem uma distribuic¸a˜o assime´trica, como e´ o caso da distribuic¸a˜o log-normal,
enta˜o o teste tem menos poder em detectar desvios de H0 se comparado a`s demais
distribuic¸o˜es estudadas. Nesta sec¸a˜o, sera´ apresentado o teste de uma versa˜o do
PPCLUSTEL que possibilita corrigir o problema mencionado. Essa versa˜o recebe o
nome de PPCLUSTEL-R3 e possui a mesma construc¸a˜o do PPCLUSTEL. A u´nica
diferenc¸a entre eles e´ que o PPCLUSTEL-R realiza o agrupamento com os dados em
postos.
Portanto, considere que Rijk e´ a representac¸a˜o baseada em postos da observac¸a˜o
Xijk e R˜.j. = a
−1
∑a
i=1 R¯ij.. Defina as estat´ısticas:




















ni(ni − 1) , (3.15)
























Como na˜o ha´ demonstrac¸a˜o formal da convergeˆncia (3.16), enta˜o, na pro´xima
sec¸a˜o, a validade dessa convergeˆncia sera´ verificada por meio de simulac¸o˜es. Ainda
sera´ realizado um estudo do erro do tipo I e poder do teste, seguindo a mesma
metodologia utilizada com o teste presente no PPCLUSTEL.
3.3.1 Simulac¸a˜o da Convergeˆncia
Nesta sec¸a˜o, sera´ verificada se a substituic¸a˜o dos dados originais pelos seus respectivos
postos mante´m a convergeˆncia da distribuic¸a˜o amostral da estat´ıstica Fφ em (3.16).
Para tal investigac¸a˜o, simulou-se bases de dados com 20, 100, 500 e 1000 n´ıveis de
fatores e 5, 10, 20 e 40 pontos no tempo, com 5 replicac¸o˜es para cada n´ıvel do fator.
Foi utilizada a forma de estimac¸a˜o da matriz de covariaˆncias: Σi.
Os dados foram gerados da distribuic¸a˜o normal multivariada com a mesma me´dia
e matriz de covariaˆncia apresentada na Subsec¸a˜o 3.2.2. Em cada caso, foi realizado
um teste de adereˆncia a` distribuic¸a˜o normal de Shapiro-Wilk (1965). Esse teste foi
escolhido com base nos resultados obtidos por Razali & Wah (2011), onde os autores
compararam o teste de Shapiro-Wilk com outros testes de adereˆncia a` distribuic¸a˜o
normal, como Kolmogorov-Smirnov, Lilliefors e Anderson-Darling e comprovaram que



























∼ N (0, 1) . (3.18)
Ainda de acordo com Razali & Wah (2011), o poder de detecc¸a˜o do teste de
Shapiro-Wilk quando os dados seguem distribuic¸o˜es sime´tricas diferentes da normal
dependem muito do tamanho amostral. Por esse motivo, as simulac¸o˜es consideraram
duas situac¸o˜es: 60 e 200 replicac¸o˜es do procedimento.
Os resultados da simulac¸a˜o sa˜o apresentados na Tabela 3.3. Tanto com 60, quanto
com 200 repetic¸o˜es, o p-valor do teste W de Shapiro-Wilk rejeitou a hipo´tese de
normalidade a 5% de significaˆncia apenas quando o nu´mero de n´ıveis de fator foi
igual a 20. Rejeic¸a˜o cuja causa prova´vel seja o reduzido nu´mero de n´ıveis de fator
e/ou elevado nu´mero de pontos no tempo (condic¸o˜es desfavora´veis a` convergeˆncia do
teste).
Portanto, esses resultados corroboram a afirmac¸a˜o de que o teste do PPCLUSTEL
-R possui a mesma convergeˆncia que o teste do PPCLUSTEL e que esta se verifica
com u nu´mero de n´ıveis de fator e´ maior que 100.
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Paraˆmetros 60 rep. 200 rep.
a b W P (W < w) W P (W < w)
20 5 0,946 0,010* 0,982 0,011*
20 10 0,983 0,575 0,982 0,013*
20 20 0,986 0,705 0,990 0,160
20 40 0,955 0,026* 0,988 0,101
100 5 0,969 0,135 0,997 0,947
100 10 0,992 0,965 0,996 0,878
100 20 0,993 0,987 0,986 0,053**
100 40 0,983 0,574 0,988 0,099**
500 5 0,973 0,199 0,994 0,574
500 10 0,991 0,937 0,992 0,365
500 20 0,982 0,540 0,995 0,713
500 40 0,971 0,162 0,993 0,458
1000 5 0,983 0,569 0,995 0,736
1000 10 0,977 0,327 0,987 0,072**
1000 20 0,994 0,991 0,994 0,549
1000 40 0,991 0,952 0,992 0,370
Tabela 3.3: Resultado do teste de normalidade de Shapiro-Wilk. (**) Significativo a
5%. (*) Significativo a 10%.
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3.3.2 O Erro do Tipo I
Para o estudo do erro do tipo I do teste presente no PPCLUSTEL-R utilizou-se as
mesmas condic¸o˜es das simulac¸o˜es da Subsec¸a˜o 3.2.2. A Figura 3.8 mostra os erros do
tipo I estimados para as distribuic¸o˜es normal e log-normal multivariadas e a Figura 3.9
mostra os erros do tipo I estimados para a distribuic¸a˜o t10 multivariada. Os resultados
foram semelhantes aos obtidos com o PPCLUSTEL, exceto pelo esperado fato de a
log-normal multivariada ter apresentado resultados iguais aos da normal multivariada
por ser uma transformac¸a˜o mono´tona desta.
Portanto, observa-se nos gra´ficos o mesmo padra˜o: enquanto com a estimac¸a˜o
de Σ os resultados foram aparentemente independentes do tamanho amostral, com a
estimac¸a˜o Σi o erro do tipo I aproxima-se do valor nominal fixado a` medida que o
tamanho amostral aumenta e o nu´mero de pontos no tempo diminui. As tabelas com
todas as simulac¸o˜es encontram-se no Anexo A.




















































































Figura 3.8: Erro do tipo I (a = 20 e a = 1000) com n´ıvel nominal 5% para as
distribuic¸o˜es normal multivariada e log-normal multivariada.
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Figura 3.9: Erro do tipo I (a = 20 e a = 1000) com n´ıvel nominal 5% para a
distribuic¸a˜o t multivariada com 10 graus de liberdade .
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3.3.3 Poder do Teste
Para estudar o poder do teste dado pelo Teorema 3.2, foram geradas bases de dados
seguindo as mesmas condic¸o˜es apresentadas na Subsec¸a˜o 3.2.3. As curvas de poder
do teste presente no PPCLUSTEL-R foram muito semelhantes a`s Figuras 3.5 a 3.7,
e, portanto, foram omitidas desta parte do trabalho.
A Figura 3.10 mostra o comportamento do poder do teste presente no algoritmo
PPCLUSTEL-R com as treˆs distribuic¸o˜es multivariadas e as duas formas de estimac¸a˜o
da matriz de covariaˆncias. Percebe-se que as curvas de poder quando os dados seguem
as distribuic¸o˜es normal e log-normal sa˜o coincidentes, o que corrige a deficieˆncia
apresentada no PPCLUSTEL em detectar desvios quando os dados sa˜o assime´tricos.
A Figura mostra que o teste apresenta uma boa capacidade de detecc¸a˜o de pequenos
deslocamentos em uma frac¸a˜o razoavelmente pequena dos dados (apenas 25 n´ıveis de
fator deslocados por d, o que representa 5% do nu´mero total de n´ıveis de fator).








































Figura 3.10: Poder do teste considerando as treˆs distribuic¸o˜es e as duas formas de
estimac¸a˜o ao n´ıvel 0,05. .
58
3.4 O Teste Presente no PPCLUSTEL - M (b→∞
e a fixo)
Nesta sec¸a˜o, sera´ apresentado um teste de hipo´teses desenvolvido por Wang (2004),
cujo objetivo e´ o mesmo do teste (3.3) utilizado no PPCLUSTEL, mas diferentemente
deste, agora o procedimento e´ indicado para uma estrutura de dados onde o nu´mero
de n´ıveis de fator (a) e´ fixo, ha´ poucas observac¸o˜es dispon´ıveis (ni) e o nu´mero de
pontos no tempo (b) e´ alto.
O teste e´ constru´ıdo sob a suposic¸a˜o de que as se´ries de tempo correspondentes
a diferentes indiv´ıduos sa˜o independentes e satisfazem uma condic¸a˜o α-mixing. De
acordo com essa condic¸a˜o, para alguma sequeˆncia αm → 0,
|P (A ∩ B)− P (A)P (B)| ≤ αm, (3.19)
vale para todo A ∈ σ(Xi1k, . . . , Xilk), B ∈ σ(Xi, l+m, k, Xi, l+m+1, k, . . .), e todo i, k, e
l ≥ 1, onde σ(.) e´ o espac¸o σ-a´lgebra gerado pelas varia´veis aleato´rias. Basicamente,
essa suposic¸a˜o diz que a correlac¸a˜o entre observac¸o˜es de uma mesma curva reduz a`
medida que aumenta o lapso de tempo m. De acordo com a autora, a suposic¸a˜o α-
mixing para a estrutura temporal dos dados na˜o e´ um requisito restritivo, visto que
muitos modelos tradicionais de se´ries de tempo como os processos ARCH (Autoregres-
sive Conditional Heteroscedasticity) e AR aditivos com varia´veis exo´genas tambe´m
satisfazem essa condic¸a˜o.
Seja Rijk a representac¸a˜o baseada em postos para a observac¸a˜o Xijk e R˜.j. =
a−1
∑a


























Teorema 3.2. (Wang, 2004) Assuma cada curva Xijk, j = 1, 2, . . ., como sendo
α-mixing com αm = O(m
−5). Seja N =
∑a






























, τ 2 = lim
b→∞
ζ1 + ζ2/(a− 1)2
N4
.
Enta˜o, sob H0 vale,
√
b(Fφ − 1) d→ N (0, τ 2/σ4) (3.25)
Seguindo a mesma ideia de agrupar varia´veis em dados HDLLSS utilizando o p-
valor resultante do teste (3.1) como medida de similaridade (von Borries, 2008), Wang
(2008) desenvolveu um algoritmo similar ao PPCLUSTEL, denominado PCLUST.
Este algoritmo utiliza a mesma ideia de particionar os dados sempre que o p-valor
encontrado for menor que determinado limiar pre´-especificado. Entretanto, ha´ algu-
mas diferenc¸as importantes entre os algoritmos com relac¸a˜o a` estimac¸a˜o da matriz
Σ que devem ser destacadas. O PCLUST na˜o utiliza nenhuma te´cnica espec´ıfica
para reduzir o vie´s inerente a` estimac¸a˜o de σ2ijj′ . Ale´m disso, o algoritmo na˜o propo˜e
nenhuma soluc¸a˜o ao problema da limitac¸a˜o do tamanho amostral para a estimac¸a˜o
desse valor. Perceba que esse problema e´ ainda mais croˆnico no PCLUST, visto que
seu teste converge apenas com muitos pontos no tempo (b→∞).
Levando-se em considerac¸a˜o os aspectos mencionados, optou-se por adequar o
teste (3.25) ao algoritmo do PPCLUSTEL, pois este consegue lidar relativamente bem
com os problemas citados, conforme sera´ visto no cap´ıtulo 4. Esse novo algoritmo
recebe, enta˜o, a nomenclatura PPCLUSTEL - M. Na pro´xima sec¸a˜o, o PPCLUSTEL
- M sera´ comparado ao PCLUST para verificar se os algoritmos se equivalem, e se o
me´todo de estimac¸a˜o da estrutura de covariaˆncias proposto e´ capaz de superar um
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algoritmo que na˜o o utiliza. Vale ressaltar que o erro do tipo I e poder do Teste (3.25)
na˜o sera˜o apresentados, pois ja´ foram estudados no trabalho de Wang (2004).
3.4.1 Comparac¸a˜o entre o PPCLUSTEL - M e o PCLUST
Nesta sec¸a˜o, a metodologia utilizada por Wang (2008) para verificar o desempenho
do PCLUST em dados simulados sera´ reproduzida com o PPCLUSTEL - M. O ob-
jetivo e´ verificar se a estimac¸a˜o jackknife de σ2ijj′ , em conjunto com o algoritmo de
agrupamento do PPCLUSTEL produzem melhores resultados que o PCLUST, uma
vez que as medidas de similaridade dos algoritmos sa˜o ideˆnticas.
Em estudos com microarranjo longitudinal e´ comum encontrar genes que apre-
sentam um padra˜o de expressa˜o gene´tico invariante ao longo do tempo. Esse padra˜o
e´ referido pela literatura de biotecnologia (Ramoni et al., 2002) como curvas planas
(flat curves), e podem ser representadas estatisticamente como eventos independen-
tes e identicamente distribu´ıdos (i.i.d.) de uma varia´vel aleato´ria qualquer (ru´ıdo
branco). Como o objetivo do estudo de microarranjo e´ encontrar grupos de genes
que apresentem padro˜es de atividade geˆnica semelhantes em determinado processo
biolo´gico, enta˜o a presenc¸a de genes que na˜o se relacionem com nenhum outro gene
do modelo apenas prejudica a eficieˆncia do agrupamento.
Alguns algoritmos como o Cats (Serban & Wasserman, 2005) e o PCLUST (Wang
et. al., 2008) possuem metodologias para detectar as curvas planas, de forma que uma
vez detectadas, elas sejam removidas da base de dados antes da aplicac¸a˜o do algoritmo
de agrupamento propriamente dito. Diferentemente desses, o PPCLUSTEL-M na˜o
retira as curvas planas antes de o algoritmo ser aplicado, entretanto, espera-se que
esse procedimento seja capaz de diferencia´-las das demais curvas agrupando-as em
separado.
Dessa forma, os autores dos trabalhos supracitados simulam as curvas planas como
amostras independentes e identicamente distribu´ıdas de uma normal com me´dia ν e
variaˆncia σ20, onde ν ∼ Unif(−3; 3) e σ20 ∼ Unif(1, 2; 1, 4). Foram geradas 1400
curvas desse tipo. Os grupos foram gerados com os seguintes vetores de me´dias :
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, j = 1, . . . , b;
Grupo 2: 150 curvas com me´dia µ2j = −µ1j , j = 1 . . . b;
Grupo 3: 150 curvas com me´dia µ3j = cos(2πj), j = 1 . . . b;
Grupo 4: 150 curvas com me´dia µ4j = −µ3j , j = 1 . . . b.
Esses grupos tambe´m foram utilizados em Serban & Wasserman (2005), entre-
tanto, os autores consideraram apenas observac¸o˜es independentes no tempo, ou seja,
Σb×b = I, onde I e´ a matriz identidade e b, o nu´mero de pontos no tempo. Nesta
etapa do trabalho, sera´ considerado o caso correlacionado. Seguindo a estrutura de
covariaˆncia utilizada nas simulac¸o˜es dos trabalhos de Wang et al. (2008), Fan &
Zhang (2000) e Wu & Chiang (2000), temos:
Σb×b = cov(Xijk, Xi′j′k′) =

σjσj′ e
−|j−j′|/b, se i = i′, k = k′
0, se i 6= i′, k 6= k′,
onde b e´ o nu´mero de pontos no tempo do experimento e σj ∼ Unif(1, 2; 1, 4). De
acordo com essa estrutura de covariaˆncia, a correlac¸a˜o entre pontos sucessivos e´ alta e
decresce a` medida que o intervalo de tempo aumenta. Portanto, foram simuladas bases
de dados segundo as distribuic¸o˜es normal e log-normal multivariadas, com 2000 n´ıveis
de fatores, 25 pontos no tempo e 3 repetic¸o˜es. Como forma de comparar a estabilidade
dos algoritmos, o processo de simulac¸a˜o foi repetido 200 vezes. A Tabela 3.4 apresenta
os resultados dos procedimentos. O ı´ndice ARI, visto na Sec¸a˜o 2.2, foi calculado
comparando o agrupamento obtido com a real estrutura simulada em cada um das
200 simulac¸o˜es realizadas.
Percebe-se que o PPCLUSTEL - M apresentou um maior ı´ndice de acertos que o
PCLUST, pois o ARI mediano foi igual 0,994, valor pro´ximo de 1, que e´ o ma´ximo que
o ı´ndice pode atingir. Conforme o esperado, os resultados do PPCLUSTEL - M foram
iguais para as distribuic¸o˜es normal e log-normal multivariadas. Outro ponto a favor
do PPCLUSTEL-M e´ que este apresentou maior estabilidade, que pode ser verifi-
cada comparando-se os desvios-padra˜o (D.P.) e as distaˆncias interquart´ılicas (q3− q1)
62
Algoritmo Distribuic¸a˜o Mı´n. q1 Mediana q3 Ma´x. D.P.
PCLUST
Normal 0,882 0,902 0,907 0,913 0,925 0,008
Log-normal 0,838 0,882 0,889 0,896 0,92 0,012
PPCLUSTEL - M
Normal 0,985 0,992 0,994 0,994 0,997 0,002
Log-normal 0,985 0,992 0,994 0,994 0,997 0,002
Tabela 3.4: Resumo do ARI com 200 replicac¸o˜es para os algoritmos PPCLUSTEL-M
e PCLUST. Nı´vel de significaˆncia dos testes foi de 5%.
calculadas. Vale ressaltar que foi utilizada a estimac¸a˜o Σi para a estrutura de co-
variaˆncias, o que indica, nesse caso, que a qualidade da estimac¸a˜o dos paraˆmentros
σ2ijj′ com um reduzido tamanho amostral foi suficiente para garantir um bom desem-
penho do agrupamento. Portanto, conclui-se que a reduc¸a˜o do vie´s obtida com o
estimador jackknife de Σi juntamente com o algoritmo de agrupamento desenvolvido
por von Borries (2008) sa˜o os responsa´veis pela superioridade do PPCLUSTEL - M
em relac¸a˜o ao PCLUST.
3.5 O Algoritmo de Agrupamento por Partic¸a˜o
Os p-valores obtidos aplicando-se um dos testes que foram explicados podem ser
utilizados como medidas de similaridade em um algoritmo de agrupamento baseado
em partic¸o˜es com dados HDLLSS. O algoritmo que sera´ apresentado nesta sec¸a˜o foi
desenvolvido e implementado4 por von Borries.
Este procedimento busca iterativamente testar se cada grupo, o qual conte´m
mu´ltiplos n´ıveis de fatores, possui homogeneidade (medida de similaridade) acima
de um limiar, determinado pelo n´ıvel de confianc¸a do teste. A partic¸a˜o ocorre sem-
pre que a similaridade estiver abaixo desse limiar, ou seja, sempre que o teste 3.1
for rejeitado. Ao final do procedimento, as partic¸o˜es remanescentes sera˜o os grupos
formados. Uma vantagem do me´todo de partic¸a˜o e´ que ele permite reduzir o nu´mero
de comparac¸o˜es a serem feitas, o que evita a necessidade de lidar com o problema de
comparac¸o˜es mu´ltiplas.
Seja g o ı´ndice do grupo em que o teste esta´ sendo aplicado, D1 conte´m as ob-
4Linguagem Macro SAS c© Versa˜o 9.2
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servac¸o˜es no grupo g e nf e´ o nu´mero de fatores em D1. O algoritmo e´ descrito
abaixo em sete passos e um diagrama do procedimento esta´ representado na Figura
3.11.
1. Seja g = 1, D1 = Dados.
2. Calcule a mediana para cada fator em D1.
3. Ordene os fatores em D1 pelas suas medianas.
4. Teste D1.
4.1 Se H0 na˜o e´ rejeitada: algoritmo termina.
4.2 Se H0 e´ rejeitada: va´ para o Passo 5.
5. Retire um subconjunto de D1 e chame de D2.
6. Calcule o nu´mero de fatores em D2 e chame de nf .
6.1 Se nf = 1:
6.1.1 Aloque fator em D2 para o grupo 0.
6.1.2 Remova os fatores em D2 de D1.
6.1.3 Se nf em D1 = 0, enta˜o algoritmo termina.
6.1.4 Se nf em D1 > 0, enta˜o fac¸a D2 = D1 e va´ para o Passo 7.
7. Teste D2.
7.1 Se H0 na˜o e´ rejeitada:
7.1.1 Atribua fatores de D2 para o grupo g.
7.1.2 Fac¸a g = g + 1.
7.1.3 Remova os fatores de D1 em D2.
7.1.4 Se nf em D1 = 0 enta˜o algoritmo termina.
7.1.5 Se nf em D1 > 0 enta˜o fac¸a:
A. Teste se cada fator em D1 pertence ao novo grupo assinalado.
Remova o fator de D1 quando H0 na˜o e´ rejeitada e o coloque
nesse novo grupo.
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B. Fac¸a D2 = D1 para os fatores remanescentes em D1 e retorne ao
Passo 7.
7.2 Se H0 e´ rejeitada:
7.2.1 Retire um subconjunto de D2 e chame de D3.
7.2.2 Retorne para D1 todos os fatores que na˜o esta˜o em D3.
7.2.3 Fac¸a D2 = D3 e remova D3.
7.2.4 Retorne ao Passo 7.
Ao utilizarmos as medidas de similaridade provenientes dos treˆs testes na˜o-parame´tricos,
apresentados neste cap´ıtulo, juntamente com o algoritmo de agrupamento baseado
em partic¸o˜es da Figura 3.11, obtemos os seguintes procedimentos capazes de agru-
par dados HDLLSS: PPCLUSTEL, PPCLUSTEL - R e PPCLUSTEL - M. Esses
procedimentos possuem as seguintes propriedades:
1. Especificac¸a˜o automa´tica do nu´mero de grupos: Os algoritmos na˜o exigem que
o nu´mero de grupos seja pre´-especificado. O algoritmo determina o nu´mero de
grupos automaticamente pela especificac¸a˜o de um n´ıvel de significaˆncia limiar
que sera´ comparado com os p-valores para testar a hipo´tese de homogeneidade
de distribuic¸a˜o;
2. Menor preocupac¸a˜o com problemas de comparac¸a˜o mu´ltipla: Esta e´ uma preo-
cupac¸a˜o menos importante no PPCLUSTEL, pois o teste e´ aplicado em grupos
de varia´veis, e na˜o em comparac¸o˜es individuais, o que reduz drasticamente o
nu´mero total de comparac¸o˜es;
3. Flexibilidade em trabalhar com dados desbalanceados e com pequenas amostras:
O algoritmo funciona tanto com dados balanceados quanto desbalanceados. A
u´nica exigeˆncia e´ que o nu´mero de repetic¸o˜es por varia´vel seja pelo menos 2. Na˜o
ha´ necessidade de que todas as varia´veis tenham o mesmo nu´mero de repetic¸o˜es.
4. Flexibilidade na escolha do comportamento da estrutura de covariaˆncia dos da-
dos: A possibilidade de escolha da forma de estimac¸a˜o da matriz de covariaˆncias
(Σ ou Σi) permite ao usua´rio maior flexibilidade em adequar o algoritmo aos
conhecimentos pre´vios que ele possa ter do comportamento dessa estrutura.
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Ale´m da mencionada propriedade de invariaˆncia a transformac¸o˜es mono´tonas,
outra importante caracter´ıstica dos algoritmos PPCLUSTEL-R e PPCLUSTEL-M
decorrente do fato de serem baseados em postos e´ que eles sa˜o robustos a` presenc¸a
de valores discrepantes nos dados.
A maioria dos algoritmos existentes destinados a agrupar dados HDLLSS alocam
todos os objetos nos grupos. Entretanto, em dados de microarranjo, a presenc¸a de
genes espora´dicos pode levar a uma interpretac¸a˜o erroˆnea dos resultados obtidos.
Uma vantagem do algoritmo apresentado e´ que ele permite a identificac¸a˜o dos genes
espora´dicos, ou seja, varia´veis que na˜o se relacionam com nenhum outro grupo criado.
Esses objetos sa˜o alocados em um grupo 0 ao final do procedimento.
A escolha do n´ıvel de significaˆncia dos testes (limiar) fica a cargo do usua´rio.
Quanto menor for esse limiar (pro´ximo de 0), mais conservador o algoritmo sera´ em
detectar diferenc¸as entre grupos, e, consequentemente, a tendeˆncia sera´ a formac¸a˜o
de menos grupos ao final do procedimento. Por outro lado, quanto maior o limiar
escolhido (pro´ximo de 1), menos conservador sera´ o algoritmo, levando a` formac¸a˜o de
um nu´mero maior de grupos. As escolhas de diferentes limiares resultam em partic¸o˜es
distintas, o que, de certa forma, limita a propriedade de detecc¸a˜o automa´tica do
nu´mero de grupos.
Entretanto, conforme verificado em estudos de simulac¸a˜o, ao repetirmos o algo-
ritmo diversas vezes mudando os limiares estabelecidos, verifica-se que, em determi-
nado ponto, ocorre uma homogeneizac¸a˜o dos grupos encontrados. Portanto, sugere-se
que se escolha o limiar que estabilize os resultados obtidos.
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In´ıcio
g=1, D1 = Dados
Escolha: Σ ou Σi
Tome a mediana de cada fator em D1
Ordene fatores pela mediana em D1
Teste D1
Rejeita H0? Atribua grupo 1 para todos fatores Fim
Dados D2 = subconjunto de D1
L1
nf de D2
nf = 1? Atribua grupo 0 p/ fator em D2
Teste D2 nf de D1
Rejeita H0 Dados D3 = subconjunto de D2 nf = 0? Fim
Atribua grupo g para fatores em D2 D1 = fatores em D2, na˜o em D3 D2 = D1
g = g + 1 D2 = D3 Retorne to L1
Remova D2 de D1 Remova D3
nf de D1 Retorne para L1
nf = 0? Fim
Teste cada fator de D1 com todo o grupo g
Mantenha no grupo g os fatores na˜o rejeitados
Remova de D1 os fatores na˜o rejeitados











Figura 3.11: Diagrama PPCLUSTEL (von Borries, 2008, com modificac¸o˜es). No
diagrama, nf significa “nu´mero de fatores” e g significa “nome do grupo”. Grupo
0 e´ o grupo reservado aos fatores que na˜o foram alocados em nenhum outro grupo
criado. 67
Cap´ıtulo 4
Simulac¸a˜o e Aplicac¸a˜o dos
Algoritmos
Nesta sec¸a˜o, sera´ realizado um estudo do desempenho dos algoritmos apresentados
em dados simulados. Foram gerados grupos que diferem entre si com relac¸a˜o aos
seus respectivos vetores de me´dias e possuem a mesma estrutura de covariaˆncias.
Primeiramente, sera´ apresentado um algoritmo de agrupamento baseado em mistu-
ras de distribuic¸o˜es normais, o MCLUST. Esse procedimento e´ muito utilizado em
agrupamento e se comporta relativamente bem em dados HDLLSS, conforme sera´
visto.
4.1 Resultados em Dados Simulados
4.1.1 O Algoritmo MCLUST
Quando um conjunto de dados e´ formado por grupos que proveˆm de distribuic¸o˜es de
probabilidade diferentes, enta˜o a modelagem desses dados pode ser feita utilizando-se
a metodologia de mistura de distribuic¸o˜es.
Em uma abordagem de agrupamentos, esse me´todo pode ser classificado como um
procedimento hiera´rquico aglomerativo que modela uma mistura de distribuic¸o˜es aos
dados para fornecer a probabilidade de um objeto i pertencer ao grupo k. Percebe-se,
portanto, a mesma ideia de atribuir probabilidades existentes nas te´cnicas difusas
(fuzzy), explicadas na Sec¸a˜o 2.1.3.
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onde os dados a serem agrupados sa˜o representados por x, πi e´ a probabilidade de
uma observac¸a˜o pertencer a` i-e´sima componente (πi ∈ [0, 1] e
∑g
i=1 πi = 1) e fi e´ a
func¸a˜o densidade de probabilidade dos elementos do grupo i.
O pacote MCLUST1, desenvolvido por Fraley & Raftery (2002, 2006, 2007), as-




πi fi(x| µi,Σi), (4.2)
onde µi e´ a me´dia e Σi a matriz de covariaˆncias do i-e´simo grupo, cuja func¸a˜o den-
sidade de probabilidade fi segue a distribuic¸a˜o gaussiana. Os paraˆmetros da normal
sa˜o estimados pelo algoritmo Expectation-Maximization (EM), e o objeto e´ alocado
ao componente no qual possui a maior probabilidade de pertencer. Ao final do pro-
cedimento, os componentes da mistura que foram estimados sa˜o os grupos formados.
Os autores definem um conjunto de formas para Σi que fornecem informac¸o˜es
sobre o volume, forma e orientac¸a˜o dos componentes. Considere a decomposic¸a˜o
espectral da matriz Σi = λiDiAiD
T
i , onde Dk e´ a matriz ortogonal de autovetores de
Σi, Ai e´ uma matriz diagonal cujos elementos sa˜o proporcionais aos autovalores de
Σi, e λi e´ um escalar.
A orientac¸a˜o dos componentes principais de Σi e´ determinada por Di, enquanto
Ai determina a forma das curvas de n´ıvel da densidade do i-e´simo grupo; λi ∝ λdi |Ai|
especifica o volume da elipsoide, sendo d e´ o nu´mero de dimenso˜es dos dados.
A Tabela 4.1 mostra as opc¸o˜es dispon´ıveis no pacote para a escolha da estrutura
dos dados. Caso o usua´rio na˜o fixe uma dessas opc¸o˜es, enta˜o o algoritmo utiliza o
crite´rio de informac¸a˜o bayesiano (BIC) para a escolha do melhor modelo.
Segundo Fraley e Raftery (2006), a deficieˆncia do MCLUST esta´ no fato de o
algoritmo EM falhar ao estimar os paraˆmetros quando ha´ singularidade na matriz de
covariaˆncias ou quando os grupos contiverem poucas observac¸o˜es. Outro ponto a ser
1Dispon´ıvel no software R
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Modelo Distribuic¸a˜o Volume Forma Orientac¸a˜o
λI Esfe´rica fixo fixa NA
λiI Esfe´rica varia´vel fixa NA
λA Diagonal fixo fixa Eixos coord.
λiA Diagonal varia´vel fixa Eixos coord.
λAi Diagonal fixo varia´vel Eixos coord.
λiAi Diagonal varia´vel varia´vel Eixos coord.
λDADT Elipsoidal fixo fixa fixa
λDiAD
T
i Elipsoidal fixo fixa varia´vel
λiDiAD
T
i Elipsoidal varia´vel fixa varia´vel
λiDiAiD
T
i Elipsoidal varia´vel varia´vel varia´vel
Tabela 4.1: Poss´ıveis estruturas dos dados consideradas pelo pacote MCLUST.
considerado e´ a suposic¸a˜o de normalidade dos dados, que nem sempre e´ satisfeita ou
e´ de dif´ıcil detecc¸a˜o (caso multivariado).
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4.1.2 Desempenho Comparativo dos Algoritmos
Nesta sec¸a˜o, utilizou-se o ı´ndice de Rand ajustado (ARI), apresentado na sec¸a˜o 2.2,
para comparar a eficieˆncia dos algoritmos apresentados em dados simulados. Em
Wang (2008), o PCLUST foi comparado com diversos algoritmos existentes na lite-
ratura, tais como o MCLUST, k-means, diana, fanny, energy, SSClust, SOM, entre
outros. Como o MCLUST apresentou bons resultados frente ao PCLUST, que e´ um
procedimento cuja construc¸a˜o e´ semelhante aos me´todos deste trabalho, e por ser
um algoritmo muito popular e eficiente, enta˜o ele foi utilizado nas simulac¸o˜es desta
sec¸a˜o para servir de comparac¸a˜o aos me´todos derivados do PPCLUSTEL que foram
apresentados no Cap´ıtulo 3.
Uma caracter´ıstica do MCLUST e´ que ele na˜o foi projetado para agrupar dados
com valores de entrada Xijk, como o disposto na Tabela 3.1. Caso isso ocorra, enta˜o o
algoritmo na˜o distinguira´ as repetic¸o˜es de um mesmo n´ıvel de fator, pois ele interpreta
cada linha da base de dados como sendo uma unidade amostral e cada coluna como
uma varia´vel. Dessa forma, para adequar a estrutura Xijk ao MCLUST, utilizou-se
as me´dias X¯ij. como os valores de entrada do algoritmo.
A base de dados que simula a estrutura HDLLSS foi constru´ıda levando-se em
considerac¸a˜o as seguinte situac¸o˜es: 1.000 e 4.000 varia´veis (n´ıveis de fator); 5, 10 e
20 pontos no tempo; 3 e 5 observac¸o˜es; distribuic¸o˜es normal, lognormal e t (10 graus
de liberdade) multivariadas. As varia´veis foram divididas em 5 grupos que diferem
apenas em relac¸a˜o a` sua me´dia. Cada grupo formado possui vetor de me´dias µb e
matriz de covariaˆncias Σb×b. As me´dias µj, com j = 1, 2, . . . , b, de cada grupo foram
geradas de acordo com o seguinte esquema:
Grupo 1: 20% do nu´mero total de n´ıveis de fator com me´dia µj = cos (π(j + 1));






Grupo 3: 20% do nu´mero total de n´ıveis de fator com me´dia µj = sin(π(j + 1)/2);
Grupo 4: 20% do nu´mero total de n´ıveis de fator com me´dia µj = j − 4;
Grupo 5: 20% do nu´mero total de n´ıveis de fator com me´dia µj = j/4.
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Os elementos da matriz de covariaˆncias foram os mesmos de simulac¸o˜es anteriores,
ou seja,
σijj′ = 1− |j − j′| × 0,2.
A Figura 4.1 ilustra os dados com as misturas juntas (painel superior esquerdo) e
os 5 grupos gerados separadamente para as treˆs distribuic¸o˜es consideradas. Percebe-se
que os cinco grupos gerados pela normal e tv=10 multivariada possuem formas bem de-
finidas. Ja´ os grupos formados pela log-normal destacam-se pela grande variabilidade
dos grupos.
Esse padra˜o se reflete nos resultados do agrupamento. A Tabela 4.2 mostra o
ı´ndice de Rand me´dio resultante do agrupamento de 200 simulac¸o˜es para cada cena´rio
considerado. As Figuras 4.2 e 4.3 mostram os box-plots dos ARI’s resultantes das
simulac¸o˜es com: 3 observac¸o˜es; 5, 10 e 20 pontos no tempo; 1.000 e 4.000 varia´veis,
respectivamente. Em todas as simulac¸o˜es, o limiar escolhido foi de 5% (ponto a partir
do qual o teste e´ rejeitado). De maneira geral, todos os algoritmos identificaram
corretamente os grupos gerados pelas distribuic¸o˜es sime´tricas (normal multivariada e
t multivariada), em especial o MCLUST, por ser um algoritmo que modela mistura
de normais para realizar o agrupamento. Para esses casos, quando o nu´mero de
varia´veis aumenta e o nu´mero de pontos no tempo fica em torno de 10, os algoritmos
sa˜o equivalentes.
Quando os dados seguem uma distribuic¸a˜o assime´trica (log-normal), percebe-se
que os algoritmos com estimac¸a˜o Σi superam os procedimentos que utilizam a es-
timac¸a˜o Σ. Isso ocorre porque ao estimar uma matriz de covariaˆncia para cada
varia´vel, esses procedimentos captam melhor a grande variabilidade existente em cada
grupo e, nesse caso, se torna o fator preponderante para detecta´-los. De maneira geral,
nota-se um melhor desempenho dos algoritmos PPCLUSTEL(Σ e Σi) e PPCLUSTEL-
R (Σ e Σi) ao passarmos de 1.000 para 4.000 varia´veis. Ale´m do aumento do ı´ndice
de Rand me´dio, tambe´m e´ poss´ıvel perceber a diminuic¸a˜o da variaˆncia dos ı´ndices
resultantes das simulac¸o˜es quando o nu´mero de varia´veis aumenta (algoritmos mais
esta´veis).
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Figura 4.1: Me´dia, 5o¯ e 95
o
¯ percentil para os dados agregados e para os 5 grupos simu-
lados considerando as distribuic¸o˜es: normal multivariada (a), log-normal multivariada






































Normal Lognormal t de Student
Figura 4.2: Boxplot’s com os ı´ndices de Rand ajustados (ARI) considerando os algo-
ritmos PPCLUSTEL (Σ), PPCLUSTEL (Σi), PPCLUSTEL-R (Σ), PPCLUSTEL-R
(Σi), PPCLUSTEL-M e MCLUST, nessa ordem; as treˆs distribuic¸o˜es multivariadas;






































Normal Lognormal t de Student
Figura 4.3: Boxplot’s com os ı´ndices de Rand ajustados (ARI) considerando os algo-
ritmos PPCLUSTEL (Σ), PPCLUSTEL (Σi), PPCLUSTEL-R (Σ), PPCLUSTEL-R
(Σi), PPCLUSTEL-M e MCLUST, nessa ordem; as treˆs distribuic¸o˜es multivariadas;




































































Σ Σi Σ Σi
a b ni Normal LogN T Normal LogN T N/LogN T N/LogN T N/LogN T Normal LogN T
1000 5 3 0,666 0,190 0,594 0,775 0,232 0,686 0,632 0,564 0,733 0,654 0,738 0,66 0,994 0,617 0,982
1000 5 5 0,866 0,197 0,822 0,914 0,412 0,857 0,874 0,833 0,908 0,859 0,905 0,861 1,000 0,657 0,998
1000 10 3 0,892 0,166 0,870 0,938 0,334 0,905 0,905 0,883 0,937 0,901 0,937 0,901 0,999 0,635 0,996
1000 10 5 0,942 0,191 0,938 0,963 0,579 0,951 0,951 0,947 0,965 0,962 0,968 0,962 1,000 0,696 0,999
1000 20 3 0,691 0,160 0,685 0,965 0,343 0,950 0,901 0,895 0,967 0,953 0,967 0,952 1,000 0,558 0,997
1000 20 5 0,778 0,181 0,776 0,983 0,426 0,974 0,932 0,934 0,983 0,972 0,983 0,979 1,000 0,561 0,999
4000 5 3 0,810 0,194 0,750 0,851 0,264 0,780 0,788 0,735 0,815 0,751 0,816 0,755 0,994 0,617 0,983
4000 5 5 0,942 0,202 0,906 0,964 0,515 0,927 0,941 0,911 0,958 0,928 0,958 0,928 1,000 0,657 0,998
4000 10 3 0,972 0,194 0,960 0,980 0,496 0,963 0,971 0,960 0,978 0,964 0,978 0,963 0,999 0,635 0,996
4000 10 5 0,983 0,283 0,982 0,988 0,735 0,985 0,984 0,983 0,984 0,986 0,988 0,986 1,000 0,696 0,999
4000 20 3 0,952 0,186 0,948 0,987 0,457 0,980 0,975 0,971 0,986 0,981 0,987 0,981 1,000 0,558 0,998
4000 20 5 0,975 0,197 0,974 0,993 0,628 0,990 0,984 0,984 0,993 0,991 0,993 0,991 1,000 0,561 0,999
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Deve-se atentar ao fato de que, a` excec¸a˜o do MCLUST, os algoritmos apresenta-
ram melhores resultados quando o nu´mero de pontos no tempo e o nu´mero de varia´veis
aumentaram. Portanto, ao analisarmos esse comportamento em conjunto com os re-
sultados das simulac¸o˜es dos erros do tipo I dos testes presentes no PPCLUSTEL e
PPCLUSTEL-R, podemos sugerir que as restric¸o˜es de convergeˆncia desses testes na˜o
impactaram de maneira significativa a qualidade do agrupamento. Caso essas res-
tric¸o˜es tivessem exercido o efeito esperado, enta˜o o PPCLUSTEL e o PPCLUSTEL-R
teriam apresentado melhores resultados nas simulac¸o˜es com 5 pontos no tempo (1.000
ou 4.000 variv´eis) do que com 20 pontos no tempo e, no caso do PPCLUSTEL-M,
teria ocorrido o efeito contra´rio. Dessa maneira, conclui-se que os algoritmos sa˜o
robustos a`s situac¸o˜es que desfavorecem a convergeˆncia do teste.
Conforme visto ao longo do trabalho, os algoritmos com estimac¸a˜o Σ levam em
considerac¸a˜o apenas a diferenc¸a com relac¸a˜o a` me´dia dos grupos. Os algoritmos
com estimac¸a˜o Σi, por sua vez, tambe´m sa˜o sens´ıveis a`s variac¸o˜es da estrutura de
covariaˆncias entre os grupos, pore´m essa propriedade e´ limitada em raza˜o da falta
de informac¸a˜o dispon´ıvel para a eficaz estimac¸a˜o dos paraˆmetros dessas matrizes.
Com o intuito de corrigir esses problemas, foi criado um novo procedimento de es-
timac¸a˜o que funciona como um me´todo intermedia´rio entre as formas Σ e Σi. Esse
me´todo, denotado por ΣG, se baseia na ideia de permitir que o algoritmo estime
diferentes covariaˆncias para varia´veis (n´ıveis de fator) em diferentes grupos e impor
uma covariaˆncia constante para varia´veis de um mesmo grupo. O me´todo consiste
em calcular a matriz de covariaˆncias com estimac¸a˜o Σ toda vez que o teste e´ aplicado
em alguma partic¸a˜o do algoritmo. Dessa forma, as estimativas va˜o se atualizando
a` medida que o algoritmo avanc¸a e, ao final do procedimento, cada grupo tera´ uma
estimativa da estrutura de covariaˆncias temporais pro´pria.
Essa forma de estimac¸a˜o se assemelha ao me´todo Σ no sentido de que o algo-
ritmo continua sendo capaz de detectar apenas mudanc¸as com relac¸a˜o a` me´dia das
varia´veis, pois as estimativas da matriz de covariaˆncias sa˜o fixadas para varia´veis que
esta˜o sendo testadas em determinada partic¸a˜o do algoritmo. Por outro lado, esse
me´todo tambe´m utiliza a ideia presente na estimac¸a˜o Σi ao permitir certa flexibili-
dade para caracterizar a estrutura de covariaˆncias dos dados. A vantagem dessa forma
de estimac¸a˜o e´ que, na maioria das vezes, o teste e´ aplicado em um nu´mero alto de
77




ΣG Σi ΣG Σi ΣG
a b N LN T N/LN T N/LN T N/LN T N/LN T
1000 5 0,80 0,37 0,72 0,73 0,65 0,76 0,69 0,74 0,7 0,76 0,69
1000 10 0,95 0,74 0,92 0,94 0,90 0,95 0,92 0,94 0,90 0,94 0,93
1000 20 0,96 0,66 0,96 0,97 0,95 0,97 0,96 0,97 0,95 0,97 0,96
Tabela 4.3: Resultado das simulac¸o˜es dos algoritmos com estimac¸a˜o ΣG considerando
200 replicac¸o˜es, ni = 3, e as distribuic¸o˜es multivariadas: normal, lognormal e t (10
g.l.). Para cada caso apresentado foram calculadas as me´dias dos ARI’s.
Do ponto de vista metodolo´gico, e´ razoa´vel supor que cada grupo apresente uma
estrutura de covariaˆncia pro´pria, mas para verificar se essa suposic¸a˜o realmente se
traduz em melhoria de desempenho, repetiu-se as simulac¸o˜es com os algoritmos PP-
CLUSTEL, PPCLUSTEL-R e PPCLUSTEL-M considerando a estimac¸a˜o ΣG. A
Tabela 4.3 apresenta os resultados dos ı´ndices de Rand ajustado (ARI). Foram con-
sideradas nas simulac¸o˜es: 1000 varia´veis; 5, 10 e 20 pontos no tempo; 3 observac¸o˜es
e as 3 distribuic¸o˜es multivariadas.
Em geral, em todos os casos considerados, os procedimentos ΣG foram superiores
aos Σi. O algoritmo em que a melhoria foi mais acentuada foi o PPCLUSTEL. Por
exemplo, note que a me´dia dos ARI’s do PPLCUSTEL (Σi) para a = 1000, b = 10 e
ni = 3 passou de 0,334 (Tabela 4.2) para 0,74 com o PPCLUSTEL (ΣG).
O Tempo de Processamento
Em todas as simulac¸o˜es deste trabalho utilizou-se uma ma´quina com a seguinte con-
figurac¸a˜o: processador Intel Core i5, CPU 760 @ 2.80 GHz, com 4GB de memo´ria
RAM. Plataforma: Windows 7 Ultimate, com arquitetura 64 bits. Todos os al-
goritmos foram implementados em linguagem macro de SAS c©, versa˜o 9.2, e esta˜o
dispon´ıveis no Anexo C.
A Tabela 4.4 apresenta o tempo que os algoritmos levaram para realizar o agrupa-
mento em uma base de dados com 4.000 varia´veis, 10 pontos no tempo e 3 observac¸o˜es.
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Foram selecionados apenas os algoritmos que apresentaram melhor desempenho no





PPCLUSTEL 17s 19min 43s
PPCLUSTEL-R 18s 19min 45s
PPCLUSTEL-M 1min 52s 25min 26s
MCLUST 1 min 13s
Tabela 4.4: Tempo de processamento dos algoritmos que apresentaram os melhores
resultados. Estudo verificado em uma base de dados com 4000 varia´veis, 10 pontos
no tempo e 3 observac¸o˜es.
Percebe-se que o tempo de processamento dos algoritmos depende basicamente da
forma de estimac¸a˜o da matriz de covariaˆncias. Um importante aspecto que se observa
e´ que o me´todo jackknife e´ extremamente dispendioso computacionalmente quando
ha´ um grande nu´mero de observac¸o˜es dispon´ıveis para a estimac¸a˜o dos paraˆmetros
de covariaˆncia. Por esse motivo, os algoritmos que utilizam as formas de estimac¸a˜o
Σ e ΣG sa˜o mais demorados em comparac¸a˜o a`queles que utilizam Σi. Ale´m disso, o
me´todo ΣG, conforme explicado, atualiza as estimativas da matriz de covariaˆncias ao
longo do procedimento, o que colabora com o baixo rendimento de processamento.
A Tabela 4.4 mostra ainda o tempo de processamento do algoritmo MCLUST2.
Apesar de ser relativamente ra´pido, este algoritmo acusa problemas de alocac¸a˜o de
memo´ria quando aplicado em bases de dados com mais de 10.000 varia´veis.
2Algoritmo rodado no software no R, Versa˜o 2.13, 64 bits.
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4.2 Resultados em Dados Reais
Nesta sec¸a˜o, os algoritmos que apresentaram os melhores resultados no estudo de
simulac¸a˜o sera˜o aplicados em dados de microarranjo e de sinais ele´tricos do ce´rebro
proveniente de eletroencefalograma.
4.2.1 Ana´lise de Microarranjo
Os dados utilizados nesta sec¸a˜o foram coletados por Gillespie et al. (2011). Foram
estudadas treˆs replicac¸o˜es de uma cepa contendo leveduras do tipo selvagem (wild-
type) e uma cepa contendo leveduras portadoras de mutac¸a˜o sens´ıvel a variac¸o˜es
de temperatura (cdc13-1 ). As expresso˜es geˆnicas das leveduras foram amostradas
inicialmente a 23 ◦C, e, enta˜o, 1, 2, 3 e 4 horas apo´s um aumento de temperatura para
30 ◦C. Ao todo foram observados 10.928 genes de leveduras em cinco pontos no tempo,
com treˆs replicac¸o˜es e dois tipos de condic¸o˜es experimentais: cepas de leveduras
sem acre´scimo de temperatura (testemunha) e cepas com alterac¸a˜o de temperatura
(tratamento). Esses dados esta˜o dispon´ıveis na base de dados ArrayExpress, com
nu´mero de acesso: E-MEXP-1551.
O objetivo desse estudo e´ identificar grupos de genes de levedura que se expressa-
ram de forma semelhante ao longo do tempo. Em outras palavras, deseja-se encontrar
os genes que reagiram de forma semelhante quando submetidos a` elevac¸a˜o de tempe-
ratura. No trabalho de Gillespie et al. (2011), os autores, primeiramente, reduziram a
dimensa˜o do estudo, selecionando os 50 genes que apresentaram uma maior variabili-
dade em sua expressa˜o ao longo do tempo. Essa reduc¸a˜o de dimensa˜o possibilitou aos
autores a utilizac¸a˜o das te´cnicas de agrupamento tradicionais. Os algoritmos apre-
sentadas neste trabalho foram projetados para lidar com a multidimensionalidade,
portanto, na˜o ha´ necessidade de reduzir a dimensa˜o dos dados, e, consequentemente,
evita a perda desnecessa´ria de informac¸o˜es.
Para verificar o efeito do tratamento na expressa˜o geˆnica das leveduras portadoras
da mutac¸a˜o cdc13-1 foi necessa´rio padronizar as observac¸o˜es da base com tratamento
em relac¸a˜o a`s observac¸o˜es da base de dados de controle.
Seja Xijk as expresso˜es dos genes de leveduras mutantes e Yijk as expresso˜es das
leveduras do tipo selvagem, Gillespie et al. (2011) padronizou as expresso˜es dos genes
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Figura 4.4: Expressa˜o dos 10.928 genes ao longo de cinco mensurac¸o˜es no tempo.
de leveduras mutantes em relac¸a˜o a` me´dia de todas as observac¸o˜es de controle, ou
seja, Yijk − X¯.... Entretanto, como foi verificado que cada gene possui um n´ıvel de
expressa˜o geˆnico distinto, enta˜o preferimos utilizar a padronizac¸a˜o de acordo com a
mediana de cada gene, ou seja, Yijk − X˜i.., onde X˜i.. e´ a mediana do i-e´simo gene.
A Figura 4.4 mostra o efeito da temperatura nas expresso˜es dos genes ao longo
do tempo. Percebe-se que a maior parte dos genes concentrou-se em torno de zero
durante todo o per´ıodo em ana´lise, ou seja, na˜o reagiram ao aumento da temperatura.
A Figura 4.5 mostra o resultado do agrupamento aplicando-se os procedimentos
PPCLUSTEL - R e PPCLUSTEL - M. Utilizou-se em cada um dos algoritmos o
procedimento descrito na Sec¸a˜o 3.5 para a escolha do limiar. O algoritmo foi aplicado
com os limiares 10−1, 10−2, 10−3 ate´ 10−8. Verificou-se em ambos os casos que a partir
de 10−3 o padra˜o dos grupos era o mesmo. Sempre haviam treˆs grupos predominantes,
o maior deles (sempre em torno de 60% do total genes) representando os genes que
na˜o reagiram ao longo do tempo. E os outros dois grupos cada um com mais ou menos
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20% dos genes. Para facilitar a visualizac¸a˜o, o grupo central contendo os genes que
na˜o se expressaram foram retirados do gra´fico.
A semelhanc¸a dos resultados obtidos com os dois algoritmos nas simulac¸o˜es da
sec¸a˜o anterior se confirma ao analisarmos os grupos formados por esses procedimentos.
Enquanto o PPCLUSTEL - R encontrou dez grupos, o PPCLUSTEL - M encontrou
nove. Percebe-se que ambos os procedimentos separaram basicamente os genes com























































(b) PPCLUSTEL - M com limiar α = 10−8.
Figura 4.5: Agrupamento obtido com os respectivos algoritmos. Forma de estimac¸a˜o
utilizada (ΣG).
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4.2.2 Ana´lise de EEG
A base de dados utilizada nesta sec¸a˜o foi coletada no laborato´rio Multi-Sensing-
Processing and Learning (MSPL) da Universidade do Texas em El Passo. Os dados
consistem de sinais ele´tricos do ce´rebro (eletroencefalograma) captados por eletrodos
em indiv´ıduos submetidos a determinados est´ımulos visuais e auditivos. Uma breve
descric¸a˜o do protocolo de pesquisa sera´ detalhada a seguir.
Figura 4.6: Indiv´ıduo durante o experimento de coleta dos dados de EEG pelo MSPL
Lab. - UTEP.
Inicialmente, e´ realizada uma triagem dos volunta´rios, sendo selecionados apenas
aqueles em plenas condic¸o˜es f´ısicas e mentais. Qualquer problema de sau´de detectado
eliminaria o participante. A Figura 4.6 mostra um volunta´rio com a touca utilizada
para a coleta dos dados. Percebe-se que o me´todo utilizado e´ na˜o-invasivo, o que na˜o
oferece riscos aos participantes.
Cada touca possui 128 eletrodos que sa˜o igualmente posicionados nas cabec¸as
dos participantes. O experimento se inicia com o indiv´ıduo observando 11 figuras
(Figura 4.7) e mais treˆs est´ımulos auditivos (100 Hz, 2000 Hz e 44100 Hz). Cada
est´ımulo e´ repetido cinco vezes e cada repetic¸a˜o dura 4 segundos. A ordem dos
est´ımulos e´ aleato´ria.
Para cada repetic¸a˜o dos est´ımulos e´ registrado o sinal ele´trico com durac¸a˜o de
quatro segundos. Neste momento, a transformada de Fourier e´ utilizada para deter-
minar a frequeˆncia ma´xima (fmax) do sinal registrado. Esta frequeˆncia encontrada
determina a taxa ma´xima de reamostragem (Tx):
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(a) Figura 1 (b) Figura 2 (c) Figura 3 (d) Figura 4 (e) Figura 5
(f) Figura 6 (g) Figura 7 (h) Figura 8 (i) Figura 9 (j) Figura 10
(k) Figura 11




A taxa de reamostragem em processamento de sinais e´ o intervalo de tempo usado
para registrar os pontos do sinal, assim um sinal cont´ınuo e´ transformado em um
conjunto discreto de pontos. Dessa forma, a frequeˆncia ma´xima obtida pela transfor-
mada vai determinar o nu´mero de pontos usados para representar o sinal preservando
as informac¸o˜es essenciais contidas no sinal original. Maiores detalhes da metodologia
de pesquisa esta˜o dispon´ıveis em Frondana (2011).
A proposta do estudo com os sinais de EEG e´ desenvolver uma metodologia ca-
paz de classificar corretamente um sinal desconhecido em alguma classe previamente
estabelecida por uma amostra de treinamento (aprendizado supervisionado). Cada
classe do estudo corresponde a um determinado est´ımulo recebido pelo participante
(sons, imagens, dor, etc.).
Esse estudo encontra-se, ainda, em fase inicial, onde esta˜o sendo testadas as pri-
meiras te´cnicas estat´ısticas de classificac¸a˜o. Entre os trabalhos realizados ate´ o mo-
mento, Coutinho (2011) foi o que obteve resultados mais expressivos. Esse autor
obteve um bom ı´ndice de acertos utilizando a te´cnica Support Vector Machine como
classificadora. Ale´m disso, esse autor identificou que os eletrodos que fornecem os
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sinais mais expressivos para o melhor desempenho da classificac¸a˜o sa˜o os que esta˜o
na parte frontal da cabec¸a, que e´ a regia˜o do ce´rebro responsa´vel pela visa˜o. Outro
trabalho de destaque foi o de Frondana (2011), onde o me´todo de cadeias de Markov
ocultas foi utilizado como classificador. A autora verificou que o desempenho do pro-
cedimento melhora consideravelmente quando a te´cnica e´ aplicada em subgrupos de
figuras.
Para adequar a estrutura dos dados de EEG a` estrutura HDLLSS da Tabela 3.1
considerou-se como varia´vel cada combinac¸a˜o entre est´ımulo e eletrodo. Como temos
168 pontos no tempo, 128 eletrodos e mais 14 est´ımulos, enta˜o a base de dados
HDLLSS conte´m 1.792 varia´veis (cada figura com 128 eletrodos), com 5 repetic¸o˜es
avaliadas ao longo dos 168 pontos no tempo.
O algoritmo utilizado foi o PPCLUSTEL-M (ΣG), pois este e´ indicado para lidar
com grande nu´mero de pontos no tempo. Apesar de o resultado das simulac¸o˜es ter
dado ind´ıcio de que as condic¸o˜es de convergeˆncia dos testes na˜o exercem um papel
preponderante para um melhor desempenho dos algoritmos, justifica-se a escolha
desse algoritmo pelo fato de na˜o ter sido abordado nas referidas simulac¸o˜es nenhum
caso com mais de 20 pontos no tempo.
Em uma primeira ana´lise, verificou-se o PPCLUSTEL-M na˜o conseguia detectar
os grupos de est´ımulos corretamente. Entretanto, para diversos limiares diferentes,
um subgrupo de cinco est´ımulos se destacava dos demais: som com frequeˆncia 100
Hz, som com frequeˆncia 2000 Hz, figura 1, figura 5 e figura 7. A Figura 4.8 mostra os
sinais de EEG de cada um desses est´ımulos. E´ poss´ıvel perceber a completa auseˆncia
de padra˜o dos sinais.
Para nos certificarmos que o algoritmo realmente consegue detectar as diferenc¸as
entre os est´ımulos citados, repetimos o procedimento considerando apenas o subgrupo
mostrado na Figura 4.8.
O resultado do agrupamento esta´ disposto na Tabela 4.5. Nessa tabela pode ser
verificada a sobreposic¸a˜o das figuras com os grupos encontrados. Percebe-se que do
total de cinco est´ımulos, o algoritmo conseguiu detectar bem treˆs deles: o som de 100
Hz (est´ımulo 1), a figura 1 (est´ımulo 3) e a figura 7 (est´ımulo 5). A figura 5 (est´ımulo
4) teve a maior parte dos sinais alocados no Grupo 4, grupo identificado ao est´ımulo
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figuras, provavelmente, por serem muito parecidas.
Freq.
Linha (%) Grupos







1 103 0 0 11 14 128
80,47 0 0 8.59 10,94
93,64 0 0 4,58 12,28
2 4 68 7 49 0 128
3,125 53,12 5,47 38,28 0
3,64 53,13 14,58 20,42 0
3 0 25 0 103 0 128
0 19,53 0 80,47 0
0 19,53 0 42,92 0
4 0 33 39 52 4 128
0 25,78 30,47 40,63 3,13
0 25,78 81,25 21,67 3,51
5 3 2 2 25 96 128
2,34 1,56 1,56 19,53 75
2,73 1,56 4,17 10,42 84,21
Total 110 128 48 240 114 640
Tabela 4.5: Resultado do agrupamento com o algoritmo PPCLUSTEL-M. Foi consi-




Neste trabalho, foram propostos dois novos algoritmos na literatura: o PP-
CLUSTEL - R e o PPCLUSTEL - M. O PPCLUSTEL - R se destina a agrupar
dados longitudinais, com grande nu´mero de varia´veis e um nu´mero fixo de pontos
no tempo. Ja´ o PPCLUSTEL - M e´ indicado para agrupar dados onde o nu´mero de
varia´veis e´ fixo e o nu´mero de pontos no tempo, alto. Ambos os procedimentos se
baseiam na utilizac¸a˜o do p-valor resultante de um teste de auseˆncia de efeito simples
de grupo em um delineamento fatorial como medida de similaridade em agrupamento
de dados HDLLSS. Baseado nas possibilidades de estimac¸a˜o da matriz de covariaˆncia
dos dados, foram sugeridas treˆs variac¸o˜es desses algoritmos: o PPCLUSTEL (Σi, Σ,
ΣG), o PPCLUSTEL-R (Σi, Σ, ΣG) e o PPCLUSTEL-M (Σi, Σ, ΣG).
Os resultados apresentados mostraram que a eficieˆncia dos algoritmos na˜o depende
das condic¸o˜es de convergeˆncia dos testes1, mas da distribuic¸a˜o dos dados e, principal-
mente, da qualidade de estimac¸a˜o da matriz de covariaˆncias. Por esse motivo, este
trabalho se concentrou na elaborac¸a˜o de uma soluc¸a˜o para o problema da falta de
informac¸a˜o dispon´ıvel para a estimac¸a˜o daquela matriz, levando-se em considerac¸a˜o
a necessidade de detectar as mudanc¸as na estrutura de covariaˆncias dos grupos.
A forma de estimac¸a˜o Σi estima uma matriz de covariaˆncias para cada varia´vel.
Essa forma de estimac¸a˜o possibilita ao algoritmo detectar as mudanc¸as com relac¸a˜o
a` estrutura de covariaˆncias dos grupos, pore´m essa capacidade e´ limitada em virtude
1Condic¸o˜es de convergeˆncia do PPCLUSTEL/PPCLUSTEL-R e PPCLUSTEL-M: a→∞, b fixo
e b→∞, a fixo, respectivamente.
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da falta de replicac¸o˜es dispon´ıveis em cada varia´vel (ni pequeno). Os me´todos Σ
e ΣG supo˜em que um grupo de varia´veis possuem um mesmo comportamento ao
longo do tempo. Isso permite utilizar uma maior quantidade de informac¸o˜es para a
estimac¸a˜o da matriz de covariaˆncias. Ao passo que a estimac¸a˜o Σ considera que todas
as varia´veis do sistema possuem a mesma estrutura de covariaˆncias, a estimac¸a˜o ΣG
considera que cada grupo possui uma estrutura de covariaˆncias distinta.
Foram apresentados os resultados das simulac¸o˜es do erro do tipo I e do poder
do teste PPCLUSTEL E PPCLUSTEL-R, em diferentes situac¸o˜es. Em ambos os
procedimentos o erro do tipo I apresentou resultados satisfato´rios para Σ e uma grande
dependeˆncia do tamanho amostral para a manutenc¸a˜o do n´ıvel nominal quando e´
utilizado Σi. As curvas de poder mostraram que o teste e´ eficaz em detectar pequenas
diferenc¸as na me´dia mesmo quando a distribuic¸a˜o dos dados e´ assime´trica (caso da
log-normal) e com cauda pesada (tv=10 de student). Como o PPCLUSTEL-R utiliza
os dados organizados em postos, enta˜o foi realizado um estudo onde se verificou a
validade da convergeˆncia do teste em diferentes situac¸o˜es. Os resultados mostraram
que a convergeˆncia do PPCLUSTEL continua ocorrendo para o PPCLUSTEL-R e
que esta se verifica mesmo para as situac¸o˜es diferentes das quais o teste foi projetado.
Quanto ao desempenho dos procedimentos em dados simulados, verificou-se que
os algoritmos que utilizam a estimac¸a˜o ΣG superam os procedimentos com estimac¸a˜o
Σ e Σi, e que o MCLUST tende a superar ambos os algoritmos apenas quando os
dados seguem distribuic¸o˜es sime´tricas e o nu´mero de pontos no tempo gira em torno
de 5. Pelo fato de estimar uma matriz de variaˆncias e covariaˆncias para cada grupo,
os procedimentos (ΣG) sa˜o mais indicados quando ha´ grande variabilidade entre os
grupos, ou quando na˜o se tem certeza sobre esse comportamento.
Os resultados da aplicac¸a˜o em sinais de EEG mostraram ser poss´ıvel, ainda que em
esta´gio explorato´rio, a identificac¸a˜o, por meio de sinais de EEG, de alguns est´ımulos
recebidos por um indiv´ıduo . Ressaltamos que, por ser uma pesquisa ainda incipiente,
o me´todo de coleta e extrac¸a˜o dos dados ainda precisa ser aperfeic¸oado para que o
procedimento de agrupamento seja eficaz.
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5.1 Estudos Futuros
Como pudemos perceber, existem diversos problemas que surgem ao lidarmos com
dados HDLLSS. Neste trabalho, apenas uma parte desses problemas foram contorna-
dos e muitos outros ainda precisam ser considerados. Portanto, esperamos que esse
trabalho sirva como incentivo a futuros trabalhos. Com esse intuito, sugerimos os
seguintes to´picos como propostas a pesquisas futuras:
• Verificac¸a˜o do desempenho dos testes na˜o-parame´tricos propostos em outras
distribuic¸o˜es cont´ınuas e, tambe´m, discretas, como: Laplace, Cauchy, Poisson,
Gama, enter outras;
• Estudo do impacto no desempenho do teste (erro do tipo I e poder) e no algo-
ritmo de agrupamento ao se utilizar nas simulac¸o˜es grupos gerados com dife-
rentes estruturas de covariaˆncias;
• Em estudos de microarranjo, uma grande preocupac¸a˜o dos geneticistas esta´ em
verificar as relac¸o˜es existentes entre genes, em um processo conhecido como
regulac¸a˜o geˆnica. Uma poss´ıvel soluc¸a˜o para essa questa˜o seria estender os
testes presentes no PPCLUSTEL e PPCLUSTEL-R para considerar, ale´m da
estrutura de covariaˆncia temporal, a covariaˆncia entre varia´veis.
• Comparac¸a˜o do PPCLUSTEL - R e do PPCLUSTEL - M em simulac¸o˜es que
considerem situac¸o˜es mais favora´veis ao PPCLUSTEL - M, ou seja, com um
nu´mero maior de pontos no tempo.
• Desenvolvimento de uma metodologia para a escolha do limiar que fornec¸a o
agrupamento mais veross´ımil. Uma possibilidade seria utilizar uma medida
externa de avaliac¸a˜o de agrupamento, como a Root Mean Square (RMS), que
se baseia nas somas dos quadrados dentro e entre cada grupo, para comparar
as partic¸o˜es obtidas com diferentes limiares.
• No aˆmbito das pesquisas com sinais de EEG, considerar est´ımulos que produzam
reac¸o˜es mais distingu´ıveis no padra˜o ele´trico cerebral do indiv´ıduo.
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Apeˆndice A






a b 3 5 10 20 3 5 10 20
20 5 0,015 0,021 0,023 0,026 0,024 0,028 0,029 0,027
20 10 0,013 0,021 0,023 0,019 0,014 0,017 0,023 0,019
20 20 0,017 0,019 0,017 0,019 0,003 0,006 0,015 0,017
20 40 0,011 0,015 0,012 0,018 0,000 0,001 0,005 0,009
100 5 0,016 0,015 0,019 0,011 0,013 0,015 0,021 0,012
100 10 0,011 0,017 0,011 0,016 0,004 0,013 0,010 0,015
100 20 0,009 0,015 0,009 0,014 0,001 0,005 0,007 0,009
100 40 0,013 0,010 0,013 0,015 0 0,001 0,005 0,007
500 5 0,013 0,016 0,010 0,011 0,005 0,011 0,010 0,011
500 10 0,013 0,010 0,017 0,012 0,003 0,007 0,007 0,011
500 20 0,009 0,010 0,008 0,008 0,000 0,002 0,005 0,005
500 40 0,011 0,011 0,009 0,011 0,000 0,001 0,001 0,004
1000 5 0,006 0,007 0,007 0,012 0,004 0,005 0,007 0,012
1000 10 0,011 0,010 0,009 0,013 0,003 0,005 0,008 0,011
1000 20 0,013 0,011 0,011 0,011 0 0,002 0,006 0,008
1000 40 0,011 0,011 0,007 0,003 0 0,001 0,001 0,002
Tabela A.1: Erro do tipo I obtido com 1500 simulac¸o˜es para a distribuic¸a˜o normal





a b 3 5 10 20 3 5 10 20
20 5 0,068 0,061 0,071 0,070 0,077 0,063 0,077 0,073
20 10 0,055 0,065 0,072 0,073 0,044 0,059 0,070 0,072
20 20 0,053 0,065 0,062 0,065 0,023 0,039 0,050 0,057
20 40 0,051 0,049 0,060 0,057 0,003 0,015 0,029 0,044
100 5 0,050 0,057 0,061 0,053 0,043 0,056 0,061 0,053
100 10 0,045 0,053 0,057 0,056 0,022 0,038 0,051 0,055
100 20 0,054 0,057 0,049 0,053 0,007 0,026 0,033 0,048
100 40 0,053 0,043 0,059 0,055 0,002 0,006 0,023 0,041
500 5 0,046 0,063 0,049 0,045 0,027 0,055 0,048 0,045
500 10 0,045 0,048 0,045 0,053 0,015 0,033 0,041 0,050
500 20 0,052 0,043 0,042 0,042 0,008 0,016 0,028 0,038
500 40 0,053 0,053 0,053 0,055 0,001 0,005 0,019 0,043
1000 5 0,048 0,059 0,055 0,052 0,027 0,049 0,054 0,052
1000 10 0,044 0,046 0,056 0,047 0,019 0,031 0,045 0,045
1000 20 0,056 0,049 0,047 0,047 0,009 0,018 0,032 0,040
1000 40 0,061 0,056 0,043 0,010 0 0,009 0,015 0,041
Tabela A.2: Erro do tipo I obtido com 1500 simulac¸o˜es para a distribuic¸a˜o normal





a b 3 5 10 20 3 5 10 20
20 5 0,121 0,103 0,118 0,122 0,116 0,108 0,125 0,129
20 10 0,109 0,113 0,124 0,128 0,083 0,103 0,121 0,125
20 20 0,103 0,118 0,117 0,111 0,048 0,078 0,099 0,106
20 40 0,103 0,100 0,109 0,103 0,019 0,033 0,073 0,083
100 5 0,103 0,108 0,111 0,101 0,086 0,104 0,110 0,102
100 10 0,097 0,117 0,106 0,103 0,055 0,093 0,097 0,101
100 20 0,101 0,111 0,101 0,105 0,034 0,065 0,074 0,098
100 40 0,102 0,097 0,101 0,113 0,012 0,027 0,065 0,088
500 5 0,087 0,113 0,107 0,102 0,061 0,103 0,101 0,102
500 10 0,091 0,099 0,098 0,113 0,048 0,076 0,085 0,107
500 20 0,099 0,087 0,093 0,093 0,033 0,047 0,069 0,080
500 40 0,109 0,110 0,085 0,105 0,009 0,025 0,057 0,086
1000 5 0,106 0,120 0,107 0,099 0,067 0,108 0,107 0,099
1000 10 0,089 0,106 0,106 0,097 0,045 0,075 0,098 0,093
1000 20 0,105 0,103 0,093 0,091 0,035 0,051 0,073 0,081
1000 40 0,123 0,111 0,098 0,019 0,008 0,025 0,045 0,083
Tabela A.3: Erro do tipo I obtido com 1500 simulac¸o˜es para a distribuic¸a˜o normal






a b 3 5 10 20 3 5 10 20
20 10 0,025 0,027 0,024 0,030 0,002 0,001 0,005 0,012
20 20 0,019 0,019 0,031 0,017 0,001 0,000 0,001 0,008
20 40 0,031 0,020 0,021 0,019 0 0,000 0,001 0,007
100 5 0,021 0,023 0,013 0,015 0 0,001 0,002 0,004
100 10 0,025 0,020 0,015 0,009 0 0,001 0,001 0,003
100 20 0,018 0,020 0,015 0,011 0 0 0 0,002
100 40 0,022 0,013 0,015 0,015 0 0 0,001 0,002
500 5 0,018 0,015 0,010 0,011 0 0 0,001 0,003
500 10 0,012 0,014 0,009 0,008 0 0 0,001 0,002
500 20 0,011 0,013 0,009 0,005 0 0 0 0,002
500 40 0,013 0,010 0,010 0,012 0 0 0 0,004
1000 5 0,013 0,015 0,011 0,005 0 0 0,001 0,003
1000 10 0,011 0,011 0,011 0,015 0 0 0 0,001
1000 20 0,010 0,007 0,007 0,007 0 0 0 0,001
1000 40 0,012 0,011 0,009 0,015 0 0 0 0,002
Tabela A.4: Erro do tipo I obtido com 1500 simulac¸o˜es para a distribuic¸a˜o lognormal





a b 3 5 10 20 3 5 10 20
20 5 0,073 0,054 0,066 0,063 0,023 0,013 0,022 0,042
20 10 0,062 0,061 0,069 0,073 0,011 0,013 0,029 0,045
20 20 0,062 0,065 0,082 0,055 0,005 0,005 0,023 0,030
20 40 0,077 0,061 0,059 0,056 0,002 0,003 0,013 0,029
100 5 0,062 0,055 0,059 0,055 0,006 0,006 0,014 0,025
100 10 0,061 0,053 0,057 0,049 0,002 0,003 0,009 0,025
100 20 0,050 0,054 0,053 0,044 0 0,001 0,007 0,021
100 40 0,064 0,049 0,055 0,055 0 0 0,006 0,023
500 5 0,057 0,058 0,055 0,055 0,001 0 0,005 0,029
500 10 0,051 0,051 0,050 0,055 0 0,001 0,004 0,031
500 20 0,041 0,050 0,044 0,037 0 0,001 0,004 0,020
500 40 0,058 0,043 0,051 0,050 0 0 0,003 0,021
1000 5 0,042 0,053 0,055 0,059 0 0 0,007 0,028
1000 10 0,050 0,049 0,049 0,04 0 0 0,006 0,023
1000 20 0,052 0,045 0,050 0,041 0 0 0,002 0,017
1000 40 0,056 0,059 0,042 0,055 0 0 0,003 0,022
Tabela A.5: Erro do tipo I obtido com 1500 simulac¸o˜es para a distribuic¸a˜o lognormal





a b 3 5 10 20 3 5 10 20
20 5 0,107 0,095 0,113 0,111 0,039 0,029 0,060 0,083
20 10 0,105 0,099 0,114 0,112 0,022 0,025 0,049 0,081
20 20 0,101 0,121 0,135 0,103 0,009 0,018 0,051 0,069
20 40 0,117 0,118 0,110 0,106 0,007 0,011 0,033 0,060
100 5 0,107 0,104 0,099 0,101 0,009 0,013 0,039 0,069
100 10 0,093 0,100 0,099 0,088 0,008 0,010 0,028 0,055
100 20 0,097 0,106 0,094 0,091 0,001 0,006 0,029 0,053
100 40 0,113 0,099 0,101 0,099 0,001 0,001 0,023 0,057
500 5 0,098 0,101 0,095 0,105 0,001 0,004 0,029 0,067
500 10 0,097 0,087 0,098 0,100 0,001 0,003 0,021 0,065
500 20 0,086 0,103 0,092 0,081 0,001 0,002 0,016 0,044
500 40 0,098 0,109 0,107 0,097 0 0,001 0,016 0,051
1000 5 0,085 0,102 0,104 0,098 0,001 0,003 0,027 0,062
1000 10 0,095 0,095 0,103 0,095 0 0,003 0,022 0,067
1000 20 0,104 0,095 0,091 0,083 0 0,001 0,015 0,045
1000 40 0,110 0,098 0,087 0,095 0 0 0,013 0,059
Tabela A.6: Erro do tipo I obtido com 1500 simulac¸o˜es para a distribuic¸a˜o lognormal






a b 3 5 10 20 3 5 10 20
20 5 0,014 0,017 0,013 0,018 0,020 0,020 0,021 0,019
20 10 0,012 0,019 0,019 0,022 0,009 0,016 0,017 0,023
20 20 0,011 0,016 0,014 0,020 0,001 0,003 0,011 0,017
20 40 0,007 0,015 0,014 0,011 0 0,000 0,003 0,006
100 5 0,011 0,019 0,015 0,017 0,008 0,017 0,015 0,019
100 10 0,007 0,015 0,015 0,019 0,001 0,008 0,012 0,017
100 20 0,009 0,013 0,010 0,012 0,000 0,002 0,006 0,008
100 40 0,007 0,013 0,008 0,006 0,000 0,000 0,002 0,003
500 5 0,010 0,009 0,017 0,012 0,003 0,008 0,015 0,012
500 10 0,011 0,011 0,011 0,009 0,001 0,004 0,010 0,009
500 20 0,007 0,012 0,011 0,006 0 0,003 0,003 0,006
500 40 0,006 0,009 0,013 0,011 0 0 0,003 0,005
1000 5 0,011 0,010 0,013 0,013 0,003 0,006 0,010 0,013
1000 10 0,006 0,008 0,012 0,015 0 0,003 0,009 0,013
1000 20 0,009 0,009 0,006 0,010 0 0,001 0,002 0,006
1000 40 0,007 0,010 0,009 0,025 0 0 0 0,004
Tabela A.7: Erro do tipo I obtido com 1500 simulac¸o˜es para a distribuic¸a˜o tv=10





a b 3 5 10 20 3 5 10 20
20 5 0,057 0,061 0,068 0,059 0,060 0,067 0,071 0,059
20 10 0,055 0,059 0,057 0,071 0,029 0,050 0,052 0,067
20 20 0,047 0,051 0,057 0,068 0,009 0,025 0,044 0,058
20 40 0,041 0,062 0,058 0,057 0,001 0,011 0,023 0,037
100 5 0,059 0,055 0,064 0,059 0,036 0,048 0,065 0,061
100 10 0,053 0,062 0,059 0,071 0,013 0,039 0,051 0,069
100 20 0,057 0,050 0,052 0,060 0,006 0,018 0,036 0,050
100 40 0,042 0,061 0,047 0,049 0,000 0,007 0,017 0,029
500 5 0,057 0,053 0,051 0,064 0,019 0,041 0,047 0,064
500 10 0,049 0,057 0,059 0,052 0,013 0,034 0,051 0,046
500 20 0,051 0,057 0,049 0,043 0,003 0,017 0,031 0,033
500 40 0,045 0,041 0,044 0,045 0,000 0,004 0,015 0,024
1000 5 0,049 0,049 0,059 0,048 0,040 0,056 0,048 0,007
1000 10 0,051 0,050 0,055 0,055 0,026 0,044 0,053 0,003
1000 20 0,056 0,045 0,049 0,045 0,014 0,027 0,037 0,001
1000 40 0,039 0,043 0,040 0,045 0,001 0,005 0,015 0,023
Tabela A.8: Erro do tipo I obtido com 1500 simulac¸o˜es para a distribuic¸a˜o tv=10





a b 3 5 10 20 3 5 10 20
20 5 0,112 0,106 0,115 0,099 0,100 0,101 0,117 0,101
20 10 0,099 0,103 0,107 0,117 0,063 0,084 0,097 0,114
20 20 0,089 0,114 0,115 0,109 0,029 0,055 0,084 0,101
20 40 0,091 0,101 0,108 0,112 0,007 0,035 0,059 0,082
100 5 0,124 0,103 0,103 0,115 0,088 0,089 0,099 0,115
100 10 0,097 0,109 0,115 0,125 0,045 0,081 0,101 0,118
100 20 0,108 0,097 0,092 0,109 0,022 0,046 0,070 0,097
100 40 0,088 0,113 0,097 0,097 0,005 0,029 0,045 0,069
500 5 0,095 0,109 0,103 0,113 0,068 0,090 0,097 0,113
500 10 0,098 0,105 0,101 0,101 0,035 0,071 0,087 0,099
500 20 0,101 0,104 0,098 0,097 0,013 0,047 0,067 0,078
500 40 0,086 0,098 0,091 0,085 0,003 0,019 0,043 0,061
1000 5 0,092 0,093 0,105 0,103 0,055 0,077 0,099 0,099
1000 10 0,095 0,107 0,101 0,106 0,037 0,069 0,087 0,100
1000 20 0,106 0,095 0,093 0,088 0,020 0,040 0,072 0,073
1000 40 0,083 0,078 0,084 0,105 0,001 0,013 0,038 0,063
Tabela A.9: Erro do tipo I obtido com 1500 simulac¸o˜es para a distribuic¸a˜o tv=10
multivariada, α = 0, 1.
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Apeˆndice B






a b 3 5 10 20 3 5 10 20
20 5 0,018 0,019 0,022 0,023 0,025 0,029 0,024 0,025
20 10 0,014 0,017 0,019 0,021 0,013 0,017 0,020 0,022
20 20 0,012 0,015 0,019 0,019 0,002 0,003 0,016 0,016
20 40 0,014 0,014 0,012 0,020 0,000 0,000 0,004 0,010
100 5 0,015 0,012 0,018 0,012 0,014 0,013 0,020 0,012
100 10 0,009 0,017 0,014 0,016 0,004 0,012 0,013 0,014
100 20 0,009 0,017 0,011 0,016 0,001 0,009 0,006 0,010
100 40 0,018 0,010 0,013 0,016 0,000 0,000 0,005 0,006
500 5 0,009 0,007 0,014 0,007 0,005 0,006 0,014 0,007
500 10 0,014 0,007 0,010 0,011 0,005 0,005 0,007 0,010
500 20 0,015 0,007 0,010 0,008 0,001 0,003 0,003 0,007
500 40 0,011 0,012 0,009 0,015 0,000 0,001 0,001 0,004
1000 5 0,015 0,020 0,010 0,010 0,004 0,012 0,008 0,012
1000 10 0,010 0,020 0,009 0,015 0,002 0,007 0,007 0,011
1000 20 0,020 0,010 0,005 0,010 0,000 0,003 0,004 0,009
1000 40 0,010 0,005 0,015 0,015 0,000 0,000 0,002 0,003
Tabela B.1: Erro do tipo I obtido com 1000 simulac¸o˜es para a distribuic¸a˜o normal





a b 3 5 10 20 3 5 10 20
20 5 0,061 0,054 0,063 0,066 0,069 0,061 0,072 0,073
20 10 0,060 0,056 0,065 0,071 0,046 0,052 0,060 0,071
20 20 0,038 0,050 0,061 0,058 0,017 0,027 0,043 0,055
20 40 0,055 0,051 0,056 0,058 0,005 0,012 0,025 0,043
100 5 0,044 0,049 0,050 0,053 0,038 0,046 0,051 0,053
100 10 0,042 0,049 0,058 0,058 0,021 0,037 0,051 0,053
100 20 0,052 0,060 0,056 0,058 0,008 0,031 0,036 0,051
100 40 0,054 0,033 0,067 0,055 0,003 0,005 0,024 0,036
500 5 0,046 0,052 0,050 0,045 0,032 0,051 0,050 0,045
500 10 0,048 0,050 0,045 0,053 0,020 0,033 0,039 0,050
500 20 0,051 0,046 0,044 0,041 0,011 0,017 0,029 0,035
500 40 0,050 0,052 0,052 0,080 0,001 0,003 0,022 0,045
1000 5 0,060 0,060 0,060 0,040 0,034 0,055 0,055 0,052
1000 10 0,045 0,055 0,058 0,050 0,023 0,035 0,050 0,046
1000 20 0,040 0,055 0,040 0,035 0,014 0,022 0,026 0,039
1000 40 0,070 0,050 0,050 0,065 0 0,007 0,014 0,037
Tabela B.2: Erro do tipo I obtido com 1000 simulac¸o˜es para a distribuic¸a˜o normal





a b 3 5 10 20 3 5 10 20
20 5 0,107 0,102 0,112 0,111 0,116 0,106 0,122 0,115
20 10 0,105 0,112 0,112 0,122 0,085 0,100 0,108 0,119
20 20 0,094 0,108 0,107 0,114 0,033 0,069 0,088 0,107
20 40 0,100 0,098 0,105 0,099 0,018 0,035 0,067 0,076
100 5 0,104 0,105 0,099 0,098 0,091 0,103 0,100 0,100
100 10 0,089 0,115 0,101 0,102 0,057 0,088 0,096 0,098
100 20 0,092 0,116 0,099 0,110 0,035 0,064 0,073 0,098
100 40 0,114 0,096 0,104 0,107 0,015 0,023 0,068 0,077
500 5 0,098 0,104 0,112 0,094 0,073 0,099 0,110 0,094
500 10 0,088 0,099 0,097 0,110 0,053 0,078 0,086 0,106
500 20 0,099 0,097 0,095 0,094 0,035 0,049 0,069 0,078
500 40 0,110 0,099 0,082 0,135 0,009 0,024 0,054 0,085
1000 5 0,120 0,135 0,130 0,100 0,075 0,122 0,108 0,098
1000 10 0,075 0,105 0,118 0,105 0,053 0,084 0,112 0,094
1000 20 0,070 0,145 0,090 0,090 0,034 0,062 0,070 0,085
1000 40 0,120 0,090 0,120 0,095 0,007 0,021 0,046 0,076
Tabela B.3: Erro do tipo I obtido com 1000 simulac¸o˜es para a distribuic¸a˜o normal






a b 3 5 10 20 3 5 10 20
20 5 0,018 0,019 0,022 0,023 0,025 0,029 0,024 0,025
20 10 0,014 0,017 0,019 0,021 0,013 0,017 0,02 0,022
20 20 0,012 0,015 0,019 0,019 0,002 0,003 0,016 0,016
20 40 0,014 0,014 0,012 0,02 0 0 0,004 0,01
100 5 0,015 0,012 0,018 0,012 0,014 0,013 0,02 0,012
100 10 0,009 0,017 0,014 0,016 0,004 0,012 0,013 0,014
100 20 0,009 0,017 0,011 0,016 0,001 0,009 0,006 0,01
100 40 0,018 0,01 0,013 0,016 0 0 0,005 0,006
500 5 0,009 0,007 0,014 0,007 0,005 0,006 0,014 0,007
500 10 0,014 0,007 0,01 0,011 0,005 0,005 0,007 0,01
500 20 0,015 0,007 0,01 0,008 0,001 0,003 0,003 0,007
500 40 0,011 0,012 0,009 0,015 0 0,001 0,001 0,004
1000 5 0,015 0,02 0,01 0,01 0,004 0,012 0,008 0,012
1000 10 0,01 0,02 0,009 0,015 0,002 0,007 0,007 0,011
1000 20 0,02 0,01 0,005 0,01 0 0,003 0,004 0,009
1000 40 0,01 0,005 0,015 0,015 0 0 0,002 0,003
Tabela B.4: Erro do tipo I obtido com 1000 simulac¸o˜es para a distribuic¸a˜o lognormal





a b 3 5 10 20 3 5 10 20
20 5 0,061 0,054 0,063 0,066 0,069 0,061 0,072 0,073
20 10 0,06 0,056 0,065 0,071 0,046 0,052 0,06 0,071
20 20 0,038 0,05 0,061 0,058 0,017 0,027 0,043 0,055
20 40 0,055 0,051 0,056 0,058 0,005 0,012 0,025 0,043
100 5 0,044 0,049 0,05 0,053 0,038 0,046 0,051 0,053
100 10 0,042 0,049 0,058 0,058 0,021 0,037 0,051 0,053
100 20 0,052 0,06 0,056 0,058 0,008 0,031 0,036 0,051
100 40 0,054 0,033 0,067 0,055 0,003 0,005 0,024 0,036
500 5 0,046 0,052 0,05 0,045 0,032 0,051 0,05 0,045
500 10 0,048 0,05 0,045 0,053 0,02 0,033 0,039 0,05
500 20 0,051 0,046 0,044 0,041 0,011 0,017 0,029 0,035
500 40 0,05 0,052 0,052 0,08 0,001 0,003 0,022 0,045
1000 5 0,06 0,06 0,06 0,04 0,034 0,055 0,055 0,052
1000 10 0,045 0,055 0,058 0,05 0,023 0,035 0,05 0,046
1000 20 0,04 0,055 0,04 0,035 0,014 0,022 0,026 0,039
1000 40 0,07 0,05 0,05 0,065 0 0,007 0,014 0,037
Tabela B.5: Erro do tipo I obtido com 1000 simulac¸o˜es para a distribuic¸a˜o lognormal





a b 3 5 10 20 3 5 10 20
20 5 0,107 0,102 0,112 0,111 0,116 0,106 0,122 0,115
20 10 0,105 0,112 0,112 0,122 0,085 0,1 0,108 0,119
20 20 0,094 0,108 0,107 0,114 0,033 0,069 0,088 0,107
20 40 0,1 0,098 0,105 0,099 0,018 0,035 0,067 0,076
100 5 0,104 0,105 0,099 0,098 0,091 0,103 0,1 0,1
100 10 0,089 0,115 0,101 0,102 0,057 0,088 0,096 0,098
100 20 0,092 0,116 0,099 0,11 0,035 0,064 0,073 0,098
100 40 0,114 0,096 0,104 0,107 0,015 0,023 0,068 0,077
500 5 0,098 0,104 0,112 0,094 0,073 0,099 0,11 0,094
500 10 0,088 0,099 0,097 0,11 0,053 0,078 0,086 0,106
500 20 0,099 0,097 0,095 0,094 0,035 0,049 0,069 0,078
500 40 0,11 0,099 0,082 0,135 0,009 0,024 0,054 0,085
1000 5 0,12 0,135 0,13 0,1 0,075 0,122 0,108 0,098
1000 10 0,075 0,105 0,118 0,105 0,053 0,084 0,112 0,094
1000 20 0,07 0,145 0,09 0,09 0,034 0,062 0,07 0,085
1000 40 0,12 0,09 0,12 0,095 0,007 0,021 0,046 0,076
Tabela B.6: Erro do tipo I obtido com 1000 simulac¸o˜es para a distribuic¸a˜o lognormal






a b 3 5 10 20 3 5 10 20
20 5 0,017 0,018 0,021 0,021 0,027 0,028 0,026 0,023
20 10 0,01 0,018 0,016 0,023 0,009 0,016 0,015 0,023
20 20 0,007 0,014 0,015 0,018 0,002 0,004 0,008 0,015
20 40 0,01 0,016 0,012 0,013 0 0,001 0,004 0,006
100 5 0,011 0,017 0,016 0,017 0,009 0,017 0,017 0,018
100 10 0,006 0,015 0,012 0,018 0 0,01 0,011 0,017
100 20 0,01 0,007 0,012 0,012 0 0,001 0,009 0,006
100 40 0,006 0,012 0,01 0,007 0 0 0,002 0,005
500 5 0,008 0,013 0,015 0,012 0,006 0,009 0,014 0,012
500 10 0,008 0,01 0,017 0,01 0,003 0,006 0,011 0,009
500 20 0,008 0,007 0,012 0,005 0 0,002 0,004 0,005
500 40 0 0,005 0,005 0,015 0 0 0,004 0,005
1000 5 0,015 0,01 0,02 0,014 0,005 0,007 0,014 0,014
1000 10 0,01 0,015 0,005 0,02 0,002 0,003 0,009 0,014
1000 20 0,009 0,004 0,005 0,005 0 0,001 0,002 0,006
1000 40 0,01 0 0,005 0,025 0 0 0,001 0,004
Tabela B.7: Erro do tipo I obtido com 1000 simulac¸o˜es para a distribuic¸a˜o tv=10





a b 3 5 10 20 3 5 10 20
20 5 0,065 0,064 0,073 0,059 0,07 0,075 0,075 0,063
20 10 0,058 0,057 0,058 0,069 0,037 0,055 0,054 0,067
20 20 0,048 0,047 0,055 0,067 0,011 0,021 0,041 0,057
20 40 0,044 0,067 0,06 0,057 0,002 0,013 0,025 0,037
100 5 0,065 0,059 0,069 0,067 0,048 0,056 0,068 0,068
100 10 0,053 0,057 0,054 0,072 0,024 0,044 0,049 0,069
100 20 0,049 0,048 0,04 0,057 0,007 0,013 0,03 0,043
100 40 0,043 0,054 0,058 0,058 0 0,007 0,022 0,029
500 5 0,059 0,06 0,052 0,056 0,036 0,052 0,052 0,056
500 10 0,05 0,06 0,063 0,054 0,017 0,038 0,049 0,051
500 20 0,04 0,042 0,043 0,04 0,005 0,015 0,03 0,03
500 40 0,03 0,025 0,06 0,06 0,002 0,004 0,019 0,027
1000 5 0,06 0,03 0,045 0,054 0,032 0,036 0,047 0,054
1000 10 0,035 0,045 0,06 0,045 0,014 0,032 0,047 0,054
1000 20 0,054 0,048 0,05 0,03 0,006 0,007 0,034 0,034
1000 40 0,05 0,035 0,035 0,05 0 0,007 0,015 0,034
Tabela B.8: Erro do tipo I obtido com 1000 simulac¸o˜es para a distribuic¸a˜o tv=10





a b 3 5 10 20 3 5 10 20
20 5 0,124 0,117 0,126 0,104 0,118 0,116 0,132 0,107
20 10 0,095 0,106 0,11 0,121 0,069 0,087 0,102 0,117
20 20 0,088 0,094 0,1 0,118 0,035 0,054 0,082 0,104
20 40 0,094 0,116 0,106 0,119 0,014 0,041 0,064 0,087
100 5 0,13 0,106 0,117 0,116 0,105 0,1 0,117 0,118
100 10 0,101 0,107 0,106 0,122 0,06 0,082 0,094 0,116
100 20 0,1 0,092 0,095 0,103 0,023 0,047 0,063 0,093
100 40 0,091 0,115 0,104 0,105 0,002 0,03 0,057 0,077
500 5 0,111 0,11 0,105 0,105 0,088 0,106 0,102 0,105
500 10 0,094 0,106 0,106 0,099 0,049 0,085 0,089 0,098
500 20 0,086 0,092 0,094 0,08 0,016 0,041 0,061 0,077
500 40 0,055 0,075 0,115 0,13 0,004 0,018 0,044 0,069
1000 5 0,115 0,07 0,08 0,097 0,071 0,082 0,094 0,097
1000 10 0,085 0,1 0,095 0,08 0,05 0,074 0,096 0,11
1000 20 0,11 0,099 0,105 0,085 0,028 0,041 0,067 0,073
1000 40 0,08 0,095 0,1 0,11 0,002 0,016 0,035 0,067
Tabela B.9: Erro do tipo I obtido com 1000 simulac¸o˜es para a distribuic¸a˜o tv=10









read all into dat;




























do i = 2 to &b;
time = time // i;
end;
time = j(&a,1) @ time;
treatment = j(&b,1)*1;
do treat = 2 to &a;
treatment = treatment// j(&b,1) * treat;
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end;
temp = treatment || time || sigma4_est_jck;
name1 = {treatid time};
name2 = ("t1":"t&b");
names = name1 || name2;






%macro s4_jackknife(dataset);*modified: deleted parameters "a" and "b";
proc iml;
use generated;
read all into dat;







*Computing jackknife estimator of sigma^4;
121
SampleMean=dat_i[:,];















sigma4_est_jck = j(&a,1) @ sigma4_est_jck;
*DATA BASE FORMAT;
time = 1;
do i = 2 to &b;
time = time // i;
end;
time = j(&a,1) @ time;
treatment = j(&b,1)*1;
do treat = 2 to &a;
treatment = treatment// j(&b,1) * treat;
end;
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temp = treatment || time || sigma4_est_jck;
name1 = {treatid time};
name2 = ("t1":"t&b");
names = name1 || name2;



















read all var{&treatment &subject} into factor;




name1 = {treatid subjectid};
name2 = ("&tmin":"&tmax");
names = name1 || name2;
rt = factor || expression;










proc freq data=datasetf1 noprint;
tables treatid / out=nitreat(keep=treatid count);
run;










data datasetf2 (drop= &tmin - &tmax);
set datasetf1;
array num(*) &tmin - &tmax;






proc means data=datasetf2 median noprint;
var exp;
by treatid;
output out=result1(keep=treatid median) median=median;
run;
*STEP 5;
proc sort data=datasetf2; by treatid time;
run;
*STEP 6;
proc means data=datasetf2 mean noprint;
var exp;
by treatid time;











msepartial = (exp - rbijp)**2 / (&b*count*(count-1));
run;
proc means data=temp2 sum noprint;
var msepartial;
by treatid;
output out=result3(keep=treatid msep) sum=msep;
run;
%if &sgmest=0 %then %s4_jackknife(datasetf1);
%if &sgmest=1 %then %s4_jackknife_f(datasetf1);
data temp4 (drop= &tmin - &tmax);
set temp3;
array num(*) &tmin - &tmax;
do timecov=1 to dim(num);
cov = num[timecov];






proc means data=temp4 sum noprint;
var cov2;
by treatid;





cov2p = 2 * cov2p / (&b*count*(count-1));
run;
*STEP 10;
proc means data=datasetf1 mean noprint;
var &tmin - &tmax;
by treatid;




















if tst = 1 then do;
m2 = matrix;
end;










do i = 1 to nr2;
if i < c1 then j1[i,] = 1;
if i > c2 then j1[i,] = 1;
end;
m2 = m2 || j1;
nc2 = nc + 1;
call sort(m2,nc2);
m2 = m2[,1:nc];
if tst = 1 then matrix = m2;
else if tst > 1 then matrix = m1 // m2;
finish;
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* Main Routine for one-way anova routine when we have









k = k1 * k2‘;
xpjp = k # xpjp;




mse = mse[+,] / a;
* fr = mst/mse; * changed;
cov2 = resp[,4];
cov2 = cov2[+,] / a;




exp[,colts] = 0; count = 0;
do i=1 to a;
if exp[i,colgr]=g then exp[i,colts] = 1;
end;
do i=st to a;
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if kwtest = 0 then do;
expt = exp[loc(exp[,colts]),];
call anovalongrank(expt,n,b,pv);
if (pv > alpha) then exp[i,colgr] = g;




do i=1 to a;
if exp[i,colgr] <= g then count = count + 1;
end;
















colgr = ncole + 1;
colts = ncole + 2;
j1 = j(a,1);
mdata = mdata || j1 * 9999;
mdata = mdata || j1 * 0;




if (pv > alpha) then do;
mdata[,colgr] = 1;
end;
if (pv <= alpha) then do;
L = (tend - tstart + 1)/2;
tend = tstart + int(L-1);
do while (tstart <= a);
if (pv2 > alpha) then g = g + 1;
call sortcenter(mdata,tstart);
mdata[,colts] = 0;
do i = 1 to a;
if (tstart <= i) then do;




if (n = 1) then do;
mdata[tstart,colgr] = 0;






if ktest = 0 then call anovalongrank(exp,n,b,pv);
pv2 = pv;
if (pv > alpha) then do;
do i = 1 to a;
if (tstart <= i) then do;
if ( i <= tend) then mdata[i,colgr] = g;
end;
end;
tstart = tend + 1;
tend = a;





else if (pv <= alpha) then do;
L = (tend - tstart + 1)*0.9;





exp = exp || mdata[,colgr] || mdata[,2];











if group = 0 then output groupclass0;
else if group ^= 0 then output groupclass;
run;























if group=0 then sgroup=0;
rename group = og;
rename sgroup = group;
run;
proc datasets nolist;
delete datasetf1 datasetf2 groupclass groupclass0










proc freq data=groupclass noprint;

































read all var{&treatment &subject} into factor;
read all var("&tmin":"&tmax") into expression;
b = ncol(expression);
call rankmiss(expression);
name1 = {treatid subjectid};
name2 = ("&tmin":"&tmax");
names = name1 || name2;
rt = factor || expression;











proc freq data=datasetf1 noprint;
tables treatid / out=nitreat(keep=treatid count);
run;









data datasetf2 (drop= &tmin - &tmax);
set datasetf1;
array num(*) &tmin - &tmax;






proc means data=datasetf2 median noprint;
var exp;
by treatid;




proc sort data=datasetf2; by treatid time;
run;
*STEP 6;
proc means data=datasetf2 mean noprint;
var exp;
by treatid time;










msepartial = (exp - rbijp)**2 / (&b*count*(count-1));
run;
proc means data=temp2 sum noprint;
var msepartial;
by treatid;




proc means data=datasetf1 mean noprint;
var &tmin - &tmax;
by treatid;


























if tst = 1 then do;
m2 = matrix;
end;










do i = 1 to nr2;
if i < c1 then j1[i,] = 1;
if i > c2 then j1[i,] = 1;
end;
m2 = m2 || j1;
nc2 = nc + 1;
call sort(m2,nc2);
m2 = m2[,1:nc];
if tst = 1 then matrix = m2;
else if tst > 1 then matrix = m1 // m2;
finish;
* Main Routine for one-way anova routine when we have





read all into dat;
use nitreat;
read all into ni_vec;
newdat=j(1,b+2);
ni_vec_sub=1;










*Computing jackknife estimator of sigma^4;
SampleMean=dat_i[:,];


























k = k1 * k2‘;
xpjp = k # xpjp;




mse = mse[+,] / a;
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* fr = mst/mse; * changed;
cov2 = cov2[+] / a;





read all into dat;
use nitreat;
read all into ni_vec;
ni_vec_sub=1;
















k = k1 * k2‘;
xpjp = k # xpjp;




mse = mse[+,] / a;
* fr = mst/mse; * changed;
cov2 = cov2[+] / a;




exp[,colts] = 0; count = 0;
do i=1 to a;
if exp[i,colgr]=g then exp[i,colts] = 1;
end;
do i=st to a;








if (pv > alpha) then exp[i,colgr] = g;




do i=1 to a;
if exp[i,colgr] <= g then count = count + 1;
end;















colgr = ncole + 1;
colts = ncole + 2;
j1 = j(a,1);
mdata = mdata || j1 * 9999;
mdata = mdata || j1 * 0;





if (pv > alpha) then do;
mdata[,colgr] = 1;
end;
if (pv <= alpha) then do;
L = (tend - tstart + 1)/2;
tend = tstart + int(L-1);
do while (tstart <= a);
if (pv2 > alpha) then g = g + 1;
call sortcenter(mdata,tstart);
mdata[,colts] = 0;
do i = 1 to a;
if (tstart <= i) then do;




if (n = 1) then do;
mdata[tstart,colgr] = 0;





if ktest = 0 then call anovalongrank(exp,n,b,pv);
pv2 = pv;
if (pv > alpha) then do;
do i = 1 to a;
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if (tstart <= i) then do;
if ( i <= tend) then mdata[i,colgr] = g;
end;
end;
tstart = tend + 1;
tend = a;





else if (pv <= alpha) then do;
L = (tend - tstart + 1)*0.9;





exp = exp || mdata[,colgr] || mdata[,2];











if group = 0 then output groupclass0;
else if group ^= 0 then output groupclass;
run;























if group=0 then sgroup=0;
rename group = og;
rename sgroup = group;
run;
/**/
/*proc datasets nolist; */
/* delete datasetf1 datasetf2 groupclass groupclass0*/
/* nb newgroupclass nigene prepmatrix result1-result5*/









proc freq data=groupclass2 noprint;

















data &datasetout; set groupclass2; run;
%mend ppclustel_rg;




read all into dat;
nfac=max(dat[,1]);
%let a=nfac;









































sigma_mod= treatment ||ni|| sigma_est;
zeta2=J(&a,1,1);



















DESCRIPTION: CLUSTERING OF LONGITUDINAL MICROARRAY DATA
VERSION: 1.0.0
UPDATE: 1-2-2012
SYSTEM: SAS WINDOWS 9.1.3
MODULES: BASE - IML - STAT
MACRO: PPCLUSTEL_M AND VECTOR_ZETA
NOTE: FINISHED OF PPCLUSTEL_M
AUTHOR: ALEX PENA TOSTA DA SILVA




*options source source2 notes stimer mprint symbolgen mlogic;















read all var{&treatment &subject} into factor;
read all var("&tmin":"&tmax") into expression;
b = ncol(expression);
call rankmiss(expression);
name1 = {treatid subjectid};
name2 = ("&tmin":"&tmax");
names = name1 || name2;
rt = factor || expression;










proc freq data=datasetf1 noprint;
tables treatid / out=nitreat(keep=treatid count);
run;
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data datasetf2 (drop= &tmin - &tmax);
set datasetf1;
array num(*) &tmin - &tmax;






proc means data=datasetf2 median noprint;
var exp;
by treatid;
output out=result1(keep=treatid median) median=median;
run;
*STEP 5;




proc means data=datasetf2 mean noprint;
var exp;
by treatid time;










msepartial = (exp - rbijp)**2 / (&b*count*(count-1));
run;
proc means data=temp2 sum noprint;
var msepartial;
by treatid;




proc means data=datasetf1 mean noprint;
var &tmin - &tmax;
by treatid;




















if tst = 1 then do;
m2 = matrix;
end;











do i = 1 to nr2;
if i < c1 then j1[i,] = 1;
if i > c2 then j1[i,] = 1;
end;
m2 = m2 || j1;
nc2 = nc + 1;
call sort(m2,nc2);
m2 = m2[,1:nc];
if tst = 1 then matrix = m2;
else if tst > 1 then matrix = m1 // m2;
finish;
* Main Routine for one-way anova routine when we have









k = k1 * k2‘;
xpjp = k # xpjp;





mse = mse[+,] / a;
* fr = mst/mse; * changed;
zeta1=resp[,3];
zeta2=resp[,4];
zeta1 = zeta1[+,] / a##2;
zeta2 = zeta2[+,] / a##2;













exp[,colts] = 0; count = 0;
do i=1 to a;
if exp[i,colgr]=g then exp[i,colts] = 1;
end;
do i=st to a;





if kwtest = 0 then do;
expt = exp[loc(exp[,colts]),];
call anovalongrank(expt,n,b,pv);
if (pv > alpha) then exp[i,colgr] = g;




do i=1 to a;
if exp[i,colgr] <= g then count = count + 1;
end;















colgr = ncole + 1;
colts = ncole + 2;
160
j1 = j(a,1);
mdata = mdata || j1 * 9999;
mdata = mdata || j1 * 0;




if (pv > alpha) then do;
mdata[,colgr] = 1;
end;
if (pv <= alpha) then do;
L = (tend - tstart + 1)/2;
tend = tstart + int(L-1);
do while (tstart <= a);
if (pv2 > alpha) then g = g + 1;
call sortcenter(mdata,tstart);
mdata[,colts] = 0;
do i = 1 to a;
if (tstart <= i) then do;




if (n = 1) then do;
mdata[tstart,colgr] = 0;





if ktest = 0 then call anovalongrank(exp,n,b,pv);
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pv2 = pv;
if (pv > alpha) then do;
do i = 1 to a;
if (tstart <= i) then do;
if ( i <= tend) then mdata[i,colgr] = g;
end;
end;
tstart = tend + 1;
tend = a;





else if (pv <= alpha) then do;
L = (tend - tstart + 1)*0.9;





exp = exp || mdata[,colgr] || mdata[,2];











if group = 0 then output groupclass0;
else if group ^= 0 then output groupclass;
run;























if group=0 then sgroup=0;
rename group = og;
rename sgroup = group;
run;
proc datasets nolist;
delete datasetf1 datasetf2 groupclass groupclass0










proc freq data=groupclass noprint;

































read all var{&treatment &subject} into factor;
read all var("&tmin":"&tmax") into expression;
b = ncol(expression);
call rankmiss(expression);
name1 = {treatid subjectid};
name2 = ("&tmin":"&tmax");
names = name1 || name2;
rt = factor || expression;










proc freq data=datasetf1 noprint;
tables treatid / out=nitreat(keep=treatid count);
run;
166









data datasetf2 (drop= &tmin - &tmax);
set datasetf1;
array num(*) &tmin - &tmax;






proc means data=datasetf2 median noprint;
var exp;
by treatid;
output out=result1(keep=treatid median) median=median;
run;
*STEP 5;




proc means data=datasetf2 mean noprint;
var exp;
by treatid time;










msepartial = (exp - rbijp)**2 / (&b*count*(count-1));
run;
proc means data=temp2 sum noprint;
var msepartial;
by treatid;
output out=result3(keep=treatid msep) sum=msep;
run;
*STEP 10;
proc means data=datasetf1 mean noprint;
var &tmin - &tmax;
by treatid;
























if tst = 1 then do;
m2 = matrix;
end;











do i = 1 to nr2;
if i < c1 then j1[i,] = 1;
if i > c2 then j1[i,] = 1;
end;
m2 = m2 || j1;
nc2 = nc + 1;
call sort(m2,nc2);
m2 = m2[,1:nc];
if tst = 1 then matrix = m2;
else if tst > 1 then matrix = m1 // m2;
finish;
* Main Routine for one-way anova routine when we have




read all into dat;
use nitreat;
read all into ni_vec;
newdat=j(1,b+2);
ni_vec_sub=1;











*Computing jackknife estimator of sigma^4;
SampleMean=dat2[:,];















sigma4_est_jck_i=sigma4_est_jck_i#(sigma4_est_jck_i>0);*assigning zero to negative
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k = k1 * k2‘;
xpjp = k # xpjp;




mse = mse[+,] / a;
zeta1 = zeta1/ a##2;
zeta2 = zeta2/ a##2;














read all into dat;
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use nitreat;
read all into ni_vec;
ni_vec_sub=1;






























k = k1 * k2‘;
xpjp = k # xpjp;




mse = mse[+,] / a;
zeta1 = zeta1/ a##2;
zeta2 = zeta2/ a##2;













exp[,colts] = 0; count = 0;
do i=1 to a;
if exp[i,colgr]=g then exp[i,colts] = 1;
end;
do i=st to a;




if kwtest = 0 then do;
expt = exp[loc(exp[,colts]),];
call anovalongrank2(expt,n,b,pv);
if (pv > alpha) then exp[i,colgr] = g;




do i=1 to a;
if exp[i,colgr] <= g then count = count + 1;
end;
















colgr = ncole + 1;
colts = ncole + 2;
j1 = j(a,1);
mdata = mdata || j1 * 9999;
mdata = mdata || j1 * 0;




if (pv > alpha) then do;
mdata[,colgr] = 1;
end;
if (pv <= alpha) then do;
L = (tend - tstart + 1)/2;
tend = tstart + int(L-1);
do while (tstart <= a);




do i = 1 to a;
if (tstart <= i) then do;




if (n = 1) then do;
mdata[tstart,colgr] = 0;





if ktest = 0 then call anovalongrank(exp,n,b,pv);
pv2 = pv;
if (pv > alpha) then do;
do i = 1 to a;
if (tstart <= i) then do;
if ( i <= tend) then mdata[i,colgr] = g;
end;
end;
tstart = tend + 1;
tend = a;





else if (pv <= alpha) then do;
L = (tend - tstart + 1)*0.9;






exp = exp || mdata[,colgr] || mdata[,2];










if group = 0 then output groupclass0;
else if group ^= 0 then output groupclass;
run;























if group=0 then sgroup=0;
rename group = og;
rename sgroup = group;
run;
/*proc datasets nolist; */
/* delete datasetf1 datasetf2 groupclass groupclass0*/
/* nb newgroupclass nigene prepmatrix result1-result5*/










proc freq data=groupclass2 noprint;
















data &datasetout; set groupclass2; run;
%mend ppclustel_mg;
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