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概要
　近年のプロセッサは，命令の読み出し，解釈，データの読み出し，実行，実行結果の書
き込み等を段階ごとに順次同時に行うパイプライン処理を行っている．しかし，プログラ
ム中に分岐命令が存在すると，分岐先が確定するまで後続の命令を実行できず，パイプラ
インにストールが発生する．制御依存によるパイプラインストールを緩和するために，近
年のプロセッサでは分岐予測が採用されている．分岐予測により，分岐先以降の命令を投
機的に実行でき，パイプラインストールを回避できる．しかし，近年，パイプライン段数
の深化に伴い，分岐予測ミスペナルティが増大している．そのため，分岐予測ミスの低減
は，プロセッサの性能向上のために不可避な問題となっている．
現在まで，様々な分岐予測器が提案されてきた．その中でも，複数の予測器を組み合わ
せたハイブリッド分岐予測器は，高精度な予測器であることが知られている．ハイブリッ
ド予測器には，各予測器による予測の中から最終的な予測を選択する仕組みが必要となる．
多くのハイブリッド分岐予測器は，予測器とは別に Selectorを用意し，その Selectorによ
り最終的な予測を決定する．しかし，Selectorの精度はそれほど高くないという報告もあ
る．また，Selector用のハードウェアも必要となる．
本研究では，予測器の予測カウンタ状態毎に予測精度が異なることに着目し，予測カウ
ンタ状態に基づいた予測選択手法 Conﬁdence-Selectorを提案する．本手法では，従来の
Selectorが不要となり，Selectorに要していたハードウェアを各予測器に割り当てること
が可能となる．
SPECint95(train入力)ベンチマークを対象に，代表的なハイブリッド分岐予測器であ
るCombining予測器に本手法を適用したところ，12KBのハードウェア容量で平均 0.22%，
24KBで平均 0.31%予測ミス率が低減した．フェッチ幅 4命令の 40段プロセッサでは，平
均 0.31%の予測ミス率低減により，約 4.0%の処理速度 (IPC)向上を達成できる．
また，パイプライン段数の深化に伴う高クロック化により，予測にかかる時間 (予測遅
延)の影響が深刻化している．本手法は Selectorが不要なため，これまでのハイブリッド
分岐予測器の中では一番シンプルな構成となっており，予測遅延も小さい．そのため，高
クロック化が進むにつれ，分岐予測には必要不可欠な手法になると考える．
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第1章 はじめに
近年のプロセッサは，命令の読み出し，解釈，データの読み出し，実行，実行結果の書
き込み等を段階ごとに順次同時に行うパイプライン処理を行っている．しかし，プログラ
ム中に分岐命令が存在すると，分岐先が確定するまで後続の命令を実行できず，パイプラ
インにストールが発生する．この制御依存によるパイプラインストールを緩和するために，
多くのプロセッサでは分岐予測が採用されている．分岐予測により，分岐先以降の命令を
投機的に実行でき，パイプラインストールを回避できる．しかし近年，パイプライン段数
の増加に伴い，分岐予測ミスペナルティが増大している．そのため，分岐予測ミスの低減
は，プロセッサの性能向上のために不可避な問題となっている．
分岐予測器は，分岐の成立 (Taken)・不成立 (NotTaken) で遷移する 2bit飽和カウンタ
の集まりである予測表 (PHT: Pattern History Table)で構成される．分岐予測器は，1つ
の予測表で構成される単体予測器 [1, 2, 3, 4, 5]と，複数の予測表 (単体予測器)で構成さ
れるハイブリッド予測器 [3, 6, 7, 8, 9, 10, 11]に大別される．一般に，ハイブリッド予測
器の方が高精度であることが知られている．
ハイブリッド予測器には，各予測器による予測の中から，最終的な予測を選択する仕組
みが必要となる．主なハイブリッド予測器は，予測器とは別に Selectorを用意し，その
Selectorにより最終的な予測を決定する．予測選択手法には，各予測器の予測成功・失敗
の頻度 [3]や，分岐の偏向に基づく [6]手法がある．しかし，Selectorの精度は必ずしも高
いわけではない．例えば，代表的なハイブリッド予測器であるCombining予測器 [3]では，
SPECint95ベンチマークで，全予測ミスのうち，選択ミス1が 2～6割を占める [37]．
分岐予測器は有限のハードウェアで如何に予測精度を向上させるかが重要である．ハイ
ブリッド予測器は，複数の予測器と Selectorで構成されるため，個々の構成要素に割り当
てられる容量は単一の単体予測器と比べて小さくなる．そのため，わざわざ Selectorを追
加して予測選択を行うのは最善の手法とは言えない．
本研究では，2つの異なる予測器で構成されるハイブリッド予測器を前提に，一方の予
測器の予測カウンタ状態を新たに予測選択の指標に取り入れる．具体的には，一方の予測
器の予測カウンタ状態を参照し，予測カウンタが強偏向の場合にはその予測器の予測を採
用し，弱偏向の場合にはもう一方の予測器の予測を採用する．1つの予測器に，予測選択
権を与えることで従来の Selectorを除去することでき，Selectorに要していたハードウェ
1正しく選択していればミスをしなかった予測
1
アを各予測器に再配分することができる．
2章では，関連研究として動的分岐予測に関する研究をまとめる．3章では，単体予測
器の予測カウンタの各状態における予測精度の解析結果を示す．4章では，予測カウンタ
状態に着目した予測選択手法Conﬁdence-Selectorを提案し，評価，考察を行う．5章で全
体をまとめる．
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第2章 分岐予測
分岐命令は，分岐条件成立 (Taken)・不成立 (NotTaken)による分岐方向と，分岐条件
が成立した (Taken)場合の分岐先アドレスが不明なため，後続の命令がフェッチできずに
パイプラインの処理が滞る．このような分岐命令による依存関係は，制御依存と呼ばれて
いる．分岐予測は，プログラム中の制御依存を緩和する投機的実行技術である．
分岐予測は，分岐方向予測と分岐先アドレス予測を組み合わせて行う．分岐方向予測は，
分岐条件が成立 (Taken)か不成立 (NotTaken)か，つまり，分岐先へジャンプする (Taken)
かジャンプしない (NotTaken)かを予測する．分岐方向予測には，プロファイルやコンパ
イルによってあらかじめ予測を行う静的予測と，実行中に分岐の過去の振る舞いから予測
を行う動的予測がある．近年，多くのプロセッサに実装されている分岐方向予測は動的予
測であり，本研究でも動的分岐方向予測の精度を向上することを目標としている．
動的分岐予測器 (以下，分岐予測器と呼ぶ)は，分岐条件の成立 (Taken)・不成立 (Not-
Taken)で遷移する 2bit飽和カウンタ (図 2.1)の集まりである予測表 (PHT:Pattern History
Table)で構成される．本研究では，2bit飽和カウンタを予測カウンタと呼ぶ．分岐予測器
は，この予測カウンタの状態を参照して分岐方向を予測する．これは，過去の分岐方向の
傾向と将来の分岐方向の間に相関があることを利用している．予測表は，分岐命令アドレ
スや分岐履歴などでインデクス付けられ，様々なインデクス方法が提案されている．
一方，分岐先アドレス予測は，分岐条件が成立 (Taken)した場合の分岐先アドレスを予
測する．分岐方向予測により分岐条件が成立する (Taken)と正しく予測できても，分岐先
アドレスがわからないと後続の命令がフェッチできずパイプラインはストールする．その
ため，分岐方向だけでなく，分岐先アドレスの予測も必要とされている．分岐先アドレス
予測は，分岐先アドレスバッファ(BTB:Branch Target Buﬀer)[12]で実現される．BTBは，
分岐条件が成立 (Taken)した分岐のみをエントリに登録し，分岐先アドレスを記憶する．
本章では，動的分岐方向予測の関連研究についてまとめる．現在までに，様々な分岐予
測器が提案されている．分岐予測器は，単一の予測表で構成される単体予測器と，複数の
予測表で構成されるハイブリッド予測器に分類できる．また，従来の分岐予測器を対象に
予測精度向上を試みる研究も行われている．
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図 2.1: 2bit飽和カウンタの状態遷移図
2.1 単体予測器
単体予測器は，１つの予測表 (PHT:Pattern History Table)で構成される．本節では，
Bimodal予測器 [1]，2レベル適応型予測器 [2]，gshare予測器 [3]，Alloyed予測器 [4]，Agree
予測器 [5]について説明する．Bimodal，2レベル適応型，gshare予測器は，他研究での比
較対象や，ハイブリッド予測器の構成要素としてもよく使われる，代表的な単体予測器で
ある．また，Alloyed予測器は予測表のインデクス方法に，Agree予測器は予測カウンタ
の遷移方法に工夫を凝らした単体予測器である．
Bimodal予測器 [1]
Bimodal予測器は，1981年に Smithによって考案された最初の分岐予測器である．Bi-
modal予測器は，分岐命令アドレスの下位ビットをインデクスとした予測表 (PHT)で構
成されるシンプルな予測器である (図 2.2)．
図 2.2: bimodal予測器 [1]
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2レベル適応型分岐予測器 [2]
2レベル適応型予測器 (2-level Adaptive Branch Predictor)は，現在提案されている分
岐予測器の基礎となる予測器で，1993年に Yehらによって提案された．2レベル適応型
予測器は 2階層の表で構成される．1階層目の表 (BHR, BHT: Branch History Register
or Table)1には，分岐条件が成立する (Taken)場合には 1，成立しない (NotTaken)場合
には 0として過去数回の実行結果 (分岐履歴)を格納する．2階層目の表は，1階層目の
表に格納された分岐履歴でインデクス付けられた予測表 (PHT)で構成される．Yehらは，
BHR(BHT)と PHTにおいて，global，per-address，per-setの各 3種類のインデクス方
法を考案し，その組み合わせから 9種類の予測器 (表 2.1)を提案している [2]．各予測器の
構成を図 2.3に示す．
• global
予測対象となる分岐命令以前に実行された有限個の分岐命令の履歴を記録する．
• per-address
静的分岐毎に履歴を記録する．静的分岐毎にエントリが取れない場合は，インデク
スに用いられない分岐アドレスの上位ビットをタグとして利用し，タグの不一致に
よってエントリを入れ替える2．
• per-set
グループ (分岐のオペコード，分岐クラス，分岐アドレス等で決定される)毎に履歴
を記録する．
また，GAg予測器のインデクスを，グローバルな分岐履歴と分岐命令アドレスの排他
的論理和とした gshare予測器 [3]も提案されている (図 2.4)．gshareはシンプルな構成で，
かつ高精度の予測正解率を達成することから，多くの研究で用いられている．
表 2.1: 2レベル適応型予測器の種類 [2]
BHT\PHT global per-address per-set
glboal GAg GAp GAs
per-address PAg PAp PAs
per-set SAg SAp SAs
1Registerは単一の履歴，Tableは複数の履歴を表す．
2複数の PHTの選択では，分岐アドレスの下位ビットによる選択を per-addressと呼ぶ場合がある．本稿
では，Yehらの分類 [2]を尊重し，下位ビットによる選択を per-setと分類する．
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　a) GAg
　
b) GAs/GAp
　
c) PAg/SAg
　
d) PAp/SAp/PAs/SAs
図 2.3: 2レベル適応型予測器 [2]
図 2.4: gshare予測器 [3]
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Alloyed予測器 [4]
分岐の履歴には，Global分岐履歴と Local分岐履歴がある．
• Global分岐履歴
プログラムの実行順の分岐条件の成立 (Taken)・不成立 (NotTaken)の履歴
• Local分岐履歴
分岐命令毎の分岐条件の成立 (Taken)・不成立 (NotTaken)の履歴
　 Global履歴と Local履歴では，予測可能な分岐パターンが異なる．そこで，2000年，
Skadronらは，分岐アドレスの下位ビット，Global履歴，Local履歴の連結を予測表 (PHT)
のインデクスに利用した Alloyed予測器を提案した [4](図 2.5)．彼らは，シミュレータに
SimpleScalar 2.0/PISA[23]を複数パスの実行を可能にしたHydroScalar，ベンチマークに
SPECint95，IBS[29]から gnuchess，Smith のUnix-Utils[30]からwolf，SPLASH2[31]か
ら radiosity, volrend を採用して実験を行った．Cycle-Level シミュレーションは 1億命令，
Instruction-Level シミュレーションは 10 億命令を対象にした．その結果，Alloyed予測器
は，8KB GAs予測器の予測ミス率のうち平均 23.1%削減した．
図 2.5: Alloyed予測器 [4]
Agree予測器 [5]
1997年，Sprangleらは，BTB(Branch Target Buﬀer)の各エントリにDirection Bitを
追加することで分岐の偏向を記憶するAgree予測器を提案した [5]．Direction Bitは，分岐
命令がBTBに格納された時点の分岐結果 (Taken/NotTaken)を記録する．Agree予測器は，
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予測表の 2bit飽和カウンタの遷移方法が他の分岐予測器と異なる．分岐方向とDirection
Bitが一致 (Agree)した時はインクリメントし，不一致 (Disagree)の時にはデクリメント
する (図 2.6)．予測は，2bit飽和カウンタの状態を参照することで，Direction Bitと一致
する方向に分岐するか否かを決定する．
Agree予測器は，分岐命令の多くが”Taken”あるいは”NotTaken”のどちらかに偏ってい
ることを利用し，予測表の破壊的競合の緩和を試みた予測器である．破壊的競合とは，予測
表の同一エントリを異なる分岐偏向をもつ分岐が利用することによって予測ミスが起きる
現象である．分岐偏向は，分岐条件の成立 (Taken)・不成立 (NotTaken)の割合を意味する．
つまり，破壊的競合とは，”Taken”が多い分岐と”NotTaken”が多い分岐が同一エントリを
使用することで，2bit飽和カウンタが逆偏向に更新され，正しく予測ができなくなる現象
である．Agree予測器では，初めに設定するDirection Bitが正しく分岐の偏向を捕らえら
れればいいが，Direction Bitが分岐の偏向と異なると”Disagree”が多くなる．”Agree”が
多い分岐と”Disagree”が多い分岐が同一のエントリを使用する状況が発生すれば，破壊的
競合が生じる．
Sprangleらは，シミュレータに Sun 4mWorkstationをモデル化した SoSS，ベンチマー
クに SPECint95を採用して実験を行った．各々のプログラムは gcc -O3 でコンパイルさ
れており，また，4K エントリ direct-mapped BTB を採用している．実験の結果，Agree
予測器は，gshare 予測器よりも常に高い予測正解率に達することを示した．また，小容量
の方が，Direction bit 参照による予測カウンタの遷移方向調整の効果が大きく，1Kエン
トリの予測表で，gshare予測器よりも最大約 8%(vortex)高い予測正解率に達している．
図 2.6: Agree予測器 [5]の 2bit飽和カウンタの動作
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2.2 ハイブリッド予測器
ハイブリッド予測器は複数の予測器 (単体予測器/ハイブリッド予測器)で構成され，各予
測器による予測の中から最終的な予測を選択する．現在までに，様々な構成のハイブリッ
ド予測器が提案されてきた [3, 6, 7, 8, 9, 10, 11]．本節では，予測選択手法に着目し，予測
器の信頼度，分岐偏向，多数決，オペランド値の 4種類に分類して，各ハイブリッド予測
器を説明する．
2.2.1 予測器の信頼度による予測選択
各予測器の予測信頼度を元に予測を選択する手法として，Combining予測器 [3]がある．
Comgining予測器 [3]
Combining予測器は，1993年，McFarlingらによって，初のハイブリッド予測器として
提案された [3]．Combining予測器は 2つの単体予測器と 1つの Selector(選択器)で構成
される (図 2.7)．Selectorは予測の成功・失敗で遷移する 2bit飽和カウンタのテーブルで，
カウンタの値によって予測を採用する単体予測器を決定する．予測の採用・不採用に関係
なく，常に両方の単体予測器を更新する．Combining予測器は，構成要素となる 2つの単
体予測器が，異なる分岐パターンを予測できるほど精度が向上する．
本研究では，SAg予測器 [2]と gshare予測器 [3]を組み合わせたCombining予測器を利
用する (第 4章参照)．
図 2.7: Combining予測器 [3](bimodal予測器 [1]と gshare予測器 [3]の組み合わせ)
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2.2.2 分岐の偏向による予測選択
分岐の偏向を利用して最終予測を決定するハイブリッド予測器には，Bi-Mode予測器
[6]，YAGS(Yet Another Global Scheme)予測器 [7]がある．
Bi-Mode予測器 [6]
Bi-Mode予測器は，1997年にLeeらによって，gshare予測器の破壊的競合 (前節のAgree
予測器参照)を緩和することを目的として提案された．Bi-Mode予測器は, ChoicePHT，
TakenPHT，NotTakenPHTの 3つの予測表 (PHT)から構成される．ChoicePHTは Bi-
modal予測器 [1]，TakenPHTとNotTakenPHT(合わせてDirectionPHTと呼ぶ)は gshare
予測器 [3]で構成される．ChoicePHTが”Taken”と予測する場合は，TakenPHTにおける
予測が採用され，ChoicePHTが”NotTaken”と予測する場合は，NotTakenPHTにおける
予測が採用される．”Taken”が多い分岐は TakenPHTを頻繁に利用し，”NotTaken”が多
い分岐は NotTakenPHTを頻繁に利用するため，PHTにおける破壊的競合を緩和するこ
とができる．ChoicePHTは常に更新されるが，DirectionPHTは予測が採用された PHT
のみ更新される．
図 2.8: Bi-Mode予測器 [6]
2003年吉瀬らは，Bi-Mode予測器に改良を加えた Bimode-Plus予測器 [15, 16]を提案
した．Bimode-Plus予測器は，プログラム実行中，常に分岐条件が成立する (Taken)分岐，
あるいは常に成立しない (NotTaken)分岐が多数存在することに着目し，これらの分岐を
常に”Taken”あるいは”NotTaken”と予測する．Bimode-Plus予測器は，Bi-Mode予測器
の ChoicePHTを構成する 2bit飽和カウンタを，taken ﬂagと untaken ﬂagという 2つの
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フラグとして兼用する．2bit飽和カウンタを taken ﬂag，untaken ﬂagとして利用してい
る状態を Plusモードと呼び，通常の飽和カウンタとして利用している状態を 2BCモード
と呼ぶ．Plusモードと 2BCモードを区別するために，ChoicePHTの各エントリに 1bit
のフラグ (validビット)を追加する．
validビットを追加した 2bitカウンタの状態遷移を図 2.9に示す．下の枠中 (2BCモー
ド)の 4つの状態が通常の 2bit飽和カウンタで，上の枠中 (Plusモード)に示す 3つの状態
が追加された状態である．初期状態は上枠中央の validビットを含む 3ビットが全て 0の
状態である．分岐条件が常に成立 (Taken)の場合，カウンタは”All Taken”の状態に留ま
る．一方，分岐条件が常に不成立 (NotTaken)の場合には，”All NotTaken”の状態に留ま
る．validビットが 0で Plus モードの時には Choice PHTの値から予測方向を決定する．
そうでない (2BCモード)場合には，Bimode予測器と同様に Direction PHTの予測を採
用する．有効ビットが 0でPlus モードの時には，Direction PHTは更新しない．有効ビッ
トが 1で 2BCモードの時には Bimode予測器と同様に，予測を採用した Direction PHT
を更新する．
吉瀬らは，シミュレータに SimAlpha[32]，ベンチマークに SPECint95を採用して実験
を行った．12KBの Bi-Mode予測器と比較して，14KBの Bi-ModePlus予測器は予測ミ
ス率が平均 0.19%低減した．
図 2.9: BimodePlus予測器 [?]の 2bit飽和カウンタの動作
YAGS予測器 [7]
Bi-Mode予測器ではChoicePHTによって分岐の偏向を判断し，予測を採用するDirec-
tionPHTを選択する．しかし，ChoicePHTによる分岐偏向の判断が実際の結果と等しけ
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れば，わざわざDirectionPHTで予測を行う必要がない．そこで，1998年 Edenらは，予
測の冗長性を排除するために，Bi-Mode予測器と異なる予測表選択アルゴリズムを採用し
たYAGS(Yet Another Global Scheme)予測器を提案した [7]．YAGS予測器は，Bi-Mode
予測器と同様に 3つのPHTから構成されるが，Bi-Mode予測器とは異なりDirectionPHT
に分岐を区別するためのタグを用意する．YAGS予測器は，次の手順で予測を行う．
1. ChoicePHTが”Taken”と示した場合には，NotTakenPHTを参照し，当該分岐のエ
ントリの有無をタグの一致・不一致で確認する (ChoicePHTが”NotTaken”と示した
場合には，TakenPHTを参照し，同じくエントリの有無を確認する)．
2. NotTakenPHTにエントリがあった場合には，NotTakenPHTの予測を採用する．エ
ントリがない場合には，ChoicePHTの予測 (つまり”Taken”)を採用する．逆も同じ
である．
　Edenらは，ベンチマークにSPEC95(kernel traceを含む．6万命令毎にContext Switch)
を採用して実験を行った．0.1～100KBの予測器容量において，6bitのタグのYAGS分岐
予測器は，Bi-Mode予測器 [6]，Gskewed予測器 [8]，ghsare予測器 [3]と比較しても常に高
精度であることを示した．しかし，文献 [26]では，YAGS 分岐予測器を SimpleScalar[23]
に実装し，SPECint95(ref 入力)を対象に実験を行った結果，Bi-Mode 分岐予測器 [6]や
Combining 分岐予測器 [3]よりも，YAGS分岐予測器の方が予測ミス率が高いと報告して
いる．これは，YAGS 分岐予測器に追加されたタグが予測器容量を大きくしてしまったた
めと考えられる．
2.2.3 全予測を利用した予測選択
第 2.2.1節と第 2.2.2節に分類されるハイブリッド予測器は，全ての予測器の予測結果が最
終予測に反映されているわけではない．全ての予測器の予測を参照して，最終的な予測を決
定するハイブリッド予測器も提案されている．代表的な予測器に，多数決で予測を決定する
Skewed予測器 [8]，過去の予測精度による重み付きの多数決で決定するWMBP(Weighted
Majority Branch Predictor)[9]等が挙げられる．また，WMBPを基に，複数の予測表の予
測をインデクスに利用して，最終予測を決定する予測カウンタを選択するCOLT(Combined
Output Lookup Table)予測器 [10]も提案されている．ここでは，Skewed予測器とCOLT
予測器について説明する．
Skewed予測器 [8]
Skewed予測器は，1997年にMichaudらによって提案された．Skewed予測器は，3つ
の予測表 (PHT)で構成される (図 2.10)．3つの予測表は，分岐アドレスとグローバル分
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岐履歴を用いて，各々異なるマッピング関数によってインデクス付けられる．各予測表の
予測の多数決をとることで最終的な予測を決定する．3つのマッピング関数は，1つの予
測表で競合が発生する場合は，他の 2つの予測表では競合が発生しないように設定する．
Michaudらは，3つの予測表全てを，分岐アドレスとグローバル分岐履歴を用いてインデ
クス付けるGskewed予測器と，3つの予測表のうち 1つだけは，分岐アドレスのみでイン
デクス付ける Enhanced Gskewed(Egskewed)予測器を提案している．
彼らは，トレース駆動型シミュレータで，IBSベンチマーク [29]を対象に実験を行った．
その結果，Egskewed予測器は，gshare予測器 [3]の約半分のハードウェア量で同等の予測
正解率に達成することを示した．また，予測表は 3つを組み合わせれば充分であること，
全ての予測表を更新するよりも，正しい予測を導いた予測表のみを更新する方が精度がよ
いことを示した．
図 2.10: Skewed予測器 [8]
COLT予測器 [10]
COLT予測器は，2002年に Lohらによって提案された．COLT予測器は，各予測器の
予測をインデクスに利用することで，最終的な予測カウンタを選択する (図 2.11)．COLT
予測器は，分岐履歴 (h bit)，分岐命令アドレス (a bit) と，各予測器の予測 (n bit) の連
結でインデクス付けられた Vector of Mapping Tables(VMT) の c-bit 飽和カウンタで最
終予測を行う．VMTの飽和カウンタは，従来の予測表 (PHT)と同様に分岐条件が成立
(Taken)の場合にはインクリメント，不成立 (NotTaken)の場合にはデクリメントする．
彼らは，シミュレータにSimpleScalar 4.0 MASE/Alpha[24]，ベンチマークにSPECint2000(1
億分岐命令スキップ後の 5億分岐命令)を採用して実験を行った．COLT予測器の予測表
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には，Bimodal予測器 [1]，gshare予測器 [3]，Bi-Mode予測器 [6]，Egskewed予測器 [8]な
ど 11個の予測器から最適な組み合わせが選ばれた．その結果，16～256KBのCOLT予測
器は，同容量のAlloyed履歴パーセプトロン予測器3よりも約 0.3～0.4%予測ミス率を低減
した．COLT予測器は，複数の予測表で構成される複雑な予測器であるため，予測が必要
な場合に予測が間に合わない，予測遅延が問題となる．予測遅延については，COLT予測
器を構成する予測表に様々な容量を用意することで，緩和可能と考えられる．つまり，予
測遅延が生じた場合には，早期に予測結果が出る小容量の予測表の予測を採用することで
解決できる．
図 2.11: COLT予測器 (文献 [10]Fig.3より引用)
2.2.4 オペランド値を利用した予測選択
ソースオペランド値を利用した予測選択手法として，Branch Diﬀerence予測器 [11]が
ある．
Branch Diﬀerence予測器 [11]
BDP予測器は，1999年にHeilらによって提案された．BDP予測器は，分岐のソースオ
ペランド値の差分を利用して予測を選択する．BDP予測器は，通常の予測を行うBacking
分岐予測器，Backing分岐予測器で予測困難な分岐のみ予測するRare Event予測器 (REP)
と，ソース・オペランド値の差分の履歴を格納する表 (VHT: Value History Table) で構
成される (図 2.12)．通常は Backing分岐予測器で予測を行うが，当該分岐命令の Value
3PHTに飽和カウンタではなく，パーセプトロンを用いた手法 [38, 28]．予測を導くための計算時間がか
かるため，予測遅延が大きい．
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Historyが，Rare Event予測器のタグと一致する場合だけ，REP予測器の予測を採用す
る．Rare Event予測器は，Backing分岐予測器で予測を行い，かつ，その予測がミスした
時に更新される．Backing分岐予測器は，予測が採用された時だけ更新される．
Heilらは，シミュレータに SimpleScalar2.0[23]，ベンチマークに SPECint954を採用し
て実験を行った．Backing予測器に Bi-Mode予測器を採用した場合，単一の Bi-Mode予
測器と比較して，16～128KBで平均約 1%予測ミス率が低減した．
図 2.12: BDP予測器 [11]
2.3 単体/ハイブリッド予測器の予測精度向上手法
第 2.1,2.2節では，これまでに提案された分岐予測器を単体予測器とハイブリッド予測
器に分類して紹介した．これらの分岐予測器の予測精度を向上させるための研究も行われ
ている．本節では，分岐の偏向を利用して予測表における競合を緩和する手法 [13, 14, ?]
と，信頼度判定器を導入して予測の信頼度を測る手法 [17, 18, 19, 20]を説明する．
2.3.1 分岐の偏向を利用した競合緩和手法
分岐命令の多くは，偏向が強い (”Taken”や”NotTaken”の一方が極端に多い)と言われ
ている．文献 [21]では，SPECint95ベンチマークにおいて，全実行回数の 90%以上が全
て”Taken”，あるいは全て”NotTaken”である静的分岐命令が，全静的分岐命令の約 63%を
占めると報告している．つまり，半数以上の分岐は，”Taken”あるいは”NotTaken”のどち
4compress, gcc, go, ijpeg, li
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らかに偏っている．そこで，偏向の強い分岐は，直接その偏向に従って予測を行い，それ
以外の分岐だけを通常の分岐予測器で予測することで，予測精度の向上を試みる手法が提
案されている [13, 14, ?]．偏向の強い分岐を通常の分岐予測器のエントリからはずすこと
で，予測表における競合を緩和することができる．特に [13]と [14]では，分岐の偏向を
判断するために，分岐先アドレスバッファ(BTB: Branch Target Buﬀer)を利用している．
BTBは分岐先アドレス予測に利用されており，分岐条件が成立する (Taken)分岐の分岐
先アドレスをエントリに登録する．
Filtering機構 [13]
Filtering機構は，1996年に Changらによって提案された．Filtering機構は，BTBの
各エントリにDirection Bitと飽和カウンタを追加する．最初に分岐結果が得られた時に，
その分岐結果をDirection Bitに格納し，カウンタを 0に初期化する．その後，分岐結果と
Direction Bitが等しい場合にはカウンタをインクリメントし，異なる場合には，Direction
Bitを反転して，カウンタを 0に初期化する．カウンタが飽和している場合にだけ，当該
分岐命令を偏向した分岐命令を判断して，Direction Bitの値を予測値として利用する．そ
れ以外の時は，2レベル適応型予測器 [2]による予測を採用する．2レベル適応型予測器は，
予測が採用された時だけ更新される．
Changらは，トレース駆動型命令レベルシミュレータで，SPECint95ベンチマークを
対象に実験を行った．その結果，gshare 予測器 [3]に適用した場合，2～16KBで，gshare
予測器よりも平均 0.02%予測ミス率が低減した．
BTB参照 [14]
2004年，斎藤らは，BTBにエントリを持たない分岐命令の多くが，分岐条件が成立しな
い (NotTaken)分岐であることから，BTBにエントリを持たない分岐を常に”NotTaken”
と予測する手法を提案した．この手法では，BTBにエントリを持つ分岐のみ，通常の分
岐予測器で予測を行う．また，通常の分岐予測器は，予測が採用された時だけ更新される．
シミュレータに SimpleScalar 3.0c/PISA[23]，ベンチマークに SPECint95(train入力)を採
用して実験を行った．その結果，8KBの gshare予測器 [3]で平均 1.5%，1.5KBのBi-Mode
予測器 [6]で平均 0.4%，予測ミス率が低減した．
2.3.2 信頼度判定の導入
予測の信頼度を測り，信頼度が低い場合に予測結果を反転する手法として，飽和カウン
タを用いた信頼度判定手法 [17]とソースオペランド値を利用したBPRU予測器 [18, 19, 20]
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を説明する．
飽和カウンタを用いた信頼度判定 [17]
1999年，Manneらは，2bit飽和カウンタを用いて予測の信頼度を判定し，信頼度が低い
場合に予測結果を反転する SBI(Selective Branch Inversion)予測器を提案した (図 2.13)．
信頼度の判定には，2bit飽和カウンタのテーブルである信頼度判定器を用いる．2bit飽和
カウンタは，予測が成功した場合インクリメントされ，失敗した場合 0に初期化される．
信頼度判定器は，分岐命令アドレスの下位ビットとGlobal分岐履歴のXORでインデクス
される．
Manneらは，シミュレータに SimpleScalar[23]，ベンチマークに SPECint95を採用し
て実験を行った．Combining予測器 [3]，Bi-Mode予測器 [6]に対して信頼度判定器を適用
した結果，最大 0.5%程度予測ミス率が低減した．
図 2.13: SBI予測器 [17]
ソースオペランド値の利用 [18, 19, 20]
2001年，Juanらは，分岐命令のソースオペランド値予測を利用して予測の信頼度を評
価し，信頼度の低い予測を反転するBPRU(Branch Prediction Reversal Unit)予測器を提
案した．信頼度判定器 (Reversal Table)は，従来の分岐予測器による予測結果，Global分
岐履歴，ソースオペラント値を生成する命令のアドレス，予測したオペランド値でマッピ
ングした 2bit飽和カウンタのテーブルで構成される (図 2.14)．信頼度判定器には各エン
トリは分岐命令アドレスの一部を Tagとして保持している．信頼度判定器のカウンタは，
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予測が失敗するとインクリメントされ，成功するとデクリメントされる．カウンタ値が閾
値以上の場合に，予測の信頼度が低いと判断し，従来の分岐予測器による予測を反転した
結果を最終的な予測として採用する．
Juanらは，シミュレータにSimpleScalar 3.0c/Alpha[23]，ベンチマークにSPECint2000
を採用して実験を行った．Alpha 21264[32]のCombining分岐予測器にBPRUを適用した
ところ，容量が大きいほど予測ミス率が低減し，128KB で平均 1%予測ミス率が低減した．
図 2.14: BPRU予測器 (文献 [20]より引用)
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2.4 関連研究のまとめ
本章では，動的分岐予測器の関連研究を，単体予測器，ハイブリッド予測器，単体/ハ
イブリッド予測器の予測精度向上手法の 3つに分類して紹介した．各研究を表 2.2-2.4に
まとめる．各研究毎に，予測器 (予測手法)名，提案者，提案年，概要，特徴，評価条件，
評価結果を示す．
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第3章 予測カウンタ状態の解析
第 2章で紹介した分岐予測器の大半は，分岐条件の成立 (Taken)・不成立 (NotTaken)
で遷移する予測カウンタ (2bit飽和カウンタ)を利用して予測を行う．予測カウンタは，
Strongly Taken, Weakly Taken, Weakly NotTaken, Strongly NotTakenの 4状態を遷移
する (図 3.1)．予測カウンタが Strongly TakenとWeaklyTaken状態の場合には”Taken”
と予測し，Strongly NotTakenとWeakly NotTaken状態の場合には”NotTaken”と予測す
る．
図 3.1: 2bit飽和カウンタの状態遷移図
Strongly Taken状態は，Strongly Taken状態あるいはWeakly Taken状態から遷移する．
• Strongly Taken状態 → ”Taken”と予測 → 予測成功(結果は”Taken”) → Strongly
Taken状態
• Weakly Taken状態 → ”Taken”と予測 → 予測成功(結果は”Taken”) → Strongly
Taken状態
　つまり，予測カウンタが Strongly Taken状態であるということは，前回の予測が成功
していることを示す．Strongly NotTaken状態も同様のことが言える．
逆に，Weakly Taken状態は，Strongly Taken状態あるいはWekaly NotTaken状態か
ら遷移する．
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• Strongly Taken状態→ ”Taken”と予測→予測失敗(結果は”NotTaken”)→Weakly
Taken状態
• Weakly NotTaken状態→ ”NotTaken”と予測→予測失敗(結果は”Taken”)→Wekaly
Taken状態
　つまり，予測カウンタがWeakly Taken状態であるということは，前回の予測が失敗し
ていることを示す．Weakly NotTaken状態も同様のことが言える．
以上から，予測カウンタの 4状態は予測方向を決定するだけでなく，予測の信頼度を示
していると推察できる．そこで，本節では予測カウンタの各状態 (Strongly/Weakly状態)
における予測精度を調査する．
3.1 実験環境
シミュレータは，SimpleScalar 3.0c/PISA[23]の sim-bpredを利用した．sim-bpredシ
ミュレータでは，命令は逐次実行され，前の分岐が解決するまでは次の分岐は実行され
ない．ベンチマークは SPECint95(train入力)を採用した．プログラムは gcc 2.7.2.3 -O2
-funroll-loopsでコンパイルされている．
本実験では， BTB(Branch Target Buﬀer) のエントリ有無を参照した分岐予測手法
[14](第 2.3節参照)を全ての分岐予測器に適用した．この手法の適用により，BTBにエン
トリのない分岐は分岐条件不成立 (NotTaken)と予測され，PHTにおける競合を削減で
きる．
分岐予測器は，代表的な単体予測器である bimodal予測器 [1]，SAg予測器 (2レベル適
応型予測器)[2]，gshare予測器 [3]を対象にした．容量は，1KB，8KB，16KBの 3種類を
基準値に設定した．SAg予測器に関しては，予測器を構成するテーブルのパラメータの関
係で，1.2KB，7.5KB，15.5KBとなる．各予測器のパラメータを表に示す．
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表 3.1: 各ベンチマークの動的命令数 (100万命令)，動的条件分岐命令数 (100万命令)
プログラム 入力 全命令数 全条件分岐命令数
099.go 50 9 2stone9.in 554 63
124.m88ksim Ctl.in 114 14
126.gcc Amptjp.i 1,280 194
129.compress 1000 q 2131 36 4
130.li train.lsp 182 24
132.ijpeg vigo.ppm 1,407 87
134.perl jumble.pl 2,293 299
147.vortex persons.250 2,608 287
表 3.2: 各予測器のパラメータ (エントリ数)
予測器 容量 (KB) パラメータ
bimodal 1.0 PHT 1K
8.0 PHT 32K
16.0 PHT 64K
gshare 1.0 PHT 1K
8.0 PHT 32K
16.0 PHT 64K
SAg 1.2 PHT 2K, BHT 0.5K*11bit
7.5 PHT 16K, BHT 2K*14bit
15.5 PHT 32K, BHT 4K*15bit
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3.2 各予測カウンタ状態の予測精度
各予測器の，Strongly状態における予測成功数と予測ミス数，Weakly状態における予
測成功数と予測ミス数の割合を図 3.2-3.4に占めす (実データは付録Aを参照)．また，各
状態の頻度，予測ミス率，全予測ミスに占める割合と，全体 (Strongly状態とWeakly状
態合わせて)の予測ミス率の全ベンチマークの平均値を表 3.3に示す．
どの容量でも同じ傾向を示したので，ここでは 8KBにおける結果を考察する．まず，各
予測器における結果をみてみると，全予測の 85%以上が Strongly状態であることがわか
る．これは文献 [36]にあるように，多くの分岐命令はTakenあるいはNotTakenのどちら
かに偏っている (偏向がある)ためである．また，Strongly状態に比べて，Weakly状態に
おける予測ミス率が非常に大きい．このことから，予測カウンタがWeakly状態の時は，
予測ミスしやすいこと，つまり，予測の信頼度が低いことがわかる．また，Weakly状態
においては，予測ミス率が高いために，頻度が約 10%と低いにも関わらず全体の予測ミス
の約 25～40%を占める．
次に 3種類の予測器間の比較を行う．全体の予測ミス率は gshare予測器，SAg予測器，
bimodal予測器の順で低いのに対し，Weakly状態における予測ミス率と全体のミスに占め
る割合はその順で高い．特に，gshare予測器と SAg予測器では，Strongly状態とWeakly
状態の予測ミス率の差が約 30%と大きい．このことから，gshare予測器と SAg予測器で
は，予測カウンタが Strongly状態の場合には予測が成功し，Weakly状態の場合には予測
が失敗する傾向が特に強いと言える．gshare予測器と SAg予測器では，gshare予測器の
方がよりその傾向が強く，全体の予測ミス率も低い．
以上から，予測カウンタがWeakly状態の場合には予測ミスしやすい，つまり，予測の
信頼度が低いことがわかった．また，gshare，bimodal，SAg予測器の中では，gshare予
測器のWeakly状態が一番予測信頼度が低く，gshare予測器の予測カウンタ状態がより正
確な予測信頼度を示していると言える．
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図 3.2: 16KB
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図 3.3: 8KB
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図 3.4: 1KB
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表 3.3: 各予測カウンタ状態における使用率 (%)，予測ミス率 (%)，全体のミスに対する割
合 (%)(平均)
容量 予測器 状態 使用率 予測ミス率 ミス割合 全体のミス率
bimodal S 86.79 11.24 73.40 13.20
W 13.21 26.60 26.60
16KB SAg S 91.64 5.88 62.40 8.23
W 8.36 36.76 37.60
gshare S 93.14 4.55 61.20 6.80
W 6.86 38.39 38.80
bimodal S 86.80 11.24 73.40 13.20
W 13.20 26.60 26.60
SAg S 90.96 6.47 62.66 8.96
8KB W 9.04 36.87 37.34
gshare S 92.45 5.11 61.72 7.50
W 7.55 37.98 38.28
bimodal S 86.64 11.34 73.12 13.36
W 13.36 26.89 26.88
1KB SAg S 88.59 8.49 63.12 11.40
W 11.41 36.84 36.88
gshare S 90.09 7.17 62.89 9.89
W 9.91 37.04 37.11
S:Strongly, W:Weakly
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第4章 予測カウンタ状態に着目した予測選択
手法Confidece-Selector
現在まで，様々な分岐予測器が提案されてきた．その中でも，複数の予測器を組み合わ
せたハイブリッド予測器 [3, 6, 7, 8, 9, 10, 11]は，高精度な予測器であることが知られて
いる．ハイブリッド予測器には，各予測器による予測の中から，最終的な予測を選択する
仕組みが必要となる．主なハイブリッド予測器は，予測器とは別に Selectorを持っている．
その Selectorを用いて，各予測器の予測の中から最終的な予測を選択する．予測選択手法
には，各予測器の予測成功・失敗の頻度 [3]や，分岐の偏向に基づく手法 [6]がある (第 2.2
節参照)．
しかし，Selectorの精度は必ずしも高いわけではない．例えば，代表的なハイブリッド
予測器である Combining予測器 [3]では，SPECint95ベンチマークで，全予測ミスのう
ち，選択ミス1が 2～6割を占める [37]．
分岐予測器は有限のハードウェアで如何に予測精度を向上させるかが重要である．ハイ
ブリッド予測器は，複数の予測器と Selectorで構成されるため，個々の構成要素に割り当
てられる容量は単一の単体予測器と比べて小さくなる．そのため，わざわざ Selectorを追
加して予測選択を行うのは最善の手法とは言えない．
本研究では，予測器の予測カウンタ状態を新たに予測選択の指標に取り入れ，Selector
の除去を試みる．具体的には，2つの異なる予測器で構成されるハイブリッド予測器を前
提に，一方の予測器の予測カウンタ状態を参照し，予測カウンタが強偏向 (Strongly)状態
の場合にはその予測器の予測を採用し，弱偏向 (Weakly)状態の場合にはもう一方の予測
器の予測を採用する．1つの予測器に，予測選択権を与えることで従来の Selectorを除去
することでき，Selectorに要していたハードウェアを各予測器に再配分することができる．
本章では，提案手法，実験環境，実験結果と考察を示す．
4.1 Confidence-Selector
第 3.2節で示したように，bimodal予測器 [1]，SAg予測器 [2]，gshare予測器 [3]の単体
予測器は，予測カウンタの状態によって予測信頼度が異なる．本研究では，予測カウンタ
1正しく選択していればミスをしなかった予測
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の信頼度に基づいた予測選択手法を提案する．以降，この手法を Conﬁdence-Selectorと
呼ぶ．
Conﬁdence-Selector手法をCombining予測器 [3]に適用する．Combining予測器の構成
要素には，グローバル履歴を利用する gshare予測器 [3]と，PC毎のローカル履歴を利用
する SAg(2レベル適応型)予測器 [2]を採用する．SAg予測器は，ローカル履歴を利用する
2レベル適応型予測器の中でも，比較的小容量で，かつ，高精度な分岐予測器である [3]．
gshare予測器は，Weakly状態の時の予測精度が一番低く，かつ全体の予測ミス率も一番高
い (第 3.2節参照)．そのため，本方式では gshare予測器の予測カウンタ状態を予測選択の指
標に利用する．Conﬁdence-Selector手法を適用したCombining予測器 (以下，Combining-
CS 予測器と呼ぶ) を図 4.1 に示す．gshare 予測器の予測カウンタが Strongly(Strongly
Taken/Strongly Not-taken)状態の場合には，gshare予測器の予測をそのまま利用する．
つまり，Strongly Taken状態の時は「Taken(分岐する)」，Strongly Not-taken状態の時は
「NotTaken(分岐しない)」と予測する．gshare予測器の予測カウンタがWeakly (Weakly
Taken / Weakly Not-taken)状態の場合には，SAg予測器の予測を採用する．SAg予測
器の BHTは常時更新するが，PHTは予測が採用された時だけ更新する．Combining-CS
予測器では，gshare予測器が，実際の予測を行う予測器と，2つの予測の中から最終的な
予測を選択する Selectorの両方を兼ねる．そのため，従来の Combining予測器における
Selectorを省け，Selectorに割り当てていたハードウェア量を gshare予測器や SAg予測器
に割り当てられる．
図 4.1: Conﬁdence-Selector手法を適用した Combining予測器 (Combining-CS予測器)
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4.2 実験環境
シミュレータは，SimpleScalar 3.0c/PISA[23]の sim-bpredを利用した．sim-bpredシ
ミュレータでは，命令は逐次実行され，前の分岐が解決するまでは次の分岐は実行され
ない．ベンチマークは SPECint95(train入力)を採用した．プログラムは gcc 2.7.2.3 -O2
-funroll-loopsでコンパイルされている．
本実験では， BTB(Branch Target Buﬀer) のエントリ有無を参照した分岐予測手法
[14](第 2.3.1節参照)を全ての分岐予測器に適用した．この手法の適用により，BTBにエ
ントリのない分岐は分岐条件不成立 (NotTaken)と予測され，予測表における競合を削減
できる．
ハードウェア容量 1.5KB，12KB，24KBを基準に評価を行った．比較対象の予測器は，
gshare予測器 [3]，Bi-Mode予測器 [6]，SAg予測器 [2]と gshare予測器を組み合わせた
Combining予測器 [3]である．各予測器のエントリ数等のパラメータを表 4.1に示す．
Combining予測器では，テーブル数の多い SAg予測器を利用するため，Selectorの容量
を小さめにした．Combining予測器では，複数のパラメータの組み合わせの中から，基準
のハードウェア量以下で，かつベンチマーク全体で一番精度の良いパラメータを選択した
(最適なパラメータに関しては付録 Bを参照)．12KBと 24KBの基準値では，Combining
予測器は 11.75KBと 23KBとなる．次節以降では，これらの容量を便宜的に 12KB，24KB
と表現する．
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表 4.1: 各予測器のパラメータ (PHT,BHTのエントリ数)
予測器 実容量 (KB) パラメータ
Gshare 1.0 PHT 1K
8.0 PHT 32K
16.0 PHT 64K
BiMode 1.5 Choice/Taken/NotTakenPHT各 2K
12 Choice/Taken/NotTakenPHT各 16K
24 Choice/Taken/NotTakenPHT各 32K
Combining 1.5 SAg: PHT 1K, BHT 0.5K*8bit
gsahre: 2K, Selector: 1K
11.75 SAg: PHT16K, BHT 1K*14bit
gshare: 16K, Selector: 8K
23 SAg: PHT16K, BHT 4K*14bit
gshare: 32K, Selector: 16K
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4.3 実験結果
まず，Conﬁdence-Selector手法を適用した Combining予測器 (Combining-CS予測器)
の最適な構成 (パラメータ)を決定する．その後，Combining-CS予測器と従来のハイブ
リッド予測器の予測精度の比較を行う．また，Selectorの予測精度への影響を考察する．
4.3.1 最適なパラメータ
Combining-CS予測器は，Selectorを除いたCombining予測器と同じ構成であり，構成
要素には複数のパラメータが考えられる．本節では，Combining-CS予測器における最適
な構成パラメータを決定する．各容量 (1.5KB，12KB，24KB)以下で，実験に用いたパラ
メータを表 4.2に示す．各パラメータにおける全ベンチマーク平均の予測ミス率を表 4.3
に示す (各ベンチマークの予測ミス率は付録 Cを参照)．
Combining-CS予測器においては，gshare予測器と SAg予測器のどちらに多くハード
ウェアを割り当てるかが問題となる．実験の結果，gshare予測器に多くハードウェアを割
り当てた方が予測ミス率が低いことがわかった．Combining-CS予測器では，gshare予測
器の予測カウンタ状態を予測選択の指標としているので，gshare予測器の精度が予測選択
精度を大きく左右する．gshare予測器にハードウェアを多く割り当てた方が全体の予測ミ
ス率も低いことが確認できた．次節の予測精度の比較では，一番予測ミス率の低かったパ
ラメータで比較を行う．
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表 4.2: 各予測器のパラメータ (PHT,BHTのエントリ数)
基準値 番号 実容量 gshare SAg
(KB) (KB) BHT PHT
1.5 1.5-A 1.5 2K 1K * 6bit 1K
1.5-B 1.38 2K 0.5K * 10bit 1K
1.5-C 1.5 2K 2K * 3bit 1K
1.5-D 1.5 2K 0.5K * 8bit 2K
1.5-E 1.5 2K 1K * 4bit 2K
1.5-F 1.31 2K 0.25K * 10bit 2K
1.5-G 1.5 4K 0.5K * 4bit 1K
12 12-A 11.5 16K 2K * 14bit 16K
12-B 12.0 16K 4K * 8bit 16K
12-C 12.0 16K 4K * 12bit 8K
12-D 11.68 32K 1K * 13bit 8K
12-E 12.0 32K 2K * 12bit 4K
24 24-A 23.5 32K 4K * 15bit 32K
24-B 24.0 32K 8K * 12bit 16K
24-C 23.5 64K 2K * 14bit 16K
24-D 24.0 64K 4K * 8bit 16K
24-E 24.0 64K 4K * 12bit 8K
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表 4.3: 各予測器の平均予測ミス率%
基準値 (KB) 番号 予測ミス率 (%)
1.5 1.5-A 8.22
1.5-B 8.33
1.5-C 8.20
1.5-D 8.24
1.5-E 8.16
1.5-F 8.39
*1.5-G 7.78
12 12-A 6.24
12-B 6.31
12-C 6.33
*12-D 5.88
*12-E 5.94
24 24-A 5.65
24-B 5.76
*24-C 5.29
*24-D 5.37
*24- 5.37
*gshare予測器の容量を大きくしたもの
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4.3.2 予測精度
各容量，各ベンチマークにおけるBi-Mode予測器 [6]，Combining予測器 [3]，Combining-
CS(Conﬁdece-Selector手法を適用したCombining)予測器の予測ミス率 (%)を図 4.2に示
す (実データは付録D参照)．また，Combining-CS予測器と，Combining予測器，Bi-Mode
予測器の予測ミス率 (%)の差分を表 4.4にまとめる．差分が負の値であれば，Combining
予測器，Bi-Mode予測器に対して予測ミス率が低減したことを示す．逆に正の値であれ
ば，予測ミス率が増加したことを示している．Combining-CS予測器は，Combining予測
器と比較して，1.5KBでは平均 0.06%，12KBでは平均 0.22%，24KBでは平均 0.31%予
測ミス率が低減した．Bi-Mode予測器と比較して，1.5KBでは平均 0.02%，12KBでは平
均 0.41%，24KBでは平均 0.50%予測ミス率が低減した．
容量が大きいほど，予測ミス率を低減できている．小容量の場合には，個々の構成要素
(Selectorと各予測器)に割り当てられる容量そのものが小さい．そのため，Selector部分
のハードウェアを他の予測器に再配分しても，予測器自身の予測精度がそれほど向上しな
かったためと考えられる．
124.m88ksimと 129.compressの予測精度低下 (対Combining予測器)
129.compressと 124.m88ksimは，全容量でCombining予測器よりも予測ミス率が増加
した．その原因を，第 3.2節で実験した SAg予測器と gshare予測器における全体の予測ミ
ス率 (表 4.5)から検討してみる．1KBの 124.m88ksimを除く全ての容量において SAg予
測器の方が予測ミス率が低い．第 3.2節では，SAgと gshare予測器はどちらも，Strongly
状態とWeakly状態における予測ミス率に大きな差があることを示した．しかし，gshare
予測器の方が，全ベンチマーク平均の全体の予測ミス率が低いということで，Combining-
CS予測器では gshare予測器の予測カウンタ状態を予測選択の指標に利用した．しかし，
124.m88ksimと 129.compressは，gshare予測器よりも SAg予測器の方が予測精度が高い．
そのため，これらのベンチマークに対しては，gshare予測器ではなく，SAg予測器の予測
カウンタ状態を予測選択の指標に取り入れた方が精度を向上できたと考えられる．
第 4.3.3節で SAg予測器の予測カウンタ状態に基づいた予測選択手法について検討する．
099.goと 126.gccの予測精度低下 (対Bi-Mode予測器)
099.goと 126.gccの予測ミス率は，Combining予測器と比較すると低減したが，Bi-Mode
予測器と比較すると増加した (24KBの 099.goを除く)．099.goと 126.gccは gshare予測
器におけるエントリ競合が激しいため，gshare予測器の競合緩和を目的とした Bi-Mode
予測器が有効であることが知られている [6]．しかし，容量が大きくなれば競合は緩和され
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るので，Combining-CS予測器でも，容量が大きい場合にはBi-Mode予測器との予測ミス
率の差は小さい．24KBにおいては，099.goではCombining-CS予測器の方が予測ミス率
が低い．126.gccについても+0.01%であり，差はほとんどない．
　　
a) 1.5KB
　　
b) 12KB
c) 24KB
図 4.2: 1.5KB, 12KB, 24KBにおけるBi-Mode予測器, Combining予測器, Combining-CS
予測器の予測ミス率 (%)
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表 4.4: Combining予測器，Bi-Mode予測器に対する予測ミス率の差分 (%)
容量 比較予測器 go m88ksim gcc compress li ijpeg perl vortex 平均
1.5KB Combining -0.83 0.05 -1.4 1.76 -0.21 0.2 0.17 -0.19 -0.06
Bi-Mode 1.26 -0.3 0.66 -1.1 -0.32 -0.19 -0.06 -0.09 -0.02
12KB Combining -2.28 0.25 -0.61 1.31 -0.25 -0.01 -0.15 -0.04 -0.22
Bi-Mode 0.28 -0.35 0.1 -1.78 -0.88 -0.48 -0.09 -0.06 -0.41
24KB Combining -2.53 0.22 -0.34 0.95 -0.46 -0.06 -0.25 0.0 -0.31
Bi-Mode -0.21 -0.43 0.01 -1.72 -1.02 -0.43 -0.16 -0.06 -0.50
表 4.5: SAg予測器と gshare予測器の予測ミス率 (%)(124.m88ksimと 129.compress)
124.m88ksim 129.compress
予測器 1KB 8KB 16KB 予測器 1KB 8KB 16KB
SAg 3.21 1.85 1.50 SAg 8.74 6.83 6.36
gshare 2.37 1.94 1.92 gshare 9.48 8.43 7.83
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4.3.3 予測選択指標の違い
第 4.3.2節で，124.m88ksimと 129.compressの予測精度が低下した理由について考察
した．この 2つのプログラムでは，gshare予測器よりも SAg予測器の方が予測精度がよ
い．そこで，SAg予測器の予測カウンタ状態を予測選択の指標とした方式について実験
を行った．SAg予測器の予測カウンタが Strongly状態の場合には SAg予測器の予測を，
Weakly状態の場合には gshare予測器の予測を採用する．SAg予測器は常時更新するが，
gshare予測器の予測表は予測が採用された時だけ更新する．しかし，BHR(Branch History
Registor)は常時更新する．この方式を Combining-CS-sag予測器と呼ぶ．
Combining-CS-sag予測器の予測精度は，SAg予測器の予測精度に大きく依存するので，
SAg予測器に割り当てる容量を大きく設定する．実験に用いたパラメータを表 4.6に示す．
Combining-CS-sag予測器においては，全容量の 3分の 2を SAg予測器に割り当てた場合
(Combining-CS-sag1)と，全容量の大半を SAg予測器に割り当てた場合 (Combining-CS-
sag2)の両方を実験する．第 4.3.2節の実験で予測精度が向上した 130.li(第 4.3.2節参照)も
参考として実験を行った．Combining予測器，Combining-CS予測器，Combining-CS-sag
予測器の予測ミス率を表 4.7に示す．
124.m88ksimと129.compressでは，gshare予測器の予測カウンタ状態を参照する (Comb-
ining-CS予測器)よりも，SAg予測器の予測カウンタ状態を参照する (Combining-CS-sag
予測器)方が，予測ミス率が低い．逆に，130.liでは，Combining-CS予測器の方が予測ミ
ス率が低い．つまり，SAg予測器の方が gshare予測器よりも予測精度が良いプログラムで
は，SAg予測器の予測カウンタ状態を予測選択の指標とした方が精度が良いことがわかる．
しかし，Combining-CS-sag予測器でも，従来のCombining予測器より予測ミス率が低減
することはなかった．その原因を，再度，第 3.2節の実験結果から検討する．124.m88ksim,
129.compres, 130.liの実験結果を表 4.8に示す (表 A.2からの抜粋)．130.liでは，gshare
予測器が，全体の予測ミス率が一番低く，かつ，Strongly状態とWeakly状態の予測ミス
率の差が一番大きい。つまり、gshare予測器の予測カウンタは，他の予測器より的確に予
測信頼度を示していると言える．しかし、124.m88ksimと 129.compressでは、全体の予
測ミス率は SAg予測器が一番低いが、Strongly状態とWeakly状態の予測ミス率の差は
gshare予測器の方が大きい。つまり，SAg予測器の予測カウンタは，gshare予測器ほど的
確に予測信頼度を示してはいないと考えられる．そのため，124.m88ksimや 129.compress
のように，gshare予測器より SAg予測器の方が予測精度が良いプログラムでも，SAg予
測器の予測カウンタ状態を予測選択の指標に用いるのは有効ではないと考察できる．
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表 4.6: 各予測器のパラメータ (PHT,BHTのエントリ数)
予測器 実容量 (KB) パラメータ
Combining 11.75 SAg: PHT16K, BHT 1K*14bit
gshare: 16K, Selector: 8K
Comb-CS 11.68 SAg: PHT8K, BHT 1K*13bit
gshare: 32K
Comb-CS-sag1 11.5 SAg: PHT16K, BHT 2K*14bit
gshare: 16K
Comb-CS-sag2 12.0 SAg: PHT16K, BHT 4K*12bit
gshare: 8K
Combining予測器と Combining-CS予測器は第 4.3.2節の実験と同じ
表 4.7: Combining, Combining-CS, Combining-CS-sag1, 2予測器の予測ミス率 (%)
予測器 124.m88ksim 129.compress 130.li
Combining 1.07 4.42 4.54
Comb-CS 1.32 5.73 4.29
Comb-CS-sag1 1.25 5.25 5.27
Comb-CS-sag2 1.13 5.63 5.21
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表 4.8: 各予測カウンタ状態における頻度 (%)，予測ミス率 (%)，全体のミスに対する割合
(%)，全体のミス率 (%)(8KB)
ベンチマーク 予測器 状態 頻度 予測ミス率 ミス割合 全体のミス率
124.m88ksim bimodal S 93.94 5.51 85.26 6.07
W 6.06 14.74 14.74
SAg S 98.08 1.28 67.84 1.85
W 1.92 31.06 32.16
gshare S 98.01 1.28 64.71 1.94
W 1.99 34.44 35.29
129.compress bimodal S 83.04 15.45 75.61 16.96
W 16.96 24.39 24.39
SAg S 92.84 4.68 63.64 6.83
W 7.16 34.68 36.36
gshare S 91.46 5.53 60.02 8.43
W 8.54 39.50 39.98
130.li bimodal S 83.93 13.97 72.98 16.07
W 16.07 27.02 27.02
SAg S 92.30 5.48 66.25 7.64
W 7.70 33.48 33.75
gshare S 93.54 4.44 64.64 6.43
W 6.46 35.22 35.36
S:Strongly, W:Weakly
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4.3.4 Selectorの影響
本節では，Combining予測器の Selectorと，Conﬁdence-Selector(提案手法)の精度を比
較する．Combining予測器とCombinig-CS予測器で，SAg予測器と gshare予測器の各パ
ラメータを同一に設定する．Combining予測器は，さらに数KBの Selectorを追加して予
測を行い，Combining-CS予測器は，追加のハードウェアなしで gshare予測器の予測カウ
ンタ状態に基づいて予測を行う．
SAg予測器と gshare予測器のパラメータをA:11.75KBとB:23KBのCombining予測器
と同一 (表 4.1参照)に設定した．Combining-CS予測器で必要なハードウェア量は Selector
部分を除いたA:9.75KBと B:19KBとなる．
Combining予測器と Combining-CS予測器の予測ミス率を表 4.9に示す．Combining-
CS予測器の予測ミス率は，Combining予測器と比較して，A(9.75KB)では平均 0.18%，
B(19KB)では平均 0.14%増加した．しかし，これは比較しているハードウェア量が異な
ることに注意する必要がある．Combining 予測器とハードウェア量を揃えた場合には，
A(11.68KB) で平均 0.2%，B(23.5KB) で 0.3%予測ミス率は低下する (第 4.3.2 節参照)．
Conﬁdence-Selector手法を適用しても，ただ Selectorを取り除いただけの構成では予測精
度は低下する．しかし，Selectorに割り当てていたハードウェアを SAg予測器や gshare
予測器に再配分することで，Combining予測器よりも予測精度を向上できる．
099.go，130.li，134.perlは，A,Bどちらの場合でも平均 0.16%予測ミス率が低減した．
これらのベンチマークでは，Conﬁdence-Selector手法を適用し，ただ Selectorを取り除く
だけで予測精度が向上する．つまり，予測精度を低下させずに必要なハードウェア量を削
減できる．
表 4.9: SAg予測器と gshare予測器のパラメータを同じにした場合の予測ミス率 (%)
予測器 go m88ksim gcc compress li ijpeg perl vortex 平均
A:11.75KB Comb 20.21 1.07 6.68 4.42 4.54 8.76 2.40 0.57 6.08
A:9.75KB Comb-CS 19.94 1.37 6.7 5.89 4.31 8.95 2.38 0.57 6.26
B:23KB Comb 17.68 0.96 5.81 4.41 4.45 8.64 2.30 0.49 5.59
B:19KB Comb-CS 17.35 1.3 5.93 5.62 4.18 8.75 2.26 0.48 5.73
*Comb = Combining
44
4.4 プロセッサの処理性能に与える影響
Combining予測器にConﬁdence-Selector手法を適用したところ，24KBで平均約 0.3%の
予測ミス率を低減できた．0.3%の予測ミス率低減がプロセッサの処理性能に与える影響
を考察する．SPECint95(train入力)において，従来のCombining予測器を採用した場合
の IPCと，Conﬁdence-Selector手法を適用して平均約 0.3%予測ミス率を低減した場合の
IPCを算出し，向上率を求める．IPCを求める計算式は次のようになる．
Cycle =
N
n
+ Penalty ×Miss
IPC =
N
Cycle
Cycle:総サイクル数, N :総命令数, Penalty:分岐ミスペナルティ, Miss:分岐ミス数,
n:同時実行可能数 (パイプライン本数)
命令フェッチ幅を 4命令とし，パイプライン 10段プロセッサ，20段プロセッサ，40段
プロセッサにおける IPC向上率を図 4.3に示す．予測ミス率を平均 0.3%低減することで，
10段プロセッサでは約 1.2%の IPC向上を達成できる．パイプライン段数が深化するにつ
れ，分岐予測ミスペナルティは大きくなるので，予測ミス率低減による IPC向上率は大き
くなる．将来パイプライン段数が深化し，40段プロセッサとなった場合，平均 0.3%の予
測ミス率低減で約 4.0%の IPC向上を達成できる．
図 4.3: 平均 0.3%予測ミス率低減による IPC向上率 (%)
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4.5 実験のまとめ
本研究では，予測カウンタの予測信頼度に基づいた予測選択手法Conﬁdence-Selectorを
提案し，Combining予測器 [3]に適用した (この予測器を Combining-CS予測器と呼ぶ)．
具体的には，gshare予測器 [3]の予測カウンタ状態が Strongly状態である場合には gshare
予測器の予測を採用し，Weakly状態である場合には SAg予測器 [2]の予測を採用する．
gshare予測器は，予測を行うだけでなく，従来のハイブリッド予測器の Selectorの役割を
持つ．Selectorを排除することで，本来 Selectorに割り当てる必要のあったハードウェア
を，他の予測器に割り当てることができる．
SimpleScalar 3.0d/PISAの sim-bpredシミュレータを使い，SPECint95(train)を対象
に実験を行った．その結果，11.68KBのCombining-CS予測器は，11.75KBのCombining
予測器と比較して平均 0.22%予測ミス率が低減した．また，23.5KBの Combining-CS予
測器では，23KBの Combining予測器と比較して平均 0.31%予測ミス率が低減した．
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第5章 おわりに
近年のプロセッサは，命令の読み出し，解釈，データの読み出し，実行，実行結果の書
き込み等を段階ごとに順次同時に行うパイプライン処理を行っている．しかし，プログラ
ム中に分岐命令が存在すると，分岐先が確定するまで後続の命令を実行できず，パイプラ
インにストールが発生する．この制御依存によるパイプラインストールを緩和するために，
多くのプロセッサでは分岐予測が採用されている．分岐予測により，分岐先以降の命令を
投機的に実行でき，パイプラインストールを回避できる．しかし近年，パイプライン段数
の増加に伴い，分岐予測ミスペナルティが増大している．そのため，分岐予測ミスの低減
は，プロセッサの性能向上のために不可避な問題となっている．
現在まで，様々な分岐予測器が提案されてきた．その中でも，複数の予測器を組み合わ
せたハイブリッド分岐予測器は，高精度な予測器であることが知られている．ハイブリッ
ド予測器には，各予測器による予測の中から最終的な予測を選択する仕組みが必要となる．
多くのハイブリッド分岐予測器は，予測器とは別に Selectorを用意し，その Selectorによ
り最終的な予測を決定する．しかし，Selectorの精度はそれほど高くないという報告もあ
る．また，Selector用のハードウェアも必要となる．
本研究では，予測器の予測カウンタ状態毎に予測精度が異なることに着目し，予測カウ
ンタの状態を参照した予測選択手法Conﬁdence-Selectorを提案した．具体的には，2つの
予測器で構成されるハイブリッド予測器において，一方の予測器の予測カウンタ状態を参
照し，予測カウンタが強偏向 (Strongly)状態の場合にはその予測器の予測を採用する．弱
偏向 (Weakly)状態の場合にはもう一方の予測器の予測を採用する．本手法では，従来の
Selectorが不要となり，Selectorに要していたハードウェアを各予測器に割り当てること
が可能となる．
SimpleScalar 3.0d/PISAの sim-bpredシミュレータを使い，SPECint95(train)を対象
に実験を行った．代表的なハイブリッド分岐予測器である Combining予測器に適用した
ところ，12KBの容量で平均 0.22%，24KBで平均 0.31%予測ミス率が低減できた．パイ
プライン段数が深化した 4命令同時フェッチ可能な 40段プロセッサでは，平均 0.31%の予
測ミス率低減により，約 4.0%の処理速度 (IPC)向上を達成できる．
今後は，他のハイブリッド予測器にも Conﬁdence-Selector手法を適用できるか検討し
ていきたい．
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付 録A 予測カウンタの各状態における予測
精度
予測カウンタの各状態における頻度 (%)，予測ミス率 (%)，全体のミスに占める割合 (%)，
全体 (全状態合計)のミス率 (%)を表A.1-A.3に示す (第 3.2節実験)．
A.1 16KB
A.2 8KB
A.3 1KB
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表 A.1: 各予測カウンタ状態における頻度 (%)，予測ミス率 (%)，全体のミスに対する割
合 (%)，全体のミス率 (%)(16KB)
ベンチマーク 予測器 状態 頻度 予測ミス率 ミス割合 全体のミス率
099.go bimodal S 73.81 22.88 64.50 26.18
W 26.19 35.50 35.50
SAg S 76.33 18.46 59.91 23.53
W 23.67 39.84 40.09
gshare S 82.02 12.53 57.62 17.84
W 17.98 42.06 42.38
124.m88ksim bimodal S 93.94 5.51 85.26 6.07
W 6.06 14.74 14.74
SAg S 98.40 1.00 65.67 1.50
W 1.60 32.30 34.33
gshare S 98.02 1.14 58.34 1.92
W 1.98 40.48 41.66
126.gcc bimodal S 84.65 12.30 68.00 15.31
W 15.35 31.92 32.00
SAg S 88.85 7.64 61.26 11.08
W 11.15 38.49 38.74
gshare S 92.65 4.73 60.09 7.29
W 7.35 39.56 39.91
129.compress bimodal S 83.04 15.45 75.61 16.96
W 16.96 24.39 24.39
SAg S 93.12 4.14 60.57 6.36
W 6.88 36.47 39.43
gshare S 92.04 5.16 60.71 7.83
W 7.96 38.66 39.29
130.li bimodal S 83.93 13.97 72.98 16.07
W 16.07 27.02 27.02
SAg S 93.04 4.95 67.26 6.85
W 6.96 32.23 32.74
gshare S 93.76 4.25 64.27 6.21
W 6.24 35.56 35.73
132.ijpeg bimodal S 87.69 8.71 62.07 12.31
W 12.31 37.94 37.93
SAg S 90.40 6.55 61.84 9.58
W 9.60 38.04 38.16
gshare S 90.21 6.24 57.74 9.75
W 9.79 42.09 42.26
134.perl bimodal S 89.66 9.14 79.26 10.34
W 10.34 20.74 20.74
SAg S 94.39 3.43 57.79 5.61
W 5.61 42.15 42.21
gshare S 97.27 1.78 63.55 2.72
W 2.73 36.31 36.45
147.vortex bimodal S 97.63 1.94 79.52 2.38
W 2.37 20.55 20.48
SAg S 98.62 0.90 64.91 1.36
W 1.38 34.58 35.09
gshare S 99.14 0.58 67.27 0.85
W 0.86 32.37 32.73
S:Strongly, W:Weakly
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表 A.2: 各予測カウンタ状態における頻度 (%)，予測ミス率 (%)，全体のミスに対する割
合 (%)，全体のミス率 (%)(8KB)
ベンチマーク 予測器 状態 頻度 予測ミス率 ミス割合 全体のミス率
099.go bimodal S 73.80 22.89 64.48 26.19
W 26.20 35.51 35.52
SAg S 74.54 20.08 59.06 25.34
W 25.46 40.75 40.94
gshare S 78.80 15.26 56.97 21.11
W 21.20 42.83 43.03
124.m88ksim bimodal S 93.94 5.51 85.26 6.07
W 6.06 14.74 14.74
SAg S 98.08 1.28 67.84 1.85
W 1.92 31.06 32.16
gshare S 98.01 1.28 64.71 1.94
W 1.99 34.44 35.29
126.gcc bimodal S 84.63 12.31 67.95 15.33
W 15.37 31.97 32.05
SAg S 87.60 8.70 61.71 12.35
W 12.40 38.11 38.29
gshare S 91.78 5.35 60.12 8.17
W 8.22 39.62 39.88
129.compress bimodal S 83.04 15.45 75.61 16.96
W 16.96 24.39 24.39
SAg S 92.84 4.68 63.64 6.83
W 7.16 34.68 36.36
gshare S 91.46 5.53 60.02 8.43
W 8.54 39.50 39.98
130.li bimodal S 83.93 13.97 72.98 16.07
W 16.07 27.02 27.02
SAg S 92.30 5.48 66.25 7.64
W 7.70 33.48 33.75
gshare S 93.54 4.44 64.64 6.43
W 6.46 35.22 35.36
132.ijpeg bimodal S 87.74 8.68 62.10 12.26
W 12.26 37.91 37.90
SAg S 89.67 6.94 60.26 10.32
W 10.33 39.68 39.74
gshare S 89.99 6.40 57.68 9.99
W 10.01 42.21 42.32
134.perl bimodal S 89.66 9.14 79.26 10.34
W 10.34 20.74 20.74
SAg S 94.37 3.50 58.67 5.63
W 5.63 41.30 41.33
gshare S 96.98 2.01 64.65 3.01
W 3.02 35.27 35.35
147.vortex bimodal S 97.63 1.94 79.53 2.38
W 2.37 20.54 20.47
SAg S 98.26 1.12 63.84 1.73
W 1.74 35.86 36.16
gshare S 99.06 0.61 64.98 0.93
W 0.94 34.76 35.02
S:Strongly, W:Weakly
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表 A.3: 各予測カウンタ状態における頻度 (%)，予測ミス率 (%)，全体のミスに対する割
合 (%)，全体のミス率 (%)(1KB)
ベンチマーク 予測器 状態 頻度 予測ミス率 ミス割合 全体のミス率
099.go bimodal S 73.31 23.27 63.89 26.70
W 26.69 36.12 36.11
SAg S 69.77 24.75 57.18 30.19
W 30.23 42.76 42.82
gshare S 70.53 23.14 55.41 29.46
W 29.47 44.58 44.59
124.m88ksim bimodal S 93.85 5.61 85.45 6.16
W 6.15 14.56 14.55
SAg S 96.78 2.31 69.82 3.21
W 3.22 30.06 30.18
gshare S 97.61 1.71 70.56 2.37
W 2.39 29.21 29.44
126.gcc bimodal S 84.02 12.63 66.48 15.96
W 15.98 33.47 33.52
SAg S 82.72 12.88 61.68 17.27
W 17.28 38.30 38.32
gshare S 87.30 8.91 61.45 12.65
W 12.70 38.42 38.55
129.compress bimodal S 83.04 15.45 75.61 16.96
W 16.96 24.39 24.39
SAg S 91.21 6.19 64.58 8.74
W 8.79 35.24 35.42
gshare S 90.48 6.37 60.81 9.48
W 9.52 39.00 39.19
130.li bimodal S 83.93 13.97 72.98 16.07
W 16.07 27.02 27.02
SAg S 89.71 7.33 63.97 10.28
W 10.29 36.00 36.03
gshare S 92.34 5.45 65.79 7.65
W 7.66 34.17 34.21
132.ijpeg bimodal S 87.74 8.68 62.10 12.27
W 12.26 37.92 37.90
SAg S 88.54 7.56 58.42 11.46
W 11.46 41.58 41.58
gshare S 88.83 7.32 58.25 11.17
W 11.17 41.73 41.75
134.perl bimodal S 89.66 9.14 79.26 10.34
W 10.34 20.74 20.74
SAg S 92.72 5.05 64.33 7.28
W 7.28 35.66 35.67
gshare S 95.12 3.46 67.42 4.88
W 4.88 32.57 32.58
147.vortex bimodal S 97.60 1.96 79.16 2.41
W 2.40 20.92 20.84
SAg S 97.27 1.83 64.94 2.74
W 2.73 35.14 35.06
gshare S 98.51 0.96 63.39 1.49
W 1.49 36.61 36.61
S:Strongly, W:Weakly
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付 録B Combining予測器の最適なパラ
メータ
SAg予測器と gshare予測器を組み合わせたCombining予測器の，1.5KB, 12KB, 24KB
容量における最適なパラメータを決定する (第 4.2節実験)．パラメータの候補を表B.1に，
各パラメータ時の予測ミス率を表 B.2に示す．
最適なパラメータは，1.5KB-A，12KB-B，24KB-Cである．
表 B.1: 各容量における Combining予測器のパラメータ (PHT,BHTのエントリ数)
基準値 番号 実容量 Selector gshare SAg
(KB) (KB) BHT PHT
1.5 1.5-A 1.5 1K 2K 0.5K * 8bit 1K
1.5-B 1.5 1K 2K 0.5K * 4bit 2K
1.5-C 1.5 1K 2K 1K * 4bit 1K
12 12-A 11.75 8K 16K 1K * 14bit 16K
12-B 11.25 8K 16K 2K * 13bit 8K
12-C 12.0 8K 16K 2K * 8bit 16K
12-D 12.0 8K 16K 4K * 8bit 8K
24 24-A 23.0 16K 32K 4K * 14bit 16K
24-B 23.25 16K 32K 2K * 13bit 32K
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表 B.2: 各パラメータ時の Combining予測器の予測ミス率 (%)
基準値 番号 go m88ksim gcc compress li ijpeg perl vortex 平均
1.5KB 1.5-A 25.49 1.71 10.46 5.14 6.03 9.52 3.15 0.92 7.80
1.5-B 25.01 1.69 9.90 6.01 6.23 9.59 3.16 0.92 7.81
1.5-C 25.00 1.66 9.94 6.05 6.16 9.75 3.16 0.90 7.83
12KB 12-A 20.21 1.00 6.68 4.42 4.54 8.76 2.40 0.57 6.07
12-B 19.84 1.07 6.56 4.66 4.84 9.05 2.39 0.56 6.12
12-C 19.89 0.94 6.46 4.77 4.90 8.88 2.40 0.52 6.10
12-D 19.88 0.99 6.43 4.84 4.89 8.93 2.41 0.52 6.11
24KB 24-A 17.68 0.96 5.81 4.41 4.45 8.64 2.30 0.49 5.59
24-B 17.88 0.87 5.93 4.65 4.13 8.54 2.35 0.49 5.61
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付 録C 提案方式(Combining-CS予測器)
の最適なパラメータ
Conﬁdence-Selector手法を適用した Combining予測器 (Combining-CS予測器)の各パ
ラメータにおける予測ミス率を示す (第 4.3.1節実験)．
表 C.1: 各パラメータ時の提案方式の予測ミス率 (%)
予測器 go m88ksim gcc compress li ijpeg perl vortex 平均
1.5KB-A 26.02 1.84 10.49 7.00 5.97 10.06 3.48 0.78 8.21
1.5KB-B 26.47 1.90 10.84 6.83 6.08 10.16 3.50 0.79 8.32
1.5KB-C 25.64 1.80 10.33 7.04 6.27 10.06 3.47 0.78 8.17
1.5KB-D 26.38 1.86 10.63 6.82 5.87 10.01 3.50 0.79 8.23
1.5KB-E 25.55 1.89 10.28 7.03 6.14 10.01 3.51 0.80 8.15
1.5KB-F 27.09 1.88 11.03 6.77 5.86 10.13 3.48 0.81 8.38
1.5KB-G 24.66 1.76 9.06 6.90 5.82 9.92 3.32 0.77 7.78
12KB-A 19.70 1.50 6.62 5.89 4.31 8.94 2.45 0.55 6.25
12KB-B 19.49 1.60 6.49 6.27 4.72 9.13 2.45 0.57 6.34
12KB-C 19.85 1.48 6.59 6.10 4.45 9.23 2.40 0.58 6.34
12KB-D 17.93 1.32 6.07 5.73 4.29 8.95 2.25 0.53 5.88
12KB-E 17.95 1.32 6.03 5.85 4.46 9.10 2.26 0.53 5.94
24KB-A 17.09 1.29 5.90 5.55 4.09 8.51 2.25 0.52 5.65
24KB-B 17.26 1.24 5.90 5.82 4.22 8.88 2.22 0.51 5.76
24KB-C 15.15 1.18 5.47 5.36 3.99 8.58 2.05 0.50 5.29
24KB-D 15.01 1.18 5.38 5.76 4.39 8.79 1.98 0.49 5.37
24KB-E 15.27 1.18 5.45 5.58 4.11 8.87 2.03 0.50 5.37
*gshare予測器の容量を大きくしたもの
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付 録D 提案方式(Combining-CS予測器)
と従来予測器の予測精度の比較
各容量におけるgshare予測器，Bi-Mode予測器，Combining予測器と提案方式 (Combining-
CS予測器)の予測ミス率を表D.1に示す (第 4.3.2節実験)．
表 D.1: 各予測器の予測ミス率 (%)
予測器 go m88ksim gcc compress li ijpeg perl vortex 平均
1.0KB gshare 27.22 2.03 10.28 8.06 6.08 10.5 3.74 3.94 8.98
1.5KB Bi-Mode 23.40 2.06 8.40 8.00 6.14 9.91 3.38 0.82 7.76
1.5KB Comb 25.49 1.71 10.46 5.14 6.03 9.52 3.15 0.92 7.80
1.5KB Comb-CS 24.66 1.76 9.06 6.90 5.82 9.72 3.32 0.73 7.75
8.0KB gshare 19.78 1.67 6.89 7.17 5.11 9.39 2.31 0.63 6.62
12KB Bi-Mode 17.65 1.67 5.97 7.51 5.17 9.23 2.34 0.59 6.27
11.75KB Comb 20.21 1.07 6.68 4.42 4.54 8.76 2.40 0.57 6.08
11.68KB Comb-CS 17.93 1.32 6.07 5.73 4.29 8.75 2.25 0.53 5.86
16.0KB gshare 16.86 1.65 6.22 6.66 4.93 9.18 2.08 0.59 6.02
24KB Bi-Mode 15.36 1.61 5.46 7.08 5.01 9.01 2.21 0.55 5.79
23KB Comb 17.68 0.96 5.81 4.41 4.45 8.64 2.30 0.49 5.59
23.5KB Comb-CS 15.15 1.18 5.47 5.36 3.99 8.58 2.05 0.49 5.29
Comb = Combining
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