Introduction
Shadows are physical phenomena observed in most natural scenes. They often bring some undesirable problems in many computer vision and image analysis tasks such as edge detection, segmentation, target recognition, and tracking. Shadow processing is of great practical significance and has attracted a lot of attentions. The research on shadows may be generally categorized into the following three scopes.
Ⅰ) Intrinsic image:
Intrinsic image here is referred to an image insensitive to shadows. The simplest intrinsic image may be the chromaticity image. For example, in [1] , the authors detect shadows by assuming hue component change within a certain limit in HSV space. Normalized RGB [2] and 1 2 3 c c c [3] are also simple features used to derive intrinsic images. Tian et al. [4] proposed a simple transformation to get intrinsic images based on detected shadows. Finlayson et al. [5] create an intrinsic image from a single image by finding the special direction in a 2D chromaticity feature space.
In this paper, we deduce that the pixel values of a surface illuminated by skylight (in shadow region) and by daylight (in non-shadow region) have a linear relationship in each channel. Based on the linearity, we propose a new method which uses a RGB image to generate a grayscale intrinsic image.
Ⅱ) Shadow detection:
The most straightforward feature of a shadow is that it darkens the surface it casts on. This feature is adopted by some methods directly [6, 7] or indirectly [8, 9] . An intrinsic image is also useful for shadow detection, since shadows can be located by comparing the intrinsic image and the original one [3, 10] . In the moving shadow detections, the frame difference feature can be employed to locate moving objects and their moving shadows. Then the problem of shadow detection becomes differentiating the moving shadows from moving objects. To adapt to the changes of the background, learning approaches have proven useful [11] [12] [13] [14] . Prati et al. [15] present a good review for moving shadow detection methods. Shadow detection in a single outdoor image is difficult but has wide applications. In [16] , the authors use the Fisher distribution to model shadows with 3D geometry information as priori knowledge. Lalonde et al. [17] obtain impressive shadow detection results by using a learning method.
Ⅲ) Shadow removal:
Shadow removal is often required in some computer vision applications. Many methods have been presented to do this work. A classical approach for shadow removal in a single image is to differentiate the image, set derivatives at shadow boundaries to zero, and then reintegrate the image to obtain a shadow free image [18] . This approach can produce good results on non-textured surfaces. The methods in [19] and [20] can effectively remove shadows while preserve image textures. In [17] , the authors exhibit some shadow removal results on rich-content images. In this paper, based on the linear relationship, we also present a shadow removal method that can preserve texture on rich-content images.
Linearity of Each Channel Pixel Values from a Surface in and out of Shadows and Its Applications
2. Linearity of a surface in and out of shadows Fig.1 shows the image formation procedure with outdoor illumination. If a camera has good color reproduction ability, its response curves to red, green, and blue light should be very close to XYZ human color matching functions (CMFs) [21] or RGB CMFs of displays [22] . Due to practical manufacture limitations, camera spectral response curves may not be consistent with the CMFs strictly and the deviation will be corrected by a color correction matrix embedded in the camera hardware. The ideal RGB CMFs in sRGB color space (adopted by most cameras and displays) is given in Fig.1 and Fig.3 . 
where H denotes any one of red, green, and blue channel in this paper.η is the factor to approximate camera exposure that is defined as, 700 400 100 / ( ) ( )
H w are white balance factors satisfying 1
Then Gamma correction should be applied on linear RGB in three channels (please Ref. to IEC 61966-2.1).
(1/2.4)
In clear weather that shadows most probably take place, the spectral power distributions (SPD) of daylight and skylight show strong regularities, and they are mainly controlled by sun angles, as shown in Fig.2 . In the following, we will use the SPD at sun angle equal to 60 degree as an illumination example in the derivation and verification. Because illumination and camera spectral responses have much less randomness than reflectance, we make point-wise product of the illumination and CMFs in Eq.1 to find whether there is any characteristic that is independent of surface reflectance. Though the SPD of daylight and skylight are quite different, in each color channel, the point-wise product of daylight with CMFs (H) can be well approximated by that of skylight with CMFs (H) multiplied by a constant. That is,
where H K is a constant independent with wavelength and
channel. The constants can be derived from,
If we rewrite Eq. 1, for a surface in shadow area, we have,
For the same surface in non-shadow area, we have,
If we divide Eq. 8 by Eq. 7 and combine Eq.5, we have, 700 400 700
From Eq.9, we can find that, in each channel, the linear RGB pixel values of a surface illuminated by daylight are proportional to those of the same surface illuminated by skylight. Furthermore, the proportional coefficients are just equal to the constants determined by Eq.6. The good characteristic of the proportional coefficients are that they are independent of wavelength and reflectance. Now, we will take a look what will happen after Gamma correction. From Eq.4, we have,
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Combined with Eq.9, we have,
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Finally we have,
We can find that after Gamma correction the proportional relationship becomes a linear polynomial relationship, and the parameters of the linear polynomial are determined by the proportional coefficients.
Verification of the linearity
We employ the data derived from [23] that contains 1995 different surface reflectance to simulate four images based on Eqs.1-4. The four images include one linear image in daylight, one linear image in skylight, one Gamma corrected image in daylight, and one Gamma corrected image in skylight. The 1995 surface reflectance curves and the Gamma corrected image in daylight are shown in Fig.5 .
Using the four simulated images, in each channel, for each surface, we take the pixel value in daylight and that in skylight as one counterpart. So for one paired images, in each channel, we have 1995 counterparts.
The fitting results of these counterparts are shown in Fig.7 We also use two images captured by a real camera to test whether they satisfy the linearity. Fig.6 shows two real images of Xrite ColorChecker (XCC), which contains 24 most common colors in our daily life. The two images were captured at 60 degree sun angle using Canon 5D Mark II digital camera equipped with a 50mm len, and they were captured under identical conditions: same exposure, same white balance, and same geometric view. . From the results, we can find that although the imaging procedure of the real camera is more complicated than Eqs.1-4, the linearity also holds. Note that some cameras apply "S-curve" to increase mid-tone contrast, which may change the linear property. The "S-curve" was closed when we captured the images. To summarize, in each channel of linear RGB images, pixel values of a same surface in shadow region and in non-shadow region have a proportional relationship. After Gamma correction, the proportional relationship becomes a linear polynomial relationship. Both the proportional and polynomial coefficients are intrinsically determined by Eq.6, i.e., determined by daylight and skylight and have nothing to do with reflectance.
Applications

Intrinsic image from a single shadowed image
In this section, based on the linear relationship, we propose a new method which uses a RGB image to generate a grayscale image insensitive to shadows.
Previously, we have deduced that the following equation holds.
Then we have,
Taking logarithms of both sides, we have, log( ) log( ) log( ) 1 1
In detail, we have,
From Eq.16, we have the following equation holds, 
If we subtract and take logarithm for them respectively, we find that after ψ operation, the shadow pixels and the non-shadow pixels are strictly equal. Apparently, we obtain an intrinsic image. Some our intrinsic-image results are shown in Fig.8 . In our intrinsic image results shown in Fig.8 , shadows are disappeared or are much attenuated. Because we have no information about at what sun angles the pictures were taken, we just use the mean SPD of daylight and skylight at 20 degree to 70 degree sun angles to approximate the linear parameters. Unlike Finlayson's method [10] assumes delta camera responses or Tian's method [4] needs to first detect shadows, our method does not require priori knowledge.
Shadow verification
Shadow verification can be applied to deal with the following two situations at least. 1) In some video surveillance and pattern recognition tasks, the frame difference technique (using current frame to subtract background frame to find "changes") is widely used. However, shadows may also cause changes, e.g., a shadow exists in background frame but disappears in current frame. This situation is often occurred in practical applications. It may be necessary in such circumstance to verify whether the "changes" are caused by shadows. 2) Previous researchers evaluate their methods on images that do contain shadows. However, if a shadow detection algorithm gives false responses to non-shadow images, it may cause new problems rather than bring advantages. Our shadow verification method can be used to identify if a detected shadow is a real one.
Based on the linear relationship and the intrinsic image deriving method introduced in last section, we show how to verify if a region is a shadow briefly.
A real shadow region can be judged by,
[ ] [ ( 1) , ( 1) , ( 1 T is determined by,
ψ is our intrinsic operation introduced in last section and ρ is a parameter that is empirically set to 80. (1) is true, and that for (2) and (3) are false.
Shadow removal
In this application, we use pixels on the line segments perpendicular to the shadow boundary, as shown in Fig.10 , to estimate linear parameters. We assume a blue line in shadow and its corresponding red line out of shadow have the same reflectance. We use the pixels on the line segments to estimate the linear parameters as,
where M is the number of sampling counterparts. Eq. 22 actually uses the mean value of shadow pixel and that of non-shadow pixel to estimate the linear parameters. Here we use the mean value because the 'mean' operation has the same linear property and parameters with its each composite element, and the 'mean' operation can also smooth the sampling because some counterparts on both side of shadow boundaries may not have the same reflectance.
Because we have two parameters and only one equation, we fix the constant term just as the mean value calculated at sun angle from 20 degree to 70 degree, and then the proportional term can be determined by Eq. 22. Because umbra is only illuminated by skylight while penumbra is also illuminated by part of sunlight, the parameters in penumbra are little different to those in umbra, which further leads to the results near the edge may be over-recovered. Therefore, we finally smooth the edge in the perpendicular direction of shadow boundaries. One our shadow removal result is shown in Fig.11 . From the result, we find that the shadow is disappeared. In Fig.12, we also compare our results on rich-content images with those in [17] . The comparisons show our method can remove the shadow effect in a certain degree meanwhile can preserve details in shadow region. For example, in the second image of 2 nd row, the person under the house is seriously smoothed but is preserved in our result.
Discussion and conclusion
Properties and processing algorithms related to shadows are of broad interest in computer vision. In this paper, based on the physical characteristic of outdoor illumination and camera spectral sensitivity, we deduce the linearity of a surface illuminated by skylight and by daylight in each channel. We then verify it through experiments using some simulated and real images. We also present its applications in computer vision. The results demonstrate the practical effect of the linear phenomenon. However, the research is only initially done and there still exist the following problems, which should be solved in the future work.
In this paper, we only deduce the relationship between non-shadow region and umbra, i.e., the gradually variation property near shadow edges is not considered. It degrades the performance of our method near the shadow edges, which is the reason why our shadow removal method requires the smoothing operation along the shadow edges. In the future, we will consider how to add the penumbra to our linear model.
The linear parameters are determined by the SPD of daylight and skylight. In clear weather when shadows most probably take place, the SPD of daylight and skylight depend on sun angles. Sun angles can be easily and accurately determined if the time and the location information are available. In some applications, for examples, outdoor video surveillance, we may have a opportunity to know the time and the location information, and the linearity parameters can be better estimated and our methods can be expected to achieve better performance. For an arbitrary image, we may not have any information about when and where the image is taken. Therefore, we just use the mean parameters at different sun angles to simply substitute the real ones in the application of deriving intrinsic images. Fortunately the linear parameters are not arbitrary; they have typical values controlled by typical sun angles, e.g., as shown in Fig.1 . In the future, combined with some shadow detection methods, we will try to develop a method to estimate the sun angle at which an image is captured by analyzing pixel values in and out of shadows. 
