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Abstract
We generalize an injectivity result obtained by Bayer-Fluckiger and Lenstra concerning
pointed cohomology sets, defined by norm-one groups of finite-dimensional algebras with
involution over fields k of characteristic different from 2, to the case of inverse limits of
finite-dimensional k-algebras with involution. We use this generalization to obtain a result
about self-dual normal bases for infinite Galois field extensions.
 2002 Elsevier Science (USA). All rights reserved.
1. Introduction
Let L⊇ k be a Galois field extension with Galois group G. We consider G as
a topological group with the Krull topology (see, e.g., [1, p. 329]). Let ks be a
separable closure of k and let Gk denote the Galois group of ks ⊇ k.
Suppose that L ⊇ k is finite. The normal basis theorem asserts that there is
x ∈ L such that B := (s.x)s∈G form a basis for L as a vector space over k (see,
e.g., [2, p. 283]); B is called a normal basis.
The extension L⊇ k being separable, the trace form qL :L× L→ k, defined
by qL(x, y)= trL/k(xy), x, y ∈ L, is a non-degenerate symmetric bilinear form.
It is also a G-form, that is, it is invariant under the action of G. If the normal
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basis B is self-dual with respect to qL, that is, if qL(s.x, t.x) = δs,t , s, t ∈ G,
then it is called a self-dual normal basis. Note that the existence of such a
basis can alternatively be formulated by saying that (L,qL) and (k[G], q0) are
isomorphic as G-forms, where q0 is the unit G-form, that is, it is the k-bilinear
map k[G] × k[G]→ k defined by q0(s, t) = δs,t , s, t ∈G. The problem of when
a self-dual normal basis exists is still open. The best result so far is the following.
Theorem 1.1. If the order of G is odd, then (L,qL) and (k[G], q0) are isomorphic
as G-forms.
This was proved by Bayer-Fluckiger in [3]. In fact, in the case when the
characteristic of k is different from 2, she proves a more general result which
can be formulated in terms of pointed cohomology sets in the following way,
where we, for an algebraic group A over k, use the standard notation H 1(k,A) :=
H 1(Gk,A(ks)).
Theorem 1.2. Assume that the characteristic of k is different from 2. Let U be
the norm-one group of a finite-dimensional k-algebra with involution, and let K
be an odd degree field extension of k. Then the canonical map from H 1(k,U) to
H 1(K,U) is injective.
For more details, see [4]. It is not known if this result holds when the
characteristic of k is 2. For other results and examples concerning self-dual
normal bases and cohomology, see the (extensive) paper by Bayer-Fluckiger and
Serre [5].
If L has infinite dimension over k, then the normal basis theorem is, of
course, not true any more. However, in the finite case, we can identify k[G]
with (G, k) the set of functions f :G→ k where we let G operate on (G, k) by
(s.f )(t) = f (s−1t), s, t ∈G. The normal basis theorem can then be formulated
by saying that there is a left k-vector space isomorphism (G, k)→L that respects
the action of G. In [6] Lenstra proves that this version of the normal basis theorem
is valid for infinite extensions provided we only consider the continuous functions
from G to k.
Theorem 1.3. If k is equipped with the discrete topology and C(G,k) denotes
the continuous functions from G to k, then there is a k-vector space isomorphism
C(G,k)→ L that respects the action of G.
The main objective of this paper is to generalize Theorem 1.2 to the case of
inverse limits of finite-dimensional k-algebras (see Theorem 1.4). We then use
this result to obtain a combined generalization of Theorems 1.1 and 1.3 (see
Theorem 1.5).
P. Lundström / Journal of Algebra 256 (2002) 531–541 533
Theorem 1.4. Assume that the characteristic of k is different from 2. Let U denote
the norm-one group of an inverse limit, relative to a directed set, of an inverse
system of finite-dimensional k-algebras with involution and surjective k-algebra
maps, and let K be a field filtered by odd degree extensions of k. Then the
canonical map from H 1(k,U) to H 1(K,U) is injective.
For the proof, see Section 4.
Theorem 1.5. If L is filtered by odd degree extensions of k and the characteristic
of k is different from 2, then (L,qL) and (C(G,k), q0) are isomorphic as coherent
G-forms.
For the proof and the definition of coherent G-forms, see Section 5. Note that
the last result appeared in [7] where it was proved by other means. For related
results concerning normal bases for infinite Galois extensions, see [8–10].
2. Inverse limits
We recall the following definitions. A set I is preordered if it is equipped
with a binary relation ≺ that is transitive and reflexive. A set I is directed if it is
preordered and has the additional property that for any two i, j ∈ I there is k ∈ I
such that i ≺ k and j ≺ k. An inverse system (Xi, fij ), relative to a preordered
set I , consists of a set Xi for each i ∈ I , and a function fij :Xj →Xi for each pair
i, j ∈ I with i ≺ j , such that fii = idXi for each i ∈ I , and fij ◦ fjk = fik for all
i, j, k ∈ I with i ≺ j ≺ k. The inverse limit of such a system, denoted lim←−i∈I Xi ,
is defined to be the set of all (xi)i∈I in
∏
i∈I Xi such that if i, j ∈ I and i ≺ j ,
then fij (xj )= xi .
We state a useful result about inverse limits, which we need in the next section.
Proposition 2.1. Let (Xi, fij ) be an inverse system of sets relative to a directed
set I . Suppose that for each i ∈ I we are given a collection Si of subsets of Xi
such that the following four conditions are satisfied:
(i) If i ∈ I and F ⊆ Si , then ⋂M∈F M ∈ Si .
(ii) If i ∈ I and F ⊆ Si has the property that ⋂M∈F ′ M is non-empty for all
finite subsets F ′ of F , then ⋂M∈F M is non-empty.
(iii) If i, j ∈ I , i ≺ j and x ∈Xi , then f−1ij ({x}) ∈ Sj .
(iv) If i, j ∈ I , i ≺ j and M ∈ Sj , then fij (M) ∈ Si .
If each Xi is non-empty, then the inverse limit lim←−i∈I Xi , taken with respect to the
maps fij , is non-empty.
Proof. See [11]. ✷
534 P. Lundström / Journal of Algebra 256 (2002) 531–541
3. Cohomology and inverse limits
In this section, we prove a result (see Proposition 3.4) about the pointed
cohomology set H 1(G,A) in the case when A is an inverse limit. We use this
result in the next section to prove Theorem 1.4.
Let R be a ring. We always assume that R is associative and has a multi-
plicative identity 1R , and that ring homomorphisms R→ S map 1R to 1S . The
multiplicative group of units of R is denoted R∗. Recall the following definitions.
R is called (left) artinian (noetherian) if every non-empty set of (left) ideals of R
contains a minimal (maximal) element with respect to inclusion. An involution
on R is a map R  x → x ∈ R such that x + y = x + y, xy = y x and x = x for
all x, y ∈ R. If f :R→ S is a homomorphism of rings with involution, then we
always assume that f (x) = f (x) for all x ∈ R. If (Ri, fij ) is an inverse system
of rings with involution and ring homomorphisms, relative to a preordered set I ,
then there is a natural involution on the inverse limit lim←−i∈I Ri , taken with respect
to the maps fij . If R is a ring with involution, then R1 is defined to be the set
of all x ∈ R such that xx = 1R . If R1 is a group, then it is called the norm-one
group of R. Note that if R is von Neumann finite (that is, every left inverse in the
ring is also a right inverse), then R1 is a group. It is well known that left (right)
noetherian rings are von Neumann finite (see, e.g., [12, Theorem (6.4)]). If F is a
field and H is a group, then we always let the group ring F [H ] be equipped with
the involution defined by h= h−1, h ∈H , and then extended F -linearly.
In this article, we use the following conventions on pointed cohomology sets:
Let G be a topological group. A G-set is a topological space X equipped with a
continuous (left) G-action G×X  (s, x) → s.x ∈X. If X′ is another G-set, then
we say that a function fromX to X′ is a G-morphism if it respects the action of G.
A G-group (G-ring) A is a group (ring) that is also a G-set with the property that
the action of G respects the group composition (addition and multiplication). If
A is a G-ring and B is a multiplicative subgroup of A∗ such that s.B ⊆ B , s ∈G,
then we let B have the G-group structure induced fromA. If (Xi, fij ) is an inverse
system of G-sets (G-groups, G-rings) and G-morphisms, relative to a preordered
set I , let the inverse limit lim←−i∈I Xi , taken with respect to the maps fij , have
the relative topology induced from
∏
i∈I Xi . Then lim←−i∈I Xi is a G-set (G-group,
G-ring). For a G-set X, put XG = {x ∈ X | s.x = x , s ∈ G}. If X is a G-group
(G-ring), then XG is a group (ring). Let A be a G-group. A 1-cocycle from G to
A is a continuous function G  s → as ∈ A such that ast = ass.at , s, t ∈G. The
set of all 1-cocycles from G to A is denoted Z1(G,A). Two 1-cocycles a and a′
are called cohomologous if there is b ∈A such that a′s = b−1ass.b, s ∈G. This is
an equivalence relation on Z1(G,A) and the quotient space is denoted H 1(G,A).
If a ∈ Z1(G,A), then the G-group aA is defined to be A as a group, but with a
new action of G defined by s!x = as(s.x)a−1s , s ∈ G, x ∈ A. This is called the
torsion action with respect to a.
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Let H and H ′ be groups. If H ′ is a subgroup of H , then we let H/H ′ denote
the set of right cosets of H ′ in H . If X is a set with a left H -action, then we let
X/H denote the set of orbits under this action.
We want to prove that maps between certain pointed cohomology sets are
injective. To do that we need a well-known lemma.
Lemma 3.1. Let A be a subgroup of a G-group B such that s.A⊆A, s ∈G, and
consider the canonical map from H 1(G,A) to H 1(G,B). For every a ∈Z1(G,A)
there is a bijection between (aB/aA)G/(aB)G and the collection of classes in
H 1(G,A) that have the same image in H 1(G,B) as the class of a.
Proof. See [13, p. 48]. ✷
Let (Ri, gij ) be an inverse system of G-rings and G-morphisms relative to
a preordered set I . Suppose that for each i ∈ I we are given a multiplicative
subgroup Ui of R∗i such that s.Ui ⊆ Ui , s ∈ G, and gij (Uj ) ⊆ Ui if i ≺ j .
Let U = lim←−i∈I Ui , the inverse limit taken with respect to the maps gij |Uj ,
have the structure of a G-set in the sense defined earlier. Fix a ∈ Z1(G,U).
Then a = (ai)i∈I , where ai ∈ Z1(G,Ui), i ∈ I . If i ≺ j , then put Si = aiRGi ,
Vi = aiUGi and hij = gij |Sj .
Definition 3.2. We say that the inverse system (Ri, gij ) has the ideal property
with respect to (Ui)i∈I if each hij is surjective and if for all a ∈ Z1(G,U) and
i ∈ I we are given a collection Ii of two-sided ideals of Si such that
(i) Ii is closed under intersections;
(ii) Si ∈ Ii ;
(iii) If i, j ∈ I and i ≺ j , then ker(hij ) ∈ Ij ;
(iv) If i, j ∈ I , i ≺ j and J ∈ Ij , then hij (J ) ∈ Ii and
hij
(
(1+ J )∩ Vj
)= (1+ hij (J ))∩ Vi.
Remark 3.3. Let each Si be artinian and suppose that all hij are surjective.
(a) By the proof of [6, Lemma (2.6)] it follows that (Ri, gij ) has the ideal
property with respect to Ui =R∗i if we for each i ∈ I define Ii to be the set of all
two-sided ideals of Si .
(b) Suppose that each Ri is a ring with involution such that s.x = s.x , s ∈G,
x ∈ Ri . By the proof of [7, Proposition 3.3] it follows that (Ri, gij ) has the ideal
property with respect to Ui = R1i if for each i ∈ I , 2 ∈ R∗i or Ri is semisimple,
and we define Ii to be the set of all two-sided ideals a of Si such that a= a.
With the above notations, we get the following result.
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Proposition 3.4. Let (Ri, gij ) be an inverse system of G-rings and G-homomor-
phisms relative to a directed set I . If each Si is artinian and (Ri, gij ) has the
ideal property with respect to (Ui)i∈I , then the canonical map i :H 1(G,U)→
H 1(G,
∏
i∈I Ui) is injective.
Proof. Put A = U and B =∏i∈I Ui , and take a = (ai)i∈I ∈ Z1(G,A) where
ai ∈Z1(G,Ui), i ∈ I . By Lemma 3.1, we have to show that (aB/aA)G/(aB)G is
trivial. Take b= (bi)i∈I ∈ B such that bA ∈ (aB/aA)G. This implies that
b−1s!b ∈A, s ∈G. (1)
Let i, j, k ∈ I be chosen so that i ≺ j ≺ k. Define cij ∈ Ui by the equation
gij (bj ) = cij bi . Then cij ∈ Vi . In fact, take s ∈ G. If we use the notation
s!xi = ais(s.xi)ais−1 for all xi ∈ Ui , then, by (1) we get
g−1ij
(
b−1j s!bj
)= b−1i s!bi ⇒ b−1i c−1ij s!cij s!bi = b−1i s!bi
⇒ s!cij = cij .
Note also that, since gij ◦ gjk(bk)= gik(bk), we get
gij (cjk)cij = cik. (2)
Now define a map fij :Vj → Vi by fij (x) = hij (x)cij , x ∈ Vj . Then (Vi, fij )
form an inverse system of sets and maps. In fact, if i ≺ j ≺ k and x ∈ Vk , then
by (2), we get
fij ◦ fjk(x)= gij (gjk(x)cjk)cij = gik(x)cik = fik(x).
We claim that the inverse limit lim←−i∈I Vi , taken with respect to the maps fij ,
is non-empty. If we assume that the claim holds, then we can pick (xi)i∈I in
lim←−i∈I Vi . By the construction it follows that (xibi)i∈I ∈A. Hence, bA coincides
with A in (aB/aA)G/(aB)G, and we have proved the result.
Now we prove the claim. We apply Proposition 2.1 with Xi = Vi and
Si = {∅} ∪
{
(x + J )∩ Vi | x ∈ Vi, J ∈ Ii
}
for all i ∈ I . We now check (i)–(iv) of Proposition 2.1.
(i) Fix i ∈ I and suppose that F ⊆ Si . Since ∅ ∈ Si , we can assume that⋂
M∈FM = ∅. Take x ∈
⋂
M∈FM . Then each M ∈ F has the form M =
(x + JM) ∩ Vi for some JM ∈ Ii . Hence, by Definition 3.2(i), we get that⋂
M∈FM = (x +
⋂
M∈F JM)∩ Vi ∈ Si .
(ii) Fix i ∈ I and suppose that F ⊆ Si has the property that ⋂M∈F ′ M = ∅ for
every finite subset F ′ of F . Define
F =
{ ⋂
M∈F ′
M
∣∣∣F ′ is a finite subset of F
}
.
If M ∈ F , let J (M) be the two-sided ideal of Si that is generated by by
{y− z | y, z ∈M}. Then M = (x+J (M))∩Vi for all x ∈M . By the assumptions
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Si is artinian. Hence, we can choose M ′ ∈ F such that J (M ′) is minimal in
{J (M) |M ∈ F} with respect to inclusion. Then, since F is closed under finite
intersections, we get
⋂
M∈F M ⊇
⋂
M∈FM =M ′ = ∅.(iii) Fix x ∈ Vi and let i ≺ j . By Definition 3.2, (ii) and (iv), each
fij is surjective. Hence, there is y ∈ Vj such that fij (y) = x . Thus, by
Definition 3.2(iii), we get
f−1ij
({x})= (y + ker(hij ))∩ Vj ∈ Sj .
(iv) Fix M ∈ Sj and let i ≺ j . Suppose that M = (x+J )∩Vj for some x ∈ Vj
and J ∈ Ij . Then, by Definition 3.2(iv), we get
fij (M) = hij (x)hij
(
(1+ J )∩ Vj
)
cij
= (fij (x)+ hij (J ))∩ Vi ∈ Si . ✷
With the above notations and assumptions, we immediately get:
Corollary 3.5. If each H 1(G,Ui) is trivial, then H 1(G,U) is trivial.
4. Galois cohomology
In this section, we state and prove an inverse limit version (see Proposition 4.2)
of Hilbert’s Theorem 90 (see, e.g., [14, p. 158]) which we need in the next section.
In the end of this section, we also prove Theorem 1.4.
Throughout the rest of the article, let k′ ⊇ k be a Galois field extension with
Galois group G(k′/k). If V is a k-vector space, then we put V (k′) := V ⊗k k′.
If W is another k-vector space and f :V → W is a k-linear map, then we
let f (k′) :V (k′)→ W(k′) denote the k′-linear map defined by f (k′)(x ⊗ λ) =
f (x)⊗ λ, x ∈ V , λ ∈ k′. There is an action of G(k′/k) on V (k′) defined in the
following way: for each s ∈G(k′/k), x ∈ V and λ ∈ k′, put s.(x ⊗ λ)= x ⊗ s.λ.
If we let G(k′/k) have the Krull topology and V (k′) the discrete topology, then
this action is continuous.
Let (Ai, fij ) be an inverse system, relative to a directed set I , of finite-
dimensional k-algebras Ai and surjective k-algebra maps fij :Aj →Ai , i, j ∈ I ,
i ≺ j . There is an induced action of G on B(k′) := lim←−i∈I Ai(k′), the inverse limit
taken with respect to the maps fij (k′).
To prove the next proposition, we need a lemma.
Lemma 4.1. Put G′ = G(k′/k) and take a = (ai)i∈I in Z1(G,B(k′)∗), where
ai ∈ Z1(G,Ai(k′)∗), i ∈ I .
(a) For each i ∈ I , the ring aiAi(k′)G′ is artinian.
(b) For i, j ∈ I such that i ≺ j , the ring homomorphism Fij from aj Aj (k′)G′ to
aiAi(k
′)G′ , induced by fij (k′), is surjective.
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Proof. (a) By the compactness of G′ there is an open normal subgroup N of G′
such that ai only depend on the different cosets of N in G′. Hence, all ais , s ∈G′,
belong to Ai(k′N). Therefore aiAi(k′)G
′ is contained in Ai(k′N), which is a finite-
dimensional k-algebra. Thus, the k dimension of aiAi(k′)G
′ is also finite, which
implies that it is an artinian ring.
(b) By the proof of (a) it is enough to consider the case when k′ ⊇ k is finite.
Fix i ∈ I and define tri :Ak(k′)→ akAk(k′)G′ by tri (x)=
∑
s∈G′ s!x , x ∈Ak(L).
Since the restriction of trk to k′ is the ordinary trace trk′/k : k′ → k, we get that trk
is surjective. Consider the following commutative square:
Aj(k
′) fij (k
′)
trj
Ai(k
′)
tri
aj Aj (k
′)G′
Fij
aiAi(k
′)G′
Since the top horizontal map and the vertical maps are surjective, the bottom
horizontal map is also surjective. ✷
Proposition 4.2. With the above notations, H 1(G′,B(k′)∗) is trivial.
Proof. By [14, p. 160, Exercise 2], each H 1(G′,Ai(k′)∗) is trivial. Hence, the
claim follows directly from Lemma 4.1, Remark 3.3(a) and Corollary 3.5. ✷
With the above notations, assume now that each Ai also has a k-linear
involution and that K is a field filtered by odd degree extensions of k. Let Ui(k′)
and U(k′) denote the norm-one groups of Ai(k′) and B(k′), respectively.
Now we prove Theorem 1.4. Consider the following commutative square of
canonical maps:
H 1(k,U) H 1(K,U)
∏
i∈I H 1(k,Ui)
∏
i∈I H 1(K,Ui)
By Lemma 4.1, Remark 3.3(b) and Proposition 3.4, the vertical maps are injective
and by a slight generalization of Theorem 1.2 (see [5, Lemma 2.3.3]), the bottom
horizontal map is injective. Hence, the top horizontal map is also injective, and
the theorem is proved.
5. Galois descent
In the end of this section we prove Theorem 1.5.
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Let L⊇ k be a Galois field extension with Galois group G. We consider G as
a topological group with the Krull topology. Let N denote the set of open normal
subgroups of G. For N,N ′ ∈N , put N ′ ≺N if N ⊆N ′. Note that the relation ≺
makes N a directed set.
Let V be a discrete k-vector space compatible with a G-set structure.
This implies that V = ⋃N∈N V N . For N ′ ≺ N define trN ′/N :VN → V N ′
by trN ′/N(x) = ∑s∈N ′/N s.x , x ∈ VN . If L ⊇ k is infinite, then instead of
considering k-bilinear maps V × V → k, it is more natural (see Example 5.3) to
study coherent systems of k-bilinear maps V N × V N → k, N ∈N , in the sense
defined below.
Definition 5.1. We say that q = (qN)N∈N is a coherent G-form on V if each qN
is a k-bilinear G-form on VN such that
qN
′(
x, trN ′/N (y)
)= qN(x, y), (3)
N ′ ≺ N , x ∈ V N ′ , y ∈ V N . Furthermore, if (V1, q1) and (V2, q2) are coherent
G-forms, then we say that f = (f N)N∈N is an isomorphism of G-forms
(V1, q1) → (V2, q2) if each f N is an isomorphism of G-forms (V N1 , qN1 ) →
(V N2 , q
N
2 ) such that if N
′ ≺N , then
fN
∣∣
V N
′
1
= fN ′ . (4)
Remark 5.2. Every coherent G-form (V , q) defines, in a natural way, a k-bilinear
map q :V × V → k, where V = lim←−N∈N V N , the inverse limit taken with
respect to the maps trN ′/N :VN → V N ′ , N ′ ≺ N . In fact, take x ∈ V and y =
(yN)N∈N ∈ V . Choose N ′ ∈N such that x ∈ V N ′ and put q(x, y)= qN ′(x, yN ′).
By (3), q is well-defined.
We now define the two coherent G-forms mentioned in the introduction.
Example 5.3. (i) If we put qL = (qLN )N∈N , then (L,qL) is a coherent G-form.
(ii) Suppose that N ′ ≺N . The set C(G,k)N can, in a natural way, be identified
with k[G/N]. With this identification, the map trN ′/N :C(G,k)N → C(G,k)N ′
coincides with the canonical map nN ′/N : k[G/N] → k[G/N ′]. If we let qN0
denote the unit G-form on k[G/N], then it is easy to check that if we put
q0 = (qN0 )N∈N , then (C(G,k), q0) is a coherent G-form. Note also that if we
use the notation from Remark 5.2, then we may write
C(G,k)= k❏G❑ := lim←−
N∈N
k[G/N], (5)
where the last inverse limit is taken with respect to the maps nN ′/N .
If (V , q) is a coherent G-form, then let (V , q) ⊗k k′ denote the coherent
G-form (V (k′), q(k′)), where q(k′) = (qN(k′))N∈N and qN(k′) :VN(k′) ×
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VN(k′) → k′ is the k′-bilinear map defined by qN(k′)(x ⊗ λ,x ′ ⊗ λ′) =
qN(x, x ′)λλ′, x, x ′ ∈ VN , λ,λ′ ∈ k′. We say that two coherent G-forms (V1, q1)
and (V2, q2) are k′-isomorphic if (V1, q1)⊗k k′ and (V2, q2)⊗k k′ are isomorphic.
If f : (V1, q1)⊗k k′ → (V2, q2)⊗k k′ is an isomorphism of coherentG-forms, then
let G(k′/k) act on f by s.f = (s ◦ fN ◦ s−1)N∈N , s ∈G(k′/k).
Let E(k′/k) denote the collection of k-isomorphism classes of G-forms
that are k′-isomorphic to the unit G-form (C(G,k), q0). Note that, by (5), the
k′-automorphisms of (C(G,k), q0) can be identified with k′❏G❑1. The Galois
descent shows that we can identifyE(k′/k) with a certain pointed cohomology set
(see Proposition 5.4). We proceed in the same way as in [14, pp. 160–161] where
the finite case was considered. Let (V , q) be a coherent G-form representing
a class in E(k′/k). Let f be an isomorphism from (C(G,k), q0) ⊗k k′ to
(V , q)⊗k k′. For each s ∈G(k′/k) let ps = f−1 ◦ s.f . If we put θ(f )= p, then
θ is a well-defined map from E(k′/k) to H 1(G(k′/k), k′❏G❑1).
Proposition 5.4. The map θ from E(k′/k) to H 1(G(k′/k), k′❏G❑1) is bijective.
Proof. Injectivity is clear. The surjectivity follows with the same argument as in
loc. cit. if we use the fact that, by Proposition 4.2, the pointed cohomology set
H 1(G(k′/k), k′❏G❑∗) is trivial. ✷
We now proceed to prove Theorem 1.5. First we need a lemma.
Lemma 5.5. The coherent G-forms (L,qL) and (C(G,k), q0) are L-isomorphic.
Proof. For each N ∈N , define f N :LN⊗k L→C(G,k)N⊗k L by fN(l ⊗ x)=
ϕl⊗x , where ϕl(s)= s−1(l), for all l ∈LN , all x ∈L and all s ∈G. By a standard
argument (see, e.g., [4]), each fN is an isomorphism of G-forms. It is easy to
check that (4) holds. ✷
Now we prove Theorem 1.5. We use the notations defined in Section 4, now
for the k-algebras AN := k[G/N], N ∈N . By Lemma 5.5 and Proposition 5.4,
the images (under θ ) of the (k-isomorphism classes of the) G-forms (L,qL) and
(C(G,k), q0) in H 1(L,U) coincide. But, by Theorem 1.4, the canonical map
from H 1(k,U) to H 1(L,U) is injective, which implies that they already coincide
in H 1(k,U). Thus, we have proved the theorem.
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