Abstract. Let f traverse a sequence of classical holomorphic newforms of fixed weight and increasing squarefree level q → ∞. We prove that the pushforward of the mass of f to the modular curve of level 1 equidistributes with respect to the Poincaré measure.
1. Introduction
Statement of result.
A basic problem in modern number theory and the analytic theory of modular forms is to understand the limiting behavior of modular forms in families. Let f : H → C be a classical holomorphic newform of weight k and level q. The mass of f is the finite measure dν f = |f (z)| 2 y k−2 dx dy (z = x+iy) on the modular curve Y 0 (q) = Γ 0 (q)\H. In a recent breakthrough, Holowinsky and Soundararajan [15] proved that newforms of large weight k and fixed level q = 1 have equidistributed mass, answering affirmatively a natural variant 1 of the quantum unique ergodicity conjecture of Rudnick and Sarnak [30] .
exists and highlight here one of the difficulties in adapting Rudnick's method. Let f be a newform of weight k and level q, let Z be the left Γ 0 (q)-multiset of zeros of f in H and let Z 1 be the left Γ-multiset (Γ = PSL(2, Z)) obtained by summing the images of Z under coset representatives for Γ(1)/Γ 0 (q) ) is the hyperbolic Laplacian, and dV is the hyperbolic probability measure on Γ\H; the formula (1) follows by some elementary manipulations of the identity H log |z − z 0 |∆φ(z)y −2 dx dy = 2πφ(z 0 ), which holds for any z 0 ∈ H and follows from Green's identities. Since the total number of inequivalent zeros is #Γ\Z 1 = #Γ 0 (q)\Z ∼ kψ(q)/12 [36, §2] , the first term on the right-hand side of (1) may be regarded as a main term, the second as an error term that one would like to show tends to 0. An important step toward adapting Rudnick's method would be to rule out the possibility that π q * (log ν f )/kψ(q) tends to −∞ uniformly on compact subsets as q → ∞. The difficulty in doing so is that Theorem 1.3 does not seem to preclude the masses ν f from being very small somewhere within each fiber of the projection Y 0 (q) → Y 0 (1); stated another way, the sum of the values taken by y k |f | 2 in a fiber of Y 0 (q) → Y 0 (1) are controlled (in an average sense as the fiber varies) by Theorem 1.3, but their product could still conceivably be quite small. There are further difficulties in adapting Rudnick's method that we shall not mention here. Remark 1.7. Lindenstrauss [22] and Soundararajan [38] proved that Maass eigencuspforms of fixed level q and large Laplace eigenvalue λ → ∞ have equidistributed mass. We ask: do Maass newforms of large level q → ∞ (with λ taken to lie in a fixed subinterval of [1/4, +∞] , say) satisfy the natural analogue of Conjecture 1.2? An affirmative answer to this question would follow from the generalized Riemann hypothesis (at least for q squarefree, as in remark 1.4), but appears beyond the reach of our methods because the Ramanujan conjecture is not known for Maass forms (compare with [15, p.2] ). Remark 1.8. We shall actually establish the following stronger hybrid equidistribution result: for a newform f of (possibly varying) weight k and squarefree level q, the measures µ f = π q * (ν f ) equidistribute as qk → ∞. The novelty in our argument concerns only the variation of q, so we encourage the reader to regard k as fixed.
Remark 1.9. With minor modifications our arguments should extend to the general case of not necessarily squarefree levels q as soon as an appropriate extension of Watson's formula is worked out. However, we shall invoke the assumption that the level q is squarefree whenever doing so simplifies the exposition. The parts of our argument that require modification to treat the general case are Lemmas 3.4, 3.15, and 4.4. One should be able to generalize Lemmas 3.4 and 3.15 using that for any level q the cusps of Γ 0 (q) fall into classes indexed by the divisors d of q consisting of φ(gcd(d, q/d)) cusps of width d/ gcd(d, q/d). To generalize 4.4, one must compute (or sharply bound) a p-adic integral involving matrix coefficients of supercuspidal representations of GL(2, Q p ). We plan to consider this generalization in future work.
1.2.
A very brief review of the motivating work of Holowinsky-Soundararajan. Our proof of Theorem 1.3 is an adaptation of the Holowinsky-Soundararajan proof [15] of Theorem 1.1, which in turn synthesizes the independent arguments of Holowinsky [14] and Soundararajan [39] . Here we briefly recall their independent arguments and refer to the survey [32] and the original papers for further background.
Holowinsky [14] employs a clever unfolding trick and an asymptotic analysis of certain archimedean integrals in the limit k → ∞ to reduce the study of the periods µ f (φ) to the problem of bounding sums roughly of the form
where l is an essentially bounded nonzero integer and λ f (n) the nth Fourier coefficient of the newform f of weight k → ∞ and level 1, normalized so that the Deligne bound reads |λ f (p)| ≤ 2. He reduces bounds for the sums (2) to those for the mean values n≤k |λ f (n)| by a sieving technique that quantifies, using the Deligne bound for λ f , the "independence" of the maps n → λ f (n) and n → λ f (n + l) for l = 0.
Soundararajan's method [39] takes as input a precise identity (given in this case by Watson [41] ) relating the Weyl periods µ f (φ) for the equidistribution problem (here φ is a Maass form of level 1) to the central value of the triple product L-function L(φ × f × f, 1 2 ), which he then bounds by a method that applies more generally to any L-function L(s, π) satisfying certain hypotheses that are implied by the generalized Ramanujan conjectures when π is automorphic.
1.3.
What's new in this paper. The synthetic part of the Holowinsky-Soundararajan argument works just as well in the level aspect as in the weight aspect (see §5), so we highlight here four of the more substantial difficulties encountered in adapting the independent arguments of Holowinsky and Soundararajan to the level aspect.
(1) It is not a priori clear how best to extend Holowinsky's unfolding trick in the presence of multiple (possibly unboundedly many) cusps, nor what should take the place of his asymptotic analysis of archimedean integrals in studying the fixed weight, large level limit; several fundamentally different approaches are possible, one of which we shall present in §3.1. When q is squarefree, the problem then becomes to bound sums roughly of the form
where again l = 0 is essentially bounded. As we now explain, the sums (3) differ from those (2) studied by Holowinsky in two important ways. (2) The shifts dl are now nearly as large as the length of the interval ≈ dk over which we are summing.
4
Much of the existing work on bounds for such sums (see remark 3.11) applies only when the shift is substantially smaller than the summation interval. Holowinsky's treatment of (2) does allow shifts as large as the summation interval, but gives a bound for n≪qk λ f (n)λ f (n + ql) that involves an extraneous factor of τ (ql), which is prohibitively large (e.g., ≫ log(q)
A for any A) if q has many small prime factors. In Theorem 3.10, we refine Holowinsky's method to allows shifts as large as the summation interval with full uniformity in the size of the shift, e.g., without the factor τ (ql). This refinement may be of independent interest. (3) Let ω(q) denote the number of prime divisors of the squarefree integer q. Then the number of shifted sums in (3) is 2 ω(q) , which can be quite large. 5 In the crucial case 6 that |λ f (p)| is typically small for primes p ≪ qk, our refinement of Holowinsky's method saves nearly two logarithmic powers of dk over the trivial bound ≪ dk for the shifted sum in (3) of length ≈ dk. Thus we save very little over the trivial bound if d is a small divisor of q, and it is not immediately clear whether such savings are enough to produce a sufficient saving in the sum over all d. One needs here an inequality of the shape (4) d|q dk log(dk) 2−ε ≪ qk log(qk) 2−ε log log(e e q), which one can interpret as saying that the divisors of any squarefree integer are well distributed in a certain sense. Indeed, if hypothetically q were to have "too many" large divisors, then the LHS of (4) might be large enough to swamp the small logarithmic savings, while if q were to have "too many" small divisors, then the savings for each term on the LHS might be too small to produce an overall savings. A convexity argument and a (weak form of the) prime number theorem are sufficient to establish (4); see Lemma 3.15.
2 ) that Soundararajan's method takes as input is given by Watson [41] when f and φ are newforms of the same (squarefree) level. In the level aspect, the relevant Weyl periods are those for which f has large level and φ has fixed level, so Watson's formula does not apply. We extend Watson's result in Theorem 4.1 by computing (Lemma 4.4) a p-adic integral arising in Ichino's general formula [16] , specifically
where φ p (resp. f p ) is the newvector at p for the adelization of φ (resp. f ) and , denotes a PGL(2, Q p )-invariant Hermitian pairing on the appropriate representation space. The crucial case for us is when p divides the squarefree level q of the newform f , so that φ p lives in a spherical representation of PGL 2 (Q p ) and f p in a special representation. As we discuss in remark 4.2, our evaluation of (5) leads to a precise formula relating
for any three newforms of squarefree level (and trivial central character); such an identity should be of general use in future work that exploits the connection between periods and L-values.
1.4.
Plan for the paper. Our paper is organized as follows. In §2 we recall some standard properties of our basic objects of study: holomorphic newforms, Maass eigencuspforms, unitary Eisenstein series and incomplete Eisenstein series. In §3 we prove the level aspect analogue of Holowinsky's main result [14, Corollary 3], as described above; we emphasize the aspects of his argument that do not immediately generalize to the level aspect and refer to his paper for the details of arguments that do. In §4 we extend Watson's formula to cover the additional case that we need. In §5 we complete the proof of Theorem 1.3 using the main results of §3 and §4. Sections 3 and 4 are independent of each other, but both depend upon the definitions, notation and facts recalled in §2.
1.5. Notation and conventions. Recall the standard notation for the upper half-plane H = {z ∈ C : Im(z) > 0}, the modular group Γ = SL(2, Z) H acting by fractional linear transformations, its congruence subgroup Γ 0 (q) consisting of those elements with lower-left entry divisible by q, the modular curve Y 0 (q) = Γ 0 (q)\H, the natural projection π q : Y 0 (q) → Y 0 (1), the Poincaré measure dµ = y −2 dx dy, and the stabilizer
We denote a typical element of H as z = x + iy with x, y ∈ R. There is a natural inclusion C c (Y 0 (1)) ֒→ C c (Y 0 (q)) obtained by pulling back under the projection π q ; here C c denotes the space of compactly supported continuous functions. For a newform f of weight k on Γ 0 (q) the pushforward measure dµ f := π q * (|f | 2 y k dµ) on the modular curve Y 0 (1) corresponds, by definition, to the linear functional
We let µ denote the standard measure on Y 0 (1), so that
Since µ and µ f are finite, they extend to the space of bounded continuous functions on Y 0 (1), where we shall denote also by µ and µ f their extensions. In particular, µ(1) denotes the volume of Y 0 (1) and µ f (1) the Petersson norm of f . As is customary, we let ε > 0 denote a sufficiently small positive number whose precise value may change from line to line. We use the asymptotic notation f (x, y, z) ≪ x,y g(x, y, z) to indicate that there exists a positive real C(x, y), possibly depending upon x and y but not upon z, such that |f (x, y, z)| ≤ C(x, y)|g(x, y, z)| for all x, y, and z under consideration. We write f (x, y, z) = O x,y (g(x, y, z)) synonymously for f (x, y, z) ≪ x,y g(x, y, z) and write f (x, y, z) ≍ x,y g(x, y, z) synonymously for f (x, y, z) ≪ x,y g(x, y, z) ≪ x,y f (x, y, z). 
for q squarefree and f a holomorphic newform of weight k and level q; the convergence need not be uniform in φ. Then Theorem 1.3 is true.
Proof. The family of probability measures
as q → ∞ for a set of bounded functions φ the uniform closure of whose span contains C c (Y 0 (1)); such a set is furnished [19] by the Maass eigencuspforms and incomplete Eisenstein series as defined in §2.
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Background on automorphic forms
We collect here some standard properties of classical automorphic forms. We refer to Serre [35] , Shimura [36] , Iwaniec [18, 19] and Atkin-Lehner [1] for complete definitions and proofs.
2.1. Holomorphic newforms. Let k be a positive even integer, and let α be an element of GL(2, R) with positive determinant; the element α acts on H by fractional linear transformations in the usual way. Given a function f :
A holomorphic cusp form on Γ 0 (q) of weight k is a holomorphic function f : H → C that satisfies f | k γ = f for all γ ∈ Γ 0 (q) and vanishes at the cusps of Γ 0 (q). A holomorphic newform is a cusp form that is an eigenform of the algebra of Hecke operators and orthogonal with respect to the Petersson inner product to the oldforms. 7 We say that a holomorphic newform f is a normalized holomorphic newform if moreover 7 The terms we leave undefined are standard and their precise definitions, which may be found in the references mentioned above, are not necessary for our purposes.
λ f (1) = 1 in the Fourier expansion
where κ f (y) = y k/2 e −2πy and e(x) = e 2πix ; in that case the Fourier coefficients λ f (n) are real, multiplicative, and satisfy [4, 5] the Deligne bound |λ f (n)| ≤ τ (n), where τ (n) denotes the number of positive divisors of n. If γ ∈ Γ 0 (q) and
-invariant and our definition of µ f given in Section 1.5 makes sense. To a newform f one attaches the finite part of the adjoint L-function 
As in the analogous weight aspect [15, p.7] , the work of Gelbart-Jacquet [8] (following Shimura [37] ) and the theorem of Hoffstein-Lockhart [13, Theorem 0.1] (with appendix by Goldfeld-Hoffstein-Lieman) imply that
Let σ traverse a set of representatives for the double coset space Γ ∞ \Γ/Γ 0 (q). Then the points a σ :
] is the width of the cusp a σ , while w σ := σ −1 d σ 1 is the scaling matrix for a σ , which means that z → z σ := w σ z is a proper isometry of H under which z σ → z σ + 1 corresponds to the action on z by a generator for the Γ 0 (q)-stabilizer of a σ .
If the bottom row of σ −1 is (c, d), then d σ = q/(q, c 2 ); moreover, as σ varies, the multiset of widths {d σ } is the set {d : d|q} of positive divisors of q [19, §2.4] . In particular, c and d σ are coprime, so we may and shall assume (after multiplying σ on the left by an element of Γ ∞ if necessary) that d σ divides d. Since q is squarefree, the numbers d σ and q/d σ are coprime, so that w σ is an Atkin-Lehner operator "W Q " in the sense of [1, p.138] . Thus by applying [1, Thm 3] to the newform f , we obtain
Since f is Γ 0 (q)-invariant, the property (9) does not depend upon the choice of coset representative σ.
Maass eigencuspforms. A Maass cusp form (of level 1) is a Γ-invariant eigenfunction of the hyperbolic
y ) on H that decays rapidly at the cusp of Γ. By Selberg's "λ 1 ≥ 1/4" theorem [34] there exists a real number r ∈ R such that (∆ + 1/4 + r 2 )φ = 0; our arguments use only that r ∈ R ∪ i(−1/2, 1/2), and so apply verbatim in contexts where "λ 1 ≥ 1/4" is not known.
A Maass eigencuspform is a Maass cusp form that is an eigenfunction of the (non-archimedean) Hecke operators and the involution T −1 : φ → [z → φ(−z)], which commute one another as well as with ∆. A Maass eigencuspform φ has a Fourier expansion (10) φ
where
with K ir the standard K-Bessel function, sgn(y) = 1 or −1 according as y is positive or negative, and δ ∈ {±1} the T −1 -eigenvalue of φ. We have |κ s (y)| ≤ 1 for all s ∈ iR ∪ (−1/2, 1/2) and all y ∈ R * + . A normalized Maass eigencuspform further satisfies λ φ (1) = 1; in that case the coefficients λ φ (n) are real, multiplicative, and satisfy, for each x ≥ 1, the Rankin-Selberg bound
Because f (−z) = f (z) for any normalized holomorphic newform f , we have µ f (φ) = 0 whenever T −1 φ = δφ with δ = −1. Thus we shall assume throughout this paper that δ = 1, i.e., that φ is an even Maass form.
2.3. Eisenstein series. Let s ∈ C and z ∈ H. The real-analytic Eisenstein series E(s, z) = Γ∞\Γ Im(γz) s converges normally for Re(s) > 1 and continues meromorphically to the half-plane Re(s) ≥ 1/2 where the map s → E(s, z) is holomorphic with the exception of a unique simple pole at s = 1 of constant residue res s=1 E(s, z) = µ(1) −1 . The Eisenstein series satisfies the invariance E(s, γz) = E(s, z) for all γ ∈ Γ and admits the Fourier expansion
, and ζ(s) = n∈N n −s (for Re(s) > 1) is the Riemann zeta function. The identity |M (s)| = 1 for Re(s) = 1/2 follows from (for instance) the functional equation for the zeta function and the prime number theorem. When Re(s) = 1/2 we call E(s, z) a unitary Eisenstein series.
Incomplete Eisenstein series.
for each positive integer A, uniformly for s in vertical strips. The Mellin inversion formula asserts that
, where (σ) denotes the integral taken over the vertical contour from σ − i∞ to σ + i∞. To such Ψ we attach the incomplete Eisenstein series
The sum has a uniformly bounded finite number of nonzero terms for z in a fixed compact subset of H. By Mellin inversion, the rapid decay of Ψ ∧ and Cauchy's theorem, we have
Let φ = E(Ψ, ·) be an incomplete Eisenstein series. Note that µ(φ) = Ψ ∧ (1). By comparing (14) and (12), we may express the Fourier coefficients φ n (y) in the Fourier series φ(z) = n∈Z φ n (y)e(nx) as
Main estimates
We prove a level aspect analogue of Holowinsky's main bound [14, Corollary 3] . To formulate our result, define for each normalized holomorphic newform f and each real number x ≥ 1 the quantities 10 dt.
In §5 we shall refer only to the definitions (17) and the statement of the following theorem, not its proof. 
If φ is an incomplete Eisenstein series, then
In
In what follows, all implied constants may depend upon h without mention.
Definition 3.2. To the parameters s ∈ C, l ∈ Z =0 and x ≥ 1 we associate the shifted sums
where I s (l, n, x) is an integral depending upon our fixed test function h:
Our aim in this section is to reduce Theorem 3.1 to the problem of bounding such shifted sums. We shall subsequently refer to the statement below of Proposition 3.3 but not the details of its proof. 
Our proof follows a sequence of lemmas. Let k, f, q, Y, φ, h be as above and let h Y be the function y → h(Y y). To h Y we attach the incomplete Eisenstein series E(h Y , z) by the usual recipe (13).
Lemma 3.4. We have the following approximate formula for the quantity µ f (φ):
Proof. By Mellin inversion and Cauchy's theorem as in (14), we have
The argument of [14, Proof of Lemma 3.1a] shows without modification that
since the proof is short, we sketch it here. By the Fourier expansion for E(s, z) and the rapid decay of φ(z) as y → ∞, we have E(s, z)φ(z)
Having
, it remains now only to evaluate µ f (E(h Y , ·)φ). Let Γ ∞ \Γ/Γ 0 (q) = {σ} be a set of double-coset representatives as in §2.1, and set
By decomposing the transitive right Γ-set Γ ∞ \Γ into Γ 0 (q)-orbits
and unfolding the sum over γ ∈ σ −1 Γ ∞ σ ∩ Γ 0 (q)\Γ 0 (q) with the integral over z ∈ Γ 0 (q)\H, we get
The change of variables z → σ −1 z transforms the integral above into
Integrating over a fundamental domain for Γ ∞ ∩ σΓ 0 (q)σ −1 = {± 1 dσn
1
: n ∈ Z} acting on H, we get
Applying now the change of variables
Since f | k σ −1 dσ 1 = ±f by the consequence (9) of Atkin-Lehner theory (using here that q is squarefree), we find that
Since {d σ } = {d : d|q}, we obtain the claimed formula.
In the expression for Y µ f (φ) given by Lemma 3.4, we expand φ in a Fourier series φ(z) = l∈Z φ l (y)e(lx) and consider separately the contributions from l in various ranges; specifically, we set
We treat these contributions in Lemmas 3.6, 3.7 and 3.8, respectively; in doing so we shall repeatedly use the following technical result.
Lemma 3.5. The quantity µ f (E(h Y , ·)) satisfies the formulas and estimates
Proof. The first equality follows from the same argument as in the proof of Lemma 3.4, the second from the Mellin formula and the unfolding method by a direct computation, the third from the bounds 
Proof. If φ is a Maass eigencuspform then φ 0 (y) = 0 holds by definition, hence S 0 = 0. Suppose otherwise that φ is an incomplete Eisenstein series. It follows from (16) that for every y ∈ R * + such that h Y (y) = 0,
. Thus two applications of Lemma 3.5 show that
Lemma 3.7 (The essential error term S (0,Y 1+ε ) ). If φ is a Maass eigencuspform, then
S (0,Y 1+ε ) = 0<|l|<Y 1+ε λ φ (l) |l| d|q S ir (dl, dY ).
If φ is an incomplete Eisenstein series, then
Proof. Follows by integrating the Fourier expansion (6) of a newform, the Fourier expansion (10) of a Maass cusp form, and the formula (15) for the non-constant Fourier coefficients of an Eisenstein series. 
Proof of Proposition 3.3. By Lemma 3.4 and equation (19), we have
Unfortunately, Theorem 3.9 is insufficient for our purposes because τ (ql) can be quite large, even larger asymptotically than every power of log(eq), when q has many small prime factors. The following refinement will suffice. (24) we essentially recall his argument, and after that introduce our refinement. Let λ(n) = |λ f (n)|, so that (21) λ is a nonnegative multiplicative function satisfying λ(n) ≤ τ (n).
We may assume that 1 ≤ l ≤ x. Fix α ∈ (0, 1/2) (to be chosen sufficiently small at the end of the proof) and set y = x α , s = α log log(x), z = x 1/s .
For x ≫ α 1 we have 10 ≤ z ≤ y ≤ x, as we shall henceforth assume. For each n ∈ N, write m = n + l ∈ N.
Define the z-part of a positive integer to be the greatest divisor of that integer supported on primes p ≤ z.
There exist unique positive integers a, b, c such that gcd(a, b) = 1 and ac (resp. bc) is the z-part of m (resp. n); such triples a, b, c satisfy (22) p|abc ⇒ p ≤ z, c|l, and gcd(a, b) = 1.
Write N = ⊔ a,b,c N abc for the fibers of n → (a, b, c).
Holowinsky asserts that Rankin's trick implies that the contribution to the above from a, b, c for which |ac| > y or |bc| > y is ≪ α,A x log(x) −A for any A; we spell out an alternate proof of this assertion in [26, Lemma 7.3] . Now, an integer belongs to N abc only if it satisfies some congruence conditions modulo each prime p ≤ z (see [14, p.14] , or [26, Lemma 7.3] for a detailed discussion); as in [14] or [26, Corollary 7.8] , an application of the large sieve (or Selberg's sieve) shows that if |ac| ≤ y, |bc| ≤ y and x ≫ y 2 , then
.
, and φ(abc
, we see that Theorem 3.10 follows from the bound
which we now establish. Note first that (25) |ac|≤y |bc|≤y p|ab⇒p≤z
Using that λ(p k ) ≤ k + 1 and p ≥ 2 and summing some geometric series as in [26, Lemma 7.4] gives
Thus the LHS of (24) is bounded by ζ(2)
where ψ is the multiplicative function
By direct calculation and the inequality p ≥ 2, we have
for some constant C ≤ 10 6 , so that ψ(l) ≤ p|l (1 + Cp −1 ) ≪ log log(x) C for 1 ≤ l ≤ x. This estimate for ψ(l) establishes the claimed bound (24). Remark 3.11. A bound of the form (20) but with an unspecified dependence on the parameter l may be derived from the work of Nair [25] . We have attempted to quantify this dependence by working through the details of Nair's arguments, and have shown that they imply (27) 
for some m ≥ 2 (probably m = 2) and all 0 = |l| ≤ x 1/16−ε ; in deducing this we have used the Ramanujan bound |λ f (p)| ≤ 2. This strength and uniformity falls far short of what is needed in treating the level aspect of QUE.
A mild strengthening of (20) subject to the additional constraint 4l
2 ≤ x appears in the recent book of Iwaniec-Friendlander [6, Thm 15.6], which was released after we completed the work of this paper. The condition 4l
2 ≤ x makes their result inapplicable in our treatment of the level aspect of QUE, where l can be nearly as large as x. However, it seems to us that one can remove this condition by a suitable modification of their arguments.
Recall from Definition 3.2 that the sums S s (l, x) involve a certain integral I s (l, n, x). Lemma 3.12. For each positive integer A, the integral I s (l, n, x) satisfies the upper bound
uniformly for s ∈ iR ∪ (−1/2, 1/2), n ∈ N, l ∈ Z =0 , and x ≥ 1. Here m := n + l, as usual.
Proof. Let s, l, m, n be as above, and let A ≥ 0. Then |κ s (y)| ≤ 1, so that by the Mellin formula we have
Here we have used the arithmetic mean-geometric mean inequality, the well-known bound [42, Ch 7, Misc.
for Re(w) = A, and the rapid decay of h ∧ . The case A = 0 gives
√ mn, which combined with the case that A is a positive integer yields the assertion of the lemma. Corollary 3.14. The shifted sums S s (l, x) satisfy the upper bound
Proof. Let us set X = xk and temporarily denote by T f (x, l, ε) the right-hand side of (28) without the factor (4π) −k+1 Γ(k − 1). By Definition 3.2 and Lemma 3.12, we need only show that
for some positive integer A. Take A = 2. We may assume that X = xk ≥ 10. By Theorem 3.10 and the Deligne bound |λ f (p)| ≤ 2, the left hand side of (29) is
The inner sum converges and is bounded uniformly in X, so we obtain the desired estimate (29).
3.3. Bounds for sums of shifted sums. We complete the proof of Theorem 3.1 by bounding the sums of shifted sums that arose in Proposition 3.3.
Lemma 3.15. For each ε ∈ (0, 1) and each squarefree number q, we have d|q d log(dk) 2−ε ≪ q log log(e e q) log(qk) 2−ε ≪ ε q log(qk) 2−2ε .
Proof. Suppose that q is the product of r ≥ 1 primes q 1 < · · · < q r . Let p 1 < · · · < p r be the first r primes, so that p i ≤ q i for i = 1, . . . , r. Define β(x) = x/ log(e e xk) 2−ε ; we have chosen this particular definition so that β is increasing on R ≥1 and β(x) ≍ x/ log(xk) 2−ε for x ∈ R ≥1 . The map
is convex, so that for each a = (a 1 , . . . , a r ) ∈ {0, 1} r we have
The prime number theorem implies that log(p 1 · · · p r ) = r log(r)(1 + o (1)), where the notation o(1) refers to the limit as r → ∞; we may and shall assume that r is sufficiently large (and at least 100) because the assertion of the lemma holds trivially when q has a bounded number of prime factors. Set r 0 = ⌊r/10⌋. Observe that p r−r0+1 · · · p r = exp r log(r) − (r − r 0 ) log(r − r 0 ) + o(r log(r)) (31) = exp r 0 log(r) + (r − r 0 ) log r r − r 0 + o(r log(r)) = exp (r 0 log(r)(1 + o(1)))
Let Ω 0 denote the set of all a ∈ {0, 1} r for which a 1 + · · · + a r ≤ r 0 and Ω 1 the set of all a ∈ {0, 1} r for which a 1 + · · · + a r > r 0 , so that {0, 1} r = Ω 0 ⊔ Ω 1 . Then by (31) we have
Since β(x) ≍ x/ log(ex) 2−ε for x ∈ R ≥1 , it follows from (30), (33) , and (34) that
≪ log log(e e q), which establishes the lemma. 
uniformly for s ∈ iR ∪ (−1/2, 1/2) and x ≥ 1.
Proof. By Corollary 3.14, we have
By the Deligne bound |λ f (p)| ≤ 2, the part of the product in (35) taken over qk < p ≤ qkY is ≪ log(eY ) 4 ≪ c1,c2 log log(e e qk) 4 . The claim now follows from Lemma 3.15. 
where the implied constant does not depend upon t.
Proof. Follows from the Cauchy-Schwarz inequality, partial summation, the Rankin-Selberg bound (11) for λ φ and the uniform bound |λ it (l)| ≤ τ (l) for λ it .
Proof of Theorem 3.1. Suppose that φ is a normalized Maass eigencuspform of eigenvalue 1 4 + r 2 . By Proposition 3.3, we have
Recall from (7) that
and recall the definition (17) of M f (qk). We shall ultimately choose Y ≪ log(qk) O(1) , so Corollary 3.16 gives the bound
By (37) and Lemma 3.17 applied to (36), we find that
gives the cuspidal case of the theorem. 
The same choice of Y as above completes the proof.
An extension of Watson's formula
Watson [41] , building on earlier work of Garrett [7] , Piatetski-Shapiro and Rallis [27] , Harris and Kudla [12] , and Gross and Kudla [11] , proved a beautiful formula relating the integral of the product of three modular forms to the central value of their triple product L-function. Unfortunately, Watson's formula applies only to triples of newforms having the same squarefree level. In §5 we shall refer only to the statement of the following extension of Watson's formula to the case of interest, not the details of its proof. 
Remark 4.2. For simplicity, we have stated Theorem 4.1 only in the special case that we need it, but our calculations (Lemma 4.4) lead to a more general formula. Let ψ j (j = 1, 2, 3) be newforms of weight k j and level q j . We allow the possibility k j = 0, in which case we require that ψ j be an even or odd Maass eigencuspform. If k 1 + k 2 + k 3 = 0 or some prime p divides exactly one of the q j , then it is straightforward to see that ψ 1 ψ 2 ψ 3 = 0. Otherwise k 1 + k 2 + k 3 = 0 and each prime divides the q j either 0, 2 or 3 times, so one can read off from Watson [41, Theorem 3], Ichino [16] and Lemma 4.4 the identity Watson proved his formula only for three forms of the same squarefree level because Gross and Kudla [11] evaluated the p-adic zeta integrals of Harris and Kudla [12] only when (the factorizable automorphic representations generated by) the three forms are special at p; Harris and Kudla had already considered the case that all three forms are spherical at p. Ichino [16] showed that the local zeta integrals of Harris and Kudla are equal to simpler integrals over the group PGL(2, Q p ). Ichino and Ikeda [17, §7, §12] computed these simpler integrals when all three forms are special at p. Since we are interested in the integral of φ|f | 2 when φ has level 1 and f has squarefree level q, we must consider the case that two representations are special and one is spherical. We remark in passing that Böcherer and Schulze-Pillot [2] considered similar problems for modular forms on definite rational quaternion algebras in the classical language, but their results are not directly applicable here.
To state (a special case of) Ichino's result, we introduce some notation. In what follows, v denotes a place of Q and p a prime number. Let 
Then f p =f p for all (finite) primes p. Although the vectors φ v and f v are defined only up to a nonzero scalar multiple, the matrix coefficients
are well-defined; here g v belongs to G v and , v denotes the (unique up to a scalar) G v -invariant Hermitian pairings on the irreducible admissible self-contragredient representations π φ,v and π f,v . Let dg v denote the Haar measure on the group G v with respect to which vol(K v ) = 1. Define the local integrals
and the normalized local integrals Proof. See [16, Theorem 1.1, Remark 1.3]. We have taken into account the relation between classical modular forms and automorphic forms on the adele group G A (see Gelbart [9] ) and the comparison (see for instance Vignéras [40, §III.2] ) between the Poincaré measure on the upper half-plane and the Tamagawa measure on G A .
We know by work of Harris and Kudla [12] , Gross and Kudla [11] , Watson [41] , Ichino [17] , and Ichino and Ikeda [17] thatĨ ∞ = 1 andĨ p = 1 for all primes p that do not divide the level q. We contribute the following computation, with which we deduce Theorem 4.1 from Theorem 4.3. Before embarking on the proof, let us introduce some notation and recall formulas for the matrix coefficients Φ φ,p and Φ f,p . Let G p = PGL 2 (Q p ), let K p = PGL 2 (Z p ), and let A p be the subgroup of diagonal matrices in G p . Recall the Cartan decomposition G p = K p A p K p . For y ∈ Q * p we write a(y) = ( y 1 ) ∈ A p . The representation π φ,p is unramified principal series with Satake parameters α φ (p) and β φ (p); for clarity we write simply α = α φ (p) and β = β φ (p). The vector φ p lies on the unique K p -fixed line in π φ,p . The matrix coefficient Φ f,p is bi-K p -invariant, so by the Cartan decomposition we need only specify Φ φ,p (a(p m )) for m ≥ 0, which is given by the Macdonald formula [3, Theorem 4. from which (44) follows upon summing the geometric series. We now combine (40), (42) and (44), noting that the series converge because |α| < p 1/2 and |β| < p 1/2 ; the contributions to the formula (42) for I p of the two terms in the formula (40) 
