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ON RIESZ PRODUCT MEASURES; MUTUAL ABSOLUTE CONTINUITY AND SINGULARITY by S. J. KILMER and S. SAEKI
In his 1973 paper [9] , J. Peyriere gives a very simple criterion for two Riesz product measures to be mutually singular. Although the result is stated only for the circle group, both it and its proof extend mutatis mutandis to the case of the general compact abelian group. He also gives several sufficient conditions for one Riesz product measure to be absolutely continuous with respect to another. However, all of these conditions involve some strong lacunarity constraints on the underlying dissociate set. A little later, in 1974 G. Brown and W. Moran [1] obtained, among other things, a sufficient condition for absolute continuity which is independent of the underlying dissociate set. G. Ritter's 1978 paper [11] contains an improved version of their condition.
The present paper gives further criteria for determining mutual absolute continuity and singularity of Riesz product measures. The first section consists of some basic definitions and results about weak convergence of measures. For the reader's convenience, we have also included a proof of Peyriere's theorem on mutual singularity. In the second section we give some sufficient conditions for one Riesz product measure to be absolutely continuous with respect to another. One of our results (Corollary 1.2) contains the Brown-Moran-Ritter theorem mentioned above as a special case.
In the final section we shall introduce two families (p,J and (y^) of « random » Riesz product measures, where CD runs through the countably infinite product of the circle group. We shall establish the dichotomy Key-words : Riesz Product -Dissociate set -Mutual singularity -Absolute continuity -Random Riesz product. that either v^ is absolutely continuous with respect to ^(v^p-co) almost surely, or ^ and v^ are mutually singular ((^J-Vo,) almost surely. Our Theorem 2 gives an explicit criterion for determining which one of these alternatives occurs. Finally we shall give two applications of this probabilistic result to Riesz product measures of a certain type on the circle group.
We are greatly influenced by the well-known paper [6] of S. Kakutani on infinite product measures and Peyriere's pioneering paper [9] on the subject. We shall use their ideas freely without any further explicit references.
Basic definitions and results.
Throughout the paper, let G be a nondiscrete LCA group with dual r, and let M{G) be the convolution algebra of all regular complex Borel measures on G (cf. C. C. Graham and 0. C. McGehee [2] , E. Hewitt and K. A. Ross [3] , W. Rudin [13] , and J. L. Taylor [14] ). As usual, we define the Fourier transform of \JL € M(G) by
for all y e r.
Let C(G) denote the space of all bounded continuous complex-valued functions on G.
In order to introduce Riesz product measures which are more general than the usual Riesz product measures, we need the following result which is (essentially) well-known in the field of probability theory; see, e.g., Chap. IV of M. Loeve [7] .
Proof. -For \|/ e L 1 (F), the «inverse » Fourier transform of \|/ is defined by vl^Oc) = (\|/(y)y(x) dy for all x e G, where rfy denotes Haar measure on r. Thus [L 1 (^)] V is a uniformly dense subalgebra of Co(G'). Now v| / e L r (F) implies
by Fubini's theorem and (i). Moreover, the net (nJ is norm-bounded by the hypotheses, and [L^F)^ is uniformly dense in Co (6'). Therefore (1) ensures that (p.a) converges weak-* to some n e M{G) and that H = <| ) locally a.e. on F.
Now suppose that (ii) obtains. Then the net (p,J is uniformly tight in the following sense : given e > 0, there exists a compact subset K of G such that (2) max{|Hj(G\70, \^\{G\K)} < e eventually. In fact, choose geCc(G) so that (3) \g\ ^ 1 on G and g^>||^||-£.
Since ^-> [t weak-*, it follows from (ii) and (3) by (3), and so \\i\(G\K) < £. Similarly (4) assures that \[i^\(G\K) < £ eventually. These two inequalities establish (2).
Finally, let / e C(G). Given £ > 0, select a compact subset K of G as in (2) . Also select h e C,(G) such that 0 ^ h ^ 1 on G and h = 1 66 S. KILMER AND S. SAEKI on A". By (2), we then have
Since hf e Cc(G) and Ha -> p. weak-*, it follows that
eventually. Since s > 0 was arbitrary, this establishes (iii).
Remark (I). -The above proposition may be used to remove an awkward condition in Lemmas 1 and 2 of L. Pigno and S. Saeki [10] . That is, the set (A 4-5') u T there may be replaced by F. This subtle point is overlooked in the proof of Theorem A.7.1 of Graham and McGehee [2] . Now let © be a subset of F. We denote by W(@) the set of all elements y of F of the form Proof. -Let ^eF be given. If yeF and p(y)<7(y -1 7) 1=-0, then y 6 ^(©) and ^ e jS(a) by the definitions of p and S(a). It follows from (&) and (a) that there are at most finitely many such y. Therefore the right-hand side of (c) is (essentially) a finite sum. Let <(>(^) denote this finite sum, so that <() = p on W(@) by (a). Now let C> be any finite subset of ©. Since a is bounded by 1, the trigonometric polynomial P^.a) is nonnegative. Moreover, leW(<S>), p(l) = 1 and a is a probability measure. It follows from the definition of P(C>,a) and (a) that Next suppose that V is an open subset of r such that V meets only finitely many y5'(o) with y e W{@). Then © contains a finite subset <I>o such that (2) y e ^(©) and
From (2) and the definition of ()), we infer that
If 0 is a finite subset of © containing <I>o, then the definition of p and (2) ensure that
for all % e V. Accordingly we have proved that
whenever <S> is a finite set such that C>o <= 0 c= ©.
By (fc), each element of F has a neighborhood V with the above property. Therefore ^ e C(T) by (1) and (4), and the functions [P{^,a)ĉ onverge weak-* to (t)eL°°(r) again by (1) and (4). It follows from Proposition A that the probability measures P(^,a)a converge weak-* to some p, e M(G) and that jl = (j) on F (notice that both (1 and 4) are continuous). Plainly p is a nonnegative measure. Moreover, ==(()= p on W(0) by (3) and (a). In particular, n(l) = 1, and so p, is a probability measure. Therefore (d) follows from Proposition A and (1). The uniqueness of n is obvious and the proof is complete. Remark (II) . -Our definition of a Riesz product measure is slightly more general than the corresponding definition in [2; p. 219]. Also note the resemblance between Proposition B and Lemma 1 of [10] .
The following result is essentially due to Peyriere [9] . Then g -f = 1 by (2) . Moreover, the definition of ^ ensures that It follows that there exist two sequences (/") and (^) of trigonometric polynomials on G such that In order to confirm our claim, first define Now notice that 9o = ± 1 on G. Since ^ is a probability measure and n({9o=l})-n({9o =-!})= n(9o)=ao e (-1,1), it follows that i({9o=fe}) + 0 for k = 1 and -1. Similarly |^({9o= -1}) is nonzero.
In addition we have (1+W = lim(l+eo)P;o = lim(l+9o)P^ = (l+Oo^. Hence ^ = \x ^ 0 on the closen subgroup {9o=l} of G. Similarly (l-9o)^ = lim(l-9o)P;CT = lim(l-9o)&a = (l-9o)v.
Since \JL and v are mutually singular, it follows that ^ and \JL' are mutually singular (and both nonzero) on the coset {9o=-l}. The disparate behavior on the two cosets confirms our claim.
Notice also that if we choose do = 1 in the above example, then U = \JL' throughout G although ^{\a(Q)\ 2 :9e©\©'} = oo.
Criteria for absolute continuity.
Throughout this section, we shall choose and fix two dissociate triples (©,0,0) and CF,fc,a) such that \a (6) To prove this, we need three lemmas. The first two of them are well-known and have no direct relationship with Riesz products. The third lemma is essentially a list of notation that we need later. (ii) 7/' Cfc, d, e C /or k = 1, 2, ... , n, then
Proof. -We direct the finite subsets of ©" by set-inclusion. Thus limP(©,a)cj = \ji(n) weakly by Proposition B. Multiplying both sides by Pn, we obtain n = P^(n) again by Proposition B. Notice that |a| < 1 on © by one of our basic hypotheses. So P^ > 0 on G and we may therefore take the quotient QJPn. The remainder of (i) is obvious.
For (ii), it will suffice to note that [i(n) = R (@,a'(n),a) , where a'(n) = 0 on ©\©^ and a'(n) = a on ©". for all n ^ 1. Moreover, it is easy to show that Proof of theorem 1. -First suppose that © = ^. Since the series in (*) converges by hypothesis, {9e© : a(Q)^b(Q)} is at most countable. If this set is finite, Lemma 1.3 (i) and its proof show that v = (Q/P)\i for some nonnegative trigonometric polynomials P, Q on G with inf P > 0. So there is no loss of generality in assuming that the set in question is countably infinite. In what follows, we shall preserve all the notations in Lemma 1.3. In case p > 2, we use Lemma 1.1 (i) in place of Lemma 1.1 (ii). Thus a calculation similar to the one in (2) shows that \QJP ^P is less than or equal to «) n(..R.™.^ĥ ence
<5) Jie./^n(-^^)
for all n, again by Lemma 1.3. Via arguments like those at the end of the preceding paragraph, we conclude that veZ/^n).
In case © + y, define a' == a on © n ^ and a' = 0 on Q\^¥. The following result for p = 2 was first proved by Brown and Moran [1] in a slightly weaker form and was later improved by Ritter [11] to the present form (both for usual Riesz product measures).
Proof. -After arguing as in the last paragraph of the proof of Theorem 1, we may and do assume that @ = ^V. This observation indicates that the sufficient conditions in Theorem 1 can be improved in some special cases. However, the above example might be too special. Most of the results in the next section provide better information in this direction.
Random Riesz product measures.
Throughout this section, we fix two dissociate triples (©,a,a) and (©,fc,G) on G, where © = {9^ is countably infinite. As before, we shall assume that \a\ < 1 on ©. Let ft denote the product of countably 
Moreover (i) holds if and only if
where the Sj, and tj, are real numbers such that (0^ + b^) exp (-is^) ^ 0 and (&k-ak) exp (-14) ^ 0 for all k ^ 1.
To prove this, we need three lemmas. The first two of them are implicit in Kakutani [6] •^^{^-^S-- = m^) n ^(<o)^(co) (rK(co))
for all n ^ m ^ 7Vj and all 7 = 1,2, ... It follows from (7), Lemma 2.3 and (8) that
whenever n ^ m ^ Nj. Taking (5) and (6) into account, we therefore infer from Schwarz' inequality and E(l) == 1 that
for all n ^ m ^ TV^-. Hencê Zi^-wicos^-^i^iogai-ifljr^+i} < oo; i We believe that the conditions in (i)-(iii) are best possible, although we have not attempted to prove it. On the other hand, the first condition in case (iv) can be slightly relaxed in the case 2 < p < 3. This will become clear from our proof of Theorems and the lemma given below. If the reader feels that the above result is too messy, he is strongly encouraged to give a direct proof that, e.g., the condition in (ii) implies the convergence of the series in Theorem 2. 
