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Abstract 
 
Functional connectome of the human brain explores the temporal associations of different brain 
regions. Functional connectivity (FC) measures derived from resting state functional magnetic 
resonance imaging (rfMRI) characterize the brain network at rest and studies have shown that 
rfMRI FC is closely related to individual subject’s biological and behavioral measures. In this 
thesis we investigate a large rfMRI dataset from the Human Connectome Project (HCP) and utilize 
statistical methods to facilitate the understanding of fundamental FC–behavior associations of the 
human brain. Our studies include reliability analysis of FC statistics, demonstration of FC spatial 
patterns, and predictive analysis of individual biological and behavioral measures using FC 
features. Covering both static and dynamic FC (sFC and dFC) characterizations, the baseline FC 
patterns in healthy young adults are illustrated. Predictive analyses demonstrate that individual 
biological and behavioral measures, such as gender, age, fluid intelligence and language scores, 
can be predicted using FC. While dFC by itself performs worse than sFC in prediction accuracy, 
if appropriate parameters and models are utilized, adding dFC features to sFC can significantly 
increase the predictive power. Results of this thesis contribute to the understanding of the neural 
underpinnings of individual biological and behavioral differences in the human brain. 
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Chapter 1  
Introduction 
1.1 Resting state fMRI and human brain connectome 
The human brain is a complex network of interconnected brain regions. A connectome is a 
comprehensive map of neural connections in the brain which provides the “wiring diagram” of all 
neural connections (Sporns et al. 2005). The connectome facilitates understanding of the way in 
which the brain is structurally and functionally connected and how these connections produce 
cognition and behavior. 
 
An adult human brain is estimated to contain around 100 billion neurons (Azevedo et al. 2009) 
and brain networks consisting of these neurons can be defined at different levels of scale or spatial 
resolution (Sporns 2010). The scales are roughly categorized into microscale, mesoscale, and 
macroscale. Connectome at the microscale (micrometer) represents a complete map of the neural 
system, neuron-by-neuron. Mesoscale corresponds to local circuits that associate with hundreds or 
thousands of individual neurons. The macroscale (millimeter) connectome tends to look at brain 
systems that can be parcellated into anatomically or functionally distinct modules. Most studies 
investigate brain networks at the macroscale (Bullmore and Sporns 2009; Sporns 2010) for which 
the primary challenge is determining an effective anatomical or functional parcellation of the 
neural substrates into network nodes.  
 
At the macro-level, connectome studies aim to achieve a macroscale description of the structural 
and functional connectivity between cortical and subcortical structures. By utilizing diffusion 
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tensor imaging (DTI), structural connectivity analyses provide delineation of white matter fiber 
tracts within the brain. DTI measures the directionality of water diffusion. Diffusion anisotropy 
measures such as fractional anisotropy (FA) assess the integrity of white matter tracts. Unlike 
structural connectivity which looks for physical connections, functional connectivity (FC) refers 
to the functionally integrated association between spatially distinct brain regions. Functional 
magnetic resonance imaging (fMRI) through blood-oxygen-level dependent (BOLD) signal, 
indirectly measures neural activation when the subject is performing a task or at a rest condition. 
With fMRI it is possible to measure different FC patterns of the human brain.  
 
Two views of brain function exist (Raichle 2009). While the first considers that the brain is 
primarily reflective, driven by momentary demands, the second states that brain’s operations are 
mainly intrinsic. The former motivates designed experiments to measure brain responses to various 
stimuli whereas the latter seeks to determine the behavioral relevance of intrinsic activity.  
 
From the energy cost perspective, the human brain accounts for roughly 20% of the energy 
consumption in the human body (Clarke and Sokoloff 1999). Moreover, relative to ‘basal’ energy 
consumption, less than 5% additional energy is utilized with evoked changes in brain activity 
(Raichle and Mintun 2006). This therefore indicates that the brain exhibits a constant degree of 
high activity even without an explicit task. Most of the brain energy consumption is devoted to 
intrinsic activity, as such, exploring functionally intrinsic activity is of great importance in 
understanding brain metabolism and its behavioral relevance.  
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Although Biswal’s initial work in resting-state fMRI (rfMRI, Biswal et al. 1995) did not garner 
much attention, resting state FC analyses are now highly recognized (Biswal 2012; Buckner et al. 
2013) and a number of resting state networks have been consistently reported (Biswal 2011; Cole 
et al. 2010; Rosazza and Minati 2011). Of these networks, the ‘task-negative’ default mode 
network (DMN) is found to decrease its activity across a wide range of tasks (Raichle et al. 2001; 
Shulman et al. 1997). 
 
Human beings think and behave differently from one another. This fact is rooted in individual 
differences in brain anatomy and connectivity (Mueller et al. 2013). Identification of FC-behavior 
correlations can help further our understanding of both brain function and individual variability. 
In addition to task-based connectivity analyses (Michael et al. 2009, 2011, 2010; Sakoğlu et al. 
2010), resting state FC studies not only demonstrate a clear network map within the healthy human 
brain but also set benchmarks to facilitate research of neuropsychiatric disorders. Abnormal 
connectivity patterns of large scale brain networks serve as potential biomarkers of 
neuropsychiatric disorders such as autism spectrum disorders, schizophrenia, and Alzheimer’s 
disease (Li et al. 2013; Muller et al. 2011; Venkataraman et al. 2012; Woodward and Cascio 2015).  
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1.2 Objectives 
For this thesis, the dataset to be explored is a large resting state fMRI (rfMRI) cohort from the 
Human Connectome Project (HCP). We aim to investigate the FC metrics, derived from rfMRI 
data, associating functional connectome to individual biological and behavioral characteristics. 
Four specific objectives are: 
 
Objective 1: To investigate gender and age effects of FC 
Given that numerous biological/behavioral variables in the HCP are provided, one focus of rfMRI 
FC analyses is to find associations between FC and these covariates. For categorical variables such 
as gender, group comparisons or linear regression analyses could be applied on FC or graph 
properties in brain networks. For continuous variables such as age, correlation or linear regression 
analyses are appropriate. For Objective 1, we aim to investigate gender and age effects of rfMRI-
derived metrics such as FC and graph measures, identifying the direction, strength, and location 
of significant effects. It should be noted that because the associations between imaging and 
behavioral measures are rather complex, it is important to check the robustness of associations 
while accounting for confounding variables. The findings will illustrate the necessity to include 
gender and age as covariates in future fMRI studies and will provide evidences that brain networks 
demonstrate gender differences. 
 
Objective 2: To implement gender prediction based on FC 
While correlation or linear regression analysis provides information between an fMRI-derived 
statistic and individual features for the same set of subjects, it relies on in-sample inference and 
does not directly ensure generalizability. Combined with machine learning models and cross-
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validation, the large number of subjects in the HCP dataset enable derivation of a learned pattern 
from FC that is predictive of a subject measure. The second project implements gender prediction 
using rfMRI FC. The predictive power of rfMRI FC features will be carefully assessed and will 
demonstrate stronger evidence of gender-FC association. In the predictive modeling, the high 
dimensionality and multicollinearity of FC features pose a challenge and caution will be taken 
while selecting prediction algorithms. This study will provide further support for the existence of 
gender differences in brain connectivity and will demonstrate the predictability of individual 
subject’s biological feature using FC.  
 
Objective 3: To explore the reliability of dynamic FC 
Apart from static FC (sFC) analyses which assume that the connectome is time-invariant during 
the scanning period, studies exploring the temporal dynamics of FC and brain networks have 
attracted much attention. Investigations of dynamic FC (dFC) are appropriate especially for longer 
durations of fMRI scans and offer an alternative approach to analyze rfMRI data. Various dFC 
models and statistics have previously been investigated. However, the reliability of dFC statistics 
are much less understood and thus requires greater attention.  In the third project, we plan to 
characterize the short-term test-retest reliability of dFC statistics and will compare it with the test-
retest reliability of sFC statistics and  demonstrate their spatial patterns. Moreover, the variations 
of reliability of dFC statistics for different parameters in deriving the dFC statistics will also be 
explored. This project facilitates derivation of a more appropriate dFC statistic and subsequent 
investigation of associating biological/behavioral measures to dFC statistics.   
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Objective 4: To implement prediction of biological/behavioral measures by sFC and dFC 
Considering the assumption that dFC may provide additional information to sFC, we propose a 
fourth project to compare the performance of predicting biological/behavioral measures using FC 
features between sFC, dFC and sFC and dFC combined. Target variables in predictive modeling 
include age, fluid intelligence, and language scores. In this project we will also explore the effects 
of dFC statistics, parameters in deriving dFC statistics, machine learning models, and other settings. 
Feature importance in predicting subject measures will also be explored. Results of this study will 
demonstrate the utility of FC statistics in predicting individual subject measures and will also help 
better understand the association between sFC and dFC.  
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1.3 Contribution to Imaging Science 
A simple imaging system can be divided into three main elements: image capture, image 
processing and image display (Schott 2007). Beyond the image display, post-processing is usually 
implemented to extract useful information from the images. For different application fields, images 
can be acquired from different sources and imaging modalities. A typical imaging chain is 
presented in Figure 1.1.  
 
Figure 1. 1 Flow chart of a typical imaging chain 
For the work presented in this thesis, human brain images are investigated. The image source is 
the brain of human subjects and the imaging modality is rfMRI. rfMRI is a non-conventional 
imaging approach in which photons are not involved in the imaging chain. The primary objective 
of non-photonic imaging modalities, such as ultra-sound imaging, MRI, positron emission 
tomography and etc., is to capture the physical structure of a fixed scene or the function of a 
changing scene. In this thesis, the rfMRI data were collected from healthy human subjects to 
capture the change in brain activation patterns. Statistical and machine learning analyses were 
implemented in the image post-processing step to extract useful information to connect human 
brain activations to biological and behavioral characteristics. These experiments are helpful to 
better understand the association between brain imaging measures and individual subject measures.  
 
1.4 Thesis organization 
This thesis is organized into seven chapters: 
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Chapter 1 introduces the core concept of human brain connectome and rfMRI which investigates 
the functional brain networks at the macroscale level when subjects are at rest. Four specific 
objectives, which correspond to four projects, are illustrated, covering regression analysis, 
reliability analysis and predictive modeling associating both sFC and dFC with subjects’ 
biological/behavioral characteristics.  
 
Chapter 2 presents important background information including the mechanism of fMRI to record 
brain activation, the definition of resting state fMRI, resting state fMRI data preprocessing, FC of 
rfMRI, the Human Connectome Project rfMRI dataset, and the statistical analyses of FC. The 
Statistical Analyses section will briefly introduce the statistical models and tools while more 
details will be provided in later chapters.  
 
Chapter 3 corresponds to the study which explores the gender and age effects of sFC measures 
and graph properties. Regression and graph theoretical analyses are used to explore gender and 
age effects on sFC itself and on the brain networks, for the subjects in the early stage of adulthood. 
Both gender and age-related differences on sFC and on graph theoretical properties are found, 
facilitating better understanding for the sFC characterization in young healthy populations. 
Content of this chapter has been published as a journal paper Zhang et al. (2016):  
 
 
Zhang C, Cahill ND, Arbabshirani MR, White T, Baum SA, Michael A. 2016. Sex and Age 
Effects of Functional Connectivity in Early Adulthood. Brain Connect 6:700–713; 
doi:10.1089/brain.2016.0429. 
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Chapter 4 corresponds to the study which implements gender prediction using sFC. In this study, 
experiments are implemented to check if gender can be accurately predicted using sFC. Prediction 
performances of individual runs and multiple runs are compared. Three different methods to 
construct sFC from multiple runs are included. Statistical significance of gender prediction and 
distribution of feature importance in gender prediction are illustrated. Robustness of the gender 
prediction is checked considering several potential covariates. Content of this chapter has been 
published in our journal paper Zhang et al. (2018):  
 
Zhang C, Dougherty CC, Baum SA, White T, Michael AM. 2018. Functional connectivity 
predicts gender: Evidence for gender differences in resting brain connectivity. Hum Brain 
Mapp 1–12; doi:10.1002/hbm.23950. 
 
Chapter 5 corresponds to the study that explores the test-retest reliability of sliding window 
derived dFC statistics. In this study the test-retest reliability of dFC statistics is evaluated using 
intra-class correlation (ICC). ICC measurements across two brain atlases, three dFC statistics, and 
19 sliding window sizes are illustrated. For sFC, sFC ICC, dFC, and dFC ICC, their spatial patterns 
and associations between them are demonstrated. This work facilitates better understanding of dFC 
statistics and thereby help better characterize the neurobiological relevance of dFC. A draft for a 
journal paper illustrating the results of this study has been submitted and is under review.  
 
Chapter 6 corresponds to the study which implements prediction of individual biological and 
behavioral measures by sFC and dFC. Dimensions of model variations include predictors (sFC, 
dFC, sFC+dFC), machine learning models (Ridge regression, partial least squares regression, 
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random forest regression), brain atlases, dFC sliding window size and dFC statistics. The target 
variables to be predicted include subject age, fluid intelligence and two different language scores. 
This study helps better understand associations between sFC, dFC statistics and subject measures. 
Preparation of a journal paper draft is in process.  
 
Chapter 7 summaries work across all of our studies and proposes potential future work.    
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Chapter 2  
Background 
2.1 Functional magnetic resonance imaging (fMRI) 
2.1.1 BOLD fMRI 
Functional magnetic resonance imaging (fMRI) is a functional neuroimaging technique that is able 
to measure brain activity by detecting changes associated with blood flow (Huettel et al. 2004). 
fMRI balances the need for adequate spatial resolution (~millimeter) and temporal resolution 
(~second). Unlike structural magnetic resonance imaging (sMRI) for which the output is a static 
3D image, fMRI records the temporal activation pattern of each voxel, a 3-dimensioanl volume 
element, and thus generates a time series of 3D images.  
 
The primary signal of fMRI relies on the blood-oxygen-level dependent (BOLD) contrast (Raichle 
1998). Energy supply to neurons comes from blood cells, which contain molecules of hemoglobin 
which are bound to oxygen. As depicted in the diagram below, when neurons are activated, there 
is an increased demand for oxygen and as a result blood flow increases to local regions of neural 
firing. Because more oxygen is supplied than consumed, the local blood oxygenation increases 
following neural activation. Hemoglobin is resistant to magnetization (diamagnetic) when 
oxygenated and is more magnetic (paramagnetic) when deoxygenated (Pauling and Coryell 1936). 
Therefore, there is a difference in magnetic susceptibility of blood and this difference is detected 
by the MRI scanner. Because deoxygenated hemoglobin suppresses the BOLD signal, fMRI signal 
increases as the concentration of oxyhemoglobin increases and this indirectly reflects neural 
activation (Huettel et al. 2004; Ogawa et al. 1990).  
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Figure 2. 1 Illustration of the BOLD mechanism 
(https://www.ndcn.ox.ac.uk/divisions/fmrib/what-ifMRI/introduction-to-fmri) 
 
 
2.1.2 Resting state fMRI (rfMRI) 
fMRI experiments can be categorized into task-based fMRI (tfMRI) and resting state fMRI 
(rfMRI). tfMRI is used to detect changes in BOLD signal in response to certain stimuli or task and 
therefore requires a careful experimental design. Because task-based studies usually involve a wide 
array of visual, auditory, motor and cognitive functions, they are limited by the confounding effects 
of participants’ performance on the task (Fox and Greicius 2010; Hacker et al. 2012). Previously, 
we have explored the tfMRI and investigated its association with schizophrenia (Michael et al. 
2009, 2011, 2010). On the contrary to tfMRI, rfMRI is implemented when the subject is not 
performing an explicit task. In rfMRI acquisition the participant is asked to lie still with eyes open 
or closed, to relax and rest without thinking of anything in particular. This strategy provides a path 
to discover brain function free of task-related constraints (Biswal et al. 1995; Zhang and Raichle 
2010).  
 
2.1.3 Preprocessing 
fMRI preprocessing is of critical importance and usually includes the following sequence of steps: 
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a.  Realignment: realign each 3D brain volume to a reference image, reducing the effect of 
head motion over the duration of acquisition;  
b. Slice timing correction: accounts for miss-aligned time points during acquisition as fMRI 
scan is performed with successive measuring 2D slices; 
c. Coregistration and spatial normalization: overlay structural and functional images and then 
transform the images to a standard space;  
d. Spatial and temporal filtering: spatial filtering increases signal-to-noise ratio and 
ameliorates the effects of functional misalignments across subjects while temporal filtering 
removes physiological noise and low frequency shift; 
e. Nuisance regression: reduce the effect of noise from various sources by linear regression 
of confound time series out of the data or by data-driven structured noise removal using 
independent component analysis.  
 
2.1.4 rfMRI functional connectivity (FC) analysis 
Here, three popular approaches for rfMRI FC analysis are briefly introduced: seed-based analysis, 
independent component analysis (ICA), and graph theoretical analysis. Although the ‘gold 
standard’ for functional connectome is a complete wiring diagram at the neuronal level (Kandel et 
al. 2013; Zador et al. 2012), most rfMRI studies currently focus on the macroscale with a trade-
off between spatial and temporal resolutions. Moreover, by selecting region of interest (ROI) from 
prior knowledge or by data-driven methods, studies would further reduce the analyzing dimension 
from the number of voxels to the number of ROIs or networks.  
 
14 
 
Seed-based analysis entails selection of ROIs and correlating the average BOLD time series of 
voxels within one ROI with average BOLD time series from other ROIs (Fox et al. 2006; Raichle 
et al. 2001; Vincent et al. 2008). An ROI could be either a brain region from a predefined template 
or a fixed-size sphere centered around the brain coordinates of interest in the standard space. FCs 
across all pairs of ROIs constitute the full FC map. 
 
ICA is an alternative technique which separates the data into components among which the 
statistical independence is maximized (Beckmann et al. 2005; Damoiseaux et al. 2006). For rfMRI 
data, it can be used to derive a set of spatially distinct resting state networks and corresponding 
time series for each component/network. Compared to seed-based analysis, ICA does not require 
prior knowledge of brain parcellations or ROI locations but does enforce the user to identify the 
number of components. In ICA analyses, correlations between components’ time series refer to 
functional network connectivity (FNC). For a group of subjects, in order to derive matching ICA 
components across individuals, a set of group components needs to be calculated using information 
from all subjects (Calhoun et al. 2001; Calhoun and Adali 2012; Michael et al. 2014). This 
becomes a constraint in predictive modeling in that the test sets should not be used in the training 
step so that the seed-based method which derives the FC features individually is utilized in our 
biological/behavioral measure prediction study.  
 
Graph theoretical analysis models the whole brain as a network and derives topological properties 
of both the entire network and each node within it (Behrens and Sporns 2012; Bullmore and Sporns 
2009; Eguiluz et al. 2005). Utilizing the parcellation results from seed-based or data-driven 
analyses, ROIs or ICA components represent nodes and FCs correspond to edges. Once the 
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adjacency matrix is constructed, numerous local and global graph properties can be computed 
(Rubinov and Sporns 2010). 
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2.2 Human Connectome Project (HCP) dataset 
The HCP is an NIH initiative aimed at mapping the anatomical and functional connectivity of the 
healthy human brain. HCP’s efforts were split between two consortia of research institutions: one 
led by Washington University in Saint Louis and University of Minnesota with strong 
contributions from Oxford University (WU-Minn-Oxford), and the other led by Harvard 
University, Massachusetts General Hospital, and the University of California Los Angeles 
(MGH/Harvard-UCLA) (https://www.nih.gov/news-events/news-releases/40-million-awarded-
trace-human-brains-connections). While the MGH/Harvard-UCLA consortium focused on 
optimizing MRI technology for imaging structural connections using diffusion MRI, the WU-
Minn-Oxford consortium aimed to collect a large cohort of MRI data for multiple modalities 
(including rfMRI, tfMRI, MEG, EEG, and diffusion MRI modalities) and behavioral data on 1200 
healthy adults. The goal of the HCP is to help researchers obtain a clearer picture of how brain 
networks are organized and how the brain functions, as well as producing data that will facilitate 
research into brain disorders (Glasser et al. 2016a, 2013; Smith et al. 2013a).  
 
As of January 2018, the HCP contained data from 1,206 subjects. Of these 1,206 subjects, 1,002 
subjects underwent a total of four rfMRI runs of approximately 15 minutes each, two in the first 
session (Day 1) and two in the second session (Day 2). rfMRI data were acquired using a gradient-
echo EPI sequence with the imaging parameters shown in Table 2.1. rfMRI preprocessing was 
implemented by the HCP team including a FIX ICA-denoising step to remove non-neural 
spatiotemporal components (Glasser et al. 2013; Griffanti et al. 2014; Salimi-Khorshidi et al. 2014). 
Twenty four head motion parameters (Satterthwaite et al. 2013) were also regressed out from the 
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rfMRI time series. More details of the scanning parameters and preprocessing steps are available 
in the HCP S1200 release manual (https://db.humanconnectome.org/). 
Table 2. 1 HCP rfMRI imaging parameters 
 
 
We downloaded the preprocessed rfMRI data and then parcellated the whole brain according to 
fourteen predefined templates/atlases. Five atlases are based on structural MRI data and they are: 
(1) Harvard-Oxford (http://neuro.imm.dtu.dk/wiki/Harvard-Oxford_Atlas), (2) Automated 
Anatomical Labeling (AAL, Tzourio-Mazoyer et al. 2002), (3) Brodmann 
(http://www.fmriconsulting.com/brodmann/), (4) AAL new and (5) AAL2 
(http://www.gin.cnrs.fr/AAL2). The other nine atlases are based on functional data and they are: 
(1) DOS160 (Dosenbach et al. 2010), (2) Power264 (Power et al. 2011), (3) CC400, (4) CC200 
(Craddock et al. 2012), (5) AICHA (Joliot et al. 2015), (6) Stanford90 (Shirer et al. 2012), and (7) 
Shen50, (8) Shen100, (9) Shen150 (Shen et al. 2013). 
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2.3 Statistical analyses of FC 
This section will briefly discuss about the statistical methods utilized in our work to analyze rfMRI 
FC. The process of extracting FC features for individual subjects and of analyses across all subjects 
is illustrated in Figure 2.2. Further details of analytic approaches will be included in Chapters 3-6 
under each individual project.  
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Figure 2. 2 Illustration of (A) extracting FC features for individual subjects and of (B) analyses 
across all subjects. 
 
In Figure 2.2, for an individual subject, a square FC matrix (𝑛rst − 𝑏𝑦 − 𝑛rst) is derived by 
calculating the Pearson correlation across time series of all ROIs (TC matrix,	𝑛vwxyz{w|v − 𝑏𝑦 −
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𝑛rst). Given that the FC matrix is symmetric, the FC feature vector for the single subject is derived 
by vectorizing half the FC matrix (excluding the entries on the diagonal line). The number of FC 
features 𝑛}y~vy = 𝑛rst ∗ (𝑛rst − 1)/2 . After concatenating FC features across all subjects 
together, an FC matrix of 𝑛yv − 𝑏𝑦 − 𝑛}y~vy is derived. In predictive modeling, this FC 
matrix can be directly used as the predictors X to predict the target variable Y which could be one 
behavioral measure. In the regression analysis, each FC measure (𝑛yv − 𝑏𝑦 − 1) is expressed 
as a product of the design matrix (𝑛yv − 𝑏𝑦 − 𝑛{~w~vy) and the regression coefficient vector 
(𝑛{~w~vy − 𝑏𝑦 − 1) plus the error vector. This regression analysis needs to be repeated for all 
FC features (𝑛}y~vy = 𝑛rst ∗ (𝑛rst − 1)/2) so that the correction for multiple comparison is 
necessary.  
 
2.3.1 Group comparison of FC 
For rfMRI FC analyses, a common experiment is to implement a group comparison of FC measures, 
to test if there is difference in population means between two groups. One exemplar scenario is to 
check if one FC measure is different between a healthy population and a population with a certain 
type of mental disorder. This approach can also be used to compare groups separated by a 
biological or behavioral variable, such as males versus females as implemented in Chapter 3. The 
statistic for which we compare between two groups can range from a simple FC metric calculated 
as Pearson correlation coefficient to metrics derived in subsequent analyses such as global or local 
graph properties for each subject.  
 
Two sample t-test (Snedecor and Cochran 1989) is used to implement group comparison. The null 
hypothesis is that the two group means are equal to each other. If enough evidence (a large t 
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statistic derived using two sample t-test) is observed, the null hypothesis can be rejected and the 
alternative hypothesis saying that there is group difference is accepted. The derivation of the t 
statistic takes into account the sample means and variances of the two groups as well as the number 
of observations. Based on the number of observations and the level of statistical significance (p 
value, which indicates a probability that the null distribution of the t statistic is at least as extreme 
as the observed t statistic), a threshold for t value is determined and the hypothesis testing is 
conducted by comparing the observed t statistic with the threshold.  
 
2.3.2 Linear regression analysis of FC 
Linear regression analysis of FC expresses an FC measure (the dependent variable) as a linear 
combination of one or more explanatory variables (covariates or independent variables). This 
analysis models the relationship between the FC measure and each explanatory variable and can 
also be understood as prediction of FC when all the independent variables serve as predictors. In 
FC studies implementing linear regression, the biological, behavioral or any other subject 
measures that are thought to be associated with FC can be included in the model. The type of 
explanatory variables could be either categorical or continuous. We will explore gender and age 
effects on FC in Chapter 3 where the three covariates are gender, age, and the gender-age 
interaction term.  
 
The residual is an important concept in linear regression and it characterizes the difference between 
the observed value of the dependent variable and the predicted value obtained using the predictors. 
Assumptions of linear regression have several requirements for the residuals and they are: the 
mean of residuals is zero, residuals are of equal variance, no autocorrelation of residuals, and 
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normality of residuals. Other important assumptions of linear regression modeling are: predictors 
should not exhibit perfect multicollinearity and the number of observations is greater than number 
of independent variables. By following the assumptions of linear regression a stable and useful 
model can be achieved. We will discuss these assumptions in Chapter 4 and 6 where we use FC 
features to predict biological and behavioral measures.  
 
The goodness-of-fit in linear regression analyses of FC can be evaluated by several metrics. R-
squared, also known as the coefficient of determination, quantifies the proportion of variance in 
the FC measure that has been explained by the current set of covariates. For the F-test of overall 
significance in regression analysis, a significant result indicates that at least one of the regression 
coefficients for covariates is statistically significant. A performance metric like root mean squared 
error (RMSE) or mean absolute error (MAE) provides an absolute measure of the difference 
between the observed and predicted values. The relationship between the FC value and each 
independent variable is assessed using the statistical significance (p-value) of an individual 
regression coefficient to determine whether the association is statistically significant or not. 
However, given the large number of FCs across the whole brain, the problem of multiple 
comparison needs to be addressed (Benjamini and Hochberg 1995; Cabin and Mitchell 2000). 
Handling of this issue will be discussed in Chapter 3.  
 
2.3.3 Test-retest reliability 
Test-retest reliability, also known as repeatability, is the closeness of the agreement between the 
results of successive measurements of the same measurand carried out under the same conditions 
of measurement (Group 2008). In order to characterize the test-retest reliability, data are collected 
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more than once by a single instrument on the same measure under the same conditions. Given that 
the fMRI signal is of low signal-to-noise ratio and that the spontaneous rfMRI activation is 
unconstrained (no explicit tasks), it is especially critical to examine the test-retest reliability of the 
FC statistics derived from rfMRI data. Test-retest reliability is the most fundamental reliability 
check to ensure that individual differences measured with fMRI are not merely attributable to 
unaccounted-for noise in the measurements (Dubois and Adolphs 2016). However, due to the high 
cost of fMRI scans and the variation of rfMRI acquisition across instruments, research centers and 
data collection schemes, an rfMRI dataset that is suitable for test-retest reliability is rarely available. 
In the HCP dataset the test-retest experiment can be implemented as it provides four runs of rfMRI 
data for more than a thousand subjects. For each FC statistic, the measurements across subjects for 
four runs are available and then the intra-class correlation can be derived to quantify the extent of 
repeatability. Test-retest reliability of dynamic functional connectivity in rfMRI data, which has 
rarely been investigated, will be implemented in Chapter 5 where details of the statistical model 
will be illustrated.  
 
2.3.4 Predictive modeling using FC features 
We will use predictive modeling to check if an rfMRI derived statistic is related to a biological or 
behavioral measure such as gender, age, fluid intelligence and other cognitive scores. While 
correlation and regression analyses mentioned in Section 2.3.2 rely on in-sample population 
inference, they do not directly ensure the generalizability of the established relationship to out-of-
sample individual subjects (Lo et al. 2015; Whelan and Garavan 2014). Therefore, predictive 
modeling is essential to ensure generalizability and to interpret rfMRI derived FC statistics at the 
individual level (Gabrieli et al. 2015; Linden 2012). A predictive machine learning framework 
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needs to be implemented in which the proper use of training, validation, and test datasets is critical. 
The training step is completely blind to the test dataset so that the performance metric on the test 
dataset is an unbiased estimate for the generalizability of the model. Using training and validation 
datasets, the hyper-parameters which control the complexity of the model and other model 
parameters are derived during learning. In addition, cross validation is applied as a model 
validation technique to assess the variance of the machine learning model across independent 
datasets (Kohavi 1995). Choosing a cross validation scheme considers enlarging size of the 
training set for the learned model to be less biased as well as maintaining the variability of model 
performance across different datasets.  
 
In a typical predictive framework of FC, FC statistics across the brain are used as predictors or 
features to predict a biological or behavioral measure. Given that FC statistics are generally derived 
to quantify associations across hundreds of inter-connected brain regions, two obvious 
characteristics of FC features across the brain are multicollinearity and high-dimensionality. 
Multicollinearity refers to the situation in which the independent variables or features in a multiple 
regression model are highly linearly associated. While a linear regression model with collinear 
predictors can indicate how well the entire bundle of predictors predicts the target variable, it may 
not generate valid results about any individual predictor. In this case, the model is not stable and 
the estimate of individual coefficients for predictors is not accurate or is hard to interpret. For the 
issue of high dimensionality, the model requires much more samples than what is available, or it 
can easily lead to overfitting of the model. In order to handle the high-dimensionality and 
multicollinearity of the rfMRI FC data, three types of machine learning models are proposed and 
tested in our studies. First, feature transformation/dimensionality reduction methods such as 
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principal component analysis or partial least squares regression reduce the full set of original FC 
features to a much small number of hidden components across which the correlations between 
newly derived features are also diminished. In Chapters 4, 5 and 6, partial least squares regression 
is used to implement supervised regression analysis. The other two types of machine learning 
models, shrinkage methods and tree ensemble methods, are also implemented in Chapter 6 where 
both static and dynamic FC features are used to predict individual age, fluid intelligence and 
language scores. In regression analysis, by adding a regularization term in the cost function, the 
shrinkage method effectively shrinks the individual regression coefficients and handles the issue 
of overfitting. Compared to the L1-norm scheme (Lasso regression, Tibshirani 1996) that makes 
the resulting coefficients sparse, the L2-norm shrinkage method (Ridge regression, Hoerl and 
Kennard 1981) which shrinks all the regression coefficients but not to zero is used in our study 
because in this way it is easier to interpret the feature importance across the brain. Tree ensemble 
models, such as random forest (Ho 1995) and gradient boosting (Friedman 2001) decision trees, 
are another viable solution to high dimensional data by constructing a large number of decision 
trees and aggregating predictions of all the trees to arrive at the final prediction. Random subsets 
of samples and sample features in a decision tree or in a split node increase the diversity of the 
trees so that the final aggregation of results from all trees make the overall model relatively robust. 
While recently developed variants of gradient boosting decision tree models, like Xgboost (Chen 
and Guestrin 2016) and LightGBM (Ke et al. 2017), have become favorable for supervised 
machine learning frameworks in many recent competitions, a larger number of hyper-parameters 
need to be finely tuned for these approaches. For our study in Chapter 6, random forest regression 
is applied as it requires much less tuning. Details of the predictive modeling using FC features will 
be illustrated in Chapters 4, 5 and 6.   
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Chapter 3 
Gender and age effects of FC 
Content of this chapter has been published in our study Zhang et al. (2016). Here in this chapter, 
the terms ‘sex’ and ‘gender’ are used interchangeably.  
 
FC in rfMRI is widely used to find co-activating regions in the human brain. Despite its widespread 
use, the effects of sex and age on resting FC are not well characterized, especially during early 
adulthood. Here we apply regression and graph theoretical analyses to explore the effects of sex 
and age on FC between the 116 AAL atlas parcellations (a total of 6,670 FC measures). rfMRI 
data of 494 healthy subjects (203 males and 291 females; age range: 22-36 years) from the Human 
Connectome Project were analyzed. We report the following findings: (1) males exhibited greater 
FC than females in 1,352 FC measures (1,025 survived Bonferroni correction;	𝑝 < 7.49E − 6). In 
641 FC measures females exhibited greater FC than males but none survived Bonferroni correction. 
Significant FC differences were mainly present in frontal, parietal, and temporal lobes. Although 
the average FC values for males and females were significantly different, FC values of males and 
females exhibited large overlap. (2) Age effects were present only in 29 FC measures and all 
significant age effects showed higher FC in younger subjects. Age and sex differences of FC 
remained significant after controlling for cognitive measures. (3) Although sex×age interaction 
did not survive multiple comparison correction, FC in females exhibited a faster cross-sectional 
decline with age. (4) Male brains were more locally clustered in all lobes but the cerebellum, 
female brains had a higher clustering coefficient at the whole brain level. Our results indicate that 
although both male and female brains show small-world network characteristics, male brains were 
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more segregated and female brains were more integrated. Findings of this study further our 
understanding of FC in early adulthood and provide evidence to support that age and sex should 
be controlled for in FC studies of young adults. 
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3.1 Motivation 
Intrinsic FC can be used as a tool for human connectomics (Van Dijk et al. 2010), and variability 
of resting state networks may be useful for characterizing both normal and abnormal brain function. 
Differences in resting state FC compared to healthy controls have been found in autism (Muller et 
al. 2011), attention deficit hyperactivity disorder (Uddin et al. 2008), Alzheimer’s disease (Li et 
al. 2013), unipolar depression (Anand et al. 2009), epilepsy (Wurina et al. 2012), and 
schizophrenia (Jafri et al. 2008; Venkataraman et al. 2012). Although consistent FC group 
differences have been found between patients with neurodevelopmental/neuropsychiatric 
disorders and matched controls, classification of patients based on FC measures has proven to be 
a difficult task (Arbabshirani et al. 2013). This difficulty emphasized the need for better 
characterization of FC in healthy populations before extending FC research to atypical populations. 
Here we characterize the effects of sex and age on FC in healthy young adults.  
 
Sex plays an important role in FC, but conclusions regarding sex effects are not well established. 
Males and females have been shown to differ in various connectivity analyses. Bluhm et al. (2008) 
examined the DMN and detected stronger FC for females within the posterior cingulate 
cortex/precuneus and the bilateral medial prefrontal cortex, whereas no brain region exhibited 
greater FC for males. Another study using ICA by Allen et al. (2011) performed a statistical 
comparison between sexes on frequency composition, spatial map, and functional network 
connectivity measures. Although sex effects were not found to be as extensive as aging effects, 
specific ICA components (in auditory, sensorimotor, and attentional networks) did show 
significant sex differences. Tian et al. (2011) applied graph theoretical analysis on 90 Automatic 
Anatomical Labeling (Tzourio-Mazoyer et al. 2002) atlas regions and reported that compared to 
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females, males had higher clustering coefficients in the right hemispheric networks but lower 
clustering coefficients in the left hemispheric networks. Sex related differences in the 
developmental trajectories of functional homotopy (Zuo et al. 2010) and lateralization (Liu et al. 
2009) have also been examined. Despite these findings, sex effects on rfMRI FC remain 
inconclusive and in some cases contradictory: while Biswal et al. (2010) found consistent sex 
variations of FC using three distinct methods (seed-based, fractional Amplitude of Low Frequency 
Fluctuations, and ICA), Weissman-Fogel et al. (2010) found no significant differences between 
sexes in FC and therefore reported no need to control for sex for rfMRI studies. Therefore, further 
effort is required to derive a clear understanding of sex effects.  
 
Similarly, the effects of age on FC are not well characterized. Previous studies have examined the 
heterogeneous effects of age-related differences in FC at different developmental stages from the 
fetus in utero (Thomason et al. 2015) to elderly populations (Bernard et al. 2013; Madden et al. 
2010; Seidler et al. 2015). During fetal development, primitive forms of motor, visual, default 
mode, thalamic, and temporal FC networks were observed. Increased long range cerebral-
cerebellar, cortical-subcortical, and intra-hemispheric FC were discovered during gestation at 24 
to 38 weeks (Thomason et al. 2015). Disrupted FC in elderly populations has been reported in the 
cortico-cerebellar network (Bernard et al. 2013), in the default mode network (Xiao et al. 2015), 
and in the motor system network (Langan et al. 2010; Seidler et al. 2015). Further, multiple studies 
have reported that FC in the DMN may be most susceptible to aging effects (Bluhm et al. 2008; 
Campbell et al. 2013; Damoiseaux et al. 2008; Esposito et al. 2008). Aging effects on FC have 
been studied using various methods such as ICA, seed-based analyses, region of interest (ROI) 
based analyses, and graph analyses (Dennis and Thompson 2014). However, findings regarding 
30 
 
age differences are not well established and many studies are based on small cohorts with less than 
100 subjects. Additionally, age-related FC variability studies most often compare two distinct age 
groups (Bernard et al. 2013; Wu et al. 2011) between adolescents and middle aged adults or elderly 
populations (Andrews-Hanna et al. 2007; Evers et al. 2012; He et al. 2013; Shaw et al. 2015). 
Therefore, it is not clear if previously reported age effects of FC emerge in early adulthood. To 
our knowledge, no previous studies have examined full brain FC in early adulthood using high-
quality images on a large number of subjects and this study will attempt to address this knowledge 
gap. 
 
The primary goal of this paper is to examine rfMRI FC of the whole brain between ROIs as defined 
by the AAL atlas using data from the HCP. We aim to test and identify sex and age effects on FC 
by linear regression. In addition, local and global brain graph properties will be derived to explore 
differences in brain organization between males and females.  
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3.2 Methods 
3.2.1 Dataset 
This study includes 494 healthy adults (203 males and 291 females, age: 22-36 years) from the 
first rfMRI run (Session 1, phase encoding in a left-to-right direction) of HCP S500 release 
(db.humanconnectome.org). Subject demographics and behavioral measures are presented in 
Table 3.1, including two-sample t-test p-values between sexes for four demographics and seven 
cognitive scores. The seven cognitive scores were selected based on the NIH cognition battery 
toolbox (www.nihtoolbox.org).  
 
Table 3. 1 Subject demographics and cognitive measures (N=494) 
 
 
 
The FC analyzing steps are illustrated in Figure 3.1.  
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Figure 3. 1 Steps of FC analyses. (A) Preprocessed rfMRI data were parcellated using the AAL 
atlas into 116 brain regions. (B) Pearson correlation was calculated for each subject’s time series 
to obtain a 116×116 FC matrix. (C) FC of all subjects were concatenated to derive a group FC 
matrix. (D) Linear regression analysis was applied to the group FC matrix to identify sex and age 
effects on FC. (E) Group comparisons between sexes were implemented for graph properties of 
two categories: functional integration and segregation.  
 
3.2.2 Linear regression analysis 
To explore the brain networks at the macro-level, the AAL atlas was utilized to segment each 
subject’s whole brain rfMRI into 116 regions (90 cortical/subcortical regions (45 for each 
hemisphere) and 26 cerebellar/vermis regions). The AAL segmentation methodology has 
previously been applied in various brain imaging studies (Park et al. 2013; Shirer et al. 2012; Xu 
et al. 2015). The list of brain regions contained in the AAL atlas is provided in Table 3.2. Within 
each AAL region, an average time series was calculated.  
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Table 3. 2 AAL atlas regions 
AAL1-2 Precentral gyrus (left and right) AAL63-64 Supramarginal gyrus 
AAL3-4 Superior frontal gyrus, dorsolateral  AAL65-66 Angular gyrus 
AAL5-6 Superior frontal gyrus, orbital part  AAL67-68 Precuneus 
AAL7-8 Middle frontal gyrus  AAL69-70 Paracentral lobule 
AAL9-10 Middle frontal gyrus orbital part  AAL71-72 Caudate nucleus 
AAL11-12 Inferior frontal gyrus, opercular part  AAL73-74 Lenticular nucleus, putamen 
AAL13-14 Inferior frontal gyrus, triangular part  AAL75-76 Lenticular nucleus, pallidum 
AAL15-16 Inferior frontal gyrus, orbital part  AAL77-78 Thalamus 
AAL17-18 Rolandic operculum  AAL79-80 Heschl gyrus 
AAL19-20 Supplementary motor area  AAL81-82 Superior temporal gyrus 
AAL21-22 Olfactory cortex  AAL83-84 Temporal pole: superior temporal gyrus 
AAL23-24 Superior frontal gyrus, medial  AAL85-86 Middle temporal gyrus 
AAL25-26 Superior frontal gyrus, medial orbital  AAL87-88 Temporal pole: middle temporal gyrus 
AAL27-28 Gyrus rectus  AAL89-90 Inferior temporal gyrus 
AAL29-30 Insula  AAL91-92 Cerebellum crus 1 
AAL31-32 Anterior cingulate and paracingulate gyri  AAL93-94 Cerebellum crus 2 
AAL33-34 Median cingulate and paracingulate gyri  AAL95-96 Hemispheric lobule 3 
AAL35-36 Posterior cingulate gyrus  AAL97-98 Hemispheric lobule 4/5 
AAL37-38 Hippocampus  AAL99-100 Hemispheric lobule 6 
AAL39-40 Parahippocampal gyrus  AAL101-102 Hemispheric lobule 7B 
AAL41-42 Amygdala  AAL103-104 Hemispheric lobule 8 
AAL43-44 Calcarine fissure and surrounding cortex  AAL105-106 Hemispheric lobule 9 
AAL45-46 Cuneus AAL107-108 Hemispheric lobule 10 
AAL47-48 Lingual gyrus AAL109 Vermic lobule 1/2 
AAL49-50 Superior occipital gyrus AAL110 Vermic lobule 3 
AAL51-52 Middle occipital gyrus AAL111 Vermic lobule 4/5 
AAL53-54 Inferior occipital gyrus AAL112 Vermic lobule 6 
AAL55-56 Fusiform gyrus AAL113 Vermic lobule 7 
AAL57-58 Postcentral gyrus AAL114 Vermic lobule 8 
AAL59-60 Superior parietal gyrus AAL115 Vermic lobule 9 
AAL61-62 Inferior parietal, but supramarg and angular gyri AAL116 Vermic lobule 10 
*From AAL1 to AAL108, odd/even number corresponds to left/right part. 
 
From the time series matrix of size 1,200×116 (time points × AAL regions), FC matrices (116×116) 
were derived for each subject by applying Pearson correlation across the whole duration of the 
time series. For better interpretation, the 116 regions were re-ordered and grouped into 7 brain 
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lobes according to the hierarchical clustering of AAL brain regions implemented by Salvador et 
al. (2005). 
 
The number of FC was reduced from 116×116=13,456 to 6,670 by removing duplicate FC present 
in the symmetric FC matrix. All FC were then Fisher’s z-transformed, rearranged to FC row 
vectors, and the FC row vectors were stacked across subjects. A 494×6,670 (subjects × FC) group 
FC matrix across all subjects was constructed for subsequent regression analysis.  
 
Regression analysis was applied to each column of the group FC matrix. The initial full model 
included sex, age and sex×age interaction as covariates: 𝐹w = 𝛽w + 𝛽w𝑠𝑒𝑥 + 𝛽w~𝑎𝑔𝑒 + 𝛽ww|v𝑠𝑒𝑥 × 𝑎𝑔𝑒 + 𝜀w   (1) 
where 𝐹w is the FC vector for a pair of AAL regions across subjects. 𝑖 = 1,2, … 6,670 corresponds 
to all possible combinations of AAL regions. 𝛽w’s are the regression coefficients and 𝜀w is the error 
term.  
 
The backward stepwise approach (Ronald Christensen 2001) was applied to select the best model 
for each FC. We used this scheme since using one model (same set of covariates) for all 6,670 FC 
is not appropriate due to the fact that not every FC measure may incorporate the effects of all the 
potential covariates. In each round, the backward stepwise approach calculates a significance p-
value quantifying the effect of removing each covariate of the current model. It then removes the 
covariate that had the most insignificant effect in each iteration until any further reduction would 
exert significant difference in the F-statistic of the model compared to the model at a previous 
iteration. This approach yields 5 possible models and they are: M1: no covariates, M2: sex only, 
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M3: age only, M4: sex and age; M5: sex, age and sex×age. The p-values of regression coefficients 
in each model were used to identify the significant effects on FC. In order to explore how the 
behavioral measures would affect the sex and age effects on FC, in a separate analysis seven 
cognitive measures listed in Table 3.1 were added to the regression models determined by the 
backward stepwise model selection. 
 
3.2.3 Graph Theoretical Analysis 
Each 116×116 FC matrix was thresholded and converted to a binary adjacency matrix for graph 
theoretic analyses. Graph measures are dependent on the total cost of the network, e.g. the network 
clustering coefficient and global efficiency increase monotonically as edges are added to a graph. 
Therefore, in order to ensure the most direct mathematical comparability of graph properties across 
subjects, a proportion threshold (Bassett et al. 2012; Bullmore and Bassett 2011) based on graph 
density was applied to each FC matrix, where density threshold ranged from 0.05 to 0.95 at 0.05 
intervals. For example, when a density threshold of 0.1 is applied, for each subject the top 10% of 
the FC are retained and the FC matrix is converted to a binary adjacency matrix. Different 
thresholds were applied to compare group differences of graph properties at various graph densities. 
This thresholding scheme was reported to be more stable compared to absolute (correlation-based) 
thresholds. (Garrison et al. 2015) 
 
Network measures in this study were derived using the Brain Connectivity Toolbox (Rubinov and 
Sporns 2010). Nodal clustering coefficient and nodal local efficiency were adopted to examine the 
regional characteristics of the functional brain network. The clustering coefficient of a node is a 
measure of the degree to which that node in the graph tends to cluster together with its neighboring 
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nodes. The local efficiency quantifies how well information is exchanged within that neighborhood. 
For the global network matrices, the network clustering coefficient (C) and the characteristic path 
length (L) were calculated. These are two key graph parameters that can also characterize the 
small-world organization of a network. C is the average of the nodal clustering coefficients across 
the nodes. L is the average of shortest path length between all pairs of nodes and quantifies the 
number of processing steps for information transfer across the brain. To handle the possible infinite 
path lengths between disconnected nodes, L was calculated as the harmonic mean of geodesic 
distances (Latora and Marchiori 2001). Number of nodes included in the largest connected 
component was calculated for different proportion thresholds. The small-worldness metric of a 
network (𝜎 ) was then estimated as the ratio between the normalized clustering coefficient and the 
normalized characteristic path length: 𝜎 = //  (Humphries and Gur	
ney 2008), where 𝐶~|  and 𝐿~| are the average of C and L derived from 30 corresponding 
random networks generated by rewiring each edge approximately 10 times while preserving the 
original degree distribution (Maslov and Sneppen 2002; Rutter et al. 2013; Wang et al. 2010). 
Compared to a random network, a small-world network has a similar L value but a higher C value.  
Therefore, if the value of 𝜎 is greater than 1 a network is considered to exhibit small world 
characteristics. Graph properties for both individual nodes and the whole brain network were 
compared between males and females by two-sample t-tests. 
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3.3 Results 
3.3.1 Linear regression model 
FC measures with significant regression models (F-statistic 𝑝 < 7.49E − 6  corresponding to 
Bonferroni threshold at α=0.05) are presented in Figure 3.2, where the corresponding model of an 
FC is color-coded. Regression models for 1,994 of 6,670 FC measures (30%) were significant. 
Out of the 1,994 significant models, M2 to M5 are chosen 321 (16%), 1 (< 0.1%), 1,026 (51%), 
and 646 (32%) times respectively. This indicates that FC variability is best captured by M4 (sex 
and age) and M5 (sex, age and sex×age) for the majority of the FC measures. M2, for which the 
model only contains the sex covariate is the next best fit while M3 for which the model contains 
age only is selected just once. In Figure 3.2, we also note that out of the 1,994 significant FC 
models, 938 (47%) are present in the top-left 3 × 3 block which contains the frontal, parietal and 
temporal lobes. 
 
 
Figure 3. 2 Significant regression models with F-statistic 𝑝 < 7.49E − 6) for all ROI pairs are 
color-coded according to the best model fit. The above p-value corresponds to Bonferroni 
corrected threshold at 𝛼 = 0.05. The 116 AAL regions are grouped into 7 brain lobes separated 
by red dash lines. 
 
38 
 
3.3.2 Sex and age effects of FC 
For FC measures with significant regression models, the significance of sex, age, and sex×age 
covariates are further explored. Under Bonferroni correction at	𝛼 = 0.05, there is no significant 
sex×age interaction. ROI pairs with significant sex or age effects are shown in Figure 3.3. Out of 
the 1,994 FC measures that have significant model fits based on the F-statistic, in 1,352 FC 
measures males have higher FC than females and in 641 females have higher FC than males. Out 
of the 1,352 FC measures where males show higher FC, 1,025 are significant after Bonferroni 
correction (𝑝 < 7.49E − 6) but out of the 641 measures where females show higher FC than males, 
none are significant after Bonferroni correction (Figure 3.3A). FC measures that are higher for 
females failed to survive even after a much lenient threshold of uncorrected	𝑝 < 0.001. Age 
effects are less widespread; only 29 FC measures have a significant relationship with age (Figure 
3.3B) and indicate higher FC in younger subjects. For both sex and age covariates, the significant 
effects on FC are mostly present in the frontal, parietal, temporal, and medial temporal lobes. 
Besides, significant aging effects are also present in sub-cortical and cerebellar regions. 20 ROI 
pairs with the most significant sex or age effects on FC are listed in Table 3.3. 
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Figure 3. 3 ROI pairs with significant A: sex effects and B: age effects (𝑝 < 7.49E − 6 
corresponding to Bonferroni threshold at α=0.05) on FC are presented, in the FC matrix (left) and 
on brain map (right). In the matrix plots, ROI pairs with significant sex and age effects are color-
coded to indicate the model from which the significance of the covariates are derived. For the brain 
map, 100 ROI pairs with the most significant sex effects are presented for visualization and for the 
age effects all surviving pairs are presented. 
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Table 3. 3 ROI pairs with the most significant sex or age effects on FC 
 
 
 
The percentages of intra-lobe and inter-lobe FC values for having significant sex effects are 
presented in Figure 3.4. The highest ratio (43%) is located between the frontal and temporal lobes. 
Frontal-occipital (31%) and temporal-subcortical (28%) are the other two regions with high inter-
lobe FC ratios for significant sex effects. The percentages of FC values for sex effects in the frontal, 
parietal and temporal lobes ranges from 21% to 43%. In contrast, the percentages in the occipital, 
subcortical and cerebellum regions are all less than 4%.  
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Figure 3. 4 FC ratios for having significant sex effects. Each entry is the ratio between the number 
of significant intra-/inter-lobe ROI pairs divided by total number of intra-/inter-lobe ROI pairs. 
Abbreviations: FR, frontal; PA, parietal; TE, temporal; ME, medial temporal; OC, occipital; SU, 
subcortical; CE, cerebellum.   
 
We also noted that the total intracranial volume (Grey matter + White matter + CSF, which were 
calculated by FreeSurfer in the HCP MR Structural pipelines) is significantly higher in males (𝑝 <1𝐸 − 59). However, including total intracranial volume as a covariate into the regression model 
does not change the general pattern of sex/age effects (illustrated in Figure 3.5).  
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Figure 3. 5 After adding the total intracranial volume (Grey Matter + White Matter + CSF volume) 
as an additional covariate into the regression model, ROI pairs with significant A: sex effects and 
B: age effects (𝑝 < 7.49E − 6  corresponding to Bonferroni threshold at α=0.05) on FC are 
presented in the FC matrix. In the matrix plots, ROI pairs with significant sex and age effects are 
color-coded (as in Figure 3.3) to indicate the model from which the significance of the covariates 
are derived. FR, frontal; PA, parietal; TE, temporal; ME, medial temporal; OC, occipital; SU, 
subcortical; CE, cerebellum. 
 
Effects of sex and age on FC after adding cognitive measures to the regression models are 
presented in Figure 3.6. Compared	to	Figure	3.3A,	534	out	of	the	1,025	ROI	pairs	for	sex	effects	survive	and	three	new	pairs	(AAL4—AAL87,	AAL74—AAL103	and	AAL86—AAL87)	emerge.	Regarding	age	effects,	21	out	of	the	29	ROI	pairs	survive	and	two	new	pairs	(AAL13—AAL81	and	AAL13—AAL83)	emerge.			
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Figure 3. 6 Effect of behavioral measures on sex and age effects on FC. For regression models that 
included seven cognitive measures as covariates, ROI pairs with significant A: sex effects and B: 
age effects on FC are presented. FR, frontal; PA, parietal; TE, temporal; ME, medial temporal; 
OC, occipital; SU, subcortical; CE, cerebellum. 	In	the	above	regression	analysis,	no	significant	covariates	for	the	seven	cognitive	measures	survive	Bonferroni	correction	at	𝑝 < 7.49E − 6 corresponding	to α=0.05.	As	an	alternative,	we	calculated	 the	direct	 correlations	between	 the	FC	measures	and	each	of	 the	 cognitive	scores.	 The	 following	 significant	 associations	 (Bonferroni	 corrected, 𝑝 < 7.49E − 6 corresponding	to α=0.05)	are	found:	(1)	The	language/vocabulary	comprehension	measure	correlates	with	FC	 for	AAL10–AAL66	and	(2)	The	 language/reading	decoding	measure	 is	correlated	with	FC	for	AAL10–AAL66	and	AAL16–AAL24.		
 
3.3.3 Sex and age interaction effects of FC 
There were no sex×age interaction effects on FC that survive Bonferroni or false discovery rate 
correction.  This was also confirmed by a separate ANCOVA analysis. For regression analysis of 
FC versus age for males and females separately, there were no significant differences in the age 
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regression coefficients (or the slopes) between genders. For males, not a single slope is significant 
after Bonferroni correction at 𝑝 < 7.49E − 6  corresponding to α=0.05, while slopes for 134 
(which were all negative) out of 6,670 FC measures in females were significant. Here we explore 
whether the age effects on FC are qualitatively different between male and female groups.  
 
In Figure 3.7A and B, for two ROI pairs with the most significant age or sex effects on FC in the 
previous regression analysis, both males and females show negative slopes and the slopes of 
female regression lines are larger in magnitude than males’. Next the experiment for examining 
different age regression coefficients between males and females was extended to all FC measures. 
Results for all 29 FC measures with significant age effects and 30 FC measures with the most 
significant sex effects in previous analysis are shown in Figure 3.7C and D respectively. In Figure 
3.7C, all the slopes are negative and the magnitude is larger for females in 27 out of 29 ROI pairs. 
In Figure 3.7D, the female slopes are still negative while males show positive slopes in four ROI 
pairs. Except for three pairs in which males show a larger magnitude negative slope, male slopes 
are above the female slopes in all other ROI pairs: either male and female slopes are both negative 
or male slopes are positive while females slopes are negative. For all ROI pairs, 3,787 out of 6,670 
(57%) FC measures demonstrate negative age regression coefficients for both males and females 
and the magnitude for the female slope is larger compared to the male slope.  
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Figure 3. 7 Age effects on FC for males and females separately. A: Scatter plots of FC versus age 
for males and females, for two ROI pairs with the most significant age effects in regression analysis. 
B: Scatter plots of FC versus age for males and females, for two ROI pairs with the most significant 
sex effects in regression analysis. Regression lines are drawn for males and females separately to 
show different age regression coefficients (different slopes of the regression lines). Different age 
regression coefficients for males and females for (C) 29 ROI pairs with significant age effects on 
FC and (D) 30 ROI pairs with significant sex effects on FC. Standard errors are shown as the 
shaded area. 
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3.3.4 Sex difference of graph properties 
 
 
Figure 3. 8 Male vs Female differences for graph properties. A and B show the sex differences for 
the nodal clustering coefficient and the nodal local efficiency respectively. 116 brain regions are 
divided into seven lobes by the red lines. The sex differences (𝑠𝑖𝑔𝑛(𝑡) × (−𝑙𝑜𝑔¢𝑝)) are color-
coded for different graph densities and are stacked together. Both the direction and significance of 
male vs female difference are displayed: above zero means male>female and below zero means 
female>male; the height of segment represents – 𝑙𝑜𝑔¢𝑝 where p is the two-sample p value and 
the scale is given as a line segment for 𝑝~10£¢. Only significant differences (𝑝 < 0.05/116) are 
presented and stacked. C: Mean and standard deviation of the size of the connected component, 
which is the number of nodes in the largest connected subgraph, as a function of graph density are 
plotted for males and females separately. D-F: Mean and standard deviation of the normalized 
network clustering coefficient, normalized characteristic path length, and small-worldness metric, 
as a function of graph density are shown for males and females separately.  
 
As shown in Figure 3.8A and B, sex differences for the nodal clustering coefficient and the nodal 
local efficiency are similar. For all lobes but the cerebellum, the stacked sex differences are in the 
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positive side for most AAL regions. A majority of brain nodes in the cerebrum demonstrate 
stronger clustering coefficient and higher local efficiency in males compared to females and this 
result is replicated at different graph density thresholds. Sex effects in the medial temporal and the 
subcortical lobes are relatively weak, with significant sex differences present at only few densities. 
The only lobe that clearly exhibits stronger clustering coefficient and higher local efficiency in 
females compared to males is the cerebellum.  
 
Across the range of graph density studied in this study (0.05 to 0.95), the 116 nodes in the graph 
may not be fully connected so there may exist isolated nodes from the major component. Therefore, 
we explored the size of the largest connected component (number of nodes in the component) and 
checked if it was different between males and females. Figure 3.8C illustrates that above a graph 
density threshold of 0.5, more than 90% of the nodes are connected. Except the densest case (0.95), 
females show a larger size for the connected component in all the other 18 densities, out of which 
14 demonstrate a significance of 	𝑝 < 0.0001. This result suggests that when the graphs are 
constructed to have the same wiring cost the networks in female brains have more connected nodes 
than in males. Figure 3.8D-F show male vs. female group comparisons for the three global 
measures as a function of graph density. For both male and female, these three indices 
monotonically decrease and converge to 1 as the graph density increases, indicating that it becomes 
harder to distinguish the brain graph from its corresponding random graph at higher densities.  
While there is no significant male versus female difference for the normalized characteristic path 
length, female networks demonstrate consistently higher normalized clustering coefficient and 
higher small-world properties for graph densities from 0.15 to 0.65 and the two-sample t-test 𝑝 
values for these differences were	𝑝 < 0.0001. 
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In order to confirm that the above two sample t-test sex differences in graph measures was not 
influenced by age, we repeated the analysis with a regression model that contained sex and age as 
covariates. Effects of sex were similar to previous results and effects of age were much weaker 
and not consistent across graph densities (see Figure 3.9 and 3.10). 
 
Figure 3. 9 Sex effects of graph properties by regression model. A and B show the sex differences 
for the nodal clustering coefficient and the nodal local efficiency respectively. 116 brain regions 
are divided into seven lobes by the red lines. The sex differences 𝑠𝑖𝑔𝑛(𝛽y¤) × (−𝑙𝑜𝑔¢𝑝(𝛽y¤)) 
are color-coded for different graph densities and are stacked together. Both the direction and 
significance of male vs female difference are displayed (Note: the signs of the regression efficient 
are reversed for comparison with Figure 3.8): above zero means male>female and below zero 
means female>male; the height of segment represents – 𝑙𝑜𝑔¢𝑝 where p is the significance of 
regression coefficient for sex covariate and the scale is given as a line segment for	𝑝~10£¥. Only 
significant differences (𝑝 < 0.05/116) are presented and stacked. C-F: Sex effect across graph 
densities for (C) size of graph; (D) normalized network clustering coefficient; (E) normalized 
characteristic path length; and (F) small-worldness metric. For C-F, positive indicates 
female>male and negative indicates male>female. The red dashed line demonstrates the threshold 
of	𝑝 < 0.0001. Here, significant sex differences are present only for some positive points in C, D 
and F where the graph measure is larger in females.  
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Figure 3. 10 Age effects of graph properties by regression model. A and B show the age differences 
for the nodal clustering coefficient and the nodal local efficiency respectively. 116 brain regions 
are divided into seven lobes by the red lines. The age differences 𝑠𝑖𝑔𝑛(𝛽~¦y) × (−𝑙𝑜𝑔¢𝑝(𝛽~¦y))	 
are color-coded for different graph densities and are stacked together. Both the direction and 
significance of age difference are displayed (Note: the signs of the regression efficient are 
reversed): above zero means decreasing across age and below zero means increasing across age; 
the height of segment represents – 𝑙𝑜𝑔¢𝑝 where p is the significance of regression coefficient for 
age covariate and the scale is given as a line segment for	𝑝~10£§. Only significant differences 
(𝑝 < 0.05/116) are presented and stacked. C-F: Age effect across graph densities for (C) size of 
graph; (D) normalized network clustering coefficient; (E) normalized characteristic path length; 
and (F) small-worldness metric. For C-F, positive indicates increasing across age and negative 
decreasing across age. Here, no significant age differences (𝑝 < 0.0001) are present for the global 
graph measures (no point is larger than 4 or smaller than -4).  
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3.4 Discussions and conclusions 
3.4.1 Sex effects on FC and on graph properties 
One of the most significant results from our analyses is that there exist extensive sex-related 
differences of FC in the brain, and all FC measures that show statistically significant sex effects 
are greater in males than in females. Whereas most studies that note sex differences tend to have 
a mix of greater connectivity for either males or females (Allen et al. 2011; Filippi et al. 2013). 
Results of our study show that although FC differences were higher in females for certain pairs of 
FC measures none of them survived multiple comparison correction. A previous study that 
investigated a group of healthy subjects spanning an age range similar to that of our cohort reported 
higher FC in the parietal and occipital regions for males compared to females (Filippi et al. 2013). 
This finding is replicated in our study. The increased parietal FC in men mirrors the result of fMRI 
studies for complex cognitive tasks (Thomsen et al. 2000) where males predominantly exhibited 
parietal activation. Our findings regarding increased FC in males in occipital regions are supported 
by Biswal et al. (2010) where FC of occipital regions is higher in males across three different 
methods (seed-based, fractional Amplitude of Low Frequency Fluctuations, and ICA). Higher FC 
of both parietal and occipital lobes in males may possibly reflect the increased motor and 
visuospatial skills in men (Hamilton 2008; Weiss et al. 2003). 
 
Despite these robust sex differences, it should be noted that there is a large degree of overlap in 
FC of males and females.  In order to illustrate this overlap, in Figure 3.11 we present FC 
histograms for five ROI pairs with the most significant sex effects. Although the average FC values 
for males and females are significantly different, there is a large overlap of FC values between the 
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two groups. This male/female overlap of FC is also present across all ages, as indicated in Figure 
3.7A and B. 
 
Figure 3. 11 FC histograms for five ROI pairs with the most significant sex effects as listed in 
Table 3.3. Male and female FC histograms are shown vertically. The FC is derived by Fisher z-
transforming the Pearson correlation coefficient so that the range of it is not restricted between −1 
and +1. The mean value of the FC distributions is indicated by a short black line.  
 
While some of our results strongly replicate previous findings several findings do not. For frontal 
and temporal lobes, Filippi et al (2013) reported stronger female FC but we show the opposite 
trend (male > female). fMRI studies of language processing have indicated that, in comparison to 
males, females tend to have a higher bilateral activation in the frontal and temporal, when females 
had higher language performance scores (Baxter et al. 2003; Kansaku et al. 2000). The distinction 
regarding the directionality of sex differences may be attributed to the fact that in our cohort two 
scores related to language processing are significantly higher in males (see Table 3.1), which is 
unlike previous studies. Further, previous studies did not use whole brain AAL parcellations to 
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calculate FC and this may be another reason for disparate findings. However, the association 
between language performance and frontal and temporal FC requires further investigation. 
 
In a separate analysis we evaluated the effect of cognitive measures on sex differences of FC. After 
the seven cognitive measures were incorporated into the regression models, the main pattern of the 
sex effects for the frontal, parietal, and temporal lobes in Figure 3.3A remained significant (Figure 
3.6A). This result was true for the age effects as well as we observed little change after adding the 
cognitive scores to the regression model. Therefore, we conclude that the sex and age effects on 
FC are robust to the cognitive measures.  
 
With regard to the sex effect of graph measures, we first examined the size of the connected graph 
(Figure 3.8C). Bassett et al. (2012) reported that this metric, defined as the number of nodes in the 
largest connected component, was significantly correlated with more complex graph measures (e.g. 
global efficiency or betweenness centrality) in a wide range of graph densities. Therefore, the size 
of the brain network may be an important indicator of the underlying topology. Our findings that 
female functional networks have significantly more connected nodes than males suggest an 
increased network homogeneity in female brains.   
 
For the regional graph properties, we observed that nodes in the cerebellum have higher clustering 
coefficient and local efficiency for females while nodes at other lobes show sex difference in the 
opposite direction. The most significant difference is in the parietal and occipital lobes, which may 
add credence to sex differences in FC discussed earlier. Results regarding the regional graph 
properties are in agreement with one diffusion imaging study (Ingalhalikar et al. 2014), in which 
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the cerebellum was the only region that displayed higher participation coefficients in males, while 
in all other lobes the cross-module participation dominated in females. Since higher participation 
coefficients indicate that connections are more uniformly distributed among the lobes, the 
diffusion study illustrated that in males for all lobes but the cerebellum FC is more focused within 
each module. This adds evidence to our findings of higher clustering coefficient and local 
efficiency in males while the female connections are more spread between lobes and the network 
is less modular. This result and the larger size of the female brain networks jointly support the 
notion that female brain networks, compared to male networks, are more spatially distributed but 
at lower correlation strengths.  
 
For the global properties of the graph, the normalized network clustering coefficient and the 
normalized characteristic path length were derived to calculate the small-world metric. While 
males and females do not differ in the characteristic path length, the normalized network clustering 
coefficient for females is significantly higher in a wide range of densities. This is consistent with 
the results in Yan et al. (2011) and makes the small-world metric be higher for female networks. 
While both male and female brains clearly demonstrate small-world characteristics, there exists 
differences in the trade-off between local segregation and global integration of the network 
topology. We observed that male brains prevail in functional segregation while female brains 
facilitate functional integration. Combining the effect of sex on FC and on graph metrics, we 
hypothesize that males are more likely better at performing a single task whereas females are more 
equipped for performing multiple tasks, as has also been supported in a study using DTI 
(Ingalhalikar et al. 2014).  
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3.4.2 Age effects on FC 
Age effects on FC have been explored in various studies. Among the findings, the extensive 
involvement of the medial temporal regions in age effects has been previously reported (Chou et 
al. 2013; Jacques 2009; Li et al. 2014). However, only a few medial temporal regions (temporal 
pole and hippocampus) are present for age effects in our analysis. Given that the medial temporal 
lobe plays an important role in human memory (Buckner 2004), we hypothesize that the medial 
temporal regions reported in studies involving large age ranges are due to significant memory 
deficits observed in later life. In our study, correlations between age and episodic/working 
memories are not significant and this adds evidence to the above hypothesis.   
 
In our analyses, age effects on FC within cortical regions are mostly present in frontal, parietal, 
and temporal lobes. The effect of age on these three lobes has been reported in previous studies. 
Steffener et al. (2012) reported decreased FC in older adults between the supplementary motor 
area and the middle cingulate and between the precuneus and the middle/superior frontal cortex. 
Campbell et al. (2012) revealed reduced FC within the frontoparietal network in older adults, 
suggesting decreased activity and coherence within a putative control network. Also, the DMN, 
for which most components are in frontal or parietal lobes, has been consistently demonstrated to 
be susceptible to aging (Andrews-Hanna et al. 2007; Damoiseaux et al. 2008; Ferreira and Busatto 
2013; Grady 2012). Our analyses detect age-related FC reductions in the medial prefrontal cortex, 
hippocampus, and inferior parietal gyrus, which are components of the DMN. This provides 
evidence that DMN regions are subject to aging, even in early adulthood. Finally, Campbell et al. 
report lower FC for older subjects in insula, superior temporal, middle temporal, and inferior 
temporal regions.   
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Besides the cortical lobes, our findings of age effects for the subcortical and cerebellar regions are 
also in line with previous studies. The caudate, putamen, and pallidum (Bollinger et al. 2011), 
which together constitute the basal ganglia, have been reported to demonstrate age effect on FC. 
Given that age-related differences in functional activation of the basal ganglia have been 
consistently reported during cognitive and motor tasks (Rubia et al. 2007; Wu and Hallett 2005), 
presence of reduced FC between putamen and caudate in our results indicate that the basal ganglia 
can be a robust marker for the age effects. The role of the cerebellum in normal aging has been 
reported where cerebellum–striatum and cerebellum–medial temporal lobe FC disruptions were 
noted (Bernard et al. 2013). This matches well with our results where FC between cerebellar 
regions and putamen/caudate (part of the dorsal striatum) and the hippocampus (part of the medial 
temporal lobe) is lower for older subjects. Bernard et al. (2013) suggested that the decreased 
striatal-cerebellar and hippocampus-cerebellar FC may be attributed to reduced dopamine levels 
and deficits in memory/associative learning in normal aging, respectively.  
 
3.4.3 Conclusions 
In this study we demonstrated significant sex and age effects in early adulthood for healthy subjects 
using full brain resting state FC. Our findings indicate widespread sex effects in which males 
exhibit higher FC than females for all significant measures. For the much less widespread brain 
regions associated with age effects, the involvement of some systems (e.g. DMN, basal ganglia) 
match well with findings in previous studies which spanned larger age ranges, therefore suggesting 
robust markers for aging. Graph measures using a proportional threshold scheme demonstrates 
that both male and female brains exhibit small-world characteristics but with subtle significant 
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differences in the organization of the networks. While male brains generally have higher clustering 
coefficient and higher local efficiency at the nodes of the graph, female brains are more connected 
at the whole brain level. These findings illustrate the necessity to include sex and age as covariates 
in future fMRI studies and provide evidences that brain networks show male/female differences. 
The sex differences of FC indicate that male brain networks show signs of segregation and that 
female brain networks show signs of integration.  
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Chapter 4  
Gender prediction using FC 
Content of this chapter has been published in our study (Zhang et al. 2018). 
 
Prevalence of certain forms of psychopathology, such as autism and depression, differs between 
genders and understanding gender differences of the neurotypical brain may provide insights into 
risk and protective factors. In recent research, rfMRI is widely used to map the inherent functional 
networks of the brain. Although previous studies have reported gender differences in rfMRI, the 
robustness of gender differences is not well characterized. In this study, we use a large dataset to 
test whether rfMRI FC can be used to predict gender and identify FC features that are most 
predictive of gender. We utilized rfMRI data from 820 healthy controls from the HCP. By applying 
a predefined functional template and partial least squares regression modeling, we achieved a 
gender prediction accuracy of 87% when multi-run rfMRI was used. Permutation tests confirmed 
that gender prediction was reliable (𝑝 < 0.001 ). Effects of motion, age, handedness, blood 
pressure, weight and brain volume on gender prediction are discussed. Further, we found that FC 
features within the DMN, fronto-parietal and sensorimotor networks contributed most to gender 
prediction. In the DMN, right fusiform gyrus and right ventromedial prefrontal cortex were 
important contributors.  The above regions have been previously implicated in aspects of social 
functioning and this suggests potential gender differences in social cognition mediated by the 
DMN. Our findings demonstrate that gender can be reliably predicted using rfMRI data and 
highlight the importance of controlling for gender in brain imaging studies. 
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4.1 Motivation 
Sex differences in cognitive abilities such as spatial perception, memory, and verbal skills have 
been reported across a wide array of studies (See Miller and Halpern 2014 for review). While 
overall gender differences in group means have been reported in specific cognitive domains, the 
underlying neurobiology between genders remains unclear (Del Giudice 2009; Hyde and Plant 
1995). Reports of gender differences in cognition have spurred interest in examining structural and 
functional brain features which may differ between genders and underlie previous reports of 
cognitive and behavioral differences. Since the prevalence of certain forms of psychopathology 
differ between genders, such as autism being four times greater in males and major depressive 
disorder twice as common in females, understanding the neurobiology of gender differences may 
provide insights into risk and protective factors associated with psychopathology.  
A meta-analysis of structural brain imaging studies reported that males exhibit larger total brain 
volume and gray and white matter tissue volumes. There are also regional gender differences in 
areas such as the amygdala, hippocampus, and insula (Ruigrok et al. 2014). When multiple brain 
regions were examined, recent work concluded that brains can be considered as “mosaics” of male 
and female structural features with only a few individuals consisting entirely of male or female 
brain features (Joel et al. 2015). Global trends in structural connectivity have been reported as well. 
In a DTI study males on average tended to exhibit more intra-hemispheric connectivity whereas 
females appeared to exhibit more inter-hemispheric connectivity (Ingalhalikar et al. 2014). 
Structural brain features from multiple imaging modalities have also been used to predict gender 
with high accuracy (Feis et al. 2013). 
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FC studies report stronger FC in the DMN for females within the posterior cingulate 
cortex/precuneus and bilateral medial prefrontal cortex (Bluhm et al. 2008). Stronger intra-network 
FC in females and stronger inter-network FC in males (Allen et al. 2011) and a mixture of higher 
and lower FC in males and females has also been reported in lobar regions (Filippi et al. 2013) in 
resting networks. Similar to findings using DTI (Ingalhalikar et al. 2014), a study using FC 
reported that males exhibit greater rightward lateralization of short-range FC compared to females 
(Tomasi and Volkow 2012). Moreover, in our previous work (Zhang et al. 2016) we found 
significant and widespread gender differences of FC in frontal, parietal, and temporal lobes using 
regression analyses. We also reported graph properties that indicated greater local clustering in 
males compared to greater global clustering in females. 
Despite reports of gender differences in FC, only a few studies have attempted prediction of gender 
using FC. A great number of gender discriminative FC were found in males in motor, sensory, and 
association areas, but only achieved a prediction accuracy of 62% (Casanova et al. 2012). Smith 
et al. (Smith et al. 2013b) utilized rfMRI for gender prediction and reported a higher prediction 
accuracy of 87%. In the above studies, the total number of subjects used were small (N<148). 
Recent work has found that rfMRI is extremely useful for individual prediction of cognitive, 
behavioral, and demographic measures. To date, studies have predicted individual brain maturity 
using resting FC in individuals age 7 to 30 (Dosenbach et al. 2010) and fluid intelligence in young 
adults (Finn et al. 2015a). Given the lack of previous research, it remains unclear the extent to 
which rfMRI can accurately predict gender. 
Thus, our goal was to implement gender prediction using resting state FC for a large cohort of 820 
subjects with four runs of rfMRI. This study attempts to answer the following questions: (1) Can 
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gender be predicted with a high accuracy using rfMRI FC in a large dataset? (2) Can prediction 
accuracy be improved if FC information is combined across multiple runs and what are the 
different strategies to combine FC across runs? and (3) What FC features are important for 
predicting gender?  
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4.2 Methods 
4.2.1 Dataset 
This study included 820 healthy adults (Gender: 366 males and 454 females; age: 22-37 years) 
from the HCP (Van Essen et al. 2012) S900 release. Each subject underwent four rfMRI runs of 
approximately 15 minutes each. The data consisted of 1,200 volumes for each run and therefore 
each subject had 4,800 volumes for the four runs. Subject demographics are shown in Table 4.1. 
Age, handedness, blood pressure, weight and brain volumes demonstrate significant gender 
differences. Additionally, the subject motion during rfMRI sessions (average frame displacement 
across time points and runs, Power et al. 2012) is included. 
 
Table 4. 1 Subject demographics (N=820) 
 Male (N=366) 
Mean (Std) 
Female (N=454) 
Mean (Std) 
Male-Female 
Gender difference  
(t-statistic, p-value)  
 
Age (year) 28.0 (3.7) 29.4 (3.6) -5.4, 1E-7* 
Education (year) 14.8 (1.8) 15.0 (1.8) -1.6, 0.1 
Income** 5.0 (2.2) 5.0 (2.1) -0.1, 0.9 
Handedness*** 60.9 (43.1) 69.9 (44.4) -2.9, 4E-3* 
Blood pressure systolic 
Blood pressure diastolic 
129 (13) 
79 (10) 
120 (13) 
75 (10) 
9.7, 5E-21* 
5.0, 8E-7* 
Weight (pound) 190 (36) 156 (36) 13.5, 8E-38* 
Brain volume (cm3)  
(Gray matter + White Matter + CSF) 1214 (97) 1063 (82) 24.0, 9E-97* 
Motion: Frame displacement (mm) 0.16 (0.06) 0.17 (0.06) -0.9, 0.4 
* indicate statistically significance for p<0.05 
** Total household income categories: <$10,000=1, 10K-19,999=2, 20K-29,999=3, 30K-39,999=4, 40K-
49,999=5, 50K-74,999=6, 75K-99,999=7, >=100,000=8 
*** Schachter et al. 1987 
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4.2.2 FC feature construction 
A functional brain atlas (Dosenbach et al. 2010) was used to reduce rfMRI data of the whole brain 
to 160 ROIs. These ROIs of 10mm-diameter spheres were centered around the MNI coordinates 
of the functional atlas and were functionally defined from a meta-analysis of five task fMRI studies 
which encompassed much of the cerebral cortex and cerebellum (Dosenbach et al. 2010). This 
atlas is a popular brain parcellation scheme and has been integrated into several brain network 
analysis/visualization tools (Cao et al. 2014; Wang et al. 2015; Xia et al. 2013). . For each of the 
160 ROIs, an average time series was calculated by averaging the time series of all the voxels that 
fell within an ROI. This resulted in 160 ROI time series and these 160 time series were used for 
further analyses.  For data presentation and interpretation the 160 ROIs are divided into the 
following six functional modules: fronto-parietal, default, cingulo-opercular, sensorimotor, 
occipital, and cerebellum (Dosenbach et al. 2010).  
For rfMRI of single runs, the FC matrix was calculated as Fisher’s z-transformed Pearson 
correlation coefficients between time series across the 160 ROIs. After vectorization of the 160 × 160 FC matrix and elimination of duplicate FC values, each subject had an FC feature 
vector of length 12,720. To check for the effect of incorporating FC information across runs on 
gender prediction performance, we constructed the multi-run FC features in three different ways, 
illustrated in Figure 4.1. Method 1 (Average FC): First calculate FC for each of the four runs and 
then average FCs across runs; Method 2 (Concatenate TC): first concatenate time courses of four 
runs together and then calculate FC; and Method 3 (Concatenate FC): First calculate FC for each 
run and then concatenate FC features across runs (the length of FC feature vector 
was	12,720 × 4 = 50,880). For each of the four individual runs and for the above three methods 
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that combine all four runs, the constructed FC features were fed into subsequent classification 
analyses.  
 
*Feature matrix 𝑋 was calculated for each run and was averaged across runs to derive 𝑋~y  
**time series from all four runs are concatenated together 
***Feature matrix 𝑋 was calculated for each run and was concatenated across runs to derive 𝑋{| 
 
Figure 4. 1 Feature construction for both individual runs and three multi-run methods. Generally, 
ROI time series TC is used to calculate FC matrix 𝐹𝐶w for the ith subject. FC is vectorized and 
concatenated across subjects to construct feature matrix 𝑋, which combined with gender vector 𝑌 
is then fed into PLS regression. Differences across methods are illustrated in the figure notes. 
Dimensions of each matrix are indicated: 𝑡 = 1,200,𝑛_𝑅𝑂𝐼 = 160, 𝑛_𝑠𝑢𝑏 = 820,𝑛_𝑓𝑒𝑎𝑡𝑢𝑟𝑒𝑠 =12,720.  
 
4.2.3 Partial least squares (PLS) regression 
Classification algorithms use a number of predictor variables to predict one or more predicted 
variable(s). Hughes (1968) illustrated that with a fixed number of training samples, the predictive 
power reduces as the number of predictor variables increases. Therefore, feature selection or 
dimensionality reduction of the predictors is an essential step in machine learning applications 
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when the number of predictors is large. In this study as gender is predicted from a large number of 
predictors (at least 12,720 FC) the curse of dimensionality needs to be addressed. Principal 
component analysis (PCA) is a benchmark dimensionality reduction method that applies a linear 
projection of the predictors in a manner that best explains the predictor variables. But PCA does 
not help to find associations between the predictor and predicted variables. Partial least squares 
(PLS) regression is considered as a supervised version of PCA, and derives linear combinations of 
the original predictor variables that best predict the predicted variable (Abdi 2010). The PLS 
method has been demonstrated to be well suited for analyzing associations between measures of 
brain functional activity and behavior (Krishnan et al. 2011; McIntosh and Lobaugh 2004; Qin et 
al. 2015; Ziegler et al. 2013). FC features are not linearly independent and PLS regression deals 
with multi-collinearity by attempting to find latent variables which model the predictor variable 
space X (Equation 4.1) and simultaneously predict the predicted variable Y (Equation 4.2) 𝑋 = 𝑇𝑃©      (4.1) 𝑌ª = 𝑇𝐵𝐶© = 𝑋«𝑃©¬𝐵𝐶©­ = 𝑋𝐵®¯     (4.2) 
The values of 𝑝  predictors from 𝑛  subjects are collected in a 𝑛 × 𝑝  matrix	𝑋 . The 𝑛  subjects 
described by 𝑚  dependent variables are stored in an 𝑛 × 𝑚  matrix 	𝑌  (𝑚 = 1  for the gender 
prediction case). The 𝑛 × 𝑙 matrix 𝑇 contains 𝑙 latent variables ordered according to the amount of 
variance of 𝑌  that they explain. 𝑃	and 	𝐶  are loadings for 𝑋  and 𝑌 , respectively. 𝐵	is an 𝑙 × 𝑙 
diagonal matrix in which the non-zero entries correspond to the covariance of 𝑋 and 𝑌 for each 
latent variable. The superscript 𝑇  indicates the transpose operation to the matrix. 𝑃©¬	 is the 
Moore-Penrose pseudoinverse of 𝑃©. The predicted response variable 𝑌ª	can be considered as a 
linear combination of either latent variables (𝑌ª = 𝑇𝐵𝐶©) or the original predictors	𝑌ª = 𝑋𝐵®¯. In 
the latter case, linear coefficients are contained in the 𝑝 × 𝑚	matrix	𝐵®¯.  
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In the PLS regression algorithm the number of latent variables (or components) 𝑙	needs to be 
specified. The latent variables are then derived by iterative applications of singular value 
decomposition (SVD) on the covariance matrix between subject features 𝑋 and subject response	𝑌. 
For example, the first latent variable can be solved by the following equations (where 𝑅¢ = 𝑋©𝑌 
is the covariance matrix, 𝑋 and 𝑌 are the original 𝑋 and 𝑌 fed into the PLS regression algorithm):  
𝑅¢ = 𝑊¢∆¢𝐶¢©     (4.3) 𝑡¢ = 𝑋𝑤¢      (4.4) 𝑝¢ = 𝑋©𝑡¢      (4.5) 𝑢¢ = 𝑌𝑐¢      (4.6) 𝑏¢ = 𝑡¢©𝑢¢      (4.7) 
𝑤¢	and 	𝑐¢are the first columns of 𝑊¢ and 𝐶¢ in the SVD Equation 3. ∆¢  is a diagonal matrix 
containing the singular values of 𝑅¢. 𝑡¢, 𝑝¢, 𝑐¢, 𝑏¢		are the first columns of  𝑇, 𝑃, 𝐶, 𝐵 in Equation 1 
and 2, corresponding to the first latent variable. For the second iteration, SVD is applied on 𝑅¥ =𝑋¢©𝑌¢	for:    
𝑋¢³ = 𝑡¢©𝑝¢      (4.8) 𝑌¢´ = 𝑡¢𝑏¢𝑐¢©      (4.9) 𝑋¢ = 𝑋 − 𝑋¢³     (4.10) 	𝑌¢ = 𝑌 − 𝑌¢´     (4.11) 
This iterative process continues till all the 𝑙 latent variables are derived. Once 𝑇, 𝑃, 𝐶, 𝐵	are solved, 𝐵®¯ = 𝑃©¬𝐵𝐶© which contains linear coefficients for all the original features enables predictions 
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(𝑌ª = 𝑋𝐵®¯) for test subject. Details of the PLS regression algorithm are available in Krishnan et 
al. (2011). Combining the predicted response variable and the true response variable, performance 
of the prediction can be evaluated and this will be discussed in the next section.  
 
4.2.4 Cross validation and resampling techniques 
10-fold cross validation, which balances the requirements of sufficient training samples to reach a 
good fit and large test sets to yield stable estimates of predictive accuracy (Varoquaux et al. 2016), 
was applied to implement gender prediction. In Figure 4.2A, for each of the ten folds, 10% of the 
subjects were left out as the test set and the remaining served as the training set. For explanatory 
purposes (to ensure that weights across features were comparable), feature standardization via z-
transforms were implemented before feeding the training data to the PLS regression classifier (i.e.  𝑋v	was demeaned and then divided by the standard deviation so that the values of each feature 
had zero-mean and unit-variance). After training was completed, the feature values of test set 𝑋v	were standardized by the mean/standard deviation derived from the training set (http://scikit-
learn.org/stable/modules/preprocessing.html), and were then combined with the linear coefficient 𝐵®¯ to generate the predicted continuous response	𝑌v³ . 𝑌v	and	𝑌v³  from 10 folds were combined 
to construct the receiver operating characteristic (ROC) curve for different  classification 
thresholds. The area under curve (AUC) of the ROC was derived as a summary performance index 
for the classifier on the 820 subjects studied. Given that the gender variable was labeled as 1 for 
male and 2 for female, classification accuracy was calculated at a threshold of 1.5.  
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Two resampling techniques were applied to characterize the statistical significance of the results: 
the overall prediction performance was assessed by permutation test and the importance of the 
feature weights were assessed via bootstrap test. In the permutation test (Figure 4.2B), associations 
between features and predicted variable (gender) were randomized, i.e., the gender values were 
randomly permuted (from 𝑌 to	𝑌µ) while the feature matrix was kept intact. 10-fold cross validation 
was repeated for each permutation and AUC values from 1000 permutations were used to construct 
a null distribution of AUC values. In addition, bootstrap was used to derive statistical significance 
of feature weights (Figure 4.2C). For each fold in cross validation, subjects in the training set were 
resampled with replacement (from	𝑋v , 𝑌v  to	𝑋{, 𝑌{) and the bootstrapped training set was fed 
into PLS regression to generate a new set of feature weights	𝐵®¯_{. For each feature weight, the 
bootstrap ratio 𝑅{	was calculated as the mean of the 1000 bootstrapped feature weights divided 
by their standard deviation. The bootstrap ratio is akin to a Student 𝑡 criterion so if a ratio was 
large enough (a value of 2 or 3 roughly corresponds to 𝛼 = 0.05 or 𝛼 = 0.003 for a 𝑡-test) then 
the corresponding feature was considered significant for the prediction (Fowler 2013). The 
statistical strength of each feature was then derived as the absolute value of the average bootstrap 
ratio across 10 folds (Pereira et al. 2009).  
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Figure 4. 2 Cross validation of gender prediction, permutation test, and bootstrap resampling. A: 
Flow chart of gender prediction. B: Permutation test applied to evaluate prediction performance. 
C: Bootstrap test used to identify important FC features. 𝑋	 contains predictor (FC feature) 
variables and 𝑌	contains the dependent variables (in this case  the gender variable, 1 for male and 
2 for female). Subscripts 𝑡𝑟	and 𝑡𝑠	are for training and test sets respectively. 𝑌	´contains the 
predicted gender variable. In B, 𝑌	¶ represents randomized 𝑌 . In C, 𝑅{	 contains the bootstrap 
ratios of feature weights. Matrix dimensions are indicated by 	𝑝	(=12,720, total	number	of	FC	features),𝑚	(= 1, number	of	predicted	variables), 𝑛v	(=738, number	of	training	subjects)	and	𝑛v(= 82, number	of	testing	subjects).	 
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4.3 Results 
4.3.1 Gender prediction results 
Results of gender classification for both individual-run and multi-run predictions are provided in 
Table 4.2. Here the number of components in PLS regression was fixed to be 10. For gender 
prediction using FC features of single run rfMRI (Run 1 to Run 4), the AUC and classification 
accuracy are 0.881 ± 0.006  and 79.9%± 0.9%  respectively. To check the robustness of 
classification, we also predict gender where the training and test data are from different rfMRI 
runs. Results of this robustness test are shown in Table 4.3 and the prediction performance was 
close to the performance of training and testing within the same rfMRI run. However, as data from 
multiple rfMRI runs were incorporated, classification performance improved to 0.93 for AUC and 
85% for accuracy. There were marginal differences in discrimination capability between the three 
multi-run methods. While ‘Concatenate FC’ had the highest AUC value, the classification 
accuracy at the default threshold of 1.5 was slightly higher for the ‘Average FC’ scheme.  
 
 
Table 4. 2 AUC and accuracy for gender classification using PLS regression when number of 
components was 10.  
 RUN1 RUN2 RUN3 RUN4 Average FC Concatenate TC 
Concatenate 
FC 
AUC 0.884 0.883 0.873 0.885 0.931 0.930 0.936 
Accuracya 79.2% 81.0% 79.2% 80.2% 86.6% 85.5% 85.7% 
aClassification Accuracy for threshold=1.5 in PLS regression prediction 
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Table 4. 3 Robustness test of gender prediction. Training and test data are from the same run (for 
the diagonal entries, bold) or from different runs (for the off diagonal entries, the row header 
indicates the training data and the column header indicates the test data). The performance 
evaluation is implemented for a 10-fold cross-validation and 10-component PLS regression. The 
classification accuracy is derived for a threshold of 1.5.   
 
Table 4.4 illustrates the AUC values of gender prediction after regressing out a confound showing 
significant gender difference in Table 4.1. Here the number of PLS components was ten and results 
for a range of one to ten components are presented in Table 4.5 and 4.6. The frame displacement 
is not significantly different between males and females, but was checked as FC can change with 
motion. The confounding variables were sorted by statistical significance of gender difference. 
The reduction in gender prediction AUC was found to be associated with the significance of gender 
difference. Removing a confound that did not show a statistically strong gender difference (e.g. 
frame displacement, handedness and age) did not reduce the gender prediction performance. For 
confounds where the gender difference was highly significant (e.g. blood pressure, weight and 
brain volume), gender prediction performance dropped by a larger margin. However, all gender 
prediction performances remained at AUC>0.76. The highest performance drop was noted when 
brain volume was regressed out and as brain volume is strongly correlated to gender, we further 
investigate the effect of brain volume in a separate section below.  
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Table 4. 4 Effect of regressing out potential confounds on the gender prediction performance (the 
Average FC method). 
* Within parenthesis are the drop in AUC compared to the AUC before regressing out the confound. 
 
 
 
 
Table 4. 5 Effect of regressing out confounds on the gender prediction AUC. The number of PLS 
regression components is from one to ten. The column of 	𝐹𝐶{w¦w|~¸ represents the result using the original FC features before regressing out any confound. 
The other six columns 𝐹𝐶¹º_y¦, 𝐹𝐶»~|y_y¦, 𝐹𝐶¼¦y_y¦, 𝐹𝐶½®_y¦, 𝐹𝐶¾yw¦¿v_y¦, 𝐹𝐶À{¸xy_y¦ 
represent results after regressing out frame displacement (FD), handedness, age, blood pressure 
(BP), weight and brain volume respectively. Values in the parenthesis illustrate the difference 
compared to 𝐹𝐶{w¦w|~¸. FC features were derived by the Average FC method.  
 
 
 
 
 
 
 
 
 Frame displacement Handedness Age 
Blood 
pressure Weight Brain volume 
Male-Female 
Gender difference 
(t-statistic, p-value) 
-0.9, 0.4 -2.9, 4E-3 -5.4, 1E-7 
Systolic: 
9.7, 5E-21 
Diastolic: 
5.0, 8E-7 
13.5, 8E-38 24.0, 9E-97 
Gender prediction 
AUC 0.93 (0.00)* 0.93 (0.00) 0.92 (-0.01) 0.89 (-0.04) 0.85 (-0.08) 0.76 (-0.17) 
# of 
comp 𝑭𝑪𝒐𝒓𝒊𝒈𝒊𝒏𝒂𝒍 𝑭𝑪𝑭𝑫_𝒓𝒆𝒈 𝑭𝑪𝑯𝒂𝒏𝒅𝒆𝒅_𝒓𝒈 𝑭𝑪𝑨𝒈𝒆_𝒓𝒆𝒈 𝑭𝑪𝑩𝑷_𝒓𝒆𝒈 𝑭𝑪𝑾𝒆𝒊𝒈𝒉𝒕_𝒓𝒆𝒈 𝑭𝑪𝑽𝒐𝒍𝒖𝒎𝒆_𝒓𝒆𝒈 
1 0.69 0.70 (0.00) 0.69 (0.00) 0.67 (-0.02) 0.69 (0.00) 0.67 (-0.03) 0.58 (-0.12) 
2 0.88 0.88 (0.00) 0.88 (0.00) 0.87 (-0.01) 0.84 (-0.04) 0.79 (-0.09) 0.70 (-0.18) 
3 0.91 0.91 (0.00) 0.91 (0.00) 0.90 (-0.01) 0.86 (-0.05) 0.83 (-0.07) 0.72 (-0.19) 
4 0.92 0.92 (0.00) 0.92 (0.00) 0.91 (-0.01) 0.88 (-0.04) 0.86 (-0.06) 0.74 (-0.18) 
5 0.93 0.93 (0.00) 0.93 (0.00) 0.92 (-0.01) 0.89 (-0.05) 0.86 (-0.08) 0.75 (-0.18) 
6 0.93 0.93 (0.00) 0.93 (0.00) 0.92 (-0.01) 0.89 (-0.04) 0.86 (-0.08) 0.75 (-0.18) 
7 0.93 0.93 (0.00) 0.93 (0.00) 0.92 (-0.01) 0.89 (-0.04) 0.85 (-0.08) 0.76 (-0.18) 
8 0.93 0.93 (0.00) 0.93 (0.00) 0.92 (-0.01) 0.89 (-0.04) 0.85 (-0.08) 0.76 (-0.17) 
9 0.93 0.93 (0.00) 0.93 (0.00) 0.92 (-0.01) 0.89 (-0.04) 0.85 (-0.08) 0.76 (-0.17) 
10 0.93 0.93 (0.00) 0.93 (0.00) 0.92 (-0.01) 0.89 (-0.04) 0.85 (-0.08) 0.76 (-0.17) 
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Table 4. 6 Effect of regressing out confounds on the gender prediction Accuracy (in percentage, 
for a threshold of 1.5 as in Table 4.2). The number of PLS regression components is from one to 
ten. The column of 𝐹𝐶{w¦w|~¸	represents the result using the original FC features before regressing 
out any confound. The other six columns 𝐹𝐶¹º_y¦, 𝐹𝐶»~|y_y¦, 𝐹𝐶¼¦y_y¦, 𝐹𝐶½®_y¦, 𝐹𝐶¾yw¦¿v_y¦, 𝐹𝐶À{¸xy_y¦  represent results after 
regressing out frame displacement (FD), handedness, age, blood pressure (BP), weight and brain 
volume respectively. Values in the parenthesis illustrate the difference compared to 𝐹𝐶{w¦w|~¸. FC 
features were derived by the Average FC method. 
 
 
The effect of number of components, a hyper-parameter in the predictive model, was investigated 
and the results are illustrated in Figure 4.3. AUC was below 0.7 when only one component of the 
PLS regression was used. AUC quickly improved as more components were added and plateaued 
at around 5 components. Then from 5 to 20 components, AUC remained at around 0.88 and 0.93 
for individual-run and multi-run predictions, respectively. We also note that for a particular 
number of components, classification performance for multi-run methods exceeds that of single 
run performance.  
# of 
comp 𝑭𝑪𝒐𝒓𝒊𝒈𝒊𝒏𝒂𝒍 𝑭𝑪𝑭𝑫_𝒓𝒆𝒈 𝑭𝑪𝑯𝒂𝒏𝒅𝒆𝒅_𝒓𝒆𝒈 𝑭𝑪𝑨𝒈𝒆_𝒓𝒆𝒈 𝑭𝑪𝑩𝑷_𝒓𝒆𝒈 𝑭𝑪𝑾𝒆𝒊𝒈𝒉𝒕_𝒓𝒆𝒈 𝑭𝑪𝑽𝒐𝒍𝒖𝒎𝒆_𝒓𝒆𝒈 
1 64 64 (0) 64 (0) 63 (-1) 64 (0) 63 (-1) 60 (-5) 
2 81 81 (0) 81 (0) 80 (-2) 78 (-4) 73 (-8) 65 (-16) 
3 84 85 (1) 83 (-1) 83 (-1) 79 (-5) 76 (-8) 66 (-17) 
4 84 85 (1) 84 (0) 83 (-1) 80 (-4) 78 (-6) 70 (-14) 
5 86 86 (0) 86 (0) 84 (-1) 81 (-5) 76 (-9) 70 (-16) 
6 86 85 (-1) 85 (-1) 84 (-1) 82 (-4) 78 (-7) 71 (-14) 
7 85 86 (0) 85 (-1) 84 (-1) 81 (-5) 77 (-8) 70 (-15) 
8 86 86 (0) 86 (0) 85 (-2) 81 (-5) 77 (-9) 69 (-17) 
9 86 86 (0) 86 (0) 84 (-2) 80 (-6) 78 (-8) 69 (-17) 
10 87 86 (-1) 86 (-1) 85 (-2) 80 (-6) 78 (-8) 69 (-18) 
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Figure 4. 3 Effect of number of components in PLS regression on gender predictions performance 
(AUC), including both four individual runs and three multi-run methods.  
 
Statistical significance of overall performance for gender classification was tested by 1,000 
permutations. Results for the three multi-run methods are shown in Figure 4.4. For all three 
schemes, as expected, null distributions of the AUC were centered around 0.5, indicating that 
performance of the classifier was no better than random guessing for the randomly permuted 
datasets in which the subject labels between predictors and responses were randomized. Not a 
single AUC value for permuted labels fell beyond the AUC obtained from real labels, and this 
demonstrates that the statistical significance of gender prediction is high (𝑝 < 0.001). 
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Figure 4. 4 Permutation tests of AUC indices when multi-run functional connectivity features are 
used for gender prediction. The histograms show the null distributions of AUC when gender labels 
were randomly permuted and the solid red line indicates the AUC obtained for the true gender 
labels. 
 
4.3.2 Important FC features in gender prediction 
As classification performance was higher for multi-run methods, we illustrate important FC 
features only for multi-run predictions. Distribution of FC with feature weights above a bootstrap 
ratio of 3 is provided in Figure 4.5. ‘Average FC’ (Figure 4.5A) and ‘Concatenate TC’ (Figure 
4.5B) demonstrated both similar patterns and similar numbers of FC features above the threshold. 
For the ‘Concatenate FC’ method (Figure 4.5C), because the number of features was	12720× 4 
(four for each FC), we averaged the bootstrap ratio of FC across the runs. For weights that are 
above 3, the number of features is much less for ‘Concatenate FC’ compared to ‘Average FC’ and 
‘Concatenate TC’. Important FC features are widespread across the brain, however, after 
separating the 160 ROIs into 6 networks (as defined in the original paper of Dosenbach et al. 2010), 
the block representing intra-network DMN FC features is prominent for all three methods.  
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Figure 4. 5 Pattern for feature importance. Top: distribution of FC with feature weights that are 
larger than 3 for the three multi-run gender predictions. Numbers of surviving features are: 322 for 
(A) Average FC, 325 for (B) Concatenate TC and 128 for (C) Concatenate FC. Black dashed lines 
in FC matrices separate the 160 ROIs into six functional modules. Bottom: for each network, 
average of all feature weights for intra-network FC and inter-network FC. 
In order to analyze patterns of feature contributions at the network level, and to see which networks 
contributed most to gender prediction, average intra-network and inter-network feature weights 
without thresholding were calculated for each of the six networks. Patterns from the three multi-
run predictions are very similar and differences between ‘Average FC’ and ‘Concatenate TC’ 
schemes are minimal. Across all three methods, inter-network feature weights are close among the 
6 networks and there are no cases where an inter-network feature has an obviously higher weight 
than the intra-network counterpart. Of the networks examined, the DMN has the highest intra-
network feature weight, followed by fronto-parietal and sensorimotor networks. The other three 
networks (cingulo-opercular, occipital and cerebellum) have comparable weights between intra-
network and inter-network features. These trends held across all three methods with the exception 
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of the occipital network in ‘Concatenate FC’ method has a higher weight than the cingulo-
opercular network and the cerebellum.   
 
Figure 4. 6 Robustness of important features. Top: FC features with weights larger than three for 
the multi-run gender predictions are combined to explore the overlap of the three multi-run 
methods. Within the DMN block the fusiform and the ventromedial prefrontal cortex (vmPFC) 
demonstrated consistently higher feature weights (these nodes are circled in black). Bottom: Brain 
maps depicting FC features that are important for gender prediction common across the three 
multi-run methods. ROI spheres are color-coded by network.  
 
To check the robustness of identified important features across three multi-run gender prediction 
methods, FC features for each method were thresholded at a feature weight of three and then 
binarized and combined across methods. From this we determined the overlap among the three 
methods. In the top of Figure 4.6 important FC features and their overlap across methods are 
identified by the color bars where grey stands for presence in one method, blue, green and purple 
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are for presence in two methods, and red represents presence in all three methods. From Figure 4.6 
few cases of ‘Average FC + Concatenate FC’ and ‘Concatenate TC + Concatenate FC’ were 
evident. Instead ‘Average FC + Concatenate TC’ (blue, 200 features) and ‘All three methods’ (red, 
97 features) dominated, together constituting 79% of all 375 surviving features. 30% of all 
important features established by the three methods (29 out of 97) reside in the intra-DMN block, 
making it a prominent block with red dots. The two lines circled indicate that FC between right 
fusiform/ right vmPFC and other nodes in the DMN regularly have higher contributions in gender 
classification. Specific pairs of FC with high feature weights in the DMN, observed across all three 
methods, included connectivity between the right fusiform and inferior temporal and occipital 
cortex, intraparietal sulcus, posterior cingulate, precuneus, superior frontal and ventromedial 
prefrontal cortex and connectivity between the right ventromedial prefrontal cortex, anterior 
prefrontal cortex, inferior temporal regions, occipital cortex, posterior cingulate, and precuneus. 
Three views of brain map displaying the 97 FC features that were common across all three methods 
are shown in Figure 4.6. 78% (76 out of 97) of these FC features are between nodes in the first 
four networks (fronto-parietal, default, cingulo-opercular, sensorimotor), which roughly 
correspond to the frontal, parietal, and temporal lobes of the brain. 
 
4.3.3 Gender prediction versus brain volume prediction 
The brain volume is one variable demonstrating a significant gender difference. In our study, we 
also implemented brain volume (gray matter + white matter + cerebrospinal fluid) prediction. 
Using the same scheme as in predicting gender (10-fold cross-validation and 10 components in 
PLS regression), all three multi-run methods achieved high correlations between predicted 
volumes and actual volumes (0.675, 0.678, and 0.675 for 820 subjects). In order to show that 
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gender prediction and brain volume prediction are different (or say that the significant gender 
difference in brain volume is not dominating in gender prediction), we look at the important 
features in both gender and brain volume predictions and check in what extent do these features 
overlap. Figure 4.7 illustrates the quantitative results for the ratio of overlapping and unique 
features. At three different levels of threshold, the number of features which are both important 
for gender and brain volume predictions is small compared to the unique features for either volume 
or gender prediction. Although the percentage of overlapping features increases as the threshold 
decreases, it is at most less than 20%.   
 
Figure 4. 7 Associations between important features of gender prediction and brain volume 
prediction. Important features are defined by combining features with absolute bootstrap ratios 
above the threshold and across three multi-run methods. For one specific threshold, those features 
are divided into three categories: unique feature for volume prediction (green), unique feature for 
gender prediction (blue), and overlapping feature for both predictions (red). The numbers of 
corresponding features are labeled in the bar plot. Results for three levels of threshold are shown 
and the percentages of each category can be looked up. 
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The distribution of important features for both predictions when the threshold is three is shown in 
Figure 4.8. Red dots which represent the overlapping features are scattered across the brain and do 
not have a clear pattern. The top 20 most important features for gender and brain volume 
predictions are listed in Table 4.7. Two common FC features present in both predictions are 
highlighted.  
 
 
Figure 4. 8 Distribution of important features for gender and brain volume predictions in the 160 × 160 square matrix (for the threshold of three, correspond to the middle bar shown in Figure 
4.7). Three types of features are labeled as dots with different colors (154 green dots, 142 blue dots 
and 52 red dots). 1-6 represent the six network modules. 
 
 
 
80 
 
Table 4. 7 Top 20 FC features (with the highest absolute bootstrap ratios) for gender and brain 
Volume predictions. Each row represents an FC between two ROIs.  FC features are ordered (high 
to low) based on the average absolute bootstrap ratio across three multi-run methods. FC features 
that are common between gender prediction and brain volume prediction are highlighted in bold 
font. The network to which the ROI belongs to is presented in parenthesis. Network acronym: FP, 
fronto-parietal; DE, default; CO, cingulo-opercular; SE, sensorimotor; OC, occipital; CE, 
cerebellum. 
 
 
Top 20 FC features 
 
 
For Gender prediction 
 
 
For Brain volume prediction 
 
precuneus (DE) — temporal (SE) occipital (DE) — med-cerebellum (CE) 
post-cingulate (DE) — sup-frontal (DE) dlPFC (FP) — vent-aPFC (FP) 
fusiform (DE) — inf-temporal (DE) vFC (CO) — precentral-gyrus (SE) 
occipital (DE) — thalamus (CO) post-cingulate (DE) — vmPFC (DE) 
mFC (CO) — thalamus (CO) occipital (OC) — post-occipital (OC) 
IPS (DE) — mPFC (DE) angular-gyrus (DE) — fusiform (DE) 
IPL (FP) — mid-insula (SE) vPFC (FP) — fusiform (DE) 
occipital (DE) — med-cerebellum (CE) thalamus (CO) — occipital (OC) 
vmPFC (DE) — vFC (CO) precuneus (DE) — temporal (SE) 
fusiform (DE) — post-cingulate (DE) precuneus (DE) — occipital (OC) 
fusiform (DE) — sup-frontal (DE) thalamus (CO) — thalamus (CO) 
occipital (OC) — inf-cerebellum (CE) post-cingulate (DE) — med-cerebellum (CE) 
IPS (FP) — inf-temporal (DE) fusiform (DE) — vmPFC (DE) 
post-cingulate (DE) — vmPFC (DE) vlPFC (FP) — fusiform (CO) 
vmPFC (DE) — post-occipital (OC) vFC (CO) — precentral-gyrus (SE) 
vlPFC (DE) — med-cerebellum (CE) angular-gyrus (DE) — med-cerebellum (CE) 
angular-gyrus (DE) — fusiform (DE) occipital (DE) — vlPFC (DE) 
dFC (SE) — SMA (SE) thalamus (CO) — occipital (OC) 
thalamus (CO) — occipital (OC) precentral-gyrus (SE) — SMA (SE) 
IPL (FP) — temporal (SE) dlPFC (FP) — vlPFC (FP) 
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4.4 Discussions and conclusions 
4.4.1 Gender prediction performance and potential confounds 
For the HCP rfMRI data but with a smaller number of subjects, our previous study (Zhang et al. 
2016) showed that even for FC with the most significant gender effect the FC values were on a 
spectrum and there was a large overlap between histograms for males and females. This result 
indicated that it is difficult to achieve a high gender classification accuracy by looking at a single 
FC feature. In this study we applied PLS regression to learn the weighting or the contribution of 
the original FC features and we made a combination of all FC features to derive a new jointly 
informative FC feature for gender prediction. This multivariate approach allowed for a robust 
classification of gender using rfMRI. For four individual runs of rfMRI scans, each of which was 
15 minutes in duration, we achieved a consistent classification accuracy of 80% and an AUC of 
0.88. Given that the four scans were collected on two different days, the consistency of prediction 
performance reflects the reproducibility of rfMRI data and resulting FC analyses. Experiments 
with three different ways of combining rfMRI data across four single runs observed an increased 
AUC from 0.88 to 0.93 and an increased classification accuracy from 80% to 85% for the default 
threshold (Table 4.2). Results of permutation tests (Figure 4.4), in which correspondence between 
FC features and gender labels were permuted, demonstrate the significant associations between 
FC and gender and thus enable successful gender prediction. While high prediction accuracies 
were achieved by single runs of rfMRI, the integration of FC across multiple runs further improved 
performance. This is explained by the incorporation of an additional ‘averaging’ step, by either 
averaging FC across runs or calculating FC from concatenated time series of runs, to facilitate 
noise removal and better characterization of the ‘true’ underlying FC patterns. For the 
‘Concatenate FC’ scheme, the number of predictors were quadrupled through the incorporation of 
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four runs into the prediction procedure. Regardless of the method, incorporating multiple runs has 
been shown to provide more stable connectivity estimates (Glasser et al. 2016b). Another recent 
study (Laumann et al. 2015) reports that highly reliable correlation estimates require considerable 
data. Therefore, in summary, combination of rfMRI data from multiple runs enables more stable 
and reliable FC patterns to be characterized. This more precise delineation of individual FC traits, 
in turn, empowers higher gender classification accuracy.  
We explored the potential confounds that may affect the gender prediction performance. In Table 
4.4, for the frame displacement and handedness which demonstrated no or weak gender difference, 
regressing them out from the FC features had little effect on the gender prediction AUC. However, 
as the gender difference of a confound became more significant, a higher reduction in the gender 
prediction performance was noted. This is reasonable and is expected. As the aim of this study is 
to predict gender, regressing out a confound that is highly correlated with the gender variable from 
every single FC feature can remove gender specific information from the predictors and therefore 
forcing the prediction performance to be weaker. However, even after regressing out the confounds, 
a high gender prediction accuracy could still be achieved (80% for regressing out blood pressure, 
78% for regressing out weight and 70% for regressing out brain volume), illustrating the robust 
associations between FC features and gender. For brain volume, which demonstrated the most 
significant gender difference, we implemented the brain volume prediction algorithm using the 
same scheme as in gender prediction. Evident correlations were achieved between predicted and 
actual brain volumes. Different FC feature patterns across gender and brain volume predictions 
(Figure 4.7, Figure 4.8 and Table 4.7) well demonstrate the distinction between these two 
predictions and therefore reduce the concern of confounding effect of brain volume in gender 
prediction.  
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4.4.2 Effect of implementation schemes on results 
The three schemes implemented for multi-run gender predictions achieved accuracies with only 
marginal differences. Moreover, two of the methods (‘Average FC’ and ‘Concatenate TC’) 
achieved very similar results with regard to feature weights (Figure 4.5). These methods represent 
two ways of deriving FC features utilizing separate scans. For the ‘Concatenate FC’ method, there 
were four features corresponding to each FC. The effect of one FC was distributed across four 
similar features and this may explain why it generated less important features (for the same 
threshold compared to the other two methods). Except for this difference, the three ways of 
combining rfMRI data from multiple runs demonstrated consistent findings regarding the pattern 
of FC feature weights. The observation that 79% of important features were either identified by 
the first two methods or all three methods (Figure 4.6) demonstrates the robustness of the FC 
feature importance found in this study.  
4.4.3 Important features for gender discrimination 
In this study, we found that components of the DMN exhibited the greatest FC feature weight 
across all methods (Figure 4.5). In the top 20 predictive FC features for gender prediction (see 
Table 4.7), seven are within the default mode network. Another seven FC features involve a DMN 
ROI and the other six FC features were distributed between the other five networks. The DMN has 
been shown to be related to many different functions such as theory of mind (Spreng and Grady 
2010), social cognition (Mars et al. 2012), and episodic memory (Sestieri et al. 2011). Previous 
research has reported conflicting findings regarding gender differences in the DMN with one study 
reporting females exhibit stronger FC in posterior cingulate and precuneus regions as well as 
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medial prefrontal cortex (Bluhm et al. 2008) and others reporting no gender differences within the 
DMN (Weissman-Fogel et al. 2010).  
Within the DMN we observed large FC feature weights which were consistent across all three 
methods (Figure 4.6) in the right fusiform gyrus and right ventromedial prefrontal cortex 
(VMPFC). The connectivity pairs in these regions included connectivity between the right 
fusiform and inferior temporal and occipital cortex, intraparietal sulcus, posterior cingulate, 
precuneus, superior frontal and ventromedial prefrontal cortex and connectivity between the right 
ventromedial prefrontal cortex, anterior prefrontal cortex, inferior temporal regions, occipital 
cortex, posterior cingulate, and precuneus. The fusiform gyrus is located in the inferior temporal 
lobe and contains the fusiform face area which is responsible for face processing (Schultz et al. 
2003). 
Previous work has shown that women and men exhibit differences in their ability to remember 
faces with women often outperforming men (Herlitz and Lovén 2013). Additionally, the 
lateralization in this region has also been shown to differ based on gender; men exhibit more 
rightward lateralized face processing while women exhibit more bilateral function (Proverbio et 
al. 2006).  In the VMPFC it has been reported that men and women exhibit differences in 
lateralization as well with men exhibiting social, emotional, and decision making deficits 
following lesions in the right VMPFC but not when the left VMPFC was involved. The opposite 
finding was found in women (Tranel et al. 2005). Taken together, previous research supports the 
findings of this paper. Connectivity measures with high feature weights in these regions may be 
important for understanding the aforementioned gender differences in cognition and social 
cognitive abilities which have been reported previously. Finally, the fusiform gyrus has been 
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implicated in autism spectrum disorder (ASD) (Trontel et al. 2013), which has a 4:1 propensity 
towards males. Applying the approaches described this paper in children and individuals with ASD 
will help determine if these gender differences are present early in life, prior to puberty, and 
whether the FC differences, especially in inferior temporal and DFN regions, also extend to those 
with ASD. 
While the DMN demonstrated a prominent role in gender prediction, there were also other 
networks that reported higher contributions. It is hard to distinguish the brain regions with more 
important FC features for gender prediction based on the distribution of feature weight plot (Figure 
4.5) as the significant FC features were scattered across the brain. This widespread distribution of 
FC features were also found in our previous study for those with highly significant gender 
differences (Zhang et al. 2016). However, the bar plots for the average feature weight on the 
network level (Figure 4.5) identified two other sets of intra-network FC features: frontal-parietal 
and sensorimotor. These two networks demonstrated higher feature weights for gender 
classification. In our previous work Zhang et al. (2016), most FCs within the frontal and parietal 
lobes were  significantly different between males and females. Presence of higher average feature 
weights  in the frontal-parietal network may demonstrate a gender difference related to aspects of 
attention such as error adaptation (Dosenbach et al. 2007), working memory (Hill et al. 2014) and 
attentional control (Scolari et al. 2015). As for the sensorimotor network which is responsible for 
integrating sensory and motor information, reliable gender difference with increased FC has been 
previously reported (FC in male > female) (Weis et al. 2017). Well established gender differences 
in spatial processing and sensorimotor speed (Ingalhalikar et al. 2014; Linn and Petersen 1985) 
may be associated with the FC differences in the sensorimotor network. Moreover, lower 
performance in spatial processing in patients with ASD have also been linked to the sensorimotor 
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regions (Silk et al. 2006) and thus gender differences within the sensorimotor network may be 
associated with gender differences in the prevalence of ASD.  
4.4.4 Conclusions 
Utilizing partial least squares regression techniques, gender classification based on rfMRI FC data 
was implemented with a high classification accuracy around 80% for individual runs. By 
combining multiple runs of rfMRI the classification accuracy increased to 85%. Further, we report 
that intra-network connectivity in the DMN exhibited the greatest importance for gender 
discrimination. In particular, FC pairs within the DMN containing the right fusiform gyrus and 
right VMPFC exhibited large FC feature weights. Permutation tests, consistent findings across 
different implementation schemes, and correspondence between FC feature weights and previous 
reports of gender differences, demonstrate the reliability of gender prediction using rfMRI FC. 
These findings hold important implications for future studies. A complete characterization of 
gender differences is essential to accurately characterize cognitive and behavioral phenotypes and 
their neural substrates. This study provides further support for the existence of gender differences 
in brain connectivity and thus points to the need for studies examining brain structure and function 
to carefully account for gender.  
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Chapter 5 
Test-retest reliability of dFC statistics 
While rfMRI sFC measures the average FC over the entire rfMRI scan, dFC captures the temporal 
variations of FC at shorter time windows. Although numerous studies have implemented dFC 
analyses, the reliability of dFC across different rfMRI scans has not been rigorously investigated 
and this shortcoming limits the biological interpretation of dFC. Here, we used a large cohort 
(N=820) of subjects and four rfMRI scans from the HCP to systematically explore the relationship 
between sFC, dFC and their test-retest reliabilities through intra-class correlation (ICC). dFC ICC 
was explored through the sliding window approach with three dFC statistics (standard deviation, 
ALFF, and excursion). Excursion demonstrated the highest dFC ICC and dFC ICC was generally 
higher at window sizes less than 40 seconds. sFC and dFC were negatively correlated. While intra-
network FCs in the frontal-parietal, default mode, sensorimotor and visual networks demonstrated 
high sFC and low dFC, ICCs of both sFC and dFC in these regions were higher. Compared to sFC 
ICC, dFC ICC was lower, indicating that dFC was less reliable. While sFC and sFC ICC were 
positively correlated, dFC and dFC ICC were negatively correlated, indicating that FC that was 
more dynamic was less reliable. The above results were consistent across two brain atlases, 
multiple window sizes and all three dFC statistics. In summary, dFC is less reliable than sFC and 
additional experiments are required to better understand the neurophysiological relevance of dFC. 
 
  
88 
 
5.1 Motivation 
Most rfMRI studies derive sFC from fMRI time series between a pair of brain ROIs. Using this 
approach, an implicit assumption made is that FC remains constant for the entire duration of fMRI 
scan. These time averaged sFC metrics ignore the underlying temporal variations of FC which may 
provide additional information about brain function. This temporal fluctuation of FC is referred to 
as dFC and in recent years dFC has gained momentum in rfMRI studies (Allen et al. 2014; Chang 
and Glover 2010; Hutchison et al. 2013; Leonardi and Van De Ville 2015; Lindquist et al. 2014). 
In previous task fMRI studies, FC patterns for different fMRI tasks were reported to be distinct 
(Gonzalez-Castillo et al. 2015) and that the structure of the functional brain network has been 
demonstrated to be evolving during learning (Bassett et al. 2011). In rfMRI studies, the complex 
spatiotemporal dFC patterns have been shown to represent the transient states of brain activity 
(Hansen et al. 2015; Karahanoğlu and Van De Ville 2015) and may also be associated with subjects’ 
mental health condition (Damaraju et al. 2014; Ma et al. 2014; Sakoǧlu et al. 2010; Yu et al. 2015).  
 
There currently exist a number of approaches for investigating dFC, such as time series modeling 
(Engle 2002; Lindquist et al. 2014), time-frequency analysis (Liu et al. 2009b; Yaesoubi et al. 
2015), co-activation pattern analysis (Liu and Duyn 2013) and hidden Markov modeling (Chen et 
al. 2016; Eavani et al. 2013). Of these, the most widely used method is the sliding window analysis 
(Allen et al., 2014; Falahpour et al., 2016; Leonardi and Van De Ville, 2015; Hutchison et al., 
2013; Gonzalez-Castillo et al., 2014; Nomi et al., 2016; Zalesky et al., 2014) which due to its 
simplicity and ease of implementation has been shown to facilitate identification of distinct brain 
states and to reveal the dynamics of brain network properties (Allen et al. 2014; Choe et al. 2017; 
Damaraju et al. 2014; Yu et al. 2015; Zalesky et al. 2014). In sliding window analysis, minimal 
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assumptions and data transformations are made and FC is derived using fixed-length, windowed 
segments that slide over the full-length of rfMRI time series of brain ROIs (Zalesky et al., 2014; 
Chang and Glover, 2010) or over modeled rfMRI time series from data-driven methods such as 
independent component analysis (Choe et al. 2017). FC values are computed across all time 
windows and a dFC summary statistic is derived to characterize the temporal fluctuations of FC 
(Choe et al. 2017; Zalesky et al. 2014).  
 
However, the low signal-to-noise ratio of the BOLD signal and the unconstrained spontaneous 
nature of rfMRI activation make it hard to distinguish whether the observed temporal fluctuations 
of FC are neural or non-neural (Calhoun et al. 2014; Hlinka and Hadrava 2015). Several studies 
have been implemented to investigate the statistical significance of dFC statistics. Chang and 
Glover (2010) and Zalesky et al. (2014) applied a vector autoregressive null model which 
maintains only the stationary relationship between signals from a pair of brain regions so that a 
null distribution and the p-value for a dFC statistic can be derived. Chang and Glover (2010) 
examined the FCs between the posterior cingulate cortex and six other ROIs and reported the 
presence of significant scale-dependent temporal variability by wavelet coherence analysis (N=12). 
By comparing the actual data with sample null data, Zalesky et al. (2014) provided the statistical 
evidence for the presence of FC transition at shorter time windows (N=10). Multiple brain ROIs 
were reported to synchronously transition between low-efficiency and high-efficiency states. 
Similarly, by the utilization of surrogate datasets, Abrol et al. (2017) confirmed that some of the 
dFC statistics for brain states derived from sliding window analyses were statistically significant. 
For independent age-matched groups of a large sample of ~7,000 subjects, Abrol et al. also 
demonstrated the reproducibility of dFC statistics. The above studies focused on a single run of 
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rfMRI data. They did not utilize multiple runs of data and did not answer the more fundamental 
question of how reliable the dFC statistics of an individual subject are across multiple rfMRI scans. 
As dFC statistics have been utilized at the individual level (Qin et al. 2015; Ramos-Nuñez et al. 
2017; Rashid et al. 2016), their reliability is critical for the meaningful interpretation of  individual 
dFC differences and for understanding the corresponding functional and neurophysiological 
relevance (Dubois and Adolphs 2016). The reliability of dFC statistics has to be carefully 
examined before the dFC statistic can be applied for subsequent correlation or predictive analyses 
in rfMRI studies (Calhoun et al. 2014; Hutchison et al. 2013). Compared to the sFC analyses, for 
which the effect of various parameters (including eyes open condition, scan length, scan interval, 
physiological noise correction, preprocessing steps etc.) on reliability has been comprehensively 
investigated (Birn et al. 2014, 2013; Guo et al. 2012; Patriat et al. 2013; Shah et al. 2016; Termenon 
et al. 2016; Varikuti et al. 2016; Zuo and Xing 2014), only a few studies have reported on the 
reliability of dFC statistics using multiple rfMRI scans. Using an experimental rfMRI data of 21 
subjects and two scans, Lindquist et al. (2014) applied dynamic conditional correlation for FCs 
between the posterior cingulate cortex and five other ROIs. While a direct reliability metric was 
not reported, the ranges of the estimated dynamic correlations were shown to vary significantly 
both across subjects and for the same subject. Using the Human Connectome Project (HCP) S500 
data release and independent component analysis, Choe et al. (2017) derived the variation of FC 
using both sliding window (30, 60, and 120 time points) and dynamic conditional correlation 
analyses. They then computed the reliability of dFC statistics such as the mean, variance, and 
brain-state metrics. They noted that dynamic conditional correlation method outperformed the 
sliding window method for the reliability of the variance measure and that the reliability of the 
brain state-related dFC statistics was low. Reliability of dFC statistics as a function of a large range 
91 
 
of window sizes and the spatiotemporal patterns of dFC reliability has not been comprehensively 
explored.  
 
Although previous studies have investigated the statistical significance of dFC statistics, they used 
only a limited number of subjects and brain regions and did not investigate the reliability of dFC 
statistics across multiple rfMRI scans. Even for the most widely used sliding window method, only 
a few reliability evaluations have been implemented. Moreover, dFC reliability as a function of a 
wide range of window sizes, the optimal window size and the best dFC statistic that maximizes 
dFC reliability are not well established. Further, the spatial pattern of dFC reliability across the 
whole brain and the associations between sFC, dFC and their reliabilities have not been explored. 
In this study, we implement test-retest reliability evaluation of three dFC statistics (standard 
deviation, ALFF, and excursion) for the sliding window approach, using a very large number of 
subjects (N=820) from the HCP. The shorter repetition time (TR = 0.72s) and the availability of 
four rfMRI runs make the HCP dataset well-suited to conduct reliability investigation for a wide 
range of window sizes (from 20TR to 200TR). ROI time series were extracted using two different 
brain atlases and the test-retest reliability was assessed using intra-class correlation (ICC) 
coefficient (Shrout and Fleiss 1979). In addition, we examine the effect of sliding window size on 
dFC, spatial patterns of dFC ICC and the associations between sFC, dFC, sFC ICC and dFC ICC.  
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5.2 Methods 
5.2.1 Dataset 
The rfMRI dataset used for this study is the same as used in Chapter 4. 820 subjects, for whom all 
four rfMRI runs of data are available, are included.  
5.2.2 Brain parcellation and sFC 
In this study, two brain parcellations were investigated to explore the test-retest reliability of brain 
networks: (1) the Automated Anatomical Labeling atlas (AAL, Tzourio-Mazoyer et al., 2002) and 
(2) the DOS atlas (Dosenbach et al. 2010). The AAL atlas segments the brain into 116 regions (90 
cortical/subcortical and 26 cerebellar/vermis regions) and has been widely applied in various brain 
imaging studies (Park et al. 2013; Shirer et al. 2012; Xu et al. 2015). The 116 AAL ROIs can be 
grouped into the following seven brain lobes by hierarchical clustering (Salvador et al. 2005): 
frontal (FP), parietal (PA), temporal (TE), medial temporal (MT), occipital (OC), subcortical (SU), 
and cerebellum (CE). The DOS atlas consists of 160 ROIs of 10mm-diameter spheres and was 
defined through a meta-analysis of five task fMRI studies. The ROIs of the DOS atlas are grouped 
into the following six functional networks: frontal-parietal (FP), default mode (DE), cingulo-
opercular (CO), sensorimotor (SE), occipital (OC), and cerebellum (CE) (Dosenbach et al. 2010). 
The DOS atlas has been applied in numerous brain imaging studies and has been integrated into 
several brain network toolboxes (Cao et al. 2014; Wang et al. 2011, 2015; Xia et al. 2013). 
 
For each ROI, an average time series was computed using rfMRI time series of all voxels that fell 
within the ROI, resulting in 116 and 160 time series for AAL and DOS atlases respectively. These 
signals were further temporally bandpass filtered (0.01 – 0.1 Hz) to decrease the effects of low-
frequency drift and high-frequency physiological noise. For each subject and each rfMRI run, the 
93 
 
sFC matrix was computed using Pearson’s correlations across the whole duration of rfMRI time 
series between all pairs of ROIs. This results in, after removing duplicates, 6,670 and 12,720 sFC 
elements in the sFC matrix for AAL and DOS atlases respectively.  
 
5.2.3 Sliding window, dFC and dFC ICC 
In Figure 5.1, the steps of deriving a dFC ICC map that corresponds to the test-retest reliability of 
dFC across the brain are illustrated.   
 
Figure 5. 1 Procedure of generating dFC ICC map. (a) Sliding windows were applied to bivariate 
ROI time series, resulting in an FC value for each window to construct the FC time series. (b) 
Three different dFC statistics (standard deviation, ALFF and excursion) were derived to 
characterize the dynamic properties of the FC time series. (c) Each dFC statistic 𝑑w was repeated 
for each of the 820 subjects and four runs of rfMRI data. (d) For each pair of ROIs, the test-retest 
reliability of dFC statistic 𝑑 was calculated using ICC based on the between-subject and within-
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subject variances of 𝑑. (e) Calculation of the ICC across all pairs of ROIs was implemented to 
construct the dFC ICC map.  
 
5.2.3.1 Sliding window analysis 
Let the full duration of an ROI time series be 𝑇; 𝑇 = 𝑇𝑅 × 𝑁	where 𝑇𝑅 = 720𝑚𝑠 is the repetition 
time and 𝑁 = 1200	is the number of time points. Let the width of the sliding window be 𝑤. 𝑤 =𝑇𝑅 × 𝑛 , where 𝑛 ∈ {20, 30,… , 200}. Based on simulation experiments, Leonardi and Van De 
Ville (2015) illustrated that spurious fluctuations of FC time series may occur when the window 
length was short with respect to the underlying fMRI frequency components. Thus, they suggested 
applying high-pass filtering to the fMRI time series that removes frequency components below 1/𝑤 where 𝑤 is the size of the sliding window in seconds. We implemented this highpass filtering 
in addition to the bandpass filtering (0.01–0.1 Hz) that was previously applied. We selected the 
size of sliding window to range from 20TR to 200TR in increments of 10TR, as the frequencies 
of the high-pass filtering and of the bandpass filtering overlap for the above range of window sizes. 
We excluded the window size of 10TR as the frequencies of the high-pass filtering (𝑓 > ¢¢©r 𝐻𝑧 =¢Ý.¥ 𝐻𝑧 = 0.14𝐻𝑧) and of the bandpass filtering (0.01 to 0.1 Hz) do not overlap. 
 
5.2.3.2 dFC statistics 
The Pearson correlation coefficient between time series 𝑥 = (𝑥v, 𝑥v¬¢, … , 𝑥v¬|£¢)  and 𝑦 =(𝑦v, 𝑦v¬¢,… , 𝑦v¬|£¢) for 𝑡 = 1, 2, 3, … , 𝑁 − 𝑛 + 1 is expressed as: 𝜌v = ∑ (¤àáâ£¤̅)(äàáâ£äµ)åæâçèé∑ (¤àáâ£¤̅)êåæâçè é∑ (äàáâ£äµ)êåæâçè     (5.1) 
Where ?̅? = ∑ 𝑥v¬w/𝑛|£¢wë , 𝑦µ = ∑ 𝑦v¬w/𝑛|£¢wë . 
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Here, 𝜌v captures the correlation within a sliding window 𝑤. The collection of 𝜌v across all sliding 
windows constructs the FC time series 𝜌 = [𝜌¢, 𝜌¥,… , 𝜌í¬|£¢]. Dynamic fluctuations of FC time 
series are quantified using the following three dFC statistics: standard deviation (Std), amplitude 
of low frequency fluctuations (ALFF) and excursion (Excursion) and each of these measures are 
further explained below. 
 
Std 
𝑑v = é ¢í£| ∑ (𝜌v − ?̅?)¥í£|¬¢vë¢      (5.2) 
where ?̅? is the average correlation across all time windows. Standard deviation of the FC time 
series, 𝜌, has been previously used as a measure of temporal variability of FC (Hindriks et al. 2016; 
Keilholz et al. 2013; Tomasi et al. 2016).  
 
ALFF 
The ALFF was originally designed to measure the slow fluctuations of the resting brain (Zang et 
al. 2007). In their analysis, the rfMRI time series was transformed into temporal frequencies 
through fast Fourier transform and then amplitudes within the generally considered fMRI 
frequency range (from 0.01 to 0.1 Hz) were averaged to estimate the ALFF statistic. 
 
For the FC time series derived from sliding window analysis, the effect of a finite window size is 
equivalent to applying a low-pass filter to the FC time series fluctuations with a cut-off frequency 1/𝑤 where 𝑤 is the size of the sliding window (Leonardi and Van De Ville 2015). To characterize 
dFC through ALFF we summed up the frequency components from 0 to 1/𝑤 Hz.  
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𝑑¼¹¹ = ¢|ï ∑ 𝛼w|ïwë¢      (5.3) 
where 𝑛} is the number of frequency components and 𝛼w corresponds to the amplitude of the ith 
frequency component. ALFF has been previously applied on FC time series to predict brain 
maturity at the individual level (Qin et al. 2015).  
 
Excursion 
The excursion dFC statistic was first devised by Zalesky et al. (2014). A time point t is considered 
as a median crossing point if the signs of 𝜌vð = 𝜌v −𝑚𝑒𝑑𝑖𝑎𝑛(𝜌) and	𝜌ñv£¢ = 𝜌v£¢ −𝑚𝑒𝑑𝑖𝑎𝑛(𝜌) 
are different and a pair of consecutive crossing points (𝑡ò, 𝑡ò¬¢) defines an excursion from the 
median value. If there are a total of 𝐾 + 1 crossing points (including the starting and ending points 
of the FC time series), the final statistic is derived as a summation across all excursions: 𝑑y¤w{| = ∑ 𝑙òôõòë¢ ℎòö    (5.4) 
Where 𝑙ò = 𝑡ò¬¢ − 𝑡ò is the excursion length, 	ℎò = max	{|𝜌vð |:	𝑡ò ≤ 𝑡 < 	 𝑡ò¬¢} is the excursion 
height and 𝛼	and	𝛽	control the relative weighting between length and height of the excursion. We 
set 𝛼 = 0.9	and	𝛽 = 1	as used in Zalesky et al. (2014).  
 
5.2.3.3 Test-retest reliability through ICC 
ICC is a statistical measure that quantifies the test-retest reliability (Shrout and Fleiss 1979) and 
ICC has been extensively implemented in rfMRI (Birn et al. 2014, 2013; Shah et al. 2016; 
Termenon et al. 2016; Zuo and Xing 2014). Here we define 𝑑w	(𝑖 = 1,2, … 820	and	𝑗 = 1,2,3,4) 
as the dFC statistic from the ith subject’s jth run. One-way random ANOVA model (with subject 
as the random effect) was used to calculate the ICC and is given as, 𝑑w = 𝜇 + 𝑠w + 𝑒w     (5.5) 
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Where 𝜇  is the group mean of all the observations in the population, the subject effect 𝑠w  is 
identically distributed with zero mean and variance 𝜎¥, the residual error term 𝑒w is identically 
distributed with zero mean and variance 𝜎ú¥ . While the model decomposes the total variability into 
between-subject variability 𝜎¥	 and within-subject variability 	𝜎ú¥ , ICC quantifies the relative 
magnitude of variance between the two components and is given by, 𝐼𝐶𝐶 = ûüêûüê¬ûýê       (5.6) 
An ICC value close to 0 represents poor reliability and an ICC value close to 1 indicates excellent 
reliability. ICC for sFC is derived in a similar manner. 
 
As each pair of ROIs generates an FC time series, the sFC and dFC matrices have the same size. 
The sFC, dFC, sFC ICC and dFC ICC are of size 116 × 116 for the AAL atlas and 160 × 160 for 
the DOS atlas. Once the ICC values are calculated, they can be categorized into different intervals 
by commonly used ICC cutoffs (Wang et al. 2011; Zuo and Xing 2014). However, Termenon et 
al. (2016) reported that it is more appropriate to assess reliability by the statistical significance of 
ICC. We compute statistical significance using the F-statistic and the F-statistic is derived using 
the following formula (McGraw and Wong 1996; Termenon et al. 2016; Wang et al. 2011):  𝐹 = ¢¬t(ò£¢)¢£t      (5.7) 
where 𝑘 = 4 is the number of repeated scans. The corresponding p-value was then computed using 
the F-statistic and the degrees of freedom 𝑑𝑓1 = 819, 𝑑𝑓2 = 2460 (for one-way ANOVA). 
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5.3 Results 
5.3.1 dFC ICC as a function of window size 
dFC ICC for different window sizes from 20 to 200TR and two different brain atlases (DOS and 
AAL) are illustrated in Figure 5.2 and 5.3. In Figure 5.2, dFC ICC values are averaged over all FC 
pairs across the whole brain. The average dFC ICC for the DOS atlas was relatively lower than 
that of the AAL atlas. However, for both atlases and all three dFC statistics, the average dFC ICC 
initially demonstrated a monotonic increase to an early peak and then monotonically decreased. 
The peak average dFC ICC values were observed at 50, 40 and 40 TR (for DOS) and 30, 30 and 
30 TR (for AAL) for Std, ALFF and Excursion respectively. We also note that, among the three 
dFC statistics, Excursion exhibited the highest dFC ICC for all window sizes and this result was 
consistent for both AAL and DOS atlases. 
 
Figure 5. 2 Average dFC ICC across the whole brain, as a function of window size (from 20 to 
200TR) for three dFC statistics (Std, ALFF and Excursions).  
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Figure 5. 3 Average dFC ICC between brain networks as a function of window size (from 20 to 
200TR). The top row is for the DOS atlas (6 networks, 21 network pairs) and the bottom row is 
for the AAL atlas (7 networks, 28 network pairs). For each network pair, dFC ICC values are 
presented in color and the white dot indicates the location of the peak average dFC ICC. Intra-
network dFC ICC cases are illustrated in the top rows of the images, followed by inter-network 
pairs. The DOS atlas networks are: FP, frontal-parietal; DE, default mode; CO, cingulo-opercular; 
SE, sensorimotor; OC, occipital; CE, cerebellum. The AAL atlas networks are: FR, frontal; PA, 
parietal; TE, temporal; MT, medial temporal; OC, occipital; SU, subcortical; CE, cerebellum.  
 
In Figure 5.3 we illustrate dFC ICC at the network level. The ROIs were grouped into large brain 
networks as described in the Methods section and the average dFC ICC between network pairs 
were calculated. For the DOS atlas, the within FP network demonstrated the highest average dFC 
ICC among all the network pairs. Other network pairs showing high dFC ICC were DE-DE, DE-
FP, OC-OC, and SE-SE. For the AAL atlas, the average ICC within OC network was the highest 
while network pairs PA-PA, TE-TE, TE-PA, OC-PA and OC-TE showed higher average dFC ICC 
among the others. 
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In Figure 5.3 the peak dFC ICC for each network pair is indicated by a white dot. dFC ICC 
followed an inverted U-curve as the window size increased or monotonically decreased if the peak 
dFC ICC was at the smallest window size. In general, the peak window size occurs at less than 
50TR, especially for network pairs that demonstrate higher ICC levels. 
 
5.3.2 Associations between sFC, sFC ICC, dFC and dFC ICC 
 
Figure 5. 4 sFC, sFC ICC, dFC and dFC ICC maps for the DOS atlas. For dFC derivation a sliding 
window of 40TR and the Excursion statistic is applied. 160 ROIs are divided into six brain 
networks and the dashed lines represent the network boundaries. (same figure with matched color 
scales is presented in Figure 5.5). 
101 
 
 
Figure 5. 5 sFC, sFC ICC, dFC and dFC ICC maps for the DOS atlas. For dFC derivation a sliding 
window of 40TR and the Excursion statistic is applied. 160 ROIs are divided into six brain 
networks and the dashed lines represent the network boundaries. (color scales are matched) 
 
Whole brain sFC, dFC and their ICC maps are presented in Figure 5.4 (for the DOS atlas) and in 
Figure 5.6 (for the AAL atlas). A sliding window of 40 TR and the Excursion statistic were selected 
for the DOS atlas (Figure 5.4) while a sliding window of 30 TR and the Excursion statistic were 
selected for the AAL atlas (Figure 5.6). These window sizes and Excursion as the dFC statistic 
were chosen to be represents as they exhibited the highest average dFC ICC (Figure 5.2). The sFC 
and dFC matrices were averaged across all 820 subjects and all four runs. The sFC ICC map of 
the DOS atlas indicated that the frontal-parietal, default mode, sensorimotor, and occipital 
networks demonstrated high sFC reliability. The sFC ICC pattern was smoother for the AAL atlas 
102 
 
compared to the DOS atlas as the AAL ROI time series were derived by averaging a larger number 
of voxels. The sFC ICC map of the AAL atlas indicated that frontal, parietal, temporal and occipital 
regions demonstrated high sFC reliability. After applying Bonferroni correction for multiple 
comparisons at 𝑝 < 0.05, 99.89% (12,706 out of 12,720) of DOS sFC ICCs and 99.96% (6,667 
out of 6,670) of AAL sFC ICCs remained statistically significant. 
 
Figure 5. 6 sFC, sFC ICC, dFC and dFC ICC maps for the AAL atlas. For dFC derivation a sliding 
window of 30TR and the Excursion statistic is applied. 116 ROIs are divided into seven brain 
networks and the dashed lines represent the network boundaries. (color scales are matched) 
 
Overall, the dFC ICCs were lower than sFC ICCs. For the DOS atlas 31.97% (4,067 out of 12,720) 
of the dFC ICCs and for the AAL atlas 72.40% (4,829 out of 6,670) of the dFC ICCs remained 
significant after Bonferroni correction at 𝑝 < 0.05. However, the spatial distribution of dFC ICC 
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was similar to that of sFC ICC, indicating that FCs that demonstrated high sFC ICC also 
demonstrated high dFC ICC. Intra-network FCs in the frontal-parietal, default mode, sensorimotor 
and occipital networks showed high sFC ICC and these networks also demonstrated high sFC but 
low dFC. This pattern was also noted in some regions of the default mode–occipital FCs and 
cerebellum–occipital FCs.  
Figure 5. 7 Associations between sFC, sFC ICC, dFC and dFC ICC of the DOS atlas across the 
brain, as heat maps for all FC pairs; sliding window size = 40TR with Excursion as the dFC statistic. 
Red arrows indicate positive correlations and blue arrows indicate negative correlations. 
 
In order to quantitatively investigate the associations between sFC, sFC ICC, dFC and dFC ICC, 
in Figure 5.7 we present scatter plots between these measures across all FC pairs. Two strongly 
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positive and two strongly negative correlations are observed. Positive correlations were noted 
between sFC and sFC ICC (r = +0.58) and between sFC ICC and dFC ICC (r = +0.79). Negative 
correlations were noted between sFC and dFC (r = -0.88) and between dFC and dFC ICC (r = -
0.82). Higher sFC generally corresponded to higher sFC ICC and lower dFC. A stronger sFC 
showed less dynamic fluctuation but the dFC was more reliable. Conversely, a higher dFC 
corresponded to a lower dFC ICC. Similar correlation associations were reported for the AAL atlas 
as well (Figure 5.8). Robustness of these associations for different sliding window sizes and dFC 
statistics for both the DOS and AAL atlases is presented in Figure 5.9. Correlation values reported 
in Figure 5.9 are all statistically significant (𝑝 < 1𝐸 − 10). 
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Figure 5. 8 Associations between sFC, sFC ICC, dFC and dFC ICC of the AAL atlas across the 
brain, as heat maps for all FC pairs; sliding window size = 30TR and the dFC statistic is the 
Excursion. Red arrows indicate positive correlations and blue arrows indicate negative correlations. 
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Figure 5. 9 Correlation coefficients between sFC, dFC, sFC ICC and dFC ICC, as a function of 
two brain atlases (DOS and AAL), three dFC statistics (Std, ALFF, Excursion) and 19 sliding 
window sizes (from 20 to 200TR).  
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5.4 Discussions and conclusions 
5.4.1 Associations between sFC, dFC and their ICCs 
One major contribution of this study is characterizing the reliability of dFC through ICC and 
capturing the relationship between dFC and dFC ICC. One set of exemplar spatial maps and 
associations between sFC, dFC and their ICCs were illustrated in Figure 5.4 and 5.7. For sFC, 
more than 99.5% of the ICCs are statistically significant under the strict Bonferroni criterion. The 
reported positive correlation between sFC and sFC ICC indicates that a higher sFC is generally 
accompanied by a higher sFC ICC and indicated that higher sFC is more reliable. At the same time, 
dFC demonstrates a strong negative correlation with sFC. Given that the sFC characterizes an 
overall FC level for the whole duration of the rfMRI scan, this anti-correlation between sFC and 
dFC statistics clearly illustrates that the FC fluctuation is reduced when the average FC strength is 
high and vice versa (Thompson and Fransson 2015; Zalesky et al. 2014). The functional 
significance of this finding is discussed in the next section.  
 
Overall, dFC ICC is lower compared to sFC ICC, indicating that studies should be cautious when 
implementing dFC analyses and while inferring findings from dFC statistics. While sFC is 
positively correlated with sFC ICC, the distinctive finding about the dFC is that the dFC statistic 
is strongly negatively correlated with the dFC ICC. The fact that dFC ICC decreases as the dFC 
statistic increases reveals that, compared to sFC, the dFC statistics derived by the sliding window 
method are more susceptible to biological and other forms of noise. A dFC statistic with a high 
statistical significance but a low reliability should be used with caution in studies that associate 
dFC with brain function and behavior. Finally, all the above-mentioned positive and negative 
correlations would lead to the strong positive correlation between sFC ICC and dFC ICC, which 
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states that the sFC ICC and dFC ICC of the same FC pair are commensurate. A high sFC ICC 
generally corresponds to a high dFC ICC and regions with both high sFC ICC and high dFC ICC 
will be discussed in the next section.  
 
5.4.2 Spatial pattern of dFC and dFC ICC 
Figure 5.4 indicates that the within-network sFC is high in the frontal-parietal, default mode, 
sensorimotor and occipital networks. In these networks, we also note that the dFC statistic is low 
but dFC ICC is high. The negative correlation between sFC and dFC we present here has been 
reported previously (Choe et al. 2017; Zalesky et al. 2014). Choe et al. (2017) showed that within-
network FC involving visual, cognitive control, and default mode regions demonstrated lower 
variance than the neighboring inter-network FC. As these within-network FC features are less 
dynamic, they demonstrated a relatively consistent profile across brain states (especially obvious 
for the visual network, Figure 9-11 in Choe et al. 2017). Zalesky et al. (2014) applied a time-
averaged modular decomposition analysis which assumed that the communities of brain regions 
were dynamically configured. Intra-modular connections from the visual, default mode and 
somatomotor modules were found to be more static while the inter-modular connections were more 
dynamic. Zalesky et al. (2014) also reported that dynamic connections were significantly more 
prevalent between spatially distant regions and the most dynamic connections were the 
connections with the weakest sFC. Less dynamic intra-network FC of frontal-parietal, default 
mode, sensorimotor and visual networks indicates stable canonical local processing in these 
regions. The more flexible FC, with low time-averaged sFC and high dFC, indicates temporal 
reconfiguration of the brain’s modular structure to facilitate transient psychological states that 
require dynamic integrations of brain functions (Chang and Glover 2010; Cole et al. 2013).  
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In this study, in addition to replicating previously reported dFC patterns, we also report the 
reliability of the sFC and dFC patterns. The negative correlation between dFC and dFC ICC can 
be utilized to guide studies on how to incorporate dFC features more appropriately. Although intra-
network dFC is low in the frontal-parietal, default mode, sensorimotor and occipital networks, dFC 
ICC in these areas is high and hence dFC in these regions may be of greater use in studies exploring 
the functional or biological relevance of the FC fluctuations. FC features, e.g. inter-network 
connections, that show high dFC but low dFC ICC, should be used more cautiously and 
interpretations based on such dFC statistics should be restricted. 
 
5.4.3 dFC ICC as a function of window size 
In this study, we examined dFC ICC for a range of sliding window sizes from 20 to 200TR 
corresponding to 14.4 to 144 seconds, covering a large range of window sizes and providing 
support for selection of window size from the reliability perspective. The trade-off between large 
and small window sizes is that, a large window can be insensitive to transient changes while a 
small window may generate spurious fluctuations. While previous analytical methods provide 
guidelines for the choice of window size (Leonardi and Van De Ville 2015; Zalesky and 
Breakspear 2015), studies generally adopt two ways of investigating dFC using the sliding window 
approach, either with the choice of one particular window size (Allen et al. 2014; Rashid et al. 
2014; Thompson and Fransson 2015; Zalesky et al. 2014) or with a range of window sizes 
(Gonzalez-Castillo et al. 2015; Qin et al. 2015). In Gonzalez-Castillo et al. (2015), robust tracking 
of cognitive states was achieved for windows as short as 22.5 seconds. In Qin et al. (2015), age 
prediction for window sizes within a range of 30 to 64 seconds was highly significant. To explore 
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the reliability of sliding window dFC statistics, Lindquist et al. (2014) designed simulation 
experiments using four window sizes: 15, 30, 60 and 120 time points. It was reported that dFC 
statistics with sliding windows of 60 or 120 time points were most reliable. Choe et al. (2017) 
indicated that the reliability of dFC statistics decreased as the window size increased from 22 to 
86 seconds. Our results demonstrated that the average dFC ICC followed an inverted U curve and 
this result was consistent across two brain atlases and three different dFC statistics. The ICC curves 
in Figure 5.2 suggest that the peak ICC averaged across the whole brain occurred at window sizes 
from 30 to 50TR (21.6 to 36 seconds). ICC averaged within individual network pairs displayed 
similar results (Figure 5.3), with most peaks appearing at a window size of 50TR or less. Results 
from this study indicate that a window size of 30-60 seconds, as used in previous studies (Allen et 
al. 2014; Leonardi and Van De Ville 2015; Qin et al. 2015; Rashid et al. 2014; Zalesky et al. 2014; 
Zalesky and Breakspear 2015) achieves reasonable dFC reliability. While the overall trend of the 
dFC ICC as a function of window size is consistent, the choice of brain atlas, dFC statistic, and 
network pair has an effect on the optimal window size that maximizes dFC ICC.  
 
5.4.4 dFC models and statistics 
While various models have been utilized to characterize dynamics of FC (Bassett et al. 2015; 
Chang and Glover 2010; Hutchison et al. 2013; Lindquist et al. 2014), this study focuses on the 
sliding window approach and compares the reliability of three dFC statistics. As an easy-to-use 
and popular method to model FC fluctuations, the sliding window analysis has been successfully 
applied in many previous studies (Allen et al. 2014; Damaraju et al. 2014; Gonzalez-Castillo et al. 
2015; Nomi et al. 2016; Qin et al. 2015; Rashid et al. 2016; Zalesky et al. 2014) while some other 
studies have questioned this approach (Choe et al. 2017; Hindriks et al. 2016; Lindquist et al. 2014). 
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As only a few studies have investigated the reliability of dFC using the sliding window method, 
more experiments as ours are required to direct more appropriate implementations of sliding 
window dFC analyses to derive more reliable dFC associations with brain function. One important 
point in evaluating the reliability of dFC statistics is that the methodological details may greatly 
influence the results. While Choe et al. (2017) reported low reliability of a few dFC brain state 
measures, Abrol et al. (2017) demonstrated reproducible dynamic patterns and claimed that the 
disparity of results with respect to Choe et al. could be attributed to methodological differences in 
the initialization of the clustering analysis. Therefore, dFC studies should provide all processing 
steps and parameters used when reporting their results. In this study, we investigated three dFC 
statistics (Std (Choe et al. 2017; Thompson and Fransson 2015), ALFF (Qin et al. 2015) and the 
non-linear Excursion (Zalesky et al. 2014)). All three measures exhibited similar results for the 
spatial pattern of dFC ICC, the trend of dFC ICC across different window sizes, and the correlation 
between sFC ICC and dFC ICC. The Excursion statistic showed consistently higher dFC ICC 
compared to the other two measures. However, as indicated in Varikuti et al. (2016), the improved 
reliability can come at the expense of potentially poorer biological validity. Compromises are 
necessary between maximizing test-retest reliability and removing variance that may be non-
neuronal. Considering that validity and reliability are two important aspects for studies exploring 
individual differences of fMRI (Dubois and Adolphs 2016), one solution to confirm the neural 
relevance of the FC fluctuations is to integrate with other imaging modalities (Hutchison et al. 
2013). In this study, we implemented an age prediction experiment using the dFC statistic as 
predictors and will discuss the results in the next section.  
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5.4.5 Age prediction by dFC statistics 
In addition to investigating the reliability of dFC as a function of both the window size and the 
choice of dFC statistic, we checked if dFC statistics can be used to effectively predict individual 
biological features and what is the effect of derivation parameters on prediction performance. In 
our recent studies (Zhang et al. 2016, 2018), age and gender have been demonstrated to have 
significant effect on FC and gender can be effectively predicted using sFC. In this study, as an 
extension, we evaluated the effect of window size and dFC statistic on age prediction performance 
and compared these results with the effect of window size and dFC statistic on the reliability of 
dFC. As in our gender prediction study (Zhang et al. 2018) which predicted gender using rfMRI 
sFC, we utilized partial least squares regression (PLSR) for age prediction using rfMRI dFC. PLSR 
can be considered as a supervised version of principal component analysis and PLSR derives linear 
combinations of the original predictors so that the newly generated latent variables effectively 
predict the target variable (Abdi 2010). PLSR has been demonstrated to be well suited for 
exploring associations between brain’s functional activity and subject behavior (Krishnan et al. 
2011; McIntosh and Lobaugh 2004; Qin et al. 2015; Ziegler et al. 2013). A ten-fold cross-
validation with ten PLSR components was implemented, across all window sizes and the three 
dFC statistics (Std, ALFF, and Excursion). For each window size and each dFC statistic, 12,720 
and 6,670 dFC features from all 820 subjects were fed into the predictive model, for the DOS and 
the AAL atlases respectively. Further details of the predictive modeling can be found in Zhang et 
al. (2018).  
 
Age prediction performance was evaluated by the correlation coefficient between actual and 
predicted ages (Finn et al. 2015b; Qin et al. 2015) for various sliding window sizes and dFC 
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statistics. Figure 5.10 illustrates that dFC features derived using the AAL atlas performed better 
than those of the DOS atlas for age prediction. The prediction correlation curves, as a function of 
sliding window size, demonstrated an approximate inverted U shape across window sizes. 
Correlation coefficients oscillated up to a window size of 140TR and then steadily decreased for 
larger windows. The optimal sliding window sizes, in terms of the prediction performance, for the 
DOS atlas were 70, 70 and 90TR for the Std, ALFF, and Excursion respectively. The optimal 
sliding window sizes for the AAL atlas were 40, 50, and 50TR for the Std, ALFF, and Excursion 
respectively. As shown in Figure 5.10, compared to the other two dFC statistics, the Excursion 
statistic exhibited generally the highest (at least as comparable as other two dFC statistics for 
several window sizes) prediction accuracy indicating that this specific dFC statistic may perform 
better in maximizing reliability as well as maintaining individual differences of brain functions. 
Results from this study can help identify dFC models and dFC statistics that maximize the 
reliability and utility of dFC statistics.  
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Figure 5. 10 Age prediction performance using dFC statistics as features. Age prediction 
performance was assessed by the correlation coefficient between actual and predicted ages. For 
each window size and each dFC statistic, prediction was implemented by utilizing the dFC 
statistics across the brain as predictive features in PLSR. Prediction correlation coefficients were 
averaged across four runs of rfMRI data.  
5.4.6 Conclusions 
Utilizing four runs of rfMRI from 820 subjects from the HCP, this study investigated the test-retest 
reliability of sFC and dFC statistics derived through the sliding window approach. While the sFC 
ICC and dFC ICC were positively correlated, dFC statistics with high values were less reliable. 
FCs illustrating a higher ICC for both sFC and dFC included intra-network connections in frontal-
parietal, default mode, sensorimotor and occipital networks. The variation of dFC ICC across 
window sizes demonstrated an inverted U shape with the peak locations appearing at less than 
50TR. Among the three dFC statistics that characterize FC fluctuations, the Excursion achieved 
the highest reliability and the highest age prediction accuracy. This systematic exploration of 
reliability for dFC statistics is helpful to understand the implication of dFC and would instruct 
appropriate applications of sliding window analysis to derive a dFC statistic that is associated with 
brain functions.   
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Chapter 6 
Prediction of individual biological and behavioral measures 
with sFC and dFC 
One important application of FC features is to predict individual biological and behavioral subject 
measures. While previous studies mainly focused on predictive modeling using sFC features, 
recent studies have begun using dFC statistics as they may potentially provide additional 
information about brain function. Studies typically use a small number of subjects and prediction 
accuracies between sFC and dFC are compared. However, the generalizability of prediction 
performance to a large cohort is not clear. Moreover, how much additional information dFC 
statistics bring to the predictive power has not been investigated. In this study, we implement 
experiments that systematically explore the predictability of individual biological and behavioral 
measures using sFC and dFC. The dimensions of our exploration include type of FC feature (sFC, 
dFC and sFC+dFC), the subject measures to be predicted (age, fluid intelligence, and two language 
scores), machine learning algorithms (Ridge, PLSR, and RF), and dFC parameters (sliding window 
size and dFC statistic). Initial results are shown in this chapter, illustrating that individual subject 
measures can be significantly predicted by FC features. While dFC by itself performs worse than 
sFC in prediction accuracy, if appropriate parameters and models are utilized, adding dFC features 
to sFC can significantly increase the predictive power. High functioning brain systems, such as 
default mode, cingulo-opercular, and sensorimotor networks, mainly contribute to individual 
characterization. This study facilitates understanding the association between sFC and dFC and 
the utility of FC features in predicting individual subject measures. 
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6.1 Motivation 
Up to this point of the thesis, we have discussed about two types of FC statistics derived from 
rfMRI data: sFC and dFC. Chapter 3 explored the gender and age effects on sFC and the 
subsequently derived graph properties. Chapter 4 implemented a gender prediction experiment 
using sFC as predictors. Chapter 5 investigated the test-retest reliability of dFC statistics by the 
sliding window method and also explored the association between sFC and dFC statistics. While 
sFC represents average strength of the functional connections between ROIs during the scanning 
period, dFC statistics characterize variation of those functional connections on shorter temporal 
scales. Therefore, characterization of dFC may provide additional information about brain function. 
As predicting personality traits and building a science of individual differences from rfMRI is 
potentially useful but challenging (Dubois et al. 2018; Dubois and Adolphs 2016), recent studies 
inspired by the fast evolving dFC analyses have implemented predictive modeling of individual 
subject measure by dFC features and compared the performance with sFC features (Chen et al. 
2017; Chiang et al.; Liu et al. 2017). However, in previous studies sizes of the rfMRI datasets were 
small (N<200). As such the generalizability of prediction performance is not clear. Different types 
of sFC and dFC statistics have been derived and compared to evaluate the prediction performance 
but the effect of combining sFC and dFC features together has not been explored. How much 
additional information the dFC is adding to the sFC in predictive modeling is unknown. In this 
study, we implement a prediction experiment of individual biological and behavioral measures 
using three types of FC features: sFC, dFC and sFC+dFC. A large rfMRI dataset (N=820) from 
the HCP is utilized and multiple subject measures and machine learning algorithms are applied. 
Results of this study will demonstrate the utility of FC statistics in predicting individual subject 
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measures for a large number of subjects and also help better understand the association between 
sFC and dFC.  
 
6.2 Methods 
6.2.1 Dataset 
rfMRI data from 820 HCP subjects as presented in Chapter 4 and 5 are used in this study. Data 
from all four rfMRI runs are included. Four biological and behavioral subject measures are 
predicted: age (Age_in_Yrs), fluid intelligence (PMAT24_A_CR), picture vocabulary 
(PicVocab_AgeAdj) and oral reading recognition (ReadEng_AgeAdj). These subject measures are 
arbitrarily selected as the objective of this predictive modeling is to investigate the utility of FC 
features in predicting biological and behavioral measures.  
 
6.2.2 FC features 
FC statistics across the whole brain serve as predictors or features in the predictive modeling. 
Using the DOS atlas (for brevity in this chapter we only present results for the DOS atlas), sFC 
and dFC features are derived, as illustrated in Chapter 4 and 5. FC features are averaged across the 
four runs of rfMRI data. Three types of FC features are fed into the machine learning algorithms: 
sFC, dFC and sFC+dFC, corresponding to 12,720, 12,720, 25,440 features respectively. While 
there is only one set of sFC features, for dFC there are two dimensions of variations: window size 
(20 to 200TR) and the choice of dFC statistic (Std, ALFF, and Excursion).  
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6.2.3 Machine learning models 
As introduced in Section 2.3.4, high dimensionality and multi-collinearity are two characteristics 
of FC features. To achieve effective prediction of individual subject measures by these FC features, 
three machine learning models (Ridge regression, PLSR, and random forest (RF) regression) 
introduced in Chapter 2 are implemented in this study. The scikit-learn python package 
(http://scikit-learn.org) is utilized to implement prediction. Hyper-parameters to be tuned by cross 
validation are: regularization strength (alpha= [0.1, 1, 10]) for the Ridge regression, number of 
components (n_components= [5, 6, 7, 8, 9, 10]) for PLSR, and maximum depth of decision tree 
(max_depth= [5, 10, 15]) for RF regression. For the RF model, the number of trees is set to 200 
and maximum number of features to check at each split is set to ‘sqrt’ (the number of features to 
check for potential split variable is the square root of the total number of features).  
 
6.2.4 Cross validation and model evaluation 
A nested five-fold cross validation is applied in this study. While the inner loop tunes the hyper-
parameters and trains the model, the outer loop implements the prediction on test subjects using 
the trained model. The Pearson correlation coefficient between the observed subject measures and 
the predicted subject measures is the performance index used to evaluate the prediction model. To 
quantify the statistical significance of the prediction performance, a null distribution is derived in 
which the order of target variable is randomized to construct the null model (introduced in Section 
4.2.4). To characterize the feature importance of each FC feature, unlike in Chapter 4 where a 
bootstrap resampling was applied and the bootstrap ratio was calculated, in this study a slightly 
different scheme is applied. For example, a distribution of regression coefficient for a specific FC 
feature using Ridge regression is derived by a large number of trials where in each trial the splitting 
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of subjects in cross validation is randomized. Then the FC-wise feature importance is calculated 
as the ratio of mean and standard deviation of that distribution. The ROI-wise feature importance 
is derived by dividing each FC-wise feature importance by two, assigning those two halves equally 
to the corresponding two ROIs, and summing up the ROI feature importance values across all 
other ROIs (for positive and negative feature importance separately, as applied in Dosenbach et al. 
2010).  
 
To be more conservative, given the family structure of the HCP subjects, to ensure that subjects in 
one family are within a training, validation or test set, a separate group label is included so that 
subjects of the same group label are within one set to avoid data leaking (the GroupKFold feature 
in scikit-learn). 
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6.3 Results 
6.3.1 Prediction performance as a function of FC feature type, machine learning model, and dFC 
parameter 
Results of predicting individual subject’s biological or behavioral measure by FC features are 
shown in Figure 6.1 to Figure 6.4, for the four subject measures separately. Pearson correlation 
coefficients between observed and predicted measures are shown as a function of FC feature type 
(sFC, dFC and sFC+dFC), machine learning model (Ridge, PLSR and RF), dFC sliding window 
size (20 to 200TR), and dFC statistic (Std, ALFF, Excursion). In order to better compare the results 
between sFC, dFC and sFC+dFC, the prediction performance of sFC (corr_sFC) is indicated and 
the prediction performance of dFC and sFC+dFC are shown as their difference with sFC: 
corr_dFC-corr_sFC, corr_sFCdFC-corr_sFC. As such, for dFC and sFC+dFC features, a value 
above zero indicates a better prediction accuracy compared to sFC and a value below zero indicates 
a poorer prediction accuracy compared to sFC.  
 
The observations are: (1) For all four subject measures (age, fluid intelligence, picture vocabulary, 
and oral reading recognition), among the three machine learning models, RF performs the worst. 
While the Ridge always gives the highest prediction accuracy, PLSR generally demonstrates a 
very comparable result with the Ridge. (2) For the investigated machine learning algorithms and 
dFC statistics, except for rare cases (e.g. fluid intelligence prediction using the ALFF statistic from 
100 to 190TR), dFC feature by itself hardly provides a better prediction compared to sFC. (3) In 
many cases, combining dFC with sFC features marginally increase the prediction accuracy and 
this improvement is dependent on machine learning algorithm and dFC parameter. Moreover, 
when the dFC prediction accuracy is high, the corresponding sFC+dFC prediction accuracy is also 
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high. For all four subject measures, sFC+dFC achieves the highest prediction accuracy. (4) The 
combination of predictive model and dFC parameters that generates the highest prediction 
accuracy varies across different subject measures. Table 6.1 lists the machine learning model and 
dFC parameters for the highest corr_sFCdFC for each subject measure.  
 
Table 6. 1 Machine learning model and dFC parameters that correspond to the highest prediction 
accuracy for each subject measure 
Subject measure maximum corr_sFCdFC 
machine 
learning model 
dFC 
window 
size 
dFC 
statistic 
corr_sFC/ 
corr_dFC 
Age 0.440 Ridge 30TR Excursion 0.422/0.262 
Fluid intelligence 0.257 Ridge 30TR ALFF 0.217/0.234 
Picture vocabulary 0.311 Ridge 130TR Excursion 0.300/0.225 
Oral reading recognition 0.233 Ridge 70TR Std 0.223/0.167 
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Figure 6. 1 Age prediction performance presented as Pearson correlation coefficient between 
observed and predicted values, as a function of FC feature type (sFC, dFC, sFC+dFC), machine 
learning model (Ridge, PLSR, RF), dFC sliding window size (20 to 200TR), and dFC statistic (Std, 
ALFF, Excursion). The prediction performance of sFC is indicated as corr_sFC and the highest 
corr_sFC among the three machine learning models is displayed in red. The prediction 
performance of dFC and sFC+dFC are shown as a difference value with sFC, indicated as 
corr_dFC-corr_sFC and corr_sFCdFC-corr_sFC respectively. A bar value above zero indicates 
improvement in prediction accuracy compared to sFC and a bar value below zero indicates poorer 
prediction accuracy compared to sFC.  
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Figure 6. 2 Fluid intelligence prediction performance presented as Pearson correlation coefficient 
between observed and predicted values, as a function of FC feature type (sFC, dFC, sFC+dFC), 
machine learning model (Ridge, PLSR, RF), dFC sliding window size (20 to 200TR), and dFC 
statistic (Std, ALFF, Excursion). The prediction performance of sFC is indicated as corr_sFC and 
the highest corr_sFC among the three machine learning models is displayed in red. The prediction 
performance of dFC and sFC+dFC are shown as a difference value with sFC, indicated as 
corr_dFC-corr_sFC and corr_sFCdFC-corr_sFC respectively. A bar value above zero indicates 
improvement in prediction accuracy compared to sFC and a bar value below zero indicates poorer 
prediction accuracy compared to sFC.  
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Figure 6. 3 Picture vocabulary prediction performance presented as Pearson correlation coefficient 
between observed and predicted values, as a function of FC feature type (sFC, dFC, sFC+dFC), 
machine learning model (Ridge, PLSR, RF), dFC sliding window size (20 to 200TR), and dFC 
statistic (Std, ALFF, Excursion). The prediction performance of sFC is indicated as corr_sFC and 
the highest corr_sFC among the three machine learning models is displayed in red. The prediction 
performance of dFC and sFC+dFC are shown as a difference value with sFC, indicated as 
corr_dFC-corr_sFC and corr_sFCdFC-corr_sFC respectively. A bar value above zero indicates 
improvement in prediction accuracy compared to sFC and a bar value below zero indicates poorer 
prediction accuracy compared to sFC.  
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Figure 6. 4 Oral reading recognition prediction performance presented as Pearson correlation 
coefficient between observed and predicted values, as a function of FC feature type (sFC, dFC, 
sFC+dFC), machine learning model (Ridge, PLSR, RF), dFC sliding window size (20 to 200TR), 
and dFC statistic (Std, ALFF, Excursion). The prediction performance of sFC is indicated as 
corr_sFC and the highest corr_sFC among the three machine learning models is displayed in red. 
The prediction performance of dFC and sFC+dFC are shown as a difference value with sFC, 
indicated as corr_dFC-corr_sFC and corr_sFCdFC-corr_sFC respectively. A bar value above zero 
indicates improvement in prediction accuracy compared to sFC and a bar value below zero 
indicates poorer prediction accuracy compared to sFC.  
  
126 
 
6.3.2 Statistical significance of the higher prediction accuracy after adding dFC features 
For the results shown in Figure 6.1 to 6.4, the prediction is run for one trial. Therefore, for the 
cases where the prediction accuracy is increased after adding dFC statistics as additional features 
(corr_sFCdFC>corr_sFC), statistical significance of the difference is unknown. Prediction of 20 
trials (each differs in the splitting of subjects in cross validation) is implemented to examine the 
statistical significance of difference between corr_sFCdFC and corr_sFC and the results are shown 
in Figure 6.5. One tailed two sample t-test is applied to indicate whether corr_sFCdFC is 
significantly larger than corr_sFC. Results in Figure 6.5 indicate that in the one trial prediction 
experiment (Figure 6.1 to 6.4) a larger value of corr_sFCdFC-corr_sFC generally corresponds to 
a more significant increase in the prediction accuracy. This experiment provides statistical 
evidence that compared to sFC itself combining dFC and sFC with appropriate parameters can 
significantly increase the predictive power for individual subject measures.  
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Figure 6. 5 Statistical test of the effect of adding dFC features on prediction accuracy for individual 
subject measures. Age prediction by PLSR using the Excursion as the dFC feature (left) and fluid 
intelligence prediction by PLSR using the ALFF as the dFC feature (right) are shown. The top row 
presents the one trial results extracted from Figure 6.1 and 6.2. The bottom row illustrates the 
results of 20 trials for the prediction accuracy (corr_sFCdFC vs. corr_sFC) where mean and 
standard deviation (as the errorbar) are shown. One-star symbol represents that corr_sFCdFC is 
significantly larger than corr_sFC for p<0.05 and two-star symbol represents that corr_sFCdFC is 
significantly larger than corr_sFC for p<0.05 Bonferroni corrected.  
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6.3.3 Scatter plot and statistical significance of prediction 
 
Figure 6. 6 Scatter plot of observed individual subject measure vs. predicted individual subject 
measure. Two exemplar plots correspond to the highest prediction accuracy for age and fluid 
intelligence shown in Table 6.1. Statistical significance p value is derived by the permutation test 
with 1000 repetitions or trials. The blue line is the linear regression line indicating the positive 
correlation between observed and predicted subject measures. The green and red lines represent 
the lower and upper bounds for the 95% prediction intervals, calculated from 100 trials of different 
splits in cross validation.  
 
To better understand the predictive power of FC features, scatter plot and statistical significance 
of the prediction are derived for the highest prediction accuracy for age and fluid intelligence listed 
in Table 6.1. Positive correlations between the observed and predicted individual subject measures 
are shown and the statistical significance of prediction is confirmed by permutation tests. Most 
scatter points are within the 95% prediction interval.  
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6.3.4 Distribution of feature importance for prediction 
 
Figure 6. 7 Distribution of feature importance for prediction of age by the Ridge regression using 
the Excursion at 30TR as dFC feature. Four sets of features are explored: sFC in sFC prediction, 
dFC in dFC prediction, sFC in sFC+dFC prediction, and dFC in sFC+dFC prediction. Since there 
are both positive and negative feature importance, a total of eight maps are provided. Two ways 
of demonstrating distribution of feature importance are included: at the network level (feature 
importance of FC features within a pair of networks is summed up) and at the ROI level (feature 
importance of ROIs is derived as introduced in Section 6.2.4).  
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Figure 6. 8 Distribution of feature importance for prediction of fluid intelligence by the Ridge 
regression using the ALFF at 30TR as dFC feature. Four sets of features are explored: sFC in sFC 
prediction, dFC in dFC prediction, sFC in sFC+dFC prediction, and dFC in sFC+dFC prediction. 
Since there are both positive and negative feature importance, a total of eight maps are provided. 
Two ways of demonstrating distribution of feature importance are included: at the network level 
(feature importance of FC features within a pair of networks is summed up) and at the ROI level 
(feature importance of ROIs is derived as introduced in Section 6.2.4).  
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Figure 6. 9 Distribution of feature importance for prediction of picture vocabulary by the Ridge 
regression using the Excursion at 130TR as dFC feature. Four sets of features are explored: sFC 
in sFC prediction, dFC in dFC prediction, sFC in sFC+dFC prediction, and dFC in sFC+dFC 
prediction. Since there are both positive and negative feature importance, a total of eight maps are 
provided. Two ways of demonstrating distribution of feature importance are included: at the 
network level (feature importance of FC features within a pair of networks is summed up) and at 
the ROI level (feature importance of ROIs is derived as introduced in Section 6.2.4).  
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Figure 6. 10 Distribution of feature importance for prediction of oral reading recognition by the 
Ridge regression using the Std at 70TR as dFC feature. Four sets of features are explored: sFC in 
sFC prediction, dFC in dFC prediction, sFC in sFC+dFC prediction, and dFC in sFC+dFC 
prediction. Since there are both positive and negative feature importance, a total of eight maps are 
provided. Two ways of demonstrating distribution of feature importance are included: at the 
network level (feature importance of FC features within a pair of networks is summed up) and at 
the ROI level (feature importance of ROIs is derived as introduced in Section 6.2.4).  
 
To demonstrate the distribution of feature importance in the predictive model, four sets of 
predictions that illustrate the highest prediction accuracy for each subject measure investigated 
(Table 6.1) are explored. Both the distribution on the network level (top row of Figure 6.7 to 6.10) 
and on the ROI level (bottom row of Figure 6.7 to 6.10) are presented. A positive feature 
importance indicates that the corresponding FC feature is positively correlated with the predicted 
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subject measure and a negative feature importance indicates that the corresponding FC feature is 
negatively correlated with the predicted subject measure. At first, it is observed that while the 
distributions of feature importance for sFC in sFC prediction and for sFC in sFC+dFC prediction 
are very similar, there are subtle differences between distributions of feature importance for dFC 
in dFC prediction and for dFC in sFC+dFC prediction. This indicates that when sFC and dFC 
features are combined to implement the prediction, the role of dFC features are adjusted more than 
the sFC features. Secondly, while the positive and negative regions of feature importance for some 
cases (e.g. in Figure 6.7, 6.9, and 6.10) are mutually exclusive, in other cases such as in Figure 6.8 
regions demonstrating high positive and high negative feature importance are highly overlapping. 
Finally, across all four subject measures explored, three networks including default mode, cingulo-
opercular, and sensorimotor networks demonstrate a higher importance than the remaining 
networks indicating that FC features of the higher functioning systems mainly contribute to 
individual characterization. It should also be noted that these brain regions that show high feature 
importance in the prediction experiment also demonstrate high sFC and dFC reliabilities (see 
Chapter 5, Figure 5.4 to 5.6), making the findings of predictive modeling meaningful in practice.  
  
134 
 
 
Chapter 7  
Summary 
7.1 rfMRI analytic pipeline 
This thesis focuses on studies of functional connectome of resting state human brain, associating 
FC statistics derived from rfMRI data with individual biological and behavioral measures. Due to 
the low signal-to-noise ratio characteristic of fMRI signal and the unconstrained nature of rfMRI 
data acquisition, researchers need to take cautions when analyzing the rfMRI FC and while 
interpreting the results. A reasonable rfMRI analytic pipeline should include the following 
elements. 
 
7.1.1 Examination of reliability of the derived FC statistics 
Reliability of rfMRI FC is a prerequisite for FC to be meaningfully utilized and would reflect the 
trustworthiness of analyzing result across different acquisition equipments, processing steps, 
datasets, or just multiple runs of data collected under the same scenarios. In the most fundamental 
form of reliability evaluations, the test-retest reliability characterizes how stable the FC statistics 
are for the same scanner, using the same set of subjects, undergoing the same set of processing 
steps for data collected at different time points. Theoretically, before being brought into practical 
use, any statistic should be examined for reliability. Because of the high cost of fMRI scanning, 
reliability of FC statistics is typically not well investigated and understood, especially for the dFC 
statistics which have recently gained momentum and become popular. Our study presented in 
Chapter 5 demonstrates the need for careful test-retest reliability evaluations. Our result that the 
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dFC statistic is less reliable than the sFC statistic is not very surprising given that the 
characterization and interpretability of dFC statistics are much harder than sFC. Applying an 
appropriate mathematical model which effectively characterizes some neural aspects of brain 
function as well as reducing the effect of various sources of noises is still a challenging task. We 
suggest that more endeavors need to be devoted to investigate the reliability of dFC statistics before 
the research field can confidently associate dFC measures with biological or behavioral measures. 
 
7.1.2 FC patterns across the brain 
After having some knowledge about how reliable the derived FC statistics are, researchers should 
probably investigate FC patterns or the distribution of FC statistics across the brain. Here, FC 
statistics refer to sFC measure, dFC measure, sFC reliability measure, dFC reliability measure or 
any other derived quantifications related to FC. While it is desirable to implement the FC pattern 
analysis at the voxel level, the state-of-art studies mainly focus at the ROI level or at the brain 
network level given the concerns of the signal noise, the computational requirement, and statistical 
challenges. Putting all elements across the brain together, a big picture for distribution of the 
investigated association is available. In this thesis, investigations of FC patterns include the gender 
and age effects of FC in Chapter 3 and the sFC, dFC, sFC ICC, dFC ICC maps in Chapter 5. In 
Chapter 3, the association between sFC statistic and biological subject measures is explored and 
correlations of different significance levels are indicated. In Chapter 5, significant positive and 
negative correlations between the whole brain FC patterns across those four maps are illustrated. 
For each individual map, a pattern for the strength of the mean/variance of FC or reliability level 
of the sFC/dFC is derived. Variation across brain systems or networks in the FC pattern helps 
better understand brain functions and the different roles of the brain regions.  
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7.1.3 Predictive modeling of individual subject measures by FC features 
While previous two elements focus on the characterization of FC statistics themselves, the ultimate 
objective of rfMRI FC analysis is to associate FC statistics with subject measures. Group level 
studies aim to illustrate the difference in FC statistics between groups of subjects defined by a 
subject measure (such as gender and pathological status). Even if the demonstrated group 
differences of FC are statistically significant, they are not able to explain the individual difference 
of subject measures. As an example, Figure 3.11 indicates that even for the sFC with the most 
significant group differences, the histograms of the sFC values are largely overlapping between 
males and females. This result clearly illustrates that it is impossible to distinguish the subjects’ 
gender based on the univariate FC features. Multivariate predictive modeling is indispensable to 
explore the association between FC statistics and biological or behavioral measures at the 
individual level. However, when implementing machine learning predictions using FC statistics 
as predictors, certain pitfalls need to be avoided. One fundamental law the experiments need to 
follow is to make the separation between training and test sets clear: subject information of the test 
set should be completely unknown in the training step. Researchers need to pay attention to this 
concern when regressing out covariates from predictors or standardizing FC features. Derivation 
of group components in ICA and then generating individual FC features from individual ICA time 
series is another scenario which violates this law. Splitting subjects into training and test sets also 
requires caution. Selection of ‘k’ in the k-fold scheme is associated with a balance between having 
more samples in the training set to increase the generalizability of the derived model and having 
less samples in the training set to be able to demonstrate the variance across difference sets of 
samples. In this thesis, five-fold or ten-fold cross validation is utilized. Given the limited number 
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of subjects in rfMRI studies, it is harder for the training and test sets to have a uniform distribution. 
Therefore, multiple trials regarding the way to split subjects are also recommended. In Chapter 6, 
even a more conservative splitting is applied in which subjects from a same family are guaranteed 
to not span over training and test sets.  
 
Results of predictive modeling of individual biological/behavioral measures using FC statistics as 
predictors are two-fold. First, it is statistically tested by permutation experiment that the individual 
subject measures can be significantly predicted using FC features. This indicates that FC statistics 
are clearly associated with individual difference in biological and behavioral characterizations. 
The prediction performance depends on the subject measure, machine learning algorithm, FC 
features utilized and etc. The significant improvement of prediction accuracy when adding dFC 
features to the model demonstrates that including additional FC information would help better 
understand the individual subject measures. Second, the predictive power of FC features is limited. 
Across all the investigated subject measures, machine learning models and sets of FC features, the 
highest correlation coefficient between observed and predicted measures is 0.43, meaning that 
individual variance explained by the predictive model is less than 20%. This illustrates that the FC 
features derived from rfMRI data could serve as an essential element in the advancement of 
precision medicine. Combining with data from other sources and modalities, rfMRI FC may help 
better understand the root of brain function for individual biological and behavioral difference.   
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7.2 Future directions 
With respect to future studies, we suggest explorations on the two following aspects.  
 
7.2.1 Investigation of different FC models and statistics.  
For both sFC and dFC, various FC models can be implemented and numerous FC statistics can be 
derived. Currently, the Pearson correlation coefficient, which captures only the linear relationship 
between ROI time series, is the widely applied statistic for sFC and for dFC further experiments 
are required to identify the best statistic. A deeper understanding of the utilized model would 
enhance the interpretation of the derived statistics and more advanced statistical measures will 
certainly expand our knowledge about the brain function. Especially for dFC models which 
explore the temporal variation of associations among rfMRI time series, certain established 
methods in fields such as signal processing and econometrics would help better understand the 
dynamics of brain networks. Besides the evaluation of test-retest reliability of the investigated FC 
statistics, the validity (whether the derived measure reflects what we intend to measure) is another 
important aspect we should care about (Dubois and Adolphs 2016). Investigation of different FC 
models and statistics may be considered as part of the feature engineering step if the derived FC 
statistics are to be used as features for predictive modeling. Characterization of different FC 
statistics would enhance our understanding of the FC-behavior association and this in turn may 
help construct more meaningful FC features. While results presented in Chapter 6 show that 
although the correlation between the actual and predicted biological/behavioral measure is 
statistically significant, the accuracy of the predictions is not very high. We suggest constructing 
predictors using multiple imaging modalities given that features derived from different modalities 
may be complementary and may improve the prediction accuracy.  
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7.2.2 Experiments to investigate the robustness of rfMRI findings 
As rfMRI captures spontaneous neural activations, the robustness of rfMRI findings needs to be 
carefully examined. First, the number of subjects in previous rfMRI analyses was usually small 
(N<100). Therefore, the generalizability of previous findings is not well established. As large 
datasets with newer MRI hardware and optimized data acquisition schemes are more easily 
available, we suggest that the previously significant findings should be repeated on large datasets 
such as the HCP dataset. Second, variation of FC analyzing steps and its effect on the findings 
should be explored. Important elements to be examined may include the preprocessing scheme, 
the brain atlas, the FC model, the FC model parameter, denoising scheme, predictive model etc. 
Only after investigating the robustness of findings from FC analyses across the above-mentioned 
variations can we recognize the validity of the findings. Detailed studies of this nature will pave 
the way towards clinical applications of FC findings.  
 
 
  
140 
 
Bibliography 
Abdi H. 2010. Partial least squares regression and projection on latent structure regression. 
Wiley Interdiscip Rev Comput Stat 2:97–106; doi:10.1002/wics.051. 
Abrol A, Damaraju E, Miller RL, Stephen JM, Claus ED, Mayer AR, et al. 2017. Replicability of 
time-varying connectivity patterns in large resting state fMRI samples. Neuroimage; 
doi:10.1016/j.neuroimage.2017.09.020. 
Allen EA, Damaraju E, Plis SM, Erhardt EB, Eichele T, Calhoun VD. 2014. Tracking whole-
brain connectivity dynamics in the resting state. Cereb Cortex 24:663–676; 
doi:10.1093/cercor/bhs352. 
Allen EA, Erhardt EB, Damaraju E, Gruner W, Segall JM, Silva RF, et al. 2011. A Baseline for 
the Multivariate Comparison of Resting-State Networks. Front Syst Neurosci 5:2; 
doi:10.3389/fnsys.2011.00002. 
Anand A, Li Y, Wang Y, Lowe MJ, Dzemidzic M. 2009. Resting state corticolimbic 
connectivity abnormalities in unmedicated bipolar disorder and unipolar depression. 
Psychiatry Res - Neuroimaging 171:189–198; doi:10.1016/j.pscychresns.2008.03.012. 
Andrews-Hanna JR, Snyder AZ, Vincent JL, Lustig C, Head D, Raichle ME, et al. 2007. 
Disruption of Large-Scale Brain Systems in Advanced Aging. Neuron 56:924–935; 
doi:10.1016/j.neuron.2007.10.038. 
Arbabshirani MR, Kiehl KA, Pearlson GD, Calhoun VD. 2013. Classification of schizophrenia 
patients based on resting-state functional network connectivity. Front Neurosci 7:133; 
doi:10.3389/fnins.2013.00133. 
Azevedo FAC, Carvalho LRB, Grinberg LT, Farfel JM, Ferretti REL, Leite REP, et al. 2009. 
Equal numbers of neuronal and nonneuronal cells make the human brain an isometrically 
scaled-up primate brain. J Comp Neurol 513:532–541; doi:10.1002/cne.21974. 
Bassett DS, Nelson BG, Mueller BA, Camchong J, Lim KO. 2012. Altered resting state 
complexity in schizophrenia. Neuroimage 59:2196–2207; 
doi:10.1016/j.neuroimage.2011.10.002. 
Bassett DS, Wymbs NF, Porter MA, Mucha PJ, Carlson JM, Grafton ST. 2011. Dynamic 
reconfiguration of human brain networks during learning. Proc Natl Acad Sci 108:7641–
7646; doi:10.1073/pnas.1018985108. 
Bassett DS, Yang M, Wymbs NF, Grafton ST. 2015. Learning-Induced Autonomy of 
Sensorimotor Systems. Nat Neurosci 18:744–751; doi:10.1038/nn.3993. 
Baxter LC, Saykin AJ, Flashman LA, Johnson SC, Guerin SJ, Babcock DR, et al. 2003. Sex 
differences in semantic language processing: A functional MRI study. Brain Lang 84:264–
272; doi:10.1016/S0093-934X(02)00549-7. 
Beckmann CF, DeLuca M, Devlin JT, Smith SM. 2005. Investigations into resting-state 
connectivity using independent component analysis. Philos Trans R Soc London B Biol Sci 
360: 1001–1013. 
Behrens TEJ, Sporns O. 2012. Human connectomics. Curr Opin Neurobiol 22: 144–153. 
Benjamini Y, Hochberg Y. 1995. Controlling the false discovery rate: a practical and powerful 
approach to multiple testing. J R Stat Soc Ser B 289–300. 
Bernard JA, Peltier SJ, Wiggins JL, Jaeggi SM, Buschkuehl M, Fling BW, et al. 2013. Disrupted 
cortico-cerebellar connectivity in older adults. Neuroimage 83:103–119; 
doi:10.1016/j.neuroimage.2013.06.042. 
Birn RM, Cornejo MD, Molloy EK, Patriat R, Meier TB, Kirk GR, et al. 2014. The influence of 
141 
 
physiological noise correction on test-retest reliability of resting-state functional 
connectivity. Brain Connect 4:511–22; doi:10.1089/brain.2014.0284. 
Birn RM, Molloy EK, Patriat R, Parker T, Meier TB, Kirk GR, et al. 2013. The effect of scan 
length on the reliability of resting-state fMRI connectivity estimates. Neuroimage 83:550–
558; doi:10.1016/j.neuroimage.2013.05.099. 
Biswal B, Yetkin FZ, Haughton VM, Hyde JS. 1995. Functional connectivity in the motor cortex 
of resting human brain using echo-planar MRI. Magn Reson Med 34:537–541; 
doi:10.1002/mrm.1910340409. 
Biswal BB. 2012. Resting state fMRI: a personal history. Neuroimage 62: 938–944. 
Biswal BB. 2011. Resting state functional connectivity. Biol Psychiatry 69: 200S–200S. 
Biswal BB, Mennes M, Zuo X-N, Gohel S, Kelly C, Smith SM, et al. 2010. Toward discovery 
science of human brain function. Proc Natl Acad Sci U S A 107:4734–4739; 
doi:10.1073/pnas.0911855107. 
Bluhm RL, Osuch EA, Lanius RA, Boksman K, Neufeld RWJ, Théberge J, et al. 2008. Default 
mode network connectivity: effects of age, sex, and analytic approach. Neuroreport 19:887–
891; doi:10.1097/WNR.0b013e328300ebbf. 
Bollinger J, Rubens MT, Masangkay E, Kalkstein J, Gazzaley A. 2011. An expectation-based 
memory deficit in aging. Neuropsychologia 49:1466–1475; 
doi:10.1016/j.neuropsychologia.2010.12.021. 
Buckner RL. 2004. Memory and Executive Function in Aging and AD. Neuron 44:195–208; 
doi:10.1016/j.neuron.2004.09.006. 
Buckner RL, Krienen FM, Yeo BTT. 2013. Opportunities and limitations of intrinsic functional 
connectivity MRI. Nat Neurosci 16: 832–837. 
Bullmore E, Sporns O. 2009. Complex brain networks: graph theoretical analysis of structural 
and functional systems. Nat Rev Neurosci 10: 186–198. 
Bullmore ET, Bassett DS. 2011. Brain Graphs: Graphical Models of the Human Brain 
Connectome. Annu Rev Clin Psychol 7:113–140; doi:10.1146/annurev-clinpsy-040510-
143934. 
Cabin RJ, Mitchell RJ. 2000. To Bonferroni or not to Bonferroni: when and how are the 
questions. Bull Ecol Soc Am 81: 246–248. 
Calhoun VD, Adali T. 2012. Multisubject independent component analysis of fMRI: a decade of 
intrinsic networks, default mode, and neurodiagnostic discovery. IEEE Rev Biomed Eng 5: 
60–73. 
Calhoun VD, Adali T, Pearlson GD, Pekar JJ. 2001. A method for making group inferences from 
functional MRI data using independent component analysis. Hum Brain Mapp 14: 140–151. 
Calhoun VD, Miller R, Pearlson G, Adali T. 2014. The Chronnectome: Time-Varying 
Connectivity Networks as the Next Frontier in fMRI Data Discovery. Neuron 84:262–274; 
doi:10.1016/j.neuron.2014.10.015. 
Campbell KL, Grady CL, Ng C, Hasher L. 2012. Age differences in the frontoparietal cognitive 
control network: Implications for distractibility. Neuropsychologia 50:2212–2223; 
doi:10.1016/j.neuropsychologia.2012.05.025. 
Campbell KL, Grigg O, Saverino C, Churchill N, Grady CL. 2013. Age differences in the 
intrinsic functional connectivity of default network subsystems. Front Aging Neurosci 5:1–
12; doi:10.3389/fnagi.2013.00073. 
Cao M, Wang JH, Dai ZJ, Cao XY, Jiang LL, Fan FM, et al. 2014. Topological organization of 
the human brain functional connectome across the lifespan. Dev Cogn Neurosci 7:76–93; 
142 
 
doi:10.1016/j.dcn.2013.11.004. 
Casanova R, Whitlow CT, Wagner B, Espeland M a, Maldjian J a. 2012. Combining graph and 
machine learning methods to analyze differences in functional connectivity across sex. 
Open Neuroimag J 6:1–9; doi:10.2174/1874440001206010001. 
Chang C, Glover GH. 2010. Time-frequency dynamics of resting-state brain connectivity 
measured with fMRI. Neuroimage 50:81–98; doi:10.1016/j.neuroimage.2009.12.011. 
Chen S, Langley J, Chen X, Hu X. 2016. Spatiotemporal Modeling of Brain Dynamics Using 
Resting-State Functional Magnetic Resonance Imaging with Gaussian Hidden Markov 
Model. Brain Connect 6: 326–334. 
Chen T, Guestrin C. 2016. Xgboost: A scalable tree boosting system. Proc 22nd acm sigkdd Int 
Conf Knowl Discov data Min 785–794. 
Chen X, Zhang H, Zhang L, Shen C, Lee SW, Shen D. 2017. Extraction of dynamic functional 
connectivity from brain grey matter and white matter for MCI classification. Hum Brain 
Mapp 38:5019–5034; doi:10.1002/hbm.23711. 
Chiang S, Ph D, Vankov ER, Ph D, Yeh HJ, Guindani M, et al. Temporal and spectral 
characteristics of dynamic functional connectivity between resting-state networks. 16672: 
244976. 
Choe AS, Nebel MB, Barber AD, Cohen JR, Xu Y, Pekar JJ, et al. 2017. Comparing test-retest 
reliability of dynamic functional connectivity methods. Neuroimage 158:155–175; 
doi:10.1016/j.neuroimage.2017.07.005. 
Chou Y-H, Chen N-K, Madden DJ. 2013. Functional brain connectivity and cognition: effects of 
adult age and task demands. Neurobiol Aging 34:1925–34; 
doi:10.1016/j.neurobiolaging.2013.02.012. 
Clarke DD, Sokoloff L. 1999. Circulation and energy metabolism of the brain. Basic Neurochem 
Mol Cell Med Asp 6: 637–670. 
Cole DM, Smith SM, Beckmann CF. 2010. Advances and pitfalls in the analysis and 
interpretation of resting-state FMRI data. Front Syst Neurosci 4: 8. 
Cole MW, Reynolds JR, Power JD, Repovs G, Anticevic A, Braver TS. 2013. Multi-task 
connectivity reveals flexible hubs for adaptive task control. Nat Neurosci 16: 1348–1355. 
Craddock RC, James GA, Holtzheimer PE, Hu XP, Mayberg HS. 2012. A whole brain fMRI 
atlas generated via spatially constrained spectral clustering. Hum Brain Mapp 33:1914–
1928; doi:10.1002/hbm.21333. 
Damaraju E, Allen EAA, Belger A, Ford JMM, McEwen S, Mathalon DHH, et al. 2014. 
Dynamic functional connectivity analysis reveals transient states of dysconnectivity in 
schizophrenia. Ynicl 5:298–308; doi:10.1016/j.nicl.2014.07.003. 
Damoiseaux JS, Beckmann CF, Arigita EJS, Barkhof F, Scheltens P, Stam CJ, et al. 2008. 
Reduced resting-state brain activity in the “default network” in normal aging. Cereb Cortex 
18:1856–1864; doi:10.1093/cercor/bhm207. 
Damoiseaux JS, Rombouts SARB, Barkhof F, Scheltens P, Stam CJ, Smith SM, et al. 2006. 
Consistent resting-state networks across healthy subjects. Proc Natl Acad Sci 103: 13848–
13853. 
Del Giudice M. 2009. On the real magnitude of psychological sex differences. Evol Psychol 7: 
147470490900700220. 
Dennis EL, Thompson PM. 2014. Functional brain connectivity using fMRI in aging and 
Alzheimer’s disease. Neuropsychol Rev 24:49–62; doi:10.1007/s11065-014-9249-6. 
Dosenbach NUF, Fair DA, Miezin FM, Cohen AL, Wenger KK, Dosenbach RAT, et al. 2007. 
143 
 
Distinct brain networks for adaptive and stable task control in humans. Proc Natl Acad Sci 
104: 11073–11078. 
Dosenbach NUF, Nardos B, Cohen AL, Fair DA, Power JD, Church JA, et al. 2010. Prediction 
of Individual Brain Maturity Using fMRI. Science (80- ) 329:1358–1361; 
doi:10.1126/science.1194144. 
Dubois J, Adolphs R. 2016. Building a Science of Individual Differences from fMRI. Trends 
Cogn Sci 20:425–443; doi:10.1016/j.tics.2016.03.014. 
Dubois J, Galdi P, Han Y, Paul LK, Adolphs R, Angeles L, et al. 2018. Resting-state functional 
brain connectivity best predicts the personality dimension of openness to experience. 
bioRxiv 215129; doi:10.1101/215129. 
Eavani H, Satterhwaite T, Gur R, Gur R, Davatzikos C. 2013. Unsupervised learning of 
functional network dynamics in resting state fMRI. Inf Process Med Imaging 426–437. 
Eguiluz VM, Chialvo DR, Cecchi GA, Baliki M, Apkarian AV. 2005. Scale-free brain functional 
networks. Phys Rev Lett 94: 18102. 
Engle R. 2002. Dynamic conditional correlation: A simple class of multivariate generalized 
autoregressive conditional heteroskedasticity models. J Bus Econ Stat 20: 339–350. 
Esposito F, Aragri A, Pesaresi I, Cirillo S, Tedeschi G, Marciano E, et al. 2008. Independent 
component model of the default-mode brain function: combining individual-level and 
population-level analyses in resting-state fMRI. Magn Reson Imaging 26:905–913; 
doi:10.1016/j.mri.2008.01.045. 
Evers EAT, Klaassen EB, Rombouts SA, Backes WH, Jolles J. 2012. The Effects of Sustained 
Cognitive Task Performance on Subsequent Resting State Functional Connectivity in 
Healthy Young and Middle-Aged Male Schoolteachers. Brain Connect 2:102–112; 
doi:10.1089/brain.2011.0060. 
Falahpour M, Thompson WK, Abbott AE, Jahedi A, Mulvey ME, Datko M, et al. 2016. 
Underconnected, But Not Broken? Dynamic Functional Connectivity MRI Shows 
Underconnectivity in Autism Is Linked to Increased Intra-Individual Variability Across 
Time. Brain Connect 6:403–414; doi:10.1089/brain.2015.0389. 
Feis DL, Brodersen KH, von Cramon DY, Luders E, Tittgemeyer M. 2013. Decoding gender 
dimorphism of the human brain using multimodal anatomical and diffusion MRI data. 
Neuroimage 70:250–257; doi:10.1016/j.neuroimage.2012.12.068. 
Ferreira LK, Busatto GF. 2013. Resting-state functional connectivity in normal brain aging. 
Neurosci Biobehav Rev 37:384–400; doi:10.1016/j.neubiorev.2013.01.017. 
Filippi M, Valsasina P, Misci P, Falini A, Comi G, Rocca MA. 2013. The organization of 
intrinsic brain activity differs between genders: A resting-state fMRI study in a large cohort 
of young healthy subjects. Hum Brain Mapp 34:1330–1343; doi:10.1002/hbm.21514. 
Finn ES, Shen X, Scheinost D, Rosenberg MD, Huang J, Chun MM, et al. 2015a. Functional 
connectome fingerprinting: Identifying individuals based on patterns of brain connectivity 
HHS Public Access. Nat Neurosci 18:1664–1671; doi:10.1038/nn.4135. 
Finn ES, Shen X, Scheinost D, Rosenberg MD, Huang J, Chun MM, et al. 2015b. Functional 
connectome fingerprinting: Identifying individuals using patterns of brain connectivity. Nat 
Neurosci 18:1664–1671; doi:10.1038/nn.4135. 
Fowler BA. 2013. Computational Toxicology: Methods and Applications for Risk Assessment. 
Elsevier. 
Fox MD, Corbetta M, Snyder AZ, Vincent JL, Raichle ME. 2006. Spontaneous neuronal activity 
distinguishes human dorsal and ventral attention systems. Proc Natl Acad Sci 103: 10046–
144 
 
10051. 
Fox MD, Greicius M. 2010. Clinical applications of resting state functional connectivity. Front 
Syst Neurosci 4: 19. 
Friedman JH. 2001. Greedy function approximation: a gradient boosting machine. Ann Stat 
1189–1232. 
Gabrieli JDE, Ghosh SS, Whitfield-Gabrieli S. 2015. Prediction as a humanitarian and pragmatic 
contribution from human cognitive neuroscience. Neuron 85: 11–26. 
Garrison KA, Scheinost D, Finn ES, Shen X, Constable RT. 2015. The (in)stability of functional 
brain network measures across thresholds. Neuroimage 118:651–661; 
doi:10.1016/j.neuroimage.2015.05.046. 
Glasser MF, Coalson TS, Robinson EC, Hacker CD, Harwell J, Yacoub E, et al. 2016a. A multi-
modal parcellation of human cerebral cortex. Nature 536:171–8; doi:10.1038/nature18933. 
Glasser MF, Smith SM, Marcus DS, Andersson JLR, Auerbach EJ, Behrens TEJ, et al. 2016b. 
The Human Connectome Project’s neuroimaging approach. Nat Neurosci 19:1175–87; 
doi:10.1038/nn.4361. 
Glasser MF, Sotiropoulos SN, Wilson JA, Coalson TS, Fischl B, Andersson JL, et al. 2013. The 
minimal preprocessing pipelines for the Human Connectome Project. Neuroimage 80:105–
124; doi:10.1016/j.neuroimage.2013.04.127. 
Gonzalez-Castillo J, Handwerker DA, Robinson ME, Hoy CW, Buchanan LC, Saad ZS, et al. 
2014. The spatial structure of resting state connectivity stability on the scale of minutes. 
Front Neurosci 8:1–19; doi:10.3389/fnins.2014.00138. 
Gonzalez-Castillo J, Hoy CW, Handwerker DA, Robinson ME, Buchanan LC, Saad ZS, et al. 
2015. Tracking ongoing cognition in individuals using brief, whole-brain functional 
connectivity patterns. Proc Natl Acad Sci 112: 8762–8767. 
Grady C. 2012. The cognitive neuroscience of ageing. Nat Rev Neurosci 13:491–505; 
doi:10.1038/nrn3256. 
Griffanti L, Salimi-Khorshidi G, Beckmann CF, Auerbach EJ, Douaud G, Sexton CE, et al. 
2014. ICA-based artefact removal and accelerated fMRI acquisition for improved resting 
state network imaging. Neuroimage 95:232–247; doi:10.1016/j.neuroimage.2014.03.034. 
Group J 1 2008 W. 2008. Evaluation of measurement data–guide to the expression of uncertainty 
in measurement. In: Tech Rep JCGM 100: 2008 (BIPM, IEC, IFCC, ILAC, ISO, IUPAC, 
IUPAP and OIML. 
Guo CC, Kurth F, Zhou J, Mayer EA, Eickhoff SB, Kramer JH, et al. 2012. One-year test-retest 
reliability of intrinsic connectivity network fMRI in older adults. Neuroimage 61:1471–
1483; doi:10.1016/j.neuroimage.2012.03.027. 
Hacker CD, Perlmutter JS, Criswell SR, Ances BM, Snyder AZ. 2012. Resting state functional 
connectivity of the striatum in Parkinson’s disease. Brain, 135 (Pt 12), 3699e3711. 
Hamilton C. 2008. Cognition and Sex Differences. New York: Palgrave Macmillan. 
Hansen ECAA, Battaglia D, Spiegler A, Deco G, Jirsa VK. 2015. Functional connectivity 
dynamics: Modeling the switching behavior of the resting state. Neuroimage 105:525–535; 
doi:10.1016/j.neuroimage.2014.11.001. 
He X, Qin W, Liu Y, Zhang X, Duan Y, Song J, et al. 2013. Age-related decrease in functional 
connectivity of the right fronto-insular cortex with the central executive and default-mode 
networks in adults from young to middle age. Neurosci Lett 544:74–79; 
doi:10.1016/j.neulet.2013.03.044. 
Herlitz A, Lovén J. 2013. Sex differences and the own-gender bias in face recognition: a meta-
145 
 
analytic review. Vis cogn 21: 1306–1336. 
Hill AC, Laird AR, Robinson JL. 2014. Gender differences in working memory networks: A 
BrainMap meta-analysis. Biol Psychol 102: 18–29. 
Hindriks R, Adhikari MH, Murayama Y, Ganzetti M, Mantini D, Logothetis NK, et al. 2016. 
Can sliding-window correlations reveal dynamic functional connectivity in resting-state 
fMRI? Neuroimage 127:242–256; doi:10.1016/j.neuroimage.2015.11.055. 
Hlinka J, Hadrava M. 2015. On the danger of detecting network states in white noise. Front 
Comput Neurosci 9. 
Ho TK. 1995. Random decision forests. Doc Anal Recognition, 1995, Proc Third Int Conf 1: 
278–282. 
Hoerl AE, Kennard RW. 1981. Ridge regression—1980: Advances, algorithms, and applications. 
Am J Math Manag Sci 1: 5–83. 
Huettel SA, Song AW, McCarthy G. 2004. Functional magnetic resonance imaging. Sinauer 
Associates Sunderland. 
Hughes G. 1968. On the mean accuracy of statistical pattern recognizers. IEEE Trans Inf theory 
14: 55–63. 
Humphries MD, Gurney K. 2008. Network “small-world-ness”: A quantitative method for 
determining canonical network equivalence. PLoS One 3; 
doi:10.1371/journal.pone.0002051. 
Hutchison RM, Womelsdorf T, Allen EA, Bandettini PA, Calhoun VD, Corbetta M, et al. 2013. 
Dynamic functional connectivity: Promise, issues, and interpretations. Neuroimage 80:360–
378; doi:10.1016/j.neuroimage.2013.05.079. 
Hyde JS, Plant EA. 1995. Magnitude of psychological gender differences: Another side to the 
story. 
Ingalhalikar M, Smith A, Parker D, Satterthwaite TD, Elliott M a, Ruparel K, et al. 2014. Sex 
differences in the structural connectome of the human brain. Proc Natl Acad Sci U S A 
111:823–8; doi:10.1073/pnas.1316909110. 
Jacques PL St. 2009. Effects of aging on functional connectivity of the amygdala during negative 
evaluation: A network analysis of fMRI data. Neurobiol Aging 20: 74–84. 
Jafri MJ, Pearlson GD, Stevens M, Calhoun VD. 2008. A method for functional network 
connectivity among spatially independent resting-state components in schizophrenia. 
Neuroimage 39:1666–1681; doi:10.1016/j.neuroimage.2007.11.001. 
Joel D, Berman Z, Tavor I, Wexler N, Gaber O, Stein Y, et al. 2015. Sex beyond the genitalia : 
The human brain mosaic. Proc Natl Acad Sci U S A 112:15468–15473; 
doi:10.1073/pnas.1509654112. 
Joliot M, Jobard G, Naveau M, Delcroix N, Petit L, Zago L, et al. 2015. AICHA: An atlas of 
intrinsic connectivity of homotopic areas. J Neurosci Methods 254:46–59; 
doi:10.1016/j.jneumeth.2015.07.013. 
Kandel ER, Markram H, Matthews PM, Yuste R, Koch C. 2013. Neuroscience thinks big (and 
collaboratively). Nat Rev Neurosci 14: 659–664. 
Kansaku K, Yamaura A, Kitazawa S. 2000. Sex differences in lateralization revealed in the 
posterior language areas. Cereb Cortex 10:866–872; doi:10.1093/cercor/10.9.866. 
Karahanoğlu FI, Van De Ville D. 2015. Transient brain activity disentangles fMRI resting-state 
dynamics in terms of spatially and temporally overlapping networks. Nat Commun 6:7751; 
doi:10.1038/ncomms8751. 
Ke G, Meng Q, Finley T, Wang T, Chen W, Ma W, et al. 2017. LightGBM: A highly efficient 
146 
 
gradient boosting decision tree. Adv Neural Inf Process Syst 3149–3157. 
Keilholz SD, Magnuson ME, Pan WJ, Willis M, Thompson GJ. 2013. Dynamic properties of 
functional connectivity in the rodent. Brain Connect 3:31–40; doi:10.1089/brain.2012.0115. 
Kohavi R. 1995. A study of cross-validation and bootstrap for accuracy estimation and model 
selection. Ijcai 14: 1137–1145. 
Krishnan A, Williams LJ, McIntosh AR, Abdi H. 2011. Partial Least Squares (PLS) methods for 
neuroimaging: A tutorial and review. Neuroimage 56:455–475; 
doi:10.1016/j.neuroimage.2010.07.034. 
Langan J, Peltier SJ, Bo J, Fling BW, Welsh RC, Seidler RD. 2010. Functional implications of 
age differences in motor system connectivity. Front Syst Neurosci 4:17; 
doi:10.3389/fnsys.2010.00017. 
Latora V, Marchiori M. 2001. Efficient behavior of small-world networks. Phys Rev Lett 
87:198701; doi:10.1103/PhysRevLett.87.198701. 
Laumann TO, Gordon EM, Adeyemo B, Snyder AZ, Joo SJ un, Chen MY, et al. 2015. 
Functional System and Areal Organization of a Highly Sampled Individual Human Brain. 
Neuron 87:657–670; doi:10.1016/j.neuron.2015.06.037. 
Leonardi N, Van De Ville D. 2015. On spurious and real fluctuations of dynamic functional 
connectivity during rest. Neuroimage 104:430–436; doi:10.1016/j.neuroimage.2014.09.007. 
Li R, Wu X, Chen K, Fleisher AS, Reiman EM, Yao L. 2013. Alterations of directional 
connectivity among resting-state networks in Alzheimer disease. Am J Neuroradiol 34:340–
345; doi:10.3174/ajnr.A3197. 
Li R, Zhu X, Yin S, Niu Y, Zheng Z, Huang X, et al. 2014. Multimodal intervention in older 
adults improves resting-state functional connectivity between the medial prefrontal cortex 
and medial temporal lobe. Front Aging Neurosci 6:39; doi:10.3389/fnagi.2014.00039. 
Linden DEJ. 2012. The challenges and promise of neuroimaging in psychiatry. Neuron 73: 8–22. 
Lindquist MA, Xu Y, Nebel MB, Caffo BS. 2014. Evaluating dynamic bivariate correlations in 
resting-state fMRI: A comparison study and a new approach. Neuroimage 101:531–546; 
doi:10.1016/j.neuroimage.2014.06.052. 
Linn MC, Petersen AC. 1985. Emergence and characterization of sex differences in spatial 
ability: A meta-analysis. Child Dev 1479–1498. 
Liu H, Stufflebeam SM, Sepulcre J, Hedden T, Buckner RL. 2009a. Evidence from intrinsic 
activity that asymmetry of the human brain is controlled by multiple factors. Proc Natl Acad 
Sci U S A 106:20499–20503; doi:10.1073/pnas.0908073106. 
Liu J, Liao X, Xia M, He Y. 2017. Chronnectome fingerprinting: Identifying individuals and 
predicting higher cognitive functions using dynamic brain connectivity patterns. Hum Brain 
Mapp 902–915; doi:10.1002/hbm.23890. 
Liu S, Pu J, Zhang H, Zhao L. 2009b. Dynamic analysis of functional Magnetic Resonance 
Images time series based on wavelet decomposition. Mechatronics Autom 2009 ICMA 
2009 Int Conf 4765–4769; doi:10.1109/ICMA.2009.5246454. 
Liu X, Duyn JH. 2013. Time-varying functional network information extracted from brief 
instances of spontaneous brain activity. Proc Natl Acad Sci 110:4392–7; 
doi:10.1073/pnas.1216856110. 
Lo A, Chernoff H, Zheng T, Lo S-H. 2015. Why significant variables aren’t automatically good 
predictors. Proc Natl Acad Sci 112: 13892–13897. 
Ma S, Calhoun VD, Phlypo R, Adali T. 2014. Dynamic changes of spatial functional network 
connectivity in healthy individuals and schizophrenia patients using independent vector 
147 
 
analysis. Neuroimage 90:196–206; doi:10.1016/j.neuroimage.2013.12.063. 
Madden DJ, Costello MC, Dennis NA, Davis SW, Shepler AM, Spaniol J, et al. 2010. Adult age 
differences in functional connectivity during executive control. Neuroimage 52:643–657; 
doi:10.1016/j.neuroimage.2010.04.249. 
Mars RB, Neubert F-X, Noonan MP, Sallet J, Toni I, Rushworth MFS. 2012. On the relationship 
between the “default mode network” and the “social brain.” Front Hum Neurosci 6: 189. 
Maslov S, Sneppen K. 2002. Specificity and Stability in Topology of Protein Networks. Science 
(80- ) 296:910–913; doi:10.1126/science.1065103. 
McGraw KO, Wong SP. 1996. Forming inferences about some intraclass correlation coefficients. 
Psychol Methods 1:30–46; doi:10.1037/1082-989X.1.1.30. 
McIntosh AR, Lobaugh NJ. 2004. Partial least squares analysis of neuroimaging data: 
Applications and advances. Neuroimage 23:250–264; 
doi:10.1016/j.neuroimage.2004.07.020. 
Michael AM, Anderson M, Miller RL, AdalÄ± T, Calhoun VD. 2014. Preserving subject 
variability in group fMRI analysis: performance evaluation of GICA vs. IVA. Front Syst 
Neurosci 8:1–18; doi:10.3389/fnsys.2014.00106. 
Michael AM, Baum SA, Fries JF, Ho B, Pierson RK, Andreasen NC, et al. 2009. A method to 
fuse fMRI tasks through spatial correlations: applied to schizophrenia. Hum Brain Mapp 30: 
2512–2529. 
Michael AM, Baum SA, White T, Demirci O, Andreasen NC, Segall JM, et al. 2010. Does 
function follow form?: Methods to fuse structural and functional brain images show 
decreased linkage in schizophrenia. Neuroimage 49:2626–2637; 
doi:10.1016/j.neuroimage.2009.08.056. 
Michael AM, King MD, Ehrlich S, Pearlson G, White T, Holt DJ, et al. 2011. A data-driven 
investigation of gray matter–function correlations in schizophrenia during a working 
memory task. Front Hum Neurosci 5. 
Miller DI, Halpern DF. 2014. The new science of cognitive sex differences. Trends Cogn Sci 18: 
37–45. 
Mueller S, Wang D, Fox MD, Yeo BTT, Sepulcre J, Sabuncu MR, et al. 2013. Individual 
Variability in Functional Connectivity Architecture of the Human Brain. Neuron 77:586–
595; doi:10.1016/j.neuron.2012.12.028. 
Muller R-A, Shih P, Keehn B, Deyoe JR, Leyden KM, Shukla DK. 2011. Underconnected, but 
How? A Survey of Functional Connectivity MRI Studies in Autism Spectrum Disorders. 
Cereb Cortex 21:2233–2243; doi:10.1093/cercor/bhq296. 
Nomi JS, Farrant K, Damaraju E, Rachakonda S, Calhoun VD, Uddin LQ. 2016. Dynamic 
functional network connectivity reveals unique and overlapping profiles of insula 
subdivisions. Hum Brain Mapp 37:1770–1787; doi:10.1002/hbm.23135. 
Ogawa S, Lee TM, Kay AR, Tank DW. 1990. Brain magnetic resonance imaging with contrast 
dependent on blood oxygenation. Proc Natl Acad Sci U S A 87:9868–72; 
doi:10.1073/pnas.87.24.9868. 
Park B, Ko JH, Lee JD, Park HJ. 2013. Evaluation of Node-Inhomogeneity Effects on the 
Functional Brain Network Properties Using an Anatomy-Constrained Hierarchical Brain 
Parcellation. PLoS One 8:1–17; doi:10.1371/journal.pone.0074935. 
Patriat R, Molloy EK, Meier TB, Kirk GR, Nair VA, Meyerand ME, et al. 2013. The effect of 
resting condition on resting-state fMRI reliability and consistency: A comparison between 
resting with eyes open, closed, and fixated. Neuroimage 78:463–473; 
148 
 
doi:10.1016/j.neuroimage.2013.04.013. 
Pauling L, Coryell CD. 1936. The Magnetic Properties and Structure of Hemoglobin, 
Oxyhemoglobin and Carbonmonoxyhemoglobin. Proc Natl Acad Sci U S A 22:210–216; 
doi:10.1073/pnas.22.4.210. 
Pereira F, Mitchell T, Botvinick M. 2009. Machine learning classifiers and fMRI: a tutorial 
overview. Neuroimage 45:S199–S209; doi:10.1016/j.neuroimage.2008.11.007. 
Power JD, Barnes KA, Snyder AZ, Schlaggar BL, Petersen SE. 2012. Spurious but systematic 
correlations in functional connectivity MRI networks arise from subject motion. 
Neuroimage 59:2142–2154; doi:10.1016/j.neuroimage.2011.10.018. 
Power JD, Cohen AL, Nelson SM, Wig GS, Barnes KA, Church JA, et al. 2011. Functional 
network organization of the human brain. Neuron 72:665–78; 
doi:10.1016/j.neuron.2011.09.006. 
Proverbio AM, Brignone V, Matarazzo S, Del Zotto M, Zani A. 2006. Gender differences in 
hemispheric asymmetry for face processing. BMC Neurosci 7:44; doi:10.1186/1471-2202-
7-44. 
Qin J, Chen S-G, Hu D, Zeng L-L, Fan Y-M, Chen X-P, et al. 2015. Predicting individual brain 
maturity using dynamic functional connectivity. Front Hum Neurosci 9:1–14; 
doi:10.3389/fnhum.2015.00418. 
Raichle ME. 2009. A Paradigm Shift in Functional Brain Imaging. J Neurosci 29:12729–12734; 
doi:10.1523/JNEUROSCI.4366-09.2009. 
Raichle ME. 1998. Behind the scenes of functional brain imaging: A historical and physiological 
perspective. Proc Natl Acad Sci 95:765–772; doi:10.1073/pnas.95.3.765. 
Raichle ME, MacLeod AM, Snyder AZ, Powers WJ, Gusnard D a, Shulman GL. 2001. A default 
mode of brain function. Proc Natl Acad Sci 98:676–682; doi:10.1073/pnas.98.2.676. 
Raichle ME, Mintun MA. 2006. Brain work and brain imaging. Annu Rev Neurosci 29: 449–
476. 
Ramos-Nuñez AI, Fischer-Baum S, Martin RC, Yue Q, Ye F, Deem MW. 2017. Static and 
Dynamic Measures of Human Brain Connectivity Predict Complementary Aspects of 
Human Cognitive Performance. Front Hum Neurosci 11:1–13; 
doi:10.3389/fnhum.2017.00420. 
Rashid B, Arbabshirani MR, Damaraju E, Cetin MS, Miller R, Pearlson GD, et al. 2016. 
Classification of schizophrenia and bipolar patients using static and dynamic resting-state 
fMRI brain connectivity. Neuroimage 134:645–657; 
doi:10.1016/j.neuroimage.2016.04.051. 
Rashid B, Damaraju E, Pearlson GD, Calhoun VD. 2014. Dynamic connectivity states estimated 
from resting fMRI Identify differences among Schizophrenia, bipolar disorder, and healthy 
control subjects. Front Hum Neurosci 8:897; doi:10.3389/fnhum.2014.00897. 
Ronald Christensen. 2001. Advanced Linear Modeling. Springer-Verlag New York. 
Rosazza C, Minati L. 2011. Resting-state brain networks: literature review and clinical 
applications. Neurol Sci 32: 773–785. 
Rubia K, Smith AB, Taylor E, Brammer M. 2007. Linear age-correlated functional development 
of right inferior fronto-striato-cerebellar networks during response inhibition and anterior 
cingulate during error-related processes. Hum Brain Mapp 28:1163–1177; 
doi:10.1002/hbm.20347. 
Rubinov M, Sporns O. 2010. Complex network measures of brain connectivity: Uses and 
interpretations. Neuroimage 52:1059–1069; doi:10.1016/j.neuroimage.2009.10.003. 
149 
 
Ruigrok AN V, Salimi-Khorshidi G, Lai M-C, Baron-Cohen S, Lombardo M V, Tait RJ, et al. 
2014. A meta-analysis of sex differences in human brain structure. Neurosci Biobehav Rev 
39:34–50; doi:10.1016/j.neubiorev.2013.12.004. 
Rutter L, Nadar SR, Holroyd T, Carver FW, Apud J, Weinberger DR, et al. 2013. Graph 
theoretical analysis of resting magnetoencephalographic functional connectivity networks. 
Front Comput Neurosci 7:93; doi:10.3389/fncom.2013.00093. 
Sakoğlu Ü, Pearlson GD, Kiehl KA, Wang YM, Michael AM, Calhoun VD. 2010. A method for 
evaluating dynamic functional network connectivity and task-modulation: application to 
schizophrenia. Magn Reson Mater Physics, Biol Med 23: 351–366. 
Sakoǧlu Ü, Pearlson GD, Kiehl KA, Wang YM, Michael AM, Calhoun VD, et al. 2010. A 
method for evaluating dynamic functional network connectivity and task-modulation: 
application to schizophrenia. Magn Reson Mater Physics, Biol Med 23:351–366; 
doi:10.1007/s10334-010-0197-8. 
Salimi-Khorshidi G, Douaud G, Beckmann CF, Glasser MF, Griffanti L, Smith SM. 2014. 
Automatic denoising of functional MRI data: Combining independent component analysis 
and hierarchical fusion of classifiers. Neuroimage 90:449–468; 
doi:10.1016/j.neuroimage.2013.11.046. 
Salvador R, Suckling J, Coleman MR, Pickard JD, Menon D, Bullmore E. 2005. 
Neurophysiological architecture of functional magnetic resonance images of human brain. 
Cereb Cortex 15:1332–2342; doi:10.1093/cercor/bhi016. 
Satterthwaite TD, Elliott MA, Gerraty RT, Ruparel K, Loughead J, Calkins ME, et al. 2013. An 
improved framework for confound regression and filtering for control of motion artifact in 
the preprocessing of resting-state functional connectivity data. Neuroimage 64:240–256; 
doi:10.1016/j.neuroimage.2012.08.052. 
Schachter SC, Ransil BJ, Geschwind N. 1987. Associations of handedness with hair color and 
learning disabilities. Neuropsychologia 25: 269–276. 
Schott JR. 2007. Remote sensing: the image chain approach. Oxford University Press on 
Demand. 
Schultz RT, Grelotti DJ, Klin A, Kleinman J, Van der Gaag C, Marois R, et al. 2003. The role of 
the fusiform face area in social cognition: implications for the pathobiology of autism. 
Philos Trans R Soc London B Biol Sci 358: 415–427. 
Scolari M, Seidl-Rathkopf KN, Kastner S. 2015. Functions of the human frontoparietal attention 
network: Evidence from neuroimaging. Curr Opin Behav Sci 1: 32–39. 
Seidler R, Erdeniz B, Koppelmans V, Hirsiger S, Mérillat S, Jäncke L. 2015. Associations 
between age, motor function, and resting state sensorimotor network connectivity in healthy 
older adults. Neuroimage 108:47–59; doi:10.1016/j.neuroimage.2014.12.023. 
Sestieri C, Corbetta M, Romani GL, Shulman GL. 2011. Episodic memory retrieval, parietal 
cortex, and the default mode network: functional and topographic analyses. J Neurosci 31: 
4407–4420. 
Shah LM, Cramer JA, Ferguson MA, Birn RM, Anderson JS. 2016. Reliability and 
reproducibility of individual differences in functional connectivity acquired during task and 
resting state. Brain Behav 6:1–15; doi:10.1002/brb3.456. 
Shaw EE, Schultz AP, Sperling RA, Hedden T. 2015. Functional Connectivity in Multiple 
Cortical Networks Is Associated with Performance Across Cognitive Domains in Older 
Adults. Brain Connect XX:150623112237006; doi:10.1089/brain.2014.0327. 
Shen X, Tokoglu F, Papademetris X, Constable RT. 2013. Groupwise whole-brain parcellation 
150 
 
from resting-state fMRI data for network node identification. Neuroimage 82:403–415; 
doi:10.1016/j.neuroimage.2013.05.081. 
Shirer WR, Ryali S, Rykhlevskaia E, Menon V, Greicius MD. 2012. Decoding subject-driven 
cognitive states with whole-brain connectivity patterns. Cereb Cortex 22:158–165; 
doi:10.1093/cercor/bhr099. 
Shrout PE, Fleiss JL. 1979. Intraclass correlations: Uses in assessing rater reliability. Psychol 
Bull 86:420–428; doi:10.1037/0033-2909.86.2.420. 
Shulman GL, Fiez JA, Corbetta M, Buckner RL, Miezin FM, Raichle ME, et al. 1997. Common 
blood flow changes across visual tasks: II. Decreases in cerebral cortex. J Cogn Neurosci 9: 
648–663. 
Silk TJ, Rinehart N, Bradshaw D Sc JL, Tonge B, Egan G, O’Boyle MW, et al. 2006. 
Visuospatial processing and the function of prefrontal-parietal networks in autism spectrum 
disorders: a functional MRI study. Am J Psychiatry 163: 1440–1443. 
Smith SM, Beckmann CF, Andersson J, Auerbach EJ, Bijsterbosch J, Douaud G, et al. 2013a. 
Resting-state fMRI in the Human Connectome Project. Neuroimage 80:144–168; 
doi:10.1016/j.neuroimage.2013.05.039. 
Smith SM, Vidaurre D, Beckmann CF, Glasser MF, Jenkinson M, Miller KL, et al. 2013b. 
Functional connectomics from resting-state fMRI. Trends Cogn Sci 17:666–682; 
doi:10.1016/j.tics.2013.09.016. 
Snedecor GW, Cochran WG. 1989. Statistical Methods, eighth edR Iowa State Univ. Press 
Ames, Iowa. 
Sporns O. 2010. Networks of the Brain. MIT press. 
Sporns O, Tononi G, Kötter R. 2005. The human connectome: a structural description of the 
human brain. PLoS Comput Biol 1: e42. 
Spreng RN, Grady CL. 2010. Patterns of brain activity supporting autobiographical memory, 
prospection, and theory of mind, and their relationship to the default mode network. J Cogn 
Neurosci 22: 1112–1123. 
Steffener J, Habeck CG, Stern Y. 2012. Age-Related Changes in Task Related Functional 
Network Connectivity. PLoS One 7; doi:10.1371/journal.pone.0044421. 
Termenon M, Jaillard A, Delon-Martin C, Achard S. 2016. Reliability of graph analysis of 
resting state fMRI using test-retest dataset from the Human Connectome Project. 
Neuroimage 142:172–187; doi:10.1016/j.neuroimage.2016.05.062. 
Thomason ME, Grove LE, Lozon TA, Vila AM, Ye Y, Nye MJ, et al. 2015. Age-related 
increases in long-range connectivity in fetal functional neural connectivity networks in 
utero. Dev Cogn Neurosci 11:96–104; doi:10.1016/j.dcn.2014.09.001. 
Thompson WH, Fransson P. 2015. The mean–variance relationship reveals two possible 
strategies for dynamic brain connectivity analysis in fMRI. Front Hum Neurosci 9:1–7; 
doi:10.3389/fnhum.2015.00398. 
Thomsen T, Hugdahl K, Ersland L, Barndon R, Lundervold A, Smievoll AI, et al. 2000. 
Functional magnetic resonance imaging (fMRI) study of sex differences in a mental rotation 
task. Diagnostics Med Technol 6: 1186–1196. 
Tian L, Wang J, Yan C, He Y. 2011. Hemisphere- and gender-related differences in small-world 
brain networks: A resting-state functional MRI study. Neuroimage 54:191–202; 
doi:10.1016/j.neuroimage.2010.07.066. 
Tibshirani R. 1996. Regression shrinkage and selection via the lasso. J R Stat Soc Ser B 267–
288. 
151 
 
Tomasi D, Shokri-Kojori E, Volkow ND. 2016. Temporal changes in local functional 
connectivity density reflect the temporal variability of the amplitude of low frequency 
fluctuations in gray matter. PLoS One 11:1–22; doi:10.1371/journal.pone.0154407. 
Tomasi D, Volkow ND. 2012. Laterality patterns of brain functional connectivity: Gender 
effects. Cereb Cortex 22:1455–1462; doi:10.1093/cercor/bhr230. 
Tranel D, Damasio H, Denburg NL, Bechara A. 2005. Does gender play a role in functional 
asymmetry of ventromedial prefrontal cortex? Brain 128: 2872–2881. 
Trontel HG, Duffield TC, Bigler ED, Froehlich A, Prigge MBD, Nielsen JA, et al. 2013. 
Fusiform correlates of facial memory in autism. Behav Sci (Basel) 3: 348–371. 
Tzourio-Mazoyer N, Landeau B, Papathanassiou D, Crivello F, Etard O, Delcroix N, et al. 2002. 
Automated anatomical labeling of activations in SPM using a macroscopic anatomical 
parcellation of the MNI MRI single-subject brain. Neuroimage 15:273–289; 
doi:10.1006/nimg.2001.0978. 
Uddin LQ, Kelly AMC, Biswal BB, Margulies DS, Shehzad Z, Shaw D, et al. 2008. Network 
homogeneity reveals decreased integrity of default-mode network in ADHD. J Neurosci 
Methods 169:249–254; doi:10.1016/j.jneumeth.2007.11.031. 
Van Dijk KRA, Hedden T, Venkataraman A, Evans KC, Lazar SW, Buckner RL. 2010. Intrinsic 
Functional Connectivity As a Tool For Human Connectomics : Theory , Properties , and 
Optimization. 2138:297–321; doi:10.1152/jn.00783.2009. 
Van Essen DC, Ugurbil K, Auerbach E, Barch D, Behrens TEJ, Bucholz R, et al. 2012. The 
Human Connectome Project: A data acquisition perspective. Neuroimage 62:2222–2231; 
doi:10.1016/j.neuroimage.2012.02.018. 
Varikuti DP, Hoffstaedter F, Genon S, Schwender H, Reid AT, Eickhoff SB. 2016. Resting-state 
test???retest reliability of a priori defined canonical networks over different preprocessing 
steps. Brain Struct Funct 1–22; doi:10.1007/s00429-016-1286-x. 
Varoquaux G, Raamana P, Engemann D, Hoyos-Idrobo A, Schwartz Y, Thirion B. 2016. 
Assessing and tuning brain decoders: cross-validation, caveats, and guidelines. 
arXiv:160605201 [statML] 145:1–14; doi:10.1016/j.neuroimage.2016.10.038. 
Venkataraman A, Whitford TJ, Westin C-F, Golland P, Kubicki M. 2012. Whole brain resting 
state functional connectivity abnormalities in schizophrenia. Schizophr Res 139:7–12; 
doi:10.1016/j.schres.2012.04.021. 
Vincent JL, Kahn I, Snyder AZ, Raichle ME, Buckner RL. 2008. Evidence for a frontoparietal 
control system revealed by intrinsic functional connectivity. J Neurophysiol 100: 3328–
3342. 
Wang J, Wang X, Xia M, Liao X, Evans A, He Y. 2015. GRETNA: a graph theoretical network 
analysis toolbox for imaging connectomics. Front Hum Neurosci 9:1–16; 
doi:10.3389/fnhum.2015.00386. 
Wang J, Zuo X-NX, Gohel S, Milham MP, Biswal BB, He Y. 2011. Graph theoretical analysis 
of functional brain networks: test-retest evaluation on short- and long-term resting-state 
functional MRI data. PLoS One 6:e21976; doi:10.1371/journal.pone.0021976. 
Wang J, Zuo X, He Y. 2010. Graph-based network analysis of resting-state functional MRI. 
Front Syst Neurosci 4:16; doi:10.3389/fnsys.2010.00016. 
Weis S, Hodgetts S, Hausmann M. 2017. Sex differences and menstrual cycle effects in 
cognitive and sensory resting state networks. Brain Cogn. 
Weiss EM, Kemmler G, Deisenhammer EA, Fleischhacker WW, Delazer M. 2003. Sex 
differences in cognitive functions. Pers Individ Dif 35:863–875; doi:10.1016/S0191-
152 
 
8869(02)00288-X. 
Weissman-Fogel I, Moayedi M, Taylor KS, Pope G, Davis KD. 2010. Cognitive and default-
mode resting state networks: Do male and female brains “rest” differently? Hum Brain 
Mapp 1726:n/a-n/a; doi:10.1002/hbm.20968. 
Weissman-Fogel I, Moayedi M, Taylor KS, Pope G, Davis KD. 2010. Cognitive and default-
mode resting state networks: Do male and female brains “rest” differently? Hum Brain 
Mapp 31: 1713–1726. 
Whelan R, Garavan H. 2014. When optimism hurts: inflated predictions in psychiatric 
neuroimaging. Biol Psychiatry 75: 746–748. 
Woodward ND, Cascio CJ. 2015. Resting-state functional connectivity in psychiatric disorders. 
JAMA psychiatry 72: 743–744. 
Wu JT, Wu HZ, Yan CG, Chen WX, Zhang HY, He Y, et al. 2011. Aging-related changes in the 
default mode network and its anti-correlated networks: A resting-state fMRI study. 
Neurosci Lett 504:62–67; doi:10.1016/j.neulet.2011.08.059. 
Wu T, Hallett M. 2005. The influence of normal human ageing on automatic movements. J 
Physiol 562:605–15; doi:10.1113/jphysiol.2004.076042. 
Wurina, Zang Y-F, Zhao S-G. 2012. Resting-state fMRI studies in epilepsy. Neurosci Bull 
28:449–455; doi:10.1007/s12264-012-1255-1. 
Xia M, Wang J, He Y. 2013. BrainNet Viewer: A Network Visualization Tool for Human Brain 
Connectomics. PLoS One 8:e68910; doi:10.1371/journal.pone.0068910. 
Xiao Y, Zhai H, Friederici AD, Jia F. 2015. The development of the intrinsic functional 
connectivity of default network subsystems from age 3 to 5. Brain Imaging Behav; 
doi:10.1007/s11682-015-9362-z. 
Xu X, Kuang Q, Zhang Y, Wang H, Wen Z, Li M. 2015. Age-related changes in functional 
connectivity between young adulthood and late adulthood. Anal Methods 7:4111–4122; 
doi:10.1039/C5AY00699F. 
Yaesoubi M, Allen E a., Miller RL, Calhoun VD. 2015. Dynamic coherence analysis of resting 
fMRI data to jointly capture state-based phase, frequency, and time-domain information. 
Neuroimage 120:133–142; doi:10.1016/j.neuroimage.2015.07.002. 
Yan C, Gong G, Wang J, Wang D, Liu D, Zhu C, et al. 2011. Sex- and brain size-related small-
world structural cortical networks in young adults: A DTI tractography study. Cereb Cortex 
21:449–458; doi:10.1093/cercor/bhq111. 
Yu Q, Erhardt EB, Sui J, Du Y, He H, Hjelm D, et al. 2015. Assessing dynamic brain graphs of 
time-varying connectivity in fMRI data: Application to healthy controls and patients with 
schizophrenia. Neuroimage 107:345–355; doi:10.1016/j.neuroimage.2014.12.020. 
Zador AM, Dubnau J, Oyibo HK, Zhan H, Cao G, Peikon ID. 2012. Sequencing the connectome. 
PLoS Biol 10: e1001411. 
Zalesky A, Breakspear M. 2015. Towards a statistical test for functional connectivity dynamics. 
Neuroimage 114:466–470; doi:10.1016/j.neuroimage.2015.03.047. 
Zalesky A, Fornito A, Cocchi L, Gollo LL, Breakspear M. 2014. Time-resolved resting-state 
brain networks.; doi:10.1073/pnas.1400181111. 
Zang Y-F, He Y, Zhu C-Z, Cao Q-J, Sui M-Q, Liang M, et al. 2007. Altered baseline brain 
activity in children with ADHD revealed by resting-state functional MRI. Brain Dev 29:83–
91; doi:10.1016/j.braindev.2006.07.002. 
Zhang C, Cahill ND, Arbabshirani MR, White T, Baum SA, Michael A. 2016. Sex and Age 
Effects of Functional Connectivity in Early Adulthood. Brain Connect 6:700–713; 
153 
 
doi:10.1089/brain.2016.0429. 
Zhang C, Dougherty CC, Baum SA, White T, Michael AM. 2018. Functional connectivity 
predicts gender: Evidence for gender differences in resting brain connectivity. Hum Brain 
Mapp 1–12; doi:10.1002/hbm.23950. 
Zhang D, Raichle ME. 2010. Disease and the brain’s dark energy. Nat Rev Neurol 6: 15–28. 
Ziegler G, Dahnke R, Winkler AD, Gaser C. 2013. Partial least squares correlation of 
multivariate cognitive abilities and local brain structure in children and adolescents. 
Neuroimage 82:284–294; doi:10.1016/j.neuroimage.2013.05.088. 
Zuo X-N, Kelly C, Di Martino A, Mennes M, Margulies DS, Bangaru S, et al. 2010. Growing 
Together and Growing Apart: Regional and Sex Differences in the Lifespan Developmental 
Trajectories of Functional Homotopy. J Neurosci 30:15034–15043; 
doi:10.1523/JNEUROSCI.2612-10.2010. 
Zuo XN, Xing XX. 2014. Test-retest reliabilities of resting-state FMRI measurements in human 
brain functional connectomics: A systems neuroscience perspective. Neurosci Biobehav 
Rev 45:100–118; doi:10.1016/j.neubiorev.2014.05.009. 
 
