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Introduction
The zero emission concept ''represents a shift from the traditional industrial model in which wastes are considered the norm, to integrated technologies utilizing everything. It advocates an industrial transformation whereby businesses emulate the sustainable cycles found in nature and where society minimizes the load it imposes on the natural resource base and learns to do more with what the earth produces'' as pointed out in [1, 2] . Further, in the work of Ulgiati et al. [1] it is emphasized that Zero Emission Strategies for the industry are significantly dependent on information for optimum use of resources, and therefore, the cost of generating, testing, disseminating, and storing information is of paramount importance for sustainability [1] .
Even though use of information to achieve a zero emission building is necessary, it is still not completely utilized in everyday building design and operation practice. Therefore, the aim of the study was to encourage a smart use of building energy management system (BEMS) data by relating BEMS information to building energy use.
One of the smart grid concept's features is increased use of digital information and control technology to improve the reliability, security, and overall efficiency of the electric system [3] . Further, the smart grid concept should provide consumers with timely information and control options.
Intelligent and advanced use of BEMS for energy efficiency and improvement in thermal comfort has been highly recognized, but still not fully utilized. For example, significant improvements in building comfort, tenant productivity, and the reduction in the labor due to implementation of information monitoring and diagnostic system are reported in [4] . An intelligent decision support model for assessing energy-saving measures by using BEMS information is reported in [5] . There are many studies and research work that are reporting advanced use of BEMS either for the entire building or HVAC components [6] [7] [8] [9] . In general, much data are available in BEMS that should be better utilized for energy efficiency and improvement in thermal comfort.
Different methods are available to analyze and handle data organized into databases, like regression methods, probabilistic methods, neutral networks, and data mining techniques. They are used for both prediction, and fault detection and diagnosis in HVAC. For example, data mining method is used to predict total building energy demand in [10] and to identify residential load in the smart grid context in [11] . A probabilistic approach combined with the free-running concept temperature are used to describe dynamic behavior by steady-state concepts and predict building energy use in [12] . Principal component regression (PCR) and partial least squares regression (PLSR) present the application of principal component analysis (PCA) in linear models. Successful application of the PCA for fault detection and diagnosis of sensor problems in HVAC is shown in [13] [14] [15] . Further, PCA has been used for estimating trends in building heating and cooling load [16] and to analyze electricity consumption in residential dwellings [17] and office buildings [18] . Finally, PCA and PLS are used to identify significant variables of high-rise office building energy use [19] and multifamily buildings [20] . PCA and PLSR implementation for model predictive controller for condition monitoring is presented in [21] .
PCA can be used to recover faulty data as shown in [22] . Since PCA has been widely applied for different applications, it was also suggested to in this study.
In this study, databases for prediction of heating energy use and electricity use were developed with BEMS data. Even though BEMS data differ in nature, temperature, control signals, pressures, etc., they can be correlated. For example, in office buildings at mid-day, outdoor temperature is usually higher, equipment is turned ON, and occupancy level is higher, while during night-time the situation is usually the opposite. In addition, BEMS data are correlated to time. Therefore, it could be useful to decouple data and establish new variables that would be uncorrelated. These new uncorrelated variables should be used to define building energy use. PCA may also be used to analyze time series, if variables of time are included as predictor variables [23] . This paper consists of four parts. The first part briefly introduces PLSR and PCR methods. Building description and predictor databases are introduced in the second part. Results including method comparison, model scaling, and defining driving variables, are given in the third part of the paper. In the fourth part of the paper, the suggested method was validated to recover energy use data that could be lost due to data transmission problems.
Methodology
PLSR and PCR are both methods to model a response variable when there are a large number of predictor variables, and those predictors are highly correlated or even collinear. Both methods construct new predictor variables, known as principal components (PCs), as linear combinations of the original predictor variables.
Principal components regression
In principal component regression, the predictor variables are first transformed to PCs.
Further, these principal components are regressed against the original responses [23] . If is the predictor matrix and is the response vector, PCs of original predictors can be expressed as:
where ′ = . To perform PCR, transformed original predictors into PCs are used to express response as:
where denotes the regression coefficients obtained by using PCs. The regression coefficients relating the PCs to the responses will have minimum standard errors since the predictors are uncorrelated and, for the same reason, the regression coefficients will be uncorrelated [23] .
In practical problems, as studied here, it can be more convenient to relate the responses to the original variables as follows:
since = , and therefore:
where denotes the regression coefficients for the original variables.
Partial least squares regression
PLSR is another attempt to obtain components in a manner that directly reflects the relationship between the predictor and the response. If is the predictor matrix of size × and is the response matrix of size × . The principal feature of the PLSR technique is that two operations will be carried out together:
≤ is the number of vectors associated with . is the matrix of residuals of at the kth stage.
* is an intermediate step in obtaining the residuals for at kth stage. The matrices and are the characteristic vectors. The matrices and are referred as "X-scores" and "Y-scores", respectively. In PLSR, a prediction equation is formed by replacing by ( is × ), thus producing:
In this study, PCR and PLSR equations, as given in Eq. (4) and (7) respectively, were used to relate BEMS data to building energy use. BEMS data were used as original predictor variables, while energy use data were response or target variables. In addition to BEMS data, date and time were introduced into the predictor databases.
To decrease the number of variables and find the most influencing, the PLS weights and PC loadings were used. The PLS weights are the linear combinations of the original variables that define the PCs in the PLSR. Actually, they describe how strongly each component in the PLSR depends on the original variables. Similarly, the PC loadings describe how strongly each component in the PCR depends on the original variables.
Database and building description
The suggested approach was tested on a low energy office building in Trondheim, Norway, with a heated area of 16 200 m 2 . The ventilation system consisted of eight variable air volume systems, with a maximum air volume from 12 500 m 3 /h to 22 000 m 3 /h. Heating was provided by radiators, while cooling of IT rooms was provided by fan-coils. Heating energy for ventilation, space heating, and domestic hot water was supplied by district heating and heat pumps. There were two heat pumps installed. One of the heat pumps was providing part of the heating energy for ventilation in the winter period, while in the summer period the evaporator of the heat pump provided cooling for ventilation. The second heat pump was a cooling plant which provided cooling for IT rooms, while the condenser heat was utilized to support heating.
Available data from BEMS were used as predictor variables, while the heating energy use, the total electricity use, and the electricity for fans were used as target variables. BEMS data that were used for the predictor variable databases are given in Table 1 . Only variables for the first air handling unit (AHU) are presented in Table 1 , since the variables for the seven remaining AHUs were the same, although with different values. The BEMS of the analyzed building had only a history on control and measurements (temperature, pressure, el. signals, etc.), while energy monitoring was transferred to an energy service company. Monitoring of the energy consumption in the energy service database was done on an hourly basis. Therefore, the data in Table 1 were calculated as hourly mean values. The target variables, the heating energy use and the total electricity use, were measured by the energy provider's equipment and transferred to the energy service company's database. The target variable named "fan electricity use" is the total electricity use in the eight AHUs. This fan electricity use included electricity for two fans (supply and exhaust), heat recovery wheel, and auxiliary devices in each AHU. Electricity use of the entire AHU was measured on an hourly basis and transferred to the energy service company. There was no possibility to separate fan electricity use. Therefore, available BEMS signals were related to the AHU electricity use to find driving variables.
Results
Two introduced methods, PLSR and PCR, for modeling of the target variables were compared. Beside method effectiveness comparison, models based on the entire database and 10 variables were compared. Model scaling from a model based on the database to a model based on 10 variables was performed based on the predictor variable contribution to PCs. The model scaling was used to indentify driving variables. Finally, regression models and model coefficients are presented. The energy use data for three months, March, July, and November were analyzed, since for these three months the energy use data and databases were obtained.
PLSR versus PCR regression models
The database of the predictor variables for heating energy use consisted of 76 variables as presented in Table 1 . The database of the predictor variables for electricity and fan electricity use consisted of 41 variables. The same database for electricity and fan electricity use was implemented. Use of the entire databases to calculate target variables could be demanding and requires specific computer programs to perform the calculation. A smaller database of predictor multi-variables could be simple for practical use and presentation of influential parameters on energy use. To introduce the approach for decreasing the number of variables gradually, method effectiveness are presented first. The method effectiveness was estimated by using the model accuracy. Similar method for determining the number of PCs and simplifying the model by using variance of reconstruction error is proposed in [24] . Accuracies for the heating energy use model for both regression methods and different amount of data are presented in Figure 1 . In Figure 1 , accuracy is presented by coefficient of variation of the root mean squared error (CV(RMSE)), which was estimated by using 10-fold cross validation. within ±30% when using hourly data [25] . This means, that the models developed by using the entire database in Figure 1 have acceptable accuracy when four PCs were used, while the models described with 10 variables produced acceptable accuracy already with two PCs. In Figure 1 , it is also possible to notice that the 10 variable models had faster improvement than the models based on the database. This faster improvement of the simpler models indicated that there were redundancy and mutual correlation among the variables in the database. In Figure 1 , when comparing the regression methods, it is possible to notice that PLSR has a faster improvement than PCR, either by using the entire database or 10 variables. This result was expected, since in the PLSR method PCs are obtained by directly reflecting the relationship between the predictor and the response [23] . In the PCR method, the PCs explain only variation in the predictor variables, with no regard to the target variables. Since the PLSR method gave a faster model improvement with a better accuracy, it will be used further in the study. Model accuracies for the electricity and the fan electricity use are displayed in Figures 2 and 3 , respectively. Table 1 provided more data related to the building ventilation system, the achieved accuracy of the total electricity use model in Figure 2 was higher than the accuracy of the fan electricity use model in Figure 3 . There were two possible reasons for this issue. The first one might be due to different type of energy measurements for the total electricity use and the electricity use for AHUs (in the text named fan electricity use as explained in Section 3). The total electricity use was measured by the energy provider, while the electricity for AHUs was measured by the energy service company. Further, even thought AHU measurement was labeled to measure electricity for AHUs, it might happen that the measurement included additional users, like light in technical room, electricity for control devices, etc.
However, the variables in Table 1 did not explain these additional users and auxiliary devices.
In Figures 1, 2, and 3 it was shown that the models with 10 variables could achieve acceptable accuracy and even faster improvement due to decreased redundancy. These 10 variables were chosen based on partial least squares (PLS) weights. The original variable relations to PLS weights are explained in the next section.
Model scaling and defining driving variables
To simplify the models based on the databases and to find the most influencing variables, values of PLS weights for the first four PCs were used. 97 % of the model variance was explained in the first four PCs for the heating energy use model. 99 % of the model variance was explained in the first four PCs for the electricity use model. Therefore, the first four PCs were assumed to be sufficient for this analysis. The procedure of defining the driving variables consists of two parts. First, matrices of the original variables defined in Table 1 were normalized. Consequently, it can be concluded that the observed variable contributes more to the target variable. In Figure 4 , 5, and 6 the driving variables for the energy use in November are shown. Results in Figure 6 show that, except for the input signal to the recovery wheel of the first AHU at the third PC, the most contributing variables to the AHU electricity use were the input signals to the supply and exhaust fans. This indicated that the electricity use of AHUs could be explained by the fan use. Consequently, it can be concluded that the electricity use for the AHUs could be decreased by influencing the fans.
To prove importance of the 10 variables chosen as driving variables, the contribution percentage to the target variable was calculated. In Figure 7 , the contribution percentage for the total electricity use in November is displayed. were lost except for the seventh AHU. However, variance in the input signal of the exhaust fan in the seventh AHU was enough to explain the total electricity use in November. Results in Figure 7 show that BEMS data could be used for better understanding and explaining building energy use. In Table 2 , the original variables with corresponding coefficients for the heating energy use model for three months are given. Also, the model accuracies are presented in Table 2 . As mentioned before, models are declared to be calibrated if they produces CV(RMSE) within ±30% when using hourly data [25] . In Table 2 , the PLSR model for the heating energy use in
Regression models
July had five times worse accuracy than allowed. By using the entire database, better model accuracy was not possible to achieve. Therefore, it can be concluded that the available 76 variables were not capable to describe the heating energy in July. Unfortunately, hot tap water data were not available in the BEMS history. Use of these data might improve the model in July.
Unlike the heating energy use model, both the models for electricity use and fan electricity use could be explained with the same variables in different months, as shown in Figures 11 and 12 . Model accuracy for both models in each month was acceptable. Specifically,
for the electricity use model CV(RSME) was 23.2% for March, 11.3% for July, and 17.2% for November. For the fan electricity use, CV(RSME) was 26% for March, 22.9% for July, and 28.5% for November. indicated that the regression models should be updated on a monthly basis.
Verification and data recovery
The developed approach for using BEMS data to explain the building energy use was verified on a data recovery problem. In the work of Hao et al. [22] with data recovery is meant replacing faulty data using PCA. In this study, the suggested approach implied recovering the energy use data that were lost due to data transmission problems. In the work of Sjorgen et al. [26] , the problem of missing data on the monthly building total energy use is solved by using consumption profiles. Energy use data from BEMS or energy provider are used by energy service companies for energy efficiency improvements. Such data can be corrupted or partially lost after data transmission. However, energy service companies usually do not implement any robust method to correct data, yet use simple data interpolation or do not correct data. The developed approach in this study could be used for the purpose of data recovery. To validate the suggested approach, three methods for data recovering were compared: data recovering based on PCR, data recovering based on PLSR, and simple data recovering. Simple data recovering means that lost data are replaced by the column's mean, if the energy use data on an hourly basis are organized like: columns represent hours during the day (from 1 to 24) and rows are day of month.
For the validation purpose, hourly data for November were separated into two groups:
training and recovering data. The training data were used to develop model coefficients that were used afterwards on the recovering data. Regarding the target variable or the energy use data, one part of the data was used for training, while the other was treated as lost data due to transmission problem. Robustness of the suggested approach was proven by increasing the number of lost data. In Figures 13 and 14 are displayed estimation error of the heating energy use and the electricity use, respectively. Error in the energy use estimation was calculated by comparing real energy use with the recovered energy use for November, when the total heating energy use was 90 980 kWh and the total electricity use was 78 725 kWh. Results in Figure 13 show that the PLSR method gave the best results in data recovering.
For example, in the case when 120 hours of data (17 %) were lost, and if the data could not be recovered, the error in the total heating energy use estimation would be about 28 %. If the simple recovering would be implemented, the error in the heating energy estimation would be about 14 %, while use of the PLSR and BEMS data would produce an error of only 2 %. In Figure 13 , it is also possible to notice that the error in the heating energy estimation based on the PLSR was not increased when the amount of lost data was increased, which proved robustness of the suggested approach. Figure 14 . Error in the electricity use estimation due to implementation of different data recovering methods Figure 14 show that all three methods were good in data recovering, while recovering based on the PCR method gave the best results. The reason that even simple data recovering based on mean values gave good results could be explained by the fact that the total electricity use had quite periodical values as shown in Figure 10 . Results in Figures 13 and 14 show the importance of energy use and information on energy use.
Results in

Conclusions
The study presents a smart approach to utilize BEMS data for energy use estimation and identification of driving variables of the energy use. The idea was to relate building information with the building energy use. PCR and PLSR were used to relate BEMS data to the building energy use. BEMS data were used as original predictor variables, while the heating energy use, the electricity use, and the fan electricity use were target variables. To simplify models and find the most influencing variables, the values of PLS weights for the first four PCs were used. The suggested approach was tested on the low energy office building located in Trondheim.
The results showed that the heating energy use in the low energy office building was influenced by the operation parameters rather than by the outdoor temperature. The total electricity use could be explained by using occupancy level, indoor temperature, and some of the AHU electrical signals. The AHU electricity use could be explained by using the input electrical signals of supply and exhaust fans. However, results indicated that the regression models should be updated on a monthly basis. All the simplified regression models with 10 variables had acceptable accuracy. This indicated that driving variables obtained by using the suggested approach could be used to explain the building energy use. Future work should include variables that are easier to obtain or variables easier for occupant's understanding.
The suggested approach in this study could be used as the additional virtual energy measurement tool, to calibrate energy measurements, and to check the quality of energy measurements. Further, this approach could indicate possible reasons of changes in building energy use. Current results showed that the PLSR method was more accurate in recovering the heating energy use, while PCR was more accurate in recovering the electricity use. The results on the method validation showed relationships and importance of data for accurate energy use estimation. For example, 17 % of lost data could imply 28 % error in the heating energy use, while use of PLSR and BEMS data would produce an error of only 2 %.
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