Abstract-In this paper, the problem of dimensionality reduction in adaptive distributed learning is studied. We consider a network obeying the ad-hoc topology, in which the nodes sense an amount of data and cooperate with each other, by exchanging information, in order to estimate an unknown, common, parameter vector. The algorithm, to be presented here, follows the set-theoretic estimation rationale; i.e., at each time instant and at each node of the network, a closed convex set is constructed based on the received measurements, and this defines the region in which the solution is searched for. In this paper, these closed convex sets, known as property sets, take the form of hyperslabs. Moreover, in order to reduce the number of transmitted coefficients, which is dictated by the dimension of the unknown vector, we seek for possible solutions in a subspace of lower dimension; the technique will be developed around the Krylov subspace rationale. Our goal is to find a point that belongs to the intersection of this infinite number of hyperslabs and the respective Krylov subspaces. This is achieved via a sequence of projections onto the property sets and the Krylov subspaces. The case of highly correlated inputs that degrades the performance of the algorithm is also considered. This is overcome via a transformation which whitens the input. The proposed schemes are brought in a decentralized form by adopting the combine-adapt cooperation strategy among the nodes. Full convergence analysis is carried out and numerical tests verify the validity of the proposed schemes in different scenarios in the context of the adaptive distributed system identification task.
common parameter vector. Sensor networks have attracted a considerable interest over the recent years due to a plethora of applications in which they contribute. Some typical examples are: environmental monitoring, acoustic source localization and life sciences, just to name a few, e.g., [1] [2] [3] . A first approach to the problem of estimating the unknown vector is the centralized one. In such a scenario, the sensors transmit the sensed information to a central node, also known as fusion center, and this one carries out the full amount of computations. The existence of a fusion center is not always feasible due to power and/or position constraints. Moreover, such a philosophy lacks robustness, since if the fusion center fails, then the network collapses. On the contrary, by following a fully decentralized philosophy, the previously mentioned limitations can be overstepped. Depending on the way with which the sensors are deployed over the field, the following topologies are defined.
• The incremental, in which each node is able to communicate with only one neighboring node and the nodes lie in a cyclic pattern, e.g., [4] , [5] . Despite the fact that this topology requires small bandwidth, a Hamiltonian Cycle has to be constructed and maintained, which is an NP hard task, e.g., [6] , [7] . Furthermore, if one node is malfunctioning, the network collapses.
• The diffusion, where each node transmits information to a subset of the node set. This subset is also known as the neighborhood of a node. The diffusion ad-hoc topology requires larger bandwidth, compared to the incremental one. Nevertheless, its implementation turns out to be easier when large networks are involved, and it is robust against node failures [8] [9] [10] [11] [12] . In this paper, we study the problem of adaptive distributed learning, where the estimate of the unknown vector is updated dynamically based on measurements that become available to each one of the nodes sequentially, one per time instant; these updates are then diffused throughout the network. It has been verified that if the nodes cooperate with each other and embed in their local update mechanisms the estimates received from their neighborhood, then the overall performance of the algorithms is enhanced compared to the case where each node operates individually [9] .
Obviously, this cooperation demands that at every time instant each node will transmit a number of coefficients, which equals to the dimension of the vector to be estimated. In applications where this dimension is large, the exchange of information among the nodes can be a burden. In the current study, in order to achieve dimensionality reduction and consequently to reduce the number of transmitted coefficients, the reduced rank adaptive filtering rationale is adopted. Algorithms whose goal is to reduce the amount of transmitted information, by performing dimensionality reduction, have been proposed in the context of distributed quantized Kalman Filtering [13] , [14] , and quantized consensus algorithms, e.g., [15] . However, to the best of our knowledge, this is the first time that a reduced rank algorithm able for adaptive operation in diffusion networks is developed. The basic concept of our reduced rank adaptive filtering task can be summarized as follows: instead of seeking for the unknown vector in the original space, one seeks for the projection of it onto a lower dimension subspace. Via this procedure, the obtained estimates are optimally forced in a lower dimension space, and each node transmits fewer coefficients than the ones originally needed, in the case where the full dimensionality of the unknown vector was exploited. Here, the associated subspaces are the so-called Krylov subspaces, constructed by exploiting the statistics of the sensed information. The Krylov subspaces have been used in several applications, as for example in the reduced rank adaptive filtering [16] , [17] , in the Multistage Nested Wiener Filter [18] , in the auxiliary vector filtering, [19] , etc. It has been verified, e.g., [20] , that the performance of the algorithms, which employ the Krylov subspace rationale, depends highly on the statistics of the input. More specifically, if the input signal is highly correlated, then the performance of the algorithms is degraded. In order to overstep this problem we propose a whitening technique, which is based on the Discrete Cosine Transformation (DCT) and it has been employed in the context of non-distributed adaptive learning [20] , [21] . This strategy is properly reformed, in order to be suitable for operation in distributive learning.
The reported algorithms, follow the set-theoretic estimation rationale [22] ; i.e., instead of seeking for a unique optimum vector, that minimizes a certain cost function, we search for a set of points that are in agreement with the received set of measurements. More specifically, we seek for solutions within the intersection of the Krylov subspaces and the property sets, namely hyperslabs, formed by the received measurements. We assume that any point that lies within this set is in agreement with the current measurements. The goal becomes that of finding a point that lies in the intersection of this infinite number of hyperslabs, which are constructed sequentially one per time instant, with the respective Krylov subspaces. This can be achieved via a sequence of corresponding projections, as dictated by the set-theoretic estimation, e.g., [23] [24] [25] [26] . Furthermore, the algorithmic scheme is brought to a distributed fashion, by adopting a cooperation strategy among the nodes. Summarizing, the main contributions of the paper are the following:
• A novel reduced rank adaptive algorithm, which achieves dimensionality reduction, suitable for operating in networks operating under the diffusion ad-hoc topology, is developed for the first time. The algorithm is built around the Krylov subspace rationale.
• The case where the input is highly correlated, which leads to performance degradation of the Krylov based algorithms, is separately considered. To this end, a modification of the algorithm is derived by employing a whitening transformation (see [20] , [21] ). The paper is organized as follows. In Section II, the problem formulation is described, and in Section III, the set-theoretic rationale is given. In Section IV, we shed light on basic concepts regarding the adaptive distributed learning, and in the Section V, the algorithm, as well as its theoretical analysis are provided. The algorithmic scheme, which is appropriate for highly correlated environments, is described in Section VI. Finally, in Section VII the performance of the proposed algorithmic schemes is validated and in the Appendices the theoretical background is discussed, and full proofs of the theorems are given.
Notation:
The set of all non-negative integers and the set of all real numbers will be denoted by and respectively. Given two integers , with , we define . Vectors will be denoted by boldface letters and matrices will be denoted by uppercase boldface letters. Moreover, will stand for the Euclidean norm, whereas and will stand for the weighted inner product and the weighted norm respectively, with definition and , where the matrix is positive definite. stands for the expectation operator. The 2-norm of a matrix, say , will be denoted by . Finally, given a set , will stand for its cardinality.
II. PROBLEM STATEMENT
Following the philosophy of a diffusion network, we consider a network consisting of spatially distributed nodes. Our task is to estimate an unknown parameter vector of interest, , through measurements , which are related according to the linear model (1) where denotes the node set: and is the additive noise process with variance equal to . An example of such a network is illustrated in Fig. 1 . We assume that each node is able to communicate with a subset of , namely , which is the so-called neighborhood of . In distributed adaptive learning, the estimates, at each node, are generated by exploiting: a) the sensed information, i.e., the measurement pair, and b) the information received by the neighborhood, whereas in the classical adaptive learning, only the measurements are taken into consideration. At each node, say , and at every time instant, this extra information comprises the estimates of the unknown vector, occurring from the nodes with which communication is possible, i.e.,
. It is by now well established, e.g., [9] , [11] , that this information-exchange results in a faster convergence speed, as well as a lower steady state error floor, compared to the case where the nodes operate individually. Furthermore, if the nodes cooperate with each other and under a properly chosen algorithmic scheme, asymptotic consensus can be achieved; that is, the nodes converge to the same estimate, e.g., [10] , [12] , [27] . Further details on the diffusion methodology will be presented in Section IV.
A. Krylov Subspaces and the Reduced Rank Wiener Solution
Our kickoff point is the Wiener filtering task. Throughout this section, the notational dependence on the nodes is suppressed for simplicity purposes, since the results hold true for all nodes. It can been shown, e.g., [21] , that the solution that minimizes the mean-square error (MSE), i.e.,
, where are related via (1), satisfies the celebrated Wiener-Hopf equation, given by (2) where the matrix is the so-called input autocorrelation matrix, and the vector is the crosscorrelation vector between the input and the desired response. If the matrix is invertible, which is usually the case, then the solution of (2) is the unknown vector , e.g., [28] . Throughout this paper, we will assume that is invertible. Our main goal in this paper is to use the Wiener MSE solution in its constrained form. Since our objective is to reduce dimensionality, we are going to search for the filter that minimizes the MSE and at the same time lies in a lower dimension subspace. This brings Krylov spaces into the scene.
Given an matrix and a vector , the Krylov subspace of dimension is defined as . The Krylov subspaces play a central role and they have been employed in the reduced rank adaptive filtering task, e.g., [16] , [29] , and it has been observed that they provide a good trade-off between the dimensionality reduction and the performance of the developed algorithms, due to their strong connection with the Wiener solution. In the sequel, we will comment on the physical reasoning of these subspaces. Following a similar rationale as in [30] and in [29] , we denote by the solution of the Wiener-Hopf equation in the Krylov subspace, . In words, is the vector we obtain if we solve the Wiener-Hopf equation and constraint the solution to lie inside . This vector is the optimum one, in the MSE sense, which belongs to this subspace, e.g., [29] . Moreover, it has an elegant geometrical property; it is the projection of in the -norm sense (see Appendix A) onto , i.e., , where the operator stands for the previously mentioned projection. Analytically, it is given by [16] :
where is a matrix whose columns form an orthonormal basis for the subspace . Now, let us examine one more viewpoint which clarifies the connection between and . Our starting point will be the MultiStage Nested Wiener Filter (MSNWF), proposed in [31] . Put in general terms, the MSNWF solves the Wiener-Hopf equation, without inversion of the matrix . The MSNWF consists of filters, , , which produce outputs , , and they are computed via the following optimization (3) and occurs by maximization of , s.t.
. The physical reasoning of the previous optimization problem can be summarized as follows. The first filter is obtained so as to maximize the correlation of the output and the desired one . The -th filter is computed in a similar notion, which is the maximization of the correlation between the current and the previous outputs, i.e., and . Furthermore, as it can be seen by (3), we restrict the filters to be orthonormal. It has been proved, e.g., in [18] , that the -th output response occurring by the MSNWF, equals to the one occurring by the unknown vector, i.e., . It is very interesting to see what happens if one stops the iterations in (3), at step . It turns out that the obtained solution corresponds to the reduced rank Wiener Filter (WF),
. Moreover, as it has been proved, e.g., [30] , the filters , , form a basis in the Krylov subspace; in other words, if we group them in a matrix, we obtain the matrix . Now, let us see how the previous arguments can be employed in the adaptive filtering task. As we have already mentioned, in the reduced rank adaptive filtering, instead of seeking for the unknown solution, which in our case is , one seeks for the projection of it onto a subspace of reduced dimension; in our case this is the projection, in the norm sense, onto . Obviously, the fact that instead of tracking , one tracks for its projection in a subspace of lower dimension, results at an increased error floor in the steady state, which depends on the distance between the true solution, and the reduced rank one. These issues will be clarified in the sequel.
A natural question rising is how accurately can be identified by employing the Krylov subspace rationale. It has been proved, e.g., [16] , that (4) where is the smallest eigenvalue of the matrix , with . From the previous findings, it can be readily observed that the input statistics play a central role in the performance of the algorithms built around the Krylov subspaces. More specifically, if the eigenvalue spread of the matrix is large, which yields a large value of , the upper bound in the previous inequality is larger, and it has also been experimentally verified that the performance of the respective algorithm is degraded. 
III. SET-THEORETIC ESTIMATION

A. The Full Rank Case
In this paper, the set-theoretic estimation rationale will be adopted, e.g., [22] , [25] . At each time instant, a property (closed convex) set is constructed, based on the received set of measurements,
, and the noise statistics, such that the unknown vector lies within this set, with high probability. The goal is to find a point that lies in the intersection of an infinite number of sets (with the possible exception of a finite number of them).
The adopted methodology was presented in [23] and generalized in [24] , [26] , and comprises a sequence of projections. It has been shown that under certain assumptions, the algorithm converges to a point that lies arbitrarily close to the intersection of these sets. This algorithmic scheme, can be seen as a generalization of the classical Projections Onto Convex Sets (POCS) algorithm, e.g., [22] , [32] , [33] . The difference lies in the fact that in the POCS, the number of involved sets is finite, whereas in its adaptive setting, an infinite number of sets is considered.
In the current study, the adopted property sets take the form of hyperslabs, e.g., [12] . [25] , [34] . The definition of a hyperslab is given by:
, where is a user-defined threshold, which takes into consideration the statistics of the noise. In words, a vector is in agreement with the measurements if the distance between the desired response, , and the response to the input, , is smaller or equal than . Such criteria have been proposed in the context of the robust statistics rationale and successfully used in the support vector machine framework, e.g., [35] , [36] . The projection operator onto a hyperslab takes the following simple analytic form (5) where Finally, the geometry of a hyperslab is illustrated in Fig. 2 .
B. The Reduced Rank Case
According to the discussion in the previous subsection, the property sets are constructed so as to contain the unknown vector with a high probability. The question now is which strategy to follow in the case of reduced rank scenarios. Our kick off point will be the reduced rank Wiener solution. More specifically, the property sets will be constructed so as to contain the vector with a high probability. As it will become clear later on, this can be guaranteed by seeking for points that lie in the intersection of the hyperslabs and the Krylov subspace, i.e., . Let us define the set . Recall from the discussion in Section II that . In order to have , the following must hold true (6) From (6), it can be seen that the parameter , which determines the width of the hyperslab, determines the probability that , in the sense that the larger the , the larger the possibility that the previously mentioned condition will hold. Obviously, in the full rank case, in which the condition to be satisfied is , the only term, which dictates the choice of , is . Hence, the width of the hyperslabs is chosen with respect to the statistics of the noise. In the reduced rank case, besides the noise, one has to take into consideration the term . However, in practice, as it has been documented in [16] , in cases where the eigenvalue spread of is close to 1, which implies that the distance between and is small (see also (4)), the noise term is the dominant one. Hence, if the user-controlled parameter, , is defined according to the noise statistics, the condition of having , holds with a high probability. In the sequel, a technique appropriate for the case where the eigenvalue spread is large, will be proposed in order to overstep this limitation.
In order to construct the subspace, knowledge on the statistics of the input and the desired response, i.e., , is required. A reasonable strategy is to rely on estimates of the previously mentioned quantities. To this end, the autocorrelation is estimated via and the crosscorrelation via , where is the so-called forgetting factor, employed in order to "forget" past values in time varying scenarios. The estimates, are updated , according to the following formulas: and . Having obtained the estimates of and , our goal now is to develop the projection operator that projects an estimate to the intersection of the corresponding hyperslab and the current estimate of the Krylov subspace, i.e., , where . Claim 1: The projection of a vector lying in onto is given by (7) where is an matrix, whose columns form an orthonormal basis of and
The proof is given in Appendix B. Now, let us see how the case where the denominator in the previous equation equals to zero is treated. First of all, recall that the columns of form a basis for the Krylov subspace. If , this means that the vector is perpendicular to the Krylov subspace. Moreover, it holds, e.g., [25] , that the vector is perpendicular to the hyperplanes and , which constitute the hyperplanes that define the hyperslab. These two facts imply that in the case where the subspace is "parallel" to the hyperslab. This case is treated as in the full rank case, i.e., when the input vector is , e.g., [25] . To be more specific, if such an input vector occurs, it is not taken into consideration in the algorithmic flow.
IV. COOPERATION STRATEGIES IN DIFFUSION NETWORKS AND THE CONSENSUS MATRIX
In this section, we will describe how the nodes cooperate with each other in order to exploit the spatially received estimates. First of all, depending on the strategy with which the received estimates from the neighboring nodes are embedded in the adaptation, the following cooperation directions are defined:
• Combine-Adapt, in which, at each node, the estimates received from the neighborhood are combined in a particular way, and then the aggregate is put into the adaptation step, e.g., [11] , [12] , [17] .
• Adapt-Combine, where before the combination step, the adaptation takes place, e.g., [9] , [27] .
• Consensus based, where the computations are made in parallel and there is no clear distinction between the combine and the adaptation step [10] , [37] . In the current paper, the combine-adapt cooperation strategy will be followed. We assume that the following statements, regarding the network, hold true: and and the network is assumed to be strongly connected, i.e., there exists a possibly multihop path, connecting every two nodes of the network. These assumptions are very common in adaptive distributed learning (see for example [6] , [7] ). At each node and at each time instant, the estimates received from the neighborhood are fused under a certain protocol. To this end, we define the combination coefficients, such that , if , , if and . In words, every node assigns a weight to each one of the estimates, which are received from the neighborhood, and a convex combination of them is computed; this aggregate takes part in the adaptation step. The steps of the combine-adapt cooperation strategy are given in detail in Section V-B. Two well known examples of combination coefficients are: the Metropolis rule, where and the uniform rule, in which the coefficients are defined as if , otherwise.
Gathering all the coefficients in a matrix, we define the combination matrix , in which the -th component equals to . Now, let us give the definition of the consensus subspace . This linear subspace is defined:
, and its dimension equals to . The consensus matrix is given by , where the symbol stands for the Kronecker product and stands for the identity matrix. Some very useful properties of the consensus matrix as well as the consensus subspace are [27] : 1) , where is the vector of ones. Throughout the paper, we assume that the involved consensus matrices are doubly-stochastic, i.e., 2) . 3) Any consensus matrix can be decomposed as where is an matrix, and , is an vector of zeros except the -th entry, which is one and is an matrix for which it holds that . 4) . 5) The vectors , constitute a basis for . The projection of a vector, , onto this linear subspace is given by .
V. PROPOSED SCHEME First of all, it has to be pointed out, that despite the fact that the nodes seek for the same unknown vector, the input as well as the noise statistics differ from node to node. Hence, in contrast to the non-distributed scenario, here, we should take into consideration the statistics from all the nodes. Let us define the mean square error loss function , for the whole network (8) where , and . It can be readily shown following similar steps as in [16] , that the solution minimizing (8) is given by . This argument indicates that a reasonable strategy in order to achieve dimensionality reduction is to construct the Krylov subspace relying on and ; i.e., the average values relying on approximations of the previously mentioned quantities. To this end, at each node, the following approximations are computed:
, where and , with and is the forgetting factor. From the previous relations, it can be observed that in order to construct the respective subspace, every node must have access to measurements coming out from the other nodes of the network, i.e., ; however, this is, in general, infeasible in distributed networks. In the sequel, we present two techniques which will help us overstep this obstacle.
A. Enhancing the Information Flow
First of all, it should be stressed out that in system identification problems the input is defined as follows:
. Hence, the novel information at each time instant comprises of two numbers:
and . In order to enhance the information flow, the following strategies are adopted.
1) We assume that and will not be updated every time instant but every time instants instead. Thus the coefficients and will be delivered to the other nodes of the network within a time window of size . This parameter is chosen with respect to the size of the network as well as the maximum distance between two nodes. As it will become clear in the simulations section, the larger the the worse the performance of the algorithm; this behavior is due to the fact that for a large time window, and are updated less frequently and their convergence to a good approximation is slowed down. Nevertheless, as it will become apparent in the simulations section, provided that does not take too large values, the algorithm turns out to be relatively insensitive to its choice. 2) We adopt a multi-cluster architecture (see for example [38] ) for the network in order to improve the flow of transmitted information. In principle, nodes which are connected to a large number of neighbors are "equipped" with better transmission capabilities. Despite the fact that the issue of clustering the nodes according to predefined protocols has been extensively discussed in the literature, see [38] and references therein, complex protocols are beyond the scope of this paper. So, we adopt a simple hierarchical protocol, which has been employed in the context of adaptive distributed learning in [39] . More specifically, we classify the nodes, according to the number of their neighbors, into two subclasses: the hierarchical and the non-hierarchical ones. The former are able to communicate over three nodes, whereas the latter are not, and every non-hierarchical node is connected to a hierarchical one. The rationale is to assign enhanced transmission capabilities to the nodes which have many neighbors; through this procedure the information is delivered faster throughout the network, e.g., [38] . Now, let us see how the information needed to construct the Krylov subspace is distributed over such a network, which is illustrated in Fig. 3 . Notice that the network comprises of nodes and the number of the hierarchical nodes equals to 3. At each time instant, nodes have to transmit coefficients to their neighborhood; these are the updated components lying in the reduced space . philosophy. The largest number of coefficients is transmitted by node 2 and amounts to , where comes from the coefficients of the estimate and the other four from the information needed to construct the subspace. In the full rank scenario, every node has to transmit coefficients to each neighboring node. Hence, if is much smaller than , which is the case of our interest, then the nodes transmit fewer coefficients, if they seek for a reduced rank solution.
Unfortunately, in networks with a large number of nodes and/or in scenarios where the longest path, among the nodes of the network, is large, the previously mentioned techniques may fail. Nevertheless, as it will become apparent in the simulations section, another route can be followed. Indeed, the Krylov subspace can be constructed by exploiting information coming from a single node, e.g., a master node, without significant degradation of the performance of the algorithm. It can be readily obtained that, if the information of a single node has to be delivered throughout the network, each node transmits coefficients at most. Hence in this scenario, the only limitation is to use a large enough , which depends on the longest path among the nodes of the network, and then distribute the two coefficients, which are used to construct the subspace. A possible criterion in order to chose the master node is to find the node with the smallest eigenvalue spread, as (4) suggests. Techniques for finding this "optimum" node are beyond the scope of this paper and will be presented in a future work. In the simulations section, the case of choosing the "worst" node is also adopted in order to study the sensitivity of this scenario in failing to choose the "best" node.
Finally, if the statistics are the same for the nodes of the network, then the Krylov subspaces can be constructed locally, and then the information transmitted by each node drops to coefficients, i.e., the length of the reduced rank estimate.
B. The Algorithmic Scheme
As it has been already mentioned, our goal has now become to search for estimates that lie in the reduced -dimensional Krylov subspace. However, in general, any vector in such a subspace is expressed in terms of components, since it is a subset of . Our next goal becomes to map the respective estimates in the subspace; this mapping will result in the description of the estimates in terms of components. Nevertheless, the mapping which leads vectors from the Krylov subspace to , is known. Moreover, the inverse mapping leading vectors from to the subspace is also known. This correspondence between vectors of the Krylov subspace with vectors lying in will be the kick-off point in order to reduce the communication load. More specifically, at each node, vectors which belong in will be computed and transmitted, reducing the communication load; these vectors can be readily mapped, locally at each node, back to the original Krylov subspace where they belong.
Let us define the matrix the columns of which form a basis for . The following holds: and 1 , [16] . According to the previous discussion, the matrix maps vectors, of dimension which belong in , to the reduced dimension space, i.e., , whereas maps vectors lying in to . The steps of the algorithm for each node and at time instant , can be summarized as follows:
• The estimates, of reduced dimension, from the neighborhood, i.e., , are received and convexly combined, with respect to the adopted combination strategy in order to produce . As already said, these estimates are related to their counterparts in the Krylov subspace in ones, according to:
(see also Appendix B).
• Taking into consideration the newly received information, i.e., the following hyperslab is defined in , where can vary from node to node, depending on the noise statistics. The aggregate , which was computed at the previous step, is projected onto the most recent hyperslabs, and then a convex combination of the resulting projections is computed. It has been verified, that by projecting onto a number of hyperslabs the convergence speed is accelerated [34] , [40] .
• The information needed in order to update the subspace is distributed over the network, using one of the techniques described in Section V-A. If , then are updated, and the matrix is computed.
1 From now on, the tilded vectors will stand for vectors lying in .
The previous can be encoded in the following formula.
where , and where [25] : (see equation at the bottom of the page).
In the previously described scheme, the obtained estimates lie in , which implies that each sensor will transmit coefficients at each time instant. The following claim clarifies the connection between the algorithm in (9) and the Krylov subspaces, discussed in the previous section.
Claim 2: Eq. (9) is equivalent to (11) where , , that is, the corresponding aggregate in the respective Krylov space, and (see equation at bottom of page).
Proof: The proof is given in Appendix C. The geometrical interpretation of the algorithm is given in Fig. 4 . The complexity of the algorithm is of order coming from (9) , from the update of , and due to the computation of , e.g., [16] . It is important to notice that the dominant complexity-contributing terms, which are involved in the subspace computation, depend also on the frequency with which the subspace is constructed. Hence, if one is to reduce the computational load, a larger must be chosen. Obviously, this results to a performance degradation; however as it will become clear in the simulations section, the algorithms turn out to be relatively insensitive to this parameter.
As it will become clear shortly, the algorithm enjoys a number of nice convergence properties. Despite the fact that at each node the recursion given in (9) is employed, the theoretical properties for (11) will be studied since the estimates computed if , otherwise.
if otherwise. by this scheme belong to the same subspace with and from the fact that the two schemes are equivalent. For the algorithm in (11), we prove a number of nice convergence properties such as: monotonicity, asymptotic optimality and strong convergence to a point which lies in the consensus subspace. Moreover, we prove that the estimates at each node converge to a vector which belongs to the Krylov subspace. It is important to notice that asymptotic optimality implies that the distance of the computed estimates from the intersection of the hyperslabs with the Krylov subspace will tend asymptotically to zero. Moreover, recalling the discussion in Section III-B, these sets contain with a high probability.
Assumptions 1: (a) There exists a non-negative integer, say , for which where with . In words, the hyperslabs together with the Krylov subspaces share a non-empty intersection. , where the cartesian product space , and 2 For a large choice of the approximations of the quantities used in order to construct the subspace are good and, consequently, this assumption does not lead to performance degradation.
. We assume that , where this term stands for the relative interior of with respect to (see Appendix A). Theorem 1: Under the previously adopted assumptions, the following properties can be proved.
• Monotonicity. Under assumptions (a), (b), (c) for the recursion given in (11) it holds that . Moreover, if we define , it holds that . The previous relation yields that the estimates for the whole network converge to a point that lies in the consensus subspace and the estimate at each node converges to a point which lies in the estimated Krylov subspace. Proof: The proof is provided in Appendix D.
VI. WHITENING THE INPUT
Recall the discussion in Section II regarding (4). As it was documented there, the performance of the Krylov based reduced rank algorithm is dictated, mainly, by the input statistics. In other words, in cases where the input is highly correlated and, henceforth, the eigenvalue spread of the autocorrelation matrix takes a large value, then the upper bound of the distance between the unknown vector and the one, which is tracked inside the Krylov subspace, is large and as it has been experimentally verified, the performance of the algorithms built around the Krylov subspaces is degraded. This results to an increased error floor in the steady state, as we will see in the Numerical Examples section. Hence, a reasonable strategy, which will be adopted here, is to employ a transformation that "whitens" the input. To this end, at each time instant the input vectors are multiplied with a properly chosen matrix, such that the autocorrelation matrix of the "new" input to be as close as possible to the identity matrix. A first approach could be to employ the celebrated Karhunen Loeve transform in order to produce a transformed input for which the eigenvalue spread of the autocorrelation matrix would be equal to 1. Nevertheless, as it has been also documented in [21] , this approach requires a-priori knowledge of the input statistics, which is in general infeasible.
Hence, an alternative route has to be followed. In the non-distributed scenario, the following transformation has been proposed [21] :
, where is the Discrete Cosine Transformation (DCT) transformation matrix 3 , and , where , is the -th element in the diagonal of the matrix . The physical reasoning of this transformation can be summarized as follows 4 . The left and right multiplication with the DCT matrix, approximately diagonalizes the matrix (see also [21] ) so as to produce . . .
Now, it is not difficult to see that the multiplication with the matrix , normalizes the diagonal entries of the matrix in (12) so that the resulting autocorrelation matrix approximates the identity matrix. In practice, since the coefficients , are unknown, one relies on the following recursive approximation of them:
, where , and with we denote the -th component of a vector, e.g., [20] , [21] . Obviously the performance of the previously mentioned transformation, i.e., how "close" will be the final matrix to the identity one, depends on . However, in practice it has been observed that the previously mentioned transformation results in autocorrelation matrices, which are reasonably close to diagonal.
In the distributed scenario, our goal is to impose a transformation, which is common to all the nodes of the network, and which whitens the autocorelation matrix used for the construction of the subspace, i.e., . Assuming that the input vectors between any two different nodes of the network are independent and have zero mean, which is usually the case, e.g., [9] , [10] , we have that , where . The transformed input takes the form ( [21] ): where , and , is the -th element of the diagonal of the matrix . Employing the transformed input in the linear model, we get that , where
It should be pointed out that, by employing a transformed input, the generated estimates do not track the original unknown vector, but the transformed one, i.e., . Nevertheless, by multiplying them with the inverse transformation, which is in our case , one obtains estimates tracking the original unknown vector (see also [41] ).
It is obvious that the definition of the corresponding Krylov subspace changes, since the input changes. Let us define 3 For the DCT transformation matrix holds that . It should be pointed out that a variety of transformations could be employed, e.g., the Fourier Transformation. However, the DCT one is usually adopted [21] . 4 For a more detailed analysis the reader is referenced to [21] . (14) and . Using a similar rationale as in Section III-B, the algorithm, after employing the transformed input, tracks the following vector (15) where is an matrix whose column form an orthonormal basis of . Now, let us shed some light on the connection between the estimates generated exploiting the transformed input, and the estimates, which are produced relying on the original input. If we substitute (13) and (14) into (15) we obtain (16) Notice that is an matrix, of rank ( [42] ), hence its columns form a basis for a new subspace . Fig. 5 illustrates the connection between the points of the two subspaces. Now, according to the previous discussion, if we left multiply (16) by , in order to employ the inverse transformation, we get (17) From (17) we conclude that (18) Equation (18) establishes the connection among estimates occurring in the case where the input is , with the ones produced by the input .
It should be pointed out that, if we employ the whitening transformation, the estimates obtained from the original input (which are produced by employing the inverse transformation), lie in , which is also a subspace of dimension equal to , instead of , which would be the case if the original input were employed. Despite the fact that the reduced rank Wiener Filter does not belong to , in general, as it will become apparent in the Numerical Examples section, if the input is highly correlated it is better to seek for instead of , since the misadjustment between and is large. Obviously, in order to construct the matrix , knowledge on the statistic has to be available. As in the previous section, we rely on estimates of the unknown statistics in order to construct . More specifically, the approximated matrix is given by , where , . The algorithm is similar to the one developed in the previous section and its mathematical formula is given by (19) with and . Furthermore, the matrix is defined similarly to , and its columns form an orthonormal basis of , where , are approximations of the and respectively, and they are computed recursively in a similar way as in the previous section.
Recall the assumptions of Theorem 1. In order to derive the convergence analysis of the algorithm in (19), we consider that the assumptions of Theorem 1 hold true, with the following slight modifications:
• The intersection becomes , where , and (Assumption ).
• There exists such that (Assumption ).
• After a finite number of iterations, say , and, for compact notations, we define (Assumption ).
• The upper bound of the step size equals to , where (see equation at bottom of page). (Assumption ).
• The set , now becomes , with , where and employing the modified input (Assumption ). • Strong Convergence to a point that lies in the Consensus subspace: Consider that , hold true it holds that , . As in Theorem 1, if we define • , it holds that . In other words, as in Theorem 1, the estimates for the whole network converge to a point that lies in the consensus subspace and the estimate at each node converges to a point which lies in . Proof: The proof is given in Appendix D.
VII. NUMERICAL EXAMPLES
In this section, the performance of the proposed algorithms is validated within the system identification framework. To the best of our knowledge, in the literature, there has not been proposed a reduced rank adaptive algorithm, suitable for operation in diffusion networks. To this end, in order to evaluate the performance of the proposed algorithms, we compare it with a modified version of the proposed scheme, denoted as subsampled Adaptive Projected Subgradient Method (sAPSM), where each node, instead of transmitting the whole estimate vector, at every time instant, transmits a subset of coefficients of it. More specifically, at time instant 1, the first coefficients are transmitted, at time instant 2, the coefficients and so on. Moreover, the proposed algorithms are compared with if otherwise, the full rank APSM, i.e., the proposed where the full vector estimate is transmitted and with the diffusion based Adapt-Combine LMS (A-C LMS) [9] .
In the first experiment, we consider a diffusion network, in which the number of nodes equals to . The unknown vector is of dimension . We consider that the input samples,
, obey the following model , where is a parameter, which we will alter throughout the experiments, so as to validate the proposed schemes in weakly or strongly correlated environments, and is drawn from the Gaussian distribution with unit variance. The variance of the noise, at each node, equals to , where , under the uniform distribution. Furthermore, the combination coefficients are chosen with respect to the Metropolis rule. Finally, the adopted performance metric, which will be used, is the average Mean Square Error (MSE), given by , and the curves are the result of averaging 100 realizations for smoothing purposes.
The number of hyperslabs used per time update equals to , the step-size is chosen and the width of the hyperslabs equals to . The weights are set . The step-size in the A-C LMS equals to , so that the algorithm converges to a similar error floor with the full rank APSM. In the first experiment, we study the performance of the proposed scheme (denoted as Proposed 1), with respect to the dimension of the subspace, within which we seek for a solution. For this reason, we consider a weakly correlated environment, so the parameter , with respect to the Uniform distribution. Moreover, since the unknown vector does not undergo changes, the forgetting factor is chosen . Finally, we assume that , i.e., the subspace is updated at each time instant and for the sAPSM . From Fig. 6 it can be seen that even if the dimension of the subspace takes small values, compared to , the Proposed 1 performs significantly well. Analytically, the Proposed 1, converges fast and for the specific choices , the steady state error floor is only slightly increased compared to the full rank APSM and the A-C LMS. If , then the steady state error floor increases significantly. Moreover, the Krylov-based algorithms TABLE I  STEADY STATE DISTANCES   TABLE II  SQUARED DISTANCE FROM THE CONSENSUS SUBSPACE outperform the sAPSM. Finally, it should be pointed out that the complexity of the LMS is of order and the complexity of the APSM is of order . In Table I we present the steady state Mean Square Deviation, i.e.,
, as well as the distance of the steady state estimate from , i.e., , where for a large . It can be observed, that the smaller the dimension of the Krylov subspace, the smaller the distance of the estimate from , whereas the mean square deviation is larger. This is a direct consequence of (4) since, as one can see in this equation, a smaller leads to a larger upper bound of the distance between and . Finally, in Table II , we present the steady state squared distance from the consensus subspace (SDCS), i.e., , . It can be readily seen, that in the steady state every choice of leads to a small distance from the consensus subspace.
In the second experiment, Fig. 7 , the parameters remain the same as in the previous one. Nevertheless, here we examine the Average Excess Mean Square Error (EMSE) instead of the MSE. The Average EMSE is given by . From Fig. 7 it can be seen that the full rank LMS and the APSM converge to a lower steady state error floor, compared to the algorithms built around the Krylov subspace rationale. This fact is expected since in the Krylov based algorithms we seek for a vector lying in a subspace of lower dimension, and not the unknown one. However, the Krylov based algorithms converge significantly faster and, moreover, compared to the full rank algorithms, the difference in the steady state error is relatively small.
In the third experiment, we consider that the parameters remain the same as in the previous experiment, albeit a fixed dimension for the subspace, namely , is chosen. Our goal is to study the sensitivity of the algorithm, to the parameter . To this end, we set different values to , or in other words, to the frequency with which the subspace is updated. From Fig. 8 it can be readily observed that the smaller the update window, the faster the convergence, due to the fact that for a small window we update the estimate of the subspace more often, and we reach sooner a good approximation of it, compared to the case of a larger window. Moreover, as in the previous experiment, the Krylov-based algorithms outperform the sAPSM. Finally, we should note that the Proposed 1 performs well even for large values of , which makes it appropriate to be adopted in distributed learning.
In the fourth experiment, we consider a non-stationary environment, since, as it is by now well established, a fast convergence speed does not necessarily coincide with a good tracking ability [28] . To be more specific, we consider that a sudden change in the unknown parameter vector takes place. So, in this experiment, we fix and and we alter the forgetting factor. From Fig. 9 it can be seen that until the system undergoes the change, the best performance is achieved for , whereas for smaller the steady state error floor is increased. Nevertheless, if
, the algorithm has a long memory of the old statistics, through which the subspace is constructed, that have to change and its tracking ability is not good. On the contrary, the other choices of provide a good tracking ability. Obviously, for large the tracking ability may be affected, since apart from the forgetting factor, one has to take into consideration the fact that at time instant the quantities sensed at a past time instant are delivered through the network; this is a direct consequence of the strategy adopted in Section V-A, in order to enhance the information flow. In this case, we consider that the algorithm is able to monitor abrupt changes of the orbit , in order to restart transmitting the input and the desire response. In order to "sense" the previously mentioned abrupt changes, we employ the following metric:
, or, more specifically, we restart the transmission of the input coefficients and the desired responses, if this ratio is greater than a threshold, which is chosen, here, to be equal to 10.
In the fifth experiment, we validate the performance of the whitening version (denoted as Proposed 2), in a strongly correlated environment. To this end, the parameter takes values inside the interval (0.8,1). We compare the Proposed 1 for , the Proposed 2, for the following choices , , the sAPSM, the full rank APSM and the A-C LMS. In the A-C LMS, we choose the largest step-size for which the algorithm converges, and it equals to . The rest of the parameters remain the same as in the previous experiments, and the forgetting factor which corresponds to the computation of equals to . Fig. 10 illustrates that the performance of the Proposed 1 is degraded due to the highly correlated input. However, by employing the transformation, which whitens the input (Proposed 2), the performance is significantly enhanced, even if the dimension is relatively low, compared to the case where we employ the original input.
Finally, in the sixth experiment, we examine how the performance of the Proposed 1 is affected when the Krylov subspace is constructed based on information coming from a single node (see also Section V-A). To this end, we compare the Proposed 1 in the case where the subspace is constructed using information from every node, with the same algorithm in the cases where: a) the optimum node, b) the worst node and c) an arbitrary node, provide information in order to construct the subspace. equals to 20 and the rest parameters are the same as in the first experiment. The optimum node is the one with the less correlated input and the worst node is the one with the most correlated input. Fig. 11 shows that by using global information the algorithm converges faster. Nevertheless, the proposed scheme performs well even in the worst case scenario, where the node with the most correlated input is used in order to compute the subspaces. This results is very useful, in large networks, where using global information may be prohibited.
VIII. CONCLUSIONS
In this paper, the task of distributed reduced rank adaptive filtering was studied. The algorithms follow the set-theoretic estimation rationale. At each time instant and at each node, a closed convex set, which takes the form of hyperslab, is defined and a possible solution is searched within the intersection of these with a corresponding set of reduced dimension Krylov subspaces. Thus, a significant reduction of the transmitted number of coefficients to the network is achieved, at only small performance degradation. Furthermore, since the performance may degrade when the input samples are highly correlated, a scheme employing a whitening preprocessing has been proposed. Full convergence results are presented, and numerical examples verify the robustness of the proposed algorithms in different scenarios, in the context of the system identification task.
APPENDIX A BASIC TOOLS OF CONVEX ANALYSIS
A set , for which it holds that and , , is called convex. A function will be called convex if and it holds that . The subdifferential of at an arbitrary point, , is defined as the set of all subgradients of at ( [43] , [44] ), i.e., .
Let us define the distance of an arbitrary point from a closed non-empty convex set . It is given by the distance function The projection mapping, onto , is defined as , whereas the projection in the -norm sense, where is an positive definite matrix, is given via the following optimization . The projection operator is related to the distance function, as follows:
. Moreover, the projection of a point, say , onto a subspace, say , is given by , where is a matrix whose columns form a basis for , whereas the projection of onto in the -norm sense equals to . Finally, the relative interior of a nonempty set, , with respect to another one, , is defined as with , where is the open ball defined as , e.g., [45] , with center and radius equal to .
APPENDIX B PROOF OF CLAIM 1
Proof: By basic linear algebraic arguments [46] , it can be verified that the subspace is isomorphic and isometric to via the mapping where is the matrix whose columns form an orthonormal basis for . Take the previously mentioned argument into consideration and fix a . Then notice that (20) where . By (21) and the uniqueness of the projection, we obtain (21) which completes our proof.
APPENDIX C PROOF OF CLAIM 2
Recalling the arguments of Claim 1, it can be verified that (22) Moreover, it holds that . Going back to (9) We will prove Theorem 2, since Theorem 1 is a special case of it. To be more specific, the properties which will be proved in this appendix hold also for Theorem 1, if we substitute the matrix by .
A. Monotonicity
First of all let us define . . . and . . . . Since , we have that , it holds that (see also [16] ) . Fix a node, say . We have that,
However, from the definition of and since by definition. Hence
A well known property of the projection operator, e.g., [23] , is the non-expansivity, i.e., given a non-empty convex set, say , . Combining the previous with (24) we obtain Gathering the inequalities for every node, we obtain that (see equation at bottom of page). Following similar steps as in [12, Theorem 1] and under assumptions -it can be proved that . . .
Combining (25), (26) obtain (26) From (27) 
Since is a positive definite matrix ( [16] ), it is not difficult to obtain that is also positive definite. Let us take a closer look on . Since by assumption we have that there exists such that and . The previous equations yield that , and since , it holds that . Now, combining (28) and (29) implies (29) . . . . . .
B. Asymptotic Optimality
Let us define the following non-negative cost function if if , (30) where and , It can be readily seen that since , . Following similar steps as in [12] and [34] , we have that (11) can be equivalently written (See equation at bottom of page) where and with we denote the subgradient of at the point . Following similar steps as in [12] , [47] and if assumptions -hold true, it can be proved that (32) which in turn implies that ( [12] ) (33) This yields that (34) However, using similar arguments as before with , for every point that lies in it holds that . Hence, if we define , we have (35) where the first inequality holds from the definition of the distance function, as the vectors , . Taking limits in (36) and recalling (35), we conclude that .
C. Asymptotic Consensus
Under assumptions -, the algorithmic scheme achieves asymptotic consensus, i.e., [27] It has been proved [27] , that the algorithmic scheme achieves asymptotic consensus, i.e., if and only if (36) First of all, notice that . Since is a convex combination of vectors which belong to , which is a convex set [45] , then . Hence
. So, where in the inequality we have used the nonexpansivity of the projection operator onto a closed convex set and the limit on the last equality holds true as which holds from (33) and [47] . Now, it can be readily seen that (37) if , if ,
If we generalize (38) for the whole network, we have (38) Having as kick off point (39) and if we follow similar steps as in [47] it can be verified that . The previous relation implies that (39) Hence, . Taking limits and recalling (40) completes our proof.
D. Strong Convergence
Following similar steps as in Claim 2, it can be proved that the algorithm in (19) can be equivalently written: (40) where . Notice that the algorithm in (41) is a special case of the algorithm proposed in [12] . The difference is that in the latter, the combined information coming from the nodes of the neighborhood is projected onto a convex set, before the adaptation step. So, the convergence analysis, which took place in [12] holds for the scheme presented in (9) . In order to verify this, we have to examine if the assumptions, under which the scheme converges, hold here too. First of all notice that under Assumption (a),
. From the previous we have that such that . Moreover, since belongs to the intersection of the hyperslabs, it satisfies . So, we have that (41) From the previous we have that there exists , such that . Thus, . Moreover, . In [12, Theorem 1.1] it has been proved, that these two facts, together with Assumption (d) are the assumptions under which the algorithm converges to a point, i.e., (42) where . Taking into consideration (43) it follows that . Our proof is complete, since from the previous equation we have that If we write the previous relation for all the nodes of the network we obtain where . In words, the algorithm converges to a point, which lies in the consensus subspace.
According to the previous discussion we have that , with .
Recall that from Theorem 1, we have , where . Hence, (43) Since consensus holds for , i.e., . . . , it can be readily obtained that . . . , hence . Finally, since , which finishes our proof.
