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Resum 
 
Temps enrere, la ràdio va arribar a ser un aparell capaç d’unir a moltes 
persones. Actualment, la ràdio connecta els nostres ordinadors amb xarxes 
sense fils, però no amb la voluntat de transmetre efectes de so, sinó paquets 
de zeros i uns, és a dir, dades informàtiques. A causa de la necessitat que té 
l’ésser humà d’estar connectat constantment i de les noves tecnologies, que 
proporcionen dispositius cada vegada més potents, les xarxes sense fils estan 
creixent per moments. Entre aquestes xarxes trobem les xarxes ad-hoc 
(MANET) que, malgrat les seves aportacions, presenten una sèrie de 
problemes, entre els quals destaquen la poca seguretat que ofereixen, la 
inestabilitat del medi pel que es transmeten i la dificultat en l’encaminament 
entre els nodes. En aquest últim desavantatge és en el que ens centrarem.   
 
En aquest projecte hem creat un mecanisme adaptatiu, anomenat AHR, que 
permet un major aprofitament del canal durant la transmissió. En el nostre 
estudi quantifiquem l’efecte del mecanisme sobre una xarxa real amb patrons 
de mobilitat, caracteritzant els paràmetres d’ample de banda, del consum 
d’energia i de la capacitat de reacció davant canvis a la topologia de la xarxa. 
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Overview 
 
Some time ago, the radio became a tool capable of joining lots of people. 
Nowadays, the radio links up our computer with wireless networks. However, it 
does not have the will to transfer sound effects, but computer data. Due to the 
human being’s need of being constantly connected and due to the new 
technology, which provides more and more powerful devices, wireless 
networks are growing by the minute. We are going to focus on  MANET 
networks, which, although their contributions, have a series of disadvantages, 
as for example the low security they offer, the instability of the environment 
they are transferred through and the routing among nodes. We will focus on 
this last problem. 
 
In our project, we have developed an adaptive mechanism, called AHR, which 
allows us to profit more from the channel during the transfer. In our paper, we 
consider the effect of the mechanism on the real network with mobility patterns, 
characterising the parameters of band width, energy consumption and reaction 
ability in front of the network topology changes. 
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INTRODUCCIÓ 
 
En aquesta època de la informació en què necessitem estar comunicats en 
qualsevol lloc i en qualsevol moment, la tecnologia ens proporciona dispositius 
cada vegada més petits, amb majors possibilitats de connexió i una major 
autonomia. Això ha motivat l’aparició de les xarxes sense fils, que permeten 
accedir a Internet o compartir la informació dels nostres dispositius sense 
necessitat d’utilitzar cables. Tanmateix, aquests tipus de xarxes comporten 
alguns inconvenients: són més insegures que les xarxes amb cable, la 
topologia sol ser variable i el medi de transmissió és més inestable. A més, 
normalment els dispositius tenen una capacitat de procés reduïda i una bateria 
de vida limitada. 
 
En aquest projecte treballarem amb xarxes ad-hoc, que són xarxes sense fils 
portades a l’extrem en termes de flexibilitat, ja que no necessiten una 
infraestructura prèvia per comunicar-se. Els nodes s’ajuden entre sí per fer 
arribar les dades des de l’origen fins al destí. Treballarem amb el protocol 
d’encaminament reactiu AODV (Ad-Hoc On Demand Distance Vector). 
L’objectiu de l’estudi és dissenyar, implementar i avaluar un mecanisme 
d’adaptació per al HELLO_INTERVAL del protocol AODV en xarxes reals. 
Actualment, el funcionament del protocol té establert un valor fix que determina 
amb quina freqüència el nodes d’una xarxa es donen a conèixer als nodes 
veïns, enviant uns paquets anomenats HELLO. Aquest temps pot ser variat a 
l’inici de l’execució del protocol, però a partir d’aquell moment el valor no podrà 
ser modificat. Aquí és on neix la idea de crear un mecanisme que permeti al 
protocol configurar de manera dinàmica els temps entre paquets HELLO i triar, 
segons convingui, un interval de HELLO o un altre. Amb aquesta modificació 
obtindrem una millora en l’efectivitat del processos de reencaminament de les 
dades per a noves rutes, quan es trenquen les rutes existents. El mecanisme 
l’hem anomenat AHR (Adaptative Hello Rate) 
 
Aquesta memòria consta d’una primera part (capítol 1), on es fa una breu 
introducció sobre les xarxes ad-hoc, ja que, com hem comentat, en aquest 
projecte utilitzem aquesta tecnologia sense fils per establir la comunicació entre 
els nodes. Al capítol 2 explicarem les característiques i protocols 
d’encaminament utilitzats per a aquest tipus de xarxes. Al capítol 3, ens 
centrarem a explicar el funcionament i les propietats del protocol AODV, 
concretament de la implementació AODV-UU v.0.8.1, per així conèixer amb 
detall el protocol i poder dissenyar i implementar el nou mecanisme adaptatiu 
per als HELLO_INTERVAL Aquest ens permetrà reduir el temps des que el 
node perd una connexió fins que pot reencaminar les dades per una altra ruta, 
creant així un nou camí pel qual arribar al node destinatari. Després d’haver 
definit el nou mecanisme i explicat la seva implementació en el capítol 4, 
passarem a analitzar els mètodes d’avaluació i anàlisi del protocol. Per fer això 
explicarem l’escenari que utilitzarem en les proves i comentarem amb detall els 
resultats i les conclusions extretes als capítols 5 i 6 respectivament. 
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CAPÍTOL 1 INTRODUCCIÓ A LES XARXES AD-HOC 
 
1.1. Orígens i definició 
 
Les xarxes mòbils ad-hoc, també conegudes com Mobile Ad-Hoc Networks 
(MANET), estan formades per una sèrie de nodes que es comuniquen entre 
ells mitjançant enllaços wireless i que prescindeixen d’una infraestructura de 
xarxa. Qualsevol d’aquests nodes, que participen a la presa de decisions, pot 
actuar com un host o com un router, és a dir, pot ser transmissor i/o receptor de 
la comunicació, o simplement limitar-se a reencaminar-la. Perquè això sigui 
possible sense l’existència d’un node central que faci les funcions de router, 
com és el cas del mode infraestructura, han d’existir uns protocols 
d’encaminament que permetin als nodes disposar, en tot moment o quan es 
necessiti, d’un mapa actualitzat de la topologia de la xarxa. Veure figura 1.1. 
 
 
 
 
Fig.1.1. Topologies de xarxa: infraestructura vs ad-hoc. 
 
 
A mitjans dels anys 70 els militars van començar a utilitzar unes xarxes sense 
fils primitives, que els permetien transmetre informació als seus aliats encara 
que els equips no estiguessin al mateix rang de cobertura, utilitzant nodes 
intermedis com a retransmissors. Amb aquest sistema no calia muntar una 
infraestructura estacionària prèvia,  que podria ser un fàcil objectiu militar, i la 
xarxa es podia reconfigurar en cas de mobilitat dels nodes, aquesta es una de 
les propietats de les xarxes Ad-hoc. 
 
En general, qualsevol proposta real aplicable a una xarxa MANET haurà de 
tenir en compte les restriccions imposades per les característiques inherents a 
aquest tipus de xarxes, com són la topologia dinàmica, els enllaços d’ample de 
banda limitats i de capacitat variable, les limitacions d’energia i la capacitat de 
processament en els nodes. 
 
 
1.2. Característiques i problemes principals de les xarxes ad-
hoc 
 
Una de les propietats de les xarxes ad-hoc és que es poden desplegar de 
manera fàcil i ràpida, sense necessitat de disposar de cap muntatge o 
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infraestructura prèvia. En tractar-se d’una xarxa sense fils, els nodes han 
d’estar relativament a prop, de manera que la comunicació sigui possible. 
D’altra banda, els dispositius han de tenir la capacitat de configurar-se per sí 
mateixos i trobar la ruta més adequada per establir o reencaminar una 
comunicació. 
 
Un altre factor a tenir en compte és l’autonomia d’aquestes xarxes, ja que 
normalment només ofereixen connectivitat entre els seus nodes, i no cap a 
l’exterior (p.ex.: Internet). Hi ha la possibilitat, però, de connectar aquestes 
xarxes a xarxes fixes, mitjançant un node que actuaria com a gateway o porta 
d’enllaç. D’aquesta manera, es podria accedir a Internet i a altres xarxes.  
 
Però, tal i com hem comentat anteriorment, les xarxes ad-hoc presenten alguns 
inconvenients, comparables amb les xarxes amb cable tradicionals. A 
continuació comentarem els més interessants. Dels problemes que afecten a 
aquest tipus de xarxes, comentarem els que fan referència a l’arquitectura de 
protocols, a les característiques dels dispositius, a l’accés al medi, a 
l’adreçament, a la topologia i encaminament i a la seguretat de la xarxa. 
 
 
1.2.1. Arquitectura de protocols 
 
Les xarxes ad-hoc haurien de ser estructures fiables i adaptables a qualsevol 
medi. La topologia variable d’aquestes xarxes, però, degrada a vegades en 
excés el seu rendiment, cosa que provoca que hi hagi trencaments i/o canvis 
de ruta. El canal de transmissió també té una taxa d’error més elevada que la 
del cablejat tradicional. Tot això provoca que el rendiment d’alguns protocols, 
com és el cas del protocol de transport TCP, es degradin notablement, ja que 
apliquen l’algoritme de control de congestió en el moment no adequat. 
 
 
1.2.2. Característiques dels dispositius 
 
Els dispositius que poden formar aquestes xarxes són ben variats. El més 
habitual en aquest tipus de xarxes és que els dispositius tinguin unes 
característiques limitades, sobretot parlant en termes de capacitat de procés, 
memòria i autonomia de la bateria sobretot per a dispositius portables. 
 
L’escassa autonomia de què disposen aquests dispositius afecta a l’enviament 
d’informació a través de la xarxa. S’hauran d’evitar, per tant, les 
retransmissions innecessàries i serà important entrar en mode repòs sempre 
que sigui possible, considerant el nivell d’enllaç. Així mateix, el fet de reduir tant 
com es pugui la freqüència de missatges de control a la xarxa contribuirà en 
gran manera a consumir menys bateria i ampla de banda. 
 
 
1.2.3. Accés al medi 
 
Tots els nodes transmeten a través de l’aire. Per evitar que dues transmissions 
col·lisionin i es perdi la informació, existeixen els anomenats protocols MAC  
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(Medium Access Control) (veure [1]). Existeixen, però, problemes associats a 
aquest context, com són, per exemple, el terminal ocult i el node exposat. 
 
En el cas del terminal ocult, tenim dos nodes sense comunicació directa entre 
ells, que volen transmetre dades a un tercer node que està dins l’abast de 
transmissió de tots dos. Si ho volen fer a la vegada, escoltaran el medi i el 
trobaran lliure, ja que ells no se senten i, quan comencin a transmetre les 
dades, aquestes col·lisionaran en el node intermedi i la informació es perdrà. 
Per solucionar aquest problema, existeixen protocols de handshake com el 
RTS/CTS (Ready To Send / Clear To Send) (veure [2]), que donaran l’avís que 
un node està emetent un missatge i informaran de la durada d’aquest. Malgrat 
tot, aquesta no és la solució definitiva, ja que dos missatges CTS i RTS també 
podrien col·lisionar en un mateix node. Veure figura 1.2. 
 
 
 
  
Fig.1.2. Problema del terminal ocult 
 
 
En els cas del terminal exposat, imaginem que un node que denominarem A vol 
transmetre dades a un node B. En escoltar el medi, s’adona que hi ha un tercer 
node (C) que està emetent i, aleshores, A cancel·la la seva transmissió. El 
problema està en què potser la transmissió de C no afectava a B i, per tant, A 
hagués pogut portar a terme la seva transmissió sense problemes. Veure figura 
1.3. 
 
 
 
 
Fig.1.3. Problema del terminal exposat. 
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1.2.4. Adreçament 
 
En una xarxa convencional, els nodes amb el servei DHCP (Dynamic Host 
Configuration Protocol) accedeixen als servidors de configuració TCP/IP quan 
necessiten modificar alguna de les propietats a la xarxa. Les xarxes ad-hoc, en 
canvi, no disposen d’aquest mecanisme centralitzat, de fet acualment no 
existeix cap mecanisme que permeti autoconfigurar les propietats de la xarxa. 
Una altra propietat que ofereixen aquest tipus de xarxes es que les adreces no 
tenen perquè estar organitzades de manera estratègica per àrees com 
acostuma a passar en les xarxes per cable, ja que en aquest cas els nodes són 
mòbils i varien constantment la topologia de la xarxa.  
 
 
1.2.5. Topologia i encaminament 
 
Els nodes d’una xarxa MANET actuen com a routers, participant en el protocol 
d’encaminament per descobrir i mantenir rutes a altres nodes de la xarxa. Així,  
mentre que a les xarxes tradicionals els routers són administrats per operadors 
de confiança, això no succeeix a les xarxes wireless ad-hoc, en les quals 
s’espera que cada node que arribi a la xarxa participi en la presa de decisions. 
En general, l’objectiu d’un algoritme d’encaminament és establir una ruta 
adequada entre l’origen i destí. 
 
La topologia de les xarxes ad-hoc és variable, el que fa que es produeixin 
trencaments als enllaços, es crean i es destrueixen a mesura que els nodes es 
van movent. D’altra banda a les xarxes ad-hoc no existeixen subxarxes. Per 
això, les taules d’encaminament d’un node ad-hoc pot tenir com a possibles 
destins adreces IP úniques i independents, que no tenen perquè guardar cap 
correlació entre elles, com succeeix a les xarxes convencionals. 
 
 
1.2.6. Seguretat de la xarxa 
 
Els requisits de seguretat d’una xarxa ad-hoc són els mateixos que els d’una 
xarxa tradicional. Tanmateix, les característiques generals d’una MANET -de 
topologia dinàmica, enllaços d’ample de banda limitat i capacitat variable- fan 
que sigui difícil dissenyar una solució general en termes de seguretat sobre un 
escenari mòbil ad-hoc. Qualsevol política de seguretat de xarxes, però, ha de 
cobrir els sistemes de detecció d’intrusions, la seguretat dels protocols 
d’encaminament i els serveis de gestió de claus. 
 
Per altra banda, cal tenir en compte que és més fàcil modificar la informació 
que viatja per l’aire que no pas la que viatja a través d’un cable. Podem 
classificar els principals atacs contra els mecanismes d’encaminament ad-hoc 
en passius i actius. Pel que fa als atacs actius, poden ser, al seu torn, externs o 
interns. Els atacs externs, realitzats per nodes que no pertanyen a la xarxa. Les 
mesures de prevenció, com el xifrat y l’autenticació, poden establir la defensa 
contra aquest tipus d’atacs. Pel que fa als atacs interns, procedeixen de nodes 
compromesos pertanyents a la xarxa. Es tracta d’una amenaça de major 
gravetat contra la qual els sistemes de detecció d’intrusions poden tenir un 
paper fonamental en la detecció d’aquest tipus d’atacs. 
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La criptografia convencional d’intercanvi de claus i infraestructura pública de 
claus no funciona en aquest tipus de xarxes, ja que no disposem de la 
infraestructura prèvia ni d’autoritats de confiança. La solució òptima passaria, 
doncs, per fer més segurs els protocols típics d’encaminament  d’aquestes 
xarxes. 
 
 
1.3. Encaminament 
 
Com que l’ample de banda disponible en les xarxes ad-hoc és més limitat, la 
freqüència amb què es produeixen trencaments augmenta i, en conseqüència, 
els  canvis de topologia a la xarxa també. Per tant, l’encaminament en aquest 
tipus de xarxes ha de ser, necessàriament, específic. 
 
Els protocols d’encaminament són els responsables de determinar com i cada 
quan els nodes d’una xarxa han d’enviar-se informació, per tal de trobar els 
camins als possibles destins. Fins ara, els protocols d’encaminament 
tradicionals de les xarxes amb cables havien funcionat. Però les noves 
característiques mòbils dels nodes han posat de manifest la necessitat de 
trobar nous protocols que s’adaptin millor a aquest nou escenari.  
 
Els protocols existents avui en dia per a les xarxes ad-hoc es poden classificar 
en 3 grups (veure figura 1.4). Aquests protocols han estat especificats per 
l’organisme encarregat d’avaluar el rendiment de les xarxes ad-hoc, IETF 
MANET Working Group (Internet Engineering Task Force) (veure [3]).  
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
Fig.1.4. Estructura i protocols més significatius de l’IETF 
 
 
Seguidament presentarem les característiques dels protocols d’encaminament 
en funció de la seva naturalesa proactiva o reactiva. 
 
 
IETF MANET Working Group 
 
Protocols proactius 
 
Protocols reactius 
 
Protocols híbrids 
 
OLSR TBRPF DSDV 
AODV DSR TORA 
ZRP SHARP 
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1.3.1. Protocols proactius 
 
Els protocols proactius difonen la xarxa amb missatges informant de les rutes, 
de manera que tots el nodes coneixen a la perfecció la topologia de la xarxa. El 
funcionament d’aquests protocols es basa en intercanviar periòdicament 
missatges de control entre els nodes de la MANET, de manera que 
s’aconsegueixen rutes fresques cap a tots els nodes d’aquesta.  
 
L’avantatge d’aquest funcionament és que els nodes reaccionen ràpidament 
davant de canvis en la topologia, cosa que els porta a detectar les ruptures 
d’enllaços i l’aparició d’altres de nous. Gràcies a això, poden escollir la millor 
ruta a cada moment, depenent sempre de la freqüència amb què s’intercanviï la 
informació. Com més freqüent sigui l’intercanvi de missatges de control, més 
fresques seran les rutes, però també hi haurà més possibilitat de patir una 
sobrecàrrega, cosa que restaria ample de banda al tràfic d’aplicació, que és 
realment útil. 
 
Els exemples més representatius d’aquests missatges són els OLSR 
(Optimized Link State Routing) (veure [4]), TBRPF (Topology Dissemination 
Based on Reverse-Path Forwarding) (veure [5]) i DSDV (Destination Sequence 
Distance Vector) (veure [6]). 
 
 
1.3.2. Protocols reactius 
 
Els protocols reactius només propaguen informació sobre rutes quan es 
requereix una ruta, motiu pel qual també es coneixen com a protocols sota 
demanda (on-demand driven). Aquests protocols sorgeixen de la necessitat de 
contrarestar les limitacions derivades de l’ample de banda, per evitar que es 
malgasti tràfic de control. Aquest tipus de protocols no intercanvien informació 
periòdicament i només mantenen rutes amb els destins de les comunicacions 
actives, minimitzant el número de missatges que necessita el protocol.  
 
Quan un node vol comunicar-se amb un altre de la xarxa MANET, inicia un 
procés que es coneix com “descobriment de ruta”, que consisteix en difondre 
un missatge de control sol·licitant la ruta cap a un destí, en espera d’una 
resposta que inclogui la ruta en qüestió (implícita o explícitament). El principal 
inconvenient d’aquest tipus de protocol és la latència que tenen al iniciar les 
comunicacions, ja que inicien un descobriment de ruta. 
 
Els exemples més representatius que trobem d’aquest tipus de protocol són 
l’AODV (Ad-hoc On-demand Distance Vector Routing) (veure [7]), el DSR 
(Dynamic Source Routing) (veure [8]) i TORA (Temporally Ordered Routing 
Algorithm) (veure [9]). L’IETF actualment ha definit amb un RFC Standars Track 
el protocol DYMO (Dynamic MANET On-demand Routing)(veure [10])  
 
 
1.3.3. Protocols híbrids 
 
Com hem pogut comprovar, cada família de protocols d’encaminament ad-hoc 
té els seus avantatges i inconvenients. Amb la voluntat d’unir el millor de les 
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dues famílies, s’han creat unes solucions mixtes, els protocols híbrids. El més 
rellevant d’aquests protocols és el ZPR (Zone Routing Protocol) (veure [11]), la 
funció del qual és de definir zones dins la xarxa. Mentre que a l’interior de les 
zones actua de manera proactiva, entre les zones l’encaminament és reactiu. 
Una optimització de ZPR és SHARP (Sharp Hybrid Adaptive Routing Protocol), 
que permet que les zones d’encaminament proactiu augmentin o disminueixin 
sensiblement a la mobilitat dels nodes. 
 
 
1.3.4. Conclusions 
 
Per aconseguir uns resultats òptims, no podem fer un altra cosa que basar la 
nostra elecció del protocol, en funció dels patrons de mobilitat i de tràfic de la 
xarxa, que volem realitzar. Tenint en compte també les característiques dels 
nodes que han de formar aquesta xarxa. En xarxes on els nodes s’alimenten 
d’una bateria i el patró del tràfic és a ràfegues, la millor elecció seria un protocol 
reactiu, ja que quan no hi hagi comunicacions actives no s’enviaran missatges 
a la xarxa, allargant així la vida dels dispositius. En xarxes on els nodes tinguin 
una tendència elevada a moure’s, seria més interessant utilitzar un protocol 
proactiu, ja que les taules d’encaminament tindran més consistència.  
 
En qualsevol cas, no existeix una implementació que sigui òptima en tots els 
escenaris possibles, per la qual cosa és important avaluar cada situació. 
Principalment, aquestes xarxes s’utilitzen en aplicacions militars, en cas de 
catàstrofes o també per a xarxes de sensors amb un ampli ventall d’aplicacions 
possibles. 
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CAPÍTOL 2 PROTOCOL D’ENCAMINAMENT AODV 
 
2.1. Introducció 
 
Per poder endinsar-nos en el projecte, hem de conèixer el funcionament i les 
característiques del protocol d’encaminament AODV. Aquest és una evolució 
del protocol DSDV, que inundava la xarxa amb missatges broadcast de control 
cada vegada que hi havia un canvi en la topologia. Quan dos nodes se 
separaven o entraven dins del rang d’emissió l’un de l’altre, esdevenint veïns, 
canviaven la topologia de la xarxa i tornaven a inundar-la. 
 
El protocol AODV és reactiu i està creat especialment per a xarxes ad-hoc. El 
principal avantatge que presenta envers al DSDV és que la seva taula 
d’encaminament funciona sota demanda, cosa que permet guardar la 
informació dels nodes que intervenen en la transmissió de dades i així disminuir 
el temps de procés, de consum de memòria i el tràfic de missatges de control. 
A més, l’AODV no inunda la xarxa quan es produeix un trencament de rutes 
actives entre nodes, ja que, a diferència del DSDV, quan això succeeix, només 
s’informa als nodes precursors.1 
 
L’AODV utilitza taules d’encaminament, de manera que evita transportar totes 
les rutes dels nodes a través dels paquets. Això permet no sobrecarregar la 
xarxa, ja que quan cap dels seus nodes envia informació, no distribueix 
missatges de control. Per mantenir les rutes lliures de bucles, l’AODV utilitza 
uns números de seqüència associats a cada destí de la taula d’encaminament. 
Aquesta disposa d’uns temporitzadors que permeten distingir la informació 
nova de l’antiga i així mantenir actualitzades les taules d’encaminament de 
cada node.  
 
 
2.2. Funcionament 
 
En el funcionament bàsic del protocol d’encaminament AODV, quan un emissor 
desitja transmetre informació a un node destí, el node emissor inicia una cerca 
de ruta enviant un paquet de petició (route request: RREQ) en mode broadcast. 
Cada node intermedi que rep aquest paquet, en reenvia una còpia fins que el 
rep el node destinatari. Quan un node reenvia un RREQ, afegeix una ruta 
inversa a la seva taula que apunta l’origen del paquet (enllaç simètric). Quan el 
paquet arriba al node destí o a un node que coneix la ruta al destí, aquest envia 
un paquet de confirmació de ruta, anomenat route reply (RREP), que s’envia a 
través de la ruta inversa cap al node emissor. És aleshores quan s’inicia la 
transmissió de dades.  
 
 
2.2.1. Tipus de missatges del protocol AODV 
 
En el protocol AODV s’especifiquen tres tipus de missatges: 
 
                                            
1 Nodes precursors: nodes que podrien haver fet servir l’enllaç que s’ha trencat. 
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?  Route Request (RREQ): són els paquets utilitzats quan un node 
vol descobrir la ruta cap a un destí. L’emissor envia als nodes 
veïns un RREQ per broadcast i aquests el reenvien al node destí, 
si el coneixen, o als seus nodes veïns per continuar amb la cerca. 
 
?  Route Reply (RREP): són els paquets enviats pel node destí o 
nodes intermedis a l’emissor informant-lo del coneixement de la 
ruta d’encaminament al node destí.  
 
?  Route Error (RERR): són els paquets que s’envien als nodes que 
participen a la ruta activa quan es produeix un trencament de 
l’enllaç. 
 
L’apartat A de l’annex ofereix informació més detallada sobre els diferents 
paquets que hem explicat. 
 
 
2.2.2. Entrades a les taules d’encaminament 
 
Quan un node rep un missatge de control AODV, crea o actualitza una ruta cap 
a un destí. Si els missatges contenen informació actualitzada sobre algun dels 
destins existents a la seva taula d’encaminament, aquesta s’actualitza, i si no hi 
ha entrada, se’n crea una de nova. A l’entrada corresponent a una ruta cap a 
un destí, es guarden les següents dades: 
 
- l’adreça IP del node de destí. 
 
- l’adreça IP del següent node on s’ha de reenviar la informació dirigida a 
aquest destí. Aquest node també es coneix com a next-hop. 
 
- l’adreça IP del next-hop en la direcció inversa cap a l’origen, si aquest 
existeix.  
 
- el DSN (Destination Sequence Number) associat a cadascun d’ells. 
 
- la interfície associada, el temps de vida i el nombre de salts per arribar al 
destí.  
 
Aquesta informació proporciona a l’AODV la capacitat de mantenir els enllaços 
de les rutes actives i gestionar possibles trencaments. Els flags indiquen si la 
ruta està activa, inactiva o si s’està reparant.  
 
 
2.2.3. Números de seqüència 
 
En el protocol AODV s’utilitzen, com en el seu antecessor DSDV, números de 
seqüència per tal d’evitar bucles de rutes en la cerca del node destí. Aquests 
números de seqüència permeten distingir entre la informació nova i l’antiga. 
Cada node manté el seu propi número de seqüència i, per tal que tot funcioni 
correctament, ha de tenir actualitzat el DSN (Destination Sequence Number) 
per a un destí determinat a l’entrada corresponent de la seva taula 
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d’encaminament. El DSN s’actualitza cada vegada que un node rep informació 
relacionada amb aquest, a través dels missatges AODV. Comparant el DSN 
dels missatges AODV rebuts amb el valor existent a la taula d’encaminament, 
s’assegura que un node sempre utilitzarà la ruta més actualitzada. 
 
 
2.2.4. Descobriment i establiment de rutes 
 
Quan un node desitja enviar dades a un node destí, el primer que fa és 
comprovar si existeixen rutes dins de la seva taula d’encaminament per al destí 
en qüestió. Si aquesta existeix i no ha expirat, s’enviarà el paquet al següent 
node (next-hop). En canvi, si la ruta no existeix o ha expirat, s’iniciarà el procés 
de descobriment de ruta. Per realitzar aquest procés, l’emissor crea un paquet 
RREQ que conté la informació del seu node i del node destinatari. Cada paquet 
conté adreces IP d’origen i destí i el número de salts del paquet que permetran 
als nodes intermedis obtenir informació per poder tractar el paquet. A més, els 
nodes disposen d’identificadors propis (RREQ ID) que s’incrementaran cada 
cop que es creï un paquet RREQ. D’aquesta manera els nodes intermedis 
podran saber si ja han rebut aquella petició i podran decidir si retransmetre o 
descartar el paquet. Veure figura 2.1. 
 
 
 
 
Fig.2.1. Exemple de descobriment i establiment de ruta 
 
 
Per iniciar un descobriment de ruta, el node A transmet un RREQ enviant un 
únic paquet en mode broadcast, que rebran tots els nodes que estan en el rang 
de transmissió d’A (en l’exemple anterior inclouria els nodes B, C i D). Si algun 
dels nodes que reben aquesta petició (B, C i D) fos el destinatari del 
descobriment de ruta, tornaria a l’origen un RREP. Quan l’origen rebés aquesta 
RREP, emmagatzemaria al seu caché aquest camí per a futurs enviaments al 
mateix destí.  
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En el nostre exemple, els nodes B, C i D, que reben el RREQ procedent del 
node A, comproven que no hagin rebut una altra petició amb anterioritat amb el 
mateix origen i el mateix identificador. Després, verifiquen que cap d’ells és el 
destinatari del RREQ i que no disposen d’una ruta cap al node J, i reenvien la 
petició per broadcast, incrementant en una unitat el nombre de salts i activant 
un flag anomenat Unknown sequence number del paquet RREQ. Aquesta 
petició la reben els nodes E, F i G, que fan el mateix que els anteriors, i també 
el node A, que descarta el paquet perquè és el que l’havia iniciat.  
 
Seguint aquest procés, la petició arriba al node J, que és el destinatari, i aquest 
enviarà el RREP corresponent al node A amb la ruta obtinguda per RREQ. El 
veí a través del qual ha arribat el RREQ seria el node escollit per encaminar els 
paquets cap al node origen del RREQ. Si el node J no troba una ruta en el seu 
caché, iniciarà un altre procés de descobriment de ruta. No podem oblidar que, 
a causa de la omnidireccionalitat dels enviaments, els nodes intermedis també 
obtindrien una còpia de l’últim missatge, però el descartarien perquè ells ja 
l’haurien reenviat amb anterioritat. 
 
Per controlar la disseminació dels missatges per la xarxa, s’utilitza la tècnica 
Expanding Ring Search, que limita l’abast dels missatges broadcast RREQ. Els 
RREQ s’envien primer amb un camp de Time-to-Live (TTL) petit per limitar-ne 
la propagació. Si no es rep resposta, aleshores s’intenta amb un TTL més gran. 
Si no fem servir una disseminació controlada, cada vegada que un node inicia 
un descobriment de ruta els missatges RREQ arriben a tota la xarxa. Si la 
xarxa és petita, l’impacte d’aquest mètode de descobriment és mínim, però 
podem tenir problemes quan la xarxa rebassa un cert nombre de nodes. 
 
 
2.2.5. Manteniment de rutes 
 
Quan s’estableix una ruta entre dos nodes, la ruta es considera vàlida durant 
un determinat període de temps, ja que els nodes són mòbils i un camí que 
abans era òptim, passat un temps pot no ser vàlid. Per resoldre d’aquestes 
situacions, AODV utilitza el manteniment de rutes, que consisteix en iniciar un 
nou descobriment de ruta cap al destí quan el node origen d’un enviament es 
mou, alterant la topologia de la xarxa. Tanmateix, si és el node destí o algun 
node intermedi el que es mou i hi ha algun missatge dirigit a ell, el node que 
adverteixi el canvi en la topologia de la xarxa enviarà un missatge especial 
d’error en ruta (RERR) al node que havia originat l’enviament. Tots els nodes a 
través dels quals passi el paquet RERR cancel·laran les rutes que havien de 
passar pel node que s’ha tornat inaccessible.  
 
En el moment en què el RERR arriba al seu destí, el node pot decidir donar per 
acabat l’enviament o iniciar-ne un de nou si és que encara necessita establir la 
comunicació. És precís mantenir informació actualitzada de qui són els veïns 
de cada node. Cada vegada que un node rep un paquet d’algun veí, l’entrada 
per a aquest veí a la taula de rutes s’actualitza, ja que se sap amb seguretat 
que segueix al seu lloc. Si encara no hi hagués entrada pel veí, se’n crearia 
una de nova a la taula d’encaminament. A més, cada cert interval de temps, 
s’envien paquets HELLO als veïns per informar-los que el propi node segueix 
actiu. Aquesta informació és usada pels nodes veïns per actualitzar els 
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temporitzadors associats al node esmentat o, en el seu defecte, per inhabilitar 
les entrades que s’encaminen pel node que no respon. 
 
 
2.2.6. Paràmetres 
 
A continuació presentarem una sèrie de variables configurables del protocol. 
Més endavant explicarem com, a fi d’optimitzar el temps de reacció davant d’un 
trencament d’enllaç actiu, hem procedit a modificar algunes d’aquestes 
variables, convertint les globals en locals i les fixes en dinàmiques. La taula 2.1. 
mostra els valors i paràmetres per defecte de la versió 0.8.1. 
 
 
Taula 2.1. Paràmetres configurables de la implementació AODV-UU v0.8.1 
 
 
 
2.2.7. Implementacions 
 
Existeixen moltes implementacions per al protocol AODV. Es tracta bàsicament 
de versions per als sistemes operatius Windows i Linux, i d’altres orientats a 
dispositius més limitats, com els sistemes operatius del tipus Lineo Embedix 
OS o el TinyOS. A continuació presentarem les implementacions d’AODV 
principals actualment: 
 
PARÀMETRES VALORS 
ACTIVE_ROUTE_TIMEOUT 3000 ms 
ALLOWED_HELLO_LOSS 2 
BLACKLIST_TIMEOUT RREQ_RETRIES * NET_TRAVERSAL_TIME 
DELETE_PERIOD K * max (ACTIVE_ROUTE_TIMEOUT, 
ALLOWED_HELLO_LOSS * HELLO_INTERVAL),  
amb K=5 
HELLO_INTERVAL 1s 
LOCAL_ADD_TTL 2 
MAX_REPAIR_TTL 0.3 * NET_DIAMETER 
MIN_REPAIR_TTL Últim nombre de salts conegut per al destí 
MY_ROUTE_TIMEOUT 2 * ACTIVE_ROUTE_TIMEOUT 
NET_DIAMETER 35 
NET_TRAVERSAL_TIME 2 * NODE_TRAVERSAL_TIME * NET_DIAMETER 
NEXT_HOP_WAIT NODE_TRAVERSAL_TIME + 10 
NODE_TRAVERSAL_TIME 40 ms 
PATH_DISCOVERY_TIME 2 * NET_TRAVERSAL_TIME 
RERR_RATELIMIT 10 
RING_TRAVERSAL_TIME 2 * NODE_TRAVERSAL_TIME * (TTL_VALUE + 
TIMEOUT_BUFFER) 
RREQ_RETRIES 2 
RREQ_RATELIMIT 10 
TIMEOUT_BUFFER 2 
TTL_START 1 
TTL_INCREMENT 2 
TTL_THRESHOLD 7 
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Sistema Operatiu Linux 
 
AODV-UU Uppsala University v0.81/0.9.1 (veure [11]) 
?  Funciona correctament amb kernels 2.4.x i 2.6.x.  
?  Programat en llenguatge C. 
?  Compleix el RFC 3561. 
?  Ports per IPv6 i  multicast. Funcions de gateway. Suporta 
notificacions de l’enllaç amb driver especial, com HostAP. 
?  Treballa al nivell d’aplicació o espai d’usuari, no com a part 
integrada de kernel. Treballa a part del kernel però pot ser 
inestable, ja que s’ha rescrit gran part del codi i no està tan 
testejat com la versió 0.8.1. 
 
Kernel AODV (veure [12]) 
?  Implementació del NIST (National Institute of Standards and 
Technology). Compleix el RFC 3561. Escrit en C. 
?  Suport a partir del kernel 2.4 
?  Funcions de gateway 
 
Sistema Operatiu Windows 
 
AODV for Windows v0.1.14 (veure [13]) 
?  Només funciona amb Windows XP. 
?  Compleix els requeriments MUST del RFC 3561. 
?  No suporta Expanding Ring Search ni multicast, entre d’altres. 
 
Win AODV University of Bremen v0.1 (veure [14]) 
?  Només funciona amb Windows XP, utilitzant un driver NDIS. 
?  Compleix el RFC 3561. 
?  No funciona del tot correctament i només funciona amb IPv4. 
 
Altres 
 
JAd-Hoc University of Bremen v0.2 (veure [15]) 
?  Funciona amb Windows Xp i Linux, sota Java Virtual Machine. 
?  Compleix el RFC 3561. 
?  Té una versió pel sistema operatiu Embedix de Zaurus, que 
també pot funcionar en algunes PDA. 
  
Tiny AODV per Tiny OS (veure [16]) 
?  Els missatges RREP només els genera el destí. 
?  No compleix el RFC 3561. 
? Les rutes mai expiren. 
? Només s’usa la mètrica de nombre de salts. 
? No existeixen els missatges de hello, ja que les rutes no 
expiren. 
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NST-AODV per TinyOS (Not So Tiny AODV) (veure [17]) 
?  Està basat en la implementació TinyAODV. És una solució 
intermèdia entre les implementacions mínimes i les complertes del 
protocol AODV. 
?  Està programat en llenguatge NESC. 
?  Proposa millores respecte al TinyAODV, com per exemple en la 
memòria, que augmenta un 58%. També s’ha millorat la fiabilitat 
de la xarxa i la latència en l’entrega de dades.  
?  Funciona en ls dispositius de TinyOS. 
 
 
En aquest estudi, utilitzarem la implementació basada en Linux de la Universitat 
Uppsala, ja que és una de les versions més estables i estudiades, que podem 
considerar popular. Inicialment, ens vam proposar utilitzar la darrera versió 
d’aquesta implementació v0.9.1, utilitzant una distribució Linux Gentoo (veure 
apartat B de l’annex). Després de diverses proves amb aquesta distribució, 
amb un kernel 2.6.9 i la versió 0.9.1 de la implementació AODV-UU, vam 
arribar a la conclusió que no eren compatibles, entre d’altres problemes que 
van sorgir, com la inestabilitat de la versió 0.9.1. Així doncs, ens vam decidir 
per la implementació 0.8.1, però sobre una distribució de Fedora Core 3 amb el 
mateix Kernel (2.6.9). A més, aquesta versió 0.8.1 ha estat avaluada en un 
projecte anterior (veure [18]), en el qual ens basem per poder desenvolupar el 
nostre mecanisme AHR. Aquesta implementació està escrita en llenguatge C, 
cosa que facilitarà realitzar-ne les modificacions pertinents en el codi del 
protocol. 
 
 
2.3. Conclusions de l’avaluació de la implementació AODV-UU 
 
Els trencaments d’enllaç en l’AODV es mesuren principalment amb les 
variables ALLOWED_HELLO_LOSS i HELLO_INTERVAL. Val a dir que un 
enllaç quedarà marcat com a trencat sempre que passi un període temps 
corresponent . Quan estiguem un temps sense rebre paquets HELLO del veí, 
concretament després de l’absència de 2 HELLOs, invalidarem la ruta.  
 
La primera variable (ALLOWED_HELLO_LOSS) ens indica el numero de 
HELLO’s que podem perdre abans que detectem que la ruta s’ha trencat. 
Aquest valor, com podem veure a la taula de paràmetres mostrada 
anteriorment, és 2. La segona variable (HELLO_INTERVAL) marca el temps 
que transcorre entre cada HELLO que s’envia des d’un node. Si tenim un 
HELLO_INTERVAL=1s vol dir que enviarem un paquet del tipus HELLO cada 
segon. Per defecte, l’AODV utilitza els valors de 1s per al HELLO_INTERVAL, 
mentre que per al ALLOWED_HELLO_LOSS utilitza un valor de 2.  
 
Aquests paràmetres van ser motiu d’estudi en el projecte anteriorment 
esmentat, en els quals es va analitzar la influència del HELLO_INTERVAL en 
xarxes ad-hoc reals. A continuació, veurem amb profunditat les conclusions 
extretes en aquestes investigacions i així ens introduirem en el perquè de la 
creació del mecanisme AHR . 
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Pel que fa a la taxa2 de transferència disponible, mesurada d’extrem a extrem 
de la xarxa, hem pogut comprovar, principalment, que quan augmentem la 
freqüència d’enviaments de HELLO, l’ample de banda disponible disminueix. 
Els estudis es van realitzar en diferents topologies de xarxa. En una de quatre 
salts es va apreciar que a valors de HELLO_INTERVAL baixos (0,2s), l’ample 
de banda disponible decreixia fins a un 8% respecte de les proves realitzades 
amb les mateixes condicions i amb el HELLO_INTERVAL que venia per 
defecte (1s). Pel contrari, en una xarxa de dos nodes, l’ample de banda no es 
veia tan afectat, ja que l’ample de banda disminuïa un 0,5%. Per tant, quant 
més grans siguin les xarxes i més salts s’hagin de realitzar per arribar al destí, 
més saturarem la xarxa disminuint l’ample de banda disponible. 
 
Quant als temps de detecció de trencaments d’enllaç, està condicionat pels 
valors ALLOWED_HELLO_LOSS i HELLO_INTERVAL. La situació ideal seria 
que aquest temps fos el més curt possible, per la qual cosa haurem de 
modificar alguna de les variables. Si disminuíssim l’ALLOWED_HELLO_LOSS, 
podríem guanyar temps de reacció, però el valor quedaria en 1 i, si es perdés 
un sol paquet HELLO de node veí, la ruta quedaria trencada. Per aquesta raó, 
es va considerar que el valor 2, que ve per defecte, era el més adequat.  
 
Així doncs, l’opció en què se centraven aquests estudis per reduir el RCL era el 
HELLO_INTERVAL, ja que reduint-lo s’aconsegueix una millora en el temps de 
reacció. Podem tenir dos casos ben diferenciats pel que fa als temps des que 
es trenca un enllaç fins que ens n’adonem: que es trenqui l’enllaç just després 
de rebre l’últim HELLO del node veí o que es trenqui després d’haver rebut 
l’últim HELLO just abans de rebre el següent. Així ho exemplifica la figura 2.2. 
 
 
 
 
 Fig.2.2. Temps de detecció de trencament d’un enllaç 
 
 
Com que no es pot preveure l’instant de trencament Tdetect, direm que es 
tracta d’una variable uniformement definitiva entre HELLO_INTERVAL i 
ALLOWED_HELLO_LOSS. Així doncs, assumim que el més convenient és 
utilitzar els valors d’ALLOWED_HELLO_LOSS predefinits pel protocol.  
 
Amb aquestes configuracions es van realitzar els càlculs de RCL per a diferents 
valors de HELLO_INTERVAL. Es va enviar tràfic d’extrem a extrem de la xarxa 
                                            
2 Les mesures les realitzem enviant tràfic d’un node situat al extrem de la xarxa, cap a un altre 
node ubicat en l’altre extrem de la xara. 
Últim HELLO rebut 1r HELLO perdut 2n HELLO rebut 
t 
Trencament 
d’enllaç 
Temps  de 
detecció 1 
Detecció del 
trencament 
Trencament 
d’enllaç 
Temps  de 
detecció 2 
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provocant trencaments, de manera que amb un analitzador de paquets, com 
Ethereal (veure apartat H de l’annex), es va poder calcular el temps que 
transcorria des que el node receptor obtenia l’últim paquet de dades, abans de 
provocar un trencament d’enllaç, fins a l’instant en què rebia el primer paquet 
de dades a través de la nova ruta. La taula 2.2. mostra els valors que es van 
obtenir: 
 
 
Taula 2.2. Valors de RCL obtinguts per a diferents HELLO_INTERVALs 
 
 HELLO_INTERVAL=1s HELLO_INTERVAL=0,2s 
RCL 1,53s 0,34s 
 
 
Cal dir que a valors inferiors a 200 ms, la implementació de l’AODV-UU no és 
capaç d’enviar els missatges HELLO a l’instant correcte. Per tant, el valor de 
HELLO_INTERVAL estable més baix amb què treballarem serà 0,2s. 
 
En els estudis esmentats, també es van extraure conclusions respecte a 
l’efecte que aquest temps de reacció RCL tenia sobre la capa de connectivitat 
3. Aquest estudi serà la base per avaluar teòricament les millores del 
mecanisme AHR en un nivell superior.  
 
Partim de la base que sempre disposem d’una connectivitat entre dos nodes 
d’extrem a extrem i que, quan aquesta falla, disposarem d’altres rutes per 
arribar al destí. Això no succeeix sempre d’aquesta manera, però ho hem 
suposat així per poder avaluar el mecanisme. Encara que hi hagi una 
connectivitat entre dos nodes a nivell físic, pot ocórrer que la taula de ruta dels 
nodes no estigui actualitzada, ja que transcorre un cert temps (RCL) entre el 
trencament d’una ruta i la detecció d’un canvi a la topologia. Per tant, existeix 
un gap durant la transmissió a la capa de nivell 3. Per molt que tinguem 
connectivitat física, sempre hi haurà un temps de reacció. 
 
En la següent expressió mostrem la probabilitat que un node pugui trobar 
connexió amb el seu node veí a la capa de nivell 3. 
 
? ?
? ?1
E RCL
p
E TLF
? ?  (2.1.) 
 
Per últim, cal apuntar que es va comprovar el consum de bateria dels nodes.  
Les proves realitzades van demostrar que, augmentant la freqüència de 
missatges HELLO, el temps de vida de la bateria és notablement més curt. 
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CAPÍTOL 3 AHR. MECANISME ADAPTATIU DEL 
HELLO_INTERVAL 
 
A continuació entrarem en el que podem considerar estrictament el nucli del 
treball. En aquest apartat ens centrarem en el disseny i funcionament del 
mecanisme AHR. Com s’ha pogut concloure en el capítol anterior, treballar amb 
valors de HELLO_INTERVAL alts (1s) dóna resultats òptims per a xarxes on la 
topologia és poc variable (xarxes quasi estàtiques), mentre que també hem 
pogut comprovar que els valors de HELLO_INTERVAL petits (0,2s) són molt 
útils per treballar amb xarxes on la topologia canvia freqüentment, ja que 
permeten detectar noves rutes més ràpidament. La nostra proposta es basa en 
dissenyar un mecanisme adaptatiu que pugui interactuar entre aquests dos 
valors, depenent de l’estat de la xarxa en cada moment.  
 
 
3.1. Definició del mecanisme 
 
Per definir el nostre mecanisme ens centrarem en quatre punts fonamentals: el 
TLF (Time to Link Failure), el TWC (Time Without Link Changes), l’estratègia 
d’elecció dels HELLO_INTERVAL i la disseminació local del canvi de 
HELLO_INTERVAL. 
 
El TLF (Time to Link Failure) és una variable que hem creat i que ens permet 
obtenir el valor promig del temps de vida d’un enllaç, ja sigui el darrer o bé el 
promig dels últims. D’aquesta manera podrem decidir si el node canvia el seu 
HELLO_INTERVAL a un més petit o, pel contrari, manté l’actual. En el cas que 
la durada d’un enllaç hagi estat menor a un llindar, que posteriorment 
comentarem, el node canviaria el valor del seu HELLO_INTERVAL actual per 
un de més petit, intentant que el node descobrís abans els trencaments dels 
enllaços. 
 
Assumim que el temps de durada d’un enllaç TLF és una variable aleatòria 
exponencial amb mitjana 
?
1
. Aquest valor és el que es representa average time 
to link break definit en la taula (veure l’apartat C de l’annex). Aquesta taula 
mostra els diferents models de mobilitat existents que es van avaluar en un 
estudi anterior. A continuació, en la taula següent 3.1 representem els valors de 
TLF, per a diferents velocitats en el model de mobilitat Manhattan*, que com ja 
veurem hem escollit aquest model per la seva fiabilitat i per ser dels models 
més realistes gràcies al seu moviment. 
 
 
Taula 3.1. Promig de valors de TLF en un model de mobilitat Manhattan 
 
v(m/s) TLF 
1 139,0528663979 
5 30,0020722440 
10 15,2691771727 
15 10,4234815700 
20 7,6627138666 
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La figura 3.1 presenta una gràfica amb el promig de TLF (average time to link 
break) utilitzat per emular les velocitats en el model de mobilitat Manhattan. 
Com ja hem comentat, aquests valors representen el promig de temps en què 
es produirien els trencaments dels enllaços en una xarxa on els nodes es 
moguessin a les velocitats determinades. 
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Fig.3.1. Average Time to Link Brake  
 
 
A partir d’aquest punt, necessitem obtenir els temps produïts pels talls de 
l’AODV, per poder determinar, a continuació, els valors que assignarem al 
HELLO_INTERVAL en cada moment. Hem volgut fer dos versions del 
mecanisme, la primera utilitza un TLF calculat per l’últim trencament, mentre 
que a l’altre versió, el TLF calculat és un promig de trencaments. D’aquesta 
manera podrem comparar les dues versions i verificar quina es més adient. 
 
Si el valor de “a” és 0, el TLF que s’obté és el de l’últim enllaç que s’ha trencat, 
mentre que si utilitzem un valor de a=0,5 el resultat que s’obté és el promig dels 
trencaments.  
 
)(*)1()1(*)( KTLFaKTLFaHTLF ????  (3.1) 
 
El TWC (Time Without Link Changes) és el temps que està un enllaç sense 
patir cap canvi. Aquest valor ens permetrà decidir si un node ha de modificar el 
seu HELLO_INTERVAL o, pel contrari, mantenir l’actual. Per exemple, quan un 
node està utilitzant un HELLO_INTERVAL petit perquè ha patit un trencament 
en un curt espai de temps, si el TWC és superior a un altre llindar, que 
comentarem més endavant, torna a canviar el seu HELLO_INTERVAL per un 
de superior, reduint el consum d’ample de banda a la xarxa. 
 
El valor que decidim utilitzar per a HELLO_INTERVALs grans és el valor 
assignat al protocol per defecte, 1segon. Per a HELLO_INTERVALs petits 
utilitzem el valor de 0,2 segons, ja que, com es va poder observar en 
investigacions anteriors, el valor mínim en què l’AODV pot enviar paquets 
HELLO de manera estable és 0,2s. Si utilitzem valors d’intervals més baixos, la 
implementació no podrà garantir que es compleixi aquesta seqüència 
d’enviament. Per tant, agafarem el 0,2 com a valor mínim. 
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Quant a l’estratègia d’elecció dels HELLO_INTERVAL, crearem una sèrie de 
funcions que ens permetran adoptar un estat o un altre. Cal comentar que 
inicialment el mecanisme AHR assigna un valor de HELLO_INTERVAL=1s. A 
continuació explicarem els casos utilitzats per definir els HELLO_INTERVAL en 
cada moment: 
 
- Si estem utilitzant un HELLO_INTERVAL d’1s i obtenim un 
TLF<Threshold_1, aleshores canviem el HELLO_INTERVAL del node 
a 0,2s. 
 
- Si estem utilitzant un HELLO_INTERVAL d’1s i obtenim un 
TLF>Threshold_1, aleshores mantenim el HELLO_INTERVAL del node 
a 1s. 
 
- Si estem utilitzant un HELLO_INTERVAL de 0,2s i obtenim un 
TLF>Threshold_1, aleshores mantenim el HELLO_INTERVAL del node 
a 0,2s. 
 
- Si estem utilitzant un HELLO_INTERVAL de 0,2s i obtenim un 
TWF>Thresold_2, aleshores canviem el HELLO_INTERVAL del node a 
1 s. 
 
- Si estem utilitzant un HELLO_INTERVAL de 0,2s i obtenim un 
TWF<Thresold_2, aleshores mantenim el HELLO_INTERVAL del node 
a 0,2 s. 
 
El temps de vida de l’enllaç i les millores de connectivitat esperades ens han 
permès establir els valors de Threshold 1 i 2 a 30 s (veure apartat C de 
l’annex). Cal recordar que el temps de vida s’ha obtingut a través de la 
simulació d’una sèrie de models de mobilitat, com el Random Waypoint, 
Manhattan, Gauss-Markov i Reference Point Group. La disminució de RCL amb 
el mecanisme  AHR no és significativa quan el temps de vida de l’enllaç és 
superior a 30s. Aquest valor podria considerar-se la mitjana aproximada de TLF 
dels dos casos més restrictius: els models de mobilitat Random Waypoint i 
Manhattan a una velocitat mitjana de node equivalent a 5m/s. Per tant, quan les 
velocitats d’un node són inferiors a 5m/s, es preveu que AHR funcioni de 
manera similar al protocol original amb els valors per defecte. 
 
Un cop tenim els temps de durada de l’enllaç, els temps sense canvis i hem 
decidit quin HELLO_INTERVAL utilitzarem en cada moment, passarem a 
disseminar el canvi de HELLO_INTERVAL als nodes veïns. És a dir, quan un 
node modifica el seu HELLO_INTERVAL a 0,2s, aquest mateix node activa un 
flag que interpretaran tots els nodes veïns, que modificaran també el seu 
HELLO_INTERVAL. Els nodes estaran enviant HELLO amb més freqüència, 
amb la qual cosa podran asseguraran més fàcilment la permanència de la ruta.  
 
La figura 3.2 mostra que, si el node A volgués transmetre dades cap al node D, 
la ruta que seguiria la informació seria A-B.  
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Fig.3.2. Transmissió d’AHR d’A a D 
 
 
Si aquesta ruta es trenca abans del threshold imposat, realitzarem un canvi de 
HELLO_INTERVAL del propi node. Aquest activarà un flag que avisarà als 
nodes veïns, en aquest cas només al node C, que modificaran el seu HELLO 
INTERVAL a 0,2. Després d’un descobriment de ruta, s’assignarà un nou camí 
cap a D, a través dels nodes A-C. Com que tenim el node C funcionant amb un 
HELLO_INTERVAL de 0,2, obtindrem una millora en el temps de reacció RCL. 
Aquest és el cas exemplificat a la figura 3.3. 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
Fig.3.3. Exemple de disseminació 
 
 
3.2. Avaluació teòrica del mecanisme  
 
Per poder avaluar el mecanisme adaptatiu HELLO_INTERVAL analitzarem el 
comportament de diferents situacions de manera teòrica.  
 
Sabem que, segons la situació en què es trobi un node, el seu RCL pot variar. 
En el cas de tenir un HELLO_INTERVAL d’1 segon obtenim un RCLdef= 1,5s, 
mentre que en el cas d’utilitzar un HELLO_INTERVAL de 0,2s el temps de 
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reacció des que es produeix un trencament fins que torna a restablir-se una 
ruta és de 0,3 s.  
 
La figura 3.4 mostra la connectivitat proporcionada a nivell físic i la connectivitat 
que obtenim al nivell 3. Observem que la connectivitat entre els dos nodes a 
nivell físic és permanent, mentre que, com ja hem explicat anteriorment, en la 
capa de conectivitat de nivell 3, necessitem un temps de reacció per detectar 
un canvi de topologia a la xarxa. Quan el protocol que utilitzem té la 
configuració per defecte, s’aprofita aproximadament un 80% de la connexió, 
mentre que amb el mecanisme AHR s’obté un 96% d’aprofitament del canal. 
 
 
 
 
Fig.3.4. Connectivitat a nivell físic i a nivell 3 
 
 
A continuació volem calcular quin seria els valors esperats per al nostre 
mecanisme AHR, per a la qual cosa necessitem calcular l’esperança. 
 
 
 ? ? ? ? ? ?0.2(1 )AHR Def Def DefE RCL q E RCL q E RCL? ? ? ? ?  (3.2) 
 
 
Per realitzar el càlcul d’aquesta mitjana necessitem obtenir les probabilitats 
PDEF=1 i PH1=0,2. Aquestes són les probabilitats que el node pugui disposar d’un 
enllaç per transmetre i, tal com veurem, varien segons el HELLO_INTERVAL 
que utilitzem. Per determinar aquesta probabilitat, tal com estem veient al llarg 
del projecte, el temps de reacció (RCL) del node és fonamental. Quan utilitzem 
intervals de HELLO baixos, el temps de reacció és més curt i, per tant, 
obtindrem més probabilitats d’obtenir o mantenir una ruta activa. Seguidament, 
descriurem la probabilitat per a cada situació mitjançant una fórmula:  
 
 
 ? ?? ?1
E RCL
p
E TLF
? ?    (3.3) 
 
 
 
 
Temps 
TLFH_I=0,2 TLFdef 
Trencament 
d’enllaç 
... ... 
RCLdef RCL H_I=0,2 
Capa de connexió 3 
Capa de connexió física 
Trencament 
d’enllaç 
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De la qual obtenim: 
 
 
 
2
1
1 1 TLF
RLC
pHi ???  i  
2
2,0
2,0 1 TLF
RCL
pHI ???  (3.4) 
  
 
Un cop tenim les probabilitats, realitzarem el càlcul per obtenir E {RCLahr}. La 
següent fórmula ens permet calcular la probabilitat de tenir disponibilitat d’un 
enllaç amb el node veí quan tenim activat el mecanisme adaptatiu AHR. 
 
 
 2,02,01 **}{ RCLpRCLpRCLE HIHIAHR ?? ??  (3.5) 
 
 
La taula 3.2 ens permet analitzar els valors obtinguts i comprovar que el fet 
d’utilitzar el mecanisme adaptatiu comporta millores notables en el rendiment 
de l’AODV. 
 
 
Taula 3.2. Càlculs teòrics de les probabilitats i dels RCL a diferents velocitats 
 
  
1m/s 
 
 
5m/s 
 
10m/s 
 
15m/s 
 
20m/s 
 
P_def 
 
 
0,989213 
 
0,950003 
 
0,901763 
 
0,856094 
 
0,804247 
 
PHI=0,2 
 
0,997843 
 
0,990001 
 
0,980353 
 
0,971219 
 
0,960849 
 
 
P_AHR 
 
0,990887 
 
0,975286 
 
0,969335 
 
0,964744 
 
0,957727 
 
 
E{RCL_0.2} 
 
0,3 
 
0,3 
 
0,3 
 
0,3 
 
0,3 
 
 
E{RCL_def} 
 
1,5 
 
1,5 
 
1,5 
 
1,5 
 
1,5 
 
 
E{RCL_AHR} 
 
1,267128675 
 
0,741485822 
 
0,468230392 
 
0,367488674 
 
0,323927174 
 
 
 
Observem que a velocitats altes, el funcionament del mecanisme adaptatiu és 
similar a la implementació AODV-UU amb el HELLO_INTERVAL 0,2, ja que es 
produeixen trencaments bastant sovint a causa de la gran mobilitat dels nodes 
de la xarxa. Pel contrari, a velocitats baixes el comportament hauria de ser 
similar al d’AODV-UU amb el HELLO_INTERVAL=1s, ja que la xarxa és força 
estàtica i els trencaments d’enllaç son poc freqüents. Per aquest motiu, el 
nostre mecanisme adaptatiu mantindria un HELLO_INTERVAL d’1s i així 
evitaria una despesa innecessària de missatges HELLO. 
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La figura 3.4 presenta una gràfica amb els valors de les probabilitats per a cada 
configuració de la implementació AODV. Observem que les probabilitats de 
tenir un enllaç disponible per arribar al receptor són més elevades en la 
configuració de HELLO_INTERVAL=0,2s. Aquest resultat és l’esperat, ja que 
envia 5 vegades més missatges HELLOs que en la configuració per defecte. 
Això fa que el node trobi un ruta amb més facilitat. Podem observar que el 
mecanisme AHR obté uns resultats similars als que estan configurats amb 
H_I=0,2s, però amb l’avantatge que no està sempre amb un H_I=0,2s i, per 
tant, no sobrecarregaran la xarxa. 
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Fig.3.4. Probabilitats de la transmissió 
 
 
La figura 3.5 exemplifica l’anterior explicació. S’hi poden apreciar els valors de 
RCL quan s’adopten diferents configuracions de HELLO_INTERVAL. Amb la 
configuració per defecte del protocol o amb un HELLO_INTERVAL de 0,2s 
obtenim un valor de gap constant, mentre que amb el nou mecanisme 
implementat AHR, el temps de reacció varia segons les velocitats utilitzades. 
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Fig.3.5. Comparació de RCLs 
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3.3. Implementació del mecanisme 
 
3.3.1. Estructura del codi original 
 
A continuació passarem a analitzar el codi que implementa aquest protocol. 
L’AODV-UU v.0.8.1 està programat amb llenguatge C, consta de 24 arxius “.C”, 
on s’allotgen les diferents funcions. En el package del programa també trobem 
arxius “.H”, en els quals es defineixen les capçaleres.  
 
Tot seguit descriurem l’estructura i la relació que mantenen els arxius que 
formen aquest protocol a través d’una sèrie d’arbres. En aquest apartat 
mostrarem els arxius que utilitzarem i modificarem per aplicar el nostre 
mecanisme AHR. Cal apuntar que el mecanisme necessita de modificacions en 
tots els arxius. Aquestes modificacions corresponen a les variables 
HELLO_INTERVAL i DELETE_PERIOD, que inicalment en la versió 0.8.1, eren 
variables globals i que hem convertit en locals cada cop que el programa ha 
requerit aquesta variable. D’aquesta manera es pot obtenir un valor diferent en 
cada moment. 
 
El protocol utilitza una estructura simple iniciada en un programa principal 
anomenat MAIN, que és la part principal del programa, el primer arxiu que 
s’executa. Ens valem d’aquest arxiu per poder definir i inicialitzar les noves 
variables creades. Els diferents indicadors i paràmetres, com el 
HELLO_INTERVAL, necessiten tenir assignat un valor només iniciar-se. També 
declarem les funcions implementades per al AHR. El MAIN es relaciona amb 
els arxius representats a la figura 3.6: 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
Fig.3.6. Estructura de capçaleres de l’arxiu MAIN 
 
 
Tal com es pot veure, el MAIN utilitza un gran nombre d’arxius, ja que és el 
programa principal i necessita disposar de quasi tots els arxius per poder 
funcionar correctament. Observarem també, que alguns arxius de configuració 
com el params.h o el defs.h, són utilitzats per tots els arxius del protocol, ja que 
és necessari obtenir valors dels paràmetres que es defineixen a través 
d’aquests fitxers.  
 
MAIN 
 
defs.h 
 
debug.h timer_queue.h 
aodv_socket.h k_route.h 
params.h 
aodv_timeout.h 
aodv_hello.h packet_input.h 
routing_table.h 
packet_queue.h 
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A continuació explicarem les relacions que existeixen entre els arxius i les 
seves capçaleres, entrant amb més detall a comentar els arxius que hem 
modificat.  
 
L’AODV_HELLO.C (veure figura 3.7) conté totes les funcions relacionades amb 
els paquets HELLO, com la funció hello_start, que permet iniciar la transmissió 
de HELLOs, o la hello_stop, que en para la transmissió. Concretament, 
nosaltres hem modificat la funció hello_process, que té la missió d’interpretar el 
paquet que li arriba i, per això, inserim la part de codi que ens ajudarà a 
determinar si un node veí té el flag de canvi d’estat activat o no. L’arbre 
següent mostra les capçaleres que necessita l’AODV_HELLO.C per funcionar 
correctament: 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
Fig.3.7. Estructura de capçaleres de l’arxiu AODV_HELLO.C 
 
L’AODV_NEIGHBOR.C (veure figura 3.8) és un arxiu que relaciona el node 
amb els seus nodes veïns i conté totes les funcions necessàries per afegir nous 
nodes a les taules d’encaminament. També conté altres funcions que permeten 
detectar trencament d’enllaços (neighbor_link_break) i esborrar les rutes 
invalidades. Les modificacions fetes en aquest arxiu les hem fet a la funció 
neighbor_link_break, afegint un codi que ens permeti detectar l’instant de 
trencament de l’instant format pels dos nodes i així poder calcular el TLF. En 
funció del valor de TLF3 podrem definir un interval o un altre. 
 
 
 
 
 
 
 
 
 
 
 
 Fig.3.8. Estructura de capçaleres de l’arxiu AODV_NEIGHBOR.C 
 
                                            
3 Com hem comentat anteriorment, el valor significatiu de TLF que ens condiciona el canvi 
d’estat de HELLO_INTERVAL és 30s. 
AODV_HELLO.C 
aodv_hello.h 
 
aodv_timeout.h aodv_rrep.h 
routing_table.h params.h 
aodv_rreq.h 
timer_queue.h 
defs.h  debug.h aodv_socket.h 
AODV_NEIGHBOR.C 
aodv_neighbor.h 
 
aodv_rerr.h aodv_hello.h 
routing_table.h defs.h 
aodv_socket.h 
params.h debug.h 
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L’AODV_RREP.C (veure figura 3.9) mostra les funcions que serveixen per 
crear, enviar, reenviar i processar els paquets Route_Reply, que és el tipus de 
paquet en què viatgen els HELLO. Nosaltres tractarem la funció on es crea el 
paquet, ja que allà haurem de determinar el valor del camp reservat (camp 
reserved), que és el que s’utilitzarà per activar el flag de canvi d’estat. Per altra 
banda, realitzarem el control del temporitzador TWC per poder retornar a l’estat 
inicial del programa. Si un node està funcionant amb un HELLO_INTERVAL de 
0,2s i ha passat un temps threshold=30s sense patir cap canvi a l’enllaç, 
podem considerar que és un enllaç estable i, per això, li canviarem el 
HELLO_INTERVAL a 1s, reduint així l’ocupació de la xarxa i incrementant el 
temps de vida de la bateria. 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
Fig.3.9. Estructura de capçaleres de l’arxiu AODV_RREP.C 
 
 
El ROUTING_TABLE.C (veure figura 3.10) és l’arxiu on es defineixen les taules 
d’encaminament de cada node, especificant-ne les rutes. Aquest arxiu conté 
diverses funcions, com la de cerca d’un node veí, la d’esborrar taules, invalidar-
les o inserir-hi nous nodes. Nosaltres modificarem la funció que insereix els 
nodes a la taula d’encaminament, afegint codi que ens permetrà obtenir 
l’instant en què s’inicia un nou enllaç. 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
Fig.3.10. Estructura de capçaleres de l’arxiu ROUTING_TABLE.C 
 
AODV_RREP.C 
aodv_rrep.h aodv_neighbor.h aodv_hello.h 
aodv_timeout.h 
routing_table.h 
timer_queue.h 
defs.h debug.h 
aodv_socket.h 
params.h 
ROUTING_TABLE.C 
debug.h defs.h routing_table.h 
params.h packet_queue.h 
aodv_hello.h 
k_route.h 
timer_queue.h aodv_timeout.h 
aodv_rerr.h 
aodv_socket.h seek_list.h 
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El DEFS.C (veure figura 3.11) mostra les estructures programades utilitzades al 
protocol AODV. Hem definit l’estructura d’un vector de temporitzadors on 
guardarem els instants d’inici, trencament, TLF i TWC dels nodes, cosa que 
ens permetrà utilitzar-les al llarg del programa per poder aplicar les condicions 
dels canvis d’estat de HELLO_INTERVAL. 
 
 
 
 
 
 
 
 
 
 
Fig.3.11. Estructura de capçaleres de l’arxiu DEFS.H 
 
 
El PARAMS.H (veure figura 3.12) és l’arxiu més important del protocol, ja que 
mostra tots el valors de les variables globals que utilitza l’AODV. Aquest arxiu 
també serà modificat per poder aplicar el nostre mecanisme. Entre altres coses 
anul·larem variables prefixades, com el HELLO_INTERVAL i el 
DELETE_PERIOD, però també aprofitarem per declarar les capçaleres de les 
noves funcions creades. 
 
 
 
 
 
 
 
 
 
Fig.3.12. Estructura de capçaleres de l’arxiu PARAMS.H 
 
 
La resta d’arxius que formen la implementació AODV-UU els trobarem explicats 
als annexos, on apareixen les relacions que mantenen amb les seves 
capçaleres i les diferents funcions que formen el protocol (veure l’apartat D de 
l’annex). 
 
 
3.4. Modificacions al codi original 
 
En aquest apartat explicarem pas a pas la codificació del mecanisme adaptatiu 
HELLO_INTERVAL AHR. En primer lloc farem canvis en el valor de 
HELLO_INTERVAL, ja que vam decidir que l’obtindríem de manera dinàmica 
perquè ens permetés oscil·lar entre els dos estats (HELLO_INTERVAL=1s/ 
HELLO_INTERVAL=0,2s). Així doncs, canviarem el valor de 
HELLO_INTERVAL, que fins ara era fix i global, a variable i local cada cop que 
el programa vulgui fer una petició o, simplement, cada cop que es cridi la 
variable. Per poder obtenir el valor de HELLO_INTERVAL, farem servir dues 
DEFS.H 
timer_queue.h 
PARAMS.H 
defs.h 
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funcions creades especialment, que permetran assignar, enviar i obtenir el 
HELLO_INTERVAL. 
 
int get_HELLO_INTERVAL (){ 
 return (HELLO_INTERVAL); 
} 
int send_HELLO_INTERVAL(int hello_interval){ 
 HELLO_INTERVAL=hello_interval; 
 return (1); 
} 
 
En segon lloc, haurem de decidir quin estat de HELLO_INTERVAL assignar en 
cada moment. Com hem pogut veure a l’apartat anterior, aquests valors es 
decidiran en funció del temps de durada de l’enllaç (TLF) i/o el temps que 
estigui un enllaç sense patir canvis (TWC). Abans d’explicar les 
implementacions utilitzades en aquestes condicions, descriurem com hem 
obtingut els paràmetres TLF -valor que ens marcarà la durada d’un enllaç entre 
dos nodes veïns- i el TWC.   
 
Per calcular el temps de durada de l’enllaç (TLF), el primer que necessitem és 
obtenir l’instant en què es crea l’enllaç i s’inserta en la taula de rutes, així com 
l’instant en què es trenca l’enllaç. Aquests instants d’inici i trencament d’enllaç 
els obtenim a partir de la funció gettimeofday(). Un cop tenim el TLF calculat, 
hem de tenir en compte que el protocol està dissenyat per a tot tipus de xarxes, 
grans i petites, així que necessitem guardar aquests valors en vectors, ja que 
un node pot tenir diversos nodes veïns amb el corresponent enllaç i necessitem 
portar el control de tots els camins de la xarxa. 
 
Els dos mecanismes que hem implementat són el del càlcul del TLF basat en 
l’últim trencament sofert en aquell enllaç i el càlcul del TLF basat en un promig 
entre l’últim trencament i l’anterior a aquest. 
 
Per guardar aquests valors dissenyem un vector amb el màxim número de 
posicions possibles. Cada node ocuparà una posició on es guardaran els 
instants d’inici, trencament, els valors de TLF i TWC, que explicarem a 
continuació. La posició on se situa el node dins del vector s’obté a partir de la 
adreça IP del node veí. 
 
L’estructura del vector té la forma següent: 
 
typedef struct { 
 int inici; 
 int final; 
        int TLF; 
        int TWF; 
} Clock; 
 
Per obtenir el valor de TWC farem servir el mateix procediment cada cop que 
rebem un paquet HELLO, agafant l’instant actual amb la funció gettimeofday() i 
restant-li l’instant de l’últim trencament produït en aquell node. Seguidament 
explicarem com s’elegeixen els valors de HELLO_INTERVAL. Cal recordar que 
aquesta elecció ve condicionada pel valor de TLF i l’estat actual del 
HELLO_INTERVAL. El codi següent serà l’utilitzat per implementar les 
condicions d’elecció del HELLO_INTERVAL: 
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?  Aquesta condició ens fa modificar el HELLO_INTERVAL a 0,2s. 
 
 if (tbl_clock[position].TLF<30){ 
 send_HELLO_INTERVAL(200); 
 send_hellcont (1); 
 printf ("EL NOU VALOR DEL HELLO_INTERVAL ES: 200 \n"); 
 } 
 
?  Aquesta condició ens fa retornar a la posicio original del codi 
HELLO_INTERVAL 1s. 
 
if (tbl_clock[position].TWF>30){ 
 if (HELLO_INTERVAL==200){ 
   rrep->res2=0; 
   printf ("\nTWF amb el Host%d superat\n", position); 
       send_HELLO_INTERVAL(1000); 
   HELLO_INTERVAL=(int)get_HELLO_INTERVAL;  
   printf ("La ruta s'ha recuperat i te un hello 
interval de 1000\n"); 
 } 
 
Tal com podem observar, és un codi senzill que utilitza els condicionals que 
ens proporciona la programació en C. Fins ara hem calculat els valors de TLF i 
de TWC dels enllaços dels nodes. Aquests valors també els tenim guardats en 
vectors per poder utilitzar-los al llarg del programa. 
 
A continuació explicarem com s’ha implementat la disseminació local del canvi 
de HELLO_INTERVAL que ofereix l’AHR. Quan un node canvia d’estat passant 
d’un H_I=1s a un H_I=0,2, s’activa un flag en el paquet HELLO del node, que 
permetrà als seus veïns modificar el seu HELLO_INTERVAL a 0,2s. Això és 
necessari i convenient per facilitar-nos el manteniment i el descobriment de 
rutes. Quan un node canvia el seu HELLO_INTERVAL a 0,2s a causa d’un 
trencament d’enllaç, activa aquest flag d’avís que només serà interpretat pels 
nodes veïns. D’aquesta manera, ells podran canviar també el seu 
HELLO_INTERVAL i fer més fiable la permanència de les rutes que incloguin la 
zona on s’han produït els trencaments. El sistema de no propagació de què 
disposen els nodes evita que aquest flag es propagui de manera indefinida, 
provocant un canvi de HELLO_INTERVAL en tots els nodes de la 
infraestructura de la xarxa.  
 
Per portar a terme aquesta implementació, hem hagut d’assignar un nou valor 
als camps reservats (reserved) del paquet HELLO. Aquest valor només 
l’activarem quan l’enllaç s’hagi trencat abans d’un cert temps threshold=30. 
Aquest comportament serà diferent pel node veí, que rebrà un paquet, 
comprovarà el valor d’aquest camp i, si observa que el flag de canvi d’estat 
està activat, el node veí modificarà també el seu HELLO_INTERVAL, passant-
lo a 0,2s. 
if (hello->res2==1){ 
 send_HELLO_INTERVAL(200); 
 HELLO_INTERVAL=(int)get_HELLO_INTERVAL; 
 printf ("Interpreto el flag del node vei “ 
} 
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if (hello->res2==0){ 
 send_HELLO_INTERVAL(1000); 
 HELLO_INTERVAL=(int)get_HELLO_INTERVAL;  
 printf ("No hi ha cap flag activat al node vei”); 
 } 
 
Quan ja hem disseminat el canvi d’estat, un punt molt important en el nostre 
mecanisme és la possibilitat de retornar a un estat inicial o per defecte i així 
evitar el consum d’ample de banda innecessari si la xarxa torna a condicions 
estàtiques. Per realitzar aquest pas, utilitzarem com a comptador la variable 
TWC. Com hem vist anteriorment, el llindar de TWC és de 30s, per la qual 
cosa, un cop hagi transcorregut aquest temps, tornarem el node a l’estat 
configurat per defecte, en el qual s’enviaran paquets HELLO cada segon. 
Aquesta part del codi està exposada en el primer punt, on s’expliquen les 
condicions de l’elecció de HELLO. 
 
Per acabar, la taula 3.3 exposa els paràmetres de configuració que resulten de 
l’aplicació del mecanisme AHR. Veurem que han desaparegut variables com 
DELETE_PERIOD o HELLO_INTERVAL. A partir d’aquest moment aquestes ja 
no són globals per a tot el programa gràcies a les modificacions realitzades. 
 
 
Taula 3.3. Paràmetres configurable de la implementació AODV-UU amb el 
mecanisme AHR activat 
 
 
PARÀMETRES VALORS 
ACTIVE_ROUTE_TIMEOUT 3000 ms 
ALLOWED_HELLO_LOSS 2 
BLACKLIST_TIMEOUT RREQ_RETRIES * NET_TRAVERSAL_TIME 
LOCAL_ADD_TTL 2 
MAX_REPAIR_TTL 0.3 * NET_DIAMETER 
MIN_REPAIR_TTL Últim nombre de salts conegut per al destí 
MY_ROUTE_TIMEOUT 2 * ACTIVE_ROUTE_TIMEOUT 
NET_DIAMETER 35 
NET_TRAVERSAL_TIME 2 * NODE_TRAVERSAL_TIME * NET_DIAMETER 
NEXT_HOP_WAIT NODE_TRAVERSAL_TIME + 10 
NODE_TRAVERSAL_TIME 40 ms 
PATH_DISCOVERY_TIME 2 * NET_TRAVERSAL_TIME 
RERR_RATELIMIT 10 
RING_TRAVERSAL_TIME 2 * NODE_TRAVERSAL_TIME * (TTL_VALUE + 
TIMEOUT_BUFFER) 
RREQ_RETRIES 2 
RREQ_RATELIMIT 10 
TIMEOUT_BUFFER 2 
TTL_START 1 
TTL_INCREMENT 2 
TTL_THRESHOLD 7 
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CAPÍTOL 4 ENTORN EXPERIMENTAL PER A 
L’AVALUACIÓ DEL MECANISME AHR 
 
En aquest capítol explicarem les situacions a les quals hem exposat els 
mecanismes AHR i AODV per defecte, per així poder comparar en els resultats 
la millora obtinguda. Per avaluar el mecanisme, crearem un escenari que emuli 
una xarxa real. Per a totes les proves utilitzarem el mateix. Està format per 4 
nodes formant una xarxa de 2 camins i 2 salts. Treballarem amb aquest 
número de nodes perquè, entre altres motius, tenim una limitació de hardware 
que no ens permet disposar de més nodes. Tanmateix, com veurem als 
resultats, s’obtindran valors més significatius en xarxes amb major quantitat de 
nodes. L’escenari utilitzat té l’aspecte que mostra la figura 4.1. 
 
 
 
 
Fig.4.1. Escenari 2 camins i 2 salts 
 
 
Per muntar aquest escenari utilitzem quatre ordinadors portàtils que disposen 
de targetes sense fils com a nodes de la xarxa. És important observar els 
camins de visió que té cada node, ja que aquest va ser el primer problema amb 
què ens vam trobar a l’hora de crear l’escenari. Necessitem que els nodes 
només puguin veure al seu veí immediat (un salt), ja que d’aquesta manera 
podrem emular trencaments d’enllaç i veure com reencaminar la ruta amb el 
nou mecanisme. La potència de transmissió de les targetes 3Com és tan 
elevada que el radi de transmissió arriba a tots els nodes. Per tant, per 
aconseguir que els portàtils només tinguin visibilitat directa amb els seus nodes 
veïns tot i estar en la mateixa zona de cobertura, ens valdrem d’una eina 
anomenada iptables (veure apartat F de l’annex), que ens permet bloquejar, 
acceptar o dirigir el tràfic de tal manera que les proves puguin fer-se en una 
mateixa sala sense preocupar-nos del rang de transmissió de les targetes 
wireless. 
 
En el nostre escenari, el node A només té coneixement del node B i del C. El 
node B, igual que el node C, només té en compte l’existència dels nodes A i D. 
Per la seva banda, el node D només tindrà connectivitat amb els nodes B i C.  
 
 
C 
A D 
B 
Tx Rx 
node veí 
 
node veí 
192.168.1.2 
192.168.1.1 192.168.1.3 192.168.1.4 
34  Mecanisme adaptatiu per al protocol AODV 
4.1. Configuració de l’escenari 
 
Per poder avaluar i realitzar el projecte, disposem de quatre ordinadors portàtils 
en els quals hem instal·lat un Sistema Operatiu basat en Linux, que utilitzarem 
per poder córrer sobre ells el protocol AODV i crear les xarxes ad-hoc.  
 
 
4.1.1. Hardware utilitzat 
 
Disposem de quatre ordinadors portàtils model ACER 1690 ASPIRE, dotats de 
targetes WIFI pro/wireless 2200 sense fils internes, que ens permetran crear la 
xarxa en mode ad-hoc. 
 
A tots els ordinadors, tal com hem comentat anteriorment, se’ls ha instal·lat una 
distribució Linux Fedora Core 3, que inclou un kernel actualitzat a 2.6.9, ja que 
és una versió estable per a la implementació d’AODV que volem utilitzar. 
 
Per problemes de compatibilitat entre el kernel i la targeta integrada Pro/wireles 
2200 del ordinador portàtil, hem decidit utilitzar targetes sense fils USB, que 
substituiran la funció de les integrades, ja que la seva configuració ens 
permetrà ser utilitzada amb aquest kernel. Disposem de quatre targetes 3Com, 
una per a cada portàtil. 
 
 
4.1.2. Software utilitzat 
 
En primer lloc, vam instal·lar als portàtils les distribucions de Linux Fedora Core 
3 utilitzant uns Live CDs autoinstal·lables. Aquests CDs porten integrat el kernel 
2.6.9 per defecte, així que únicament vam haver de realitzar les configuracions 
del sistema per poder tenir un rendiment òptim i totes les opcions disponibles al 
portàtil. La distribució Fedora és de tipus modular, és una distribució flexible, 
moderna i ràpida. 
 
Un cop vam tenir les distribucions ben instal·lades a tots els ordinadors, vam 
descarregar la implementació de l’AODV–UU v.0.8.1 per instal·lar-la 
posteriorment. 
 
L’últim software utilitzat va ser el mòdul zd1211, que ens permetria activar la 
targeta wireless per poder crear les xarxes. 
 
 
4.1.3. Instal·lació configuració dels dispositius 
 
Primer de tot, crearem la xarxa ad-hoc assignant a cada un dels nodes els 
camps necessaris per crear la xarxa i per crear les normes que limitin la 
visibilitat entre els nodes. 
 
Per configurar la targeta wireless necessitem, en primer lloc, instal·lar el mòdul 
zd1211. D’aquesta manera, la nostra targeta serà reconeguda pel kernel 2.6.9. 
Un cop reconegut, tenim dues maneres de configurar les targetes: una 
gràficament i l’altra manual, per la consola. La més recomanada és, com 
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sempre, la manual, perquè permet accedir al màxim d’opcions de configuració 
possibles. 
 
Per configurar la xarxa ad-hoc amb la interfície gràfica, utilitzarem l’ordre 
Control de dispositivos de red, al menú Herramientas del sistema. Des d’un 
terminal, obrirem la mateixa finestra executant la comanda neat. Des d’aquesta 
aplicació, podem activar (Nuevo), desactivar (Borrar) o configurar (Modificar) 
els dispositius Ethernet i Wireless dels nostres portàtils. Els menús són molt 
intuïtius. Cal tenir en compte que es recomana esborrar qualsevol configuració 
existent, seleccionant tots els dispositius que apareixen a les pantalles de 
Dispositivos i Hardware, clicant la icona Borrar i aplicant els canvis. Així, 
assegurem que els serveis de xarxa són reiniciats i que les configuracions i 
dispositius anteriors són esborrats. Per donar d’alta un dispositiu, carregarem 
els mòduls corresponents amb modprobe. Aleshores anirem al menú Nuevo a 
Hardware.  
 
Una vegada haguem configurat de nou els dispositius, clicarem Nuevo a la part 
corresponent a Dispositivos, per tal de configurar la xarxa. 
 
En primer lloc se’ns demana quin és el tipus de dispositiu que volem configurar. 
Escollirem l’apartat de dispositius sense fils. En segon lloc, si hem instal·lat i 
carregat correctament els drivers, apareixeran els dispositius 3ComUSB.   
 
A continuació, configurarem la xarxa sense fils en el mode ad-hoc. Hem de 
configurar un identificador de xarxa, escollir un canal, una velocitat de 
transmissió i, si volem, una clau de xifrat, que serà utilitzada per codificar les 
dades. Tots quatre valors han de ser idèntics a tots els portàtils perquè tot 
funcioni correctament. La velocitat s’establirà al màxim possible, amb 
l’estàndard 802.11b, 11 Mbps (veure figura 4.2). 
 
 
 
Fig.4.2. Configuració de la xarxa en mode gràfic 
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A continuació, detallarem quines són les comandes per efectuar en mode text 
les operacions anteriors. Es recomana l’ús d’aquesta opció, sobretot amb 
l’ajuda de scripts. Bàsicament, utilitzarem la comanda ifconfig, amb la qual 
configurarem els paràmetres IP, com l’adreça IP i la màscara de xarxa, i 
iwconfig, amb la qual establirem les característiques de la nostra xarxa sense 
fils. Utilitzarem aquests scripts per configurar la xarxa ràpidament i fer les 
diferents proves. Podem disposar d’un conjunt de scripts que ens permetin 
canviar d’una configuració a una altra ràpidament (veure apartat E de l’annex). 
Afegirem també les comandes necessàries perquè es carreguin els mòduls 
corresponents als nostres dispositius. Aquestes són les comandes a executar a 
la consola del nostre node: 
 
# modprobe zd1211 (carrega els drivers de la targeta sense fils 3Com) 
# ifconfig eth1 192.168.1.x netmask 255.255.255.0 (configuració adreça IP) 
# iwconfig eth1 mode Ad-Hoc (crea la xarxa en mode ad-hoc) 
# iwconfig eth1 essid “ X”   (nom identificatiu de la xarxa) 
# iwconfig eth1 channel X  (canal pel que transmetrà la xarxa) 
 
 
Una vegada executades les comandes anteriors, podem veure que els mòduls 
s’han carregat correctament amb lsmod. Per revisar la configuració IP 
utilitzarem ifconfig i per revisar la configuració de la xarxa ad-hoc utilitzarem 
iwconfig. Pel que fa a les condicions ambientals, creiem que aquestes no 
afecten massa a aquesta xarxa real, ja que la realitzem en un lloc tancat. 
Tanmateix, estem condicionats pel fet de tenir tots els nodes en el mateix rang 
de transmissió, la qual cosa pot provocar col·lisions i requereixen d’un ample de 
banda compartit entre el nodes que formen la xarxa. Per simplificar l’efecte 
activem el protocol RTS a les targetes wireless, que reduiran relativament les 
col·lisions que es puguin produir. 
 
Per fer-nos una idea de la configuració de les iptables, a continuació mostrarem 
les comandes necessàries que s’han de configurar en els nodes per poder 
reproduir aquest escenari. És convenient, abans de introduir cap ordre, 
assegurar-nos que l’eina iptables no té cap política activada. Per esborrar 
qualsevol tipus de configuració prèvia introduirem #iptables –F. La taula 4.1 
mostra les normes que crearem per reproduir l’escenari. 
 
 
Taula 4.1. Taula d’iptables per definir l’escenari 
 
NODES NORMES 
Node A iptables -t filter -A INPUT -m mac –mac-source nodeD -j DROP 
Node B  iptables -t filter -A INPUT -m mac –mac-source nodeC -j DROP 
Node C iptables -t filter -A INPUT -m mac –mac-source nodeB -j DROP 
Node D iptables -t filter -A INPUT -m mac –mac-source nodeA -j DROP 
 
 
La taula 4.2. mostra les relacions que existeixen entre les adreces MAC i les 
adreces IP configurades en aquest escenari: 
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Taula 4.2. Associacions entre adreces IP i MAC de les targetes 
 
IP MAC 
192.168.1.1 00:14:7C:5B:08:1F 
192.168.1.2 00:14:7C:5B:08:13 
192.168.1.3 00:14:7C:5B:08:08 
192.168.1.4 00:14:7C:5B:08:07 
 
 
En el nostre escenari emulem la mobilitat dels nodes basant-nos en el model 
de mobilitat Manhattan, el funcionament del qual proporciona una mobilitat a 
velocitats d’1, 5, 10, 15 i 20 m/s. Considerem aquest model el més adequat pel 
tipus de moviment que realitza. ALLOWED_HELLO_LOSS més, és el més 
realista i restrictiu i ens permet millores molt significatives a velocitats altes, 
mentre que a velocitats baixes el funcionament és pràcticament el predefinit. 
Per emular les velocitats hem creat uns scripts que permeten realitzar talls als 
enllaços amb els nodes veïns, emulant moviments a les velocitats esmentades 
anteriorment. El procediment serà provocar trencaments dels enllaços que 
estiguin actius durant la transmissió cada X segons, emulant així que els nodes 
vagin a una velocitat determinada. Aquests instants de trencament els hem 
obtingut dels estudis realitzats sobre models de mobilitat (veure apartat C de 
l’annex). 
 
Per crear els scripts, el primer que vam fer va ser crear un arxiu executable que 
permetés activar aquesta successió de trencaments a l’inici de cada prova. En 
aquest arxiu, implementarem diferents ordres que provocaran els trencaments 
de l’enllaç en els terminis de temps establerts. Activarem les iptables per 
bloquejar tot el tràfic i que el node només pugui iniciar la transmissió per la ruta 
indicada. Tot seguit i, segons la velocitat d’emulació en un instant o un altre, 
tallarem la ruta activa per on s’estava transmetent, per donar pas a un nou 
descobriment de ruta cap el destí per on seguir transmetent. Després, tornarem 
a tallar aquest enllaç provocant un altre reencaminament per una altra ruta i així 
successivament fins a haver complert els 1000 segons de durada de cada 
prova. Hem volgut realitzar les proves durant aquest període de temps per 
poder tenir uns resultat el més realistes possible. A continuació, afegim una 
mostra dels scripts creats per a l’emulació de mobilitat dels nodes de la xarxa. 
(veure apartat F de l’annex). 
   
iptables –F (esborrar totes les polítiques per assegurar el correcte 
funcionament) 
iptables -t nat –F (esborrem la taula filter per assegurar-nos el correcte 
funcionament) 
sleep 16.9 (instants en què s’han de produir els trencaments, diferents per a 
cada velocitat) 
iptables -t filter -A INPUT -m mac –mac-source node2 –j DROP (norma per 
bloquejar la comunicació amb el node 2) 
 
sleep 2.5 (instants en què s’han de produir els trencaments) 
iptables –F (esborrar totes les polítiques  per assegurar el correcte 
funcionament) 
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iptables -t nat --F 
iptables -t filter -A INPUT -m mac –mac-source node4 -j DROP (norma per 
bloquejar la comunicació amb el node 4) 
 
sleep 9.2 
iptables -F 
iptables -t nat --F 
iptables -t filter -A INPUT -m mac –mac-source node2 -j DROP 
 
sleep 8.04 
iptables -F 
iptables -t nat --F 
iptables -t filter -A INPUT -m mac –mac-source node4 -j DROP 
 
Un cop hem introduït l’escenari on realitzarem les proves, passarem a explicar 
pas a pas la instal·lació de la implementació AODV-UU. 
 
 
4.2. Instal·lació i configuració d’AODV 
 
Un cop tenim l’AODV-UU descarregat, disposem d’un arxiu comprimit del tipus 
tar.gz que necessitarem descomprimir per poder instal·lar el protocol. Per 
descomprimir-lo, anirem al directori on el tinguem ubicat i escriurem la 
comanda següent: 
 
# tar –zxvf aodv-uu-0.8.1.tar.gz 
 
A l’interior d’aquest fitxer, hi ha un directori que conté els arxius README i 
INSTALL, que gairebé sempre acompanyen el software per Linux i que és 
convenient de llegir abans d’instal·lar qualsevol programa. Una vegada haguem 
configurat AODV-UU, podem dur a terme la instal·lació, executant: 
 
# make && make install && make clean  
 
Aquesta comanda ens permetrà compilar, instal·lar i esborrar els arxius 
executables que creï aquesta instal·lació, deixant així el protocol AODV 
compilat amb les opcions definides a l’arxiu params.h. 
 
Un cop tenim tots els ordinadors instal·lats, configurats i creada la xarxa ad-hoc 
correctament, l’últim pas serà posar en marxa el protocol. Per fer-ho dins de la 
consola en qualsevol directori, executarem la comanda  
 
#aodv -i eth1 –l –r1 
 
Aquesta comanda ens permet executar el protocol, utilitzant com a interfície de 
sortida eth1. Els registres dels logs es guardaran al directori /var/logs/aodv.log, 
mentre que al directori /var/logs/aodv.rtlog es guardarà l’arxiu amb la taula de 
rutes cada segon. A l’apartat E de l’annex es troba un exemple del document 
creat. 
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Un cop realitzats aquests passos ja estem preparats per reproduir l’escenari 
amb mobilitat i passar a realitzar les mesures dels gaps en la comunicació, de 
l’ample de banda consumit i de la durada de les bateries, comparant les 
implementacions del mecanisme AHR i d’AODV-UU 0.8.1 per defecte. 
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CAPÍTOL 5 AVALUACIÓ DEL MECANISME AHR 
 
5.1. Temps de gap 
 
Els gaps de connectivitat són el temps que transcorre des que un node detecta 
un trencament fins a que canvia de ruta. Aquest temps el mesurem al node 
receptor, utilitzant l’aplicació Ethereal (veure apartat H de l’annex) podem 
calcular el temps des que el receptor ha rebut l’últim paquet del node que s’ha 
trencat fins que rep un altre paquet de la mateixa transmissió. Això voldrà dir 
que ja s’han reencaminat per una altra ruta.  
 
Aquesta prova és una de les més importants, ja que ens ajudaran a avaluar el 
funcionament del nou mecanisme. Com hem estat comentant al llarg del 
projecte, la principal millora que havia de proporcionar el mecanisme AHR era 
que el HELLO_INTERVAL podia variar segons unes condicions entre dos 
estats (1s i 0,2s). Així que s’havia d’apreciar a les proves diferents talls amb 
valors de gap entre 0,24 i 1,5 segons aproximadament. Aquests són els valors 
teòrics de RCL per als HELLO_INTERVALs, 1 i 0,2 respectivament. 
 
Per portar a terme aquestes proves ens hem basat en l’escenari mostrat al 
capítol anterior, on disposem de quatre nodes amb dos camins i dos salts. Hem 
enviat tràfic constant del node A al node D, utilitzant l’eina iperf (veure apartat I 
de l’annex). Aquesta permet enviar tràfic utilitzant protocol de transport TCP o 
UDP. L’iperf necessita d’un node que faci de client i un altre que faci de 
servidor. El client és el que transmet el flux de dades cap al servidor, que serà 
l’encarregat d’avaluar els retards, pèrdua de paquets o ample de banda del 
tràfic que ha transmès el client.  
 
Per calcular els temps de gap hem utilitzat el protocol de transport UDP, que 
funciona de la següent manera. Quan l’enllaç es trenca, UDP no reacciona de 
cap manera, ja que no disposa de cap mecanisme de detecció. Per tant, fins 
que AODV no se n’adona que ha perdut al seu next-hop per a la ruta activa, 
l’origen segueix enviant la informació per la ruta inutilitzada. Totes aquestes 
dades es perden i no són reenviades. Quan AODV detecta el trencament, avisa 
a la capa de transport. Immediatament, per al següent paquet a enviar posterior 
a la detecció, l’origen torna a fer un descobriment de ruta per al destí. 
S’estableix aleshores la ruta per l’altre camí, utilitzant l’altre node intermedi. Els 
paquets tornen a arribar al destí, però la informació que s’ha perdut no pot ser 
recuperada. El període comprés entre l’últim paquet UDP rebut pel destí a 
través de la ruta inicial, i el primer paquet UDP rebut a través de la nova ruta, 
es el que anomenem temps de gap. 
 
En el cas d’UDP, el temps de detecció del trencament de l’enllaç per part 
d’AODV serà pràcticament igual al temps de gap observat al destí. El gap 
començarà tot just quan es trenqui l’enllaç, mentre que no finalitzarà tot just 
quan aquest trencament sigui detectat. El gap continuarà durant el 
descobriment de la nova ruta per part de l’origen, i fins que el destí no rep de 
nou un paquet UDP provinent de l’aplicació iperf, no es pot donar el gap per 
finalitzat. Podem considerar que el temps de gap és: 
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 Temps de gap = Temps de detecció de trencament + Temps de       (5.1) 
      descobriment de la nova ruta + Temps procés als nodes +RTT 
 
 
5.1.1. Metodologia de proves 
 
La figura 5.1. mostra l’escenari utilitzat per realitzar les proves de gaps a la 
comunicació. 
 
 
 
Fig.5.1. Escenari de dos camins i dos salts d’una xarxa ad-hoc real 
 
 
Tal com mostra l’escenari, disposem de dos camins i dos salts per arribar del 
transmissor al receptor. Hem configurat l’escenari amb les adreces IP 
corresponents i les iptables que permeten limitar el camp de visió d’un node. 
Aleshores hem començat la transmissió del node A cap al D, el receptor. 
 
Per poder analitzar els resultats, hem iniciat la transmissió a la xarxa de tràfic 
UDP. Seguidament, hem posat a capturar el tràfic rebut al receptor amb l’ajuda 
de l’aplicació Ethereal. Ho hem avaluat per a les diferents velocitats, 20, 15, 10, 
5 i 1m/s, executant els scripts de mobilitat creats. 
 
Després de fer les proves hem observat que els resultats són els esperats. Per 
a velocitats altes (p.ex.: 20m/s), es produeixen trencaments amb molta 
freqüència. Això provoca que la implementació amb el mecanisme AHR estigui 
funcionant amb un HELLO_INTERVAL=0,2s la major part del temps. En les 
captures de tràfic hem obtingut que la majoria dels temps de gap produïts en 
una transmissió són correctes: es troben entre 0,33 i 0,40 segons en l’estat de 
H_I=0,2 segons, i entre 1,2 i 1,5 segons en els H_I=1s. 
 
A la figura 5.2 mostrem una captura obtinguda emulant  una velocitat de 20 
m/s, en la qual podem observar que el temps que tarda el node receptor en 
seguir rebent el paquets quan s’ha trencat un enllaç (gap de comunicació) és 
de 0,33 segons, ja que en aquest instant el node té assignat un 
HELLO_INTERVAL  de 0,2 segons. 
   
A 
C 
B 
D 
192.168.1.3 
192.168.1.4 192.168.1.1 
192.168.1.2 
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Fig.5.2. Captura del gap amb HELLO_INTERVAL=0,2s 
 
 
Mostrem a la figura 5.3 una altra captura on es pot apreciar un d’aquests gaps 
de durada 1,5 segons. En aquest instant, el node està funcionant amb un 
H_I=1s. 
 
 
 
 
Fig.5.3. Captura del gap amb HELLO_INTERVAL=1s 
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Cal comentar que hem pogut apreciar, tot i que amb molt poca freqüència, uns 
gaps que no es corresponen amb els valors teòrics calculats i que acostumen a 
ser de 0,7 segons.  
 
Hem volgut afegir la pantalla capturada a la figura 5.4 en aquest document ja 
que ens va intrigar des del primer moment. Com ja sabem, aquestes xarxes no 
són gaire precises, cosa que comporta que els valor siguin més variables. En 
aquest cas, hem trobat gaps que no es corresponien amb cap dels valor que 
ens hauria de donar i, després de fer varies proves i analitzar la situació, vam 
observar que, en moments concrets, apareixien missatges d’error RRER. 
Aquests venien provocats per nodes que esperaven rebre HELLOs del veí cada 
0,2 i, quan aquest tornava al seu estat original (1s), el node enviava el missatge 
d’error perquè en el temps que ell esperava el paquet HELLO l’altre no 
l’enviava perquè ja havia canviat el seu HELLO_INTERVAL. Pensem que 
aquests missatges d’error són els causants d’aquests retard al gap. 
 
 
 
 
Fig.5.4. Captura del gap amb HELLO_INTERVAL=0,7 
 
 
5.1.2. Resultats 
 
La taula 5.1. mostra una mitjana dels valors obtinguts en les emulacions fetes 
per a cada velocitat. Com les proves eren de 1000 segons cada una, hem 
sofert molts trencaments d’enllaç. Per tant hem decidit mostrar un promig de 
tots el temps de gap obtinguts. 
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Taula 5.1. Valors de gaps obtinguts per a diferents HELLO_INTERVALs 
 
 0,2s 1s 
1 0,28 1,32 
5 0,33 1,29 
10 0,33 1,33 
15 0,38 1,27 
20 0,41 1,41 
 
 
Podem apreciar a la següent taula, com en surten uns valors similars als 
esperats. El càlculs teòrics en mostren que els valors de mitjana d’un gap per a 
un HELLO_INTERVAL= 0,2s és de 0,34segons, veiem que la mitjana del gaps 
capturats es manté en el marges correctes. 
 
 
5.2. Ample de banda disponible 
 
En aquest apartat hem caracteritzat l’ample de banda disponible a la xarxa, 
cosa que ens permetrà observar els efectes del mecanisme AHR comparant-
los amb la implementació AODV-UU 0.8.1. Per realitzar les proves hem escollit 
un escenari exactament igual al comentat anteriorment, utilitzant també l’iperf 
com a eina que ens permetrà enviar fluxos de dades, ja siguin UDP o, en 
aquest cas, també TCP (veure apartat I annexe).  
 
Tal i com hem comentat anteriorment, el node emissor (client) és el terminal A i 
el node receptor (servidor) és el C. Per realitzar aquestes proves hem enviat 
tràfic durant 1000 segons a una velocitat de 9Mbps amb un mida de paquet de 
1500B.  
 
Considerem aquest valor de durada de la prova adequat per analitzar el 
rendiment de la xarxa, ja que d’aquesta manera podem obtenir bones 
mobilitats. Com que les mobilitats les obtenim a partir de trencaments d’enllaç, 
quan més temps estiguem transmetent, més estables seran els valors 
calculats. Si la prova durés poc temps, seria més complicat poder definir les 
velocitats correctament. Pel que respecta a la velocitat, hem decidit fer la 
transmissió de dades a 9Mbps, ja que així les enviem a la màxima velocitat 
possible i, per tant, el resultat que obtinguem serà l’ample de banda disponible 
màxim en aquell enllaç. 
 
 
5.2.1. Metodologia de proves 
 
Hem realitzat una prova complerta per a cada velocitat i cada implementació de 
l’AODV (1, 5, 10, 15, 20). 
 
Primer de tot, hem creat l’escenari amb la configuració ad-hoc i d’iptables 
adequada, tal com hem explicat al subapartat 5.1.1. Seguidament, hem posat a 
funcionar la implementació de l’AODV que volíem avaluar. Les comandes que 
hem utilitzat per transmetre el flux de dades amb l’iperf són:  
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Per a UDP:  # iperf -c 192.168.7.3 -u -b 6.5M -t 30 (client) 
#iperf –s –u (servidor) 
 
Per a TCP # iperf -c 192.168.7.3 -t 30 (client) 
  #iperf –s (servidor) 
 
Tot seguit, quasi simultàniament a l’enviament de tràfic del client al servidor, 
hem iniciat els scripts que ens han permès emular la velocitat dels nodes 
seguint el model Manhattan. Aquests scripts, com hem comentat anteriorment, 
duren també 1000 segons. 
 
La primera implementació que hem analitzat ha estat l’AODV-UU 0.8.1 amb la 
configuració assignada per defecte. En primer lloc, hem mesurat l’ample de 
banda disponible, fent que els nodes es moguin a la velocitat de 20m/s, per 
seguir després a 15, 10, 5 i 1 m/s successivament. Després hem realitzat les 
proves amb la mateixa implementació, però amb el mecanisme AHR, amb un 
valor al càlcul de TLF de a=0, activat. Per acabar la comparativa, hem avaluat 
la implementació amb el mecanisme AHR a=0,5 activat seguint el mateix 
procediment. 
 
5.2.2. Resultats 
 
La taula 5.2. mostra els resultat obtinguts en les proves de mesura de l’ample 
de banda amb les diverses implementacions. 
 
Taula 5.2. Comparativa de valors d’ample de banda mesurats amb UDP 
 
UDP 
v. AODV 
0.8.1 Fast 
fast 
a=0,5 
1 2,12 2,17 2,18 
5 2,41 2,47 2,48 
10 2,24 2,89 2,78 
15 2,26 2,84 2,7 
20 2,3 3,1 2,99 
 
 
0
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AHR a=0,5
 
Fig.5.5. Caracterització de l’ample de banda en UDP 
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A partir d’aquesta taula podem observar que els resultats són similars als valors 
obtinguts de manera teòrica. Apreciem una millora considerable entre la 
implementació 0.8.1. i el mecanisme AHR, aconseguida gràcies a la possibilitat 
de modificar el HELLO_INTERVAL segons les necessitats de cada moment.  
 
En estudiar les dues variants del mecanisme AHR (a=0 i a=0,5), no teníem 
massa clar quin seria el seu consum d’ample de banda. Els càlculs del temps 
de durada de l’enllaç (TLF) ens han permès observar que, utilitzant el valor 
a=0,5 per calcular el TLF i per decidir quan fer els trencaments, obtenim menor 
disponibilitat d’ample de banda per a velocitats altes. A aquesta velocitat és on 
es produeixen trencaments amb més freqüència, ja que realitzant el promig en 
el càlcul del TLF, el temps de durada de l’enllaç acostuma a ser més elevat 
respecte a l’a=0. Per tant, no patirà tants trencaments. 
 
A la gràfica podem observar que els valor que surten no reflexen el mateix que 
en el cas teòric, observem les millores a altes velocitats, però també a 
velocitats mitjanes com a 5m/s veiem que el valor obtingut s’escapa del esperat 
obtenim un màxim d’ample de banda.  
 
Per a l’altre banc de proves realitzat per avaluar l’ample de banda disponible 
s’ha utilitzat el mateix sistema que l’anterior però amb un protocol de transport 
TCP. La metodologia per caracteritzar la xarxa és la mateixa, tenint en compte 
que canvia la comanda utilitzada a l’iperf, tal com hem vist a l’apartat anterior. 
La taula 5.3 mostra els resultats obtinguts. 
 
Taula 5.3. Comparativa de valors d’ample de banda mesurats amb TCP 
 
TCP 
v. AODV 
0.8.1 Fast 
fast 
a=0,5 
1 1,28 1,4 1,08 
5 1,14 1,15 1,14 
10 1,38 1,45 1,12 
15 1,53 1,55 1,21 
20 1,33 1,38 1,21 
 
Ampla de banda disponible amb tràfic TCP
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Fig.5.5. Caracterització de l’ample de banda en UDP 
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Els valors obtinguts denoten un ample de banda força inferior que en el cas de 
les proves UDP. D’entrada, les mesures realitzades amb la implementació 
original ja eren poc estables. A velocitats altes, la xarxa pateix trencaments 
amb molta freqüència, per la qual cosa l’ample de banda disponible es veuria 
reduït però, en canvi, succeeix el contrari. El problema rau en els valors de 
marge que té l’eina que estem utilitzant per caracteritzar-ho i, sobretot, en el 
medi pel qual transmetem. L’iperf és força fiable per enviar tràfic de dades 
UDP, mentre que per enviar tràfic TCP, amb la necessitat d’establir connexió, 
no acaba de funcionar bé. Els valors que anava oferint a mida que es 
realitzaven les proves eren molt variats, cosa que no ha permès avaluar 
clarament el funcionament del mecanisme AHR per al tràfic TCP. A més, hem 
obtingut uns valors molt baixos per al mecanisme AHR amb el valor de a=0,5, 
mentre que amb l’AHR a=0 seguim mantenint millores en el rendiment tot i que 
són mínimes. 
 
 
5.3. Consum de bateria 
 
Hem avaluat el consum de bateria que es produeix en cada versió de la 
implementació. La durada de les bateries és un punt molt important a tenir en 
compte en aquest tipus de xarxes i encara més si els dispositius són sensors o 
dispositius independents que no poden carregar les seves bateries amb 
freqüència.  
 
 
5.3.1. Metodologia de proves 
 
Hem realitzat les proves en el mateix escenari que les mesures dels gaps i en 
el mateix escenari que les proves de consum d’ample de banda. Com ja hem 
comentat, hem portat a terme les proves en les dues versions de la 
implementació. En primer lloc, hem calculat el temps que tarda en consumir-se 
la bateria de l’ordinador portàtil (passar del 100 al 0% de capacitat) en la 
implementació que porta activat el mecanisme AHR, tot emulant les velocitats 
del model de mobilitat Manhattan. Així mateix, hem calculat la durada de les 
bateries dels portàtils amb la implementació AODV-UU instal·lada per defecte. 
Per últim, hem analitzat el comportament amb aquesta mateixa versió però 
amb el valor de HELLO_INTERVAL= 0,2.  
 
 
5.3.2. Resultats 
 
Les proves de durada de les bateries s’han realitzat en una sala amb les 
condicions ambientals anotades a la taula 5.4. 
 
 
Taula 5.4. Condicions ambientals 
 
Temperatura ºC Humitat relativa 
20º / 23º 42 %  
48  Mecanisme adaptatiu per al protocol AODV 
És important tenir en compte paràmetres de l’entorn de l’escenari a l’hora 
d’avaluar els resultats obtinguts. 
  
Les proves s’han fet amb la mateixa bateria i amb el mateix portàtil per evitar 
possibles imprecisions. El resultats presentats a la taula 5.5 corresponen al 
temps que dura la bateria des que està al 100% fins que s’apaga el portàtil. 
 
 
Taula 5.5. Temps de durada de la bateria 
 
Implementació AODV Temps durada bateria 
v.0.8.1 default 2h  34min 
v.0.8.1 HI=0,2 2h  23min 
v.0.8.1 AHR  20 m/s 2h  25min 
v.0.8.1 AHR  15 m/s 2h  28min 
v.0.8.1 AHR  10 m/s 2h  31min 
v.0.8.1 AHR  5 m/s 2h  33min 
v.0.8.1 AHR  1 m/s 2h  28min 
 
En aquestes mesures es pot observar que, una altra vegada, el mecanisme 
AHR té un comportament similar a la implementació amb el valor de 
HELLO_INTERVAL=0,2s a velocitats altes, mentre que, a velocitats baixes, 
com 1m/s, el comportament del nostre mecanisme és molt semblant al que es 
produeix amb la implementació amb els valors per defecte. 
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CAPÍTOL 6 CONCLUSIONS I LÍNIES FUTURES 
 
6.1. Conclusions 
 
Aquest projecte suposa la continuació dels estudis previs que s’havien realitzat 
sobre l’AODV, en els quals s’avaluava el protocol obtenint diferents resultats. Al 
voltant d’aquests resultats es van començar a plantejar possibles mecanismes 
que permetessin equilibrar el funcionament de l’AODV, concretament la 
implementació de la Universitat Uppsala. Fins ara, aquest protocol només 
permetia permanència en un sol estat, és a dir, si s’executava el protocol amb 
una configuració de HELLO_INTERVAL, aquesta havia de ser la mateixa 
durant tota l’execució i només podia ser modificada aturant el funcionament del 
protocol. Així doncs, era difícil que l’AODV proporcionés un bon rendiment, ja 
que no podia adequar-se a les diferents situacions que es trobava al llarg d’un 
període. Si el valor del HELLO_INTERVAL era el predefinit, el temps de reacció 
davant d’un trencament era elevat i, per tant, es podia produir una pèrdua de 
dades o, simplement, un gap de connectivitat.  
 
L’altre opció que es plantejava era la possibilitat de fer funcionar l’AODV amb 
HELLO_INTERVAL de 0’2 segons, però aquesta configuració també tenia 
inconvenients, ja que la xarxa es podia saturar per un excés de missatges 
HELLO que, en una majoria de casos, no eren necessaris per mantenir actiu 
l’enllaç. Tot això repercutia clarament a l’ample de banda disponible a la xarxa, 
així com a la durada de les bateries dels nodes. Aquests són dels aspectes 
més importants a tenir en compte en les xarxes, amb limitacions com les xarxes 
ad-hoc.  
 
Aquí és on va entrar la idea de crear un mecanisme d’adaptació per als 
HELLO_INTERVAL que permetés variar de manera dinàmica l’interval entre 
HELLOs utilitzat a cada node, tot creant un mecanisme híbrid que combinés els 
dos estats.4 Això ens permetria triar, en cada moment, un interval de HELLO o 
un altre.  
 
El següent pas va ser avaluar el mecanisme de manera teòrica i pràctica, i els 
resultats que vam obtenir van ser els esperats. El nostre mecanisme  té un 
comportament, a velocitats altes, similar al de la versió original amb un 
H_I=0,2s, ja que provoca trencaments constants. A velocitats baixes, en canvi, 
per exemple a 1m/s, el comportament s’assembla al del protocol original amb la 
configuració per defecte, ja que en aquest cas no es produeixen amb 
freqüència els trencaments. Per tant, el nostre mecanisme AHR estaria 
funcionant amb H_I =1s. 
 
Pel que fa al RCL, observem en les proves realitzades, que el mecanisme 
funciona correctament. L’emulació feta amb l’escenari, format per 4 nodes i 2 
salts entre emissor i receptor, mostra els diferent gaps produïts al llarg de la  
transmissió. Els resultats són similars als exposats teòricament, 0,35s i 
1,5segons, corresponents a H_I=0,2s i a H_I=1s respectivament. El més curiós 
que hem observat a les captures és que, en un percentatge baix de vegades, 
                                           
4 Els dos estats són: HELLO_INTERVAL = 1s. i HELLO_INTERVAL =0,2 s. 
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apareixien gaps amb valors que no es corresponen amb el teòrics. Hem trobat 
gaps de 0,55s o 0,6s. 
 
L’altre part que volíem avaluar ha estat l’ample de banda consumit per l’AODV i 
els seu missatges HELLO. Aquests resultats sí que han estat notablement 
diferents als obtinguts de manera teòrica. Vam emular la mobilitat dels nodes 
en xarxes reals, enviat tràfic UDP d’extrem a extrem per unes proves i tràfic 
TCP per a altres. En les proves fetes amb l’iperf mitjançant UDP, hem pogut 
veure una evolució similar a l’esperada pels valors teòrics, mentre que les 
proves realitzades amb TCP no són del tot concloents, degut a que el protocol 
de transport TCP requereix d’establiments de connexió previs, abans de 
transferir dades i nosaltres estem freqüentment provocant trencaments d’enllaç 
i reencaminant rutes Això ens porta a pensar que el mecanisme utilitzat per 
mesurar l’ample de banda amb TCP no és del tot fiable per aquest tipus 
protocol de transport. 
 
Pel que fa a les bateries, el resultats es corresponen amb els esperat, es 
consumeix més bateria i ample de banda a velocitats elevades, per aconseguir 
més connectivitat. Passa el contrari a velocitats baixes ja que no es produeixen 
tants canvis en la topologia de la xarxa. Les proves que hem realitzat, emulant 
totes les velocitats 1m/s, 5m/s, 10m/s, 15m/s  i 20m/s, ens han permès 
observar que a velocitats altes es consumeix més bateria degut a que, durant la 
transmissió, s’envien molts més HELLOs que a velocitats baixes. 
 
 
6.2. Línies futures
 
La necessitat que ens estem creant avui en dia d’estar connectats en tot 
moment, comporta avanços en el camp de les xarxes sense fils. Amb aquest 
projecte, hem volgut aportar un granet més de sorra en aquesta investigació. Al 
llarg del nostre estudi hem pensat en diverses alternatives per millorar el nostre 
mecanisme o crear de similars per a d’altres protocols. La més important és 
una proposta de creació de modificacions per al nostre mecanisme, de manera 
que no només variï entre 2 estats, com succeïa fins ara (H_I=200ms i 
H_I=1000ms), sinó que calculi un HELLO_INTERVAL òptim en base als TLF 
mesurats i el número de nodes que formen la xarxa. Aquest mecanisme 
proporcionaria una millora significativa en l’ample de banda disponible, 
optimitzant el compromís entre l’ample de banda i el temps de detecció davant 
trencaments d’enllaç. 
 
També creiem que el nostre mecanisme podria caracteritzar-se en entorns més 
complexes, en escenaris amb major quantitat de nodes, ja que aquest fet 
proporcionaria uns resultats més significatius. Per altre banda, seria important 
considerar un escenari que s’acostés més a la realitat, on la mobilitat no fos 
emulada sinó vertadera. 
 
El nostre disseny s’ha centrat en el mecanisme adaptatiu AHR per a HELLOs 
del protocol AODV. Seria interessant, ara, plantejar l’estudi d’una nova 
estandardització del protocol DYMO i, en el cas de fer servir un sistema basat 
en HELLOs, proposar un projecte semblant on s’apliqués una política similar a 
la del mecanisme AHR. 
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IMPLICACIONS MEDIAMBIENTALS 
 
El fet de treballar amb xarxes sense fils aporta, bàsicament, avantatges pel que 
fa a les implicacions mediambientals. D’entrada, aquestes xarxes suposen un 
gran estalvi econòmic en material i fabricació, pel fet de no utilitzar cables. I és 
que, a banda del plàstic que recobreix els cables, aquests utilitzen el coure com 
a conductor, un recurs cada vegada més escàs al planeta i que cal preservar. 
Per tant, si evitem utilitzar cables en les nostres connexions, evitarem també fer 
servir una sèrie de materials que no podem malgastar.  
 
Per altra banda, les xarxes sense fils tenen la capacitat de permetre l’extensió 
de xarxes de grans dimensions de manera ràpida. Aquesta qualitat és útil en el 
cas de situacions extremes, com una catàstrofe natural, ja que aquestes xarxes 
poden proporcionar, per exemple, comunicació a un equip d’emergència. Així 
mateix, aquest tipus de xarxes també és útil a l’hora de prevenir aquestes 
catàstrofes, ja que poden utilitzar sensors que retornin informació en temps real 
de diferents esdeveniments, des d’un incendi originat al bosc, fins a un 
contenidor de brossa que està ple. 
 
Tot això es possible gràcies a la millora tecnològica que s’està portant a terme 
en relació als dispositius per a xarxes ad-hoc, que ens permeten disposar de 
bateries d’alta capacitat i de dispositius amb major capacitat de connexió. 
Aquest avantatge, però, pot girar-se en contra pel que fa a l’impacte 
mediambiental, ja que, per molt que avui en dia les bateries no suposen un tant 
per cent important pel que fa a la contaminació, un 30% del seu material és 
tòxic. 
 
L’últim punt a tenir en compte fa referència a l’estètica, ja que en aquest tipus 
de xarxa es redueix l’impacte visual a la mínima expressió. 
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A. Format dels missatges AODV 
 
A.1. Route Request (RREQ)  
 
Byte 0 Byte 1 Byte 2 Byte 3 
0 1 2 3 4 5 6 7 0 1 2 3 4 5 6 7 0 1 2 3 4 5 6 7 0 1 2 3 4 5 6 7 
Tipus (1) J R G D U Reservat Hop Count 
RREQ ID 
Direcció IP del destí 
Número de seqüència del destí (DSN) 
Direcció IP de l’origen 
Número de seqüència de l’origen  (OSN) 
 
-J Join flag ?   reservat per multicast. Serveix per a unir-se a un grup. 
-R Repair flag ?   reservat per multicast. 
-G Gratuitous RREP flag ?  sol·licita explícitament l’enviament d’un 
Gratuitous RREP al destí del RREQ. 
-D Destination only flag; sol·licita que el RREQ només pugui ser contestat 
pel destí 
-U Unknown sequence number; s’activa aquest flag quan el DSN del destí 
és desconegut. 
 
Reservat ?  Es el camp que utilitza el AHR per enviar el flag de disseminacio 
de HELLO_INTERVAL. Si s’envia com a 0,  és ignorat al destí. 
 
Hop Count ?  Número de salts que separen el node que reenvia  el RREQ fins 
l’origen de la petició. 
 
RREQ ID ?  Número de seqüència, que juntament amb la IP el node origen, 
forma un missatge únic. 
 
Adreça IP del destí ?Direcció IP del destí pel que es desitja la ruta. 
                      
Número de seqüència del destí ?  L’últim DSN conegut per al destí per part de 
l’origen. 
 
Direcció IP de l’origen ?  Direcció IP de l’origen que ha sol·licitat la ruta.                      
 
Número de seqüència de l’origen ?  El número de seqüència actual que ha de 
ser utilitzat en la ruta inversa cap a l’origen. 
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A.2. Route Reply (RREP)  
 
 
Byte 0 Byte 1 Byte 2 Byte 3 
0 1 2 3 4 5 6 7 0 1 2 3 4 5 6 7 0 1 2 3 4 5 6 7 0 1 2 3 4 5 6 7 
Tipus (2) R A Reservat Mida prefix Hop Count 
Direcció IP del destí 
Número de seqüència del destí (DSN) 
Direcció IP de l’origen 
Temps de vida 
 
 
R ?   Repair flag; reservat per multicast. 
A?  Acknowledgment required flag; sol·licita explícitament l’enviament d’un 
RREP-ACK en resposta a un RREP. 
 
Reserva?  Opcions futures. S’envia com a 0, i és ignorat al destí. 
 
Mida prefix ?  Si nonzero, la mida del prefix de 5bits especifica que el següent 
salt pot ser usat per diferents nodes amb el mateix prefix de ruta 
(tal com està definit per la mida del prefix) com la destinació 
requerida. 
 
Hop Count?  Número de salts que separen el node que reenvia  el RREP fins 
al destí de RREQ. 
 
Direcció IP del destí ?  Direcció IP del destí pel que es desitja la ruta. 
                      
Número de seqüència del destí –> L’últim DSN conegut per al destí per part de 
l’origen. 
 
Direcció IP de l’origen ?  Direcció IP de l’origen que ha sol·licitat la ruta.                     
 
Temps de vida ?  Temps en ms durant el qual el node que rep el RREP pot 
considerar la ruta activa 
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A.3. Route Error (RERR)  
 
Byte 0 Byte 1 Byte 2 Byte 3 
0 1 2 3 4 5 6 7 0 1 2 3 4 5 6 7 0 1 2 3 4 5 6 7 0 1 2 3 4 5 6 7 
Tipus (3) N Reservat Comptador destins 
Direcció IP del destí inassolible 1 
Número de seqüència del destí inassolible 1
Direcció IP del destí inassolible 2 
Número de seqüència del destí inassolible  2
 
 
N ?  No delete flag; s’activa quan un node ha efectuat un Local Repair i no es 
vol que els nodes precursors esborrin la ruta.  
 
Comptador destins ?  Número de destins inassolibles que es descriuen al 
missatge. Com a mínim 1. 
 
Direcció IP del destí inassolible –> Direcció IP del destí que ja no és assolible 
 
Número de seqüència del destí inassolible ?  Número de seqüència existent a 
la taula d’encaminament, incrementat en una unitat. 
 
 
A.4. Route Reply Acknowledgment (RREP-ACK)  
 
Byte 0 Byte 1 
0 1 2 3 4 5 6 7 0 1 2 3 4 5 6 7 
Tipus (4) Longitud 
 
Longitud ?  Si s’envia com a 0, s’ignora al destí. 
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B. Instal·lació de la distribució Linux Gentoo 
 
En aquest apartat es mostra de manera detallada la configuració de la 
distribució Gentoo i el seu kernel per a un correcte funcionament. 
 
Els passos utilitzats per configurar Gentoo son els següents: 
  
?  Arrancar PC amb ISO de Gentoo: Para iniciar una correcta configuració 
de la gentoo, el primer que s’ha de fer és arrencar el PC amb el CD de la 
imatge de la distribució Gentoo. 
 
?  Configuració de la xarxa: Una vegada que se arrencat el programa de 
instal·lació de gentoo, s’ha de realitzar la configuracions de la xarxa per 
poder tenir accés a noves actualitzacions compatibles con la arquitectura 
del portàtil: 
 
# net-setup ethX 
 
Aquesta comanda ens permet configurar l’adreça IP,  la mascara, los DNS 
i  la porta d’enllaç  per fer de GW. Tot això ho podem comprovar amb 
l’eina ping. 
 
?  Administrar particions: Tot sistema operatiu necessita de varies 
particions, ja siguin virtuals o físiques amb les que emmagatzemar les 
memòries temporals o arrencar el S.O. 
 
A continuació veiem l’esquema de les particions creades. 
 
Partició Sistema de fitxers Mida Descripció 
/dev/hda1 ext2 32M Partició  arrancada 
/dev/hda2 (swap) 512M Partició intercanvi 
/dev/hda3 Reiserfs 35G Partició d’arrel 
 
Per portar a terme aquestes particions utilitzarem l’eina fdisk que ens 
serveix per dividir discs durs. 
 
En primer lloc em creat una partició d’inici del sistema. En primer lloc 
indiquem on està ubicada la partició, desprès la creem i escollim el tipus 
de partició a utilitzar. En aquest cas escollim una mida de 32M. 
  
     #fdisk /dev/hda 
  Command (m for help): n 
  Command action  
    e   extended 
  p   primary partition (1-4) 
 p 
  Partition number (1-4): 1 
  First cylinder (1-3876, default 1): (Hit Enter) 
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  Using default value 1 
Last cylinder or +size or +sizeM or +sizeK (1-3876, default 3876): 
 +32M 
 
 
En segon lloc hem de crear la partició d’intercanvi, anomenada swap, ala qual 
hem assignat una mida de 512M. Per últim crearem la partició de l’arrel, que es 
farà de la mateixa manera que en el altres anteriors. Una vegada creades els 
donarem format. 
  
?  En el cas de la partició arrel, s’utilitzarà un format reiserfs: 
 
#mkreiserfs /dev/hda1 
 
?  En el cas de la partició d’inici, s’utilitzarà un format ext2 
 
#mke2fs /dev/hda3 
 
?  En el cas de la partició swap, únicament s’haurà d’activar ja que 
anteriorment hem definit el seu format. 
 
#mkswap /dev/hda2  
#swapon /dev/hda2  
  
Ara que les particions estan creades es hora de muntar-les. Per això hem 
creat un fitxer on muntarem aquestes particions. 
  
 # mount /dev/hda3 /mnt/gentoo 
 # mkdir /mnt/gentoo/boot 
 # mount /dev/hda1 /mnt/gentoo/boot 
 
?  Utilitzar un stage des de Internet: Depenent del medi d’instal·lació, 
disposarem d’un parell d’eines per descarregar l’stage. Disposem de 2 
links, per la qual cosa avegarem per la llista de servidors de Gentoo. 
 
     # links2 http://www.gentoo.org/main/en/mirrors.xml 
 
Una vegada tenim descarregat l’stage, es procedirà a la seva descompressió. 
 
     # tar -xvjpf stage3-*.tar.bz2 
 
?  Instal·lant imatge de Portage: s’ha d’instal·lar el portage, que és un 
conjunt d’arxius que informen al portage dels programes que pot instal·lar 
en gentoo. S’utilitzarà l’emerge.  
 
 # cd /mnt/gentoo 
 #  links2 http://www.gentoo.org/main/en/mirrors.xml 
  # tar -xvjpf /mnt/gentoo/portage-<date>.tar.bz2 –C /mnt/gentoo/usr. 
 
?  Instal·lant el sistema base de gentoo: Es munta el sistema de fitxers 
/proc en /mnt/gentoo/proc per permetre a la instal·lació utilitzar l’entorn 
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chroot per poder treballar en ell directament, enlloc de treballar sobre la 
imatge del CD. 
 
 # mount -t proc none /mnt/gentoo/proc 
   # chroot /mnt/gentoo /bin/bash 
 # env-update 
 # source /etc/profile 
 #passd 
 
?  Configuració del kernel: El kernel és el punt al voltant del qual es 
construeixen totes les distribucions de Linux. És la capa entre els 
programes d’usuari i el hardware del sistema. En aquest cas s’ha cregut 
convenient no utilitzar la última versió del kernel, ja que es considera que 
per fer el projecte es necessita una versió del kernel estable. Per instal·lar 
les fonts de gentoo utilitzem el programa emerge, del que descarregarem 
la versió 2.6.9 del kernel. 
 
# emerge gentoo-sources 
 
Una vegada descarregat, es realitza un enllaç a un punter que senyala a les 
fonts i que estarà al directori Linux. 
 
     # ls -l /usr/src/Linux 
 
Ara s’ha de compilar el kernel amb les opcions que es creguin necessàries, 
com per exemple: arquitectura, netfilter, targetes de xarxa, etc.  
 
    # cd /usr/src/linux 
        # make menuconfig 
 
Quan s’acaba de configurar el kernel s’hauria de compilar i instal·lar-lo 
(bzImage serà el nom que li hem assignat a la imatge de linux) de la mateixa 
manera que amb els mòduls. 
 
#make bzImage 
#make modules 
#make modules_install 
 
Quan el Kernel ha acabat de compilar, es copia una imatge a /boot. D’ara en 
endavant s’assumeix que en el  Kernel està instal·lat el bzImage. 
 
     # cp arch/i386/boot/bzImage /boot/bzImage 
 
?  Configurant el sistema: En Linux, totes les particions usades por el 
sistema han d’estar reflexades en /etc/fstab. Aquest fitxer conté tots els los 
punts de muntatge de les particions, marcant el tipus, etc. S’executa per 
assegurar tots els canvis realitzats anteriorment. 
 
#nano –w /etc/fstab 
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?  Instal·lant Grub: La grub és un gestor d’arrancament que ens permet 
escollir el sistema operatiu amb el qual s’inicia en cada moment. Per 
instal·lar GRUB, primer ho instal·lem amb l’ emerge: 
 
 # emerge grub 
# grub_install 
 
Encara que la GRUB estigui instal·lada, encara necessitem crear un arxiu de 
configuració: 
 
 #nano –W /boot/grub/grub.conf 
# cp /proc/mounts /etc/mtab 
# grub-install /dev/hda 
 
?  Reiniciciar del sistema  
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C. Models de mobilitat  
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D Estructura de capçaleres dels arxius de l’AODV 
 
D.1. AODV_TIMEOUT.C 
 
L’AODV_TIMEOUT.C (veure figura D.1) allotja totes les funcions que controlen 
els temporitzadors de programa (temporitzadors de paquets i de paquets en 
cua). També porta el control del temps d’espera entre que s’invalida i s’elimina 
una ruta. Per últim, controla el temps de vida del paquet HELLO i del 
descobriment de ruta. 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
Fig.D.1. Estructura de capçaleres de l’arxiu AODV_TIMEOUT.C 
 
 
D.2. AODV_SOCKET.C 
 
L’AODV_SOCKET.C (veure figura D.2) conté les funcions que controlen les 
connexions del programa. 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
Fig.D.2. Estructura de capçaleres de l’arxiu AODV_SOCKET.C 
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D.3. AODV_RERR.C  
 
L’AODV_RERR.C (veure figura B.3) és l’arxiu on s’expliquen i es defineixen 
tots els paràmetres que tenen relació amb el paquet Route_Error. 
 
 
 
 
 
 
 
 
 
 
 
 
 
Fig.D.3. Estructura de capçaleres de l’arxiu AODV_RERR.C 
 
 
D.4. AODV_RREQ 
 
L’AODV_RREQ.C (veure figura D.4) conté tota la informació sobre els paquets 
Route_Request. Implementa les funcions per crear-lo, processar-lo, enviar-lo, 
etc. 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
Fig.D.4. Estructura de capçaleres de l’arxiu AODV_RREQ.C 
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D.5. PACKET_INPUT.C  
 
El PACKET_INPUT.C (veure figura D.5) conté el paquet que s’envia al gateway 
on es desencapsularà. 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
Fig.D.5. Estructura de capçaleres de l’arxiu PACKET_INPUT.C 
 
 
D.6. PACKET_QUEUE.C  
 
El PACKET_QUEUE.C (veure figura D.6) porta el control del paquets que van a 
la cua permet afegir i esborrar paquets a la cua. 
 
 
 
 
 
 
 
 
 
 
 
 
 
Fig.D.6. Estructura de capçaleres de l’arxiu PACKET_QUEUE.C 
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D.7. TIMER_QUEUE  
 
El TIMER_QUEUE (veure figura D.7) és un temporitzador per als paquets que 
estan en cua. 
 
 
 
 
 
 
 
 
 
Fig.D.7. Estructura de capçaleres de l’arxiu TIMER_INPUT.C 
 
 
D.8. DEBUG.H  
 
En el DEBUG.H (veure figura D.8) es defineixen les variables que s’utilitzaran 
per mostrar tots els registres (logs) del programa. 
 
 
 
 
 
 
 
 
 
 
 
 
Fig.D.8. Estructura de capçaleres de l’arxiu DEBUG.H 
 
 
D.9 SEEK_LIST 
 
El SEEK_LIST (veure figura D.9) conté la llista de nodes que han realitzat 
descobriments de ruta. 
 
 
 
 
 
 
 
 
 
 
 
Fig.D.9. Estructura de capçaleres de l’arxiu SEEK_LIST.C 
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D.10. MIN_IPENC.C  
 
El MIN_IPENC.C (veure figura D.10) defineix l’encapçalament mínim de les 
adreces IP. 
 
 
 
 
 
 
Fig.D.10. Estructura de capçaleres de l’arxiu MIN_IPENC.C 
 
 
D.11. LOCALITY.C  
 
El LOCALITY.C (veure figura D.11) marca els hosts veïns com a 
HOST_ADHOC, HOST_INET o HOST_UNKNOWN. 
 
 
 
 
 
 
 
Fig.D.11. Estructura de capçaleres de l’arxiu LOCALITY.C 
 
 
D.12 ICMP.C  
 
L’ICMP.C (veure figura D.12) implementa una funció que retorna informació al 
programa en cas de no rebre respostes de paquets ICMP. 
 
 
 
 
 
 
Fig.D.12. Estructura de capçaleres de l’arxiu ICMP.C 
 
D.13. k_ROUTE.C 
 
El k_ROUTE.C (veure figura D.13) conté tota la informació per modificar les 
taules de ruta del kernel. 
 
 
 
 
 
 
Fig.D.13. Estructura de capçaleres de l’arxiu k_ROUTE.C 
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D. Scripts de configuració de la xarxa  
 
Node A 
ifconfig eth0 down 
modprobe zd1211 
ifconfig eth1 up 
ifconfig eth1 192.168.1.1 netmask 255.255.255.0  
iwconfig eth1 mode Ad-Hoc 
iwconfig eth1 essid "aodvblau" 
iwconfig eth1 channel 2 
exit 
 
Node B 
ifconfig eth0 down 
modprobe zd1211 
ifconfig eth1 up 
ifconfig eth1 192.168.1.2 netmask 255.255.255.0  
iwconfig eth1 mode Ad-Hoc 
iwconfig eth1 essid "aodvblau" 
iwconfig eth1 channel 2 
exit 
 
Node C 
ifconfig eth0 down 
modprobe zd1211 
ifconfig eth1 up 
ifconfig eth1 192.168.1.3 netmask 255.255.255.0  
iwconfig eth1 mode Ad-Hoc 
iwconfig eth1 essid "aodvblau" 
iwconfig eth1 channel 2 
exit 
 
Node D 
ifconfig eth0 down 
modprobe zd1211 
ifconfig eth1 up 
ifconfig eth1 192.168.1.4 netmask 255.255.255.0  
iwconfig eth1 mode Ad-Hoc 
iwconfig eth1 essid "aodvblau" 
iwconfig eth1 channel 2 
exit 
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E. Scripts de mobilitat pels nodes de la xarxa 
 
Per realitzar els scripts de mobilitat dels nodes, hem provocat trencaments 
d’enllaç en uns instants concrets. Aquests instants són els següents: 
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A continuació mostrarem un script  que exemplifica les iptables usades per 
emular les velocitats dels nodes. Només incorporem el script corresponent a la 
velocitat 1m/s a mode d’exemple, ja que a mida que augmenta la velocitat, la 
llargada del script augmenta per poder realitzar tots els trencaments. 
 
#!/bin/bash 
 
iptables -F 
iptables -t nat -F 
 
iptables -P INPUT ACCEPT 
iptables -P OUTPUT ACCEPT 
iptables -P FORWARD ACCEPT 
iptables -t filter -A INPUT -m mac --mac-source 00:14:7C:5B:08:07 -j DROP 
iptables -t filter -A INPUT -m mac --mac-source 00:14:7C:5B:08:08 -j DROP 
 
sleep 265.7 
iptables -t filter -A INPUT -m mac --mac-source 00:14:7C:5B:08:07 -j DROP 
iptables -t filter -A INPUT -m mac --mac-source 00:14:7C:5B:08:13 -j DROP 
 
sleep 40 
iptables -F 
iptables -t nat -F 
iptables -t filter -A INPUT -m mac --mac-source 00:14:7C:5B:08:07 -j DROP 
iptables -t filter -A INPUT -m mac --mac-source 00:14:7C:5B:08:08 -j DROP 
 
sleep 150 
iptables -F 
iptables -t nat -F 
iptables -t filter -A INPUT -m mac --mac-source 00:14:7C:5B:08:07 -j DROP 
iptables -t filter -A INPUT -m mac --mac-source 00:14:7C:5B:08:13 -j DROP 
 
sleep 182 
iptables -F 
iptables -t nat -F 
iptables -t filter -A INPUT -m mac --mac-source 00:14:7C:5B:08:07 -j DROP 
iptables -t filter -A INPUT -m mac --mac-source 00:14:7C:5B:08:08 -j DROP 
 
sleep 117.35 
iptables -F 
iptables -t nat -F 
iptables -t filter -A INPUT -m mac --mac-source 00:14:7C:5B:08:07 -j DROP 
iptables -t filter -A INPUT -m mac --mac-source 00:14:7C:5B:08:13 -j DROP 
 
sleep 238.4 
iptables -F 
iptables -t nat -F 
iptables -t filter -A INPUT -m mac --mac-source 00:14:7C:5B:08:07 -j DROP 
iptables -t filter -A INPUT -m mac --mac-source 00:14:7C:5B:08:08 -j DROP 
 
sleep 16.2 
iptables -F 
iptables -t nat -F 
iptables -t filter -A INPUT -m mac --mac-source 00:14:7C:5B:08:07 -j DROP 
iptables -t filter -A INPUT -m mac --mac-source 00:14:7C:5B:08:13 -j DROP 
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F. Logs del programa 
 
El protocol AODV permet l’opció de registrar tots els moviments, tant dels 
registres dels nodes com de les taules d’aquests. L’AODVD.log ens marca tots 
els moviments que es produeixen a la xarxa on està funcionant l’AODV. A 
continuació presentem una mostra dels registres que queden gravats quan 
l’AODV es posa a funcionar a la xarxa. 
 
14:55:31.580 host_init: Attaching to eth1, override with -i <if1,if2,...>. 
14:55:31.730 packet_input_init: Netlink socket buffer is 262142 
14:55:31.730 aodv_socket_init: RAW send socket buffer size set to 262142 
14:55:31.730 aodv_socket_init: Receive buffer size set to 262142 
14:55:31.731 main: In wait on reboot for 15000 milliseconds. Disable with "-D". 
14:55:31.731 hello_start: Starting to send HELLOs! 
14:55:31.834 rt_table_insert: Inserting 192.168.1.2 (bucket 0) next hop 192.168.1.2 
14:55:31.835 rt_table_insert: New timer for 192.168.1.2, life=2100 
14:55:31.835 hello_process: 192.168.1.2 new NEIGHBOR! 
14:55:33.081 rt_table_insert: Inserting 192.168.1.3 (bucket 0) next hop 192.168.1.3 
14:55:33.081 rt_table_insert: New timer for 192.168.1.3, life=2100 
14:55:33.081 hello_process: 192.168.1.3 new NEIGHBOR! 
14:55:46.734 wait_on_reboot_timeout: Wait on reboot over!! 
14:55:58.260 packet_queue_add: buffered pkt to 192.168.1.4 qlen=1 
14:55:58.260 rreq_create: Assembled RREQ 192.168.1.4 
14:55:58.260 log_pkt_fields: rreq->flags:G rreq->hopcount=0 rreq->rreq_id=0 
14:55:58.260 log_pkt_fields: rreq->dest_addr:192.168.1.4 rreq->dest_seqno=0 
14:55:58.260 log_pkt_fields: rreq->orig_addr:192.168.1.1 rreq->orig_seqno=2 
14:55:58.260 aodv_socket_send: AODV msg to 255.255.255.255 ttl=2 size=24 
14:55:58.260 rreq_route_discovery: Seeking 192.168.1.4 ttl=2 
14:55:58.267 aodv_socket_process_packet: Received RREP 
14:55:58.267 rrep_process: from 192.168.1.3 about 192.168.1.1->192.168.1.4 
14:55:58.267 log_pkt_fields: rrep->flags: rrep->hcnt=1 
14:55:58.267 log_pkt_fields: rrep->dest_addr:192.168.1.4 rrep->dest_seqno=1 
14:55:58.267 log_pkt_fields: rrep->orig_addr:192.168.1.1 rrep->lifetime=11624 
14:55:58.267 rt_table_insert: Inserting 192.168.1.4 (bucket 0) next hop 192.168.1.3 
14:55:58.267 rt_table_insert: New timer for 192.168.1.4, life=11624 
14:55:58.267 packet_queue_set_verdict: SENT 1 packets to 192.168.1.4 qlen=0 
14:56:04.675 rt_table_update: rt->next_hop=192.168.1.3, new_next_hop=192.168.1.4 
14:56:08.928 hello_timeout: LINK/HELLO FAILURE 192.168.1.3 last HELLO: 451 
14:56:08.928 neighbor_link_break: Link 192.168.1.3 down! 
14:56:08.928 rt_table_invalidate: 192.168.1.3 removed in 15000 msecs 
14:56:09.458 rt_table_update: Added kernel route for expired 192.168.1.3 
14:56:10.192 hello_timeout: LINK/HELLO FAILURE 192.168.1.4 last HELLO: 450 
14:56:10.192 neighbor_link_break: Link 192.168.1.4 down! 
14:56:10.192 rt_table_invalidate: 192.168.1.4 removed in 15000 msecs 
14:56:10.302 packet_queue_add: buffered pkt to 192.168.1.4 qlen=1 
14:56:10.302 rreq_create: Assembled RREQ 192.168.1.4 
14:56:10.302 log_pkt_fields: rreq->flags:G rreq->hopcount=0 rreq->rreq_id=1 
14:56:10.302 log_pkt_fields: rreq->dest_addr:192.168.1.4 rreq->dest_seqno=2 
14:56:10.302 log_pkt_fields: rreq->orig_addr:192.168.1.1 rreq->orig_seqno=3 
14:56:10.302 aodv_socket_send: AODV msg to 255.255.255.255 ttl=3 size=24 
(...) 
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L’AODVD.rtlog ens mostra tots els moviments de la taula d’encaminament de 
cada node, que se succeeixen a la xarxa mentre l’AODV està funcionant. 
Veurem les entrades i les sortides que se succeeixen a la taula a cada instant 
de temps, així com el destí, els flags i diversos parametres més que ens 
permetràn avaluar el protocol. A continuació n’insertem una mostra: 
 
# Time: 14:56:02.757 IP: 192.168.1.1, seqno: 2 entries/active: 3/3 
Destination     Next hop        HC  St. Seqno Expire Flags Iface Precursors      
192.168.1.4     192.168.1.3    2   VAL 1     7134         eth1 
192.168.1.3     192.168.1.3     1   VAL 1     2932         eth1  
192.168.1.2     192.168.1.2     1   VAL 1     1966         eth1  
# Time: 14:56:03.758 IP: 192.168.1.1, seqno: 2 entries/active: 3/3 
Destination     Next hop        HC  St. Seqno Expire Flags Iface Precursors     
192.168.1.4     192.168.1.3     2   VAL 1     6133         eth1  
192.168.1.3     192.168.1.3     1   VAL 1     2932         eth1  
192.168.1.2     192.168.1.2     1   VAL 1     2011         eth1  
# Time: 14:56:04.759 IP: 192.168.1.1, seqno: 2 entries/active: 3/3 
Destination     Next hop        HC  St. Seqno Expire Flags Iface Precursors      
192.168.1.4     192.168.1.4     1   VAL 1     5132         eth1  
192.168.1.3     192.168.1.3     1   VAL 1     2735         eth1 
192.168.1.2     192.168.1.2     1   VAL 1     2032         eth1  
# Time: 14:56:05.760 IP: 192.168.1.1, seqno: 2 entries/active: 3/3 
Destination     Next hop        HC  St. Seqno Expire Flags Iface Precursors      
192.168.1.4     192.168.1.4     1   VAL 1     4131         eth1  
192.168.1.3     192.168.1.3     1   VAL 1     1734         eth1  
192.168.1.2     192.168.1.2     1   VAL 1     2056         eth1  
# Time: 14:56:06.760 IP: 192.168.1.1, seqno: 2 entries/active: 3/3 
Destination     Next hop        HC  St. Seqno Expire Flags Iface Precursors      
192.168.1.4     192.168.1.4     1   VAL 1     3130         eth1  
192.168.1.3     192.168.1.3     1   VAL 1     1308         eth1  
192.168.1.2     192.168.1.2     1   VAL 1     2069         eth1  
# Time: 14:56:07.762 IP: 192.168.1.1, seqno: 2 entries/active: 3/3 
Destination     Next hop        HC  St. Seqno Expire Flags Iface Precursors      
192.168.1.4     192.168.1.4     1   VAL 1     2839         eth1  
192.168.1.3     192.168.1.3     1   VAL 1     1323         eth1 
192.168.1.2     192.168.1.2     1   VAL 1     2086         eth1  
# Time: 14:56:08.763 IP: 192.168.1.1, seqno: 2 entries/active: 3/3 
Destination     Next hop        HC  St. Seqno Expire Flags Iface Precursors      
192.168.1.4     192.168.1.4     1   VAL 1     2882         eth1  
192.168.1.3     192.168.1.3     1   VAL 1     1325         eth1  
192.168.1.2     192.168.1.2     1   VAL 1     1085         eth1  
# Time: 14:56:09.764 IP: 192.168.1.1, seqno: 2 entries/active: 3/3 
Destination    Next hop        HC  St. Seqno Expire Flags Iface Precursors     
192.168.1.4     192.168.1.4     1   VAL 1     2916         eth1  
192.168.1.3     192.168.1.3     1   VAL 1     14163        eth1  
192.168.1.2     192.168.1.2     1   VAL 1     1123        eth1  
# Time: 14:56:10.766 IP: 192.168.1.1, seqno: 3 entries/active: 3/2 
Destination     Next hop        HC  St. Seqno Expire Flags Iface Precursors      
192.168.1.4     192.168.1.4     1   VAL 2     14426        eth1  
192.168.1.3     192.168.1.3     1   VAL 1     13162        eth1 
192.168.1.2     192.168.1.2     1   INV 2     14990        eth1  
 
Annexos  77 
G. Ethereal 
 
Ethereal és un analitzador de protocols utilitzat per analitzar i solucionar 
problemes en xarxes de comunicacions, per desenvolupar software i protocols, 
a la vegada que és una eina didàctica per a l’educació. Compta amb totes les 
característiques estàndard d’un analitzador de protocols. La funcionalitat que 
proporciona és similar a la de tcpdump, però afegeix una interfície gràfica i 
moltes opcions d’organització i filtrat d’informació. Així, permet veure tot el tràfic 
que passa a través d’una xarxa (normalment una xarxa Ethernet, tot i que en 
suporta d’altres). Un dels avantatges d’Ethereal és que pot capturar dades de la 
xarxa o llegir dades emmagatzemades en un arxiu (d’una captura prèvia). 
L’usuari podrà buscar de manera interactiva les dades capturades tot veient un 
resum i informació detallada de cada paquet. El seu codi lliure permet als 
experts de la comunitat network afegir-hi millores. Ethereal s’executa sobre la 
majoria de sistemes operatius Unix i compatibles, incloent Linux, Solaris, 
FreeBSD, NetBSD, OpenBSD i Mac OS X, així com a Microsoft Windows.  
 
Les propietats més destacades d’Ethereal són: 
?  Treballa tant de manera promiscua com no promiscua. 
?  Té una interfície molt flexible. 
?  Té capacitats de filtrat molt riques 
?  Suporta el format estàndard d’arxius tcpdump. 
?  Reconstrueix sessions TCP. 
?  S’executa en més de 20 plataformes. 
?  Suporta més de 480 protocols. 
?  Pot llegir arxius de captura de més de 20 productes. 
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H. Iperf 
 
Iperf és una eina per enviar tràfic TCP i UDP real a través de la xarxa i serveix 
per mesurar l’ample de banda, així com per modificar diversos paràmetres i 
característiques. Tot i que ja existeixen eines per mesurar el funcionament de la 
xarxa, com el ttcp, la majoria són molt antics i tenen opcions poc clares. Aquest 
programa, en canvi, és una alternativa moderna que permet mesurar, a part de 
l’ample de banda, la pèrdua de paquets i el retard de jitter. També indica de 
manera apropiada la taxa de transferència disponible, per exemple, per a FTP. 
A més, analitza la mesura de MSS/MTU i les mesures de lectura observades. 
Permet al client i al servidor tenir múltiples connexions simultànies, el client pot 
crear ràfegues d’UDP per a un ample de banda específic. El server es pot 
executar com a daemon. És compatible amb multicast i Ipv6. Iperf pot funcionar 
durant un temps específic, més que transferir una sèrie de dades. 
 
