Abstract. We introduce a monotonicity-based method for studying input-to-state stability (ISS) of nonlinear parabolic equations with boundary inputs. We first show that a monotone control system is ISS if and only if it is ISS w.r.t. constant inputs. Then we show by means of classical maximum principles that nonlinear parabolic equations with boundary disturbances are monotone control systems.
1. Introduction. The concept of input-to-state stability (ISS), which unified Lyapunov and input-output approaches, plays a foundational role in nonlinear control theory [44] . It is central for robust stabilization of nonlinear systems [12, 24] , design of nonlinear observers [3] , analysis of large-scale networks [17, 10] etc. Interest in ISS of infinite-dimensional systems has been steadily growing since the end of 1990-s, but for a decade it was limited to time-delay systems, see e.g. [47, 35, 36, 23] . Recently, a rapid development of an ISS theory of abstract infinite-dimensional systems [16, 18, 9, 32, 33, 31] and more specifically of partial differential equations [29, 39, 32, 1, 6, 37, 46] has been taking place. Important results achieved include characterizations of ISS and local ISS for a rather general class of nonlinear infinite-dimensional systems [33, 31] , abstract nonlinear small-gain theorems [18, 32] , applications of ISS Lyapunov theory to analysis and control of various classes of PDE systems [39, 1, 46, 6, 37] etc. However, most of these papers are devoted to PDEs with distributed inputs. In this work we study input-to-state stability (ISS) of nonlinear parabolic partial differential equations (PDEs) with boundary disturbances on multidimensional spatial domains. This question naturally arises in such fundamental problems of PDE control as robust boundary stabilization of PDE systems, design of robust boundary observers, stability analysis of cascades of parabolic and ordinary differential equations (ODEs) etc.
It is well known, that PDEs with boundary disturbances can be viewed as evolution equations in Banach spaces with unbounded input (disturbance) operators. This makes the analysis of such systems much more involved than stability analysis of PDEs with distributed disturbances (which are described by bounded input operators), even in the linear case.
At the same time, ISS of linear parabolic systems w.r.t. boundary disturbances has been studied in several recent papers using different methodologies [4, 19, 21, 15] . In [4] the authors attacked this problem by means of Lyapunov methods. Due to the methodology followed in [4] boundary disturbances must be differentiated w.r.t. time (which is also needed when one tries to switch from boundary to distributed disturbances). As a result, in [4] ISS of a parabolic system w.r.t. C 1 norm has been achieved (known as D 1 -ISS, see [44, p. 190] ). In [19, 21, 20] linear parabolic PDEs with Sturm-Liouville operators over 1-dimensional spatial domain have been treated by using two different methods: (i) the spectral decomposition of the solution, and (ii) the approximation of the solution by means of a finite-difference scheme. This made possible to avoid differentiation of boundary disturbances, and to obtain ISS of classical solutions w.r.t. L ∞ norm of disturbances, as well as in weighted L 2 and L 1 norms. An advantage of these methods is that this strategy can be applied also to other types of linear evolution PDEs. At the same time, for multidimensional spatial domains, the computations can become quite complicated.
In [15] ISS of linear boundary control systems has been approached by means of methods of semigroup and admissibility theory. In particular, interesting and nontrivial relations between ISS and integral input-to-state stability (iISS) have been obtained. An advantage of this method is that it encompasses very broad classes of linear infinite-dimensional systems, but due to the lack of proper generalizations of admissibility to general nonlinear systems, it cannot be applied (at least at current stage) to nonlinear distributed parameter systems.
In this paper, we propose a novel method for investigation of parabolic PDEs with boundary disturbances. In contrast to previous results, we do not restrict ourselves to linear equations over 1-dimensional spatial domains. Our results are valid for a class of nonlinear equations over multidimensional bounded domains with a sufficiently smooth boundary. Our method is based on the concept of monotone control systems introduced in [2] and inspired by the theory of monotone dynamical systems pioneered by M. Hirsch in 1980-s in a series of papers, beginning with [14] . For the introduction to this theory, one may consult [41] . An early effort to use monotonicity methods to study of ISS of infinite-dimensional systems has been made in [7] to show ISS of a quite special class of parabolic systems with distributed inputs and Neumann boundary conditions.
In this paper, we study ISS of a broad class of nonlinear parabolic equations with boundary disturbances. Using maximum principles [40, 13] , we show under certain regularity assumptions that such systems are monotone control systems. Furthermore, we show that a monotone control system (and in particular a nonlinear parabolic PDE system with boundary disturbances) is ISS if and only if it is ISS over a much smaller class of inputs (e.g. constant inputs). This is achieved by proving that, for any given disturbance, there is a larger constant disturbance which leads to the larger deviation from the origin, and hence, in a certain sense, the constant disturbances are the "worst case" ones.
This nice property helps us to show that ISS of the original nonlinear parabolic PDE with constant boundary disturbances is equivalent to ISS of a closely related nonlinear parabolic PDE with constant distributed disturbances. The latter problem has been studied extensively in the last years, and a number of powerful results are available for this class of systems. In particular, in [29] , constructions of strict Lyapunov functions for certain nonlinear parabolic systems have been provided. In [31] , the Lyapunov characterizations of local ISS property have been shown for a general class of infinite-dimensional systems, which encompass in particular parabolic systems. In [32, 8] , ISS and integral ISS small-gain theorems for nonlinear parabolic systems interconnected via spatial domain have been proved which give powerful tools to study stability of large-scale parabolic systems on the basis of knowledge of stability of its components. With the help of the results in this paper, this machinery can be used to analyze ISS of nonlinear parabolic PDEs with boundary inputs.
Finally, we apply the derived ISS criteria to the problem of robust stabilization of linear parabolic systems by means of a boundary control in the presence of actuator disturbances. We prove that stabilizing controllers, achieved by PDE backstepping method (see for instance [25, 43] ), are in fact ISS stabilizing controllers w.r.t. actuator disturbances.
Next, we introduce some notation used throughout these notes. By R + we denote the set of nonnegative real numbers. For z ∈ R n the Euclidean norm of z is denoted by |z|. For any open set G ⊂ R n we denote by ∂G the boundary of G; by G the closure of G and by µ(G) the Lebesgue measure of G. Also for such G and any p ∈ [1, +∞) we denote by L p (G) the space of Lebesgue measurable functions y with
, by L ∞ (G) the space of Lebesgue measurable functions y with y ∞ = ess sup z∈G |y(z)|, and by H k (G) the set of g ∈ L 2 (G), which possess weak derivatives up to the k-th order, all of which belong to L 2 (G). C k (G) consists of k times continuously differentiable functions defined on G and C 1 0 (G) consists of a functions from C 1 (G) which have a compact support.
means the set of functions mapping I × G to R, which are continuously differentiable w.r.t. the first argument and possess continuous second derivatives w.r.t. the second arguments.
Also we will use the following classes of comparison functions.
K := {γ : R + → R + : γ is continuous and strictly increasing, γ(0) = 0}
γ is continuous and decreasing with lim t→∞ γ(t) = 0
2. Monotonicity of control systems. We start with a definition of a control system. Definition 2.1. Consider a triple Σ = (X, U, φ), consisting of (i) A normed linear space (X, · X ), called the state space, endowed with the norm · X . (ii) A set of input values U , which is a nonempty subset of a certain normed linear space. (iii) A normed linear space of inputs U ⊂ {f : R + → U } endowed with the norm · U . We assume that U satisfies the axiom of shift invariance, which states that for all u ∈ U and all τ ≥ 0 the time shift u(· + τ ) is in U.
(iv) A family of nonempty sets {U(x) ⊂ U : x ∈ X}, where U(x) is a set of admissible inputs for the state x. (v) A transition map φ : R + × X × U → X, defined for any x ∈ X and any u ∈ U(x) on a certain subset of R + .
The triple Σ is called a (forward-complete) control system, if the following properties hold: (Σ1) Forward-completeness: for every x ∈ X, u ∈ U(x) and for all t ≥ 0 the value φ(t, x, u) ∈ X is well-defined. (Σ2) The identity property: for every (x, u) ∈ X × U(x) it holds that φ(0, x, u) = x. (Σ3) Causality: for every (t, x, u) ∈ R + × X × U(x), for everyũ ∈ U(x), such that u(s) =ũ(s), s ∈ [0, t] it holds that φ(t, x, u) = φ(t, x,ũ). (Σ4) The cocycle property: for all t, h ≥ 0, for all x ∈ X, u ∈ U(x) we have u(t + ·) ∈ U(φ(t, x, u)) and
In the above definition φ(t, x, u) denotes the state of a system at the moment t ∈ R + corresponding to the initial condition x ∈ X and the input u ∈ U(x). A pair (x, u) ∈ X × U(x) is referred to as an admissible pair.
Remark 2.2. For wide classes of systems, in particular for ordinary differential equations, one can assume that U(x) = U for all x ∈ X, that is every input is admissible for any state. On the other hand, the classical solutions of PDEs with Dirichlet boundary inputs have to satisfy compatibility conditions (see Section 4), and hence for such systems U(x) = U for any x ∈ X. Another class of systems for which one cannot expect that U(x) = U for all x ∈ X are differential-algebraic equations (DAEs), see e.g. [26, 27] . Definition 2.3. A subset K ⊂ X of a normed linear space X is called a positive cone if K ∩ (−K) = {0} and for all a ∈ R + and all x, y ∈ K it follows that ax ∈ K; x + y ∈ K. Definition 2.4. A normed linear space X together with a cone K ⊂ X is called an ordered normed linear space (see [22] ), which we denote (X, K) with an order ≤ given by x ≤ y ⇔ y − x ∈ K. Analogously x ≥ y ⇔ x − y ∈ K.
Definition 2.5. We call a control system Σ = (X, U, φ) ordered, if X and U are ordered normed linear spaces.
An important for applications subclass of control systems are monotone control systems: Definition 2.6. An ordered control system Σ = (X, U, φ) is called monotone, provided for all t ≥ 0, all x 1 , x 2 ∈ X with x 1 ≤ x 2 and all u 1 ∈ U(x 1 ), u 2 ∈ U(x 2 ) with u 1 ≤ u 2 it holds that φ(t, x 1 , u 1 ) ≤ φ(t, x 2 , u 2 ).
To treat situations when the monotonicity w.r.t. initial states is not available, the following definition is useful: Definition 2.7. An ordered control system Σ = (X, U, φ) is called monotone w.r.t. inputs, provided for all t ≥ 0, all x ∈ X and all u 1 , u 2 ∈ U(x) with u 1 ≤ u 2 it holds that φ(t, x, u 1 ) ≤ φ(t, x, u 2 ).
3. Input-to-state stability of monotone control systems. Next we introduce the notion of input-to-state stability, which will be central in this paper.
Definition 3.1. Let Σ = (X, U, φ) be a control system. Let U c be a subset of U. System Σ is called input-to-state stable (ISS) with respect to inputs in U c if there exist functions β ∈ KL, γ ∈ K such that for every x ∈ X for which U(x) U c is non-empty, the following estimate holds for all u ∈ U(x) U c and t ≥ 0:
If Σ is ISS w.r.t. inputs from U, then Σ is called input-to-state stable (ISS).
For applications the following notion, which is stronger than ISS is of importance: Definition 3.2. Let Σ = (X, U, φ) be a control system. Let U c be a subset of U. System Σ is called exponentially input-to-state stable (exp-ISS) with respect to inputs in U c if there exist constants M, a and γ ∈ K ∞ such that for every x ∈ X for which U(x) U c is non-empty, the following estimate holds for all u ∈ U(x) U c and t ≥ 0:
If Σ is exp-ISS w.r.t. inputs from U, then Σ is called exponentially input-to-state stable. If in addition γ can be chosen to be linear, then Σ is exp-ISS with a linear gain function.
Remark 3.3. Exponential ISS as defined in Definition 3.2 has been used in [8, 28] under the name of eISS. A similar notion was used in the context of stochastic systems in [45, Definition 2.4] . In some works (see e.g. [38] ) exponential ISS is defined in a different way (under the name of expISS) and is related to the existence of an ISS Lyapunov function with an exponential decay rate along the trajectories, which is not equivalent to the notion, introduced in Definition 3.2.
We are also interested in the stability properties of control systems in absence of inputs.
Definition 3.4. A control system Σ = (X, U, φ) is globally asymptotically stable at zero uniformly with respect to the state (0-UGAS), if there exists a β ∈ KL, such that for all x ∈ X: 0 ∈ U(x) and for all t ≥ 0 it holds that
It may be hard to verify the ISS estimate (3.1) for all admissible pairs of states and inputs. Therefore a natural question appears: to find a smaller set of admissible states and inputs, so that validity of the ISS estimate (3.1) implies ISS of the system for all admissible pairs (possibly with larger β and γ). For example, for wide classes of systems it is enough to check ISS estimates on the properly chosen dense subsets of the space of admissible pairs (a so-called "density argument", see e.g. [30, Lemma 2.2.3]). As Propositions 3.5, 3.7 show, for monotone control systems such sets can be much more sparse.
We start with the case, when all (x, u) ∈ X × U are admissible pairs. Proposition 3.5. Let (X, U, φ) be a control system that is monotone with respect to inputs with U(x) = U for all x ∈ X. Furthermore, let U c be a subset of U and let the following two conditions hold:
(i) There exists ρ ∈ K ∞ so that for any
(ii) There exists η ∈ K ∞ so that for any u ∈ U there are u − , u + ∈ U c , satisfying
Moreover, if ρ is linear, then Σ is exp-ISS if and only if Σ is exp-ISS w.r.t. inputs in U c . If additionally Σ is exp-ISS w.r.t. inputs in U c with a linear gain function and η is linear, then Σ is exp-ISS with a linear gain function.
Proof. The "⇒" direction is evident, thus we show "⇐". Let (X, U, φ) be ISS w.r.t. inputs in U c . Pick any u ∈ U and let u − , u + ∈ U c be as in assumption (ii) of the proposition. Due to monotonicity of (X, U, φ) with respect to inputs and since U(x) = U for any x ∈ X we have that for any t ≥ 0 and any
In view of the assumption (i) we have that
which implies due to ISS of (X, U, φ) w.r.t. inputs in U c , that there exist β ∈ KL and γ ∈ K ∞ so that
If ρ is linear, and Σ is exp-ISS w.r.t. inputs in U c , then above argument justifies exp-ISS of Σ. Clearly, if η and γ are linear, then alsoγ is linear.
Example 3.6. Consider ordinary differential equations of the forṁ
with X = R n with an order induced by the cone
Under assumptions that f is Lipschitz continuous w.r.t. the first argument uniformly w.r.t. the second one and that (3.5) is forward complete, (3.5) defines a control system (X, U, φ), where φ(t, x 0 , u) is a state of (3.5) at the time t corresponding to x(0) = x 0 and input u.
Assume that (3.5) is monotone w.r.t. inputs with such X and U and consider U c := {u ∈ U : ∃k ∈ R m : u(t) = k for a.e. t ∈ R + }. It is easy to verify that assumptions of Proposition 3.5 are fulfilled, and hence (3.5) is ISS iff it is ISS w.r.t. the inputs with constant in time controls.
This may simplify analysis of ISS of monotone ODE systems since input-to-state stable ODE systems with constant inputs have some specific properties, see e.g. [44, pp. 205-206] .
As we argued in Remark 2.2, for many systems U(x) = U for some x ∈ X. For such systems Proposition 3.5 is inapplicable, due to the fact that existence of inputs u − , u + ∈ U c for a given initial condition x and for an input u, satisfying assumption (ii) of Proposition 3.5 does not guarantee that the pairs (x, u − ) and (x, u + ) are admissible, which is needed for the proof of Proposition 3.5. However, if (X, U, φ) is in addition monotone w.r.t. states, the following holds:
Proposition 3.7. Let Σ = (X, U, φ) be a control system that is monotone with respect to states and inputs. Assume that U c is a subset of U and let the following two conditions hold:
(ii) There exist η, ξ ∈ K ∞ so that for every x ∈ X, u ∈ U(x) and for every ε > 0 there exist x − , x + ∈ X and u − ∈ U(x − ) U c , u + ∈ U(x + ) U c , satisfying
hold. Then Σ is ISS if and only if Σ is ISS w.r.t. inputs in U c . Moreover, if ρ and ξ are linear, then Σ is exp-ISS if and only if Σ is exp-ISS w.r.t. inputs in U c . If additionally Σ is exp-ISS w.r.t. inputs in U c with a linear gain function and η is linear, then Σ is exp-ISS with a linear gain function.
Proof. The "⇒" direction is evident, thus we show "⇐". Let (X, U, φ) be ISS w.r.t. inputs in U c . Pick any x ∈ X, u ∈ U(x) and ε > 0 and let x − , x + ∈ X and u − ∈ U(x − ) U c , u + ∈ U(x + ) U c be initial states and constant in time inputs as in assumption (ii). Due to monotonicity of (X, U, φ) for any t ≥ 0 it holds that
In view of assumption (i) we have
and ISS of (X, U, φ) w.r.t. inputs in U c implies existence of β ∈ KL and γ ∈ K ∞ so that
Taking the limit ε → +0 (note that rhs of the previous inequality depends continuously on ε for any fixed x, u, t), we obtain
whereβ : (r, t) → ρ 4β 2ξ(2r), t is a KL function andγ(r) : r → ρ 4β 2ξ(2r), 0 + 4γ • η r is a K ∞ function. This shows ISS of (X, U, φ).
If ρ and ξ are linear, and Σ is exp-ISS w.r.t. inputs in U c , then above argument justifies exp-ISS of Σ. Clearly, if η and γ are linear, then alsoγ is linear.
4. Input-to-state stability of nonlinear parabolic equations. In this section we apply results from Section 3 to nonlinear parabolic equations with boundary inputs.
Let G ⊂ R n be an open bounded region, let T > 0 be a constant and denote
Consider the operator L defined for a function x ∈ CL(D) by (4.1)
where a i,j ∈ C 0 (G) for i, j = 1, ..., n and f :
We need the following modification of a classical comparison principle from [13, Theorem 16, p. 52].
Proposition 4.1. Let L be uniformly parabolic. Assume that for every bounded set W ⊂ R there is a constant k > 0 such that for every w 1 , w 2 ∈ W , z ∈ G, ξ ∈ R n with w 1 > w 2 it holds that
Let x, y ∈ CL(D) be so that
Proof. Since y ∈ C 0 D and since D is compact, there exist constants m ≤ M such that
By assumption, there exists a constant k > 0 such that for every
n with w 1 > w 2 inequality (4.3) holds. Consequently, it follows that for every (t, z) ∈ D and for every ε ∈ 0, e −kT the following inequality holds:
(4.8) f z, y(t, z) + εe kt , ∇y(t, z) − ke kt ε < f z, y(t, z), ∇y(t, z) .
Next consider the functions u, v ∈ CL(D) defined for all (t, z) ∈ D by (4.9) u(t, z) = e −kt y(t, z), v(t, z) = e −kt x(t, z).
It follows from the definitions (4.9) and relations (4.4), (4.5), (4.6) that the following inequalities hold:
Using (4.1) and the assumption (4.4), we obtain that for all (t, z) ∈ D it holds that
Analogously, we obtain for all (t, z) ∈ D that (4.13)
Finally, define for every ε ∈ 0, e −kT the function u ε ∈ CL(D) by means of the formula:
It follows from definition (4.14) and inequalities (4.10), (4.11) that the following inequalities hold for all ε ∈ 0, e −kT :
Using definitions (4.9), (4.14) and inequalities (4.8), (4.12) we get for all ε ∈ 0, e −kT and all (t, z) ∈ D:
Using inequalities (4.13), (4.15), (4.16), (4.17) and the fact that u ε , v ∈ CL(D), it follows from [13, Theorem 16, p. 52] for every ε ∈ 0, e −kT that:
Inequality y(t, z) ≥ x(t, z) for all (t, z) ∈ D is a direct consequence of definitions (4.9), (4.14), inequalities (4.5), (4.6), (4.18) and continuity of the functions x, y ∈ CL(D) on D.
Since our intention is to analyze forward complete systems, we introduce some more notation. Let CL denote the class of functions
Now we apply the established results to analyze the initial boundary value problem:
(Lx)(t, z) = 0, for all (t, z) ∈ (0, +∞) × G, (4.19)
where x 0 ∈ C 0 (G), L is the uniformly parabolic operator defined by (4.1) with f ∈ C 0 (G × R × R n ). In this section we assume that the space of input values is U = C 0 (∂G), endowed with the standard sup-norm and that U := u ∈ C 0 (R + ; U ) : u is bounded , endowed with
• the partial order ≤ for which
|u(t, z)|.
In the sequel we will need also a subspace of U consisting of constant in time and space inputs:
The Euclidean distance between w ∈ G and W ⊂ G is denoted by ρ(w, W ) := inf s∈W |w − s|.
The following assumptions are instrumental in what follows. (H1) There exists a linear space X ⊆ C 0 (G), containing the functions {x ∈ C 0 (G) : ∃k ∈ R s.t. x(·) = k}, such that for each x 0 ∈ X which is constant on ∂G, there exists a set of inputs U(x 0 ) ⊆ { v ∈ U : v(0, z) = x 0 (z) for z ∈ ∂G }, which contains constant in time and space inputs { v ∈ U : v(t, z) = x 0 (z) for z ∈ ∂G and t ≥ 0 } with the following property: for every x 0 ∈ X, u ∈ U(x 0 ) there exists a solution x ∈ CL of the initial boundary value problem (4.19), (4.20), (4.21) for which x[t] ∈ X for all t ≥ 0. (H2) Assume that for every bounded set W ⊂ R there exists a constant k > 0 such that for every w 1 , w 2 ∈ W , (t, z) ∈ D, ξ ∈ R n with w 1 > w 2 inequality (4.3) holds. Moreover, the function G × R × R n ∋ (z, w, ξ) → f (z, w, ξ) ∈ R is continuously differentiable with respect to w ∈ R and ξ ∈ R n . (H3) For every δ > 0, a ∈ R, x ∈ X there exists a continuous function k : G → [0, 1] with k(z) = 1 for z ∈ ∂G, k(z) = 0 for all z ∈ G with ρ(z, ∂G) ≥ δ and such that f ∈ X where f (z) = (1 − k(z))x(z) + a k(z).
Remark 4.2. Note that (H3) is a condition on the geometry of the boundary of G which is automatically satisfied when G is an open interval in R.
We equip X in (H1) with the partial order ≤ for which x ≤ y iff x(z) ≤ y(z) for all z ∈ G. For existence theorems, which can be used to verify (H1), we refer to [ 
21). (ii) If additionally (H3) holds, then conditions (i) and (ii) of Proposition 3.7 hold
with ρ, η, ζ being linear functions and U c given by (4.22). Proof. We start by proving claim (i). Pick any x 0 ∈ X, u ∈ U(x 0 ). Uniqueness of a corresponding solution of the initial boundary value problem (4.19), (4.20), (4.21) (which we denote by φ(·, x 0 , u)) follows from the fact that the function G × R × R n ∋ (z, x, ξ) → f (z, x, ξ) ∈ R is continuously differentiable with respect to (x, ξ) ∈ R × R n and [13, Theorem 8, p. 41].
Exploiting uniqueness, one can directly show that properties (Σ3) and (Σ4) of Definition 2.1 hold for a triple Σ = (X, U, φ). Therefore, Σ is a control system. The fact that Σ is a monotone control system is a direct consequence of Assumption (H2), the fact that x ∈ CL and Proposition 4.1.
(
ii). Assume that (H3) holds. Next we show that conditions (i) and (ii) of Proposition 3.7 hold.
Let x, x + , x − ∈ X with x − (z) ≤ x(z) ≤ x + (z) for all z ∈ G be given. Therefore, we get |x(z)| ≤ |x − (z)| + |x + (z)| for all z ∈ G. Due to Minkowski's inequality,
Therefore, condition (i) of Proposition 3.7 holds with ρ(s) := s for s ≥ 0.
Let ε > 0, x ∈ X and u ∈ U(x) be given. Define:
|u(t, z)|, it follows that u − ≤ u ≤ u + . Definitions (4.23) imply that inequality (3.7) holds with η(s) := s for s ≥ 0. Since u ∈ U(x) and since U(x) ⊆ v ∈ C 0 (R + × ∂G) : v(0, z) = x(z) for z ∈ ∂G , it follows that u(0, z) = x(z) for all z ∈ ∂G. Thus we have:
It follows from (4.24), compactness of G and continuity of x ∈ X that for every ε > 0 there exists δ > 0 such that
By virtue of Assumption (H3), there exists k : G → [0, 1] with k(z) = 1 for z ∈ ∂G, k(z) = 0 for all z ∈ G with ρ(z, ∂G) ≥ δ and such that x − ∈ X, where (4.26)
Implication (4.25), definition (4.26), the fact that k(z) = 0 for z ∈ G with ρ(z, ∂G) ≥ δ and the fact that k(z) ≥ 0 for all z ∈ G imply that
Moreover, definition (4.26) in conjunction with the fact that k(z) ∈ [0, 1] for all z ∈ G implies that (4.27)
where µ(G) is the Lebesgue measure of G. Also it holds that (4.28)
Furthermore, definitions (4.23), (4.26) and the fact that k(z) = 1 for z ∈ ∂G imply that u − (t, z) = x − (z) = −( u U +ε) for all (t, z) ∈ R + ×∂G. By virtue of Assumption (H1) we have
which implies u − ∈ U(x − ). Analogously, there exists l : G → [0, 1] with l(z) = 1 for z ∈ ∂G, l(z) = 0 for all z ∈ G with ρ(z, ∂G) ≥ δ and such that x + ∈ X, where (4.29)
and x + satisfies the estimates (4.30)
and as above one verifies that u + ∈ U(x + ). Inequalities (4.27), (4.28), (4.30), (4.31) imply that (3.8) holds with ξ(s) := 1 + (µ(G)) 1/p s for 1 ≤ p < ∞, s ≥ 0 and ζ(s) := s for p = ∞, s ≥ 0. The proof is complete.
We continue to assume that the axioms (H1) and (H2) hold and that X is as in (H1).
Consider now the following equations:
where t > 0, z ∈ G, together with homogeneous Dirichlet boundary conditions
The state space of (4.32) is a linear space Y := {y ∈ X : y(z) = 0, z ∈ ∂G} and the input v belongs to the space of constant in time and space inputs
Denote the solutions of (4.32), (4.33), corresponding to the initial condition y ∈ Y and input v by φ y (t, y, v). It is easy to see that for any x ∈ X and any v ∈ V for which v| ∂G ∈ U(x) it holds that φ y (t, y, v) = φ(t, x, v| ∂G ) − v, where y = x − v, (4.34) and y ∈ Y since v ∈ X, X is a linear space and x(z) = v(z) for z ∈ ∂G. Now we are able to prove our main result, showing that ISS of nonlinear parabolic systems w.r.t. a boundary input can be reduced to the problem of ISS of a parabolic system with a distributed and constant input, which is conceptually much simpler. 
Proof. (i) ⇔ (ii). Follows by Theorem 4.3 and Proposition 3.7. (iii) ⇒ (i).
Pick any x ∈ X and a constant in time and space input u ∈ U(x), with u(t, z) = k for a certain k ∈ R and all t ≥ 0, z ∈ ∂G. Define v(t, z) := k for all t ≥ 0, z ∈ G. Then v| ∂G = u ∈ U(x) and (4.34) holds.
ISS of (4.32), (4.33) with state space Y w.r.t. inputs in V and equation (4.34) ensures that
By means of the trivial inequality β(a + b, t) ≤ β(2a, t) + β(2b, t), which holds for any a, b, t ∈ R + , we proceed to
whereγ(r) := β(4(µ(G)) 1/p r, 0) + γ(r) + (µ(G)) 1/p r. Clearly,γ ∈ K ∞ . This shows that the system (4.19), (4.20), (4.21) is ISS.
(ii) ⇒ (iii). Let the system (4.19), (4.20), (4.21) be ISS for constant inputs. Then there exist β ∈ KL and γ ∈ K ∞ so that for all t ≥ 0, all x ∈ X and all constant u ∈ U(x) the estimate (3.1) holds. Pick any v ∈ V, which we consider as an input to the system (4.32), (4.33) . Pick also any initial state y ∈ Y . Then (x, u) := (y + v, v)
is an admissible pair for the system (4.19), (4.20) , (4.21) . ISS of (4.19), (4.20) , (4.21) for constant inputs together with (4.34) leads to
Thus,
The same argument justifies the following result on exp-ISS property: (ii) ⇔ (iii). Along the lines of the proof of Theorem 4.4.
Applications.
In this section, we apply the above results to several problems of specific interest. We continue to assume that G ⊂ R
n is an open connected and bounded set with the smooth boundary and D := (0, +∞) × G.
ISS of linear parabolic systems with boundary inputs.
Consider the linear heat equation with a Dirichlet boundary input:
where ∆ is a Laplacian and a ∈ R.
The input u :
and using the transformation
we are in a position to study an equivalent to (5.1) initial boundary value problem
Let m > 0 be the smallest integer for which m ≥ Therefore, using the transformation (5.3), we conclude that for every x 0 ∈ H 2m+1 (G) and for every input u ∈ R + × ∂G → R being the trace of a function ν ∈ C 0 (R + × G) C 1,2 ((0, +∞) × G) and satisfying (p-i), (p-ii), also the initial boundary value problem (5.1) has a unique solution x ∈ CL. Hence, (5.1) defines a control system with
• U(x) being the set of all inputs u : R + ×∂G → R which are traces of functions Now, since we assume that Σ is 0-UGAS in the norm · p , then also the operator A p generates 0-UGAS (exponentially stable) C 0 -semigroup T p , which follows since X is dense in the L p (G) for p ∈ [1, ∞) and in C 0 (G) for p = ∞ and since T p is a semigroup of bounded operators (hence the norm of the operator T p (t) with a domain restricted to Y is equal to the norm of T p (t) as an operator on X).
Since T p is an exponentially stable semigroup, [8, Proposition 3] 
where a > 0 is a constant, subject to the boundary conditions 
∂ z 2 (t, z). [21, Corollary 2.5] ensures the following estimates for all t ≥ 0, x 0 ∈ X and
for all σ ∈ (0, aπ 2 ), θ ∈ (0, π − ϕ) with ϕ := σ a . It is clear that estimates (5.9), (5.10), (5.11) are ISS estimates with respect to the boundary disturbances
Here, we prove the following property: for every p ∈ (2, +∞) there exist constants M p , σ p , γ p > 0 such that for every x 0 ∈ X, (d 0 , d 1 ) ∈ U(x 0 ) and t ≥ 0 the following estimate holds:
First we show that 0 ∈ X is exponentially stable in the norm of L p (0, 1) for the system (5.6), (5.7) with p ∈ (2, +∞), d 0 (t) ≡ 0, d 1 (t) ≡ 0. This follows from the consideration of the Lyapunov functional
We get for every p ∈ (2, +∞), x 0 ∈ X and t > 0 for the solution x[t] of (5.6), (5.7)
In the above derivation we used the Wirtinger's inequality f
, which holds for all f ∈ C 1 ([0, 1]) with f (0) = f (1) = 0. The above inequality implies the estimate
which in turn shows the exponential stability
Based on the above exponential stability estimate and using [8, Proposition 3] in a similar manner as in the proof of Corollary 5.1, we may show that statement (iii) of Theorem 4.5 holds, and exp-ISS with a linear gain function of (5.6), (5.7), (5.8) follows from Theorem 4.5. In other words, for every p ∈ (2, +∞) there exist constants M p , σ p , γ p > 0 such that for every x 0 ∈ X, (d 0 , d 1 ) ∈ U(x 0 ) and t ≥ 0 the following estimate holds:
where δ = δ(ε) is chosen small enough, and d i is approximated on [t, t + δ] by a sufficiently smooth function so thatd 0 ,d 1 satisfy above properties. Now applying (5.13) to the same x 0 , t and disturbancesd 0 ,d 1 , and recalling causality property (Σ3), which shows that φ(s,
, we obtain (5.14)
Since ε > 0 has been chosen arbitrarily and the rhs of (5.14) depends continuously on ε, we can take the limit ε → +0, which proves (5.12). The above result is important for control purposes. The authors of [42, 25] introduced the exponentially stabilizing feedback design for of parabolic PDEs of the form ∂ y ∂ t (t, z) = a ∂ 2 y ∂ z 2 (t, z) + k y(t, z), (t, z) ∈ (0, +∞) × (0, 1), (5.15) where a > 0, k ∈ R are constants, subject to the boundary conditions y(t, 0) − u(t) = y(t, 1) = 0, t ≥ 0, (5.16) where u(t) ∈ R is the control input, by means of a boundary feedback stabilizer of the form u(t) = − 2 is guaranteed by the main results in [25] . It should be remarked that in [25] the control input is applied at z = 1 instead of z = 0, but the transformation of the spatial variable z → 1 − z allows the statement of the results in the above form (with the control action applied at z = 0).
When control actuator errors are present, i.e., when the applied control action is of the form u(t) = d(t) − 
Therefore, using (5.12) and (5.23), we can guarantee that for every p ∈ (2, +∞), x 0 ∈ X: x 0 (1) = 0, (d 0 , 0) ∈ U(x 0 ) and t ≥ 0 the following estimate holds for the solution of the closed-loop system (5.6), ( The ISS estimate (5.24) implies robustness with respect to actuator errors in the norm of L p (0, 1) for p ∈ (2, +∞). Similar estimates can be obtained using (5.9), (5.10) and (5.11) in order to obtain ISS estimates in L 2 , L ∞ and weighted L 1 norms, respectively.
6. Conclusions. We presented a new technique for analyzing ISS of linear and nonlinear parabolic equations with boundary inputs. We prove that parabolic equations with Dirichlet boundary inputs are monotone control systems and use this fact to transform the parabolic system with boundary disturbances into a related system with distributed constant disturbances. We show that ISS of the original equation is equivalent to ISS of the transformed system. Analysis of ISS of the transformed system is much easier to perform, for example, by means of Lyapunov methods. We apply our methods to prove that an unstable heat equation with additive actuator disturbances can be ISS stabilized by means of PDE backstepping method.
Although in this paper we concentrate on parabolic scalar equations and study properties of classical solutions of such equations, the scheme which we have developed here can be useful for other classes of monotone control systems: monotone parabolic systems, ordinary differential equations, ODE-heat cascades, some classes of timedelay systems. We expect that a big part of our analysis can be transferred to study properties of mild solutions of parabolic systems. Finally, some of our results can be used to study ISS of monotone systems of a general nature.
