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Abstract
Let Qn be the graph of n × n × n cube with all non-decreasing
diagonals (including the facial ones) in its constituent 1× 1× 1 cubes.
Suppose that a set S ⊆ V (Qn) separates the left side of the cube from
the right side. We show that S induces a subgraph of tree-width at
least n√
18
− 1. We use a generalization of this claim to prove that
the vertex set of Qn cannot be partitioned to two parts, each of them
inducing a subgraph of bounded tree-width.
Let Gn be the plane triangulated n × n grid, and consider any (non-
proper) coloring of vertices of Gn by two colors. A well-known HEX lemma
implies that Gn contains a monochromatic path with at least n vertices. We
consider a 3-dimensional analogue of this claim.
Let Qn be the n × n × n grid with all non-decreasing diagonals in its
constituent unit cubes; more precisely, the vertex set of Qn is {(x, y, z) ∈
Z
3 : 0 ≤ x, y, z ≤ n− 1} and two distinct vertices (x, y, z) and (x′, y′, z′) are
adjacent if x ≤ x′ ≤ x + 1, y ≤ y′ ≤ y + 1 and z ≤ z′ ≤ z + 1. A result
of Matousˇek and Prˇ´ıveˇtivy´ [12] applied in this special case shows that any
coloring of vertices of Qn by two colors contains a connected monochromatic
subgraph with Ω(n2) vertices. We aim to show that it actually contains a
large monochromatic subgraph which is “2-dimensional” in nature, i.e., with
a large grid minor. It is well-known that a graph contains a large grid as a
minor if and only if it has a large tree-width [3, 4, 14, 15], and thus we can
state our main result in the following equivalent form.
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Theorem 1. For every t ≥ 0, there exists n ≥ 1 such that for any partition
A1, A2 of the vertex set of Qn, either A1 or A2 induces a subgraph of Qn of
tree-width at least t.
Recall that a tree decomposition (T, β) of a graph G is a tree T and a
function β : V (T ) → 2V (G) assigning a bag β(u) to each vertex u ∈ V (T ),
such that every vertex of G, as well as both ends of every edge of G, are
contained in some bag, and such that {u : v ∈ β(u)} induces a connected
subtree of T for every v ∈ V (G). The width of the decomposition is the
maximum of the sizes of its bags minus one, and the tree-width tw(G) of G
is the minimum of the widths of its tree decompositions.
Let us remark that the presence of diagonals is important for the validity
of Theorem 1; if the diagonals of Qn are omitted, the graph becomes bipar-
tite, and thus it can be partitioned to two independent sets (of tree-width
0).
Theorem 1 is motivated by a notion from the algorithmic graph theory.
We say that a class G of graphs is tree-width fragile if for every k ≥ 1, there
exists tk ≥ 0 such that every graph G ∈ G, there exist pairwise disjoint sets
A1, . . . , Ak ⊆ V (G) satisfying tw(G − Ai) ≤ tk for 1 ≤ i ≤ k. For example,
planar graphs are known to have this property [2, 13]. Many interesting
graph problems have efficient algorithms when restricted to graphs with
bounded tree-width, enabling Baker [2] to exploit this property in design of
approximation algorithms for planar graphs.
It is natural to ask which more general graph classes are tree-width
fragile, as the same approximation algorithms can be used for such graph
classes. Eppstein [10] proved that this is the case for graphs avoiding some
apex graph as a minor (a graph H is apex if H − v is planar for some
v ∈ V (H)), and in particular for graphs embedded in any fixed surface.
DeVos et al. [6] generalized the argument to all proper minor-closed classes
of graphs.
Of course, not all graph classes are tree-width fragile. It is easy to
see that any graph class with this property must be sparse and must have
sublinear separators [8]. Theorem 1 gives another class of obstructions.
Corollary 2. The graph class {Qn : n ≥ 1} is not tree-width fragile.
Indeed, Theorem 1 shows that the condition of tree-width fragility fails
already for k = 2; unlike the previously known graph classes that are not
tree-width fragile, the graphs Qn have bounded maximum degree and bal-
anced separators of order O
(|V (Qn)|2/3). Interestingly, the class {Qn : n ≥
2
1} is fractionally tree-width fragile, where the fractional version of tree-
width fragility is defined in the standard way [8]; it is the first known class
of graphs showing that tree-width fragility and fractional tree-width fragility
do not coincide.
Another motivation for Theorem 1 comes from graph coloring theory.
Many results are known on the variants of the coloring where the color
classes are not required to be independent sets, but rather satisfy some other
constraints, such as inducing subgraphs of bounded maximum degree [5, 9],
with bounded component size [1, 11], or, as in our case, bounded tree-
width [6, 7]. For this notion of low tree-width coloring, the previous results
mostly focus on positive results, showing that graphs from some class have
a low tree-width coloring using a constant number of colors. On the other
hand, Theorem 1 gives a lower bound, presenting an example of a natural
class of graphs that do not have low tree-width coloring by two colors.
Let us now give a brief idea of the proof of Theorem 1. Recall that every
graph containing a t× t grid as a minor has tree-width at least t. Hence, we
aim to construct a monochromatic grid in Qn by connecting appropriately
chosen connected subgraphs by disjoint paths. Of course, we need to deal
with the situation that such paths are blocked by the vertices of the other
color. Such blocking subgraphs must be in a sense larger than the subgraphs
we are trying to join. We now switch to the other color class, considering
these blocking subgraphs to be the nodes of a grid we are constructing
and trying to find paths between these nodes. We may switch back and
forth between the color classes several times, repeatedly enlarging the node
subgraphs. For this procedure to end, we need to argue that eventually, the
node subgraphs cannot be separated by a set inducing a subgraph of small
tree-width. Abstracting the problem further, we reach the following claim
of independent interest.
Let X be a subset of vertices of Qn that separates the left side of the
grid from the right side. Supposing that X is minimal with this property,
a geometric intuition tells us that X should correspond to a surface in the
3-dimensional Euclidean space separating the left side of Qn from the right
side, and that such a surface should contain a subdivision of a large 2-
dimensional grid in Qn. Although this geometric intuition is somewhat
misleading and difficult to make precise, the overall conclusion that Qn[X]
should have large tree-width is true.
Theorem 3. Let n ≥ 1 be an integer, let S1 be the set of vertices of the left
side of Qn and let S2 be the set of vertices of the right side of Qn. If a set
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X ⊆ V (Qn) \ (S1 ∪ S2) intersects every paths in G from S1 to S2, then the
subgraph of Qn induced by X has tree-width at least
n√
18
− 1.
Again, note that the presence of diagonals is necessary for the validity
of Theorem 3. To prove Theorem 1, we need a generalization of Theorem 3.
A plane graph H is a near-triangulation if every face of H except for the
outer one has length three. A triple (G,S1, S2), where G is a graph and S1
and S2 are vertex-disjoint connected subgraphs of G, is an (n×n)-slab (with
sides S1 and S2) if there exist pairwise vertex-disjoint near-triangulations
R1, . . . , Rn ⊆ G (the rows of the slab) and pairwise vertex-disjoint near-
triangulations C1, . . . , Cn ⊆ G (the columns of the slab) such that for 1 ≤
i, j ≤ n, the intersection Ri ∩Cj is a path with one end in S1 and the other
end in S2, and such that for s ∈ {1, 2} and for every row or column H, the
intersection of H with Ss is a subpath of the boundary of the outer face of
H.
Theorem 4. Let (G,S1, S2) be an (n × n)-slab with rows and columns of
maximum degree at most ∆ ≥ 3 and let X be a subset of V (G) \ (V (S1) ∪
V (S2)). If every path in G from S1 to S2 intersects X, then G[X] has
tree-width at least n√
3∆
− 1.
Clearly, Theorem 4 implies Theorem 3. The proof of Theorem 4 is topo-
logical in nature and we give it in the following two sections. Section 3 is
devoted to the proof of Theorem 1.
1 {0,±1, ⋆}-valued functions on graphs and homo-
topy
In this section, we develop a discrete variant of the basic tools of homotopy
theory.
Let L = {0,±1, ⋆}. We will consider function f : V (G)→ L for a graph
G. Recall that a separation of G is pair (A,B) of subsets of vertices such
that V (G) = A∪B and G has no edge with one end in A \B and the other
end in B \ A. Without explicitly assuming it, we will typically consider
the vertices with function values −1 and 1 as corresponding to sets A \ B
and B \ A, respectively, for some separation (A,B) of G, and label 0, as
roughly corresponding to a union of some components of G[A ∩ B]. This
motivates the following definition. We say that f : V (G)→ L is continuous
if vertices u, v ∈ V (G) are not adjacent whenever f(v) = 1 and f(u) = −1.
We say that f : V (G)→ L is holomorphic if f is continuous and additionally
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vertices u, v ∈ V (G) are not adjacent whenever f(v) = 0 and f(u) = ⋆. We
say that f : V (G)→ L is entire, if it is continuous and ⋆ 6∈ Image(f).
Let C0(G,L) denote the set of functions f : V (G)→ L. Fix an arbitrary
orientation of E(G), that is for every e ∈ E(G) we distinguish its beginning
vertex denoted by e− and its end vertex denoted by e+. Let C1(G,Z) denote
the lattice of all functions f : E(G) → Z. The operator d : C0(G,L) →
C1(G,Z) is defined by df(e) = f(e+) − f(e−) if ⋆ 6∈ {f(e+), f(e−)} and
df(e) = 0, otherwise.
For a directed walk W = (v0, e1, v1, . . . , en, vn) on G, not necessarily
respecting the orientation we fixed, and for 1 ≤ i ≤ n, let εi ∈ C1(G,Z) be
defined by εi(ei) = 1 if vi = e
+
i , ε(ei) = −1 if vi = e−i and εi(e) = 0 for
e ∈ E(G) \ {ei}. Let IW =
∑n
i=1 εi. For a walk W and h ∈ C1(G,Z) we
define
∫
W h :=
∑
e∈E(G) IW (e)h(e). Let W
−1 denote the reversal of W , that
is the walk (vn, en, vn−1, en−1, . . . , e1, v0). For two walks W1 from u to v and
W2 from v to w, let W1W2 denote the concatenation of W1 and W2.
Lemma 5. If W is a walk from u to v on a graph G and f ∈ C0(G,L) is
entire on V (W ) then ∫
W
df = f(v)− f(u).
Proof. Let W = (v0, e1, v1, . . . , en, vn), where v0 = u and vn = v, and for
1 ≤ i ≤ n, let εi be as in the definition of IW . We have
∫
W
df =
∑
e∈E(G)
IW (e)df(e) =
n∑
i=1
εi(ei)df(ei)
=
n∑
i=1
f(vi)− f(vi−1) = f(vn)− f(v0) = f(v)− f(u).
We refer to closed walks of length three on a graph G as triangles. We say
that a triangle T is f -contractible for f ∈ C0(G,L), if f is holomorphic on
V (W ). The next observation is the first step towards obtaining an extension
of Lemma 5 to non-entire functions.
Lemma 6. Let T be a triangle in G and let f ∈ C0(G,L). If f is continuous
then | ∫T df | ≤ 1, and if T is f -contractible then
∫
T df = 0.
Proof. Let V (T ) = {u, v, w}. If f is entire on V (T ), then the claim follows
from Lemma 5. Hence, we can assume that f(w) = ⋆. If f(u) = ⋆ or
f(v) = ⋆, then df(e) = 0 for every e ∈ E(T ) and ∫T df = 0.
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Otherwise, | ∫T df | = |f(u)−f(v)|. Since f is continuous, we have |f(u)−
f(v)| ≤ 1. Furthermore, if T is f -contractible, then f(u) 6= 0 6= f(v), and
thus f(u) = f(v) and
∫
T df = 0.
Let f ∈ C0(G,L) be continuous. From Lemma 6 it follows that ∫W df =
0 for every W that is a sum of f -contractible triangles. We need a slight
generalization of this fact. We will say that a closed directed walk W on G
is (f, k)-almost contractible if there exist triangles T1, T2, . . . , Tn of G such
that IW =
∑n
i=1 ITi and Tk+1, Tk+2, . . . , Tn are f -contractible.
Let Wi be a walk from ui to vi on G for i = 1, 2. We say that W1 and
W2 are (f, k)-almost homotopic if there exists a walk Q from u1 to u2 and
a walk R from v1 to v2 such that the walk QW2R
−1W−11 is (f, k)-almost
contractible, and furthermore f is constant and integer on each of V (Q) and
V (R). We say that W1 and W2 are f -homotopic if they are (f, 0)-almost
homotopic. From Lemma 6 we deduce the following corollary.
Lemma 7. Let f ∈ C0(G,L) be continuous and let W1 and W2 be walks on
G. If W1 and W2 are (f, k)-almost homotopic then∣∣∣∣
∫
W1
df −
∫
W2
df
∣∣∣∣ ≤ k.
In particular, if W1 and W2 are f -homotopic then
∫
W1
df =
∫
W2
df .
Proof. Let Q and R be the walks and T1, T2, . . . , Tn be the triangles showing
that W1 and W2 are (f, k)-almost homotopic. Let W = QW2R
−1W−11 . By
Lemma 6, we have
∣∣∣∣
∫
W
df
∣∣∣∣ =
∣∣∣∣∣∣
∑
e∈E(G)
IW (e)df(e)
∣∣∣∣∣∣ =
∣∣∣∣∣∣
∑
e∈E(G)
n∑
i=1
ITi(e)df(e)
∣∣∣∣∣∣
=
∣∣∣∣∣
n∑
i=1
∫
Ti
df
∣∣∣∣∣ =
∣∣∣∣∣
k∑
i=1
∫
Ti
df
∣∣∣∣∣ ≤ k.
On the other hand, since f is constant on Q and R, Lemma 5 implies that∣∣∣∣
∫
W
df
∣∣∣∣ =
∣∣∣∣
∫
Q
df +
∫
W1
df −
∫
R
df −
∫
W2
df
∣∣∣∣ =
∣∣∣∣
∫
W1
df −
∫
W2
df
∣∣∣∣ ,
and the claim of the lemma follows.
For a function h : Y → R and a set X ⊆ Y , let h(X) =∑x∈X h(x). Let
P = v0v1 . . . vn be a path in a graph G. For a function f ∈ C0(G,L) that is
entire on P and for 1 ≤ i ≤ n− 1, let λP,f (vi) = 12(f(vi+1)− f(vi−1)).
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Lemma 8. Let f ∈ C0(G,L) be a function that is entire on a path P =
v0v1 . . . vn in a graph G, such that f(v0) 6= 0 and f(vn) 6= 0. Suppose that
g ∈ C0(G,L) satisfies g(v) = f(v) for every v ∈ V (P ) such that g(v) 6= ⋆,
and f(v) = 0 for every v ∈ V (P ) such that g(v) = ⋆. Let X = {v ∈ V (P ) :
g(v) = 0}. Then
1
2
∫
P
dg = λP,f (X).
Furthermore, if g is holomorphic on P , then λP,f (X) is an integer.
Proof. Let P1, . . . , Pk be the maximal subpaths of P such that g is entire
on Pi for i = 1, . . . , k. Note that
∫
P
dg =
k∑
j=1
∫
Pj
dg,
and thus it suffices to prove that 12
∫
Pj
dg = λP,f(X ∩ V (Pj)) for 1 ≤ j ≤ k.
Let Pj = vava+1 . . . vb. By Lemma 5, we have
1
2
∫
Pj
dg = 12(g(vb)− g(va)) =
1
2 (f(vb) − f(va)). Let V (Pj) ∩ X = {vc1 , vc2 , . . . , vcp}, where c1 < c2 <
. . . < cp. Since f is continuous on P , for 1 ≤ i ≤ p − 1 we have f(vci+1) =
f(vci+1−1). Furthermore, f(vc1−1) = f(va) and f(vcp+1) = f(vb); this is
the case even if say c1 = a, since then g(va−1) = ⋆ and f(va−1) = f(va) =
0. Therefore, λP,f(X ∩ V (Pj)) = 12
∑p
i=1 f(vci+1) − f(vci−1) = 12 (f(vb) −
f(va)) =
1
2
∫
Pj
dg, as required. Moreover, if g is holomorphic on P , then
f(va) = ±1, since either a = 0 or g(va−1) = ⋆, and similarly f(vb) = ±1.
Hence,
∫
Pj
dg ∈ {−2, 0, 2} and λP,f (X ∩V (Pj)) = 12
∫
Pj
dg is an integer.
2 Treewidth of slab separators
To give a lower bound on tree-width, we use the following claim (which is
well-known, although usually stated with only non-negative weights).
Lemma 9. Let t ≥ 0 be an integer. Let H be a graph with tw(H) ≤ t. Let
λ : V (H) → R be such that |λ(v)| ≤ 1 for every v ∈ V (H). If λ(V (H)) ≥
3t+ 3, then there exists a separation (K,L) of H such that
1
3
λ(V (H)) ≤ λ(K \ L) ≤ 2
3
λ(V (H))
and |K ∩ L| ≤ t+ 1.
7
Proof. Let (T, β) be a tree decomposition of H with bags of size at most
t+1. For an edge uv of T , let Tu,v denote the component of T−uv containing
v, and let Su,v =
⋃
w∈V (Tu,v) β(w) \ β(u).
We first show that there exists u ∈ V (T ) such that every neighbor v of u
in T satisfies λ(Su,v) ≤ 23λ(V (H)). If not, then for each u ∈ V (T ), let π(u)
denote a neighbor of u in T such λ(Su,pi(u)) >
2
3λ(V (H)). Since T is a tree,
there exists an edge uv ∈ E(T ) such that π(u) = v and π(v) = u. However,
then
λ(V (H)) = λ(Su,v) + λ(Sv,u) + λ(β(u) ∩ β(v)) > 4
3
λ(V (H))− (t+ 1),
which contradicts the assumption λ(V (H)) ≥ 3t+ 3.
Let u ∈ V (T ) be a vertex such that every neighbor v of T satisfies
λ(Su,v) ≤ 23λ(V (H)). Let v1, v2, . . . , vm be the neighbors of u in T ordered
so that λ(Su,v1) ≥ λ(Su,v2) ≥ . . . ≥ λ(Su,vm). Note that
∑m
i=1 Su,vi =
λ(V (H)) − λ(β(u)) ≥ λ(V (H)) − (t + 1) ≥ 13λ(V (H)). Let m′ be the
smallest index such that
m′∑
i=1
λ(Su,vi) ≥
1
3
λ(V (H)).
Let K = β(u) ∪ ⋃m′i=1 Su,vi and L = β(u) ∪ ⋃mi=m′+1 Su,vi . By the choice
of m′, we have λ(K \ L) ≥ 13λ(V (H)). If m′ = 1, then λ(K \ L) =
λ(Su,v1) ≤ 23λ(V (H)). Hence, we can assume that m′ ≥ 2, and thus
λ(Su,vi) <
1
3λ(V (H)) for 1 ≤ i ≤ m. By the choice of m′, we have⋃m′−1
i=1 λ(Su,vi) <
1
3λ(V (H)), and thus λ(K \ L) < 13λ(V (H)) + λ(Su,vm′ ) <
2
3λ(V (H)).
We are now ready to prove our first main result.
Proof of Theorem 4. Let R1, . . . , Rn and C1, . . . , Cn be rows and columns
of G of maximum degree at most ∆. For 1 ≤ i, j ≤ n, let G ↑ (i, j) denote
the path Ri ∩ Cj , directed from S1 to S2.
Let (A,B) be a separation of G such that V (S1) ⊆ A\B, V (S2) ⊆ B \A
and X = A ∩B. Let f : V (G)→ L be defined by
f(v) =


−1, if v ∈ A \B,
0, if v ∈ X,
1, if v ∈ B \ A.
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Note that f is entire. By Lemma 5 we have
∫
G↑(i,j)
df = 2. (1)
for 1 ≤ i, j ≤ n.
For every v ∈ V (G ↑ (i, j)) ∩ X, let λ(v) = λG↑(i,j),f (vi). For every
v ∈ X \⋃1≤i,j≤n V (G ↑ (i, j)), let λ(v) = 0. By Lemma 8,
∫
G↑(i,j)
df = 2λ(V (G ↑ (i, j)) ∩X) (2)
It follows from (1) and (2) that λ(X) = n2.
Let H := G[X] and let t := tw(H). We aim to prove that t ≥ n√
3∆
− 1.
If t > n2/3 − 1 or t ≥ n − 1, then this claim holds, since ∆ ≥ 3. Hence,
we can assume that n2 ≥ 3t+ 3 and t < n − 1. By Lemma 9 there exists a
separation (K,L) of H such that
n2
3
≤ λ(K \ L) ≤ 2n
2
3
(3)
and |K ∩ L| ≤ t + 1 < n. Let R := {i ∈ [n] : V (Ri) ∩ (K ∩ L) = ∅} and
C := {j ∈ [n] : V (Cj) ∩ (K ∩ L) = ∅}, be the sets of indices of rows and,
respectively, columns of (G,S1, S2) disjoint from K ∩ L. Note that these
sets are non-empty. Let S := (R× [n]) ∪ ([n]× C).
Let g ∈ C0(G,L) be defined by g(v) = f(v) for v ∈ V (G)\L and g(v) = ⋆
for v ∈ L. Note that g is continuous and holomorphic on V (G) − (K ∩ L).
Let h(p) := 12
∫
G↑p dg for p ∈ [n]2. By Lemma 8, we have
h(p) = λ(V (G ↑ p) ∩ (K \ L)), (4)
for every p ∈ [n]2, and h(p) is an integer for every p ∈ [n]2 such that
V (G ↑ p)∩ (K ∩L) = ∅. Note that for i1 ∈ R, i2 ∈ C and 1 ≤ j1, j2 ≤ n, the
paths G ↑ (i1, j1) and G ↑ (i1, j2) are g-homotopic, and the paths G ↑ (j1, i2)
and G ↑ (j2, i2) are g-homotopic, since Ri1 and Ci2 are near-triangulations
and g is holomorphic on them. It follows that G ↑ p1 and G ↑ p2 are g-
homotopic for all p1, p2 ∈ S. Thus h is constant on S by Lemma 7. Let
H ∈ Z be its value.
Note that |[n] \C| ≤ t+1. Let us fix an element c ∈ C and consider any
i ∈ [n]. Let ti = |V (Ri)∩ (K ∩L)|. For any j ∈ [n] \C, the path G ↑ (i, j) is
(g,∆ti)-almost homotopic to the path G ↑ (i, c), and by Lemma 7 we have
|h(i, j) −H| ≤ ∆ti. Thus
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∣∣∣∣∣∣

∑
j∈[n]
h(i, j)

 −Hn
∣∣∣∣∣∣ ≤
∑
j∈[n]
|h(i, j) −H| ≤ ∆ti(t+ 1). (5)
Summing (5) over i ∈ [n] and applying (4), we obtain
|λ(K \ L)−Hn2| =
∣∣∣∣∣∣
∑
p∈[n]2
h(p)−Hn2
∣∣∣∣∣∣ ≤ ∆(t+ 1)
2.
However, by (3), λ(K \ L) differs from an integer multiple of n2 by at least
n2/3. It follows that t ≥ n√
3∆
− 1, as desired.
3 Partitions of a cube
Consider the N ×N ×N grid QN with non-decreasing diagonals. A path in
QN with vertices v1 = (x1, y1, z1), v2 = (x2, y2, z2), . . . , vk = (xk, yk, zk) in
order is a staircase from v1 to vk if xi+1 = xi+1, yi ≤ yi+1 and zi ≤ zi+1 for
1 ≤ i ≤ k − 1. The b-square (v, b) around a vertex v = (x, y, z) ∈ V (QN )
is defined by
(v,B) = {(x, y + dy, z + dz) : 0 ≤ dy, dz ≤ b}.
The b-enlargement B(b, P ) of a staircase P is the subgraph of QN induced
by
⋃
v∈V (S)(v, b). The left side of the b-enlargement of a staircase from
u to v is (u, b) and the right side is (v, b). For each edge yz of the b-
enlargement, let Wyz be the closed walk consisting of the path parallel to
the staircase from the left side to y, the edge yz, the path parallel to the
staircase from z to the left side, and possibly an edge in the left side.
We need the following property (another proof of a similar statement is
implicit in [12], Proposition 3.1).
Lemma 10. Let b ≥ 0 be an integer, and let G be the b-enlargement of a
staircase in QN . If X ⊆ V (G) is a minimal set that intersects every path
from the left side of G to the right side, then G[X] is connected.
Proof. Let S1 and S2 be the left and the right side of G, respectively. Since
we can extend the staircase if necessary, we can assume that X is disjoint
from S1 ∪ S2. Let (A,B) be a separation of G such that S1 ⊆ A, S2 ⊆ B
and X = A ∩B. Let l ∈ S1 and r ∈ S2 be arbitrary vertices of the sides of
G.
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Consider any two vertices x, y ∈ X, and let C be the vertex set of the
component of G[X] containing x. Let f : V (G)→ L be defined by
f(v) =


−1, if v ∈ A \B,
0, if v ∈ C,
⋆, if v ∈ X \ C,
1, if v ∈ B \A.
By the minimality of X, there exist paths Px and Py from l to r in G such
that V (Px) ∩ X = {x} and V (Py) ∩ X = {y}. Let W be the closed walk
consisting of Px and the reverse of Py. Note that IW =
∑n
i=1 ITi for some
triangles T1, . . . , Tn in G (since W is the sum of walks Wyz for edges yz of
W together with a closed walk in the left side of G, it suffices to observe
that this claim holds for the walks Wyz and for closed walks in the left side).
Since f is holomorphic, W is (f, 0)-almost contractible, and thus Px and
Py are f -homotopic. By Lemma 7, we have
∫
Px
df =
∫
Py
df . Since f is entire
on Px, we have
∫
Px
df = 2, and thus f(y) 6= ⋆ (as otherwise we would have∫
Py
df = 0). Therefore, y is in the same component of G[X] as x.
We conclude that G[X] is connected.
Let A1, A2 be a partition of vertices of QN . Let b ≥ 0 and i ∈ {1, 2} be
integers, and let P be a staircase. We say that P is (b, i)-blocked if every
path in the b-enlargement of P joining its left side S1 with its right side S2
intersects Ai \ (S1 ∪ S2).
Lemma 11. Let A1, A2 be a partition of vertices of QN . Let b ≥ 0 and
i ∈ {1, 2} be integers. Let P be a (b, i)-blocked staircase, let M be the (b+1)-
enlargement of P , and let Mi be the subgraph of M induced by Ai ∩ V (M).
There exists a connected component of Mi containing all paths in Mi which
join the left side of M with the right side.
Proof. Let M0 be the b-enlargement of P . Let X be a minimal subset of
Ai ∩ V (M0) such that every path in M0 from the left side to the right side
intersects X. By Lemma 10, M0[X] is connected.
Let P ′ be a path inMi joining the left side of M with the right side. For
a vertex u = (x, y, z) ∈ M , let v = (x, y0, z0) ∈ V (P ) be the unique vertex
of P such that u ∈ (v, b+ 1). Let π(u) be the point of (v, b) closest to u
in the Euclidean distance. That is, π(u) = (x,min(y, y0+ b),min(z, z0+ b)).
Clearly u is adjacent to π(u). Moreover, it is easy to check that if u and u′
are adjacent then π(u) and π(u′) are adjacent or equal.
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It follows that the subgraph π(P ′) of M0 induced by {π(u) : u ∈ V (P ′)}
is connected and contains vertices both in the left and in the right side ofM0.
Therefore, π(P ′) intersects X, and thus P ′ belongs to the same component
of Mi as X, as desired.
The t× t-grid is the graph whose vertex set consists of all pairs {(x, y) ∈
Z
2 : 0 ≤ x, y ≤ t− 1} and two vertices (x1, y1) and (x2, y2) are adjacent iff
|x1 − x2| + |y1 − y2| = 1. Let P1 and P2 be two staircases. A staircase P
joins P1 with P2 if P1 is the initial segment of P and P2 is the final segment
of P , or vice versa.
Consider the N × N × N grid QN . For an integer n ≥ 1 and a point
v = (x, y, z) ∈ V (QN ) with x, y, z ≤ N − n, let Qn(v) denote the subgrid of
QN induced by vertices (x
′, y′, z′) ∈ V (QN ) such that x ≤ x′ ≤ x+n−1, y ≤
y′ ≤ y + n − 1, and z ≤ z′ ≤ z + n − 1. For a positive integer d, let
pd(j, k) = (4dj+4dk, 2dj+dk, dj+2dk). This definition is motivated by the
following fact.
Observation 12. Let n ≥ 1, b ≥ 0 and d ≥ n + b be integers. For every
vertex z = (j, k) of the (2t + 1) × (2t + 1) grid, let pz = pd(j, k) and let Pz
be a staircase in Qn(pz). For every edge uz of the (2t + 1) × (2t + 1) grid,
there exists a staircase Puz joining Pu with Pz. Furthermore, the staircases
can be chosen so that for any edges uz and u′z′ with {u, z} ∩ {u′, z′} = ∅,
the b-enlargements of Puz and Pu′z′ are vertex-disjoint.
In the following proof of Theorem 1 we construct a subgraph of Qn[A1]
or Qn[A2] which closely resembles a subdivision of the t× t grid. Unfortu-
nately, obtaining an actual subdivision seem to require a lot more work, and
therefore we content ourselves with obtaining the following less structured
certificate of large tree-width. A collection of non-empty subsets B of the
vertex set of a graph G is called a bramble if for all B,B′ ∈ B the subgraph
G[B ∪ B′] of G induced by B ∪ B′ is connected (and in particular, G[B] is
connected for every B ∈ B). The order of B is the minimum size of the set
S ⊆ V (G) such that S ∩ B 6= ∅ for every B ∈ B. It is shown in [16] that if
G contains a bramble of order t then G has tree-width at least t− 1.
We are now ready to complete the proof of Theorem 1.
Proof of Theorem 1. We will prove by induction on b that there exists N =
N(b) such that for every partition (A1, A2) of the vertex set of QN and each
i ∈ {1, 2}, if the tree-width of both QN [A1] and QN [A2] is less than t, then
QN contains a (b, i)-blocked staircase. Note that the theorem will follow,
by choosing b := ⌈√18(t + 1)⌉ − 1 and n := N(b). The b-enlargement B
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of a staircase with sides S1 and S2 is a (b + 1, b + 1)-slab. As every path
in B from S1 to S2 intersects Ai \ (S1 ∪ S2), Theorem 4 implies that the
tree-width of Qn[Ai] is at least
b+1√
18
− 1 ≥ t.
The base case b = 0 is trivial with N(0) = t+2: we have V (Qt(1, 1, 1))∩
Ai 6= ∅, since A3−i induces a subgraph of tree-width less than t. We move
on to the induction step. Let n0 = N(b−1) and let N = (8t+5)(n0+b). By
the induction hypothesis, for every v = (x, y, z) with 0 ≤ x, y, z < N − n0,
the subgrid Qn0(v) contains a (b−1, 3−i)-blocked staircase which we denote
by Pv.
Let d = n0+b, and for every vertex z = (j, k) of the (2t+1)×(2t+1) grid,
let p(j, k) = pd(j, k). Note that Qn0(p(j, k)) ⊆ QN . Let Pz = P (p(j, k));
by Lemma 11, there exists a connected subgraph Mz of the b-enlargement
Bz of Pz such that V (Mz) ⊆ A3−i and Mz contains all paths in Bz[A3−i]
joining the left side of Bz with the right side.
For each edge yz of the (2t+1)× (2t+1) grid, let Pyz be the path as in
Observation 12. If Pyz is (b, i)-blocked then the proof of the induction step
is finished. Hence, we can assume that for every edge yz, there exists a path
Ryz with V (Ryz) ⊆ A3−i in the b-enlargement of Pyz joining the left side of
this enlargement to the right side. Note that Ryz intersects My and Mz.
For 0 ≤ j ≤ 2t, let S′j be the path forming the j-th column of the
(2t+ 1)× (2t+ 1) grid, and let
Sj = V

 ⋃
y∈V (S′
j
)
My ∪
⋃
yz∈E(S′
j
)
Ryz

 .
Let the set Tj be similarly defined for the j-th row of the grid. As observed in
the previous paragraph, QN [Sj] and QN [Tj ] are connected for all 0 ≤ j ≤ 2t,
and M(j,k) ⊆ Sj ∩ Tk. Let B = {Sj ∪ Tj}0≤j≤2t. Clearly B is a bramble in
QN [A3−i], and no vertex of QN belongs to more than two elements of B by
Observation 12. It follows that the order of B is at least t + 1, and thus
QN [A3−i] has tree-width at least t, yielding the desired contradiction.
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