Introduction
Many physical or engineering problems can be described with partial differential equations, such as the simulation of time-dependent laminar flows, which can be described by Navier-Stokes equations. The accurate and fast solution of these equations is the core of many numerical simulations of complex processes in nature and industry. The discretisation in space and time is needed for the computation of the solution. In the case of the incompressible NavierStokes equations often an inf-sup stable finite element method is used [14] . It was demonstrated in a number of numerical studies, e.g. in [33, 18, 20] , that the pair of second order velocity Q 2 and first order discontinuous pressure P disc 1 on quadrilateral and hexahedral meshes is among the best performing finite element methods. Thus, the Q 2 /P disc 1 finite element is a popular choice if finite element methods are used in the simulation of incompressible flows [15] .
Many simulations of incompressible flows use explicit or simple implicit time-stepping schemes, such as the backward Euler scheme, the CrankNicolson scheme or the fractional-step θ-scheme. We will concentrate in this paper on implicit schemes which are appropriate for laminar flow simulations and which avoid the nasty Courant-Friedrichs-Lewy (CFL) condition. One possibility to solve such problems are one-step methods [16, 35] such as implicit Runge-Kutta methods, since a high order of convergency can be achieved (see [31] ). Often an order reduction phenomenon can be observed if stiff problems or DAEs are solved (see [23] and [16] ). Moreover the costs for the linear algebra are very high. Therefore often diagonally implicit RungeKutta (DIRK) methods or Rosenbrock-Wanner (ROW) methods are used for the simulation of fluids. But in this case the order reduction in the pressure is much stronger. Many papers are studying the order reduction phenomena and derive further order conditions to reduce this effect. One possibility is the consideration of the Prothero-Robinson example. In [30] and [28] better ROW methods are developed and numerical studies show that full order can be reached for the Prothero-Robinson example. Similar results for SDIRK and ESDIRK methods are presented in [30] and [29] .
In this paper we want to use very accurate methods, i.e. methods which have a high order of convergence. Therefore fully implicit Runge-Kutta methods may be a good choice. But these methods need a high computational effort, since in every timestep a nonlinear system of dimension ns has to be solved, where n is the dimension of the problem and s is the number of internal stages of the Runge-Kutta method. In the last decades several papers have discussed the efficient solution of the nonlinear or linear equations. Here we use a transformation from Butcher [7] and Bickart [2] of the coefficient matrix of the Runge-Kutta method. If a simplified Newton method is applied this splitting leads to s complex valued systems of dimension n. An application of this technique for Radau methods can be found in [17] and [31] . These nonlinear systems can be solved directly with the help of LU-decompositions and back-and forward substitutions. But here we have to store s complex LU-decompositions. Therefore we use a parallel framework where each node solves one of the s linear systems.
The implementation is based on the Component Template Library (CTL) which supports the easy developement of distributed as well as parallel applications. This is a C++ template library using template meta-programming to hide as many as possible technical details from the programmer. It has been successfully applied in computational applications such as multi-physics simulation [4, 3, 25, 34, 32] , multi-scale simulation [26, 24] , stochastic finite element analysis [21, 10] and optimisation [22] . The framework described in this paper was parallelised with only small changes to an already existing serial code by defining a component interface for the linear solver and by outsourcing this time expensive part to parallel working software components.
In this paper we solve the incompressible Navier-Stokes equations with the help of high order Radau-IIA methods. For the solution of the nonlinear systems we use the simplified Newton method with a transformation of the coefficient matrix. This approach gives us the possibility to solve the s systems in parallel and therefore we have a very effective method, which is shown with the help of different numerical examples.
The paper is structured as follows: First we give a short introduction into the discretisation of the incompressible Navier-Stokes equations. The Finite Element method for the space discretisation and Runge-Kutta methods for the time discretisation are presented. The nonlinear system is formulated and solution techniques are presented. Finally we give some examples which show that Radau-IIA methods have a high accuracy in the pressure component and work much more efficient than 3rd and 4th order DIRK and ROW methods.
The discretisation of the incompressible
Navier-Stokes equations
Space discretisation
Let Ω ⊂ R d , d ∈ {2, 3}, be a bounded domain and T > 0. The motion of an incompressible flow is modeled by the incompressible Navier-Stokes equations, which are given in dimensionless form by
where u denotes the velocity, p the pressure, f represents body forces and parameter Re is the Reynolds number. The system of equations (1) has to be closed with appropriate initial and boundary conditions. If Dirichlet conditions are prescribed on the whole boundary ∂Ω, a condition for the pressure, such as Ω p(x) dx = 0, has to be added. For simplicity of presentation, we consider the case that (1) is equipped with homogeneous Dirichlet boundary conditions in [0, T ]. Then, the velocity ansatz and test spaces can be chosen the same in the weak formulation of (1) as well as in the finite element method.
(Ω), then the time-continuous weak or variational problem reads as:
. Finite element methods are a standard approach to perform the spatial discretization of (2), [15] . The unique solvability of the arising discrete system requires that the velocity finite element space V h is sufficiently large compared to the pressure finite element space Q h . The precise description of this property is the so-called inf-sup condition [14] inf
To avoid technical difficulties in the presentation of the methods, we will consider conforming finite element spaces, i.e. V h ⊂ V and Q h ⊂ Q. The space-discretized Navier-Stokes equations read as follows:
System (4) can be represented in algebraic form. Let
be a basis of V h and {ψ i,h } Np i=1 be a basis of Q h , where N u is the number of degrees of freedom for each component of the velocity and N p is the number of degrees of freedom for the pressure. Then, the solution of (4) can be written in the form
For shortness, all algebraic forms will be given for the two dimensional case. The extension to three dimensions is straightforward. Defining the following matrices and vectors
the algebraic representation of (4) is
Matrix M is called mass matrix and A stiffness matrix. Let t m+1 denote the new discrete time, t m the previous discrete time and τ m = t m+1 − t m , m = 0, 1, 2, . . . the length of the time step. For simplicity of notation we omit in the following the index h. Moreover we denote by u m = (u
m ) the numerical approximation of the solution u(t m ).
Time discretisation
Application to ODEs. We start our considerations with the implicit initial value problem
where M is a regular matrix. A Runge-Kutta (RK) method for the implicit ODE (6) is given by
where τ is a given timestep size, s is the number of internal stages and a ij , b i , and c i are the coefficients of the RK-method, which should be determined in such a way that the method has a sufficiently high order convergency [8, 16, 35] . The order of the RK-method can be determined with the so-called simplifying conditions from Butcher [6] , which are defined as follows.
Definition 2.1. (see [6] ). An s-stage RK-method satisfies the simplifying conditions if the conditions
The condition B(p) is equivalent to a quadrature rule with nodes c i and weights b i , which integrates polynomials of degree p − 1 exactly. The conditions C(q) have the following meaning: The intermediate values k i are integrated exactly by a quadrature rule with weights a ij and nodes c i , which integrates polynomials of degree q exactly. For the proof we refer to the book of Butcher [8] . Next we derive the coefficients of Radau-IIA methods, which need the roots of the shifted Legendre polynomial of degree s, i.e.
With respect to the L 2 (0, 1)-scalar product the polynomial P s (2t − 1) is orthogonal to all polynomials of degree < s. The roots of the Legrendre polynomials P s can be found in the book of Abramowitz and Stegun [1] or can be computed with a computer algebra tool. It can be proven that the roots are pairwise distinct. From this fact it follows that the Vandermonde matrix
is regular. In the case of the Radau methods we need the following theorem.
Theorem 2.3. Let be given a Runge-Kutta method with p = 2s − 1. Then the nodes c i of the RK method are given by the roots of the polynomial
Proof. see [36] .
Here we are intested in the case ξ = −1, which lead to the Radau-IIA methods with c s = 1 (see [13] This system can be written in matrix-vector notation as
Multiplying from the right with the inverse of V s generates our nodes b i , i.e. b = e H V −1
s . Next we determine the matrix A with the help of conditions C(1), . . . , C(s), which can be written as
or in matrix notation by AV s = C, where
As it is shown in [31] the method can be equipped with an embedded method. Therefore we setẽ
Then the nodesb i are given simply bỹ
and the embedded method is of order s − 1. Finally the Butcher table is given by c CV Application to DAEs of index 2. Consider the DAE
We will assume in the following that the matrix ∂ u GM −1 ∂ p F is non-singular, where ∂ u G denotes the Jacobian of G with respect to the space variable u, and so on. In this case the DAE (9)-(10) has the differentiation index 2 (see [5, 16] ). For index-2 DAEs only an initial condition for u 0 is given. However, the application of an IRK-method to (9)-(10) requires also the definition of an initial value for p 0 . To this end, the algebraic constraint (10) is differentiated, which leads to
Inserting this result into (9) yields
To derive an RK-method for the DAE (9)- (10) instead of the algebraic constraint (10) one considers the differential equation
For the system of this equations together with (9) an RK-method can be applied. By letting ε → 0, the RK-method for the DAE (9)- (10) is obtained [16] . It reads as follows:
In our case the coefficient matrix A of the Butcher-table is regular and the values l j in (12)- (14) are well-defined. For convergence results we refer to the book of Hairer and Wanner [16] , where it is proven that Radau-IIA methods converge with order 2s − 1 for the velocity component and with order s for the pressure component. Application to the Navier-Stokes equations. In the case of the incompressible Navier-Stokes equations our RK method reads as
The initial pressure p 0 can be computed from (11).
Solution of the nonlinear systems
Application to ODEs If we apply an implicit Runge-Kutta method to a system of ODEs, then in every timestep a large non-linear system of equations has to be solved. We start our considerations with the implicit Runge-Kutta method (7)- (8), which can be written as
Equation (15) forms a coupled non-linear system of equations with dimension ns × ns, which can be solved with the simplified Newton method. By f u we denote the Jacobian of f at the point (t m , u m ), and then the simplified Newton method reads as
. . .
with ∆k
If we introduce the Kronecker symbol A ⊗ B (see [35] ) defined by
where A and B are matrices, we can write our linear systems as
with ∆K (ν+1) := (∆k
) and
The linear system (17) can be solved with only one LU decomposition and then in each Newton iteration a forward and a backward substitutions can be applied, since the coefficient matrix does not change during the timestep.
As starting values for the Newton method often the setting k (0) i := 0 is used. This is of course not the best choice. In [16] the starting values are computed with the help of interpolation. Therefore let
Then it holds
if the simplifying condition C(η) is satisfied for some η ≤ s. In the case of the Radau-IIA methods we have c 1 = 0, and we can consider the interpolation polynomial of degree s, defined by
since c i = s j=1 a ij holds (see simplifying condition C (1)).
The transformation of the coefficient matrix
Since the solutions of the huge nonlinear systems are very expensive, we try to reduce these costs by splitting these systems into s smaller ones. One possibility is a transformation of coefficient matrix A, which was derived independently from Bickart [2] and Butcher [7] . We multiply system (17) from the left with P ⊗ I and from the right with Q ⊗ I. The matrices P and Q are choosen in such a way that the product
is a lower block triangular matrix. Let us assume that the coefficient matrix A is regular, which is true for the Gauß-Legendre, the Radau-IA, the Radau-IIA and the Lobatto-IIIC methods. Then the eigenvalues of the coefficient matrix A are non-zero and it is possible to compute the Jordan canonical of A, which is given by
where µ i = 0, if λ i = λ i+1 and any other real number. Next we introduce the diagonal matrix D given by D := diag(λ 1 , . . . , λ s ) and select P := DT −1 A −1 , Q := T . Then we have
Note that the matrices D, P and Q are complex valued matrices in our cases. If we apply this transformation to our application of the incompressible Navier-Stokes equations we get the complex valued iteration matrix
where L is a lower triangular matrix with complex entries.
For the computations a linux cluster core with a 3 GHz system processor was used. The linear systems are solved directly with an LU-decompostion. The simulations are performed with the code MooNMD [19] , with the linear solver package UMFPACK [12, 11] and with the CTL. We compare our results with some diagonally implicit Runge-Kutta (DIRK) and Rosenbrock-Wanner (ROW) methods. The DIRK methods satisfy further order conditions for index-2 DAEs to obtain better convergence results for stiff ODEs [37] . Morever ESDIRKPR53, ESDIRKPR63, and ESDIRKPR74 are constructed in such a way that they converge with full order for the stiff Prothero-Robinson example [29] . In Table 1 we collect the properties of the selected methods. 
An example where only a discretization error in time occurs
In our first example of the incompressible Navier-Stokes equations the righthand side f , the initial condition u 0 and the non-homogeneous Dirichlet boundary conditions are chosen such that
is the solution of (1). Moreover we set Re = 1, Ω = (0, 1) 2 and solve the problem in the time interval (0, 1/10]. We use the Q 2 /P against the velocity and the pressure error. It can be observed that the higher order Radau-IIA methods compute the numerical solution more effectively than the DIRK and ROW methods. The results for the numerical order of convergence for the pressure component are presented in Table 2 . The Radau-IIA methods have the advantage that the convergence order for the pressure component equals to the stage order s. Therefore we get a much faster convergence than for the DIRK and ROW methods. We can observe, too, that the ESDIRKPR53, ESDIRKPR63 and the ESDIRKPR74 methods converge with order 3 and 4, resp., since they meet further order conditions [31] . A similar observation can be made for ROS34PR and RODASPR since these methods satisfy further order conditions (see [30] and [31] ).
A vortex decay problem
The following problem can be found in [9] and has the solution
For the relaxation timeτ = Re = 1000, this is a solution of the Navier-Stokes equations (1) consisting of an array of opposite signed vortices which decay exponentially as t → ∞. In the numerical tests we have used Dirichlet boundary conditions on the whole boundary. The right hand side f , the initial condition u 0 and the non-homogeneous Dirichlet boundary conditions are chosen such that (u 1 , u 2 , p) is the closed form solution of (1) for a given set of parameters. We present computations for the relaxation timeτ = 1, the vortex configuration n = 4, the final time t = 1 with the Reynolds number 1 on a fixed spatial grid. The grid consits of squares with edge length h = 1/512. On this grid, the Q 2 /P Figure 2 , where we plot the timestep size τ against the error of the velocity and the pressure error. The ROW methods do not work for large stepsizes such as τ = 1 and τ = 1/2. Therefore these results are omitted in the graphics. For small timestep sizes it can be observed that the higher order Radau-IIA methods produce much better results than the lower order methods. Moreover the computational time is smaller, too. The flow around a cylinder which will be considered was defined as a benchmark problem in [33] and studied numerically in detail in [18] . On all other boundaries, the no-slip condition u = 0 is prescribed. The Reynolds number of the flow, based on the mean inflow, the diameter of the cylinder and the prescribed viscosity ν = 10 −3 m 2 s −1 is 0 ≤ Re(t) ≤ 100. In this paper we take as benchmark value the difference of the pressure between the front and the back at the cylinder at the final time p(8, 0.15, 0.2)− p(8, 0.25, 0.2) (see [33] ). Reference values for this difference on a fine grid are given in [18, 20] . We apply all methods with an adaptive timestep control. For the computation for the next timestep we use the PI-Controller. In the case of the Radau-IIA methods we use embedded formulas which are introduced in [31] . In Figure 5 we present the numerical results and plot the number of timesteps against the numerical error, because it is difficult to compare the computing time of these methods. In the case of the Radau-IIA methods the linear systems are solved in parallel, i. e. we use s cores, where s is the number of internal stages, and in the case of DIRK and ROW methods no parallel approach is used. It can again be observed that the higher order Radau-IIA methods need less timesteps than our DIRK and ROW methods to reach the same accuracy. In our experience the computing time for one timestep is longer in the case of the Radau-IIA methods, but we need less of them. Hence, for the computations in this paper the Radau-IIA methods are much more effective than the DIRK and ROW methods. This effect can be observed in Figure 6 , too. In this visualisation we have plotted the time t against the timestep size τ for three different simulations, which provide approximately the same accuracy. It can observed that the Radau-IIA methods are using larger timestep sizes. 
Summary and Outlook
In this paper we solve the incompressible Navier-Stokes equations with Radau-IIA methods. These are fully implicit Runge-Kutta methods which need the solution of huge nonlinear systems of equations. Therefore we use a simplified Newton method for the solution of these systems and apply a matrix transformation such that huge dimensional linear systems split up into s smaller ones. We use the Component Template Library (CTL) to solve these s linear systems with LU decompositions in parallel. Our numerical examples such as the well-known Benchmark examle from Turek and Schäfer show that for appropriate order of the Radau-IIA methods we get an effective solution strategy.
