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Transcription, the process of converting genetic information stored in DNA to RNA, 
lies at the heart of gene expression. Transcription has been studied extensively in 
vitro to probe its mechanistic detail; however, these conditions differ vastly from 
the complex environment inside a living cell. Spatial distributions of molecular 
components have been shown to be an important facet of gene regulation in living 
systems. First, to gain insight into the regulation of gene expression at the cellular 
level, we investigated the spatial distributions of various molecular components of 
transcription in E. coli and their physical correlation with each other using 
superresolution fluorescence microscopy (Chapter 2). Our results show that while 
dense RNAP clusters are highly colocalized with rrn operons and nascent rRNA 
transcripts during fast growth, these RNAP clusters are present independent of 
rRNA transcription activity, and are likely stably associated with the underlying 
chromosome structure. Second, we provided the first direct observation of 
transcription factor mediated DNA looping in live E. coli, and calculated in vivo 
looping frequencies in the context of different regulatory regimes (Chapter 3). Third, 
we initiated the development of a reconstituted CRISPR-Cas system to effectively 
visualize sequence specific genomic sites in live cells in a high-throughput manner. 
This system would allow for unprecedented insight into eukaryotic genome 
architecture in intact living cells; Chapter 4 details our efforts in optimizing the 
reconstituted CRISPR-Cas system first using in vitro assays.  
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Figure 1.1 Spatial organization of transcription in an E. coli cell. (A) Genes 
(DNA), transcription factors (TF 1 and TF 2), RNA polymerase (RNAP) and 
mRNAs may be organized differentially in space instead of being 
homogenously distributed. (B) Overview of experimentally observed 
molecular spatial distribution patterns of transcription components in a model 
bacterial cell. From left to right are cytoplasmic, clustered, pole, membrane, 
specific, helical, and nucleoid distributions. ................................................... 3	
Figure 1.2 Models for nucleoid organization. Nucleoid organization in 
Escherichia coli (A), Caulobacter crescentus (B), and Bacillus subtilis (C). 
Chromosomal domains are colored as indicated by legend. ......................... 5	
Figure 1.3 Spatial organization of genes. (A) Multiple genes spatially cluster 
together to be co-regulated. (B) A gene may move out of its ordinary 
boundary to be activated. ............................................................................... 8	
Figure 1.4 Different spatial distributions of transcription factors. In E. coli, 
global nucleoid-associated proteins (NAPs) are differentially distributed, with 
H-NS forming on average two clusters per chromosome (A), HU, Fis, IHF, 
and StpA all distributing relatively homogonously on the nucleoid (B). H-NS 
clusters were shown to colocalize with H-NS regulated genes hdeA and 
hchA; H-NS binding sites across the chromosome are inferred to be co-
localized with H-NS clusters (A). .................................................................. 11	
Figure 1.5 Spatial distribution of RNAP in E. coli. (A) Under fast growth, 
distinct foci of GFP-labeled RNAP can be seen. (B) Upon rifampicin 
treatment, RNAP distribution becomes more homogenous. Fluorescent 
images adapted from Cabrera et al. (2003), scale bars are 1 µm. ............... 18	
Figure 1.6 Distinct localization patterns of various bacterial mRNA. (A) 
Localization of mRNAs (labeled with the ms2-MCP system) coding for 
membrane protein BglF, cytoplasmic protein BglB and pole-localizing TF 
BglG show distinct cellular patterns. When in one polycistronic mRNA, bglF 
mRNA dominates the localization pattern of the cytoplasmic bglB and pole-
localizing bglF to become membrane-localized (cell 3 from left).  When the 
pole-localizing bglG mRNA and a cytoplasm-localizing cat mRNA are placed 
on the same polycistronic mRNA, the resulting localization pattern is mixed 
(cell 4 from left).  (B) A small C. crescentus regulatory RNA, tmRNA forms a 
helix-like localization pattern in the cytoplasm (in red), and that of RNase R 
(which targets tmRNA for degradation) is localized in a similar anti-phase 
helical pattern (in green). tmRNA and RNase R are spatially segregated 
(merged). ...................................................................................................... 25	
Figure 1.7 Model of transcription regulation by spatial organization. 
Molecular components of transcription can be spatially and functionally 
segregated. Upon induction, spatial reorganization of one or more of the 




Figure 2.1 RpoC-PAmCherry was expressed in full-length and supports 
normal cell growth. (A) RpoC-PAmCherry showed correct molecular size 
as a full-length fusion (detected using α-RpoC in a western blot), the 
MG1655 strain is the wild-type strain. (B) Co-immunoprecipitation of RNAP 
core enzyme from E. coli cell extract of wild-type MG1655 and RNAP-
PAmCherry cells using bead-conjugated α-RpoB and detected using α-
mCherry. (C) Growth curves (EZRDM, 30C) showed no significant difference 
in cell doubling times between MG1655 and RNAP-PAmCherry strains. .... 32	
Figure 2.2 Measurement of spatial resolution. (A) Equation describing the 
distribution (p) of distances (r) between the nearest neighbors in adjacent 
frames of PALM data with the localization precision σres, using two 
dimensions (p2D). This equation was adapted by Endesfelder et al. from the 
2D distance distribution expected of repeat localizations from the same 
molecule to account for the possibility that one molecule’s nearest neighbor 
in the adjacent frame may be another molecule. The adaption is in the 2nd 
and 3rd terms of the equation in (A) by the Gaussian parameters ω and dc, 
and the weight factors A1, A2, and A3. (B) XY distances between nearest 
neighbor localizations in adjacent frames were calculated for a subset of 
data representing all listed experimental conditions. (Bi-x) The gray bars 
show the distribution of rXY, the number of distances used is listed as N. The 
fit (red) with equation (A) yield a Gaussian localization precision σres, which 
begets a spatial resolution FWHMres (FWHM of the Gaussian localization 
precision), both are listed accordingly. ......................................................... 34	
Figure 2.3 RNAP clusters were not a result of FP fusion oligomerization. (A) 
Example reconstructed superresolution images of RNAP (RpoC-
PAmCherry) under rich medium growth (EZRDM). (B) Cluster identification 
using modified tree-clustering analysis to threshold for high density regions, 
representative cells from EZRDM condition are shown, where (i) is a cell 
with a single cluster, and (ii) is a cell with two clusters. (C) Representative 
reconstructed superresolution images of RNAP (RpoC-mEos3.2) under 
EZRDM. Representative reconstructed superresolution images of RNAP in 
wild-type cells probed via α-β (RpoB) (D), and α-β’ (RpoC) (E) under 
EZRDM. (F) Number of clusters per cell distribution comparison between live 
cell experiments: RpoC-PAmCherry, RpoC-mEos3.2 and RpoC-
PAmCherry/AsiA overexpression, with negative simulations shown in black, 
all errors are standard errors from bootstrapping. (G) Example of negative 
simulation of randomly distributed RNAP in the cell volume, see materials 
and methods for details on simulation. (H) Representative reconstructed 
superresolution images of RNAP (RpoC-PAmCherry) under EZRDM growth 
with AsiA (s70) overexpression. .................................................................... 35	
Figure 2.4 Characterization of RNAP clusters in live cells. (A) Number of 
RNAP clusters per cell distribution. (B) Fraction of localizations within 
clusters per cell distribution. (C) Fraction of localizations within clusters 




simulated random distribution within the same experimental cell volume (3D 
simulation projected into 2D), all errors are standard errors from 
bootstrapping. (D) Representative reconstructed superresolution images of 
RNAP in rifampicin treated cells. .................................................................. 35	
Figure 2.5 Colocalization of RNAP clusters with other transcription 
components under EZRDM condition. (A) Schematic for DNA labeling and 
rrn operons, bubble shows modified FROS system for chromosome site 
labeling. (B) Representative two-color superresolution images of rrnD and 
RNAP, with overlay shown on the right. (C) Colocalization values (100-nm 
distance threshold) for rrnD, (50-nm distance threshold) rRNA clusters and 
(50-nm threshold) NusA clusters to RNAP clusters, errors are standard 
errors, negative simulation results are shown as thin black bars, for details 
on colocalization analysis see materials and methods). (D) Pre-rRNA 
detection scheme, L1 probe was used to label nascent pre-rRNA prior to 
their processing and degradation. (E) Ensemble fluoresence of pre-rRNA 
FISH signal for single cells are measured at each time point of RIF 
treatment, which stops transcription globally. The distribution of fluorescence 
is plotted as bar plots, with the population mean in red, and boxed region as 
the 25th and 75th percentiles. The fluorescence decay was fit with a single 
exponential with a decay constant of 0.32, giving a half-life of ~130 sec. 
(0min (n = 166), 1min (n = 76), 2min (n = 73), 5min (n = 88), 8min (n = 84), 
10min (n = 83), 20min (n = 89), 30min (n = 110), 40min (n = 103), 60min (n = 
96)). (F) Pre-rRNA ensemble fluorescence (large field view) in cell under 
EZRDM condition, scale bar is 2µm. (G) Distribution of the number of rRNA 
clusters per cell for the EZRDM condition. (H) Representative 
superresolution images of RNAP and rRNA in cells grown in EZRDM, with 
overlay shown on the right. .......................................................................... 37	
Figure 2.6 NusA-Dronpa exhibited a clustered distribution. (A) NusA-Dronpa 
and RpoC-PAmCherry labeling scheme on the chromosome. (B) Growth 
curves (EZRDM 30C) showed no significant difference in cell doubling times 
between wildtype MG1655 and the dual fusion RNAP-PAmCherry/NusA-
Dronpa strains. (C) Representative superresolution images of RNAP and 
NusA in cells grown in EZRDM, with overlay shown on the right. ................ 41	
Figure 2.7 Colocalization of RNAP clusters with other transcription 
components in SHX treated cells. (A) Pre-rRNA ensemble fluorescence 
(large field view) for cells treated with SHX, scale bar is 2µm. (B) Ensemble 
fluoresence of pre-rRNA FISH signal for single cells are measured for each 
condition after cell segmentation. The distribution of cellular FISH signal in 
the different conditions are plotted as bar plots, with the mean in red, and 
boxed region as the 25th and 75th percentiles, (EZRDM (n = 72), ∆6rrn (n = 
72), SHX (n = 110), RIF (n = 76)). (C) Representative superresolution 
images of RNAP in cells treated with SHX. (D) RNAP cluster 
characterizations for SHX treated cells: (i) number of clusters per cell, (ii) 




for individual cells. (E) Colocalization values between rrnD (100-nm 
threshold) and NusA clusters (50-nm threshold) with RNAP clusters in cells 
treated with SHX; colocalization between rRNA clusters and RNAP clusters 
in ∆6rrn cells (50-nm threshold), errors are standard errors, negative 
simulation results are shown as thin black bars. (F) Representative two-color 
images of rrnD and RNAP in SHX treated cells. (G) Representative two-color 
images of RNAP and NusA in SHX treated cells. ........................................ 43	
Figure 2.8 Characterization of RNAP clusters in ∆6rrn cells. (A) Growth curve 
(EZRDM 30C) of ∆6rrn strain compared to wildtype MG1655. (B) Pre-rRNA 
ensemble fluorescence (large field view) for ∆6rrn cells, scale bar is 2µm. 
(C) Representative superresolution images of RNAP in ∆6rrn cells. (D) 
RNAP cluster characterizations for ∆6rrn cells: (i) number of clusters per cell, 
(ii) fraction of RNAP in individual clusters and (iii) Fraction of RNAP in 
clusters for individual cells. (E) Representative two-color images of RNAP 
and rRNA in ∆6rrn cells. ............................................................................... 44	
Figure 2.9 Pre-rRNA ensemble fluorescence intensities under gyrase 
inhibited conditions. (A) Quantification of cellular pre-rRNA ensemble 
fluoresence signal intensities for EZRDM, nalidixic acid (10 min 50ug/mL) 
and novobiocin (30min 300ug/mL) conditions. (B) Quantification of cellular 
pre-rRNA signal intensities for EZRDM, nalidixic acid (10 min 50ug/mL), and 
two gyrase treatment conditions with a 10-min rifampicin treatment follow-up 
(100ug/mL) without washing out the gyrase inhibitors. (C) A time series of 
novobiocin treatment (0 – 150 min, 300ug/mL), with higher concentration of 
novobiocin also used (600ug/mL and 1200ug/mL, 90 min). Ensemble 
fluorescence intensities were collected from ~100 cells for each condition 
presented. (A-C) Mean is shown in red, with 25th and 75th percentiles are 
shown by the boxed region. ......................................................................... 46	
Figure 2.10 Characterization of rRNA clusters under gyrase inhibited 
conditions. (A) Number of rRNA clusters per cell (B) Fraction of rRNA in 
individual clusters. (C) Fraction of rRNA in clusters in individual cells. All 
errors are bootstrapped standard errors. ..................................................... 48	
Figure 2.11 Dispersion of RNAP and rRNA clusters in cells under gyrase 
inhibited conditions. (A) Ensemble fluorescence images showing pre-
rRNA signal for nalidixic acid (50ug/mL, 10 min) and novobiocin (300ug/mL, 
30 min) treated cells, scale bar is 2µm. Representative superresolution two-
color images of RNAP and rRNA in (B) nalidixic acid and (C) novobiocin 
treated cells, with overlay shown on the right. (D) 2D histogram plots in 
pseudo-symmetric standard 3x1µm cells showing the distribution of all 
localizations of rRNA. (E) Cellular positioning of rRNA clusters under various 
growth conditions, in both the short and long axis; mean, 25th and 75th 
percentiles are shown in red. (F) Number of RNAP clusters distribution for 
the EZRDM condition, nalidixic acid and novobiocin treated cells, with 
negative simulation in black, errors are bootstrapped standard errors. (G) 2D 




distribution of all localizations of RNAP. (H) Cellular positioning of RNAP 
clusters under various growth conditions, in both the short and long axis; 
mean, 25th and 75th percentiles are shown in red. ....................................... 48	
Figure 2.12 Colocalization between RNAP clusters and rRNA cluster for 
various conditions. Cumulative sum plots for colocalization percentages 
are shown, negative simulation controls are shown in black. All errors are 
bootstrapped standard errors. ...................................................................... 49	
Figure 2.13 Cell-cycle dependent cellular positioning of RNAP clusters, 
rrnD and NusA clusters. (A) Plotting in a 2D histogram in pseudo-
symmetry, all localizations for (i) RNAP, (ii) rrnD and (iii) NusA in a 3x1 µm 
standard cell, long axis positions are normalized to cell length. (B) RNAP 
clusters cellular positioning as a function of cell length in the short and long 
axis. (C) rrnD site’s cellular positioning as a function of cell length. (D) NusA 
clusters cellular positioning as a function of cell length. (B-D) Cells are 
binned according to length; mean, 25th and 75th percentiles are shown in red, 
the shape shows the distribution. ................................................................. 51	
Figure 2.14 Cell-cycle dependent cellular positioning of RNAP clusters, 
NusA clusters and rrnD in various conditions. (A-C) RNAP clusters 
cellular positioning as a function of cell length in the short and long axis in 
various conditions. (D, E) rrnD site’s cellular positioning as a function of cell 
length in various conditions. (F) NusA clusters cellular positioning as a 
function of cell length in SHX treated cells. (A-F) Cells are binned according 
to length; mean, 25th and 75th percentiles are shown in red, the shape shows 
the distribution. ............................................................................................. 52	
Figure 2.15 Colocalization between operons and RNAP clusters for various 
conditions. (A) Chromosome map showing positions of singly labeled sites 
in the strain background of RNAP-PAmCherry. (B) Cumulative sum plots are 
shown for all DNA-RNAP cluster colocalization strains and conditions; 
colocalization values reported in text and recorded in Table 2 are based on 
100-nm distance threshold. Negative simulation control was run to gauge 
basal level of colocalization in an experimental RNAP distribution for all 
conditions, shown in black, all errors are bootstrapped standard errors. (C) 
Bar plot showing colocalization value using a 100-nm distance threshold, 
with negative simulation values presented in narrow black bars. All errors 
are bootstrapped standard errors. ................................................................ 54	
Figure 2.16 rRNA cluster detection efficiency measurement with L1-L1 
probes. Two L1 probes were used to measure the detection efficiency of 
pre-rRNA clusters, L1-488 and L1-647 have the same sequence but different 
dye labels. Two-color superresolution imaging were performed on cells 
hybridized with both probes (representative cell image shown in inset). The 
cumulative curves of the percentage of one probe colocalizing to the other 
(red and blue curves) show high detection efficiencies of pre-rRNA clusters 
using either probe. The detection efficiency was estimated to be ~90% for 




Figure 3.1 Visualizing DNA looping in vivo by localizing OR and OL with 
fluorescent DNA-binding fusion proteins. (A) λWT construct. Three 
tandem lacOsym and tetO sites, termed lacO3 and tetO3, were placed 
immediately next to OL and OR, respectively. Red and yellow fluorescent 
fusion proteins LacI-mCherry and TetR-EYFP bind lacO3 and tetO3, 
respectively. DNA looping mediated by a CI octamer (blue) or an additional 
CI tetramer (dashed) brings lacO3 and tetO3 together. Strains λOR3– and 
λOL3– harbor mutations (described in main text) to OR3 and OL3, 
respectively, that prevent CI dimers from binding these operator sites. (B) 
LacI-mCherry and TetR-EYFP are expressed co-transcriptionally from 
separate ribosome binding sites on a plasmid. (C) Illustration of 𝒓lac/tet 
measurement. The observed distance between mCherry and EYFP spots 
indicates the distance between lacO3 and tetO3 projected onto the imaging 
plane. (D) Positive control λnull. The centers of lacO3 and tetO3 are 
separated by only 66 bp. (E) Negative control λΔOL. OL is deleted to 
eliminate CI-mediated DNA looping. ............................................................ 69	
Figure 3.2 Spot fitting and experimental error analysis. (A) Distribution of 
fitting errors for EYFP (green), mCherry (red) localizations and 𝑟lac/tet 
(black). Errors were estimated using a bootstrapping procedure by fitting raw 
data to a Gaussian distribution. The residuals from this fit were then 
randomly rearranged and added back to the data in 10 different 
permutations. The reported error is the standard deviation of the distance 
between these 10 locations and the initial fit location. Error in 𝑟lac/tet was 
determined similarly; from the 10 bootstrapped EYFP and mCherry fits, 100 
distances were obtained and the error was estimated as the standard 
deviation of the difference between these distances and the distance 
determined from fitting the raw data. (B) A compilation of all data from three 
separate experiments was used for all analysis in the main text. Here, 
𝑟lac/tet is shown for the individual experiments. Error was estimated as the 
standard deviation of the means of 1,000 bootstrapped distributions. Except 
for one sample (λOR3–, day 3), the estimated mean separations for all days 
followed the trend λnull < λWT < λOR3– ≃ λOL3– < λΔOL–. .......................... 73	
Figure 3.3 Estimate of positive control dimensions and apparent end-to-end 
distance distribution. (A) The maximum distance between TetR-EYFP and 
mCherry-LacI chromophores was approximated assuming straight DNA. All 
distances are in nm. Here, bound fusion proteins are shown on the same 
face of a DNA molecule, but this needs not be the case. Dimers of DNA-
binding proteins were based on Protein Data Bank (PDB) entries for TetR 
(1QPI) and LacI (1EFA). Both fluorescent proteins are shown using the entry 
for GFP (1GFL). Protein structures images generated using VMD. (B) In an 
alternative positive control that was used to collect fiducial data for image 
registration, the plasmid pZH102R33TD encodes the tandem-dimer reporter 
LacI-mCherry-EYFP. (C) The 𝑟lac/tet PDF for the λnull control (black line; 1 




numerically simulated end-to-end distances for two sites separated by 22-
nm, randomly projected onto the 2D plane, and subjected to 22-nm 
localization error for both ends (dashed black line). PDFs were calculated 
using methods described in main text. ......................................................... 75	
Figure 3.4 High-resolution imaging of lacO3 and tetO3 sites separated by 66 
bp (λnull) or 2.3 kb (λΔOL). (A) Fluorescent images of λnull. Arrows 
highlight molecules that exclusively appeared in mCherry (magenta, top) and 
EYFP (green, middle) channels, indicating a lack of significant crosstalk 
between the two channels. Squares show a spot that appeared in both 
channels. In the overlay image (bottom), fluorescence images were 
bandpass filtered and background was subtracted. Only cells having both 
mCherry and EYFP fluorescence were used in analysis. Scale bar 2 µm. 
The image order and color scheme are repeated in B–E. (B) Fluorescent 
images of λΔOL. Scale bar 1 µm. (C–E) Timelapse images of spots acquired 
every 100 ms; C and D are spots in white squares in A and B, respectively, 
and E shows an additional λΔOL spot, whose apparent separation can be 
easily detected by eye. Top and middle rows show mCherry and EYFP 
channels, respectively, and bottom rows show two-color overlays on 
brightfield images. (F–H) Trajectories 𝒓lac/tet vectors from fitting 
fluorescence data for spots in C–E. Coordinates are in nm. Vertices indicate 
the 𝒓lac/tet vector and subsequent time points are connected by lines that 
are colored to indicate elapsed time. ........................................................... 76	
Figure 3.5 End-to-end distance (𝒓lac/tet) distributions and looping 
frequency fitting. (A) Probability density distribution (PDF) of the 𝒓lac/tet 
vector magnitude 𝑟lac/tet for the looped (λnull, red) and unlooped (λΔOL, 
blue) controls. The PDF is estimated for 10-nm bins as described in the main 
text. Light-colored areas indicate 1 s.e.m. calculated by bootstrapping. (B) 
Cumulative density (CDF) of 𝑟lac/tet for the looped (λnull) and unlooped 
(λΔOL) controls. The CDF is estimated for 10-nm bins as described in the 
main text. Light-colored area indicates 1 s.e.m. calculated by bootstrapping. 
(C) The PDF is shown for strains λWT (green), λOR3– (orange) and λOL3– 
(purple), calculated as in A, and PDFs for strains λnull and λΔOL are shown 
as dashed lines for comparison. (D) CDF estimates for three strains (dots; 
λWT, green; λOR3–, orange; λOL3–, purple) were fit as linear combinations of 
the positive (λnull) and negative (λΔOL) control CDFs to estimate looping 
frequency. Colored lines indicate CDF fits and CDFs for strains λnull and 
λΔOL are shown as dashed lines for comparison. ....................................... 78	
Figure 3.6 Experiments showing the effects of transcription, non-specific CI 
binding and higher-ordered CI oligomer on DNA looping. (A). End-to-
end distance (𝑟lac/tet) distributions (PDF) for λnull (red), λΔOL(blue), 
λWTG147D (black), λΔOLPRM–cI– (purple) and λΔOLPRM–cI–/cItrans (green). The 
PDF is estimated for 10-nm bins. (B) Cumulative density of 𝑟lac/tet (CDF) for 
λnull (red), λΔOL (blue), λWTG147D (black), λΔOLPRM–cI– (purple) and 




sequence for the PRM–cI– mutant in comparison to the wild-type sequence. 
Mutated nucleotides are shown in red. (D) Gel shift assay monitoring the 
binding of wt CI protein. Lane 1–4: CI at concentrations of 0, 150, 300 and 
600 nM binding to a 158-bp DNA fragment (20 nM) amplified from the 
plasmid pZH107 carrying the wild-type PRM DNA sequence. Lane 5–8:  CI at 
concentrations of 150, 0, 300 and 600 nM (note loading order) binding to a 
158-bp DNA fragment (20 nM) amplified from the plasmid pACL007 carrying 
the PRM–cI– sequence. Lane 9: empty. Lane 10–13: CI at concentrations of 0, 
150, 300 and 600 nM binding to a 140-bp DNA fragment (20 nM) amplified 
from the E. coli hns promoter region, which CI does not bind specifically. 
Reaction mixtures were incubated in a buffer (10mM Tris pH 8.0, 50 mM 
KCI, 1mM MgCl2, 10% glycerol, 100 ug/ml BSA, 1 mM DTT) at room 
temperature for 10 minutes. Samples were electrophoresed in Bio-Rad 4–
20% Gradient TBE gels (Bio-Rad, Hercules, CA) in a cold room and then 
stained with Ethidium Bromide for 30 minutes. (E) Fraction of bound DNA 
(intensity of low-weight band divided by intensity of lane over background) 
quantified using NIH ImageJ for the gel shown in (D). (F, G) Distributions of 
𝑟lac/tet identical in description to those in (A, B) showing strains λnull (red), 
λΔOL(blue), λG147D (purple), and λG147D/cIG147D,trans (green). ................. 81	
Figure 4.1 Schematic of Cas9 vs. dCas9 recognition of DNA guided by RNA. 
Left: the entire CRISPR-Cas9 complex consists of the protein Cas9, and 
either two short RNAs: crRNA and tracrRNA, or a single sgRNA. The crRNA 
contains a variable guide region that is complementary to the targeting 
region in DNA, and tracrRNA acts mostly as a structural component and its 
sequence is universal for a single species of Cas9 protein. The single piece 
of sgRNA (single-guide RNA) is an experimentally modified RNA which 
connects the crRNA and tracrRNA via a newly introduced tetra-loop, for 
ease of endogenous expression. Scissors indicate where double stranded 
cleavage occurs via two separate nuclease domains. Right: dCas9 has been 
engineered to have no nuclease activity. ..................................................... 98	
Figure 4.2 Current CRISPR-Cas9 based methods for simultaneous 
detection of multiple DNA sites. (A) Multiplexing can be achieved using 
orthogonal dCas9 from multiple bacterial species with distinctive sgRNA and 
PAM requirements, visualization is through fluorescent protein fusions to 
dCas9. (B) Different RNA aptamers are incorporated into the sgRNA scaffold 
in various paired configurations, which allows for the binding of different sets 
of fluorescent protein fusions. The identity of the sgRNA and there by the 
identity of the targeted DNA site is uncovered through the read-out of the 
combinatorial colors. .................................................................................. 100	
Figure 4.3 Schematic of in vitro reconstituted CRISPR-Cas9 DNA labeling 
system. (A). A delivery system consisting of dCas9 and dye-labeled sgRNA; 
this setup is optimal for targeting repeat sequences, where only a single 
targeting sgRNA is needed. (B). A delivery system consisting of dCas9, a 




setup is optimal for targeting a single DNA site target with variable 
sequence. (C). A delivery system with dCas9, variable dye-labeled crRNA, 
and universal unlabeled tracrRNA, this setup is for combinatorial labeling of 
a large number of target DNA sequences. ................................................. 102	
Figure 4.4 In vitro cleavage of DNA with Cas9 and sgRNAs. (A) Cleavage 
assay gel showing reactions of MUC4 DNA cleavage with Cas9 complexed 
with both unlabeled and dye-labeled sgMUC4. (B). Cleavage assay gel 
showing reactions of telomere (Telo) and MUC4 DNA cleavage with Cas9 
complexed with both unlabeled and dye-labeled sgTelo and sgMUC4. .... 107	
Figure 4.5 In vitro cleavage of DNA with Cas9 and tracrRNA-crRNA 
targeting telomere and MUC4 sequences. (A) Cleavage assay gel 
showing reactions of GFP DNA cleavage with Cas9 complexed with both 
commercially synthesized GFP crRNA and transcribed GFP crRNA, paired 
together with tracrRNA. (B). Cleavage assay gel showing reactions of 
telomere (Telo) DNA cleavage with Cas9 complexed with tracrRNA and 
crRNA targeting the telomere sequence, or GFP sequence. ..................... 108	
Figure 4.6 In vitro cleavage of DNA with Cas9 and tracrRNA-crRNA with 
dye-labels and chemical modifications targeting telomere sequence. 
Cleavage assay gel showing reactions of Telo DNA cleavage with Cas9 
complexed with a variety of tracrRNA-crRNA pairs, some containing dye-
labels or MS modifications. ........................................................................ 110	
Figure 4.7 In vitro cleavage of Telo DNA with Cas9 and either the Telo 
sgRNA or telomere targeting tracrRNA-crRNA. Cleavage assay gel 
showing reactions of Telo DNA cleavage with Cas9 complexed with a variety 
of tracrRNA-crRNA pairs, some containing dye-labels or MS modifications, 
and in addition, 1-pc sgRNA with or without Cy3 labels has been used as a 
comparison. ................................................................................................ 111	
Figure 4.8 In vitro cleavage of MUC4 DNA with Cas9 and tracrRNA-crRNA 
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Traditionally, bacterial cells have been viewed as bags of enzymes. 
Subcellular localization was thought unimportant because enzymes could reach 
their substrates fast enough through simple diffusion. For example, a protein 
molecule with a typical cytoplasmic diffusion constant of 8 µm2/s 1 will travel on 
average ~ 700 nm within 10 ms, which is comparable to the dimensions of a typical 
bacterial cell. In the past two decades, however, studies in bacterial cells have 
emerged to suggest the opposite — subcellular locations of biomolecules may 
matter for their functions 2,3. 
The spatial organization of transcription in bacterial cells, here defined as 
the intracellular localization of various transcription components and their dynamic 
response to transcriptional activity (Figure 1.1A), may exhibit a level of 
organization that suggests possible functional compartmentalization; this may 
provide a new means of regulation of enzymatic activities by spatial colocalization 
or segregation. Many recent works have documented the subcellular localizations 
(Figure 1.1B) of four major components of transcription: genes, transcription 
factors, RNA polymerase (RNAP), and RNAs. Most of these efforts have been 
made possible by recent developments in innovative single-molecule, single-cell 
imaging techniques and high-throughput, large-scale biochemical methods.  This 
field is currently still at the level of observations, and most evidence comes from a 




observations, we must critically analyze the evidence in the context of prior genetic 
and biochemical studies and consider whether the observed spatial localization 
pattern is pertinent to a specific biological function.  




A typical bacterial chromosome forms a compact DNA mass called the 
nucleoid in the center of the cell (Figure 1.2). Although there is no nuclear envelope 
separating the nucleoid from the cytoplasm, it is well documented that the 
chromosome is not a random bowl of spaghetti but is instead structurally organized 
Figure 1.1 Spatial organization of transcription in an E. coli cell. (A) Genes (DNA), 
transcription factors (TF 1 and TF 2), RNA polymerase (RNAP) and mRNAs may be organized 
differentially in space instead of being homogenously distributed. (B) Overview of experimentally 
observed molecular spatial distribution patterns of transcription components in a model bacterial 






4-9. The typical size of a bacterial genome is a few million base pairs. This 
chromosomal DNA must adopt a highly compact but orderly configuration to 
accommodate the spatial constraints of a bacterial cell while coordinating with 
DNA-centric activities such as replication and transcription.  
Taking the most well studied bacterial model system E. coli as an example, 
the chromosome is organized on multiple levels (Figure 1.2A). At the first level, the 
negatively super-coiled chromosome DNA naturally generates plectonemic loops, 
which are actively maintained by the opposing actions of gyrase and 
topoisomerases 10-12. Protein factors such as the abundant nucleoid-associated 
proteins (NAPs) can influence DNA structure both locally by bending and wrapping 
DNA segments and globally by bridging and providing boundaries for DNA 
topological domains 13. These independent topological microdomains domains are 
on the scale of 10-100 kb and are positioned stochastically along the chromosome 
14. The next level of organization, as assayed by both the accessibility of DNA to 
homologous recombination and chromosome dynamics as observed through 
fluorescence imaging, consists of four macrodomains of ~ 1Mbp each 
(ori, ter, left and right), along with two unstructured regions flanking the ori domain 
4,5. These macrodomains are likely further folded into a compact rod shaped 
nucleoid, as suggested in a recent genome conformation capture study 7. Finally, 
the chromosome has a defined orientation within the cell. For E. coli, the replication 
origin and terminus are situated close to mid cell, while the left and right 




organized and maintained by the E. coli SMC (structural maintenance of 
chromosomes) complex, MukBEF 17. 
Chromosome organization in other bacterial model systems such as C. 
crescentus and B. subtilis show that the basic level of organization by DNA super-
coiling and NAPs is similar to that of E. coli (Figure 1.2B, C). Furthermore, 
fluorescent labeling experiments have shown a helical arrangement of the 
chromosome in both C. crescentus and B. subtilis 8,18. Higher resolution 
chromosome interaction maps obtained in recent 3C based experiments showed 
that the C. crescentus chromosome may adopt a bottle brush configuration 9. The 
orientation of the chromosome in the cell is different in B. subtilis and C. crescentus 
compared to E. coli. In B. subtilis, the replication origin and terminus have a 
preference for opposite poles early in the cell cycle 18,19. In C. crescentus, the 
chromosome is positioned with the origin always at the old pole and the terminus 
Figure 1.2 Models for nucleoid organization. Nucleoid organization in Escherichia coli (A), 
Caulobacter crescentus (B), and Bacillus subtilis (C). Chromosomal domains are colored as 




at the new pole, with the left and right chromosome arms spanning the length of 
the cell 8,20. Notably, both B. subtilis and C. crescentus (but not E. coli) contain an 
origin proximal centromere like region ParS (Partition system), which is used for 
positioning of the chromosomal oriC region, and assists in the proper orientation 
of the chromosome and regulation of the cell cycle 21,22. 
One of the many factors involved in organizing the nucleoid is transcription 
10,23,24. For example, nucleoids of cells treated with rifampicin, an antibiotic that 
traps RNAP on promoters by binding to the β subunit of RNAP, showed clear 
expansion 25-27. Recent studies using chromosome conformation capture (3C)-
based methods (Table 1.1) also found that specific chromosomal domains are 
established and maintained by highly expressed genes 7,9. 
Table 1.1 Summary of microscopy and biochemical methods used in 
detecting the spatial organization of transcription. 






DNA Fixation and cross-linking 
of genome interactions; 
detection by PCR, pull-
down, and sequencing, 
etc.  
Capturing native 
interactions in one 
reaction; 
High-throughput, large-

















DNA Tandem arrays of DNA 
binding sites are inserted 
chromosomally; Detection 
is by the binding of 
fluorescent protein fused 
to DNA-binding proteins 
- Live cell compatible  
- Strong signal/noise 
ratio if hundreds of 
binding sites are used 
- Enables the tracking 
of chromosome 
positions in real time 
- Orthogonal systems 
available: lacO-LacI; 
tetO-TetR; pars-ParB 
Tight binding of 
fusion proteins 






motif – phage 
protein system 
RNA Tandem arrays of RNA 
stem-loops are inserted 
into genes of interest. 
Detection is by the 
binding of fluorescent 
protein fused to phage 
coat proteins that bind to 
the stem-loops 
- Live cell compatible 
- Strong signal/noise 
ratio if hundreds of 
binding sites are used 
- Enables the tracking 
of real-time RNA 
production.  




Tight binding of 
coat proteins on 
RNA stem-loops 
may alter RNA 












RNA Multiple complementary 
short DNA 
oligonucleotides labeled 
with organic fluorophores 
hybridize to RNA of 
interest 
- Detecting native 
RNAs 















Protein  Photoactivatable 
fluorescent protein fused 
to protein of interest to 
detect protein or nucleic 
acids. Stochastic photo-
activation of single 
molecules allows sub-
diffraction limited 
precision in determining 
the position of molecules  
- Live cell compatible 





















Antibodies and or 
oligonucleotides labeled 
with photo-switchable 
fluorophores to detect 
protein or nucleic acids. 
Blinking of dye molecules 
allows sub-diffraction 
limited precision in 
determining the position 
of molecules 










Protein Spatial positions of 
fluorescently tagged 
single molecules are 
















The coupling of nucleoid structure and transcriptional activity suggests that 
genes may be spatially organized according to their transcriptional activities, 
irrespective of their linear orders on the chromosome. Intuitively, there could be 
two ways to organize genes spatially. The first is that genes sharing similar 
regulatory controls could spatially cluster together (Figure 1.3A); the second is that 
the cellular location of a gene could dynamically correlate with its transcriptional 




Spatial clustering of genes is supported by computational analyses that 
showed that pairs of distant genes (>100 kb) have correlated expression levels, 
suggesting that these genes may share a similar environment 39-43. Spatially 
clustered genes may also have the advantage of confining transcription to local 
areas where high concentrations of RNAP and transcription factors allow rapid 
response and efficient transcription 44. This scenario is similar to the transcription 
factory theory proposed for eukaryotic cells 45.  
The transcription factory theory was initially proposed for RNAPII in 
eukaryotic cells 45.  In this model, multiple active RNAPII molecules form foci or 
clusters to reel genes through for transcription. One of the features of this model 
is that genes far away from each other could be brought into the same factory, and 
thus could be coordinately regulated by the same factors despite their physical 
distance (reviewed in 46). Past studies using a combination of conventional 
fluorescence microscopy, EM, and 3C techniques in eukaryotic cells have well 
established that some active genes indeed colocalize with active RNAPII foci 47-49. 
Figure 1.3 Spatial organization of genes. (A) Multiple genes spatially cluster together to be 





Nonetheless, many aspects of the model, such as whether RNAPII factories are 
stable or dynamic cellular structures, and whether it is a general mode of 
transcription, remain unclear.  
Recently, two single-molecule based superresolution imaging studies 
investigated the spatial distribution of RNAPII in the same type of human cell 50,51. 
One study found that RNAPII indeed forms large clusters in live cells; these 
clusters are dynamic, transitory, and respond to changes in the transcriptional 
state of the cell 50. However, due to the live-cell nature of the study, it was difficult 
to quantify on average how many RNAPII molecules are in a cluster, and how 
many of these clusters are in a cell. The other study, conducted in fixed cells where 
the number of detected molecules could be accurately counted, found that the 
majority of RNAPII foci (>70%) only contained a single RNAPII molecule, and 
<10% of foci contained >4 RNAPII molecules 51. Regardless of differences in the 
experimental and quantification methods used in the two studies (live vs. fixed cells, 
wide-filed vs. light-sheet illumination, FP fusion vs. affinity tag labeling, etc.), both 
studies indicate that while transcription factories may exist, they are not static 
cellular structures as previously thought, and may not be a prevalent mode of 
transcription in eukaryotic cells.  
The observation of dense RNAP foci in bacterial cells inspired a similar 
theory in prokaryotes. However, there are large differences in eukaryotic and 
prokaryotic transcription. For example, RNAPI in eukaryotes is responsible for 




responsible for all transcription in bacteria. Furthermore, transcription foci in 
bacterial cells are sensitive to growth conditions and cell physiology — punctate 
RNAP clusters are only observed in E. coli cells under fast growth 52. To date, the 
transcription factory theory remains controversial in both eukaryotes and 
prokaryotes. 
The hypothesis of spatially clustered genes initially stemmed from the 
observation that a functional RNAP-green fluorescent protein (GFP) fusion 
(labeled on the β’ subunit, RpoC-GFP) forms one or two dense foci per 
chromosome in E. coli cells growing in rich media (see more discussions in the 
RNAP section) 52-54. Because ribosomal RNA (rRNA) synthesis is the major 
transcription activity in cells with high growth rates 55-57, it has been assumed that 
these RNAP foci are active RNAP molecules engaged in rRNA synthesis. As 
multiple rRNA operons are spaced far away from each other on the chromosome 
(seven in E. coli and ten in B. subtilis 58,59), and the copy number of rrn operons in 
a fast-growing E. coli cell can reach up to 50, the observation of far fewer RNAP 
foci suggests that multiple rRNA operons are transcribed while clustered together 
52-54. 
A recent study where the spatial distribution of H-NS, one of the nucleoid-
associated proteins (NAPs), was investigated in E. coli showed additional evidence 
for clustering of genes. Using single-molecule based superresolution imaging 
(Table 1.1), it was found that H-NS forms on average two clusters per chromosome 




these clusters colocalized with genes that H-NS regulates (Figure 1.4A) 60. In 
another study, the subcellular localizations of multiple gal operons (all regulated 
by the Gal Repressor GalR) were investigated using both fluorescence microscopy 
and 3C in E. coli 44. It was found that yellow fluorescent protein (YFP)-labeled GalR 
molecules formed one to three punctate foci in cells at stationary phase, and 
subsequent 3C experiments detected interactions between multiple gal operons 
that are hundreds of kilobases away on the chromosome.  In cells lacking GalR, 
however, such interactions were abolished, suggesting that the clustering of these 
operons is related to the binding of GalR. 
It is important to note that the studies described above used the spatial 
clustering of RNAP or transcription factors to infer the spatial distribution of the 
genes they bind to. The spatial proximity of these genes was then investigated 
using 3C and its derivatives, or inferred by correlating with known transcription 
Figure 1.4 Different spatial distributions of transcription factors. In E. coli, global nucleoid-
associated proteins (NAPs) are differentially distributed, with H-NS forming on average two 
clusters per chromosome (A), HU, Fis, IHF, and StpA all distributing relatively homogonously on 
the nucleoid (B). H-NS clusters were shown to colocalize with H-NS regulated genes hdeA and 






activities under the same growth conditions (see more discussions in the section 
of transcription factors). The actual cellular localizations or spatial clustering of 
these genes were not directly visualized and compared to the protein clusters. As 
such, the results are still controversial. For example, it has not been experimentally 
proven that multiple rRNA operons colocalize with each other in RNAP foci. In fact, 
interactions between rRNA operons were not detected in a recent 3C study, which 
was attributed to technical limitations in the 3C analysis of repetitive gene loci 7. 
The same 3C study also failed to detect interactions between H-NS regulated 
genes. This discrepancy was attributed to the improved resolution in the new 3C 
study. However, other experimental differences such as cell growth conditions may 
also contribute to the discrepancies. In addition, because 3C and its derivatives 
detect the juxtaposition of DNA sites by evaluating their cross linking frequencies 
with averaging across an ensemble of cells, transient interactions between genes 
may not be easily detectable 28,61,62. As we describe at the end of this section, new 
methods that enable the direct, sensitive detection of individual gene locus in 
single cells are key to resolving these issues.  
The second way to organize genes spatially is by dynamically changing the 
cellular location of a gene depending on its transcription activity (Figure 1.3B). The 
regulation of transcription activity may involve moving genes in or out of particular 
subcellular locations, in addition to the binding and unbinding of transcription 
factors in the traditional view of gene regulation. This notion may have stemmed 




transcriptionally active genes and RNAP were primarily located on the nucleoid 
surface instead of the interior 63,64. Intuitively, it is easier for RNAP and transcription 
factors to access genes on the surface than in the interior of a packed nucleoid.  
The dynamic relocation of genes in response to their transcription activities 
has been demonstrated in eukaryotic cells 47-49,65. However, in bacteria, direct 
evidence is scarce. In one E. coli imaging study, a plasmid DNA was labeled using 
the fluorescence repressor-operator system (FROS, Table 1.1, 29). It was found 
that when the plasmid carried a constitutive promoter, it formed a clear focus at 
the edge of the nucleoid toward the cell pole 66. In the absence of the promoter, 
however, the plasmid diffused randomly inside the cytoplasm. Although the 
plasmid DNA is not integrated onto the chromosome, the study did show that 
transcription activity can influence the subcellular location of a gene. In another E. 
coli study, two genes encoding different membrane proteins were found to move 
toward the membrane upon induction. However, this movement is most likely due 
to co-transcriptional translation and insertion of proteins into the membrane 
(transertion), so may not be a direct effect of transcription activity 67.  
Other studies also used the FROS method to label specific DNA segments 
on the chromosome and imaged their cellular localizations in live bacteria cells. 
Although not specifically looking for the correlation with transcription activities, 
these studies found that the intracellular localization of a DNA segment is largely 
dependent on where it is on the chromosome and which stage of replication it is 




a clever experiment in C. crescentus found that when the chromosome is rotated 
by moving the chromosome anchoring sequence parS to a new genomic location, 
the global gene expression profile is not significantly altered 8. This study suggests 
that gene expression activity may not be related to specific subcellular positions.  
  How can these seemingly contradictory results be reconciled? It is certainly 
possible that the dynamic relocation of genes in response to transcription activity 
is not necessary; the interior of nucleoid may be equally accessible to transcription 
as the surface. An imaging study in mouse cells found that active transcription 
could also occur deep inside chromosomal territories 75. In this case, it could be 
that the intracellular location of a gene does not change, but the local environment 
of the gene changes to promote active transcription.  
 Alternatively, it is also possible that transcription activity-induced change in 
a gene’s subcellular location may not be significant enough to be detected by 
FROS-based methods (Table 1.1). FROS traditionally uses fluorescent proteins 
fused to DNA-binding proteins bound to tandem arrays of hundreds of binding sites 
spanning several kilobases; thus, the accuracy and precision in determining the 
intracellular position of a gene similar in length are compromised. Furthermore, it 
is especially challenging when probing small changes in positions with respect to 
the short axis of the cell in rod shaped bacteria, which is on the scale of 1 µm.  
To resolve these issues, a method allowing for direct visualization of 
subcellular positions of genes with high resolution should be used. A recent single-




movement of a 2.3-kb DNA segment in live E. coli cells with an accuracy of 
approximately 40 nm 76. Instead of hundreds of tandem arrays, the use of only 
three DNA binding sites spanning less than 100 bp results in a diffraction-limited 
fluorescent spot. The position of the binding sites can thus be determined with sub-
diffraction-limited precision by fitting its fluorescence profile to a Gaussian function 
77. This method, if combined with other methods that directly visualize the 
transcription activity of individual genes in live cells (see below), will allow in-depth 
examination of whether and how genes are spatially organized in response to their 
transcription activities. 
Spatial	 distributions	 of	 transcription	 factors:	
clustering	or	randomly	diffusing?		
 
In the conventional view, a transcription factor (TF) molecule randomly 
diffuses inside a cell until it encounters a specific binding site, at which it associates 
tightly to regulate the corresponding gene. This notion is supported by the 
measured diffusion constant of ~ 0.4 µm2/s on a YFP-labeled Lac repressor LacI 
78. As such, if the number of TF molecules is significantly greater than its binding 
sites, TF distribution should be fairly homogenous over the nucleoid. 
A recent single-molecule study suggests the opposite, however. In this work, 
the spatial distribution of a Venus-labeled LacI fusion protein in an E. coli strain 
lacking a LacI binding site was imaged. It was found that LacI-Venus preferentially 
localizes to regions close to where its coding gene resides 79. This biased spatial 




the TF-encoding gene, the stronger the regulation by the TF is 80,81. It is interesting 
to note that to explain this spatial distribution, a model in which the lacI-venus gene 
is transcribed and translated inside the nucleoid is needed. This is in contrast to 
the hypothesis that a gene moves to the surface of the nucleoid for transcription.  
When TF molecules are bound to multiple binding sites across the 
chromosome, the spatial distribution of the TF should reflect that of the bound DNA 
sites.  As we have described in the first section, GalR and H-NS both form clusters 
44,60, suggesting that their multiple DNA binding sites are spatially clustered as well. 
Another TF in B. subtilis, Rok, binds to AT-rich DNA and is likewise distributed non-
uniformly on the nucleoid when visualized by fluorescence microscopy 82. In 
contrast, other global TFs such as HU, IHF, Fis and StpA, are largely uniformly 
distributed on the nucleoid in E. coli (Figure 1.4B) 60,83.  
What determines the spatial clustering of a TF? Oligomerization of a TF has 
been suggested as a driving force—it was found that dimerization mutants 
GalRT322R and H-NSL30P abolished the clustered appearance of the TFs and 
reduced the regulation of corresponding genes 44,60. It was verified for GalRT322R 
that the mutation did not affect the DNA-binding properties of the protein 84. H-
NSL30P, however, seems to have altered DNA-binding properties 85,86, hence the 
abolishment of the clustering in the mutant cannot be solely attributed to the loss 
of oligomerization. In addition, other TFs including HU, IHF, Fis and StpA form 
dimers or higher-ordered oligomers 87, but do not form spatial clusters, arguing that 




other factors such as the growth conditions, expression levels of NAPs and the 
supercoiling state of the chromosome 14,87,88, may contribute to the formation of 
spatial clusters. For example, previously it was shown that the repression by GalR 
is likely mediated by a higher-order molecular complex consisting of GalR, HU and 
supercoiled DNA 89. It is possible that the local chromosome structure, along with 
the binding of other protein factors, contributes significantly to the stabilization of 
the spatial distribution pattern of a TF.   
What would be the functional significance of spatially clustered TFs? As 
discussed previously, clusters may increase the local concentration of a TF, and 
consequently enhance transcription regulation. In other cases, clustered TFs may 
bring DNA regulatory elements that are far away close to a promoter in a way that 
is similar to eukaryotic enhancers, and hence strengthen transcription regulation 
90. Finally, the formation of DNA loops, long and short, by the spatial colocalization 
of TFs and their target genes, may organize chromosomal domains, as suggested 
by a recent computational study 91. To examine these possibilities, it would be 
desirable to analyze systematically the spatial distributions of TFs with high 
resolution in small bacteria cells. In this regard, recent advances in single-molecule 
based superresolution imaging methods such as PALM and STORM (Table 1.1) 
36,37, offer great opportunities for bacteriologists 60,76,83.  







Bacterial RNAP is a multi-subunit enzyme. The core enzyme consists of 
subunits α2ββ′ω, and is responsible for transcription elongation. The holoenzyme 
contains an additional σ factor, which is necessary for promoter recognition and 
initiation of transcription 92. By using alternative σ factors, RNAP can be directed 
to transcribe different subsets of genes 93. Currently all imaging studies probing 
the spatial distributions of RNAP in E. coli and B. subtilis have used fluorescent 
protein (FP) fusions of the largest subunit, β’ (RpoC-FP). These fusion proteins 
have been shown to be able to replace the endogenous β’, and >90% is 
incorporated into the RNAP core 94.  
Using these fusion proteins, large and distinct RNAP foci have been 
observed in E. coli (Figure 1.5A) 52-54. These foci were attributed to active 
transcription sites, reminiscent of eukaryotic transcription factories. Under 
superresolution imaging using RpoC-PAmCherry or RpoC-yGFP, these dense foci 
resolved into clusters ranging from 50 to 300 nm in diameter and often containing 
more than 100 localizations of RNAP 95,96. As these clusters are largely diminished 
in cells growing in minimal media or treated with transcription inhibitors, they were 
Figure 1.5 Spatial distribution of RNAP in E. coli. (A) Under fast growth, distinct foci of GFP-
labeled RNAP can be seen. (B) Upon rifampicin treatment, RNAP distribution becomes more 




suggested to be active transcription centers (transcription factories) transcribing 
rrn operons (Figure 1.5B) 52-54,95. Chromatin immunoprecipitation experiments 
supported this notion by showing that in rapidly growing cells RNAP predominately 
associates with ~ 90 transcription units that are involved in rRNA and ribosomal 
protein synthesis, and such associations are diminished in rifampicin treated cells 
97,98. Such a spatial arrangement, if proven true, would be reminiscent of the 
eukaryotic nucleolus, a specific sub-nuclear region where rRNA synthesis takes 
place. 
 
One critical factor remaining unresolved for suggesting these foci as active 
transcription sites is that there is no direct evidence showing that RNAP molecules 
in observed foci are indeed actively engaged in transcription. Theoretically, these 
foci could be formed by RNAP molecules that are bound to DNA in nonproductive 
transcription complexes or on strong promoters poised for transcription 98. In the 
latter cases, different growth conditions or drug treatment may alter the nucleoid 
structure, and hence alter the spatial distribution of RNAP bound on the nucleoid. 
Theoretical modeling and experimental quantifications have suggested that the 
majority of RNAP is associated with the nucleoid, but only ~ 20 - 30% of RNAP 
molecules are actively engaged in transcription, including both rRNA and mRNA 
synthesis 55,57,94,99,100. Moreover, fluorescence recovery after photobleaching 
(FRAP) and single-molecule tracking experiments (Table 1.1) showed that in both 




DNA 95,101,102. As the expression level and transcription activity of RNAP differ 
several fold under different growth conditions 55,57, these studies suggest that the 
decreased mobility of RNAP and the formation of foci may not necessarily be good 
indicators for transcription activity.  
It is difficult to examine the spatial distribution of RNAP activity due to lack 
of specific drugs and antibodies targeting bacterial RNAP at different stages of 
transcription as that in eukaryotic cells. However, co-labeling RNAP with nascent 
RNAs using uridine analogs 103, transcription elongation factors such as NusG 
using antibodies 104, or genes using the superresolution FROS system as 
described above, may identify RNAP molecules that are engaged in active 
transcription. This will provide more concrete evidence to examine the hypothesis 
that these foci are active transcription factories.  
The same critical analysis also applies to recent observations using 
fluorescence microscopy that RNAP mainly colocalizes with the nucleoid whereas 
ribosomes localize outside the nucleoid in E. coli and B. subtilis 54,96. The latter is 
consistent with earlier EM evidence that ribosomes reside mostly outside of the 
nucleoid in E. coli 105. However, the nucleoid-localized RNAP suggests that 
transcription and translation may be spatially separated, or decoupled, in these 
bacterial cells (note that in C. crescentus ribosome is distributed throughout the 
nucleoid but not at the periphery 106,107). The spatial segregation between 
translation and transcription is in contrast to the long-held view supported by the 




108,109. One way to reconcile these observations is that this large spatial separation 
between RNAP and ribosome does not necessarily represent a functional 
separation—as we have described above, not all RNAP molecules localized to the 
nucleoid are actively engaged in transcription. Because transcription of mRNA is 
only a small portion of total RNAP activity in fast growth conditions, it is possible 
that a small population of RNAP transcribing mRNAs is at the periphery of the 
nucleoid, where transcription and translation are coupled at the interface of RNAP 
and ribosome distributions. In addition, recently it was shown that the nucleoid has 
apparent voids in the middle of the cell, and hence it is possible that ribosome and 
RNAP are still coupled in these voids 110. Alternatively, transcription-coupled 
translation could initiate inside the nucleoid, and when transcription is finished the 
mRNA detaches from the gene locus and moves outside of the nucleoid to finish 
translation.  




Where does an RNA molecule go when it is detached from its gene locus 
after transcription? Does it randomly diffuse inside the cell, localize to a specific 
cellular position, or just simply remain where it was transcribed? Moreover, is a 
particular localization pattern biologically important, or is it merely the result of 
physical constraints, without any biological consequences? To answer these 




discussed. These two factors may significantly influence the spatial localization of 
RNAs. 
Translation can influence the localization of mRNAs in two different ways. 
First, it is conceivable that with ongoing translation, the presence of multiple 
ribosomes and nascent peptide chains could significantly slow down the diffusion 
of mRNA purely due to the increased molecular size. Hence, translating mRNA 
molecules may exhibit limited mobility and largely remain where they are 
transcribed.  Single-molecule tracking experiments using a fluorescently labeled 
ribosome subunit 111 or fluorescent protein fused bacteriophage MS2 coat protein 
MCP-ms2 labeling scheme (Table 1.1) 30,112 found that indeed 70S ribosomes and 
mRNAs displayed locally confined motion, although the diffusion constants (0.02 
to 0.2 µm2/s) are still large enough to enable random distributions over long time 
scales. In a few cases examined in C. crescentus and E. coli, both fluorescent in 
situ hybridization (FISH) (Table 1.1) on native mRNAs and the MCP-ms2 labeling 
(Table 1.1) showed that six different mRNAs encoding diverse protein products 
colocalized with their coding genes 107. Such localization, as suggested by the 
authors, may be biologically significant—it could facilitate rapid interactions 
between proteins and their partners encoded in close gene clusters.  
Note here that although these observations are consistent with the idea that 
translating ribosomes limit the mobility of mRNAs, other mechanisms could still be 
at play to localize (or delocalize) mRNAs. In E. coli, for example, a lacZ mRNA 




localized to cell poles and centers at which the plasmid resides 112. In another study 
in E. coli, it was found that an untranslated RNA formed localized spots at cell 
poles, whereas a lacZ mRNA highly induced from the same multi-copy plasmid 
displayed largely homogenous distribution throughout the cells 113. Whether these 
localization patterns are related to specific biological functions is unknown, but they 
demonstrate that the localization patterns may be dependent on the individual 
identity of RNA.  
 Another way for translation to influence the localization of mRNA is that co-
translational insertion of nascent peptides into the membrane could target an 
mRNA to the membrane 114. This has been demonstrated for three E. coli 
membrane proteins, lactose permease LacY, tetracycline efflux pump TetA and a 
glucose transporter IICBGlc 67,115 using fluorescence microscopy and membrane 
fractionation. In all three cases, the localization of mRNAs to the membrane is 
dependent on translation—frame-shifting or drug inhibition of translation abolished 
the localization. Interestingly, using the MCP-ms2 labeling scheme, another study 
reported similar membrane localization of the E. coli sugar permease BglF mRNA, 
but in a translation-independent way (Figure 1.6A) 116. Most strikingly, the mRNAs 
coding for two additional proteins (a cytoplasmic enzyme BglB and a pole-
localizing TF BglG) in the same polycistronic messenger, once decoupled from the 
bglF mRNA, exhibited drastically different localization patterns—bglB mRNA 
showed a helix-like pattern in the cytoplasm while bglG showed polar localization. 




acetyltransferase CAT mRNA 116. Notably, these localization patterns were also 
detected in unlabeled mRNAs using FISH, arguing that they were not caused by 
the MCP-ms2 labeling scheme. The authors suggested that the localization of 
mRNAs to where their protein products are required could serve as a way to deliver 
proteins more efficiently to the desired locations; however, the translation-
independent mechanism to transport these mRNAs to the cell pole or membrane 
remains unknown.  
The degradation of RNA may also influence localization patterns. In E. coli, 
RNase E, the major enzyme that degrades RNAs 117, was reported to localize to 
the inner membrane or associate with cytoskeleton structures close to the 
membrane 118,119. This spatial distribution suggests that RNAs could be targeted 
to membranes for degradation in E. coli. In fact, in the case described above for 
the ptsG mRNA coding for the glucose transporter IICBGlc, it was found that 
membrane targeting enables efficient degradation of the mRNA with the help of a 
small RNA, which binds to the RNA chaperone, Hfq 115. In C. crescentus, a small 
regulatory RNA called tmRNA was found to localize in a helix-like pattern in the 
cytoplasm when probed using FISH (Figure 1.6B) 120. The tmRNA encodes the 
protein degradation tag ssrA in a process called trans-translation, in which the ssrA 
peptide is added on to a translating protein molecule stalled on the ribosome. 
Subsequently, the ssrA-tagged protein will be targeted for degradation and the 
stalled ribosome released 121. Interestingly, the degradation enzyme for tmRNA in 




of phase. The spatial segregation of RnaseR and tmRNA suggests that tmRNA 




As of today, the intracellular spatial distributions of genes, TFs, RNAP and 
RNAs have been documented with unprecedented sensitivity and resolution. 
However, knowing precisely where molecules are inside a cell is only the first step 
towards a better understanding of the connection between spatial organization and 
functionality.  In analogy to Functional Magnetic Resonance Imaging, where brain 
activity can be visualized spatially, identifying the functional aspect of a particular 
spatial distribution pattern is critical. New imaging and biochemical methods 
focusing on correlating transcription activity with spatial localizations of various 
Figure 1.6 Distinct localization patterns of various bacterial mRNA. (A) Localization of 
mRNAs (labeled with the ms2-MCP system) coding for membrane protein BglF, cytoplasmic 
protein BglB and pole-localizing TF BglG show distinct cellular patterns. When in one polycistronic 
mRNA, bglF mRNA dominates the localization pattern of the cytoplasmic bglB and pole-localizing 
bglF to become membrane-localized (cell 3 from left).  When the pole-localizing bglG mRNA and 
a cytoplasm-localizing cat mRNA are placed on the same polycistronic mRNA, the resulting 
localization pattern is mixed (cell 4 from left).  (B) A small C. crescentus regulatory RNA, tmRNA 
forms a helix-like localization pattern in the cytoplasm (in red), and that of RNase R (which targets 
tmRNA for degradation) is localized in a similar anti-phase helical pattern (in green). tmRNA and 





molecular species will no doubt shed light on the emerging question of the field—
whether and how the spatial information is converted to regulatory signals of 
transcription.  
This question is particularly important for bacterial cells, since they lack 
membrane compartmentalization for dedicated enzymatic tasks. Highly controlled 
but dynamic spatial organization of molecular components in a compact cell space 
may represent a new paradigm of regulation (Figure 1.7). In the canonical scheme 
for TF mediated gene regulation, the response is often mediated by signal-induced 
protein concentration changes through induction of protein expression at the 
transcription level, which occurs on a relatively long time scale. Reorganizing local 
environments by redistributing molecular components of transcription could be a 
potentially faster and more efficient regulatory mechanism to respond to a signal. 
Figure 1.7 Model of transcription regulation by spatial organization. Molecular components 
of transcription can be spatially and functionally segregated. Upon induction, spatial 





Furthermore, spatial segregation of enzymes and substrates, such as the case for 
tmRNA degradation, could serve as a new way to regulate enzymatic activity 
without altering enzyme structure. New knowledge obtained from investigations 
into the spatial organization in bacteria will tie together previous known in vitro 
mechanisms of molecular interactions to produce a better understanding of this 



















Recent fluorescence-imaging studies have revealed that E. coli RNA 
polymerase (RNAP) is not homogenously distributed, but spatially clustered to 
form dense clusters during fast growth. Since rRNA synthesis is the major output 
of transcription under this condition 99, models have assigned the functional role of 
these RNAP clusters to the transcription of highly active genes such as the multiple 
ribosomal RNA operons (rrn) 52,53,96,122. It has been proposed that multiple rrn 
operons spatially tether together with hundreds of RNAP to create transcription 
factories for efficient rRNA production, and that RNAP clusters are dependent on 
transcription activity 26. Alternatively, models also propose that genes could be 
shuttled in and out of RNAP foci depending on their activity 123,124. In eukaryotic 
cells, the classic example of membrane-free spatial and functional partitioning of 
enzymes is the clustering of RNAPI in the nucleolus for rRNA transcription. The 
transcription factory theory has also been more extensively investigated in 
eukaryotes for RNAPII, responsible for mRNA transcription. Nevertheless, whether 
RNAPII forms clusters is still controversial, with studies showing contradicting 
evidence for the presence of large functional clusters 47,51,125,126. 
 The transcription factory model in bacterial cells has not been directly 
verified, although a recent study in E. coli shows that six out of the seven rrn 
operons (all except the replication origin proximal rrnC) show high spatial 
colocalization of ~150-200 nm, independent of transcription activity from the rrn 




chromosome structure exists independently of transcription activity. Naturally, 
these findings lead to the question of whether RNAP cluster organization is 
dependent on rrn operon transcription activity. Similarly, RNAP cluster formation 
could be independent of transcription activity and more closely tied to the global 
chromosome architecture which ultimately dictates the organization of RNAP 
binding sites.  
 In this study, we seek to investigate the functional role of RNAP spatial 
distribution and its dependence on high rrn transcription activity, and probe 
RNAP’s spatial relationship with other components of transcription such as DNA 
sites, elongation factors and nascent transcripts in the bacterial model system E. 
coli. We found that while RNAP clusters were highly colocalized to rRNA synthesis 
sites during fast growth, both rRNA synthesis sites and RNAP clusters could exist 
independent of the other. We observed that the majority of RNAP clusters were 
retained under conditions where rRNA synthesis was diminished and in a mutant 
strain that lacked six out of the seven rrn operons 26. Furthermore, we found that 
the RNAP clusters retained colocalization with rrn gene sites and elongation factor 
NusA with lowered rRNA transcription activity. These results indicate that a major 
component of RNAP cluster formation could be independent of rRNA transcription 
and may not be exclusive to rrn operons. As a follow-up, we investigated the 
colocalization of additional chromosomal sites with RNAP clusters and found that 
non-rrn segments could also colocalize to RNAP clusters. We additionally found 




shifted the cellular positioning of RNAP clusters while rRNA synthesis activity was 
retained. Moreover, with gyrase inhibition, the number of spatially distinct rRNA 
synthesis sites increased while the number of RNAP clusters stayed constant, 
further supporting the notion that rRNA transcription was not directly responsible 
for the formation of RNAP clusters. These findings indicate that chromosome 
structure is likely the major contributor on the formation and location of RNAP 
clusters inside the cell, and that the positioning/clustering of active rRNA operons 







 To investigate the spatial organization of RNAP in E. coli, we used a strain 
in which the chromosomal rpoC gene encoding for the β’ subunit of RNAP is 
replaced by a photoactivatable fluorescent gene fusion, rpoC-PAmCherry 95,122,128. 
We verified that the resulting RpoC-PAmCherry fusion protein was expressed as 
full-length (Figure 2.1A), was incorporated efficiently into the RNAP core enzyme 
complex (Figure 2.1B), and supported normal cell growth as the sole cellular 
source of β’ subunit (Figure 2.1C). Therefore, the spatial distribution and dynamics 
of the RpoC-PAmCherry fusion protein should be representative of the RNAP core 






 Using RNAP-PAmCherry, we first performed single-molecule localization 
based superresolution imaging 36 (Figure 2.2) on exponentially growing cells in EZ 
Rich Defined Media (EZRDM) at room temperature (RT). We observed clustered 
distributions of RNAP-PAmCherry (Figure 2.3A) in individual cells that were similar 
to what has been reported previously under similar growth conditions 95,96. To 
quantitatively characterize RNAP clusters, we performed a density-based 
threshold analysis to isolate RNAP clusters (Figure 2.3B, see materials and 
methods for details). We verified that the clustered distribution of RNAP-
PAmCherry was not due to the weak dimerization property of PAmCherry, because 
RpoC fused with a true monomeric mEos3.2 129, or Immunofluorescence 
superresolution imaging 37 using an antibody against the endogenous β subunit 
(RpoB) or β’ subunit (RpoC) in wildtype MG1655 cells, all showed similar clustered 
distributions of RNAP (Figure 2.3C, D, and E). Live-cell PALM images of RNAP-
PAmCherry and RNAP-mEos3.2 showed an identical number of RNAP clusters 
per cell (see cluster characterization below), and these clusters are not a result of 
Figure 2.1 RpoC-PAmCherry was expressed in full-length and supports normal cell 
growth. (A) RpoC-PAmCherry showed correct molecular size as a full-length fusion (detected 
using α-RpoC in a western blot), the MG1655 strain is the wild-type strain. (B) Co-
immunoprecipitation of RNAP core enzyme from E. coli cell extract of wild-type MG1655 and 
RNAP-PAmCherry cells using bead-conjugated α-RpoB and detected using α-mCherry. (C) 
Growth curves (EZRDM, 30C) showed no significant difference in cell doubling times between 





a 2D projection of a random distribution in the 3D cell volume (Figure 2.3F, G). The 
clustered distribution was also not due to the blinking behavior of PAmCherry, as 
we have developed a robust computational method to remove multiple 
localizations of the same PAmCherry molecules (Bohrer et al., 2018, manuscript 
in preparation). Finally, we verified that RNAP-PAmCherry clusters were bound to 
chromosomal DNA instead of being aberrant protein aggregates, as 
overexpression of an anti-s factor AsiA 130 resulted in the diminishing of RNAP 
clusters, indicating that s70 was needed for optimal RNAP binding and cluster 
formation (Figure 2.3H, F). Collectively, these data indicate that the clustered 
distribution we observe for RNAP-PAmCherry reflect the underlying spatial 
distribution of RNAP in live E. coli cells.  
 We found that under the rich medium growth condition (EZRDM, cell 
doubling time = 41 ± 2 min, Figure 2.1C), on average each cell had ~2 dense 
RNAP clusters (2.13 ± 0.05, n= 664, Figure 2.4A, Table 2.1), containing ~ 16% of 
total RNAP-PAmCherry molecules detected (0.16 ± 0.05, n = 664, Figure 2.4B, 
Table 2.1), with each cluster containing ~ 8% of total RNAP molecules (0.076 ± 
0.001, n = 1385, Figure 2.4C, Table 2.1); this result is significantly different from 
what would be expected from a random distribution of RNAP (Figure 2.4A, B and 
C, black curves, Figure 2.3G, Table 2.1).  
 Previous studies have shown that treating cells with rifampicin (Rif) leads to 
the dispersion of RNAP clusters 53. Rifampicin is a global transcription inhibitor and 




elongating RNAP 25,131. Indeed, in cells treated with rifampicin we observed both a 
significant downshift of the number of RNAP clusters and the fraction of cluster-
localized RNAP molecules per cell (Figure 2.4 A, B, and C). However, some RNAP 
clusters persisted (Figure 2.4D), and the distribution pattern was still significantly 
different from what would be expected from a random distribution of RNAP (Figure 
2.4A, B and C, black curves). 
Figure 2.2 Measurement of spatial resolution. (A) Equation describing the distribution (p) of 
distances (r) between the nearest neighbors in adjacent frames of PALM data with the 
localization precision σres, using two dimensions (p2D). This equation was adapted by 
Endesfelder et al. from the 2D distance distribution expected of repeat localizations from the 
same molecule to account for the possibility that one molecule’s nearest neighbor in the adjacent 
frame may be another molecule. The adaption is in the 2nd and 3rd terms of the equation in (A) 
by the Gaussian parameters ω and dc, and the weight factors A1, A2, and A3. (B) XY distances 
between nearest neighbor localizations in adjacent frames were calculated for a subset of data 
representing all listed experimental conditions. (Bi-x) The gray bars show the distribution of rXY, 
the number of distances used is listed as N. The fit (red) with equation (A) yield a Gaussian 
localization precision σres, which begets a spatial resolution FWHMres (FWHM of the Gaussian 







Figure 2.3 RNAP clusters were not a result of FP fusion oligomerization. (A) Example 
reconstructed superresolution images of RNAP (RpoC-PAmCherry) under rich medium growth 
(EZRDM). (B) Cluster identification using modified tree-clustering analysis to threshold for high 
density regions, representative cells from EZRDM condition are shown, where (i) is a cell with a 
single cluster, and (ii) is a cell with two clusters. (C) Representative reconstructed superresolution 
images of RNAP (RpoC-mEos3.2) under EZRDM. Representative reconstructed superresolution 
images of RNAP in wild-type cells probed via α-β (RpoB) (D), and α-β’ (RpoC) (E) under EZRDM. 
(F) Number of clusters per cell distribution comparison between live cell experiments: RpoC-
PAmCherry, RpoC-mEos3.2 and RpoC-PAmCherry/AsiA overexpression, with negative 
simulations shown in black, all errors are standard errors from bootstrapping. (G) Example of 
negative simulation of randomly distributed RNAP in the cell volume, see materials and methods 
for details on simulation. (H) Representative reconstructed superresolution images of RNAP 
(RpoC-PAmCherry) under EZRDM growth with AsiA (s70) overexpression. 
 
Figure 2.4 Characterization of RNAP clusters in live cells. (A) Number of RNAP clusters per 
cell distribution. (B) Fraction of localizations within clusters per cell distribution. (C) Fraction of 
localizations within clusters distribution. For A-C, black curve shows results of cluster analysis 
on simulated random distribution within the same experimental cell volume (3D simulation 
projected into 2D), all errors are standard errors from bootstrapping. (D) Representative 





Table 2.1 RNAP cluster characteristics in live cell PALM images for various 
conditions. Values shown are mean ± standard error, with (N) as the number of 
data points used. 
Condition  
(live cell) 
# of RNAP 
clusters per cell   
Fraction in clusters 
per cluster 
Fraction in clusters 
per cell 
Neg. simulation 0.27 ± 0.04 (664) 0.044 ± 0.001 (1385) 0.01 ± 0.002 (664) 
EZRDM  2.13 ± 0.05 (664) 0.076 ± 0.001 (1385) 0.16 ± 0.005 (664) 
SHX 1.85 ± 0.04 (714) 0.075 ± 0.001 (1317) 0.14 ± 0.004 (714) 
RIF 1.54 ± 0.05 (559) 0.061 ± 0.001 (860) 0.09 ± 0.003 (559) 
∆6rrn 1.83 ± 0.08 (151) 0.070 ± 0.002 (277) 0.13 ± 0.006 (151) 
EZRDM (mEos3.2) 2.51 ± 0.07 (258) 0.086 ± 0.002 (648) 0.22 ± 0.007 (258) 





 To directly probe whether the clustered organization of RNAP is dependent 
on rrn transcription activity, we investigated whether RNAP clusters are 
transcription centers actively engaged in rRNA synthesis. We first examined 
whether RNAP clusters colocalized with an rrn operon. We used a high-resolution 
chromosomal DNA marker previously developed in the lab (Figure 2.5A) to label 
the rrnD operon, and performed two-color superresolution imaging simultaneously 
with RNAP-PAmCherry (Figure 2.5B). We found that ~50% of rrnD (0.52 ± 0.07, 
n=186, Figure 2.5C, Table 2.2) colocalized with RNAP clusters within a 100-nm 
radius threshold (the experimental localization precision is ~30nm, see Figure 2.2), 
significantly higher than what is expected from a simulated random colocalization 
pattern (Figure 2.5C, thin black bars). For details on colocalization calculation, see 







Figure 2.5 Colocalization of RNAP clusters with other transcription components under 
EZRDM condition. (A) Schematic for DNA labeling and rrn operons, bubble shows modified 
FROS system for chromosome site labeling. (B) Representative two-color superresolution 
images of rrnD and RNAP, with overlay shown on the right. (C) Colocalization values (100-nm 
distance threshold) for rrnD, (50-nm distance threshold) rRNA clusters and (50-nm threshold) 
NusA clusters to RNAP clusters, errors are standard errors, negative simulation results are 
shown as thin black bars, for details on colocalization analysis see materials and methods). (D) 
Pre-rRNA detection scheme, L1 probe was used to label nascent pre-rRNA prior to their 
processing and degradation. (E) Ensemble fluoresence of pre-rRNA FISH signal for single cells 
are measured at each time point of RIF treatment, which stops transcription globally. The 
distribution of fluorescence is plotted as bar plots, with the population mean in red, and boxed 
region as the 25th and 75th percentiles. The fluorescence decay was fit with a single exponential 
with a decay constant of 0.32, giving a half-life of ~130 sec. (0min (n = 166), 1min (n = 76), 
2min (n = 73), 5min (n = 88), 8min (n = 84), 10min (n = 83), 20min (n = 89), 30min (n = 110), 
40min (n = 103), 60min (n = 96)). (F) Pre-rRNA ensemble fluorescence (large field view) in cell 
under EZRDM condition, scale bar is 2µm. (G) Distribution of the number of rRNA clusters per 
cell for the EZRDM condition. (H) Representative superresolution images of RNAP and rRNA 




Table 2.2 DNA site colocalization values with RNAP clusters in live cell PALM 
images for various conditions. Values shown are mean ± standard error. All 
colocalization values used a 100-nm distance threshold, with (N) as the number of 
data points used in measurements, all simulations use the same N as the 




(Sim) SHX SHX (Sim) RIF RIF (Sim) Galactose Galactose (Sim) 
rrnD 0.52 ± 0.07 (186) 0.28 ± 0.06 
0.33 ± 0.03 
(211) 0.22 ± 0.05 
0.24 ± 0.06 
(140) 0.22 ± 0.06 - - 
rrnC 0.39 ± 0.05 (145) 0.26 ± 0.06 
0.35 ± 0.05 
(138) 0.22 ± 0.05 
0.35 ± 0.06 
(136) 0.24 ± 0.06 - - 
rrnH 0.35 ± 0.05 (258) 0.26 ± 0.05 
0.32 ± 0.04 
(333) 0.28 ± 0.04 
0.29 ± 0.06 
(207) 0.23 ± 0.04 - - 
rrnG 0.25 ± 0.04 (152) 0.22 ± 0.06 
0.34 ± 0.04 
(313) 0.28 ± 0.05 
0.28 ± 0.04 
(200) 0.24 ± 0.04 - - 
galE 0.50 ± 0.06 (131) 0.25 ± 0.06 
0.35 ± 0.03 
(341) 0.25 ± 0.03 
0.46 ± 0.07 
(107) 0.27 ± 0.05 
0.39 ± 0.06 
(165) 
0.26 ± 0.05  
 
mraZ 0.38 ± 0.04 (221) 0.25 ± 0.05 - - - - - - 
yegH 0.31 ± 0.04 (128) 0.23 ± 0.05 - - - - - - 
 
Next, we directly probed the colocalization between RNAP clusters with 
nascent rRNA synthesis sites, as colocalization with the rrn operon does not 
necessarily indicate that these RNAP clusters are active in transcription. We 
labeled nascent pre-rRNA using a dye-conjugated oligonucleotide targeting the 5’ 
leader region of the 16S pre-rRNA, which is absent from mature 16s RNA inside 
ribosomes 132 (Figure 2.5D). The 5’ leader degrades rapidly after being processed, 
with a half-life of ~130 sec (Figure 2.5E). The pre-rRNA signals displayed clear 
spot-like puncta with an average of ~4 foci per cell (3.86 ± 0.09, n = 288, Figure 
2.5F, Figure 2.5G, Table 2.3), suggesting that rRNA synthesis sites are spatially 
confined to approximately two sites per nucleoid, consistent with a recent study 
demonstrating the spatial colocalization of most rrn operons 127. Importantly, two-
color superresolution imaging of pre-rRNA with RNAP-PAmCherry (Figure 2.5H) 
showed that ~80% of RNAP clusters (0.83 ± 0.02, n = 404, Table 2.4) colocalized 
with a nascent rRNA cluster signal within a 50-nm radius. By comparison, ~ 70% 




RNAP clusters within a 50-nm distance threshold. Thus, most RNAP clusters were 
likely engaged in active rRNA synthesis, and the vast majority of rRNA synthesis 
sites resided within or are proximal to RNAP clusters.   
 
Table 2.3: rRNA cluster and RNAP cluster characteristics in rRNA-RNAP two-
color experiments (fixed cell). Values shown are mean ± standard error, with (N). 
There was a lack of signal for SHX condition for rRNA, due to low rRNA synthesis 
activity, some rRNA cluster parameters were not calculated.  
Condition # of RNAP clusters 
# of rRNA 
clusters 
Fraction in cluster 
per cluster (rRNA) 
Fraction in clusters per 
cell (rRNA) 
Neg. Simulation 0.06 ± 0.02    
EZRDM 2.07 ± 0.06 (400) 3.86 ± 0.09 (288) 0.16 ± 0.004 (1086) 0.63 ± 0.005 (288) 
SHX 0.96 ± 0.09 (142) 0.12 ± 0.02 (12) - - 
∆6rrn 1.96 ± 0.07 (285) 4.95 ± 0.12 (192) 0.14 ± 0.003 (939) 0.70 ± 0.006 (192) 
Nalidixic acid 2.10 ± 0.12 (108) 6.02 ± 0.22 (99) 0.09 ± 0.003 (583) 0.53 ± 0.008 (99) 
Novobiocin 1.71 ± 0.11 (86) 5.53 ± 0.17 (153) 0.09 ± 0.003 (853) 0.52 ± 0.006 (153) 
 
 
Table 2.4: rRNA cluster colocalization values with RNAP clusters in fixed cell 
PALM images for various conditions. Values shown are mean ± standard error. 
All colocalization values used a 50-nm distance threshold, with (N), all simulations 
use the same N as the corresponding experimental data.  
Condition rRNA to RNAP rRNA to RNAP (Sim) RNAP to rRNA RNAP to rRNA (Sim) 
EZRDM 0.69 ± 0.03 (720) 0.32 ± 0.03 0.83 ± 0.02 (404) 0.42 ± 0.02 
∆6rrn 0.68 ± 0.04 (586) 0.35 ± 0.03 0.76 ± 0.03 (247) 0.40 ± 0.03 
Nalidixic acid 0.60 ± 0.05 (476) 0.39 ± 0.04 0.77 ± 0.04 (183) 0.46 ± 0.04 
Novobiocin 0.52 ± 0.05 (378) 0.33 ± 0.04 0.79 ± 0.04 (148) 0.49 ± 0.05 
 
 To further probe what other molecular components are in RNAP clusters, 
we examined the colocalization of RNAP clusters with the essential elongation 
factor NusA. NusA is an anti-termination factor for rrn operons; it binds RNAP 
quickly after transcription initiation 133 and is essential for the transcription of full 
length pre-rRNAs 134-136. On other operons, NusA can also stimulate pausing or 
transcription termination 133,137-139. We generated a dual-labeled strain in which the 




background of the rpoC-PAmCherry fusion (Figure 2.6A). We verified that the 
NusA-Dronpa fusion protein fully complemented nusA null phenotype, and the 
dual-labeling strain grew at a similar growth rate compared to WT cells (Figure 
2.6B); for simplicity, we will refer to this strain as RNAP-PAmCherry/NusA-Dronpa.  
Two-color superresolution imaging of RNAP-PAmCherry/NusA-Dronpa showed 
that NusA formed a similar clustered distribution (Figure 2.6C), and colocalized 
completely with RNAP clusters within a 50-nm radius (1.19 ± 0.04, n = 207, Figure 
2.5C, Table 2.5). Note here that the large size of NusA clusters resulted in a larger 
than one colocalization value. Similarly, RNAP clusters also had complete 
colocalization with rRNA clusters within a 50-nm radius (0.98 ± 0.02, n = 232, Table 
2.5). 
 Taken together, our results demonstrated that in cells growing in rich 
medium, there were high levels of colocalization of RNAP clusters with the rrnD 
operon, nascent rRNA synthesis sites, and the transcription factor NusA, 





Table 2.5 NusA cluster colocalization values with RNAP clusters in fixed cell 
PALM images for various conditions. All colocalization values used a 50-nm 
distance threshold, all simulations use the same (N) as the corresponding 
experimental data.  
Condition NusA to RNAP NusA to RNAP (Sim) RNAP to NusA RNAP to NusA (Sim) 
EZRDM 1.19 ± 0.04 (207) 0.57 ± 0.05 0.98 ± 0.02 (232) 0.48 ± 0.04 





 Our next question asked whether the spatial clustering of RNAP was 
dependent on active rRNA transcription as proposed in the transcription factory 
model. As a first step, we treated cells with serine hydroxamate (SHX), a seryl-
tRNA synthetase inhibitor 134,140,141. SHX induces the stringent response, during 
which amino acid starvation leads to the production of ppGpp, a small molecule 
messenger that binds to RNAP directly to destabilize open complex formation on 
the P1 promoters of rrn operons, thereby effectively inhibiting rRNA synthesis 
140,141. Consistent with this role, we observed a dramatic reduction in total rRNA 
Figure 2.6 NusA-Dronpa exhibited a clustered distribution. (A) NusA-Dronpa and RpoC-
PAmCherry labeling scheme on the chromosome. (B) Growth curves (EZRDM 30C) showed 
no significant difference in cell doubling times between wildtype MG1655 and the dual fusion 
RNAP-PAmCherry/NusA-Dronpa strains. (C) Representative superresolution images of RNAP 




synthesis in SHX treated cells via pre-rRNA FISH, only ~3% of residual rRNA 
synthesis remained, likely from rrn P2 promoters as previously reported 142 (Figure 
2.7A, B). In contrast to the significant reduction of rRNA synthesis, we observed 
that majority of RNAP clusters remained (Figure 2.7C), with only a slight but 
significant reduction in the number of RNAP clusters, fraction of RNAP in individual 
clusters, and the fraction of RNAP molecules in clusters per cell (Figure 2.7Di-iii, 
Table 2.1). Interestingly, two-color superresolution imaging of RNAP clusters in 
SHX-treated cells with rrnD operon and NusA showed that the colocalization levels 
with rrnD operon decreased but were still higher than randomly simulated control 
(0.33 ± 0.03, N = 211, Figure 2.7E, F, Table 2.2). Moreover, colocalization between 
NusA clusters and RNAP clusters did not decrease (1.22 ± 0.03, N = 289, Figure 
2.7E, G, Table 2.5). These results suggested that under this condition, some 
RNAP clusters were not engaged in active rRNA synthesis, but are still colocalized 





We reasoned that because SHX treatment could lead to global changes in 
cell physiology and nucleoid structure, the results we observed on the changes of 
RNAP clusters might not be directly due to changes in rRNA synthesis activity. 
Therefore, to probe more directly the influence of rRNA synthesis on RNAP 
clusters, we used a strain, D6rrn, in which six out of seven rrn operons (except for 
rrnC) are deleted 26. The D6rrn strain grew with slightly slower rate compared to 
wildtype cells under the same rich medium growth condition (cell doubling time = 
47 ± 2 min, Figure 2.8A), and showed a significant reduction in total rRNA 
synthesis via pre-rRNA FISH (Figure 2.8B, Figure 2.7B). However, similar to SHX 
Figure 2.7 Colocalization of RNAP clusters with other transcription components in SHX 
treated cells. (A) Pre-rRNA ensemble fluorescence (large field view) for cells treated with SHX, 
scale bar is 2µm. (B) Ensemble fluoresence of pre-rRNA FISH signal for single cells are 
measured for each condition after cell segmentation. The distribution of cellular FISH signal in 
the different conditions are plotted as bar plots, with the mean in red, and boxed region as the 
25th and 75th percentiles, (EZRDM (n = 72), ∆6rrn (n = 72), SHX (n = 110), RIF (n = 76)). (C) 
Representative superresolution images of RNAP in cells treated with SHX. (D) RNAP cluster 
characterizations for SHX treated cells: (i) number of clusters per cell, (ii) fraction of RNAP in 
individual clusters and (iii) Fraction of RNAP in clusters for individual cells. (E) Colocalization 
values between rrnD (100-nm threshold) and NusA clusters (50-nm threshold) with RNAP 
clusters in cells treated with SHX; colocalization between rRNA clusters and RNAP clusters in 
∆6rrn cells (50-nm threshold), errors are standard errors, negative simulation results are shown 
as thin black bars. (F) Representative two-color images of rrnD and RNAP in SHX treated cells. 





treated cells, RNAP clusters largely persisted (Figure 2.8C, Di-iii). While rRNA 
clusters in D6rrn colocalized with RNAP clusters to a similar degree compared to 
wildtype RNAP-PAmCherry (~70%), there was a ~7% decrease in the 
colocalization of RNAP clusters to rRNA clusters, indicating that a portion of RNAP 
clusters in D6rrn may not be engaged in synthesis of rRNA (Figure 2.7E, Figure 
2.8E, Table 2.4). These results further suggested that while the majority of RNAP 
clusters under fast growth are colocalized with actively engaged rRNA synthesis, 
RNAP’s clustered organization may not be dependent on the transcription activity 
of rrn.  
 
Figure 2.8 Characterization of RNAP clusters in ∆6rrn cells. (A) Growth curve (EZRDM 30C) 
of ∆6rrn strain compared to wildtype MG1655. (B) Pre-rRNA ensemble fluorescence (large field 
view) for ∆6rrn cells, scale bar is 2µm. (C) Representative superresolution images of RNAP in 
∆6rrn cells. (D) RNAP cluster characterizations for ∆6rrn cells: (i) number of clusters per cell, (ii) 
fraction of RNAP in individual clusters and (iii) Fraction of RNAP in clusters for individual cells. 










Finally, to investigate whether global chromosome architecture is important 
for RNAP distribution, in particular whether RNAP clusters are perturbed by 
changes in DNA supercoiling, we performed drug inhibition of gyrase while looking 
at the distribution of RNAP and nascent pre-rRNA simultaneously. In E. coli, 
gyrase is responsible for removing positive supercoils ahead of active replication 
and transcription; the inhibition of gyrase has been shown to affect the transcription 
of many genes and cause an overall down-shift in RNA production 143-148. To avoid 
long-term detrimental effects such as dsDNA breakage, which can be caused by 
gyrase inhibition, we treated cells with two types of gyrase inhibitors - either 
nalidixic acid (Nal) or novobiocin 149,150 - for a short period of time (10-30 min). 
Interestingly, there was no major perturbation to nascent rRNA production based 
on the total cellular intensity measured from ensemble fluorescence images 
(Figure 2.9A). We determined that this result is not likely due to changes in rRNA 
degradation, as we saw that neither Nal nor novobiocin caused significant changes 
in the pre-rRNA degradation rate (Figure 2.9B). We also performed experiments 
with gyrase inhibition for up to 150 min and with higher novobiocin drug 





Both Nal and novobiocin treated cells showed a clear difference in their pre-
rRNA cluster characteristics in comparison to the fast growth condition. There were 
~40-50% more pre-rRNA clusters per cell in gyrase-inhibited cells compared to the 
fast growth condition (Nal: 6.02 ± 0.22, n = 99, novobiocin: 5.53 ± 0.17, n = 153, 
Figure 2.10A, Table 2.3). These pre-rRNA clusters had on average about half of 
the fraction of pre-rRNA in individual clusters, and a ~20% decrease in fraction of 
Figure 2.9 Pre-rRNA ensemble fluorescence intensities under gyrase inhibited conditions. 
(A) Quantification of cellular pre-rRNA ensemble fluoresence signal intensities for EZRDM, 
nalidixic acid (10 min 50ug/mL) and novobiocin (30min 300ug/mL) conditions. (B) Quantification 
of cellular pre-rRNA signal intensities for EZRDM, nalidixic acid (10 min 50ug/mL), and two 
gyrase treatment conditions with a 10-min rifampicin treatment follow-up (100ug/mL) without 
washing out the gyrase inhibitors. (C) A time series of novobiocin treatment (0 – 150 min, 
300ug/mL), with higher concentration of novobiocin also used (600ug/mL and 1200ug/mL, 90 
min). Ensemble fluorescence intensities were collected from ~100 cells for each condition 





rRNA in clusters per cell compared to the fast growth condition (Table 2.3, Figure 
2.10B, C). These results indicated that gyrase treated cells had a greater number 
of small more dispersed pre-rRNA clusters (Figure 2.11A, B, C, D). Strikingly, 
these pre-rRNA clusters were located closer to the cell periphery on the short axis 
for both Nal and novobiocin treatments compared to fast growing wildtype cells 
and D6rrn (Figure, 2.11D, E). The gyrase inhibition experiments were the only 
cases where we saw a clear shift in cellular positioning of the pre-rRNA clusters. 
Similar to what we have observed in SHX-treated or the D6rrn cells, we observed 
that the RNAP clusters were retained under gyrase inhibition (Nal: 2.1 ± 0.12, n = 
108, novobiocin: 1.71 ± 0.11, n = 86, Table 2.3, Figure 2.11F). In correlation, RNAP 
clusters under gyrase treatment shifted towards the cell periphery on the short axis 
compared to the previously tested conditions of fast growth, SHX and D6rrn (Figure 
2.11B, C, G, H).  
For the gyrase inhibited conditions, the pre-rRNA clusters and RNAP 
clusters had a slightly decreased level of colocalization compared to the fast 
growth condition. This behavior is likely due to the spatial dispersion and the 
increased number of pre-rRNA clusters in the gyrase inhibited condition (Figure 







Figure 2.10 Characterization of rRNA clusters under gyrase inhibited conditions. (A) 
Number of rRNA clusters per cell (B) Fraction of rRNA in individual clusters. (C) Fraction of rRNA 
in clusters in individual cells. All errors are bootstrapped standard errors.  
 
Figure 2.11 Dispersion of RNAP and rRNA clusters in cells under gyrase inhibited 
conditions. (A) Ensemble fluorescence images showing pre-rRNA signal for nalidixic acid 
(50ug/mL, 10 min) and novobiocin (300ug/mL, 30 min) treated cells, scale bar is 2µm. 
Representative superresolution two-color images of RNAP and rRNA in (B) nalidixic acid and (C) 
novobiocin treated cells, with overlay shown on the right. (D) 2D histogram plots in pseudo-
symmetric standard 3x1µm cells showing the distribution of all localizations of rRNA. (E) Cellular 
positioning of rRNA clusters under various growth conditions, in both the short and long axis; 
mean, 25th and 75th percentiles are shown in red. (F) Number of RNAP clusters distribution for 
the EZRDM condition, nalidixic acid and novobiocin treated cells, with negative simulation in 
black, errors are bootstrapped standard errors. (G) 2D histogram plots of pseudo-symmetric 
standard 3x1µm cells showing the distribution of all localizations of RNAP. (H) Cellular positioning 
of RNAP clusters under various growth conditions, in both the short and long axis; mean, 25th 




Cellular	 positioning	 of	 RNAP	 clusters	 and	 rrn	 operons	 was	
dependent	on	cell	cycle	and	transcription	activity	
 
Thus far, our results demonstrated that RNAP clusters can exist in the 
absence of high rRNA synthesis activity, and that a significant component of the 
colocalization with the rrnD operon and the essential transcription factor NusA is 
independent of transcription activity of rrn. These results raised the question of 
what determines the formation of RNAP clusters, if they are not modulated by 
transcription activity. Previous immunoprecipitation (IP) experiments have shown 
that a significant portion of cellular RNAP is bound on chromosomal DNA in 
promoter or promoter-like regions without active transcription 133. Thus, it is 
possible that the underlying spatial organization of chromosomal DNA, 
orchestrated by specific DNA sequences and likely other protein factors, play an 
important role in determining the apparent clustering of RNAP. As such, we 
reasoned that the cellular positioning of RNAP clusters should mimic that of the 
segregating nucleoids during the cell cycle, as it has been reported previously that 
Figure 2.12 Colocalization between RNAP clusters and rRNA cluster for various 
conditions. Cumulative sum plots for colocalization percentages are shown, negative 





individual chromosomal loci follow linearly the movement of the segregating 
nucleoid 15,19,68-70,73,74,151.   
 We investigated the cellular positioning of RNA clusters, the rrnD DNA site, 
and NusA clusters. First, we saw that all three species clearly occupy the nucleoid 
territory when all detected localizations were plotted in standard cell with pseudo-
symmetry in a 2D histogram (Figure 2.13Ai-iii). To probe further, we determined 
centroid positions of individual RNAP clusters (centroid is the mean x and y 
positions of all localizations within a cluster), and plotted them after binning cells 
according to cell lengths, which is a common way to infer relative cell ages during 
the cell cycle 70. For fast growing cells, if we look at the cell length dependence of 
short and long axis distribution of RNAP clusters centroids, we saw that RNAP 
clusters had a fairly consistent axial position through-out the cell cycle, while RNAP 
clusters moved toward the poles as the cell elongates, implicating a close 
association of the RNAP clusters to the chromosome (Figure 2.13B). As a 
comparison, rrnD DNA site showed a similar trend of cell length dependent 
positioning along the long axis (Figure 2.13C), indicating that perhaps RNAP 
clusters have specific associations to certain sites on the chromosome, which is in 
turn reflected in the cell length dependent positioning of RNAP clusters. NusA 
clusters also showed a similar cell cycle dependent positioning along the long axis 
of the cell (Figure 2.13D); this behavior is not surprising, due to the high level of 
colocalization between RNAP and NusA clusters. Interestingly, RNAP clusters, 




D6rrn), all showed a similar cell cycle dependent movement toward the poles, 
indicating that transcription activity or even the presence of the rrn operons are not 
essential for RNAP clusters to associate and move with the nucleoid (Figure 
2.14A-F).  These observations are consistent with the possibility that the cellular 




Figure 2.13 Cell-cycle dependent cellular positioning of RNAP clusters, rrnD and NusA 
clusters. (A) Plotting in a 2D histogram in pseudo-symmetry, all localizations for (i) RNAP, (ii) 
rrnD and (iii) NusA in a 3x1 µm standard cell, long axis positions are normalized to cell length. (B) 
RNAP clusters cellular positioning as a function of cell length in the short and long axis. (C) rrnD 
site’s cellular positioning as a function of cell length. (D) NusA clusters cellular positioning as a 
function of cell length. (B-D) Cells are binned according to length; mean, 25th and 75th percentiles 








 To further investigate what segments of the chromosome are associated 
with the RNAP clusters, we examined the colocalization between the RNAP 
clusters and an expanded set of rrn operons (rrnC, rrnG, rrnH) and three other 
mRNA gene sites, including an inducible mRNA gene (galE) and two other sites: 
mraZ (as a constitutive promoter region) and yegH (to investigate the 
colocalization of RNAP clusters with the Ter macrodomain) (Figure 2.15A). 
Previously, we mentioned that for rrnD, there is a high level of colocalization 
Figure 2.14 Cell-cycle dependent cellular positioning of RNAP clusters, NusA clusters and 
rrnD in various conditions. (A-C) RNAP clusters cellular positioning as a function of cell length 
in the short and long axis in various conditions. (D, E) rrnD site’s cellular positioning as a function 
of cell length in various conditions. (F) NusA clusters cellular positioning as a function of cell length 
in SHX treated cells. (A-F) Cells are binned according to length; mean, 25th and 75th percentiles 






between the rrnD site and RNAP clusters within 100nm for the fast growth 
condition (0.52 ± 0.07), and an above-basal level of colocalization for the SHX 
treated condition (0.33 ± 0.03, Figure 2.15B, C, Table 2.2). Interestingly, none of 
the other rrn operon sites showed this high level of colocalization, though, rrnC 
and rrnH were still more significantly colocalized than the basal level of 
colocalization (Figure 2.15B, C, Table 2.2). The rrn operon rrnG showed no 
significant colocalization and was identical to the basal level of colocalization 
(Figure 2.15B, C, Table 2.2). Surprisingly, galE showed a high colocalization value 
with RNAP clusters, which indicated that colocalization with RNAP clusters was 
not specific to the rrn operons (0.50 ± 0.06 (Figure 2.15B, C, Table 2.2). With 
galactose induction, galE adopted a lower colocalization with RNAP clusters (0.39 
± 0.06), which suggested that perhaps this chromosomal position’s spatial 
relationship to RNAP clusters was not sensitive to the transcription activity of a 
single mRNA gene (Figure 2.15B, C). The two sites mraZ and yegH both showed 
colocalization values higher than that of the rrnG operon under the fast growth 
condition and was more comparable to the rrnH and rrnC operons (Figure 2.15B, 
C, Table 2.2). All the colocalization values between the different chromosomal 
segments and RNAP clusters varied greatly over the other experiment conditions, 





Figure 2.15 Colocalization between operons and RNAP clusters for various conditions. (A) 
Chromosome map showing positions of singly labeled sites in the strain background of RNAP-
PAmCherry. (B) Cumulative sum plots are shown for all DNA-RNAP cluster colocalization strains 
and conditions; colocalization values reported in text and recorded in Table 2 are based on 100-
nm distance threshold. Negative simulation control was run to gauge basal level of colocalization 
in an experimental RNAP distribution for all conditions, shown in black, all errors are bootstrapped 
standard errors. (C) Bar plot showing colocalization value using a 100-nm distance threshold, with 







Based on these results, we conclude that E. coli RNAP is spatially 
organized to form high density ‘clusters’, where high transcription activity can take 
place, i.e. for rRNA synthesis during fast growth. This claim is supported by the 
finding that RNAP clusters during fast growth had the highest proportion of cellular 
RNAP allocated to these specific regions, likely as the result of recruiting more 
RNAP molecules during active transcription. The high degree of colocalization 
between pre-rRNA clusters and RNAP clusters further verified that a large portion 
of these clusters are associated with each other during fast growth, but under 
conditions where rRNA synthesis was diminished, we also saw that RNAP clusters 
can exist independently (Table 2.1 and 2.3). The existence of RNAP clusters 
without pre-rRNA clusters is clearly seen in Figure 2.5H, suggesting that rRNA 
transcription may not be necessary for the formation of the RNAP clusters. These 
results suggest that the formation of RNAP clusters is more likely a reflection of 
the underlying architecture of the DNA and not due to the transcription of rRNA, 
similar to the transcription independent tethering of rrn operons and perhaps other 
DNA sites reported previously 127. Interestingly, there was a high level of 
colocalization between RNAP clusters and NusA clusters independent of rRNA 
synthesis, which suggests that RNAP clusters likely include other protein factors 
and transcription factors like NusA in an activity-independent manner.  
We observed that different rrn operons have differential colocalization with 




potentially be regulated based on their chromosomal positioning. We also saw 
RNAP clusters colocalize with non-rrn segments of the chromosome, which shows 
that colocalization with RNAP clusters may not be limited to rrn operons, and could 
include other genes residing on other macrodomains.  
Additionally, we showed that RNAP clusters and rRNA synthesis persisted 
when we perturb the transcriptionally induced supercoiling of the chromosome via 
gyrase inhibition; both RNAP clusters and rRNA synthesis sites became spatially 
more dispersed, indicating that activity level may be decoupled from a specific 
cellular positioning of RNAP clusters. This shift of RNAP clusters and rRNA 
clusters towards the cell periphery could be a reflection of the changing levels of 






The bacterial host strain used for all experiments presented is E. coli K12 
MG1655 (Yale Genetic Stock). For detailed strain and plasmid construction 




Bacterial cells were cultured from single colonies from LB plates in EZ Rich 




overnight with shaking. Next morning, cells were reinoculated into EZRDM with 
0.4% glucose and grown at RT until they reached mid-log phase (OD600 ~0.3-0.4). 
Antibiotics were added when appropriate for the strain’s resistance: 50ug mL -1 
kanamycin, 50ug mL -1 carbenicillin. For induction of TetR-EYFP expression, 0.3% 
L-arabinose was used in EZRDM with 0.4% glycerol, cells were induced for 2hr. 
For drug treated cells, the time line for TetR-EYFP induction is as follows: 1hr SHX 
(500ug/mL) treatment was performed during the last hour of TetR-EYFP induction; 
2hr RIF (100ug/mL) treatment performed after TetR-EYFP induction. For gyrase 
inhibition, unless specified it is as follows, nalidixic acid (50ug/mL, 10min), 





A gel pad made with 3% low-melting-temperature agarose (SeaPlaque, 
Lonza) in the same growth media (or PBS for fixed cells) was prepared. Cells were 
spun-down and resuspended in ~50uL of growth media, ~1uL of cells were 
immobilized between the gel pad and a coverslip for imaging. For fixed cell 
experiments, cells were fixed in 3.7% (v/v) paraformaldehyde (16% 
Paraformaldehyde, EM Grade, EMS) for 15min RT, washed with 1X PBS and used 
immediately. An Olympus IX-81 inverted microscope with a 100X oil objective was 
used, with 1.6x additional amplification. Images were captured with an Ixon DU-




(Molecular Devices). Illuminations (405nm, 488nm, 561nm, 647nm) was provided 
by solid-state lasers as follows: Coherent OBIS-405, Coherent OBIS-488, 
Coherent Sapphire-561, Coherent OBIS-647. Emitted light was split using a long-
pass filter, and the far-red, red and green channels were filtered using HQ705/55, 
HQ600/50 and ET525/50 bandpass filters (Chroma). For two-color imaging, 
simultaneous two-color acquisition was achieved using Optosplit II (Cairn 
Research), colored channels were overlaid using calibration images from 
TetraSpeck beads (Life Technologies, T-7279), with 10-nm registration error. Gold 
fiducial beads (50nm, Microspheres-Nanospheres, Mahopac, NY) were used to 
correct for any sample drift during imaging. All superresolution images were 
acquired with a 10ms exposure time, for 3000-9000 frames. Activation of 
fluorescent proteins were done simultaneously to excitation, and kept at a 




 Molecule localization and fitting for all superresolution imaging data were 
performed using thunderSTORM software (ImageJ) 153. Subsequent analysis of 
localizations was performed using custom Matlab routines. For details on 








To determine a cluster across the different experimental conditions and 
different molecular species, we first normalized the number of localizations so that 
each cell had the same concentration of localizations. The concentration 
normalization eliminates the effects of cell size and the noise in detection efficiency 
from being the dominating factors in the characteristics of the clusters. To do this 
we calculated the volume of each cell by outlining the shape of each cell using the 
outermost localizations to determine an area; this area was then projecting to a 3D 
volume. We only used cells that had enough localizations to reach a desired 
concentration threshold. Second, we eliminated localizations in low-density areas. 
To do this we calculated the average distance to the closest ten localizations 
surrounding the localization of interest, and if this was greater than a specified 
value, the localization was not utilized in the third step. Third, we used the tree 
cluster analysis software commercially available in MATLAB. Explicitly, we utilized 
the 'single' method using the linkage function, which provided us with a tree of 
hierarchical clusters for the data. We then used the cluster function with a cutoff of 
100nm and the distance criterion. This analysis links all localizations together as 
one cluster if they are within 100nm of each other. As a final step, we only counted 








We calculated the colocalization value between two different 'species' by 
doing the following: a colocalization value is always defined from species 1 to 
species 2, as the reverse colocalization value is not the same; the closest distance 
between any of the localizations that are in species 1 to any of the localizations in 
species 2 is calculated for every species 1. There must be at least one of each 
species in a cell to contribute a measurement to the colocalization value. The 
colocalization value at a particular distance was the percentage of distances that 
are smaller than that particular distance. The colocalization definition was the 
same for every species investigated except for the superresolution imaging of the 
DNA locations. For the DNA locations, all localizations within 50nm of each other 
are linked together, the mean of all the linked localizations was then utilized in the 
calculation of the colocalization value. We sometimes display the colocalization 
between two species as a cumulative distribution to show the colocalization value 
for each distance, alternatively, we can report a particular colocalization value at a 




In this work, all colocalization values and the colocalization cumulative 
distributions were adjusted for the detection efficiency of the second species (from 
species 1 to species 2). To determine the detection efficiency of a particular 
species, i.e. rRNA clusters, RNAP clusters, or NusA clusters, we utilized the fact 




first step of the cluster detection algorithm, see Cluster Determination. First, only 
the cells that have at least twice the predefined concentration of localizations were 
used in the calculation of the detection efficiency. We then randomly split the 
localizations of these cells so that there were two sets of localizations of the same 
molecule in a cell with the desired concentration. Second, we performed the cluster 
analysis on each set of localizations and then calculated the colocalization 
between them. The colocalization cumulative distribution of this analyses provided 
us with the best possible colocalization at each distance given our detection 
efficiency if species 1 is smaller than or equal to species two. To verify this 
approach, we performed a control experiment: calculated rRNA cluster detection 
efficiency using two L1 probes with different colored dyes attached (Figure 2.16). 
The detection efficiency calculated by this approach agreed with the detection 







The negative simulations in this work were used to determine the amount 
of colocalization to the first species (species 1), in a colocalization calculation, 
coordinates inside of the cell followed a uniform distribution. We calculated the 
volume of each cell by outlining the shape of each cell using the outermost 
localizations to determine an area; this area was then projecting to a 3D volume. 
We then randomly distributed the number of localizations as the species within this 
volume. If species 1 was RNAP, NusA or rRNA, we added 100 more localizations 
around each of the previously simulated localizations according to a normal 
distribution with a std = 50 nm. Simulating clusters of molecules was done to 
account for the width contributions of species 1 being a cluster itself. 
Figure 2.16 rRNA cluster detection efficiency measurement with L1-L1 probes. Two L1 
probes were used to measure the detection efficiency of pre-rRNA clusters, L1-488 and L1-647 
have the same sequence but different dye labels. Two-color superresolution imaging were 
performed on cells hybridized with both probes (representative cell image shown in inset). The 
cumulative curves of the percentage of one probe colocalizing to the other (red and blue curves) 
show high detection efficiencies of pre-rRNA clusters using either probe. The detection efficiency 





Pre-rRNA	 single-molecule	 fluorescence	 in	 situ	 hybridization	
(smFISH)		
 
 smFISH experimental protocol closely followed a previously described 
protocol 154. Briefly, cells were grown in EZRDM glucose as previously described, 
5 mL of mid-log phase cells were fixed with 3.7% (v/v) paraformaldehyde (16% 
Paraformaldehyde, EM Grade, EMS), placed for 30 min on ice. Next, cells were 
harvested via centrifugation, and subsequently washed 2X in 1X PBS. Cells were 
then permeabilized by resuspension in 300 uL of H2O followed by 700 µL of 100% 
ethanol, mix well and rotate at RT for 30 min. At this stage cells could be stored at 
4oC until next day. Freshly prepare wash buffer with 40% formamide and 2x SSC 
and put on ice. Spin-down cells and resuspend in 1mL of wash buffer, mix for 5 
min at RT. Prepare hybridization solution with 40% formamide and 2x SSC, add 
oligo probes to final concentration of 1 µM. Spin down cells in wash buffer and add 
50uL of hybridization solution with probe for each sample, mix and let incubate 
O/N at 30oC. Next day, incubate 10 µL of hybridization sample with 200 µL of fresh 
wash buffer at 30oC for 30 min, 2X. The rest of the hybridization sample could be 
stored at 4oC for a week. The washed sample was imaged immediately, without 
STORM imaging buffer for ensemble fluorescence, with STORM buffer to induce 
dye blinking for superresolution imaging. glucose oxidase + thiol STORM buffer 
was used to image samples with only dye-labeling (50 mM Tris (pH 8.0), 10mM 
NaCl, 0.5 mg ml-1 glucose oxidase (Sigma-Aldrich), 40ug ml-1 catalase (Roche), 




MEA, 50 mM Tris (pH 8.0), 10mM NaCl) was used to image samples with both 
endogenously expressed fluorescent proteins and dye-labeling, to preserve 
fluorescent signal from fluorescent proteins.  
Pre-rRNA transcripts were labeled with a single probe called L1, conjugated 
at the 5’ with either Alexa-488 (NHS ester) or Alexa-647(NHS ester) (IDT) 132. 
50uM stocks were made and aliquoted upon receiving the commercial oligos, 




 Fixation was with 4% (v/v) paraformaldehyde and 0.05% (v/v) 
glutaraldehyde for 30 min on ice. Samples were prepared post fixation following a 
standard immunostaining protocol. Briefly, primary antibodies are RNAP mouse α-
RNAP β, and mouse α-RNAP β’, used at 1:500 dilutions. Secondary antibodies, 
Alexa Fluor 647 goat α-mouse (Life Technologies, A-11001) were used at 1:500 
dilutions. After labeling procedure, cells were imaged immediately with glucose 




 Ensemble intensity measurements were performed using ImageJ. 
Ensemble fluoresence images with focus around mid-cell were segmented 
manually using their corresponding bright-field images as a guide, each cell’s total 




intensity inside cell –  mean intensity of background region)). Around 100 cells 




























Looping between two DNA sites, mediated by transcription factors, is a 
ubiquitous mechanism in prokaryotic transcription regulation 156. DNA looping 
brings two distal DNA sites into close proximity, enhancing interactions between 
transcription factors bound at separate sites or bringing transcription factors close 
to RNA polymerase at the promoter. Knowing when and how DNA loops form in 
vivo is important to understand the role of DNA looping in gene regulation and cell 
decision-making; some studies found molecular details of gene regulation have 
little influence on gene expression 157-159, while others suggested that DNA looping 
could trigger cell phenotype switching 160 and influence fluctuations in transcription 
activity 161.  
DNA looping was first suggested for the transcription factor AraC in the E. 
coli arabinose operon. Disruption of an AraC binding site ~280 bp upstream of the 
promoter reduced AraC-mediated repression nearly ten-fold, indicating a long-
range interaction between the promoter and upstream DNA 162. Subsequently, 
DNA looping mediated by transcription factors LacI 163, DeoR 164, NtrC 165, GalR 84 
and bacteriophage λ repressor CI 166,167 was reported. The length of the 
intervening DNA in these loops can be as short as 58 bp (lac operon 163) or as long 
as ~5 kilobases (deo operon 164).  
Biochemical, biophysical and genetic studies have established important 
roles of DNA looping in transcription regulation. However, transcription-factor-




has not been directly visualized in vivo, and the in vivo dynamics of DNA looping 
are difficult to investigate. Chromosome conformation capture (3C) has been used 
to detect juxtaposition of DNA sites separated by hundreds of kilobases in both 
eukaryotic and prokaryotic cells 28,168, but high background of interactions at the 
kilobase scale limits the utility of these methods in studying typical prokaryotic DNA 
loops 169. An in vivo imaging method using fluorescent proteins fused to DNA-
binding proteins bound to tandem arrays of hundreds of binding sites has been 
employed to visualize homologous chromosome pairing in yeast induced by 
double-strand breaks 170; however, an array of several kilobases of binding sites 
makes this method unsuitable for studying DNA loops of only a few kilobases. In 
addition, the long array of tightly bound protein molecules may be detrimental to 
cells 171. 
We developed a two-color, high-resolution imaging method to directly 
measure the end-to-end separation of two DNA sites 2.3 kb apart in live E. coli 
cells (Figure 3.1A). This method is based on the ability to precisely determine the 
location of a specific DNA site in vivo 60. By expressing a fluorescent protein in 
fusion with a DNA-binding protein in a cell with only three tandem binding sites 
(spanning less than 100 bp), the resulting fluorescent spot is diffraction-limited, 
and the location of the binding site can be determined with sub-diffraction-limited 
precision by fitting its fluorescence profile to a two-dimensional Gaussian function 
77. By labeling two ends of a DNA segment with two unique sets of binding 




proteins of different colors, the distance between the two DNA sites can be 
determined with a precision of a few tens nanometers. An in vitro experiment 
employing the same principle measured intramolecular distances using organic 
dyes 172, but this approach has not been demonstrated in vivo with comparable 
resolution using fluorescent proteins.  
We used our method to probe the mechanisms and dynamics of DNA 
looping mediated by the bacteriophage λ repressor CI in live E. coli cells and 
investigate its regulation of transcription from the CI promoter PRM. The λ repressor 
CI is an essential transcription factor in determining the fate of an E. coli cell 
Figure 3.1 Visualizing DNA looping in vivo by localizing OR and OL with fluorescent DNA-
binding fusion proteins. (A) λWT construct. Three tandem lacOsym and tetO sites, termed lacO3 
and tetO3, were placed immediately next to OL and OR, respectively. Red and yellow fluorescent 
fusion proteins LacI-mCherry and TetR-EYFP bind lacO3 and tetO3, respectively. DNA looping 
mediated by a CI octamer (blue) or an additional CI tetramer (dashed) brings lacO3 and tetO3 
together. Strains λOR3– and λOL3– harbor mutations (described in main text) to OR3 and OL3, 
respectively, that prevent CI dimers from binding these operator sites. (B) LacI-mCherry and TetR-
EYFP are expressed co-transcriptionally from separate ribosome binding sites on a plasmid. (C) 
Illustration of 𝒓*⃑ lac/tet  measurement. The observed distance between mCherry and EYFP spots 
indicates the distance between lacO3 and tetO3 projected onto the imaging plane. (D) Positive 
control λnull. The centers of lacO3 and tetO3 are separated by only 66 bp. (E) Negative control 





infected by the bacteriophage λ. When CI is expressed, it represses lytic promoters 
to commit to an extraordinarily stable lysogenic state that persists for millions of 
generations 173-175. However, upon induction by UV irradiation or other specific 
events, CI degradation can trigger an irreversible switch from lysogenic to lytic 
gene expression within one cell generation time 176.  
The robustness of the λ regulatory circuit has been extensively studied. 
Among many important features of the system-such as promoter-operator 
arrangement 177,178, CI autoregulation 158,179,180 and cooperative binding 181-184- 
DNA looping between the homologous rightward and leftward operators OR and 
OL, separated by 2.3 kb, was shown to play significant, fate-determining roles in 
the λ lifecycle 167,185. The cooperative binding of CI dimers at the subsites OR1 and 
OR2 of OR represses the lytic promoter PR and simultaneously activates CI’s own 
promoter, PRM, by accelerating transcription initiation 186-188. At higher CI 
concentrations, an additional CI dimer binds to OR3 and represses PRM. 
As illustrated in Figure 3.1A, an octameric CI complex (with or without an 
additional CI tetramer) can mediate DNA looping by bridging OR and OL. These 
higher-order complexes result from interactions between CI dimers bound to 
subsites at OR123 and OL123, and were first identified in vitro by ultracentrifugation 
and later visualized by EM 166 and AFM 189. Looping dynamics were investigated 
in vitro using tethered particle motion (TPM) 190-193.  
 In this study, we tracked the apparent separation between the OR and OL 




cells, from which we obtained the first direct estimates of in vivo looping 
frequencies for both wild-type DNA and for DNA carrying mutations in OR3 and 
OL3. Furthermore, we discuss how the compaction of the E. coli chromosome may 
impact DNA looping. The methodology established in this work can be extended 
to a broad range of questions regarding chromosomal DNA conformation and/or 






We inserted the construct shown in Figure 3.1A into the E. coli chromosome. 
It contains three tandem tetO sites (tetO3) and three tandem lacOsym sites (lacO3) 
194 flanking the wild-type λ lysogen sequence from OR to OL (including the PR, PRM 
and PL promoters and the cI, rexA and rexB genes). In this λWT construct, CI is 
expressed from PRM and regulates its own expression. The lacO-binding and tetO-
binding proteins LacI and TetR were fused with red and yellow fluorescent proteins 
to generate LacI-mCherry and TetR-EYFP, and were expressed from an inducible 
plasmid (Figure 3.1B). With the combination of strong induction, weak ribosome 
binding sites and carefully controlled growth, we achieved sufficiently low LacI-
mCherry and TetR-EYFP expression levels to detect distinct, diffraction-limited 
mCherry and EYFP spots in single cells. We then fit the fluorescence intensity 




its centroid position. The average localization precisions for individual spots of 
LacI-mCherry and TetR-EYFP were 17 and 14 nm, respectively (Figure 3.2A). 
Subsequently, we transformed EYFP coordinates into mCherry coordinates using 
fiducial data to calculate the vector between the mCherry and EYFP spots arising 
from LacI-mCherry and TetR-EYFP protein molecules bound to the same OR–OL 
DNA segment. We called this vector 𝒓lac/tet (Figure 3.1C). The magnitude of the 
vector, 𝑟lac/tet, is the two-dimensional projection of the distance between lacO3 and 
tetO3 onto the image plane; on average, it is proportional to the end-to-end 
distance between lacO3 and tetO3 in three dimensions. The total error for an 𝑟lac/tet 
measurement, including fitting errors in determining centroid of individual spots 
(Figure 3.2A), registration errors in aligning EYFP and mCherry two-color images 
(~10 nm based upon experiments using fluorescent beads) and contributions from 
local fluorescent background, was on average ~40 nm (see below). With very low 
TetR-EYFP and LacI-mCherry expression, not all lacO3 and tetO3 sites were bound 
by fusion protein molecules. Furthermore, not all fusion protein molecules were 
fluorescent due to stochastic chromophore maturation. We analyzed all cells 
having distinct fluorescent spots in both emission channels to calculate 𝒓lac/tet. We 







To determine whether our two-color imaging method was sufficient to 
distinguish between looped and unlooped DNA in the crowded intracellular 
environment, we constructed two control strains (Table 3.1). In the positive control 
λnull, the centers of lacO3 and tetO3 sites are separated by 66 bp (Figure 3.1D). 
The outmost lacOsym and tetO sites are separated by less than 40 nm (Figure 3.3A). 
The close proximity of lacO3 and tetO3 mimicked permanently looped DNA. In the 
negative control λ∆OL, we inserted the λ sequence from OR up to but not including 
OL between lacO3 and tetO3 (Figure 3.1E). The resulting λ∆OL DNA has 
Figure 3.2 Spot fitting and experimental error analysis. (A) Distribution of fitting errors for 
EYFP (green), mCherry (red) localizations and 𝑟lac/tet  (black). Errors were estimated using a 
bootstrapping procedure by fitting raw data to a Gaussian distribution. The residuals from this fit 
were then randomly rearranged and added back to the data in 10 different permutations. The 
reported error is the standard deviation of the distance between these 10 locations and the initial 
fit location. Error in 𝑟lac/tet was determined similarly; from the 10 bootstrapped EYFP and mCherry 
fits, 100 distances were obtained and the error was estimated as the standard deviation of the 
difference between these distances and the distance determined from fitting the raw data. (B) A 
compilation of all data from three separate experiments was used for all analysis in the main text. 
Here, 〈𝑟lac/tet〉 is shown for the individual experiments. Error was estimated as the standard 
deviation of the means of 1,000 bootstrapped distributions. Except for one sample (λOR3–, day 
3), the estimated mean separations for all days followed the trend λnull < λWT < λOR3– ≃ λOL3– 





comparable length as the wild-type λ DNA, but CI-mediated DNA looping between 
OR and OL is abolished.  
Table 3.1 Descriptions of strains and plasmids used in this study. The 2.3-kb, 
wild-type phage λ sequence from OR to OL was incorporated into the E. coli 
chromosome in λWT. Strains λOR3–, λOL3– and λWTG147D contain the r1, OL3-4 
and CIG147D mutations, respectively. Curly brackets indicate fusion products 
expressed from a single ribosome binding site. 
Strain Name Genotype 
λnull MG1655 ΔlacIzya::lacO3tetO3 
λWT λnull lacO3tetO3::(OR–OL) 
λΔOL λWT ΔOL 
λOR3– λWT OR3r1[79] 
λOL3– λWT OL3-4[35] 
λΔOLPRM–cI– λΔOL PRM–cI– 
λΔOLPRM–cI–/cItrans λΔOL PRM–cI– (pACL18-cIwt)	
λWTG147D λWT cI(G147D) [62] 	
  
pZH102R33Y29 pLau53[81] pBad-{lacI-mCherry}-{tetR-EYFP} 








We first examined λnull and λ∆OL in two-color fluorescence images to 
determine whether we could discriminate between looped and unlooped DNA by 
eye. We obtained at least sixty 20-frame movies (100 ms exposures; 2 s total) for 
each strain in each of three independent experiments. Typical fluorescence 
images are shown in Figure 3.4A and B. Crosstalk between the two emission 
Figure 3.3 Estimate of positive control dimensions and apparent end-to-end distance 
distribution. (A) The maximum distance between TetR-EYFP and mCherry-LacI chromophores 
was approximated assuming straight DNA. All distances are in nm. Here, bound fusion proteins 
are shown on the same face of a DNA molecule, but this needs not be the case. Dimers of DNA-
binding proteins were based on Protein Data Bank (PDB) entries for TetR (1QPI) and LacI 
(1EFA). Both fluorescent proteins are shown using the entry for GFP (1GFL). Protein structures 
images generated using VMD. (B) In an alternative positive control that was used to collect 
fiducial data for image registration, the plasmid pZH102R33TD encodes the tandem-dimer 
reporter LacI-mCherry-EYFP. (C) The 𝑟lac/tet PDF for the λnull control (black line; 1 s.e.m. shown 
in red as in Fig. 3A) is shown with the distribution of 10,000 numerically simulated end-to-end 
distances for two sites separated by 22-nm, randomly projected onto the 2D plane, and 
subjected to 22-nm localization error for both ends (dashed black line). PDFs were calculated 





channels was negligible, as bright mCherry and EYFP spots only appeared in the 
corresponding channel but not the other.  
 
Figure 3.4C and D show 1 s of typical data for individual λnull and λ∆OL 
spots. As expected for a permanently looped configuration, the positive control 
λnull exhibited overlapping EYFP and mCherry spots (Figure 3.4C). Most λ∆OL 
molecules also did not exhibit clear spot separation that was easily identifiable by 
eye (Figure 3.4D). However, some λ∆OL molecules displayed large displacements 
Figure 3.4 High-resolution imaging of lacO3 and tetO3 sites separated by 66 bp (λnull) or 
2.3 kb (λΔOL). (A) Fluorescent images of λnull. Arrows highlight molecules that exclusively 
appeared in mCherry (magenta, top) and EYFP (green, middle) channels, indicating a lack of 
significant crosstalk between the two channels. Squares show a spot that appeared in both 
channels. In the overlay image (bottom), fluorescence images were bandpass filtered and 
background was subtracted. Only cells having both mCherry and EYFP fluorescence were used 
in analysis. Scale bar 2 µm. The image order and color scheme are repeated in B–E. (B) 
Fluorescent images of λΔOL. Scale bar 1 µm. (C–E) Timelapse images of spots acquired every 
100 ms; C and D are spots in white squares in A and B, respectively, and E shows an additional 
λΔOL spot, whose apparent separation can be easily detected by eye. Top and middle rows show 
mCherry and EYFP channels, respectively, and bottom rows show two-color overlays on 
brightfield images. (F–H) Trajectories 𝒓*⃑ lac/tet vectors from fitting fluorescence data for spots in C–
E. Coordinates are in nm. Vertices indicate the 𝒓*⃑ lac/tet vector and subsequent time points are 





between the LacI-mCherry and TetR-EYFP spots that were distinguishable by eye 
(Figure 3.4E); such images were not observed for λnull.  
Visual inspection of the apparent separation between the LacI-mCherry and 
TetR-EYFP spots suggested that comparing the end-to-end separation in OR–OL 
DNAs required a more quantitative approach. We calculated 𝒓lac/tet for all OR–OL 
DNA molecules in the λ∆OL and λnull strains that exhibited fluorescent spots in 
both EYFP and mCherry images. Figure 3.4F-H show 𝒓lac/tet  calculations for 
movies in Figure 3.4C-E, respectively. We then compiled the corresponding 
probability density distributions (PDF, 𝑃 𝑟lac/tet , Figure 3.5A) and cumulative 
density distributions (CDF, 𝐶 𝑟lac/tet , Figure 3.5B) of the vector magnitude, 𝑟lac/tet. 
The long-tailed PDF observed for λnull (Figure 3.5A) is consistent with the 
expected end-to-end distance distribution measured from two spots with a fixed 






Figure 3.5 End-to-end distance (𝒓lac/tet ) distributions and looping frequency fitting. (A) 
Probability density distribution (PDF) of the 𝒓*⃑ lac/tet vector magnitude 𝑟lac/tet for the looped (λnull, 
red) and unlooped (λΔOL, blue) controls. The PDF is estimated for 10-nm bins as described in the 
main text. Light-colored areas indicate 1 s.e.m. calculated by bootstrapping. (B) Cumulative 
density (CDF) of 𝑟lac/tet for the looped (λnull) and unlooped (λΔOL) controls. The CDF is estimated 
for 10-nm bins as described in the main text. Light-colored area indicates 1 s.e.m. calculated by 
bootstrapping. (C) The PDF is shown for strains λWT (green), λOR3– (orange) and λOL3– (purple), 
calculated as in A, and PDFs for strains λnull and λΔOL are shown as dashed lines for comparison. 
(D) CDF estimates for three strains (dots; λWT, green; λOR3–, orange; λOL3–, purple) were fit as 
linear combinations of the positive (λnull) and negative (λΔOL) control CDFs to estimate looping 
frequency. Colored lines indicate CDF fits and CDFs for strains λnull and λΔOL are shown as 




We found that the 𝑟lac/tet distribution for λ∆OL was distinctly different from 
that of λnull (p < 10−3); the difference was reproduced in three independent 
experiments (Figure 3.2B). The mean separations, 𝑟lac/tet , were 47 (N=1153) and 
71 nm (N=979) for λnull and λ∆OL respectively (results and measurement errors 
summarized in Table 3.2). Peaks in 𝑃 𝑟lac/tet  plots centered at ~40 nm, reflecting 
our experimental precision in determining 𝑟lac/tet; i.e. OR–OL molecules with 𝑟 lac/tet 
below 40 nm could not be distinguished from each other. Hence, it was more 
meaningful to compare distributions of 𝑟 lac/tet  at large values where 𝑟 lac/tet 
distributions differed most prominently. The cumulative probability of 𝑟 lac/tet being 
75 nm or more was ~40% for λ∆OL and only ~15% for λnull (Figure 3.5B). By 
examining 𝑟 lac/tet  distributions, we could distinguish between the looped and 
unlooped control strains, suggesting that this approach could be used to probe CI-
mediated DNA looping. 
Table 3.2 Summary of measurements and sample statistics in this study. 












λnull 1153 47 ± 1 41 ± 1 N/A N/A 
λΔOL 979 71 ± 1 63 ± 2 N/A 1.38 ± 0.05 
λWT 962 52 ± 1 45 ± 1 79 ± 6% 1.00 ± 0.05 
λOR3– 784 59 ± 1 50 ± 2 53 ± 7% 2.50 ± 0.07 





We measured the mean end-to-end separation 𝑟 lac/tet  for λ∆OL at 71-nm, 




50-nm in vitro persistence length 196. While such a result is expected given the 
many factors known to compact prokaryotic chromosomes 197, it is possible that 
non-specifically-bound CI on the λ∆OL DNA and/or PRM transcription activity could 
influence  the 𝑟 lac/tet distribution, as indicated by a series of recent studies in vitro 
and in higher eukaryotic systems 193,198,199. 
To examine these possibilities, we first compared the 𝑟 lac/tet distribution of 
the λ∆OL strain to that of a control strain λ∆OLPRM–cI–/cItrans (Table 3.1, Figure 3.6A 
and B). In this strain, promoter PRM was mutated to abolish transcription and the cI 
start codon was eliminated, but CI binding to OR was unaffected (Figure 3.6 C, D 
and E). In addition, we expressed CI from a plasmid at ~9 times its level in λWT 
(Table 3.3). We found that the 𝑟 lac/tet distributions of the λ∆OL and λ∆OLPRM–cI–
/cItrans strains were indistinguishable (Figure 3.6A and B), demonstrating that the 
compact λ∆OL distribution does not depend on PRM transcription. Furthermore, 
𝑟 lac/tet  distributions for the same λ∆OLPRM–cI– strain with or without the CI-
expressing plasmid were indistinguishable (Figure 3.6A and B) suggesting that 
non-specifically bound CI did not interact with specifically bound CI at OR operator 
sites to condense DNA in vivo 193. 
Table 3.3 Expression levels of CI in experimental strains.  
Strain N CI expression level (WLU) 
JL5392 3 1.0 ± 0.5 
λΔOLPRM–cI– 2 0.2 ± 0.1 
λΔOLPRM-cI–/cI trans 2 9.3 ± 2.3 
λCIG147D 1 0.2 





Figure 3.6 Experiments showing the effects of transcription, non-specific CI binding and 
higher-ordered CI oligomer on DNA looping. (A). End-to-end distance (𝑟lac/tet ) distributions 
(PDF) for λnull (red), λΔOL(blue), λWTG147D (black), λΔOLPRM–cI– (purple) and λΔOLPRM–cI–/cItrans 
(green). The PDF is estimated for 10-nm bins. (B) Cumulative density of 𝑟lac/tet (CDF) for λnull 
(red), λΔOL (blue), λWTG147D (black), λΔOLPRM–cI– (purple) and λΔOLPRM–cI–/cItrans (green). The 
CDF is estimated for 10-nm bins. (C) DNA sequence for the PRM–cI– mutant in comparison to the 
wild-type sequence. Mutated nucleotides are shown in red. (D) Gel shift assay monitoring the 
binding of wt CI protein. Lane 1–4: CI at concentrations of 0, 150, 300 and 600 nM binding to a 
158-bp DNA fragment (20 nM) amplified from the plasmid pZH107 carrying the wild-type PRM DNA 
sequence. Lane 5–8:  CI at concentrations of 150, 0, 300 and 600 nM (note loading order) binding 
to a 158-bp DNA fragment (20 nM) amplified from the plasmid pACL007 carrying the PRM–cI– 
sequence. Lane 9: empty. Lane 10–13: CI at concentrations of 0, 150, 300 and 600 nM binding 
to a 140-bp DNA fragment (20 nM) amplified from the E. coli hns promoter region, which CI does 
not bind specifically. Reaction mixtures were incubated in a buffer (10mM Tris pH 8.0, 50 mM 
KCI, 1mM MgCl2, 10% glycerol, 100 ug/ml BSA, 1 mM DTT) at room temperature for 10 minutes. 
Samples were electrophoresed in Bio-Rad 4–20% Gradient TBE gels (Bio-Rad, Hercules, CA) in 
a cold room and then stained with Ethidium Bromide for 30 minutes. (E) Fraction of bound DNA 
(intensity of low-weight band divided by intensity of lane over background) quantified using NIH 
ImageJ for the gel shown in (D). (F, G) Distributions of 𝑟lac/tet identical in description to those in 






We next investigated DNA looping in the context of wild-type and mutant 
OR–OL DNAs. In λWT, the wild-type λ sequence from OR through OL was inserted 
between lacO3 and tetO3. CI could bind all OR and OL sites to mediate looping with 
both octameric and tetrameric CI complexes (Figure 3.1A). In λOR3– and λOL3–, 
mutations in OR3 and OL3 essentially eliminated CI binding to these operators at 
lysogenic CI concentrations (Table 3.1) 185,200.  
We measured 𝒓lac/tet  for these three strains and found that 𝑟lac/tet 
distributions differed significantly from those of the positive and negative controls 
λnull and λ∆OL (p < 10−3, except p = 0.004 for λWT and λnull), with 𝐶 𝑟lac/tet  and 
𝑃 𝑟lac/tet 	being intermediate to those of the controls (Figure 3.5 C and D). Mean 
𝑟lac/tet values for the three strains also fell in between those of λnull and λ∆OL 
(Table 3.2). The wild-type strain had lower 𝑟lac/tet  than λOR3– and λOL3–, and its 
distribution differed from those of the mutant strains with moderate to high 
significance (p = 0.001 and 0.048 for λOR3– and λOL3–, respectively); 𝑟lac/tet 
distributions for λOR3– and λOL3– were indistinguishable from each other (p = 
0.493). The trend of λnull < λWT < λOR3– ≈ λOL3– < λ∆OL for 𝑟lac/tet  was 
reproduced in three independent experiments (Figure 3.2B). Assuming that a DNA 
molecule in the λWT, λOR3– and λOL3– strains is in either a looped or unlooped 
state, the intermediate 𝑟lac/tet  values of the three strains suggested that the 




estimated by comparing 𝑟 lac/tet distributions of these strains to those of the looped 
and unlooped controls λnull and λ∆OL.  
To further investigate whether the observed DNA looping in the λWT, λOR3– 
and λOL3– strains could be abolished by eliminating CI cooperative binding rather 
than by deleting OL, we constructed a control strain λWTG147D (Table 3.1). This 
strain differs from λWT by a CI mutation G147D known to be defective in pairwise 
cooperative interaction 201,202. Structural evidence suggests that cooperative 
binding interfaces are shared for pairwise binding to adjacent operator sites and 
the formation of CI tetramers or octamers via DNA loops 203. We found that the 
𝑟 lac/tet distribution of the λWTG147D strain was indistinguishable from that of λΔOL 
(Figure 3.6F and G, Table 3.4), suggesting that DNA looping was eliminated in this 
mutant CI background. We note that this G147D mutant also diminishes PRM 
transcription because of its weakened ability to form a CI tetramer at the OR1 and 
OR2 sites; hence its expression level is lower than that with wild-type CI (Table 
3.3). Therefore, we constructed another control strain (λCIG147D/cIG147D,trans), in 
which the CIG147D mutant protein was expressed constitutively at ~11 times the CI 
expression level in λWT from a plasmid transformed into the λCIG147D strain (Table 
3.3). We found that 𝑟 lac/tet distribution of this strain was indistinguishable from that 
of the λΔOL and the λCIG147D strains, demonstrating that DNA looping could be 













λnull 1227 46 ± 1 39 ± 1 
λΔOL 1201 64 ± 1 58 ± 1 
λCIG147D 873 65 ± 2 58 ± 2 




To quantitatively examine how operator mutations influence DNA looping, 
we estimated looping frequencies for λWT, λOR3– and λOL3– by assuming a simple 
model. In this model, DNA molecule can only exist in one of two states, looped or 
unlooped, with 𝑟lac/tet distributions for each state resembling those of the looped 
and unlooped controls, λnull and λ∆OL, respectively. Therefore, the distribution 
𝑃 𝑟lac/tet  or 𝐶 𝑟lac/tet  for one of the three strains is the linear combination of that 
of λnull and λ∆OL, with their distributions weighted by the looping frequency, 𝑓: 
𝐶 𝑟 lac/tet = 𝑓𝐶 𝑟 lac/tet,	λnull + 1 − 𝑓 𝐶 𝑟 lac/tet,	λΔ𝑂7 . 
Using this model, we found that the looping frequency was 79% for λWT, 
and reduced to 53% for λOR3– and 60% for λOL3– (results with errors summarized 
in Table 3.2). The results were indistinguishable within error regardless of whether 
cumulative or probability density distributions were used, or whether data points 
from all frames or only the first frame of each molecule's movie were used (Table 
3.5). The looping frequencies for λOR3– and λOL3– were indistinguishable from 
each other within error, suggesting a similar role of OR3 and OL3 in loop formation. 




while a CI octamer at OR12 and OL12 is sufficient to loop DNA, the resulting loop 
can be further stabilized by an additional CI tetramer only if both OR3 and OL3 are 
intact. These measurements provide the first quantitative in vivo estimates of DNA 
looping frequencies that are independent of gene regulation models. 
Table 3.5 Looping frequencies. 
Strain Sample Distribution Looping frequency 
λWT All frames CDF 79 ± 6% 
PDF 78 ± 9% 
First frames CDF 81 ± 8% 
PDF 76 ± 11% 
λOR3– All frames CDF 53 ± 7% 
PDF 47 ± 9% 
First frames CDF 56 ± 9% 
PDF 57 ± 10% 
λOL3– All frames CDF 60 ± 7% 
PDF 52 ± 9% 
First frames CDF 62 ± 8% 





In this work, we directly measure the end-to-end separation between two 
DNA sites separated by only 2.3 kb on the E. coli chromosome with unprecedented 
spatial resolution, and report the first estimates of CI-mediated DNA looping 
frequencies in live E. coli cells. The new method reported here also has the 
potential to address questions beyond DNA looping, including understanding of 
chromosome structure and dynamics in vivo. In the following, we compare our 








Our estimated looping frequencies of 79% for λWT and >50% for λOR3– and 
λOL3– are larger than those observed in vitro by TPM and AFM, where looping 
frequencies at lysogenic CI concentrations were approximately 60% with wild-type 
operators and 10–40% in the absence of OR3 and OL3 189,191,193. This likely resulted 
from differences between naked DNA in an in vitro environment and the compact, 
protein-decorated E. coli chromosome in the crowded cellular environment. 
Factors such as supercoiling and non-specific, “histone-like” DNA-binding proteins 
(NAPs) could compact DNA and lead to more frequent encounters between OR 
and OL. Our observation that the unlooped λ∆OL DNA was extremely compact 
(discussed in more detail below) was consistent with this view; this level of 
compaction (comparable to a polymer with a 3-nm rather than a 50-nm persistence 
length) could lead to a 50-fold increase in the rate at which OR and OL encounter 
each other 204. Our looping frequency estimates confirm what were predicted by in 
vivo gene expression experiments—DNA was estimated to loop ~72% of the time 
for wild-type OR–OL DNA and ~69% for DNAs similar to our λOR3– and λOL3– 
constructs 185.  
One important assumption we employed in calculating looping frequencies 
is that that looped and unlooped λWT, λOR3– and λOL3– DNA molecules had similar 
𝑟lac/tet distributions to those of the looped control λnull and unlooped control λ∆OL, 
respectively. It is possible that the unlooped states in the λWT, λOR3– and λOL3– 




DNA does not always completely relax before it reforms again. In such a case, 
looping frequencies estimated using the linear-combination model would be upper 
limits on the true looping frequencies. Nevertheless, as we show above, our 
looping frequency estimates broadly agree with expectations from previous studies. 
Since this simple model only requires one free parameter and gives reasonable 
results, it is unnecessary to invoke more complicated models. 
 
The	 short	 end-to-end	 separation	 of	 λΔOL	 reflects	 the	 high	
compactness	of	chromosomal	DNA	
 
We observed very small end-to-end separation for the unlooped control 
( 𝑟lac/tet  = 71 nm). This distance was shorter than expected from modeling the 
unlooped DNA as a non-interacting worm-chain with an in vitro persistence length 
of 50 nm 205, but consistent with the recently observed extreme bendability of short 
DNA molecules 206. A non-interacting chain with an equivalent 𝑟lac/tet  to that of 
λΔOL would have a persistence length of only 3 nm, which is physically infeasible. 
Our measurements of indistinguishable conformational distributions in the 
absence of PRM transcription and the presence of CI overexpression suggest that 
neither transcription nor non-specifically-bound CI played a major DNA-
compacting role in our experiments. Furthermore, C. crescentus chromosomal 
DNA segments of ~5 kb were found to be similarly compact and consistent with 




We attribute the small end-to-end separation observed for λΔOL to the high 
compaction of the E. coli chromosome in the crowded cellular environment. While 
the exact molecular mechanisms responsible for compaction remain unclear, 
previous studies found that in vitro binding of the histone-like HU protein 207 and in 
vivo mammalian chromatin packing 208 reduced the apparent persistence length of 
DNA. Hence, it is possible that nucleoid-associated proteins such as HU may bring 
distal DNA sites together by protein-protein interactions and/or affect local DNA 
conformations by introducing bends and relieving torsional strain 209. Another 
important factor could be negative supercoiling, which has been shown to compact 
the chromosomal DNA globally 210. However, the exact effect of negative 
supercoiling on a 2.3-kb DNA segment is difficult to predict, because negative 
supercoiling could also introduce extended, plectonemic structures that promote 




Our two-color, high-resolution method can be applied to examine how 
chromosomal location, DNA length, genetic background and growth conditions 
affect the distance between any two DNA sites on the E. coli chromosome. 
Furthermore, the spatial organization of the E. coli chromosome can be determined 
by systematically measuring 𝑟lac/tet  distributions between DNA sites throughout 




was used to generate a 3D model of the C. crescentus chromosome 8, but with 





The bacterial host strain used for all experiments presented is E. coli K12 
MG1655 (Yale Genetic Stock). For more details on strain and plasmid construction 




Bacterial cells were cultured from single colonies from LB plates in M9 
minimal media with MEM amino acids (Sigma) and 0.4% glucose, at room 
temperature (RT) overnight with shaking. Antibiotics were added when appropriate 
for the strain’s resistance (50ug mL -1 carbenicillin). Once cells reached mid-log 
phase (OD600 ~0.3-0.4), cells were centrifuged at RT and resuspended into M9 
with 0.4% glycerol and 0.2% L-arabinose and grown for 2hr to induce LacI-
mCherry and TetR-EYFP expression. Cells were resuspended in M9 with 0.4% 
glucose and grown for an additional 2hr before observation to allow for 







A gel pad made with 3% low-melting-temperature agarose (SeaPlaque, 
Lonza) in M9 with 0.4% glucose was prepared. Cells were spun-down and 
resuspended in ~50uL of growth media, ~1uL of cells were immobilized between 
the gel pad and a coverslip for imaging. An Olympus IX-81 inverted microscope 
with a 100X oil objective was used, with 1.6x additional amplification. Optosplit II 
(Andor) was used to split the red and yellow fluorescent channels, images were 
captured with an Ixon DU-895 (Andor) EM-CCD with a 13-µm pixel width, utilizing 
the MetaMorph software (Molecular Devices). Illumination at 514 was provided by 
an argon ion laser (Coherent I-308). Illumination at ~570nm was provided by a 
rhodamine dye laser (Coherent 599) pumped by 90% of the output from the argon 
laser. A quarter-wave plate (ThorLabs) was used to circularly polarize excitation 
light. Emitted light was split using a long-pass filter, and the red and yellow 




Images were manually inspected and processed using a custom MATLAB 
script to identify spots that appeared in both EYFP and mCherry images. Images 
from multiple strains were displayed in randomized order to avoid bias in manual 
spot selection. Pixel intensities within 3 pixels of the initial spot location were fitted 




variance of the fit distribution was constrained to be less than 2 pixels. Spot-fitting 
error was estimated by scrambling residuals from a fit to the fluorescence data in 
ten random permutations, adding them to the data, and fitting the resulting images. 
Reported error for a spot is the standard deviation of the distances between these 
fits and the initial fit to the raw data. Fitting error distributions are shown in Figure 
3.2.  
  
The LacI-mCherry-EYFP tandem dimer in which the two fluorescent 
proteins were directly fused together was used to acquire fiducial control points to 
transform between the mCherry and EYFP coordinate systems. A projective 
transform was calculated from the control points using the cp2tform function in 
MATLAB. We found that relatively simple, global transformations were sufficient to 
transform coordinates of fluorescent beads (TetraSpeck, Invitrogen) with ~10-nm 
registration error in our microscope setup, and did not see any further improvement 
with a locally weighted transformation used in in vitro two-color experiments [21]. 
This transformation was also used to generate the overlay images in Figure 3.4. 
Fluorescent beads were not used as fiducial markers because the beads’ emission 
spectra were different from those of the fluorescent proteins. Analysis was 
restricted to molecules in which mCherry and transformed EYFP coordinates were 
separated by less than 200 nm. Separations beyond this threshold were rare (~1% 
of data, see two-dimensional distributions in Figure S4) and did not correlate with 




contained two labeled copies of OR–OL DNA. After transformation into a uniform 
coordinate system, r lac/tet was calculated from the mCherry and EYFP coordinates 
and multiplied by an 81-nm pixel size (resulting from 160 x magnification on a CCD 
with a 13-mm pixel width). Probability and cumulative distributions P (r lac/tet) and C 
(r lac-tet) were calculated for 10-nm bins using the kernel smoothing probability 
density estimation (ksdensity) function in MATLAB, restricting the density to 
positive values and employing a uniform kernel width small enough to follow 
empirical cumulative density distributions without any systematic errors. Significant 
differences between r lac/tet distributions were determined using a two-sample 
Kolmogorov–Smirnov test; two-tailed Student’s t tests of sample means returned 
smaller, more significant p values. Errors in <r lac/tet> and <[CI]> were determined 
by calculating the means of 1,000 bootstrapped samples; the reported error is the 
standard deviation of the calculated means. Looping frequencies were estimated 
by least squares fitting of 1,000 bootstrapped distributions (control distributions 




















Understanding	 chromosome	 organization	 and	 dynamics	 is	 at	 the	
heart	of	understanding	chromosome	biology	
 
The makeup of an organism’s genome is the blueprint of life. In 2004, the 
human genome project was successfully completed, and the availability of the 
linear sequence provided a wealth of possibilities for scientific research; for 
example, the feat greatly assisted the investigation, identification, and treatment of 
genomic diseases such as various types of cancer. An important step was made 
in understanding the complexities of genomic functions through the uncovering of 
its linear sequence. It soon became clear, however, that the various functionalities 
of the genome - such as gene expression, DNA replication, and chromosome 
spatial partitioning - is very complex and could not be inferred from the sequence 
data alone. For example, many recent studies show that gene regulation is closely 
tied to the organization of the genome in 3D space on the linear length scale of 
kilobases to megabases 211,212. This higher-order spatial organization of the 
genome is an essential functional component to how genetic material is 
dynamically maintained and accessed. Due to the need to better understand 
chromosome organization and dynamics, over the years, various methods have 
been developed to allow the investigation of both: 1. the spatial positioning of 
genomic sites inside the cell dimensions, and 2. the spatial relationship between 




the spatial organization of DNA, and understand the functional correlation between 
chromosome architecture and gene regulation.  
	
DNA	 spatial	 organization	 can	 be	 probed	 via	 imaging	 or	 3C	 based	
techniques	
 
There are currently a number of ways to probe DNA conformation in 
eukaryotic cells in a sequence specific way (Table 4.1). Fluorescent imaging 
techniques have been a particularly valuable mainstay method for labeling specific 
DNA sites. This type of labeling has the advantage of allowing visualization of DNA 
positions in single cells, and often in an intact cell, which gives additional 
information about relative positioning of DNA sites with respect to the nuclear 
boundary. Many of the classical techniques based on dye-labeled oligos require 
prior fixation of the cells, which can potentially introduce fixation artifacts, and mask 
relevant interactions that have a lower frequency of occurrence (in a population of 
cells, or in a single cell over time)34,35,38. Alternatively, a site of interest can be 
labeled using a tandem array of operator sequences (Fluorescent Reporter 
Operator System (FROS)) 213. This method is a low throughput way of imaging 
gene sites, but has the advantage of being a live-cell compatible technique. 
Chromosomal Conformation Capture (3C), and its many derivative methods, 
represent a third approach, and depend on chemical fixation to capture the 3D 
spatial organization of the chromosome; further digestion and ligation reveal 
interactions between linearly distal sites that can be read-out by PCR or 




sample of cells and thus suffer from the loss of single-cell level information, which 
is especially relevant in an unsynchronized population of cells. Also, 3C and its 
derivative techniques inherently lack positioning information relative to the physical 
space of the nucleus.  
 
Table 4.1	Review of current techniques for sequence specific investigation 
of 3D genome conformation in eukaryotes. Last row (gray), method currently 
under development in this study. 
Method  Live-cell Principle Strength limitations Ref. 
3C and 
derivatives No 
Fixation and cross-linking 




one pot reaction 
that detects all 
long-range 
interactions (>10kb) 
Bulk cell study; 










protein by tagging these 
proteins 






Multiple dye-labeled oligo 













Detecting of tandem 
operator sites via the 
binding of fluorescent 








Needs insertion of 
artificial binding sites, 
difficult to map many 





Protein is made up of 
modular domains 
engineered to recognize 
specific DNA sequences 
Can be designed 
based on ‘coded’ 
modular domains 
Only practical for 
labeling repetitive DNA 
sequences, extensive 






dCas9 protein is used to 
bind specific genomic sites 






CRISPR systems  
Targeting sequence is 
restricted by PAM, 
binding of dCas9 could 
potentially perturb 
functionality of DNA, 
limited to single color 








sgRNAs are modified with 
insertions of hairpin 
aptamers that could be 






a single CRISPR 
system 
(simultaneous 
detection of multiple 
sites) 
Need to integrate 
combinatorial system 
into cells to express a 
variety of sequence 










Synthesized RNA oligos 
are dye-labeled and used 
to target dCas9 to binding 
to specific DNA sites 
Simple in vitro 
delivered system 
that can be used in 
wt cells, easily 
changed to probe 
different DNA sites 
Efficiency of detection 
is variable depending 
on target site, 
multiplexing is 








 The discovery and characterization of CRISPR systems and the rapid 
revolution in adapting CRISPR as a genome editing tool reflects the 
unprecedented ease and affordability of using this RNA-guided system compared 
to prior alternatives such as zinc-finger nucleases (ZFNs), and transcription 
activator-like effector nucleases (TALENs) 226. The relative fidelity of Cas9 in DNA 
target recognition and the ability to target almost any genomic site (as long as there 
is a PAM sequence nearby, NGG for S. pyogene), makes Cas9 an ideal tool for 
the sequence-specific targeting of DNA 227,228. The Cas9 protein can be 
engineered to lose its cleavage function, allowing the resulting deactivated Cas9 
(dCas9) to act as an RNA-guided, sequence-specific DNA binding protein (Figure 
4.1) 228,229. It has been shown that dCas9 alone can be used to physically block 
RNAP, resulting in the inhibition of transcription 230. Furthermore, when fused to a 
wide variety of partners, including repressors, activators, histone demethylases, 
and histone acetyltransferases, dCas9 fusions can help bring different functional 
domains within close proximity of the DNA locus of interest, thereby allowing for 








The CRISPR-Cas9 system from s. pyogene has also recently been used to 
visualize chromosomal sites in mammalian cells 232. Here, the cleavage disabled 
dCas9 protein is fused with a fluorescent protein, and is directed to bind to specific 
DNA sequences using targeting sgRNAs (single-guide RNAs) 220 (Figure 4.2A). 
Single-guide RNA is a fusion construct that combines the DNA targeting crRNA 
and the universal tracrRNA; the crRNA contains the variable sequence that 
hybridizes with DNA targets, while the tracrRNA serves as a structural component 
of the protein-RNA complex 227,233,234. The CRISPR system can be easily 
implemented for visualization of specific DNA sites, due to the ease of 
programming dCas9 to target different genomic sites through the endogenous 
Figure 4.1 Schematic of Cas9 vs. dCas9 recognition of DNA guided by RNA. Left: the entire 
CRISPR-Cas9 complex consists of the protein Cas9, and either two short RNAs: crRNA and 
tracrRNA, or a single sgRNA. The crRNA contains a variable guide region that is complementary 
to the targeting region in DNA, and tracrRNA acts mostly as a structural component and its 
sequence is universal for a single species of Cas9 protein. The single piece of sgRNA (single-
guide RNA) is an experimentally modified RNA which connects the crRNA and tracrRNA via a 
newly introduced tetra-loop, for ease of endogenous expression. Scissors indicate where double 
stranded cleavage occurs via two separate nuclease domains. Right: dCas9 has been engineered 




expression of both dCas9 and sgRNAs. In comparison, FROS techniques would 
require the insertion of long artificial binding sites into the genome, and smFISH 
techniques would require cell fixation, and the purchase of expensive target 
specific probes. dCas9-FP fusions provide an unprecedented way to visualize 
DNA sites in a living cell without a priori sequence alteration to the target site.   
However, visualization based on dCas9-FP fusions is inherently limited to 
visualizing one DNA site at a time. To allow for the detection of multiple genomic 
sites simultaneously, there have been two general directions of advancement. 
These include: 1. The use of orthogonal CRISPR systems (Figure 4.2A) and 2. 
The use of modified sgRNAs that contain multiple RNA aptamers (Figure 4.2B, 
Table 4.1). Orthogonal CRISPR-Cas9 systems from other bacterial species that 
have distinctive PAMs and sgRNAs have been experimentally shown to be 
compatible for multi-color imaging of up to three DNA sites 222,223 (Figure 4.2A). To 
further expand the multiplexing capabilities of the CRISPR imaging system, RNA 
aptamer insertion on the sgRNA has allowed for the simultaneous detection of up 
to seven sites 225 (Figure 4.2B). The disadvantage of both strategies lies in the 
need to have the cell express a large number of protein and RNA components at 
optimal levels, which makes the experimental design and implementation more 
time consuming and difficult to fine-tune 232. Additionally, since both RNA and 
protein components of the CRISPR-Cas9 system are to be endogenously 
expressed in the cell, there is a realistic upper limit to the number of components 









 All current methods allowing for the CRISPR-Cas9 based labeling of 
multiple DNA sites in live cells requires the balanced endogenous expression of a 
large number components. In addition, all of these techniques also depend on 
some type of fluorescent protein fusion for visualization (dCas9-FP, or RNA 
aptamer binding protein-FP, Table 4.1), which inherently has a lower signal-to-
noise ratio compared to dye-based labeling systems, and potentially higher 
background due to variability in expression levels and relatively long protein 
lifetimes 232. We aim to develop a CRISPR-Cas based DNA labeling system that 
would require minimal cell line preparation, and that can be quickly implemented 
Figure 4.2 Current CRISPR-Cas9 based methods for simultaneous detection of multiple 
DNA sites. (A) Multiplexing can be achieved using orthogonal dCas9 from multiple bacterial 
species with distinctive sgRNA and PAM requirements, visualization is through fluorescent 
protein fusions to dCas9. (B) Different RNA aptamers are incorporated into the sgRNA scaffold 
in various paired configurations, which allows for the binding of different sets of fluorescent 
protein fusions. The identity of the sgRNA and there by the identity of the targeted DNA site is 





in wildtype cells. This method would retain the advantage of being applicable in 
live cells and can be multiplexed for probing multiple gene sites in an 
unprecedented high-throughput manner (Table 4.1). 
We propose to develop the CRISPR-Cas DNA labeling protocol using dye-
labeled RNA components; the entire reconstituted complex with dye-labeled RNA 
oligos would be introduced into the cell nucleus by in vitro delivery (Figure 4.3). 
The RNA oligo component could be a single species of dye-labeled sgRNA, this 
would be ideal for targeting repeat sequences on the chromosome such as the 
telomere region 220 (Figure 4.3A). For targeting a sequentially variable region, a 
number of unlabeled crRNA species with various targeting sequences could be 
used by pairing with a universal dye-labeled tracrRNA oligo (Figure 4.3B). This 
two-piece (2pc) tracrRNA-crRNA setup would greatly reduce the cost of targeting 
sequentially variable regions on the genome, compared to using a number of 
longer variable sgRNAs (Figure 4.3B). Alternatively, the CRISPR-Cas complex 
could be used to target multiple genomic sites with variable sequences, by using 
spectrally separate dyes to label the variable crRNA and providing an unlabeled 
tracrRNA component. The sequential color readout from this combinatorial 
labeling approach would reflect the sequence identity of the underlying DNA at the 
same time as it reports on the spatial positioning of this genomic site (Figure 4.3C). 
Traditional labeling approaches are capable of detecting a limited number of 
molecular species simultaneously, due to the spectral overlap between 




This method of combinatorial labeling combined with super resolution imaging 
greatly increases the capacity for multiplexing in single cells 235, and has already 
been successfully implemented to spectrally ‘bar-code’ mRNA using dye-labeled 
FISH probes 236. 
In this chapter, we will detail our efforts in characterizing and optimizing the 
reconstituted CRISPR-Cas9 system first using in vitro assays, as a proof of 
principle.  
 
Figure 4.3 Schematic of in vitro reconstituted CRISPR-Cas9 DNA labeling system. (A). A 
delivery system consisting of dCas9 and dye-labeled sgRNA; this setup is optimal for targeting 
repeat sequences, where only a single targeting sgRNA is needed. (B). A delivery system 
consisting of dCas9, a number of variable crRNA, and a single universal dye-labeled tracrRNA; 
this setup is optimal for targeting a single DNA site target with variable sequence. (C). A delivery 
system with dCas9, variable dye-labeled crRNA, and universal unlabeled tracrRNA, this setup 







Design	 of	 RNA	 oligos	 for	 DNA	 targeting	 using	 the	 CRISPR-Cas9	
complex	
 
First, we set out to conduct proof-of-principle experiments, where we aim to 
use our dye-labeled CRISPR-Cas9 system to recognize sites previously probed in 
the literature. Previously, an endogenous fluorescent protein fusion of dCas9 and 
endogenously expressed sgRNAs were used to visualize long genomic repeat 
sites such as telomeres and MUC4 220. We designed a number of different RNA 
oligos that we could use to test the functionality of the reconstituted CRISPR-Cas9 
complex (see the list of RNA oligos in Table 4.2). Ultimately, for application in live 
cells, we are only interested in observing dCas9 binding to DNA in a site directed 
manner; however, we first set out to test our in vitro reconstituted system using 
Cas9 by in vitro cleavage assays. Although Cas9 binding and cleavage are not 
completely correlated 237, we can use cleavage efficiency of the substrate DNA as 
a gauge for whether the functionality of our system is comparable to the previously 
characterized sgRNA system.   
Table 4.2 RNA oligo designs for Cas9/dCas9. (*) phosphorothioate modified 
backbone; (m) 2’-Omethyl bases. In white, RNAs are purchased from Dharmacon. 
In gray shading (oligos A-F), RNAs were made from in vitro transcription reactions 
via T7 RNA polymerase. Shorthand names are used in our lab for simplicity.  
 
Name Description Sequence 
1 tracrRNA 
5' CAG CAU AGC AAG UUA AAA UAA GGC UAG UCC GUU AUC AAC UUG AAA  
AAG UGG CAC CGA GUC GGU GCU UUU UUU 3' 
 
2 5’ DY547 tracrRNA 
5' (DY547) CAG CAU AGC AAG UUA AAA UAA GGC UAG UCC GUU AUC AAC  
UUG AAA AAG UGG CAC CGA GUC GGU GCU UUU UUU 3' 
 
3 3’ DY547 tracrRNA 
5' CAG CAU AGC AAG UUA AAA UAA GGC UAG UCC GUU AUC AAC UUG AAA  





4 GFP crRNA 5' CGU GCU GAA GUC AAG UUU GAG UUU UAG AGC UAU GCU G 3' 
 
5 Telomere crRNA 







5' (Cy3) mG(*)mU(*)mU(*) AGG GUU AGG GUU AGG GUU AGU UUU AGA  
GCU AUG (*)mC(*)mU(*)mG 3' 
 
7 Modified tracrRNA 
5' mC(*)mA(*)mG(*) CAU AGC AAG UUA AAA UAA GGC UAG UCC GUU AUC  













5’ (Cy3) mG(*)mU(*)mG(*) GCG UGA CCU GUG GAU GCU GGU UUU AGA  






5’ mG(*)mU(*)mU(*) AGG GUU AGG GUU AGG GUU AGU UUU AGA GCU AUG 
(*)mC(*)mU(*)mG 3’ 
A sgMUC4-E3 
5’ GGU GGC GUG ACC UGU GGA UGC UGG UUU AAG AGC UAU GCU GGA AAC  
AGC AUA GCA AGU UUA AAU AAG GCU AGU CCG UUA UCA ACU UGA AAA AGU  
GGC ACC GAG UCG GUG CUU UUU UU 3’ 
 
B 3’ Cy3 sgMUC4-E3 
5’ GGU GGC GUG ACC UGU GGA UGC UGG UUU AAG AGC UAU GCU GGA AAC  
AGC AUA GCA AGU UUA AAU AAG GCU AGU CCG UUA UCA ACU UGA AAA AGU  
GGC ACC GAG UCG GUG CUU UUU UU (Cy3) 3’ 
 
C sgTelomere 
5’ GGU UAG GGU UAG GGU UAG GGU UAG UUU AAG AGC UAU GCU GGA AAC  
AGC AUA GCA AGU UUA AAU AAG GCU AGU CCG UUA UCA ACU UGA AAA AGU  
GGC ACC GAG UCG GUG CUU UUU UU 3’ 
 
D 3’ Cy3 sgTelomere 
5’ GGU UAG GGU UAG GGU UAG GGU UAG UUU AAG AGC UAU GCU GGA AAC  
AGC AUA GCA AGU UUA AAU AAG GCU AGU CCG UUA UCA ACU UGA AAA AGU  
GGC ACC GAG UCG GUG CUU UUU UU (Cy3) 3’ 
 
E GFP crRNA  5’ GGC GUG CUG AAG UCA AGU UUG AGU UUU AGA GCU AUG CUG 3’  
F Telomere crRNA 5’ GGU UAG GGU UAG GGU UAG GGU UAG UUU UAG AGC UAU GCU G 3’  
 
The sequence design of Telomere and MUC4-E3 sgRNAs was based on 
the endogenous expression system from Bo Huang’s group 220. Both target highly 
repetitive sequences in the mammalian genome and serve as a starting point for 
our method development. In the design of our 2-pc crRNA and tracrRNA system, 
we eliminated the tetra-loop from the sgRNA design (Figure 4.1), and retained the 
extended stem region from previously-reported optimizations 220. Since we set out 
to test the effectiveness of the dye-labeled 2-pc system in specific DNA sequence 




3’), we tested for dye-labeling on either the crRNA or the tracrRNA, and we also 
included sgRNA controls that target the same DNA sequence as a reference point. 
Additionally, to mitigate against the possible degradation of RNA oligos during 
delivery procedure into live cells (for the future application of our method), we 
designed RNA oligos with chemical modifications on the 3’ and 5’ termini similar 
to those previously described 238; specifically, the last three nucleotides on both 
ends of the oligo have chemical modifications consisting of 2’-Omethyl 
3’phosphorothioate moieties (MS) (Table 4.2). It was shown that chemically 
modified sgRNAs significantly improved the genome editing efficiencies of Cas9 in 
comparison to endogenously expressed sgRNAs 238, likely due to their resistance 
to degradation inside the cell. Importantly, it was shown that the MS modified 
sgRNAs are non-toxic and could be delivered into human cell lines by 
nucleofection. Again, we can use cleavage efficiency of target DNA as a read-out 
for whether RNA-protein complex formation and DNA sequence recognition is 
compromised by the use of dye-labeled and chemically modified RNA oligos in our 




Both	 unlabeled	 and	 dye-labeled	 sgMUC4	 and	 sgTelomere	 is	 specific	 in	
targeting	DNA	for	cleavage	via	Cas9	
  
First, we performed an in vitro cleavage assay using previously 




of the telomere-targeting sgRNA (sgTelo) and MUC4-targeting sgRNA (sgMUC4), 
both synthesized by T7 in vitro transcription (see materials and methods for details, 
Table 4.2). To test whether dye-labeling of the sgRNAs had any adverse effects 
on DNA target recognition and cleavage, we also created 3’ Cy3-labeled sgTelo 
and 3’ Cy3-labeled sgMUC4 using an enzymatic labeling approach (see materials 
and methods for details). The DNA substrate for cleavage was a linearized plasmid 
with the targeting sequence adjacent to the appropriate PAM motif (NGG), unless 
otherwise stated. To test the specificity of DNA sequence targeting, we also 
included a control with a DNA substrate that has the MUC4 targeting sequence, 
but without the adjacent PAM motif. We saw that both the unlabeled and 3’ Cy3-
labeled sgMUC4 guided Cas9 cleaved the MUC4 DNA substrate almost to 
completion, whereas the MUC4 DNA substrate without the PAM motif displayed 
no cleavage, showing that nuclease activity is PAM motif dependent and site 
specific (Figure 4.4A).  
Similarly, when we tested the DNA targeting capabilities of the sgTelo RNA, 
we found that with or without 3’ Cy3 labeling, sgTelo was capable of directing Cas9 
to cleave telomere sequence containing DNA substrate (with PAM) specifically, 
and fairly efficiently (Figure 4.4B). Also, when compared with sgMUC4, the 
telomere targeting sgTelo was able to achieve a lesser degree of substrate 
cleavage under the same experimental conditions (see materials and methods), 
showing that some variations in DNA sequence recognition, binding, and cleavage 




native telomere targets are a suitable choice for dCas9 directed visualization of 
DNA in vivo due to its repeated nature, the single copy telomere sequence itself 




For the eventual development of our reconstituted DNA labeling system into 
a multi-site method, it is imperative that we streamline RNA oligo design and 
synthesis and lower production costs. The universal nature of the tracrRNA in the 
2-pc system allows us to just synthesize the shorter variable crRNA for the purpose 
of targeting multiple gene sites (Figure 4.3B and C). We tested the ability of the 2-
pc tracrRNA-crRNA system to direct Cas9 to cleavage of specific sequences. The 
cleavage assay showed that a GFP-sequence targeting tracrRNA-crRNA pair 
Figure 4.4 In vitro cleavage of DNA with Cas9 and sgRNAs. (A) Cleavage assay gel showing 
reactions of MUC4 DNA cleavage with Cas9 complexed with both unlabeled and dye-labeled 
sgMUC4. (B). Cleavage assay gel showing reactions of telomere (Telo) and MUC4 DNA cleavage 




successfully directed Cas9 to cleave the GFP DNA substrate almost to completion. 
Both T7 in vitro transcribed GFP crRNA and commercially synthesized GFP crRNA 
showed similar activity (Figure 4.5A). We also saw that the telomere sequence 
targeting tracrRNA-crRNA pair was able to direct Cas9 to cleave the telomere DNA 
target. This cleavage activity was also site-specific, since the telomere DNA 
substrate was not cleaved in the reaction with the GFP sequence targeting 
tracrRNA-crRNA pair (Figure 4.5B). 
  
Figure 4.5 In vitro cleavage of DNA with Cas9 and tracrRNA-crRNA targeting telomere and 
MUC4 sequences. (A) Cleavage assay gel showing reactions of GFP DNA cleavage with Cas9 
complexed with both commercially synthesized GFP crRNA and transcribed GFP crRNA, paired 
together with tracrRNA. (B). Cleavage assay gel showing reactions of telomere (Telo) DNA 
cleavage with Cas9 complexed with tracrRNA and crRNA targeting the telomere sequence, or 





effects	 on	 cleavage	 efficiency	 of	 telomere	 target	 sequence	 using	 the	 2-pc	
system	
 
Dye-labels need be placed on tracrRNA to visualize repeat sequences, or 
alternatively, crRNA could be labeled with multiple dye colors for multiplexing the 
detection of multiple genomic sites (Figure 4.3). We set out to test a variety of dye-
labeling sites, for example, at the 5’ end of crRNA, and at the 5’ or 3’ ends of 
tracrRNA. As previously described, chemically modified RNA oligos are better 
substrates for in vitro reconstituted RNA-protein complexes, since they mitigate 
degradation of RNA oligos during the experimental procedure and after complex 
delivery into cells. We also tested whether the chemical modifications introduced 
at the ends of the oligos bring any changes to Cas9 cleavage of substrate DNA. 
Telomere DNA substrate targeting and cleavage with Cas9 using the dye-labeled 
and chemically modified tracrRNA-crRNA showed that in comparison to unlabeled 
and unmodified tracrRNA-crRNA, the biggest drop in cleavage efficiency (~5% 
calculated from measurement of DNA band intensities) was from using (MS) 
tracrRNA - (MS) 5’ Cy3-Telo crRNA, and (MS) tracrRNA - 5’ Cy3-Telo crRNA pairs 
(Figure 4.6, see Table 4.3). It seems that some perturbation was induced by the 5’ 







Table 4.3 Cleavage efficiencies measured for 2-pc system targeting telomere 
DNA, with various combinations of tracrRNA and crRNA types.  
 
DNA Telo Telo Telo Telo Telo Telo 























Under the same reaction conditions, interestingly, the 2-pc tracrRNA-crRNA 
system was better at directing Cas9 for telomere DNA substrate cleavage 
Figure 4.6 In vitro cleavage of DNA with Cas9 and tracrRNA-crRNA with dye-labels and 
chemical modifications targeting telomere sequence. Cleavage assay gel showing reactions 
of Telo DNA cleavage with Cas9 complexed with a variety of tracrRNA-crRNA pairs, some 




compared to the 1-pc sgRNA. We saw that overall the 2-pc system has higher 
cleavage efficiency, and that even the dye-labeled and MS-modified 2-pc system 
lead to more cleaved telomere DNA substrate compared to sgTelo RNA (unlabeled 
and Cy3 labeled, Figure 4.7). This result could be a general characteristic related 
to the nature of the 2-pc vs 1-pc set-up, or another possibility is that this trend is 





Similar to previously described, we tested the effect of dye-labels and 
chemical modifications on the tracrRNA-crRNA 2-pc system that target Cas9 to 
Figure 4.7 In vitro cleavage of Telo DNA with Cas9 and either the Telo sgRNA or telomere 
targeting tracrRNA-crRNA. Cleavage assay gel showing reactions of Telo DNA cleavage with 
Cas9 complexed with a variety of tracrRNA-crRNA pairs, some containing dye-labels or MS 






the MUC4 substrate DNA. We saw that chemical modifications or dye-labels 
caused minimal changes (~1%) in cleavage efficiency of the MUC4 DNA substrate, 
among the different pairs of tracrRNA and crRNA tested (Figure 4.8, see Table 
4.4).  
 
Table 4.4 Cleavage efficiencies measured for 2-pc system targeting MUC4 
DNA, with variant combinations of tracrRNA and crRNA types. 
 
DNA MUC4 (no 
PAM) 
MUC4 MUC4 MUC4 MUC4  

















0% 88.7% 88.8% 89.2% 88.2% 
 
Figure 4.8 In vitro cleavage of MUC4 DNA with Cas9 and tracrRNA-crRNA containing dye-
labels and chemical modifications. Cleavage assay gel showing reactions of MUC4 DNA 
cleavage with Cas9 complexed with a variety of tracrRNA-crRNA pairs, some containing dye-







Dye-labels	 and	 chemical	 modifications	 have	 small	 effects	 on	 cleavage	
efficiency	of	CRISPR-Cpf1	
 
Lastly, we investigated the ability of an analogous RNA guided CRISPR-
Cas system - CRISPR-Cpf1 - to cleave target DNA using dye-labeled and 
chemically modified RNA oligos. Importantly, Cpf1 uses just a single, shorter RNA 
for sequence specific DNA targeting, and the Cpf1 protein is a smaller 
endonuclease compared to Cas9 (Figure 4.9A) 239-241. Overall, CRISPR-Cpf1 is a 
simpler system compared to CRISPR-Cas9, and could potentially prove to be 
another system we can utilize for development of our CRISPR based DNA 
visualization methodology.  
We tested cleavage activity of Cfp1 from three different species: As 
(Acidaminococcus sp.), Lb (Lachnospiraceae) and Fn (Francisella novicida). All 
three species variants share the similar PAM motif requirements (TTN), and need 
around 17-19 nt of variable sequence for optimal DNA hybridization and targeting 
239. For Cpf1, we designed two targeting sequences for the α-satellite repeats in 
the mammalian genome, α-1 and α-2 222 (see Table 4.5); both RNA oligos were 
dye-labeled with Cy3 at the 3’ end and chemically modified. We saw that overall, 
cleavage was close to completion for reactions with in vitro transcribed α-1 and α-
2 RNA, whereas the dye-labeled and chemically modified RNAs caused 
diminished cleavage activity (Figure 4.9B). FnCpf1 appeared the most promising 




α-2 looked like a better targeting sequence compared to α-1. Interestingly, LbCpf1 
showed better cleavage with dye-labeled, chemically-modified α-2 in comparison 
to in vitro transcribed α-2. Overall, it is clear that targeting sequence identity (α-1 
vs. α-2) has an effect on cleavage activity, and that different Cpf1 species also 
behave differently, at least in the particular cleavage reaction conditions used here.  
 
Figure 4.9 In vitro cleavage of α-satellite DNA with As, Lb, FnCpf1 and α-1/α-2 RNA 
containing dye-labels and chemical modifications. Cleavage assay gel showing reactions of 
DNA cleavage with Cfp1 complexed with α-1 or α-2 containing 3’ dye-labels and MS modifications, 





Table 4.5 RNA oligo designs for Cpf1/dCpf1. (*) phosphorothioate modified 
backbone; (m) 2’-Omethyl bases. RNAs are purchased from Dharmacon. In gray 
shading (oligos A1, A2), RNAs were made from in vitro transcription reactions via 
T7 RNA polymerase. 
 




TTTN α-1  
5’ mA(*)mA(*)mU(*) UUC UAC UGU UGU AGA UUA GAA UCU GCA AGU 





TTTN α-2  
5’ mA(*)mA(*)mU(*) UUC UAC UGU UGU AGA UUG AUG UGU GCA UUC 
AAC UCA C(*)mA(*)mG(*) mA (Cy3) 3’ 
A-1 TTTN α-1  
5’ GGA UUU CUA CUG UUG UAG AUU AGA AUC UGC AAG UGG AUA UUU 
GG 3’ 
 




 In this work, we show that in in vitro cleavage assays, the 2-pc tracrRNA-
crRNA can effectively target Cas9 to cleave DNA substrates specifically. Cleavage 
was just as efficient compared to the 1-pc sgRNA, and in the case of telomere 
targeting sequence, the 2-pc tracrRNA-crRNA system displayed even higher 
cleavage activity. Dye-labels and chemical modifications on the RNA oligos 
showed minimal perturbations to cleavage activity, from which we infer that these 
modified RNA species also minimally perturbed Cas9’s DNA binding activity 
(ultimately, we are interested in site-specific DNA binding, not cleavage, for 
visualizing DNA sites using dCas9). Additionally, we tested an alternative CRISPR-
Cas system, CRISPR-Cpf1, for possible use in the development of our in vitro 
reconstituted system for DNA visualization. We saw that unlike with Cas9, Cpf1 
showed a marked decrease in DNA cleavage activity when the protein is 




introduced here are currently being used in proof-of-concept experiments in live 
mammalian cells, where we are optimizing delivery of the in vitro reconstituted 
CRISPR-Cas9 and CRISPR-Cfp1 systems. This project is an on-going effort in our 





All commercially synthesized RNA oligos were ordered from Dharmacon 
(dharmacon.gelifesciences.com). All oligos were HPLC purified, desalted and 
deprotected on arrival. DEPC treated water was used to dissolve the lyophilized 
powder, and 100 µM - 500 µM stocks were made and stored in small aliquots at -




When handling RNA, general care was taken to ensure work space and all 
lab materials and reagents used were RNase free. RNaseZap (Ambion AM9780) 
was used to wipe down surfaces and containers difficult to decontaminate by other 
means. 
Depending on the length of the desired single stranded RNA product, two 
approaches were used to preparing the DNA templates for in vitro transcription 
reactions. For shorter RNA products <100 bases (i.e. crRNA), DNA templates were 




region. The standard oligo Annealing protocol was used, briefly, both oligos was 
resuspended in Annealing Buffer (10 mM Tris, pH 7.5-8.0, 50 mM NaCl, 1 mM 
EDTA), mixed at 1:1 ratio in a 1.5 mL tube, heated to 95oC for 5 minutes, removed 
from heat and slowly cooled down to RT (around 45 min), the hybridized oligos 
were store at 4oC until ready to use. For longer RNA products >100 bases (i.e. 
sgRNA), a plasmid containing the desired sgRNA sequence was used as a 
template, standard PCR reactions were performed using Taq polymerase with 
Standard Taq Buffer (NEB M0273) according to protocol. Primers containing T7 
promoter region upstream of the sgRNA sequence was used, resulting in sgRNA 
DNA templates suitable for T7 RNAP in vitro transcription. 
Standard in vitro transcription protocol was as follows: for a 100 uL reaction, 
with a final concentration of 1X reaction buffer (50 mM Tris-HCL, pH 7.5, 2 mM 
spermidine, 1 mM dithiothreitol) , 1.5 mM to 15 mM MgCl2, 5 mM each of rNTP 
(CTP, ATP, GTP, UTP, Thermo Scientific NTP Set 100 mM Solutions R1481), 0.5 
µg to 2 µg of DNA template, 2µL of RNAP (homemade from Scott Bailey Lab or 
NEB T7 RNA Polymerase M0251S), optional inclusion of RNase inhibitor (Thermo 
Scientific RiboLock RNase Inhibitor EO0381) at 1 U/µL final. H2O was added to 
reach the final reaction volume. Typically, 6 identical reactions were run in parallel 
to increase product yield. Incubation time was for 4 to 6 hours at 37oC. At the end 
of the incubation time, 5 µL of 500 mM EDTA was added to quench each reaction. 




A denaturing acrylamide gel was used to purify the single stranded RNA 
oligo, followed by ethanol precipitation. Typically, an 8 % gel was run while the gel 
plate was heated to 50oC to prevent formation of secondary structures, RNA 
solutions were heated to 90oC for 1 minute before loading into wells. RNA bands 
were visualized via UV shadowing and subsequently cut out, a gel piece containing 
RNA from a single reaction was put into 450 µL of TE buffer and put on rotary 
shaker overnight at 4oC for extraction. Next day, TE buffer solution was moved to 
a new 1.5 mL tube and sodium acetate is added to final concentration of 0.3 M 
(add 50 µL of 3 M). After mixing, 2X volume of ethanol was added. After vortexing 
the solution, the tube was frozen in liquid nitrogen for 10 min (or alternatively at -
80oC for 2 hours). The frozen solution was spun-down at 15000 rpm at 4oC for 30 
min, supernatant was removed, and the visible RNA pellet was rinsed with 95% 
ethanol. The solution was spun-down again at 15000 rpm at 4oC for 10 min again, 
supernatant was removed, the pellet was air-dried and later dissolved in an 
appropriate volume of solvent (DEPC treated H2O, or THE RNA Storage Solution, 
Ambion AM7000). Conversely, a commercial kit was also used to purify the RNA 
(MEGAclear Kit, Ambion AM1908). For commercial MEGAclear kit, protocol from 




Single-stranded RNA ligase (T4 RNA ligase 1) was used to 3’ end-label 




labeling reaction, 10 µL of purified unlabeled RNA was used (~2500 ng/µL), 7 µL 
of DMSO was added before the solution was heated to 90oC for 5 minutes, then 
placed on ice. Add 2.8 µL of 10X ligase buffer, 2.8 µL of 10 mM ATP, 1 µL of 
ssRNA ligase (T4 RNA Ligase 1, NEB M0204S), 0.5 µL of 1mM pCp-dye (Jena 
Biosciences, NU-1706-CY3). The final pCp-dye concentration was ~18 µM. The 
labeling reaction was placed at 4oC for 4-5 hours protected from light. After labeling 
reaction is finished, run denaturing acrylamide gel followed by ethanol precipitation 
to purify and concentrate labeled RNA. Alternatively, MEGAclear kit could be used 





First, DNA templates for cleavage reactions were prepared. Since longer 
templates would allow for easier detection via staining of cleaved DNA products in 
agarose gel, plasmid backbone was used as starting point for making cleavage 
templates. Site-directed mutagenesis was performed to introduce correct PAM 
sequence (NGG) adjacent to DNA sequences targeted by sgRNAs. QuikChange 
Lightning Site-Directed Mutagenesis Kit (Agilent 210518) was used, online tool 
provided by Agilent was used to design mutagenesis primer, commercial standard 
protocol was followed. Mutated regions were confirmed through Sanger 
sequencing. DNA plasmids were usually linearized using restriction enzymes 




this is to make the cut easier to interpret since the product is two separate pieces, 
rather than a linearized fragment. All restriction enzymes were purchased from 
NEB and used according to manufacturer’s protocol. In Brief, 1 µg of plasmid DNA 
was restricted in 50 µL reaction for 1hr. Linearized DNA was gel-purified by running 
on a 1% Agarose gel in TAE buffer, the desired band was later extracted using 
GeneJet Gel Extraction Kit (Thermo K0691). 
For in vitro cleavage experiment, there was slight variation in the 
experimental protocol from experiment to experiment, namely, the ratios of RNA, 
DNA and Cas9 protein used (indicated when relevant), but the general cleavage 
reaction procedure was as follows. One cleavage reaction was around 20 µL in 
volume, and consisted of 1X reaction buffer, 300 nM RNA, 49.5 nM Cas9 (NEB, 
M0386S), 2.25 nM DNA (agarose gel purified linearized plasmid containing 
targeting sequence). Cas9 and RNA was incubated in a 1.5 mL tube for 10 minutes 
at RT to allow complex formation before the addition of DNA. After addition of DNA 
and slight mixing, the reaction was incubated for 1-3 hours at 37oC. Afterwards, 30 
minutes of Proteinase K (NEB, P8107S) treatment was performed at 37oC. The 
entire cleavage reaction solution was run on a 1% agarose gel, and DNA 








First, DNA templates for cleavage reactions were prepared in the same way 
as described in the previous section for Cas9, and the proper PAM motif was 
introduced using site directed mutagenesis. Cleavage reactions were optimized 
and performed using AsCpf1, LbCpf1 and FnCpf1 expressed and purified by John 
Mallon (Bailey Lab), and Digvijay Singh (Ha Lab); purified protein preparations 
were from the period of September to October 2016. Yanbo Wang (rotation student, 















In the preceding chapters, three separate experimental projects were 
presented and discussed in detail, namely: the investigation of the spatial 
organization of transcription in E. coli (Chapter 2), the observation of transcription 
factor mediated DNA looping (Chapter 3), and the in vitro characterizations of a 
novel reconstituted CRISPR-Cas system for imaging genomic sites (Chapter 4). In 
this concluding chapter, a brief summary of the results from these separate works 
will be provided, along with a succinct exploration of these project’s future 
directions.  
In Chapter 2, we investigated the spatial organization of transcription in E. 
coli by using superresolution imaging techniques to visualize the spatial distribution 
of various molecular components of transcription inside the cell, including DNA 
sites, pre-rRNA, RNAP, and an essential transcription factor NusA. In addition, we 
used two-color imaging to characterize the spatial correlation between the different 
molecular species of transcription, in order to gain insight into the functional 
significance of their distributions. We found that RNAP formed a distinct clustered 
distribution in cells under a number of different growth conditions, and this 
clustering of RNAP seems to be largely independent of global transcription activity. 
While pre-rRNA synthesis sites were highly colocalized to RNAP clusters in cells 
under the rich medium growth condition, these RNAP clusters were retained when 
we down-regulated rRNA synthesis activity. We saw that the elongation factor 
NusA also formed a distinct clustered distribution and NusA clusters highly 




manner. These results suggest that RNAP within clusters likely are associated with 
NusA, and since NusA is a well-studied transcription regulator that acts on 
elongation complexes 133, it is likely that RNAP molecules within clusters are 
elongation complexes either actively undergoing elongation or stalled. Overall, we 
also saw a cell length dependence on the positioning of RNAP clusters along the 
long axis of the cell. As cells elongate, RNAP clusters follow the segregating 
chromosome and move toward the cell poles. This cell length dependence in 
cluster positioning is independent of transcription activity. We wanted to see if 
global chromosome organization played a larger role in the organization and 
positioning of RNAP clusters. When we used gyrase inhibition to perturbed global 
chromosomal supercoiling density, we saw that pre-rRNA synthesis levels were 
not changed, and both RNAP clusters and pre-rRNA clusters were retained but 
more dispersed. There remained a high level of colocalization between RNAP 
clusters and pre-rRNA clusters, however, there was a redistribution of both RNAP 
clusters and pre-rRNA clusters to be located more peripherally in the cell 
dimensions. This indicates that, overall, supercoiling density plays a more 
important role in the organization of RNAP clusters compared to high transcription 
activity of rrn operons. So far, our experimental results provide evidence 
supporting the previously proposed transcription factory model only in relatively 
fast-growing cells: where RNAP clusters are actively synthesizing pre-rRNA, and 
rrn operons can also have high levels of colocalization with RNAP clusters. But our 




activity and the physical presence of rrn operons, and RNAP clusters can be 
redistributed in the cell dimensions when we perturb chromosome organization. 
We observed that RNAP clusters were associated with both rrn operons and other 
mRNA operons, this spatial colocalization (higher than basal level) seems to be 
independent of transcription activity. It is important to note that a large portion of 
operons were not always colocalized with RNAP clusters even for the most highly 
colocalized rrnD operon, which indicates that the colocalization of operons and 
RNAP clusters is likely very dynamic. RNAP clusters likely are composed of both 
elongating and stalled RNAP elongation complexes, and are associated with a 
large number of DNA sites, the underlying set of DNA sites that recruit RNAP and 
create RNAP clusters under different growth conditions may be different. Others 
in our lab are actively investigating other characteristics of RNAP clusters to better 
elucidate their functional significance in E. coli. Firstly, we are further investigating 
the nature of RNAP clusters; for example, by using Fluorescence Recovery After 
Photobleaching (FRAP) experiments, we are looking at the differential mobility of 
RNAP molecules that are located inside or outside of RNAP clusters. Secondly, 
we can directly probe the actual DNA sites associated with RNAP clusters using 
techniques such as Chromatin Interaction Analysis by Pair-End Tag Sequencing 
(ChIA-PET); this approach is a more direct way to reveal what DNA sequences 
contribute to the formation of RNAP clusters.  
In Chapter 3, we reported the use of a minimal foot-print DNA marker 




live E. coli cells. We were able to estimate the looping frequencies of constructs 
with different operator characteristics and regulatory regimes. Our measurement 
of the end-to-end separation of the 2.3kb segment is ~71 nm, which is much 
smaller than predicted using a standard in vitro persistence length of 50 nm for a 
non-interacting worm like chain model of DNA. This is most likely a result of DNA 
compaction in the native crowded cellular environment; more specifically DNA 
compaction can be caused by the binding of many DNA associated proteins 
(NAPs), and also overall DNA supercoiling. This DNA marker system allows for 
minimal perturbation to the native chromosomal site (compared to traditional 
FROS), and the resulting diffraction-limited fluorescent spots enable us to image 
DNA sites at unprecedented high resolution (~40nm). This minimal DNA marker 
system has proven to be a reliable way to label any DNA site of interest in our lab; 
similar ways of labeling DNA sites were also implemented in Chapter 2 and for 
many other on-going projects in our lab.  
 Lastly, in Chapter 4, we detailed the initial in vitro characterizations of a 
reconstituted CRISPR-Cas system for imaging genomic DNA sites in live 
mammalian cells. Using in vitro cleavage assays, we assessed the cleavage 
efficiencies of CRISPR-Cas complexes reconstituted with RNA oligos containing 
chemical modifications and dye-labels. We saw that for the CRISPR-Cas9 system, 
chemical modifications and dye labels had minimal effect on the cleavage 
efficiencies of DNA substrates. But for the CRISPR-Cpf1 system, chemically 




efficiencies. Others in our lab are actively working on the in vivo implementation of 
this reconstituted system for genomic DNA visualization in live mammalian cells. 
The successful use of chemically modified and dye-labeled RNA oligos in a 
reconstituted CRISPR-Cas complex delivery system would provide an 
unprecedented way to simultaneously visualize a large number of genomic DNA 
sites in live cells by multiplex bar-coding. Due to this method’s relative low cost 
and ease of implementation, the reconstituted system potentially could provide a 
reliable way to visualize native DNA sequences in a variety of wildtype cancer or 
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