We show how decreasing diagrams introduced in the theory of rewriting systems can be used to prove coherence type theorems in category theory. We apply this method to describe a coherent presentation of the 0-Hecke monoid H(Σn) of the symmetric group Σn, i.e. a presentation by generators, relations, and relations between relations.
Introduction
Presentations of monoids are known to be essential in the study of actions on sets. In fact, given a monoid M with presentation X, r , to describe an action of M on a set S it is enough to give a set of endomorphisms A x : S → S, x ∈ X, satisfying the relations in r.
In recent years the interest for actions of monoids on categories raised. In this case presentations have to be replaced by the so called coherent presentations. Suppose we are given an action of M on C. Then we have a collection of endofunctors F m : C → C, m ∈ M , for which F m • F n = F mn does not hold in general. Instead, we have a collection of natural isomorphisms λ m,n : F m • F n → F mn such that the natural transformations in r we define the natural isomorphism τ r = λ −1 y1,...,yt λ x1,...,xs . It can be shown that one can reconstruct (up to an isomorphism) the action { F m , λ m,n | m, n ∈ M } of M on C from the collection { F x , τ r | x ∈ x, τ r }.
Not every collection { F x , τ r | x ∈ X, r ∈ r} of endofunctors of C and natural transformations between them can be obtained from an action of M on C. The obstruction comes from the axiom (1) . This obstruction can be translated into a set E of equations of the form τ r1 . . . τ r k = τ s1 . . . τ s l with r 1 , . . . r k , s 1 ,. . . , s l ∈ r. Such a set E is called a complete set of relations between relations from r, and X, r, E is called a coherent presentation of M .
To find coherent presentations of some monoids, Guiraud and Malbos [3] used higher dimensional rewriting theory. Applying the same technique, Gausent, Guiraud, and Malbos obtained a coherent presentation of Artin braid groups associated with Coxeter systems [2] .
In this article, we use a new approach to determine coherent presentations of monoids. Namely, we use the notion of decreasing diagrams, that was introduced by van Oostrom in [6] to obtain a sufficient condition for a locally confluent abstract reduction system to be confluent. In [4] Klop, van Oostrom, and de Vrijer gave a geometrical proof of the result of van Oostrom. In their proof they discovered that if an abstract reduction system admits enough decreasing elementary diagrams, then every reduction diagram can be patched by these elementary diagrams. Their result allows us to give a sufficient condition for X, r, E to be a coherent presentation of a monoid X, r (see Theorem 6.3) . Using this sufficient condition we establish a coherent presentation of the 0-Hecke monoid. This presentation was used in the joint work of the author with A. P. Santana [5] to exhibit an action of the 0-Hecke monoid on the category of rational modules for the quantum Borel group. Note that our coherent presentation contains the coherent presentation of the braid group obtained by Guiraud et al. in [2] .
The paper is organised as follows. In Section 2 we collect results on abstract reduction systems used throughout the paper. In Section 3 we establish a relationship between abstract reduction systems and categories, and show how decreasing diagrams can be used to deduce the commutativity of an infinite set of diagrams, from the commutativity of a given, often finite, set of diagrams (Theorem 3.4) . Section 4 contains the definition of an action of a monoid on a category (following [1] ). In Section 5, we apply Theorem 3.4 to an abstract reduction system associated to a presentation of a monoid. The main result of Section 6 is Theorem 6.3, that gives a sufficient condition for X, r, E to be a coherent presentation. In Section 7 we describe a coherent presentation of the 0-Hecke monoid H(Σ n+1 ) of the symmetric group Σ n+1 .
Abstract reduction system
An abstract reduction system is a set A with a relation R ⊂ A × A on A which is called a set of rewriting rules. The elements of R will be sometimes depicted by a → b for (a, b) ∈ R. The sequence of elements a 0 , . . . , a k is called a reduction path from a 0 to a k if (a i−1 , a i ) ∈ R for all 1 ≤ i ≤ k. If there is a reduction path from a ∈ A to b ∈ A, we write a ։ b.
A reduction diagram for A, R is an oriented planar graph Γ, such that:
(1) All the arrows of Γ go either from left to right or from top to bottom.
(2) Some arrows of Γ are solid and some arrows of Γ are dashed.
The nodes of Γ are labeled by elements of A. The label of a node x will be denoted by l (x) ∈ A. (4) If the nodes with labels a and b are connected by a solid arrow then (a, b) ∈ R. (5) If two nodes are connected by a dashed arrow then they have equal labels. (6) If from a node x ∈ Γ there is a horizontal arrow to y ∈ Γ and a vertical arrow to z ∈ Γ then one of the two mutually exclusive possibilities holds (a) There is no vertex which is simultaneously strictly bellow and strictly to the right of x. In this case we say that x is an open corner.
(b) There is a node w ∈ Γ, a vertical path from y to w in Γ and a horizontal path from z to w in Γ. These paths are called convergence paths. If x and y are connected by a dashed arrow, then z and w are connected by a dashed arrow as well, and the path from y to w contains just one arrow. Similarly, if x and z are connected by a dashed arrow then y and w are connected by a dashed arrow and the path from z to w contains just one arrow.
Bellow is an example of a reduction diagram
In Suppose that A, R is a locally confluent ARS. Let E be a family of e.d.s such that for every ordered pair a → b, a → c in R there is an e.d. E ∈ E whose top arrow is a → b and left arrow is a → c. In this case we say that E is a complete set of e.d.s. It is proved in Section 4 of [4] that the recursive process of adjoining of e.d.s from a complete set of e.d.s to any initial finite diagram Γ results in a complete diagram Γ ′ in at most a countable number of steps. Recall that a preorder is a reflexive and transitive binary relation. Suppose now that the set R is equipped with a preorder . We write r 1 ≻ r 2 if r 1 r 2 but not r 2 r 1 . If r 1 r 2 and r 2 r 1 simultaneously, then we write r 1 ∼ r 2 . It is immediate that ∼ is an equivalence relation on R.
Definition 2.5. We say that the e.d.
2) there is 0 ≤ s ≤ m such that i) l ∼ r s in the case s = 0;
ii) u ≻ r t for all t < s;
iii) u ≻ r t or l ≻ r t for all t > s.
More informally we require that either the reduction path r 1 , . . . , r m consists of the steps that are strictly less than l or u, or if it starts with the rules that are strictly less than u, then there is a step r t which is equivalent to l and all other steps are strictly less than u or l.
Similarly the reduction path d 1 , . . . , d n either consists of the steps that are strictly less than l or u, or if it starts with the rules that are strictly less than l, then there is a step d t which is equivalent to u and all other steps are strictly less than u or l.
We say that the preorder is well-founded if for every sequence r 1 r 2 · · · r m . . . of elements in R there is an integer n such that for all N ≥ n we have r N ∼ r n ; in other words, any decreasing sequence in (R, ) stabilizes.
The We will say that the sequence of elements
We will denote zigzags by a 0 a k . Let A, R be an ARS, ≻ a well-founded preorder on R, and E a complete set of decreasing e.d.s. Suppose we are given a reduction diagram of the form
Then applying Theorem 2.6 to the diagrams
we can get in a finite number of steps the diagram
where every square is in fact tiled into an elementary diagrams from E. Note that the new diagram has k − 1 open corners, that is one open corner less than (2). Now we can apply Theorem 2.6 to the diagrams
As a result we get a new reduction diagram with k −2 open corners. Continuing, we get a reduction diagram
whose interior is tiled by e.d.s from E. Thus we get Corollary 2.7. Suppose A, R is an ARS, a well-founded preorder on R, and E a complete set of decreasing e.d.s. Then any reduction diagram of the form (2) can be completed to a diagram of the form (4) in a finite number of steps.
One of the applications of Proposition 2.6 is to prove confluency of an ARS. Similarly, Corollary 2.7 can be used to prove the Church-Rosser property of A, R . In this paper we will apply Proposition 2.6 and Corollary 2.7 to prove commutativity of certain diagrams. It should be noted that Proposition 2.6 enlightens the long time observed connection between confluent ARSs and coherence results in category theory.
ARSs and categories
We will start by introducing notion that generalises normal forms for terminating ARS to the case when ։ is a well-founded but not necessarily terminating relation on A.
Definition 3.1. We say that a ∈ A is semi-normal if for every path a ։ b in A, R there is a path b ։ a in A, R . If c ∈ A and there is a path c ։ a to a semi-normal element a, we say that a is a semi-normal form of c.
We will denote by և ։ the equivalence relation on A defined by
Suppose the preorder ։ on A is well-founded. Then for every element of A there is a semi-normal form.
Suppose A, R is a confluent system and b 1 , b 2 are two semi-normal forms of a ∈ A. Since A, R is confluent, there is c ∈ A and two paths b 1 ։ c, b 2 ։ c. As b 2 is semi-normal there is a path c ։ b 2 . Therefore we get the path b 1 ։ c ։ b 2 . Since also b 1 is semi-normal, there is a path b 2 ։ b 1 . Hence b 1 և ։ b 2 . Thus we get Proposition 3.2. Suppose A, R is a confluent ARS, and ։ is a well-founded preorder on A. Then for every element a ∈ A there is a semi-normal form b which is unique up to equivalence with respect to և ։. Remark 3.3. Proposition 3.2 is a generalization of the well-known fact that every element in a confluent terminating ARS has a unique normal form.
We will call the set Attr(a) of all semi-normal forms of a ∈ A an attractor of a. We also will denote by Attr(A) the set of all semi-normal elements in A. Since a ∈ Attr(A) and (a, b) ∈ R imply that b ∈ Attr(A), we see that the relation R can be restricted to Attr(A). We will denote the resulting relation on Attr(A) by Attr(R). We will sometimes denote the ARS Attr(A), Attr(R) by Attr( A, R ). Now, let C be a category and A, R an ARS. Both A, R and C can be considered as graphs. Suppose f : A, R → C is a map of graphs. Then using the composition of morphisms in C, we can extend f to the paths a ։ b in A, R . In particular, given an empty path a a, we set f (a a) = 1 f (a) . Our aim is to find sufficient conditions on f that guarantee that for any two paths p, q : a ։ b one gets f (p) = f (q). Then for any two paths p, q : a ։ b with b ∈ Attr(a), we get f (p) = f (q).
Proof. By Theorem 2.6 we can construct a finite complete reduction diagram Γ in A, R whose upper side is p, left side is q and which is tiled by e.d.s in E. It follows that f (Γ) is a commutative diagram in C. Suppose that the label of the bottom right corner of Γ is c. Then the right side of Γ gives a path p ′ : b ։ c and the bottom side of Γ gives a path q ′ : b ։ c. From the commutativity of Γ we get
Now, since b is semi-normal, there is a path t : c ։ b. By the theorem assumptions we have f (tp
Thus from (5), we get
We will get several corollaries of Theorem 3.4.
Corollary 3.5. Let A, R be an ARS, be a well-founded preorder on R and E a complete set of decreasing e.d.s. Suppose that i) ։ is a well-founded preorder on A;
ii) for every E ∈ E the diagram f (E) is commutative;
iii) for every r ∈ R the map f (r) is a monomorphism; iv) for every b ∈ Attr(A) and every path p :
Then for any two paths p, q :
Proof. Note that Attr(b) is non-empty since ։ is a well-founded preorder. Let
If f : A, R → C is such that the map f (r) is invertible for every r ∈ R, then we can define, in the obvious way, a morphism f (z) : f (a) → f (b) for every zigzag z : a b.
Corollary 3.6. Let A, R be an ARS, be a well-founded preorder on R and E a complete set of decreasing e.d.s. Suppose that i) ։ is a well-founded preorder on A;
iii) for every r ∈ R the map f (r) is an isomorphism; iv) for every b ∈ Attr(A) and every path p :
Then for any two zigzags z, z
Proof. The zigzags z and z ′ fit in the following reduction diagram
which is tiled by diagrams in E. Note, that by Corollary 3.5, we have f (p) = f (q). Since every diagram f (E), E ∈ E, is commutative and every map f (r), r ∈ R, is an isomorphism, we get that Hence if f is such that f (r) is an isomorphism for all r ∈ R and f (E) is commutative for all E in a complete set E of e.d.s, then f (z) = f (z ′ ) for any two zigzags z, z ′ : a b in A, R .
Actions of monoids on categories
Let C be a category and M a monoid with neutral element e. Following [1] we define a (pseudo)action (F , λ) of M on C as a collection of i) endofunctors F a : C → C, a ∈ M , such that F e ∼ = Id via the natural isomorphism η;
commutes, and λ e,a , λ a,e are induced by η.
Given an action (F, λ) on C and a sequence of elements a 1 , . . . , a k , with k ≥ 3, we will define recursively the natural isomorphism λ a1,...,
The actions of M on C form a category [M ; C], where a morphism from (F, λ)
commute. From a more abstract point of view, the category of actions of M on C is the category of pseudofunctors from the category ( * , M ) to the 2-category Cat of categories. Suppose X, r is a presentation of M . Given (F, λ) ∈ [M ; C], we get a collection of functors F x : C → C and natural isomorphisms
Let us denote by [X, r; C] the category whose objects are pairs ((F x ) x∈X , (τ r ) r∈r ) where F x are endofunctors of C and, for every r = (a 1 . . . a k , b 1 . . . , b l ), τ r is a natural isomorphism from
are commutative. Then we get from the construction described above the restriction functor Res : Theorem 4.1 should be well-known. In Section 6, we reobtain it as a consequence of Corollary 3.6.
It is clear that it is easier to specify objects in [X, r; C] than objects in [M ; C]. Therefore it is important to have a description of the essential image of the functor Res. This can be done using the coherent presentations of M described in the next section.
Monoids and ARS
Let M be a monoid with neutral element e and X, r a presentation of M . We will denote by X * the set of all finite words over the alphabet X. The set X * will be considered as a free monoid with multiplication given by concatenation of words and neutral element given by the empty word ∅. Denote by φ the canonical epimorphism from X * to M . Let
We will sometimes write the elements of X * rX * in the form w 1 rw 2 with r ∈ r. Let us consider the ARS X * , X * rX * . It is clear that if
Proposition 5.1. Suppose X * , X * rX * is confluent and ։ is a well-founded preorder. Then φ(u) = φ(v) if and only if Attr(u) = Attr(v).
Proof. The "if" part is obvious. Suppose φ(u) = φ(v). Then there is a sequence of words
In other words we have a zigzag u v in X * , X * rX * . Using the fact that X * , X * rX * is confluent and following the same reasoning as in the proof of Corollary 2.7, we conclude that there are w ∈ X * and two paths u ։ w, v ։ w in X * , X * r . Thus Attr(u) = Attr(w) = Attr(v).
We will denote by l(w) the length of w ∈ X * . If r = (u, v) ∈ r, then we define s(r) = u and t(r) = v. Definition 5.2. A critical pair is a pair of elements in X * rX * of one of the forms
We say that a critical pair of the first type is convergent if there is w ∈ X * and there are paths ut(r) ։ w, t(r ′ )v ։ w. A critical pair of the second type is called convergent if there is w ∈ X * and there are paths t(r) ։ w, ut(r
Given convergent critical pairs (ur, r ′ v), (r, ur ′ v) and convergence paths
We will call the e.d.s (6) a critical e.d.s. Let Y be a set of critical e.d.s. We say that Y is complete if for every critical pair there is at least one corresponding critical e.d. in Y. Let r, r ′ ∈ r and w ∈ W . We will denote by N (r, w, r ′ ) the e.d.
The e.d. N (r, w, r ′ ) is called a natural e.d. We write N for the set of all natural e.d.s. Given an e.d.
in X * , X * rX * and words w 1 , w 2 ∈ X * , we define
Let Y be a complete set of critical e.d.s. Then the set
is a complete set of e.d.s for the ARS X * , X * rX * . We say that a preorder on X * rX * is monomial if 1) for every ρ 1 , ρ 2 ∈ X * rX * such that ρ 1 ≻ ρ 2 and for every w ∈ X * , we have
2) for every ρ 1 , ρ 2 ∈ X * rX * such that ρ 1 ∼ ρ 2 and for every w ∈ X * , we have
Let us state for the late use 
Coherent presentation
Let X, r be a presentation of a monoid M . Suppose (F, τ ) ∈ [X, r; C]. Denote by End(C) the category of endofunctors of C. Define the map of graphs f F,τ : X * , X * rX * → End(C) by
We will also use the following natural abbreviations
w ։ w is of length zero then τ p is the identity transformation of F w . Now, given a zigzag z w 0
where some paths could be empty, we define τ z to be the product
We say that two zigzags z 1 and z 2 are parallel if they have the same source and target. Given a set Z of pairs of parallel zigzags, we will define [X, r, Z; C] to be the full subcategory of [X, r; C] with objects (F, τ ) such that τ p = τ q for all (p, q) ∈ Z.
In what follows, if E is an e.d. then E ∈ Z means that the two paths, that one can obtain from E, constitute a pair in Z. Thus if E ∈ Z and (F, τ ) ∈ [X, r, Z; C], then f F,τ (E) is a commutative diagram.
Note
for any collection Z of pairs of parallel zigzags.
Example 6.1. To avoid ambiguity we write elements in M k as m 1 |m 2 | · · · |m k . Then we have a presentation M, r of M , with
Every path in the resulting ARS M * , M * rM * ends either at m ∈ M 1 , m = e, or at ∅. Thus M * , M * rM * is terminating. Every critical e.d. for M, r has one of the following forms
Let us denote by Y the set of all critical e.d. Let (F, λ) ∈ [M, r, E; C]. By Example 3.7, it follows that for any two zigzags z,z ′ : Proof. Let (F, λ) ∈ [M ; C] and Res(F, λ) = (F, τ ) ∈ [X, r, E; C]. By the definition of τ , every natural isomorphism τ r , r ∈ r, is a value of f F,λ on a suitable zigzag in the defined above ARS M * , M * rM * . Now let (p, q) ∈ Z, with p, q : u w. We have to prove that τ p = τ q . Since every τ r can be replaced by λ z for a suitable zigzag z in M * , M * rM * , we see that there are zigzags z ′ , z ′′ : u w in M * , M * rM * such that τ p = λ z ′ and τ q = λ z ′′ . But by Example 6.1, we have λ z ′ = λ z ′′ . Thus also τ p = τ q .
Proof of Theorem 4.1. The functor Res is faithful as every morphism ρ : (F, λ) → (G, µ) in [M ; C] can be uniquely reconstructed from its image ν = Res(ρ) by use of the diagrams
Now we show that the functor Res is full. Denote the images of (F, λ) and of (G, µ) under Res by (F, τ ) and (G, σ), respectively. Take a morphism ν : (F, τ ) → (G, σ) in [X, r; C]. Let m ∈ M . Then we can write m as a product of elements in X, say m = x 1 . . . x k . We define ρ m by using the diagram (9)
We have to check that the natural transformation ρ m is well-defined. Suppose y 1 . . . y l = m with y j ∈ X. As X, r is a presentation of M , there is a zigzag z :
Since ν is a morphism in [X, r; C] we get that the diagram
commutes. As in the proof of Proposition 6.2, we can find a zigzag z ′ in M * , M * rM * such that λ z ′ = τ z and µ z ′ = σ z . Now, consider the zigzag
Since z ′ and z ′′ have the same source and target, we get as in the proof of Proposition 6.2, that λ z ′ = λ z ′′ and µ z ′ = µ z ′′ . Thus we have the commutative diagram
which shows that ρ m does not depend on the choice of the presentation of m in X, r . Now we have to check that (ρ m ) m∈M is a well-defined morphism in [M ; C],i.e. that for every m 1 , m 2 ∈ M the diagram
commutes. Suppose m 1 = x 1 . . . x k and m 2 = y 1 . . . y l with x i , y j ∈ X. Then since we can use the presentation x 1 . . . x k y 1 . . . y l of m 1 m 2 to define ρ m1m2 , we get that in the diagram
the triangles commute by the definition of the λ's, the left rectangle commutes by the definition of ρ m1 and ρ m2 , and the external rectangle commutes by the definition of ρ m1m2 . Since all λ's are isomorphisms, we get that also the right rectangle commutes. This shows that ρ is a well-defined morphism from (F, λ)
We say that a set Z of pairs of parallel zigzags in X * , X * rX * defines a coherent presentation of M , if the functor Res Z : [M ; C] → [X, r, Z; C] is an equivalence of categories. The main result of this section is the following theorem. Theorem 6.3. Let X, r be a presentation of a monoid M with neutral element e. Suppose that 1) the transitive closure ։ of X * rX * is a well-founded preorder on X * ;
2) there exists a well-founded monomial preorder on X * rX * such that all natural e.d.s are decreasing;
3) there is a complete set Y of critical e.d.s that are decreasing with respect to .
Denote by L the collection of all pairs (p, ∅ b ), where b ∈ Attr(A), ∅ b is the empty path at b, and p : b ։ b. Then Res Y⊔L is an equivalence of categories.
Proof. Let E be the collection of e.d.s defined by (7). In view of (8), it is enough to show that
is an equivalence of categories. Since Res E⊔L is fully faithful, it is enough to check that it is a dense functor.
satisfies conditions of Corollary 3.6. In particular, for any two zigzags z, z ′ : u v in X * , X * rX * we have τ z = τ z ′ . Now, for every m in M we choose a presentation x 1 . . . x k of m in X, r . We will assume that if m ∈ X, then its chosen presentation is m itself. We define G m = F x1 . . . F x k using the above chosen presentation. Now, let m ′ ∈ M and y 1 . . . y l be its chosen presentation. Then x 1 . . . x k y 1 . . . y l is a presentation of mm ′ , which, in general, is different of the chosen presentation, say, z 1 . . . z n of mm ′ . Since X, r is a presentation of M , we get that there is zigzag ζ : x 1 . . . x k y 1 . . . y l z 1 . . . z n in X * , X * rX * . We define λ m,m ′ = τ ζ . As we already mentioned the resulting natural isomorphism is independent of the choice of ζ. Now, if m ′′ ∈ M , the compositions
are equal to τ ζ ′ and τ ζ ′′ for suitable parallel zigzags ζ ′ , ζ ′′ in X * , X * rX * . Thus the natural transformations (10) are equal. Hence we get that (G, λ) is an object of [M ; C].
We have to check that Res(G, λ) = (F, τ ). Since for every x ∈ X, we have G x = F x , we get Res(G, λ) = (F, σ). Thus, we have only to check that σ = τ . For every r = (u, v) ∈ r, we defined σ r as λ z for a suitable zigzag z in M * , M * rM * . Since every λ m,m ′ is of the form τ z ′ for a zigzag z ′ in X * , X * rX * , we get that there is a zigzag ζ : u v in X * , X * rX * such that λ z = τ ζ . But now τ ζ = τ r . This shows that σ r = τ r .
Example 6.4. Suppose X * , X * rX * is terminating and r satisfies the KnuthBendix condition. Let Y be a complete set of critical e.d.s. Then, in view of Example 3.7, we get that Res Y is an equivalence of categories. Thus one of the ways to find a coherent presentation of a monoid M is to perform the Knuth-Bendix completion procedure on a given presentation. Unfortunately, this process can either not to finish or to lead to an enormous coherent presentation which is not useful for practical purposes.
7 Coherent presentation for the 0-Hecke monoid The 0-Hecke monoid H(Σ n+1 ) is defined by the following presentation
where
In this section we find a coherent presentation of H(Σ n+1 ) that extends the above presentation of H(Σ n+1 ). It is easy to see that X * , X * r ′ X * is not (locally) confluent. We denote by r ′′ the set r
It is well-know that X * , X * r ′′ X * is confluent. In the diagrams below we will write i in place of T i . We will also use ′ for decrement and for increment, thus for an integer k
We will show that the set P of pairs of paths in X * , X * r ′′ X * defined below gives a coherent presentation of H(Σ n+1 ), i.e. that
is an equivalence of categories. The set P consists of the pairs of paths that one obtains from the following diagrams
The diagrams (18) and (19) were called Tits-Zamolodchikov 3-cells in [2] .
We will say that a path p in X * , X * r ′′ X * is a c-path if all the steps in p are of the form X * c st X * for some s, t such that |s − t| ≥ 2.
Proof. Let c be the subset r ′′ consisting of all c ji with j ≥ i + 2. Using (11), we see that τ cij = τ −1 cji for all j ≥ i + 2. Therefore, there are zigzags z, z ′ in X * , X * cX * such that τ p = τ z and τ p ′ = τ z ′ . The ARS X * , X * cX * is terminating and locally confluent, with the only critical e.d.s given by (18) with k ≥ j + 2, j ≥ i + 2. Therefore, by Example 3.7, we get that τ z = τ z ′ .
The easiest way to prove our result would be to have a complete set of decreasing critical e.d.s for X * , X * r ′′ X * . The author does not know at the moment if this is possible. Instead, we will proceed as follows 1) first we replace r ′′ with a bigger set r of generating rules;
2) then we define a preorder on X * rX * so that there is a complete set of decreasing critical e.d.s for X, r and all natural e.d.s are decreasing;
3) further we show that all the chosen critical e.d.s can be subdivided into diagrams in P;
4) finally we show that for all (F, τ ) ∈ [X, r, P; C] and any attractor loop p :
Here a i , c st are defined as before and
where j . . . i denotes the interval of the arithmetic progression with the step −1. Note that in particular b jj ′ = b j , and therefore r ′′ ⊂ r. We define the preorder on X * rX * as follows. Given r, r ′ , we write r ≫ r ′ to indicate that
Moreover, for example, c ≫ a will indicate that c st ≫ a i for all s, t, and i. We will write # j u for the number of occurrences of j in u ∈ X * . The preorder is defined by the rules
to compare two elements in X * rX * , we first replace, if necessary, all b ji by b jj ′ j ′′ . . . i, and then proceed with the rules below;
2) we order the relations in r by
iii) c ij ≫ c ts for all j ≥ i + 2 and t ≥ s + 2; iv) for k ≥ j + 2 and t ≥ s + 2, c kj ≫ c ts , if k > t or k = t and j > s; v) { c ij | j ≥ i + 2} are ordered arbitrary;
3) if words contain the same generating rule r ∈ r we proceed as follows: i) if r = a i , then we just compare lengths of the words: the longer word is greater; ii) if r = c ji with
with respect to the lexicographical order on N k .
If for two words w, w ′ ∈ X * rX * we cannot conclude either w ≻ w ′ or w ′ ≻ w, according to the above rules, then w ∼ w ′ . It is obvious that the preorder is monomial.
Proposition 7.2. All the natural e.d.s of the ARS X * , X * rX * are decreasing with respect to the preorder .
Proof. Let r, r ′ ∈ r and w ∈ X * . Then N (r, w, r ′ ) has the top arrow rws(r ′ ), the bottom arrow rwt(r ′ ), the left arrow s(r)wr ′ , and the right arrow t(r)wr ′ . If rws(r ′ ) rwt(r ′ ) and s(r)wr ′ t(r)wr ′ then the e.d. N (r, w, r ′ ) is obviously decreasing.
Thus, we have to find triples (r, w, r ′ ) for which rwt(r ′ ) ≻ rws(r ′ ) or t(r)wr ′ ≻ s(r)wr ′ . First we identify triples (r, w, r ′ ) such that rwt(r ′ ) ≻ rws(r ′ ). If r is of type a, then rwt(r ′ ) ≻ rws(r ′ ) if and only if the length of t(r ′ ) is greater than the length of s(r ′ ). But there is no rule r ′ ∈ r with such property. Thus r cannot be of type a. Now, suppose r if of type c. We have two cases: either r = c ij or r = c ji , with
It is clear that r ′ can be of type a or c as for such rules we have # k t(r ′ ) = # k s(r ′ ) for arbitrary k. If r ′ = b ml with m > l, then
Thus ( 
This is possible only in the case r ′ = b j+1,k for some k < j + 1. As b j+1,j ≫ b jj ′ , we get that s(r)wr 
As for rules r ′′ of type a or c, the inequality # k t(r ′′ ) ≤ # k s(r ′′ ) holds for every k, we get that r cannot be of type a or c. If r = b ml for some m > l, then the sums in (22) are equal unless j = m, in which case the left hand side of (22) with respect to the lexicographical order on N j . This is possible only in the case r = b j+1,l for some l < j + 1. As b j+1,j ≫ b jj ′ , we get that rws(r ′ ) ≻ t(r)wr ′ . Moreover, as # j+1 s(r ′ ) = # j+1 t(r ′ ) and # j s(r ′ ) > # j t(r ′ ), we have rws(r ′ ) ≻ rwt(r ′ ). This shows that N (r, w, r ′ ) is decreasing in this case.
Now we construct a complete set of decreasing critical e.d.s for the ARS X * , X * rX * . Note that there are not any rules r, r ′ ∈ r such that s(r ′ ) is a proper subword of s(r). Therefore all the cricital pairs for r are of the form (ru, vr ′ ) for some r, r ′ ∈ r and non-empty u, v ∈ X * . If r = c ij with j ≥ i + 2, then the following commutative diagram is decreas-ing and resolving for this critical pair
In fact, c ij ≫ c ji implies that c ij u ≻ c ji u. As is monomial, we get that
is decreasing and resolves the critical pair (ru, vc ij ).
It is left to consider the critical pairs with r and r ′ equal to one of a k , b ji ,
In the diagrams below we will abbreviate c-paths by c * ։. This does not create any ambiguity in view of Proposition 7.1.
We first consider all the critical pairs involving at least one a k . The diagram (12) is a decreasing critical e.d. for the critical pair (ka k , a k k). For the critical pair (a k k ′ . . . jk, kb kj ), we consider the diagram
The diagram (24) is decreasing since kb kj is greater than all the other arrows. Note, that for j = k ′ the word k ′′ . . . j is empty and we recover (14). For the critical pair (b kj k, k . . . ja k ), we consider the diagram
Now suppose k ≥ s + 2 and k ≥ j + 1. For the critical pair (b kj s, k . . . jc ks ) we will consider several cases. If j ≥ s + 2, then we can take a diagram similar to (28)
In (29), b kj s ∼ sb kj and dominates every arrow in the horizontal c-path. We have to check that k . . . jc ks dominates all arrows in the vertical c-path. This is done using that c ks ≫ c ts for all k ′ ≥ t ≥ j, and that k . . . jc ks ≻ c ks k ′ . . . jk. For j = s + 1 we consider the diagram
The diagram (30) is decreasing since
In (31), b kj j dominates all the arrows.
For k ′′ ≥ s ≥ j + 1, we take the diagram
Since the set of words of length not greater than l = l(w 0 ) is finite, we see that there is a word w that appears in (33) infinitely many times. Let w k = w be the first appearance of w in (33). Then for all m > k, there is n > m such that w n = w. Thus we get that for all m > k there are paths w = w k ։ w m and w m ։ w n = w. This shows that for every m > k, we have w և ։ w m , that is ։ is a well-founded preorder.
Proposition 7.4. Let w be a semi-normal element in X * , X * rX * and p : w ։ w a path in X * , X * rX * . Then p is a c-path.
Proof. Define the map
We will write u ≥ v if l(u) ≥ l(v) with respect to the lexicographical order on
Let L ′ be a subset of L consisting of (11). Combining Proposition 7.1 and Proposition 7.4, we get ′ . Now we are going to show that for every (F, τ ) ∈ [X, r ′′ , P; C], we get P(F, τ ) ∈ [X, r, Y ⊔ L ′ ; C]. Let us write (F,τ ) for P(F, τ ). We have to show that every diagram in Y ⊔ L ′ is mapped into a commutative diagram under f F,τ . For L ′ this is obvious, since L ′ ⊂ P and (F, τ ) ∈ [X, r ′′ , P; C]. Now, we have to check that all the diagrams (23-32) become commutative under f F,τ .
For (23) this is obvious, since τ (c st )τ (c ts ) = id for all |s − t| ≥ 2. The commutativity of the other diagrams follows by an induction argument and the patching diagrams listed bellow. We label natural e.d.s by N .
As we already noted before (24) for j = k ′ becomes (14 
The commutativity of the diagrams f F,τ (E(b kj , c kj ′ )) follows from the definition ofτ . Next we check that f F,τ (E(b kj , c kj )) is commutative. 
To prove the commutativity of f F,τ (E(b kj , c ks )), one notices that commutativity of f F,τ (E(b kj , c kj ′ ) for all j ≤ k ′ , implies that for any k ′′ ≥ s ≥ j + 1, the following diagram commutes uppon application of f F,τ to it:
k . . . jks G G 
Further one uses thatτ (c sk )τ (c ks ) = id and the natural e.d. with r = b k s , r ′ = b sj , and w = ∅. This finishes the proof that the diagrams (12-19) give a coherent presentation for the 0-Hecke monoid H(Σ n+1 ).
