Abstract. In this paper we study the problem of minimizing condition numbers over a compact convex subset of the cone of symmetric positive semidefinite n × n matrices. We show that the condition number is a Clarke regular strongly pseudoconvex function. We prove that a global solution of the problem can be approximated by an exact or an inexact solution of a nonsmooth convex program. This asymptotic analysis provides a valuable tool for designing an implementable algorithm for solving the problem of minimizing condition numbers.
Introduction.
We consider optimization problems of the form (P) minimize κ(A) subject to A ∈ Ω, in which Ω is a compact convex subset of S + n , the cone of symmetric positive semidefinite n×n matrices, and κ(A) denotes the condition number of A. On denoting λ 1 (A), . . . , λ n (A) the decreasingly ordered eigenvalues of A, the function κ considered here is defined by The reason for choosing the above extension of κ(A) in the cases where λ n (A) = 0 will appear clearly in section 3 below. Notice that, with such an extension, κ reaches its global minimum value at A = 0. In order to avoid this trivial case, we assume throughout that the set Ω does not contain the null matrix. From the definition of κ(A), it is clear that if the constraint set Ω contains a positive definite matrix, then a minimizer for problem (P) (as well as problem (P p ) to be defined below) must belong to S ++ n , the cone of symmetric positive definite n × n matrices. Problems such as (P) arise in several applications. The following example, which can be found in [3] , is one of them.
Example 1.1. The Markovitz model for portfolio selection consists in selecting a portfolio x ∈ R n + (where R n + denotes the nonnegative orthant of R n ) which is a solution to an optimization problem of the form (M ) minimize x, Qx s.t. x ∈ Δ n , c, x ≥ b,
in which P is either of the previously mentioned polytopes.
It is well-known that the condition number function A → κ(A) is Lipschitz continuous near any positive definite matrix A. However, the minimization of κ cannot be performed by using classical nonlinear programming algorithms. The fundamental difficulty lies in that κ is both nonconvex and not everywhere differentiable. For nonsmooth convex problems, there are some effective numerical algorithms such as bundle algorithms (see, e.g., Hiriart-Urruty and Lemaréchal [4] and Mäkelä [8] for a survey of earlier works, and Kiwiel [6] and the references within for more recent results). It is well-known that these algorithms are effective only for nonsmooth convex optimization problems because of the global nature of convexity but not for nonsmooth nonconvex optimization problems since, in general, first order information no longer provides a lower approximation to the objective function. The consequence is that bundle algorithms are much more complicated in the nonconvex case. For an explanation of the difficulty of extending nonsmooth convex algorithms to the nonconvex case and an extensive discussion on several classes of algorithms for nonsmooth, nonconvex optimization problems, the reader is referred to the excellent book of Kiwiel [5] as well as the recent paper of Burke, Lewis, and Overton on a gradient sampling algorithm [2] .
On the other hand, it is easy to show that κ is a quasi-convex function and hence some existing algorithms for quasi-convex programming (see [14] and the references within) may be used. In fact in this paper we will show that κ is not only a quasi-convex function but also a (nonsmooth) pseudoconvex function! One of the consequences of this interesting fact is that the nonsmooth Lagrange multiplier rule for problem (P) is not only a necessary but also a sufficient optimality condition. To the best of our knowledge, the algorithms for nonsmooth quasi-convex programming are mostly conceptual and not at all easy to implement with the exception of the level function method in [14] , and even using the level function method one needs to solve a sequence of nonsmooth convex problems.
Our approach to problem (P) is based on the observation that κ(A) is the pointwise limit of the function κ p (A) := λ (p+1)/p 1 (A)/λ n (A) as p → ∞, and that the latter is expected to be easier to minimize, since κ p p , the pth power of κ p , turns out to be convex and hence the effective bundle algorithms for nonsmooth nonconvex optimization problems may be used. For convenience, we consider the (lower semicontinuous extensions) of κ p defined by
Both κ and κ p are quasi-convex. Recall that a function f : R n →R is said to be quasi-convex if it has convex level sets or, equivalently, if
Recall also that the level set of level α ∈ R of a function f : R n →R is the set
The convexity of lev α (κ) and lev α (κ p ) is an immediate consequence of the following proposition.
are, respectively, convex, concave, and convex on S + n . Proof. For every symmetric positive semidefinite matrix A,
x, Ax and λ n (A) = min
x, Ax .
Thus A → λ 1 (A) and A → λ n (A) are, respectively, convex and concave. The convexity of A → λ 1 (A) (p+1)/p results from the well-known fact that the postcomposition of a convex function by a convex increasing function is convex.
The pointwise convergence of κ p to κ suggests that one may tackle problem (P) via a sequence of approximate problems in which the objective function κ is replaced by κ p . We shall therefore also consider the following problem:
In section 3, we shall prove that κ p p is convexs so that problem (P p ) is in fact equivalent to the convex problem of minimizing κ p p over Ω. In section 4, we shall compute the subdifferentials of all three functions κ, κ p , and κ p p in order to obtain information on the asymptotic behavior of minimizers of κ p as p goes to infinity. This asymptotic behavior is then considered in section 5.
Preliminaries.

Nonsmooth analysis tools.
Definition 2.1. Let E be a Banach space, S be a subset of E, and x 0 ∈ S. Let f : S → R be Lipschitz near x 0 . We define the directional derivative of f at x 0 in direction v to be the number
provided it exists. We define the Clarke directional derivative of f at x 0 in direction v to be the number
The function f is said to be Clarke regular at x 0 (or merely regular at 
We shall need the following quotient rule from [1] . 
.
We shall also need the following regularity result and chain rule, which we shall prove for convenience.
Proposition 2.2. Let E be a Banach space, S be a subset of E, and
Moreover, if g is continuously differentiable in a neighborhood of h(x 0 ) and h is Clarke regular at
Proof. The first statement is a special case of [1, Theorem 2.3.9(ii)]. Let us prove the second statement. For every v ∈ E and every t > 0 small enough, we have, by the mean value theorem,
Taking the limit as t ↓ 0 yields
On the other hand, for every x near x, for every v ∈ E, and every t > 0 small enough,
Taking the lim sup as x → x and t ↓ 0 yields
by regularity of h. This proves f is regular at x and the chain rule formula.
In general, the Clarke regularity of a function f does not imply regularity of its negative. For example, f (x) = |x| is regular at x 0 = 0 but its negative f (x) = −|x| is not regular at the same point. However, the following holds.
Lemma 2.1. Let E be a Banach space, S be a subset of E, and x 0 ∈ S. Let f : S → R be such that −f is Clarke regular at x 0 , and let ϕ : R → R be continuously differentiable and nondecreasing at f (x 0 ). Then −ϕ • f is Clarke regular at x 0 and
Proof. Since f is Lipschitz near x 0 , applying twice the chain rule (see Proposition 2.2) yields (1). By the mean value theorem applied to the function ϕ,
where the regularity of −f ensures existence of the limit. Therefore,
Finally,
in which the last equality is due to the Clarke regularity of −f . The conclusion then follows from (2).
Convex tools. Definition 2.3. Let E be an n-dimensional Euclidean space, f : E →R be a proper convex function, and x be a point such that f (x) is finite. A vector
The set of all subgradients of f at x is denoted by ∂ ε f (x) and is called the ε-subdifferential of f at x. When ε = 0, ∂f (x) := ∂ 0 f (x) is the set of subgradients of f at x in the sense of convex analysis and coincides with the Clarke subdifferential of f at x for a convex function f . The ε-normal set to a closed convex set C at x is defined as the ε-subdifferential of the indicator function δ(·|C) of C at x: The proof of the following result can be found in [4] . Proposition 2.3. Let E be an n-dimensional Euclidean space, f : E →R be a proper convex function, and x be a point such that f (x) is finite. Then the following conditions hold.
where dom f := {x : f (x) = +∞} is the domain of f and ri C denotes the set of relative interior points of C; see [4 
Convexity of κ
The recession cone of a convex set C ⊂ R n is defined as the set of vectors y such that C + {y} ⊂ C. We denote it by 0 + C. Recall that if C is a closed convex set containing the origin, then
βC (see [13, Corollary 8.3.2] ). Let Γ(R n ) denote the set of all convex subsets of R n . We define on R + × Γ(R n ) the binary operation
A set-valued mapping σ : R → 2 R n is said to be increasing whenever r 1 ≥ r 2 implies σ(r 1 ) ⊃ σ(r 2 ). The proof of the following lemma can be found in [12] . Proof. If f is identically equal to ∞, there is nothing to prove. Assuming that there exists x 0 = 0 such that f (x 0 ) < ∞, let us prove that f (0) = 0. Since f is lower semicontinuous, one has
Since f takes its values in [0, ∞], one must have f (0) = 0. Next, let us prove that lev 0 (f ) = 0 + (lev 1 (f )). One has
Consequently, the formula lev r (f ) = r 1/p · lev 1 (f ) holds for every r ≥ 0. Finally, let us prove that the epigraph of f is convex. One has
The conclusion then follows from Lemma 3.1, with m = 1, g(r) = r 1/p , and C = lev 1 (f ). (A)/λ p n (B) to the linear manifold {A = B}, and that the latter function turns out to be jointly convex. The proof of the latter fact relies on the binary operation introduced in [11] , which we now outline. Let f, g : E →R, where E is a Euclidean space. Assume that f is closed proper convex, with f (0) ≤ 0, and that g is closed proper concave and nonnegative on its effective domain dom g := {x ∈ E |g(x) > −∞}. Let f 0 + denote the recession function of f . Recall that f 0 + (x) = lim t↓0 tf (x/t) (see [13] ). The function
is then closed proper convex on E × E (see [11, Theorem 2.1]). Now let f and g be defined on S n by
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The functions f and g are, respectively, closed proper convex and closed proper concave on S n . Furthermore, f (0) = 0 and g is nonnegative on its domain dom g = S 
Subdifferentials.
We shall use the following result, which is due to Cox, Overton, and Lewis (see [7] , Corollary 10).
Proposition 4.1. The Clarke subdifferential of λ k is given by p k → ∞ as k → ∞) which converges to a global solution of problem (P). We call stationary point of (P) any matrixĀ satisfying
in which N Ω (Ā) is the normal cone to Ω atĀ.
Exact approximation.
Definition 5.1. Let E be a Banach space, Ω be a subset of E, and f : E →R be lower semicontinuous and Lipschitz near a pointx ∈ Ω. We say that f is strongly pseudoconvex atx on Ω if for every ξ ∈ ∂f (x) and every x ∈ Ω,
We say that f is strongly pseudoconvex on Ω if f is strongly pseudoconvex at everyx on Ω.
We emphasize that our notion of strong pseudoconvexity is indeed stronger than the standard notion of pseudoconvexity, since, in the latter, it is assumed that
and it is known that f 
Proof. The necessity is contained in [9, Chapter 5, Proposition 5.3]. Let us prove the sufficiency. Let ξ ∈ ∂f (x) be such that −ξ ∈ N Ω (x). By definition of the normal cone, for all x ∈ Ω, ξ, x −x ≥ 0. Therefore, max{ ξ, x −x |ξ ∈ ∂f (x)} ≥ 0 for all x ∈ Ω. The pseudoconvexity of f atx on Ω then implies that, for all x ∈ Ω, f (x) ≥ f (x).
Proposition 5.2. The function κ is strongly pseudoconvex on S ++ n . Proof. LetĀ ∈ S ++ n . We shall prove that, for every V ∈ ∂κ(Ā), the condition
with V 1 ∈ ∂λ 1 (Ā) and V n ∈ ∂λ n (Ā). Since λ 1 and −λ n are convex, we have
It follows that 
As is pointed out by one of the referees, the above necessary and sufficient optimality condition can be derived by transforming problem (P) into the following equivalent convex optimization problem:
Note that the above equivalent problem cannot be used to solve the problem since it involves the unknown optimal solutionĀ. 
by Proposition 4.2. Taking a subsequence if necessary, we can assume thatĀ p k converges to some matrixĀ ∈ Ω. Recall indeed that Ω is assumed to be compact. We now wish to show that 0 ∈ ∂κ(Ā) + N Ω (Ā).
By (6) , there exist V (k) 1 ∈ ∂λ 1 (Ā p k ) and V (k) n ∈ ∂λ n (Ā p k ), and V (k) ∈ N Ω (Ā p k ) such that
From Proposition 4.1, we see that the sequences V →V n withV 1 ∈ ∂λ 1 (Ā) andV n ∈ ∂λ n (Ā), where we used the closedness of the multifunctions ∂λ 1 and ∂λ n . Since the multifunction N Ω is closed, we can pass to the limit in (7) and obtain 0 ∈ λ 1 (Ā)
By Corollary 5.1, the stationary pointĀ is a global minimizer of κ over Ω.
