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Abstract
In this paper, we study several propositional team logics that are closed under unions,
including propositional inclusion logic. We prove that all these logics are expressively
complete, and we introduce sound and complete systems of natural deduction for these
logics. We also show that these and many other expressively complete propositional
team logics with the locality property enjoy the (uniform) interpolation property.
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1. Introduction
In this paper, we study propositional union closed team logics. These logics are
variants of dependence logic, whichwas introduced by Va¨a¨na¨nen [27] as a non-classical
first-order logic for reasoning about dependencies. This framework extends the clas-
sical logic by adding new atomic formulas for charactering dependence and indepen-
dence between variables. Examples of such atoms are dependence atoms (giving rise to
dependence logic [27]), inclusion atoms (giving rise to inclusion logic [9]) and indepen-
dence atoms (giving rise to independence logic [14]). Dependence logic and its variants
adopts the so-called team semantics, which was introduced by Hodges [22, 23]. The
basic idea of team semantics is that dependency properties can only manifest them-
selves in multitudes. Thus, formulas of these logics are evaluated under teams, which,
in the propositional context, are sets of valuations.
Logics based on team semantics, also called team(-based) logics, can have inter-
esting closure properties. Dependence logic is closed downwards, meaning that the
truth of a formula on a team is preserved under taking subteams. In this paper, we
study propositional team-based logics that are closed under unions, meaning that if
two teams (i.e., two sets of valuations) both satisfy a formula, then their set-theoretic
union also satisfies the same formula. Inclusion logic is closed under unions. Other
union closed logics we will consider are classical logic extended with anonymity atoms
(introduced in [8] and studied recently by Va¨a¨na¨nen [28] with concerns in data safety),
and with the relevant disjunction / (introduced by Ro¨nnholm [26], and also known as
nonempty disjunction [21, 32]).
In 2013, first-order inclusion logic was shown by Galliani and Hella [11] to be
expressively equivalent to positive greatest fixed point logic and thus captures the com-
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plexity class NP over finite ordered structures. This breakthrough has sparked increas-
ing interests in inclusion logic and union closed team logics in general in recent years.
For instance, model-checking games for first-order inclusion logic were developed in
[12, 13], first-order consequences of first-order inclusion logic were axiomatized in
[30], computational complexity and syntactical fragments of first-order inclusion logic
were investigated in [10, 16, 17, 18, 26], a team-based first-order logic characterizing
the union closed fragment of existential second-order logic was identified in [24], etc.
On the propositional level, basic properties of propositional inclusion logic and other
union closed team logics were discussed in [32]. The results in [32] are, however, rela-
tively preliminary, compared with the elaborated account of propositional downwards
closed team logics in the literature (see e.g., [5, 31]). There are some recent articles
on the expressive power and computational complexity properties of modal inclusion
logic [19, 20, 21] that also cover propositional inclusion logic, but only briefly as a
special case. The aim of this paper is to provide a relatively more complete account for
the logical properties of propositional union closed team logics.
It follows from [21] that propositional inclusion logic (CPL(⊆)) with extended
inclusion atoms is expressively complete, and CPL(⊆) is thus expressively equivalent
to classical logic extended with relevant disjunction (CPL(/)), which was shown to
be expressively complete as well in [32]. We show in this paper that classical logic
extended with anonymity atoms (CPL(ϒ)) is also expressively complete, and CPL(⊆)
with slightly less general inclusion atoms is already expressively complete. We also
provide axiomatizations for CPL(⊆) and CPL(/), which are lacking in the literature.
We define sound and complete systems of natural deduction for these logics. As with
other team logics, these systems do not admit uniform substitution. The completeness
theorem for these systems are proved by using certain disjunctive normal form in the
logics.
We will also give a proof of the (uniform) interpolation property for these expres-
sively complete union closed logics and many other expressively complete proposi-
tional team logics that satisfy the locality property. While this result follows essen-
tially already from the work of D’Agostino [6] in the team-based modal logics context,
our proof singles out and highlights the assumption of locality, which turns out to be
a non-trivial property for logics based on team semantics. We also give an example
to illustrate the failure of interpolation property in a fragment of CPL(/) under strict
semantics that does not satisfy the locality property.
This paper is organized as follows. In Section 2, we recall the basics of team
semantics and define the propositional union closed team logics we consider in the
paper. In Section 3, we prove that these logics are expressive complete. In Section 4,
we axiomatize classical propositional logic extended with relevant disjunctionCPL(/)
and propositional inclusion logicCPL(⊆) as well asCPL(⊆0). In Section 5, we revisit
the property of locality, and show that locality and expressively completeness in some
forgetful class imply the uniform interpolation property for propositional team logics.
As a consequence all of the expressively complete propositional union closed team
logics considered in the paper enjoy uniform interpolation. We conclude and discuss
further directions in Section 6.
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2. Preliminaries
Let us start by recalling the syntax and team semantics for classical propositional
logic (CPL). Fix a set Prop of propositional variables. The set of well-formed formulas
of CPL (called classical formulas) are given by the grammar:
α ::= p | ⊥ | ⊤ | ¬α | α∧α | α∨α
Throughout the paper we reserve the first Greek letters α,β,γ, ... for classical formulas.
As usual, we write α→ β := ¬α∨β and α↔ β := (α→ β)∧ (β → α). We write
Prop(α) for the set of propositional variables occurring in the formula α. We also use
the notation α(N) to indicate that Prop(α) ⊆ N⊆ Prop.
Let N = {p1, . . . ,pn} ⊆ Prop be a set of propositional variables. An (N-)team X
is a set of valuations v : N∪{⊥,⊤}→ {0,1} with v(⊥) = 0 and v(⊤) = 1. The set N
is called the domain of the team X , denoted as dom(X). In particular, the empty set
/0 is a team (of an arbitrary domain). The notion of a classical formula α being true
on a team X with dom(X) ⊇ Prop(α), denoted by X |= α, is defined inductively as
follows:
• X |= p iff for all v ∈X , v(p) = 1.
• X |=⊥ iff X = /0.
• X |=⊤ always holds.
• X |= ¬α iff for all v ∈X , {v} 6|= α.
• X |= α∧β iff X |= α andX |= β.
• X |= α∨β iff there exist subteams Y,Z ⊆ X such that X = Y ∪Z , Y |=
α and Z |= β.
For any set Γ∪{α} of formulas, we write Γ |= α if for all teams X with dom(X) ⊇⋃
γ∈ΓProp(γ)∪Prop(α),X |= γ for all γ ∈ Γ impliesX |= α. We write simply α |= β
for {α} |= β. If both α |= β and β |= α, we write α ≡ β and say that α and β are
semantically equivalent.
For any N-teamX andM⊆ N, we define
X ↾M= {s ↾M | s ∈X}.
It is easy to verify that CPL-formulas α have the locality property, empty team prop-
erty, union closure property and downwards closure property:
Locality: For any teamsX and Y such that dom(X),dom(Y )⊇N andX ↾N=Y ↾N,
it holds that
X |= α(N) ⇐⇒ Y |= α(N).
Empty Team Property: /0 |= α holds;
Union Closure: X |= α and Y |= α implyX ∪Y |= α;
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Downwards Closure: X |= α and Y ⊆X imply Y |= α.
It is easy to verify that the empty team property, union closure property and downwards
closure property together are equivalent to the flatness property:
Flatness X |= α if and only if {v} |= α for all v ∈X .
Moreover, an easy inductive proof shows that the truth of a classical formula α on
singleton teams {v} coincides with its truth on the single valuations v in the usual
sense, namely,
{v} |= α if and only if v |= α. (1)
The flatness of classical formulas shows that team semantics is conservative over
classical formulas. We now extend CPL to three non-flat but union closed team-based
logics. Consider a new disjunction /, called relevant disjunction, and atomic formulas
of the form a1 . . .ak⊆ b1 . . . bk with each ai, bi ∈Prop∪{⊥,⊤}, called inclusion atoms,
and of the form p1 . . . pkϒq1 . . . qm with each pi,qj ∈ Prop, called anonymity atoms.
Inclusion and anonymity atoms are often represented as a ⊆ b and pϒq with letters
a,b,p,q in serif font standing for sequences of propositional variables or constants of
certain lengths. Define the logic CPL(/) as the extension of CPL by adding relevant
disjunction /, and negation ¬ is allowed to occur only in front of classical formulas,
that is, formulas of CPL(/) are formed by the grammar:
φ ::= p | ⊥ | ⊤ | ¬α | φ∧φ | φ∨φ | φ/φ
where α stands for an arbitrary classical formula. Similarly for the extensionsCPL(⊆)
and CPL(ϒ) of CPL obtained by adding the inclusion atoms a ⊆ b and anonymity
atoms pϒq, respectively, where, again, negation ¬ is allowed to occur only in front of
classical formulas.
Define the team semantics of the new connective and atoms as follows:
• X |= φ/ψ iff X = /0 or there exist nonempty subteams Y,Z ⊆X such that
X = Y ∪Z , Y |= φ and Z |= ψ.
• X |= a⊆ b iff for all v ∈X , there exists u ∈X such that v(a) = u(b).
• X |= pϒq iff for all v ∈ X , there exists u ∈ X such that v(p) = u(p) and
v(q) 6= u(q).
It is easy to verify that the logics CPL(/), CPL(⊆) and CPL(ϒ) satisfy the empty
team property, locality property and the union closure property.
Note the similarity and difference between the semantic clauses of ∨ and /. When
applied to classical formulas, a (flat) disjunction α∨β being true on a team X means
that either disjunct is true on each valuation v in the team X locally, while a relevant
disjunction α/β being true on the same teamX requires, in addition to the local truth
of the disjuncts, also that both disjuncts are true on some valuations (and thus both
disjuncts are considered “relevant” for the truth of the disjunction). Closely related is
another disjunction that we shall call the global disjunction (also known in the literature
by the name intuitionistic disjunction or Boolean disjunction or classical disjunction),
defined as
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• X |= φ \\/ψ iff X |= φ orX |= ψ.
It is easy to verify that φ∨ψ ≡ φ \\/ψ \\/(φ/ψ). The global disjunction does not pre-
serves union closure, as e.g., p \\/q is not closed under unions.
Another related connective is the unary operator ▽, called the might modality,
whose team semantics is defined as
• X |= ▽φ iff X = /0 or there exists a nonempty subteam Y ⊆ X such that
Y |= φ.
It was observed in [21] that the relevant disjunction / and the might operator ▽ are
inter-definable, as ▽φ ≡ φ/⊤ and φ/ψ ≡ (φ∨ψ)∧▽φ∧▽ψ. We say that a team-
based logic L1 is expressively weaker than another team-based logic L2, denoted as
L1 ≤ L2, if for every L1-formula φ, there exists an L2-formula ψ such that φ ≡ ψ. If
both L1≤ L2 and L2≤ L1, then we write L1≡ L2 and say that L1 and L2 are expressively
equivalent. Clearly, CPL(/) ≡ CPL(▽) for the extension CPL(▽) of CPL with the
might modality ▽.
An inclusion atom a ⊆ b as we defined can take the two constants ⊥ and ⊤ as
arguments. It thus has a more relaxed syntax than the standard one in the literature
where the arguments ai, bi can only be propositional variables. It is yet more restricted
than what is known in the literature as the extended inclusion atom (see e.g., [21]), for
which the arguments ai, bi are allowed to be arbitrary classical formulas. It will become
clear in the sequel that CPL(⊆) with the extended inclusion atoms is expressively
equivalent to the logic CPL(⊆) with the relatively less general inclusion atoms as
we defined. Let us also point out that our version of CPL(⊆) is expressively strictly
stronger than the standard version of CPL(⊆) with only propositional variables in
inclusion atoms. To see why, consider the inclusion atom ⊤ ⊆ p in one variable. To
express this inclusion atom in the standard version ofCPL(⊆), by the locality property,
it is sufficient to consider formulas in the only variable p. Modulo equivalence, the
only such classical formulas are ⊤,⊥,p,¬p, and the only inclusion atom with merely
the propositional variable p is p⊆ p, which is equivalent to ⊤. All these formulas are
flat, and thus are not equivalent to the non-flat inclusion atom ⊤⊆ p.
The anonymity atoms pϒq defined above corresponds exactly to the afunctional
dependencies studied in database theory (see e.g., [1, 2]). We write 6=(p) for the
anonymity atom 〈〉ϒp whose left component is the empty sequence 〈〉, and call such
an atom inconstancy atom. Clearly, the semantics clause of the inconstancy atom 6=(p)
reduces to
• X |= 6=(p) iff eitherX = /0 or there exist v,u ∈X such that v(p) 6= u(p).
Intuitively, 6=(p) states that the sequence p of propositional variables does not have a
constant value in the team in question. It is easy to verify that inconstancy atoms with
multiple arguments are definable in terms of those with single arguments:
6=(p1 . . . pn)≡ 6=(p1)∨·· ·∨ 6=(pn).
In addition, inconstancy atoms with single arguments are easily definable in terms of
relevant disjunction: 6=(p)≡ p/¬p.
Recall that an atom of a dual flavor is the constancy atom =(p) which states that p
has a constant value in the team:
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• X |==(p) iff for all v,u ∈X , v(p) = u(p).
Constancy atoms are clearly downwards closed. Dually, inconstancy atoms λ are up-
wards closed, meaning that
Upwards Closure: X |= λ and Y ⊇X imply Y |= λ.
Upwards closure clearly implies union closure.
We call the inclusion atoms x ⊆ a with xi ∈ {⊥,⊤} for each i primitive inclusion
atoms. For instance, ⊤⊥ ⊆ pq and ⊥⊤ ⊆ ⊤p are primitive inclusion atoms, whereas
p⊆ q, q ⊆⊤ are not. Interestingly, primitive inclusion atoms are also upwards closed.
Denote by CPL(6=(·)) and CPL(⊆0) the logics extended fromCPL by adding, respec-
tively, inconstancy atoms with single arguments and primitive inclusion atoms. Arbi-
trary formulas in these sublogics of CPL(⊆) and CPL(ϒ) are, however, not in general
upwards closed, as, e.g., already the propositional variable p is not upward closed.
3. Expressive Completeness
It was proved in [32] that the logic CPL(/) is expressively complete in the collec-
tion of all union closed team properties which contain the empty team. In this section,
we show that the other union closed team logics CPL(⊆), CPL(⊆0), CPL(ϒ) and
CPL(6=(·)) introduced in the previous section are all expressively complete in the same
sense, and thus all these five mentioned logics are expressively equivalent.
A team property P is a set of teams over certain domainN⊆ Prop. For any formula
φ(N) in the language of any of the above logics, the set
JφKN = {X ⊆ 2
N :X |= φ}
is a team property. Clearly, JφKN contains the empty team /0, and is closed under unions,
i.e.,X,Y ∈ JφKN implies X ∪Y ∈ JφKN. Let P be a collection of team properties over
some domains. For N⊆ Prop, we write
PN = {P ∈ P : P is a set of N-teams}.
Definition 3.1 (expressive completeness). We say that a team-based logic L character-
izes P, or L is expressively complete in P, if for each set N of variables,
PN = {JφKN : φ is an L-formula with Prop(φ) = N}.
As an illustration of the expressive completeness notion, recall from [32] that CPL
is expressively complete in the collection of all flat team properties (i.e., properties P
satisfyingX ∈P iff {v}∈P for all v ∈X). This fact implies immediately the following
characterization of classical formulas also in the union closed team logics we consider
in this paper.
Corollary 3.2. A formula of any of the union closed logics CPL(/), CPL(⊆) and
CPL(ϒ) is flat iff it is equivalent to a classical formula.
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Proof. The right to left direction is obvious. For the other direction, a property JφKN
defined by a flat formula φ(N) in any of the three logics is clearly a flat property. Then,
by the expressive completeness of CPL, there is a classical formula α(N) such that
JφKN = JαKN, i.e., φ≡ α.
Denote by P∪˙ the collection of all union closed team properties which contain
the empty team. Clearly, for any formula φ(N) in the union closed team logics we
introduced, JφKN ∈ P
∪˙. It was further proved in [32] that CPL(/) is expressively
complete in P∪˙. The proof makes heavy use of a CPL(/)-formula ΨX , defined for any
N-teamX with N= {p1, . . . ,pn} as
ΨX := ·
∨
v∈X
(p
v(1)
1 ∧·· ·∧p
v(n)
n ), (2)
where v(i) is short for v(pi), p
1
i := pi, p
0
i = ¬pi and ·
∨
/0 := ⊥. This formula satisfies
the crucial property that for any N-team Y
Y |= ΨX ⇐⇒ Y =X or Y = /0. (3)
One thus easily establishes that P = J
∨
X∈P ΨXKN for any N-team property P in P
∪˙.
This proof also shows that any CPL(/)-formula is equivalent to a formula
∨
X∈P ΨX
in disjunctive normal form. We now show that all the other union closed team logics
CPL(⊆0), CPL(⊆), CPL(6=(·)) andCPL(ϒ) are also expressively complete in P
∪˙, by
giving a translation of the formula ΨX into these four logics.
Theorem 3.3. The logicsCPL(⊆0), CPL(⊆), CPL(6=(·)) andCPL(ϒ) are all expres-
sively complete in P∪˙. In particular, CPL(/)≡CPL(⊆0)≡CPL(⊆)≡CPL(6=(·))≡
CPL(ϒ).
Proof. Since CPL(⊆0) and CPL(6=(·)) are sublogics of CPL(⊆) and CPL(ϒ), re-
spectively, it suffices to show that the CPL(/)-formula ΨX(N) with N= {p1, . . . ,pn}
is expressible in CPL(⊆0) and CPL(6=(·)). If X = /0, then ΨX = ⊥, which is a for-
mula in CPL(⊆0) and CPL(6=(·)). We now express ΨX in the two logics for the case
X 6= /0.
We first express the formula in the logic CPL(⊆0). Define CPL(⊆0)-formulas
ΘX :=
∨
v∈X
(p
v(1)
1 ∧·· ·∧p
v(n)
n ), and ΦX :=
∧
v∈X
v(1) . . . v(n)⊆ p1 . . . pn,
where 0 :=⊥ and 1 :=⊤. It is easy to see (or see [31]) that for any N-team Y ,
Y |= ΘX ⇐⇒ Y ⊆X. (4)
We now show that for any N-team Y ,
Y |= ΦX ⇐⇒ X ⊆ Y or Y = /0, (5)
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which, together with (4), then implies ΨX ≡ ΘX ∧ΦX
1.
For the direction “=⇒”, assuming Y 6= /0 we show that X ⊆ Y . For any v ∈ X ,
since Y |= v(1) . . . v(n)⊆ p1 . . . pn, for any u ∈ Y we can find a w ∈ Y such that
〈w(1), . . . ,w(n)〉 = 〈u(v(1)), . . . ,u(v(n))〉= 〈v(1), . . . ,v(n)〉.
Thus, v = w ∈ Y , meaning thatX ⊆ Y .
For the other direction “⇐=”, we first have that /0 |= ΦX by the empty team prop-
erty. Now, assuming Y 6= /0 we show that for any v ∈X , Y |= v(1) . . . v(n)⊆ p1 . . . pn.
For any u ∈ Y , since
〈u(v(1)), . . . ,u(v(n))〉= 〈v(1), . . . ,v(n)〉,
and v ∈X ⊆ Y , the element v ∈ Y is the required witness.
Next, we show that the formula ΨX(N) is expressible in CPL(6=(·)) by showing by
induction on k ≤ n that for any N-teamX and any K= {p1, . . . ,pk} ⊆ {p1, . . . ,pn}=
N, the formula ΨKX = ·
∨
v∈X(p
v(1)
1 ∧ ·· · ∧ p
v(k)
k ) is equivalent to some CPL(6=(·))-
formula ψKX .
If K= {p1}, Ψ
K
X =
(
·
∨
v∈X+
p1
)
/
(
·
∨
v∈X−
¬p1
)
whereX+ = {v ∈X | v(1) = 1} and
X− = {v ∈X | v(1) = 0}. IfX+ = /0, then ΨKX = ·
∨
v∈X− ¬p1 ≡¬p1. IfX
− = /0, then
Ψ
K
X ≡ p1. IfX
+,X− 6= /0, then ΨKX = p1/¬p1 ≡ (p1∨¬p1)∧ 6=(p1).
If K = {p1, . . . ,pm+1}= K0∪{pm+1}, X
+ = {v ∈X | v(m+ 1) = 1} andX− =
{v ∈X | v(m+ 1) = 0}. IfX+ = /0, then
Ψ
K
X = ·
∨
v∈X−
(p
v(1)
1 ∧·· ·∧p
v(m)
m ∧¬pm+1)
≡
(
·
∨
v∈X−
(p
v(1)
1 ∧·· ·∧p
v(m)
m )
)
∧¬pm+1
≡ ψK0
X−
∧¬pm+1. (by induction hypothesis)
Similarly, ifX−= /0, then ΨKX ≡ψ
K0
X+
∧pm+1. IfX
+,X− 6= /0, by induction hypothesis
we have that
Ψ
K
X ≡ (ψ
K0
X+
∧pm+1)/(ψ
K0
X−
∧¬pm+1)
≡
(
(ψ
K0
X+
∧pm+1)∨ (ψ
K0
X−
∧¬pm+1)
)
∧ 6=(pm+1).
Corollary 3.4 (Compactness). All of the logics CPL(/), CPL(⊆) and CPL(ϒ) are
compact, that is, if Γ |= φ, then there exists a finite set Γ0 ⊆ Γ such that Γ0 |= φ.
1This CPL(⊆0)-formula is essentially adapted from a very similar and slightly more complex modal
formula in [21], which uses the more general extended inclusion atoms.
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Proof. By the results in [32], CPL(/) is compact. Thus the compactness of all the
other expressively equivalent logics follows.
Theorem 3.3 also implies that arbitrary inclusion atoms b⊆ c and anonymity atoms
pϒq are definable in terms of primitive inclusion atoms x ⊆ a and inconstancy atoms
6=(p) with single arguments, respectively. We give the translation for inclusion atoms
in Equation (16) in the proof of Theorem 4.20. For anonymity atoms, it is easy to verify
the following:
• pϒq1 . . . qm ≡ pϒq1∨·· ·∨pϒqm and pϒ〈〉 ≡ ⊥,
• p1 . . . pkϒq ≡
∨
v∈2K
(p
v(1)
1 ∧·· ·∧p
v(k)
k ∧ 6=(q)), where K= {p1, . . . ,pk},
Let us end this section with a remark on the expressively strongest team logics with
the empty team property. Denote by P℘
+
the collection of all team properties which
contain the empty team. It was proved in [32] that CPL(/) extended with the global
disjunction \\/ (denoted asCPL(/, \\/)) is expressively complete in P℘
+
, since for every
N-team propertyP∈P℘
+
, we have that P= J\\/X∈P ΨXKN. Since theCPL(/)-formula
ΨX is expressible in any of the expressively complete union closed logics mentioned
in Theorem 3.3, we know that all these logics extended with the global disjunction \\/
are also expressively complete in P℘
+
. Moreover, consider the so-calledweak classical
negation introduced in [29]:
• X |= ∼˙φ iff X = /0 orX 6|= φ.
It is easy to see that the inconstancy atom is equivalent to the weak classical negation of
the constancy atom, and is further definable in terms of the weak classical negation and
the global disjunction: 6=(p) ≡ ∼˙=(p) ≡ ∼˙(p \\/¬p). The global disjunction is defin-
able in terms of the weak classical negation and conjunction as φ \\/ψ ≡ ∼˙(∼˙φ∧∼˙ψ)
(assuming the empty team property). Altogether, these imply that classical proposi-
tional logic extended with the weak classical negation (denoted as CPL(∼˙)) is also
expressively complete in P℘
+
. Closely related is the logic CPL(∼), namely classical
propositional logic extended with the (strong) classical negation∼:
• X |=∼φ iff X 6|= φ.
It was shown in [32] thatCPL(∼) is expressively complete in the collection of all team
properties (denoted as P℘).
4. Axiomatizations
In this section, we axiomatize the union closed team logicsCPL(/) andCPL(⊆) as
well asCPL(⊆0) using the disjunctive normal form of the logics given in Theorem 3.3.
Axiomatizing CPL(ϒ) is left for future work.
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Table 1: Rules for constants and classical connectives
⊤I
⊤
[α]
D
⊥ ¬I (1)¬α
α ¬α
¬E
φ
[¬α]
D
⊥
RAA (1)α
φ ψ
∧I
φ∧ψ
φ∧ψ
∧E
φ
φ∧ψ
∧E
ψ
φ
∨I
φ∨ψ
φ
∨I
ψ∨φ
φ∨ψ
[φ]
D0
χ
[ψ]
D1
χ
∨E (2)χ
(1) The undischarged assumptions in the derivation D contain classical formulas only.
(2) The undischarged assumptions in the derivations D0 and D1 contain classical formulas only.
Table 2: Rules for / and interactions
φ ψ
/I
φ/ψ
φ/ψ
[φ]
D
χ
/Sub (1)
χ/ψ
φ/ψ
/Com
ψ/φ
φ/(ψ/χ)
/Ass
(φ/ψ)/χ
φ∨ψ
[φ]
...
χ
[ψ]
...
χ
[φ/ψ]
...
χ
∨E/χ
φ/ψ
/∨Tr
φ∨ψ
φ/⊥
/⊥E
ψ
φ/(ψ∨χ)
Dstr/∨
(φ/ψ)∨ (φ/χ)
(1) The undischarged assumptions in the derivation D contain classical formulas only.
4.1. CPL(/)
In this subsection, we define a system of natural deduction for CPL(/) and prove
the completeness theorem.
Definition 4.1. The system of CPL(/) consists of all rules given in Tables 1 and 2,
where α ranges over classical formulas only.
Our system does not admit uniform substitution, as, e.g., the rules for negation
¬ apply to classical formulas only. When restricted to classical formulas the system
coincides with the system of classical propositional logic. In particular, the disjunction
∨ and the negation ¬ admit the usual elimination rule ∨E, introduction rule ¬I and
reductio ad absurdum rule RAA, respectively, under the condition that the undischarged
assumptions in the derivations involved contain classical formulas only. It is interesting
to note that the soundness of the disjunction elimination rule ∨E is a nontrivial feature
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of the union closed team logics, especially because this same rule is actually not sound
for the propositional team logics with the downwards closure property or without any
closure property (see [31, 32]).
The rules for the relevant disjunction / are peculiar. Unsurprisingly, the usual in-
troduction rule (φ/φ/ψ) is not sound for the relevant disjunction /, because, e.g.,
obviously φ 6|= φ/⊥. While the relevant disjunction introduction rule /I we have in
the system is considerably weak, the relevant disjunction / does admit the usual elim-
ination rule under the same side condition as that for ∨E. We will show in the next
proposition that such restricted elimination rule is derivable from the relevant disjunc-
tion substitution rule /Sub. The rules /Com and /Ass are added in the system also
in order to compensate the weakness of the nonstandard introduction and elimination
rule for /. The two rules ∨E/ and /∨Tr together simulate the evident equivalence
φ∨ψ ≡ φ
>
ψ
>
(φ/ψ). The rule /⊥E characterizes the fact that each disjunct in a
relevant disjunction has to be satisfied by a nonempty team (if the starting team is not
empty). The distributive rule Dstr/∨ is actually invertible, as we will show in the next
proposition that lists also some other useful clauses for our system.
Proposition 4.2. (i) Let ∆ be a set of classical formulas. If ∆,φ ⊢ χ and ∆,ψ ⊢ χ,
then ∆,φ/ψ ⊢ χ.
(ii) φ/φ ⊣⊢ φ.
(iii) φ/(ψ∨χ) ⊣⊢ (φ/ψ)∨ (φ/χ).
(iv) ⊥ ⊢ φ.
(v) φ∗α,¬α ⊢ ψ for ∗ ∈ {∨,/}.
Proof. For item (i), since ∆,φ ⊢ χ, we derive by /Sub that ∆,φ/ψ ⊢ χ/ψ. Similarly,
from ∆,ψ ⊢ χ we derive ∆,χ/ψ ⊢ χ/χ. Thus, ∆,φ/ψ ⊢ χ/χ. By /∨Tr and ∨E we
derive χ/χ ⊢ χ∨χ ⊢ χ. Hence we conclude ∆,φ/ψ ⊢ χ.
For item (ii), the left to right direction is a special case of item (i), and the right to
left direction follows from / I.
For item (iii), the left to right direction follows from Dstr/∨. For the other direc-
tion, by ∨E it suffices to prove φ/ψ ⊢ φ/(ψ∨χ) and φ/χ ⊢ φ/(ψ ∨χ). But these
follow easily from ∨I and /Sub.
Item (iv) is proved by the usual argument by applying ¬I and ¬E.
For item (v), since φ/α ⊢ φ∨α holds by /∨Tr, it is sufficient to prove the version
φ∨α,¬α ⊢ ψ. Now, since α,¬α ⊢ φ by ¬E, we conclude φ∨α,¬α ⊢ φ by applying
∨E.
Theorem 4.3 (Soundness). For any set Γ∪ {φ} of CPL(/)-formulas, we have that
Γ ⊢ φ=⇒ Γ |= φ.
Proof. The soundness of the rules in Table 1 and the first four rules in Table 2 are easy
to verify. The soundness of ∨E/ and /∨Tr follow from the fact that X |= φ∨ψ if and
only if X |= φ or X |= ψ or X |= φ/ψ. The rule /⊥E is also clearly sound, since the
assumption φ/⊥ is satisfied only by the empty team, which satisfies every formula ψ.
We only verify the soundness of the rule Dstr/∨.
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Assuming that X |= φ/(ψ ∨χ) for some nonempty team X we show that X |=
(φ/ψ)∨ (φ/χ). By the assumption, there are nonempty teams Y,Z ⊆ X such that
X = Y ∪Z , Y |=φ andZ |=ψ∨χ. The latter implies that there are subteamsW,U ⊆Z
such that Z =W ∪U , W |= ψ and U |= χ. If W = /0, then U 6= /0 as Z 6= /0. In this
caseX = Y ∪U |= φ/χ and thusX |= (φ/ψ)∨(φ/χ). Symmetrically, if U = /0, then
W 6= /0 andX |= (φ/ψ)∨(φ/χ) as well. Lastly, ifW,U 6= /0, then Y ∪W |= φ/ψ and
Y ∪U |= φ/χ. Thus, we have that (Y ∪W )∪ (Y ∪U) =X |= (φ/ψ)∨ (φ/χ).
The proof of the completeness theorem requires a few lemmas. First, we show
that a generalized version of the rule ∨E/ with disjunctions of multiple formulas is
derivable in our system.
Lemma 4.4. For any nonempty index set I , we have that
Γ,
∨
i∈I
φi ⊢ χ ⇐⇒ Γ, ·
∨
i∈I0
φi ⊢ χ for all nonempty set I0 ⊆ I.
Proof. The direction from left to right follows easily from /∨Tr and ∨I. We prove the
other direction by induction on |I|. The case |I| = 1 is trivial. Now, if I = J ∪{k},
then we have that
∀I0 ⊆ I, I0 6= /0 : Γ, ·
∨
i∈I0
φi ⊢ χ
=⇒ ∀J0 ⊆ J, J0 6= /0 : Γ, ·
∨
i∈J0
φi ⊢ χ & Γ,φk ⊢ χ
& ∀J1 ⊆ J, J1 6= /0 : Γ,φk / ·
∨
j∈J1
φj ⊢ χ
=⇒ ∀J0 ⊆ J, J0 6= /0 : Γ, ·
∨
i∈J0
φi ⊢ χ & Γ,φk ⊢ χ
& ∀J1 ⊆ J, J1 6= /0 : Γ, ·
∨
j∈J1
(φk /φj) ⊢ χ
(since ·
∨
j∈J1
(φk/φj) ⊢ φk/ ·
∨
j∈J1
φj by /Ass, /Com and Proposition 4.2(ii))
=⇒ Γ,
∨
i∈J
φi ⊢ χ & Γ,φk ⊢ χ & Γ,
∨
j∈J
(φj /φk) ⊢ χ (induction hypothesis)
=⇒ Γ,
∨
i∈J
φi ⊢ χ & Γ,φk ⊢ χ & Γ,(
∨
j∈J
φj)/φk ⊢ χ (Dstr/∨)
=⇒ Γ,(
∨
i∈J
φi)∨φk ⊢ χ (∨E/)
=⇒ Γ,
∨
i∈I
φi ⊢ χ. (since I = J ∪{k})
Next, we prove a useful fact concerning an interesting interaction between the two
disjunctions ∨ and /.
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Lemma 4.5. Let Y be a finite set with each Y ∈ Y being a finite set of indices. Then
·
∨
i∈
⋃
Y φi ⊢
∨
Y ∈Y ·
∨
i∈Y φi
Proof. Note that elements in Y are not necessarily disjoint. We thus first derive by
applying / I, /Ass and /Com that ·
∨
i∈
⋃
Y φi ⊢ ·
∨
Y ∈Y ·
∨
i∈Y φi. Next, by repeatedly ap-
plying/∨Tr and∨E, we derive that ·
∨
Y ∈Y ·
∨
i∈Y φi ⊢
∨
Y ∈Y ·
∨
i∈Y φi, which then implies
the desired clause.
Recall that the formulasΨX = ·
∨
v∈X(p
v(1)
1 ∧·· ·∧p
v(n)
n ) defines the teamX modulo
the empty team (see Equation (3) in Section 3). Therefore for distinct teamsX and Y ,
the two formulas ΨX and ΨY are contradictory to each other. We now prove this fact
in our system.
Lemma 4.6. IfX and Y are two distinct N-teams, then ΨX ,ΨY ⊢ φ.
Proof. Let N= {p1, . . . ,pn}. IfX = /0 or Y = /0, then ΨX =⊥ or ΨY =⊥, and⊥ ⊢ φ
follows from Proposition 4.2(iv). Now assume that X,Y 6= /0. SinceX 6= Y , there ex-
ists (w.l.o.g.) some v ∈X \Y . By Proposition 4.2(v), we haveΨ{v}/ΨX\{v},¬Ψ{v} ⊢
φ, i.e., ΨX ,¬Ψ{v} ⊢ φ. To derive ΨX ,ΨY ⊢ φ it then suffices to derive ΨY ⊢ ¬Ψ{v}.
By Proposition 4.2(i), this reduces to showing that for each u ∈ Y , Ψ{u} ⊢ ¬Ψ{v},
which is equivalent (by the usual rules for classical formulas) to
p
u(1)
1 , . . . ,p
u(n)
n ⊢ ¬p
v(1)
1 ∨ . . .∨¬p
v(n)
n .
We have u 6= v by the assumption, thus p
u(i)
i = ¬p
v(i)
i for some 1≤ i≤ n, from which
and ∨I the above clause follows.
We now prove a crucial lemma for the completeness theorem that every CPL(/)-
formula is provably equivalent to a formula in the disjunctive normal form
∨
X∈X ΨX
discussed in Section 3.
Lemma 4.7. Let N= {p1, . . . ,pn}. Every CPL(/)-formula φ(N) is provably equiva-
lent to a formula of the form
∨
X∈X
ΨX , where ΨX = ·
∨
v∈X
(p
v(1)
1 ∧·· ·∧p
v(n)
n ), (6)
and X is a finite set of N-teams.
Proof. We prove the lemma by induction on the complexity of φ. If φ(p1, . . . ,pn) = pi,
then we can prove by the usual rules of classical formulas (which are all available or
derivable in our system) that
pi ⊣⊢
∨
v∈2N\{pi}
(p
v(1)
1 ∧·· ·∧p
v(i−1)
i−1 ∧pi∧p
v(i+1)
i+1 ∧·· ·∧p
v(n)
n )
⊣⊢
∨
{u}∈Xi
Ψ{u}, where Xi = {{u} | u ∈ 2
N, u(i) = 1}.
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If φ = ⊥, then trivially ⊥ ⊣⊢
∨
/0 = ⊥. If φ = ⊤, we derive similarly by the rules of
classical formulas that
⊤ ⊣⊢
∨
v∈2N
(p
v(1)
1 ∧·· ·∧p
v(n)
n ) ⊣⊢
∨
{v}∈X⊤
Ψ{v}, where X⊤ = {{v} | v ∈ 2
N}.
Suppose α(N) is a classical formula, and α ⊣⊢
∨
X∈X ΨX . We show that ¬α ⊣⊢∨
v∈2N\
⋃
X
Ψ{v}. It is sufficient to prove that
∨
X∈X ΨX ⊣⊢
∨
v∈
⋃
X Ψ{v}, which then
implies, by the rules of negation ¬ and other usual rules of classical formulas, that
¬α ⊣⊢ ¬
∨
v∈
⋃
X Ψ{v} ⊣⊢
∨
v∈2N\
⋃
X
Ψ{v}. Now, we first have by the soundness the-
orem that α ⊣⊢
∨
X∈X ΨX implies that α ≡
∨
X∈X ΨX . Then, observe that for each
v ∈
⋃
X , {v} ∈ X . Indeed, by Equation (3) in Section 3, it is easy to see that
⋃
X |=∨
X∈X ΨX . Since the classical formulaα is flat, we further have that {v} |=
∨
X∈X ΨX ,
which by Equation (3) again implies that {v}=X0 for someX0 ∈X , namely {v}∈X .
Thus, we deriveΨ{v} ⊢
∨
X∈X ΨX by∨I. Hence we obtain
∨
v∈
⋃
X Ψ{v} ⊢
∨
X∈X ΨX
by ∨E. To prove the other direction, for each X ∈ X , since X ⊆
⋃
X , we derive by
applying /∨Tr and ∨I that
ΨX = ·
∨
u∈X
Ψ{u} ⊢
∨
u∈X
Ψ{u} ⊢
∨
v∈
⋃
X
Ψ{v}.
Thus, we conclude that
∨
X∈X ΨX ⊢
∨
v∈
⋃
X Ψ{v} by applying ∨E.
Suppose ψ(N) and χ(N) satisfy
ψ ⊣⊢
∨
X∈X
ΨX and χ ⊣⊢
∨
Y ∈Y
ΨY ,
for some finite sets X and Y of N-teams. The case φ= ψ∨χ is clear. If φ= ψ/χ, and
X = /0 or Y = /0, i.e., ψ ⊣⊢ ⊥ or χ ⊣⊢ ⊥, then we derive ψ/χ ⊣⊢ ⊥ =
∨
/0 by /Sub,
/⊥E and Proposition 4.2(iv). If X ,Y 6= /0, we show that ψ/χ ⊣⊢
∨
X∈X ,Y ∈Y ΨX∪Y .
For the left to right direction, we have the following derivation:
ψ/χ ⊢
( ∨
X∈X
ΨX
)
/
( ∨
Y ∈Y
ΨY
)
(by induction hypothesis and /Sub)
⊢
∨
X∈X
(
ΨX /
( ∨
Y ∈Y
ΨY
))
(Dstr /∨)
⊢
∨
X∈X
∨
Y ∈Y
(ΨX /ΨY ) (Dstr /∨)
⊢
∨
X∈X ,Y ∈Y
ΨX∪Y . (apply Proposition 4.2(ii) and ∨E for the case X = Y )
The other direction is proved similarly using / I and Proposition 4.2(iii).
If φ= ψ∧χ, and X = /0 or Y = /0, i.e., ψ ⊣⊢⊥ or χ ⊣⊢⊥, then we derive ψ∧χ ⊣⊢
⊥=
∨
/0 by ∧E and Proposition 4.2(iv). IfX ,Y 6= /0, we show that ψ∧χ ⊣⊢
∨
Z∈Z ΨZ ,
where
Z = {
⋃
X ′ | X ′ ⊆X and
⋃
X ′ =
⋃
Y ′ for some Y ′ ⊆ Y}.
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For the right to left direction, by ∨E it suffices to derive ΨZ ⊢ ψ ∧χ for each Z =⋃
X ′ =
⋃
Y ′ ∈ Z , where X ′ ⊆ X and Y ′ ⊆ Y . By Lemma 4.5, we have that ΨZ ⊢∨
X∈X ′ ΨX . Further, by ∨I and the induction hypothesis we derive that
∨
X∈X ′ ΨX ⊢∨
X∈X ΨX ⊢ ψ. Thus, we obtain ΨZ ⊢ ψ. The fact that ΨZ ⊢ χ is proved similarly.
For the left to right direction, by induction hypothesis and Lemma 4.4 it suffices to
prove that for each nonempty X ′ ⊆X and Y ′ ⊆ Y ,
·
∨
X∈X ′
ΨX , ·
∨
Y ∈Y ′
ΨY ⊢
∨
Z∈Z
ΨZ .
Note that elements in X ′ and in Y ′ may not be disjoint. So by Proposition 4.2(ii) we
further reduce showing the above clause to showing Ψ⋃X ′ ,Ψ⋃Y ′ ⊢
∨
Z∈Z ΨZ . But
now, if
⋃
X ′ 6=
⋃
Y ′, the desired clause follows simply from Lemma 4.6. Otherwise, if⋃
X ′ =
⋃
Y ′ ∈ Z , then we have Ψ⋃X ′ ⊢
∨
Z∈Z ΨZ by ∨I.
Our last lemma concerns an important semantic property of formulas in disjunctive
normal form.
Lemma 4.8. For any nonempty finite sets X and Y of N-teams, the following are
equivalent.
(i)
∨
X∈X
ΨX |=
∨
Y ∈Y
ΨY .
(ii) For eachX ∈ X , there exists YX ⊆ Y such thatX =
⋃
YX .
Proof. (i)=⇒(ii): For eachX0 ∈ X , we haveX0 |= ΨX0 by Equation (3). ThusX0 |=∨
X∈X ΨX , which by (i) implies thatX0 |=
∨
Y ∈Y ΨY . This means that for each Y ∈Y ,
there existsZY ⊆X0 such thatX0 =
⋃
Y ∈Y ZY and eachZY |=ΨY . The latter implies,
by Equation (3) again, that ZY = Y or ZY = /0. Thus we obtain X0 =
⋃
Y ∈YX
Y for
some YX ⊆ Y .
(ii)=⇒(i): SupposeZ is anyN-team satisfyingZ |=
∨
X∈X ΨX . Then, by Equation
(3), there exists X ′ ⊆ X such that Z =
⋃
X∈X ′X . By (ii), for each X ∈ X
′, there
exists YX ⊆ Y such that X =
⋃
YX . Thus, we have that Z =
⋃
X∈X ′
⋃
YX =
⋃
Y ′,
where Y ′ =
⋃
X∈X ′YX ⊆ Y . Hence, Z |=
∨
Y ∈Y ′ ΨY by Eqaution (3) again, thereby
Z |=
∨
Y ∈Y ΨY .
We now prove the completeness theorem of our system.
Theorem 4.9 (Completeness). For any set Γ∪{φ} of CPL(/)-formulas, we have that
Γ |= φ ⇐⇒ Γ ⊢ φ.
Proof. By the compactness theorem (Corollary 3.4) we may assume that Γ is a finite
set. Let ψ =
∧
Γ. It suffices to prove the left to right direction. Suppose ψ |= φ, and
φ,ψ are formulas in N= {p1, . . . ,pn}. By Lemma 4.7,
ψ ⊣⊢
∨
X∈X
ΨX and φ ⊣⊢
∨
Y ∈Y
ΨY
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for some finite sets X and Y of N-teams. The soundness theorem implies that
∨
X∈X
ΨX |=
∨
Y ∈Y
ΨY . (7)
If X = /0, then ψ ⊣⊢ ⊥, and we derive ψ ⊢ φ by Proposition 4.2(iv). If Y = /0, then
φ ⊣⊢ ⊥. In view of (7), it must be that X = /0 as well. Thus ψ ⊣⊢ ⊥ giving that ψ ⊢ φ.
If X ,Y 6= /0, then by Lemma 4.8, for each X ∈ X we have that X =
⋃
YX for
some YX ⊆Y . Thus, we derive ΨX ⊢
∨
Y ∈YX
ΨY ⊢
∨
Y ∈Y ΨY by Lemma 4.5 and ∨I.
Finally, we obtain
∨
X∈X ΨX ⊢
∨
Y ∈Y ΨY by ∨E, thereby ψ ⊢ φ.
Let us end this section with an application of our system of CPL(/), in the con-
text of the implication problem of anonymity atoms (or afunctional dependencies). As
CPL(ϒ) and CPL(/) are expressively equivalent, the anonymity atoms pϒq are de-
finable in CPL(/). More specifically, we have the following translation of anonymity
atoms into CPL(/):
• pϒq1 . . . qm :≡ pϒq1∨·· ·∨pϒqm and pϒ〈〉 ≡ ⊥,
• p1 . . . pkϒq :≡
∨
v∈2K
(p
v(1)
1 ∧·· ·∧p
v(k)
k ∧ϒq), where K= {p1, . . . ,pk},
• ϒq :≡ q/¬q.
The implication problem of anonymity atoms (i.e., the problem of whether Γ |= φ for
Γ∪{φ} a set of anonymity atoms) is shown in [28] to be completely axiomatized by
the rules listed in the next example (read the clauses in the example as rules). We now
show that these rules are derivable in the system of CPL(/) (via the translation given
above.)
Example 4.10. Let p,q, r,s,p′,q′, r′ be sequences of variables.
(i) pqrϒp′q′r′ ⊢ qprϒp′q′r′∧pqrϒq′p′r′ (permutation)
(ii) pqϒr ⊢ pϒrs (monotonicity)
(iii) pqϒrq ⊢ pqϒr (weakening)
(iv) pϒ〈〉 ⊢ ⊥
Proof. Items (i) and (iv) are clear. For item (ii), noting that pϒrs := pϒr∨pϒs, by ∨I
it suffices to show pqϒr ⊢ pϒr. Let r = 〈r1 . . . rn〉. By ∨E and ∨I, it further suffices to
show that for each 1≤ i≤ n, pqϒri ⊢ pϒri, which is
∨
v∈2K,u∈2M
(p
v(1)
1 ∧·· ·∧p
v(k)
k ∧q
u(1)
1 ∧·· ·∧q
u(m)
m ∧ϒri) ⊢
∨
v∈2K
(p
v(1)
1 ∧·· ·∧p
v(k)
k ∧ϒri),
where K= {p1, . . . ,pk} andM = {q1, . . . ,qm}. But this follows easily from ∧E.
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Table 3: Rules for primitive inclusion atoms
abc⊆ a′b′c′
⊆Exc
bac⊆ b′a′c′
ab⊆ cd
⊆Ctr
a⊆ c
ab⊆ cd
⊆Wk
aab⊆ ccd
a⊆ b b⊆ c
⊆Trs
a⊆ c
⊆ Id
a⊆ a
a⊆ b α(b)
⊆Cmp
α(a)
a⊆ b
⊆0Ext⊤a⊆⊤b
p a⊆ b
⊆0Ext⊤a⊆ pb
a⊆ b
⊆0Ext⊥a⊆⊥b
¬p a⊆ b
⊆0Ext⊥a⊆ pb
(φ∧ x⊆ a)∨ψ
[φ] [x⊆ a]
χ
[ψ]
...
χ
[φ∨ψ] [x⊆ a]
χ
∨⊆0Eχ
φ∨ψ x1 ⊆ a1 . . . xk ⊆ ak
⊆0Dst(
(φ∨ax11 ∨·· ·∨a
xk
k )∧ x1 ⊆ a1∧·· ·∧ xk ⊆ ak
)
∨ψ
For item (iii), we show pqϒr ∨ pqϒq ⊢ pqϒr. By ∨E and Proposition 4.2(iv), it
suffices to show that pqϒq ⊢⊥. Since pqϒq= pqϒq1∨·· ·∨pqϒqm, it suffices to show
that pqϒqi ⊢ ⊥ for each 1≤ i≤m, i.e.,
∨
v∈2K,u∈2M
(p
v(1)
1 ∧·· ·∧p
v(k)
k ∧ q
u(1)
1 ∧·· ·∧ q
u(m)
m ∧ (qi/¬qi)) ⊢ ⊥. (8)
Now, by Proposition 4.2(v) we have that q
u(i)
i ∧ (qi/¬qi) ⊢ ⊥ for each u ∈ 2
M. Thus,
in (8) each disjunct of the formula on the left-hand-side of the turnstile implies⊥, from
which we conclude that (8) holds by ∨E.
4.2. CPL(⊆0)
In this subsection, we axiomatize the sublogic CPL(⊆0) of CPL(⊆). The system
of CPL(⊆) will be introduced in the next subsection as an extension of the one for
CPL(⊆0). Recall that the inclusion atoms in CPL(⊆0) are of primitive form x ⊆ a
with xi ∈ {⊤,⊥} only.
To simplify notations, we write p⊤ for p, and p⊥ for ¬p. The notations ⊤⊤ and
⊥⊥ both stand for ⊤; similarly ⊤⊥ and ⊥⊤ both stand for ⊥. For sequences a =
〈a1, . . . ,an〉 and x = 〈x1, . . . ,xn〉 with each ai ∈ Prop∪{⊤,⊥} and xi ∈ {⊤,⊥}, we
write ax for ax11 ∧·· ·∧a
xn
n .
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Definition 4.11. The system of CPL(⊆0) consists of the rules in Table 1 and Ta-
ble 3, where α ranges over classical formulas only, a,b,c, . . . are arbitrary (and possi-
bly empty) sequences of elements in Prop∪{⊤,⊥}, x stands for an arbitrary sequence
of constant symbols from {⊤,⊥}, and the notation α(a) means that the propositional
variables and constant symbols occurring in α are among a.
All the rules except for the last two in Table 3 are actually sound also for arbitrary
inclusion atoms (that are not necessarily primitive). It was proved in [3] that the impli-
cation problem of inclusion dependencies is completely axiomatized by the rules ⊆ Id
and ⊆Trs together with the following projection rule:
a1 . . .ak ⊆ b1 . . . bk ⊆Proj
ai1 . . .aim ⊆ bi1 . . . bim
(i1, . . . , im ∈ {1, . . . ,k}).
This rule ⊆Proj is easily shown to be equivalent to the three rules ⊆Exc, ⊆Ctr, and
⊆Wk together in our system.
The inclusion atom compression rule⊆Cmp is a natural generalization of a similar
rule introduced in [15] for first-order inclusion atoms. The primitive inclusion atom
extension rule ⊆0Ext in four different forms are evidently sound. Note however that a
stronger form of the extension rule a⊆ b/pa⊆ pb is easily seen to be not sound.
The rule ∨⊆0E simulates the entailment
(φ∧ x⊆ a)∨ψ |= (φ∧ x⊆ a) \\/ψ \\/ ((φ∨ψ)∧ x⊆ a), (9)
which highlights the fact that in a teamX satisfying the formula (φ∧x⊆ a)∨ψ, if the
left disjunct of the formula is satisfied by a nonempty subteam ofX , then the primitive
inclusion atom x ⊆ a (being upward closed) is true actually in the whole team X .
Note that the converse direction of the entailment (9) does not hold, because the third
disjunct (φ∨ψ)∧x⊆ a of the formula on the right-hand-side does not necessarily imply
(φ∧x ⊆ a)∨ψ. Instead, the formula (φ∨ψ)∧x ⊆ a implies ((φ∨ax)∧x ⊆ a)∨ψ, as
the rule ⊆0Dst states.
Theorem 4.12 (Soundness). For any set Γ∪{φ} of CPL(⊆0)-formulas, we have that
Γ ⊢ φ=⇒ Γ |= φ.
Proof. The soundness of the rule ∨⊆0E follows from the entailment (9). We now verify
the soundness of the rules ⊆Cmp and ⊆0Dst. The other rules are easily seen to be
sound (for primitive and also arbitrary inclusion atoms).
For ⊆Cmp, we will verify its soundness for arbitrary inclusion atoms (that are not
necessarily primitive). SupposeX |= a⊆ b andX |=α(b). We show thatX |=α(a) by
showing that {v} |= α(a) for any v ∈X . By the assumption, there exists u ∈X such
that u(b) = v(a). Since α(b) is flat, we have that {u} |= α(b). Now, if all elements in
the sequences a,b are propositional variables, then {v} |= α(a) follows from locality.
In case some elements in a,b are constants ⊤ or ⊥, replace these elements with fresh
propositional variables to obtain two new sequences a′,b′ of propositional variables.
Let v′,u′ be valuations for a′,b′ that agree with v,u respectively on all propositional
variables from a,b, and map the fresh propositional variable corresponding to ⊤ to 1
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and the fresh propositional variable corresponding to ⊥ to 0. Clearly, u′(b′) = u(b) =
v(a) = v′(a′). Thus, by properties of classical propositional logic, we have that
v |= α(a) iff v′ |= α(a′), and u |= α(b) iff u′ |= α(b′),
which, by Equivalence (1) from Section 2, implies also that
{v} |= α(a) iff {v′} |= α(a′), and {u} |= α(b) iff {u′} |= α(b′).
Now, the fact that {u} |= α(b) then implies {u′} |= α(b′), which further implies, by
locality, that {v′} |= α(a′). Thus, {v} |= α(a) follows.
For ⊆0Dst, suppose that X |= φ∨ψ and X |= x1 ⊆ a1 ∧ ·· · ∧ xk ⊆ ak. The latter
implies that there are v1, . . . ,vk ∈ X such that v1(a1) = v1(x1), . . . ,vk(ak) = vk(xk).
Thus, {v1} |= a
x1
1 , . . . ,{vk} |= a
xk
k . On the other hand, there are Y,Z ⊆ X such that
X = Y ∪Z , Y |= φ and Z |= ψ. Clearly, Y ∪{v1, . . . ,vk} |= φ∨ a
x1
1 ∨ ·· · ∨ a
xk
k and
Y ∪{v1, . . . ,vk} |= x1 ⊆ a1∧·· ·∧xk ⊆ ak. Hence, we conclude that Y ∪{v1, . . . ,vk}∪
Z =X |=
(
(φ∨ax11 ∨·· ·∨a
xk
k )∧ x1 ⊆ a1∧·· ·∧ xk ⊆ ak
)
∨ψ.
The proof of completeness theorem uses a similar normal form argument to that
in the previous subsection. Recall from Theorem 3.3 that every CPL(⊆0)-formula
is semantically equivalent to a formula of the form
∨
X∈X (ΘX ∧ΦX), where each
CPL(⊆0)-formula ΘX ∧ΦX is semantically equivalent to the CPL(/)-formula ΨX .
Clearly Lemma 4.8 with respect to the formulas ΨX holds also with ΘX ∧ΦX in
place of ΨX . We will also prove the lemmas that correspond to the crucial lemmas
Lemma 4.5 and Lemma 4.7 from the previous subsection. Since the normal form for
CPL(⊆0) is more complex, these proofs will be more involved.
We start with the following technical lemma.
Proposition 4.13. (i) ¬(ax11 ∧·· ·∧a
xn
n ),x1 . . .xn ⊆ a1 . . .an ⊢ ⊥.
(ii) px11 , . . . ,p
xn
n ⊢ x1 . . .xn ⊆ p1 . . .pn.
(iii) ⊢
∨
v∈2N(Θv ∧Φv) for any N⊆ Prop.
Proof. For item (i), we derive by ⊆ Cmp that
¬(ax11 ∧·· ·∧a
xn
n ),x1 . . .xn ⊆ a1 . . .an ⊢ ¬(x
x1
1 ∧·· ·∧x
xn
n ) ⊢ ¬(⊤∧·· ·∧⊤) ⊢ ⊥.
For item (ii), we derive by applying⊆0Ext and ⊆Ctr that
px11 ,⊤⊆⊤ ⊢ x1⊤⊆ p1⊤ ⊢ x1 ⊆ p1.
Since ⊢ ⊤ ⊆ ⊤ by ⊆ Id, we conclude px11 ⊢ x1 ⊆ p1. By ⊆0Ext again, we derive
px22 ,x1 ⊆ p1 ⊢ x2x1 ⊆ p1p2, and thus p
x1
1 ,p
x2
2 ⊢ x2x1 ⊆ p1p2. Proceed in the same way
we obtain px11 , . . . ,p
xn
n ⊢ x1 . . .xn ⊆ p1 . . . pn in the end.
For item (iii), we first derive by rules of classical formulas that ⊢
∨
v∈2N Θv. For
each v ∈ 2N, by item (ii) we have that Θv ⊢ Φv ⊢ Θv ∧Φv . Hence we conclude ⊢∨
v∈2N(Θv ∧Φv) by applying ∨I and ∨E.
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Next, we prove a crucial lemma that corresponds to a specific case of Lemma 4.5
in the previous subsection.
Lemma 4.14. For any finite set Y of N-teams, Θ⋃Y ,Φ⋃Y ⊢
∨
Y ∈Y(ΘY ∧ΦY ).
Proof. Let Y = {Y1, . . . ,Yk}. We first derive that
ΘY1∪···∪Yk ,ΦY1 ⊢
(
ΘY1 ∨ (ΘY2 ∨·· ·∨ΘYk)
)
∧ΦY1 (∨I)
⊢
(
(ΘY1 ∨ΘY1)∧ΦY1
)
∨ (ΘY2 ∨·· ·∨ΘYk) (⊆0Dst)
⊢ (ΘY1 ∧ΦY1)∨ (ΘY2 ∨·· ·∨ΘYk) (∨E)
Similarly, we have that
(ΘY1 ∧ΦY1)∨ (ΘY2 ∨·· ·∨ΘYk),ΦY2 ⊢ (ΘY2 ∧ΦY2)∨ ((ΘY1 ∧ΦY1)∨ΘY3 ∨·· ·∨ΘYk)
and so on. In the end, putting all these steps together, we obtain that
ΘY1∪···∪Yk ,ΦY1 , . . . ,ΦYk ⊢ (ΘY1 ∧ΦY1)∨·· ·∨ (ΘYk ∧ΦYk).
Next, we show that the rule ∨⊆0E for single primitive inclusion atoms can be gener-
alized to one with multiple primitive inclusion atoms, and further to one with multiple
disjunctions.
Lemma 4.15. (i) Let x1 ⊆ a1, . . . ,xk ⊆ ak be primitive inclusion atoms. If
Γ,φ,x1 ⊆ a1, . . . ,xk ⊆ ak ⊢ χ, Γ,ψ ⊢ χ, and Γ,φ∨ψ,x1 ⊆ a1, . . . ,xk ⊆ ak ⊢ χ,
then Γ,(φ∧ x1 ⊆ a1∧·· ·∧ xk ⊆ ak)∨ψ ⊢ χ.
(ii) Let I be a nonempty finite index set. For each i ∈ I , let ιi be the conjunction of
some finitely many primitive inclusion atoms. If for every nonempty J ⊆ I ,
Γ,
∨
i∈J
φi,
∧
i∈J
ιi ⊢ χ, (10)
then Γ,
∨
i∈I(φi∧ ιi) ⊢ χ.
Proof. (i). To show that Γ,
(
(φ∧ x2 ⊆ a2∧·· ·∧ xk ⊆ ak)∧ x1 ⊆ a1
)
∨ψ ⊢ χ, by ∨⊆0E
it suffices to show that
Γ,φ,x2 ⊆ a2, . . . ,xk ⊆ ak,x1 ⊆ a1 ⊢ χ, Γ,ψ ⊢ χ,
and Γ,(φ∧ x2 ⊆ a2∧·· ·∧ xk ⊆ ak)∨ψ,x1 ⊆ a1 ⊢ χ.
The first two clauses are given already by the assumption. To prove the third clause, by
∨⊆0E again, it suffices to prove that
Γ,φ,x3 ⊆ a3, . . . ,xk ⊆ ak,x1 ⊆ a1,x2 ⊆ a2 ⊢ χ, Γ,ψ,x1 ⊆ a1 ⊢ χ,
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and Γ,(φ∧ x3 ⊆ a3∧·· ·∧ xk ⊆ ak)∨ψ,x1 ⊆ a1,x2 ⊆ a2 ⊢ χ.
Again, the first two clauses follow from the assumption, and the third clause can be
reduced to simpler clauses by applying ∨⊆0E. Proceed this way, in the end it remains
to show that
Γ,φ∨ψ,x1 ⊆ a1, . . . ,xk ⊆ ak ⊢ χ.
But this is also given by the assumption, and we are then done.
(ii). Suppose (10) holds for all nonempty J ⊆ I . We first prove a lemma that for
any disjointK,L⊆ I withK 6= /0,
Γ,
∨
k∈K
φk ∨
∨
l∈L
(φl ∧ ιl),
∧
k∈K
ιk ⊢ χ. (11)
We proceed by induction on |L|. If L = /0, then Γ,
∨
k∈K φk,
∧
k∈K ιk ⊢ χ is given by
assumption (sinceK 6= /0). Suppose the claim holds for L. We show that
Γ,
∨
k∈K
φk ∨ (
∨
l∈L
(φl∧ ιl))∨ (φ0∧ ι0),
∧
k∈K
ιk ⊢ χ.
By item (i), it suffices to show that
Γ,φ0, ι0,
∧
k∈K
ιk ⊢ χ, Γ,
∨
k∈K
φk ∨
∨
l∈L
(φl∧ ιl),
∧
k∈K
ιk ⊢ χ
and Γ,φ0∨
∨
k∈K
φk ∨
∨
l∈L
(φl∧ ιl),
∧
k∈K
ιk, ι0 ⊢ χ.
The first clause follows from the assumption that Γ,φ0, ι0 ⊢ χ. The last two clauses
follow from the induction hypothesis.
Nowwe prove Γ,
∨
i∈I(φi∧ιi)⊢χ by induction on |I|. If |I|= 1, the claim trivially
holds. Suppose the claim holds for I . We show that the claim holds also for I∪{0}, that
is Γ,(
∨
i∈I(φi∧ιi))∨(φ0∧ι0)⊢χ holds, assuming that (10) holds for any J ⊆ I∪{0}.
By item (i), it suffices to show that
Γ,
∨
i∈I
(φi∧ ιi) ⊢ χ, Γ,φ0, ι0 ⊢ χ, Γ,(
∨
i∈I
(φi∧ ιi))∨φ0, ι0 ⊢ χ.
The second clause is given by the assumption. The first clause follows from the induc-
tion hypothesis, since for every subset J ⊆ I ⊆ I∪{0}, (10) holds by assumption. The
third clause follows from (11).
We call a primitive inclusion atom x ⊆ p regular if the p is a sequence of distinct
propositional variables. For example, the primitive inclusion atoms ⊥⊤⊥ ⊆ ppq and
⊤⊥⊥ ⊆ pq⊥ are not regular. We now show that every nontrivial primitive inclusion
atom can be transformed to a regular one.
Lemma 4.16. Let x⊆ a be a primitive inclusion atom. Either x⊆ a ⊣⊢⊤, or x⊆ a ⊣⊢
⊥, or x⊆ a ⊣⊢ x0 ⊆ a0 for some regular primitive inclusion atom x0 ⊆ a0.
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Proof. We first eliminate constants ⊤,⊥ one by one from the right side of a primitive
inclusion atom x ⊆ a. Consider a constant v in a. By ⊆Exc we may without loss of
generality assume that v occurs at the last position of the sequence a, i.e., the inclusion
atom x⊆ a is yz ⊆ bv. If z = v, by ⊆Ctr and ⊆0Ext, we have that
y⊤⊆ b⊤ ⊣⊢ y ⊆ b and y⊥⊆ b⊥ ⊣⊢ y ⊆ b.
For the special case when y and b are the empty sequence 〈〉, by⊆ Idwe have ⊢ 〈〉 ⊆ 〈〉.
Then we derive that y⊤⊆ b⊤ ⊣⊢ ⊤ and y⊥⊆ b⊥ ⊣⊢ ⊤ by ⊤I.
If z 6= v, we show that
y⊤⊆ b⊥ ⊣⊢ ⊥ and y⊥⊆ b⊤ ⊣⊢ ⊥.
The right to left direction of the above two clauses follows from Proposition 4.2(iv)
(which is true also for the system of CPL(⊆0)). For the other direction, we only give
the proof for y⊤ ⊆ b⊥ ⊢ ⊥, the other case being symmetric. By ⊆0Ext, we have that
y⊤⊆ b⊥ ⊢ y⊤⊥⊆ b⊥⊥. Since ⊢ ⊥↔⊥ by classical rules, we derive by ⊆Cmp that
y⊤⊆ b⊥ ⊢⊤↔⊥⊢ ⊥, as required.
Lastly, we remove repeated propositional variables from the right side of a primitive
inclusion atom x⊆ a. By ⊆Ctr and ⊆Wk, we have that
y⊤⊤⊆ bpp ⊣⊢ y⊤ ⊆ bp and y⊥⊥⊆ bpp ⊣⊢ y⊥ ⊆ bp.
For the last case, we show that
y⊤⊥⊆ bpp ⊣⊢⊥.
The right to left direction follows from Proposition 4.2(iv). For the other direction,
since ⊢ p↔ p, by ⊆Cmp we derive that y⊤⊥⊆ bpp ⊢ ⊤↔⊥ ⊢ ⊥.
Now, we are ready to show the main lemma that every formula is provably equiva-
lent to a formula in disjunctive normal form.
Lemma 4.17. Let N= {p1, . . . ,pn}. Every CPL(⊆0)-formula φ(N) is provably equiv-
alent to a formula of the form
∨
X∈X
(ΘX ∧ΦX), where X is a finite set of N-teams,
ΘX :=
∨
v∈X
(p
v(1)
1 ∧·· ·∧p
v(n)
n ), and ΦX :=
∧
v∈X
v(1) . . . v(n)⊆ p1 . . .pn, (12)
Proof. We prove the lemma by induction on φ. If φ(p1, . . . ,pn) = pi, then
pi ⊣⊢
∨
v∈2N\{pi}
(p
v(1)
1 ∧·· ·∧p
v(i−1)
i−1 ∧pi∧p
v(i+1)
i+1 ∧·· ·∧p
v(n)
n )
⊣⊢
∨
v∈2N\{pi}
(Θ{v}∧pi∧v(1) . . .v(i− 1)⊤v(i+ 1). . . v(n)⊆ p1 . . . pn)
(Proposition 4.13(ii))
⊣⊢
∨
{u}∈Xi
(Θ{u}∧Φ{u}) where Xi = {{u} | u ∈ 2
N,u(i) = 1}.
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If φ(p1, . . . ,pn) =⊤, by Proposition 4.13(iii) we have that
⊢
∨
{v}∈X⊤
(Θ{v}∧Φ{v}), , where X⊤ = {{v} | v ∈ 2
N}.
Then, by⊤I, we have⊤⊣⊢
∨
{v}∈X⊤
(Θ{v}∧Φ{v}). If φ(p1, . . . ,pn) =⊥, then trivially
⊥ ⊣⊢
∨
/0=⊥.
If φ(p1, . . . ,pn) is a primitive inclusion atom. By Lemma 4.16 and ⊆ Exc, we
may assume that φ = ⊤ or φ = ⊥ or φ = x1 . . .xk ⊆ p1 . . . pk (k ≤ n) is regular. The
first two cases reduce to the previous cases. For the last case, we show that φ ⊣⊢∨
X∈X (ΘX ∧ΦX) where
X = {X ⊆ 2N | ∃v ∈X such that v(p1) = x1, . . . ,v(pk) = xk}.
For the right to left direction, by ∨E it suffices to show that ΘX ,ΦX ⊢ x1 . . .xk ⊆
p1 . . .pk for each X ∈ X . For the valuation v ∈ X such that v(p1) = x1, . . . ,v(pk) =
xk, we know that x1 . . .xkv(k+ 1) . . . v(n) ⊆ p1 . . . pkpk+1 . . . pn is a conjunct in ΦX .
Thus, we derive ΦX ⊢ x1 . . .xk ⊆ p1 . . . pk by ⊆Ctr.
Conversely, for the left to right direction, we first have by Proposition 4.13(iii) that
⊢
∨
v∈2N(Θv ∧Φv). Then it suffices to derive
∨
v∈2N(Θv ∧Φv),x1 . . .xk ⊆ p1 . . . pk ⊢∨
X∈X (ΘX ∧ΦX), which by Lemma 4.15(ii) reduces to derive that for each nonempty
Y ⊆ 2N,
ΘY ,ΦY ,x1 . . .xk ⊆ p1 . . . pk ⊢
∨
X∈X
(ΘX ∧ΦX). (13)
Now, if Y ∈ X , then the above holds by ∨I. Otherwise, if Y /∈ X , then for each v ∈ Y ,
v(pi) 6= xi for some 1≤ i≤ k. Thus,
Θv ⊢ p
v(1)
1 ∧·· ·∧p
v(k)
k ⊢ ¬(p
x1
1 ∧·· ·∧p
xk
k ),
which implies ΘY ⊢ ¬(p
x1
1 ∧ ·· · ∧ p
xk
k ) by ∨E. By Proposition 4.13(i), we have that
¬(px11 ∧·· ·∧p
xk
k ),x1 . . .xk ⊆ p1 . . . pk ⊢⊥. Hence, we obtain (13) by Proposition 4.2(iv).
Suppose α is a classical formula, and α ⊣⊢
∨
X∈X (ΘX ∧ΦX). We show that
¬α ⊣⊢
∨
v∈2N\
⋃
X (Θ{v} ∧Φ{v}). It is sufficient to prove that
∨
X∈X (ΘX ∧ΦX) ⊣⊢∨
v∈
⋃
X Θ{v}, since we will then have that
¬α ⊣⊢ ¬
∨
v∈
⋃
X
Θ{v} (by the standard rules for classical formulas)
⊣⊢
∨
v∈2N\
⋃
X
Θ{v} (by the standard rules for classical formulas)
⊣⊢
∨
v∈2N\
⋃
X
(Θ{v}∧Φ{v}) (Proposition 4.13(ii) and ∧E)
Now, by the same argument as that in the proof of Lemma 4.7, since α is flat, we have
that for each v ∈
⋃
X , {v}∈X . Moreover, by Proposition 4.13(ii), Θ{v} ⊢Θ{v}∧Φ{v}.
23
Thus, the direction
∨
v∈
⋃
X Θ{v} ⊢
∨
X∈X (ΘX ∧ΦX) follows from ∨I and ∨E. For the
other direction, for eachX ∈ X , we derive by ∨I that
ΘX ∧ΦX ⊢
∨
u∈X
Θ{u} ⊢
∨
v∈
⋃
X
Θ{v},
from which
∨
X∈X (ΘX ∧ΦX) ⊢
∨
v∈
⋃
X Θ{v} follows by ∨E.
Suppose ψ(N) and χ(N) satisfy
ψ ⊣⊢
∨
X∈X
(ΘX ∧ΦX) and χ ⊣⊢
∨
Y ∈Y
(ΘY ∧ΦY ), (14)
for some finite sets X and Y of N-teams. The case φ = ψ∨χ follows from induction
hypothesis. If φ= ψ∧χ, we show that ψ∧χ ⊣⊢
∨
Z∈Z(ΘZ ∧ΦZ), where
Z = {
⋃
X ′ | X ′ ⊆X and
⋃
X ′ =
⋃
Y ′ for some Y ′ ⊆ Y}.
For the right to left direction, by ∨E it suffices to derive ΘZ ,ΦZ ⊢ ψ ∧ χ for each
Z =
⋃
X ′ =
⋃
Y ′ ∈ Z , where X ′ ⊆ X and Y ′ ⊆ Y . By Lemma 4.14 and ∨I, we have
that ΘZ ,ΦZ ⊢
∨
X∈X ′(ΘX ∧ΦX) ⊢
∨
X∈X (ΘX ∧ΦX) ⊢ ψ. Similarly, ΘZ ,ΦZ ⊢ χ.
For the left to right direction, by Lemma 4.15(ii) it suffices to prove that for each
nonempty X ′ ⊆X and Y ′ ⊆ Y ,
∨
X∈X ′
ΘX ,
∧
X∈X ′
ΦX ,
∨
Y ∈Y ′
ΘY ,
∧
Y ∈Y ′
ΦY ⊢
∨
Z∈Z
(ΘZ ∧ΦZ),
which reduces to showing that
Θ⋃X ′ ,Θ⋃X ′ ,Θ⋃Y ′ ,Φ⋃Y ′ ⊢
∨
Z∈Z
(ΘZ ∧ΦZ) (15)
as elements in X ′ and Y ′ may not be disjoint. Now, if
⋃
X ′ =
⋃
Y ′ ∈ Z , then the
above clause follows easily from ∨I. Otherwise, if
⋃
X ′ 6=
⋃
Y ′, assume w.l.o.g. there
exists some v ∈
⋃
X ′ \
⋃
Y ′. First, we derive Φv,¬Θv ⊢
∨
Z∈Z(ΘZ ∧ΦZ) by Proposi-
tion 4.13(i). Since v /∈
⋃
Y ′, by the standard rules for classical formulas, we have that
Θ⋃Y ′ ⊢ ¬Θv. Putting these together, we obtain (15).
Theorem 4.18 (Completeness). For any set Γ∪{φ} of CPL(⊆0)-formulas, we have
that Γ |= φ ⇐⇒ Γ ⊢ φ.
Proof. The proof follows from the same argument as that for Theorem 4.9 with the
CPL(/)-formula ΨX now replaced with the CPL(⊆0)-formula ΘX ∧ΦX . The crucial
fact that ΘX ∧ΦX ⊢
∨
Y ∈YX
(ΘY ∧ΦY ) in caseX =
⋃
YX for some YX ⊆Y is given
by Lemma 4.14.
4.3. CPL(⊆)
In this section, we extend the system of CPL(⊆0) to obtain a sound and com-
plete system for propositional inclusion logic CPL(⊆) with arbitrary inclusion atoms.
Since the two logics are expressively equivalent, arbitrary inclusion atoms are defin-
able in terms of primitive ones. Such interactions between arbitrary inclusion atoms
and primitive inclusion atoms are characterized by the two rules we add to the system
of CPL(⊆), inclusion atom extension ⊆Ext and reduction⊆Rdt rule.
24
Table 4: Rules for inclusion atoms
∧
x∈{⊤,⊥}|x|
(
ax → x⊆ b
)
⊆Ext
a⊆ b
a⊆ b
⊆Rdt
ax → x⊆ b
Definition 4.19. The system ofCPL(⊆) consists of all rules in the system ofCPL(⊆0)
together with the rules in Table 4, where |x| denotes the length of the sequence x.
Theorem 4.20 (Soundness). For any set Γ∪{φ} of CPL(⊆)-formulas, we have that
Γ ⊢ φ=⇒ Γ |= φ.
Proof. We verify that the two rules in Table 4 are sound by showing the following
equivalence: ∧
x∈{⊤,⊥}|x|
(
ax → x⊆ b
)
≡ a⊆ b. (16)
For the left to right direction, suppose X |= ¬ax∨ x ⊆ b for all x ∈ {⊤,⊥}|x|. Let
v ∈ X and let x ∈ {⊤,⊥}|x| be such that v(x) = v(a). By assumption, there exist
Y,Z ⊆X such thatX = Y ∪Z , Y |=¬ax and Z |= x⊆ b. Clearly, v /∈ Y , which means
v ∈ Z . Then, there exists u ∈ Z such that u(b) = v(x) = v(a). Hence,X |= a⊆ b.
Conversely, suppose X |= a ⊆ b. We show that X |= ax → x ⊆ b for any x ∈
{⊤,⊥}|x|. Let Xx = {v ∈ X | v(a) 6= v(x)}. Clearly, Xx |= ¬a
x. If Xx = X , then
X |=¬ax and thusX |=¬ax∨x⊆ b as required. Otherwise,X \Xx 6= /0. We show that
X |= x ⊆ b, which would suffice. Let u ∈ X and pick any v ∈ X \Xx. We have that
u(x)= v(x) = v(a). SinceX |= a⊆ b, there existsw∈X such thatw(b) = v(a) =u(x),
as required.
By applying ⊆Ext and ⊆Rdt, we can easily reduce an arbitrary inclusion atom to
a formula with primitive inclusion atoms only:
a⊆ b ⊣⊢
∧
x∈{⊤,⊥}|x|
(
ax → x⊆ b
)
.
From this the completeness of the system of CPL(⊆) follows.
Theorem 4.21 (Completeness). For any set Γ∪ {φ} of CPL(⊆)-formulas, we have
that Γ |= φ ⇐⇒ Γ ⊢ φ.
Let us end this section by illustrating the derivation of the replacement rule for
inclusion atoms in the system of CPL(⊆).
Example 4.22. (i) a↔ b,ac⊆ de ⊢ bc⊆ de.
(ii) a↔ b,de⊆ ac ⊢ de⊆ bc.
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Proof. (i) By ⊆Ext it suffices to show that a↔ b,ac ⊆ de ⊢ bcxy → xy ⊆ de for all
xy ∈ {⊤,⊥}|y|+1. First, by⊆Rdt we have that ac⊆ de ⊢ acxy → xy⊆ de. Next, since
a↔ b,¬acxy ⊢ ¬bcxy ⊢ ¬bcxy∨xy ⊆ de
and xy ⊆ de ⊢ ¬bcxy∨xy ⊆ de, we obtain by applying ∨E that
a↔ b,¬acxy∨xy ⊆ de ⊢ ¬bcxy∨xc⊆ de
i.e., a↔ b,acxy → xy ⊆ de ⊢ bcxy → xc ⊆ de. Hence, we conclude that a↔ b,ac⊆
de ⊢ bcxy → xc⊆ de as required.
(ii). By item (i) we derive that bc ⊆ bc,a↔ b ⊢ ac ⊆ bc, which implies a↔ b ⊢
ac ⊆ bc, since ⊢ bc ⊆ bc by ⊆ Id. By ⊆Trs, we have that de ⊆ ac,ac ⊆ bc ⊢ de ⊆ bc.
Thus, we conclude that a↔ b,de⊆ ac ⊢ de⊆ bc, as required.
5. Locality revisited and interpolation
All of the union closed team logics we consider in this paper have the locality prop-
erty, which states that the propositional variables not occurring in a formula is irrelevant
for the evaluation of the formula. In this section, we revisit the locality property. We
demonstrate that such a basic property is in fact nontrivial in the team-based logics. We
also prove a general result that any propositional team-based logic that has the locality
property and is also expressively complete in some forgetful class P of team properties
admits the uniform interpolation property. As a consequence, all of the expressively
complete union closed team logics discussed in the previous sections admit uniform
interpolation. Many other expressively complete team logics considered in the liter-
ature also admit uniform interpolation, such as (the downwards closed) propositional
dependence logic, CPL(/, \\/), CPL(∼˙), CPL(∼) and so on. These interpolation re-
sults follow also essentially from a recent work [6] by D’Agostino in the modal team
logics setting, where, however, the assumption of the locality property actually used in
the argument was not isolated.
Let us start with a closer inspection on the notion of locality that we defined in
Section 2. We now split this notion into two more refined notions, namely upwards
locality and downwards locality.
Definition 5.1 (Upwards and downwards locality). A team-based propositional logic
L is said to satisfy
• the upwards locality property if for any L-formula φ(N), for any teamsX and Y
with dom(X)⊇ dom(Y )⊇ N andX ↾ N= Y ↾ N, it holds that
Y |= φ=⇒X |= φ;
• the downwards locality property if for any φ(N), X and Y as above,
X |= φ=⇒ Y |= φ.
26
Fact 5.2. A team-based propositional logic L satisfies the locality property (as defined
in Section 2) if and only if L satisfies both the upwards and downwards locality prop-
erty.
Proof. The left to right direction is clear. For the other direction, suppose L satisfies
both the upwards and downwards locality property. Let X and Y be teams such that
dom(X),dom(Y )⊇ N and X ↾ N= Y ↾ N. Since dom(X)⊇ dom(Y ) ↾ N= N and L
satisfies the downwards locality property, we have that
X |= φ=⇒ Y ↾ N |= φ.
Moreover, since dom(Y )⊇ dom(Y ) ↾N=N and L satisfies the upwards locality prop-
erty, we have that
Y ↾ N |= φ=⇒ Y |= φ.
Putting these together, we obtain that X |= φ =⇒ Y |= φ. Symmetrically, we can also
show that Y |= φ=⇒X |= φ. Hence, L satisfies the locality property.
All of the team-based logics defined in Section 2 satisfy the locality property. How-
ever, in the team semantics setting, locality is not a trivial property and thus should not
be taken for granted. For example, consider the following variant of the semantics for
the disjunctions ∨ and / that requires the team in question to be split into two disjoint
subteams:
• X |=s φ∨ψ iff there exist Y,Z ⊆X such that Y ∩Z = /0,X = Y ∪Z , Y |=s φ
and Z |=s ψ.
• X |=s φ/ψ iff X = /0 or there exist nonempty subteams Y,Z ⊆X such that
Y ∩Z = /0,X = Y ∪Z , Y |= φ and Z |= ψ.
This semantics is known in the literature as strict semantics, while the version of the
semantics we adopt in this paper is called lax semantics. It was observed in [9] that first-
order inclusion logic under strict semantics is not local, where the counterexamples
actually shows that first-order inclusion logic is not downwards local. We now give
examples to show that under strict semantics none of the propositional logics CPL(/),
CPL(⊆) and CPL(ϒ) is downwards local. Note that the strict semantics of / is not
usually considered in the literature. The example below for CPL(/) actually shows
thatCPL(/) with only ∨ in strict semantics is already not downwards local, regardless
of whether strict semantics is applied for /.
Example 5.3. Consider the teamX over domain {p,q,r,s} illustrated in the left table
below (where each row corresponds to a valuation in the evident way):
X:
p q r s
1 0 0 0
0 1 0 0
0 1 0 1
0 0 1 0
X ↾ {p,q,r}:
p q r
v1 1 0 0
v2 0 1 0
v3 0 0 1
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Under strict semantics the CPL(/)-formula (p/q)∨ (q/r) and the CPL(ϒ)-formula
(¬p∧ 6=(q))∨ (6=(q)∧¬r) are both satisfied by X , because X can be split into two
disjoint subteams (illustrated by two shaded table fragments of different tones) each
satisfying one distinct ∨-disjunct from each formula. But both formulas fail in the
restricted team X ′ = X ↾ {p,q.r} under strict semantics, because the full team X ′
does not satisfy any of the four ∨-disjuncts in the two formulas, and {v1,v2} is the
only nonempty subteam of X ′ that satisfies p/q and 6=(q)∧¬r, leaving the reminder
subteam {v3} falsifying q/r and ¬p∧ 6=(q).
Consider also the team Y over domain {p,q,r,s, t,u,v} defined below:
Y :
p q r s t u v
0 0 1 1 0 1 0
1 1 0 0 1 0 1
1 1 0 0 1 0 0
0 1 1 0 0 0 0
Y ′:
p q r s t u
w1 0 0 1 1 0 1
w2 1 1 0 0 1 0
w3 0 1 1 0 0 0
Under strict semantics the CPL(⊆)-formula pq ⊆ rs∨ tu ⊆ rs is satisfied by the team
Y , but fasified by the restricted team Y ′ = Y ↾ {p,q,r,s, t,u}.
Remark 5.4. Consider again the teams X,Y and the three formulas in the above
example. It is easy to see that under strict semantics, the first two formulas are satisfied
in both {v1,v2} and {v2,v3} but not in their union X
′; similarly, the third formula is
satisfied in both {w1,w2} and {w2,w3} but not in their union Y
′. This shows that none
of the three logicsCPL(/),CPL(⊆) andCPL(ϒ) is any more union closed when strict
semantics is applied. This fact for propositional inclusion logic CPL(⊆) was observed
already in [19]. CPL(⊆) behaves differently under strict and lax semantics also in
terms of computational properties; the reader is referred to [19, 20] for details.
Remark 5.5. Given any union closed N-team property P ∈ P∪˙ that contains the empty
team. It is not hard to see that the CPL(/)-formula
∨
X∈P ΨX under strict semantics
still characterizes P. The corresponding formulas in CPL(⊆) and CPL(ϒ) defined in
Theorem 3.3 are still equivalent to
∨
X∈P ΨX under strict semantics. Therefore un-
der strict semantics all properties in P∪˙ are still definable in the three logics CPL(/),
CPL(⊆) and CPL(ϒ). But as illustrated in Remark 5.4, under strict semantics these
three logics can also define properties that are not union closed. Determining the ex-
pressive power of these logics under strict semantics, in particular whether the three
logics under strict semantics are still expressively equivalent, is left as future work. It
is worthwhile to mention that first-order inclusion logic is known to have the same ex-
pressive power as positive greatest fixed point logic under lax semantics [11], whereas
under strict semantics it is expressively so strictly stronger that it is equivalent to exis-
tential second-order logic [10].
Example 5.3 shows that under strict semantics the three logics are not downwards
local. Nevertheless, these logics are indeed upwards local even under strict semantics,
as we will show in the next proposition.
Proposition 5.6. The logics CPL(/), CPL(⊆) and CPL(ϒ) under strict semantics
are upwards local.
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Proof. The proposition is proved by induction on the complexity of an arbitrary for-
mula φ in any of the three logics. We only give detailed proof for the case φ(N) =ψ∨χ.
Suppose thatX and Y are two teams with dom(X)⊇ dom(Y )⊇N andX ↾N= Y ↾N.
If Y |= ψ∨χ, then there exist disjoint sets W,U ⊆ Y such that Y =W ∪U , W |= ψ
and U |= χ. Define two subsetsW ′ and U ′ ofX as
W ′ = {v ∈X | v ↾ dom(Y ) ∈W} and U ′ = {v ∈X | v ↾ dom(Y ) ∈ U}.
Since W ∪U = Y and W ∩U = /0, we have that W ′ ∪U ′ = X and W ′ ∩U ′ = /0.
Moreover, since W ′ ↾ N =W ↾ N and U ′ ↾ N = U ↾ N, by induction hypothesis, we
have thatW ′ |= ψ and U ′ |= χ. Hence, we conclude thatX |= ψ∨χ.
Having analyzed the locality property in team semantics, we now turn to the proof
of the main result of this section. We will show that given the locality property, any
team-based logic that is expressively complete in some forgetful class of team proper-
ties enjoys uniform interpolation. We call a class P of team properties forgetful if for
any N-team property P ∈ P and anyM⊆N, P ↾M∈ P, where P ↾M= {X ↾M :X ∈ P}.
Clearly, the collection P∪˙ of all union closed team properties which contain the empty
team is forgetful, so are the class P℘
+
or P℘ of all team properties which contain or not
necessarily contain the empty team, the class of all downwards closed team properties
which contain the empty team, etc.
One important lemma of our main result is the observation that team semantics has
the amalgamation property in the following sense, where we write simply MN for the
unionM∪N of two domainsM,N.
Lemma 5.7 (Amalgamation). For any K-team X and M-team Y such that X ↾ (K∩
M) = Y ↾ (K∩M), there exists a KM-team Z such that Z ↾ K=X and Z ↾M= Y .
Proof. Clearly the required KM-team Z can be defined as
Z = {v : KM∪{⊤,⊥}→ {0,1} | v ↾ K ∈X, v ↾M ∈ Y and v(⊤⊥) = 10}.
Now we give the proof of the uniform interpolation property for the union closed
logics we considered in the paper and many other team logics.
Theorem 5.8 (Uniform interpolation). Let L be a team-based propositional logic that
has the locality property and is expressive complete in some forgetful class P of team
properties. For any L-formula φ(K) and anyN⊆K, there is an L-formula θ(N) (called
a uniform interpolant) such that φ |= θ, and for any L-formula ψ(M) with K∩M⊆ N,
we have that φ |= ψ =⇒ θ |= ψ.
Proof. Since L is expressively complete in P, JφKK ∈ P. As P is forgetful, JφKK↾N∈ P
as well. By the expressive completeness again, we find an L-formula θ(N) such that
JθKN = JφKK↾N. We show that θ is the required uniform interpolant.
To see that φ |= θ, supposeX |= φ with dom(X)⊇ K. Since L is downwards local,
we have also that X ↾ K |= φ(K), i.e.,X ↾ K ∈ JφKK. Thus
X ↾ N= (X ↾ K) ↾ N ∈ JφKK↾N= JθKN,
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namelyX ↾ N |= θ. Then, since L is also upwards local, we conclude thatX |= θ.
Next, assuming that ψ(M) is an L-formula with K∩M ⊆ N and φ |= ψ we show
that θ |= ψ. SupposeX |= θ and dom(X)⊇MN. Since L is downwards local, we have
X ↾ N |= θ(N). Thus X ↾ N ∈ JθKN = JφKK↾N . It follows that there exists a K-team Y
such that Y |= φ and Y ↾ N=X ↾ N.
Since N⊆ K and K∩M⊆ N, we have that
N⊆ K∩MN= (K∩M)∪ (K∩N)⊆ N,
thus K∩MN= N. Now, by Lemma 5.7, there exists a KMN-team Z such that Z ↾ K=
Y and Z ↾MN=X ↾MN.
Since Y |= φ(K), we have Z ↾ K |= φ, which by the upwards locality of L implies
Z |= φ. It then follows from assumption φ |= ψ that Z |= ψ. Since L is downwards
local, Z ↾MN |= ψ, which implies X ↾MN |= ψ. Hence, we concludeX |= ψ, as L is
upwards local.
Corollary 5.9 (Craig’s interpolation). Let L be a team-based propositional logic as in
Theorem 5.8, and K,M,N pairwise disjoint sets of propositional variables. For any
L-formulas φ(KN) and ψ(MN), if φ |= ψ, then there exists an L-formula θ(N) such
that φ |= θ and θ |= ψ.
Corollary 5.10. The logics CPL(/),CPL(⊆),CPL(ϒ) admit uniform interpolation.
Our proof of Theorem 5.8 makes essential use of the locality property (both up-
wards and downwards locality). It is not clear whether the locality property is actually
a necessary condition for uniform interpolation. Yet let us end this section by demon-
strating that the interpolation property can fail for team-based logics without the local-
ity property. Recall from Example 5.3 that CPL(/) with strict semantics is not local,
and the counterexample can be built with four propositional variables. We shall now
consider the restricted language of CPL(/) with four propositional variables p,q,r,s
and constant symbols ⊤,⊥ only. This language, which we denote as CPL(/)4, is
clearly still not local under strict semantics. We now illustrate that CPL(/)4 does not
admit (Craig’s) interpolation.
Example 5.11. ConsiderCPL(/)4 with strict semantics and consider the teamX from
Example 5.3 again. We claim that
ΨX ′ ∧
(
(p/q)∨ (q/r)
)
|=s s/¬s, (17)
where ΨX ′ = (p∧¬q∧¬r)/(¬p∧ q∧¬r)/(¬p∧¬q∧ r) is the formula that defines
(under lax semantics) the team X ′ =X ↾ {p,q,r} modulo the empty team in the sense
of Equation (3) from Section 3. To see why (17) holds, take any nonempty team Y
over the domain {p,q,r,s} that satisfies both ΨX ′ and (p/q)∨ (q/r) under strict
semantics. It is easy to see that Y |=s ΨX ′ implies that Y ↾ {p,q,r} = X
′. Now,
similarly to what we have argued in Example 5.3, in order for the {p,q,r,s}-team Y to
satisfy the formula (p/q)∨ (q/r) under strict semantics, the valuation v2 in X
′ must
extend in Y to two distinct valuations v′2 and v
′′
2 . In the language CPL(/)4 with four
propositional variables only, this can only be the case if v′2(s) = 0 and v
′′
2 (s) = 1. From
this we must conclude that Y |=s s/¬s, as desired.
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Now, observe that in the entailment (17) the common language of two formulas on
the left and right side of the turnstile (|=) is empty. Hence there is no interpolant for
the entailment (17) (the constant symbol ⊥ or ⊤ is clearly not an interpolant).
6. Conclusion and further directions
In this paper, we have studied the expressive power, axiomatization problem and
interpolation property for several propositional union closed team logics. Building on
the result in [32] that CPL(/) is expressively complete, we proved that CPL(⊆) and
CPL(ϒ) as well as their fragments CPL(⊆0) and CPL(6=(·)) are also expressively
complete. It is interesting to note that our version of the propositional inclusion logic
CPL(⊆) allows inclusion atoms a ⊆ b with the constant symbols ⊤ and ⊥ in the ar-
guments. As we illustrated, the original version of CPL(⊆), the version in which
inclusion atoms p⊆ q can only have propositional variables in the arguments, is actu-
ally strictly less expressive, and thus not expressively complete. Recall that first-order
inclusion logic was shown in [11] to be not expressively complete either, since some
of the union closed existential second-order team properties cannot be defined in the
logic. While the union closed fragment of existential second-order logic was already
characterized in [24] by using an involved fragment of inclusion-exclusion logic, it is
reasonable to ask whether it is possible to find a simpler expressively complete union
closed first-order team-based logic, by extending first-order logic with certain more
general inclusion atoms, as done in the present paper on the propositional level.
We have introduced sound and complete natural deduction systems forCPL(/) and
CPL(⊆) as well as CPL(⊆0). How to axiomatize the logic CPL(ϒ) is left as future
work. The completeness proof for the systems ofCPL(/) andCPL(⊆) rely heavily on
the disjunctive normal form of the two logics. Since the normal form of CPL(ϒ) (ob-
tained from the proof of Theorem 3.3) is much more involved, the completeness proof
for the system of CPL(ϒ) may require different tricks. Introducing (cut-free) sequent
calculi for all these union closed logics and investigating their proof-theoretic prop-
erties are also natural further directions. For propositional downwards closed logics,
some first steps along this line were taken in [7, 25].
We have also proved the (uniform) interpolation property for all expressively com-
plete team-based propositional logics (in some forgetful class) that satisfy the locality
property. While our result is not new (as it follows from [6]) or surprising, our proof
highlights particularly the role of locality property. We emphasized that the simple
property of locality should never be taken for granted in the context of team semantics.
The union closed team logics considered in this paper under strict semantics actually
lack the locality property. Roughly speaking, the locality property and the interpola-
tion property both decribe the redundant role of irrelevant variables. This similar flavor
seems to suggest that these two properties may actually be connected. Is the local-
ity property a necessarily condition for a logic admitting the interpolation property?
The example we gave in Example 5.11 is at least consistent with this idea. Further
exploration is left as future work.
We end by mentioning two other further directions. First is to find applications of
union closure team logics in other fields. Propositional downwards closed team logics
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have natural interpretations in inquisitive semantics (see e.g., [4]). Developing sim-
ilar connections for union closed team logics in natural language and other contexts
would be an important further direction. Another interesting direction is to consider
team-based (propositional) logics with other closure properties. The team-based logics
considered in the literature are usually conservative extensions of classical logic. The
characteristic property of classical propositional formulas is the flatness property (see
Corollary 3.2 in this paper and Theorem 3.2 in [32]), which is equivalent to the com-
bination of the empty team property, the union closure property and the downwards
closure property. In this respect, the union closure and downwards closure property are
natural closure properties for team-based logics. In contrast, for instance, the upwards
closure property is not very natural, because, as we pointed out already, classical for-
mulas (e.g., already the propositional variable p) are not upwards closed. Nevertheless,
there may well be other meaningful ways to decompose the flatness property. For an
obvious example, the flatness property is stated as a property of two directions, each
of which corresponds to a closure property that has not yet been considered in the lit-
erature. The closure properties obtained from this and possibly other decompositions
could give rise to other interesting logics.
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