Abstract
Introduction
Many approaches to slicing rely upon the ability to union the results of two or more slices to produce a slice which agglomerates the results of each individual slice. For example, in decomposition slicing [7] , the decomposition slice (and its complement) can be expressed as a union of static slices, each of which shares the same variable, but differs upon the point for which it is constructed. The parallel algorithm of Danicic et al. [5] explicitly relies upon union of slicing. Other, well-known algorithms for static slicing, such as Weiser's [23] and the HRB inter-procedural algorithm [11] also, implicitly rely upon the 'fact' 1 that the union of two slices on two different criteria is a slice on the union of the two criteria (which we call the 'distributive law' in this paper). This has only been proved for program dependence graph based slicing of programs without procedures [19] .
Also, in the application of slicing algorithms to software engineering problems, the approaches often rely, either explicitly or implicitly upon the belief that the union of two slices is a valid slice. For example, Canfora et al. [4] use the union of slices to identify reusable functions and in the 1 which this paper demonstrates is questionable.
work of Bieman and Ott [2] and Ott and Thuss [16, 17] , slicing is used to assess the functional cohesion in a function. The approach is essentially to define metrics which derive their cohesion score from the level of overlap between the 'important' slices of the function. This overlap represents the portion of the function which contributes to all the important variables and thus can be thought of as the cohesive part. Of course, this overlap is an intersection, but other metrics, such as coverage [16] rely upon union, as does work on coupling [9] , which is derived from and inspired by the original work on cohesion measurement.
The reason all these approaches safely use the union of slices is due to the fact that the algorithm used to build a slice preserves control and data flow dependences of the original program (most of them are indeed based on the Program Dependence Graph, PDG [6] ). Indeed, according to Horwitz et al., two PDG slices of the same program can be seen as two non-interfering versions of the program which can be safely integrated [10] . However, despite these important results, we show that the union of static slices is not necessarily a valid slice, based on Weiser's definition of slice.
Unioning of slices is not merely relied upon in static slicing, it is also used in the construction of dynamic slices and in the approximation of the more precise 'realizable' static slice, expressed as a union of dynamic slices [1] . However, although PDG based algorithms enable the valid union of two static slices of a program, unioning is not valid for other forms of slicing. For example, it has been established that the union of two dynamic slices is not necessarily a valid dynamic slice [8] . In this paper we also identify further conditions for the validity of unioning other forms of slices, such as dynamic and conditioned slices.
The remainder of the paper is organized as follows. In Section 2 we show that according to Weiser's definition, the union of static slices is not a valid slice, while Section 3 discusses the condition for the validity of unioning static slices. Section 4 discusses validity conditions for unioning other forms of slices, while concluding remarks and future work directions are outlined in Section 5.
Unioning slices
Weiser has formally defined a slice as any subset of a program, which preserves a specific behavior in respect to a criterion. The criterion, also called the slicing criterion, is a pair c ś V µ consisting of a statement s and a subset V of the variables of the analyzed program. The most trivial (but irrelevant) slice of a program P is always the program P itself. Slices of interest are as small as possible, hopefully minimal.
In this section we show that the union of two static slices is not a static slice. This is the case, both for two slices constructed for different criteria and also for two different valid slices, constructed for the same criterion, each of which satisfies Weiser's definition. For the sake of simplicity, we use the end of the program as the statement part of slicing criteria. This does not affect the validity of our considerations.
Consider the example in Figure 1 . In this example, two slices are constructed for the final value of the variable x. That is, each slice is constructed by statement deletion and each must preserve the final value of the variable x. Of course, a particular algorithm for slicing would only produce a single (unique) slice for a single criterion. However, Weiser's definition allows for many possible valid slices. In this example, both slices are minimal (minimal slices are not unique [22] ). Observe that the union of the two slices is not a slice on x.
This result is interesting from a theoretical point of view, but is less important practically speaking, because, any deterministic algorithm 2 would only construct a single slice for a single criterion and therefore there would be no practical ramifications from this observation.
However, by a similar argument, it can be shown that the union of two static slices for two different criteria is also not a static slice for the union of the two criteria; slicing is not distributive. More formally, the law Slice´P V W µ Slice´P V µ Slice´P W µ 2 All the currently published algorithms for static slicing [20] are deterministic.
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x = 2; x = 2; x = 2; 2 x = x + 1; x = x + 1; x = x + 1; 3 y = x; y = x; y = x; 4 x = 2; 5 x = x + 1; x = x + 1; x = x + 1; 6 z = x; z = x; z = x; does not hold, according to Weiser's definition. This is surprising, because this law is widely believed in the 'folklore' of slicing and is implicitly and explicitly relied upon in many approaches to slicing. Consider the example in Figure 2 . In this example, two minimal slices are constructed for two different variables, y and z, but the union of these two slices is not a slice on Ý Þ .
Unioning static slices
The problem embodied by these examples is that the constructed slices do not take into account the data dependences. That is, in both examples, statement 5 is data dependent on statement 4 and not on statement 2. The data flow from statement 2 is killed before it reaches statement 5, but the killing statement is not included in either slice. Therefore a dependence is inserted into the unioned code, which is not present in the original program.
Fortunately, all the approaches that make use of union of static slices rely on slicing algorithms that do preserve a subset of the direct data and control dependence relations of the original program. For example, in Figure 3 both slices on variables y and z are dependence preserving and the resulting union is a valid slice.
Reps and Yang have proved that a slice in a procedureless program computed by a dependence graph based algorithm is a valid slice [19] . Also, according to Horwitz et al. two program dependence graph based slices of the same program can be seen as two non-interfering versions of the program and then can be safely integrated [10] . Kumar and Proceedings of the Seventh European Conference On Software Maintenance And Reengineering (CSMR'03) 0-7695-1902-4/03 $17.00 © 2003 IEEE P P 1 P 2 P 3 P 1 P 2 1 x = 2; x = 2; x = 2; 2 x = x + 1; x = x + 1; x = x + 1; 3 y = x; y = x; y = x; 4 x = 2; x = 2; x = 2; 5 x = x + 1; x = x + 1; x = x + 1; 6 z = x; z = x; z = x;
Figure 3. Preserving slices for two criteria.
Horwitz [14] present a modified definition of a slice based on semantic effects (similar to the semantic dependence of [18]), which basically inverts the definition of a slice: A statement x of program P has a semantic effect on a statement y, iff a program P ¼ exists, created by modifying or removing x from P, and some input I exists such that P and P ¼ halt on I and produce different values for some variables used at y. This definition does not allow 'problematic' slices like in Figure 1 or 2 . However, such a slice may be a superset of a Weiser's slice because a statement like "x = x;" has a semantic effect according to their definition.
Unioning other forms of slices
In static slicing, the union of two dependence-preserving slices constructed for different criteria can only augment the slice of either. That is, the union of the two slices is simply an unnecessarily large slice of each of the contributing slicing criteria. By contrast, the union of two dynamic slices [13] , even where they are dependence-preserving, can interfere, to alter the semantics of one of the two slices. Consider the example in Figure 4 : the slice P 1 is constructed with respect to variable x and input n 1, while slice P 2 is constructed with respect to variable x and input n 2. The union of the two slice P 3 fails to preserve the semantics of the program with respect to input n 1 and then cannot be considered a valid dynamic slice for this input. Hall [8] noticed this 3 and proposed a method called simultaneous dynamic slicing to compute dynamic slices that simultaneously preserve the semantics of the original program for all the different input of the contributing slices.
Indeed, the problem with the union of dynamic slices is that they belong to different execution traces (one for each input) and definitions on an execution trace might kill definitions of a different execution trace. For example, in Figure 4 the definition of x at statement 7 in the union slice kills the definition of x at statement 2 on any input, while in the original program this does not happen for input n 1.
It is worth noting that the problem derives from the fact 3 The contribution of our example, is that it is a much simpler demonstration of the problem than the example used by Hall. that there is a dynamic dependence between statement 5 and statement 6 on the execution trace for input n 1 and not on the execution trace for input n 2. As statement 6 only affects the computation of x on the execution trace for input n 2, neither slice P 1 , nor slice P 2 include statement 5. In this way, in the union slice the data dependence between statements 5 and 6 on the execution trace for input n 1 is lost, thus resulting in an erroneous result for the variable x. It is also important to remark that statement 5 transitively depends on statement 1 that defines the value of the input variable n. Such dependences are lost in current dynamic slicing algorithms whenever the dependent statement does not affect the computation of the variable of interest and then is lost in the union of the dynamic slices too. The same problem is likely to affect other forms of slicing, such as quasi-static slicing [21] and conditioned slicing [3] , where slices are constructed with respect to a subset of the execution traces 4 .
Therefore, to build valid unions for forms of slices computed with respect to subsets of execution traces, we need to consider other properties than just preserving program dependences. It is likely that the union is a valid slice if the two slices are constructed with respect to the same subset of execution traces. For example, we should get valid union slices of two dependence preserving dynamic slices constructed with respect to two different variables but the same input, or of two conditioned slices constructed with respect to the same condition on the input variables.
Conclusions/future work
This short paper raises some questions about set operations on slicing, in particular various forms of union of slices. It has shown that the union of two static slices is not (necessarily) a valid static slice. This complements the work by Hall [8] , on simultaneous slicing which shows that the union of dynamic slices is not a dynamic slice.
Despite our results showing that the union of static slices is not necessarily a valid static slice, current PDG based static slicing algorithms (which rely upon the union of slices) are correct. It is not the same for other forms of slices computed with respect to a subset of the execution traces. For example, the union of two dynamic slices is not necessarily a valid dynamic slice, even if the slices preserve the program dependences. An approach to get valid union slices is to propose algorithms that take into account simultaneously the execution traces of the slicing criteria, as in the simultaneous dynamic slicing algorithm proposed by Hall [8] .
It is worth noting that the goal of some authors [1] is to union dynamic slices to achieve an approximation of a static slice, rather than a slice that preserves the semantics of the original program on the different program input used to build the single dynamic slices. Although, the proposed approach is interesting from a performance point of view (the union slice can be constructed in a much faster and cheaper way than a static slice), more experimental work is required to see the effects of using union slices that do not preserve the semantics of the original program in software maintenance tasks, such as program comprehension.
The considerations expressed for the union of dynamic slices also applies to other forms of slices, such as conditioned slices and quasi-static slices. For example, it is likely that a conditioned slice computed on the disjunction of the conditions of two conditioned slicing criteria is a valid slices, but the union of the corresponding conditioned slices is not necessarily a valid one. Therefore, it remains a problem for future work to demonstrate that the particular algorithmic manner in which existing slicing algorithms union slices, leads to unions which turn out always to be valid slices, themselves.
The paper also suggests some other questions about set operations on slices, which the authors would like to encourage the slicing community to consider, for example:
1. Is the union of two dataflow minimal slices [15, 22] 
