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Abstract 
 In this paper, after reviewing the main points of Haar wavelet transform and chaotic trigonometric maps, we introduce a 
new perspective of Haar wavelet transform.  The essential idea of the paper is given linearity properties of the scaling 
function of the Haar wavelet. With regard to applications of Haar wavelet transform in image processing, we introduce 
chaotic trigonometric Haar wavelet transform to encrypt the plain images. In addition, the encrypted images based on a 
proposed algorithm were made. To evaluate the security of the encrypted images, the key space analysis, the correlation 
coefficient analysis and differential attack were performed. Here, the chaotic trigonometric Haar wavelet transform tries to 
improve the problem of failure of encryption such as small key space and level of security. 
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1. Introduction 
Recently, wavelet analysis is a strong mathematical tool 
for signal and image analysis [1, 2, 3, 4, 5, 6]. The 
wavelets have been applied in many fields such as image 
compression, data compression, encrypted data and a lot 
more [7, 8, 9, 10, 11]. The image processing and 
encrypting based on discrete transform is currently the 
processing technique [12, 13, 14, 15]. The image and data 
compression applications have expanded in the field of 
the multimedia which requires the high performance, 
speedy digital video and audio capabilities [16, 17, 18, 
19]. One of the methods for image compression is based 
on Haar wavelet transforms, which are used in the JPEG–
2000 standard as wavelet–based compression algorithms 
[19, 20, 21]. In this work, we first introduce a new 
perspective of Haar wavelet which can be used in many 
more fields. Then, a chaotic Haar wavelet is made based 
on a chaotic map, which can be using in image and data 
encryption. Experimental results confirm this topic. This 
paper is ordered as: An introduction of Haar wavelet and 
trigonometric chaotic map discusses in section 2. We 
introduce the new perspective Haar wavelet that can be 
used to image compression and encryption in sec on 3. 
Then, we present the encryption methods proposed in 
this research in sec on 4. Next, the experimental results 
and statistical analysis discusses in section 5 and finally, 
in Sec on 6, we conclude this work.  
2. Background 
 
In this section, we demonstrate basic concepts Haar 
wavelet and chaotic maps to make a new perspective 
Haar wavelet. 
 
 Haar Wavelet 
Wavelet analysis and Fourier analysis are similar each 
other in that they allow a purpose function over an 
interval to be demonstrated aspect of the orthonormal 
function basis. Haar wavelet is simplest possible 
wavelet; hence, it most widely used in the various 
sciences. Haar transform or Haar wavelet transform is 
the simplest of the wavelet transforms and the first 
known wavelet which was proposed in 1909 by Alfred 
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Haar [4]. Haar transforms cross-multiply a function 
versus the Haar wavelet with various shifts and 
stretches, like Fourier transforms cross-multiply a 
function versus a sine wave with two phases and many 
stretches. The Haar wavelet is constructed based on the 
multiresolution analysis, which is generated by the 
scaling function [4, 5]:  
 
 ( ) =  
1     0 ≤   < 1
0     ℎ       
                                             (1) 
 In result, the Haar wavelet is the function: 
 ( ) =  
   1                     0 ≤   <  
 
−1                      
 
≤   < 1
0                ℎ       
                          (2) 
Their graphs are given in Fig.1. In other words, with 
regard to a more comprehensive mathematical 
definition, the scaling function and wavelet function are 
as following [4, 5]: 
 ( ) = ∑     (2  −  ) ∈                                          (3) 
or for any   ∈  , the set of functions 
{  , ( ) = 2
 
    2   −   ;   ∈   } 
where,   determines the position of   , ( ) along the x-
axis,   determines   , ( )’s width. Then 
 ( ) = ∑ ( −1 )             (2  −  ) ∈                         (4) 
that 
   = 2 ∫  ( )  (2  −  )             
 
  
      and       = 2
  
      . 
The     coefficients in here are called scaling function 
coefficients. In result, the Haar scaling function and 
wavelet function are defined as (   =    = 1) [4, 5, 6] 
 ( ) =  (2 ) +  (2  − 1)  
 ( ) =  (2 ) −  (2  − 1)
 
Fig.1. Graph of  ( ) and  ( ) of Haar wavelet. 
Two-dimension Haar wavelet is created based on taking 
the tensor product of one-dimensional wavelets. As 
regards   and   are the scaling function and wavelet; 
we can be demonstrated the multiresolution analysis on 
a two-dimension signal    ,  as following [4, 6]: 
  ,  =      ,   +       ,   +       ,   
+       ,    
Where 
     ,                                (2
    
−  )  , ( ,  )  2
     −     
     ,                                (2
     
−  )  , ( ,  )  2
     −     
      ,                                (2
    
−  )  , ( ,  )  2
     −     
      ,                                (2
     
−  )  , ( ,  )  2
     −     
Where L is approximation sequence or low-pass filter in 
horizontal or vertical directions of the matrix and also, H is 
details sequence or high-pass filter in horizontal or vertical 
directions of the matrix [4, 6]. 
In the image analysis application, a two-dimension signal 
  ,  can be a plain image. The two-dimensional wavelet 
transform decomposes the plain image to four sub-
images (LL, LH, HL and HH). In other words, these sub-images 
are filtered with low-pass (L) and high-pass filters (H). LL is the 
approximated plain image with quarter of the initial size 
that has been filtered using of low-pass filters in 
horizontal and vertical directions. HL is a details image 
which has been filtered using of high-pass filter in the 
vertical direction and low-pass filter in horizontal 
direction. LH is a details image which has been filtered 
using of low-pass filter in the vertical direction and high-
pass filter in horizontal direction. HH is a details image 
which has been filtered using of high-pass filters in both 
horizontal and vertical directions [4, 6]. The LL image 
can be decomposed to four new sub-images which make 
a tree of sub-images as shown in Fig. 2.  
In other words, the Haar transform can be presented in 
matrix form   =        where M is a   ×    plain 
matrix, H is a   ×    Haar transform matrix, and F is the 
  ×    resulting transform matrix. An example of a 4 × 4  
Haar transform matrix is shown in Eq. (5) [6]: 
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Fig.2. (a) Two dimensional 2-leveles Haar wavelet 
decomposition. (b) The plain image ‘‘Einstein.bmp’’. (c) Two 
levels Haar wavelet decomposition of the plain image 
‘‘Einstein.bmp’’.  
 The chaotic trigonometric maps: 
In this section, we first review one-parameter chaotic 
maps that can be used as basis of chaotic trigonometric 
maps. The one-parameter chaotic maps are defined as 
the ratio of polynomials of degree N [22, 23, 24]: 
   
  ( ,  )
=  1 + (−1 )   
   − ,  ,
 
 
 ,    
×
  
(   + 1 ) + (   − 1 )(−1 )   
  − ,  , 
 
 ,   
=
  (  ( 
 
 )) 
1 + (   − 1 )(  ( 
 
 )) 
 
and 
  
  ( ,  )
=  1 − (−1 )   
   − ,  ,
 
 
 , (1 −  )  
×
  
(   + 1 ) − (   − 1 )(−1 )   
  − ,  , 
 
 , (1 −  ) 
=
  (  ((1 −  )
 
 )) 
1 − (   − 1 )(  ((1 −  )
 
 ) 
 
where N  is an integer greater than one. Also, 
  
   − ,  ,
 
 
 ,   = (−1 )       2           
 
   
= (−1 )     ( 
 
 ) 
 
is the hyper geometric polynomials of degree  N. 
  (  ( )) are chebyshev polynomials of type I (typeII), 
respectively. The chaotic trigonometric maps can be 
their conjugate maps which are defined as: 
   
   ( ,  ) = ℎ      
  ( ,  )   ℎ  
=
1
  
                 
 
   , 
  
   ( ,  ) = ℎ     
  ( ,  )   ℎ  
=
1
  
                 
  
    ,  
Here, conjugacy means that the invertible map 
ℎ( ) =
   
 
   maps   = [0, 1] into [0, ∞) [22, 23, 24].  
We denote the chaotic trigonometric maps 
(   
   ( ,  ),   
   ( ,  )) with (  ( ,  ),   ( ,  )) in order to 
simplify the calculation in this paper. Therefore, the 
chaotic trigonometric maps are as follows: 
  (   ,   ) =
 
  
     
                  
 
    ,                (6) 
  (   ,   ) =
 
  
     
                  
  
    ,                (7) 
Here, we use the chaotic trigonometric maps as generic 
symmetric non-linearly coupled maps which are the 
dynamical chaotic maps as following: 
         = (1 −   )   ( ) +     ( ) 
In other words, 
     = (1 −   )   (   ) +     (   )                                   (8) 
where,   is the strength of the coupling (0 <   < 1), 
and the functions           are the chaotic 
trigonometric maps. 
 
3. Chaotic Trigonometric Haar 
Wavelet Transform 
In this section, we first introduce a new perspective of 
Haar wavelet transform and then using the chaotic 
trigonometric maps, we obtain chaotic trigonometric 
Haar wavelet transform. 
 New perspective of Haar wavelet 
transform 
As we know, the scaling function coefficients of Haar 
wavelet are constant values [4, 5, 6] (   =    = 1). 
Hence, the Haar wavelet transform is used less in 
cryptography. Researchers usually use of the Haar 
wavelet in cryptography based on the hybrid methods 
[25, 26, 27]. Here, we propose a new method which can 
improve this problem. First, we introduce a new 
perspective of Haar wavelet transform using of 
destabilized the scaling function and then the wavelet 
function as following method: 
 First, considering scaling function of Haar wavelet (Eq. 
1) that changed as a sloping step function: 
 ( ) =  
    −  
 
   + 1    0 ≤   < 1
0     ℎ       
                                 (9) 
Where   is line slop and −2 ≤   ≤ 2.  In result, the Haar 
wavelet is the function: 
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 ( ) =
⎩
⎨
⎧   (
  
  
+
 
 
+ 1)(2   −  
 
  )                0 ≤   <  
 
−(
  
  
−
 
 
+ 1)(2   −   
 
  )               
 
≤   < 1
0                                                         ℎ       
  
(10) 
With regard to a more comprehensive mathematical 
definition [4, 5], the scaling func on and wavelet 
function of the new perspective of Haar wavelet 
transform are as following: 
    =
  
  
−
 
 
+ 1 ,     =
  
  
+
 
 
+ 1                            (11) 
 ( ) = (
  
24
−
 
4
+ 1)  (2 ) + (
  
24
+
 
4
+ 1) (2  − 1)  
 ( ) = (
  
24
+
 
4
+ 1)  (2 ) − (
  
24
−
 
4
+ 1) (2  − 1)  
that if   = 0 , this functions are the Haar wavelet 
functions. The graphs of the new scaling function and 
function of wavelet are given in Fig.3. 
 
Fig.3. Graph of  ( ) and  ( ) of a new perspective of 
Haar wavelet. 
 Basic properties of the new 
perspective Haar wavelet 
The following concepts are basic properties in wavelets 
which will study in here.  
1) The mean of the new perspective Haar wavelet is 
linear function of   i.e.  
    ( ) = ∫  ( )    = 0.25  
 
  
 . 
This property shows that the   can be used in 
cryptography as a key.  
2) The unit length of the new perspective Haar 
wavelet is one i.e. ∫  ( )   = 1
 
  
 . 
The new perspective Haar wavelet in one dimension can 
be shown with using the following example:  
Consider the function shown in Fig. 4(a). We can 
approximate this function using translates of the new 
perspective Haar scaling function ( ). The 
approximation is shown in Fig. 4(b).  If we call this 
approximation  
( )( ,  ), then 
  
( )( ,  ) =     , ( )  ( )
 
 
Where 
  , ( ) =    ( )
   
 
  ( )    
We can obtain a more refined approximation, or an 
approximation at a higher resolution,   
( )( ,  ), shown 
in Fig. 4(c), if we use the set   , ( ) : 
  
( )( ,  ) =     , ( )   , ( )
 
 
Continuing in this method (Fig. 4(c)), we can obtain 
higher and higher resolution approximations of  ( ) 
with 
  
( )( ,  ) = ∑   , ( )   , ( )  . 
 
Fig. 4. A sample function and approximations of the function. 
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The new perspective Haar wavelet in two dimensions is 
obtained as similar to above mention. An example of a 
4 × 4  new perspective Haar transformation matrix is 
shown in Eq. (12): 
   =   
     
0 0
0 0
     
   −   
0 0
0 0
   −   
        
     =   
     
   −   
0 0
0 0
0 0
0 0
1 0
0 1
  
that    and     are first approximation matrix and 
Second approximation matrix, respectively. Thus, 
    ×  =      =    
(   )
        
      (   )
 
      (   )
 
−(    )
  −       
   −   
0 0
0 0
   −   
   
(12) 
where the    =
  
√ 
  coefficients are scaling function 
coefficients. In result, we have a Haar wavelet transform 
with variable scaling function coefficients. 
 Chaotic Trigonometric Haar wavelet 
transform 
With regard to above mentions, we introduce chaotic 
trigonometric Haar wavelet transform with variable 
scaling function coefficients which is a new method in 
cryptography. To avoid adding content, we focus on the 
chaotic trigonometric Haar wavelet in two-dimension. 
We use the chaotic trigonometric coupled maps to 
generate  . Note that for any scaling function coefficient 
(  ) could be generated a separate  . In result, we have 
a chaotic trigonometric Haar transformation matrix from 
variable scaling function coefficients(   ). A 4 × 4  
chaotic trigonometric perspective Haar transformation 
matrix is as following, 
   =   
  (  )   (  )
0 0
0 0
  (  )   (  )
  (  ) −   (  )
0 0
0 0
  (  ) −   (  )
       
     =   
  (  )   (   )
  (   ) −   (   )
0 0
0 0
0 0
0 0
1 0
0 1
  
that    and     are first approximation matrix and 
Second approximation matrix, respectively. Then, 
    ×  =      = 
  
  (  )  (  )   (  )  (  )
  (   )  (  )   (   )  (  )
  (   )  (  )   (   )  (  )
−   (   )  (  ) −   (   )  (  )
  (  ) −   (  )
0 0
0 0
  (  ) −   (  )
  
(13) 
 As an example, we obtain a 4 × 4  chaotic trigonometric 
Haar transformation matrix with proposed control 
parameters of the chaotic trigonometric coupled maps 
(Eq.8) as: 
 {  = 0.2,     = 3,     = 4,    = 2,    = 2.5        =
0.4}.  
Then,  
 
   = 1.469    = −0.351    = −0.075     = 0.027
   = −0.070     = 0.033    = −0.028     = 0.156
   = 0.674     = 0.147     = 0.570     =0.834
  
In result, we have: 
   ×  =  
0.614
0.835
0.780
1.061
1.057 1.044
−0.836 −0.826
0.983 −0.992 0 0
0 0 0.993 −0.962
  
We can develop this transformation matrix to a   ×    
chaotic trigonometric Haar transformation matrix.  
 
Fig.5. (a) The plain image ‘‘Einstein.bmp’’. (b) Two levels 
chaotic trigonometric Haar wavelet decomposition of the plain 
image ‘‘Einstein.bmp’’. 
Here, we are done a chaotic trigonometric Haar wavelet 
transformation. With this method, brightness of the 
sub-images has randomly changed in horizontal and 
vertical (see Fig. 5).  
 
4. Proposed algorithm 
In this section, we introduce the encryption algorithm 
based on the chaotic trigonometric Haar wavelet 
transforms (CTH) and spiral swapping.  
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First, the CTH is used to compute the approximation 
coefficients matrix LL1, and details coefficients matrices 
LH1, HL1, and HH1 of the plain image in the first wavelet 
decomposition. Next, the 2nd level of the wavelet 
decomposition is done to generate LL2, LH2, HL2, and 
HH2 with new control parameters. In next step, the 
values of the LL2 matrix involves as spiral swapping with 
values of the LH2, HL2, and HH2 matrices as following 
diagram (see Fig. 6): 
 
Fig.6. diagram of spiral swapping method. 
As shown in the diagram, the spiral swapping method 
swaps  
 ́
 
,
  ́
 
+ 1  pixel of the LL2 with (1,  ́)pixel of the 
LH2 and  
 ́
 
,
  ́
 
 pixel of the LL2 with ( ́, 2)pixel of the HL2 
and also  
  ́ 
 
+ 1,
 ́
 
 pixel of the LL2 with (1, 3)pixel of 
the HH2 and then swaps  
 ́
 
+ 1,
  ́
 
+ 1  pixel of the LL2 
with (1,  ́ − 3)pixel of the LH2 and  
 ́
 
+ 1,
  ́
 
+ 2  pixel 
of the LL2 with ( ́, 5)pixel of the HL2 and also  
  ́ 
 
,
 ́
 
+
2 pixel of the LL2 with (1, 6)pixel of the HH2. These 
steps would be continuing until ( ́,  ́)pixel of the LL2 
and so on. The spiral swapping method will cause of 
brightness of the sub-images distribute as more uniform 
in the whole image. This step is repeated again on the 
1st level of wavelet decomposi on, i.e. using the spiral 
swapping method swap the values of the LL1 matrix with 
those of the LH1, HL1, and HH1. In result, a chaotic 
trigonometric Haar image (F) is produced with the 2-
levels inverse chaotic trigonometric Haar wavelet 
transforms which each level has the new control 
parameters. 
In the last step, an encrypted image is produced from 
combination the chaotic trigonometric Haar image and 
the plain image as following [31]: 
  ×  =   ×          ×   
 Where M is an   ×    image matrix, F is a   ×    chaotic 
trigonometric Haar image matrix, and E is an   ×    
encrypted image matrix.  
In result, an encrypted image is obtained by this 
algorithm that due to having many control parameters 
resists any security and statistical attacks (Fig. 7). The 
decryption process is almost the same as the encryption 
but with reverse steps. 
 
Fig.7. The figures “Einstein”, “Lena”, and “Boat” present the 
plain images (a), the chaotic trigonometric Haar images (b) 
encrypted images(c). 
5. Experimental results and 
statistical analysis 
Nowadays, security is most important part of an image 
encryption. Hence, a complete analysis is made on the 
security of the encrypted images of proposed method. 
We have tried based on statistical analysis to explain 
that the encrypted images are sufficiently secure against 
various cryptographically attacks. 
 Key space analysis 
One of the methods to check security is the key space 
analysis. The key space analysis is a mathematical 
method to obtain size of key space.  If it is not large 
enough, the attackers may guess the image with brute-
force attack [6, 28]. As we know, the total number of 
different keys was used in the cryptography is the Key 
space size. In this method, there are six control 
parameters at least in the interval 0 to 1 that were used 
four times in chaotic trigonometric Haar wavelet 
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transforms.  The Fig. 8, show the key space size the 
proportion to the precision of numbers.  
 
Fig. 8. The size of key space to the precision of numbers. 
Hence, If the precision be rather than 10  , the size of 
key spaces for control parameters of the method are 
much more than 2   . These sizes are large enough to 
defeat brute-force by any super computer today.  
 Histogram 
The grey scale histograms are the mathematical tools to 
show pixel’s brightness distribution of the images. The 
grey scale histograms are given in Figs. 9. The grey scale 
histogram of the encrypted image is significantly 
different from the grey scale histogram of the plain 
image. Whatever the brightness distribution of grey 
scale of the encrypted image is uniformly, the encrypted 
image is completely encrypted and the possibility of 
breaking of the encrypted image is much less than 
exponential distribution [25]. The Fig. 9(b), show 
uniformity in brightness distribution of grey scale of the 
encrypted images. Hence, it does not provide any useful 
information to perform any statistical analysis attack on 
the encrypted image. In addition, the average pixel 
intensity for plain image and encrypted image are 98.92, 
and 127.13, respectively. 
 
Fig.9. Histograms of plain and encrypted images. 
 Normalized Information Entropy 
The entropy is the most outstanding characteristic of 
the randomness [28]. Information entropy is a 
mathematical tool to measure the amount of disorder of 
data communication and storage that founded by 
Claude E. Shannon in 1949 [29]. Suppose p is the 
number of different values that the pixels of the 
encrypted image can have. Suppose    is the amount of 
pixels of the encrypted image that values of the   are 
0, 1, … ,   − 1. and also, N is the total amount of pixels of 
the encrypted image. The entropy of the encrypted 
image is defined as 
  =  
  
 
log 
 
  
   
   
 
which is in the interval [0, log  ]. Normalized 
information entropy is a method to scale the 
information entropy. Hence, the normalized information 
entropy of the encrypted image is defined as 
   =
∑
  
 
log 
 
  
   
   
log  
 
which is in the interval [0,1]. If encrypted pixels of the 
intensity were equiprobable, the normalized entropy 
should be equal to one. In our simulations, the 
normalized entropy has assumed values close to one, 
ranging from 0.9982 to 0.9999. Therefore, our 
encrypted images are close to a random source with 
equiprobable values. In result, the proposed algorithm is 
 8 
 
secure against the entropy attack. Such result agrees 
with the uniformity shown in the histograms of Fig. 9. 
 Correlation Coefficient analysis 
In order to show the amounts of uncorrelation between 
pixels of encrypted image, the statistical analysis 
performs on the encrypted image. The correlation 
coefficient analysis shows the correlation between two 
adjacent pixels in plain image and encrypted image. We 
randomly select 2000 pairs of two-adjacent pixels (in 
vertical, horizontal, and diagonal direction) from plain 
image and encrypted image. We calculate the 
correlation coefficients based on the following two 
equations, respectively (see Table 1) [30, 33]: 
   ( ,  ) =
1
 
     −   ( ) 
 
   
    −   ( )  
    =
   ( ,  )
( ( ))
 
 ( ( ))
 
 
 
where 
 ( ) =
1
 
 (  ),
 
   
  ( ) =
1
 
     −   ( ) 
 
 
   
 
That E(x) is the estimation of mathematical expectations 
of x, and D(x) is the estimation of variance of x, and also 
Cov(x,y) is the estimation of covariance between x and 
y. In addition, x and y are grey scale values of two 
adjacent pixels in the image [30, 33]. 
Table. 1. Correlation coefficients of two adjacent pixels in the 
plain image and the encrypted images. 
Direction  
 
Plain Image  
 
Encrypted image 
 Einstein Lena Boat Einstein Lena Boat 
Horizontal  
 
0.934  
 
0.914 0.905 0.0015  
 
0.0020 0.0088 
Vertical  
 
0.963  
 
0.922 0.955 0.0038  
 
0.0049 0.0138 
Diagonal  
 
0.940  
 
0.949 0.945 0.0046  
 
0.0057 0.0076 
 
 Differential attack 
In an attempt to derive the key, hackers try to find out a 
relationship between the plain image and the encrypted 
image, based on studying how differences in the input 
which can affect the resultant difference in the output 
[31]. Hackers observe the change of the encrypted 
image using a slight change such as modifying one pixel 
of the plain image [32, 34]. To investigate the influence 
of one pixel change on the whole encrypted image by 
the proposed algorithm, two common measures are 
used:  
First, the number of pixels change rate (NPCR) that 
stands for the number of pixels change rate while one 
pixel of plain image is changed. Second, the unified 
average changing intensity (UACI) that measures the 
average intensity of differences between the plain 
image and encrypted image. The NPCR and The UACI are 
used to test the influence of one pixel change on the 
whole of the image encrypted and can be defined as 
following [33]: 
     =
∑  ( ,  ) , 
  × ℎ
× 100%  
     =
1
  × ℎ
 
  ( ,  ) −   ( ,  )
255
 , 
  × 100%  
that w and h are the width and height of   or   . Here, 
the   and    are two encrypted images, whose 
corresponding plain images have only one pixel 
difference and also have the same size. The   ( ,  ) and 
  ( ,  ) are grey-scale values of the pixels at grid ( ,  ) . 
The  ( ,  ) determined by   ( ,  ) and   ( ,  ). If 
  ( ,  ) =   ( ,  ), in result,  ( ,  )  =  1; otherwise, 
 ( ,  )  =  0. We have took some tests on the proposed 
algorithm (256 grey scale image of size 256 × 256 ) to 
find out the extent of change produced by one pixel 
change in the plain image (see Table 2). The results 
demonstrate that the proposed algorithm can survive 
differential attack. 
Table. 2. Results of the differential attack in the encrypted 
images (Minimum, maximum and average NPCR and UACI). 
Tests Einstein Lena  Boat 
NPCR% 
min: 
max: 
average: 
 
98.885 
99.125 
99.005 
 
99.165 
99.265 
99.215 
 
98.429 
98.695 
98.562 
UACI% 
min: 
max: 
average: 
 
24.011 
24.245 
24.128 
 
29.188 
29.516 
29.352 
 
37.508 
37.658 
37.583 
 
6. Conclusion 
We have introduced a new perspective of Haar wavelet 
transform. The new perspective of Haar wavelet 
transform can be used in image compression and image 
encryption. Using the chaotic trigonometric maps, we 
have introduced the chaotic trigonometric Haar wavelet 
transform. The algorithm was proposed to make 
encrypted image. The results have shown this method 
could be used in image encryption. We suggest the use of 
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the new perspective of Haar wavelet transform to signal 
processing and image processing and also similar work. 
7. References 
1. X. Zhao, B. Ye, 2010, Convolution wavelet packet 
transform and its applications to signal processing. 
Digital Signal Processing. Vol. 20. Pp. 1352–1364. 
2. J. Rafieea,M.A. Rafieea, N. Prauseb, M.P. Schoen, 
2011, Wavelet basis functions in biomedical signal 
processing. Expert Systems with Applications. Vol 
38, pp 6190–6201. 
3. S. Courrouxa, S. Chevobbea, M. Darouicha, M. 
Paindavoine, 2013, Use of wavelet for image 
processing in smart cameras with low hardware 
resources. Journal of Systems Architecture. Vol. 59, 
pp. 826–832. 
4. A. Boggess, F. J. Narcowich, 2009,   A First Course in 
Wavelets with Fourier Analysis, 2nd Edi on. ISBN: 
978-0-470-43117-7. 
5. B. Vidakovic, 2008, Statistical Modeling by Wavelets. 
Wiley Online Library.  ISBN: 9780471293651.  
6. R. C. Gonzalez, R. E. Woods, 2001, Digital Image 
Processing. ISBN 0-201-18075-8. 
7. D. R. Larson, 2007, Wavelet Analysis and 
Applications. Appl. Numer. Harmon. Anal. 
Birkhäuser. pp. 143–171. 
8. G. Davis, A. Nosratinia, 1998, Wavelet–Based image 
coding: An Overview. Applied and Computational 
Control, Signals, and Circuits, Vol.1 pp. 11. 
9. E. Pomponia, A. Vinogradova, A. Danyuk, 2015, 
Wavelet based approach to signal activity detection 
and phase picking: Application to acoustic 
emission. Signal Processing. Vol 115, pp.110–119. 
10. Sh. Zhonga, X. Jianga, J. Weia, Zh. Wei, 2013, Image 
enhancement based on wavelet transformation 
and pseudo-color coding with phase-modulated 
image density processing. Infrared Physics & 
Technology. Vol 58, pp.56–63. 
11. K. Khatkara, D. Kumar. Biomedical Image 
Enhancement Using Wavelets. Procedia Computer 
Science. Vol 48, pp.513–517. 
12. T. Blu, M. Unser, 2002, Wavelets, Fractals and Radial 
Basis Functions, IEEE Transactions on Signal 
Processing, Vol. 50, pp. 543–553. 
13. J. LangImage, 2012, Encryption based on the 
reality-preserving multiple-parameter fractional 
Fourier transform and chaos permutation. Optics 
and Lasers in Engineering. Optics and Lasers in 
Engineering. Vol 50, pp.929–937. 
14. I. C. Atkinsona, F. Kamalabadi, 2008, Basis selection 
for wavelet processing of sparse signals. Signal 
Processing. Vol 50, pp.2340–2345. 
15. S. Agreste, G. Andaloro, 2008, A new approach to 
pre-processing digital image for wavelet-based 
watermark. Journal of Computational and Applied 
Mathematics. Vol 221, pp.274–283. 
16. P. Porwik, A. Lisowska, 2004, The New Graphic 
Description of the Haar Wavelet Transform. Lecture 
Notes in Computer Science, Springer–Verlag, Berlin, 
Heidelberg, New York, Vol. 3039, pp. 1–8. 
17. J. Mora Pascual, H. Mora Mora, A. F. Guilló, J. Azorín 
López, 2105, Adjustable compression method for 
still JPEG images. Signal Processing: Image 
Communication. Vol 32, pp.16–32. 
18. N.R. Rema, B. A. Oommen, P. Mythili, 2015, Image 
Compression Using SPIHT with Modified Spatial 
Orientation Trees. Procedia Computer Science. Vol 
46, pp.1732–1738. 
19. I. Richardson, 2003, H.264 and MPEG-4 Video 
Compression: Video Coding for Next-Generation 
Multimedia, John Wiley & Sons. 
20. Sh.M. Guo, W.H. Chang, J.S.H. Tsai, B.L. Zhuang,L.Ch. 
Chen, 2008, JPEG 2000 wavelet filter design 
framework with chaos evolutionary programming. 
Signal Processing. Vol 88, pp.2542–2553. 
21. C. Christopoulos, A. Skodras, T. Ebrahimi, 2000, The 
JPEG2000 S ll Image Coding System: an Overview. 
IEEE Transactions on Consumer Electronics, Vol. 46, 
pp. 1103–1127. 
22. M.A. Jafarizadeh, M. Foroutan, S. Ahadpour, 2006, 
Hierarchy of rational order families of chaotic maps 
with an invariant measure, Pramana-journal of 
physics, Vol. 67, pp. 1073-1086. 
23. MA. Jafarizadeh, S. Behnia, 2003, Hierarchy of one-
and many-parameter families of elliptic chaotic 
maps of cn and sn types. Physics Letters A. Vol 310, 
pp.168–176. 
24. MA. Jafarizadeh, S. Behnia, 2002, Hierarchy of 
chaotic maps with an invariant measure and their 
compositions. Journal of Nonlinear Mathematical 
Physics. Vol 9, pp. 26-41.  
25. S. Tedmori., N. Al-Najdawi., 2014, Image 
cryptographic algorithm based on the Haar wavelet 
transform, Informa on Sciences, vol 269,  P 21–34. 
26. L. Y. Chung , Ch. H. Lien, 2002, A novel symmetric 
cryptography based on the hybrid Haar wavelets 
encoder and chaotic masking scheme. Industrial 
Electronics, IEEE Transactions on. Vol 49, pp. 933-
944. 
27. Y. H. Huang, J. H. Syue, 2011, Reversible secret 
image sharing based on Shamir's scheme with 
discrete haar wavelet transform. Electrical and 
Control Engineering (ICECE), 2011 Interna onal 
Conference on. pp. 1250-1253. (DOI:     
10.1109/ICECENG.2011.6057938) 
28. A.D. San s, A.L. Ferrara, B. Masucci, 2006, 
unconditionally secure key assignment schemes. 
Discrete Applied Mathematics, Vol 154, pp.234-252. 
29. C.E. Shannon, 1949, Communica on theory of 
secrecy systems. Bell Labs Technical Journal. Vol 28, 
pp. 656.  
30. U. Pandey, M. Manoria, J. Jain, 2012, A Novel 
Approach for Image Encryption by New M Box 
Encryption Algorithm using Block based 
Transformation along with Shuffle Operation, 
International Journal of Computer Applications, Vol. 
42, pp. 9-15.  
31. S. Ahadpour, Y. Sadra, Z. ArastehFard, 2012. A novel 
chaotic encryption scheme based on pseudorandom 
bit padding. IJCSI International Journal of Computer 
Science Issues. Vol. 9, pp. 449-456. 
 10 
 
32. G. Chen, Y. Mao, C.K. Chui, 2004, A symmetric image 
encryp on scheme based on 3D chao c cat maps, 
Chaos Solitons Fractals, Vol. 21, pp. 749-761.  
33. S. Behnia, A. Akhshani, S. Ahadpour, H. Mahmodi, A. 
Akhavan, 2007, A fast chaotic encryptions cheme 
based on piece wise nonlinear chaotic maps, Physics 
Letters A, Vol. 366, pp. 391–396.  
34. Sh. R. Maniyath, and M. Supriya, 2011, An 
Uncompressed Image Encryption Algorithm Based 
on DNA Sequences, Computer Science and 
Information Technology. Vol. 2, pp. 258–270. (DOI: 
10.5121/csit.2011.1224).  
 
 
 
 
 
 
 
