We answer a question of T. Hytönen, regarding the restriction of testing conditions to doubling cubes, in the affirmative for fractional integrals and the maximal function, although for the maximal function we only obtain a restriction to parentally doubling cubes, leaving the general case open.
INTRODUCTION
Let P n be the collection of cubes in R n with sides parallel to the coordinate axes. For Q ∈ P n let 3Q denote the triple of Q, and let P (Q) denote the collection of 2 n parents of Q. Here P ∈ P (Q) if Q ∈ C (Q), where C (Q) is the set of 2 n children of Q. T. Hytönen has asked the following question regarding triples 1 . We have included the stronger parental testing conditions for the purposes of treating the Hardy-Littlewood maximal function.
Hytönen's Question: Suppose T is a sublinear operator on R n such that for any pair (σ, ω) of locally finite positive Borel measures on R n , the two weight strong type weighted norm inequality
is characterized by conditions including testing conditions of the form Q |T (1 Q σ)| 2 dω ≤ T T (σ, ω) 2 |Q| σ , Q ∈ P n , together with possibly certain dual testing conditions. When can such testing conditions be replaced by (1) the parental testing conditions,
(2) or the D-parental testing conditions for some D > 1:
(3) or the λ-testing conditions for some λ > 1, Q |T (1 Q σ)| 2 dω ≤ T T (λ) (σ, ω) 2 |λQ| σ , Q ∈ P n , 1 private communication with the first author (4) or the D-λ-testing conditions for some D > 1 and λ > 1:
Note that (1) =⇒ (2) =⇒ (4) and (1) =⇒ (3) =⇒ (4). One can also imagine variants of these testing conditions where the integration on the left hand side is taken over various sets such as R n , Q, λQ, etc.
A similar question can be asked regarding the corresponding two weight weak type weighted norm inequalities for T , and of course the exponent 2 can be replaced by any 1 < p < ∞. Examples of operators T to which this question applies include a the maximal operator M , b fractional integral operators I α , c Poisson operators P (with the question properly reformulated for operators from R n to R n+1 + ), d g-function and square function operators, e and maximal truncations of singular integrals T ♭ (where only the weak type inequality is known to be characterized by a testing condition for T ♭ ). The purpose of this paper is to show that for the Hardy-Littlewood maximal operator M, the answer to Hytönen's question (2) is YES. In addition, the answer to Hytönen's question (4) is YES for fractional integrals I α .
THE MAXIMAL FUNCTION

A counterexample.
Recall that the Hardy-Littlewood maximal function is defined by
Consider the L 2 (σ) − L 2 (ω) inequality for the maximal operator:
where N M (σ, ω) is the best constant in the inequality. Let T M (σ, ω) be the testing constant,ˆI
and for λ > 1, let T M (λ) (σ, ω) be the λ-testing constant,
where I is replaced with the λ-multiple λI of I. It is well-known (see e.g. [MuWh] ) that
It is also known (see [Saw2] ) that the norm is comparable to the testing constant, N M (σ, ω) ≈ T M (σ, ω), but here is a simple example in dimension n = 1 to show that not even A 2 (σ, ω) is controlled by the triple testing constant T M (3) (σ, ω).
Example 1. Define
dσ (y) = e y dy,
Then
Indeed, without loss of generality, I = [a, b] with I ∩ [0, 1] = ∅ (since otherwise 1 I ω = 0 and´I |M (1 I σ)| 2 dω = 0) and so (2.2) a < 1 and b > 0.
Now we assume (2.2) and compute 1 |3I| σ´I |M (1 I σ)| 2 dω in two cases.
(1) Case b > 2: In this case we have
(2) Case b ≤ 2: In this case we have M (1 I σ) (x) =´b x e y dy b−x ≤ e 2 for 0 ≤ x ≤ 1, and so we consider two subcases.
(a) Subcase a ≥ −1:
(b) Subcase a < −1: In this subcase we also have b − a > 0 − (−1) = 1 and sô
On the other hand, if we interchange these measures, then we have T M (3) (ω, σ) = ∞ since with I = [0, R] and R > 2, we have
Discussion:
This then leaves open the possibility that N M (σ, ω) ≈ T D M (3) (σ, ω)+ A 2 (σ, ω) for some D > 1. In this paper we prove a slightly weaker result,
is the D-parental testing constant defined in part (2) of Hytönen's question above, is the content of Theorem 1 below. But first we introduce two standard tools we will use in the proof of Theorem 1.
Dyadic grids and the 1
3 -trick. We will use a non-random technique of shifted dyadic grid, commonly referred to as the " 1 3 -trick", which goes back to Strömberg 2 . Define a shifted dyadic grid to be the collection of cubes
The basic properties of these collections are:
(
Q is a union of 2 n elements of D γ of equal volume. (2) for any cube Q ⊂ R n , there is a choice of some α and some Q ′ ∈ D γ so that Q ⊂ 9 10 Q ′ and |Q ′ | ≤ C|Q|. We define the corresponding analogs M γ µ of the dyadic maximal operator M µ by
2.3. Whitney decompositions. Fix a finite measure ν with compact support on R n , and for k ∈ Z let
Note that Ω k = R n is open for such ν. Fix a dyadic grid D and an integer N ≥ 3. We can choose R W ≥ 3 sufficiently large, depending only on the dimension and N , such that there is a collection of D-dyadic cubes Q k j j which satisfy the following properties for some positive constant C W :
Indeed, one can choose the Q k j j from D to satisfy an appropriate Whitney condition, and then show that the other properties hold. This Whitney decomposition and its use below are derived from work of C. Fefferman predating the two weight fractional integral argument of Sawyer [Saw2, Section 2]. In particular, the properties above are as in [Saw2] .
Parental testing for the maximal function.
To the best of the authors' knowledge, the next theorem is the first improvement in over 35 years to the characterization of the two weight norm inequality for the maximal function in [Saw3] . It is somewhat ironic that it reduces matters to testing over only those cubes that are doubling, and ignoring the nondoubling cubes which have often been thought of as the 'enemy' in two weight inequalities. .6). We denote the Whitney collection Q k j by W γ 0 . By the '
Notice that if we replace ω by ω N = ω1 B(0,N ) with N > R, the testing condition and A 2 condition still hold. Moreover, by the parental testing condition
Therefore, withoutloss of generality we can assumê
For m > 1 (which will be determined later) we havê
and we shall choose m 0 to be sufficiently large so that the second term can be absorbed (since it is finite). So the goal is to prove
Now fix γ and we will abbreviate E k j,γ by E k j . We claim the maximum principle,
if we choose m > 1 large enough. We will assume this restriction without further mention until we use it near the end of the proof. Now we use
. We now introduce some further notation which will play a crucial role below. Let
so that H k j ⊂ H k j,in ∪ H k j,out . We are here suppressing the dependence of H k j on γ ∈ 0, 1 3 , 2 3 n .
We will now follow the main lines of the argument in [Saw3] , but with two main changes:
(1) Sublinearizations: Since M is not linear, the duality arguments in [Saw3] require that we construct symmetric linearizations L that are dominated by M , and (2) Parentally doubling decompositions: In order to exploit the parental testing conditions we introduce Whitney grids, and construct stopping times for 'parentally doubling' cubes, which entails some combinatorics. Now take 0 < β < 1 to be fixed later, and consider the following three exhaustive cases for Q k j and E k j .
The treatment of case (1) is easy by absorption. Indeed,
and then it suffices to take β sufficiently small.
Case (2):
Assuming that case (2) holds, we have
Here the positive linear operator L k j given by
where I k j (ℓ) ∈ D γ are the maximal dyadic cubes in H k j,out , which implies that L k j (1 Q k j \Ω k+m+m 0 f σ) 2 k 1 H k j,out . Now we can continue from (2.7) as follows:
where we have used the following trivial estimate
Then immediately we get
Case (3):
For this case, we let {I k j (ℓ)} ℓ to be the collection of the maximal dyadic cubes in H k j,in and define L k j similarly. Then likewise, L k j (1 Q k j ∩Ω k+m+m 0 f σ) 2 k 1 H k j,in and therefore,
Before moving on, let us make some observations. Since we only need to consider
We have
We make a convention that the summation over k is understood as k ≡ k 0 mod (m+ m 0 ) for some fixed 0 ≤ k 0 ≤ m + m 0 − 1, and since we are summing over |E k j | ω , without loss of generality we only consider Q k j ∈ W γ for the largest k if it is repeated, where
So in particular, there are no repeated cubes in W.
With this convention we now introduce principal cubes as in [MuWh, page 804 ]. Let G 0 consist of maximal cubes in W. If G n has been defined, let G n+1 consist of those indices (k, j) for which there is an index (t, u) ∈ G n with Q k j ⊂ Q t u and
Here η is any constant larger than 1, for example η = 4 works fine. Now define Γ ≡ ∞ n=0 G n and for each index (k, j) define P Q k j to be the smallest dyadic cube Q t u containing Q k j and with (t, u) ∈ Γ. Then we have
We now just simply split the sum with the above notations. We have
where we have used the disjointedness of cubes in Q t,u . Next we consider the summation over Q 1 t,u , which implies Q t u is non-parental doubling since otherwise Q 1 t,u is empty. Now we do not have the testing condition anymore, so we can only use the A 2 condition. We have
where the last step is by an estimate similar to (2.8). Our goal is to prove
It suffices to prove for each Q k j ∈ Q 1 t,u , that the maximal sub-cubes of Q k j in Q 1 t,u , say C Q 1 t,u (Q k j ), satisfy
should be understood as a cube in Ω k+m+m0 , since if it is repeated according to our convention it should be Q k+s(m+m0) i = Q k+m+m0 i for some s > 1). We have
It remains to estimate term V , by the Cauchy-Schwarz inequality and (2.8),
Summarizing the estimates above, we have
This completes the proof of Theorem 1.
THE FRACTIONAL INTEGRAL
One can combine the result in [Saw2] , with the weak type theorem below, to obtain the sufficiency of restricted testing for fractional integrals.
Theorem 2. Let 0 < α < 1. For D > 1 sufficiently large we have
, for all pairs (σ, ω) of locally finite positive Borel measures on R n .
The weak type inequality for fractional integrals. Let N weak
Iα (σ, ω) denote the best constant in the weak type (2, 2) inequality for the fractional integral I α :
It is known from [Saw1] that the weak type norm is equivalent to the dual testing condition, N weak Iα (σ, ω) ≈ T Iα (ω, σ), and also that A α 2 (σ, ω) ≤ T Iα (ω, σ) where the α-fractional Muckenhoupt condition is given by
We now show that the weight pair (σ, ω) in Example 1 above also satisfies Now we assume this and compute 1 |3I| σ´I |I α (1 I σ)| 2 dω in two cases.
1.
(2) Case b ≤ 2: In this case we have I α (1 I σ) (x) =´b a |x − y| α−1 e y dy e 2 for 0 ≤ x ≤ 1, and so we consider two subcases.
This example shows that we cannot remove the Muckenhoupt constant A α 2 (σ, ω) from the following theorem. Proof. We modify the proof of the weak type characterization in [Saw1] . For f bounded nonnegative and having compact support, define Ω λ ≡ {I α (f σ) > λ} = j Q k as in the Whitney decomposition (2.6) with N = 9. Then we have the well known maximum principle,
Denote by E the set of indices k such that
by F the set of indices k such that (3.1) fails and (3.2) 1 |Q k | ωˆQk I α (1 3Q k f dσ) dω > βλ, and by G the set of indices k such that (3.1) and (3.2) fails. Then for k in F we have
where in the last step we have used the fact that r λ > R. This proves the claim. This completes the proof of the theorem since
is trivial.
CONCLUDING REMARKS
All of the theorems above hold with the exponent 2 in the norms replaced by any p ∈ (1, ∞) (for fractional integrals it holds even for L p (σ) → L q (ω) boundedness, p ≤ q), and with virtually identical proofs. The theorem on the maximal function holds also for fractional maximal operators M α with 0 ≤ α < n (the case α = 0 is that of the maximal function), and for 1 < p ≤ q < ∞ . The weak type proof for the fractional integrals can be modified to obtain an analogous weak type theorem for the maximal truncation operator T ♭ in [LaSaUr1] . Finally the following problem remains open.
Problem 1.
What is the answer to Hytönen's question (4) for the maximal function?
