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Introduction
The story of mock modular forms begins when the gifted Indian mathematician Srinivasa
Ramanujan was suffering from a fatal disease that would tragically end with his life in
1920 at the age of 32. Three months before his death, he sent a letter to G.H. Hardy, a
celebrated English analytic number theorist, announcing the discovery of what he called
mock theta functions. In his own words [3]:
I am extremely sorry for not writing you a single letter up to now....I discovered very
interesting functions recently which I call Mock θ-functions. Unlike the False θ-functions
(studied partially by Prof. Rogers in his interesting paper) they enter into mathematics
as beautifully as the ordinary theta functions. I am sending you with this letter some
examples.
His letter, known by the community as Ramanujan’s last letter, didn’t contain an
explicit definition for these new functions but an explanation of what properties they
should have. Moreover, he gave a total of 17 examples without any indication of where
they came from. Two of them are:
f(q) := 1 +
∞∑
n=1
qn
2
(1 + q)2(1 + q2)2 . . . (1 + qn)2
,
w(q) :=
∞∑
n=0
q2n
2+2n
(1− q)2(1− q3)2 . . . (1− q2n+1)2 .
After his death, many mathematicians such as G.E. Andrews, G.N. Watson, and A. Selberg
began an attempt to understand and formalize a theory on mock theta functions, but little
progress was made and the work seemed to fade into oblivion throughout the years.
Fifty years later, in 1976, Andrews discovered Ramanujan’s lost notebook, which con-
tained two more examples of mock theta functions. Researchers quickly reacted to An-
drew’s finding and started to work in this direction. At the Ramanujan Centenary Con-
ference in 1987, Freeman Dyson, an important British physicist, stated the following:
The mock theta functions give us tantalizing hints of a grand synthesis still to be
discovered. Somehow it should be possible to build them into a coherent group-theoretical
structure, analogous to the structure of modular forms which Hecke built around the old
theta-functions of Jacobi. This remains a challenge for the future. [...] the purely mathe-
matical exploration of the mock-modular forms and their mock-symmetries must be carried
a great deal further.
In 2000, the Ph.D. student S. Zwegers did a breakthrough. He was following the work
of D. Zagier, his thesis director, on fitting Ramanujan’s mock theta functions in the theory
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of modular forms, and succeeded. Briefly, a modular form f is a holomorphic function from
the upper-half complex plane to C that transforms in a certain way under the action of a
finite index subgroup Γ of SL2(Z). That is, if k ∈ Z then
f
(az + b
cz + d
)
= (cz + d)kf(z) (1)
for all
(
a b
c d
) ∈ Γ. In addition, it is supposed that f satisfies other conditions regarding
holomorphicity. The exponent k is known as the weight of the modular form, and the
theory can be generalized to allow half-integer weights. Indeed, Zwegers was working with
harmonic Maass forms, which are functions from the upper half-plane to C such that:
1. transform like modular forms,
2. are annihilated by the weight k hyperbolic Laplacian ∆k defined by
∆k := −y2
( ∂2
∂x2
+
∂2
∂y2
)
+ iky
( ∂
∂x
+ i
∂
∂y
)
,
3. satisfy certain growth conditions.
Holomorphicity is not required for a harmonic Maass form F , so it has a decomposition
into a holomorphic part F+ and a non-holomorphic part F− as follows:
F = F+ + F−.
Zwegers’ point was that Ramanujan’s mock theta functions correspond to holomorphic
parts of weight 1/2 harmonic Maass forms when multiplied by a power of q = e2piiz. He
published his thesis two years later, which meant the beginning of the completion of a
solid theory for mock theta functions, named theory of mock modular forms by Zagier in
2007.
The main goal of this thesis is to introduce ourselves into the recent theory of mock
modular forms. It’s intended to provide a general understanding of the development pro-
cess of the theory, starting from 19th century until today. As Ramanujan said, mock theta
functions, now understood as mock modular forms, enter beautifully into mathematics;
they have multiple applications and we will mainly focus on two of them:
• Ramanujan’s congruences. A partition is a way of writing an integer m as the
sum of positive integers, and two sums that differ only in the order of their summands
are considered the same partition. Let p(m) be the partition function, which counts
the number of partitions of m, and let n ≥ 0. The following identities, discovered
by Ramanujan, are true:
p(5n+ 4) ≡ 0 (mod 5),
p(7n+ 5) ≡ 0 (mod 7),
p(11n+ 6) ≡ 0 (mod 11).
We define the rank of a partition as its largest part minus the number of parts,
and write N(r, t;m) to denote the number of partitions of m with rank congruent
to r modulo t. We will study the incidence of mock modular forms in proving the
following generalization:
CONTENTS 4
Theorem. Let t be a positive odd integer, and let M be a positive integer coprime to
6. Then there are infinitely many non-nested arithmetic progressions An + B such
that for every 0 ≤ r < t we have
N(r, t;An+B) ≡ 0 (mod M).
• The sum of squares problem. Let x1, x2, . . . , xm, and n be positive integers.
Consider the following diophantine equation equation over Z:
x21 + x
2
2 + · · ·+ x2m = n.
Does it have a solution? Is there an explicit formula for the number of solutions?
The existence of a solution is already well understood, so the interesting part is the
second question. It turns out that the problem can be solved in a methodic way
when k is even but presents difficulties otherwise. This will motivate our study on a
certain modular form defined by
θ(z) :=
∑
n∈Z
qn
2
,
where q = e2piiz and z lives in the upper half plane. Using our knowledge in mock
modular forms, we will study harmonic Maass forms related to θ, θ2, and θ3; obtain-
ing relationships between their Fourier coefficients and certain numbers of equiva-
lence classes.
The thesis has a total of 5 chapters which contain the following contents:
1. In Chapter 1, a classical context is given in order to motivate the study of modular
forms. We begin by introducing elliptic functions, which are non-constant doubly
periodic meromorphic functions on the complex plane. We consider the Weierstrass
℘ function defined by
℘τ (z) =
1
z2
+
∑
(n,m)6=(0,0)
[ 1
(z + n+mτ)2
− 1
(n+mτ)2
]
.
It is periodic on 1 and τ , where Im(τ) > 0. This function satisfies two good trans-
formation properties with respect to τ :
℘τ (z) = ℘τ+1(z) and ℘− 1
τ
= z2℘τ (z).
Indeed, we see it is a very relevant function on elliptic functions theory:
Theorem. Every elliptic function f with periods 1 and τ is a rational function of
℘ and ℘′.
At this point a simple change in our conception of elliptic functions introduces us to
the concept of modularity: we fix z and consider τ as a variable. This relationship
between elliptic functions and modular transformations is emphasized within the
study of Jacobi’s theta function Θ defined as follows:
Θ(z; τ) =
∞∑
n=−∞
epiin
2τe2piinz.
It is an elliptic function and we prove it can be expressed as a product called the
triple product. Moreover, it will be useful to introduce both applications presented
above from a classical point of view.
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2. In Chapter 2, we define formally integer weight modular forms and study their
properties. We first introduce them for the case SL2(Z), which is the easiest and
helps us reach better understanding. As a first example, we present the weight k > 2
Eisenstein series Ek. Next, we study the dimension of the C-vector space Mk(SL2(Z))
of weight k modular forms and prove it is finite giving an explicit formula. Indeed,
we prove that
Mk(SL2(Z)) = 〈Ea4Eb6 : a, b ≥ 0, 4a+ 6b = k〉.
We proceed by defining them more generally for any congruence subgroup Γ(N),
which are finite index subgroups of SL2(Z) defined by a congruence modulo N . We
prove the decomposition
Mk(Γ1(N)) =
⊕
χ mod N
Mk(Γ0(N), χ),
where Γ0(N) and Γ1(N) are two distinguished congruence subgroups. The functions
χ : (Z/NZ)∗ → C∗ are called Dirichlet characters, and affect in a certain way
the transformation properties. An important modular form for Γ0(N) is θ
2(τ) :=
Θ2(0, τ), which has weight 1 and arises the question: what about θ, is it a modular
form of weight 1/2?
Finally, we provide the spaces of modular forms with a family of operators called
Hecke operators and discuss their importance in the theory.
3. In Chapter 3, we follow G. Shimura’s work on extending the theory of modular forms
to half-integral weight by emulating the behaviour of θ, which would correspond to a
weight 1/2 modular form for Γ0(4). Because k ∈ 12 +Z, our main difficulty comes from
the choice of a branch of a square root appearing in (1). We build a group G called
the metaplectic group which allows us to overcome the problem. Again, we focus on
some modular forms spaces decompositions and give a particular dimensional result.
Finally, we see the Shimura correspondence, which basically consists of a set of maps
that take half-integral weight cusp forms to integral weight cusp forms and we give
their explicit expression.
4. In Chapter 4, mock modular forms are introduced. We first give historical motivation
and explanation of Zwegers’ breakthrough. Then we proceed defining formally what
a mock modular form is. We emphasize the existence of an operator defined by
ξω := 2iy
ω ∂
∂z
,
where y = Im(z). It induces a surjective map from the set of weight k harmonic
Maass forms Hk(Γ) to S2−k(Γ). According to Zagier, if f ∈ Hk(Γ) we shall refer to
ξk(f) as the shadow of the mock modular form f
+ associated to f . Finally, we give
some examples such as the Eisenstein series E2 which fails on being a modular form
but can be completed to a harmonic Maass form as follows:
E∗2(z) := E2(z)−
3
piy
,
where y = Im(z).
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5. In Chapter 5, we discuss several applications of mock modular forms. We mainly
focus on two of them, which correspond to the ones explained above. Finally, we
comment some other miscellaneous applications they have in many distinct areas of
mathematics such as:
• The umbral moonshine theory
• Borcherds products
• Arithmetic geometry
• String theory
We believe the contents of this thesis draw an overall picture of the theory on mock
modular forms.
Chapter 1
Classical introduction
1.1 Elliptic functions
The study of elliptic functions was a matter that concerned many famous mathematicians
in the 19th century. We introduce this theory in order to understand what brought those
mathematicians to the concept of modularity. Both Abel and Lengendre started the study
of doubly periodic functions on the complex plane, i.e., functions f : C → C such that
there exist ω1, ω2 ∈ C linearly independent over R that satisfy f(z + ω1) = f(z) and
f(z + ω2) = f(z). They gave birth to the theory of elliptic functions.
Definition 1.1.1. An elliptic function is a non-constant doubly periodic meromorphic
function.
Note that, because of Liouville’s theorem, considering doubly periodic holomorphic
functions is not interesting as they are constant. The case where ω1 and ω2 are linearly
dependent over R, that is ω1ω2 ∈ R, is also uninteresting as it follows that f is either periodic
with a simple period or constant. Hence, an assumption is made: the periods ω1 and ω2
are linearly independent over R. In this case we can normalize (see [23] for the details) so
we have 1 and τ ∈ C, where Im(τ) > 0, as the periods of f . At this point, it seems natural
to consider the lattice Λ = {n + mτ : n,m ∈ Z} ⊆ C and its fundamental parallelogram
P0 = {z ∈ C : z = a + bτ, 0 ≤ a < 1 and 0 ≤ b < 1}. The function f is completely
determined by its values in P0, since we have that for any translation of the fundamental
parallelogram P = P0 +h with h ∈ C, f|P can be written in terms of f|P0 . We now consider
the number of poles and zeros of an elliptic function.
Proposition 1.1.2. The total number of poles of an elliptic function in P0 is always ≥
2, counting with multiplicities.
This follows from integrating on the boundary of the fundamental parallelogram and
applying the residue theorem. In the case that there exists a pole in the boundary a small
perturbation h ∈ C is added so we have P = P0 + P and the same argument as before is
applied on the translation P .
Definition 1.1.3. The order of an elliptic function is the total number of poles contained
within a fundamental parallelogram P0, counted with multiplicities.
The following theorem is yet a powerful result for elliptic functions.
Theorem 1.1.4. Every elliptic function of order m has m zeros in P0.
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Proof. Assume first that f has no zeros or poles on the boundary of P0; we know by the
argument principle that
∫
∂P0
f ′(z)
f(z) dz = 2pii(Nz−Np), where Np and Nz denote the number
of poles and zeros of f in P0 respectively. By the periodicity of f , we show that
∫
∂P0
f ′
f = 0,
and therefore Np = Nz. In the case when a pole or zero of f lies on ∂P0 then it suffices to
apply the same argument to a translate of P .
Although we have already seen some properties of elliptic functions, it still remains to
prove its existence. Consider Λ∗ = Λ− {(0, 0)} and let H := {z ∈ C : Im(z) > 0} be the
upper-half plane. We now define an important function in this theory we develop.
Definition 1.1.5. Let Λ be the lattice corresponding to τ ∈ H. The Weierstrass ℘
function is defined as follows:
℘(z) =
1
z2
+
∑
ω∈Λ∗
[ 1
(z + ω)2
− 1
ω2
]
=
1
z2
+
∑
(n,m) 6=(0,0)
[ 1
(z + n+mτ)2
− 1
(n+mτ)2
]
.
Because of the dependence of the chosen lattice, we can define ℘ for any given value of
τ . We are interested in proving that ℘ is an elliptic function. To do so, we need to check
its meromorphicity. It follows from the following lemma.
Lemma 1.1.6. The two series∑
(n,m)6=(0,0)
1
(|n|+ |m|τ)r and
∑
n+mτ∈Λ∗
1
|n+mτ |r
converge if r > 2.
The proof just involves calculating, so refer to [23]. We now proceed showing that ℘
is an elliptic function.
Theorem 1.1.7. ℘ is an elliptic function that has periods 1 and τ , and double poles at
the lattice points.
Proof. Firstly, we want to see that ℘ is a meromorphic function with double poles at the
lattice points. It’s clear that ℘ is not constant. Suppose that |z| < R where z ∈ C and
R ∈ R. We can rewrite the function to
℘(z) =
1
z2
+
∑
|ω|≤2R
[ 1
(z + ω2)
− 1
ω2
]
+
∑
|ω|>2R
[ 1
(z + ω2)
− 1
ω2
]
.
If we analyse it term by term, we clearly have that the first two terms have double poles
at the lattice points, and they are meromorphic functions. As the third term of the sum is
O( 1
ω3
) uniformly for |z| < R, using Lemma 1.1.6, this term defines a holomorphic function
in |z| < R. Hence, the resulting sum ℘ is meromorphic with double points on the lattice.
Now, it remains to prove that ℘ has periods 1 and τ . Consider the derivative given by
differentiating the series term by term
℘′(z) = −2
∑
n,m∈Z
1
(z + n+mτ)3
.
If z is not a lattice point, as we have r = 3, by Lemma 1.1.6 we know ℘′ converges
absolutely. This means (a thing we already knew) that it is a meromorphic function.
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Also, we notice it has periods 1 and τ as the sum remains unchanged when applying
℘′(z + 1) and ℘′(z + τ). Hence, we have
℘(z + 1) = ℘(z) + a and ℘(z + τ) = ℘(z) + b,
where a, b ∈ C are two constants. Since the sum over ω can be replaced by the sum over
−ω in ℘, notice that it is an even function. Thus, setting z = −12 and z = − τ2 we have
℘
(1
2
)
= ℘
(
− 1
2
)
+ a and ℘
(τ
2
)
= ℘
(
− τ
2
)
+ b.
Therefore, a = b = 0 and 1 and τ are periods of ℘.
This function ℘, together with its first derivative ℘′, span the space of elliptic functions
of periods 1 and τ . The following results state this clearly (both proofs can be found in
Chapter 9 of [23]) .
Proposition 1.1.8. The function (℘′)2 is the cubic polynomial in ℘
(℘′)2 = 4(℘− e1)(℘− e2)(℘− e3),
where ℘(12) = e1, ℘(
τ
2 ) = e2 and ℘(
1+τ
2 ) = e3.
Theorem 1.1.9. Every elliptic function f with periods 1 and τ is a rational function of
℘ and ℘′.
Let τ ∈ H be a fixed value. We have been considering elliptic functions as complex
valued functions that can be obtained from the Weierstrass ℘ function associated to a
lattice by τ . We write ℘τ . It turns out that we can think of the opposite: considering
z ∈ C as a fixed value and τ ∈ H as a variable. This new conception brings some results
and Theorem 1.1.9 suggests focusing on ℘τ for a first approach.
Note that the periods 1 and τ + 1 generate the same lattice as 1 and τ . A simple check
shows that ℘τ (z) = ℘τ+1(z). Moreover, recalling that τ =
ω1
ω2
, with ω1 and ω2 linearly
independent over R, we can interchange the roles between ω1 and ω2 by setting −ω2ω1 = − 1τ
(note that Im(−ω2ω1 ) > 0) as a period. This leads us to the equality ℘− 1τ (z) = z
2℘τ (z).
Thus, we have already seen two transformations on ℘τ :
τ 7→ τ + 1 and τ 7→ −1
τ
. (1.1)
We can now consider the group of transformations on the upper half plane generated
by (1.1), known as the modular group. The fact that many important functions such
as Jacobi’s theta function hold a close relationship with these transformations brought
mathematicians’ interest towards developing the theory on modular forms.
1.2 Jacobi’s theta function
The most important function in this thesis is the famous Jacobi’s theta function. Not only
it was studied as an elliptic function with good modular properties, but also served as a
model in order to develop the most recent work on modular forms. We define it as follows:
Definition 1.2.1. The theta function is given by the series
Θ(z; τ) =
∞∑
n=−∞
epiin
2τe2piinz, (1.2)
where z ∈ C and τ ∈ H.
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This series converges for all z and τ . A noticeable important variant of this function is
θ(τ) := Θ(0; τ) =
∞∑
n=−∞
epiin
2τ . (1.3)
In fact, we will mostly work on this variant above and refer to it as theta function when
working on modular forms. Because of the holomorphic map defined by
exp: H −→ {0 < |q| < 1}
z 7−→ q = e2piiz,
we can also think of (1.2) and (1.3) as functions where the second variable is in the unit
disk. Thus, the notation q = epiiτ will be used indistinctly throughout this thesis.
Before working with the theta function we would like to prove it is indeed an elliptic
function. To do so, we shall state which properties are satisfied by Θ.
Proposition 1.2.2. The function Θ satisfies the following properties:
(i) Θ is entire in z ∈ C and holomorphic in τ ∈ H.
(ii) Θ(z + 1; τ) = Θ(z; τ).
(iii) Θ(z + τ ; τ) = Θ(z; τ)e−piiτe−2piiz.
(iv) Θ(z; τ) = 0 whenever z = 1/2 + τ/2 + n+mτ and n,m ∈ Z.
We consider next a product that has the same structural properties as Θ(z; τ) in
Proposition 1.2.2. In fact, we see that it’s equal to the theta function.
Definition 1.2.3. We call the triple product to the formula
Π(z; τ) =
∞∏
n=1
(1− q2n)(1 + q2n−1e2piiz)(1 + q2n−1).
Theorem 1.2.4. For all z ∈ C and τ ∈ H we have the identity Θ(z; τ) = Π(z; τ).
Proof. Fixing τ ∈ H we consider the quotient F (z) = Θ(z; τ)/Π(z; τ). By proposition 1.2.2
we know the function F must be entire and doubly periodic with periods 1 and τ (using
the fact that Π satisfies the same properties as Θ). Therefore, by Liouville’s Theorem we
know F must be constant, and we will write c(τ). We have
Θ(z; τ) = c(τ)Π(z; τ). (1.4)
We want to prove that c(τ) = 1 for all τ . Setting z = 1/2 in (1.4), so that e2piiz = e−2piiz =
−1, we obtain
∞∑
n=−∞
(−1)nqn2 = c(τ)
∞∏
n=1
(1− q2n)(1− q2n−1)(1− q2n−1)
= c(τ)
∞∏
n=1
((1− q2n−1)(1− q2n))(1− q2n−1)
= c(τ)
∞∏
n=1
(1− qn)(1− q2n−1).
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Hence
c(τ) =
∑∞
n=−∞(−1)nqn
2∏∞
n=1(1− qn)(1− q2n−1)
. (1.5)
Now, we set z = 1/4 in (1.4), so that e2piiz = i. On the one hand, we have Θ(1/4; τ) =∑∞
n=−∞ q
n2in. Because 1/i = −i, only even values of n are not cancelled, and we have
Θ(1/4; τ) =
∑∞
m=−∞ q
4m2im. On the other hand,
Π(1/4; τ) =
∞∏
m=1
(1− q2m)(1 + iq2m−1)(1− iq2m−1)
=
∞∏
m=1
(1− q2m)(1 + q4m−2)
=
∞∏
m=1
(1− q4n)(1− q8n−4).
Hence,
c(τ) =
∑∞
n=−∞(−1)n(q4n
2
)∏∞
n=1(1− q4n)(1− q8n−4)
. (1.6)
By combining (1.5) and (1.6) we deduce c(τ) = c(4τ). Making use of this identity multiple
times gives c(τ) = c(4kτ), and since q4
k
= eipi4
kτ → 0 as k → ∞, we conclude that
c(τ) = 1. This finishes the proof.
Corollary 1.2.5. If τ ∈ H and q = epiiτ , then
θ(τ) =
∞∏
n=1
(1− q2n)(1 + q2n−1)2. (1.7)
Thus, θ(τ) 6= 0 for all τ ∈ H.
Lastly, we focus on the modular character of θ. From (1.7), we see that θ(τ+1) 6= θ(τ),
but θ(τ + 2) = θ(τ). Thus, theta transforms well under τ → τ + 2. The following results
give a transformation under τ → −1/τ .
Theorem 1.2.6. Let τ ∈ H. Then
Θ(z;−1/τ) =
√
τ
i
epiiτz
2
Θ(zτ ; τ) for all z ∈ C,
where the branch of the square root defined on the upper half-plane is used.
Corollary 1.2.7. If τ ∈ H, then θ(−1/τ) = √τ/iθ(τ).
1.3 Partitions of integers
Modular forms take part in the study on Euler’s partition function p(n). In fact, Ramanu-
jan’s work on partitions was key on building his first examples of mock modular forms he
wrote in his last letter. We define a partition of an integer and p(n) as follows.
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Definition 1.3.1. A partition of a positive integer n is a representation of n as the sum
of positive integers. If two sums differ only in the order of summations, they are considered
to be the same partition. We define the partition function p(n) the number of partitions
of n. We conveniently set p(0) = 1.
For instance, we have p(3) = 3 as we can write it as 1 + 1 + 1, 1 + 2, and 3; also,
p(4) = 5 because we have the following combinations: 1 + 1 + 1 + 1, 1 + 1 + 2, 1 + 3, 2 + 2
and 4. Its first values are the following:
n 0 1 2 3 4 5 6 7 8 9 10
p(n) 1 1 2 3 5 7 11 15 22 30 42
An early but not less important result arises from considering its generating function∑
n≥0 p(n)q
n.
Proposition 1.3.2. If |q| < 1, then
∞∑
n=0
p(n)qn =
∞∏
k=1
1
1− qk = 1 + q + 2q
2 + 3q3 + 5q4 + 7q5 + . . . .
Proof. We can write each fraction as 1
1−qk =
∑∞
m=0 q
km. Multiplying the fractions and
grouping all qn terms, we can write n as
n = k1m1 + k2m2 + · · ·+ krmr,
and the total amount of the above combinations is exactly p(n). This finishes the proof.
This generating function is close to modular forms, as we will see in the following
chapters. In order to explain Ramanujan’s motivations in writing on mock theta functions,
we consider an example of a series he deeply worked with:
Ω(t; q) := 1 +
∞∑
n=1
qn
2
(1− tq)2(1− tq2)2 . . . (1− tqn)2 .
At first sight, we could think that Ω(t; q) has nothing to do with the modular transforma-
tions we saw in the previous section, but it does. We introduce some combinatorial tools
in order to see this.
Consider a partition n = λ1 + λ2 + · · ·+ λk. We can visualise it as an arrangement of
n dots in k left justified rows such that the i-th row has exactly λi dots; this arrangement
is known as the Ferrers diagram of the partition. It is drawn as follows:
• • • . . . • λ1 nodes
• • . . . • λ2 nodes
...
...
...
...
• . . . • λk nodes
Definition 1.3.3. We define the Durfee square of a Ferrers diagram as the largest
square of nodes in the upper left hand corner of the diagram.
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In a natural way, the Durfee square divides a partition into a perfect square and two
partitions whose parts do not exceed the length of the Durfee square. We see this with an
example.
Example 1.3.4. Consider the partition 5 + 4 + 4 + 2 + 2 + 1. Its Ferrers diagram is the
following:
• • • • •
• • • •
• • • •
• •
• •
•
Therefore, this partition decomposes into a Durfee square of size 9, and two partitions:
2 + 1 + 1, and 3 + 2 + 1.
We are ready to prove this next result.
Proposition 1.3.5. The following identity is true:
∞∑
n=0
p(n)qn =
∞∏
n=1
1
1− qn = 1 +
∞∑
m=1
qm
2
(1− q)2(1− q2)2 . . . (1− qm)2 = Ω(1; q).
Proof. Let am(n) denote the number of partitions of n whose summands do not exceed
m. Then, its generating function satisfies
∞∑
n=0
am(n)q
n =
1
(1− q)(1− q2) . . . (1− qm) .
Therefore, we can write the generating function for bm(n), which denotes the number of
partitions of n whose Ferrers diagram has a Durfee square of size m2, as
∞∑
n=0
bm(n)q
n =
qm
2
(1− q)2(1− q2)2 . . . (1− qm)2 .
Summing over m ≥ 1 and adding p(0) = 1 we conclude the proof.
Thus, Ramanujan’s work on Ω(t; q) was already in touch with modular forms. In fact,
he discovered three congruences involving p(n) which are very related to modular forms
as we will see in the following chapters.
Theorem 1.3.6. (Ramanujan’s congruences) The following identities are true for n ≥ 0:
p(5n+ 4) ≡ 0 (mod 5),
p(7n+ 5) ≡ 0 (mod 7),
p(11n+ 6) ≡ 0 (mod 11).
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1.4 Sums of squares problem
We now consider a very antique problem easy to pose that arises from a very natural
question: which integers can be written as the sum of two squares? In other words,
consider the following diophantine equation over Z
x21 + x
2
2 = n
Does this equation have a solution? How many solutions does it have?
The first question is trivial. Moreover, we know that no number of the form 4k + 3
has a solution. But, what about the second one? Let r2(n) be the number of pairs
(x1, x2) that solve the equation. For instance, we have r2(3) = 0 and r2(5) = 8 because
5 = (±2)2 + (±1)2 and 5 = (±1)2 + (±2)2. To directly obtain a formula for r2(n) doesn’t
seem so easy at all.
What about considering the sum of three squares, four squares, and so on? In general,
we have the following problem.
Consider the following diophantine equation equation over Z
x21 + x
2
2 + · · ·+ x2m = n
Does it have a solution? If rm(n) is the number of solutions of the diophantine equation
with m variables, is there a formula for rm(n)?
It turns out that the cases for the sum of two and four squares were not solved until
Jacobi’s theta function. Lets take a closer look to the sum of two squares problem:
Divisibility properties are important in this case as the product of two numbers which
are sum of two squares is also a sum of two squares. By considering n = a2 + b2 and
m = c2 + d2 we can quickly prove this. Consider the following complex number
x+ iy = (a+ ib)(c+ id).
We have that x and y are integers because a, b, c, and d are so. Taking absolute values on
both sides we obtain
x2 + y2 = (a2 + b2)(c2 + d2) = nm.
Let d1(n) be the number of divisors of n of the form 4k + 1, and d3(n) be the number of
divisors of n of the form 4k + 3.
Theorem 1.4.1. If n ≥ 1, then r2(n) = 4(d1(n)− d3(n)).
To prove the theorem we will first establish a relationship between r2(n) and the square
of θ, given by
θ(τ)2 =
( ∞∑
n1=−∞
qn
2
1
)( ∞∑
n2=−∞
qn
2
2
)
=
∑
(n1,n2)∈Z×Z
qn
2
1+n
2
2 =
∞∑
n=0
r2(n)q
n.
Proposition 1.4.2. For n ≥ 1, the identity r2(n) = 4(d1(n)− d3(n)) is equivalent to the
identities
θ(τ)2 = 2
∞∑
n=−∞
1
qn + q−n
= 1 + 4
n=1∑
∞
qn
1 + q2n
, (1.8)
whenever q = epiiτ and τ ∈ H.
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Proof. Note that both series converge absolutely since |q| < 1, and that 1
qn+q−n =
q|n|
1+q2|n| ;
so the first series can be written as the second just by readjusting the sum indexes. To
check the connection with the given identity, since (1 + q2n)−1 = (1−q
2n)
(1−q4n) , the second series
equals to
1 + 4
∞∑
n=1
( qn
1− q4n −
q3n
1− q4n
)
. (1.9)
However, since 1
1−q4n =
∑∞
m=0 q
4nm we have
∞∑
n=1
qn
1− q4n =
∞∑
n=1
∞∑
m=0
qn(4m+1) =
∞∑
k=1
d1(k)q
k.
Observe that the series
∑
d1(k)q
k converges since the radius of convergence is lim
k→∞
k + 1
k
qk <
1 and d1(k) ≤ k, where |q| < 1.
An analogous argument shows that
∞∑
n=1
q3n
1− q4n =
∞∑
k=1
d3(k)q
k.
Substituting this results to (1.9) we have the desired identity.
We would like θ(τ)2 = 2
∑∞
n=−∞
1
qn+q−n to happen. To do so, we will name the series
as C(τ) = 2∑∞n=−∞ 1qn+q−n . These two functions satisfy similar structural properties (see
[23] for a proof).
Proposition 1.4.3. The function C(τ), defined in H, satisfies:
(i) C(τ + 2) = C(τ),
(ii) C(τ) = (i/τ)C(−1/τ),
(iii) C(τ)→ 1 as Im(τ)→∞,
(iv) C(1− 1/τ) ∼ 4(τ/i)epiiτ/2 as Im(τ)→∞.
Moreover, θ(τ)2 satisfies the same properties.
The strategy to follow consists in considering the quotient f(τ) = C(τ)/θ(τ)2 and
verifying f is constant. Finally, we would like f(τ) = 1 to happen. We take into account
the following proposition.
Proposition 1.4.4. Suppose f is a holomorphic function in the upper half-plane that
satisfies:
(i) f(τ + 2) = f(τ),
(ii) f(−1/τ) = f(τ),
(iii) f(τ) is bounded,
then f is a constant function.
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First, note that the function f(τ) = C(τ)/θ(τ)2 is holomorphic since θ(τ) does not
vanish in H by Corollary 1.2.5. Also, since C(τ) satisfies the same structural properties
as θ(τ) we deduce that f(τ + 2) = f(τ) and f(−1/τ) = f(τ). Finally, by (iii) and (iv)
in Proposition 1.4.3 we deduce f(τ) is bounded. Therefore, by Proposition 1.4.4 we know
f is constant, and comparing both C(τ) and θ(τ)2 q-series we deduce it must be 1. This
solves the sum of two squares problem.
In general, the theta function solves the problem for any number m of squares as
follows:
θm(τ) =
∞∑
n=0
rm(n)q
n.
The point is that when m is even the above equality can be seen using the same strategy
as in the case m = 2, whereas when m is odd it becomes surprisingly more difficult. This
leads us to ask why is this happening and seek for an answer, which is provided in terms
of modular forms.
Chapter 2
Modular forms
The goal of this chapter is to introduce modular forms formally. We have already estab-
lished the first contact with the concept of modularity by giving a different point of view to
the concept of elliptic functions and introducing ourselves to the theta function. In order
to reach a better understanding, we will first focus the study on modular forms for SL2(Z)
and then generalize to any congruence subgroup Γ. Eisenstein series will be exposed as a
first example of modular forms in each case, then we will pursue some dimension results on
the spaces of such forms. We will finally present a family of operators that send modular
forms to modular forms, called Hecke operators.
2.1 Definitions and first examples
The theory of modular forms have to do with good transformation properties of certain
functions in H := {z ∈ C : Im(z) > 0}, so it seems natural to consider a group of
transformations that preserves this set. Consider the group GL2(R) defined to be the set
of 2-by-2 invertible matrices with entries in R. Let γ =
(
a b
c d
) ∈ GL2(R) and z ∈ H. We
define the following action
γz :=
(a b
c d
)
(z) =
az + b
cz + d
, and γ(∞) = a/c = lim
z→∞ γz.
This action gives automorphisms of the Riemann sphere C∪{∞}, note that γ(−d/c) =∞;
and if c = 0 then γ(∞) =∞. Some calculations bring the following equality, which leads
to a sufficient condition for γ in order to preserve H.
Im(γz) = Im
(az + b
cz + d
)
= Im
(
(az + b)(cz¯ + d)
|cz + d|2
)
=
Im(ac|z|2 + adz + bcz¯ + bd)
|cz + d|2
=
adIm(z)− bcIm(z)
|cz + d|2 =
det(γ)
|cz + d|2 Im(z).
Hence, the condition det(γ) > 0 suffices. Since matrices of the form
(
λ 0
0 λ
)
act trivially
on H, we might focus on the special linear group SL2(R), which consists of those matrices
with determinant 1. Note that −Id belongs to SL2(R) and gives also the trivial map.
Therefore, the projective linear group PSL2(R) := SL2(R)/±{Id} is the only group where
each element other than the identity acts nontrivially.
We will work with a discrete subgroup of SL2(R), called the modular group.
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Definition 2.1.1. The modular group is the group defined by
SL2(Z) =
{(a b
c d
)
∈ GL2(Z) : ad− bc = 1
}
.
In Section 1.5 of [15] it is proved that the modular group is generated by the two
matrices T =
(
1 1
0 1
)
and S =
(
0 −1
1 0
)
, and their corresponding transformations also form a
basis of transformations, which are z 7→ z + 1 and z 7→ −1/z respectively.
Definition 2.1.2. Let k be an integer and τ ∈ H. A meromorphic function f : H→ C is
weakly modular of weight k if
f(γτ) = (cτ + d)kf(τ) for all γ =
(a b
c d
)
∈ SL2(Z) .
In particular, for the elements T and S, this gives f(z + 1) = f(z) and f(−1/z) =
(−z)kf(z), respectively. Consider the following Fourier series f(z) = ∑∞n=−∞ a(n)qn,
where q = e2piinz, also known as the q-expansion of the function f .
Definition 2.1.3. We say that f is meromorphic at infinity if f(z) =
∑
n≥n0 a(n)q
n.
Moreover, if n0 = 0 then f is called holomorphic at infinity.
Finally, we can define the concept of a modular form and a cusp form for SL2(Z) which
are the most simple case of modular forms. Later on, after studying some basic properties
and giving some examples, we would like to generalize the concept for any congruence
subgroup.
Definition 2.1.4. Let k ∈ Z and let f : H→ C. A modular form of weight k for SL2(Z)
is a holomorphic function f that satisfies f(γz) = (cz+d)kf(z) for all γ =
(
a b
c d
) ∈ SL2(Z),
and is holomorphic at infinity. A cusp form is a modular form which vanishes at infinity.
The space of modular forms of weight k will be written as Mk(SL2(Z)), and the space
of cusp forms of weight k will be written as Sk(SL2(Z)). However, in order to simplify the
writing, we will refer to them as Mk and Sk if it is clear we are working on SL2(Z). Note
that Sk ⊂ Mk and that the product of a modular form of weight k with another of weight
s gives a modular form of weight k + s, that is MkMs ⊆ Mk+s. We can already conclude
some properties stated in the following remark.
Remark 2.1.5. (i) Given an odd weight k, there are no modular forms of weight k, i.e.
Mk = {0}, as γ = −Id ∈ SL2(Z), if f is a modular form of odd weight k then
f(z) = f(γz) = (−1)kf(z).
(ii) The condition f(γz) = (cz + d)kf(z) can be written as
(dγz
dz
)
f(γz) = f(z) which
means that f(z)(dz)k/2 is invariant when z is replaced by γz. This holds because
dγz
dz =
d
dz ((az + b)/(cz + d)) = (cz + d)
−2.
(iii) Because of (ii), if k = 0 then f(z) is invariant for any γ ∈ SL2(Z) and this can only
happen if f is a constant.
(iv) The set of weakly modular functions, modular forms and cusp forms form C-vector
spaces as the conditions are preserved under addition and scalar multiplication.
We have already seen that any z ∈ C is a modular form of weight 0 and that for any
odd k ∈ Z the only modular form is the zero function. We want to give the first non-trivial
example of a modular form, so we introduce the Eisenstein series.
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Definition 2.1.6. The Eisenstein series of order k is defined by
Gk(z) =
∑
(n,m) 6=(0,0)
(mz + n)−k k ≥ 1 and z ∈ H.
Note that if k is odd each pair (n,m) and its opposite (−n,−m) make their terms
cancel out and the series equal to zero, i.e., Gk(z) = 0. By Lemma 1.1.6 the Eisenstein
series converges absolutely and uniformly in every compact subset of H for every k ≥ 3,
hence Gk(z) is holomorphic on H.
Proposition 2.1.7. Gk is weakly modular whenever k ≥ 3.
Proof. Given γ =
(
a b
c d
) ∈ SL2(Z) we check that Gk(γz) = (cz + d)kGk(z). Directly
computing
Gk(γz) =
∑
(n,m)6=(0,0)
(
m
az + b
cz + d
+ n
)−k
=
∑
(n,m)6=(0,0)
(cz + d)k(m(az + b) + n(cz + d))−k
= (cz + d)k
∑
(n,m)6=(0,0)
(m(az + b) + n(cz + d))−k.
Since the pair (am + cn, bm + dn) runs through all values of Z2 as (m,n) does, we can
reorder the sum and get the desired equality
Gk(γz) = (cz + d)
k
∑
(s,t) 6=0
(sz + t)−k = (cz + d)kGk(z).
To prove that Eisenstein series are modular forms for k ≥ 3 it only remains seeing they
are holomorphic at infinity. To do so, we assert that Gk(z) is bounded when z approaches
i∞, which is an equivalent manner of checking so.
lim
z→i∞
∑
(n,m) 6=(0,0)
(mz + n)−k =
∑
n6=0
n−k = 2ζ(k).
Here ζ(s) :=
∑∞
n=1
1
ns for Re(s) > 1 is the famous Riemann’s zeta function. We have
already proved the following theorem.
Theorem 2.1.8. If k > 2 then Gk ∈ Mk(SL2(Z)).
We shall consider q-expansions on Eisenstein series in order to obtain some interesting
results. We first need to define some terms that will appear in the coefficients of it.
Definition 2.1.9. The Bernoulli numbers Bk are defined by
x
ex−1 =
∑∞
k=0Bk
xk
k! .
Definition 2.1.10. The k-divisor function is an arithmetic function defined by σk−1(n) =∑
d|n d
k−1.
The following proposition gives the q-expansion for the Eisenstein series and simul-
taneously introduces the normalized Eisenstein series, which are relevant to study the
dimensions of the spaces Mk and Sk.
Proposition 2.1.11. Let k be an even integer greater than 2 and take z ∈ H. Then the
q-expansion for the modular form Gk(z) is
Gk(z) = 2ζ(k)Ek(z), where Ek(z) =
(
1− 2k
Bk
∞∑
n=1
σk−1(n)qn
)
and q = e2piiz.
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Proof. Consider the product formula for sine function (see [6] for a deduction of it)
sinpia = pia
∞∏
n=1
(
1− a
2
n2
)
.
Let a ∈ H. The logarithmic derivative of the above formula gives the following equality:
pi cot(pia) =
1
a
+
∞∑
n=1
( 1
a+ n
+
1
a− n
)
. (2.1)
Writing the left-hand side of (1) as pii(epiia + e−piia)/(epiia − e−piia) = pii+ 2pii/(e2piia − 1),
multiplying both sides by a, replacing 2piia by x, and expanding both sides in powers of
x using the definition of Bk, we obtain the well-known formula for ζ(k):
ζ(k) = −(2pii)kBk/2k! for k > 0 even.
Also, by differentiating both sides of (1) with respect to a and then replacing a by mz
(using (2) and replacing also n by d), we obtain:
∞∑
n=−∞
1
(mz + n)k
=
(2pii)k
(k − 1)!
∞∑
n=1
nk−1e2piinmz = − 2k
Bk
ζ(k)
∞∑
d=1
dk−1qdm. (2.2)
Thus,
Gk(z) = 2ζ(k) + 2
∞∑
m=1
∞∑
n=−∞
1
(mz + n)k
= 2ζ(k)
(
1− 2k
Bk
∞∑
m,d=1
dk−1qdm
)
.
Grouping coefficients for every power qn in the last double sum, we obtain the coefficient
σk−1(m).
Example 2.1.12. For k = 4 and k = 6 the normalized Eisenstein series are the following:
E4 = 1 + 240
∞∑
n=1
σ3(n)q
n, E6 = 1− 504
∞∑
n=1
σ5(n)q
n.
Since both E34 and E
2
6 are in M12(SL2(Z)) and it is a C-vector space, their difference is also
there. Computing it we have E34−E26 = (1+720q+ . . . )−(1−1008q+ . . . ) = 1728q+ · · · ∈
S12(SL(Z)). Later, we shall prove that for k < 12 there are no cuspidal forms of weight k.
Thus, we define the following cuspidal form of weight 12:
∆(z) :=
E34 − E26
1728
Example 2.1.13. We introduce the j-invariant function
j(z) :=
E4(z)
3
∆(z)
= 1728
E4(z)
3
E4(z)3 − E6(z)2 =
= q−1 + 744 + 196884q + 21493760q2 + 864299970q3 + . . .
(2.3)
It has weight 0 as (E4)
3 and ∆ are both modular forms of weight 12, but fails on holo-
morphic. Thus, it is a weakly modular form of weight 0, i.e., it satisfies j(γz) = j(z) for
all γ ∈ SL2(Z). It is holomorphic on H and has a simple pole at infinity.
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The j-invariant is important in elliptic functions theory. As we saw in Chapter 1, we
can define a lattice Λ = Zw1 + Zw2, where w1/w2 ∈ H; it gives a bijection between the
set of latices and C defined as follows:
j : SL2(Z) \H −→ C,
Λ 7−→ j(Λ) := j(w1/w2).
This bijection is a direct consequence of the valence formula, which we introduce in the
following section.
2.2 Spaces of modular and cusp forms for SL2(Z)
The goal of this section is to determine the spaces Mk and Sk of modular forms and cuspidal
forms of a given weight for SL2(Z) providing them with a basis obtained by combinations
of products of Eisenstein series. Also, we will conclude a useful criteria to check whether
two modular forms are equal. Every result in this section hangs from the valence formula.
As SL2(Z) acts on H, the upper-half plane can be divided into equivalence classes. We
say that two points z1, z2 ∈ H are equivalent by SL2(Z) if there exists γ ∈ SL2(Z) such
that z2 = γz1. It is easy to check that it is an equivalence relation and that the same
holds for every subgroup of SL2(Z). Therefore, we define the fundamental domain for any
subgroup G of SL2(Z) that acts on H.
Definition 2.2.1. Let D be a closed region of H. We say D is a fundamental domain
for the subgroup G of SL2(Z) if every z ∈ H is equivalent by G to a point of D and no two
distinct points z1, z2 in the interior of D are equivalent by G.
Example 2.2.2. The fundamental domain for SL2(Z) is the following set:
F = {z ∈ H : −1
2
≤ Re(z) ≤ 1
2
and |z| ≥ 1}.
See Chapter 3 of [14] for a proof. It is bounded by the vertical lines Re(z) = 1/2 and
Re(z) = −1/2 and the circle |z| = 1. There are three distinguished points in the boundary
which are ρ = e2pii/3 = −12 + i2
√
3, ρ+1, and i. These are fixed points under some elements
in SL2(Z). See Figure 2.1.
Figure 2.1: Fundamental domain for SL2(Z).
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Let f be a meromorphic function on H. Let vp(f) denote the order of f at p ∈ H∪{∞};
that is, the unique integer n such that the function (z− p)−nf(z) has no zeros or poles at
p. The following theorem introduces the valence formula.
Theorem 2.2.3. Let f(z) be a non-zero weakly modular function of weight k for SL2(Z).
Then
v∞(f) +
1
2
vi(f) +
1
3
vρ(f) +
∑
p∈SL2(Z) \H
p6=i,ρ
vp(f) =
k
12
.
This formula is known as the valence formula.
The idea of the proof is to count zeros and poles in SL2(Z) \H by integrating the
logarithmic derivative of f(z) around the boundary of the fundamental domain of SL2(Z).
As it is all about calculations, we just refer to [15]. Several very important consequences
arise from the valence formula.
Theorem 2.2.4. 1. Mk(SL2(Z)) = {0} if k is negative or k = 2.
2. Sk(SL2(Z)) = {0} if k < 12.
3. M0(SL2(Z)) = C.
4. S12(SL2(Z)) = C∆.
Proof. 1. Since modular forms are holomorphic, the left-hand side of the formula must
be positive and, so k does. If k = 2 the right-hand side equals 1/6. However, it is
not possible to sum up to 1/6 in the left-hand side. In conclusion, the only possible
modular form in both cases is the zero function.
2. Suppose that f is a cusp form. By definition v∞(f) ≥ 1 and the valence formula
gives k ≥ 12.
3. Let f ∈ M0(SL2(Z)), and let c be any value taken by f . As c is also a modular form
of weight 0, the function f − c also belongs to M0(SL2(Z)) and has a zero. Since the
right-side is 0, this can only happen if f − c is the zero function.
4. Let f ∈ S12(SL2(Z)), then v∞(f) ≥ 1 and by the valence formula we deduce v∞ = 1.
Thus, f can’t have no other zeros nor poles. Consider the following function
g(z) = f(z)− f(i)
∆(i)
∆(z),
where ∆(z) = E4(z)
3−E6(z)2
1728 , the weight 12 cusp form we introduced at the end of the
previous section. We know g ∈ S12(SL2(Z)) and g(i) = 0, but it can’t have a zero at
i. Thus, g = 0 and f is a multiple of ∆.
Corollary 2.2.5. 1. We have Sk+12(SL2(Z)) = ∆ ·Mk(SL2(Z)) for any k.
2. For k ≥ 4 we have Mk(SL2(Z)) = (CEk)⊕ Sk(SL2(Z)).
3. If k is odd or negative then Mk(SL2(Z)) = {0}. For each even k ≥ 2, we have
dim(Mk(SL2(Z))) =
{
b k12c k ≡ 2 (mod 12),
1 + b k12c k 6≡ 2 (mod 12).
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Proof. 1. If k is negative it’s trivial, and for k = 0 we have already proved it. Let
k > 0 and f ∈ Sk+12(SL2(Z)). By the valence formula, ∆ is non-vanishing, hence
the function f/∆ is holomorphic on H and it’s a modular form of weight k because
v∞(f)− v∞(∆) = v∞(f)− 1 ≥ 0.
2. Notice that Ek(∞) = 1 for every k and consider the linear map ϕ : Mk(SL2(Z))→ C,
defined by f 7→ f(∞). Then Sk(SL2(Z)) = ker(ϕ) and the map is surjective because
ϕ(Ek) = 1. Therefore Mk(SL2(Z)) = CEk ⊕ Sk(SL2(Z)).
3. Note that combining 1 and 2, we have a recursive way to obtain Mk(SL2(Z)) by
Mk(SL2(Z)) = CEk ⊕ Sk(SL2(Z)) = CEk ⊕ (∆Mk−12(SL2(Z))). Taking into account
that Mk(SL2(Z)) = {0} if k is odd, negative, or 2; we prove the dimension formula by
induction on k. For the cases where k = 4, 6, 8, 10 we have dim(Mk) = 1+dim(Sk) =
1 + dim(Mk−12) = 1. If k is even and k ≥ 12, we have:
dim(Mk) = 1 + dim(Mk−12).
This result allows us to write all modular spaces in terms of Eisenstein series and
the weight 12 cusp form ∆. For instance, we have M30 = CE30 ⊕ C∆E18 ⊕ C∆2E6 and
dim(M30) = 3.
Corollary 2.2.6. Mk(SL2(Z)) = 〈Ea4Eb6 : a, b ≥ 0, 4a+ 6b = k〉
Proof. First, we prove Ea4E
b
6 generate Mk(SL2(Z)). For k = 2, 4, 6 it is clear by Corollary
2.2.5, and we induct on k for k ≥ 8. It’s true that we can write k = 4a + 6b for some
a, b integers. If f ∈ Mk(SL2(Z)), then since Ea4Eb6(∞) = 1 the function g(z) = f(z) −
f(∞)Ea4Eb6 is a cusp form in Sk(SL2(Z)). Therefore, we can write g = ∆h for some h ∈
Mk−12(SL2(Z)). By recalling that ∆ = 11728(E
3
4 −E26) and using the induction hypothesis
we conclude proving this first part.
Then it follows to see that each different monomial Ea4E
b
6 is linearly independent.
We use induction on k in steps of 12 to show that the number of monomials is exactly
dim(Mk(SL2(Z))). For cases where k ≤ 12 it can be checked. Suppose that k ≥ 14 and
note that each monomial Ea4E
b
6 of weight k − 12 gives a monomial Ea4Eb+26 of weight k.
It only remains to get those monomials of the form Ea4 and E
a
4E6. When k ≡ 0 (mod 4)
then E
k/4
4 is of weight k, and when k ≡ 0 (mod 2) then E(k−6)/24 is of weight k. Hence, in
any case there is exactly one more monomial of weight k than the number of monomials
of weight k − 12. This concludes the proof.
Now we can give a different refined basis for the same space of modular forms of weight
30 we have seen before, M30(SL2(Z)) = CE56 ⊕∆E36 ⊕∆2E6.
Another direct consequence of the valence formula is the following theorem, which
gives a powerful criteria to verify two modular functions of the same weight are equal.
Theorem 2.2.7. Let f ∈ Mk(SL2(Z)) and suppose it has a q-expansion of the form∑
n≥0 anq
n. If aj = 0 for all 0 ≤ h ≤ k/12, then f = 0.
Proof. By the valence formula v∞(f) ≥ k/12, and this implies that f = 0.
Corollary 2.2.8. If the first bk/12c coefficients of two modular forms of the same weight
k coincide, then they are the same.
Proof. The proof follows immediately from the previous theorem.
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2.3 Eisenstein series of weight 2 for SL2(Z)
Eisenstein series are an example of modular forms whenever the weight is even and greater
than 2. In the case k = 2, we will study that another transformation rule close to being
modular is satisfied, i.e., an error term is added. Because of it, will find another expression
for the weight 12 cuspidal form ∆.
We define
G2(z) = 2ζ(2)E2(z) =
1
2ζ(2)
∞∑
m=−∞
∞∑
n=−∞
n6=0 if m=0
1
(mz + n)2
= 1 +
3
pi2
∑
m6=0
∞∑
n=−∞
1
(mz + n)2
= 1 +
6
pi2
∑
m=1
∞∑
n=−∞
1
(mz + n)2
.
Recall that G2 does not converge absolutely, so order of summation matters and we cannot
reproduce the proof of Proposition 1.1.6. The inner sums clearly converge for any z ∈ H
and any m; we shall see that the outer sum over m also converges absolutely. As in the
proof of Proposition 2.1.11, given a fixed m we find that
∞∑
n=−∞
1
(mz + n)2
= − 4
B2
ζ(2)
∞∑
d=1
dqdm where q = e2piiz,
which gives E2 = 1 − 24
∑∞
m=1
∑∞
d=1 dq
dm. Since |q| < 1, the double sum is absolutely
convergent and E2 is holomorphic. Grouping coefficients of q
n we can rewrite it in terms
of σ1(n):
E2 = 1− 24
∞∑
n=1
σ1(n)q
n.
Proposition 2.3.1. E2 satisfies the following transformations:
E2(z + 1) = E2(z) and z
−2E2(−1/z) = E2(z) + 12
2piiz
.
As this behaviour is close to being modular, E2 is said to be quasi-modular.
Proof. The first transformation is immediate. To prove the second one, consider:
E2(z) = 1 +
3
pi2
∑
m6=0
∞∑
n=−∞
1
(mz + n)2
, (2.4)
z−2E2(−1/z) = 1 + 3
pi2
∞∑
n=−∞
∑
m 6=0
1
(mz + n)2
. (2.5)
Note that order of summation has changed. Because the sum isn’t absolutely convergent,
the difference between (2.4) and (2.5) is 12/(2piiz). The idea is to add an extra term am,n
inside both double sums which cause them to be absolutely convergent so the two double
sums are equal. We take
am,n = am,n(z) =
1
(mz + n− 1)(mz + n) =
1
(mz + n− 1) −
1
(mz + n)
.
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Because the difference between (mz+n)−2 and am,n is 1/(mz+n)2(mz+n−1), it follows
that the resulting series, which we will write as E˜2(z), is absolutely convergent:
E˜2(z) = 1 +
3
pi2
∑
m 6=0
∞∑
n=−∞
( 1
(mz + n)2
− am,n(z)
)
= 1 +
3
pi2
∑
m6=0
∞∑
n=−∞
1
(mz + n)2
+
3
pi2
∑
m 6=0
∞∑
n=−∞
( 1
mz + n
− 1
mz + n− 1
)
.
Since the second double sum telescopes to zero, we have that E˜(z) = E(z). Using that
E˜(z) is absolutely convergent, we obtain
E2(z) = 1 +
3
pi2
∞∑
n=−∞
∑
m6=0
(
1
(mz + n)2
− am,n(z)
)
= z−2E2(−1/z)− 3
pi2
∞∑
n=−∞
∑
m 6=0
am,n(z).
It remains to calculate this last double sum. To do so, because it can be seen that the
outer sum is absolutely convergent, we can rewrite the sum:
∞∑
n=−∞
∑
m 6=0
am,n(z) = lim
N→∞
N∑
n=−N+1
∑
m 6=0
am,n(z) = lim
N→∞
∑
m6=0
N∑
n=−N+1
am,n(z).
For every N , the inner sum telescopes to 1/(mz − N) − 1/(mz + N), and by (2.1) we
obtain ∑
m6=0
( 1
mz −N −
1
mz +N
)
=
2
z
(
pi cot
(
− piN
z
)
+
z
N
)
.
Finally, the double sum is equal to
2pi
z
lim
N→∞
cot
(
− piN
z
)
=
2pi
z
lim
N→∞
i
e−2piiN/z + 1
e−2piiN/z − 1 = −
2pii
z
.
This finishes the proof.
A consequence for this second transformation of E2 is the product formula for ∆. We
introduce the Dedekind-eta function η(z) defined by
η(z) = q1/24
∞∏
n=1
(1− qn),
where q = e2piiz. This function is holomorphic and non-vanishing on H, and satisfies the
following.
Proposition 2.3.2. η(−1/z) = √z/iη(z).
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Proof. Differentiating the logarithm of η(z) we get:
d
dz
log η(z) =
2pii
24
+
∞∑
n=1
−2piinqn
1− qn =
2pii
24
(
1− 24
∞∑
n=1
nqn
1− qn
)
=
pii
12
(
1− 24
∞∑
n=1
σ1(n)q
n
)
=
pii
12
E2(z).
Applying z−2E2(−1/z) = E2(z), we deduce that d log(η(−1/z)) = d log
(√
z/iη(z)
)
.
Hence, η(−1/z) = C√z/iη(z) and by setting z = i we get C = 1.
Theorem 2.3.3. Let z ∈ H. The cuspidal form ∆ can be written as
∆(z) = q
∞∏
n=1
(1− qn)24.
Proof. We have that η24(z) is holomorphic on H and satisfies both modular transforma-
tions of a weight 12 modular form: η24(z + 1) = η24(z) and η24(−1/z) = z12η24(z). Since
its holomorphic at infinity, η24 ∈ S12(SL2(Z)) = C∆ and we deduce that η24 = ∆.
2.4 Modular forms for congruence subgroups
Up to this point we have always considered modular forms acting on SL2(Z). We can
even go further and define modular forms for some finite-index subgroups of SL2(Z). Even
though it may seem natural to follow the same guidelines as in Section 2.1, we shall take
into account the number of cusps may differ as the fundamental domain D changes (SL2(Z)
has only one cusp, and this made things easier). This involves having a set of conditions
for each cusp to define what a modular form is in a congruence subgroup.
Definition 2.4.1. The principal congruence subgroup of level N is
Γ(N) =
{
γ ∈ SL2(Z) : γ ≡
(1 0
0 1
)
(mod N)
}
.
Note that Γ(1) = SL2(Z), so we are strictly generalizing the previous section.
Definition 2.4.2. A group Γ ⊆ SL2(Z) is a congruence subgroup if there exists some
N ≥ 1 such that
Γ(N) ⊆ Γ ⊆ SL2(Z) .
In this case, we say N is the level of Γ.
The most important congruence subgroups used in the theory of modular forms are
Γ1(N) and Γ0(N) for each N ≥ 1, defined as
Γ1(N) :=
{
γ ∈ SL2(Z) :
(1 ∗
0 1
)
(mod N)
}
,
Γ0(N) :=
{
γ ∈ SL2(Z) :
(∗ ∗
0 ∗
)
(mod N)
}
.
In this section, the use of Γ will always refer to a congruence subgroup, and if the context
makes the level of the groups clear it will be omitted. Notice that Γ(N) ⊆ Γ1(N) ⊆
Γ0(N) ⊆ Γ(1) = SL2(Z), and that Γ(N) is normal on SL2(Z).
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Let f be a function defined in H and GL+(R) denote the subgroup of GL(R) consisting
of matrices with positive determinant. We introduce the slash notation:
f(z)|[γ]k := (det γ)k−1(cz + d)−kf(γz) for γ =
(a b
c d
)
∈ GL+(R). (2.6)
This notation is very useful to modular forms for any congruence subgroup Γ. For instance,
consider f to be a modular form of weight k for SL2(Z), then f |[γ]k = f for all γ ∈ SL2(Z).
Also notice that
f |[γ1γ2]k = (f |[γ1]k)|[γ2]k for γ1, γ2 ∈ Γ (2.7)
by using (ii) in Remark 2.1.5 and the chain rule.
Definition 2.4.3. Let k be an integer and Γ a congruence subgroup. We say a meromor-
phic function f : H→ C is weakly modular of weight k on Γ if
f |[γ]k = f ∀γ ∈ Γ.
We want to introduce the q-expansion of a function at a cusp to define what modular
functions, modular forms and cusp forms are. Notice that TN =
(
1 N
0 1
) ∈ Γ(N), therefore
there is a minimum h > 0 such that
(
1 h
0 1
) ∈ Γ and we define qh = e2piiz/h. Then, as qh
is periodic with period h, it makes sense to define the q-expansion of a weakly modular
function f as f(z) =
∑∞
n=−∞ anq
n
h . Since h|N , we can rewrite the q-expansion in terms of
qN = q
h/N
h as follows f(z) =
∑∞
n=−∞ anq
(N/h)n
N .
Let s ∈ Q ∪ {∞} be a cusp, i.e., s = α−1(∞) for some α = ( a bc d ) ∈ SL2(Z). Then
s = −d/c and since cz + d 6= 0 for any z 6= s, we can relate the behaviour of f(z) near s
with the behaviour of f(z)|[α]k near ∞ using the equation f(z)|[α]k = (cz + d)−kf(αz).
Supposing f is a weakly modular form for the congruence subgroup Γ of level N and γ ∈ Γ
and using (2.7) we have
(f |[α]k)|[α−1γα]k = (f |[γ]k)|[α]k = f |[α]k.
This means that the function f |[α]k is invariant under Γ′ = α−1Γα, which is a new
congruence subgroup of level N because Γ(N) is normal under SL2(Z). Therefore, the
q-expansion of f at a cusp s is defined by
f |[α]k =
∞∑
n=−∞
anq
n
N .
Definition 2.4.4. Let f : H→ C be a meromorphic function, and let Γ be a congruence
subgroup of level N . Let k ∈ Z. We say f is a modular function of weight k for Γ if
f(z)|[γ]k = f(z) for all γ ∈ Γ; (2.8)
and for every γ0 ∈ SL2(Z) we have
f(z)|[γ0]k =
∞∑
n≥n0
anq
n
N . (2.9)
We say f is a modular form of weight k for Γ if it is holomorphic on H. In addition,
we call f a cusp form if a0 = 0 for all γ0 ∈ SL2(Z).
This next proposition states that we only need to check once condition (2.9) for any
Γ-equivalence class of cusps.
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Proposition 2.4.5. Let α, β ∈ SL2(Z) where s = α∞ and t = β∞ are cusps. Suppose
that s = γt with γ ∈ Γ. If
f |[α]k =
∞∑
n=−∞
anq
n
N ,
then
f |[β]k =
∞∑
n=−∞
bnq
n
N , bn = (±1)ke2piinj/Nan, j ∈ Z.
Proof. By assumption α∞ = γβ∞, so α−1γβ∞ = ∞. Since the only matrices in SL2(Z)
that fix infinity are ±T j = ( 1 j
0 1
)
we have α−1γβ = ±T j with j ∈ Z. This means that β =
±γ−1αT j . Let g(z) = f(z)|[α]k =
∑
anq
n
N . Since f |[−Id]k = (−1)kf , and f |[γ−1]k = f
(because γ ∈ Γ), it follows that f |[β]k = (±1)k(f |[α]k)|[T j ]k = (±1)kg|[T j ]k. Thus,
f(z)|[β]k = (±1)kg(z + j) = (±1)k
∑
ane
2piinj/NqnN .
The definition of modular forms for a congruence subgroup is coherent with Definition
2.1.3, i.e., the second one comes from choosing Γ = SL2(Z). We will also be coherent with
the previous notation and denote the space of modular forms of weight k for a modular
subgroup Γ by Mk(Γ), and the space of cusp forms of weight k for Γ by Sk(Γ).
Some properties for SL2(Z) hold for congruence subgroups:
• Sk(Γ) ⊂ Mk(Γ).
• Both Mk(Γ) and Sk(Γ) are C−vector spaces for any Γ. In particular, M0(Γ) = C.
• If f ∈ Mk1(Γ) and g ∈ Mk2(Γ), then fg ∈ Mk1+k2(Γ).
• If −Id ∈ Γ, then Mk = {0} if k is odd, since f(z)|[−Id]k = −f(z).
Moreover, there is also a valence formula for congruence subgroups (see [15] Section 2.6)
which leads to the following proposition, similar to Corollary 2.2.8.
Proposition 2.4.6. Let Γ = Γ/{±Id}. Two modular forms of Mk(Γ) whose q-expansions
at one cusp of Γ coincide up to the term k/12[ PSL2(Z) : Γ] are equal.
In order to give an example of modular forms for a congruence subgroup, we will
generalise the concept of Eisenstein series that we have already seen.
Definition 2.4.7. Let N be a positive integer and let a = (a1, a2), be a row vector of
integers modulo N . Let k be a positive integer, and let m = (m1,m2) be a row vector
with integer components. For any z ∈ H, a, and m, we define level N Eisenstein series:
G
a
k(z) = G
a mod N
k (z) :=
∑
m∈Z2
m≡a mod N
1
(m1z +m2)k
.
If a = (0, 0), we delete m = (0, 0) from the sum.
Note that G
(0,0)
k (z) = N
−kGk(z), where Gk(z) correspond to the already studied Eisen-
stein series for SL2(Z). A proof for the following proposition can be found in [14] Chapter
2.
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Proposition 2.4.8. Let N > 0 and k ∈ 12 + Z greater than 2. Then
G
a mod N
k ∈ Mk(Γ(N)) and G(0,a2) mod Nk ∈ Mk(Γ1(N)).
As in the previous chapter, we now focus on reaching a better understanding of the
spaces of modular forms with respect to congruence subgroups.
Definition 2.4.9. A Dirichlet character modulo N is a homomorphism of multiplica-
tive groups χ : (Z/NZ)∗ → C∗.
For any given element a ∈ (Z/NZ)∗ we have χ(a) = w, thus wn = 1 and w is a root
of unity. The product of two Dirichlet characters can be defined as (χψ)(n) = χ(n)ψ(n)
for n ∈ (Z/NZ)∗. If both χ and ψ are such characters modulo N , then χψ will also be so.
Furthermore, for any given N there are φ(N) = #(Z/NZ)∗ different χ, where φ is Euler’s
totient function.
We give two important examples that will constantly appear throughout the thesis.
Example 2.4.10. Let N = 4. Because the group (Z/4Z)∗ has order 2, there exists a
unique non-trivial Dirichlet character χ modulo 4. It is the following:
χ(m) =

1 if m ≡ 1 (mod 4),
−1 if m ≡ 3 (mod 4),
0 otherwise.
Explicitly, we can write χ(m) = (−1)(m−1)/2.
Example 2.4.11. Let p be a prime number and c be any integer. We consider
(a
p
)
:=

0 if p | a,
1 if p - a and a is a square modulo p,
−1 if a is not a square modulo p.
The map a 7→ (ap) is a Dirichlet character modulo p called the Legendre symbol.
Since Γ1(N) is the kernel of the surjective map Γ0(N)→ (Z/NZ)∗ sending
(
a b
c d
)
to d
(mod N), we conclude Γ0(N)/Γ1(N) ∼= (Z/NZ)∗. Therefore, we have Dirichlet characters
modulo N corresponding to the quotient group. We consider the following set:
Mk(Γ0(N), χ) :=
{
f ∈ Mk(Γ1(N)) : f |[γ]k = χ(d)f for Γ =
(
a b
c d
) ∈ Γ0(N)}.
We define Sk/2(Γ0(N), χ) in the same way. Note that Mk(Γ0(N), χ) is a subset of
Mk(Γ1(N)), as any space of modular forms is a C-vector space. We have the following
result.
Proposition 2.4.12. There is a decomposition of C-vector spaces
Mk(Γ1(N)) =
⊕
χ mod N
Mk(Γ0(N), χ),
where the sum runs over all Dirichlet characters modulo N .
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Proof. Since any function f that satisfies f |[γ]k = χ(d)f for two different Dirichlet char-
acters modulo N must be the zero function, it is enough to show that any f ∈ Mk(Γ1(N))
can be expressed as the sum of fχ ∈ Mk(Γ0(N), χ) over all different χ. Consider
fχ =
1
φ(N)
∑
d∈(Z/NZ)∗
χ(d)f |[γd]k,
where χ is the complex conjugated function of χ, which is also a Dirichlet character modulo
N , and γd is any element of Γ0(N) with lower-right entry congruent to d modulo N . Given
γ =
(
a b
c d′
) ∈ Γ0(N), we have
fχ|[γ]k = 1
φ(N)
∑
d∈(Z/NZ)∗
χ(d)f |[γdd′ ]k.
Changing the variable of summation d to dd′, we see that fχ|[γ]k = χ(d′)fχ. Thus,
fχ ∈ Mk(Γ0(N), χ). Finally, if we sum fχ over all Dirichlet characters χ modulo N and
reverse the order of summation between both sums, we have:∑
χ mod N
fχ =
∑
d∈(Z/NZ)∗
1
φ(N)
f |[γd]k
∑
χ mod N
χ(d).
Since Dirichlet characters modulo N satisfy the following property:∑
χ mod N
χ(d) =
{
φ(N) if d ≡ 1 (mod N);
0 otherwise;
we can write f as wanted. This concludes the proof.
By taking γ = −Id in the definition of Mk(Γ0(N), χ), since a modular form f satisfies
f |[−Id]k = (−1)kf , it follows that Mk(Γ0(N), χ) = 0 if χ(−1) 6= (−1)k. Hence, using that
χ(m) = (−1)(m−1)/2 is the only non-trivial Dirichlet character when N = 4, we obtain a
decomposition for the space Mk(Γ1(4)) (here χtriv denotes the trivial Dirichlet character):
Mk(Γ1(4)) =
{
Mk(Γ0(4), χtriv) if k is even;
Mk(Γ0(4), χ) if k is odd.
At this point we recall the function θ(z) =
∑
n∈Z e
piin2z =
∑
n∈Z q
n2 . We saw in Section 1.4
that the n-th q-expansion coefficient of θ2 was exactly the number of ways n can be written
as the sum of two squares, and this allowed us to solve the sum of two squares problems.
It turns out that θ2 is a weight 1 modular form for the above congruence subgroup.
Proposition 2.4.13. θ2 ∈ M1(Γ1(4)) = M1(Γ0(4), χ), where is the unique non-trivial
Dirichlet character modulo 4.
Even though the content of this proposition might seem vague, it is not. We commented
in Section 1.4 that the sum of k squares problem could be solved using the very same proof
guidelines whenever k is even, using the function θk. Proposition 2.4.13 is also telling us the
reason why. Note that every even power of θ is also a modular form, so good transformation
properties are preserved. Indeed, θ would correspond to a weight 1/2 modular form so
when k is odd θk would be a half-integer weight modular form. It turns out that these
forms exist, but are slightly different to those of integer weight; this difference is the reason
why we can’t solve the sums of squares problem as in Chapter 1 when k is odd.
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2.5 Hecke operators
Up to this point we have introduced modular forms and have seen results on the dimensions
of their spaces. It seems natural to define operators that act on such spaces; these are the
Hecke operators. We give a short introduction to them, as they will be needed later on
Chapter 5.
Recall that GL+(Z) is defined as the set of elements in GL(Z) with positive determi-
nant.
Definition 2.5.1. Let Γ1 and Γ2 be two congruence subgroups, and let α ∈ GL+(Z). We
define the double coset Γ1αΓ2 by
Γ1αΓ2 = {γ1αγ2 : γ1 ∈ Γ1, γ2 ∈ Γ2}.
Multiplication gives a left action of Γ1 on Γ1αΓ2. Thus, we can consider a decompo-
sition of Γ1αΓ2 into disjoint orbits, and we will write
⋃
Γ1βj , where βj = γ1,jαγ2,j with
γ1,j ∈ Γ1 and γ2,j ∈ Γ2. A first result is that there is a finite number of orbits on the
decomposition (see [8]). This fact allows us to define the double coset operator using the
slash notation (2.6).
Definition 2.5.2. Let Γ1,Γ2 ⊂ SL2(Z) be congruence subgroups and let α ∈ GL+(Z).
Let f ∈ Mk(Γ1), where k ∈ Z. We define the weight k double coset operator of Γ1αΓ2
by
f(z)|[Γ1αΓ2]k =
n∑
j=1
f(z)|[βj ]k,
where Γ1αΓ2 =
⋃n
j=1 Γ1βj is an orbit decomposition.
The double coset operator of Γ1αΓ2 takes modular forms on Γ1 to modular forms on
Γ2,
[Γ1αΓ2]k : Mk(Γ1) −→ Mk(Γ2).
Note that right multiplication by any γ2 ∈ Γ2 gives a bijection Γ1β → Γ1βγ2. Hence, if
the set of representatives for the orbit space Γ1\Γ1αΓ2 is {βj}, then {βjγ2} is also a set
of orbit representatives. Thus, if f ∈ Mk(Γ1) we have
(f(z)|[Γ1αΓ2]k)|[γ2]k =
n∑
j=0
f(z)|[βjγ2]k = f [Γ1αΓ2]k,
so f(z)|[Γ1αΓ2]k is invariant under Γ2 which means it belongs to Mk(Γ2). Moreover, a
simple check with the q-expansion of a cusp form shows that its image is also a cusp form.
Observation 2.5.3. This operator is yet bringing its first consequences on the most simple
cases.
1. If Γ1 ⊃ Γ2, setting α = Id we deduce that Mk(Γ1) ⊂ Mk(Γ2), an injection.
2. If α−1Γ1α = Γ2 we have an isomorphism between Mk(Γ1) and Mk(Γ2).
3. If Γ1 ⊂ Γ2, setting α = Id and letting f ∈ Mk(Γ1) we have that f(z)|[Γ1IdΓ2]k =∑n
j=1 f(z)|[γ2,j ]k gives a projection to the space Mk(Γ2), a surjection.
Definition 2.5.4. Let p be a prime and let f ∈ Mk(Γ1) with k ∈ Z. The Hecke operator
at p is defined as
Tpf := f |
[
Γ1
(1 0
0 p
)
Γ1
]
k
.
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An explicit formula for these operators can be given in terms of a modular form’s
q-expansion and a Dirichlet character. The proof is given in [8].
Proposition 2.5.5. Let p be a prime number. Let f ∈ Mk(Γ1(N), χ), where χ : (Z/NZ)∗ →
C∗ is a Dirichlet character. We write its q-series as f(z) =
∑∞
n=0 anq
n. Then,
(Tpf)(z) =
∞∑
n=0
(anp(f) + χ(p)p
k−1an/p(f))qn.
Here we abuse of notation and set an/p = 0 when p - n.
From this formula we deduce that Tp is a linear operator. Moreover, the set of all
Hecke operators of a fixed integral weight form a commutative algebra, which implies
that the product of two Hecke operators commutes and is also a Hecke operator. A direct
computation shows that the Eisenstein series Ek are eigenforms of Tp for any prime number
p with eigenvalue σk−1(p), i.e.,
TpEk = σk−1(p)Ek.
We have already seen that a combination of Eisenstein series span the space Mk(SL2(Z)).
This means Hecke operators may be important in modular forms theory, and so they are.
Because their study and implications on the theory goes beyond the main objective of this
thesis, we just refer to [14], [15], and [8] for a complement.
Chapter 3
Modular forms of half integer
weight
3.1 Definitions and examples
When facing the sum of k squares problem, both Eisenstein and G.H. Hardy had problems
dealing with odd k’s. They understood the need of a theory of half integer weighted
modular forms, but it wasn’t until Goro Shimura in 1973 that mathematicians working on
modular forms started to construct the theory we will study in this chapter. Let z ∈ H,
recall that
θ(z) :=
∑
n∈Z
qn
2
,
where q = e2piiz. The starting point of the theory comes from reasoning that half integer
weight modular forms should transform like an odd power of θ. Therefore, it seems natural
to focus first on which transformation does θ satisfy. In this chapter we will give basic
definitions and some elementary properties that will be used in the theory of mock modular
forms.
Recall that, for a prime d, the Legendre symbol ( cd) is defined as follows:
( c
d
)
:=

0 if d | c,
1 if d - c and c is a square modulo d,
−1 if c is not a square modulo d.
Legendre symbols can be extended to any integer d. If gcd(c, d) > 1, then ( cd) = 0. If
d is positive, writing it as a product of primes d =
∏
j pj , we define (
c
d) =
∏
j(
c
pj
); and if
d is negative, then ( cd) = (
c
|d|) if c > 0 and (
c
d) = −( c|d|) if c < 0. In the case d = ±1 and
c = 0, we impose ( 0±1) = 1. This resulting Legendre symbol, also called quadratic symbol,
is multiplicative in c and d. Also, if d > 0 it is periodic with period d, i.e., ( c+dd ) = (
c
d).
In order to avoid problems with the square root function, we will always remove the
negative real axis (−∞, 0] of its domain. Thus, its image’s arguments will range in the
interval (−pi/2, pi/2]. We will use the following notation to denote
√
(−1d ) when d is odd:
d :=
{
1 if d ≡ 1 (mod 4);
i if d ≡ 3 (mod 4). (3.1)
We proceed by defining the factor by which the function θ will be regarded modular.
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Definition 3.1.1. Let γ =
(
a b
c d
) ∈ Γ0(4) and z ∈ H. We define the automorphy factor
for θ by
j(γ, z) :=
( c
d
)
−1d
√
cz + d. (3.2)
The transformation that gives birth to the theory of half integer modular forms is the
following. Its proof is very extensive and can be found in Chapter 3 of [14].
Theorem 3.1.2. For γ ∈ Γ0(4) and z ∈ H we have that
θ(γz) = j(γ, z)θ(z).
In general, if Γ is a congruence subgroup and γ ∈ Γ, an automorphy factor J(γ, z) for
a non-zero function f satisfies the property f(γz) = J(γ, z)f(z). It is easy to check that
an automorphy factor is multiplicative, i.e.,
J(αβ, z) = J(α, βz) · J(β, z). (3.3)
In the case that f is a modular form of integer weight for Γ, J(γ, z) = (cz + d)k is the
automorphy factor. A priori, one would choose this automorphy factor to define also
modular forms of weight k/2, as it seems the most instinctive manner to proceed; but in
this case it turns out that J(γ, z) is not well defined because of the square root. We can see
this by supposing that the level N of Γ is greater than 2 and considering α =
(
N+1 N
−N 1−N
)
and β =
(
1 0
−N 1
)
. Since α, β ∈ Γ, by (3.3) we have√
(N2 − 2N)z + 1−N =
√
−Nz/(−Nz + 1) + 1−N√−Nz + 1. (3.4)
As the square of the equality holds, (3.4) holds up to a sign. But the right side of (3.4)
belongs to the fourth quadrant, whereas the left side belongs to the first quadrant. Thus,
the equality is off by −1 and since (3.3) is the k-th power of (3.4) and k is odd, it is also
differs by a factor of −1. Therefore, J(γ, z) cannot define the automorphy factor for half
integer modular forms.
At this point it makes sense to consider j(γ, z) to overcome the above difficulty. We
shall impose that a modular form f of weight k/2 satisfies
f(z)|[γ]k/2 = j(γ, z)−kf(z),
instead of f(z)|[γ]k/2 = J(γ, z)f(z); that is, a modular form of weight k/2 transforms like
the k-th power of the function θ. Even so, we have to be careful since j(γ, z) is only defined
for γ ∈ Γ0(4) and we still can have problems with the chosen branch of the square root
for any α ∈ SL2(Z) and condition (2.9) is threatened. In order to preserve such condition,
we introduce the group G.
Definition 3.1.3. Let T ⊂ C be the set of fourth roots of unity, i.e., T = {±1,±i}. Let
α =
(
a b
c d
) ∈ SL2(Z) and let φ(z) : H→ C be a holomorphic function such that
φ2(z) = t
cz + d√
detα
,
for some t ∈ T 2. We defineG to be the set of all ordered pairs (α, φ(z)), for any α ∈ SL2(Z).
We can define the product of two elements of G as follows:
(α, φ(z))(β, ψ(z)) := (αβ, φ(βz)ψ(z)). (3.5)
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Now, the above product provides G of a group structure. This group is known as the
metaplectic group 1. For z ∈ H, ξ = (α, φ(z)), we will write ξz to mean αz. Let f be a
function of H. We define the operator [ξ]k/2 on f by
f(z)|[ξ]k/2 := f(αz)φ(z)−k.
Note that the expected multiplicity property (f(z)|[ξ1]k/2)|[ξ2]k/2 = f(z)|[ξ1ξ2]k/2 is satis-
fied because of (3.5). By now on, in this section Γ will refer to a subgroup of Γ0(4). We
define Γ˜ := {(γ, j(γ, z))|γ ∈ Γ}. By a direct computation we could see that j(γ, z) satisfies
j(αβ, z) = j(α, βz)j(β, z) (see [14] for the details). Thus, Γ˜ is a subgroup of G. Also, it is
isomorphic to Γ under the projection pi1 : Γ˜→ Γ, defined by (γ, j(γ, z)) 7→ γ.
Note that condition (2.8) from the definition of a modular form using this new group G
is already covered. We shall now describe q-expansions at cusps. Let f be a meromorphic
function on H invariant to [ξ]k/2 with ξ ∈ Γ˜. We suppose Γ has finite index in Γ0(4). Since
Γ is a congruence subgroup, we already saw that there is a minimum h > 0 such that(
1 h
0 1
)
or -
(
1 h
0 1
)
belongs to Γ. Because f(z)|[−˜1]k/2 = f(z) and j
((
1 h
0 1
)
, z
)
= 1, setting
ξ =
((
1 h
0 1
)
, j
((
1 h
0 1
)
, z
))
we have that f(z) = f(z)|[±ξ]k/2 = f(
(
1 h
0 1
)
z) = f(z + h). Thus,
f has an expansion f(z) =
∑∞
n=−∞ anq
n
h where qh = e
2piiz/h.
Now let’s define the concepts of meromorphicity and holomorphicity at a cusp s ∈
Q∪{∞}. Let s = α∞, where α ∈ SL2(Z), and let ξ = (α, φ(z)) be any element of G which
projects to α. We define the sets Γ˜s = {γ˜ ∈ Γ˜ : γs = s} and G∞ = {η ∈ G : η∞ =∞}. We
know that those matrices with c = 0 are the only ones that fix infinity their corresponding
φ(z) function must be a fourth root of unity, we have that G∞ =
{(± ( 1 j
0 1
)
, t
)
: j ∈ Z, t ∈
T
}
. Note that ξ−1Γ˜sξ fixes infinity, so it belongs to G∞. By definition G∞ is a subgroup of
G, so we can relate each ξ−1Γ˜sξ to an element of the form α−1Γsα. We know that α−1Γα
must be {±( 1 h0 1 )j}j∈Z, or {( 1 h0 1 )j}j∈Z, or {(−( 1 h0 1 ))j}j∈Z; therefore, for some fixed t ∈ T
we obtain
±ξ−1Γ˜sξ = {
(±( 1 h0 1 ), t)j}j∈Z.
Let s = ξ∞ for some ξ ∈ G and g = f |[ξ]k/2. Then, for every γ˜ ∈ Γ˜ we have
g|[±ξ−1γ˜ξ]k/2 = f |[γ˜ξ]k/2 = f |[ξ]k/2 = g.
By setting γ˜ =
((
1 h
0 1
)
, t
)
, we obtain a relationship
g(z) = g(z)
∣∣∣[(( 1 h0 1 ), t)]
k/2
= t−kg(z + h).
Which means that, writing tk = e2piir where r = 0, 1/4, 1/2 or 3/4, the function e−2piirg(z)
is invariant under the transformation z 7→ z + h. Thus, it has a q-expansion and so does
g:
g(z) = e2piir
∑
n∈Z
anq
n
h =
∑
n∈Z
ane
2piiz(n+r)/h.
This is called the q-expansion of g at the cusp s.
Definition 3.1.4. Let f : H → C be a meromorphic function. Let s = Q ∪ {∞} be a
cusp. We say f is meromorphic at s if its q-expansion at s is of the form
g(z) =
∑
n≥n0
ane
2piiz(n+r)/h,
1In fact, the metaplectic group is defined in a more general way. We work with the discrete version of
the one dimensional case.
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where n0 ∈ Z and r = 0, 1/4, 1/2, or 3/4. We say that f is holomorphic at s if n0 ≥ 0.
In this case we define f(s) := lim
z→i∞
g(z).
As in the case of modular forms of integer weight, meromorphicity and holomorphicity
at cusps depends only on the Γ-equivalence class of each cusp. This reduces the number
of conditions we get in the following definition of modular forms for half integer weights.
Definition 3.1.5. Let Γ ⊂ Γ0(4) of finite index, and let k be any integer. Let f : H→ C
be a meromorphic function. We say that f is a modular form of weight k/2 if
f(z)|[γ˜]k/2 = f(z) for all γ ∈ Γ, (3.6)
and if it is holomorphic on H and at every cusp. Moreover, if f vanishes at every cusp, we
say that f is a cusp form. In the case that only condition (3.6) is satisfied, f is called a
weakly modular form 2.
We see that definitions are consistent with what we have already seen, and properties
will also be so. Let N be a positive integer such that 4|N , and consider Γ0(N) ⊂ Γ0(4).
Let χ be a Dirichlet character modulo N. As in Chapter 2, we define
Mk/2(Γ˜0(N), χ) =
{
f ∈ Mk/2(Γ˜1(N)) : f |[γ˜]k/2 = χ(d)f for γ =
(
a b
c d
) ∈ Γ0(N)}.
We define Sk/2(Γ˜0(N), χ) in the same way. Following Proposition’s 2.4.12 proof, we can
also proof the decomposition:
Mk/2(Γ˜1(N)) =
⊕
χ mod N
Mk/2(Γ˜0(N), χ).
Recall that if N = 4 we have χ(n) = (−1)(n−1)/2 for n ∈ (Z/4Z)∗ and we can deduce that
Mk/2(Γ˜1(4)) = Mk/2(Γ˜0(N), 1) = Mk/2(Γ˜0(N)).
Moreover, there is a dimension result for this space of modular forms.
Proposition 3.1.6. dim(Mk/2(Γ˜0(N))) = 1 + [k/4].
As in Chapter 2, we can define Eisenstein series. They are the first example of modular
forms of half integer weight we study apart from θ. Let Γ∞ := {±
(
1 j
0 1
)
: j ∈ Z} ⊆ SL2(Z).
Definition 3.1.7. Let k be an odd integer, k ≥ 5.
Ek/2(z) =
∑
γ∈Γ∞\Γ0(4)
j(γ, z)−k.
We can choose matrices of the form γ =
(
a b
m n
) ∈ Γ0(4) as representatives of Γ∞\Γ0(4)
for each (m,n) with 4|m and gcd(m,n) = 1. By setting n > 0 and making use of (3.2),
the definition of j(γ, z), a more explicit expression for Ek/2(z) can be given:
Ek/2(z) =
∑
4|m and n>0
gcd(m,n)=1
(m
n
)
kn(mz + n)
−k/2,
2In the integer weight case these were denoted as weakly modular functions.
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where k ≥ 5 is odd. We used the fact that (mn )−k = (mn ) because k is odd. To see that
Ek/2 ∈ Mk/2(Γ˜0(4)) an analogous reasoning as in the Chapter 2 suffices, so we will omit
this part.
Recall Section 1.3, we established a connection between partitions and modular forms
by stating that the generating function of the partition function was a modular form; we
see this here. By Theorem 2.3.3 we know η(z)24 = q
∏∞
n=1(1− qn)24 = ∆; because ∆ is a
weight 12 cuspidal form, we conclude that η(z) is a weight 1/2 modular form on SL2(Z).
Since η(z) is nonvanishing on H, from Proposition 1.3.2 it follows that
1
η(z)
=
∞∑
n=0
p(n)qn−
1
24 (3.7)
is a weight −1/2 weakly holomorphic modular form.
3.2 Shimura correspondence
We introduced integer weight Hecke operators in Section 2.5, providing an explicit formula
for a q-series coefficients. While working on the theory of half-integral weight modular
forms, G. Shimura found Hecke operators could be extended to the half-integral weight
case and noticed a relationship between cusp forms of integer weight and half-integral
weight cusp forms. This relationship is known as Shimura correspondence, and immediately
brought attention to his theory.
The construction of Hecke operators for half-integral weight modular forms is analogous
to the integral weight case. We need to take into account the forms are now acting on G.
Definition 3.2.1. Let Γ˜1(N) ⊂ G and let ξ = (α,m1/4), where α =
(
1 0
0 m
) ∈ GL+(Z). Let
k be an odd integer and let f ∈ Mk/2(Γ0(N), χ), where χ : (Z/NZ)∗ → C∗ is a Dirichlet
character. We define the Hecke operator Tm as:
Tm(f) = f |[Γ˜1(N)ξΓ˜1(N)]k/2 = m1/4−1
r∑
j=1
f |[ξj ]k/2,
where Γ˜1(N)ξΓ˜1(N) =
⋃r
j=1 Γ˜1(N)ξj .
It is proved in [22] that if m is not a square or (m,N) = 1 then Tm equals the zero
operator, so we assume that m = n2 for a positive integer n and we will write Tn2 . Also, as
in the integral weight case, there is an explicit expression for the coefficients of the image
of Tn2 . Again, see [22] for the proof of the following result two results.
Proposition 3.2.2. Let p be a prime number and f ∈ Mk/2(Γ0(N), χ) with f(z) =∑∞
n=0 anq
n its q-expansion. Then, we have:
Tp2(f)(z) =
∞∑
n=0
(
ap2n + χ(p)
(−1
p
)λ(n
p
)
pλ−1an + χ(p2)pk−2an/p2
)
qn,
where λ = (k − 1)/2 and an/p2 = 0 whenever p2 - n.
As in the integer weight case, the set of Hecke operators of any fixed half-integral
weight is a commutative algebra. Shimura’s main result was the following, which relates
half integral-weight cusp forms with integral weight cusp forms.
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Theorem 3.2.3. (Shimura) Let λ = (k − 1)/2. Let f(z) = ∑∞n=1 anqn ∈ Sk/2(Γ0(N), χ).
Let t be a square-free integer and let ψt be the Dirichlet character modulo tN defined by
ψt(m) = χ(m)
(−1
m
)λ( t
m
)
.
Let At(n) be the complex numbers defined by
∞∑
n=1
At(n)n
−s =
( ∞∑
i=1
ψt(i)i
λ−1−s
)( ∞∑
j=1
atj2j
−s
)
.
Let Sht(f)(z) :=
∑∞
n=1At(n)q
n. Then
(i) Sht(f) ∈ Mk−1(Γ0(N ′), χ2) for a certain positive integer N ′.
(ii) If k ≥ 5 then Sht(f) is a cusp form.
(iii) If k = 3 and f ∈ S⊥3/2(Γ0(N), χ) then Sht(f) is a cusp form.
Here S⊥3/2(Γ0(N), χ) is the orthogonal of S3/2(Γ0(N), χ) in the C-vector space M3/2(Γ0(N), χ).
The form Sht(f) is called Shimura lift of f corresponding to t and the mapping Sht is the
Shimura correspondence. There are many important properties of Sht, a important one
that we will take into account is the commutativity with Hecke operators. According to
Shimura’s notation, we will write Tp for integral weight Hecke operators and Tp2 for the
half-integral weight case. We state this last property in the following proposition; its proof
exclusively consists in computing using explicit expressions for both Hecke operators and
Shimura lifts, so we just refer to [19].
Proposition 3.2.4. Suppose f ∈ Sk/2(Γ0(N), χ) with k odd. Let t be a square-free positive
integer. If p is a prime then
Sht(Tp2f) = TpSht(f).
We will make use of this result in Chapter 5 when proving the generalization theorem
for Ramanujan’s congruences.
Chapter 4
Mock modular forms
4.1 Historical context and motivation
Nowadays, Ramanujan’s mock theta functions are seen as particular cases of mock modular
forms. His main motivation on the subject was his work on the partition function p(n),
which he approached by describing two examples of what he called mock theta functions.
We have already seen the first one:
g(q) =
∑
n≥0
p(n)qn =
∏
m≥1
(1− qm)−1;
which has an intimate relationship with modular forms as we concluded in Chapter 3.
Ramanujan’s second example is the following q-series
h(q) =
∑
n≥0
pˆ(n)qn =
∏
m≥1
1
(1− q5m−1)(1− q5m−4) ,
where pˆ(n) equals the number of partitions into parts of the forms 5m − 1 and 5m − 4.
Even though the concept of mock theta functions was never made clear after the release
of his last letter, each of the 17 examples given tried to mimic two properties of g(q) and
h(q). The first one is that they can be expressed in a similar way to the following:
g(q) = 1 +
∑
n≥1
qn
2
(1− q)2(1− q2)2 . . . (1− qn)2 , (4.1)
h(q) = 1 +
∑
n≥1
qn
2
(1− q)(1− q2) . . . (1− qn) . (4.2)
The shape of (4.1) and (4.2) is what Ramanujan called Eulerian shape. We already saw
(4.1) in proposition (1.3.5), and making use of (3.7) it’s easy to find another direct contact
between mock theta functions and modular forms:
1
η(z)
= q−1/24
∞∏
n=1
1
1− qn = q
−1/24 +
∞∑
n=1
qn
2−1/24
(1− q)2(1− q2)2 . . . (1− qn)2 .
The second property is that these q-series converge for |q| < 1 and satisfy a certain growth
condition we will see later on this chapter.
Unfortunately, Ramanujan died in 1920 at the age of 32, and a large amount of ques-
tions were left open. Since then, the main goal of the community involved in the mock
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theta functions theory was to explain structurally what connects all these examples; and
it was around year 2000 when S. Zwegers, who followed D. Zagier’s work, made a break-
through in the understanding of their structure. He finally published his Ph.D. thesis [27]
two years later, beginning the completion of Ramanujan’s work, and opening the door for
a large list of upcoming results.
Zwegers’ main result in his thesis was based on two of the examples of mock theta
functions that Ramanujan gave in his later:
w(q) :=
∞∑
n=0
q2n
2+2n
(1− q)2(1− q3)2 . . . (1− q2n+1)2 , f(q) := 1 +
∞∑
n=1
qn
2
(1 + q)2(1 + q2)2 . . . (1 + qn)2
.
(4.3)
He defined two vector-valued functions F and G by
F (z) = (F0(z), F1(z), F2(z))
T := (q−
1
24 f(q), 2q
1
3w(q
1
2 ), 2q
1
3w(−q 12 ))T ;
G(z) = (G0(z), G1(z), G2(z))
T := 2i
√
3
∫ i∞
−z
(g1(τ), g0(τ),−g2(τ))T√−i(τ + z) dτ ;
where the gi(τ) are weight 3/2 theta functions defined as follows:
g0(τ) :=
∞∑
n=−∞
(−1)n
(
n+
1
3
)
e3pii(n+
1
3
)2τ ,
g1(τ) := −
∞∑
n=−∞
(
n+
1
6
)
e3pii(n+
1
6
)2τ ,
g2(τ) :=
∞∑
n=−∞
(
n+
1
3
)
e3pii(n+
1
3
)2τ .
The function G is non-holomorphic. Then, he defined the function H(z) := F (z)−G(z),
followed by his main result.
Theorem 4.1.1. (Zwegers) The function H is a vector-valued real-analytic modular form
of weight 1/2 that satisfies the following transformation laws
H(z + 1) =
(ζ−124 0 0
0 0 ζ3
0 ζ3 0
)
H(z), H(−1/z) = √−iz
(0 1 0
1 0 0
0 0 −1
)
H(z);
where ζn := e
2pii/n. Furthermore, H is an eigenfunction of the Casimir operator Ω 1
2
:=
−4y2 ∂2∂z∂z + iy ∂∂z + 316 with eigenvalue 316 , where z = x + iy, ∂∂z = 12( ∂∂x − i ∂∂y ), and
∂
∂z =
1
2(
∂
∂x + i
∂
∂y ).
His point on mock theta functions was that, after a multiplication by a power of q =
e2piiz, z ∈ H, and the addition of certain non-holomorphic function, they become harmonic
Maass forms of weight 1/2. Roughly speaking, harmonic Maass forms are functions acting
in H with the same transformation properties than modular forms, that are annihilated
by a certain differential operator, and satisfy growth conditions at cusps. It makes sense
to call a q-series a mock modular form of weight k if it can be completed in the same
way to a harmonic Maass forms. Zagier gave birth to this terminology in 2007 [26], when
the theory was fully formalized after the important contributions of J. H. Bruinier and J.
Funke on their 2004 work [5].
We now proceed to introduce formally the very recent theory on mock modular forms.
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4.2 Definitions
Let us consider the hyperbolic Laplacian operator, where z = x+iy ∈ H, defined as follows
∆ := −y2
( ∂2
∂x2
+
∂2
∂y2
)
.
It is a second order differential operator which acts on functions on H and it is invariant
under the action of SL2(Z). We now introduce the concept of a Maass form.
Definition 4.2.1. We define a Maass form for a subgroup Γ ⊂ SL2(Z) as a smooth
function f : H→ C satisfying the following properties:
(i) For every γ ∈ Γ we have f(γz) = f(z).
(ii) f is an eigenfunction of ∆.
(iii) There is some N > 0 such that f(x+ iy) = O(yN ) as y → +∞.
Moreover, we call f a Maass cusp form if∫ 1
0
f(z + x)dx = 0.
If we write z = x + iy ∈ H, we can generalize the notion of hyperbolic Laplacian to
the weight k hyperbolic Laplacian as follows:
∆k := −y2
( ∂2
∂x2
+
∂2
∂y2
)
+ iky
( ∂
∂x
+ i
∂
∂y
)
.
J. H. Bruinier and J. Funke, inspired by Definition 4.2.1, first introduced the concept of
harmonic Maass form.
Definition 4.2.2. Let k ∈ 12Z. Let N be a positive integer such that 4|N if k ∈ 12 +Z. We
define a weight k harmonic Maass form on Γ ∈ {Γ0(N),Γ1(N)} as a smooth function
M : H→ C satisfying the following properties:
(i) Let γ =
(
a b
c d
) ∈ Γ and let z ∈ H. Let d be defined as in (3.1). Then we have
M
(az + b
cz + d
)
=
{
(cz + d)kM(z) if k ∈ Z,
( cd)
2k−2kd (cz + d)
kM(z) if k ∈ 12 + Z.
(ii) ∆kM = 0.
(iii) Let z = x+ iy ∈ H. There exists a polynomial PM (z) ∈ C[q−1], called the principal
part of M at ∞ such that
M(z)− PM (z) = O(e−y)
as y → +∞ for some  > 0. Analogous conditions are required at all cusps.
If we replace the growth condition by M(z) = O(ey) as y → ∞ for some  > 0, then we
call M a weight k harmonic Maass form of moderate growth on Γ.
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Note that if PM (z) is not constant, then M(z) has exponential growth at infinity;
the same can happen at each cusp. Also, condition (i) coincides with modular forms
transformations we have seen in Chapter 2 and 3. Thus, if γ ∈ Γ we can rewrite (i) using
the slash notation we worked with:
M |[γ]k = j(γ, z)−2kM(γz) = M(z).
Here j(γ, z) is the automorphy factor, defined as follows:
j(γ, z) =
{√
cz + d if k ∈ Z,
( cd)
−1
d
√
cz + d if k ∈ 12 + Z.
Remark 4.2.3. In the case k ∈ 12 + Z we are abusing of notation in order to simplify the
writing. Keep in mind that γ˜ should be written instead of γ to avoid problems with the
chosen branch of the square root, as we have seen in Chapter 3.
Remark 4.2.4. Many of the examples we will study are harmonic Maass forms of moderate
growth. Throughout this and the following section we will not get into much detail with
the growth condition and we may not specify it. The upcoming results also hold for the
moderate growth case.
An important case to study is the level N weight k ∈ 12Z forms with Dirichlet character
χ. We can define them analogously as in Definition 4.2.2 but changing condition (i) to
the following: for every
(
a b
c d
) ∈ Γ0(N) and z ∈ H, then
M
(az + b
cz + d
)
=
{
χ(d)(cz + d)kM(z) if k ∈ Z,
( cd)
2k−2kd χ(d)(cz + d)
kM(z) if k ∈ 12 + Z.
(4.4)
At this point we need to fix some notation. If Γ ∈ Γ0,Γ1 is a congruence subgroup, we
will write as usual Mk(Γ) and Sk(Γ) for the spaces of modular forms of weight k on Γ and
cuspidal forms of weight k on Γ, respectively. We introduce the notation M!k(Γ) for weight
k weakly holomorphic modular forms on Γ; and Hk(Γ) for weight k harmonic Maass forms
on Γ. Also, if we write Mk(Γ0(N), χ), Sk(Γ0(N), χ), M
!
k(Γ0(N), χ), or Hk(Γ0(N), χ); we
will refer to those forms of level N and weight k such that their transformation condition
is replaced by (4.4).
Assuming now that f is a harmonic Maass form on Γ, then it has a Fourier expansion:
f(z) =
∑
n∈Z
cf (n)q
n.
Thus, it seems natural to split the expansion into a holomorphic part f+ and a non-
holomorphic part f−, so that f = f+ + f−. In fact, Bruinier and Funke were able to find
a more explicit expression in [5]. We define the incomplete Gamma-function as follows:
Γ(α, x) =
∫ ∞
x
e−ttα−1dt.
Lemma 4.2.5. Let f ∈ Hk(Γ), with k ∈ 12Z\{1} and Γ ∈ {Γ0(N),Γ1(N)} for some
N > 0. Let z = x+ iy ∈ H. Then f has a Fourier expansion of the form
f(z) =
∑
n−∞
c+f (n)q
n + Cy1−k +
∑
n∞
n6=0
c−f (n)Γ(1− k, 4pi|n|y)qn,
for some integer n0.
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Definition 4.2.6. Assume the hypothesis in Lemma 4.2.5. We define the holomorphic
part of f as
f+(z) :=
∑
n−∞
c+f (n)q
n,
and the non-holomorphic part of f as
f−(z) := c−f (0)
(4piy)1−k
k − 1 +
∑
n<0
c−f (n)Γ(1− k, 4pi|n|y)qn.
An immediate relationship between harmonic Maass forms and modular forms is al-
ready established. Note that a weight k harmonic Maass form whose non-holomorphic
part is zero belongs to M!k(Γ). A less immediate relationship is given by a very important
differential operator in this theory, defined as follows:
ξω := 2iy
ω ∂
∂z
.
It’s easy to check that the weight k hyperbolic Laplacian can be decomposed in terms of
ξk by writing ∆k = −ξ2−k ◦ ξk. It turns out that the image of a harmonic Maass form
under ξω is a cuspidal form, and an explicit formula can be given. This is stated in the
following theorem (it corresponds to Proposition 3.2 of[5]):
Theorem 4.2.7. Let k ∈ 12Z with k ≤ 0. Let N > 0 and z = x + iy ∈ H. If f ∈
Hk(Γ0(N), χ), then
ξk : Hk(Γ0(N), χ) −→ S2−k(Γ0(N), χ)
is a surjective map. Moreover, if k 6= 1 we have that
ξk(f) = −(4pi)1−k
∞∑
n=0
c−f (−n)n1−kqn.
Note that the case k = 1 is self-dual, i.e., maps weight 1 harmonic Maass forms to
weight 1 modular forms. Surjectivity of the map ξ1 is granted, but no explicit expression
its images is given. This makes it notably more complicated, as we will se in Chapter 5.
Thanks to Theorem 4.2.7, Zagier introduced the concepts of a mock modular form and
its shadow.
Definition 4.2.8. Let f be a harmonic Maass form of weight k. We define a mock
modular form as the holomorphic part f+. If f ∈ Hk(Γ0(N), χ), we refer to the cusp
form ξk(f) is called the shadow of f
+.
Observe that any modular form of weight k ∈ 12Z is a mock modular form of weight k
with shadow 0.
4.3 Examples
In general, proving that a function is a harmonic Maass form requires the use of com-
plicated techniques. Here we consider some important examples without providing any
proof; the following chapter pretends to focus deeper in some particular cases. We will see
the weight 2 Eisenstein series and a family of weight 1/2 harmonic Maass forms.
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• We already saw in Section 2.3 that the Eisenstein series
E2(z) = 1− 24
∞∑
n=1
σ1(n)q
n
is not a modular form. It was not difficult to determine what prevented E2(z) from
being a modular form. If z ∈ H, we saw:
z−2E2(−1/z) = E2(z) + 6
piiz
.
Because the above transformation is close to being modular, it seems natural to try
whether E2(z) can be completed to a weight 2 harmonic Maass form; it turns out
to be possible in a certain sense. The key is to find some function with the same
transformation properties, using the fact that SL2(Z) is generated by T =
(
1 1
0 1
)
and
S =
(
0 −1
1 0
)
. Let z = x+ iy ∈ H, note that
1
Im(z + 1)
=
1
y
, (4.5)
1
Im(−1/z) =
|z|2
y
=
zz
y
=
z(z − 2iy)
y
=
z2
y
− 2iz. (4.6)
Thus, we deduce that the function 3piIm(z) satisfies the same transformation properties
as E2(z) and we consider
E∗2(z) := E2(z)−
3
piy
,
which is a weight 2 harmonic Maass form on SL2(Z). In fact, it has moderate
growth but still behaves well under ξ2. It’s obvious that the holomorphic part is
exactly E2(z) and the non-holomorphic part is the added term − 3piy ; thus, we have
that
ξ2(E
∗
2(z)) = −
3
pi
ξ2
(1
y
)
= − 3
pi
2iy2
∂
∂z
(1
y
)
=
3
pi
,
which is a modular form of weight 0.
• Zwegers discovered that Ramanujan’s mock theta functions are, up to multiplication
by a certain power of q, weight 1/2 mock modular forms. More precisely, we can
write a mock theta function m(z) as
m(z) = qαM+(z),
for some α ∈ Q, where M+ is the holomorphic part of a weight 1/2 harmonic Maass
form.
The first example of a mock theta function that Ramanujan gave in his last letter is
f(q) = 1 +
∞∑
n=1
qn
2
(1 + q)2(1 + q2)2 . . . (1 + qn)2
.
Zwegers generalized the above Eulerian series, giving birth to an infinite family of
series that are essentially holomorphic parts of weight 1/2 Maass forms. We introduce
this family here:
R(w; q) = 1 +
∞∑
n=1
qn
2
(wq; q)n(w−1q; q)n
,
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where (a; q)n := (1− a)(1− aq) . . . (1− aqn−1) is the q-Pochhammer symbol. With
a simple check we notice that
R(1; q) =
∞∑
n=0
p(n)qn and R(−1; q) = f(q).
We write ζc := e
2pii/c, lc := lcm(2c
2, 24), and fc :=
2c
gcd(c,6) . Let S1 be a certain
function derived from θ whose explicit expression can be given. If 0 < a < c and c
odd, we define the non-holomorphic function S1(
a
c ; z) as
S1
(a
c
; z
)
:=
−i sin piac l
1
2
c√
3
∫ i∞
−z
Θ(ac ; lcτ)√−i(τ + z)dτ ;
where Θ(ac ; z) is a certain weight 3/2 cusp form that is a variation of the ordinary θ
function. Integrals of these kind are known as period integrals. Finally, it follows [4]
that the function
D
(a
c
; z
)
:= −S1
(a
c
; z
)
+ q−
lc
24R(ζac ; q
lc), (4.7)
is a harmonic Maass form of weight 1/2 on Γ1(6f
2
c lc). The non-holomorphic part is
S1(
a
c ; z); to see that q
− lc
24R(ζac ; q
lc) is the holomorphic part it suffices to check
∂
∂z
(
q−
lc
24R(ζac ; q
lc)
)
= 0.
This family of functions D(· ; z) will become useful when proving an important result
on p(n) in Chapter 5.
Chapter 5
Applications of mock modular
forms
Our purpose in this chapter is to discuss some applications mock modular forms have
nowadays. We will mainly focus on two of them, which are related to the classical problems
we presented in Section 1 to motivate the study of modular forms. At the end, we briefly
comment many other miscellaneous applications they have such as the umbral Moonshine
theory, in geometry, the Borcherds products, and string theory.
In general, all applications of mock modular forms require advanced knowledge and
their difficulty increases quickly. Thus, we may refer to other works at some points.
5.1 Congruences for p(n)
In this section we will follow [4] in order to prove a generalization of Ramanujan’s congru-
ences on the partition function p(n). Recall we presented them in Theorem 1.3.6:
p(5n+ 4) ≡ 0 (mod 5),
p(7n+ 5) ≡ 0 (mod 7),
p(11n+ 6) ≡ 0 (mod 11).
We begin by introducing a certain statistic for p(n), defined by Freeman Dyson on his
attempt in solving the above congruences using combinatorial arguments.
Definition 5.1.1. Dyson’s rank or the rank of a partition is defined to be its largest
part minus the number of its parts.
Let n,m, r and t be positive integers. We will write N(m,n) to denote the number of
partitions of n with rank m; if 0 ≤ r < t, we will write N(r, t;m) to denote the number of
partitions of n with rank congruent to r modulo t. By definition, we have a decomposition
for the partition function:
p(n) =
t−1∑
r=0
N(r, t;n).
Our goal is to study how can mock modular forms prove the following theorem.
Theorem 5.1.2. Let t be a positive odd integer, and let M be a positive integer coprime
to 6. Then there are infinitely many non-nested arithmetic progressions An+B such that
for every 0 ≤ r < t we have
N(r, t;An+B) ≡ 0 (mod M).
46
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By non-nested progressions we mean progressions that are not included in some other
progression of the same shape. Proving Theorem 5.1.2 implies that, under the same
assumptions, we have
p(An+B) ≡ 0 (mod M), (5.1)
which generalizes Ramanujan’s congruences.
Example 5.1.3. Thanks to (5.1), many surprising congruences are true:
p(1977147619n+ 815655) ≡ 0 (mod 19),
p(14375n+ 3474) ≡ 0 (mod 23),
p(348104768909n+ 43819835) ≡ 0 (mod 29),
p(4063467631n+ 30064597) ≡ 0 (mod 31).
We first need to introduce some previous results. A combinatorial argument using
Durfee squares similar to the one used in Proposition 1.3.5, establishes an identity for the
partition rank generating function
R(w; q) = 1 +
∞∑
n=1
qn
2
(wq; q)n(w−1q; q)n
= 1 +
∞∑
n=1
∞∑
m=−∞
N(m,n)wmqn. (5.2)
Theorem 5.1.4. Let 0 ≤ r < t be integers, t odd. Let lt := lcm(2t2, 24) and ft := 2tgcd(c,6) .
Then ∞∑
n=0
(
N(r, t;n)− p(n)
t
)
qltn−
lt
24 (5.3)
is the holomorphic part of a harmonic Maass form of weight 1/2 on Γ1(6f
2
t lt).
Proof. Let t be a positive odd integer and 0 ≤ r < t. Using an argument involving
orthogonality of roots of unity and that ζt := e
2pii
t , we claim
1
t
t−1∑
j=0
ζ−rjt R(ζ
j
t ; q) =
1
t
∞∑
n=0
p(n)qn +
1
t
t−1∑
j=1
ζ−rjt R(ζ
j
t ; q) =
∞∑
n=0
N(r, t;n)qn. (5.4)
To see this we use (5.2). Notice that the n-th coefficient of the left-hand side series, say
a(n), is given by
a(n) =
1
t
t−1∑
j=0
ζ−rjt
∞∑
m=−∞
ζmjt N(m,n) =
1
t
∞∑
m=−∞
N(m,n)
t−1∑
j=0
ζ
(m−r)j
t .
Equation (5.4) holds since the inner sum equals t if m ≡ r (mod t), and equals 0 otherwise.
We also use that the rank of 0 is defined to be 0. Thus, we see that (5.3) is the holomorphic
part of a weight 1/2 harmonic Maass form that can be written as a sum of the 1/2 weighted
harmonic Maass forms D(at ; z) we introduced in Section 4.3. This concludes the proof.
The following theorem is very important for proving Theorem 5.1.2. The proof involves
computing with the explicit expression of S1, so we just refer to [4].
Theorem 5.1.5. If 0 ≤ r < t are integers, where t is odd, and P - 6t is prime, then∑
n≥1(
24ltn−lt
P
)
=−
(
− ltP
)
(
N(r, t;n)− p(n)
t
)
qltn−
lt
24
is a weight 1/2 weakly holomorphic modular form on Γ1(6f
2
t ltP4).
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Sketch of the proof of Theorem 5.1.2. It suffices to prove the theorem for M = Qj , where
5 ≤ Q - t is prime and j is a positive integer. This proof has two different parts. The first
one consists in reducing the combinatorial statement to the fact that any finite number
of half-integral weight cusp forms with integer coefficients are annihilated, modulo a fixed
prime power, by a positive proportion of half-integral weight Hecke operators. Mathemat-
ically speaking, let OK be the ring of integers of a fixed number field K. Suppose that
f1(z), f2(z), . . . , fs(z) are half integral weight cusp forms such that
fi(z) ∈ Sλi+ 12 (Γ1(4Ni)) ∩ OK [[q]],
where λi are positive integers and 1 ≤ i ≤ s. Then, the set of primes L for which
TL2(fi) ≡ 0 (mod Qj), (5.5)
for each 1 ≤ i ≤ s, has positive density, i.e., lim infx→+∞ #{primes≤x: satisfy (5.5)}#{primes≤x} > 0. Here,
TL2(fi) denotes the L
2 weight λi +
1
2 Hecke operator, we introduced them in Section 3.2.
Reducing our problem to this statement would be the first part of the proof, and the
second part would be proving this result on Hecke operators.
We begin by supposing that P - 6tQ is a prime, where t is odd. For every 0 ≤ r < t,
we know by Theorem 5.1.5 that
∞∑
n=1
a(r, t,P;n)qn :=
∑
n≥1(
24ltn−lt
P
)
=−
(
− ltP
)
(
N(r, t;n)− p(n)
t
)
qltn−
lt
24
is a weight 1/2 weakly holomorphic modular form on Γ1(6f
2
t ltP4). In [1], it is proved that
∞∑
n=1
p(t,P;n)qn :=
∑
n≥1(
24ltn−lt
P
)
=−
(
− ltP
) p(n)q
ltn− lt24
is a weight−1/2 weakly holomorphic modular form on Γ1(24f2t ltP4). Because Γ1(24f2t ltP4) ⊂
Γ1(6f
2
t ltP4), both forms are modular on Γ1(24f2t ltP4). Note that
∞∑
n=1
a(r, t,P;n)qn +
∞∑
n=1
p(t,P;n)qn =
∑
n≥1(
24ltn−lt
P
)
=−
(
− ltP
)N(r, t;n)q
ltn− lt24 . (5.6)
At this point we want to relate (5.6) with cuspidal forms in order to set the congruence
system (5.5). Since Q - 24f2t ltP4, this relationship is established in Theorem 3.1 of [24],
which claims that for a sufficiently large positive integer m we have∑
Q-n
a(r, t,P;Qmn)qn +
∑
Q-n
p(t,P;Qmn)qn
are all congruent modulo Qj to half-integral weight cuspidal forms with integer coefficients
over K on Γ1(24f
2
t ltP4Q2). This concludes the first part of the proof.
We will give a brief explanation of how the second part is proved, following Theorem 1
of [17]. Recall that the Shimura correspondence (see Section 3.2) is a family of maps which
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send half-integral weight modular forms to integral weight modular forms. In particular,
if f ∈ Sλ+ 1
2
(Γ0(4N), χ) is a cusp form where λ ≥ 2, there is a map St, with t a square-
free integer, such that St(f) ∈ S2λ(Γ0(4N), χ2). An essential fact is that the Shimura
correspondence commutes with Hecke operators. Thus, if p - 4N is prime, then
Sht(Tp2f) = TpSht(f). (5.7)
Recall that Tp2 denotes a half-integral weight Hecke operator, whereas Tp is used for
the integral weight case. Finally, because the positive density is guaranteed by a similar
problem for integer weight cusp forms (see Serre’s Theorem in [17]), we can conclude the
proof of this second part using (5.7) and the explicit formula for half-integral weight Hecke
operators we saw in Proposition 3.2.2.
A lot of work has been done towards understanding the classical partition function.
We have seen an example of how mock modular forms show up. Nowadays, there are many
problems waiting for mock modular forms; we add to the closure of this part of the thesis
a conjecture which may be proved or disproved with Ramanujan’s legacy.
Conjecture 5.1.6. Theorem 5.1.2 holds for those primes Q ≥ 5 which divide t.
5.2 Lifting powers of θ
Recall that Theorem 4.2.7 asserts that the mapping ξk : Hk(Γ0(N), χ) → S2−k(Γ0(N), χ)
is surjective, and maps harmonic Maass forms of weight k to cusp forms of weight 2− k.
A natural question arises: given f ∈ S2−k(Γ0(N), χ), can we understand the coefficients
of a mock modular form whose shadow is f?
The process of building a harmonic Maass form from a certain cuspidal form f is called
lifting of f . In this section we will study liftings based on θ, θ2, and θ3. Recall that, if
z ∈ H and q = e2piiz, we have
θ(z) :=
∑
n∈Z
qn
2
.
We briefly introduce the Hurwitz class numbers, which will appear throughout the
section.
Definition 5.2.1. A binary quadratic form is a homogeneous polynomial of degree
two in Z[x, y]. We write
F (x, y) = ax2 + bxy + cy2,
where a, b, c ∈ Z are called the coefficients of F .
These forms have an invariant which is called the discriminant ∆ = b2 − 4ac. What
we need to know about binary quadratic forms is that we can define an action on SL2(Z)
by F (x, y) · γ := F (ax + by, cx + dy), where γ = ( a bc d ) ∈ SL2(Z). This lets us define an
equivalence relationship, where two binary quadratic forms are equivalent if they belong
to the same orbit of the action. We define the Hurwitz class number H(−N) as the
number of equivalence classes of binary quadratic forms with discriminant −N , where
N is a positive integer such that N ≡ 0, 3 (mod 4) and each class C is counted with
multiplicity 1/|Aut(C)|. Here Aut(C) denotes the group of automorphisms of C. We
extend the definition by setting H(−N) = 0 when N ≡ 1, 2 (mod 4), and H(0) = − 112 .
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5.2.1 Lifting of θ
The generating function of the Hurwitz class number is denoted by
H(z) :=
∞∑
n=0
H(n)qn = − 1
12
+
∞∑
n=1
H(n)qn, (5.8)
where z ∈ H. In 1976, an early result from Zagier [13] was noticing that H was close to
being modular. He was inspired by the Gauss-Hermite formula for positive N :
r3(8N + 3) = 24H(8N + 3), (5.9)
where r3(n) counts the number of ways n can be expressed as the sum of three squares
and is the n-th coefficient for θ3, as we discussed in Chapter 1. Thus, we should expect H
to have weight 3/2 modular properties. Indeed, it is a weight 3/2 mock modular form.
Theorem 5.2.2. Let z ∈ H, and let
R(z) := 1 + i
16pi
∫ i∞
−z
θ(τ)
(τ + z)3/2
dτ.
Then the function F(z) := H(z)+R(z) is a harmonic Maass form of weight 3/2 on Γ0(4).
The idea of the proof consists in making use of Henri Cohen’s observation on F . He
proved that
F(z) = − 1
96
{(1− i)E3/2(z)− iF3/2(z)},
where
E3/2(z) :=
∞∑
m=1
m odd
∞∑
n=−∞
(n,m)=1
(
n
m
)(−1
m
)−1
(mz + n)3/2
and F3/2(z) := z
−3/2E3/2
(− 1
4z
)
.
Here, E3/2 is the weight 3/2 Eisenstein series, which behaves like a 3/2 weight modular form
but fails on being holomorphic. Thus, F3/2 is used in order to overcome the holomorphicity
deficit. In this direction, direct calculations to check F is a harmonic Maass form suffice
to prove the theorem and we just refer to [13].
We can easily prove (5.9) using Theorem 5.2.2. Note that∑
N≥0
H(8N + 3)qN =
1
8
∑
r (mod 8)
e2pii(−
3r
8
)H
(z + r
8
)
=
1
8
∑
r (mod 8)
e2pii(−
3r
8
)F
(z + r
8
)
.
The last equality holds because R(z) vanishes as it is of the form ∑n∈Z bnq−n2 and all
terms involving q−n2 are vanishing since a square number is never congruent to 3 modulo
8. Therefore,
∑
N≥0H(8N + 3)q
N is a modular form of weight 3/2 in some congruence
group. Since 124
∑
N≥0 r3(8N +3)q
N is also such a form, we can use an analogue version of
Corollary 2.2.8 for the half-integral weight case to prove the equality of series by checking
a finite number of coefficients are equal.
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5.2.2 Lifting of θ3
In general, real and imaginary quadratic fields behave very different. For example, units
in the ring of integers of an imaginary quadratic field form a finite group and usually there
are only two elements, whereas in the ring of integers of a real quadratic field the units
form an abelian group of rank 1. We can clearly see these differences on a harmonic Maass
form M whose shadow is θ3. Following R. C. Rhoades’ and M. Waldherr’s work [20] we
will see that, whereas coefficients of the q-expansion of the non-holomorphic part M+ are
related to imaginary quadratic fields class numbers, coefficients of the q-expansion of the
holomorphic part are related to real quadratic fields class numbers. Roughly speaking, the
class group Cl(K) of an algebraic number field K is a group which measures how close is
a certain ring R to being a principal ideal domain (PID). Its order is what we refer as the
class number and equals 1 when R is a PID. An important theorem in algebraic number
theory states that it is always finite. This vague introduction to the class number suffices
for our purposes; we just refer to [16] for a formal approach.
As we have seen in Section 5.2.1, Zagier was concerned about a connection between θ
and Hurwitz class numbers after studying the lifting of θ . Indeed, he proved [25] a more
general result than (5.9):
r3(n) =

12H(−4n) if n ≡ 1, 2 (mod 4),
r(n/4) if n ≡ 0 (mod 4),
24H(n) if n ≡ 3 (mod 8),
0 if n ≡ 7 (mod 8).
We can relate the Hurwitz class numberH(−N) with the class number h(−N) ofQ(√−N).
Let −N = −∆Nf2, where −∆N is a negative discriminant of a binary quadratic form.
The relationship is given by the formula
H(−N) = 2h(−∆N )
wN
T
χ−N
1 (f),
where wN is the number of units of Q(
√−N) and for N 6= 0, ψ−N is the Legendre symbol
defined by ψ(·)−N := (D· ), being D the discriminant of the quadratic field. Moreover, for
a Dirichlet character χ, Tχs is the multiplicative function defined by
Tχs (w) :=
∑
a|w
µ(a)χ(a)as−1σ2s−1
(w
a
)
,
where µ is the Mbius function and σk is the k-th divisor sum. Finally, if n < 0, the
relationship is established by
L(1, ψn) =
2pi
wn
√−nh(n). (5.10)
Here, L(s, χ) denotes the Dirichlet L-function associated to χ. We are not getting into
much detail on L-functions, for a further study on this theory see [15]. The important fact
we need to know is that (5.10) gives the class number formula for Q(
√−N), and there is
another expression involving the class number for Q(
√
N). If N > 0, we have:
L(1, ψN ) =
log(N )√
N
h(N),
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where N is the fundamental unit in the field Q(
√
n), i.e., the minimal unit among those
that are greater than 1 in Q(
√
n).
What R. C. Rhoades and M. Waldherr did was building a weight 1/2 harmonic Maass
form on Γ0(4) and proving their coefficients depend on L(1, ψn) when n 6= 0 and square-
free. The explicit they found expression is the following:
FΘ(z) :=
∞∑
n=0
c+FΘ(n)q
n + 2y
1
2 +
∞∑
n=1
c−Fθ(n)Γ(
1
2
, 4piny)q−n, (5.11)
where Γ(a, x) is the incomplete Gamma-function defined in (4.2), and the coefficients are
given by
c+(n) := pie−
pii
4 Z−n and c−(n) :=
√
pie−
pii
4 Zn.
The values of Zn contain L(1, ψn), which sets a relationship with quadratic fields class
numbers as we have seen. To define this values, if n 6= 0 we write n = f2d, being d
square-free, and f = 2qw with w odd. Let
cn :=
{
2− ψ−n(2) if n ≡ 1, 2 (mod 4),
2−Q(1− ψ−n(2)) otherwise;
and Q :=
{
q if d ≡ 3 (mod 4)
q − 1 if d ≡ 1, 2 (mod 4).
Then, we define
Zn :=

e
3
4
pii 6
pi2
log(2) if n = 0,
e
3
4
pii 6
pi2
log(2)
T
ψ1
1 (w)
w if n is a square,
e
3
4
pii 6
pi2
L(1, ψ−n)
T
ψ−n
1 (w)
w cn otherwise.
Thus, we observe that the holomorphic part F+Θ encodes class numbers for real quadratic
fields; whereas the non-holomorphic part F−Θ does the same for imaginary quadratic fields.
Theorem 5.2.3. The function FΘ is a harmonic Maass form of weight 1/2 for Γ0(4).
Moreover, it satisfies that
ξ 1
2
(FΘ) = Θ
3.
Rhoades’ and Waldherr’s proof is provided in [20], which mainly consists in building
a convenient weight 1/2 harmonic Maass form and proving a posteriori its coefficients are
exactly c+(n) and c−(n).
5.2.3 Lifting of θ2
An interesting study arises from the self-dual case induced by ξk : Hk(Γ0(N), χ) →
S2−k(Γ0(N), χ); that is, when k = 2 − k. Although Theorem 4.2.7 ensures the surjec-
tivity of the map ξ1, note that many results and definitions in Section 4.2 avoid the case
k = 1. In particular, no explicit expression is given for the coefficients of a weight 1 har-
monic Maass form shadow, and this presents special difficulties. Recall that θ2 is a weight
1 modular form on Γ1(4); unlike the previous studies on lifting θ and θ
3 we won’t be able
to find an explicit expression for a lift of θ2, although we know it exists by the surjectivity
of ξ1. We explain a family of lifts concerning other functions that are usually called theta
series as well and share many properties with θ. We will mainly be following [10].
Consider an imaginary quadratic field K = Q(
√−p) where p > 3 is a prime. For every
A ∈ Cl(K) we can define a theta series as follows:
ϑA :=
1
2
+
∑
a⊂OK
[a]∈A
qN(a) =
∑
n≥0
rA(n)qn,
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where a is an ideal, OK is the ring of integers of the field K, and N is the norm of K.
Skipping condition p > 3, if we consider the case when K = Q(i) where Cl(K) is trivial,
each ideal in OK is of the form (x+ iy) with x, y ∈ Z, and N(x+ iy) = x2 +y2, we directly
find θ2. Up to this point it makes sense to consider this function. Unfortunately, upcoming
results don’t include p = 1. Hecke showed that ϑA ∈ M1(Γ0(p), χp), where χp(·) = ( ·p).
Let ψ be a certain Dirichlet character depending on A. We define
gψ(z) :=
∑
A∈Cl(K)
ψ(A)ϑA(z),
which also belongs to M1(Γ0(p), χp). Indeed, if ψ is not the trivial character it turns out
to be a cusp form of S1(Γ0(p), χp). Thus, it makes sense to consider its lifting and a result
concerning it follows (proof can be found in [10]).
Theorem 5.2.4. Let p ≡ 3 (mod 4) be a prime with p > 3. Let ψ be a non-trivial
character of Cl(F ), where F = Q(
√−p). Then there exists a weight 1 mock modular form
g˜ψ(z) =
∑
n≥n0
r+ψ (n)q
n
with shadow gψ(z). Moreover, it satisfies that
(i) when χp(n) = 1 or n < −p+124 , the coefficient r+ψ (n) equals to zero;
(ii) the coefficients r+ψ (n) are of the form
r+ψ (n) = −
2
κp
∑
A∈Cl(F )
ψ2(A) log |u(n,A)|,
where κp ∈ Z, u(n,A) are units in OH when n ≤ 0 and algebraic numbers in H
when n > 0. Here H is the Hilbert class field of F , which is the maximal unramified
abelian extension of F and is F itself when the class number is trivial.
5.3 Other applications
Here we mention some other applications of mock modular forms in other areas of math-
ematics than combinatorics and number theory. Because we can’t cover all the topics
involving mock modular form, we reference some papers accessible to non-specialists for a
further reading: [9], [12], [21], and [11].
• Umbral Moonshine. The Fischer-Griess monster group M is the largest sporadic
simple group with order
246 · 320 · 59 · 76 · 112 · 133 · 17 · 19 · 23 · 29 · 31 · 41 · 47 · 59 · 71
= 808, 017, 424, 794, 512, 875, 886, 459, 904, 961, 710, 757, 005, 754, 368, 000, 000, 000 ≈ 8 · 1053.
The term monstruous moonshine refers to the unexpected relation between the repre-
sentation theory of M and modular functions. Recall the definition of the j-invariant
we introduced in (2.3):
j(z) :=
∑
n≥−1
anq
n
= q−1 + 744 + 196884q + 21493760q2 + 864299970q3 + . . . .
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J.G. Thompson and J.McKay noted that
196884 = 1 + 196883,
21493760 = 1 + 196883 + 21296876,
864299970 = 2 · 1 + 2 · 196883 + 21296876 + 842609326,
where the right-hand side summands are degrees of irreducible representations of
M and the left-hand side are coefficients of j. This led to the successfully proved
conjecture of the existence of a graded module (we assume these concepts are familiar,
otherwise see [2])
V =
⊕
n≥−1
Vn,
with dimVn = an for all n. In this direction, the McKay-Thompson series were
considered. They are given by
Tg(z) :=
∑
n≥−1
trVn(g)q
n,
where trVn denotes the trace of a representation in Vn.
Definition 5.3.1. It is said that a congruence subgroup Γ ⊂ SL2(Z) has genus
zero if the Riemann surface Γ\H is isomorphic to the Riemann sphere minus finitely
many points. Also, a holomorphic function f : H → H is said to be a principal
modulus for a genus zero group Γ if it generates the field of Γ-invariant functions
on H.
An important conjecture concerning modular forms and M called the Moonshine
conjecture was established:
Conjecture 5.3.2. (Moonshine Conjecture) For each g ∈ M the function Tg is a
principal modulus for some genus zero group Γg.
After it was successfully solved, a solid theory and many generalizations started
being explored. In particular, similar observations where made for the Mathieu
group M24, another sporadic simple group. The same exact results were desired in
this case, named umbral moonshine, and it turns out that the function which plays
the role of the j-invariant in M is a mock modular form. Thus, mock modular forms
theory becomes crucial on developing the recent umbral moonshine theory.
• Borcherds products. Around year 2000, R.E. Borcherds found an interesting
connection between exponents in the infinite product expansion of certain modular
forms and some q-series coefficients of weight 1/2 modular functions. For example,
consider the weight 4 Eisenstein series, which can be written as a product as follows:
E4(z) = 1 + 240
∞∑
n=1
σ3(n)q
n = (1− q)−240(1− q2)26760 · · · =
∞∏
n=1
(1− qn)c(n).
Borcherds noticed that the function
F (z) =
∑
n≥−3
b(n)qn = q−3 + 4− 240q + 26760q4 + . . .
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is a weight 1/2 modular function such that c(n) = b(n2) for n > 0.
His observation can be generalized, so that the exponents of these infinite products
can be understood as q-series coefficients of weight 1/2 harmonic Maass forms. For
instance, consider one of Ramanujan’s mock theta functions examples (4.3) defined
as follows:
w(q) :=
∞∑
n=0
q2n
2+2n
(1− q)2(1− q3)2 . . . (1− q2n+1)2 .
We define the series∑
n∈ 1
3
+Z
a(n)qn := −2q1/3(w(q1/2)+w(−q1/2)) = −4q1/3−12q4/3−24q7/3−40q10/3−. . .
The generalization of Borcherds’ observation implies that the following product is a
modular form on Γ0(6):
∞∏
n=1
(1 +√−2qn − q2n
1−√−2qn − q2n
)(n
3
)a(n2/3)
.
This topic is precisely explained in [18], so we suggest this article for a further
reading.
• Arithmetic geometry. Elliptic curves are an important concept in algebraic ge-
ometry. Over Q, we understand them as curves of the shape
y2 = x3 +Ax+B,
where A,B ∈ Q. They can be related to modular forms theory by the Shimura-
Taniyama theorem, also known as Modularity Theorem (as a fact, a special case of
the theorem allowed Andrew Wiles and Richard Tylor complete the proof of Fermat’s
Last Theorem). Roughly speaking, if E is an elliptic curve there exists a weight 2
cusp form fE associated to it. It turns out that mock modular forms are useful when
studying the lifting of fE under the map χ0 : H0(Γ)→ S2(Γ).
Let ΛE denote the lattice two-dimensional lattice in C such that E ∼=C C/ΛE . From
the Weierstrass ℘ function we introduced in Chapter 1,
℘(z) =
1
z2
+
∑
ω∈Λ∗E
[ 1
(z + ω)2
− 1
ω2
]
,
we can define the Weierstrass zeta function as Z(z) := −℘′(z) and we consider it to
be in the lattice ΛE . It is true that Z is not an elliptic function, i.e., is not lattice
invariant but Eisenstein observed that it can be corrected adding a certain function
in a similar way we did with the Eisenstein series E2. In fact, it leads to a mock
modular form whose shadow is fE . If fE =
∑
n≥1 anq
n, we define the Eichler integral
associated to E as
EE(z) :=
∑
n≥1
an
n
qn,
so that we have
q
d
dq
(EE) = fE .
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Then, the mentioned mock modular form is exactly Z ◦ EE and the question on
finding a lift for fE is answered.
In general, these kind of lifting problems are concerning researchers these days as
they serve as a tool. For example, recall the expression for the cuspidal form ∆ we
saw in Theorem 2.3.3:
∆(z) = q
∞∏
n=1
(1− qn)24,
where z ∈ H. Lehmer’s conjecture states that all coefficients of ∆ are not zero.
Brunier and Funke proved that a weight 2 − 12 = −10 lift of ∆ exists, which turns
out to reduce Lehmer’s conjecture to showing that the coefficients of the associated
mock modular form are transcendental.
• String theory. Mock modular forms have their applications in physics too. The
quantum theory of black holes has its interest on the context of string theory. A
physical problem on counting the number of quarter-BPS dyonic states of a given
charge” would correspond to counting the dimensions of certain eigenspaces, which
involves studying the Fourier coefficients of some meromorphic forms that behave in
a modular sense.
Jacobi forms are two-variable functions with both elliptic and modular transforma-
tion properties. We saw an example in Section 1.2, the Jacobi theta function defined
by
Θ(z; τ) =
∞∑
n=−∞
epiin
2τe2piinz,
where z ∈ C and τ ∈ H. Some meromorphic Jacobi forms appear as coefficients of a
certain meromorphic Siegel modular form:
1
Φ10(Ω)
=
∞∑
m=−1
ψm(z; τ)e
2piiσm, (5.12)
where Φ10 is a Siegel cusp form of weight 10. Roughly speaking, they can be con-
sidered as modular forms in several variables. Whereas modular forms are useful in
the representation of integers as we have seen with the sum of squares problem in-
troduced in Section 1.4, Siegel forms do the same for symmetric and positive definite
matrices.
The main point of this application is that the meromorphic Jacobi functions ψm
decompose as the sum of two parts
ψm = ψ
P
m + ψ
F
m,
where ψPm is known as polar part, since it is completely determined by the poles of
ψm, and ψ
F
m as the finite part. It turns out that ψ
F
m is a finite linear combination of
mock modular forms f∗m,l multiplied by Jacobi functions ϑm,l
ψFm(z; τ) =
∑
l (mod 2m)
f∗m,l(τ)ϑm,l(z; τ).
From a physical point of view, the fact that ψm is a meromorphic function corre-
sponds to a wall crossing” phenomenon that can be understood as the case where
two black holes have the same center.
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This has been, without any doubt, a very vague introduction to the applications of
mock modular forms in physics. Thus, we refer to [7] in order to provide a more
rigorous development.
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