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ABSTRACT
Digital rock physics (DRP) is a newly developed method based
on imaging and digitizing of 3D pore and mineral structure of
actual rock and numerically computing rock physical properties,
such as permeability, elastic moduli, and formation factor. Modern
high-resolution microcomputed tomography scanners are used for
imaging, but these devices are not widely available, and 3D
imaging is also costly and it is a time-consuming procedure.
However, recent improvements of 3D reconstruction algorithms
such as crosscorrelation-based simulation and, on the other side,
the concept of rock physical trends have provided some new ave-
nues in DRP. We have developed a modified work flow using
higher order statistical methods. First, a high-resolution 2D image
is divided into smaller subimages. Then, different stochastic sub-
samples are generated based on the provided 2D subimages.
Eventually, various rock physical parameters are calculated. Using
several subsamples allows extracting rock physical trends and bet-
ter capturing the heterogeneity and variability. We implemented
our work flow on two DRP benchmark data (Berea sandstone
and Grosmont carbonate) and a thin-section image from the Gros-
mont carbonate formation. Results of realization models, pore net-
work modeling, and autocorrelation functions for the real and
reconstructed subsamples reveal the validity of the reconstructed
models. Furthermore, the agreement between static and dynamic
methods indicates that subsamples are representative volume
elements. Average values of the subsamples’ properties follow the
reference trends of the rock sample. Permeability trends pass the
actual results of the benchmark samples; however, elastic moduli
trends find higher values. The latter can be due to image resolution
and voxel size, which are generated by imaging tools and re-
construction algorithms. According to the obtained results, this
strategy can be introduced as a valid and accurate method where
an alternative method for standard DRP is needed.
INTRODUCTION
Rock physics studies are important for understanding and mod-
eling the relationships between the rock samples and their physical
properties. Conventional rock physics is based on theoretical and/or
empirical relations under some assumptions and laboratory mea-
surements. Modern microcomputed tomography (μCT) scanners
produce 3D high-resolution images of micropore structures of rock
samples, which can be used in digital rock physics (DRP). Usually,
a standard DRP is based on three steps (Dvorkin et al., 2011; Andrä
et al., 2013a, 2013b; Blunt et al., 2013): (1) high-resolution 3D im-
aging, (2) image segmentation using image processing algorithms
to delineate and separate pore space andmineral phases, and (3) sim-
ulation of physical properties, such as fluid flow, electrical current
flow, and elastic deformation to quantify permeability, resistivity,
and elastic-moduli/elastic-wave, respectively. Based on the reported
comparisons between the rock properties produced by DRP meth-
ods and laboratory measurements, they indicate that DRP results are
valid enough to be used in the petroleum industry (Dvorkin and
Derzhi, 2012; Lopez et al., 2012; Madonna et al., 2012; Ceron et al.,
2013; Ringstad et al., 2013; Jouini et al., 2014; Liubis and Har-
ith, 2014).
However, an outstanding challenge in the DRP method is that
μCT scanners are not available extensively. Moreover, producing
a 3D image of a sample in the millimeter scale is very time-demand-
ing and costly. These issues motivated us to develop alternative
methods that can be used individually and/or along with standard
DRP and laboratory analyses. One of these techniques is the sto-
chastic-based 2D to 3D reconstruction method, which simulates
3D structure of pore space and mineral phases of rock sample using
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a 2D image such as a thin section. Liang et al. (2000) use an algo-
rithm based on morphological skeletonization, Talukdar and Torsa-
eter (2002) apply simulated annealing method, Keehm et al. (2003)
use sequential indicator simulation to reconstruct 3D images, Okabe
and Blunt (2004, 2005, 2007) reconstruct a 3D pore space structure
using multiple-point statistics and predicted permeability, and Lat-
ief et al. (2010) represent a model reconstruction based on crystallite
properties and diagenetic parameters. In this study, however, we
used a newly presented accurate reconstruction method introduced
by Tahmasebi and Sahimi (2012, 2013) using crosscorrelation-
based simulation (CCSIM). The main idea in the CCSIM is to
use a crosscorrelation function along a 1D raster path and to com-
bine it with efficient strategies to honor the continuity and pattern
reproducibility to generate realizations of the porous medium that
match the image (Tahmasebi et al., 2012, 2014).
Unlike Keehm et al. (2003) and Okabe and Blunt (2004, 2005,
2007), reconstruction studies due to high heterogeneity and vari-
ability within the extracted samples should not be restricted to one
single sample. Besides, using very large 3D images of different
samples can increase the computational time dramatically. For this
reason, Dvorkin et al. (2011) and Dvorkin and Derzhi (2012) show
that different small proportions of a large sample can represent a
trend that is valid over a range of scales. In the laboratory, these
trends are produced by measuring a significant number of samples.
In standard DRP, these trends can be driven by subsampling of a
large digital sample. This idea is implemented in our proposed
reconstruction method in three ways: (1) 2D imaging from several
thin sections, (2) simulating several 2D image from one single 2D
thin-section image, and (3) dividing a large 2D image to some sub-
images and, then, reconstructing of the image or subimages to gen-
erate subsamples. We selected the latter approach due to some
computational limitations, and generated several subsamples using
the CCSIM reconstruction method. Then, the subsequent steps re-
main as standard DRP, including segmentation and computation of
rock physical properties of subsamples and finding corresponding
rock physical trends.
Following this section, we describe our proposed method in
detail, and then we implement it on two DRP benchmark data rep-
resented by Andrä et al. (2013a) to verify our obtained results by
this method with standard DRP and laboratory measurements.
METHODOLOGY
Standard DRP steps are represented in detail by Andrä et al.
(2013a, 2013b). They include (1) 3D imaging using high-resolution
μCT scanner, (2) segmentation of image, and (3) rock parameter
computation. In this paper, the aim is to present an efficient alter-
native method to overcome difficulties of producing a 3D image of a
rock sample. In fact, different 3D stochastic models based on one or
a few 2D images are used instead of 3D real images that, in essence,
are very time-demanding and costly.
As mentioned, different subsamples for capturing the hetero-
geneity and variability are used in this study. This allows us to find
the existence trends properly. Figure 1 shows a graphical flowchart
of the proposed method. According to this figure, the first step of
standard DRP (Dvorkin et al., 2011; Andrä et al., 2013a, 2013b) is
replaced by three phases (Figure 1a.I–a.III), but the second
(Figure 1b) and third (Figure 1c) steps are as standard DRP.
2D imaging
The first step in DRP is imaging. However, in this method, in-
stead of using high-resolution 3D images, we rely on a single 2D
image. A simple thin section, for example, can be used to obtain a
2D image (Figure 1a.I). This image can be captured easily by a con-
ventional laboratory microscope and a high-resolution camera,
Figure 1. (a.I) 2D imaging (from, for example, a thin section), (a.II) dividing 2D image to subimages, (a.III) 2D to 3D reconstruction of
subimages, (b) segmentation, and (c) computation of rock parameters from subsamples and, then, finding rock physical trends.
Figure 2. Porosity values of image, subimages, and mean value of
subimages of Figure 1a.I and 1a.II.
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which are widely available. Other sources of high-resolution 2D
image such as scanning electron microscopy can be used as well.
Dividing a 2D image to subimages
To find a trend of rock physical parameters, several samples or
subsamples are needed. However, because the aim of this paper is
using a 2D image, different approaches can be used potentially to
reconstruct 3D subsamples from 2D image(s). One way is to pre-
pare several 2D thin sections. In practice, this is an elegant idea
because more scenarios of real rock samples are captured. However,
providing different thin sections can be very time-demanding,
whereas the aim of this paper is presenting an equivalent method
that can keep us away from this step. Another approach is to use
a single 2D image, implement the CCSIM algorithm and produce
several 2D images stochastically, and then reconstruct 3D subsam-
ples. However, using this method does not to let some external pat-
terns to appear in the simulation. An optimal solution, which we
used in this study, is to use a large 2D image and divide it to sub-
images with a size of 128 × 128 pixels (the same as producing sub-
samples in Dvorkin et al., 2011). This approach has the advantage
of using several direct 2D images with the real rock structures that
can exhibit the heterogeneity and complexity in the sample more
realistically. To this end, the initial large 2D image can be divided
regularly to subimages and/or one can select some of subsets ran-
domly. Although it is expected to get similar results using each sub-
image, in this study, we produced subimages by regularly dividing
the 2D image.
It should be noted that dividing the input 2D image may produce
some subimages that are not representative of the real sample even
though they are extracted from a real image of the rock. This issue in
an image with low entropy is remarkable. Therefore, it is recom-
mended to choose those subimages that are more similar to the real
rock structure. As such, we expect rock physical properties to be
changed around an average value close to the real value (Dvorkin
et al., 2011). For example, as it is illustrated in Figure 2, the porosity
of the thin-section image in Figure 1a.I is 19.7%, whereas the poros-
ity of subimages (Figure 1a.II) varies from 5.3% to 27.4% with a
Figure 3. Divided 2D image number 150 selected from 3D
μCT-scan image of Berea sandstone.
Figure 4. Real and realizations of reconstructed
model of Berea sandstone subimage number 18:
(a) 3D view, (b) orthogonal slices in x-, y-, and
z-directions, (c) segmented pore structure, and
(d) pore network modeling.
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mean of 18.1%, which is very close to the porosity of the input
image (19.7%).
2D to 3D reconstruction of subimages
The CCSIM algorithm (Tahmasebi et al. 2012, 2014) is used as
the groundwork of reconstructing of a 3D model from a 2D image.
In its very basic form, the CCSIM starts from a corner in the sim-
ulation grid and randomly selects the first pattern from the provided
input image. A small band of overlap is considered for preserving
the continuity of the current patterns and the next segment that is
going to be inserted into the simulation grid. Thus, the next pattern
is identified using the selected overlap. It should be noted that we
are not interested in identifying the best matching pattern; rather, an
ensemble of candidate patterns are selected, and one of them is ran-
domly chosen as the final pattern. The algorithm proceeds until the
simulation grid is filled. Clearly, one of the main factors in the
CCSIM that controls the quality of the generated realizations is
the number of candidate patterns. One can use a high number of
candidates, which leads to increasing the variability and also de-
creasing the quality of the realization. Therefore, there is always
a trade-off between the number of candidate patterns and the real-
ization’s quality/variability. Due to the high complexity of the ex-
amples in this paper, we used five candidates.
However, the basic algorithm is used in a different way. First, the
original image is set as the first layer in the most bottom part of the
3D model. Then, the other four frames (i.e., front, left, back, and
right) are generated using the conditional CCSIM algorithm. These
frames keep the exterior continuity of the 3D model. Next, the op-
timal locations of conditional (i.e., hard) data for the second layer
are determined according to Shannon entropy. Using this idea, a
satisfactory vertical continuity and pattern reproduction can be
achieved. It should be noted that each new layer is conditioned to
the edges to preserve the continuity along the external farms. Then,
the next layer can be generated using the extracted hard data. This
procedure continues until all layers are reconstructed. Eventually,
the 3D reconstructed model is formed by stacking the entire sequen-
tially generated layers. Besides, to induce more variability and
heterogeneity to the final 3D reconstructed model, one also can
use various 2D images along each axis (Tahmasebi et al. 2015a,
2015b). However, in this study, one image is used, and an isotropic
assumption is made in the 3D model. More technical information
regarding this algorithm is provided in Tahmasebi and Sahimi
(2012, 2013, 2015).
Segmentation
Segmentation refers to delineation and separation of pore space
and mineral phases (Figure 1b). Each voxel of subsamples is
labeled according to its corresponding phase, which is essential
for numerically computation of physical properties of subsamples.
Segmentation is carried out either by manually imaging histogram
thresholding (Madonna et al., 2012) or by some image processing
algorithms, such as reference segmentation (visual science group
[VSG]), Stanford segmentation, and Kongju segmentation (Andrä
et al., 2013a). These algorithms usually contain advanced image
Table 1. Important parameters of real and reconstructed
Berea subsample number 18.
Real
subsample
Reconstructed
subsample
Porosity (%) 25.8 24.2
Average pore radius (mm) 0.12 × 10−1 0.16 × 10–1
Average throat radius (mm) 0.68 × 10–2 0.99 × 10–2
Average pore volume (mm3) 0.12 × 10–1 0.15 × 10–1
Average throat volume (mm3) 0.71 × 10–1 0.52 × 10–1
Average coordination number 7.9 4.45
Figure 5. Autocorrelation functions computed for subimage num-
ber 18 and 30 realizations of the reconstructed model in (a) x-, (b) y-
, and (c) z- directions.
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processing, such as spatial filtering, noise reduction, artifact re-
moval, multiband thresholding, morphological operations, and clus-
ter analysis (Andrä et al., 2013a).
Andrä et al. (2013b) use the VSG for image segmentation,
whereas in this study a simple manually thresholding method
was used (see Figure 1b). Clustering-based thresholding methods
are usually classified as one of the most efficient thresholding tech-
niques (Sezgin and Sankur, 2004). In this method, after detecting
various minerals and pore phases in the histogram of the input im-
age, a Gaussian mixture model (GMM) (McLachlan and Peel,
2000) with n components is fitted for clustering, where n is the
number of phases. Then, posterior probabilities of the components
are used to select an approximation for the cutoff value that can be
used to separate pore phase from the minerals phases. Generally,
based on the available evidences in the mineral distribution, the fi-
nal cutoff value is manually determined. In the next section, some of
the differences between this method and other automated processes
are further demonstrated. One can segment the initial 2D image be-
fore 3D reconstruction. In other words, after dividing the 2D image
into subimages, each subimage is segmented, and then a binary im-
age is reconstructed to generate a 3D segmented subsample.
Rock parameters of subsamples
The most important part of DRP work flow is computing and
simulating the physical parameters of rock. In this study, three
parameters, elastic-wave (P- and S-wave) velocities and permeabil-
ity, are studied. There are various algorithms for this purpose, which
were classified and introduced by Andrä et al. (2013b). However,
different algorithms may produce different results if a sample is not
a representative volume element (RVE) (Saenger et al., 2006). An
RVE is defined as a size of sample when its response under uniform
displacement (Dirichlet) boundary condition becomes the same as
that under uniform stress (Neumann) boundary condition (Saenger
et al., 2006; Mostaghimi et al., 2013). These boundary conditions
produce the upper and lower band limits of elastic moduli, respec-
tively. Therefore, to reach more reliable results, two different meth-
ods, namely, static and dynamic, are applied for the elastic-wave
velocity computation. Any similarity between these two results
can confirm the comprehensibility of the used RVE samples.
Finite-element method for static elasticity
To compute the static elastic moduli, the finite-element method
(FEM) of Garboczi and Day (1995) is applied. This method solves
the basic Hook’s law equations of linear elasticity:
τ ¼ Cε; (1)
ε ¼ j∇uþ ð∇uÞtj; (2)
Figure 6. Computed (a) P- and (b) S-wave velocities from subsamples with 128 × 128 × 128 elements using FEM (circles) and FDM (square)
and the result computed by Andrä et al. (2013b) from the same sample with 1024 × 1024 × 1024 elements (rectangle). Reference trends are the
upper (long dashed line) and modified lower (short dashed line) HS bounds (soft sand model) and stiff sand model (moderate dashed line).
Figure 7. Computed permeability from subsamples with 128 ×
128 × 128 elements (circles) and the result computed by Andrä et al.
(2013b) from the same sample with 1024 × 1024 × 1024 elements
(rectangle). Reference Kozeny-Carman trends are for grain size
110 μm (long dashed line), 20 μm (short dashed line), and 50 μm
(moderate dashed line).
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where τ and ε are the stress and strain tensor, respectively; C is the
stiffness tensor; and u is the displacement. In the FEM computation
procedure, each voxel is considered as a trilinear element (FE
mesh). Periodic boundary conditions are applied, and the elastic
moduli of a material with different phases are calculated. In fact,
phases are defined based on the difference in elastic moduli of each
phase (void, fluid, and/or minerals). A uniform strain is used on a
3D sample, and therefore, local stresses are computed. The upper
band limit of effective bulk (K) and shear (μ) moduli is, finally,
obtained by stress and strain components (τij, εij where i; j ¼
1;2; 3), using the following equations (Jouini et al., 2014):
K ¼ ðτ11 þ τ22 þ τ33Þ∕ð3ðε11 þ ε22 þ ε33ÞÞ; (3)
μ ¼ ðτ12∕ε12 þ τ13∕ε13 þ τ23∕ε23Þ∕3: (4)
Knowing the elastic moduli and density of the rock, one can
easily compute the P- and S-wave velocities using the following
equations:
VP ¼
ﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃ
K þ 4
3
μ
ρ
s
; (5)
VS ¼
ﬃﬃﬃ
μ
ρ
r
: (6)
Finite-difference method for dynamic elasticity
The finite-difference pulse propagation method (FDM) (Saenger
et al., 2000; Saenger, 2008) is used for dynamic numerical simu-
lation of elastic-wave propagation. In this approach, elastic-wave
velocities are studied through heterogeneous materials in the long-
wavelength limit. The digitized rock sample is numerically em-
bedded in a homogeneous elastic region with assigned elastic
properties of the grain material. Periodic boundary conditions are
applied in the directions parallel to the wave propagation. A
body-force plane source is used at the top of the model, in which
the source signal is a broadband Gaussian pulse. The generated
plane P- or S-waves can propagate through the model. With two
planes of receivers at the top and bottom of the model, it is possible
to measure the time delay of the peak amplitude of the mean plane
wave caused by inhomogeneous structure of digitized rock sample.
With the time delay (compared with a reference model), one can
estimate the effective velocity of the P- and S-waves. These veloc-
ities are some values between the upper and lower band limits
(Saenger et al., 2011, Andrä et al., 2013b).
Lattice-Boltzmann method
In this study, lattice-Boltzmann method (LBM) was used to com-
pute absolute permeability (Ferreol and Rothman, 1995; Narváez
Figure 9. Resampling 2D image (Figure 3) by factor of 0.5 and di-
viding it to 16 (¼ 42) subimages with the size of 128 × 128 pixels.
Figure 10. Same as Figure 7, but for resampled 2D image of Berea
sandstone. Reference Kozeny-Carman trends are for grain size of
80 μm (long dashed line), 30 μm (short dashed line), and 50 μm
(moderate dashed line).
Figure 8. Subimage number (a) 33 with d ¼ 50 μm and (b) 40 with
d ¼ 20 μm. Different pore shape and pore throat size cause differ-
ent permeability, and therefore, different trends.
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et al. 2010). This method is accounted as an accurate technique to
calculate fluid flow in rock pore structure.
The LBM simulates flow at the macroscopic scale according
to local interactions among individual particles and recovering
the Navier-Stokes equations. Boltzmann equation is solved at time
t and location of r and, therefore, a volume averaged flux can be
computed by the local flux. Then, the absolute permeability is cal-
culated similar to a laboratory measurement considering a pressure
head that is applied to a digital sample. After computing fluid flux,
permeability is calculated based on Darcy’s law (Liubis and Har-
ith 2014).
DIGITAL ROCK PHYSICS BENCHMARKS
Andrä et al. (2013a) introduce four benchmark data for DRP
studies. To evaluate the proposed work flow, Berea sandstone
and Grosmont carbonate are used in this study. In each case, we
just used a 2D slice of 3D μCT-scan image to predict rock physics
parameters. To demonstrate the ability of this procedure as an alter-
native method in DRP, we also used a thin-section image of Gros-
mont carbonate as a 2D input image.
Berea sandstone
The Berea sandstone sample has 20% connected porosity with a
permeability ranging from 200 to 500 mD. Petrographic micros-
Figure 11. Divided 2D image number 900 of Grosmont carbonate,
selected from 3D μCT-scan data.
Table 2. Important parameters of real and reconstructed
Grosmont carbonate subsample number 64.
Real
subsample
Reconstructed
subsample
Porosity (%) 22.7 21.7
Average pore radius (mm) 0.45 × 10–1 0.77 × 10–1
Average throat radius (mm) 0.25 × 10–1 0.40 × 10–1
Average pore volume (mm3) 0.46 0.72
Average throat volume (mm3) 1.01 1.61
Average coordination number 3.4 4.04
Figure 12. Real and realizations of reconstructed
model of Grosmont carbonate subimage number
64: (a) 3D view, (b) orthogonal slices in x-, y-,
and z-directions, (c) segmented pore structure,
and (d) pore network modeling.
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copy and electron microprobe results show that the solid matrix
material of this sample can be considered as an isotropic elastic
solid. The Berea sandstone 3D μCT-scan data consist of 1024 2D
slices with 1024 × 1024 elements and a voxel size of 0.74 μm
(Madonna et al., 2012; Andrä et al., 2013a). One of the layers
among all of 1024 images as a representative image of the Berea
sandstone sample is selected. Then, based on the proposed method,
the selected image is divided into 64 (¼ 82) subimages (Figure 3),
which is considered as the input data later.
Figure 3 shows that all subimages are not obviously representa-
tive of whole rock sample. Most of them do not contain adequate
patterns of pore structure such as those subimages in the corner and
the center of the 2D image. Therefore, 11 representative subimages
are selected. Then, each subimage is reconstructed, and 11 3D sub-
samples with 128 × 128 × 128 voxels are produced. Next, these
subsamples are segmented to separate mineral and pore phases.
Finally, elastic-wave velocities and permeability are computed. A
randomly selected subsample with its 3D reconstructed model for
the sake of visual inspection is shown in Figure 4. The original sam-
ple and five different reconstructed models are shown in Figure 4.
For having a closer look at the internal parts, one of the recon-
structed models is taken and shown in x-, y-, and z-directions in
Figure 4b. Segmentation and pore network modeling (Sochi and
Blunt, 2008; Dong and Blunt, 2009) of the real and reconstructed
subsamples can also depict the pore structure and porosity distribu-
tion, which are shown in Figure 4c and 4d, respectively. Table 1
numerically compares some important parameters of the real and
reconstructed models of Figure 4 (Gao et al., 2015). The recon-
structed image is a simulation of real sample; however, comparison
between two sets of results confirms that they are in an acceptable
range of variability. Autocorrelation functions (ACFs) (Box et al.,
1994; Tahmasebi and Sahimi, 2012) are also computed for the real
and reconstructed subimage in three directions (x, y, and z) to evalu-
ate these models. To show the variability and validity of the sub-
samples, 30 realizations were produced, and then all directional
ACFs were calculated. The results are shown in Figure 5 represent-
ing that the autocorrelation statistics is well-reproduced in the re-
constructed model.
Using the proposed methods in section “Rock parameters of sub-
samples,” P- and S-wave velocities are computed using the FEM
and FDM methods, and the results are shown in Figure 6. To find
the rock physical trends, these results are plotted versus porosity.
Some other reference trends, such as the upper and modified lower
Hashin-Shtrikman (HS) bounds (soft sand model) and stiff sand
model (Dvorkin and Nur, 1996), are also illustrated for the sand-
stones. The similarity of results from the two different methods con-
firms that subsamples can be regarded as RVE. For the sake of
comparison, computed parameters by Andrä et al. (2013b) for a
same sample size of 1024 × 1024 × 1024 elements are also plotted.
As illustrated in Figure 4, subsample results change around a trend
similar to reference trends, and they also pass close to the real result
computed by Andrä et al. (2013b). These results confirm the val-
idity of this method to generate a reliable and accurate 3D model
based only on a single 2D image.
The permeability of the obtained 3D stochastic models is also
computed, and the results are shown in Figure 7. These results are
also plotted versus porosity to find the corresponding trend. In this
case, reference trends are computed using the Kozeny-Carman re-
lation for different grain sizes. Computed permeability for the same
sample with 1024 × 1024 × 1024 elements by Andrä et al. (2013b)
is also plotted.
As illustrated in Figure 7, subsamples are showing two discernible
trends: one with grain size of 20 μm and the other one with grain size
of 50 μm. The latter trend is the same as the actual result reported by
Andrä et al. (2013b). To explore this circumstance, 2D subimages
corresponding to each trend were further studied. The results show
a bimodality of the pore shape and throat size for the existing sub-
samples. For instance, one subimage from each trend is displayed in
Figure 8. Although subimages share a similar porosity (16%–18%),
they contain different pore shapes and throat sizes. Subimage number
33 (Figure 8a) contains vuggy-type porosity with a broader pore
throat, whereas subimage number 40 (Figure 8b) has so-called frac-
ture patterns with a small pore throat. This causes subimage number
33 to have a higher permeability than subimage number 40.
As shown in Figure 8a, the semifracture pore space has a neg-
ligible effect on permeability. Therefore, to obtain one single and
Figure 13. Autocorrelation functions calculated for 2D subimage
and 30 realizations of 3D reconstructed subsample in (a) x-,
(b) y-, and (c) z-directions.
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valid permeability trend for the Berea sandstone, the 2D image is
resampled by factor of 0.5 and divided into 16 (¼ 42) subimages
with the size of 128 × 128 pixels (Figure 9). Thus, different subi-
mages with larger voxel sizes (2 × 0.74 ¼ 1.48 μm) and with more
representative pores and mineral patterns are produced. In other
words, permeability needs a larger subsample to be considered as
the RVE (same as Mostagimi et al., 2013). Next, nine representative
subimages are selected, and permeability is computed after recon-
struction and segmentation, for each subsample. Figure 10 repre-
sents the results. It should be noted that all the subsamples fall along
the Kozeny-Carman trend with grain size of 50 μm passing from the
same result presented by Andrä et al. (2013b).
It is worth mentioning that the purpose of the proposed stochastic
method is not to reproduce an exact property for each subsample,
but to generate a bunch of similar 3D models to cover the variability
and uncertainty space (i.e., rock physical trends). The obtained re-
sults are in very good agreement with this objective.
Grosmont carbonate
The carbonate sample for this study is obtained from the Gros-
mont Formation in Alberta, Canada. This formation, with the age of
upper Devonian, is a bitumen reservoir with four members: LG,
UG1, UG2, and UG3 from the bottom. The sample selected from
the UG2 member containing dolomite and karst breccia in compo-
sition. The lab-measured porosity is 21% porosity units, and per-
meability ranges from 150 to 470 mD. A 1024 × 1024 × 1024
cube image was acquired using high-resolution X-ray computed
tomography with a voxel edge length of 2.02 μm (Andrä et al.,
2013a). For this study, a 2D representative image with 1024 × 1024
elements is selected and divided it to 64 (¼ 82) subimages (see
Figure 11).
To calculate rock physical parameters, 11 subimages are chosen
as the representative subsamples. These subimages are first recon-
structed and then segmented. Next, elastic-wave velocities and per-
meability are computed for each subsample. The 3D real subsample
and five realizations of its reconstructed model are illustrated in
Figure 12a. Three orthogonal slices in the x-, y-, and z-directions
are also shown in Figure 12b for one of realizations. Figure 12c
represents the segmented pore space distribution through this sub-
sample, and the pore network models (Sochi and Blunt, 2008; Dong
and Blunt, 2009) are shown in Figure 12d. Upon visual inspection,
the highly connected pore spaces are reproduced well. For a numeri-
cal comparison, different parameters of pore network for these mod-
els are computed and represented in Table 2 (Gao et al., 2015). The
results of two sets are in an acceptable range of variability. Further-
more, the ACFs are calculated for the real sample and 30 realiza-
tions of the reconstructed subimage in the x-, y-, and z-directions.
The results are presented in Figure 13. Autocorrelation results from
3D models are well-matched with actual data, which confirms the
strength of the reconstruction work flow.
The results from P- and S-wave velocities calculation using the
FEM and FDM are shown in Figure 14. For each parameter, the
Figure 14. Computed (a) P- and (b) S-wave velocities from subsamples with 128 × 128 × 128 elements using FEM (circles) and FDM (square)
and the result computed by Andrä et al. (2013b) from the same sample with 1024 × 1024 × 1024 elements (rectangle). Reference trends are
stiff sand model for different mineralogical mixture: 100% calcite (long dashed line), 100% dolomite (short dashed line), and 50%/50% calcite
and dolomite composition (red dashed line).
Figure 15. Same as Figure 7, but for a 2D image of Grosmont car-
bonate sample. Reference Kozeny-Carman trends are for grain size
90 μm (long dashed line), 40 μm (short dashed line), and 60 μm
(red dashed line).
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reported results in Andrä et al. (2013b) are also plotted. The refer-
ence trend of the carbonate is modeled using the stiff sand model
with a mineralogical mixture consisting of dolomite and calcite
(100% calcite, 100% dolomite, and 50%/50% calcite and dolomite).
For modeling, the carbonate rock critical porosity of 0.5 is assumed.
As it is shown in Figure 14, all subsamples are located along trends
similar to the reference trends. In addition, similar results from two
numerical methods confirm that these subsamples are also RVE. In
comparison with Berea sandstone, the carbonate RVE subsamples
are larger than the sandstone RVE subsamples (same as Mostaghimi
et al., 2013). Most of the generated subsample values are more than
the reported values in Andrä et al. (2013b). This situation could be
the result of using different resolutions. Indeed, elastic moduli are
not only very sensitive to micro- and nanoporosities (Madonna et al.,
2012; Andrä et al., 2013b; Saenger et al., 2014), but they also de-
pend on porosity types in carbonate samples (Karimpouli et al.,
2013). The bulk and shear moduli dramatically decrease with in-
creasing fracture patterns that are usually below the resolution of
the used image. Moreover, reconstructing the algorithm generates
a 3D image with lower resolution than the main 2D image. Thus,
some microstructures, especially microcracks and fracture-like pore
spaces producing a stiffer sample, will be missed. This situation can
be interpreted as a sample under a high pressure (Derzhi et al.,
2011) that closes grain-to-grain contact and microcrack porosities,
and therefore, makes a stiffer sample than the original rock.
Figure 15 shows the permeability results calculated for subsam-
ples and the actual result (Andrä et al., 2013b). As is shown in this
figure, the subsamples are well-distributed around the reference
trend (d ¼ 60 μm), which passes from the calculated permeability
by Andrä et al., (2013b) for the same sample with 1024 × 1024 ×
1024 elements.
A thin section of Grosmont carbonate
To show that the present method can be implemented by a high-
resolution 2D image, we found a 2D image from a thin section
of the Grosmont Formation (Russel-Houston and Yuan, 2010;
Figure 17. Real 2D subimage number 1 and three realizations of a
reconstructed model of Grosmont carbonate.
Figure 18. Autocorrelation functions calculated for a 2D subimage
and 30 realizations of reconstructed subimages in (a) x and (b) y.
Figure 16. A 2D image from a thin section of Grosmont formation
(from Russel-Houston and Yuan 2010).
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Figure 16). Based on the scale bar of the image, pixel size is
7.13 μm which is large compares to the last samples. Images with
a higher resolution can also be captured from thin sections, but be-
cause such a sample was not available for us, we had to go further
with this 2D image. According to this method, the 2D image was
divided, reconstructed, and segmented, and then the rock physical
parameters were computed using simulated subsamples.
The input real 2D subimage and six 3D realizations are shown in
Figure 17. Because the 3D real sample is not available, the results of
the pore network computations are not presented for this example.
However, the autocorrelation function is used for 30 realizations,
and the real subimage and the results are presented in Figure 18.
Once again, the results indicate that the reconstructed models are
diverse enough, and they share a similar spatial correlation distribu-
tion with what exists in the 2D image. Thus, this makes the generated
models to be well-applicable for the numerical simulation of rock
physical parameters.
Figure 19 (same as Figure 14) shows the computed elastic-wave
velocities of the Grosmont carbonate using the thin-section image.
The resolution effect is also obvious, which caused a stiffer sample
in both computational methods.
Permeability results, however, are more reliable (Figure 20) be-
cause they depend less on micropore structures, and their absence
has an insignificant effect on permeability. To compare these results
with the actual result (Andrä et al., 2013b), a benchmark image is
resampled and a new image with adapted resolution to the thin sec-
tion is generated. Then, the computed permeability on the adapted
model is plotted for a more valid comparison, which is shown in
Figure 20.
DISCUSSION
In this study, two different methods of seg-
mentation, namely automatic and manual cluster-
ing-based methods, were used. For performing
the clustering-based method, after fitting an n
component GMM to a histogram of the image,
posterior probabilities of the pore component
were used to manually select a proper cutoff
value for thresholding. For example, Figure 21
shows the posterior probabilities for three clusters: pore, mineral
#1 (quartz) and mineral #2 (ankerite) in the Berea sandstone. Ac-
cording to these probabilities, one can manually find a proper cutoff
value. Clearly, the calculated porosity by this method differs from
other methods such as the VSG (Andrä et al., 2013b). Intuitively,
this difference in porosity estimation has a direct effect on numeri-
Figure 19. The same as Figure 14, but a 2D image of a thin section.
Figure 20. Computed permeability from subsamples with
128 × 128 × 128 elements (circles) and from the same image with
adapted resolution by Andrä et al. (2013b) (rectangle). Reference
Kozeny-Carman trends are for grain size 300 μm (long dashed line),
130 μm (short dashed line), and 200 μm (red dashed line).
Table 3. Comparison of two image segmentation methods to estimate porosity
and rock physical parameters.
Segmentation
method
Porosity
(%)
Log-permeability
(md)
P-wave velocity
(m∕s)
S-wave velocity
(m∕s)
VSG (Andrä et al.,
2013b)
21.95 156 4534 2951
Manual thresholding
(this study)
23.12 241 4501 2932
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cal results. To evaluate this effect, a sample image with a size of
128 × 128 × 128 pixels was selected from the Berea image cube.
The porosity of this sample was calculated using both methods,
and then, permeability and elastic velocities were accordingly
computed and represented in Table 3. These results show some
differences, which is due to the existing differences of the calculated
porosities. However, since main pore structures remain the same in
two methods, numerical results do not show a significant variation. It
should be noted that such small fluctuations due to seeking a global
trend is not important. In other words, the final trend is not affected
by these disparities. These two methods were used for several other
subsamples, and they do not show an eloquent difference.
To evaluate the reconstruction models, realization models, pore
network modeling, and autocorrelation functions were used. Results
showed that reconstructed subsamples are valid enough to be as a
representative of real rock medium. Moreover, simulation and com-
putation of elastic-wave velocities using two static and dynamic
methods revealed that, almost in all cases, subsamples can be con-
sidered as RVE. They also obey rock physical trends consistent with
reference trends of the rock, which means this method can effi-
ciently simulate valid rock physical parameters. Permeability results
of Berea sample showed two different trends. In fact, bimodality of
pore shape and throat size (fracture patterns and vuggy-type poros-
ity) caused non-RVE subsamples for computing permeability re-
sulted in bitrending. Finally, resampling the image, in this case,
produced RVE subimages with more representative patterns. Then,
more reliable permeability and trends were produced.
Selecting representative 2D images and subimages is also a sig-
nificant issue. Since a 2D thin section is a very small part of the rock
sample, it must be representative enough. From
this point of view, using several thin sections or
2D images can be helpful to capture more real
scenarios of the real rock structures. This prob-
lem is somehow the same as standard DRP be-
cause, there also, a millimeter sample must be
chosen. Subimage selection can also be problem-
atic because all subimages produced by one 2D
image are definitely not proper and representa-
tive of real structure. Therefore, users should se-
lect those subimages with proper pore pattern.
Beside all of the various examples in this pa-
per, most of the current DRP methods do not ac-
count for nonstationarity, which is very common
in the reservoirs (Tahmasebi and Sahimi, 2015a,
2015b). Unlike the stationary porous media, stat-
istical properties in the nonstationary media vary
spatially, and thus, no representative sample can
be defined to describe the variability of whole
sample. As a result, the predicted rock physical
properties are biased because these geological
facts are ignored. This issue has been studied
and its results will be reported in future papers.
CONCLUSIONS
An efficient alternative method for DRP pro-
cedure was proposed in this paper. This method,
which is a modification of standard DRP, uses a
2D image instead of 3D μCT-scan image. First, it
divides a large high-resolution 2D image into subimages. Next, dif-
ferent stochastic 3D samples using the CCSIM algorithm are gen-
erated. These subsamples are segmented and then rock physical
parameters are calculated. Subsampling, in this study, allows us
to find rock physical trends. This idea was implemented on two
DRP benchmark data: Berea sandstone and Grosmont carbonate.
To show the ability of this method, a 2D thin section image of Gros-
mont formation was also used as the input image. Eventually, vari-
ous rock physical parameters were computed.
According to the obtained results, elastic-wave velocities were
consistent with reference rock trends in all cases. These results, in
some cases, were slightly higher than the actual values in both com-
putational methods. This can be related to image resolution while the
larger voxel size, the stiffer sample. If the resolutionof the image is low,
microporosities, microcracks, and grain-to-grain contacts, decreasing
elastic moduli of the rock sample, are not captured and they will be
considered as grain. This is obviously seen in thin section results,
which, although they obey the reference trends, their values are similar
to the stiff sand model with 100% dolomite mineral composition.
Finally, it can be concluded that the proposed method is valid and
effective enough to simulate the same results as standard DRP.
Therefore, it can be used where a μCT-scanner is not available
and/or as an efficient alternative method instead of expensive and
time-consuming DRP.
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