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The field theoretic renormalization group and the operator product expansion are applied to two
models of passive scalar quantities (the density and the tracer fields) advected by a random turbulent
velocity field. The latter is governed by the Navier–Stokes equation for compressible fluid, subject to
external random force with the covariance ∝ δ(t− t′)k4−d−y, where d is the dimension of space and
y is an arbitrary exponent. The original stochastic problems are reformulated as multiplicatively
renormalizable field theoretic models; the corresponding renormalization group equations possess
infrared attractive fixed points. It is shown that various correlation functions of the scalar field,
its powers and gradients, demonstrate anomalous scaling behavior in the inertial-convective range
already for small values of y. The corresponding anomalous exponents, identified with scaling
(critical) dimensions of certain composite fields (“operators” in the quantum-field terminology), can
be systematically calculated as series in y. The practical calculation is performed in the leading
one-loop approximation, including exponents in anisotropic contributions. It should be emphasized
that, in contrast to Gaussian ensembles with finite correlation time, the model and the perturbation
theory presented here are manifestly Galilean covariant. The validity of the one-loop approximation
and comparison with Gaussian models are briefly discussed.
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I. INTRODUCTION
In a few past decades, intermittent interest has been
attracted to the problem of intermittency and anomalous
scaling in fluid turbulence; see e.g. Refs. [1]–[9] and the
literature cited therein. The phenomenon manifests it-
self in singular (arguably power-like) behavior of various
statistical quantities as functions of the integral turbu-
lence scales, with infinite sets of independent anomalous
exponents [1]. In spite of considerable success, the prob-
lem remains essentially open: no regular calculational
scheme, based on an underlying dynamical model and
reliable perturbation expansion (like the famous ε ex-
pansion for critical exponents) was ever constructed for
the anomalous exponents of the turbulent velocity field.
Both the natural experiments and numerical simu-
lations suggest that deviations from the classical Kol-
mogorov theory are even more strongly pronounced for
passively advected scalar fields (like the temperature or
the density of a pollutant) than for the velocity field itself
[2]–[6]. At the same time, various simplified models, de-
scribing passive advection by “synthetic” velocity fields
with given statistics, appear easier tractable theoretically
and allow analytical results to be derived [7]. Therefore,
the problem of passive advection, being of practical im-
portance in itself, may also be viewed as a starting point
∗ n.antonov@spbu.ru, kontramot@mail.ru
in studying intermittency and anomalous scaling in fluid
turbulence on the whole.
The most remarkable progress was achieved for the
Kraichnan’s rapid-change model [8], where the advecting
velocity field is taken Gaussian, not correlated in time,
and having a power-like correlation function of the form
∼ δ(t− t′)/kd+ξ, where d is the dimension of space, k is
the wave number and ξ is an arbitrary exponent. There,
for the first time, the existence of anomalous scaling was
firmly established on the basis of a microscopic model [8];
the corresponding anomalous exponents were calculated
in controlled approximations [9] and, eventually, within a
systematic perturbation expansion in a formal small pa-
rameter ξ [10]. Detailed review of the theoretical research
on the passive scalar problem and the bibliography can
be found in Ref. [7].
In the original Kraichnan’s model, the velocity ensem-
ble was taken Gaussian, decorrelated in time, isotropic,
and the fluid was implied to be incompressible. More
realistic models should take into account finite correla-
tion time and non-Gaussianity of the velocity ensemble,
anisotropy of the experimental set-up, compressibility of
the fluid, etc.; see the discussion in [2, 3]. Here, the two
key issue arise: formulation of more realistic models and
the possibility to treat them (more or less) analytically.
A most efficient way to study anomalous scaling is pro-
vided by the field theoretic renormalization group (RG)
combined with the operator product expansion (OPE);
see the books [11, 12] for the detailed exposition of these
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2techniques and the references. In the RG+OPE sce-
nario for the anomalous scaling in turbulence, proposed
in [13], the singular dependence on the integral scales
emerges as a consequence of the existence in the cor-
responding models of composite fields (“composite op-
erators” in the quantum-field terminology) with negative
scaling dimensions; termed as “dangerous operators;” for
more detailed explanations and the references, see [12–
15]. For Kraichnan’s model, the anomalous exponents
can be identified with the scaling dimensions (“critical
dimensions” in the terminology of the theory of critical
state) of certain individual Galilean-invariant composite
operators [10]. This allows one to give a self-consistent
derivation of the anomalous scaling, to construct a sys-
tematic perturbation expansion for the anomalous expo-
nents in ξ, and to calculate the exponents in the second
[10] and in the third [16] orders. The RG approach can be
generalized to the case of finite correlation time [17] and
to the non-Gaussian advecting velocity field, governed
by the stochastic Navier–Stokes equation [18]. A general
overview of the RG approach to Kraichnan’s model and
its descendants and more references can be found in [19].
Numerous studies were devoted to the effects of com-
pressibility on the intermittency and anomalous scaling
[20]–[30]. Analysis of simplified models suggests that
compressibility strongly affects the passively advected
fields. In particular, in contrast to the incompressible
case, the diffusion can be depleted by the advection of a
purely potential flow [22] and the phase transition from
a turbulent to a certain purely chaotic state takes place
when the degree of compressibility increases [25]. It
was also shown that the anomalous exponents become
non-universal due to dependence on the compressibil-
ity parameter, such that the anomalous scaling is en-
hanced, while the hierarchy of anisotropic contributions
is suppressed [26]–[30]. For passive vector (e.g. mag-
netic) fields, the issues of anomalous scaling, hierarchy
of anisotropic contributions and the dependence on com-
pressibility were discussed e.g. in [31]–[38].
An important advantage of Kraichnan’s model is the
possibility to easily model compressibility [20]–[26]. Gen-
eralization to the case of a Gaussian ensemble with finite
correlation time is also possible [29, 30, 36]. However,
synthetic models with non-vanishing correlation time suf-
fer from the lack of Galilean symmetry, which may lead
to “interesting pathologies” (quoting Ref. [3]). In the RG
approach, one of such a pathology manifests itself as an
ultraviolet (UV) divergence in the vertex [29], which in
more realistic models is forbidden by Galilean invariance,
and for the incompressible Gaussian model is absent be-
cause of rather technical reasons [17]. Thus it is desirable
to describe the advecting velocity field by the correspond-
ing Navier–Stokes equations [39] with a random stirring
force. However, this appeared to be a difficult task.
In Refs. [40, 41], the leading-order correction in the
Mach number Ma to the incompressible scaling regime
was studied; generalization to all orders of the expan-
sion in Ma was derived in [42]. The corrections are small
for very small Ma and not very small momenta k, but
become arbitrarily large (IR relevant in the sense of Wil-
son) and destroy the incompressible scaling regime if Ma
is fixed and the momenta become small enough. Thus the
original incompressible regime becomes unstable, and a
crossover to another unknown regime occurs. The case of
strong compressibility was studied in Refs. [43]–[45]. The
results are rather controversial, but all of those studies
support the existence of a stationary resulting “compress-
ible” regime, different from the original incompressible
one.
In the present paper, we adopt the approach of
Ref. [45], where the standard field theoretic RG was ap-
plied to the problem of stirred hydrodynamics of a com-
pressible fluid, and the resulting stationary scaling regime
was associated with the IR attractive fixed point of the
corresponding multiplicatively renormalizable field the-
oretic model. That approach was later applied to the
problem of mass distribution in the self-gravitating mat-
ter within the framework of a continuous stochastic for-
mulation of the Vlasov–Poisson model [46]. The problem
of anomalous scaling of the velocity field in that model
remains open, as for its incompressible predecessors, but
the passive scalar advection by such an ensemble can be
treated analytically. This is the aim of the present work.
The plan of the paper is as follows.
In section II we revisit the RG approach to the stochas-
tic Navier–Stokes equation for a compressible fluid, fol-
lowing mostly Ref. [45], and introduce the basic notions
(field theoretic formulation, canonical dimensions, renor-
malizability and RG equations), needed for the further
analysis of the passive advection. The RG equations pos-
sess an IR attractive fixed point, which implies existence
of a scaling regime in the inertial and energy-containing
ranges. The one-loop explicit expressions for the renor-
malization constants and the RG functions (anomalous
dimensions and β functions), calculated in [45], are pre-
sented. The corresponding scaling dimensions of the fre-
quency and the velocity are known exactly and coincide
with their analogs for the incompressible case. Another
nontrivial fixed point is unstable (it is a saddle point)
and corresponds to the incompressible fluid.
In section III we introduce the diffusion-advection
stochastic equations for the two types of passive scalar
field: the tracer (temperature, entropy or concentration
of a pollutant) and the density of a conserved quantity
(e.g. density of a pollutant). We present the field theo-
retic formulation of these models and show that they are
multiplicatively renormalizable. Then the RG equations
can be derived in a standard fashion. The renormal-
ization constants and the RG functions are calculated in
the leading (one-loop) approximation, which is consistent
with the accuracy of the results derived in [45]. The full-
scale models, involving the velocity field and the scalar
field, possess an IR attractive fixed point. Thus the ex-
istence of a scaling regime in the IR range is established.
Exact expressions for the scaling dimensions of the scalar
fields are obtained.
3In section IV we calculate, in the leading order of the
expansion in y (one-loop approximation), critical dimen-
sions of the composite operators built of the scalar field
and its spatial derivatives, including some tensor opera-
tors. In the next section, those dimensions are identified
with various anomalous exponents.
In section V we apply the OPE to the analysis of the
inertial-range behavior of various correlation functions:
the correlation functions of the scalar fields and their
powers for the density case and of the structure functions
for the tracer case. We show that, for the density case,
leading terms of the inertial-range behavior are deter-
mined by the contributions of the operators built solely
of the scalar fields. Their critical dimensions are nega-
tive, which leads to strong dependence on the integral
scale and to the anomalous scaling, with the anomalous
exponents identified with those dimensions.
For the tracer case, more interesting quantities are the
structure functions that involve differences of the values
of the scalar field at different points. Their anomalous be-
haviour is determined by the scalar operators built of the
gradients of the scalar field, whose negative dimensions
are identified with the corresponding anomalous expo-
nents.
In the presence of anisotropy, introduced into the sys-
tem at large scales, contributions of the tensor operators
in the OPE’s come into play: lth rank tensor operators
determine the contribution in the correlation functions
with nontrivial angular dependence described by the lth
order spherical harmonics. Like for the Kraichnan model,
those anisotropic contributions organize a kind of hierar-
chy, related to the degree of anisotropy: they become
less important as l grows, so that the leading term of
the inertial-range asymptotic behavior is given by the
isotropic contribution (l = 0) in agreement with Kol-
mogorov’s hypothesis of the local isotropy restoration.
This issue is discussed for the pair correlation function
in the both models and for the structure functions of ar-
bitrary order for the tracer.
Section VI is reserved for the discussion, comparison
with the Gaussian models and the conclusion.
II. RG ANALYSIS OF THE STOCHASTIC NS
EQUATION WITH STRONG COMPRESSIBILITY
A. Description of the model
The Navier–Stokes equation for a viscid compressible
fluid has the form [39]
ρ∇tvi = ν0[δik∂2 − ∂i∂k]vk + µ0∂i∂kvk − ∂ip+ ηi,
(2.1)
where
∇t = ∂t + vk∂k (2.2)
is the Lagrangian (Galilean covariant) derivative, ∂t =
∂/∂t, ∂i = ∂/∂xi, and ∂
2 = ∂i∂i is the Laplace operator.
Equation (2.1) is obtained by combining the momen-
tum balance equation
∂t(ρvi) + ∂kΠik = ηi, (2.3)
where
Πik = ρvivk + δikp− ν0(∂ivk + ∂kvi)− δik(µ0 − 2ν0) ∂lvl
(2.4)
is the stress tensor, with the continuity equation
∂tρ+ ∂i(ρvi) = 0. (2.5)
In those equations, vi is the velocity, ρ is the mass
density, p is the pressure, and ηi is the density of the
external force (per unit volume). All these quantities de-
pend on x = {t,x} with x = {xi}, i = 1 . . . d, where d
is an arbitrary (for generality) dimensionality of space.
The constants ν0 and µ0 are two independent molecu-
lar viscosity coefficients; in the viscous terms in (2.1) we
explicitly separated the transverse and the longitudinal
parts. Summations over repeated vector indices are al-
ways implied.
The problem (2.1), (2.5) should be augmented by the
equation of state, p = p(ρ). It will be taken in the sim-
plest form of the linear relation
(p− p¯) = c20(ρ− ρ¯) (2.6)
between the deviations of the pressure and the density
from their mean values. The constant c0 has the meaning
of the (adiabatic) speed of sound.
Following [45], we divide equation (2.1) with ρ and in
the viscous terms replace ρ with its mean value. This
approximation (which is needed to obtain a renormaliz-
able local field theoretic model) is implicitly justified by
the analysis of Ref. [42]; we also note that the viscosity
plays a little role in the inertial range. We retain the same
notation ν0 and µ0 for the resulting constant kinematic
viscosity coefficients. Then the equations (2.1), (2.5) can
be rewritten in the form
∇tvi = ν0[δik∂2 − ∂i∂k]vk+µ0∂i∂kvk −∂iφ+fi,(2.7)
∇tφ = −c20∂ivi, (2.8)
where we have introduced the new scalar field
φ = c20 ln(ρ/ρ¯) (2.9)
and fi = fi(x) is the density of the external force (per
unit mass).
In the stochastic formulation of the problem, the exter-
nal force becomes a random field that models the energy
input into the system from the large-scale stirring. The
details of its statistics are believed to be unessential, so
it is taken to be Gaussian with zero mean, white in-time
(this is required by the Galilean symmetry), and involv-
ing some typical IR scale L (the integral scale). On the
other hand, for the use of the standard RG technique it is
important that its correlation function have a power-law
tail at large wave numbers. More detailed discussion can
4be found in [14, 15, 48]. In the present case one choses
the correlation function in the form [45]
〈fi(x)fj(x′)〉 = δ(t− t′)
∫
k>m
dk
(2pi)d
Dfij(k) exp{ikx},
(2.10)
where
Dfij(k) = D0 k
4−d−y
{
P⊥ij (k) + αP
‖
ij(k)
}
. (2.11)
Here P⊥ij (k) = δij−kikj/k2 and P ‖ij(k) = kikj/k2 are the
transverse and the longitudinal projectors, respectively,
k = |k| is the wave number, D0 and α are positive ampli-
tudes. It is convenient to writeD0 = g0ν
3
0 : the parameter
g0 plays the role of the coupling constant (formal expan-
sion parameter in the ordinary perturbation theory). The
relation g0 ∼ Λy sets in the typical UV momentum scale
(reciprocal of the dissipation length scale). The parame-
ter m = L−1 provides IR regularization; its precise form
is unessential and the sharp cut-off is the simplest choice
for calculational reasons. The exponent 0 < y ≤ 4 plays
the role analogous to that played by ε = 4 − d in the
RG theory of critical behavior [11, 12]: it provides UV
regularization (so that the UV divergences have the form
of the poles in y) and the coordinates of fixed points and
various scaling dimensions are calculated as series in y.
The most realistic (physical) value is given by the limit
y → 4, when the functions in (2.11) can be viewed (with
the proper choice of the amplitude) as power-like mod-
els of the function δ(k): it corresponds to the idealized
picture of the energy input from infinitely large scales.
B. Field theoretic formulation and Feynman rules
According to the general theorem [11, 12], the stochas-
tic problem (2.7), (2.8), (2.10), (2.11), is equivalent to
the field theoretic model of the doubled set of fields
Φ = {v′i, φ′, vi, φ} and the action functional
S(Φ) = 1
2
v′iD
f
ikv
′
k + v
′
i
{−∇tvi + ν0[δik∂2 − ∂i∂k]vk + u0ν0∂i∂kvk − ∂iφ}+
+ φ′
[−∇tφ+ v0ν0∂2φ− c20(∂ivi)] , (2.12)
where Df is the correlation function (2.10), (2.11), and
all the needed summations over the vector indices and
integrations over x = {t,x} are implied, for example,
v′i∇tvi =
∫
dt
∫
dx v′i(x)[∂t + vk(x)∂k]vi(x). (2.13)
In (2.12) we passed to the new dimensionless parameter
u0 = µ0/ν0 > 0 and introduced a new term v0ν0φ
′∂2φ
with another positive dimensionless parameter v0. This
term is not forbidden by the symmetry or dimensionality
considerations, so it will necessarily appear in the renor-
malization procedure. From the physics viewpoints, it
corresponds to some redefinition of the relation between
the velocity and momentum [39]. From a more techni-
cal point of view, it is needed to insure multiplicative
renormalizability of the model (2.12), which allows one
to easily derive the RG equations. One can insist on
studying the original model (2.7), (2.8) without such a
term. Then the RG equations must be solved with the
initial condition v0 = 0. In renormalized variables, this
corresponds to a general situation with a nonzero value
of the corresponding renormalized parameter v. Since
the IR attractive fixed point is unique (see below), the
specific initial condition is unessential.
The field theoretic formulation means that various
correlation functions and response (Green) functions of
the original stochastic problem are represented by func-
tional averages over the full set of fields with weight
expS(Φ), and in this sense they can be viewed as the
Green functions of the field theoretic model with action
(2.12). The model corresponds to standard Feynman di-
agrammatic techniques with two vertices −v′(v∂)v and
−φ′(v∂)φ and the free (bare) propagators, determined
by the quadratic part of the action functional; in the
frequency–momentum (ω–k) representation, they have
the forms:
〈vv′〉0 = 〈v′v〉∗0 = P⊥−11 + P ‖3R−1,
〈vv〉0 = P⊥ d
f
|1|2 + P
‖αdf
∣∣∣3
R
∣∣∣2 ,
〈φv′〉0 = 〈v′φ〉∗0 = −
ic20k
R
, 〈vφ′〉0 = 〈φ′v〉∗0 =
ik
R
,
〈φφ′〉0 = 〈φ′φ〉∗0 =
2
R
, 〈φφ〉0 = αc
4
0k
2df
|R|2 ,
〈vφ〉0 = 〈φv〉∗0 =
iαc20d
f 3k
|R|2 ,
〈φ′φ′〉0 = 〈v′φ′〉0 = 〈v′v′〉0 = 0, (2.14)
where we have denoted
1 = −iω + ν0k2, 2 = −iω + u0ν0k2,
3 = −iω + v0ν0k2, R = 23 + c20k2,
df = g0ν
3
0 k
4−d−y (2.15)
and omitted the vector indices of the fields and the pro-
jectors.
In the limit c0 →∞, the propagators 〈vv′〉0 and 〈vv〉0
become purely transverse, while the mixed propagator
5〈vφ〉0 vanishes. Then the scalar field φ decouples from
v, v′ (it does not enter the vertex in (2.7)), and we arrive
at the well-known Feynman rules for the incompressible
fluid [12, 14, 15].
C. UV divergences, renormalization, and
multiplicative renormalizability
It is well known that the analysis of UV divergences
is based on the analysis of canonical dimensions; see
e.g. [11, 12]. Dynamical models like (2.12) have two in-
dependent scales: the time scale T and the length scale
L. Thus the canonical dimension of any quantity F (a
field or a parameter) is described by two numbers, the
frequency dimension dωF and the momentum dimension
dkF , defined such that [F ] ∼ [T ]−d
ω
F [L]−d
k
F . The obvious
consequences of the definition are the relations
dkk = −dkx = 1, dωk = dωx = 0,
dkω = d
k
t = 0, d
ω
ω = −dωt = 1. (2.16)
The other dimensions are found from the requirement
that each term of the action functional be dimension-
less (with respect to the momentum and the frequency
dimensions separately). Then one introduces the total
canonical dimension
dF = d
k
F + 2d
ω
F , (2.17)
which plays in the theory of renormalization of dynam-
ical models the same part as the conventional canonical
dimension does in static problems. The canonical di-
mensions for the model (2.12) are given in table 1, in-
cluding renormalized parameters (without the subscript
“o”), which will appear a bit later.
The choice (2.17) for the total canonical dimension de-
serves a more careful explanation. It means that all the
viscosity or diffusion coefficients in the model are pro-
nounced dimensionless (with respect to the new total
dimension), and the time and the space variables are
measured in the same units; cf. [11, 12]. Experienced
reader recalls the c = 1 system of units in relativistic
physics, where all the distances are measured in the time
units (light years). Here, we relate the dimensions by eq.
(2.17) because the dispersion law for diffusion modes is
ω ∼ k2. However, our model involves another dispersion
law, ω ∼ k, related to the sound modes. If we decide to
set the speed of sound c0 dimensionless, we would have
to set dF = d
k
F + d
ω
F .
A similar alternative exists in the so-called model H of
equilibrium dynamical critical behavior, where the mo-
tion of the fluid is taken into account and several disper-
sion laws are simultaneously present; see e.g. p. 552 in
the monograph [12]. The choice (2.17) means that we are
interested in the asymptotic behavior of the Green func-
tions where ω ∼ k2 → 0; the RG treatment will modify
it to the Kolmogorov law ω ∼ k2/3 → 0 (see below). The
same choice is made in the models of incompressible fluid
(where it is the only possible one because the speed of
sound is infinite). The alternative choice dF = d
k
F + d
ω
F
would mean that we were interested in the asymptotic
behavior of the (same) Green functions for ω ∼ k → 0
(sound modes in turbulent medium); this problem is of
course extremely interesting but so far it is not accessi-
ble by the RG treatment, and will not be discussed in
the present paper.
From table 1 it follows that the model becomes loga-
rithmic (the coupling constant g0 ∼ Λy becomes dimen-
sionless) at y = 0, so that the UV divergences have the
form of poles in y in the Green functions. The total
canonical dimension of any 1-irreducible Green function
Γ (the formal index of UV divergence) is
δΓ = d+ 2−
∑
Φ
NΦdΦ, (2.18)
where NΦ are the numbers of the fields entering into the
function Γ, dΦ are their total canonical dimensions, and
the summation over all types of the fields Φ is implied.
Superficial UV divergences, whose removal requires coun-
terterms, can be present only in the functions Γ with a
non-negative integer δΓ. The counterterm is a polyno-
mial in frequencies and momenta of degree δΓ, with the
convention that ω ∼ k2.
For the model (2.12), dimensional analysis should be
augmented by the following additional considerations
[45]:
(i) All the 1-irreducible Green functions without the
response fields (Nv′ = Nφ′ = 0) involve closed circuits
of retarded propagators, vanish identically, and therefore
require no counterterms [12].
(ii) If for some reason a number of external momenta
occurs as an overall factor in all the diagrams of a given
Green function, the real index of divergence δ′Γ is smaller
than δΓ by the corresponding number of unities [12, 15].
In the model (2.12) the field φ enters the vertex φ′(v∂)φ
only in the form of spatial derivative, which reduces the
real index of divergence:
δ′Γ = δΓ −Nφ. (2.19)
The field φ enters the counterterms only in the form of
the derivative ∂φ. In particular, for the 1-irreducible
function 〈φ′φ〉1−ir one obtains δΓ = 2, δ′Γ = 0. Thus the
counterterm φ′∂tφ, allowed by dimensional analysis, is in
fact forbidden, and the only possible structure is φ′∂2φ.
(iii) Galilean invariance of the model (2.12) requires
that the contributions of the counterterms be also invari-
ant. In particular, this means that the covariant deriva-
tive (2.2) enters the counterterms as a whole. As a con-
sequence, the counterterm required for the 1-irreducible
function 〈φ′vφ〉1−ir with δΓ = 1, δ′Γ = 0, necessarily has
the form φ′(v∂)φ and appears in the combination φ′∇tφ
with the counterterm φ′∂tφ discussed above. Hence, it is
also forbidden.
Similarly, the divergences in the functions 〈v′v〉1−ir
with δΓ = 2 and 〈v′vv〉1−ir with δΓ = 1 can be elimi-
6TABLE I. Canonical dimensions of the fields and parameters in the models (2.12), (3.4), (3.5), (3.8).
F v′ v φ′ φ θ′ θ m, µ, Λ ν0, ν c0, c g0 u0, v0 w0, u, v, w, g, α
dkF d+ 1 −1 d+ 2 −2 d 0 1 −2 −1 y 0
dωF −1 1 −2 2 1/2 −1/2 0 1 1 0 0
dF d− 1 1 d− 2 2 d+ 1 −1 1 0 1 y 0
nated by the two counterterms: v′∂2v and the combina-
tion v′∇tv. In fact, the latter is also forbidden by the
generalized Galilean invariance with the time-dependent
transformation velocity parameter w(t) [47, 50]:
vw(x) = v(xw)−w(t), Φw(x) = Φ(xw),
x = {t,x}, xw = {t,x + u(t)},
u(t) =
∫ t
w(t′)dt′. (2.20)
Here Φ denotes the three fields v′, φ′, φ. The action func-
tional is not invariant with respect to such a transfor-
mation: S(Φw) = S(Φ) + v′∂tw. One can show, how-
ever, that the generating functional of the 1-irreducible
Green functions transforms in the identical way, Γ(Φw) =
Γ(Φ)+v′∂tw. Since in general Γ(Φ) = S(Φ) plus the dia-
grams with loops (which contain all the UV divergences),
the counterterms appear invariant under (2.20). This ex-
cludes the counterterm v′∇tv, invariant with respect to
conventional Galilean transformation with a constant w,
but not invariant with respect to (2.20). More detailed
discussion of the uses of the generalized Galilean trans-
formation, especially for composite fields, can be found
in [12, 15, 50].
(iv) Expressions (2.14) show that the propagators
〈v′φ〉0 and 〈vφ〉0 contain the factor c20, while 〈v′φ〉0 con-
tains c40. These factors appear as external numerical fac-
tors in any diagram involving these propagators, and its
real index of divergence reduces by the corresponding
number of unities. In particular, any diagram of the 1-
irreducible function with Nφ′ > Nφ contains the factor
c
2(Nφ′−Nφ)
0 . It then follows that the counterterm to the
1-irreducible function 〈φ′v〉1−ir with δΓ = 3 necessarily
reduces to c20φ
′(∂v), while the structures φ′∂2(∂v) etc.
are forbidden. Another consequence is finiteness of the
function 〈φ′vv〉1−ir with δΓ = 2. Each diagram of this
function contains the factor c20, which forbids the coun-
terterms like φ′(∂v)(∂v) etc., while the remaining struc-
ture c20φ
′v2 is forbidden by the Galilean symmetry.
Using all these considerations one can check that all
the UV divergences in the model (2.12) are removed by
the counterterms of the form
v′i∂
2vi, v
′
i∂i∂kvk, v
′
i∂iφ, c
2
0φ
′∂ivi, φ′∂2φ. (2.21)
All these structures are present in the extended action
functional (2.12) with v0 > 0, so the model is multiplica-
tively renormalizable.
Like for the incompressible case [49], for d = 2 a new
UV divergence arises in the function 〈v′v′〉1−ir, and a
new counterterm v′∂2v′ should be included. This case
requires special treatment, and in the following we as-
sume d > 2. Then the renormalized action functional
has the form
SR(Φ) = 1
2
v′iD
f
ikv
′
k + v
′
i
{−∇tvi + Z1ν[δik∂2 − ∂i∂k]vk + Z2uν∂i∂kvk − Z4∂iφ}+
+ φ′
[−∇tφ+ Z3vν∂2φ− Z5c2(∂ivi)] . (2.22)
Here g, ν, u, v, c are renormalized counterparts of the
original (bare) parameters (with the subscript “o”), the
function Df is expressed in renormalized parameters us-
ing the relation g0ν
3
0 = gµ
yν3, the reference scale (or the
“normalization mass”) µ is an additional free parameter
of the renormalized theory; the renormalization constants
Zi depend only on the completely dimensionless parame-
ters g, u, v, α, d, y. The renormalized action (2.22) is ob-
tained from the original one (2.12) by the renormalization
of the fields φ→ Zφφ, φ′ → Zφ′φ′ and the parameters
g0 = gµ
yZg, ν0 = νZν , u0 = uZu,
v0 = vZv, c0 = cZc. (2.23)
The renormalization constants in (2.22) and (2.23) are
related as
Zν = Z1, Zu = Z2Z
−1
1 ,
Zv = Z3Z
−1
1 , Zφ = Z
−1
φ′ = Z4,
Zc = (Z4Z5)
1/2, Zg = Z
−3
ν . (2.24)
The last relation follows from the absence of renormaliza-
tion of the non-local term of the random force in (2.22);
for the same reason the parameters m,α from the correla-
tion function (2.10) are not renormalized: Zm = Zα = 1.
No renormalization of the fields v, v′ is needed: Zv =
Zv′ = 1 due to the absence of renormalization of the
7term v′∇tv.
The renormalization constants are found from the re-
quirement that the Green functions of the renormalized
model (2.22), when expressed in renormalized variables,
be UV finite (in our case, be finite at y → 0). In the
minimal subtraction (MS) scheme, which is always used
in what follows, they have the form “Z = 1+ only poles
in y.” The calculation in the first order in g (one-loop
approximation) gives [45]
Z1 = 1 +
gˆ
y
A, Z2 = 1 +
gˆ
uy
B, Z3 = 1 +
gˆ
y
(d− 1)
2dv(v + 1)
− αgˆ
y
(u− v)
2duv(u+ v)2
,
Z4 = 1 +
gˆ
y
(d− 1)
2d(u+ 1)(v + 1)
, Z5 = 1, (2.25)
with corrections of order gˆ2 and higher. Here we passed
to the new coupling constant
gˆ = gSd/(2pi)
d, (2.26)
where
Sd = 2pi
d/2/Γ(d/2) (2.27)
is the surface area of the unit sphere in d-dimensional
space and Γ(· · · ) is Euler’s Gamma function, and denoted
A =
d(d− 1)u2 − 2(d2 + d− 4)u− d(d+ 3)
4d(d+ 2)(1 + u)2
+
α(1− u)
2du(1 + u)2
, B = (1− d) (d− 1)u
2 + (d+ 4)u+ 1
2d(d+ 2)(1 + u)2
. (2.28)
One important technical remark follows. The renor-
malization constants in the MS scheme do not depend
on the dimensional parameter c0. On the other hand,
all the propagators (2.14), and hence all the Feynman
diagrams, have a well-defined limit for c0 → 0. Thus in
the calculation of the constants Z1–Z4 one can simply
set c0 = 0 in (2.14) and (2.15). Then the propagators
〈φv′〉0, 〈vφ〉0, 〈φφ〉0 vanish, while the form of the others
drastically simplifies. In the calculation of the constant
Z5 in front of the term c
2
0φ
′(∂v) it is sufficient to take
into account the diagrams with one and only one propa-
gator 〈φv′〉0 or 〈vφ〉0. Then the needed c20 appears as an
external factor, and in the remaining expression one can
set c0 = 0.
To avoid possible misunderstanding, we stress that we
are interested in the model with finite and arbitrary c0,
and that more involved calculation with the full-scale
propagators (2.14) would give the same results (2.25),
(2.28) for the renormalization constants. In this respect,
the parameter c0 is similar to τ ∝ T−Tc, deviation of the
temperature from its critical value, in models of critical
behavior: in the MS scheme, the renormalization con-
stants do not depend on it and can be calculated directly
at the critical point τ = 0.
The simple expression Z5 = 1 results from the can-
cellation of nontrivial contributions from three Feynman
diagrams; we see no reason to expect that it is valid to
all orders in g.
D. RG equations and RG functions
Let us recall a simple derivation of the RG equations;
detailed discussion can be found in [11, 12]. The RG
equations are written for the renormalized correlation
functions GR = 〈Φ · · ·Φ〉R, which differ from the orig-
inal (unrenormalized) ones G = 〈Φ · · ·Φ〉 only by nor-
malization and choice of the parameters, and thus can
be equally used for the analysis of the critical behavior.
The relation SR(Φ, e, µ) = S(ZΦΦ, e0) between the func-
tionals (2.12) and (2.22) results in the relations
G(e0, . . . ) = Z
Nφ
φ Z
Nφ′
φ′ G
R(e, µ, . . . ) (2.29)
between the correlation functions. Here, as usual, Nφ
and Nφ′ are the numbers of corresponding fields enter-
ing into G (we recall that in our model Zv = Zv′ = 1);
e0 = {ν0, g0, u0, v0} is the full set of bare parameters
and e = {ν, g, u, v} are their renormalized counterparts;
the ellipsis stands for the other arguments (times, coor-
dinates, momenta etc.).
We use D˜µ to denote the differential operation µ∂µ for
fixed e0 and operate on both sides of the equation (2.29)
with it. This gives the basic RG differential equation:
{DRG +Nφγφ +Nφ′γφ′} GR(e, µ, . . . ) = 0, (2.30)
where DRG is the operation D˜µ expressed in the renor-
8malized variables:
DRG = Dµ +βg∂g +βu∂u +βv∂v − γνDν − γcDc. (2.31)
Here we have written Dx ≡ x∂x for any variable x. The
anomalous dimension γF of a certain quantity F (a field
or a parameter) is defined as
γF = Z
−1
F D˜µZF = D˜µ lnZF , (2.32)
and the β functions for the three dimensionless coupling
constants g, u and v are
βg = D˜µg = g [−y − γg],
βu = D˜µu = −uγu,
βv = D˜µv = −vγv, (2.33)
where the second equalities result from the definitions
and the relations (2.29).
From the relations (2.24) we obtain
βg = g [−y + 3γ1],
βu = u [γ1 − γ2],
βv = v [γ2 − γ3], (2.34)
and for the anomalous dimensions we have
γφ = −γφ′ = γ4, γc = (γ4 + γ5)/2, γν = γ1,
γv = γv′ = γα = γm = 0. (2.35)
The relations in the second line follow from the absence
of renormalization of the corresponding fields and param-
eters; see the remarks below equation (2.24).
In the MS scheme all the renormalization constants
have the form
ZF = 1 +
∞∑
n=1
z(n)y−n, (2.36)
where the coefficients z(n) do not depend on y. Then
from the definition and the expressions (2.33) it follows
that the corresponding anomalous dimension is deter-
mined solely by the first-order coefficient:
γF = −Dgz(1), (2.37)
see e.g. the discussion [11, 12]. Then in the one-loop
approximation from the explicit expressions (2.25) one
finds:
γ1 = −Agˆ, γ2 = −Bgˆ/u,
γ3 = gˆ
(d− 1)
2dv(v + 1)
+ αgˆ
(u− v)
2duv(u+ v)2
,
γ4 = gˆ
(1− d)
2d(u+ 1)(v + 1)
, γ5 = 0 (2.38)
with A and B from (2.28) and the corrections of order gˆ2
and higher.
E. The IR attractive fixed point
It is well known that possible IR asymptotic regimes
of a renormalizable field theoretic model are associated
with IR attractive fixed points of the corresponding RG
equations. The coordinates g∗ of the fixed points are
found from the equations
βi(g∗) = 0, (2.39)
where g = {gi} is the full set of coupling constants and
βi are the corresponding β functions. The type of a fixed
point is determined by the matrix
Ωij = ∂βi/∂gj |g=g∗ . (2.40)
For the IR stable fixed points the matrix Ω is positive,
i.e., the real parts of all its eigenvalues are positive.
In our model, g = {gˆ, u, w}, and the β functions are
given be the relations (2.33) and the explicit one-loop
expressions (2.38). We do not include the dimensionless
parameter α into the list of coupling constants, because
it is not renormalized (α0 = α and Zα = 1) and the
corresponding function βα = −αγα vanishes identically.
Thus the equation βα = 0 imposes no restriction on the
value of α, and it remains a free parameter.
Analysis of the expressions (2.33), (2.38) and (2.28)
shows that in the physical range of parameters
(gˆ, u, v, α > 0) there is only one IR attractive fixed point
with the coordinates
gˆ∗ =
4dy
3(d− 1) , u∗ = v∗ = 1, (2.41)
with possible higher-order corrections in y.
Let us briefly explain derivation of (2.41). Any fixed
point with gˆ∗ = 0 cannot be IR attractive, because one
of the eigenvalues of the matrix Ω coincides with the
diagonal element ∂gβg = −y < 0. For gˆ∗ 6= 0 from
the equation βg = 0 we immediately find the relation
γ∗1 = γ
∗
ν = y/3, valid to all orders in y (here and below
γ∗F = γF (g∗) for any F is the value of the anomalous di-
mension at the fixed point in question). Substituting this
relation into the equation βu = 0 gives the equation for
u∗ with the only positive solution u∗ = 1. Substituting
it into the equation βg = 0 gives the value of gˆ∗ (it is im-
portant here that the functions βg and βu in the one-loop
approximation do not depend on v). Finally, substituting
the known values of gˆ∗ and u∗ into the relation βv = 0
gives the equation for v∗ with the only positive solution
v∗ = 1. Now it is easy to see that the matrix (2.40) at
the fixed point (2.41) is triangular, so that its eigenval-
ues coincide with the diagonal elements and are easily
calculated from the explicit expressions (2.38). They are
positive for all y > 0, α > 0 and d > 2.
It is also worth noting that the so-called “RG flows”
(solutions to the RG equations for the RG-invariant or
“running” coupling constants) cannot leave the physical
range gˆ, u, v > 0 (for the physical initial data). This
9follows from the fact that all the β functions vanish for
g = 0 and that the functions βu and βv are negative for
u = 0 and v = 0, respectively:
βu|u=0 = −gˆ (d− 1)
2d(d+ 2)
, βv|v=0 = −gˆ
{
(d− 1)
2d
+
1
du2
}
.
It then follows that the IR asymptotic behavior of the
Green functions in our model can be governed only by
the fixed point (2.41): even if some other fixed points
exist in the unphysical range, they cannot be reached by
the RG flow.
Changing to the new variable f = 1/u one can find an-
other fixed point with f∗ = 0 and gˆ∗ = 4(d+2)y/3(d−1).
From the explicit form of the propagators (2.14) it fol-
lows, that the limit u → ∞ corresponds to the purely
transverse velocity field, while the scalar field decouples.
The point is unstable (it is a saddle point) in agreement
with the analysis of Refs. [40–42] which shows that the
leading-order correction in the Mach number to the in-
compressible scaling regime destroys its stability (in the
RG terminology, it is relevant in the sense of Wilson).
F. IR behavior and the critical dimensions
It follows from the solution of the RG equation (2.30)
that when an IR fixed point is present, the leading term
of the IR asymptotic behavior of the Green function GR
satisfies the equation (2.30) with the replacement g → g∗
for the full set of the couplings; see e.g. the monograph
[12]. In our case this gives{
Dµ − γ∗νDν − γ∗cDc +
∑
Φ
NΦγ
∗
Φ
}
GR = 0. (2.42)
We recall that Dx ≡ x∂x for any variable x, γ∗F is the
fixed-point value of the anomalous dimension γF , and
the summation over all types of the fields Φ is implied.
In the one-loop approximation, from (2.38) and (2.41) we
obtain
γ∗ν = y/3 (exact), γ
∗
φ = −γ∗φ′ = −y/6 +O(y2),
γ∗c = −y/12 +O(y2). (2.43)
Canonical scale invariance is expressed by the two
equations {∑
F
dkFDF − dkG
}
GR = 0,{∑
F
dωFDF − dωG
}
GR = 0, (2.44)
with the summations over all the arguments of the func-
tion GR. From table 1 we obtain{
−Dx +Dµ +Dm − 2Dν −Dc −
∑
Φ
NΦd
k
Φ
}
GR = 0,{
−Dt +Dν +Dc −
∑
Φ
NΦd
ω
Φ
}
GR = 0,
(2.45)
where the dimensions dk,ωΦ of the fields are also given in
the table. Each of the equations (2.42), (2.45) describes
the scaling with dilatation of the variables whose deriva-
tives enter the differential operator. One is interested in
the scaling with fixed “IR irrelevant” parameters µ and
ν; see [12, 14, 15]. In order to derive the corresponding
scaling equation one has to combine (2.42), (2.45) such
that the derivatives with respect to these parameters be
eliminated; this gives:{
−Dx + ∆tDt + ∆cDc + ∆mDm −
∑
Φ
NΦ∆Φ
}
GR = 0
(2.46)
with
∆F = d
k
F + ∆ωd
ω
F + γ
∗
F , ∆ω = −∆t = 2− γ∗ν . (2.47)
Here ∆F is the critical dimension of the quantity F (fol-
lowing [12, 14, 15] we use this term to distinguish it from
canonical dimensions), while ∆t and ∆ω are the critical
dimensions of the time and the frequency.
From table 1 and expressions (2.43) we obtain
∆v = 1−y/3, ∆v′ = d−∆v, ∆ω = 2−y/3, ∆m = 1
(2.48)
(these results are exact due to γ∗ν = y/3 and γ
∗
v,v′,m = 0)
and
∆φ = d−∆φ′ = 2−5y/6+O(y2), ∆c = 1−5y/12+O(y2).
(2.49)
We note that the analogs of the expressions (2.48), (2.49)
in Ref. [45] contain a few misprints.
Surprisingly enough, all the results (2.41), (2.43),
(2.48), (2.49) are independent on α (and some of them
do not depend on d). They are valid for all α > 0, but
the case α→∞ (purely potential random force) requires
special attention. To study this limit, one should pass to
the new couplings g′ = gα, b = 1/α and then set b = 0
at finite g′. This gives
βg′ = −yg′, βu = g′ (u− 1)
2du(1 + u)2
, βv = g
′ (v − u)
du(u+ v)2
.
(2.50)
The system (2.50) has no IR attractive fixed point, be-
cause from βg′ = 0 it necessarily follows that g
′ = 0, and
such a point cannot be IR attractive due to ∂g′βg′ =
−y < 0. In principle, the needed fixed point with
g′∗ ∼ y1/2 can appear on the two-loop level, if the term of
order (g′)3 appears in βg′ . Then the results (2.48) remain
valid, while (2.49) should be revised.
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III. PASSIVE SCALAR FIELDS:
RENORMALIZATION, RG FUNCTIONS AND
FIXED POINT
A. The models and their field theoretic formulation
There are two main types of diffusion-advection prob-
lems for the compressible velocity field [39]. Passive ad-
vection of a density field θ(x) ≡ θ(t,x) (say, the density
of a pollutant) is described by the equation
∂tθ + ∂i(viθ) = κ0∂
2θ + f, (3.1)
while the advection of a “tracer” (temperature, specific
entropy, or concentration of the impurity particles) is de-
scribed by
∂tθ + (vi∂i)θ = κ0∂
2θ + f. (3.2)
Here ∂t ≡ ∂/∂t, ∂i ≡ ∂/∂xi, κ0 is the molecular diffusiv-
ity coefficient, ∂2 = ∂i∂i is the Laplace operator, v(x) is
the velocity field, and f ≡ f(x) is a Gaussian noise with
zero mean and given covariance,
〈f(x)f(x′)〉 = δ(t− t′)C(r/L), r = x− x′. (3.3)
Here C(r/L) is some function finite at (r/L) → 0 and
rapidly decaying for (r/L) → ∞. In the following, we
do not distinguish the integral scale L, related to the
noise, and its analog L = m−1 in the correlation func-
tion of the stirring force (2.11). Without loss of general-
ity, one can set C(0) = 1 (the coefficient can be absorbed
by rescaling of θ and f). The noise mimics the effects
of initial and/or boundary conditions: it maintains the
steady state of the system and serves as the source of
the large-scale anisotropy. (The latter term means that
the anisotropy is introduced at scales of order L, while
the statistics of the velocity field remains isotropic. The
case of anisotropic velocity statistics is discussed, within
the RG+OPE approach, in Refs. [51].) In more real-
istic formulations, the noise can arise from an imposed
linear gradient of the (temperature) field. It turns out,
however, that the specific form of the random stirring is
unimportant, and in the following we use the artificial
noise with the correlation function (3.3).
In the absence of the noise, equation (3.1) has the form
of a continuity equation (conservation law); θ being the
density of a corresponding conserved quantity. For (3.2),
the conserved quantity is the auxiliary (response) field
θ′, which appears in the field-theoretic formulation of the
problem; see below. If the function in (3.3) is chosen such
that its Fourier transform C(k) vanishes at k = 0, the
fields θ or θ′ remain to be conserved in the statistical
sense in the presence of the external stirring.
The models (3.1) and (3.2) were thoroughly studied for
the case of Kraichnan’s rapid-change model [21]–[28]; the
case of Gaussian velocity statistics with finite correlation
time was studied in [29, 30].
The stochastic problem (3.1), (3.3) is equivalent to
the field theoretic model of the full set of fields Φ ≡
{θ′, θ, v′, v, φ′, φ} with the action functional
SΦ(Φ) = Sθ(θ′, θ, v) + S(v′, v, φ′, φ), (3.4)
where
Sθ(θ′, θ, v) = 1
2
θ′Dfθ′ + θ′
{−∂tθ − ∂i(viθ) + κ0∂2θ}
(3.5)
is the De Dominicis–Janssen action for the stochastic
problem (3.1), (3.3) at fixed v, while the second term
is given by (2.12) and the represents the velocity statis-
tics; Df is the correlation function (3.3), and, as usual,
all the required integrations and summations over the
vector indices are implied.
In addition to (2.14), the diagrammatic technique in
the full problem involves two propagators
〈θθ′〉0 = 〈θ′θ〉∗0 =
1
−iω + κ0k2 ,
〈θθ〉0 = C(k)
ω2 + κ20k
4
, (3.6)
and the new vertex −θ′∂i(viθ) = Viθ′viθ. In the momen-
tum representation, the vertex factor Vi in the diagrams
has the form
Vi(k) = iki, (3.7)
where k is the momentum argument of the field θ′ (using
integration by parts, the derivative at the vertex can be
moved onto the field θ′).
The problem (3.2), (3.3) corresponds to the action
(3.4), where the part Sθ is given by
Sθ(θ′, θ, v) = 1
2
θ′Dfθ′ + θ′
{−∂tθ − (vi∂i)θ + κ0∂2θ} .
(3.8)
The propagators are given by the same expressions (3.6),
while the vertex factor (3.7) is replaced with
Vi(k) = −iki, (3.9)
where k is the momentum argument of the field θ.
B. UV renormalization and all that
Canonical dimensions of the new fields and parameters
that appear in the models (3.4), (3.5), (3.8) are given in
table 1, where we introduced a new dimensionless param-
eter w0 = κ0/ν0 with ν0 from (2.1).
Now in the expression (2.18) for the formal index of UV
divergence the summation runs over the full set of fields
Φ ≡ {θ′, θ, v′, v, φ′, φ}. The rules (i)-(iv) from section II C
should be extended and augmented as follows:
(i) All the 1-irreducible Green functions without the
response fields v′, φ′, θ′ vanish identically and require no
counterterms.
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(ii) In the model (3.8), the field θ enters the vertex
−θ′(vi∂i)θ only in the form of derivative. Then the ex-
pression (2.19) for the real index of divergence should be
modified as
δ′Γ = δΓ −Nφ −Nθ. (3.10)
In the model (3.5), the derivative at the vertex −θ′∂i(viθ)
can be moved onto the field θ′ using integration by parts,
and the real index becomes
δ′Γ = δΓ −Nφ −Nθ′ . (3.11)
Since the field θ in model (3.8) and θ′ in model (3.8) can
enter the counterterms only in the form of spatial deriva-
tives, the counterterm θ′∂tθ to the 1-irreducible Green
function 〈θ′θ〉1−ir with δΓ = 2, δ′Γ = 1 is forbidden for
the both models.
(iii) Another consequence of (ii) is that the countert-
erms to the 1-irreducible function 〈θ′vθ〉1−ir with δΓ = 1,
δ′Γ = 0 necessarily reduce to the form θ
′∂i(viθ) for the
model (3.5) and θ′(vi∂i)θ for the model (3.8). Galilean
symmetry requires, however, that these monomials enter
the counterterms in the form of invariant combinations
θ′[∂tθ + ∂i(viθ)] and θ′∇tθ. Hence, they are also forbid-
den.
(iv) From the straightforward analysis of the Feynman
diagrams it follows that, for any 1-irreducible function,
Nθ′ − Nθ = 2N0, where N0 is the total number of bare
propagators 〈θθ〉0 entering the diagram. Clearly, no di-
agram with N0 < 0 can be constructed, so that the dif-
ference Nθ′ −Nθ is an even non-negative integer for any
nontrivial Green function. This fact, a consequence of the
linearity of the original stochastic equations (3.1), (3.2)
in the field θ, appears crucial for the renormalizability of
the models (3.5) and (3.8). Indeed, the total canonical
dimension dθ = −1 is negative (in contrast to most con-
ventional field theoretic models), so that the index (3.11)
increases with Nθ, while (3.10) does not depend on Nθ.
Without the restriction Nθ ≤ Nθ′ , we would face the
infinity of superficially divergent functions 〈θ′θ . . . θ〉1−ir,
and hence the lack of renormalizability.
Finally, we are left with the only superficially diver-
gent 1-irreducible Green function 〈θ′θ〉1−ir with the only
counterterm θ′∂2θ. It is naturally reproduced as mul-
tiplicative renormalization of the diffusion coefficient,
κ0 = κZκ. No renormalization of the fields θ
′, θ is
needed: Zθ′ = Zθ = 1. The renormalized analog of the
action functional (3.5) has the form
SRΦ (Φ) = SRθ (θ′, θ, v) + SR(v′, v, φ′, φ) (3.12)
with SR from (2.22) and
SRθ (θ′, θ, v) =
1
2
θ′Dfθ′ + θ′
{−∂tθ − ∂i(viθ) + κZκ∂2θ} , (3.13)
and similarly for (3.8):
SRθ (θ′, θ, v) =
1
2
θ′Dfθ′ + θ′
{−∂tθ − (vi∂i)θ + κZκ∂2θ} . (3.14)
It remains to note that, if the term with Df is omit-
ted, the models (3.5) and (3.8) can be mapped onto each
other by means of the interchange θ(t,x) ↔ θ′(t,x) and
the reflection t→ −t. In particular, this means that the
renormalization constants Zκ in (3.13) and (3.14) coin-
cide to all orders of the perturbation theory, because the
correlator Df does not appear in the relevant diagrams;
see the next subsection.
C. Explicit leading-order results. Fixed points and
scaling dimensions
Let us turn to the explicit calculation of the renor-
malization constant Zκ in the leading one-loop order;
for definiteness, consider the case of the density field
(3.13). The constant is found from the requirement that
the 1-irreducible Green function 〈θ′θ〉1−ir be UV finite
(that is, finite at y → 0) when expressed in renormalized
parameters. The corresponding Dyson equation in the
frequency–momentum representation reads:
〈θ′θ〉1−ir(ω, p) = +iω − κ0p2 + Σθ′θ(ω, p), (3.15)
where the “self-energy operator” Σθ′θ is given by the in-
finite sum of 1-irreducible graphs. In the one-loop ap-
proximation it has the form:
Σθ′θ =
                 
 
X 
X     + X     +     … 
X 
X X 
X 
X     +                                              +     … 
X 
X 
(3.16)
where the wavy line denotes the bare propagator 〈vv〉0
from (2.14), the solid line with a slash denotes the bare
propagator 〈θθ′〉0 from (3.6), the slashed end correspond-
ing to the field θ′. The dots with three attached fields θ′,
θ, v denote the vertex (3.7).
In the leading-order approximation, the renormaliza-
tion constant in the bare term of (3.15) is taken only in
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the first order in g, that is, κ0 = κZκ ' κ(1 + z(1)g/y),
while in the diagram (3.16) all Z’s are replaced with uni-
ties. Furthermore, we only need to know the divergent
part of (3.16), which is proportional to p2 (see the pre-
ceding subsection). Thus we can set ω = 0 in (3.15) and
keep in the expansion in p of the resulting integrand only
the p2 term. Like for the original NS model, its diver-
gent part is independent on c0 ∼ c and can be calculated
directly at c = 0; see the discussion in subsec. II C. Then
the expression for (3.16) becomes:
Σθ′θ = ips
∫
dω′
2pi
∫
k>m
dk
(2pi)d
i(p+k)l
Dsl(ω
′,k)
−iω′ + wν|p + k|2 ,
(3.17)
where
Dsl(ω
′,k) = gµyν3
{
P⊥sl (k)
(ω′)2 + ν2k4
+
αP
‖
sl(k)
(ω′)2 + u2ν2k4
}
(3.18)
is the velocity correlation function from (2.14) with the
proper substitutions, including c = 0.
Integrations over the frequency are easily performed,
for example,
∫
dω′
2pi
1
−iω′ + wν|p + k|2
1
(ω′)2 + u2ν2k4
=
1
2uν2k2(uk2 + w|p + k|2) . (3.19)
In the terms containing the factor pspl one can immedi-
ately set p = 0 in (3.19), while in the exceptional term
with psklP
‖
sl(k) = psks one should expand (3.19) up to
the linear term in p:
1
uk2 + w|p + k|2 =
1
(u+ w)k2
{
1− 2w
(u+ w)
(pk)
k2
}
.
With the aid of the formulas
∫
dkkif(k) = 0,
∫
dk
kiks
k2
f(k) =
δis
d
∫
dk f(k),
∫
dk
kiksklkp
k4
f(k) =
δisδlp + δilδsp + δipδsl
d(d+ 2)
∫
dkf(k), (3.20)
where f(k) is any function depending only on k = |k|, all
the resulting integrals are reduced to the scalar integral
J(m) =
∫
k>m
dk
1
kd+y
= Sd
m−y
y
(3.21)
with Sd from (2.27).
Collecting all the terms gives
Σθ′θ = − gˆ
2dy
( µ
m
)y { (d− 1)
(1 + w)
+
α
u(u+ w)
− 2αw
u(u+ w)2
}
(3.22)
with gˆ defined in (2.26). Then the renormalization con-
stant, needed to cancel the pole in y in (3.15), in the MS
scheme should be chosen as
Zκ = 1− gˆ
2dwy
{
(d− 1)
(1 + w)
+
α(u− w)
u(u+ w)2
}
, (3.23)
while the corresponding anomalous dimension is
γκ =
gˆ
2dw
{
(d− 1)
(1 + w)
+
α(u− w)
u(u+ w)2
}
, (3.24)
with the corrections of the order gˆ2 and higher.
The function βw = D˜µw for the new dimensionless
parameter w has the form
βw = −wγw = w[γν − γκ], (3.25)
cf. equation (2.33). Substituting the one-loop expres-
sions (2.41), (3.24) and the exact relation (2.43) into the
equation βw = 0 gives, after some simple algebra, the
equation
(w − 1)[(d− 1)(w + 1)(w + 2) + 2α] = 0, (3.26)
with the only positive solution w∗ = 1.
The corresponding new eigenvalue of the matrix (2.40)
coincides with the diagonal element
∂βw/∂w|g=g∗ = y[3(d− 1) + α]/6(d− 1) > 0,
because the functions (2.33) do not depend on w. We
conclude that the fixed point with the coordinates (2.41)
and w∗ = 1 is IR attractive in the full space of couplings
g, u, v, w and governs the IR asymptotic behavior of the
full-scale models (3.5), (3.8).
The critical dimensions of the fields θ, θ′ are obtained
from the data in table 1 and the expression (2.47) for ∆ω:
∆θ = −1 + y/6, ∆θ′ = d+ 1− y/6. (3.27)
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These expressions are exact due to the absence of renor-
malization of the fields θ and θ′.
IV. COMPOSITE FIELDS AND THEIR
DIMENSIONS
The key role in the following will be played by certain
composite fields (“composite operators” in the quantum-
field terminology). A local composite operator is a mono-
mial or polynomial constructed from the primary fields
Φ(x) and their finite-order derivatives at a single space-
time point x = {t,x}. In the Green functions with such
objects, new UV divergences arise due to coincidence of
the field arguments. They are removed by additional
renormalization procedure. As a rule, operators mix
in renormalization: renormalized operators are given by
certain finite linear combinations of the original mono-
mials. However, in the following only a simpler situation
will be encountered, when the original operator F (x) and
the renormalized one FR(x) are related by multiplicative
renormalization F (x) = ZFF
R(x) with the renormaliza-
tion constant of the form (2.36). Then the critical di-
mension of the operator is given by the same expression
(2.47) and, in general, differs from the simple sum of the
dimensions of the fields and derivatives that enter the
operator.
The total canonical dimension of any 1-irreducible
Green function Γ with one operator F (x) and arbitrary
number of primary fields (the formal index of UV diver-
gence) is given by
δΓ = dF −
∑
Φ
NΦdΦ, (4.1)
whereNΦ are the numbers of the fields entering into Γ, dΦ
are their total canonical dimensions, dF is the canonical
dimension of the operator, and the summation over all
types of the fields is implied. Superficial UV divergences
can be present only in the functions Γ with a non-negative
integer δΓ.
A. Renormalization of the composite fields θn.
Explicit leading-order results
Let us begin with the simplest case of the operators
F (x) = θn(x) in the density model. Then dF = −n in
(4.1). Due to the linearity of the stochastic equation (3.1)
in θ, the number of fields θ in any 1-irreducible function
with the operator F (x) cannot exceed their number in
the operator itself. This is easily seen from the fact that
the chains of the propagators 〈θ′θ〉0, 〈θθ〉0 in any dia-
gram cannot branch; cf. item (iv) in sec. II C. Then the
analysis of expression (4.1) shows that the superficial di-
vergence can only be present in the 1-irreducible function
with Nθ = n and NΦ = 0 for the fields Φ other than θ.
For this function δΓ = 0, the divergence is logarithmic,
and the corresponding counterterm has the form θn(x).
Hence, our operators are multiplicatively renormalizable:
F (x) = ZnF
R(x) with certain renormalization constants
of the form (2.36).
Now we turn to the calculation of the constants Zn
in the leading (one-loop) approximation. Let Γ(x; θ) be
the generating functional of the 1-irreducible Green func-
tions with one composite operator F (x) and any number
of fields θ. Here x = {t,x} is the argument of the op-
erator and θ is the functional argument, the “classical
analog” of the random field θ. We are interested in the
θn term of the expansion of Γ(x; θ) in θ(x), which we
denote Γn(x; θ). It can be written as
Γn(x; θ) =
∫
dx1 · · ·
∫
dxn θ(x1) · · · θ(xn) 〈F (x)θ(x1) · · · θ(xn)〉1−ir. (4.2)
In the one-loop approximation the function (4.2) is rep-
resented diagramatically as follows:
Γn(x; θ) = F (x) +
1
2
                 
 
X 
X     + X     +     … 
X 
X X 
X 
X     +                                              +     … 
X 
X 
(4.3)
The first term is the tree (loopless) approximation, and
the thick dot with the two attached lines in the dia-
gram denotes the operator vertex, that is, the variational
derivative
V (x;x1, x2) = δ
2F (x)/δθ(x1)δθ(x2). (4.4)
In the present case, the vertex
V (x;x1, x2) = n(n−1) θn−2(x) δ(x−x1)δ(x−x2) (4.5)
contains (n− 2) fields θ. (We recall that δθ(x)/δθ(x′) =
δ(x − x′) ≡ δ(t − t′)δ(x − x′).) Two more fields are
attached to the plain vertices θ′∂(vθ) at the bottom of
the diagram.
Since the divergence is logarithmic, one can set all the
external frequencies and momenta equal to zero. Then
all θ’s acquire the common argument x and the diagram
becomes proportional to the operator θn(x) with the co-
efficient, given by the “core” of the diagram:∫
dω
2pi
∫
dk
(2pi)d
kskl
1
ω2 + w2ν2k4
Dsl(ω,k), (4.6)
where the first factor in the integrand comes from the
vertices (3.7), the second one comes from the propagators
〈θ′θ〉0 in (3.6) with the replacement κ0 → wν, and the
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last factor is the velocity propagator from (3.18). Note
that only the second term from Dsl gives nonvanishing
contribution to (4.6). Integration over the frequency is
easily performed using the formula∫
dω
2pi
1
(ω2 + a2)(ω2 + b2)
=
1
2ab(a+ b)
, (4.7)
and after the contraction of the tensor indices the integral
over the momentum reduces to (3.21). Collecting all the
factors gives
Γn(x; θ) = θ
n(x)
{
1 +
n(n− 1)
2
αgˆ
2wu(u+ w)
( µ
m
)y 1
y
}
, (4.8)
with gˆ defined in (2.26) and up to a finite part and higher-
order corrections.
The renormalization constant Zn is found from the re-
quirement that the renormalized analog ΓRn = Z
−1
n Γn of
the function (4.2) be UV finite in terms of renormalized
parameters (mind the minus sign in the exponent). In
our approximation, it is sufficient to replace θn → Z−1n θn
only in the first term of the expression (4.8) and then to
choose Zn to cancel the pole in the second term. In the
MS scheme this gives
Zn = 1 +
n(n− 1)
2
αgˆ
2wu(u+ w)
1
y
. (4.9)
Then for the corresponding anomalous dimension eq.
(2.37) gives
γn = −n(n− 1)
2
αgˆ
2wu(u+ w)
, (4.10)
with the higher-order corrections in gˆ.
For the critical dimensions of the operators θn from
the expression (2.47) one obtains
∆[θn] = n∆θ + γ
∗
n, (4.11)
and substituting the fixed-point values (2.41) and w∗ = 1
into (4.10) finally gives
∆[θn] = −n+ ny
6
− n(n− 1)αdy
6(d− 1) , (4.12)
with the higher-order corrections in y. These dimensions
are negative (“dangerous” in the terminology of [12–15])
and decrease as n grows. One can argue that danger-
ous operators can always appear in a field theoretic only
as infinite families with the spectrum of dimensions not
bounded from below.
Now let us turn to the same operators θn in the
tracer model. From the expression (4.1) and the lin-
earity of the stochastic equation (3.2) it follows that,
like for the density case, the superficial UV diver-
gences can only be present in the 1-irreducible function
〈θn(x)θ(x1) · · · θ(xn)〉1−ir. Clearly, at least one of the ex-
ternal tails of the field θ is attached to a vertex θ′(v∂)θ:
it is impossible to construct a nontrivial diagram of the
desired type with all the external tails attached only to
the vertex (4.5) of the operator F (x). Therefore at least
one derivative ∂, acting on a tail θ, appears as an exter-
nal factor in the diagram. Consequently, its real index of
divergence δ′Γ is necessarily negative, and the diagram is
in fact UV convergent; cf. item (iii) in sec. II C.
This means that the operators θn are in fact UV finite,
Zn = 1, and their scaling dimensions are given by the
expression
∆[θn] = n∆θ = −n+ ny/6 (4.13)
exactly, that is, with no higher-order corrections in y.
B. Renormalization of the composite fields (∂θ)n in
the tracer model. Explicit leading-order results
In the tracer model, of special importance are tensor
operators, constructed solely of the gradients of the pas-
sive scalar field. Such operators with the lowest canoni-
cal dimension contain the minimal number of derivatives
(one derivative per each field) and have the form
F
(n,l)
i1...il
= ∂i1θ · · · ∂ilθ (∂iθ∂iθ)s + . . . . (4.14)
Here l is the number of the free vector indices (the rank
of the tensor) and n = l + 2s is the total number of the
fields θ entering into the operator. The ellipsis stands
for the subtractions with Kronecker’s delta symbols that
make the operator irreducible (so that contraction with
respect to any pair of the free tensor indices vanish), for
example,
F
(2,2)
ij = ∂iθ∂jθ −
δij
d
(∂kθ∂kθ). (4.15)
For all these operators dF = 0, and the real index
of divergence is δ′Γ = δΓ − Nθ with δΓ from (4.1). In-
deed, now one derivative ∂ appears as an external fac-
tor in a diagram for any external tail θ, no matter is it
attached to the ordinary vertex θ′(v∂)θ or to the ver-
tex (4.5) for the operator (4.14). Like for the operators
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θn, the number of the fields θ in any 1-irreducible func-
tion cannot exceed their number in the operator itself:
Nθ ≤ n, cf. the discussion in sec. IV A. It then follows
that superficial UV divergences can only be present in
the 1-irreducible functions 〈F (n,l)(x)θ(x1) . . . θ(xk)〉1−ir
with k ≤ n. For such functions δ′Γ = 0 and δΓ = k, so
that the corresponding counterterm can only involve the
monomials F (k,p) from (4.14) with certain values of the
rank p. We conclude that the family of the operators
(4.14) is closed with respect to renormalization in the
sense that F (n,l) = Z(n,l)(k,p)F
(k,p)
R with a certain ma-
trix of renormalization constants. Since Z(n,l)(k,p) = 0
for k > n, this matrix is block-triangular with the diag-
onal sub-blocks corresponding to n = k, and so is the
corresponding matrix ∆F in (2.47).
We are interested presumably in the scaling dimen-
sions, associated with the operators (4.14). They are
given by the eigenvalues of the matrix ∆F , which are
completely defined by its diagonal sub-blocks. A sim-
ple analysis shows that the corresponding diagrams do
not involve the propagator 〈θθ〉0 from (3.6); this is again
a consequence of the linearity of the original stochastic
equation (3.2). Hence, the diagonal blocks can be calcu-
lated directly in the model without the random noise in
(3.2), because the correlation function of the noise (3.3)
enters the diagrams only via the propagator 〈θθ〉0. The
function (3.3) is the only source of the anisotropy in the
problem. Without the noise, the model becomes SO(d)
covariant, and the irreducible tensor operators with dif-
ferent ranks cannot mix in renormalization. This means
that the diagonal sub-blocks of the matrix ∆F are in fact
diagonal, and their diagonal elements coincide with the
eigenvalues of the full matrix ∆F .
We finally conclude that, as long as the scaling dimen-
sions are concerned, the operators (4.14) can be treated
as multiplicatively renormalizable, F (n,l) = Z(n,l)F
(n,l)
R
with certain renormalization constants Z(n,l), the diago-
nal elements of the full matrix Z(n,l)(k,p).
For practical calculations, it is convenient to contract
the tensors (4.14) with an arbitrary constant vector λ=
{λi}. The resulting scalar operator has the form
F (n,l) = (λiwi)
l(wiwi)
s + . . . , wi ≡ ∂iθ, (4.16)
where the subtractions, denoted by the ellipsis, necessar-
ily involve the factors of λ2 = λiλi. The counterterm to
F (n,l) is proportional to the same operator, and in or-
der to find the constant Z(n,l), it is sufficient to retain
only the principal monomial, explicitly shown in (4.16),
and to discard in the result all the terms with factors of
λ2. Then, using the chain rule, the vertex (4.4) for the
operator F (n,l) can be written in the form
V (x;x1, x2) =
∂2F (n,l)
∂wi∂wj
∂iδ(x− x1) ∂jδ(x− x2) (4.17)
up to irrelevant terms. The differentiation gives
∂2F (n,l)/∂wi∂wj = 2s(w
2)s−2(λw)l
[
δijw
2 + 2(s− 1)wiwj
]
+ l(l − 1)(w2)s(λw)l−2λiλj +
+ 2ls(w2)s−1(λw)l−1(wiλj + wjλi), (4.18)
where w2 = wkwk and (λw) = λkwk. Two more factors
wpwr are attached to the bottom of the diagram, the
derivatives coming from the vertices θ′(v∂)θ. The UV
divergence is logarithmic, and one can set all the external
frequency and momentum equal to zero; then the core of
the diagram takes on the form
∫
dω
2pi
∫
k>m
dk
(2pi)d
kikj Dpr(ω,k)
1
ω2 + w2ν2k4
. (4.19)
Here the first factor comes from the derivatives in (4.17),
Dpr from (3.18) is the velocity correlation function (2.14),
and the last factor comes from the two propagators
〈θ′θ〉0. The substitutions Z → 1, c → 0 are made; cf.
the discussion in sec. III C.
Intergations over the frequency are easily performed
using (4.7), then all the resulting integrals over k are
reduced to the scalar integral (3.21) using the relations
(3.20). Combining all the factors, contracting the tensor
indices and expressing the result in n = l+2s and l gives:
Γn(x; θ) = F
(n,l)(x)
{
1− gˆ
2yd(d+ 2)
( µ
m
)y ( Q1
2w(1 + w)
+ α
Q2
2wu(u+ w)
)}
, (4.20)
where
Q1 = −n(n+ d)(d− 1) + (d+ 1)l(l + d− 2), Q2 = −n(3n+ d− 4) + l(l + d− 2), (4.21)
and gˆ is defined in (2.26). Then the renormalization con- stant Z(n,l) in the MS scheme reads
Z(n,l) = 1− gˆ
2yd(d+ 2)
{
Q1
2w(1 + w)
+ α
Q1
2wu(u+ w)
}
,
(4.22)
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see the explanation in sec. IV A below eq. (4.8). Then for
the corresponding anomalous dimension eq. (2.37) gives
γ(n,l) =
gˆ
2d(d+ 2)
{
Q1
2w(1 + w)
+ α
Q1
2wu(u+ w)
}
,
(4.23)
with the higher-order corrections in gˆ.
Finally, for the scaling dimension, associated with the
operators (4.14), the general expression (2.47) gives
∆(n,l) = n+ n∆θ + γ
∗
(n,l) = ny/6 + γ
∗
(n,l). (4.24)
Substituting the fixed-point values (2.41) and w∗ = 1
into (4.23) one finally obtains
∆(n,l) = ny/6 +
y {Q1 + αQ1}
6(d− 1)(d+ 2) , (4.25)
with the higher-order corrections in y.
In particular, for the scalar operator with l = 0 one
obtains:
∆(n,0) =
−yn{(n− 2)(d− 1) + α(3n+ d− 4)}
6(d− 1)(d+ 2) . (4.26)
Again, we meet an infinite family of dangerous opera-
tors with the spectrum of dimensions not bounded from
below. For a fixed n, the dimension (4.25) increases
with the rank l, so that for the maximum possible
rank l = n one always has ∆(n,n) > 0. This hierar-
chy, which is conveniently expressed by the inequality
∂l∆(n,l) > 0, becomes more strongly pronounced when
α grows: ∂l∂α∆(n,l) > 0. All these properties will be
important in the OPE analysis of sec. V.
C. More tensor operators
We will also need to know the critical dimensions of the
lth rank irreducible tensor operators, built only of two
fields θ and l spatial derivatives. An example is provided
by the operator
Fi1...il(x) = θ(x)∂i1 · · · ∂ilθ(x) + . . . . (4.27)
As earlier in (4.14), the ellipsis stands for the subtrac-
tions with Kronecker’s delta symbols that make the op-
erator irreducible. Of course, for any given l > 1, there
are several such operators with different placement of the
derivatives: in the special case (4.27), all the derivatives
act on the same field. However, all the other such op-
erators differ from (4.27) by a total derivative, which is
easily seen from the relation
F (x)∂G(x) = −G(x)∂F (x) + ∂(F (x)G(x)). (4.28)
Thus the set of independent lth rank operators can be
chosen as (4.27) and the operators having the forms of
derivatives, for example, for l = 2, as θ∂i∂jθ + . . . and
∂i∂j(θθ) + . . . . In the calculation of their critical di-
mensions, it is sufficient to consider the SO(d) covariant
model without the noise (3.3); see the discussion in the
preceding subsection. Then the operators with different
ranks do not mix in renormalization. The analysis of
renormalization also shows that the operator (4.27) can
mix only with its own “family” of derivatives: the opera-
tors with additional derivatives (like ∂t or ∂
2) or with the
fields θ′, φ, φ′, v′ have too high canonical dimensions dF ,
the appearance of v is forbidden by Galilean symmetry,
and extra θ’s are forbidden by the linearity of the model.
The same relation (4.28) also shows that for odd l,
the operator (4.27) itself reduces to a derivative (more
precisely, to a linear combination of derivatives). In the
following, we will be interested only in the operators not
reducible to derivatives, and thus, from now on, we will
consider only even values of l. Then (4.27) is nontrivial
and it cannot admix to the derivatives from its family,
although they can admix to (4.27). Thus the correspond-
ing renormalization matrix ZF appears block triangular,
and so is the matrix ∆F . The eigenvalue, associated with
the nontrivial operator (4.27), coincides with the corre-
sponding diagonal element of ∆F . We conclude that in
the calculation of the critical dimension, associated with
the operator (4.27), the latter can be treated as if it were
multiplicatively renormalizable.
Like in the preceding subsection, it is convenient to
contract the operator (4.27) with an arbitrary constant
vector λ= {λi}. The resulting scalar operator has the
form
Fl = θ(λi∂i)
lθ + . . . , (4.29)
where the terms, denoted by the ellipsis, necessarily in-
volve the factors of λ2. In order to find the corresponding
renormalization constant Zl, it is sufficient to keep only
the principal monomial, explicitly shown in (4.16), and to
retain in the result for the counterterm only terms of the
same form. Then the relevant part of the vertex factor
(4.4) is
V (x;x1, x2) = δ(x− x1)(λi∂i)lδ(x− x2) + {x1 ↔ x2}.
(4.30)
The one-loop approximation for the functional (4.2)
for the operator (4.29) has the same form (4.3). Let us
choose the external momentum p to flow into the diagram
through the left lower vertex and to flow out through
the right lower one. The external momentum flowing
through operator’s vertex and all the external frequen-
cies are set equal to zero: this is sufficient to find the
needed counterterm. Furthermore, we will put w = u = 1
in the propagators from the very beginning, because we
are eventually interested in the value of the anomalous
dimension at the fixed point w∗ = u∗ = 1.
Let us begin with the tracer case. Then the core of the
diagram in (4.3) takes on the form
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pipj
∫
dω
2pi
∫
k>m
dk
(2pi)d
2il(λq)l
gµyν3k4−d−y
ω2 + ν2k4
{
P⊥ij (k) + αP
‖
ij(k)
} 1
ω2 + ν2q4
. (4.31)
Here the factor pipj comes from the vertices (3.9), the
factor 2il(λq)l comes from the vertex (4.30) for even l
(for the odd l the two terms in (4.30) would cancel each
other and instead of factor 2 one would get 0), the factors
depending on k represent the velocity correlation func-
tion from (2.14) with the proper substitutions, including
c = 0 and w = u = 1. The last factor comes from the
propagators 〈θ′θ〉0. The momentum k flows through the
velocity propagator, so that q = k + p.
In the resulting expression we retain only terms of the
form (λp)l and drop all the other terms, containing λ2
or p2. Thus we can replace
pipj
{
P⊥ij + αP
‖
ij
}
→ (α− 1)(pk)2/k2.
The integration over ω in (4.31) is easily performed using
(4.7) and gives:
gµy(α− 1)il
∫
k>m
dk
(2pi)d
(pk)2(λq)l
k−d−y
q2(k2 + q2)
. (4.32)
Now we expand all the denominators in the integrand
of (4.31) in p (dropping all the terms with p2):
1
q2
' 1
k2 + 2(pk)
=
1
k2
∞∑
s=0
(−2)s(pk)s
k2s
,
1
k2 + q2
' 1
2(k2 + pk)
=
1
2k2
∞∑
m=0
(−1)m(pk)m
k2m
, (4.33)
and expand the numerator using Newton’s binomial for-
mula:
(λq)l =
l∑
n=0
Cnl (λk)
n(λp)l−n. (4.34)
In the resulting three-fold series over n,m, s
l∑
n=0
Cnl (λp)
l−n
∞∑
m,s=0
(−1)m(−2)s(pk)m+s+2(λk)n
k2(s+m)
we only need to collect the terms proportional to (λp)l,
which leads to the restriction n = s + m + 2 and hence
to the finite double sum:
s+m+2≤l∑
s,m=0
(−1)m(−2)sCs+m+2l
(λp)l−m−s−2(pk)m+s+2(λk)s+m+2
k2(s+m)
. (4.35)
Substituting it to the (4.32) gives rise to the integrals
Ji1...i2n(m) =
∫
k>m
dk
(2pi)d
k−d−y
ki1 . . . ki2n
k2n
(4.36)
with n = s+m+ 2 ≥ 2. They are easily found using the
isotropy considerations, cf. (3.20):
Ji1...i2n(m) =
δi1i2 . . . δi2n−1i2n + all permutations
d(d+ 2) . . . (d+ 2n− 2) J(m)
(4.37)
with J(m) from (3.21). The sum over all possible per-
mutations of 2n tensor indices in the numerator of (4.37)
involves (2n − 1)!! = (2n)!/2nn! terms, but we have to
keep only the terms that give rise to the structure (λp)n
after the contraction with the vectors λ and p in (4.35).
It is easy to grasp that there are only n! such permuta-
tions.
Collecting all the factors gives for the core (4.31) of the
diagram in (4.3) the following expression:
il(λp)l(α− 1)gˆ
( µ
m
)y 1
2y
Sl(d), (4.38)
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where gˆ is defined in (2.26) and
Sl(d) =
s+m+2≤l∑
s,m=0
(−1)s+m2sCs+m+2l (s+m+ 2)!
d(d+ 2) . . . (d+ 2(s+m) + 2)
.
(4.39)
For l = 0, the sums (4.35) and (4.39) contain no terms,
so that S0(d) = 0.
For the functional (4.2) we then obtain (ipi → ∂i)
Γ2(x) = Fl(x)
{
1 + (α− 1) gˆ
4y
( µ
m
)y
Sl(d)
}
(4.40)
with the operator Fl from (4.29); note the additional
factor 1/2 from the symmetry coefficient in (4.2). Then
for the renormalization constant from the relation Fl =
ZlF
R
l in the MS scheme we obtain
Zl = 1 + (α− 1) gˆ
4y
Sl(d), (4.41)
and the corresponding anomalous dimension is:
γl(g) = −(α− 1) gˆ
4
Sl(d). (4.42)
The sum Sl(d) in (4.39) can be reduced to a simpler
one-fold sum for general l. Let us pass from s and m to
the new summation variables k = s+m and m and sub-
stitute the explicit expression for the binomial coefficient
Ck+2l = l!/(k + 2)!(l − k − 2)!. This gives
Sl(d) = l!
k+2≤l∑
k=0
{
k∑
m=0
1
2m
}
(−2)k
(l − k − 2)! d(d+ 2) . . . (d+ 2k + 2) . (4.43)
Now the internal summation over m is readily performed
to give 2 − 2−k, so that, after changing the summation
variable k → k + 2, we obtain
Sl(d) = 2Nl(d)−Ml(d), (4.44)
where
Nl(d) = l!
l∑
k=2
(−2)k−2
(l − k)! d(d+ 2) . . . (d+ 2k − 2) ,
Ml(d) = l!
l∑
k=2
(−1)k−2
(l − k)! d(d+ 2) . . . (d+ 2k − 2) .
(4.45)
The first sum can be calculated explicitly for any l, cf.
[28]:
Nl(d) = 4l(l − 1)
d(d+ 2l − 2) , (4.46)
while the second can be easily calculated for any given l.
For the critical dimension, associated with the operator
(4.27), from the relation (2.47) we finally obtain:
∆l = l + 2∆θ + γ
∗
l = l − 2 + y/3 + γ∗l , (4.47)
where from (4.42) and (2.41) we find
γ∗l = γl(g
∗) = −yd(α− 1)
3(d− 1) Sl(d), (4.48)
with the higher-order corrections in y.
For l = 0, expressions (4.42), (4.47) agree with the
exact result (4.13) for the operator θ2 (we recall that
S0(d) = 0), while for l = 2 they agree with the results
(4.23)–(4.25) with n = l = 2.
Now let us turn to the density case. Then the factor
pipj in (4.31) should be replaced with qiqj (and, of course,
moved into the integrand). It is convenient to write
qiqj
{
P⊥ij (k) + αP
‖
ij(k)
}
= pipj
{
P⊥ij (k) + αP
‖
ij(k)
}
+ α(q2 − p2) : (4.49)
the first term gives the old expression (4.31), and the last
one is proportional to p2 and can be dropped. Thus we
only need to calculate the contribution of the term αq2
to the analog of expression (4.31). Then the analog of
(4.32) takes on the form
gµyα il
∫
k>m
dk
(2pi)d
(λq)l
k2−d−y
(k2 + q2)
. (4.50)
Applying the expansions (4.33), (4.34) leads to the dou-
ble sum
l∑
n=0
Cnl (λp)
l−n
∞∑
m=0
(−1)m(pk)m(λk)n
k2m
.
We have to retain only the terms proportional to (λp)l,
which leads to the restriction n = m and hence to the
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finite sum:
l∑
m=0
(−1)mCml
(λp)l−m(pk)m(λk)m
k2m
. (4.51)
Substituting it into (4.50) gives rise to the integrals (4.36)
with all n ≥ 0. In the sum (4.37) over all possible per-
mutations we have to keep only n! = m! terms that give
rise to the structure (λp)n after the contraction with the
vectors λ and p in (4.51). To avoid possible confusion,
we will write down the terms with m = 0 and m = 1
separately and for m ≥ 2 apply the formula (4.37). Then
collecting all terms gives the following result for (4.50):
il(λp)m
gµyα
2
{
1− l
d
+Ml(d)
}
J(m) (4.52)
with J(m) from (3.21) and the sum Ml(d) from (4.45).
Proceeding as before for the tracer case, we arrive at
the following expression for the renormalization constant
Zl in the MS scheme:
Zl = 1 + (α− 1) gˆ
4y
Sl(d) + α gˆ
4y
{
1− l
d
+Ml(d)
}
.
(4.53)
Here the contribution with Sl(d) comes from the first
term in (4.49) and the last term with curly brackets
comes from (4.53). Then for the anomalous dimension,
using the expressions (4.44)–(4.46), we obtain
γl(g) = −αgˆ
4
(
1− l
d
)
+ (1− α) gˆ
4
Nl(d)− gˆ
4
Ml(d),
(4.54)
with higher-order corrections in g.
In the expression (4.47) for the critical dimension one
has:
γ∗l = −α
y(l − d)
3(d− 1) + (1− α)
8l(l − 1)y
3(d− 1)(d+ 2l − 2) −
dy
3(d− 1)Ml(d), (4.55)
with higher-order corrections in y. For l = 0 this result is
in agreement with the expression (4.12) for the operator
θ2 in the density case.
V. OPERATOR PRODUCT EXPANSION AND
THE ANOMALOUS SCALING
A. The case of a density field
Consider the equal-time pair correlation function of
two UV finite quantities F1,2(x) with definite critical
dimensions, for example, those of the primary fields or
renormalized local composite operators. We restrict our-
selves with equal-time correlators, because they are usu-
ally Galilean invariant and do not bear strong depen-
dence on the IR scale, caused by the so-called sweeping
effects. From the (canonical) dimensionality considera-
tions it follows that
〈F1(t,x1)F2(t,x2)〉 = νdωF µdF η(µr,mr, c/(µν)),
(5.1)
where dωF and dF are the canonical dimensions of the
correlation function, given by simple sums of the corre-
sponding dimensions of the operators, r = |x2−x1|, and
η(. . . ) is a function of completely dimensionless variables.
We have written the right hand side in terms of renor-
malized parameters, when the reference mass substitutes
the typical UV momentum scale Λ. The behavior of the
function η in the IR range, that is, for µr  1, is deter-
mined by the IR attractive fixed point of the RG equa-
tion. Solving the RG equation in a standard way, one
derives the following asymptotic expression:
〈F1(t,x1)F2(t,x2)〉 ' νdωF µdF (µr)−∆F ζ(mr, c(r)).
(5.2)
Here ∆F is the critical dimension of the correlation func-
tion, given by simple sum of the dimensions of the oper-
ators. The RG equation does not determine the form of
the scaling function ζ; it only determines the form of its
arguments. They are canonically and critically dimen-
sionless: in particular,
c(r) = c(µr)∆c/(µν) (5.3)
with ∆c from (2.49) can be interpreted as effective speed
of sound; more detailed discussion of this point can be
found in [45].
For the correlation functions of two operators of the
type θn(x) the general expression (5.2) gives:
〈θp(t,x1)θk(t,x2)〉 ' µ−(p+k)(µr)−∆p−∆kζpk(mr, c(r))
(5.4)
with the dimensions ∆n from (4.12). In the following, we
do not display the dependence on the UV parameters µ
and ν and omit the indices of the scaling functions.
The inertial-convective range corresponds to the ad-
ditional condition that mr  1. The behavior of the
functions ζ at mr → 0 can be studied by means of the
operator product expansion [11, 12]. In the case at hand
it has the form
F1(t,x1)F2(t,x2) '
∑
F
CF (mr, c(r))F (t,x), (5.5)
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where x2 − x1 → 0 and x = (x1 + x1)/2 is fixed. The
summation in (5.5) is taken, in general, over all possi-
ble renormalized local composite operators allowed by
the symmetries of the model and of the left hand side,
CF being numerical coefficient functions analytical in mr
and c(r). In our model, due to the linearity in the field θ,
the number of such fields in the operators F cannot ex-
ceed their number on the left hand side. This restriction,
which our model shares with the Kraichnan’s model and
its relatives [10] will be very important in the following.
The correlation function (5.2) is obtained by averag-
ing (5.5) with the weight expSR with the renormalized
action functional from (3.4). The mean values 〈F (x)〉
appear on the right hand side. Without loss of gener-
ality, it can be assumed that the expansion in (5.5) is
made in irreducible tensor operators. Then, if the model
is SO(d) covariant (the correlation function of the scalar
noise (3.3) depends only on r = |r|), only scalar operators
survive the averaging. It can also be assumed that the
expansion is made in the operators with definite critical
dimensions. Then their mean values, in the asymptotic
region of small m, take on the forms
〈F (x)〉 ' m∆F ξ(c(1/m)), (5.6)
with another set of scaling functions ξ and the argument
c(. . . ) from (5.3). Since the diagrams of the perturbation
theory have finite limits both for c → ∞ and c → 0, we
may assume that the functions ξ are restricted for all val-
ues of c and can be estimated by some constants. What
is more, for y large enough, including the most realis-
tic case y → 4, the dimension ∆c becomes negative; see
expression (2.49). Thus the argument c(1/m) ∼ cm−∆c
becomes small for fixed c and m→ 0, and the function ξ
can be replaced by its (finite) limit value ξ(0). We finally
conclude that, in the IR range,
〈F (x)〉 ∼ m∆F . (5.7)
Then combining expressions (5.2), (5.5) and (5.7) gives
the desired asymptotic expression for the scaling func-
tions:
ζ(mr, c(r)) '
∑
F
AF (mr, c(r)) (mr)
∆F , (5.8)
where the summation runs over Galilean invariant scalar
operators, with the coefficient functions AF analytical in
their arguments.
Divergences for mr → 0 (and hence the anomalous
scaling) result from the contributions of the operators
with negative critical dimensions, termed “dangerous” in
[13]. Clearly, the leading contribution is determined by
the operator with the lowest (minimal) dimension; the
others determine the corrections. All the operators θn
are dangerous, and the spectrum of their dimensions is
not restricted from below (there is no “most dangerous”
operator); see expression (4.12). Fortunately, for a given
correlation function, only a finite number of those oper-
ators can contribute to the OPE. For (5.4), these are the
operators with n ≤ p+ k. Thus,
ζ(mr, c(r)) '
p+k∑
n=0
An(mr, c(r)) (mr)
∆n + . . . (5.9)
with ∆n from (4.12); the ellipsis stands for the “more
distant” corrections, related to the operators with deriva-
tives and other types of fields. The leading term of the
small-mr behavior in (5.9) is given by the operator with
the maximum possible n = p + k, so that the final ex-
pression has the form
〈θp(t,x1)θk(t,x2)〉 ' µ−(p+k)(µr)−∆p−∆k(mr)∆p+k .
(5.10)
It is worth noting that the set of operators θn is “closed
with respect to the fusion” in the sense that the leading
term in the OPE for the pair correlator of two such oper-
ators is given by the operator from the same family with
the summed exponent. This fact along with the inequal-
ity ∆p + ∆k > ∆p+k, which follows from the explicit ex-
pression (4.12), can be interpreted as the statement that
the correlations of the scalar field in the density model
reveal multifractal behavior; see [52].
B. The case of the tracer field
For the tracer model, the critical dimensions of the op-
erators θn are linear in n: ∆[θn] = n∆θ, see eq. (4.13).
Then the dependence on the separation r in the asymp-
totic expressions (5.10) disappears: the leading terms of
the inertial-range behavior are constants. More “vivid”
quantities are the equal-time structure functions defined
as
Sn(r) = 〈[θ(t,x)− θ(t,x′]2n〉 = (νµ2)−nη(µr,mr, c/(µν)), r = |x′ = x|; (5.11)
the second equality with dimensionless functions η fol-
lows from dimensionality considerations. Solving the RG
equations gives the asymptotic expressions for µr  1:
Sn(r) = (νµ
2)−n(µr)−2n∆θζ(mr, c(r)), (5.12)
with c(r) from (5.3) and some scaling functions ζ. It is
important here that the pair correlation functions 〈θpθk〉
with k+p = 2n, appearing in the binomial decomposition
of Sn, have similar asymptotic representations (5.4) with
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the same critical dimension ∆k + ∆p = 2n∆θ, and to-
gether they form the single asymptotic expression (5.12).
The constant leading terms for those correlators, related
to the contributions of the operator θn in the correspond-
ing OPE, cancel each other in the structure function, and
the latter acquires nontrivial dependence on r in the in-
ertial range.
Indeed, both the functions (5.11) and the action (3.8)
for the tracer (not for the density!) are invariant with
respect to the constant shift θ(x) → θ(x) + const. Then
the operators entering the corresponding OPE,
[θ(t,x)− θ(t,x′]2n '
∑
F
CF (mr, c(r))F (t,x), r → 0, x = (x + x′)/2, (5.13)
must also be all invariant, so that they can involve the
field θ only in the form of derivatives. Clearly, the leading
term of the small-m behavior will be determined by the
scalar operator with maximum possible number of the
fields θ (namely, 2n for the given Sn) and the minimum
possible number of spatial derivatives (namely, 2n: one
derivative for each θ). This is nothing other than the op-
erator F (2n,0) = (∂iθ∂iθ)
n from (4.14). Thus the desired
leading-order expression for Sn in the inertial range is
Sn(r) ∼ (νµ2)−n(µr)−2n∆θ (mr)∆(2n,0) , (5.14)
with the dimension ∆(2n,0) given in (4.25). The operators
F (2p,0) with p < n determine the main corrections to
(5.14), the operators with extra derivatives and/or other
types of fields correspond to more “distant” corrections
(they all must be invariant with respect to the Galilean
transformation and the shift of θ).
For the tracer, the “multifractal” behavior is demon-
strated by the family of the operators F (n,0) rather than
by the simple powers θn; see the end of the preceding sub-
section. Indeed, it is easy to grasp that the inertial-range
behavior of the pair correlation function 〈F (p,0)F (k,0)〉 of
two such operators is determined by the contribution to
the OPE from their “elder brother” F (n,0) with n = p+k
and has the form (omitting the dependence on the UV
parameters µ and ν)
〈F (p,0)(t,x)F (k,0)(t,x′)〉 ∼ r−∆(p,0)−∆(k,0)+∆(n,0) .
(5.15)
The required inequality ∆(n,0) < ∆(p,0) + ∆(k,0) [52] fol-
lows from the explicit one-loop expression (4.25). It re-
mains to note that the operator F (2,0) can be interpreted
as the local dissipation rate of fluctuations of our scalar
field.
C. Effects of the large-scale anisotropy
Now consider the effects of the anisotropy, introduced
into the system at large scales ∼ L through the corre-
lation function of the random noise (3.3). As an illus-
tration, consider first the case of uniaxial anisotropy: as-
sume that the function C(r/L) in (3.3) depends also on a
constant unit vector n = {ni} that determines a certain
distinguished direction.
Then the irreducible tensor composite operators ac-
quire nonzero mean values, with the tensor factors built
of the vector n. For example, the mean value of the
operator (4.15) is proportional to the irreducible ten-
sor ninj − δij/d. In general, the mean value of any lth
rank irreducible operator is proportional to the tensor
ni1 . . . nil + . . . , where the ellipsis stands for the contri-
butions with the Kronecker δ symbols that make it ir-
reducible. Upon substitution into the OPE (5.13), their
tensor indices are contracted with the corresponding in-
dices of the coefficient functions CF (r). This gives rise
to the (d-dimensional generalizations of the) Legendre
polynomials Pl(cosϑ), where ϑ is the angle between the
vectors r and n.
Thus, the OPE expansion in irreducible composite op-
erators provides the expansion in the irreducible repre-
sentations of the SO(d) group. The main contribution to
the “shell” with a given l is determined by the lth rank
operator with the lowest critical dimension (of course, it
should respect the symmetries of the model and of the
left hand side). Clearly, for the structure function Sn and
l ≤ 2n the needed operator is F (2n,l)i1...il from (4.14). For
l > 2n we need the operators that contain more deriva-
tives than fields.
The expansion that takes into account only the leading
term in each shell has the form (again, we omit ν and µ):
Sn = r
−2n∆θ
2n∑
l=0
Al(r)Pl(cosϑ) (mr)
∆(2n,l) + . . . (5.16)
with the dimension ∆(2n,l) from (4.24); the ellipsis stands
for the contributions with l > 2n. For the general large-
scale anisotropy, all the spherical harmonics Yls will ap-
pear in the expansion, with the exponents depending only
on l.
From the explicit leading-order expressions (4.25) it
follows that the dimensions (4.24), for a fixed n, mono-
tonically increase with l:
∆n,l > ∆n,p if l > p, (5.17)
or, in the differential form, ∂∆n,l/∂l > 0. Similar in-
equalities were derived earlier in various models of pas-
sively advected vector [33] and scalar [17] fields. This
fact has a clear physical interpretation: in the presence
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of the large-scale anisotropy, anisotropic contributions in
the inertial range exhibit an hierarchy, related to the “de-
gree of anisotropy” l: the leading contribution is given by
the isotropic shell (l = 0); the corresponding anomalous
exponent is the same as for the purely isotropic case. The
contributions with l > 1 give only corrections which be-
come relatively weaker as mr → 0, the faster the higher
the degree of anisotropy l is. This effect gives quanti-
tative support for Kolmogorov’s hypothesis of the local
isotropy restoration and appears rather robust, being ob-
served for the real fluid turbulence [53].
The hierarchy (5.17) becomes more strongly pro-
nounced as the degree of compressibility α increases,
which can be expressed by the inequality ∂2∆n,l/∂l∂α >
0. Thus the anisotropic corrections become further from
one another and from the isotropic term, in contrast to
the situation observed earlier for passive scalar [29, 30]
and vector [34] fields, advected by Kraichnan’s ensem-
ble. The same inequality holds for the “frozen” regime
in the Gaussian model with finite correlation time, the
fact overlooked in [29].
For l > 2n, the leading contributions to the lth shell
are determined by the operators that involve more deriva-
tives than fields. The calculation of their dimensions is
a difficult task because of the mixing of such operators
in renormalization. The hierarchy relations remain valid
due to the contributions of the canonical dimensions to
the general expression (2.47): clearly, their critical di-
mensions have the forms l − 2n+O(y).
Fortunately, for the pair correlation functions, the full
analog of the expression (5.16) can be presented, with all
the shells included. Indeed, it is clear that the leading
term of the lth shell now is determined by the single
operator (4.27) with two fields and l tensor indices: it
is unique up to derivatives, which have vanishing mean
values and do not contribute to the quantities of interest.
Thus the desired asymptotic expression has the form
〈θ(t,x)θ(t,x′)〉 = r−2∆θ
∞∑
l=0
Al(r)Pl(cosϑ) (mr)
∆l
(5.18)
with the dimensions ∆l from (4.47), (4.48) for the tracer
and (4.47), (4.55) for the density case. The hierarchy
of anisotropic contributions, similar to (5.17), holds, at
least for small y, due to the contribution of the canoni-
cal dimensions to (4.47): ∆l = l − 2 + O(y). Thus the
leading term in (5.18) is given by the scalar operator θ2.
When one passes to the structure function S2 for the
tracer that term is subtracted, and the leading role is in-
herited by the scalar operator F (2,0) from (4.14) in agree-
ment with (5.16). The hierarchy is getting weaker as the
compressibility parameter α grows: ∂2∆n,l/∂l∂α < 0, as
follows from the analysis of the explicit one-loop expres-
sions (4.47), (4.48), (4.55). Here our results agree with
those for the Kraichnan model: anisotropic corrections
become closer to each other and to the isotropic term;
cf. [28].
VI. DISCUSSION AND CONCLUSION
We have studied two models of passive scalar advec-
tion: the case of the density of a conserved quantity and
the case of a tracer, described by the advection-diffusion
equations (3.1) and (3.2), respectively, and subject to a
random large-scale forcing (3.3). The advecting velocity
field is described by the Navier–Stokes equations for a
compressible fluid (2.7), (2.8) with an external stirring
force with the correlation function ∝ k4−d−y; see (2.10),
(2.11).
The full stochastic problems can be formulated as field
theoretic models with the action functionals specified
in (2.12), (3.5) and (3.8). Those models appear multi-
plicatively renormalizable, so that the corresponding RG
equations can be derived in a standard fashion. They
have the only IR attractive fixed point in the physical
range of the model parameters, and the correlation func-
tions reveal scaling behavior in the IR region (inertial
and energy-containing ranges).
Their inertial-range behavior was studied by means of
the OPE; existence of anomalous scaling (singular power-
like dependence on the integral scale L) was established.
The corresponding anomalous exponents were identified
with the scaling (critical) dimensions of certain composite
fields (composite operators): powers of the scalar field
for the density and powers of its spatial gradients for the
tracer, so that they can be systematically calculated as
series in the exponent y. The practical calculations were
performed in the leading order (one-loop approximation)
and are presented in (4.12), (4.25). The results (2.48),
(3.27) for primary fields and (4.13) for the operators θn
for the tracer are given by this approximation exactly.
Thus we removed two important restrictions of the pre-
vious treatments of the passive compressible problem:
absence of time correlations and Gaussianity of the ad-
vecting velocity field. We stress that in contrast to pre-
vious studies that combined compressibility with finite
correlation time [29, 30], the present model is manifestly
Galilean covariant, and this fact holds in all orders of the
perturbation theory.
In a few respects, however, the results obtained here
are very similar to those obtained earlier for the com-
pressible version of Kraichnan’s rapid-change model [26–
28] and the Gaussian model with finite correlation time
[29, 30]. First of all, the mechanism of the origin of
anomalous scaling is essentially the same: the anomalous
exponents are identified with the dimensions of individual
composite operators.
Second, those dimensions are insensitive to the specific
choice of the random force (3.3), because the propagator
〈θθ〉0 does not enter into the relevant Green functions.
(In particular, this means that the anomalous exponents
remain intact if the artificial noise is replaced by an im-
posed linear gradient, a more realistic formulation of the
problem). The force maintains the steady state and thus
provides nonvanishing mean values for the composite op-
erators, but it does not affect their dimensions.
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For the rapid-change case, this fact is naturally in-
terpreted within the zero-mode approach, where the
equal-time correlation functions satisfy certain differen-
tial equations, and the anomalous exponents are related
to the solutions of their homogeneous analogs, where the
forcing terms are discarded; see [7, 9]. On the contrary,
the amplitudes are found by matching of these inertial-
range zero-mode solutions with the large-scale solutions
of the full inhomogeneous equations, which are nontrivial
only in the presence of the forcing terms.
The close resemblance in the RG+OPE pictures of the
origin of anomalous scaling for the present model and its
rapid-change predecessors suggests that for the former,
the concept of zero modes (and thus that of statistical
conservation laws) is also applicable, although no closed
differential equations can be derived for the equal-time
correlation functions.
Although the anomalous exponents are independent of
the specific choice of the noise, they do depend on the ex-
ponent y, the dimension of space d, and on the parameter
α that measures the degree of compressibility. In this re-
spect, our results are also similar to those obtained for
simpler models. An important difference with Gaussian
models appears when possible dependence on the time
scales is studied. It was argued that the exponents can
depend on more details of the velocity ensemble than
only the exponents, namely, on the dimensionless ratio
of the correlation times of the scalar and velocity fields;
see e.g. the discussion in [6]. Indeed, analytic results ob-
tained for Gaussian models with a finite correlation time
within the zero-mode technique [54] and the RG+OPE
approach [17, 29, 30] show that such a dependence in-
deed takes place, at least for some of the possible scaling
regimes.
In the present case, the exponents could depend, in
principle, on the dimensionless parameters u0, v0, w0,
the ratios of various viscosity and diffusion coefficients.
After the RG treatment, these parameters are replaced
with the corresponding invariant variables, which exactly
have the meaning of the ratios of the correlation times of
the transverse and longitudinal components of the veloc-
ity field, the pressure and the scalar field; for a detailed
discussion of this issue see [17]. Existence of the unique
IR attractive fixed point shows that in the IR range these
ratios tend to their fixed-point values u∗, v∗, w∗ irre-
spective of the initial values u0 etc. We conclude that
the anomalous exponents are independent on the time
scale; the dependence observed in previous treatments is
an artifact of simplified Gaussian statistics.
Another essential difference between our results and
those obtained for Kraichnan’s rapid-change model is
that in the latter the anomalous exponents have a finite
limit when the parameter that measures degree of com-
pressibility (analog of α from (2.11) in our model) goes
to infinity, that is, for the purely potential velocity field.
In our case all the nontrivial anomalous dimensions grow
with α without bound. Formally, the difference is due to
the fact that the coordinate of the fixed point (2.41) in
our model is independent on α and the dependence on
it appears only in the numerators of the expressions like
(4.12), (4.25). This fact also means that the one-loop
contributions in the critical dimensions become large as
α grows, and the one-loop approximation can hardly be
trusted even for small y. One may think that the real
RG expansion parameter then becomes yα rather than
y. In this connection we also recall that the IR attractive
fixed point in the one-loop approximation exists for all α
but ceases to exist for α =∞ (purely potential forcing).
These facts suggest that, beyond the one-loop approxi-
mation, the fixed point (2.41) in fact disappears or loses
its stability, and the corresponding scaling regime un-
dergoes some qualitative changeover, the possibility sup-
ported by the phase transition to a purely chaotic state
observed in [25] for a simplified model.
To investigate this issue, it is necessary to go beyond
the leading one-loop approximation (of course, starting
with the compressible Navier–Stokes equation itself) and
to discuss the existence, stability and the dependence on
α of the fixed point at least at the two-loop level, which
seems to be a difficult technical task. Another interesting
generalization of our present investigation is to derive a
more realistic expression for the random force correlator
(2.11) in order to determine realistic values of α and to
express it in terms of measurable quantities. Here the
combination of the RG techniques and the energy balance
equation seems promising; see [55] for the incompressible
case. This work remains for the future and is partly in
progress.
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