There are samples both with Down Syndrome and without in mice protein expression data set. It is important to define the reason of Down Syndrome treatment by means of mice protein for the same treatment seem human being. In the present study, mice protein expression data set from UCI repository are classified using Bayesian Network algorithm, K-Nearest Neighbor, Decision Table, Random Forest and Support Vector Machine which are some of classification methods. The classification algorithms with 10fold cross validation and by splitting equally as test and train data are tested to classify on the mice protein data set. The classification of the data set was succeeded with 94.3519% accuracy in 0.06 seconds using Bayesian Network, with 99.2593% accuracy in 0.01 seconds using KNN, with 95.4630 % accuracy in 1.2 seconds using Decision Table, with 100% accuracy in 0.58 seconds using Random Forest and with 100% accuracy in 1.17 seconds using SVM, with 10-fold cross validation. On the other hand, the classification of the data set was succeeded with 95.3704% accuracy in 0.22 seconds using Bayesian Network, with 98.3333% accuracy in 0 seconds using KNN, with 98.3333% accuracy in 0.72 seconds using Decision Table, with 100% accuracy in 0.77 seconds using Random Forest and with 100% accuracy in 1.48 seconds using SVM, by equally train-test data partition. different classification techniques using WEKA for breast cancer.
I. INTRODUCTION
N RECENT YEARS, as data collections expand, the need to find meaningful data increases. Hence, as interest on information technology increases, the popularity of data processing fields such as data mining, big data, machine learning and artificial intelligence increases.
Classification that is one of popular information technology methods is a machine learning technique used to predict class labels. The classification consists of two steps, model construction and model usage. Model construction is that relationships are discovered with a training set. Model usage is that test set are used to evaluate success of model. Classification has many application areas such as medical diagnosis, credit approval, target marketing and fraud detection, etc.
[1].
NoSQL databases have been used to analyze big data when relational databases were not sufficient to be stored and analyzed such amount of large data. NoSQL which is abbreviation of "Not Only SQL" overcomes the data without structured in contrast to conventional relational databases [2] .
Although the common property of NoSQL databases is non-relational based structure, there are a number of different technologies such as MongoDB, Cassandra and Neo4j etc [3] .
MongoDB database which is a document based NoSQL databases is used to store in order to store mice protein expression data in this study. The database in this study is preferred due to update of stored data being easy.
Bayesian Network that is one of them classification methods has been remarkably successful in many studies for classification such as [4] [5] [6] [7] [7] .
In the present study, mice protein expression data set from UCI repository are used to classify on WEKA tool. In [8] , mice protein expression data set together with 7 datasets -totally 8 data sets-from UCI are used to cluster using three different clustering algorithms as Harm-ELM, US-ELM and K-Harmonic Mean. Mice protein expression data set are clustered with 82.97% accuracy, 77.51% accuracy and 77.51% accuracy using Harm-ELM, US-ELM and K-Harmonic Mean, respectively. Four data sets including mice protein expression data set from UCI repository are used to analyze elephant search algorithm (ESA) that is a new improved algorithm in [9] and compare performance of the ESA with k-means, GMM-EM and DBSCAN algorithms [9] .
In [10] , 1000 samples of medical data set have classified to guess future disease of patients using SVM with 82.542% accuracy in 0.0642 seconds and KNN with 79.225 accuracy in 0. 261 seconds. SVM and KNN are commonly used in areas such as education, industry and medicine where information extraction is necessary [10, 11] . When classifications with data at different size are performed, it appears that KNN algorithm is more successful for data of small size [10] . KNN and genetic algorithm are used together to handle complexity of large data for heart disease diagnosis in [11] . The KNN with genetic algorithm increases 5% accuracy of diagnosis.
Many classification methods such as SVM and Random Forest are applied to discover future health disease risks. Healthcare Cost and Utilization Project (HCUP) dataset is trained using Random Forest, SVM, bagging and boosting to predict disease risk. Random Forest algorithm yields better results than other algorithms depending on the ROC curve [12] .
In section 2, mice protein data set used to classify, Bayesian Network, K-Nearest Neighbor, Decision Table, Random Forest and Support Vector Machine which are some of classification methods, WEKA and MongoDB are introduced. The experimental results of the study such as classification accuracy, time taken and confusion matrix are given in section 3. Information results are concluded and future work is provided in section 4.
II. METHOD

A. Mice Protein Expression Data Set
Mice Protein Expression data set is obtained from UCI Repository [13] . The data set is a collection of 1080 protein measurements where type of 570 measurements of them are control mice (without Down Syndrome), and type of the rest 510 measurements are trisomic mice (down syndrome). Both control mice measurements and Down Syndrome measurements are divided into 4 classes. Hence, eight classes are obtained from measurements of protein as shown on the Table 1. The data set contains 82 features of each sample. The combination of these features is used to find the type that each sample belongs to [13, 14] . 
B. Bayesian Network
Bayesian Network is also named as Bayesian network and belief network which is a probabilistic graphical model. Bayes Network comprises of a directed acyclic graphs (DAG) in which nodes represent random variables and conditional probability tables (CPT) in which distribution for each node given its parents: P(xi|parents(xi)) based on DAG [15] [16] [17] .
The probability of class given the particular sample of x1…..xn features is computed to use Bayes rule. The class with the highest posterior probability based on Bayes rule is assigned as class of the sample. Bayesian Network aims to predict correct class of given sample. There is a sample a Bayesian Network in Figure 1 [16] . 
C. K-Nearest Neighbor a (KNN)
KNN algorithm is a simple supervised learning classification algorithm which used in many areas such as medical data analysis, statistical estimation and pattern recognition [10, 11] . KNN algorithm is called as different tags like lazy learning and instance based learning etc [11] .
KNN algorithm is roughly classified into two types based on Nearest Neighbor (NN) techniques. One of them is structure-based NN and the other is structure-less NN. Structure-based NN handles memory limitation and on the other hand structure-less NN decreases the computational complexity [18] .
The KNN algorithm is based on the assumption that the new sample will include the class that has the closest properties to it. The KNN algorithm proceeds with the following steps [19] :
a. The distance between the new sample and all the samples in the training set is calculated using distance functions such as Euclidean and Manhattan. b.
The closest k samples to the new sample are selected from the training set. c. The new sample is assigned the highest class among the nearest k neighbors.
D. Decision Table
Rule based classification algorithm is an iterative process that is known as separate-and-conquer method. The Rule based classification algorithm creates a rule which covers a training examples' subset, firstly. After that, all samples covered by the rule are moved out of training set. This procedure is repeated until there is no sample moved out of the training set [20] .
The rule based algorithms are OneR, Decision 
E. Random Forest (RF)
Random Forest is an ensemble method that builds many decision trees. Each tree in RF will cast a vote for some input. After that, the decision trees are used to classify a new sample with majority vote [12] .
RF use many trees to overcome high dimensionality of data. Some notable features of RF algorithm are following:
a. There is an effective way to guess missing data in RF. b. There is a method for balancing faults in unbalanced data is the weighted random forest (WRF) in RF. c. The significance of the variables processed in classification is predicted in RF.
F. Support Vector Machine (SVM)
Firstly, Vapnik designed Support Vector Machine (SVM) as an efficient statistical learning algorithm to be used in classification in 1998 [21] .
SVM is a supervised learning algorithm to use for classification and regression [22, 23] .
SVM has two types named as Linear SVM and Non-Linear SVM classification using to classify binary and multiclass problems respectively. SVM represents that samples as points in space. SVM uses decision planes to classify the points. A decision plane is a plane to separate points having different class.
SVM finds an optimal hyperplane to classify new samples.
G. Waikato Environment for Knowledge Analysis (WEKA) Tool
The University of Waikato in New Zealand develops WEKA which is a data mining tool written in java language. The tool performs data preprocessing, classification, regression, clustering and association rules, also visualization [24] [25] [26] .
H. MongoDB
It is an efficient non-relational database with high performance. It is under development with the following features [3].
• MongoDB is a document based database which is independent schema. • MongoDB is easy scalable with rich queries and fast in-place updates. Hence data insertion, deletion and update processes can be performed effortless. • Documents are stored in BSON format that is binaryencoded format of JSON documents on MongoDB. • MongoDB makes features such as auto shading, consistency fault tolerance, persistence, aggregation, indexing, replication and high availability.
III. EXPERIMENTAL RESULTS
In the present study, mice protein expression data set are preprocessed from UCI data repository. Then, the data set are stored with 82 features and 1080 samples in MongoDB database. Due to the easy update feature of MongoDB, it is preferred to store data in this study.
Five classification algorithms as Bayesian Network, KNN, Decision Table, Random Forest and SVM are chosen to classify into 8 classes. Two different processes for preferring test and train data is applied. One of them is 10fold cross validation and the other is that data set is split. in half as the test and the remaining half as train data. The five classification algorithms are used to classify the data set.
Classification performance results of the data set using five different algorithms with 10-fold cross validation and 50-50% train-test data partition is given in the Table II and  Table III .
When these algorithms are evaluated according to classification accuracy, Random Forest and SVM have left the other three algorithms for this data set with 100% accuracy while Bayesian Network shows the lowest accuracy among the other chosen four algorithms. If algorithms are compared according to the time of building the classification, KNN is the algorithm that performs the operation in the shortest time compared to the other selected algorithms.
Since the Kappa values are between 0.9 and 1 for all algorithms, it is seen that the operations performed are very reliable results.
When examining the effect on the results of selecting 50-50% train-test data partition and 10 fold cross validation, it is unacceptable that one of them is more successful than the other. Because, selecting 50-50% train-test data partition gives more successful for Bayesian Network, while hand selecting 10 fold cross validation gives more successful for KNN. The following confusion matrixes to detect Down Syndrome treatment are produced using the classification algorithms by 10 fold cross validation and 50-50% train-test data partition. TP and FP rates are given in Table IV that have been obtained from the following confusion matrixes.
1) Confusion Matrix for classification using Bayesian
Network with 10 fold cross validation In the literature, mice protein expression data set has not been classified using five different classification algorithms.
In this study, the mice protein expression data set stored on MongoDB database is classified with 94.3519% accuracy, with 99.2593% accuracy, with 95.4630% accuracy, with 100% accuracy and with 100% accuracy, using Bayesian Network, KNN, Decision Table, Random Forest and SVM on WEKA tool by 10 fold cross validation, respectively.
On the other hand, in this study, the mice protein expression data set stored on MongoDB database is classified with 95.3704% accuracy, with 98.3333% accuracy, with 98.3333% accuracy, with 100% accuracy and with 100% accuracy, using Bayesian Network, KNN, Decision In the future works, classification algorithms for mice protein expression data set will be proposed with feature selection methods. [3] Nayak, A., Poriya, A., & Poojary, D. (2013). Type of NOSQL databases and its comparison with relational databases. International Journal of Applied Information Systems, 5(4), 16-19. 
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