Abstract. A conjecture of Dicks and the author on the rank of the intersection of factorfree subgroups in free products of groups is proved for the case of left ordered groups.
Introduction
Recall that the Hanna Neumann conjecture [16] claims that if F is a free group of rank r.F /, N r.F / WD max.r.F / 1; 0/ is the reduced rank of F , and H 1 , H 2 are finitely generated subgroups of F , then N r.H 1 \ H 2 / Ä N r.H 1 /N r.H 2 /. It was shown by Hanna Neumann [16] that N r.H 1 \ H 2 / Ä 2N r.H 1 /N r.H 2 /. For more discussion and results on this problem, the reader is referred to [2, 3, 6, 15, 17, 18] .
More generally, let F D Q ˛2I G˛be the free product of some groups G˛, 2 I . According to the classic Kurosh subgroup theorem [13] , every subgroup H of F is a free product F .H / Q s˛;ˇH˛;ˇs
where H˛;ˇis a subgroup of G˛, s˛;ˇ2 F , and F .H / is a free subgroup of F such that, for every s 2 F and 2 I , it is true that F .H / \ sG s 1 D ¹1º. We say that H is a factor-free subgroup of F if H D F .H / in the above form of H , i.e., for every s 2 F and 2 I , we have H \ sG s 1 D ¹1º. Since a factor-free subgroup H of F is free, the reduced rank N r.H / WD max.r.H / 1; 0/ of H is well defined. Let q D q .G˛;˛2 I / denote the minimum of orders > 2 of finite subgroups of groups G˛,˛2 I , and q WD 1 if there are no such subgroups. If q D 1, define2 WD 1. It was shown by Dicks and the author [4] that if H 1 and H 2 are finitely generated factor-free subgroups of F , then N r.H 1 \ H 2 / Ä 22 N r.H 1 /N r.H 2 /: It was conjectured by Dicks and the author [4] that if groups G˛,˛2 I , contain no involutions, then -similarly to the Hanna Neumann conjecture -the coefficient 2 could be left out and A special case of this generalization of the Hanna Neumann conjecture is established by Dicks and the author [5] by proving that if H 1 and H 2 are finitely generated factor-free subgroups of the free product F all of whose factors are groups of order 3, then, indeed, N r.H 1 \ H 2 / Ä2 N r.H 1 /N r.H 2 / D 3N r.H 1 /N r.H 2 /: We remark that it follows from results of [4] that the last inequality (as well as (1.1)) is sharp and may not be improved. Here is another special case when the conjectured inequality (1.1) holds true. Theorem 1. Let G˛,˛2 I , be left (or right) ordered groups, let F D Q ˛2I G˛be their free product, and let H 1 and H 2 be finitely generated factor-free subgroups of F . Then 
We remark that Antolín, Martino and Schwabrow [1] proved a more general result on Kurosh rank of the intersection of subgroups of free products of right ordered groups by utilizing the Bass-Serre theory of groups acting on trees and some ideas of Dicks [3] . Our proof of Theorem 1 seems to be of independent interest as it uses explicit geometric construction of graphs, representing subgroups of free products, that are often more suitable for counting arguments, see [9, 11] .
It is fairly easy to see that Theorem 1 implies both the Hanna Neumann conjecture and the strengthened Hanna Neumann conjecture, put forward by W. Neumann [17] , see Section 5. The strengthened Hanna Neumann conjecture claims that if H 1 and H 2 are finitely generated subgroups of a free group F , then
where the set S.H 1 ; H 2 / is defined as in Theorem 1 with F in place in F . Recall that Friedman [6] proved the strengthened Hanna Neumann conjecture by making use of sheaves on graphs and Mineyev [15] gave a proof of the strengthened Hanna Neumann conjecture by using Hilbert modules and group actions, see also Dicks's proof [3] . Similarly to Dicks [3] and Mineyev [15] , we also use the idea of group ordering and special sets of edges, however, our arguments deal directly with core graphs of subgroups of free products that are analogous to Stallings graphs [18] representing subgroups of free groups.
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In Section 2, we introduce the necessary definitions and basic terminology. In Section 3, we define and study strongly positive words in free products of left ordered groups. Section 4 contains the proof of Theorem 1. In Section 5, we briefly look at the case of free groups.
Preliminaries
Let G˛,˛2 I , be nontrivial groups, F D Q ˛2I G˛their free product, and H a finitely generated factor-free subgroup of F , H ¤ ¹1º. Consider an alphabet A D S˛2 I G˛, where G˛\ G˛0 D ¹1º if˛¤˛0. Like the graph-theoretic approach of article [9] , in a simplified version suitable for finitely generated factor-free subgroups of F , see [7, 8, 10] , we first define a labeled A-graph ‰.H / which geometrically represents H in a fashion analogous to the way the Stallings graph represents a subgroup of a free group, see [18] .
If is a graph, V denotes the vertex set of and E denotes the set of oriented edges of . If e 2 E, e , e C denote the initial, terminal, respectively, vertices of e and e 1 is the edge with opposite orientation, where e 1 ¤ e for every e 2 E, . : : e k is cyclically reduced if jpj > 0 and both p and the cyclic permutation e 2 : : : e k e 1 of p are reduced paths. The core of a graph , denoted core./, is the minimal subgraph of that contains every edge e which can be included into a cyclically reduced path in .
Let ‰ be a graph whose vertex set V ‰ consists of two disjoint parts
Vertices in V P ‰ are called primary and vertices in V S ‰ are termed secondary. Every edge e 2 E‰ connects primary and secondary vertices, hence ‰ is a bipartite graph; ‰ is called a labeled A-graph, or simply A-graph if ‰ is equipped with a map ' W E‰ ! A, called a labeling, such that, for every e 2 E‰, '.e/ 2 A D S˛2 I G˛, '.e 1 / D '.e/ 1 and if e C D f C 2 V S ‰, then '.e/; '.f / 2 G˛for the same˛D Â.e C / 2 I , called the type of the vertex e C 2 V S ‰ and denoted˛D Â.e C /. If e C 2 V S ‰, define Â.e/ WD Â.e C / and Â.e 1 / WD Â.e C /. Thus, for every e 2 ‰, we have defined an element '.e/ 2 A, called the label of e, and Â.e/ 2 I , the type of e. The reader familiar with van Kampen diagrams over a free product of groups, see [14] , will recognize that our labeling function ' W E‰ ! A is defined in a way analogous to labeling functions on such diagrams. Recall that van Kampen diagrams are planar 2-complexes whereas graphs are 1-complexes, however, apart from this, the ideas of cancelations and edge foldings work equally well for both diagrams and graphs.
An A-graph ‰ is called irreducible if properties (P1)-(P3) hold true:
(P1) If e; f 2 E‰, e D f 2 V P ‰, and e C ¤ f C , then Â.e/ ¤ Â.f /.
(P2) If e; f 2 E‰, e ¤ f , and
(P3) ‰ has no multiple edges, deg ‰ v > 0 for every v 2 V ‰, and there is at most one vertex of degree 1 in ‰ which, if it exists, is primary.
Suppose ‰ is a connected irreducible A-graph and a primary vertex
As usual, elements of the free product F D Q ˛2I G˛are regarded as words over the alphabet A D S˛2 I G˛. A syllable of a word W over A is a maximal subword of W all of whose letters belong to the same factor G˛. The syllable length kW k of W is the number of syllables of W , whereas the length jW j of W is the number of letters in W . A nonempty word W over A is called reduced if every syllable of W consists of a single letter. Clearly, jW j D kW k if W is reduced. An arbitrary nontrivial element of the free product F can be uniquely written as a reduced word. A word W is called cyclically reduced if W 2 is reduced. We write U D W if words U and W are equal as elements of F . The literal (or letter-byletter) equality of words U and W is denoted U Á W .
The significance of irreducible A-graphs for geometric interpretation of factorfree subgroups H of F is given in the following. 
Proof. The proof is based on Stallings's folding techniques and is somewhat analogous to the proof of the van Kampen lemma for diagrams over free products of groups, see [14] (in fact, it is simpler because foldings need not preserve the property of being planar for the diagram). A more general approach, suitable for an arbitrary subgroup of F , is discussed in [9 
However, e ‰ o need not be irreducible and we will do foldings of edges in e ‰ o which preserve property (Q) and which aim to achieve properties (P1)-(P2).
Assume that property (P1) fails for edges e; f with e D f 2 V P e ‰ o so that e C ¤ f C and Â.e/ D Â.f /. Let us redefine the labels of all edges e 0 with e 0 C D e C so that '.e 0 /'.e/ 1 does not change and '.e/ D '.f / in G Â.e/ . Now we identify the edges e, f and vertices e C , f C . Observe that this folding preserves property (Q) ((P2) might fail) and decreases the edge number jE e ‰ o j. If property (P2) fails for edges e; f and '.e/ D '.f / in G Â.e/ , then we identify the edges e; f . Note property (Q) still holds ((P1) might fail) and the number jE e ‰ o j decreases. Suppose property (P3) fails and there are two distinct edges e; f in e
By property (Q), it follows from H being factorfree that '.e/ D '.f / in G Â.e/ . Therefore, we can identify the edges e; f , thus preserving property (Q) and decreasing the number jE e ‰ o j. If property (P3) fails so that there is a vertex v of degree 1, different from o, then we delete v along with the incident edge. Clearly, property (Q) still holds and the number jE e ‰ o j decreases.
Thus, by induction on jE e ‰ o j, in polynomial time of size of input, which is the total length P k i D1 jV i j, we can effectively construct an irreducible A-graph ‰ o with property (Q). Other stated properties of ‰ o are straightforward.
The following lemma further elaborates on the correspondence between finitely generated factor-free subgroups of the free product F and irreducible A-graphs. [17, 18] , we now construct a finite irreducible A-graph ‰.H 1 ; H 2 / whose connected components are core graphs ‰.K s /, s 2 S.
First we define an A-graph ‰ 0 o .H 1 ; H 2 /. The set of primary vertices of the 
the edges e i ; f i have type˛, and
It is easy to see that˛ is symmetric and transitive on distinct pairs and triples (but it could lack the reflexive property).
The edges in the A-graph ‰ 
2 / can be identified with a connected component, denoted ‰ .X 1 ;X 2 / .H 1 ; H 2 /, of the irreducible A-graph ‰. 
Since '.p 1 .w// D '.p 2 .w//, we further obtain 
Strongly positive words in free products of left ordered groups
Recall that G is called a left ordered group if G is equipped with a total order Ä which is left invariant, i.e., for every triple a; b; c 2 G, the relation a Ä b implies ca Ä cb. If G is left ordered, then G can also be right ordered (and vice versa). Indeed, if Ä is a left order on G then, setting a b if and only if a 1 Ä b 1 , we obtain a right order on G. Let G˛,˛2 I , be nontrivial left (or right) ordered groups and let F D Q ˛2I Gb e their free product. Since it will be more convenient to work with left order, we assume that G˛,˛2 I , are left ordered. It is well known, see [12] , and fairly easy to show that there exists a total order on F which extends the left orders on groups G˛,˛2 I , and which turns F into a left ordered group.
A reduced word W 2 F is positive if W 1. A reduced word W is strongly positive, denoted W 1, if every nonempty suffix of W is positive, i.e., if W Á W 1 W 2 with jW 2 j > 0, then W 2 1. Clearly, a strongly positive word is positive. Note if U; W are strongly positive and U W is reduced, then U W 1. A word U is (respectively strongly) negative if U 1 is (respectively strongly) positive.
Lemma 4. Suppose S and T are strongly positive words and the word S 1 T is reduced. Then S 1 T is either strongly positive or strongly negative.
Proof. Let S Á S 1 S 2 and T Á T 1 T 2 , where jS 2 j; jT 2 j > 0. Then S 2 1, T 2 1 by S; T 1. Since S 1 T is reduced, we have S 1 T ¤ 1, hence S 1 T 1 or S 1 T 1. Assume S 1 T 1. Then we have T S D S 1 S 2 or S , where, for every j , U j 1 and " j D˙1, that would be minimal with respect to k. Since for every letter a of W either a 1 or a 1 1, it follows that such a factorization exists and k Ä jW j.
Note
Lemma 6. Suppose W is a cyclically reduced word. Then there exists a factorization W Á W 1 W 2 such that the cyclic permutation N W Á W 2 W 1 of W is either strongly positive or strongly negative.
Proof. By Lemma 5, W Á U 1 U 1 2 , where jU 1 j; jU 2 j 0 and U j 1 if jU j j > 0, j D 1; 2. Since W 2 is reduced, it follows that U 1 2 U 1 is reduced and, by Lemma 4, either
Proving Theorem 1
Let G˛,˛2 I , be nontrivial left (or right) ordered groups and let F be their free product equipped with a left order . Also, fix a total order Ä on the index set I .
Let ‰ be a finite irreducible A-labeled graph, where A D S˛2 I G˛. An edge e 2 E‰ is called maximal if there are reduced infinite paths p D p.e/ D e 1 e 2 : : : , q D q.e/ D f 1 f 2 : : : in ‰, where e j ; f j 2 E‰, such that e D e 1 , .e 1 / D .f 1 / is primary, Â.e 1 / > Â.f 1 /, and, for every index j 1, both '.e 1 : : : e 2j / 1 and '.f 1 : : : f 2j / 1. Note that the vertices .e 1 : : : e 2j / C , .f 1 : : : f 2j / C are primary and q 1 p D : : : f Lemma 7. Suppose ‰ is a finite irreducible A-labeled graph whose Euler characteristic is negative, .‰/ < 0. Then ‰ contains a maximal edge.
Proof. Since .‰/ < 0, ‰ has a connected component ‰ 1 with .‰ 1 / < 0. Without loss of generality, we may assume that core .‰ 1 / D ‰ 1 . It is not difficult to see from .‰ 1 / < 0 and from core .‰ 1 / D ‰ 1 that, for every pair h; h 0 2 E‰ 1 , there is a reduced path p D h : : : h 0 whose first, last edges are h; h 0 , respectively. Pick a primary vertex o in ‰ 1 and two distinct edges t 1 ; u 1 with .t 1 / D .u 1 / D o. Let t; u be some reduced paths such that first edges of t , u are t 1 ; u 1 , respectively, and t C , u C have degree > 2. Then it follows from the above remark that there are closed paths r 0 ; s 0 starting at t C , u C , respectively, such that the path t r whose prefixes are us0,` 0. It follows from the definitions that T starts at t D o, goes along t to t C and then cycles around r 0 infinitely many times, in particular, T is reduced. Similarly, U starts at u D o, goes along u to u C and then cycles around s 0 .
Denote T D t 1 t 2 : : : , where t j 2 E‰ 1 , and U D u 1 u 2 : : : , where u k 2 E‰ 1 . Let T .j 1 ; j 2 / WD t j 1 : : : t j 2 , where j 1 Ä j 2 , denote the subpath of T that starts at .t j 1 / and ends in .t j 2 / C . It is convenient to set T .j; j 1/ WD ¹.t j / º for j 1. Similarly, U.j 1 ; j 2 / WD u j 1 : : : u j 2 , where j 1 Ä j 2 , and U.j; j 1/ WD ¹.u j / º if j 1.
Suppose 2j > jt j C j N r 2 j. Then 2j jtj j N r 2 j > 0. Let m be the remainder of 2j jtj j N r 
