We analyze the dynamics of the flow generated by a nonlinear parabolic problem when some reaction and potential terms are concentrated in a neighborhood of the boundary. We assume that this neighborhood shrinks to the boundary as a parameter goes to zero. Also, we suppose that the "inner boundary" of this neighborhood presents a highly oscillatory behavior. Our main goal here is to show the continuity of the family of attractors with respect to . Indeed, we prove upper semicontinuity under the usual properties of regularity and dissipativeness and, assuming hyperbolicity of the equilibria, we also show the lower semicontinuity of the attractors at = 0. 
Introduction
Let Ω ⊂ R
2 be an open bounded set with a C 2 -boundary ∂Ω and g (·) a function satisfying 0 < g 0 g (·) g 1 for fixed positive constants g 0 and g 1 , which may oscillate as the small parameter → 0. This is expressed by g (s) = g(s, s/ ), where the function g : (0, T ) × R → R, T > 0, is a positive smooth function such that y → g(x, y) is l(x)-periodic in y for each x, with period l(x) uniformly bounded in (0, T ), that is, 0 < l 0 < l(·) < l 1 . Also, let x, y ∈ C 2 ([0, T ]) such that the curve ζ(s) = (x(s), y(s)), s ∈ [0, T ], is a C 2 -parametrization of the boundary ∂Ω with ζ (s) = 1, for all s ∈ [0, T ]. We also assume that N (ζ(s)) = (y (s), −x (s)) is the unit outward normal vector to ∂Ω, and we define the -strip neighborhood for the boundary ∂Ω by ω = ξ ∈ R 2 : ξ = ζ(s) − tN (ζ(s)), s ∈ [0, T ] and 0 t < g (s) , for > 0 sufficiently small, say 0 < 0 . Observe that our assumptions include the case where the oscillating function g presents a purely periodic behavior as, for instance, g (s) = 2+cos(s/ ), but also contain the case where g is not periodic and the amplitude is modulated by a function. For small , the set ω is a neighborhood of ∂Ω inΩ, that collapses to the boundary when the parameter goes to zero. Note that the "inner boundary" of ω , ξ ∈ R 2 : ξ = ζ(s) − g (s)N (ζ(s)), s ∈ [0, T ] , presents a highly oscillatory behavior. Moreover, the height of ω , the amplitude and period of the oscillations are all of the same order, given by the small parameter . See Figure 1 that illustrates the oscillating strip ω for the purely periodic case. Figure 1 : The open set Ω and the oscillating strip ω .
Ω Ε
In this work we are interested in the asymptotic behavior of the solutions of the nonlinear parabolic problem
as > 0 goes to zero. X ω is the characteristic function of the set ω , λ is a suitable real number and the nonlinearity f : R → R is a C 2 -function. We assume that there exists C > 0 independent of such that the family of potential Also, we suppose there exists a function V 0 ∈ L 2 (∂Ω) which is the weak limit of the concentrating term
We are using here the characteristic functions X ω depending on a small positive parameter modeling the concentration on the region ω ⊂Ω through the term 1 X ω ∈ L ∞ (Ω).
Roughly, we are assuming that the reactions of the problem (1.1) occur only in an extremely oscillating thin region near the border. Furthermore, we also allow potential terms concentrating in this strip. In some sense, we will prove that this singular problem can be approximated by a parabolic problem with nonlinear boundary conditions, where the oscillatory behavior of the neighborhood is captured as a flux condition and a potential term on the boundary. It is reasonable to expect that the family of solutions u will converge to a solution of an equation of the same type with nonlinear boundary condition on ∂Ω since ω is a thin strip "approaching" ∂Ω. Indeed, we show that under certain conditions, the limit problem of (1.1) is the following parabolic problem with nonlinear boundary conditions 4) where the boundary coefficient µ ∈ L ∞ (∂Ω) is related to the oscillating function g and is given by
As mentioned, we get a limit problem with a nonlinear boundary condition that captures the oscillatory behavior of the "inner boundary" of the set ω . This nonlinear boundary condition includes the function µ(s), the mean value of g(s, ·) for each s ∈ (0, T ). We are interested in the behavior of the attractors of (1.1) and (1.4) for small > 0. We will show that they are continuous at = 0. Recall that an attractor is a compact invariant set which attracts all bounded sets of the phase space of a dynamical system. This kind of problem was initially studied in [6] , where linear elliptic equations were considered. There, the neighborhood is a strip of width and base in a portion of the boundary, without oscillatory behavior. Later, the asymptotic behavior of a parabolic problem of the same type was analyzed in [9, 10] , where the upper semicontinuity of attractors at = 0 was proved. The same technique of [6] has been used in [2, 3] , where the results of [6, 9] were extended to a reaction-diffusion problem with delay. In these works, the boundary of the domain is smooth. Recently, in [1] , some results of [6] were adapted to a nonlinear elliptic problem posed on a Lipschitz domain Ω presenting a highly oscillatory behavior on the neighborhood of the boundary using some ideas of [4, 7] , where elliptic and parabolic problems defined in thin domains with a highly oscillatory behavior have been extensively studied.
The goal of our work is to extend the results of [9, 10 ] to a parabolic problem in which the "inner boundary" of ω presents a highly oscillatory behavior. Moreover, assuming hyperbolicity of the equilibria of the limit problem, we also obtain results on the lower semicontinuity of the attractors. Our approach will be somewhat different from the one in [9, 10] and closer to the one in [13] , where some abstract results on the continuity of invariant manifolds were obtained. Throughout this work, we suppose the nonlinearity f : R → R is a C 2 -function satisfying the dissipativeness assumption
It has been shown that the parabolic problems (1.1) and (1.4) are well posed in H 1 (Ω) and, for each 0 0 , we have well defined nonlinear semigroup in H 1 (Ω) associated to the solutions of (1.1) and (1.4),
with t 0 and φ ∈ H 1 (Ω), see for example [5, 12] . Moreover, under assumption (1.6), the problems (1.1) and (1.4) have a global attractor A , which is bounded in L ∞ (Ω), uniformly in . In particular, if the initial conditions are uniformly bounded, then all solutions of (1.1) and (1.4) are bounded with a bound independent of . This enables us to cut the nonlinearity f in such a way that it becomes bounded with bounded derivatives up to second order without changing the attractors. Therefore, we may assume without loss of generality that (H) f : R → R is a C 2 -function satisfying (1.6) and
for some constant K > 0.
Although we restrict our attention to nonlinearities independent of the spacial variable, the method can be easily adapted for the case f = f (x, u) depending on x ∈ Ω. It is worth to mention that we also can consider reactions occurring on the whole region, instead of concentrating on the boundary. In this case, the limit problem would be a non-homogeneous parabolic problem in Ω with nonlinear boundary conditions. The paper is organized as follows: in Section 2, we describe some technical results, in particular some concerning the concentrating integrals defined in [6] . In Section 3, we introduce an abstract setting to deal the problems (1.1) and (1.4) . In Section 4, we obtain the upper semicontinuity of attractors at = 0 in H 1 (Ω) and prove the continuity of the set of equilibria, assuming that the equilibrium points of (1.4) are hyperbolic. In Section 5, we show the continuity of the local unstable manifolds near a hyperbolic equilibrium, from which the lower semicontinuity of attractors at = 0 in H 1 (Ω) follows.
Concentrating integrals
In this section we describe some technical results that will be needed in the sequel. Initially, we adapt some results from [6] on concentrating integrals. We note that since 0 < g 0 g (·) g 1 in (0, T ), uniformly in , we have that the set ω is contained in a strip of width g 1 on ∂Ω, without oscillatory behavior. q . Then, for sufficiently small 0 , there exists a constant C > 0 independent of and v such that for any 0 < 0 , we have
Proof. We note that
where r is given by
Thus, the result follows from [6, Lemma 2.1].
In the following result, we describe how our concentrating integrals converge to boundary integrals.
where µ ∈ L ∞ (∂Ω) is given by (1.5) and γ :
Proof. Initially, let h and ϕ be smooth functions defined inΩ. We note that
. Now, for sufficiently small, we obtain
Hence, 1
Taking t = g (s)β we have
Thus,
Using the Average Theorem, we can get the following weak convergence for the oscillating functions g
Hence, the proof of equality (2.8) follows from density arguments, the continuity of the trace operator γ and Lemma 2. 
Abstract setting
We initially proceed as [1, 6, 9, 10] writing the parabolic problems (1.1) and (1.4) in an abstract form. To this aim, we introduce the continuous bilinear forms a :
where the family V satisfies (1.2) and (1.3). Thus, we can define the linear operators A :
The operators A can also be considered as going from
Abusing the notation, we will sometimes denote all these different realizations simply by A . Lemma 3.1. There exists λ * ∈ R, independent of 0 0 , such that the bilinear form a is uniformly coercive in H 1 (Ω) for all λ > λ * . Consequently, the operators A are continuously invertible from
for all ∈ [0, 0 ] and
Proof. Let us consider the case a for > 0. A similar argument gives the result for a 0 . First, we note that
where (V ) − is the negative part of the potential V satisfying V = (V ) + − (V ) − . For the negative part
, that is, 3 4 s < 1, and using the Lemma 2.1 with q = 4, we get
Due to Young's Inequality, we obtain for any δ > 0
Then, it follows from (3.10) and (3.11) that
Consequently, we can take δ > 0 small enough and λ > 0 large enough such that
Hence, the bilinear form a is uniformly coercive, and we can take any λ > 0 if V 0 in (3.9).
is a selfadjoint, thus sectorial operator with spectrum contained in the subset (λ, ∞) ⊂ R for λ > λ * > 0.
is continuous and therefore, compact as an operator from 12) for u ∈ H 1 (Ω) and φ ∈ H α (Ω), where γ denotes the trace operator and µ is the mean value of g(s, ·) at s ∈ (0, T ) introduced in (1.5). Using the hypothesis (H), we have by Lemma 3.6 below that F is well defined for each 0 0 . By results in [12] the problems (1.1) and (1.4) are "equivalent" to the following abstract form
As previously mentioned, it is known that the parabolic problems (3.13) are well posed in H 1 (Ω) and, for each 0 0 , they determine a nonlinear semigroup T (t)φ = u (t, φ), for t > 0 and φ ∈ H 1 (Ω), associated to the equations (1.1) and (1.4). Moreover, under assumption (1.6), the problems (3.13) have a global attractor A uniformly bounded in L ∞ (Ω) (see [5, 12] ).
We now obtain some estimates for the family of operators {A } ∈[0, 0] .
Proof. This estimate is a direct consequence of Lemmas 2.3 and 3.1. Indeed, by Lemma 2.3, we have Next we study the behavior of the maps F defined in (3.12).
Lemma 3.6. Suppose that (H) holds and 1 2 < α < 1. Then:
1. There exists k > 0 independent of such that
2. For each 0 0 , the map F :
is globally Lipschitz, uniformly in .
3. For each u ∈ H 1 (Ω), we have
Furthermore, this limit is uniform for u in bounded set of H 1 (Ω).
Proof. 1. For each u ∈ H 1 (Ω) and 0 0 , we have
Using (H) and the Lemma 2.1, we have that for each 0 < 0 and φ ∈ H α (Ω),
We note that C does not depend of , because the set ω has Lebesgue measure |ω | |r |, where r is given by (2.7) e |r | = O( ). Hence, there exists a constant k > 0 independent of such that
Now, using (H) and the continuity of the trace operator γ :
Hence, there exists k > 0 such that
2. Let u, v ∈ H 1 (Ω) and 0 0 , we have
For each 0 < 0 and φ ∈ H α (Ω), from Lemma 2.1 we have
Using (H) and the Lemma 2.1, we have
for some 0 θ(x) 1, x ∈Ω. Hence, there exists L > 0 independent of such that
Therefore, for each 0 < 0 , F is globally Lipschitz, uniformly in . Similarly, F 0 is globally Lipschitz.
3. Initially, we take α 0 satisfying 1 2 < α 0 < 1. For each u ∈ H 1 (Ω) and φ ∈ H α0 (Ω), we have
From Lemma 2.2, we get that for each φ ∈ H α0 (Ω),
Moreover, fixing u ∈ H 1 (Ω) and using the item 1, we have that the set {F (u) ∈ H −α0 (Ω) : ∈ (0, 0 ]} is equicontinuous. Thus, the limit (3.14) is uniform for φ in compact sets of H α0 (Ω). Hence, choosing α 0 such that 1 2 < α 0 < α < 1, we have that the embedding H α (Ω) → H α0 (Ω) is compact, and then, in particular,
Now, we will show that the limit (3.15) is uniform for u ∈ H 1 (Ω), u H 1 (Ω) R for some R > 0. Initially, we show that F is continuous in H 1 (Ω) space with the weak topology. Let u n u 0 in H 1 (Ω), as n → ∞. Since
with compact embedding, for s < 1, we have
For each φ ∈ H α (Ω), it follows from Lemma 2.1 that
Using (H) and the Lemma 2.1 with 1 2 < s < 1, we have for some 0 θ(x) 1, x ∈Ω, that
Therefore, for each 0 < 0 , F :
(Ω) with the weak topology.
Hence, F is uniformly continuous in compact sets of H 1 (Ω) with the weak topology. We note that the closed ball
with the weak topology. From this and (3.15), we get that the limit (3.15) is uniform inB R (0).
This item follows from 2. and 3. adding and subtracting F (u).
To obtain the lower semicontinuity of attractors, we also need to analyze the linearized problems. Hence, it is necessary to study the properties of the differential of F .
Lemma 3.7. Suppose that (H) holds and
differentiable, uniformly in , with Fréchet differential given by
where L H 1 (Ω), H −α (Ω) denotes the space of the continuous linear operators from H 1 (Ω) in H −α (Ω), and
where γ denotes the trace operator and µ is the mean value given by (1.5).
Proof. From (H), in particular, we have that f ∈ C 2 (R), hence f (v) ∈ L (R), for each v ∈ R. Using this and the linearity of integral and of trace operator, we get that for each 0
Now, we will show that given η > 0, there exists δ > 0 independent of such that
In fact, for each 0 < 0 , w ∈ H 1 (Ω) and φ ∈ H α (Ω), from Lemma 2.1 we have
for some 0 θ(x) 1 and 0 s(x) 1, x ∈Ω. Therefore, given η > 0, taking δ = η CK > 0 we get that for w H 1 (Ω) δ,
We note that δ does not depend of . Hence, for each 0 < 0 , F is Fréchet differentiable, uniformly in . Similarly, F 0 is also Fréchet differentiable.
Similarly, we can prove the following lemma:
Lemma 3.8. Suppose that (H) holds and 1 2 < α < 1. Then:
(Ω) and 0 0 .
For each
3. For each u * ∈ H 1 (Ω), we have
Upper semicontinuity of attractors and continuity of equilibria
The upper semicontinuity of the family of attractors {A } ∈[0, 0] of (1.1) and (1.4) is easily obtained using the results of [13] .
Proposition 4.1. Suppose that (H) holds. Then there exists 0 > 0 such that:
1. The problems (1.1) and (1.4) have a global attractor A in H 1 (Ω) for each 0 0 . Moreover, there exists R > 0 independent of such that sup
In particular, A 0 attracts
2. Let 0 < τ < ∞ and B ⊂ H 1 (Ω) be a bounded set.
for some γ ∈ (0, 1).
3. The family of global attractors of (1.1) and (
Proof. It follows from Lemma 3.4, Proposition 3.5 and [13, Theorem 3.9] (in the last reference, thought not explicitly stated, the upper semicontinuity was proved in the phase space X α ).
For the lower semicontinuity of the attractors, we need to consider the set of equilibria of the parabolic problem (3.13), which is the abstract version of (1.1) and (1.4). The equilibrium solutions of (1.1) and (1.4) are the solutions of the respective abstract elliptic problems
It follows from Lemma 3.7 that G is Fréchet differentiable. The set of solutions of (4.16) and (4.17) is then given by
Due to the gradient structure of the flow generated by (3.13), its attractor is the unstable manifold of the set E (see [8] , for details). In particular, we must have E = ∅. Also, it follows from the regularization properties of the elliptic operator A that E is a compact subset of H 1 (Ω).
The upper semicontinuity of the family of equilibria {E } ∈[0, 0] at = 0 in H 1 (Ω) is a direct consequence of Proposition 4.1. Indeed, if {u } ∈[0, 0] is a family of equilibria, we can extract a convergent subsequence in H 1 (Ω) by item 3 of Proposition 4.1. Thus, using item 2 of Proposition 4.1, we can conclude that the limit function belongs to the set of equilibria E 0 . Hence we have: To get the lower semicontinuity of the family of equilibria, we assume an additional assumption.
Definition 4.3. We say that the solution u * of (4.16) and (4.17) is hyperbolic if zero does not belong to the spectrum set of the operator Proof. Since E 0 is compact, we only need to prove that hyperbolic equilibria are isolated. Now observe that u * 0 is a hyperbolic solution of (4.17) if and only if it is a regular point of the function G , defined by (4.18). Since G is Fréchet differentiable, the result follows from the Inverse Function Theorem.
Theorem 4.5. Suppose that (H) holds and that u * 0 is a hyperbolic solution of (4.17). Then, there exist 0 > 0 and δ > 0 such that, for each 0 < 0 , the equation (4.16) has exactly one solution, u * , in {v ∈ H 1 (Ω) :
δ}. Furthermore,
In particular, the family of equilibria {E } ∈[0, 0] is lower semicontinuous at = 0 in H 1 (Ω).
Proof. Consider the function G :
Since G is Fréchet differentiable in u and continuous in , the result follows from the Implicit Function Theorem (see [11, ). 
Lower semicontinuity of attractors
We are now in a position to prove our main result, the lower semicontinuity of attractors of the parabolic problem (3.13). This will follow from the continuity of the local unstable manifolds and the gradient structure of the flow.
We already know that if all equilibrium points of (1.4) are hyperbolic, then there is only finite number of them, that is, E 0 = {u * 0,1 , ..., u * 0,m }, and there exists 0 > 0 such that, for each 0 < 0 , the set of equilibria of (1.1) has exactly m elements, say E = {u * 
and its δ-local unstable manifolds as
there is a global solution ξ : R → H 1 (Ω) of (3.13) with ξ(0) = η such that ξ(t) ∈ B δ (u * ,i ), ∀ t 0, and
For further properties of local unstable manifolds, see [8] .
We will show that the local unstable manifolds of u * ,i , for each i = 1, ..., m fixed, behave continuously with in H 1 (Ω), using [13, Theorem 5.2] , where abstract results on continuity of attractors were obtained. First, we need the following result:
Lemma 5.1. Suppose that (H) holds and let {u * } ∈(0, 0] ∈ H 1 (Ω) be a sequence of equilibria of (3.13) such that
is an equilibrium point of (3.13) with = 0. Define the function
and
Proof. From Lemma 3.6 we have that F is continuous at (u, 0) for all u ∈ H 1 (Ω). Also, the continuity of F at (u, ) for = 0 and u ∈ H 1 (Ω) is immediate.
Using Lemma 3.7 we get that F is Fréchet differentiable in the first variable u. Now, from Lemma 3.8 we have that the partial derivative F u is continuous at (u, 0) for u ∈ H 1 (Ω). Moreover, since F :
Fréchet differentiable, uniformly in , we have
with r(0, ) = 0. Now, u * is an equilibrium of (3.13), that is, A u * = F (u * ), hence
For each w ∈ H 1 (Ω) we have
From Lemma 3.6 we have
Moreover, due to Lemma 3.6, we have
uniformly for w ∈ H 1 (Ω) such that w H 1 (Ω) ρ for any ρ > 0. Now, from Lemma 3.8 we have
Using the Mean Value's Inequality and Lemma 3.8, we have that there exist 0 s 1 and L > 0 independent of such that
L sw 1 + (1 − s)w 2 H 1 (Ω) w 1 − w 2 H 1 (Ω) 2Lρ w 1 − w 2 H 1 (Ω) .
Taking K(ρ) = 2Lρ we obtain the results.
From Lemma 5.1 and using [13, Theorem 5.2] , we obtain the continuity of the local unstable manifolds near an equilibrium of (3.13). More precisely, we have: Proposition 5.2. Suppose that (H) holds and that u * 0 is a hyperbolic equilibrium point of (3.13) with = 0. By Theorem 4.5, there exists 0 > 0 such that (3.13) has an unique equilibrium u * ∈ H 1 (Ω) in a small neighborhood of u * 0 , for all 0 < 0 , with u * → u * 0 in H 1 (Ω), as → 0. Then, there exists δ > 0 such that
Now, we get the main result of this paper:
Theorem 5.3. Suppose that (H) holds and that every equilibria of (3.13) with = 0 is hyperbolic. Then, the family of global attractors of (3.13), {A } ∈[0, 0 ] , is lower semicontinuous at = 0 in H 1 (Ω).
Proof. Initially, we observe that the nonlinear semigroup T 0 (t) is a gradient system, T (t) is asymptotically smooth and orbits of bounded sets are bounded, for any ∈ [0, 0 ]. Moreover, T (t)φ is continuous at = 0, uniformly with respect to (t, φ) in bounded sets of R + × H 1 (Ω), see Proposition 4.1.
Now, let us consider the operator L (u * ) = A − F (u * ) given by the linearization of (4.16) at a hyperbolic equilibrium u * ∈ E . Due to Lemma 3.8, we can argue as in Lemma 3.4 to prove that there exists C( ) 0, C( ) → 0 as → 0, such that
for all u ∈ H 2−α (Ω). Hence, using [13, Theorem 3.3] , we have that the resolvent operators L (u * ) −1 converge to L 0 (u * ) −1 in operator norm.
As we have seen above, if all equilibrium points of (3. With these considerations, the result follows from [8, Theorem 4.10.8] . Note that it also is a consequence form [13, Theorem 3.10] .
