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UNIFORM STABLE RADIUS AND MILNOR NUMBER FOR
NON-DEGENERATE ISOLATED COMPLETE INTERSECTION
SINGULARITIES
TAT THANG NGUYEN†
Abstract. We prove that for two germs of analytic mappings f, g : (Cn, 0)→ (Cp, 0) with
the same Newton polyhedra which are (Khovanskii) non-degenerate and their zero sets are
complete intersections with isolated singularity at the origin, there is a piecewise analytic
family {ft} of analytic maps with f0 = f, f1 = g which has a so-called uniform stable radius
for the Milnor fibration. As a corollary, we show that their Milnor numbers are equal. Also,
a formula for the Milnor number is given in terms of the Newton polyhedra of the component
functions. This is a generalization of the result by C. Bivia-Ausina. Consequently, we obtain
that the Milnor number of a non-degenerate isolated complete intersection singularity is an
invariance of Newton boundaries.
1. Introduction
Let f : (Cn, 0)→ (Cp, 0) be an analytic mapping germ such that V := f−1(0) is a complete
intersection with isolated singularity at the origin. Let ǫ0 be a positive and sufficiently
small real number such that the sphere S2n−1ǫ intersects the variety V transversally for all
ǫ ≤ ǫ0. Let U be an open neighbourhood of 0 in C
p such that sphere S2n−1ǫ0 intersect f
−1(c)
transversally for any c ∈ U . Let B2nǫ0 be the closed ball of radius ǫ0 and D(f) ⊂ U be the
set of the critical values (the discriminant set) of the restriction of f to X∗ := f−1(U)∩B2nǫ0 .
By the fibration theorem of Ehreshmann, the restriction
f |X∗\f−1(D(f)) : X
∗ \ f−1(D(f)) −→ U \D(f)
is a locally C∞-trivial fibration. This fibration is called the Milnor fibration at the origin
and its fiber F0(f) = f
−1(t) ∩ B2nǫ0 is called the Milnor fiber of f at the origin, where
t ∈ U \D(f) (see [13]). By a result of Hamm [5], the Milnor fiber F0(f) is a non-singular
analytic manifold which is homotopically equivalent to a bouquet of real spheres of dimension
n− p. The number of such spheres is called the Milnor number of f at 0 and is denoted by
µ0(f) (see [14] for the case p = 1). For each closed submanifold C ⊂ U \D(f), the Milnor
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fibration generates a fibration:
f |f−1(C)∩B2nǫ0 : f
−1(C) ∩ B2nǫ0 −→ C.
We call this the Milnor fibration over C, or the monodromy over C of f .
In this paper we are interested in the Milnor fibration and the Milnor number of (Khovan-
skii) non-degenerate (in the sense of [19, 20]) complete intersection with isolated singularity
at the origin. We show that if f, g : (Cn, 0) → (Cp, 0) are two germs of analytic mappings
with the same Newton polyhedra which are non-degenerate and their zero sets are complete
intersections with isolated singularity at the origin then there is a piecewise analytic family
{ft} of analytic maps with f0 = f, f1 = g which has an uniform stable radius for the Milnor
fibration and for each t, f−1t (0) is a germ of a complete intersection. This is a generalization
of [18, Theorem 2.1] where the case p = 1 was considered. We refer to [3, 4, 17] for other
studies involved uniform stable radius in family of hypersurfaces and to [20, Chapter 5] for
the one in family of complete intersections. As a consequence, we prove that the Milnor
numbers of f and g at the origin are equal; also, in case n− p 6= 2, it implies that the zero
sets f−1(0), g−1(0) are topological equivalent. That gives an extension for a result in the case
p = 1 by J. Briancon in an unpublished lecture note (see [2]). Finally, we give a formula for
the Milnor number of a non-degenerate isolated complete intersection singularity which is
described in terms of the Newton polyhedra of the component functions. This result initiates
from the work of A. G. Kouchnirenko in the case p = 1 ( [11]) and C. Bivia-Ausina in the
case p > 1 with convenient setting and stronger notion of non-degeneracy ( [1]). Our results
also give an analog of the µ-constance Theorem due to Le Dung Trang and C. P. Ramanujam
( [12]). Similar observations for global settings were considered in [7], [6], [21], [22], [15].
2. Preliminaries
In this section we present some notations and definitions, which are used throughout this
paper.
2.1. Notations. We suppose 1 6 n ∈ N and abbreviate (x1, . . . , xn) by x. The inner product
(resp., norm) on Cn is denoted by 〈x, y〉 for any x, y ∈ Cn (resp., ‖x‖ :=
√
〈x, x〉 for any
x ∈ Cn). The complex conjugate of a complex number c ∈ C are denoted by c.
For each ǫ > 0, we will write B2nǫ := {x ∈ C
n : ‖x‖ ≤ ǫ} for the closed ball and write
S2n−1ǫ := {x ∈ C
n : ‖x‖ = ǫ} for the sphere.
Given nonempty sets I ⊂ {1, . . . , n} and A = C or A = R, we define
AI := {x ∈ An : xi = 0 for all i 6∈ I}.
Let C∗ := C \ {0} and we denote by Z+ the set of non-negative integer numbers. If
α = (α1, . . . , αn) ∈ Z
n
+, we denote by x
α the monomial xα11 · · ·x
αn
n .
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The gradient of an analytic function defined in a neighbourhood of the origin h : (Cn, 0)→
(C, 0) is denoted by ∇h as usual, i.e.,
∇h(x) :=
(
∂h
∂x1
(x), . . . ,
∂h
∂xn
(x)
)
,
so the chain rule may expressed by the inner product ∂h/∂v = 〈v,∇h〉.
2.2. Newton polyhedra and non-degeneracy conditions. Let h : (Cn, 0) → (C, 0) be
an analytic function germ at the origin such that h(0) = 0. Suppose that h is written as
h =
∑
α aαx
α. Then the support of h, denoted by supp(h), is defined as the set of those
α ∈ Zn+ such that aα 6= 0. The Newton polyhedron of h, denoted by Γ+(h), is defined as
the convex hull in Rn of the union of {α + Rn+} for α ∈ supp(h). The Newton boundary
of h, denoted by Γ(h), is by definition the union of compact boundary of Γ+(h). We say
that a subset Γ+ of R
n
+ is a Newton polyhedron if there is a subset A ⊂ Z
n
+ such that Γ+
is equal to the convex hull of the set {α + v : α ∈ A, v ∈ Rn+}. A Newton polyhedron
Γ+ is said to be convenient if it intersects each coordinate axis in a point different from the
origin. The function h or its Newton boundary is said to be convenient if Γ(h) is convenient.
For each (compact) face ∆ of Γ+(h), we will denote by h∆ the polynomial
∑
α∈∆ aαx
α; if
∆ ∩ supp(h) = ∅ we let h∆ := 0.
Given a nonzero vector q ∈ Rn≥0, we define
d(q,Γ+(h)) := min{〈q, α〉 : α ∈ Γ+(h)},
∆(q,Γ+(h)) := {α ∈ Γ+(h) : 〈q, α〉 = d(q,Γ+(h))}.
It is easy to check that for each nonzero vector q ∈ Rn≥0, ∆(q,Γ+(h)) is a closed face of
Γ+(h). Conversely, if ∆ is a closed face of Γ+(h) then there exists a nonzero vector q ∈ R
n
≥0
such that ∆ = ∆(q,Γ+(h)).
Remark 2.1. The following statements follow immediately from definitions:
(i) For each nonempty subset I of {1, . . . , n}, if the restriction of h on CI is not identically
zero, then Γ+(h) ∩ R
I = Γ+(h|CI ). Also, for every nonzero vector q = (q1, . . . , qn) ∈ R
I with
qi > 0 if i ∈ I and ∆ := ∆(q,Γ+(h|CI )), one can find a strictly positive vector q
′
∈ Rn>0 such
that ∆ = ∆(q
′
,Γ+(h)).
(ii) Let ∆ := ∆(q,Γ+(h)) for some nonzero vector q := (q1, . . . , qn) ∈ R
n
≥0. By definition,
h∆ =
∑
α∈∆ aαx
α is a weighted homogeneous polynomial of type (q, d := d(q,Γ+(h))), i.e.,
we have for all t and all x ∈ Cn,
h∆(t
q1x1, . . . , t
qnxn) = t
dh∆(x1, . . . , xn).
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This implies the Euler relation
n∑
i=1
qixi
∂h∆
∂xi
(x) = dh∆(x).
Now, let f = (f 1, . . . , f p) : (Cn, 0) → (Cp, 0) be an analytic mapping germ at the ori-
gin in Cn such that f(0) = 0. By Γ(f) (Γ+(f), correspondingly) we mean the p−tupe
(Γ(f 1),Γ(f 2), . . . ,Γ(f p)) ((Γ+(f
1),Γ+(f
2), . . . ,Γ+(f
p)) ) and we call it the Newton bound-
ary (Newton poyhedron) of the map f . We say f is convenient if all coordinate functions
f j , j = 1, . . . , p are convenient. The following definition of non-degeneracy is inspired from
the work of Kouchnirenko [11], where the case S = Cn was considered (see also [19], [20]).
Definition 2.1. We say that f is (Khovanskii) non-degenerate if, for any strictly positive
weight vector q ∈ Rn>0 we have
f−1∆ (0) ∩ {x ∈ C
n : rank(Df∆(x)) < p} ⊂ {x ∈ C
n : x1 . . . xn = 0};
where f∆ denotes the map (f
1
∆1
, · · · , f p∆p) with ∆j := ∆(q,Γ+(f
j)) for j = 1, . . . , p.
Now we recall another notion of non-degeneracy introduced by Bivia-Ausina in [1].
Let On := OCn,0 be the ring of germs of analytic functions at 0 ∈ C
n. Consider several
germs of analytic functions g1, . . . , gp ∈ On, for p ≤ n. Take Minkowski sum of their Newton
polyhedra, Γ+ := Γ
1
++ · · ·+Γ
p
+,Γ
i
+ = Γ+(g
i). Let σ be a compact face of Γ+. By [1, Lemma
3.4] there exists the unique set of compact faces, σ1 ⊂ Γ(g
1), . . . , σp ⊂ Γ(g
p) satisfying:
σ = σ1 + · · ·+ σp. The part of g
i supported on σi will also be denoted by (g
i)σi .
Definition 2.2. (See [1, Definition 3.5]) We say that the sequence g1, . . . , gp satisfies the
(Bσ) condition if
{
x ∈ Cn : (g1)σ1(x) = · · · = (g
p)σp(x) = 0
}
∩ (C∗)n = ∅.
Let J be the ideal of On generated by g
1, . . . , gp. We say that the sequence g1, . . . , gp is
a non-degenerate sequence if: the ring On/J has dimension n− p and the sequence satisfies
the (Bσ) condition for all the compact faces σ of Γ+ of dimension dim(σ) ≤ p− 1.
To define the non-degeneracy of the map f = (f 1, . . . , f p) we need the notion of non-
degeneracy of modules.
For any ideal J the Newton polyhedron of J is defined by
Γ+(J) = Conv
(
∪f∈J(Supp(f) + R
n
≥0)
)
.
Consider a submodule of a free module, M ⊂ O⊕pn . Denote by AM its generating matrix,
i.e. a p × s matrix with entries in On, whose columns generate the module. Denote by
Mi the ideal in On generated by the entries of i’th row of AM . (It does not depend on
the choice of generators of the module.) The Newton polyhedron of M is defined to be
Γ+(M) := Γ+(M1) + · · · + Γ+(Mp). (Here each Mi is an ideal and we use the definition of
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Γ+(J) as above. In the case of one-row-matrix M itself is an ideal.) For any compact face σ
of Γ+(M) take its (unique) presentation σ = σ1 + · · ·+ σp, σi ⊂ Γ+(Mi), as above. Denote
by M |σ the matrix of restrictions, its i’th row consists of the restrictions onto σi. (Note that
all the restrictions are polynomials, not just power series.)
Definition 2.3. The module/matrix M is called Newton-non-degenerate if for any compact
face σ ⊂ Γ+(M) the following property holds:
{x ∈ Cn : rank(M |σ(x)) ≤ p} ∩ (C
∗)n = ∅.
Finally, for a map f = (f 1, . . . , f p) : (Cn, 0) → (Cp, 0) consider a version of degeneracy
matrix, describing the singular locus:
N(f) :=

x1
∂f1
∂x1
. . . xn
∂f1
∂xn
f 1 . . . 0
. . . . . . . . . . . . . . . . . .
x1
∂fp
∂x1
. . . xn
∂fp
∂xn
0 . . . f p

 .
Definition 2.4. (See [1, Definition 3.5]) Consider the convenient map f = (f 1, . . . , f p) :
(Cn, 0)→ (Cp, 0). The map f is called Newton-non-degenerate if
(i) the sequences f 1, . . . , f r are non-degenerate for any r = 1, . . . , p− 1, and
(ii) the submodule N(f) ⊂ O⊕pn is Newton-non-degenerate.
Remark 2.2. The notion of Newton-non-degenerate in the sense of Definition 2.4 is stronger
than the notion of Khovanskii non-degeneracy in the sense of Definition 2.1, see [1, Example
6.10] for detail.
2.3. Mixed Newton numbers. Let Γ+ ⊂ R
n
≥0 be a convenient Newton polyhedron poly-
hedron, its covolume is defined as Covol(Γ+) := Voln(R
n \ Γ+), where Voln denotes the
normalized n-dimensional volume in Rn. For a collection Γ1+, . . . ,Γ
p
+ of convenient polyhe-
dra, we consider the scaled Minkowski sum λ1Γ
1
+ + · · ·λpΓ
p
+. Its covolume is a polynomial
in λi (by [9, Theorem 10.4]):
Covol(λ1Γ
1
+ + · · ·λpΓ
p
+) =
∑( n
k1, . . . , kp
)
Covol
(
(Γ1+)
k1, . . . , (Γp+)
kp
)( p∏
i=1
λkii
)
where the sum runs over all tupes k1, . . . , kp which ki ≥ 0, k1 + . . .+ kp = n, and(
n
k1, . . . , kp
)
:=
n!
k1! · · · kp!
.
The mixed covolumes are the coefficients Covol
(
(Γ1+)
k1, . . . , (Γp+)
kp
)
from the above equation.
Here Covol
(
(Γ1+)
k1, . . . , (Γp+)
kp
)
is a shortand for Covol
(
Γ1+, . . . ,Γ
1
+︸ ︷︷ ︸
k1
, . . . ,Γp+, . . . ,Γ
p
+︸ ︷︷ ︸
kp
)
. See
[10, Section 2.3] for further properties of covolumes.
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Definition 2.5. (See [1, Definition 3.2] and [10, Section 2.6.1]) Let Γ1+, . . . ,Γ
p
+ be convenient
polyhedra in Rn+. The mixed Newton number of Γ
1
+, . . . ,Γ
p
+ is defined as:
ν(Γ1+, . . . ,Γ
p
+) =
n∑
j=p
(−1)n−j
( ∑
I⊆{1,...,n}
|I|=j
j!aj((Γ
1
+)
I , . . . , (Γp+)
I)
)
+ (−1)n−p+1,
where
aj((Γ
1
+)
I , . . . , (Γp+)
I) :=
∑
k1+···+kp=j
k1,...,kp≥1
Covolj
(
((Γ1+)
I)k1 , . . . , ((Γp+)
I)kp
)
and (Γj+)
I = Γj+∩R
I . The coefficient Covolj
(
((Γ1+)
I)k1 , . . . , ((Γp+)
I)kp
)
is the j-dimensional
mixed-covolume defined above.
Remark 2.3. For a Newton polyhedron Γ+ in R
n
+, we have Covol
(
Γ+, . . . ,Γ
1
+︸ ︷︷ ︸
n
)
= Vol(Rn+\ Γ+).
Then, if p = 1 we have ν(Γ+) =
∑n
i=0(−1)
n−ii!Voli(R
n
+ \ Γ+) which is the Newton number
defined by Kouchnirenko in [11].
3. Uniform stable radius
Let F (t, x) = (F 1(t, x), . . . , F p(t, x)) : [0, 1]× Cn → Cp be a mapping such that F is real
analytic on t and for each t ∈ [0, 1] the map ft(x) := F (t, x) is analytic in some neighbourhood
of the origin in Cn with ft(0) = 0. For each t ∈ [0, 1] and each j = 1, . . . , p, we denote by f
j
t
the function x 7→ F j(t, x).
Definition 3.1. (See [18]) We say that the positive number ǫ0 > 0 is a uniform stable radius
for the Milnor fibration of the family {ft}t∈[0,1] if for each ǫ 6 ǫ0 and each t ∈ [0, 1], the set
f−1t (0) intersects transversally with the sphere S
2n−1
ǫ .
The following fact is presented in [20] as conclusion (Tǫ), though we provide here a different
and simpler proof.
Lemma 3.1. ( [20]) Suppose that the family {ft}t∈[0,1] satisfies:
(i) For each j = 1, . . . , p, the Newton boundary of f jt is convenient and does not depend
on t ∈ [0, 1];
ii) For each t ∈ [0, 1], the map ft is non-degenerate.
Then, the family {ft}t∈[0,1] has a uniform stable radius.
Proof. Assume by contradiction that the family does not have any uniform stable radius,
then there exist sequences {tk}k∈N ⊂ [0, 1], {ǫ
k}k∈N → 0 such that the sets f
−1
tk
(0) do not
intersect transversally with the spheres S2n−1
ǫk
. Therefore, there exist sequences {xk}k∈N ⊂ C
n
and {λkj}k∈N ⊂ C, j = 1, . . . , p+ 1, such that
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(a1) ‖xk‖ → 0, ‖xk‖ 6= 0 as k →∞;
(a2) F (tk, xk) = ftk(x
k) = 0 for all k ∈ N;
(a3)
∑p
j=1 λ
k
j∇f
j
tk
(xk) = λkp+1x
k;
(a4) The numbers λkj , j = 1, . . . , p+ 1, are not all zero for any k ∈ N.
By the Curve Selection Lemma (see [14]), there exist analytic curves
φ = (φ1, . . . , φn) : [0, ǫ)→ C
n, t : [0, ǫ)→ [0, 1] and λj : (0, ǫ)→ C, j = 1, . . . , p+ 1,
such that
(a5) ‖φ(s)‖ → 0, as s→ 0 and φ(s) 6= 0 for all s ∈ (0, ǫ);
(a6) F (t(s), φ(s)) = 0 for all s ∈ (0, ǫ);
(a7)
∑p
j=1 λj(s)∇f
j
t(s)(φ(s)) = λp+1(s)φ(s) for all s ∈ (0, ǫ);
(a8) λj(s), j = 1, . . . , p+ 1, are not all zero for any s ∈ (0, ǫ).
Put I := {i : φi 6≡ 0}. By the condition (a5), I 6= ∅. For i ∈ I, we can write the curve
φi in terms of parameter as follows
φi(s) = x
0
i s
qi + higher-order terms in s,
where x0i 6= 0, and qi ∈ Q. We have mini∈I qi > 0, due to the condition (a5). We also write
t(s) as
t(s) = t0 + t1sq + higher-order terms in s,
where t0 = lims→0 t(s) ∈ [0, 1], t
1 ∈ R and q > 0.
For each j = 1, . . . , q and each t ∈ [0, 1], f jt (x) is convenient then f
j
t |CI 6≡ 0. Let dj > 0 be
the minimal value of the linear function
∑
i∈I αiqi on R
I ∩ Γ+(f
j
t ) and ∆j be the maximal
face of RI ∩ Γ+(f
j
t ), where this linear function attains its minimum value. Remark that the
Newton polyhedrons Γ+(f
j
t ) do not depend on t. It is easy to check that
F j(t(s), φ(s)) = (f j
t0
)∆j(x
0)sdj + higher-order terms in s,
where x0 := (x01, . . . , x
0
n) with x
0
i = 1 for i 6∈ I and (f
j
t0
)∆j is the face function associated
with f j
t0
and ∆j which does not depend on the variables xi if i 6∈ I. It implies from the
condition (a6) that
(f j
t0
)∆j(x
0) = 0, for all j = 1, . . . , p. (1)
For i ∈ I and j ∈ {1, . . . , p}, we also have:
∂F j(t(s), φ(s))
∂xi
=
∂(f j
t0
)∆j
∂xi
(x0)sdj−qi + higher-order terms in s.
It follows from (a7) and (a8) that one of the functions λ1(s), . . . , λp(s) is not equal to zero.
For j ∈ {1, . . . , p} which λj(s) 6≡ 0 we write
λj(s) = cjs
βj + higher-order terms in s, cj 6= 0.
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Put
e := min {βl + dl : l ∈ {1, . . . , p} which λl(s) 6≡ 0}
and
J := {j : λj(s) 6≡ 0, βj + dj = e}.
Then the condition (a7) is equivalent to the following:(∑
j∈J
cj
∂(f j
t0
)∆j
∂xi
(x0)
)
se−qi + · · · = λp+1(s)φi(s) for all i ∈ I, (2)
where dots stand for higher-order terms in s.
If λp+1(s) ≡ 0 : for all i ∈ I we get
∑
j∈J
cj
∂(f j
t0
)∆j
∂xi
(x0) = 0.
Hence ∑
j∈J
cj∇(f
j
t0
)∆j(x
0) = 0. (3)
Two equalities (1) and (3) imply the contradiction to the nondegeneracy of ft0 .
If λp+1(s) 6≡ 0 : we also write λp+1(s) as
λp+1(s) = cp+1s
βp+1 + higher-order terms in s, cp+1 6= 0.
The equation (2) becomes(∑
j∈J
cj
∂(f j
t0
)∆j
∂xi
(x0)
)
se−qi + · · · = cp+1x0i s
βp+1+qi + · · · for all i ∈ I. (4)
Since cp+1 and x
0
i are nonzero for all i ∈ I, we get e − qi ≤ βp+1 + qi for all i ∈ I. If
e− βp+1 < 2mini∈I qi then by the same argument as above we obtain a contradiction to the
non-degeneracy condition of ft0 . Otherwise, if e− βp+1 = 2mini∈I qi > 0. Denote
I1 := {i ∈ I : qi = min
l∈I
ql}.
The equation (4) gives us the following
∑
j∈J
cj
∂(f j
t0
)∆j
∂xi
(x0) =


cp+1x
0
i if i ∈ I1,
0 if i ∈ I \ I1,
0 if i 6∈ I,
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the last equation holds because for all i 6∈ I and all j ∈ J, the polynomial (f j
t0
)∆j does not
depend on the variable xi. Consequently,
n∑
i=1
(∑
j∈J
cj
∂(f j
t0
)∆j
∂xi
(x0)
)
x0i qi =
∑
i∈I1
(∑
j∈J
cj
∂(f j
t0
)∆j
∂xi
(x0)
)
x0i qi
=
∑
i∈I1
cp+1|x
0
i |
2 e− βp+1
2
.
On the other hand, by the Euler relation, for all j ∈ J, we have
n∑
i=1
(f j
t0
)∆j
∂xi
(x0)x0i qi = dj(f
j
t0
)∆j(x
0).
Combining this equality and the equation (1) we get
n∑
i=1
(∑
j∈J
cj
∂(f j
t0
)∆j
∂xi
(x0)
)
x0i qi =
∑
j∈J
cj
(
n∑
i=1
∂(f j
t0
)∆j
∂xi
(x0)x0i qi
)
=
∑
j∈J
cjdj(f
j
t0
)∆j (x
0)
= 0.
Therefore
∑
i∈I1
cp+1|x
0
i |
2 e−mp+1
2
= 0. This is a contradiction. 
Remark 3.1. It implies from the proof of Lemma 3.1 that for each t the zero set f−1t (0) has
at most isolated singularity at the origin.
Now, we work with the non-convenient case. Let f(x) = (f 1, . . . , f p)(x) : (Cn, 0)→ (Cp, 0)
be an analytic mapping germ such that V := f−1(0) is a germ of a complete intersection
with an isolated singularity at the origin. Let m be the maximal ideal of On. Let Jf be
the ideal of On generated by f
1, . . . , f p and determinants of maximal order minors of the
Jacobian matrix of f . Since f−1(0) has isolated singularity at the origin, by the Hilbert
nullstellensatz ( [8, Proposition 1.1.29]), we have
m ⊂
√
Jf .
Let µ ∈ N be the smallest number such that
xµi ∈ Jf , ∀i = 1, . . . , n.
Lemma 3.2. With the above notation and assumption, consider the family
ft(x) := F (t, x) := (f
1(x) + txν , f 2(x), . . . , f p(x)), t ∈ [0, 1],
where ν = (ν1, . . . , νn) ∈ N
n satisfying |ν| =
∑n
i=1 νi ≥ µ+2 and for each i, either νi = 0 or
νi ≥ 2. Then:
1) The family {ft}t∈[0,1] has an uniform stable radius for the Milnor fibration.
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2) For some ν large enough, for each t, the zero set f−1t (0) is a complete intersection;
and, if f is non-degenerate, for generic t, the map ft is non-degenerate.
Proof. 1) Suppose that such uniform stable radius does not exist. Then, by the same argu-
ment as in the proof of Lemma 3.1, we can find real analytic functions:
φ = (φ1, . . . , φn) : [0, ǫ)→ C
n, t : [0, ǫ)→ [0, 1] and λj : (0, ǫ)→ C, j = 1, . . . , p+ 1,
such that
(1) ‖φ(s)‖ → 0, as s→ 0 and φ(s) 6= 0 for all s ∈ (0, ǫ);
(2) F (t(s), φ(s)) = 0 for all s ∈ (0, ǫ);
(3) t(s)λ1(s)(∇x
ν)(φ(s)) +
∑p
j=1 λj(s)(∇f
j)(φ(s)) = λp+1(s)φ(s) for all s ∈ (0, ǫ);
(4) λj(s), j = 1, . . . , p+ 1, are not all zero for any s ∈ (0, ǫ).
We expand those functions as follows:
φi(s) = x
0
i s
qi + · · · , i = 1, . . . , n
t = t0 + t1sq + · · · ,
λj = cjs
βj + · · · , j = 1, . . . , p+ 1
where qi > 0 for all i (possibly qi = ∞). For each i we have qi = ∞ if φi ≡ 0, otherwise
x0i ∈ C
∗. We also see that t0 ∈ [0, 1] and q > 0. Put
a := min
i=1,...,n
{qi} > 0.
Without loss of generality, we may assume that a = q1.
Denote by F j , j = 1, . . . , p the component functions of F . Take the derivative both sides
of the condition (2), we obtain that:
∂F j
∂t
.
dt
ds
+
〈
dφ
ds
,∇F j(φ)
〉
= 0, for all j = 1, . . . , p.
Combining these equations with the condition (3), we get:
λ1φ
ν dt
ds
+ λp+1
〈
dφ
ds
, φ
〉
= 0. (5)
We consider the following two possibilities:
Case 1: λp+1 = 0. If λ1 6= 0, then φ
ν(s) = 0. Since for each i either νi = 0 or νi ≥ 2, it
implies from (2) and (3) that f(φ(s)) = 0 and
∑
j=1,...,p∇f
j(φ(s)) = 0. This means f−1(0)
has non-isolated singularities at the origin (contradiction). Otherwise, if λ1 = 0 the the
vectors ∇f 2(φ(s)), . . . ,∇f p(φ(s)) are linearly dependent. Furthermore xµ1 ∈ Jf then there
exist analytic functions gj, hk such that
xµ1 =
∑
j=1,...,p
gjf
j +
∑
k
hkJk
10
where Jk are determinants of maximal order minors of the Jacobian matrix of f . Substitute
x = φ(s) both sides of the above equation and remark that all the determinants Jk(φ(s)) = 0,
we get
φµ1(s) = −t(s)g1(s)φ
µ(s).
This is again a contradiction, since the order of the left hand side is aµ, while the right hand
side’s order is not less that aν.
Case 2: λp+1 6= 0. It follows from the equation (5), by comparing the orders, that
β1 + aν + q = 2a+ βp+1 > β1 + aν,
by the assumption ν > µ+ 1, we get a+ βp+1 − β1 > aµ.
On the other hand, it is easy to check that
Jf ⊂ Jft +m
ν .
Hence, due to xµ1 ∈m, there exist analytic functions g
′
j, h
′
k, pI such that
xµ1 =
∑
g
′
jf
j
t +
∑
h
′
kJ
′
k +
∑
I=(i1,...,iν)⊂{1,...,n}
pIxi1xi2 . . . xiν
where f jt are component functions of ft vanishing along φ(s) and J
′
k are determinants of
maximal order minors of Jacobian matrix of ft. Replacing x by φ(s) both sides of the above
equation, we get following
φµ1 =
∑
h
′
k(φ(s))J
′
k(φ(s)) +
∑
I
pIφi1φi2 . . . φiν . (6)
By the condition (3), the first row of the Jacobian matrix of ft (the gradient vector of f
1
t ) is
the linear combination of the others and the vector
λp+1(s)
λ1(s)
φ(s). Thus the order of J
′
k(φ(s))
is not less than a+ βp+1− β1. By comparing orders of both sides of the equation (6) we get
the contradiction.
2) Suppose by contradiction that for any ν large enough, there exists tν ∈ (0, 1] which
f−1tν (0) is not a complete intersection. Then, by [13, Section 1.6] and by f
−1(0) is a complete
intersection, there are analytic functions g1,ν, . . . , gp,ν ∈ On which g1,ν 6= 0, such that
g1,ν(f
1 + tνx
ν) + g2,νf
2 + · · ·+ gp,νf
p = 0. (7)
Combining that equation and the one for 2ν we get that g1,νg1,2ν(tνx
ν−t2νx
2ν) belongs to the
ideal 〈f 2, . . . , f p〉. This implies g1,νg1,2νx
ν ∈ 〈f 2, . . . , f p〉. Therefore, by multiple both sides
of equation (7) with g1,2ν we obtain that g1,2νg1,νf
1 also belongs to the ideal 〈f 2, . . . , f p〉.
Hence, according to [13, Section 1.6] the germ f−1(0) is not a complete intersection. This is
a contradiction.
The claim on non-degeneracy is proved by the same way as in [18, Appendix].

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The main result in this section is the following.
Theorem 3.1. Let f, g : (Cn, 0) −→ (Cp, 0) be two germs of analytic mappings such that:
i) Γ(f) = Γ(g);
ii) f, g are non-degenerate and the zero sets f−1(0), g−1(0) are complete intersections
with isolated singularity at the origin.
Then, there exists a piecewise analytic family {ft}t∈[0,1] of analytic maps, f0 = f, f1 = g which
has a uniform stable radius, and for each t, f−1t (0) is a germ of a complete intersection.
Proof. It implies from Lemma 3.2 that there are analytic families {αt}t∈[0,1], {βt}t∈[0,1] of
analytic maps from (Cn, 0) to (Cp, 0) which have uniform stable radius ǫ1, ǫ2 and satisfy the
followings:
1) α0 = f, β0 = g, the Newton boundaries Γ(α1), Γ(β1) coincide and are convenient;
2) α1, β1 are non-degenerate and for each t, α
−1
t (0), β
−1
t (0) are germs of complete inter-
sections.
Indeed, one can choose {αt}t∈[0,1] in the form:
(f 1 + t11x
α1
1
1 + · · ·+ t
1
nx
α1n
n , . . . , f
p + tp1x
α
p
1
1 + · · ·+ t
p
nx
α
p
n
n )
for f = (f 1, . . . , f p) and similar way for {βt}t∈[0,1].
On the other hand, since the non-degeneracy is an open condition (see [18, Appendix]),
we can find a piecewise analytic family {Φ(t, x)} such that Φ(0, x) = α1(x),Φ(1, x) = β1(x),
Φ is piecewise analytic on t ∈ [0, 1]; for each t, the map φt(x) := Φ(t, x) is analytic on some
neighbourhood of the origin 0 ∈ Cn and the following two conditions hold:
3) The Newton boundaries Γ(φt) of φt is independent of t and convenient;
4) For each t, the map φt is non-degenerate.
Then, by Lemma 3.1 the family {φt} has a uniform stable radius ǫ3. Also, since for each t, φt is
non-degenerate and convenient, φ−1t (0) has only isolated singularity at the origin. Therefore,
there exists a small ball B ⊂ Cn such that (φ−1t (0) ∩ B) \ {0} is a (n − p)−dimensional
complex manifold which implies that φ−1t (0) is a germ of a complete intersection.
By connecting the families {αt}, {βt} and {φt}, we get a family as desired with uniform
stable radius ǫ := min{ǫ1, ǫ2, ǫ3}. 
4. Milnor number and mixed Newton number
In this section we give some applications of the main result in previous section, more
precisely, we give a formula for the Milnor number of a non-degenerate isolated complete
intersection singularity in terms of the Newton polyhedrons.
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Let F (t, x) = (F 1(t, x), . . . , F p(t, x)) : [0, 1] × (Cn, 0) → (Cp, 0) be a mapping such that
F is real piecewise analytic on t, for each t ∈ [0, 1], the map ft(x) := F (t, x) is analytic in
some neighbourhood of the origin in Cn and Vt := f
−1
t (0) is a complete intersection with
isolated singularity at the origin. For each t, we denote f jt the function x 7→ F
j(t, x) and
Dt be the discriminant set of ft : C
n → Cp. Then Dt ⊂ C
p is a hypersurface of dimension
p− 1 (by [13, Section 2.8]). We have the following property of a family which has a uniform
stable radius.
Lemma 4.1. With the above notations, suppose that the family {ft}t∈[0,1] has a uniform
stable radius ǫ0 for the Milnor fibration. Then, there exists a small neighbourhood U of
the origin in Cp such that for each c ∈ U and each t ∈ [0, 1], the set f−1t (c) intersects
transversally with the sphere S2n−1ǫ0 .
Proof. Assume by contradiction that such neighbourhood U does not exist. This means,
there exist sequences {tk}k∈N ⊂ [0, 1] and {c
k}k∈N ⊂ C
p such that ck → 0 and the set f−1
tk
(ck)
does not intersect the sphere S2n−1ǫ0 transversally, for any k ∈ N. Then, there exist sequences
{xk}k∈N ⊂ S
2n−1
ǫ0
and {λkj}k∈N ⊂ C, j = 1, . . . , p+ 1, such that
(a1) F (tk, xk) = ftk(x
k) = ck for all k ∈ N;
(a2)
∑p
j=1 λ
k
j∇f
j
tk
(xk) = λkp+1x
k;
(a3) The numbers λkj , j = 1, . . . , p+ 1 are not all zero for any k ∈ N.
By the Curve Selection Lemma (see [14]), there exist analytic curves
φ : [0, ǫ)→ S2n−1ǫ0 , t : [0, ǫ)→ [0, 1] and λj : (0, ǫ)→ C, j = 1, . . . , p+ 1,
such that
(a4) φ(s)→ x0 ∈ S2n−1ǫ0 as s→ 0;
(a5) F (t(s), φ(s))→ 0 as s→ 0;
(a6)
∑p
j=1 λj(s)∇f
j
t(s)(φ(s)) = λp+1(s)φ(s) for all s ∈ (0, ǫ);
(a7) λj(s), j = 1, . . . , p+ 1, are not all zero for any s ∈ (0, ǫ).
Denote
J := {j ∈ {1, . . . , p+ 1} : λj(s) 6≡ 0},
due to the condition (a7), J 6= ∅. By dividing both sides of (a6) by sa, if necessary, where a is
the lowest order of nonzero functions λj(s), j ∈ J, we may assume that, for all j = 1, . . . , p+1
there exist limits
c0j := lim
s→0
λj(s)
and the numbers c0j , j = 1, . . . , p + 1, are not all zero (by (a7)). Denote t
0 := lims→0 t(s) ∈
[0, 1].
13
Now, taking the limit when s → 0 in the conditions (a5) and (a6) we get ft0(x0) =
F (t0, x0) = 0 and
p∑
j=1
c0j (s)∇f
j
t0
(x0) = c0p+1x
0.
This means that the set f−1
t0
(0) does not intersect the sphere S2n−1ǫ0 transversally. This is a
contradiction.

The previous lemma allows us to prove the following.
Theorem 4.1. With the same notation as above and suppose that the family {ft}t∈[0,1] has
a uniform stable radius ǫ0 for the Milnor fibration. Let U ⊂ C
p be a neighbourhood of the
origin as in Lemma 4.1 and let C be any (real) closed submanifold of U \ (∪i∈[0,1]Dt). Then,
the Milnor fibrations of ft, t ∈ [0, 1] over C are isomorphic; i.e. there is C
∞-diffeomorphism
Φt : f
−1
0 (C) ∩ B
2n
ǫ0
→ f−1t (C) ∩ B
2n
ǫ0
, t ∈ [0, 1],
which makes the following diagram commutes
f−10 (C) ∩ B
2n
ǫ0
Φt−−−→ f−1t (C) ∩ B
2n
ǫ0
f0
y fty
C
id
−−−→ C
where id denotes the identity map.
In order to prove the theorem, we need the following lemma.
Lemma 4.2. With the assumption as in Theorem 4.1. Then, there exists 0 < δ(C) < ǫ0
small enough such that, for any ǫ0 − δ(C) < ǫ ≤ ǫ0, t ∈ [0, 1] and c ∈ C the set f
−1
t (c)
intersects transversally with the sphere S2n−1ǫ .
Proof. Assume by contradiction that the conclusion of the lemma does not hold. Similarly,
by Curve Selection Lemma, there are analytic curves:
φ : (0, ǫ
′
)→ B2nǫ0 , t : (0, ǫ
′
)→ [0, 1] and λj : (0, ǫ
′
)→ C, j = 1, . . . , p+ 1,
such that
(a1) φ(s)→ x0 ∈ S2n−1ǫ0 as s→ 0;
(a2) F (t(s), φ(s)) ∈ C for s ∈ (0, ǫ
′
);
(a3)
∑p
j=1 λj(s)∇f
j
t(s)(φ(s)) = λp+1(s)φ(s) for s ∈ (0, ǫ
′
);
(a4) λj(s), j = 1, . . . , p+ 1, are not all zero for s ∈ (0, ǫ
′
).
14
By the same argument as in the proof of Lemma 4.1 we may assume that there exist limits
c0j := lim
s→0
λj(s), j = 1, . . . , p+ 1
which are not all zero. Let t0 := lims→0 t(s) ∈ [0, 1].
Taking the limit when s→ 0 in the conditions (a2) and (a3), we have ft0(x
0) = c ∈ C and
p∑
j=1
c0j∇f
j
t0
(x0) = c0p+1x
0.
That means the set f−1
t0
(c) does not intersect the sphere S2n−1ǫ0 transversally. This is a
contradiction to the conclusion of Lemma 4.1.

Proof of theorem 4.1. Denote
X := {(t, x) ∈ [0, 1]× B2nǫ0 : F (t, x) ∈ C}.
Let 0 < δ := δ(C) ≤ ǫ0 as in Lemma 4.2. Since for all t ∈ [0, 1], C does not intersect
discriminants of ft, all vector ∇f
1
t (x), . . . ,∇f
p
t (x) are C-linear independent. Then, we can
find a smooth map
v1 : U1 := X ∩
{
x : ‖x‖ < ǫ0 −
δ
2
}
−→ Cn
such that 〈
v1(t, x),∇f
j
t (x)
〉
= −
∂f jt
∂t
(x); for all j = 1, . . . , p.
Similarly, by Lemma 4.2, on the set
U2 := X ∩ {x : ǫ0 − δ < ‖x‖ ≤ ǫ0}
all vectors ∇f 1t (x), . . . ,∇f
p
t (x), x are C-linear independent. Then, we can find a smooth
map v2 : U2 −→ C
n such that
(a1) 〈v2(t, x),∇f
j
t (x)〉 = −
∂f
j
t
∂t
(x) for all j = 1, . . . , p;
(a2) 〈v2(t, x), x〉 = 0.
Now, fix a partition of unity {θ1, θ2} subordinated to the covering {U1, U2} of X . We
define a smooth vector field
v : X −→ Cn
as v = θ1v1 + θ2v2. We have the following:
(a3) 〈v(t, x),∇f jt (x)〉 = −
∂f
j
t
∂t
(x) for all j = 1, . . . , p and (t, x) ∈ X ;
(a4) 〈v(t, x), x〉 = 0 for all (t, x) ∈ X which ǫ0 − δ < ‖x‖ ≤ ǫ0.
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Finally, we can see that for each x ∈ f−10 (C) ∩ B
2n
ǫ0
, there exists a unique C∞-map
ϕ : [0, 1]→ Cn such that
ϕ′(t) = v(t, ϕ(t)), ϕ(0) = x.
Moreover, for each t ∈ [0, 1], the map
Φt : f
−1
0 (C) ∩ B
2n
ǫ0
→ f−1t (C) ∩ B
2n
ǫ0
, x 7→ ϕ(t),
is well-defined and is a C∞-diffeomorphism, which makes the following diagram commutes
f−10 (C) ∩ B
2n
ǫ0
Φt−−−→ f−1t (C) ∩ B
2n
ǫ0
f0
y fty
C
id
−−−→ C
where id denotes the identity map. The proof is complete.

Corollary 4.1. Assume that the family {ft} has an uniform stable radius and for each t,
f−1t (0) is a complete intersection. Then the Milnor fibers of ft, t ∈ [0, 1] are diffeomorphic
to each other.
Proof. For each t, the discriminant Dt of ft is a hypersurface of dimension p − 1 (see [13,
Section 2.8]). Then, in any neighbourhood of the origin in Cp, there exists a point M
in the complement of ∪t∈[0,1]Dt. Now applying Theorem 4.1 for C = {M}, we get the
conclusion. 
Corollary 4.2. Let f, g : (Cn, 0) −→ (Cp, 0) be two germs of analytic mappings such that:
i) Γ(f) = Γ(g);
ii) f, g are non-degenerate and the zero sets f−1(0), g−1(0) are complete intersections
with isolated singularity at the origin.
Then µ0(f) = µ0(g).
Proof. This is a direct consequence of Theorem 3.1 and Corollary 4.1. 
The constancy of Milnor number gives us the relation on topological equivalence as bellow.
Definition 4.1. Two germs (X0, 0) and (X
′
0, 0) in C
n are said to be topological equivalent if
there exist small neighbourhood B,B
′
of the origin in Cn and a homeomorphism φ : B → B
′
such that φ(X0 ∩ B) = X
′
0 ∩ B
′
.
Corollary 4.3. Let f, g : (Cn, 0) −→ (Cp, 0) be two germs of analytic mappings whose New-
ton boundaries coincide and zero sets f−1(0), g−1(0) are complete intersections with isolated
singularity at the origin. If n− p 6= 2 then f−1(0) and g−1(0) are topological equivalent.
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Proof. The proof is straightforward by Theorem 3.1, Corollary 4.2 and [16, Theorem 4.11].

Now we will give a combinatorial formula of the Milnor number in terms of the Newton
polyhedrons. Firstly, we recall the formula by Bivia-Ausina in [1].
Theorem 4.2. ( [1, Theorem 3.9]) Let f = (f 1, . . . , f p) : (Cn, 0) → (Cp, 0) be an ana-
lytic mapping germ such that f is convenient and Newton-non-degenerate in the sense of
Definition 2.4. Then:
µ0(f) = ν
(
Γ+(f1), . . . ,Γ+(fp)
)
.
In this section, we give a generalization for the above formula as follows.
Theorem 4.3. Let f = (f 1, . . . , f p) : (Cn, 0) → (Cp, 0) be an analytic mapping germ such
that f is convenient and Khovanskii non-degenerate in the sense of Definition 2.1. Then:
µ0(f) = ν
(
Γ+(f1), . . . ,Γ+(fp)
)
.
Proof. By [1, Lemma 6.11], the Newton-non-degeneracy is open, then there exists a Newton-
non-degenerate analytic mapping g : (Cn, 0) → (Cp, 0) such that Γ(f) = Γ(g). It follows
from [1, Lemma 6.8, Proposition 6.9] that g is Khovanskii non-degenerate. Using the same
argument as in proof of Theorem 3.1, since f, g are (Khovanskii) non-degenerate and con-
venient then their zero sets f−1(0), g−1(0) are germs of complete intersections. Therefore, it
follows from Lemma 4.2 that µ0(f) = µ0(g). Applying Theorem 4.2 we get the conclusion
as desired.

In order to work with non-convenient maps, we will define mixed Newton number for
non-convenient polytopes as below.
For a subset ∆ ⊂ Rn+, the Newton polyhedron Γ+(∆) of ∆ is defined to be the convex hull
in Rn of union of {α+ Rn+} for α ∈ ∆.
Definition 4.2. Let ∆1, . . . ,∆p be (non-convenient) polyhedra in Rn+. The mixed Newton
number of ∆1, . . . ,∆p is defined as:
ν(∆1, . . . ,∆p) = lim sup
αi
j
→∞
ν
(
Γ+(∆
1 ∪ α11 ∪ . . . ∪ α
1
n), . . . ,Γ+(∆
p ∪ αp1 ∪ . . . ∪ α
p
n)
)
,
where αij is integral point on the positive part of the j−th coordinate axis in R
n.
Remark that if the Newton polyhedra are convenient then the above notion coincides with
the one defined in Definition 2.5. The following provides a calculation for the Milnor number
of non-convenient maps.
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Theorem 4.4. Let f = (f 1, . . . , f p) : (Cn, 0) → (Cp, 0) be an analytic mapping germ such
that f is Khovanskii non-degenerate and f−1(0) is a complete intersection with isolated
singularity at the origin. Then:
µ0(f) = ν
(
Γ+(f1), . . . ,Γ+(fp)
)
.
Proof. It follows from Lemma 3.2 that there is a piecewise analytic family of analytic maps{
φt := (f
1 + t11x
α11
1 + · · ·+ t
1
nx
α1n
n , . . . , f
p + tp1x
α
p
1
1 + · · ·+ t
p
nx
α
p
n
n )
}
having an uniform stable radius, which zero set of each map is a complete intersection
with isolated singularity at the origin and φ0 = f , where the exponent α
i
j is large enough
integral points on the positive part of the j−th coordinate axis of Rn. Then, according to
the Corollary 4.1, for all parameter t:
µ0(f) = µ0(φt).
Also, by Lemma 3.2 for generic t, the map φt is (Khovanskii) non-degenerate and convenient.
Therefore, by Theorem 4.3, we have:
µ0(φt) = ν
(
Γ+(φt)
)
= ν(Γ+(f)).
The proof is complete. 
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