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Measurable regularity properties of
infinite-dimensional Lie groups
Helge Glo¨ckner
Abstract
Let G be a Banach-Lie group with Lie algebra g, and p ∈ [1,∞]. Then
the space ACLp([0, 1], g) of absolutely continuous functions γ : [0, 1]→
g with γ′ ∈ Lp([0, 1], g) is a Banach-Lie algebra. Let ACLp([0, 1], G)0 =
〈expG ◦γ : γ ∈ ACLp([0, 1], g)〉 be the integral subgroup of C([0, 1], G)
with Lie algebra ACLp([0, 1], g). We show that each γ ∈ Lp([0, 1], g)
has a left evolution Evol(γ) ∈ ACLp([0, 1], G)0 , and that the map
Evol : Lp([0, 1], g) → ACLp([0, 1], G)0 is smooth. Similar results are
obtained for important classes of Fre´chet-Lie groups and more general
Lie groups, notably for diffeomorphism groups of paracompact finite-
dimensional smooth manifolds and gauge groups of principal bundles
with Banach structure groups. The measurable regularity properties
considered imply validity of the Trotter product formula and the com-
mutator formula.
Classification: 22E65 (primary); 32A12, 34G10, 46G20, 46H05, 58B10.
Key words: Infinite-dimensional Lie group, Banach-Lie group, Fre´chet-Lie group, regu-
lar Lie group, regularity, logarithmic derivative, product integral, evolution, initial value
problem, parameter dependence, measurable map, current group, loop group, gauge group,
diffeomorphism group, projective limit, direct limit, inductive limit, direct sum, weak di-
rect product, extension, test function group, locally m-convex algebra, continuous inverse
algebra, commutator formula, Trotter formula, Lebesgue space, regulated function, abso-
lute continuity, Carathe´odory solution, measurable right-hand-side, control theory
Introduction and statement of the main results
To enable proofs for fundamental Lie theoretic facts in infinite dimensions,
John Milnor [52] introduced the concept of regularity for infinite-dimensional
Lie groups (compare also [58], [59] for related earlier work). Let G be a
Lie group modelled on a locally convex space E, with identity element e,
tangent bundle T (G) and Lie algebra g := L(G) := Te(G) ∼= E. Given
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g, h ∈ G and v ∈ Th(G), let λg : G → G, x 7→ gx be left translation and
g.v := Th(λg)(v) ∈ Tgh(G). Thus h−1.v ∈ Te(G) = g. If γ : [0, 1] → g is a
continuous map, then there exists at most one C1-map η : [0, 1]→ G with
η′(t) = η(t).γ(t) for all t ∈ [0, 1], and η(0) = 1. (1)
If such an η exists, it is called the evolution of γ, and denoted by Evol(γ) := η.
Let k ∈ N0 ∪ {∞}. The Lie group G is called Ck-regular if each γ ∈
Ck([0, 1], g) admits an evolution Evol(γ) and the map Evol : Ck([0, 1], g) →
Ck+1([0, 1], G) is smooth with respect to the natural Lie group structure
on the mapping group Ck+1([0, 1], G) (cf. [30], [34], and [54]). Then Ck-
regularity implies Cℓ-regularity for all ℓ ∈ N0 ∪ {∞} with ℓ ≥ k (cf. [34]).
The C∞-regular Lie groups are simply called regular (cf. [34], [52], and [54],
where also applications of regularity are described). For the purposes of rep-
resentation theory, the strongest notion, C0-regularity, is particularly use-
ful [55]. Recently, it also proved valuable to consider weakened topologies on
C0([0, 1], g) (like the L1-topology) [34].
Again for the purposes of representation theory, it would be useful to have
even stronger regularity properties available. And also from the point of view
of control theory, it is natural to allow more general functions γ on the right
hand side of (1), e.g. step functions (with steps when a control is switched
on or off). The current article is devoted to such generalizations. We men-
tion that initial value problems of the form (1), for G a finite-dimensional
Lie group, are a familiar topic in Geometric Control Theory.1 See, e.g., [42,
Chapter 12] for optimal control problems in this context, when the controls
are furnished by left-invariant vector fields on G. For general aspects of
control theory on finite-dimensional spaces with measurable right hand sides
(irrespective of Lie groups) and the corresponding initial value problems,
see [68].
If E is a Fre´chet space (resp., a Banach space) and p ∈ [1,∞], let Lp([0, 1], E)
be the space of all (equivalence classes of) measurable functions γ : [0, 1]→ E
with separable image such that q ◦γ is in the Lebesgue space Lp([0, 1],R) for
each continuous seminorm q on E (cf. [41] and [62] if E is Banach). We let
ACLp([0, 1], E) be the space of all functions η : [0, 1]→ E of the form
η(t) = v +
∫ s
0
γ(s) dλ1(s)
1In this context, γ in (1) is usually parametrized by certain control functions.
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with v ∈ E and [γ] ∈ Lp([0, 1], E) (where λ1 is Lebesgue-Borel measure on R).
Then η′(t) = γ(t) for λ1-almost all t ∈ [0, 1] (see Lemma 1.28; cf. [62] if E
is Banach). The spaces Lp([0, 1], E) and ACLp([0, 1], E) are Fre´chet spaces
(resp., Banach spaces) in a natural way (see, e.g., Lemma 1.19). Testing in
local charts, one can also speak of ACLp-maps to a manifold M modelled
on a Fre´chet space (cf. Definition 3.20). We show that ACLp([0, 1], G) is
a Fre´chet-Lie group (resp., Banach-Lie group), for each Fre´chet-Lie group
(resp., Banach-Lie group) G (Proposition 4.2). Let G be a Fre´chet-Lie group,
with Lie algebra g. Let p ∈ [1,∞]. We say that G is Lp-regular if each
[γ] ∈ Lp([0, 1], g) has a (necessarily unique) left evolution Evol([γ]) := η ∈
ACLp([0, 1], G) such that
η(0) = e and η′(t) = η(t) · γ(t) λ1-almost everywhere,
and the map Evol : Lp([0, 1], g)→ ACLp([0, 1], G) is smooth. Let L∞rc([0, 1], g)
be the space of all elements of L∞([0, 1], g) having a representative γ with
relatively compact image. Then L∞rc([0, 1], g) is a closed vector subspace of
L∞([0, 1], g). A function γ : [0, 1]→ g is called regulated if it is a uniform limit
of a sequence of E-valued step functions. Then the space R([0, 1], g) of equiv-
alence classes of regulated maps is a closed vector subspace of L∞rc([0, 1], g)
(and hence also of L∞([0, 1], g)). If L∞([0, 1], g) is replaced with L∞rc([0, 1], g)
and R([0, 1], g) in the above definition, then G is called L∞rc-regular and R-
regular (or regulated regular), respectively.
Theorem A. For each Fre´chet-Lie group G and each p ∈ [1,∞], we have
the following implications :
G is Lp-regular ⇒ G is Lq-regular for all q ∈ [1,∞] such that q ≥ p;
G is L∞-regular ⇒ G is L∞rc-regular ⇒ G is R-regular ;
G is R-regular ⇒ G is C0-regular.
We say that a locally convex space E is integral complete if each continuous
curve γ : [0, 1] → E has a weak integral ∫ b
a
γ(t) dt ∈ E. It is known that
E is integral complete if and only if E has the metric convex compactness
property (metric CCP) in the sense that the closed convex hull
conv(K) ⊆ E
3
is compact for each compact metrizable subset K ⊆ E (see [71]). The fol-
lowing implications are known for a locally convex space E:
E is complete ⇒ E is quasi-complete ⇒ E is sequentially complete
⇒ E is integral complete;
moreover, none of these implications are equivalences [70]. If we try to
strengthen the concept of C0-regularity for a Lie group G modelled on a
locally convex space E, then E has to be integral complete (as E ∼= L(G)
is integral complete for each C0-regular Lie group G [34]). We mention that
Hausdorff locally convex spaces L∞rc([0, 1], E) can be defined for E an arbi-
trary locally convex space, formed by equivalence classes of all measurable
functions γ : [0, 1] → E such that the closure γ([0, 1]) of the image is com-
pact and metrizable (see [24]). If E is integral complete, then it is possible
to define spaces ACL∞rc([0, 1], E) (see Section 3), giving rise to Lie groups
ACL∞rc([0, 1], G) and notions of L
∞
rc -regularity and R-regularity for arbitrary
Lie groups G modelled on integral complete locally convex spaces (see Sec-
tions 4 and 5).
We say that a locally convex space E has the Fre´chet exhaustion property
(FEP) if every closed vector subspace S ⊆ E having a dense countable subset
can be written as the union
S =
⋃
n∈N
Fn
of an ascending sequence F1 ⊆ F2 ⊆ · · · of vector subspaces Fn ⊆ E which
are Fre´chet spaces in the induced topology (see Definition 1.38). For ev-
ery locally convex space E with the (FEP), we are able to give a sense to
Lp([0, 1], E) with p ∈ [1,∞] (see 1.40). The class of (FEP)-spaces subsumes
all Fre´chet spaces and strict (LF)-spaces E = lim
−→
En. Moreover, the space
Xc(M) of compactly supported smooth vector fields on a paracompact finite-
dimensional smooth manifoldM is an (FEP)-space (see Lemma 1.41 for these
assertions). The latter is the modelling space for the Lie group
Diffc(M)
of all diffeomorphisms φ : M →M such that, for some compact set K ⊆M ,
we have φ(x) = x for all x ∈M \K (cf. [51], [22], or [63]).
Two main results are devoted to measurable regularity properties of
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Banach-Lie groups and diffeomorphism groups.2 ForM a paracompact finite-
dimensional smooth manifold and K ⊆ M a compact set, let DiffK(M) be
the group of all smooth diffeomorphisms φ : M →M such that φ(x) = x for
all x ∈M \K. We obtain the following result:
Theorem B. For each paracompact finite-dimensional smooth manifold M ,
the Lie group Diffc(M) is L
1-regular. Also DiffK(M) is L
1-regular, for each
compact subset K ⊆M .
We first prove Theorem B for the instructive cases of DiffK(R
n), Diffc(R
n)
and Diff(S1), before turning to general M . We also prove:
Theorem C. Every Banach-Lie group is L1-regular.
Using a projective limit argument, we deduce that also some Fre´chet-Lie
groups are L1-regular. For example, the unit group A× is L1-regular for each
continuous inverse algebra A which is a Fre´chet space and locally m-convex
(in the sense of [50]): see Proposition 7.15. Recall that a continuous inverse
algebra is a unital associative real (or complex) algebra, endowed with a lo-
cally convex vector topology for which the unit group A× ⊆ A is open and
both the inversion map A× → A, a 7→ a−1 and the algebra multiplication
A×A→ A are continuous; then A× is a Lie group (see [21] and the references
therein). Similarly, we find that the mapping group
C∞K (M,H) := {γ ∈ C∞(M,H) : γ|M\K = e}
is L1-regular for each finite-dimensional smooth manifold M , Banach-Lie
group H and compact set K ⊆M (Proposition 7.11).
We then turn to measurable regularity properties of ascending unions of Lie
groups, and related topics. Notably, we find that the weak direct product
Lie group
⊕
j∈J Hj (as introduced in [24]) is L
1-regular for each family of
L1-regular Lie groups Hj modelled on sequentially complete (FEP)-spaces
(Proposition 8.2). Together with a result on the inheritance of measurable
regularity properties by certain Lie subgroups (Proposition 5.27), this entails:
Theorem D. The test function group Ckc (M,H) is L
1-regular, for each para-
compact finite-dimensional smooth manifold M , Banach-Lie group H and
2The L∞rc-regularity of Banach-Lie groups was first announced in [24] (without proof,
and using different terminology); the L∞rc-regularity of Diffc(M) was conjectured there.
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k ∈ N0 ∪ {∞}.
Here Ckc (M,H) is the Lie group of all C
k-maps γ : M → H such that
γ−1(H \ {e}) ⊆ M is relatively compact; it is modelled on the locally con-
vex direct limit Ckc (M,L(H)) = lim
−→
CkK(M,L(H)) (see, e.g., [20] for the
Lie group structure in the main case that M is σ-compact). The conclu-
sion of Theorem D remains valid for Lie groups of compactly supported
gauge transformations of principal bundles with Banach structure groups (see
Corollary 8.3).
We also have a result ensuring measurable regularity properties for ascending
unions of Banach-Lie groups under suitable hypotheses (Proposition 8.10).
It entails:
Theorem E. Let G1 ⊆ G2 ⊆ · · · be finite-dimensional Lie groups, such that
the inclusion maps Gn → Gn+1 are smooth group homomorphisms for all
n ∈ N. Then the direct limit Lie group lim
−→
Gn =
⋃
n∈NGn (as in [23], [27]) is
L1-regular.
In particular, G = lim
−→
Gn is always C
0-regular. So far, it was only known
that G = lim
−→
Gn is C
1-regular [27].3
Proposition 8.10 also implies (see Corollary 8.20):
Theorem F. For each compact real analytic manifold M and each Banach-
Lie group H, the Lie group Cω(M,H) of all real analytic H-valued maps
on M is L∞rc-regular.
The C0-regularity of Cω(M,H) is already stated in [16].
All measurable regularity properties we consider are extension properties:
Theorem G. Consider an extension
{1} → N j→ G→ Q q→ {1}
of Lie groups modelled on integral complete locally convex spaces, such that
q admits smooth local sections. If both N and Q are L∞rc-regular (resp., R-
regular), the also G is L∞rc-regular (resp., R-regular). If p ∈ [0,∞] and both
3In the special situation of [14] (which, in particular, entails that expG is a local dif-
feomorphism at 0) C0-regularity was already available.
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N and Q are Lp-regular Fre´chet-Lie groups, then also G is an Lp-regular
Fre´chet–Lie group. If N and Q are Lp-regular Lie groups modelled on se-
quentially complete (FEP)-spaces, then also G is modelled on a sequentially
complete (FEP)-space and Lp-regular.
Even the weakest measurable regularity established here, R-regularity, has
remarkable consequences. Let G be a Lie group modelled on a locally con-
vex space such that G has a smooth exponential function4 expG : g → G on
g = L(G). Following [55], G is said to have the Trotter property if, for all
v, w ∈ g,
(expG(tv/n) expG(tw/n))
n
converges to expG(t(v + w)) as n → ∞, uniformly for t in compact subsets
of R. We say that G has the strong Trotter property if even5
(γ(t/n))n → expG(tγ′(0)) as n→∞, (2)
uniformly for t in compact subsets of [0,∞[, for each C1-curve γ : [0, 1]→ G
such that γ(0) = e. If, for all v, w ∈ g,(
expG(
√
t/n) expG(
√
t/n) expG(−
√
t/n) expG(−
√
t/n)
)n2 → expG(t[v, w])
as n → ∞, uniformly in t in compact subsets of [0,∞[, then we say that
G has the commutator property. We say that G has the strong commutator
property if(
γ(
√
t/n)η(
√
t/n)γ(
√
t/n)−1η(
√
t/n)−1
)n2 → expG(t[γ′(0), η′(0)]) as n→∞,
uniformly for t in compact subsets of [0,∞[, for all C1-curves γ, η : [0, 1]→ G
such that γ(0) = η(0) = e. Both the Trotter property and the commutator
property are useful in representation theory (see [55] and ongoing work by
K.-H. Neeb). We already explained that the strong Trotter property implies
the Trotter property. Likewise, the strong commutator property implies the
commutator property. We show:
Theorem H. Let G be a Lie group modelled on a locally convex space. If G
4This ensures that R → G, t 7→ expG(tv) is a smooth one-parameter group of G for
each v ∈ g with ddt
∣∣
t=0
expG(tv) = v, and that every smooth one-parameter group of G is
of this form.
5This implies the Trotter property, as we can take γ(t) := expG(tv) expG(tw).
7
has the strong Trotter property, then G has the strong commutator property.
Theorem I. Let G be a Lie group modelled on an integral complete locally
convex space. If G is R-regular, then G has the strong Trotter property (and
hence also the strong commutator property).
We mention that the notion of R-regularity provides a link to the original
notion of regularity (called µ-regularity in [54]) in the works by Omori and
collaborators (see [58] and [59]), which was based on the convergence of
certain “product integrals.” In the special case of Fre´chet-Lie groups, the
assertion on the strong Trotter property in Theorem G for R-regular Lie
groups is a counterpart of the corresponding result for µ-regular Fre´chet-Lie
groups in [59, Lemma 1.1].
Combining Theorems D and I, we see that the test function group Ckc (M,H)
has the strong Trotter property for each paracompact finite-dimensional
smooth manifold M and Banach-Lie group H . Generalizing the case of
C∞c (M,H), also the gauge group Gau(P ) of a principal bundle P →M with
structure group H (with Gauc(P ) as an open Lie subgroup) is L
1-regular
and hence has the strong Trotter property, for each paracompact finite-
dimensional smooth manifold M and Banach-Lie group H . Also Diff(M)
(with Diffc(M) as an open Lie subgroup) is L
1-regular and hence has the
strong Trotter property. Now the full automorphism group Aut(P ) is a Lie
group extension
{1} → Gau(P )→ Aut(P )→ Diff(M)P → {1}
for a suitable open subgroup Diff(M)P of Diff(M) (cf. [65] for the essential
special case that M is σ-compact). Since being L1-regular is an extension
property, we deduce:
Theorem J. Let P → M be a smooth principal bundle over a paracompact
finite-dimensional smooth manifoldM whose structure group is a Banach-Lie
group. Then Aut(P ) is L1-regular and hence Aut(P ) has the strong Trotter
property and the strong commutator property.
Our proof of Theorem I shows that the convergence in (2) is even uniform
for γ in compact sets. This implies:
Theorem K. If a Lie group H is R-regular, then CK(X,H) and Cc(X,H)
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have the strong Trotter property, for every locally compact topological space X
and compact subset K ⊆ X. If, moreover, X is paracompact, then also
Cc(X,H) has the strong Trotter property.
Here CK(X,H) := {γ ∈ C(X,H) : γ|X\K = e} is endowed with its natural
Lie group structure (see, e.g., [20]); likewise for Cc(X,H) =
⋃
K CK(X,H)
(cf. [20] for the essential case when X is σ-compact).
Note that the Lebesgue spaces Lp([0, 1], E), L∞rc([0, 1], E) and R([0, 1], E) we
consider only serve as a tool to define strengthened regularity properties,
where they appear as the domains of certain evolution maps. For this pur-
pose, properties like completeness of the spaces (which might fail unless we
assume that E is a Fre´chet space) are irrelevant. Rather, it is important
that we have good results on continuity and differentiability properties for
mappings between such spaces or families of such. Results of this type do not
seem available if, instead, one would define vector-valued Lp-spaces as com-
pletions of tensor products Lp[0, 1]⊗E with respect to suitable tensor norms
(which might look more natural from the point of view of linear functional
analysis). Compare [18] for another viable type of vector-valued Lp-maps
based on Suslin-measurability.
For previous work concerning differential equations in finite-dimensional (or
Banach) spaces with measurable right hand sides, see e.g. [44], [62], [67], [68]
and the references therein.
Structure of the article. After a preparatory section with selected ma-
terial on Lebesgue spaces and infinite-dimensional calculus (Section 1), we
study differentiability properties of mappings like
f˜ : C([a, b], V )× Lp([a, b], E2)→ Lp([a, b], F ), (η, [γ]) 7→ [f ◦ (η, γ)],
e.g. if E2 and F are Fre´chet spaces, V is an open subset of a locally convex
space E1 and
f : V ×E2 → F
a smooth map which is linear in its second argument (Section 2). If E is a
Fre´chet space, then we can consider each of the spaces
Lp([a, b], E), L∞rc([a, b], E) and R([a, b], E)
as a vector subspace E([a, b], E) of L1([a, b], E). The assignment is functorial
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both in E and in [a, b]; e.g., we have a continuous linear map
Lp([a, b], λ) : Lp([a, b], E1)→ Lp([a, b], E2), [γ] 7→ [λ ◦ γ]
for each continuous linear map λ : E1 → E2 between Fre´chet spaces. And we
can pull back functions along an affine-linear map f : [c, d]→ [a, b]:
Lp(f, E) : Lp([a, b], E)→ Lp([c, d], E), [γ] 7→ [γ ◦ f ].
We therefore speak of a bifunctor E on Fre´chet spaces. Using such a bifunctor,
we call a function
η : [a, b]→ E
E-absolutely continuous (and write η ∈ ACE([a, b], E)) if
η(t) = η(a) +
∫ t
a
γ(s) ds
for some [γ] ∈ E([a, b], E). The theory of vector-valued absolutely continu-
ous functions is developed in Section 3. Notably, we study differentiability
properties of non-linear mappings on spaces of absolutely continuous func-
tions and describe conditions ensuring that absolutely continuous functions
to manifolds can be defined. This enables a Lie group structure on
ACE([0, 1], G)
to be constructed for suitable bifunctors E and Lie groups G (Section 4),
which are then used to define and study E-regular Lie groups (Section 5). To
this end, certain axioms and properties need to be imposed on the bifunc-
tors under consideration. Thus, we shall encounter the Locality Axiom, the
Pushforward Axioms, the Subdivision Property, and the requirement that
smooth functions act smoothly on ACE . We shall see that all of these ax-
ioms and requirements are satisfied by Lp, L∞rc and R.
6 Thus E-regularity
provides a common roof (and uniform proofs) for the concepts of Lp-regular,
L∞rc -regular and R-regular Lie groups. As part of the general theory, proofs
for Theorems A and G are obtained in Section 5. We then prove Theorem C
6Another less central axiom, the Embedding Axiom, is satisfied by Lp as a bifunctor
on Fre´chet spaces and L∞rc as a bifunctor on integral complete locally convex spaces (but
possibly not by R or by Lp as a bifunctor on other spaces). Beyond Fre´chet spaces, the
axiom is not used for major results.
10
and further results on Banach-Lie groups and local Banach-Lie groups (Sec-
tion 6). Next, we study measurable regularity properties of projective limits
of Lie groups (Section 7) and of ascending unions of Lie groups (Section 8),
including proofs for Theorems D, E and F. In Section 9, we prove the L1-
regularity of DiffK(R
n), Diff(S1), and Diffc(R
n), before proving Theorem B
(in full generality) in Section 11. The proof uses some basic uniqueness re-
sults for solutions to initial value problems with measurable right hand sides,
provided in Section 10. We then establish Theorems H and I (Section 12).
The proofs for the preparatory Section 1 have been relegated to an appendix
(Appendix A), as well as proofs of auxiliary results on Lebesgue spaces of
projective limits needed in Section 7 (see Appendix B) and some calculations
concerning diffeomorphism groups (Appendix C).
Acknowledgement. The author thanks K.-H. Neeb, who suggested the consid-
eration of measurable regularity properties and mentioned potential relations
to control theory as well as the Trotter product and commutator formulas.
1 Preliminaries and notation
In this section, we fix our notation and terminology concerning topology,
infinite-dimensional calculus and Lebesgue spaces of vector-valued measur-
able mappings. Several basic facts will be stated for later use. Many of
these are easy to take on faith, whence we relegate proofs to the appendix
(Appendix A).
We write N = {1, 2, · · · } and N0 := N ∪ {0}. If f : X → Y is a function,
we write graph(f) := {(x, f(x)) : x ∈ X} for its graph. All vector spaces en-
countered in the article are real vector spaces, unless we explicitly say they
are complex vector spaces. We use ‘locally convex space’ as a shorthand for
‘locally convex topological vector space.’ All topological spaces and locally
convex spaces occuring in the article are assumed Hausdorff, except for the
Lp-spaces and L∞rc-spaces presently encountered, which are merely a prelim-
inary for the definition of the Hausdorff Lp-spaces (and L∞rc -spaces) we are
really interested in. If (X, d) is a metric space, x ∈ X and r > 0, we write
Bdr (x) := {y ∈ X : d(x, y) < r} and B
d
r(x) := {y ∈ X : d(x, y) ≤ r}
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for the open ball and closed ball, respectively. If q is a seminorm on a vector
space E, we write
Bqr(x) := {y ∈ E : q(y − x) < r} and B
q
r(x) := {y ∈ E : q(y − x) ≤ r}
for x ∈ E, r > 0. If E = Rn, we let ‖.‖∞ be the maximum norm on Rn and
abbreviate Br(x) := B
‖.‖∞
r (x) as well as Br(x) := B
‖.‖∞
r (x). If λ : E → F
is a continuous linear map between normed spaces (E, ‖.‖E) and (F, ‖.‖F ),
we write ‖λ‖op for its operator norm. Some basic concepts and facts from
topology will be useful.
1.1 We recall the Wallace Lemma [43, Chapter 5, Theorem 12]:
Let X1 and X1 be topological spaces, K1 ⊆ X1 and K2 ⊆ X1 be compact
subsets and U ⊆ X1×X2 be an open set such that K1×K2 ⊆ U . Then there
exist open subsets U1 ⊆ X1 and U2 ⊆ X2 such that K1 ×K2 ⊆ U! × U2 ⊆ U .
1.2 Let (J,≤) be a directed set, ((Xj)j∈J , (φi,j)i≤j) be a projective system7
of topological spaces Xj and continuous mappings φi,j : Xj → Xi for i, j ∈ J
such that i ≤ j. Let (X, (φj)j∈J) be a projective limit of the above system
in the category of topological spaces and continuous mappings.8 The φi,j
will be called bonding maps, and the φj will be called limit maps. Then the
following holds:
(a) For each x ∈ X, the sets φ−1j (U) form a basis of open neighbourhoods
of x, for j ∈ J and U ranging through the set of open neighbourhoods
of φj(x) in Xj.
(b) A subset D ⊆ X is dense in X if and only if φj(D) is dense in φj(X)
for each j ∈ J .
1.3 By a topological embedding, we mean a map f : X → Y between topo-
logical spaces such that the co-restriction f |f(X) : X → f(X) is a homeomor-
phism with respect to the topology induced by Y on the image f(X) = im(f).
1.4 A topology on a real vector space E is called a vector topology if it
turns E into a topological vector space.
7Thus φj,j = idXj for all j ∈ J and φi,j ◦ φj,k = φi,k for all i, j, k ∈ J such that
i ≤ j ≤ k.
8That is, the map (φj)j∈J : X → {(xj)j∈J ∈
∏
j∈J Xj : (∀i, j ∈ J) i ≤ j ⇒ xi =
φi,j(xj)} is a homeomorphism.
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1.5 Throughout, we are working in the setting of abstract set theory. Thus,
if (X1,Σ1) and (X2,Σ2) are measurable spaces (viz. Xi is a set and Σi a
σ-algebra on Xi), we call a map f : X1 → X2 measurable if f−1(A) ∈ Σ1 for
all A ∈ Σ2 (see, e.g., [3, §7]). We also say that f : (X1,Σ1) → (X2,Σ2) is
measurable in the situation. If E is a set of subset of a set X , we write σ(E)
for the σ-algebra on X generated by E . As usual, if X is a topological space,
we write B(X) := σ(O) for the σ-algebra of Borel sets of X , generated by
the set O of all open subsets of X . If (X,Σ) is a measurable space and Y a
subset of X , then the trace
Σ|Y := {A ∩ Y : A ∈ Σ}
is a σ-algebra on Y . If Y ∈ Σ, then
Σ|Y = {A ∈ Σ: A ⊆ Y }
(see [3, §1]). If (Xi,Σi) are measurable spaces, as usual we let Σ1⊗Σ2 be the
product σ-algebra, i.e., the σ-algebra onX1×X2 generated by {A1×A2 : A1 ∈
Σ1, A2 ∈ Σ2}.
Some simple basic facts will be used:
1.6 (a) If is (X,Σ) is a measurable space and Y ⊆ X , then the inclusion
map j : (Y,Σ|Y )→ (X,Σ) is measurable (as j−1(A) = A∩ Y ∈ Σ|Y for
each A ∈ Σ) and hence f |Y = f ◦ j : (Y,Σ|Y ) is measurable for each
measurable map f : (X,Σ)→ (X2,Σ2) to a measurable space.
(b) Let (Xi,Σi) be measurable spaces for i ∈ {1, 2} and f : X1 → X2 be a
map such that f(X1) ⊆ Y for a subset Y ⊆ X2. Then f : (X1,Σ1) →
(X2,Σ2) is measurable if and only if the co-restriction f |Y : (X1,Σ1)→
(Y,Σ2|Y ) is measurable.9
(c) Let X be a set and E be a set of subsets of X . Then σ(E)|Y = σ({A∩
Y : A ∈ E}) for each subset Y ⊆ X . In particular:
(d) If X is a topological space and we endow a subset Y ⊆ X with the
induced topology, then B(Y ) = B(X)|Y . Hence, if Y ∈ B(X), then
B(Y ) = {A ∈ B(X) : A ⊆ Y }.
9If f |Y is measurable, then also f = j ◦ f |Y with the measurable incluison map j : Y →
X2. If f is measurable, then each B ∈ Σ2|Y is of the form B = Y ∩ A with some A ∈ Σ2
and hence (f |Y )−1(B) = f−1(B ∩ f(X1)) = f−1(A ∩ f(X1)) = f−1(A) ∈ Σ1, showing
that f |Y is measurable.
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(e) Let (X,Σ) be a measurable space, Y be a set and E be a set of subsets
of Y . Then a map f : (X,Σ) → (Y, σ(E)) is measurable if and only if
f−1(A) ∈ Σ for each A ∈ E [3, Satz 7.2]. In particular, a map
f = (f1, f2) : (X,Σ)→ (X1 ×X2,Σ1 ⊗ Σ2)
is measurable if and only if both f1 : (X,Σ)→ (X1,Σ1) and f2 : (X,Σ)→
(X2,Σ2) are measurable.
(f) If X1, X2 are topological spaces and X2 has a countable basis for its
topology, then B(X1×X2) = B(X1)⊗B(X2) (see, e.g., [24, Lemma 2.7]).
For a classical discussion of vector-valued integrals in Banach spaces, see [41,
Chapter III]; see also [62] for further relevant aspects. It is essential for our
purposes to go beyond the classical frame of Banach spaces and consider
Lp-functions (and related functions) also with values in Fre´chet spaces (and,
later, in even more general locally convex spaces).
1.7 Let (X,Σ, µ) be a measure space, E be a Fre´chet space, p ∈ [1,∞[
and P (E) be the set of all continuous seminorms q : E → [0,∞[. We let
Lp(X, µ,E) be the set of all measurable functions γ : (X,Σ) → (E,B(E))
such that
(a) ‖γ‖Lp,q := p
√∫
X
q(γ(x))p dµ(x) <∞ for each q ∈ P (E); and
(b) The image γ(X) is separable (i.e., it has a dense countable subset).
1.8 For E a Fre´chet space, let L∞(X, µ,E) be the set of all measurable
mappings γ : (X,Σ) → (E,B(E)) with separable, bounded image. For γ ∈
L∞(X, µ,E) and q a continuous seminorm on E, we write
‖γ‖L∞,q := ‖q ◦ γ‖L∞ = ess supµ(q ◦ γ) . (3)
Let L∞rc(X, µ,E) be the set of all measurable maps γ : (X,Σ) → (E,B(E))
with relatively compact image. Linear combinations of measurable E-valued
maps with separable image being measurable (cf. Lemma A.1), Lq(X, µ,E),
L∞(X, µ,E) and L∞rc(X, µ,E) are vector subspaces of EX . As is clear,
L∞rc(X, µ,E) ⊆ L∞(X, µ,E), (4)
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with equality if and only if all bounded subsets of E are relatively compact,
i.e., E is semi-Montel. This holds for example if E is Schwartz, nuclear or
finite-dimensional.10 If µ is a finite measure, then
L∞(X, µ,E) ⊆ Lp(X, µ,E) ⊆ L1(X, µ,E) for all p ∈ [1,∞] (5)
For p ∈ [1,∞], we endow Lp(X, µ,E) with the (not necessarily Hausdorff)
locally convex vector topology defined by the seminorms ‖.‖Lp,q, for q ∈
P (E). We give L∞rc(X, µ,E) the topology induced by L∞(X, µ,E). Then the
inclusion maps in (4) and (5) are continuous.
1.9 If E is an arbitrary locally convex space, then L∞rc(X, µ,E) is defined as
the set of all measurable functions γ : X → E such that the closure im(γ) of
the image of γ in E is compact and metrizable [24]. Also in this generality,
L∞rc(X, µ,E) is a vector subspace of EX (see [24]). We define seminorms
‖.‖L∞,q on L∞rc(X, µ,E) as in (3) and use these to endow L∞rc(X, µ,E) with
a vector topology.
The following two lemmas are useful tools for dealing with the mappings
γ ∈ L∞rc(X, µ,E). See, e.g., [24, Lemma 2.1] for the first fact (which can be
deduced from [17, Theorem 4.2.13]):
Lemma 1.10 If K is a metrizable compact topological space and f : K → Y
a continuous map to a Hausdorff topological space Y , then also the image
f(K) is compact and metrizable. ✷
Lemma 1.11 Let E be a locally convex space and K ⊆ E a subset which is
compact and metrizable in the induced topology. Let EK := span(K) ⊆ E be
the vector subspace spanned by K and OK be the induced topology on EK .
Then EK can be given a separable metrizable locally convex vector topology
O′ such that O′ ⊆ OK .
As before, (X,Σ, µ) is a measure space.
1.12 If Y is a topological space and γ : X → Y a measurable map, we write
[γ] for the set of all measurable mappings γ1 : X → Y such that γ(x) = γ1(x)
for µ-almost all x ∈ X .
10As every Fre´chet space is barrelled, it is semi-Montel iff it is Montel.
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1.13 If E is a Fre´chet space and p ∈ [1,∞], we set
Lp(X, µ,E) := {[γ] : γ ∈ Lp(X, µ,E)}.
Let Np ⊆ Lp(X, µ,E) be the vector subspaces of all γ in Lp(X, µ,E) such
that γ(x) = 0 for µ-almost all x ∈ X . Then the map
Lp(X, µ,E)/Np → Lp(X, µ,E), γ +Np → [γ] (6)
is a bijection, which we use to identify Lp(X, µ,E) with the quotient vector
space Lp(X, µ,E)/Np. Similarly, for E a locally convex space we let Nrc ⊆
L∞rc(X, µ,E) be the vector space of all γ ∈ L∞rc(X, µ,E) such that γ(x) = 0
for µ-almost all x ∈ X . We use the map
L∞rc(X, µ,E)/Nrc → L∞rc (X, µ,E), γ +Nrc → [γ]
to identify the quotient vector space L∞rc(X, µ,E)/Nrc with L∞rc(X, µ,E) :=
{[γ] : γ ∈ L∞rc(X, µ,E)}.
1.14 If E is a Fre´chet space, we obtain a seminorm ‖.‖Lp,q on Lp(X, µ,E)
via ‖[γ]‖Lp,q := ‖γ‖Lp,q, for each continuous seminorm q on E. We give
Lp(X, µ,E) the locally convex vector topology defined by the seminorms
‖.‖Lp,q, for q ∈ P (E). Likewise, for E a locally convex space, we make
L∞rc(X, µ,E) a locally convex space using the seminorms ‖.‖L∞,q defined
via ‖[γ]‖L∞,q := ‖γ‖L∞,q. The latter topologies coincide with the quo-
tient topologies on the quotient spaces Lp(X, µ,E) = Lp(X, µ,E)/Np and
L∞rc(X, µ,E) = L∞rc(X, µ,E)/Nrc, respectively.
1.15 If E is a Fre´chet space, then
L∞rc(X, µ,E) ⊆ L∞(X, µ,E)
and the above topology on L∞rc(X, µ,E) coincides with the induced topology.
If µ is a finite measure and E a Fre´chet space, then
L∞(X, µ,E) ⊆ Lp(X, µ,E)
for all p ∈ [1,∞[, and the inclusion map is linear and continuous as ‖[γ]‖Lp,q ≤
p
√
µ(X)‖[γ]‖L∞,q. We also have
Lp1(X, µ,E) ⊆ Lp2(X, µ,E)
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for all p1 ≥ p2 in [1,∞[, and the inclusion map is continuous linear.11
1.16 We recall the concept of weak integral. Let (X,Σ, µ) be a measure
space, E be a locally convex space, E ′ be the space of all continuous linear
functionals λ : E → R and γ : X → E be a function such that λ ◦ γ ∈
L1(X, µ,R) for each λ ∈ E ′. An element w ∈ E is called the weak integral of
γ with respect to µ (and denoted
∫
X
γ(x) dµ(x) := w) if
(∀λ ∈ E ′) λ(w) =
∫
X
λ(γ(x)) dµ(x) .
1.17 The following is clear, as λ ◦ α ∈ E ′ for each λ ∈ F ′:
If γ : X → E has a weak integral ∫
X
γ(x) dµ(x) in the situation of 1.16, and
α : E → F is a continuous linear map to a locally convex space F , then
α ◦ γ : X → F has a weak integral in F ; in fact,∫
X
α(γ(x)) dµ(x) = α
(∫
X
γ(x) dµ(x)
)
,
as the right-hand side satisfies the property which defines the weak integral
on the left.
1.18 We shall use continuity of parameter-dependent integrals (see, e.g., [6,
Proposition 3.5], or [38]):
Let E be a locally convex space, X a topological space, a, b ∈ R such that
a < b and f : X × [a, b] → E be a continuous function such that the weak
integral
g(x) :=
∫ b
a
f(x, t) dt
exists in E for each x ∈ X. Then g : X → E is continuous.
The next lemma compiles essential basic properties of the spaces from 1.7.
11In fact, q(γ(x))p2 ≤ max{1, rp1q(γ(x))p1} and thus ‖[γ]‖Lp2,q ≤ (‖1 + (q ◦
γ)‖Lp1 )p1/p2 ≤ (‖1‖Lp1 + ‖q ◦ γ‖Lp1 )p1/p2 = ( p1
√
µ(X) + ‖q ◦ γ‖Lp1 )p1/p2 . Set C :=
( p1
√
µ(X) + 1)p1/p2 . By the preceding. ‖[γ]‖Lp2 ,q ≤ C for all [γ] ∈ Lp1(X,µ,E) such that
‖[γ]‖Lp1,q ≤ 1. Hence ‖[γ]‖Lp2,q ≤ C‖[γ]‖Lp1 ,q for all [γ] ∈ Lp1(X,µ,E).
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Lemma 1.19 Let (X,Σ, µ) be a measure space and E be a Fre´chet space
(resp, a Banach space). Let p ∈ [1,∞]. Then Lp(X, µ,E) and L∞rc(X, µ,E)
are Fre´chet spaces (resp., Banach spaces). Moreover, each γ ∈ L1(X, µ,E)
admits a weak integral
∫
X
γ(x) dµ(x), and the map
I : L1(X, µ,E)→ E , [γ] 7→
∫
X
γ(x) dµ(x)
is well-defined and continuous linear, with q(I(γ)) ≤ ‖[γ]‖L1,q for each con-
tinuous seminorm q on E.
1.20 We say that a locally convex space E is integral complete if each contin-
uous curve γ : [0, 1]→ E has a weak integral ∫ b
a
γ(t) dt ∈ E. It is known that
E is integral complete if and only if E has the metric convex compactness
property (metric CCP) in the sense that the closed convex hull
conv(K) ⊆ E
is compact for each compact metrizable subset K ⊆ E (see [71]; cf. [70]).
Lemma 1.21 If E is a locally convex space and K ⊆ E a metrizable compact
subset such that conv(K) ⊆ E is compact, then conv(K) is metrizable.
1.22 If µ(X) < ∞, we can define ‖[γ]‖L1,q := ‖γ‖L1,q ∈ [0,∞[ as in 1.7 (a)
also for E an arbitrary locally convex space and γ ∈ L∞rc(X, µ,E).
Lemma 1.23 Let (X,Σ, µ) be a measure space and E be an integral complete
locally convex space. If µ(X) <∞, then each γ ∈ L∞rc(X, µ,E) admits a weak
integral
∫
X
γ(x) dµ(x), and the map
I : L∞rc(X, µ,E)→ E , [γ] 7→
∫
X
γ(x) dµ(x)
is well-defined and continuous linear, with q(I(γ)) ≤ ‖[γ]‖L1,q ≤ µ(X)‖[γ]‖L∞,q
for each continuous seminorm q on E.
1.24 If J ⊆ R is an interval and µ the restriction of the 1-dimensional
Lebesgue-Borel measure λ1 to B(J), we omit mention of µ and simply write
Lp(J, E) instead of Lp(J, µ, E), etc. If, moreover, J = [a, b] with reals a ≤ b,
we write
∫ b
a
γ(t) dt in place of
∫
[a,b]
γ(t) dµ(t), for γ ∈ L1([a, b], E). If a > b, we
define
∫ b
a
γ(t) dt := − ∫ a
b
γ(t) dt for γ ∈ L1([b, a], E). Likewise for L∞rc(J, E)
if E is an integral complete locally convex space.
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1.25 Because the map C(J, E) → L∞(J, E), γ 7→ [γ] is injective, we can
identify γ ∈ C(J, E) with its equivalence class [γ] in L∞rc(J, E), for E an
arbitrary locally convex space and J ⊆ R an interval. Then
‖γ‖L∞,q = sup
t∈J
q(γ(t)),
for each γ ∈ C(J, E) and each continuous seminorm q on E. Likewise, we
can identify γ ∈ C(J, E) ∩ Lp(J, E) with it coset [γ] in Lp(J, E), for each
Fre´chet space E, γ ∈ C(J, E) and p ∈ [1,∞].
Remark 1.26 In this section, we clearly distinguish between a measurable
function γ and its equivalence class [γ] under equality µ-almost everywhere.
Later on, when the meaning is clear from the context, we shall sometimes
ignore the distinction.
1.27 Let J ⊆ R be non-degenerate interval, E be a locally convex space,
η : J → E be a mapping and t ∈ J . As usual, we say that η is differentiable
at t if the limit η′(t) = lims→t
η(s)−η(t)
s−t
exists in E. Then η is continuous at t
in particular.12
The following version of the Fundamental Theorem of Calculus is essential.
Compare [62, 25.16] if E is a Banach space.
Lemma 1.28 Let J ⊆ R be an interval, E be a Fre´chet space and t0 ∈ J .
If γ ∈ L1(J, E), then the weak integrals needed to define
η : J → E , t 7→
∫ t
t0
γ(s) ds
exist, and η is a continuous function which is differentiable λ1-almost every-
where, with η′ = [γ].
For general locally convex spaces E, we still have the following.
Lemma 1.29 Let J ⊆ R be an interval, E be an integral complete locally
convex space and t0 ∈ J . If γ ∈ L∞rc(J, E), then the weak integrals needed to
define
η : J → E , t 7→
∫ t
t0
γ(s) ds
exist, and η is a continuous function. If also γ1 ∈ L∞rc(J, E) is a map such
that η(t) =
∫ t
t0
γ1(s) ds for all t ∈ J , then [γ] = [γ1].
12Indeed, η(s) = η(t) + (s− t)η(s)−η(t)s−t → η(t) + 0η′(t) = η(t) as s→ t.
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1.30 In the situation of Lemmas 1.28 and 1.29, respectively, we shall write
η′ := [γ]. Since [γ] is uniquely determined by η in Lemma 1.29 (and γ(t) =
η′(t) λ1-almost everywhere in Lemma 1.28), we see that η
′ ∈ L∞rc (J, E) (resp.,
η′ ∈ L1(J, E)) is well-defined.
If E is a Fre´chet space, then a function γ : X → E is in L∞rc(X, µ,E) if and
only if there exists a sequence (γn)n∈N of measurable functions γn : : X → E
with finite image such that γn → γ uniformly (see [24, Corollary 3.19]).13
Passing to more restrictive functions γn (the step functions), we arrive at the
notion of regulated functions.
1.31 Let E be a locally convex space and a, b ∈ R with a < b. Let T ([a, b], E)
be the set of all functions γ : [a, b]→ E for which there exists a partition
a = t0 < t1 < · · · < tn−1 < tn = b
of [a, b] such that γ|]tj−1,tj [ is constant for all j ∈ {1, . . . , n}. We let
R([a, b], E) ⊆ L∞rc([a, b], E)
be the space of functions γ : [a, b] → E which are the uniform limit of a
sequence (γn)n∈N in T ([a, b], E). Such functions are called regulated functions
from [a, b] to E. Then R([a, b], E) is a vector subspace of L∞rc([a, b], E) and
R([a, b], E) := {[γ] : γ ∈ R([a, b], E)} is a vector subspace of L∞rc([a, b], E).
We endow both vector subspaces with the induced topology.
We mention:
Lemma 1.32 If E is a locally convex space, a < b in R and γ ∈ R([a, b], E),
then the sequence (γn)n∈N in T ([a, b], E) such that γn → γ uniformly can be
chosen such that γn([a, b]) ⊆ γ([a, b]) for all n ∈ N.
1.33 If E is a Fre´chet space, then R([a, b], E) is the closure of (equivalence
classes of) T ([a, b], E) in L∞rc ([a, b], E). Thus R([a, b], E) is a Fre´chet space.
1.34 Let (X,Σ, µ) be a measure space. If λ : E → F is a continuous linear
map between Fre´chet spaces, then
Lp(X, µ, λ) : Lp(X, µ,E)→ Lp(X, µ, F ), [γ] 7→ [λ ◦ γ]
13If γn exist, then even γn with im γn ⊆ im γ exist, as we may choose v1, . . . , vm(n) ∈
im(γ) in the proof of [24, Proposition 3.18]. We shall not use this fact.
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(and the map Lp(X, µ, λ) : Lp(X, µ,E)→ Lp(X, µ, F ), γ 7→ λ ◦ γ) is contin-
uous linear, for each p ∈ [1,∞]. In fact, if q is a continuous seminorm on
F , then q ◦ λ is a continuous seminorm on E and ‖λ ◦ γ‖Lp,q = ‖γ‖Lp,q◦λ ≤
‖γ‖Lp,q◦λ for all γ ∈ Lp(X, µ,E), entailing that the linear maps Lp(X, µ, λ)
and Lp(X, µ, λ) are continuous. Similarly, the linear maps
L∞rc(X, µ, λ) : L
∞
rc(X, µ,E)→ L∞rc (X, µ, F ), [γ] 7→ [λ ◦ γ]
and L∞rc(X, µ, λ) : L∞rc(X, µ,E) → L∞rc(X, µ, F ), γ 7→ λ ◦ γ are continuous
linear for each linear map λ : E → F between locally convex spaces, and are
the maps
R([a, b], λ) : R([a, b], E)→ R([a, b], F ), [γ] 7→ [λ ◦ γ]
and R([a, b], E)→R([a, b], F ), γ 7→ λ ◦ γ.
1.35 As a consequence of 1.34, we have that
Lp(X, µ,E1 × E2) ∼= Lp(X, µ,E1)× Lp(X, µ,E2)
for all p ∈ [1,∞] and Fre´chet spaces E1 and E2. Similarly,
L∞rc(X, µ,E1 ×E2) ∼= L∞rc(X, µ,E1)× L∞rc(X, µ,E2)
for all locally convex spaces E1 and E2 and R([a, b], E1×E2) ∼= R([a, b], E1)×
R([a, b], E2).
The following two lemmas will help us to deal with locally convex direct sums
and locally convex direct limits.
Lemma 1.36 Let (En)n∈N be a sequence of locally convex spaces. Fix p ∈
[0,∞]. Then ⊕
n∈N
En → [0,∞[, (xn)n∈N 7→ ‖(qn(xn))n∈N‖ℓp (7)
is a continuous seminorm on the locally convex direct sum, for each sequence
(qn)n∈N of continuous seminorms qn : En → [0,∞[. The locally convex direct
sum topology on
⊕
n∈NEn is defined by the set of seminorms of the form (7).
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More explicitly, the seminorms are given by(
∞∑
n=1
(qn(xn))
p
)1/p
if p <∞. For p =∞, they are given by
sup{qn(xn) : n ∈ N}.
Lemma 1.37 Let E1 ⊆ E2 ⊆ · · · be an ascending sequence of locally convex
spaces such that all inclusion maps En → En+1 are continuous linear. Endow
E :=
⋃
n∈NEn with the (not necessarily Hausdorff) locally convex direct limit
topology. Fix p ∈ [1,∞]. Then the sets{
∞∑
n=1
vn : (vn)n∈N ∈
⊕
n∈N
En such that ‖(qn(vn))n∈N‖ℓp < 1
}
form a basis of 0-neighbourhoods for E, if we let (qn)n∈N run through the set
of all sequences of continuous seminorms qn on En.
Also beyond metric spaces, let us say that a topological space X is separable
if it contains a countable dense subset.
Definition 1.38 Let us say that a locally convex space E has the Fre´chet
exhaustion property (FEP) if every separable closed vector subspace S ⊆ E
can be written as a union S =
⋃
n∈N Fn of vector subspaces F1 ⊆ F2 ⊆ · · ·
of E which are Fre´chet spaces in the induced topology. In this case, we also
say that E is a (FEP)-space.
For example, every Fre´chet space has the Fre´chet exhaustion property (as we
can take Fn := S for all n ∈ N).
By the next lemma, the Fre´chet spaces Fn in Definition 1.38 are separable.
Lemma 1.39 Let E be a locally convex space and F ⊆ E be a vector sub-
space, endowed with the induced topology. If E is separable and F is metriz-
able, then also F is separable.
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1.40 If a locally convex space E has the Fre´chet exhaustion property and
(X,Σ, µ) is a measure space, then the measurable functions γ : X → E with
separable image and
‖γ‖Lp,q := ‖q ◦ γ‖Lp <∞
for all q ∈ P (E) form a vector space Lp(X, µ,E), giving rise to a Haus-
dorff locally convex space Lp(X, µ,E) of equivalence classes (as we prove in
Appendix A).14 As in the Fre´chet case, we write ‖[γ]‖Lp,q := ‖γ‖Lp,q.
Lemma 1.41 (a) Every locally convex direct sum E :=
⊕
j∈J Ej of se-
quentially complete (FEP)-spaces15 is sequentially complete and has
the (FEP). In this case,
Lp(X, µ,E) =
⊕
j∈J
Lp(X, µ,Ej)
as a vector space, for each p ∈ [1,∞] and measure space (X,Σ, µ).
Moreover,
L1(X, µ,E) =
⊕
j∈J
L1(X, µ,Ej)
as a locally convex space.
(b) If a locally convex space E has the (FEP), then every closed vector
subspace F ⊆ E has the (FEP).
(c) Every strict (LF)-space E = lim
−→
En has the (FEP). In this case,
Lp(X, µ,E) =
⋃
n∈N
Lp(X, µ,En)
as a vector space, for each p ∈ [1,∞] and measure space (X,Σ, µ).
(d) Let k ∈ N0 ∪ {∞} and ΓCkc (V ) be the space of compactly supported Ck-
sections in a vector bundle V over a paracompact finite-dimensional
smooth manifold M , whose typical fibre F is a Fre´chet space.16 Then
ΓC
k
c (V ) has the (FEP), and
Lp(X, µ,ΓC
k
c (V )) =
⋃
K
Lp(X, µ,ΓC
k
K (V ))
14If E does not have the (FEP), then there is no reason why Lp(X,µ,E) should be
closed under sums (as sums might not be measurable); it might not be a vector space.
15This condition is satisfied, e.g., if each Ej is a Fre´chet space.
16The topology on this space is recalled in Appendix A, see A.13.
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for each p ∈ [1,∞] and measure space (X,Σ, µ), where K ranges
through the set of compact subsets of M and
ΓC
k
K (V ) := {σ ∈ CC
k
c (M) : (∀x ∈M \K) σ(x) = 0}.
In particular:
(e) The space Xc(M) = Γc(TM) of compactly supported smooth vector
fields on a paracompact finite-dimensional smooth manifold M has the
(FEP) (which is the modelling space of the Lie group Diffc(M)).
Remark 1.42 Lemma 1.41 (c) will be strengthened further in Proposition 8.8
(a certain analogue of Mujica’s Theorem on spaces of continuous functions
to locally convex direct limits).
Lemma 1.43 Let E be a locally convex space. If E is sequentially complete
and has the Fre´chet exhaustion property, then the weak integral∫
X
γ dµ
exists in E for each measure space (X,Σ, µ) and each γ ∈ L1(X,Σ, µ).
Given a measurable space (X,Σ) and a locally convex space E, we write
F(X,E) for the space of all measurable functions γ : X → E with finite
image. The following result is needed in Section 8.
Lemma 1.44 Let E be a locally convex space with the (FEP) and (X,Σ, µ)
be a measure space. Then F(X,E)∩Lp(X, µ,E) is dense in Lp(X, µ,E), for
each p ∈ [1,∞[. We even have
γ ∈ {η ∈ F(X,E) ∩ Lp(X, µ,E) : η(X) ⊆ γ(X) ∪ {0}} (8)
for each γ ∈ Lp(X, µ,E).
1.45 If E is a locally convex space and q ∈ P (E) a continuous seminorm on
E, we set
Eq := E/q
−1({0})
and abbreviate [x] := x + q−1({0}) for x ∈ E. It is well-known that Eq is a
normed space with the norm
‖.‖q : Eq → [0,∞[, ‖[x]‖q := q(x).
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We let E˜q be a completion of Eq such that Eq ⊆ E˜q, and write ‖.‖q also for
the extension of the given norm on Eq to a norm on E˜q. Thus E˜q is a Banach
space, and
πq : E → E˜q, x 7→ [x]
is a continuous linear map with dense image such that ‖.‖q ◦ πq = q.
Lemma 1.46 Let J ⊆ R be an interval, E be a sequentially complete locally
convex space which has the Fre´chet exhaustion property, and t0 ∈ J . If
γ ∈ L1(J, E), then the weak integrals needed to define
η : J → E , t 7→
∫ t
t0
γ(s) ds
exist, and η is a continuous function which uniquely determines [γ].
Again, we can therefore write η′ := [γ].
Lemma 1.47 Let E be a Fre´chet space and γ ∈ L1([a, b], E); or let E be an
integral complete locally convex space and γ ∈ L∞rc([a, b], E). Let F ⊆ E be a
closed vector subspace and η : [a, b]→ E be the map given by
η(t) :=
∫ t
a
γ(s) ds for t ∈ [a, b].
Then η([a, b]) ⊆ F if and only if [γ] = [γ1] for some γ1 ∈ L1([a, b], F ) (resp.,
γ1 ∈ L∞rc([a, b], F )). Likewise, we find γ1 ∈ L1([a, b], F ) with [γ] = [γ1] if E is
a strict (LF)-space, F ⊆ E a vector subspace which is a Fre´chet space in the
induced topology, and γ ∈ L1([a, b], E) with ∫ t
a
γ(s) ds ∈ F for each t ∈ [a, b].
The author does not know whether the conclusion of Lemma 1.47 would hold
for E an arbitrary sequentially complete (FEP)-space and γ ∈ L1([a, b], E).
1.48 If E is a Fre´chet space or sequentially complete (FEP)-space and γ ∈
L1([a, b], E) (resp., γ ∈ L∞rc([a, b], E) with E an integral complete locally
convex space), we define ∫ t
t0
[γ] :=
∫ t
t0
γ(s) ds
for t, t0 ∈ [a, b]. The result is well-defined and only depends on [γ]. For
γ1 ∈ [γ], we define
∫ t
t0
γ1(s) ds :=
∫ t
t0
[γ] =
∫ t
t0
γ(s) ds.
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1.49 Let E and F be real locally convex spaces, U ⊆ E be open and f : U →
F be a map. If f is continuous, we say that f is C0. We say that f is C1 if
f is continuous, the directional derivative
df(x, y) := (Dyf)(x) := lim
t→0
1
t
(f(x+ ty)− f(x))
(with 0 6= t ∈ R) exists in F for all (x, y) ∈ U × E, and df : U × E → F
is continuous. Recursively, for k ∈ N we say that f is Ck if f is C1 and
df : U ×E → F is Ck−1. We say that f is C∞ (or smooth) if f is Ck for each
k ∈ N0.
1.50 Let r ∈ N0 ∪ {∞}. It can be shown that a map f : U → F as before is
Cr if and only if it is continuous, the iterated directional derivatives
d(k)f(x, y1, . . . , yk) := (Dyk · · ·Dy1f)(x)
exist for all k ∈ N0 with k ≤ r, x ∈ U and y1, . . . , yk ∈ E, and the maps
d(k)f : U × Ek → F so defined are continuous (see, e.g., [19] or [38]).
1.51 If E is a locally convex space and U ⊆ E an open set, then
U [1] := {(x, y, t) ∈ U ×E × R : x+ ty ∈ U}
is an open subset of E ×E × R which contains
U ]1[ := {(x, y, t) ∈ U [1] : t 6= 0}
as an open dense subset. Moreover,
U [1] = U ]1[ ∪ (U ×E).
If f : U → F is a C1-map to a locally convex space F , then
f [1] : U [1] → F, (x, y, t) 7→
{
f(x+ty)−f(x)
t
if t 6= 0;
df(x, y) if t = 0
is continuous (see [5] or [38]). In two cases, we shall find this very useful.17
17Conversely, if there exists a continuous map f [1] : U [1] → F such that f [1](x, y, t) =
1
t (f(x+ ty)− f(x)) for all (x, y, t) ∈ U ]1[, then f is C1 (see [5] of [38]).
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1.52 We shall use the Mean Value Theorem in integral form (see [38], [19]):
Let E and F be locally convex spaces, U ⊆ E be an open subset, f : U → F
a C1-map and x, y ∈ U such that the line segment {tx+ (1− t)y : t ∈ [0, 1]}
is contained in U . Then
f(y)− f(x) =
∫ 1
0
df(x+ sy, y) ds.
In particular, the preceding weak integral exists in F .
1.53 Since compositions of Ck-maps are Ck one can define Ck-manifolds and
(smooth) Lie groups modelled on a real locally convex space E in the expected
way, replacing the modelling space Rn with E in the classical definitions of
manifolds and Lie groups (see, e.g., [19] and [38] for streamlined expositions;
cf. also [5], [52] and [54]). If we speak of manifolds, then these are modelled
on a locally convex space (and thus need not be finite-dimensional). Likewise,
the Lie groups we consider are modelled on arbitrary locally convex spaces.
As usual, TM denotes the tangent bundle of a smooth manifold E modelled
on a locally convex space, TxM the tangent space at x ∈M , πTM : TM →M
the bundle projection sending v ∈ TxM to x, and f : TM → TN the tangent
map of a smooth map f : M → N between manifolds. If U is an open subset
of a locally convex space E, we identify TU with U × E. If f : M → E is a
smooth map from a smooth manifold to a locally convex space E, we write
df for the second component of Tf : TM → TE = E ×E.
1.54 As usual, an element α = (α1, . . . , αn) ∈ Nn0 is called a multi-index
and |α| := α1 + · · ·+ αn. Let ej ∈ Rn be the standard basis vector with i-th
component δi,j in terms of Kronecker’s delta. If U ⊆ Rn is open, k ∈ N0∪{∞}
and f : U → E a Ck-map to a locally convex space, we use the short-hand
∂αf(x) :=
∂αf
∂xα
(x) := ((De1)
α1 · · · (Den)αnf)(x)
for the partial derivatives of f at x ∈ U , for α ∈ Nn0 such that |α| ≤ k.
We shall also use certain Cr,s-maps (x, y) 7→ f(x, y) on products with differ-
ent degrees of differentiability in x and y (see [1] and [2]):
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Definition 1.55 Let E1, E2 and F be real locally convex spaces, U ⊆ E1
and V ⊆ E2 be open subsets, r, s ∈ N0 ∪ {∞} and f : U × V → F be a map.
Assume that the iterated directional derivatives
d(i,j)f(x, w1, . . . , wi, y1, . . . , yj) := (D(wi,0) · · ·D(w1,0)D(0,yj) · · ·D(0,y1)f)(x)
exist for all i, j ∈ N0 such that i ≤ r and j ≤ s, and all w1, . . . , wi ∈ E1 and
y1, . . . , yj ∈ E2. Moreover, assume that the mappings
d(i,j)f : U × V ×Ei1 × Ej2 → F
so obtained are continuous. Then f is called a Cr,s-map.
Cr,s,t-maps on products U×V ×W are defined analogously (see [1] for details).
We shall use the following simple facts:
1.56 Let U , V , W , P and Q be open subsets of locally convex spaces, and E
and F be locally convex spaces. Let r, s, t, τ ∈ N0∪{∞}. Then the following
holds:
(a) f : U × V → F is C∞ if and only if f is C∞,∞ (see [2, Remark 3.16]).
(b) If f : E × V → F is C(0,s) for some s ∈ N0 ∪ {∞} and f(., y) : E → F
is linear for each y ∈ V , then f is C∞,s (cf. [2, Lemma 3.14]).
(c) If f : U ×V → F is C(r,s), g1 : P → U is Cr and g2 : Q→ V is Cs, then
g ◦ (g1 × g2) : P ×Q→ F is C(r,s) (see [2, Lemma 3.17]).
(d) If g1 : P ×Q→ U is Cr,s, g2 : W → V a Ct-map and f : U × V → F a
Cτ -map with τ ≥ r + s+ t, then f ◦ (g1, g2) : P ×Q×W → F is Cr,s,t
(as a special case of [1, Lemma 81]).
(e) If f : U×P×Q→ F is Cr,k,ℓ for all k, ℓ ∈ N0∪{∞} such that k+ℓ ≤ s,
then f : U × (P ×Q)→ F is Cr,s (see [1, Lemma 77]).
(f) If s < ∞ and s ≥ 1, then a map f : U × V → F with V open in E
is C(r,s) if and only if f is C(r,0) and C(0,1) and the partial differential
d2f : U × (V × E)→ F is C(r,s−1) (see [2, Lemma 3.11]).
We need a version of the Chain Rule for curves in manifolds which are dif-
ferentiable at a point.
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Lemma 1.57 Let E and F be locally convex spaces, U ⊆ E be open and
f : U → F be a C1-map. If J ⊆ R is a non-degenerate interval, η : J → U a
continuous function and t0 ∈ J such that η′(t0) exists, then also (f ◦ η)′(t0)
exists, and (f ◦ η)′(t0) = df(η(t0), η′(t0)).
1.58 Let M be a C1-manifold modelled on a locally convex space E, J ⊆ R
be a non-degenerate interval and t0 ∈ J . We say that a continuous curve
η : J → M is differentiable at t0 if (φ ◦ γ)′(t0) exists in E for some chart
φ : U → V of M around γ(t0) (which takes the open neighbourhood U of
γ(t0) in M diffeomorphically onto an open subset V ⊆ E). In this case, set
γ′(t0) := Tφ
−1(φ(γ(t0)), (φ ◦ γ)′(t0)) ∈ Tγ(t0)M.
This definition is independent of the chosen chart.18
Lemma 1.59 Let E and F be locally convex spaces, V ⊆ E be open, f : V →
F be a C1-map, x ∈ V and p ∈ P (F ) be a continuous seminorm. Then
there exists an open neighbourhood V1 ⊆ V of x and a continuous seminorm
q ∈ P (E) such that
p(f(z)− f(y)) ≤ q(z − x) for all z, y ∈ V1.
Now a simple compactness argument (cf. proof or Lemma 1.61) shows:
Lemma 1.60 Let E and F be locally convex spaces, V ⊆ E be open, f : V →
F be a C1-map, K ⊆ V a compact set and p ∈ P (F ) a continuous seminorm.
Then there exists an open subset V1 ⊆ V with K ⊆ V1 and a continuous
seminorm q ∈ P (E) such that
p(f(z)− f(y)) ≤ q(z − x) for all z, y ∈ V1.
Lemma 1.61 Let E1, E2 and F be locally convex spaces, V ⊆ E1 be open
and f : V ×E2 → F be a C1-map such that f(x, .) : E2 → F is linear for all
x ∈ V . Let K ⊆ V be a compact set and p ∈ P (F ) be a continuous seminorm.
Then there exist continuous seminorms q1 ∈ P (E1) and q2 ∈ P (E2) such that
K +Bq11 (0) ⊆ V and
p(f(z, v)− f(y, w)) ≤ q2(v − w) + q1(z − y)q2(w) (9)
for all z, y ∈ K +Bq11 (0) and v, w ∈ E2.
18If also ψ is a chart around γ(t0), then ψ ◦ γ = (ψ ◦ φ−1) ◦ (φ ◦ γ) on a neighbourhood
of t0. By Lemma 1.57, (ψ◦γ)′(t0) exists and equals d(ψ◦φ)−1(φ(γ(t0)), (φ◦γ)′(t0)). Hence
Tφ−1(φ(γ(t0)), (φ◦γ)′(t0)) = Tψ−1T (ψ◦φ−1)(φ(γ(t0)), (φ◦γ)′(t0)) = (ψ(γ(t0)), (ψ◦γ)′(t0)).
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Note that, in contrast to Lemma 1.28, we cannot ensure differentiability
almost everywhere in Lemma 1.29. The next lemma sometimes helps us to
get around this difficulty. We use notation as in 1.45.
Lemma 1.62 Let E and F be locally convex spaces, V ⊆ E be open, f : V →
F be a C2-map, x ∈ V and p ∈ P (F ) be a continuous seminorm. Then there
exists a continuous seminorm q ∈ P (E) such that Bq1(x) ⊆ V and a C1-map
g : B
‖.‖q
1 (πq(x))→ F˜p
on the ball B
‖.‖q
1 (πq(x)) in E˜q such that
πp ◦ f |Bq1(x) = g ◦ πq|
B
‖.‖q
1 (πq(x))
Bq1(x)
.
Also the following generalization of Lemma 1.62 will be used, which follows
by a simple compactness argument.
Lemma 1.63 Let E and F be locally convex spaces, V ⊆ E be open, f : V →
F be a C2-map, K ⊆ V a compact set and p ∈ P (F ) be a continuous
seminorm. Then there exists an open set V1 ⊆ V with K ⊆ V1, a continuous
linear map λ : E → Y to a Banach space Y and a C1-map g : W → F˜q on
an open subset W ⊆ Y with λ(V1) ⊆ W such that
πq ◦ f |V1 = g ◦ λ|WV1 .
1.64 Recall that a mapping p : E → F between complex locally convex
spaces is called a continuous homogeneous polynomial of degree n ∈ N0 if
there exists a continuous complex n-linear map β : En → F such that
p(x) = β(x, x, . . . , x) for all x ∈ E.
In some cases, we can even establish analyticity (rather than mere smooth-
ness) of evolution maps. Analyticity is understood in the following sense.
1.65 Let E and F be complex locally convex spaces and U ⊆ E be an open
set. Following [7] (see also [19] and [38]), a mapping f : U → F is called com-
plex analytic if f is continuous and each z ∈ U has an open neighbourhood
W ⊆ U such that
f(w) =
∞∑
n=0
pn(w − z) for all w ∈ W,
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with pointwise convergence, for some sequence of continuous homogeneous
polynomials pn : E → F of degree n.
1.66 For E, F , U as in 1.65, a map f : U → F is complex analytic if and
only if f is C∞ on the underlying real locally convex spaces, with complex
linear differentials
df(x, .) : E → F
for all x ∈ U (see [19]). If F is integral complete (or only Mackey com-
plete), then complex analyticity of f follows if f is C1 with complex linear
differentials [38].
If E is a real locally convex space, then the direct product EC := E × E
becomes a complex locally convex space if we define (x+ iy)(v, w) := (xv −
yw, yv + xw) for x, y ∈ R, v, w ∈ E. Identifying E with E × {0} ⊆ EC, we
have EC = E ⊕ iE and (x+ iy)(v + iw) = (xv − yw) + i(yv + xw).
Real analytic maps are defined via existence of complex analytic extensions.
1.67 Let E and F be real locally convex spaces and U ⊆ E be an open set.
Following [19] and [5] (cf. also [52]), a map f : U → F is called real analytic
if there exists a complex analytic map
f˜ : U˜ → FC
on an open subset U˜ ⊆ EC with U ⊆ U˜ , such that f = f˜ |U .
Compositions of complex analytic maps are complex analytic; compositions
of real analytic mappings are real analytic (see, e.g., [19] or [38]).
2 Mappings between Lebesgue spaces
We establish continuity and differentiability properties for certain non-linear
maps between Lebesgue spaces as considered in Section 1, with parameters.
Lemma 2.1 Let E1, E2 and F be locally convex spaces, V ⊆ E1 be an open
set and f : V × E2 → F be a continuous map such that f(x, .) : E2 → F is
linear for each x ∈ V . Assume the following:
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(a) E2 and F are integral complete and E denotes L∞rc or R; or
(b) E2 and F are Fre´chet spaces or (FEP)-spaces and E denotes Lp for
some p ∈ [1,∞].
Let a, b ∈ R such that a < b, η : [a, b] → V be a continuous function, and
γ ∈ E([a, b], E2). Then
θ := f ◦ (η, γ) ∈ E([a, b], F ).
Proposition 2.2 If E2 and F are integral complete locally convex spaces in
the situation of Lemma 2.1, E is L∞rc or R and the map f is Ck for some
k ∈ N0 ∪ {∞}, then also the map
f˜ : C([a, b], V )× E([a, b], E)→ E([a, b], F ), (η, [γ]) 7→ [f ◦ (η, γ)] (10)
is Ck.
Proposition 2.3 If E2 and F are Fre´chet spaces or (FEP)-spaces in the
situation of Lemma 2.1, E = Lp with p ∈ [1,∞] and f is Ck+1 for some
k ∈ N0 ∪ {∞}, then the map
f˜ : C([a, b], V )× E([a, b], E)→ E([a, b], F ), (η, [γ]) 7→ [f ◦ (η, γ)] (11)
is Ck.
Proof of Lemma 2.1. Since η([a, b]) metrizable and compact and hence
second countable, we have B(η([a, b])×E2) = B(η([a, b]))⊗B(E2) (see 1.6 (f)).
As f is continuous and hence Borel measurable, we deduce that f ◦ (η, γ) is
measurable. Let D1 ⊆ η([a, b]) and D2 ⊆ γ([a, b]) be dense countable subsets.
Since f is continuous, the countable set f(D1×D2) is dense in im(θ). Hence
θ : [a, b] → F is measurable and has separable image. Let q ∈ P (F ) be a
continuous seminorm. The map
h : η([a, b])× E2 → F, h(t, v) := f(η(t), v)
is continuous and h([a, b] × {0}) = 0. Using the Wallace Lemma (see 1.1),
we find an open subset V1 ⊆ V such that η([a, b]) ⊆ V1 and an open 0-
neighbourhood W ⊆ E2 such that h(V1×W ) ⊆ Bq1(0). We find a continuous
seminorm Q ∈ P (E2) such that BQ1 (0) ⊆ W , and we may assume that
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V1 = η([a, b]) +B
P
1 (0) for a continuous seminorm P on E1. Thus q(v, w) ≤ 1
for all v ∈ V1 and w ∈ BQ1 (0) and hence
q(f(v, w)) ≤ Q(w) for all v ∈ V1 and w ∈ E2. (12)
If E = Lp with p ∈ [1,∞[, we have q(θ(t)) = q(f(η(t), γ(t))) ≤ Q(γ(t)) and
thus
‖θ‖Lp,q = p
√∫ b
a
q(θ(t))p dt ≤ p
√∫ b
a
Q(γ(t))p dt = ‖γ‖Lp,Q <∞.
Hence θ ∈ Lp([a, b], F ).
If E = L∞, we have have q(θ(t)) ≤ Q(γ(t)) and thus sup q(θ([a, b]) ≤
supQ(γ([a, b]) < ∞, entailing that θ([a, b]) ⊆ F is bounded. Thus θ ∈
L∞([a, b], F ). Moreover, ‖θ‖L∞,q ≤ ‖γ‖L∞,Q by the preceding.
If E = L∞rc , then the set f(η([0, 1]))× im(γ)) is compact and metrizable
(see Lemma 1.10), entailing that θ ∈ L∞rc([a, b], F ).
If E = R, we choose γn ∈ T ([a, b], E2) such that γn → γ uniformly. Since
C([a, b], E1) ⊆ R([a, b], E1), we also find ηn ∈ T ([a, b], E1) such that ηn → η
uniformly. Then (ηn, γn) ∈ T ([a, b], E1×E2). There is a continuous seminorm
P ∈ P (E1) such that η([a, b]) +BP1 (0) ⊆ V . After passing to a subsequence,
we may assume that supt∈[a,b] P (η(t)− ηn(t)) < 1, whence ηn(t) ∈ V for all
t ∈ [0, 1] and thus
f ◦ (ηn, γn) ∈ T ([a, b], F )
for all n ∈ N. Given q ∈ P (F ), we choose Q ∈ P (E2) as above. Let
K := im(γ). We consider the continuous function
g : [a, b]×E2 × BP1 (0)→ F, g(t, y, v) := f(η(t) + v, y)− f(η(t), y).
Since g([a, b]×K×{0} = {0} ⊆ Bq1(0), the Wallace Lemma implies that there
is S ∈ P (E1) with S ≥ P such that g([a, b]×K × BS1 (0)) ⊆ Bq1(0). We find
N ∈ N such that supt∈[a,b]Q(γ(t)−γn(t)) < 1 and supt∈[a,b]R(η(t)−ηn(t)) < 1
for all n ≥ N . For n ≥ N and t ∈ [a, b], we obtain
q(f(η(t), γ(t))− f(ηn(t), γn(t)))
≤ q(f(η(t), γ(t))− f(ηn(t), γ(t)) + q(f(ηn(t), γ(t)− γn(t))) ≤ 2,
showing that f ◦ (ηn, γn)→ f ◦ (η, γ) = θ uniformly. Thus θ ∈ R([a, b], F ).✷
33
Proof of Propositions 2.2 and 2.3. To see that f˜ is Ck if f is Ck (resp.,
Ck+1), we may assume that k ∈ N0 and proceed by induction. The case
k = 0 is a special case of the following lemma. The induction step will be
completed once Lemma 2.4 is available.
Lemma 2.4 Let E1, E2 and F be locally convex spaces, V ⊆ E1 be an open
set, Λ be a topological space, a, b ∈ R such that a < b and
f : Λ× V × E2 → F
be a map such that f(λ, x, .) : E2 → F is linear for all (λ, x) ∈ Λ×V . Assume
the following:
(a) E2 and F are integral complete, f is continuous and E denotes L∞rc or
R; or
(b) E2 and F are Fre´chet spaces or (FEP)-spaces, Λ is an open subset of
a locally convex space E0, the map f is C
1 and E denotes Lp for some
p ∈ [1,∞].
Then the map
f˜ : Λ× C([a, b], V )× E([a, b], E)→ E([a, b], F ), (λ, η, γ) 7→ f(λ, .) ◦ (η, γ)
(13)
is continuous.
Proof. Let us show that f˜ is continuous at each (λ, η, γ).
Let q ∈ P (F ) be a continuous seminorm. If E = L∞rc or E = R, we
proceed as follows: The map
h : Λ× η([a, b])×E2 → F, h(t, v) := f(η(t), v)
is continuous and h(Λ × [a, b] × {0}) = 0. Using the Wallace Lemma (see
1.1), we find an open neighbourhood V0 ⊆ Λ of λ, an open 0-neighbourhood
W ⊆ E and an open set V1 ⊆ V such that η([a, b]) ⊆ V1 and h(V0×V1×W ) ⊆
Bq1(0). We find a continuous seminorm Q ∈ P (E2) such that BQ1 (0) ⊆ W ,
and we may assume that V1 = η([a, b])+B
P
1 (0) for a continuous seminorm P
on E1. Thus q(µ, v, w) ≤ 1 for all µ ∈ V0, v ∈ V1 and w ∈ BQ1 (0) and hence
q(f(µ, v, w)) ≤ Q(w) for all µ ∈ V0, v ∈ V1 and w ∈ E2. (14)
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Let K := im(γ). We consider the continuous function
g : V0×[a, b]×E2×BP1 (0)→ F, g(µ, t, y, v) := f(µ, η(t)+v, y)−f(λ, η(t), y).
Since g(V0 × [a, b] × K × {0} = {0} ⊆ Bq1(0), the Wallace Lemma implies
that, after shrinking V0 if necessary, there is S ∈ P (E1) with S ≥ P such
that g(V0 × [a, b]×K × BS1 (0)) ⊆ Bq1(0). Then
q(f(λ¯, η¯(t), γ¯(t)− f(λ, η(t), γ(t)))
≤ q(f(λ¯, η¯(t), γ¯(t)− γ(t))) + q(f(λ¯, η¯(t), γ(t))− f(λ, η(t), γ(t)))
≤ Q(γ¯(t)− γ(t)) + 1 ≤ 2
for λ1-almost all t ∈ [a, b], for all λ¯ ∈ V0, η¯ ∈ η+C([a, b], BP1 (0)) and γ¯ ∈ γ+Ω
with the 0-neighbourhood Ω ⊆ E([a, b], E) consisting of all ζ ∈ E([a, b], E)
such that ζ(t) ∈ BQ1 (0) ∩ BS1 (0) for λ1-almost all t ∈ [a, b]. Hence f˜ is
continuous at (λ, η, γ).
In the situation of (b), we have E = Lp with p ∈ [1,∞]. Moreover, f is
C1. We apply Lemma 1.61 with K := {λ} × η([a, b]) ⊆ Λ × V ⊆ E0 × E1.
Given a continuous seminorm q ∈ P (F ), it provides continuous seminorms
Q ∈ P (E0 × E1) and q2 ∈ P (E2) such that K +BQ1 (0) ⊆ Λ× V and
q(f(σ, z, v)− f(τ, y, w)) ≤ q2(v − w) +Q((σ, z) − (τ, y))q2(w)
for all (σ, y), (τ, z) ∈ K + BQ1 (0) and v, w ∈ E2. After increasing Q, we
may assume that Q(σ, z) = max{q0(σ), q1(z)} for continuous seminorms q0 ∈
P (E0) and q1 ∈ P (E1). Thus
q(f(σ, z, v)− f(τ, y, w)) ≤ q2(v − w) + max{q0(σ − τ), q1(z − y)}q2(w)
for all σ, τ ∈ Bq01 (λ), y, z ∈ im(η) + Bq11 (0) and v, w ∈ E2. Hence, for all
λ¯ ∈ Bq01 (λ), η¯ ∈ η + C([a, b], Bq11 (0)) and γ, γ¯ in Lp([a, b], E2) we have
q(f(λ¯η¯(t), γ¯(t))− f(λ, η(t), γ(t)))
≤ q2(γ¯(t)− γ(t)) + max{q0(λ¯− λ), q1(η¯(t)− η(t))}q2(γ(t))
for all t ∈ [a, b]. If p =∞, we deduce that
‖f˜(λ¯, η¯, γ¯)−f˜ (λ, η, γ)‖L∞,q‖γ¯−γ‖L∞,q2+max{q0(λ¯−λ), ‖η¯−η‖L∞,q1}‖γ‖L∞,q2,
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which tends to 0 if (λ¯, η¯, γ¯)→ (λ, η, γ). If p ∈ [1,∞[, we deduce that
‖f˜(λ¯, η¯, γ¯)− f˜(λ, η, γ)‖Lp,q
= ‖q ◦ (f˜(λ¯, η¯, γ¯)− f˜(λ, η, γ))‖Lp
≤ ‖q2 ◦ (γ¯ − γ)‖Lp + ‖max{q0(λ¯− λ), (q1 ◦ (η¯ − η))} · (q2 ◦ γ)‖Lp
≤ ‖γ¯ − γ‖Lp,q2 +max{q0(λ¯− λ), ‖η¯ − η‖L∞,q1}‖γ‖Lp,q2.
As the right hand side tends to 0 as (λ¯, η¯, γ¯) → (λ, η, γ) in C([a, b], E1) ×
Lp([a, b], E2), we see that f˜ is continuous at (λ, η, γ). ✷
Proof of Propositions 2.2 and 2.3, completed. Let k ∈ N0 and assume
that the assertion holds for k (i.e., f˜ is Ck). If E is L∞rc or R, assume that f
is Ck+1; if E = Lp for some p ∈ [1,∞], assume that f is Ck+2. We show that
f˜ is Ck+1 with
df˜(η, [γ], η1, [γ1]) = [df ◦ (η, γ, η1, γ1)] (15)
for all η ∈ C([a, b], V ), η1 ∈ C([a, b], E1) and [γ], [γ1] ∈ E([a, b], E2). Consider
the open set
(V ×E2)[1]
:= {(x, v, y, w, t) ∈ V ×E2 × E1 × E2 × R : (x+ ty, v + tw) ∈ V × E2}
in E1 × E2 × E1 × E2 × R (cf. 1.51). By 1.51, there is a unique continuous
map
f [1] : (V ×E2)[1] → F
such that
f [1](x, v, y, w, t) =
f(x+ ty, v + tw)− f(x, v)
t
for all (x, v, y, w, t) ∈ (V × E2)[1] such that t 6= 0. Then f [1](x, v, y, w, 0) =
df((x, v), (y, w)) for all (x, y) ∈ V × E1. If f is Ck+1, then f [1] is Ck; if f is
Ck+2, then f [1] is Ck+1 (see [5]). Since η1([a, b]) is compact, there exists an
open 0-neighbourhood U ⊆ E1 such that η1([a, b])+U ⊆ V . Choose an open
balanced 0-neighbourhood W ⊆ E1 such that W +W ⊆ U . There is ε > 0
such that im(η1) ⊆ ε−1W . Then
(η1([a, b] +W )× E2 × ε−1W × E2× ]−ε, ε[ ⊆ (V ×E2)[1].
Consider the function g : ]−ε, ε[×((η([a, b])+W )×ε−1W )× (E2×E2)→ F ,
g(t, (x, y), (v, w)) := f [1](x, v, y, w, t).
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Lemma 2.4 entails that the function
g˜ : ]−ε, ε[ ×C([a, b], (η([a, b)+W )×ε−1W )×E([a, b], E2×E2)→ E([a, b], F ),
g˜(t, (η¯, η¯1), [(γ¯, γ¯1)]) := [g(t, .) ◦ (η¯, η¯1, γ¯, γ¯1)] = [f [1](., t) ◦ (η¯, γ¯, η¯1, γ¯1)]
is continuous. Therefore the map
]−ε, ε[→ E([a, b], F ), t 7→ ∆t := g˜(t, η, η1, [(γ, γ1)])
is continuous. Letting t ∈ ]−ε, ε[ \{0} tend to 0, we deduce that
[f ◦ (η + tη1, γ + tγ1)]− [f ◦ (η, γ)]
t
= ∆t → ∆0 = [df ◦ (η, γ, η1, γ1)].
Thus df˜((η, [γ]), (η1, [γ1])) exists and is given by
df˜((η, [γ]), (η1, [γ1])) = df ◦ (η, [γ], η1, [γ1]) = h˜((η, η1), [(γ, γ1)]) (16)
with h : (V ×E1)×(E2×E2)→ F , h((x, y), (v, w)) := df((x, v), (y, w)). Note
that, for fixed (x, y, t) ∈ V [1] with t 6= 0,
f [1]((x, v), (y, w), t) =
f(x+ ty, v + tw)− f(x, v)
t
is linear in (v, w). Letting t→ 0, we see that also
h((x, y), (v, w)) = df((x, v), (y, w)) = f [0]((x, v), (y, w), 0)
is linear in (v, w) ∈ E2 × E2 for fixed (x, y) ∈ V × E1. Note that h is Ck if
E is L∞rc or R; if E is Lp, then h is Ck+1. Hence h˜ is Ck by induction, and
hence df˜ is Ck, by (16). In particular, df˜ is continuous, and thus f˜ is C1.
Since f˜ is C1 and df˜ is Ck, the map f˜ is Ck+1. ✷
3 The spaces ACE([a, b], E) and mappings
between them
In this section, we define spaces of absolutely continuous functions η : [a, b]→
E with values in integral complete locally convex spaces E. For general E,
we wish to distinguish the cases that η′ ∈ L∞rc ([a, b], E) and η′ ∈ R([a, b], E)
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(a regulated function), respectively. And if E is a Fre´chet space (or a se-
quentially complete (FEP)-space), we also wish to distinguish the cases that
η′ ∈ Lp([a, b], E) for some p ∈ [1,∞]. To enable a uniform treatment of all
of these cases, we find it convenient to assume that locally convex spaces
E([a, b], E) ⊆ L∞rc([a, b], E)
(resp., E([a, b], E) ⊆ L1([a, b], E)) have been selected for all a, b ∈ R such that
a < b and all integral complete locally convex spaces E (resp., all Fre´chet
spaces E, resp., all sequentially complete (FEP)-spaces) in a reasonable way;
we then speak of a bifunctor on integral complete locally convex spaces (resp.,
on Fre´chet spaces, resp., on sequentially complete (FEP)-spaces). Given such
a bifunctor, we define and study certain locally convex spaces ACE([a, b], E) of
absolutely continuous functions η : [a, b] → E with η′ ∈ E([a, b], E). Natural
additional axioms are worked out which enable ACE([a, b],M) to be defined
also for M a manifold modelled on E; they are satisfied by all of Lp, L∞rc ,
and R. Later, we shall associate a Lie group ACE([0, 1], G) to each Lie
group G modelled on E. The Lie group ACE([a, b], G) is needed to define the
notion of E-regularity for the Lie group G.
Definition 3.1 Assume that, for each Fre´chet space E and a, b ∈ R such
that a < b, a vector subspace E([a, b], E) of L1([a, b], E) has been assigned,
together with a locally convex vector topology on E([a, b], E) such that the
inclusion map
E([a, b], E)→ L1([a, b], E), [γ] 7→ [γ]
is continuous. Consider the following conditions:
(B1) For each continuous linear map λ : E1 → E2 between Fre´chet spaces,
we have [λ ◦ γ] ∈ E([a, b], E2) for all a, b ∈ R such that a < b and
[γ] ∈ E([a, b], E1), and the linear map
E([a, b], λ) : E([a, b], E1)→ E([a, b], E2), [γ] 7→ [λ ◦ γ]
is continuous.
(B2) For each Fre´chet space E, real numbers a, b, α, β, c, d with a ≤ α < β ≤
b and c < d, consider the map f : [c, d]→ [a, b] given by
f(t) := α +
t− c
d− c(β − α) for t ∈ [c, d]. (17)
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We require that [γ ◦ f ] ∈ E([c, d], E) for each [γ] ∈ E([a, b], E) and that
the linear map
E(f, E) : E([a, b], E)→ E([c, d], E), [γ] 7→ [γ ◦ f ]
is continuous.19
We call E a bifunctor on Fre´chet spaces if (B1) and (B2) are satisfied.
Remark 3.2 In particular, (B2) requires that the linear map
ρ : E([a, b], E)→ E([α, β], E), [γ] 7→ [γ|[α,β]]
is continuous, for all a ≤ α < β ≤ b.
3.3 If Fre´chet spaces are replaced with sequentially complete (FEP)-spaces in
Definition 3.1, then we speak of a bifunctor on sequentially complete (FEP)-
spaces.
Definition 3.4 Assume that, for each integral complete locally convex space E
and a, b ∈ R such that a < b, a vector subspace E([a, b], E) of L∞rc([a, b], E) has
been assigned, together with a locally convex vector topology on E([a, b], E)
such that the inclusion map E([a, b], E)→ L∞rc([a, b], E) is continuous. Con-
sider the following conditions:
(B1) For each continuous linear map λ : E1 → E2 between integral complete
locally convex spaces, we have [λ◦γ] ∈ E([a, b], E2) for all a, b ∈ R such
that a < b and [γ] ∈ E([a, b], E1), and the linear map
E([a, b], λ) : E([a, b], E1)→ E([a, b], E2), [γ] 7→ [λ ◦ γ]
is continuous.
(B2) For each integral complete locally convex space E, real numbers a, b,
α, β, c, d with a ≤ α < β ≤ b and c < d, let f : [c, d] → [a, b] be as
in (17). We require that [γ ◦ f ] ∈ E([c, d], E) for each [γ] ∈ E([a, b], E)
and that the linear map
E(f, E) : E([a, b], E)→ E([c, d], E), [γ] 7→ [γ ◦ f ]
is continuous.
19In other words, we can pull back along affine-linear maps.
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We call E a bifunctor on integral complete locally convex spaces if (B1) and
(B2) are satisfied.
Remark 3.5 The condition (B1) entails that
E([a, b], E1 × E2) ∼= E([a, b], E1)× E([a, b], E2)
as locally convex spaces, for all a, b ∈ R such that a < b and Fre´chet spaces
(resp., sequentially complete (FEP)-spaces, resp., integral complete locally
convex spaces) E1 and E2. To see this, let πj : E1×E2 → Ej be the projection
onto the j-th component, for j ∈ {1, 2}. We then see as in the proof of 1.35
that (E([a, b], π1), E([a, b], π2)) is an isomorphism of locally convex spaces.
Definition 3.6 Let E be a bifunctor on Fre´chet spaces (resp., a bifunctor on
sequentially complete (FEP)-spaces, resp., a bifunctor on integral complete
locally convex spaces). Let a < b be real numbers and E be a Fre´chet
space (resp., a sequentially complete (FEP)-space, resp., an integral complete
locally convex space). Let t0 ∈ [a, b]. We define ACE([a, b], E) ⊆ C([a, b], E)
as the space of all continuous functions η : [a, b] → E for which there exists
a [γ] ∈ E([a, b], E) such that
(∀t ∈ [a, b]) η(t) = η(t0) +
∫ t
t0
γ(s) ds .
Lemma 1.28 (resp., Lemma 1.29) implies that [γ] = η′ is unique, and that
the map
Φ: ACE([a, b], E)→ E × E([a, b], E), η 7→ (η(t0), η′)
is an isomorphism of vector spaces (with Φ−1(v, [γ])(t) := v +
∫ t
t0
γ(s) ds).
We give ACE([a, b], E) the Hausdorff locally convex vector topology which
makes Φ an isomorphism of topological vector spaces.
We shall see in Remark 3.10 that both the definition of ACE([a, b], E) and
its topology are independent of the choice of t0.
Remark 3.7 (a) All of Lp for p ∈ [1,∞] define bifunctors on Fre´chet
spaces, as well as L∞rc and R. Therefore, we obtain function spaces
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ACLp([a, b], E) with p ∈ [1,∞]; ACL∞rc([a, b], E), and ACR([a, b], E)
such that
ACR([a, b], E) ⊆ ACL∞rc([a, b], E) ⊆ ACL∞([a, b], E)
⊆ ACLp([a, b], E) ⊆ ACLp([a, b], E) ⊆ ACL1([a, b], E)
with continuous inclusion maps, whenever ∞ ≥ p ≥ q ≥ 1. Likewise
for Fre´chet spaces replaced with sequentially complete (FEP)-spaces.
(b) L∞rc and R define bifunctors on integral complete locally convex spaces.
Remark 3.8 If η : [a, b] → R, then η(t) = η(a) + ∫ t
a
γ(s) ds for some γ ∈
L1([0, 1],R) if and only if η is absolutely continuous in the sense that, for
each ε > 0, there exists δ > 0 such that
n∑
j=1
|η(bj)− η(aj)| < ε
for all n ∈ N and disjoint subintervals ]a1, b1[, . . ., ]an, bn[ of [a, b] of total
length
∑n
j=1(bj − aj) < δ.
[In fact, if η is absolutely continuous in the latter sense, then η is a primitive of
an L1-function by [60, Theorem 7.20]. If, conversely, η(t) = η(a) + ∫ t
a
γ(s) ds
for some γ ∈ L1([a, b],R), consider the auxiliary function
ζ : [a, b]→ R, ζ(t) :=
∫ t
a
|γ(s)| ds.
Then ζ is differentiable λ1-almost everywhere and ζ
′(t) coincides with γ(t)
for λ1-almost every t ∈ [a, b] (cf. [60, Theorem 7.11]). Now (c)⇒(a) in [60,
Theorem 7.18] shows that ζ is absolutely continuous. Hence, given ε > 0, we
find δ > 0 such that
n∑
j=1
|ζ(bj)− ζ(aj)| < ε
for all n ∈ N and disjoint subintervals ]a1, b1[, . . ., ]an, bn[ of [a, b] of total
length
∑n
j=1(bj − aj) < δ. Since
|η(bj)−η(aj)| =
∣∣∣∣∣
∫ bj
aj
γ(s) ds
∣∣∣∣∣ ≤
∫ bj
aj
|γ(s)| ds = ζ(bj)−ζ(aj) = |ζ(bj)−ζ(aj)|,
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we deduce that
n∑
j=1
|η(bj)− η(aj)| ≤
n∑
j=1
|ζ(bj)− ζ(aj)| < ε
for all intervals as before. Hence η is absolutely continuous.]
Give C([a, b], E) the topology of uniform convergence (defined by the semi-
norms ‖.‖L∞,q with q ∈ P (E)). Let E be a bifunctor on Fre´chet spaces
(resp., a bifunctor on sequentially complete (FEP)-spaces, resp., a bifunctor
on integral complete locally convex spaces) and E be a Fre´chet space (resp., a
sequentially complete (FEP)-space, resp., an integral complete locally convex
space). It is useful to note:
Lemma 3.9 The map Ψ: ACE([a, b], E) → C([a, b], E) × E([a, b], E), η 7→
(η, η′) is a linear topological embedding with closed image.
Proof. The linearity is clear. Let q ∈ P (E). Since η(t) = η(t0)+
∫ t
t0
η′(s) ds,
we have
q(η(t)) ≤ q(η(t0)) + q
(∫ t
t0
η′(s) ds
)
≤ q(η(t0)) + ‖η′‖L1,q
for all t ∈ [a, b] and thus ‖η‖L∞,q ≤ q(η(t0)) + ‖η′‖L1,q, As a function of η,
this is a continuous seminorm on ACL1([a, b], E) (resp., on ACL∞rc([a, b], E))
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and hence on ACE([a, b], E). Thus Ψ is continuous, entailing that the initial
topology OΨ on ACE([a, b], E) with respect to Ψ is coarser than the initial
topology OΦ with respect to Φ. The evaluation map evt0 : C([a, b], E) → E
is continuous linear. Since Φ = (evt0 × id) ◦Ψ, we get the converse inclusion
OΦ ⊆ OΨ and hence equality, OΦ = OΨ. Hence Ψ is a topological embedding.
Now consider a net (ηα, η
′
α)α∈A in im(Ψ) such that (ηα → η′α) → (η, γ) in
C([a, b], E) × E([a, b], E). Define ζ = Φ−1(η(t0), γ) ∈ ACE([a, b], E). This is
the function [a, b]→ E,
t 7→ η(t0) +
∫
t0
γ(s) ds.
For q ∈ P (E), we have
q(ηα(t)− ζ(t) = q
(
evt0(ηα − η(t0)) +
∫ t
t0
(η′α(s)− γ′(s) ds
)
≤ ‖ηα − η‖L∞,q + ‖η′α − γ‖L1,q
20Recalling that ‖.‖L1,q ≤ (b− a)‖.‖L∞,q on L∞rc([a, b], E).
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for each t ∈ [a, b] and hence
‖ηα − ζ‖L∞,q ≤ ‖ηα − η‖L∞,q + ‖η′α − γ‖L1,q → 0.
As the left hand side converges to ‖η − ζ‖L∞,q, we see that η = ζ , whence
η ∈ ACE([a, b], E) with η′ = γ and thus (η, γ) = Ψ(η) ∈ im(Ψ). ✷
Remark 3.10 If t1 ∈ [a, b] and η ∈ ACE([a, b], E) with respect to t0 ∈ [a, b],
with η′ = [γ], then
η(t1) = η(t0) +
∫ t1
t0
γ(s) ds,
whence η(t) equals
η(t0) +
∫ t
t0
γ(s) ds = η(t1) + η(t0)− η(t1) +
∫ t
t0
γ(s) ds = η(t1) +
∫ t
t1
γ(s) ds.
We deduce that η is also in ACE([a, b], E) with respect to t1. Since the map
ACE([a, b], E)→ E, η 7→ η(t1) = evt1 ◦ pr1 ◦Ψ (with Ψ as in Lemma 3.10) is
continuous, we deduce that the topology on ACE([a, b], E) with respect to t1
is coarser than that with respect to t0, and reversing the roles of t0 and t1
we deduce that both topologies are equal.
Remark 3.11 By Lemma 3.9, the inclusion map
j : ACE([a, b], E)→ C([a, b], E)
is continuous. If V ⊆ E is an open subset, then C([a, b], V ) is open in
C([a, b], E). Thus
ACE([a, b], V ) := {η ∈ ACE([a, b], E) : η([a, b]) ⊆ V }
is open in ACE([a, b], E) (as ACE)[a, b], V ) = j
−1(C([a, b], V ))).
3.12 If a ≤ α < β ≤ b and [γ] ∈ E([a, b], E), then [γ|[α,β]] ∈ E([α, β], E)
by axiom (B2), taking c := α and d := β there. As a consequence, if
η ∈ ACE([a, b], E), then η|[α,β] ∈ ACE([α, β], E).
Conversely, we’d like to check the E-property on subintervals.
43
Definition 3.13 Let E be a bifunctor on Fre´chet spaces (resp., on sequen-
tially complete (FEP)-spaces, resp., on integral complete locally convex spaces).
We say that E satisfies the “locality axiom” if the following condition is sat-
isfied:
(Loc) For each Fre´chet space (resp., sequentially complete (FEP)-space, resp.,
integral complete locally convex space) E, n ∈ N and real numbers
a = t0 < t1 < · · · < tn = b, the map
E([a, b], E)→
n∏
j=1
E([tj−1, tj ], E), [γ] 7→ ([γ|[tj−1,tj ]])j=1,...,n
is an isomorphism of topological vector spaces.
Remark 3.14 The locality axiom immediately implies the following useful
fact: If γ : [a, b] → E is a measurable map and a = t0 < t1 < · · · < tn = b,
then [γ] ∈ E([a, b], E) if and only if [γ|[tj−1,tj ]] ∈ E([tj−1, tj], E) for all j ∈
{1, . . . , n}.
3.15 If E is any of Lp (p ∈ [1,∞]), L∞rc or R, then E satisfies the locality
axiom (for trivial reasons).
3.16 The locality axiom implies that if η : [a, b]→ E is continuous, a = t0 <
t1 < · · · < tn = b and η|[tj−1,tj ] ∈ ACE([tj−1, tj], E) for all j ∈ {1, . . . , n}, then
η ∈ ACE([a, b], E).
Definition 3.17 Let E be a bifunctor on Fre´chet spaces (resp., on sequen-
tially complete (FEP)-spaces, resp., on integral complete locally convex spaces)
and k ∈ N ∪ {∞}. We say that Ck-functions act on ACE if the following
condition is satisfied:
(Ak) For all Fre´chet spaces (resp., sequentially complete (FEP)-spaces, resp.,
integral complete locally convex spaces) E and F , each Ck-map f : V →
F on an open subset V ⊆ E, all a < b in R and each η ∈ ACE([a, b], E)
such that η([a, b]) ⊆ V , we have
f ◦ η ∈ ACE([a, b], F ).
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Lemma 3.18 (a) Let E be Lp for p ∈ [1,∞], L∞rc or R, considered as bi-
functors on Fre´chet spaces (or on sequentially complete (FEP)-spaces).
Then C1-functions act on AE .
(b) C2-functions act on ACL∞rc and on ACR, if L
∞
rc and R are considered
as bifunctors on integral complete locally convex spaces.
Proof. (a) Let E and F be Fre´chet spaces (or sequentially complete (FEP)-
spaces), a, b ∈ R with a < b and η ∈ ACE([a, b], E). Write η′ = [γ]. Let
V ⊆ E be an open subset such that η([a, b]) ⊆ V and f : V → F be a
C1-map.
Step 1. The map f ◦ η : [a, b]→ F is continuous. Also the map
df : V ×E → F
is continuous, and thus θ := df ◦ (η, γ) ∈ E([a, b], F ), by Lemma 2.1. We can
therefore form a map
ζ : [a, b]→ F, ζ(t) := f(η(a)) +
∫ t
a
df(η(s), γ(s)) ds.
Then ζ ∈ ACE([a, b], F ), ζ ′(t) = [θ] and ζ(a) = f(η(a)). If we can show
that λ ◦ ζ = λ ◦ f ◦ η for each λ ∈ F ′, then f ◦ η = ζ ∈ ACE([a, b], F )
(by the Hahn-Banach Separation Theorem). We may therefore assume now
that F = R.
Step 2. We claim that f ◦ η ∈ ACL1([a, b],R). If this is true, then
(f ◦ η)′(t) = df(η(t), γ(t)) = ζ ′(t)
for almost all t ∈ [a, b] (by Lemmas 1.28 and 1.57) and hence f ◦ η = ζ since
both f ◦ η and ζ are absolutely continuous, (f ◦ η)′ = ζ ′ and f(η(a)) = ζ(a).
To prove the claim, we use Lemma 1.60 to find a continuous seminorm q ∈
P (E) and an open set V1 ⊆ V with η([a, b]) ⊆ V1 such that
|f(z)− f(y)| ≤ q(z − y) for all z, y ∈ V1.
We have q ◦ γ ∈ L1([a, b],R), whence
σ : [a, b]→ R, σ(t) :=
∫ t
a
q(γ(s)) ds
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is monotonically increasing and absolutely continuous. If ε > 0, let δ ∈ ]0, ρ]
such that
n∑
j=1
|σ(bj)− σ(aj)| < ε
for each n ∈ N and disjoint intervals ]a1, b1[, . . ., ]an, bn[ in [a, b] of total
length
∑n
j=1(bj − aj) < δ (see [60, Theorem 7.18]). For each j ∈ {1, . . . , n},
we have
η(bj)− η(aj) =
∫ bj
aj
γ(t) dt
and hence
q(η(bj)− η(aj)) ≤
∫ bj
aj
q(γ(t)) dt = σ(bj)− σ(aj) = |σ(bj)− σ(aj)|.
Thus
n∑
j=1
|f(η(bj))− f(η(aj))| ≤
n∑
j=1
q(η(bj)− η(aj)) ≤
n∑
j=1
|σ(bj)− σ(aj)| < ε.
Hence f ◦ η is absolutely continuous (by [60, Theorem 7.18]), as required.
(b) Let E and F be integral complete locally convex spaces, a, b ∈ R
with a < b and η ∈ ACE([a, b], E). Write η′ = [γ]. Let V ⊆ E be an open
subset such that η([a, b]) ⊆ V and f : V → F be a C2-map. Step 1 of the
proof of (a) applies without changes. We may therefore assume now that
F = R. By Lemma 1.63, we find an open subset V1 ⊆ V with η([a, b]) ⊆ V1,
a continuous linear map λ : E → Y to a Banach space Y and a C1-function
g : W → R on an open subset W ⊆ Y with λ(V1) ⊆W such that
f |V1 = g ◦ λ|V1.
Now λ ◦ η ∈ ACE([a, b], Y ) since
λ(η(t)) = λ
(∫ t
a
γ(s) ds
)
=
∫ t
a
λ(γ(s)) ds
for each t ∈ [a, b] (by 1.17), where [λ ◦ γ] = E([a, b], λ)([γ]) ∈ E([a, b], Y ) by
axiom (B1). Thus f ◦ η = g ◦ (λ ◦ η) ∈ ACF([a, b],R) = ACE([a, b],R) by (a),
if we set F([a, b], H) := E([a, b], H) for each Fre´chet space H . ✷
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Remark 3.19 The preceding proof shows that
(f ◦ η)′ = [f ◦ (η, γ)]
if f : E ⊇ V → F is C1 (resp., C2), η ∈ ACE([a, b], V ) and η′ = [γ].
Definition 3.20 Let E be a bifunctor on Fre´chet spaces (resp., on sequen-
tially complete (FEP)-spaces, resp., on integral complete locally convex spaces)
such that Ck-functions act on E for some k ∈ N and the locality axiom (Loc)
from Definition 3.13 is satisfied. Let M be a Ck-manifold modelled on a
Fre´chet space (resp., a sequentially complete (FEP)-space, resp., an integral
complete locally convex space) E. If a, b ∈ R with a < b, we let ACE([a, b],M)
be the set of all functions
η : [a, b]→ M
such that η is continuous and there is a partition a = t0 < t1 < · · · < tn = b of
[a, b] such that, for each j ∈ {1, . . . , n}, there exists a chart φj : Uj → Vj ⊆ E
of M such that η([tj−1, tj ]) ⊆ Uj and φj ◦ γ|[tj−1,tj ] ∈ ACE([tj−1, tj], E).
We imposed the axioms (Ak) and (Loc) to ensure the independence of the
ACE -property from the chosen partition:
Lemma 3.21 Let E be a bifunctor on Fre´chet spaces (resp., on sequentially
complete (FEP)-spaces, resp., on integral complete locally convex spaces) such
that Ck-functions act on AE for some k ∈ N ∪ {∞} and E satisfies the
locality axiom (Loc) from Definition 3.13. Let E be a Fre´chet space (resp., a
sequentially complete (FEP)-space, resp., an integral complete locally convex
space). Let a, b ∈ R such that a < b and M be a Ck-manifold modelled on E.
If η ∈ ACE([a, b],M), then
φ ◦ η|[α,β] ∈ ACE([α, β],M)
for each chart φ : U → V ⊆ E of M and all α < β in J such that η([α, β]) ⊆
U . In particular, ACE([a, b], E) for E as a vector space coincides as a set
with ACE([a, b], E) for E considered as a manifold modelled on E with the
maximal Ck-atlas associated with the global chart idE.
Proof. Let a = t0 < t1 < · · · < tn = b and charts φj : Uj → Vj ⊆ E be as in
Definition 3.20. Thus
φj ◦ η|[tj−1,tj ] ∈ ACE([tj−1, tj], E) for all j ∈ {1, . . . , n}.
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Using φj as the chart for the new points, we may add additional points inside
[tj−1, tj]. We may therefore assume that α = tk and β = tℓ for certain k, ℓ ∈
{1, . . . , n} with k < ℓ. Then η([tj−1, tj ]) ⊆ Uj ∩ U for all j ∈ {k + 1, . . . , ℓ}
and the transition map
τj := φ ◦ φ−1j : φj(Uj ∩ U)→ φ(Uj ∩ U)
is a C1-dffeomorphism between open subsets of E. We have to show that
φ ◦ η|[α,β] ∈ ACE([α, β], E). By the locality axiom, it suffices to show that
φ ◦ η|[tj−1,tj ] ∈ ACE([tj−1, tj], E) for j ∈ {k + 1, . . . , ℓ}. But this is true, since
φ ◦ η|[α,β] = τj ◦ (φj ◦ η|[tj−1,tj ]) and Ck-functions (like the τj) act on ACE . ✷
Remark 3.22 Let η : [a, b] → M be a continuous function such that, for
each s ∈ [a, b], there is εs > 0 such that η([a, b] ∩ [s − εs, t + εs]) ⊆ Us for
some chart φs : Us → Vs ⊆ E of M and
φs ◦ η|[a,b]∩[s−εs,t+εs] ∈ ACE([a, b] ∩ [s− εs, s+ εs], E).
Then η ∈ ACE([a, b],M).
In fact, ([a, b]∩ ]s − εs, s + εs[)s∈[a,b] is an open cover of the compact metric
space [a, b]. Lebesgue’s Lemma provides a Lebesgue number δ > 0 for this
open cover. Thus, for each t ∈ [a, b], there exists s(t) ∈ [a, b] such that
[a, b]∩ ]t − δ, t + δ[ ⊆ [a, b]∩ ]s(t) − εs(t), s(t) + εs(t)[. Choose a = t0 <
t1 < · · · < tn = b such that tj − tj−1 < δ for all j ∈ {1, . . . , n}. Then
[tj−1, tj+1] ⊆ [a, b]∩ ]s(tj−1) − εs(tj−1), s(tj−1) + εs(tj−1)[ and hence φs(tj−1) ◦
η|[tj−1,tj ] ∈ ACE([tj−1, tj ], E) for all j ∈ {1, . . . , n}. Thus η ∈ ACE([a, b], E).
Definition 3.23 Let E be a bifunctor on Fre´chet spaces (resp., sequentially
complete (FEP)-spaces, resp., integral complete locally convex spaces) which
satisfies the locality axiom (Loc). Let E be a Fre´chet space (resp., a se-
quentially complete (FEP)-spaces, resp., an integral complete locally con-
vex space) and I ⊆ R be a non-degenerate interval. We let ACE(I, E) be
the vector space of all continuous mappings η : I → E such that η|[a,b] ∈
ACE([a, b], E) for all compact intervals [a, b] ⊆ I. If smooth maps act on
ACE and M is a smooth manifold modelled on E, we let ACE(I,M) be the
set of all continuous mappings η : I → M such that η|[a,b] ∈ ACE([a, b],M)
for all compact intervals [a, b] ⊆ I.
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Lemma 3.24 Let E be a bifunctor on Fre´chet spaces (resp., on sequentially
complete (FEP)-spaces, resp., on integral complete locally convex spaces) such
that Ck-functions act on AE for some k ∈ N∪{∞} and E satisfies the locality
axiom (Loc) from Definition 3.13. Let E and F be Fre´chet spaces (resp.,
sequentially complete (FEP)-spaces, resp., integral complete locally convex
spaces), a, b ∈ R such that a < b and
f : M → N
be a Ck-map, where M be a Ck-manifold modelled on E and N be a Ck-
manifold modelled on F . Then f◦η ∈ ACE([a, b], N) for all η ∈ ACE([a, b],M),
enabling us to define a map
ACE([a, b], f) : ACE([a, b],M)→ ACE([a, b], N), η 7→ f ◦ η.
Proof. For each t ∈ [a, b], there is a chart ψt : Pt → Qt ⊆ F of N such that
f(η(t)) ∈ Pt and a chart φt : Ut → Vt ⊆ E of M such that η(t) ∈ Ut. After
shrinking Ut, we may assume that f(Ut) ⊆ Pt. There is ε > 0 such that
[a, b]∩ [t−ε, t+ε] ⊆ η−1(Ut). Then φt ◦η|[a,b]∩[t−ε,t+ε] ∈ ACE([a, b]∩ [t−ε, t+
ε], E) (by Lemma 3.21). Since
ψt ◦ f ◦ η|[a,b]∩[t−ε,t+ε] = (ψt ◦ f ◦ (φt)−1)|Vt ◦ (φt ◦ η|[a,b]∩[t−ε,t+ε])
and Ck-functions (like (ψt ◦ f ◦ (φt)−1)|Vt) act on ACE , we see that ψt ◦ f ◦
η|[a,b]∩[t−ε,t+ε] ∈ ACE([a, b] ∩ [t − ε, t + ε], F ). Hence fg ◦ η ∈ ACE([a, b], N),
by Remark 3.22. ✷
Definition 3.25 Let E be a bifunctor on Fre´chet spaces (resp., sequentially
complete (FEP)-spaces, resp., integral complete locally convex spaces). We
say that smooth functions act smoothly on ACE if C
∞-functions act on ACE
and the following holds:
(S) The map
ACE([a, b], f) : ACE([a, b], V )→ ACE([a, b], F ), η 7→ f ◦ η
is C∞, for all a < b in R, Fre´chet spaces (resp., sequentially complete
(FEP)-spaces, resp., integral complete locally convex spaces) E and F ,
each open subset V ⊆ E and each smooth map f : V → F .
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Lemma 3.26 In the situation of Definition 3.25, the map
h := ACE([a, b], f) : ACE([a, b], V )→ ACE([a, b], F )
satisfies
dh = ACE([a, b], df), (18)
identifying ACE([a, b], E)
2 with ACE([a, b], E ×E).
Proof. It is well known that the map
g := C([a, b], f) : C([a, b], V )→ C([a, b], F ), η 7→ f ◦ η
is C∞ and
dg = C([a, b], df) : C([a, b], V × E)→ C([a, b], F ), (η1, η2) 7→ df ◦ (η1, η2)
if we identify C([a, b], V )×C([a, b], E) with C([a, b], V ×E) (cf. [20] or [38]).
As we assume that smooth functions act smoothly on ACE , we know that h
is smooth. Let jE : ACE([a, b], E) → C([a, b], E) and jF : ACE([a, b], F ) →
C([a, b], F ) be the inclusion maps, which are continuous linear (see Re-
mark 3.11). Then jF ◦ h = g ◦ jE |ACE ([a,b],V ) and the Chain Rule yields:
jF ◦ dh = dg ◦ (jE |ACE ([a,b],V ) × jE).
Thus dh(η1, η2) = jF (dh(η1, η2)) = dg(η1, η2) = df ◦ (η1, η2) for all η1 ∈
ACE([a, b], V ) and η2 ∈ ACE([a, b], E). Thus (18) is valid and the proof is
complete. ✷
Lemma 3.27 Smooth functions act smoothly on ACLp for L
p as a bifunc-
tor on Fre´chet spaces (or sequentially complete (FEP)-spaces), for each p ∈
[1,∞]. Moreover, smooth functions act smoothly on ACL∞rc and ACR, for L∞rc
and R considered as bifunctors on integral complete locally convex spaces.
This follows from the following more detailed result:
Lemma 3.28 Let E be Lp for some p ∈ [1,∞], and E as well as F be
sequentially complete (FEP)-spaces (e.g., Fre´chet spaces). Or let E be L∞rc
or R, and let E as well as F be integral complete locally convex spaces. Let
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a < b be real numbers, V ⊆ E be open and f : V → F be a Ck+2-map for
some k ∈ N0 ∪ {∞}. Then the map
ACE([a, b], f) : ACE([a, b], V )→ ACE([a, b], F ), η 7→ f ◦ η
is Ck. If k ≥ 1, then
dg = ACE([a, b], df), (19)
identifying ACE([a, b], E)
2 with ACE([a, b], E ×E).
Proof. Note first that [f ◦ η] ∈ ACE([a, b], F ) by Lemma 3.18, since f is at
least C2. Let jE : ACE([a, b], E) → C([a, b], E) and jF : ACE([a, b], F ) →
C([a, b], F ) be the inclusion maps, which are continuous linear (see Re-
mark 3.11). Because Φ: ACE([a, b], F )→ C([a, b], F )× E([a, b], F ) is a topo-
logical embedding with closed image, [5, Lemmas 10.1 and 10.2] show that g
will be Ck if we can prove that
jF ◦ ACE([a, b], f) = C([a, b], f) ◦ jE |ACE ([a,b],V ) (20)
and DF ◦ ACE([a, b], f) are Ck, where
DF : ACE([a, b], F )→ E([a, b], F ), η 7→ η′
is the differentiation operator (which is continuous linear). Since
C([a, b], f) : C([a, b], V )→ C([a, b], F ), η 7→ f ◦ η
is Ck+2 and hence Ck (see [38], cf. [20]), we deduce from (20) that j ◦
ACE([a, b], f) is C
k. Let η′ = [γ]. Then DF (f ◦ η) = [df ◦ (η, γ)] by Re-
mark 3.19, and thus
DF ◦ ACE([a, b], f) = d˜f
with f˜ : C([a, b], V )× E([a, b], E)→ E([a, b], F ), (η, [γ]) 7→ [df ◦ (η, γ)]. Since
df is Ck+1, Proposition 2.3 (resp., Proposition 2.2) show that f˜ is Ck.
To verify the validity of (19), abbreviate h := C([a, b], f). Then jF ◦ g =
h ◦ jE |ACE([a,b],V ) (by (20)) and the Chain Rule yields:
jF ◦ dg = dh ◦ (jE |ACE ([a,b],V ) × jE).
Since dh = C([a, b], df) (cf. [20]), we see that dg(η1, η2) = dh(η1, η2) = df ◦
(η1, η2) for all η1 ∈ ACE([a, b], V ) and η2 ∈ ACE([a, b], E). Thus (19) is valid
and the proof is complete. ✷
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Lemma 3.29 Let E be a bifunctor on Fre´chet spaces (resp., sequentially
complete (FEP)-spaces, resp., integral complete locally convex spaces) which
satisfies the locality axiom and such that smooth functions act smoothly on ACE .
Let E and F be Fre´chet spaces (resp., sequentially complete (FEP)-spaces,
resp., integral complete locally convex spaces) over K ∈ {R,C}, V ⊆ E be an
open set and f : V → F be a K-analytic map. Then also the map
ACE([a, b], f) : ACE([a, b], V )→ ACE([a, b], F ), η 7→ f ◦ η
is K-analytic, for all a < b in R.
Proof. Assume K = C first. As we assume that smooth functions act
smoothly onACE , we know that h := ACE([a, b], f) is smooth. By Lemma 3.26,
we have
dh = ACE([a, b], df), (η1, η2) 7→ df ◦ (η1, η2)
if we identify E([a, b], E × E) with E([a, b], E)2. Since df(x, .) : E → F is
complex linear for each x, it follows that dh(η1, η2) is complex linear in η2,
for each η1 ∈ ACE([a, b], E). This implies that the smooth map h is complex
analytic (see [19] of [38]).
If K = R, let f˜ : V˜ → FC be a complex analytic extension of f to an open
subset V˜ ⊆ EC which contains V . Note that both EC and FC are Fre´chet
spaces (resp., sequentially complete (FEP)-spaces, resp., integral complete lo-
cally convex spaces). Hence ACE([a, b], f˜) : ACE([a, b], V˜ ) → ACE([a, b], FC)
is complex analytic. Here ACE([a, b], FC) = ACE([a, b], F )C (cf. Remark 3.5)
and ACE([a, b], EC) = ACE([a, b], E)C. Thus ACE([a, b], f˜) is a complex ana-
lytic extension of ACE([a, b], f) and hence ACE([a, b], f) is real analytic. ✷
Lemma 3.30 Let E be a bifunctor on Fre´chet spaces (resp., sequentially
complete (FEP)-spaces, resp., integral complete locally convex spaces) which
satisfies the locality axiom (Loc), and such that smooth functions act smoothly
on AE . Let E1, E2 and F be Fre´chet spaces (resp., sequentially complete
(FEP)-spaces, resp., integral complete locally convex spaces) over K ∈ {R,C}.
If K = R, let r ∈ {∞, ω}; if K = C, let r = ω. Let a < b be real numbers,
M be a CrK-manifold modelled on E1, V ⊆ E2 be open and f : M × V → F
be a CrK-map Also, let ζ ∈ ACE([a, b],M). Then the map
ACE([a, b], V )→ ACE([a, b], F ), η 7→ f ◦ (ζ, η)
is CrK.
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Proof. We find a = t0 < t1 < · · · < tn = b such that ζ([tj−1, tj]) ⊆ Uj for
some chart φj : Uj → Vj ⊆ E1 of M , for all j ∈ {1, . . . , n}. Then
fj := f ◦ ((φj)−1 × idE2) : Vj × E2 → F
is a CrK-map for j ∈ {1, . . . , n}. Moreover, ζj := φj◦ζ |[tj−1,tj ] ∈ ACE([tj−1, tj ], Vj)
and
(f ◦ (ζ, η))|[tj−1,tj ] = fj ◦ (ζj, η|[tj−1,tj ]). (21)
Since E satisfies the locality axiom, the map
ACE([a, b], F )→
n∏
j=1
ACE([tj−1, tj ], F ), η 7→ (η|[tj−1,tj ])j∈{1,...,n}
is a linear topological embedding with closed image.21 Hence, by Lemmas
10.1 and 10.2 in [5] (and analogous lemmas for analytic maps in [38]), we
need only show that the maps
hj : ACE([a, b], V )→ ACE([a, b], F ), η 7→ (f ◦ (ζ, η))|[tj−1,tj ]
are CrK for all j ∈ {1, . . . , n}. The mappings
ACE([a, b], E2)→ ACE([tj−1, tj ], E2), η 7→ η|[tj−1,tj ]
are continuous K-linear for j ∈ {1, . . . , n}, whence the maps
ρj : ACE([a, b], V )→ ACE([tj−1, tj ], V ), η 7→ η|[tj−1,tj ]
are CrK. The map
ACE([tj−1, tj], fj) : ACE([tj−1, tj], Vj × V )→ ACE([tj−1, tj, F )
is CrK as we assume that smooth functions act smoothly onACE (see Lemma 3.29
if r = ω). Identifying ACE([tj−1, tj], Vj × V ) with
ACE([tj−1, tj ], Vj)×ACE([tj−1, tj ], V ),
we have
hj(η) = ACE([tj−1, tj], fj)(ζj, ρj(η))
for all η ∈ ACE([a, b], V ) (exploiting (21)). Hence hj is CrK, which completes
the proof. ✷
21The image consists of all (η)j∈{1,...,n} ∈
∏n
j=1 ACE ([tj−1, tj ], F ) such that ηj(tj) =
ηj+1(tj) for all j ∈ {1, . . . , n− 1}.
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4 The Lie groups ACE([0, 1], G)
In this section, K ∈ {R,C}. If K = R, we let r ∈ {∞, ω}; if K = C, we let
r := ω. We recall the local description of Lie group structures.
4.1 Let U be a group and U ⊆ G be a subset such that U = U−1 and
e ∈ U . Assume that U is endowed with a CrK-manifold structure modelled
on a locally convex topological K-vector space E such that
U → U, x 7→ x−1
is CrK, DU := {(x, y) ∈ U × U : xy ∈ U} is open in U × U and the map
U × U → U, (x, y) 7→ xy
is CrK. Also, assume that for each g ∈ G, there is an open identity neigh-
bourhood W ⊆ U such that gWg−1 ⊆ U , and that the map
W → U, x 7→ gxg−1
is CrK. Then there is a unique C
r
K-manifold structure on G modelled on E
which makes G a CrK-Lie group and such that G has U (with its original
manifold structure) as an open CrK-submanifold.
Proposition 4.2 Let E be a bifunctor on Fre´chet spaces (resp., sequentially
complete (FEP)-spaces, resp., integral complete locally convex spaces) which
satisfies the locality axiom (Loc) and such that smooth functions act smoothly
on ACE . Let G be a C
r
K-Lie group modelled on a Fre´chet space (resp., on
a sequentially complete (FEP)-space, resp., on an integral complete locally
convex space) E over K. Then ACE([0, 1], G) is a group under pointwise
multiplication and there is a unique CrK-Lie group structure on ACE([0, 1], G)
such that
ACE([0, 1], U) := {η ∈ ACE([0, 1], G) : η([0, 1]) ⊆ U}
is open in ACE([0, 1], G) and
ACE([0, 1], φ) : ACE([0, 1], U)→ ACE([0, 1], V )
is a CrK-diffeomorphism for each chart φ : U → V of G such that e ∈ U and
U = U−1.
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Proof. Existence of a Lie group structure. Let mG : G × G → G be the
group multiplication and jG : G→ G be the inversion map, x 7→ x−1. Using
Lemma 3.24, we see that G˜ := ACE([0, 1], G) becomes a group if we define
the multiplication mG˜ via
η1η2 := ACE([0, 1], mG)(η1, η2)
(identifying ACE([0, 1], G)× ACE([0, 1], G) with ACE([0, 1], G×G)) and the
inversion jG˜ via
η−1 := ACE([0, 1], jG)(η)
for η, η1, η2 ∈ ACE([0, 1], G). Pick a chart φ : U → V of G such that e ∈ U
and U = U−1. Then V˜ := ACE([0, 1], V ) is an open subset of ACE([0, 1], E).
By Lemma 3.21, the map
φ˜ := ACE([0, 1], φ) : ACE([0, 1], U)→ ACE([0, 1], V ), η 7→ φ ◦ η
is a bijection. We endow U˜ := ACE([0, 1], U) with the C
r
K-manifold structure
which turns ACE([0, 1], φ) into a global chart. Then
DU := {(x, y) ∈ U × U : xy ∈ U}
is open in U × U , and hence DV := (φ × φ)(DU) is open in V × V . The
mappings
j : V → V, j(x) := φ((φ−1(x))−1)
and
m : DV → V, (x, y) 7→ φ(φ−1(x)φ−1(y))
(which express the group inversion and group multiplication in the local
chart) are CrK. Now ACE([0, 1], V ) is an open subset of ACE([0, 1], E) and
ACE([0, 1], DV ) is an open subset of ACE([0, 1], E × E) ∼= ACE([0, 1], E) ×
ACE([0, 1], E). Identifying ACE([0, 1], G × G) with the direct product
ACE([0, 1], G)× ACE([0, 1], G) as a set, we have
ACE([0, 1], DU)
= {(η1, η2) ∈ ACE([0, 1], G×G) : (∀t ∈ [0, 1]) (η1(t), η2(t)) ∈ DU}
= {(η1, η2) ∈ U˜ × U˜ : η1η2 ∈ U˜} =: DU˜ .
Since smooth functions act smoothly on ACE (and appealing to Lemma 3.29
if r = ω), the map
jG˜ = (φ˜)
−1 ◦ ACE([0, 1], j) ◦ φ˜
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is CrK. Likewise,
mG˜ = (φ˜)
−1 ◦ ACE([0, 1], m) ◦ (φ˜× φ˜)|D
U˜
is CrK. If ζ ∈ G˜, then K := ζ([0, 1]) ⊆ G is compact. Because the map
h : G×G→ G, h(x, y) := xyx−1
is continuous and h(K × {e}) = {e} ⊆ U , the Wallace Lemma (see 1.1)
provides open sets P,W ⊆ G such that K × {e} ⊆ P ×W ⊆ h−1(U). We
may assume that P ⊆ U . As a consequence,
ζηζ−1 = h ◦ (ζ, η) ∈ ACE([0, 1], U) = U˜
for all η ∈ ACE([0, 1],W ) := W˜ . The map
f : P ×W → V, f(x, y) := φ(h(x, φ−1(y)))
is smooth, and the map W˜ → U˜ ,
η 7→ ζηζ−1 = h ◦ (ζ, η) = φ˜−1(f ◦ (ζ, φ˜(η)))
is CrK by Lemma 3.30. Hence 4.1 provides a unique C
r
K-Lie group structure
on G˜ modelled on ACE([a, b], E) such that U˜ is an open submanifold.
Uniqueness of the Lie group structure. If also φ1 : U1 → V1 is a chart
of G such that e ∈ U1 and U1 = (U1)−1, then U ∩ U1 is open in U and hence
ACE([0, 1], φ(U ∩U1)) is open in U˜ , entailing that ACE([0, 1], U ∩U1) is open
in U˜ . Likewise, ACE([0, 1], U ∩U1) is open in U˜1 := ACE([0, 1], U1), endowed
with the CrK-manifold structure making
φ˜1 := ACE([0, 1], φ1) : ACE([0, 1], U1)→ ACE([0, 1], V1)
a global chart for U˜1. Write G˜1 for ACE([0, 1], G), endowed with the unique
CrK-Lie group structure making U˜1 an open submanifold. Then id: G˜ → G˜1
is a group homomorphism which is CrK on the open identity neighbourhood
U˜ ∩ U˜1 (as we presently verify) and hence CrK. Likewise, id : G˜1 → G˜ is CrK,
and thus G˜ = G˜1 as a C
r
K-Lie group. Here, we used that
id |U˜∩U˜1 = (φ˜1)−1 ◦ACE([0, 1], φ1 ◦ φ−1|φ(U˜∩U˜1)) ◦ φ˜|U˜∩U˜1
is CrK. ✷
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Remark 4.3 In the situation of Proposition 4.2, the inclusion map
ε : ACE([0, 1], G)→ C([0, 1], G)
is a group homomorphism and CrK.
In fact, for φ, φ˜ and U˜ as in the preceding proof, the map
C([0, 1], φ) : C([0, 1], U)→ C([0, 1], V ) ⊆ C([0, 1], E)
is a chart for C([0, 1], G). The inclusion map ε is CrK on the open identity
neighbourhood U˜ since
C([0, 1], φ) ◦ ε|U˜ ◦ (φ˜)−1
is the inclusion map ACE([0, 1], V )→ C([0, 1], V ), which is a restriction of the
continuous linear inclusion map ACE([0, 1], E)→ C([0, 1], E) and hence CrK.
Since ε is a group homomorphism, it follows that ε is CrK.
Remark 4.4 It is well known that the evaluation map evt : C([0, 1], G) →
G, η 7→ η(t) is a group homomorphism and CrK for each t ∈ [0, 1]. By
the previous remark, also the evaluation map evt ◦ε : ACE([0, 1], G) → G,
η 7→ η(t) is a group homomorphism and CrK, for each t ∈ [0, 1].
4.5 A local CrK-Lie group is a quintuple (U, e,DU , m, j), where U is a C
r
K
manifold modelled on a locally convex topological K-vector space E, e ∈ U ,
DU an open subset of U × U such that (U × {e}) ∪ ({e} × U) ⊆ DU and
m : DU → U, (x, y) 7→ m(x, y) =: xy
and j : U → U , x 7→ j(x) =: x−1 are CrK-maps satisfying axioms as in [38] or
[29]. Then Te(U) is a Lie algebra.
For example, every open identity symmetric22 neighbourhood U in a CrK-Lie
group G is a local CrK-Lie group with DU := {(x, y) ∈ U × U : xy ∈ U}.
Definition 4.6 Let E be a bifunctor on Fre´chet spaces (resp., sequentially
complete (FEP)-spaces, resp., integral complete locally convex spaces) which
satisfies the locality axiom (Loc) and such that smooth functions act smoothly
22That is, U = U−1.
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on ACE . Let (U, e,DU , m, j) be a local C
r
K-Lie group which is modelled on
a Fre´chet space (resp., on a sequentially complete (FEP)-space, resp., on an
integral complete locally convex space) E over K and admits a global chart
φ : U → V ⊆ E. We then consider U˜ := ACE([a, b], U) as a local CrK-Lie
group with the global chart ACE([a, b], φ),
DU˜ := ACE([a, b], DU)
(identifying ACE([a, b], E
2) with AC([a, b], E)2), multiplication ACE([a, b], m)
and the inversion map ACE([a, b], j).
Definition 4.7 If (U1, e1, DU1, m1, j1) and (U2, e2, DU2, m2, j2) are local C
r
K-
Lie groups, then we call a map f : U1 → U2 a local group homomorphism if
(f×f)(DU1) ⊆ DU2 , m2◦(f×f)|DU1 = f ◦m1 and j2◦f = f ◦j1. If, moreover,
f is CrK, we call f a C
r
K-homomorphism between local C
r
K-Lie groups.
Lemma 4.8 Let E be a bifunctor on Fre´chet spaces (resp., sequentially com-
plete (FEP)-spaces, resp., integral complete locally convex spaces) which sat-
isfies the locality axiom and such that smooth functions act smoothly on ACE .
Let E be Fre´chet space (resp., sequentially complete (FEP)-space, resp., in-
tegral complete locally convex space) and G be a CrK-Lie group (or a local
CrK-Lie group admitting a global chart) modelled on E. Then the following
holds:
(a) If a, b, α, β, c and d are real numbers with a ≤ α < β ≤ b and c < d,
let f : [c, d]→ [a, b] be as in (17). Then η ◦ f ∈ ACE([c, d], G) for each
η ∈ ACE([a, b], G) and the (local) group homomorphism
ACE(f,G) : ACE([a, b], G)→ ACE([c, d], G), η 7→ η ◦ f
is CrK.
(b) Let n ∈ N and a = t0 < t1 < · · · < tn = b be real numbers. If G is a
Lie group, then the map
Φ: ACE([a, b], G)→
n∏
j=1
ACE([tj−1, tj ], G), η 7→ (η|[tj−1,tj ])j∈{1,...,n}
is a CrK-homomorphism. Moreover, Φ is a C
r
K-diffeomorphism onto
a CrK-submanifold of
∏n
j=1ACE([tj−1, tj], G). If G is a local C
r
K-Lie
group admitting a global chart, then Φ is a CrK-homomorphism between
(local) CrK-Lie groups and a C
r
K-diffeomorphism onto a C
r
K-submanifold
of
∏n
j=1ACE([tj−1, tj], G).
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(c) For each t0 ∈ [a, b],
evt0 : ACE([0, 1], G)→ G, η 7→ η(t0)
is a CrK-homomorphism. Identifying the Lie algebra h of ACE([a, b], G)
with ACE([a, b], g) by means of d(ACE([a, b], φ))|h (where φ : Uφ → Vφ
is a chart of G with e ∈ Uφ), the tangent map L(evt0) is the point
evaluation εt0 : ACE([a, b], g)→ g, η 7→ η(t0).
Proof. (a) Using Lemma 3.9, we see that the map
ACE(f, E) : ACE([a, b], E)→ ACE([c, d], E), η 7→ η ◦ f (22)
is continuous linear (since E(f, E) is continuous linear by (B2) and also
C(f, E) is continuous linear, see, e.g., [20] or [38]). Let η ∈ ACE([a, b], G).
If t ∈ [c, d], then there exist ε > 0 and a chart ψ : Uψ → Vψ for G such that
η([f(t)− ε, f(t) + ε] ∩ [a, b]) ⊆ Uψ and
ψ ◦ η|[f(t)−ε,f(t)+ε]∩[a,b] ∈ ACE([f(t)− ε, f(t) + ε] ∩ [a, b], E).
We have f([t−δ, t+δ]∩[c, d]) ⊆ [f(t)−ε, f(t)+ε]∩[a, b] for some δ > 0. Write
ft for the restriction of f to a map [t− δ, t+ δ] ∩ [c, d]→ [f(t)− ε, f(t) + ε].
Then
ψ ◦ (η ◦ f)|[t−δ,t+δ]∩[c,d] = (ψ ◦ η|[f(t)−ε,f(t)+ε]∩[a,b]) ◦ ft
is an element of ACE([t− δ, t+ δ]∩ [c, d], E) and hence η ◦ f ∈ ACE([c, d], G),
by Remark 3.22.
If φ : U → V ⊆ E is a chart for G defined on an open symmetric identity
neighbourhood U ⊆ G, then ACE([a, b], φ) is chart for ACE([a, b], G) around e
and ACE([c, d], φ) is chart for ACE([c, d], G) around e. Since
ACE([c, d], φ) ◦ ACE(f,G) ◦ ACE([a, b], φ)−1 = ACE(f, E)|ACE([a,b],V )
is CrK, the (local) group homomorphism ACE(f,G) is C
r
K.
(b) The image of Φ is the set
{{(ηj)j∈{1,...,n} ∈
n∏
j=1
ACE([tj−1, tj], G) : (∀j ∈ {2, . . . , n})ηj−1(tj) = ηj(tj)}.
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Let φ : U → V ⊆ E be a chart for G such that U ⊆ G is a symmetric open
identity neighbourhood. Then
ψ :=
n∏
j=1
ACE([tj−1, tj], φ) :
n∏
j=1
ACE([tj−1, tj], U)→
n∏
j=1
ACE([tj−1, tj ], V )
is a chart for
∏n
j=1ACE([tj−1, tj], G). Since
F := {(ηj)j∈{1,...,n} ∈
n∏
j=1
ACE([tj−1, tj ], E) : (∀j ∈ {2, . . . , n})ηj−1(tj) = ηj(tj)}
is a closed vector subspace of
∏n
j+1ACE([tj−1, tj], E) and ψ takes
im(Φ) ∩
n∏
j=1
ACE([tj−1, tj ], U)
onto F∩∏nj=1ACE([tj−1, tj ], V ), we have found a submanifold chart for im(Φ)
around e. If G is a local Lie group with a global chart, then, by the preceding,
im(φ) is a CrK-submanifold of the direct product, if we choose φ as the global
chart. If G is a Lie group, then im(Φ) is a subgroup and translates of ψ
provide submanifold charts around each point in im(Φ), whence im(Φ) is a
submanfold of the product modelled on F . In either case, since ψ|im(Φ) ◦
Φ ◦ ACE([a, b], φ−1) is the restriction to the open set ACE([a, b], V ) of the
isomorphism of topological vector spaces
ACE([a, b], E)→ F, η 7→ (η|[tj−1,tj ])j∈{1,...,n},
we deduce that Φ is a CrK-diffeomorphism from ACE([a, b], G) to the C
r
K-
submanifold im(Φ).
(c) Follows from φ ◦ evt0 ◦ACE([a, b], φ)−1 = εt0 . ✷
Lemma 4.9 Let E be a bifunctor on Fre´chet spaces (resp., sequentially com-
plete (FEP)-spaces, resp., integral complete locally convex spaces) which sat-
isfies the locality axiom and such that smooth functions act smoothly on
ACE . Let E be Fre´chet space (resp., sequentially complete (FEP)-space,
resp., integral complete locally convex space) and G be a CrK-Lie group mod-
elled on E. Let a < b be real numbers. Then ACE([a, b], G)∗ := {η ∈
ACE([a, b], G) : η(a) = e} is a CrK-Lie subgroup of ACE([a, b], G) and the map
Ψ: ACE([0, 1], G)∗ ×G→ ACE([0, 1], G), (η, g) 7→ (t 7→ η(t)g)
is a CrK-diffeomorphism.
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Proof. Let U ⊆ G be a symmetric open identity neighbourhood on which
a chart φ : U → V ⊆ E of G is defined. Then ACE([a, b], φ) is chart of
ACE([a, b], G) which maps the set
ACE([a, b], U) ∩ACE([a, b], G)∗
ontoACE([a, b], V )∩ACE([a, b], E)∗. Hence ACE([a, b], G)∗ is a CrK-submanifold
of ACE([a, b], G) modelled on ACE([a, b], E)∗.
The group homomorphism jG : G→ ACE([a, b], G), j(g)(t) := g is CrK since,
for each chart φ : U → V ⊆ E of G with e ∈ U , we have that
ACE([a, b], φ) ◦ jG ◦ φ−1 = jE |V
with the linear map jE : E → ACE([a, b], E), jE(v)(t) := v. The linear map
jE is continuous (as (Φ ◦ jE)(v) = (v, 0) for Φ as in Definition 3.6 with
t0 := a). Thus jG is C
r
K and hence Ψ is C
r
K, since the group multiplication µ
of ACE([a, b], G) is C
r
K and Ψ(η, g) = ηjG(g) = µ(η, jG(g)). The evaluation
map eva : ACE([a, b], G)→ G, η 7→ η(a) is CrK by Lemma 4.8 (c). The map
Ψ−1 : ACE([a, b], G)→ACE([a, b], G)∗×G, η 7→ (µ((jG(eva(η)))−1, η), eva(η))
is CrK as a map to ACE([a, b], G) × G and hence also CrK as a map to the
CrK-submanifold ACE([a, b], G)∗ ×G. Thus Ψ is a CrK-diffeomorphism. ✷
Definition 4.10 Let E be a bifunctor on Fre´chet spaces (resp., on sequen-
tially complete (FEP)-spaces, resp., on integral complete locally convex space).
We say that E satisfies the embedding axiom if the following holds:
(E) For real numbers a < b and each Fre´chet space (resp., sequentially
complete (FEP)-spaces, resp., integral complete locally convex space)
E and closed vector subspace F , we have
ACE([a, b], F ) = {η ∈ ACE([a, b], E) : η([a, b]) ⊆ F}, (23)
and the linear map
E([a, b], j) : E([a, b], F )→ E([a, b], E), [γ] 7→ [j ◦ γ]
induced by the inclusion map j : F → E is a topological embedding.
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As the evaluation maps ACE([a, b], E) → E, η 7→ η(t) are continuous, (23)
implies that ACE([a, b], F ) is a closed vector subspace of ACE([a, b], E).
Remark 4.11 Lemma 1.47 implies that Lp as a bifunctor on Fre´chet spaces
(for any p ∈ [1,∞]) and L∞rc as a bifunctor on integral complete locally convex
spaces satisfy the embedding axiom.23
Lemma 4.12 Let E be a bifunctor on Fre´chet spaces (resp., on sequen-
tially complete (FEP)-spaces, resp., on integral complete locally convex space)
which satisfies the locality axiom and such that smooth functions act on ACE .
Let M be a CrK-manifold modelled on such a space E and N ⊆ M be a CrK-
submanifold modelled on a closed vector subspace F ⊆ E. Let a < b be real
numbers. If F is complemented in E or E satisfies the embedding axiom, then
a map η : [a, b]→ N is in ACE([a, b], N) if and only if it is in ACE([a, b],M).
Proof. Let j : N → M be the inclusion map. If η ∈ ACE([a, b], N), then
j ◦ η ∈ ACE([a, b],M), by Lemma 3.24.
If, conversely, η ∈ ACE([a, b],M) and t ∈ [a, b], we find a chart φ : U →
V ⊆ E of M such that φ(U ∩ N) = V ∩ F . There is δ > 0 such that
η([a, b]∩ [t−δ, t+ δ]) ⊆ U . Then ψ := φ|U∩N : U ∩N → V ∩F is chart for N ,
and
ψ ◦ η|[a,b]∩[t−δ,t+δ]
is a mapping to F which is in ACE([a, b]∩ [t−δ, t+δ], E) (as it coincides with
φ ◦ η|[a,b]∩[t−δ,t+δ] as a mapping to E). If E satisfies the embedding axiom,
this implies that
ψ ◦ η|[a,b]∩[t−δ,t+δ] ∈ ACE([a, b] ∩ [t− δ, t+ δ], F ). (24)
If F is complemented in E, then we find a continuous linear map λ : E → F
such that λ|F = idF . Again,
ψ ◦ η|[a,b]∩[t−δ,t+δ] = λ ◦ φ ◦ η|[a,b]∩[t−δ,t+δ]
= ACE([a, b] ∩ [t− δ, t + δ], λ)(φ ◦ η|[a,b]∩[t−δ,t+δ])
∈ ACE([a, b] ∩ [t− δ, t + δ], F ).
Hence η ∈ ACE([a, b], N), by Remark 3.22. ✷
23ForR, the author would not expect this. For Lp as a bifunctor on sequentially complete
(FEP)-spaces, the author did not succeed to prove the property.
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Lemma 4.13 Let E be a bifunctor on Fre´chet spaces (resp., on sequen-
tially complete (FEP)-spaces, resp., on integral complete locally convex space)
which satisfies the locality axiom and such that smooth functions act on ACE .
Let G be a CrK-Lie group modelled on such a space E and H ⊆ G be a CrK-Lie
subgroup modelled on a closed vector subspace F ⊆ E. Let a < b be real
numbers. If F is complemented in E or E satisfies the embedding axiom,
then ACE([a, b], H) is a C
r
K-submanifold of ACE([a, b], G).
Proof. Let φ : U → V ⊆ E be a chart for G defined on a symmetric open
identity neighbourhood U ⊆ G such that
φ(U ∩H) = V ∩ F. (25)
Since F is complemented in E (in which case ACE([a, b], ) = ACE([a, b], F )⊕
ACE([a, b], Y ) if E = F ⊕ Y ) or E satisfies the embedding axiom, we have
that
ACE([a, b], F ) = {η ∈ ACE([a, b], E) : η([a, b]) ⊆ F} (26)
is a closed vector subspace of ACE([a, b], E) and that the inclusion map
ACE([a, b], F ) → ACE([a, b], E) is a topological embedding. As the chart
ACE([a, b], φ) of ACE([a, b], G) takes
ACE([a, b], U) ∩ACE([a, b], H)
onto the set ACE([a, b], V ) ∩ACE([a, b], F ) by (25) and (26), we deduce that
the subgroup ACE([a, b], H) is a C
r
K-submanifold of ACE([a, b], G) modelled
on ACE([a, b], F ). Since ACE([a, b], φ) restricts to the chart ACE([a, b], φ|V ∩FU∩H)
of ACE([a, b], H), the given C
r
K-Lie group structure on ACE([a, b], H) coin-
cides with the manifold structure as a CrK-submanifold of ACE([a, b], G). ✷
Remark 4.14 Consider a strict (LF)-space E and a vector subspace F ⊆ E
which is a Fre´chet space in the induced topology. Then the conclusion of
Lemma 4.12 remains valid for E = L1 because (24) is satisfied by Lemma 1.47.
As a consequence, also the conclusion of Lemma 4.13 remains valid for E = L1
whenever E is a strict (LF)-space and F ⊆ E a Fre´chet subspace.
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5 E-regularity and local E-regularity
Definition 5.1 Let E be a bifunctor on Fre´chet spaces (resp., on sequentially
complete (FEP)-spaces, resp., on integral complete locally convex spaces)
which satisfies the locality axiom, and such that smooth functions act on
ACE . Let E be a Fre´chet space (resp., a sequentially complete (FEP)-space,
resp., an integral complete locally convex space) andM be a smooth manifold
modelled on E. Let a < b be real numbers and η ∈ ACE([a, b],M). Let
a = t0 < t1 < · · · < tn = b such that η([tj−1, tj]) ⊆ Uj for a chart φj : Uj →
Vj ⊆ E of M . Then
ηj := φj ◦ η|[tj−1,tj ] ∈ ACE([tj−1, tj], E)
for all j ∈ {1, . . . , n}, enabling us to define
η′j ∈ E([a, b], E).
Write η′j = [γj] with γj ∈ L1([tj−1, tj ], E) (resp., γj ∈ L∞rc([tj−1, tj ], E)). We
define
γ : [a, b]→ TM
via γ(t) := T (φj)
−1(ηj(t), γj(t)) if t ∈ [tj−1, tj [ with j ∈ {1, . . . , n}, and
γ(b) = T (φn)
−1(γn(b)). Then γ is measurable and we define
η˙ := [γ].
Remark 5.2 (a) If πTM : TM → M is the bundle projection taking v ∈
TxM to x, then πTM ◦ γ = η is a continuous map (this property enters
into Lemma 5.5).
(b) If f : M → N is a smooth map between smooth manifolds in the pre-
ceding situation, then f ◦η ∈ ACE([a, b], N) for each η ∈ ACE([a, b],M)
and
(f ◦ η). = [Tf ◦ γ] if η˙ = [γ]; (27)
this follows from Lemma 3.24 and Remark 3.19.
5.3 Let G be a Lie group, with multiplication mG : G×G→ G and inversion
jG : G → G. Let TG be the tangent bundle, considered as a Lie group with
multiplication T (mG) (identifying T (G × G) with TG × TG) and inversion
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T (iG). We identify g ∈ G with 0g ∈ Tg(G). Then 0e ∈ Te(G) =: L(G) =: g is
the neutral element for TG. If v ∈ TgG and w ∈ Th(G) with g, h ∈ G, then
vw = gw + vh, (28)
where gw = Thλg(w) and vh = Tgρh(v) with the left translation λg : G→ G,
x 7→ gx and the right translation ρh : G → G, x 7→ xh. In the following, we
consider the smooth g-valued 1-forms
ωℓ : TG→ g, v 7→ (πTG(v))−1(v)
and
ωr : TG→ g, v 7→ v(πTG(v))−1.
Likewise if G is a local Lie group.
Lemma 5.4 Let E be a bifunctor on Fre´chet spaces (resp., on sequentially
complete (FEP)-spaces, resp., on integral complete locally convex spaces).
Assume that E satisfies the locality axiom and that smooth functions act
on ACE . Let G be a Lie group (or local Lie group) modelled on a Fre´chet
space (resp., a sequentially complete (FEP)-space, resp., an integral complete
locally convex space) E, and a < b. Let η, η1, η2 ∈ ACE([a, b], G) and write
η−1 for the map [a, b] → G, t 7→ (η(t))−1. Write η˙ = [γ], η˙1 = [γ1], and
η˙2 = [γ2] with measurable functions γ, γ1, γ2 : [a, b]→ TG. Then
(η1η2)
. = [t 7→ γ1(t)η2(t) + η1(t)γ2(t)] and (29)
(η−1). = [t 7→ −η(t)−1γ(t)η(t)−1], (30)
assuming that η1η2 is defined in the case of a local Lie group G.
Proof. This follows from (28) and Remark 3.19. ✷
Lemma 5.5 Let G be a Lie group (or local Lie group) with Lie algebra g
and γ : [a, b] → TG be a map such that πTG ◦ γ is continuous. Then γ is
measurable if and only if ωr ◦ γ : [a, b] → g is measurable, if and only if
ωℓ ◦ γ : [a, b]→ g is measurable.
Proof. If γ is measurable, then also ωr ◦ γ and ωℓ ◦ γ, as ωr and ωℓ are
smooth mappings, hence continuous and hence Borel measurable. The map
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σ : G× g → TG, (g, v) 7→ gv obtained from multiplication in TG is smooth
and hence Borel measurable. If ωℓ(γ) is measurable and η := πTG ◦ γ is
continuous, then η([a, b]) ⊆ G is compact and metrizable (see Lemma 1.10).
By 1.6 (e) and (f), the map (η, ωℓ ◦ γ) : [a, b]→ G×TG is Borel measurable.
Hence so is γ = σ ◦ (η, ωℓ ◦ γ). If ωr ◦ γ is measurable, we can argue in the
same way, using σ : G× g→ TG, σ(g, v) := vg instead. ✷
Definition 5.6 Let E be a bifunctor on Fre´chet spaces (resp., on sequentially
complete (FEP)-spaces, resp., on integral complete locally convex spaces)
such that E satisfies the locality axiom (Loc) and smooth functions act
on ACE . Let E be a Fre´chet space (resp., a sequentially complete (FEP)-
space, resp., an integral complete locally convex space) and G be a Lie
group (or local Lie group) modelled on E. If a < b are real numbers and
η ∈ ACE([a, b], G), we define the left logarithmic derivative of η via
δ(η) := δℓ(η) := [ωℓ ◦ γ],
where η˙ = [γ] with a measurable function γ : [a, b] → TG. Similarly, we
define the right logarithmic derivative of η via
δr(η) := [ωr ◦ γ],
where η˙ = [γ] with a measurable function γ : [a, b]→ TG.
Definition 5.7 Let E be a bifunctor on Fre´chet spaces (resp., on sequentially
complete (FEP)-spaces, resp., on integral complete locally convex spaces).
We say that E satisfies the pushforward axioms if the following holds:
(P1) Let a < b be real numbers, E1 be a locally convex space, V ⊆ E1 be
an open subset and
f : V ×E2 → F
be a continuous map which is linear in the second argument, where E2
and F are Fre´chet spaces (resp., sequentially complete (FEP)-spaces,
resp., integral complete locally convex spaces). Then
f˜(η, [γ]) := [f ◦ (η, γ)] ∈ E([a, b], F )
for all [γ] ∈ E([a, b], E2).
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(P2) If f is smooth in the situation of (P1), then also the map
f˜ : C([a, b], V )× E([a, b], E2)→ E([a, b], F )
is smooth.
By Lemma 2.1 and Propositions 2.2 and 2.3, we have:
Lemma 5.8 The bifunctors Lp on Fre´chet spaces (or sequentially complete
(FEP)-space) satisfy the pushforward axioms for all p ∈ [1,∞]. Moreover,
the bifunctors L∞rc and R on integral complete locally convex spaces satisfy
the pushforward axioms. ✷
Lemma 5.9 In the situation of Definition 5.7 (P2), we have
df˜((η1, [γ1]), (η2, [γ2])) = [df ◦ (η1, γ1, η2, γ2)] (31)
for all η1 ∈ C([a, b], V ), η2 ∈ C([a, b], E1) and [γ1], [γ2] ∈ E([a, b], E2).
Proof. In the case of a bifunctor on Fre´chet spaces or sequentially complete
(FEP)-spaces, set F := L1; in the case of a bifunctor on integral complete
locally convex spaces, set F := L∞rc . By Propositions 2.2 and 2.3, the map
g : C([a, b], V )× F([a, b], E2)→ F([a, b], F ), (η, [γ]) 7→ [f ◦ (η, γ)]
is smooth; moreover,
dg((η1, [γ1]), (η2, [γ2])) = [df ◦ (η1, γ1, η2, γ2)]
for all η1 ∈ C([a, b], V ), η2 ∈ C([a, b], E1) and [γ1], [γ2] ∈ F([a, b], E2), by
(15). Let jF : E([a, b], F )→ F([a, b], F ) be the inclusion map and define jE2
analogously. Let jE1 be the identity map of C([a, b], E1). Then
jF ◦ f˜ = g ◦ (jE1 |C([a,b],V ) × jE2)
and thus, using the Chain Rule,
jF ◦ df˜ = dg ◦ (jE1 |C([a,b],V ) × jE2 × jE1 × jE2).
Hence, for η1 ∈ C([a, b], V ), η2 ∈ C([a, b], E1) and [γ1], [γ2] ∈ E([a, b], E2),
df˜(η1, [γ1], η2, [γ2]) = jF (df˜(η1, [γ1], η2, [γ2])) = dg(η1, [γ1], η2, [γ2])
= [df ◦ (η1, γ1, η2, γ2)],
establishing (31). ✷
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Lemma 5.10 Let E be a bifunctor on Fre´chet spaces (resp., on sequentially
complete (FEP)-spaces, resp., on integral complete locally convex spaces)
which satisfies the locality axiom and the pushforward axioms. Let a < b
be real numbers, E2 and F be Fre´chet spaces (resp., sequentially complete
(FEP)-spaces, resp., integral complete locally convex spaces), M be a mani-
fold modelled on a locally convex space E1 and
f : M ×E2 → F
be a smooth map which is linear in the second argument. Let η ∈ C([a, b],M).
Then
f˜(η, [γ]) := [f ◦ (η, γ)] ∈ E([a, b], F )
for all [γ] ∈ E([a, b], E2), and the map
E([a, b], E2)→ E([a, b], F ), [γ] 7→ f˜(η, [γ])
is continuous linear. If M = G is a Lie group, then
f˜ : C([a, b], G)× E([a, b], E2)→ E([a, b], F )
is smooth.
Proof. Fix η ∈ C([a, b],M). Using a compactness argument, we find a =
t0 < t1 < · · · < tn = b such that η([tj−1, tj ]) ⊆ Uj for a chart φj : Uj → Vj ⊆
E1 of M . Then
fj : Vj ×E2 → F, fj(x, y) := f(φ−1j (x), y)
is a smooth map which is linear in its second argument and thus
f˜j : C([tj−1, tj], Vj)×E([tj−1, tj ], E2)→ E([tj−1, tj ], F ), (σ, [τ ]) 7→ [fj◦(σ, τ)]
is smooth by the pushforward axiom (P2). For [γ] ∈ E([a, b], E2), we have
[γ|[tj−1,tj ]] ∈ E([tj−1, tj ], E2) by (B2) and hence
[f ◦ (η, γ)|[tj−1,tj ]] = f˜j(φj ◦ η|[tj−1,tj ], γ|[tj−1,tj ]) ∈ E([tj−1, tj], F )
for all j ∈ {1, . . . , n}. By the locality axiom, we get
f˜(η, γ) = [f ◦ (η, γ)] ∈ E([a, b], F ).
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Again by the locality axiom, the linear map f˜(η, .) will be continuous if we
can show that the map
E([a, b], E2)→ E([tj−1, tj], F ), [γ] 7→ [f ◦ (η, γ)|[tj−1,tj ]]
is continuous for each j ∈ {1, . . . , n}. But this map is the composition of the
continuous map f˜j and the map
E([a, b], E2)→ C([tj−1, tj], V )× E([tj−1, tj], E2),
[γ] 7→ (φj ◦ η|[tj−1,tj ], [γ|[tj−1,tj ]]), which is continuous by (B2).
If M = G is a Lie group and η ∈ C([a, b], G), let us show that f˜ is smooth
on P × E([a, b], E2) for some open neighbourhood P of η in C([a, b], G). Let
U ⊆ G be a symmetric open identity neighbourhood on which a chart φ : U →
V ⊆ E1 of G is defined. Let W ⊆ G be an open identity neighbourhood such
that WW ⊆ U . We may assume that a = t0 < · · · < tn = b has been chosen
such that
η([tj−1, tj ]) ⊆ η(tj−1)W.
Then
P := {ζ ∈ C([0, 1], G) : (η−1ζ)([a, b]) ⊆W
is an open neighbourhood of η in C([a, b], G). For ζ ∈ P and t ∈ [tj−1, tj],
we have
ζ(t) = η(t)η(t)−1ζ(t) ∈ η(tj−1)WW ⊆ η(tj−1)U.
Now
ψj : η(tj−1)C([tj−1, tj ], U)→ C([tj−1, tj ], V ), τ 7→ φ ◦ (η(tj−1)−1τ)
is a chart for C([tj−1, tj ], G) around η|[tj−1,tj ] such that
ζ |[tj−1,tj ]
is in the domain η(tj−1)C([tj−1, tj ], U) of ψj for each η ∈ P . The restriction
map
ρj : C([a, b], G)→ C([tj−1, tj], G), τ 7→ τ |[tj−1,tj ]
is a smooth group homomorphism (cf. [20]). The map
rj : E([a, b], E2)→ E([tj−1, tj], E2), [τ ] 7→ [τ |[tj−1,tj ]]
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is continuous linear (and hence smooth), by (B2). The map
gj : V ×E2 → F, gj(x, y) := f(η(tj−1)φ−1(x), y)
is linear in its second argument and smooth. Hence, by the pushforward
axiom (P2), the map
g˜j : C([tj−1, tj ], V )×E([tj−1, tj], E2)→ E([tj−1, tj], F ), (σ, [τ ]) 7→ [gj ◦(σ, τ)]
is smooth. By the locaility axiom, the map f˜ will be smooth on P ×
E([a, b], E2) if we can show that the map
hj : P × E([a, b], E2)→ E([tj−1, tj], F ), (ζ, [γ]) 7→ [f ◦ (ζ, γ)|[tj−1,tj ]]
is smooth for all j ∈ {1, . . . , n}. But hj is the map
(ζ, [γ]) 7→ g˜j(ψj(ρj(ζ)), rj([γ]))
and hence hj is smooth as a composition of smooth maps. ✷
Lemma 5.11 Let E be a bifunctor on Fre´chet spaces (resp., on sequentially
complete (FEP)-spaces, resp., on integral complete locally convex spaces)
which satisfies the locality axiom, the pushforward axiom (P1), and such that
smooth functions act on ACE . Let G be a Lie group (or local Lie group) mod-
elled on a Fre´chet space (resp., a sequentially complete (FEP)-space, resp.,
an integral complete locally convex space), and a < b. If η ∈ ACE([a, b], G),
then δℓ(η), δr(η) ∈ E([a, b], g).
Proof. Let E be the modelling space of G. With M := G, let a = t0 <
· · · < tn = b, φj , ηj, γj and γ be as in Definition 5.1. For each j ∈ {1, . . . , n},
fj := ωℓ|TUj ◦ Tφ−1j : Vj × E → g
is a C∞-map and linear in its second argument. Now ηj ∈ ACE([tj−1, tj ], E)
and η′j = [γj ] ∈ E([a, b], E). By definition,
δℓ(η) = [ωℓ ◦ γ]
where ωℓ(γ(t)) = ωℓ(Tφ
−1
j (ηj(t), γj(t))) = fj(ηj(t), γj(t)) for t ∈ [tj−1, tj[. By
the pushforward axiom, [ωℓ ◦γ|[tj−1,tj ]] = [fj ◦ (ηj, γj)] ∈ E([tj−1, tj ], g). Hence
δℓ(η) = [ωℓ ◦ γ] ∈ E([a, b], g), by the locality axiom. The proof for δr(η) is
similar. ✷
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Lemma 5.12 Let E be a bifunctor on Fre´chet spaces (resp., on sequentially
complete (FEP)-spaces, resp., on integral complete locally convex spaces).
Assume that E satisfies the locality axiom (Loc), the pushforward axiom (P1),
and that smooth functions act on ACE . Let E be a Fre´chet space (resp., a
sequentially complete (FEP)-space, an integral complete locally convex space)
and G be a Lie group modelled on E. If a < b are real numbers and η, η1, η2 ∈
ACE([a, b], G), then
δℓ(η1η
−1
2 ) = [t 7→ Ad(η2(t))(γ1 − γ2)] (32)
with δℓ(ηj) = [γj] for j ∈ {1, 2} and
δr(η−11 η2) = [t 7→ Ad(η1(t))−1(ζ2 − ζ1)] (33)
with δr(ηj) = [ζj] for j ∈ {1, 2}. Also,
δℓ(η1η2) = [t 7→ Ad(η2(t))−1(γ1(t)) + γ2(t)] (34)
and
δℓ(η−1) = −δr(η). (35)
If δℓ(η) = 0 or δr(η) = 0, then η is constant. Moreover, δℓ(η1) = δ
ℓ(η2) if
and only if η2 = gη1 for some g ∈ G. Likewise, δr(η1) = δr(η2) if and only if
η2 = η1g for some g ∈ G.
If G is a local Lie group modelled on E, then (35) always holds while (32),
(33) and (34) hold whenever η1η
−1
2 , η
−1
1 η2 and η1η2, respectively, are defined.
If δℓ(η1) = δ
ℓ(η2) (or δ
r(η1) = δ
r(η2)) and η1(t0) = η2(t0) for some t0 ∈ [a, b],
then η1 = η2.
Proof. Assume first that G is a Lie group. (32), (33), (34) and (35) follow
immediately from (5.4) and the definition of logarithmic derivatives.
If δℓ(η) = 0, then η′j = [γj] = 0 for all j ∈ {1, . . . , n} in the proof of
Lemma 5.11, whence ηj and η|[tj−1,tj ] = φ−1j ◦ ηj are constant; thus η is
constant.
If δℓ(η1) = δ
ℓ(η2), then δ
ℓ(η1η
−1
2 ) = 0 by (32) and thus η1η
−1
2 is constant,
taking the value g ∈ G, say. Thus η1 = gη2 and η2 = g−1η1. The proof for
right logarithmic derivatives is analogous.
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If G is a local Lie group, we can establish (32)–(35) as before if all expressions
are defined. If δℓ(η1) = δ
ℓ(η2) and η1(t0) = η2(t0) for some t0 ∈ [a, b], then
A := {t ∈ [a, b] : η1(t) = η2(t)}
is a non-empty, closed subset of [a, b]. If we can show that A is also open,
then A = [a, b] (as [a, b] is connected) and hence η1 = η2. If t1 ∈ A, we find
δ > 0 such that θ(t) := η1(t)η2(t)
−1 is defined for all t ∈ [t1− δ, t1+ δ]∩ [a, b]
and
θ(t)η2(t) = η1(t).
Then δℓ(θ) = 0 by (32), whence θ is constant (as in the group case). Since
θ(t1) = e, we deduce that θ(t) = e for all t ∈ [t1 − δ, t1 + δ] ∩ [a, b], whence
η1(t) = η2(t) and [t1 − δ, t1 + δ] ∩ [a, b] ⊆ A. The proof for right logarithmic
derivatives is similar. ✷
Remark 5.13 Identifying measurable functions and their equivalence classes,
(32), (33) and (34) can be rewritten as
δℓ(η1η
−1
2 )(t) = Ad(η2(t)).(δ
ℓ(η1)(t)− δℓ(η2)(t)),
δr(η−11 η2)(t) = Ad(η1(t))
−1(δr(η2)(t)− δr(η1)(t)) and
δℓ(η1η2)(t) = Ad(η2(t))
−1(δℓ(η1)(t)) + δ
ℓ(η2)(t)
for λ1-almost all t ∈ [a, b].
Definition 5.14 Let E be a bifunctor on Fre´chet spaces (resp., on sequen-
tially complete (FEP)-spaces, resp., on integral complete locally convex spaces)
which satisfies the locality axiom. Let E be a Fre´chet space (resp., a se-
quentially complete (FEP)-space, resp., an integral complete locally convex
space), W ⊆ R × E be a subset and f : W → E be a map. We say that
a continuous function η : I → E on a non-degenerate interval I ⊆ R is an
ACE -Carathe´odory solution to the differential equation
y′ = f(t, y)
if (t, η(t)) ∈ W for all t ∈ I, the map
t 7→ f(t, η(t))
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is in E(I, E), and
(∀t1, t2 ∈ I) η(t2)− η(t1) =
∫ t2
t1
f(s, η(s)) ds.
Or equivalently, if η ∈ ACE(I, E) with graph(η) ⊆W and
η′ = [t 7→ f(t, η(t))].
If (t0, y0) ∈ W and η is a before with t0 ∈ I and η(t0) = y0, then we call η
an ACE -Carathe´odory solution to the initial value problem
24{
y′ = f(t, y)
y(t0) = y0.
Equivalently, η : I → E is a continuous function on a non-degenerate interval
I ⊆ R with t0 ∈ I such that η(t0) = y0, (t, η(t)) ∈ W for all t ∈ I, the map
t 7→ f(t, η(t))
is in E(I, E), and
(∀t ∈ I) η(t) = y0 +
∫ t
t0
f(s, η(s)) ds.
Or equivalently, if η ∈ ACE(I, E) with graph(η) ⊆ W such that t0 ∈ I,
η(t0) = y0 and
η′ = [t 7→ f(t, η(t))].
Definition 5.15 Let E be a bifunctor on Fre´chet spaces (resp., on sequen-
tially complete (FEP)-spaces, resp., on integral complete locally convex spaces)
which satisfies the locality axiom and such that smooth functions act on ACE .
Let E be a Fre´chet space (resp., a sequentially complete (FEP)-space, resp.,
an integral complete locally convex spaces), M be a smooth manifold mod-
elled on E, W ⊆ R×M be a subset and f : W → TM be a map such that
f(t, y) ∈ Ty(M) for all (t, y) ∈ W . Let (t0, y0) ∈ W . An ACE -Carathe´odory
solution to {
y′ = f(t, y)
y(t0) = y0
24Compare [62] for the case that E is a Banach space.
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is a map η ∈ ACE(I,M) on a non-degenerate interval I ⊆ R with t0 ∈ I such
that graph(η) ⊆ W , η(t0) = y0 and such that, for each t ∈ I, there exists
ε > 0 such that η(I∩ ]t− ε, t+ ε[) ⊆ U for some chart φ : U → V ⊆ E of M
and ζ := φ ◦ η|I∩ ]t−ε,t+ε[) is an ACE -Carathe´odory solution to y′ = g(t, y)
with
g : (idR×φ)(W ∩ (R× U))→ E, g(t, y) := dφ(f(t, φ−1(y))).
Definition 5.16 Let E be a bifunctor on Fre´chet spaces (resp., on sequen-
tially complete (FEP)-spaces, resp., on integral complete locally convex space)
which satisfies the locality axiom, the pushforward axioms, and such that
smooth functions act on ACE . Let G be a Lie group modelled on a Fre´chet
space (resp., a sequentially complete (FEP)-space, resp., an integral complete
locally convex space), with Lie algebra g and neutral element e. We say that
G is E-semiregular if for each γ ∈ E([0, 1], g), there exists η ∈ ACE([0, 1], G)
such that
δℓ(η) = γ and η(0) = e. (36)
If it exists, then Evol(γ) := η is uniquely determined by (36) (see Lemma 5.12).
If, moreover, smooth functions act smoothly on ACE , then we say that G is
E-regular if G is E-semiregular and the map
Evol : E([a, b], g)→ ACE([a, b], G)
is smooth.
Remark 5.17 Write γ = [ζ ] ∈ E([0, 1], g) in the preceding definition. Then
(36) is satisfied if and only if η : [0, 1]→ G is a Carathe´odory solution to the
initial value problem
y′ = f(t, y), y(0) = e
with f : [0, 1]×G→ TG, f(t, y) := yζ(t) (using the left action G×TG→ TG
given by gv = Tλg(v)).
Remark 5.18 Lemma 4.8 (c) shows that if a Lie group G over K ∈ {R,C}
is E-regular and Evol : E([0, 1], g) → ACE([0, 1], G) is smooth (resp., K-
analytic), then also
evol : E([0, 1], g)→ G, γ 7→ Evol(γ)(1)
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is smooth (resp., K-analytic). In contrast to the case of Ck-regularity, no
exponential laws are available for spaces of measurable maps, whence we
cannot deduce continuity or differentiability properties of Evol from such of
evol in the current situation. In the case of measurable regularity properties,
Evol (rather than evol) is the key object to work with, whose study provides
the largest amount of information.
Definition 5.19 Let E be a bifunctor on Fre´chet spaces (resp., on sequen-
tially complete (FEP)-spaces, resp., on integral complete locally convex space)
which satisfies the locality axiom, the pushforward axioms, and such that
smooth functions act on ACE . Let G be a local Lie group modelled on a
Fre´chet space (resp., a sequentially complete (FEP)-space, resp., an integral
complete locally convex space), with Lie algebra g and neutral element e. We
say that G is locally E-semiregular if there exists an open 0-neighbourhood
Ω ⊆ E([0, 1], g)
such that, for each γ ∈ Ω, there exists η ∈ ACE([0, 1], G) such that
δℓ(η) = γ and η(0) = e. (37)
If it exists, then Evol(γ) := η is uniquely determined by (37) (Lemma 5.12).
If, moreover, G has a global chart and smooth functions act smoothly on
ACE , then we say that G is locally E-regular if G is locally E-semiregular and
Ω can be chosen such that
Evol : Ω→ ACE([a, b], G)
is smooth.
Proposition 5.20 Let E be a bifunctor on Fre´chet spaces (resp., on sequen-
tially complete (FEP)-spaces, resp., on integral complete locally convex space)
which satisfies the locality axiom, the pushforward axioms, and such that
smooth functions act smoothly on ACE . Let G be a E-semiregular Lie group
modelled on a Fre´chet space (resp., a sequentially complete (FEP)-space,
resp., an integral complete locally convex space) E, with Lie algebra g and
neutral element e. Then the map
Evol : E([0, 1], g)→ ACE([0, 1], G)
75
is smooth if and only if Evol is smooth as a map
E([0, 1], g)→ C([0, 1], G).
If G is a locally E-semiregular local Lie group modelled on E admitting a
global chart and Ω ⊆ E([0, 1], g) an open 0-neighbourhood on which Evol is
defined, then
Evol : Ω→ ACE([0, 1], G)
is smooth if and only if Evol is smooth as a map Ω→ C([0, 1], G).
Proof. If Evol is smooth to ACE([0, 1], G), then also to C([0, 1], G), since
the inclusion map ACE([0, 1], G)→ C([0, 1], G) is smooth (cf. Remark 4.3).
Conversely, write EvolC for Evol as a map to C([0, 1], G) and assume that
EvolC is smooth. Let U ⊆ G be a symmetric identity neighbourhood on
which a chart φ : U → V ⊆ E is defined. Let Ω ⊆ E([0, 1], g) be an open
0-neighbourhood such that EvolC(Ω) ⊆ C([0, 1], U) and EvolC |Ω is smooth.
Let us show that Evol |Ω : Ω→ ACE([0, 1], G) is smooth, or equivalently, that
g := ACE([0, 1], φ) ◦ Evol |Ω : Ω→ ACE([0, 1], E)
is smooth. By Lemma 3.9 and [5, Lemma 10.1], the latter will hold if we can
show that g is smooth as a map to C([0, 1], E) (which is the case C([0, 1], φ)◦
EvolC is smooth) and the map
h : Ω→ E([0, 1], E), γ 7→ (g(γ))′
is smooth. To see that h is smooth, consider U is a local Lie group with
DU := {(x, y) ∈ U × U : xy ∈ U} and make V ⊆ E a local Lie group such
that φ : U → V is an isomorphism of local Lie groups. Then
φ ◦ EvolG = EvolV ◦E([0, 1], L(φ)).
Let µ : DV → V be the local group multiplication and
ν : V × L(V )→ TV, (x, v) 7→ Tµ(0x, v).
Since η′ = ν ◦ (η, δℓη), we have
(g(γ))′ = (EvolV (L(φ) ◦ γ))′ = ν ◦ (EvolV (L(φ) ◦ γ), L(φ) ◦ γ)
= ν ◦ (φ ◦ EvolC(γ), L(φ) ◦ γ)
= ν˜
(
C([0, 1], φ)(EvolC(γ)), E([0, 1], L(φ))(γ)
)
(38)
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with ν˜ as in the pushforward axiom (P2). As the map E([0, 1], L(φ)) is contin-
uous linear by the bifunctor axiom (B1) and the map C([0, 1], φ) : C([0, 1], U)→
C([0, 1], V ) is a C∞-diffeomorphism (being a chart of C([0, 1], G)), we deduce
from (38) with the pushforward axiom (P2) that h is smooth. In the case of
a local Lie group, this completes the proof. If G is a Lie group, let us show
that Evol is smooth on an open neighbourhood of each γ ∈ E([0, 1], g). Write
η := Evol(γ). Let W ⊆ U be an open identity neighbourhood such that
W−1WW ⊆ U.
Using a compactness argument, we can find 0 = t0 < t1 < · · · < tn = 1 with
η(tj−1)
−1η([tj−1, tj ]) ⊆W
for all j ∈ {1, . . . , n}. Then
Q := {ζ ∈ C([0, 1], G) : η−1ζ ∈ C([0, 1],W )}
is an open neighbourhood of η in C([0, 1], G) and hence
P := (EvolC)
−1(Q)
is an open neighbourhood of γ in E([0, 1], g). By Lemma 4.8 (b), Evol |P will
be smooth if we can show that the map
P →
n∏
j=1
ACE([tj−1, tj], G), τ 7→ (Evol(τ)|[tj−1,tj ])j∈{1,...,n}
is smooth. The latter holds if, for each j ∈ {1, . . . , n}, the component
fj : P → ACE([tj−1, tj], G), τ 7→ Evol(τ)|[tj−1,tj ]
is smooth. It is well-known that the evaluation map εtj−1 : C([a, b], G)→ G,
ζ 7→ ζ(tj−1) is smooth (cf. [20]). By Lemma 4.9, gj is smooth if we can show
that the map
P → G, τ 7→ Evol(τ)(tj−1) = εtj−1(EvolC(τ))
is smooth (which is the case by smoothness of EvolC and εtj−1) and the map
gj : P → ACE([tj−1, tj ], G)∗, τ 7→ (fj(τ)(tj−1))−1fj(τ)
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is smooth. Note that, if ζ ∈ Q and t ∈ [tj−1, tj ], then
gj(ζ)(t) = Evol(ζ)(tj−1)
−1 Evol(ζ)(t)
=
(
η(tj−1)
−1 Evol(ζ)(tj−1)
)−1
η(tj−1)
−1η(t)(η(t))−1Evol(ζ)(t)
∈ W−1WW ⊆ U.
We therefore only need to show that
ACE([tj−1, tj ], φ) ◦ gj : P → ACE([tj−1, tj ], V )
is smooth. As a map Gj to C([tj−1, tj], E), this map is smooth by smoothness
of EvolC . Hence, by Lemma 3.9 and [5, Lemma 10.1], it only remains to show
that the map
hj : P → E([tj−1, tj], E), τ 7→ (φ ◦ gj(τ))′
is smooth. But
hj(τ) = ν˜(Gj(τ), E([tj−1, tj ], L(φ))(τ))
with the smooth map
ν˜ : C([tj−1, tj ], V )× E([tj−1, tj ], E))→ E([tj−1, tj], E), ν˜(σ, τ) := ν ◦ (σ, τ)
(as in the pushforward axiom (P2)), since
(φ ◦ gj(τ))′ = ν ◦ (φ ◦ gj(τ), δℓ(φ ◦ gj(τ)))
with δℓ(φ◦gj(τ))) = L(φ)◦δℓ(Evol(τ)(tj−1)−1 Evol(τ)) = L(φ)◦δℓ(Evol(τ)) =
L(φ) ◦ τ . Hence hj is smooth and hence Evol |P is smooth. ✷
We now obtain Theorem A as a special case of the following corollary:
Corollary 5.21 Let G be a E-semiregular Lie group modelled on a Fre´chet
space or a sequentially complete (FEP)-space. Let p ∈ [1,∞]. Then we have
the following implications:
G is Lp-regular ⇒ G is Lq-regular for all q ≥ p;
G is L∞-regular ⇒ G is L∞rc -regular ⇒ G is R-regular;
G is R-regular ⇒ G is C0-regular.
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Proof. Let g := L(G). Since
C0([0, 1],G) ⊆ R([0, 1], g) ⊆ L∞rc([0, 1], g) ⊆ Lq([0, 1], g) ⊆ Lp([0, 1], g) (39)
with continuous linear inclusion maps, the E-semiregularity with respect to a
class E of spaces further on the right in the chain (39) of inclusions implies F -
semiregularity with respect to each class F of spaces further on the left. Let
us write EvolE and EvolF for the respective evolution map and jE,F for the
inclusion map F([0, 1], g)→ E([0, 1], g). We know that both E and F satisfy
the locality axiom, the pushforward axioms, and that smooth functions act
smoothly on ACE and on ACF . Now EvolF = EvolE ◦jE,F as mappings to
C([0, 1], G). IfG is E-regular, then EvolE is smooth (see Proposition 5.20) and
hence also EvolF = EvolE ◦jE,F is smooth. Thus, again by Proposition 5.20,
G is F -regular. ✷
A similar argument shows:
Corollary 5.22 Let G be a Lie group modelled on an integral complete lo-
cally convex space. If G is L∞rc-regular, then G is also R-regular. ✷
Remark 5.23 Analogous implications are available for local Lie groups.
Definition 5.24 Let E be a bifunctor on Fre´chet spaces (resp., on sequen-
tially complete (FEP)-spaces, resp., on integral complete locally convex spaces).
Let E be a Fre´chet space (resp., a sequentially complete (FEP)-space, resp.,
an integral complete locally convex space) and [γ] ∈ E([0, 1], E). For n ∈ N
and k ∈ {0, 1, . . . , n− 1}, define
γn,k : [0, 1]→ E, γn,k(t) := 1
n
γ((k + t)/n).
Then [γn,k] ∈ E([0, 1], E) for all n ∈ N and k ∈ {0, 1, . . . , n − 1} (by axiom
(B2)). We say that E has the subdivision property if the following holds
for each Fre´chet space (resp., sequentially complete (FEP)-space, resp., each
integral complete locally convex space) E:
For each γ ∈ E([0, 1], E) and continuous seminorm q on E([0, 1], E), we have
that
sup
k∈{0,1,...,n−1}
q(γn,k) → 0 as n→∞.
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Proposition 5.25 Let E be a bifunctor on Fre´chet spaces (resp., on se-
quentially complete (FEP)-spaces, resp., on integral complete locally convex
spaces) which satisfies the locality axiom, the pushforward axioms, and such
that smooth functions act smoothly on ACE . If, moreover, E has the subdivi-
sion property, then the following conditions are equivalent for each Lie group
G modelled on a Fre´chet space (resp., a sequentially complete (FEP)-space,
resp., an integral complete locally convex space):
(a) G is E-regular;
(b) G is locally E-regular.
Also the following conditions are equivalent if E has the subdivision property:
(c) G is E-semiregular;
(d) G is locally E-semiregular.
Proof. Let g := L(G). If G is E-semiregular (resp., E-regular), then trivially
G is also locally E-semiregular (resp., locally E-regular).
Now assume that G is locally E-regular (resp., E-semiregular). Thus,
there exists an open 0-neighbourhood Ω ⊆ E([0, 1], g) such that Evol(γ) ∈
ACE([0, 1], G) exists for each γ ∈ Ω (resp., moreover Evol : Ω→ ACE([0, 1], G)
is smooth). After shrinking Ω, we may assume that Ω = Bq1(0) for a con-
tinuous seminorm q : E([0, 1], g) → [0,∞[. Now let γ ∈ E([0, 1], g). By the
subdivision property, we find n ∈ N such that
γn,k ∈ Ω for all k ∈ {0, 1, . . . , n− 1}.
By Axiom (B2), the linear map
αk : E([0, 1], g)→ E([0, 1], g), η 7→ ηn,k
is continuous for all k ∈ {0, 1, . . . , n−1}. Hence, we find an open neighbour-
hood W ⊆ E([0, 1], g) of γ such that
ηn,k ∈ Ω for all η ∈ W and all k ∈ {0, 1, . . . , n− 1}.
For η ∈ W , define Evol(η) : [0, 1]→ G via
Evol(η)(t) := Evol(ηn,0)(nt) if t ∈ [0, 1n ]
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and
Evol(η)(t) := Evol(ηn,0)(1) · · ·Evol(ηn,k−1(1)) Evol(ηn,k)(nt− k)
if t ∈ [ k
n
, k+1
n
] with k ∈ {1, . . . , n − 1}. The map Evol(η) is continuous
and Evol(η)|[k/n,(k+1)/n] is in ACE([k/n, (k + 1)/n], G) (since Evol(ηn,k) ∈
ACE([0, 1], G)), as a consequence of axiom (B2). So Evol(η) ∈ ACE([0, 1], G).
Since Evol(η)(0) = e and Evol(η) has left logarithmic derivative η by con-
struction, indeed Evol(η) is a left evolution for η. Notably, Evol(γ) is a left
evolution for γ and hence G is E-semiregular. If Evol : Ω→ ACE([0, 1], G) is
smooth, then also
Evol : W → ACE([0, 1], G), η 7→ Evol(η)
as just defined is smooth. To see this, we re-use that the map
ACE([0, 1], G)→
n−1∏
k=0
ACE([k/n, (k+ 1)/n], G), ζ 7→ (ζ |[k/n,(k+1)/n])k=0,1,...,n−1
is an isomorphism of Lie groups onto a Lie subgroup. We therefore only need
to show that
W → ACE([k/n, (k + 1)/n], G), η 7→ Evol(η)|[k/n,(k+1)/n] (40)
is smooth. For fixed k, the Lie group ACE([k/n, (k+ 1)/n], G) is isomorphic
to ACE([0, 1], G) via ζ 7→ (t 7→ ζ((k + t)/n)) and the composition of this
isomorphism and EvolW is the map
W → ACE([0, 1], G), η 7→ evol(ηn,0) · · · evol(ηn,k−1) Evol(ηn,k).
This map is smooth as it is the product of compositions of Evol : Ω →
ACE([0, 1], G) (or evol : Ω → G ⊆ ACE([0, 1], G)) and the continuous lin-
ear maps η 7→ ηn,j for j ∈ {0, . . . , k}. We deduce that the map in (40) (and
hence also Evol : W → ACE([0, 1], G)) is smooth. ✷
Lemma 5.26 Lp as a bifunctor on Fre´chet spaces (or sequentially complete
(FEP)-spaces) has the subdivision property, for all p ∈ [1,∞]. Moreover, L∞rc
and R have the subdivision property as bifunctors on integral complete locally
convex spaces.
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Proof. In the case when E is L∞, L∞rc or R, we have
‖γn,k‖L∞,q = ess supt∈[0,1]
1
n
q(γ((k + t)/n))
≤ 1
n
ess supt∈[0,1]
1
n
q(γ(t)) =
1
n
‖γ‖L∞,q
for all [γ] ∈ E([0, 1], E) q ∈ P (E), n ∈ N, q ∈ P (E) and k ∈ {0, 1, . . . , n−1}.
Hence
max
k∈{0,1,...,n−1}
‖γn,k‖L∞,q ≤ 1
n
‖γ‖L∞,q → 0
as n→∞, showing that the subdivision property is satisfied.
Now assume that E = Lp with p ∈ [1,∞[. Let γ ∈ Lp([0, 1], E). Substi-
tuting s = (k + t)/n, we see that
‖γn,k‖Lp,q = p
√∫ 1
0
q(γ((k + t)/n))p
dt
np
≤ p
√∫ 1
0
q(γ((k + t)/n))p
dt
n
= p
√∫ (k+1)/n
k/n
q(γ(s)) ds ≤ ‖γ‖Lp,q
for each continuous seminorm q on E. Thus ‖γn,k‖Lp,q ≤ ‖γ‖Lp,q for all n ∈ N
and k ∈ {0, 1, . . . , n− 1}.
Let ε > 0. For m ∈ N, define
Am := {t ∈ [0, 1] : q(γ(t)) > m}.
Then each An is a Borel set in [0, 1], we have A1 ⊆ A2 ⊇ · · · , and
⋂
m∈NAm =
∅. Thus 1Am → 0 holds pointwise for the characteristic functions of the
set Am. Hence, by dominated convergence,∫
Am
q(γ(t))p dt =
∫ 1
0
q(γ(t))p 1Am dt→ 0
as m→∞. We therefore find m ∈ N such that∫
Am
q(γ(t))p dt ≤ εp/2
Choose n0 ∈ N so large that m/n0 ≤ ε/ p
√
2. Given n ≥ n0, define
An,k := {t ∈ [0, 1] : (k + t)/n ∈ Am}
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for k ∈ {0, 1, . . . , n − 1}. Note that, if t ∈ [0, 1] \ An,k, then (k + 1)/n ∈
[0, 1] \ Am and hence
q(γn,k(t))
p =
(
1
n
q(γ((k + t)/n))
)p
≤ (m/n)p ≤ (m/n0)p ≤ εp/2.
Moreover, substituting s = (k + t)/n,∫
An,k
q(γn,k(t))
p dt =
n
np
∫
Am∩[k/n,(k+1)/n]
q(γ(s))p ds ≤ εp/2.
Thus
‖γn,k‖Lp,q = p
√∫ 1
0
q(γn,k(t)) dt
= p
√√√√∫
An,k
q(γn,k(t))p dt+
∫
[0,1]\An,k
q(γn,k(t))
p︸ ︷︷ ︸
≤εp/2
dt
≤ p
√
εp/2 + εp/2 = ε
and thus
max
k∈{0,1,...,n−1}
‖γn,k‖Lp,q ≤ ε
for all n ≥ n0. Therefore, the subdivision property is satisfied. ✷
Proposition 5.27 Let E be a bifunctor on Fre´chet spaces (resp., on sequen-
tially complete (FEP)-spaces, resp., on integral complete locally convex space)
which satisfies the locality axiom, the pushforward axioms, and such that
smooth functions act on ACE . Let G be a Lie group modelled on a Fre´chet
space (resp., a sequentially complete (FEP)-space, resp., an integral com-
plete locally convex space) E, with Lie algebra g and neutral element e. Let
H ⊆ G be a subgroup which is a submanifold of G, modelled on a closed
vector subspace F ⊆ E. Assume that
H = {x ∈ G : (∀j ∈ J)αj(x) = βj(x)} (41)
for Lie groups Hj modelled on Fre´chet spaces (resp., sequentially complete
(FEP)-spaces, resp., integral complete locally convex spaces) and smooth ho-
momorphisms αj , βj : G → Hj. Also, assume that F ⊆ E is complemented
or that E satisfies the embedding axiom. Then the following holds:
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(a) If G is E-semiregular, then also H is E-semiregular.
(b) If smooth functions act smoothly on ACE and G is E-regular, then also
H is E-regular.
Proof. (a) Let g := L(G) and h := L(H) ⊆ g. If γ ∈ E([0, 1], h), then
γ ∈ E([0, 1], g) and thus η := Evol(γ) ∈ ACE([0, 1], G) exists. For each j ∈ J ,
αj ◦ η and βj ◦ η
are elements of ACE([0, 1], Hj). If λ : H → G is the inclusion map, then
αj ◦ λ = βj ◦ λ,
entailing that L(αj) ◦ L(λ) = L(βj) ◦ L(λ) and hence
L(αj)|h = L(βj)|h.
Hence
δℓ(αj ◦ η) = L(αj) ◦ δℓ(η) = L(αj) ◦ γ
= L(αj)|h ◦ γ = L(βj)|h ◦ γ = δℓ(βj ◦ η)
and thus αj ◦ η = βj ◦ η. As j was arbitrary, we deduce that η([0, 1]) ⊆ H .
Since H is a submanifold of G and η ∈ ACE([0, 1], G) with η([0, 1]) ⊆ H ,
we obtain η ∈ ACE([0, 1], H) with Lemma 4.12, as the assume that F is
complemented in E or E satisfies the embedding axiom. By construction,
δℓη = γ and thus η = Evol(γ) ∈ ACE([0, 1], H).
(b) By (a), H is E-semiregular and
λ ◦ EvolH = EvolG |E([0,1],h), (42)
if λ : H → G is the inclusion map and EvolG : E([0, 1], g) → ACE([0, 1], G)
as well as EvolH : E([0, 1], h) → ACE([0, 1], H) are the respective evolution
maps. Since EvolG |E([0,1],h) is smooth and ACE([0, 1], H) ⊆ ACE([0, 1], G) is
a submanifold (Lemma 4.13), we deduce from (42) that EvolH is smooth. ✷
Remark 5.28 Assume that G is replaced with a local Lie group in the
preceding proposition, with domain DG for the multiplication. Assume that
Hj is a submanifold of G and that αj , βj are smooth homomorphisms of local
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groups from G to local Lie groups Hj such that (41) holds. Also, assume
that G admits a global chart which restricts to a global chart for H . If
the modelling space of H is complemented in that of G or E satisfies the
embedding axiom, then H with DH := {(x, y) ∈ DG ∩ (H ×H) : xy ∈ H} is
a local Lie group and we have:
(a) If G is locally E-semiregular, then also H is locally E-semiregular.
(b) If smooth functions act smoothly on ACE and G is locally E-regular,
then also H is locally E-regular.
The proof follows the same lines.
Lemma 5.29 Let E be a bifunctor on Fre´chet spaces (resp., on sequen-
tially complete (FEP)-spaces, resp., on integral complete locally convex space)
which satisfies the locality axiom, the pushforward axioms, and such that
smooth functions act smoothly on ACE . Let G be a Lie group (or local Lie
group with global chart) modelled on a Fre´chet space (resp., a sequentially
complete (FEP)-space, resp., an integral complete locally convex space), with
Lie algebra g and neutral element e. Then the map
δℓ : ACE([0, 1], G)→ E([0, 1], g), η 7→ δℓ(η)
is smooth and
d(δℓ)(η) = η′ for all η ∈ ACE([0, 1], g) (43)
if we identify the Lie algebra TeACE([0, 1], G) with ACE([0, 1], g) by means of
the isomorphism dACE([0, 1], φ)|TeACE ([0,1],G), for U ⊆ G an open symmetric
identity neighbourhood and φ : U → V ⊆ g a C∞-diffeomorphism such that
dφ|g = idg.
Proof. Step 1. Assume that we can show that δℓ|W is smooth for some
identity neighbourhood W ⊆ ACE([0, 1], G). Then also δℓ|Wη is smooth, for
each η ∈ ACE([0, 1], G) (as we now verify) and thus δℓ is smooth. In fact, for
each ζ ∈ Wη we have
δℓ(ζ) = δℓ((ζη−1)η) = Ad(η−1)(δℓ|W (ζη−1)) + δℓ(η).
As the second summand is constant (i.e., independent of ζ) and the map
Wη →W , ζ 7→ ζη−1 is smooth, it only remains to show that the map
h : E([0, 1], g)→ E([0, 1], g), [γ] 7→ [t 7→ Ad(η(t)−1)(γ(t))]
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is smooth. Now
f : G× g→ g, f(x, y) := Adx(y)
is a smooth map which is linear in its second argument. Since h = f˜(η−1, .)
with
f˜ : C([0, 1], G)× E([0, 1], g)→ E([0, 1], g), (τ, [σ]) 7→ [f ◦ (τ, σ)],
we deduce with Lemma 5.10 that h is continuous linear and hence smooth.
Step 2. Let φ : U → V ⊆ E be a chart of G with φ(e) = 0, defined an an
open symmetric identity neighbourhood U . Then U is a local Lie group with
DU := {(x, y) ∈ U × U : xy ∈ U}. We give V the local Lie group structure
which makes φ : U → V an isomorphism of local Lie groups. Consider the
smooth map
ω : TV → L(V ), ω(v) = Tµ(0πTV (x)−1 , v).
groups. If we identify TV with V × E and L(V ) = T0V = {0} × E with E
(via (0, y) 7→ y), then ω becomes the map
ω : V ×E → E, ω(x, y) = dµ(x−1, x; 0, y).
For η ∈ ACE([0, 1], V ) with η′ = [γ], the left logarithmic derivative is
δℓV (η) = [ω ◦ (η, γ)].
Since ω is linear in its second argument and smooth, the map
ω˜ : C([0, 1], V )× E([0, 1], E)→ E([0, 1], E), ω˜(τ, [σ]) := [ω ◦ (τ, σ)]
is smooth, by the pushforward axiom (P2). Hence
δℓV : ACE([0, 1], V )→ E([0, 1], E), η 7→ ω˜(η, η′)
is smooth. Now, for s 6= 0 close to 0:
δℓV (sη)−
=0︷ ︸︸ ︷
δℓV (0)
s
= ω˜(sη, [γ])→ ω˜(0, [γ])
as s→ 0. Since dµ(0, 0, 0, y) = y for all y ∈ E, we deduce that
d(δℓ)(0, η) = ω˜(0, [γ]) = [t 7→ dµ(0, 0, 0, γ(t))] = [γ] = η′.
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To complete the proof, let us write δℓU for the restriction of the map
δℓ : ACE([0, 1], G)→ E([0, 1], g) to ACE([0, 1], V ). Then
L(φ) ◦ δℓU (η) = δℓV (φ ◦ η)
for all η ∈ ACE([0, 1], U) and thus
E([0, 1], L(φ)) ◦ δℓU = δℓV ◦ ACE([0, 1], φ).
Taking the differential at η = e, we obtain
E([0, 1], L(φ)) ◦ dδℓU = δℓV ◦ TeACE([0, 1], φ)
on TeACE([0, 1], G). Composing with TeACE([0, 1], φ)
−1 on the right and with
E([0, 1], L(φ))−1 on the left, (43) follows. ✷
Remark 5.30 Let E be a bifunctor on Fre´chet spaces (resp., on sequentially
complete (FEP)-spaces, resp., on integral complete locally convex spaces)
which satisfies the locality axiom, the pushforward axioms, and such that
smooth functions act smoothly on ACE . Let G be a Lie group (or local Lie
group with global chart) modelled on such a space, with Lie algebra g and
neutral element e. Since δℓ(Evol(γ)) = γ, Lemma 5.29 and the Chain Rule
entail:
(a) If G is E-regular (resp., locally E regular), then
T0 Evol(γ)(t) =
∫ t
0
γ(s) ds for all t ∈ [0, 1],
for all γ ∈ E([0, 1], g) ∼= {0} × E([0, 1], g) = T0E([0, 1], g), identifying
TeACE([0, 1], G) with ACE([0, 1], g) as in Lemma 5.29. More generally:
(b) If F ⊆ E([0, 1], E) is a vector subspace and Ω ⊆ F an open 0-neighbour-
hood for some locally convex vector topology on F such that Evol(γ) ∈
ACE([0, 1], G) exists for all γ ∈ Ω and
EvolΩ : Ω→ ACE([0, 1], G), γ 7→ Evol(γ)
is C1, then T0(EvolΩ)(γ)(t) =
∫ t
0
γ(s) ds for all t ∈ [0, 1] and γ ∈ F ∼=
{0} × F = T0F . More generally:
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(c) If γ ∈ E([0, 1], g) such that Evol(rγ) ∈ ACE([0, 1], G) exists for all r in
a non-degenerate interval J ⊆ R with 0 ∈ J and
d
dr
∣∣∣
r=0
Evol(rγ)
exists,25 then (
d
dr
∣∣∣
r=0
Evol(rγ)
)
(t) =
∫ t
0
γ(s) ds,
identifying TeACE([0, 1], G) with ACE([0, 1], g) as above.
[Proof: Abbreviate η := d
dt
∣∣∣
r=0
Evol(rγ). Since δℓ(Evol(rγ)) = rγ
Lemma 1.57 and (43) entail that
γ =
d
dr
∣∣∣
r=0
δℓ(Evol(rγ)) = d(δℓ)(η) = η′
and thus η(t) = η(0) +
∫ t
0
γ(s) ds. Since Evol(γ) ∈ ACE([0, 1], g)∗, we
have η ∈ T0ACE([0, 1], g)∗ = {ζ ∈ ACE([0, 1], g) : ζ(0) = 0} (using the
above identification). Thus η(t) =
∫ t
0
γ(s) ds.]
5.31 Let K ∈ {R,C}. If K = R, let r ∈ N ∪ {∞, ω}; if K = C, let r = ω.
Following [36], a CrK-map f : M → N between CrK-manifolds modelled on
locally convex topologicalK-vector spaces E and F is called a CrK-submersion
if, for each x ∈ M , there exists a chart φ : Uφ → Vφ ⊆ E of M with x ∈ Uφ
and a chart ψ : Uψ → Vψ ⊆ F of N such that f(Uφ) ⊆ Uψ and
ψ ◦ f ◦ φ−1 = π|Vφ
for a continuous linear map π : E → F which admits a continuous linear
right inverse σ : F → E (i.e., π ◦ σ = idF ).
5.32 Assume r ∈ {∞, ω} if K = R and r = ω if K = C. It is known
that a surjective CrK-homomorphism q : G → Q between CrK-Lie groups is a
CrK-submersion if and only if N := ker(q) is a C
r
K-Lie subgroup of G and
q : G → Q is an N -principal bundle of class CrK, i.e., it admits local CrK-
sections (cf. [36]).
25We require that the limit exists in some chart for ACE([0, 1], G) around e (and hence
in every chart around e, by Lemma 1.57).
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Our next proposition subsumes Theorem G.
Proposition 5.33 Let E be a bifunctor on Fre´chet spaces (resp., on sequen-
tially complete (FEP)-spaces, resp., on integral complete locally convex space)
which satisfies the locality axiom, the pushforward axioms, the subdivision
property, and such that smooth functions act smoothly on ACE . Let G be a
Lie group. Assume that N ⊆ G is a normal Lie subgroup such that G/N can
be given a smooth Lie group structure making
q : G→ G/N, x 7→ xN
a smooth submersion such that both N and G/N are modelled on a Fre´chet
space (resp., a sequentially complete (FEP)-space, resp., an integral complete
locally convex space) and both N and G/N are E-regular. Then also G is
modelled on a Fre´chet space (resp., a sequentially complete (FEP)-space,
resp., an integral complete locally convex space) and G is E-regular.
Proof. Let g := L(G), n := L(N) and q := L(Q); thus L(q) : g → q is
a continuous linear map with kernel n admitting a continuous linear right
inverse, entailing that
g ∼= n⊕ q
is a Fre´chet space (resp., a sequentially complete (FEP)-space, resp., an
integral complete locally convex space). Let
φ : U → V
be a chart for G, defined on an open symmetric identity neighbourhood
U ⊆ G. Let W ⊆ Q be an open symmetric identity neighbourhood on which
a smooth section σ : W → G is defined (thus q◦σ = idW ). After shrinkingW ,
we may assume that σ(W ) ⊆ U and that there is a chart ψ : W →W1 for Q
defined on W . By hypothesis, we have smooth evolution maps
EvolH : E([0, 1], h)→ ACE([0, 1], H)
and EvolQ : E([0, 1], q) → ACE([0, 1], Q). Since EvolQ is continuous, there is
an open 0-neighbourhood P ⊆ E([0, 1], q) such that
EvolQ(γ) ∈ ACE([0, 1],W ) for all γ ∈ P .
Then
Ω := {γ ∈ E([0, 1], g) : L(q) ◦ γ ∈ P}
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is an open 0-neighbourhood in E([0, 1], g) such that
EvolQ(L(q) ◦ γ) ∈ ACE([0, 1],W )
for all γ ∈ Ω. Then
ζ := σ ◦ EvolQ(L(q) ◦ γ) ∈ ACE([0, 1], U) ⊆ ACE([0, 1], G)
and
L(q) ◦ δℓ(ζ) = δℓ(q ◦ ζ) = δℓ EvolQ(L(q) ◦ γ) = L(q) ◦ γ,
entailing that the function
γ − δℓ(ζ)
takes its values in kerL(q) = n. As n is complemented in g and γ − δℓ(ζ) ∈
E([0, 1], g), we obtain
τ := γ − δℓ(ζ) ∈ E([0, 1], h).
For θ ∈ ACE([0, 1], n), we have
δℓ(θζ) = γ ⇔ Ad(ζ)−1(δℓ(θ)) + δℓ(ζ) = γ
⇔ δℓθ = Ad(ζ)(τ). (44)
Note that Ad(g).n ⊆ n for each g ∈ G since N is a normal Lie subgroup of G
(see [38]) and that
f : G× n→ n, f(g, v) := Adg(v)
is a smooth map which is linear in the second argument. By the pushforward
axiom (P2), the associated map
f˜ : C([0, 1], U)× E([0, 1], n)→ E([0, 1], n), f˜(α, [β]) := [f ◦ (α, β)]
is smooth. In particular, we have
Ad(ζ)(τ) = f˜(ζ, τ) ∈ E([0, 1], n),
enabling us to define
θ := EvolN(Ad(ζ)(τ)).
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Then θζ = EvolG(γ), by (44), and thus G is locally E-semiregular. Note that
the map
g : Ω→ ACE([0, 1], G), γ 7→ ζ = σ ◦ EvolQ(E([0, 1], L(q))(γ))
is smooth. We use here the hypothesis that smooth functions act smoothly
on ACE ; hence
ACE([0, 1], φ : σ ◦ ψ−1) : ACE([0, 1],W1)→ ACE([0, 1], V )
is smooth and hence also the map ACE([0, 1],W )→ ACE([0, 1], U), α 7→ σ◦α,
which is the following composition of smooth maps:
ACE([0, 1], φ)
−1 ◦ ACE([0, 1], φ : σ ◦ ψ−1) ◦ ACE([0, 1], ψ).
The map
δℓ : ACE([0, 1], U)→ E([0, 1], g)
is smooth (see Lemma 5.29), entailing that
h : Ω→ E([0, 1], g), γ 7→ τ := γ − δℓ(ζ) = γ − δℓ(g(γ))
is smooth. As n is complemented in n, we may consider g as a map to
E([0, 1], n). Now the formula
Evol(γ) = θζ = EvolN(f˜(g(γ), h(γ)))g(γ)
shows that Evol : Ω→ ACE([0, 1], G) is smooth. Hence G is locally E-regular.
As we assume that E satisfies the subdivision property, we deduce with
Proposition 5.25 that G is E-regular. ✷
As in the study of Ck-semiregularity [34], it is very useful for refined results
to have a group structure on E([0, 1], g) available if G is E-semiregular.
Definition 5.34 Let E be a bifunctor on Fre´chet spaces (resp., sequentially
complete (FEP)-spaces, resp., integral complete locally convex spaces) which
satisfies the locality axiom, the pushforward axioms, and such that smooth
functions act smoothly on ACE . Let G be a Lie group modelled on such a
space, with Lie algebra g and neutral element e. If G is E-semiregular, then
the map
δℓ : ACE([0, 1], G)∗ → E([0, 1], g)
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is a bijection such that δℓ(e) = 0. We can therefore make E([0, 1], g) a
group with group multiplication ⊙ and neutral element 0 in such a way that
δℓ : ACE([0, 1], G)∗ → E([0, 1], g) becomes an isomorphism of groups. Then
also
Evol = (δℓ)−1 : E([0, 1], g)→ ACE([0, 1], G)∗
is an isomorphism of groups. We have
[γ1]⊙ [γ2] = [Ad(Evol([γ2]))−1γ1 + γ2]
[γ1]⊙ [γ2]−1 = [Ad(Evol([γ2]))(γ1 − γ2)]
and
[γ]−1 = −[Ad(Evol([γ]))(γ)]
for all [γ], [γ1], [γ2] ∈ E([0, 1], g). For fixed [γ2] ∈ E([0, 1], g), abbreviate
η := Evol([γ2])
−1. Then right translation with [γ2] in (E([0, 1], g),⊙) is the
affine-linear map ρ[γ2] : E([0, 1], g)→ E([0, 1], g),
[γ1] 7→ [γ1]⊙ [γ2] = [Ad(η)γ1] + [γ2] = f˜(η, [γ1]) + [γ2]
with f : G× g→ g, f(x, y) := Adx(y) and
f˜ : C([0, 1], G)× E([0, 1], g)→ E([0, 1], g), (σ, [τ ]) 7→ [f ◦ (σ, τ)].
The pushforward axioms and locality axiom entail that f˜ is smooth (see
Lemma 5.10) and hence continuous. As a consequence, the affine-linear map
ρ[γ2] is continuous and hence homeomorphism (as ρ[γ2]−1 is continuous by the
same argument). If G is a Lie group over K ∈ {R,C}, then the affine K-linear
map ρ[γ2] is a K-analytic diffeomorphism E([0, 1], g)→ E([0, 1], g).
Definition 5.35 Let E be a bifunctor on Fre´chet spaces (resp., on sequen-
tially complete (FEP)-spaces, resp., on integral complete locally convex spaces)
which satisfies the locality axiom, the pushforward axioms, and such that
smooth functions act smoothly on ACE . Let G be a local Lie group with
global chart modelled on such a space, with Lie algebra g and neutral el-
ement e. Let DG be the domain of the multiplication of G and DG˜ =
ACE([0, 1], DG) be the domain of the multiplication in ACE([0, 1], G). If G is
locally E-semiregular, then
δℓ : ACE([0, 1], G)∗ → E([0, 1], g)
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is an injective smooth map with δℓ(e) = 0 whose image contains an open
0-neighbourhood Ω ⊆ E([0, 1], g). If G is locally E-semiregular and
Evol : Ω→ ACE([0, 1], G)
is continuous, then W := {η ∈ ACE([0, 1], G)∗ : δℓ(η), δℓ(η−1) ∈ Ω} is an
open identity neighbourhood in ACE([0, 1], G). After replacing Ω with its
open subset δℓ(W ), we may assume that Ω = δℓ(W ) and thus
δℓ|W : W → Ω
is a homeomorphism. ConsiderW as a local Lie group withDW := {(η1, η2) ∈
DG˜ ∩ (W ×W ) : η1η2 ∈ W}. We give Ω the local topological group structure
which makes δℓ|W an isomorphism of local topological groups, and write ⊙
for the local multiplication on Ω. Then ⊙ is given by formulas as in the Lie
group case. In particular, for each [γ2] ∈ Ω, we have
ρ[γ2]([γ1]) = [Ad(Evol([γ2]))
−1γ1 + γ2]
for [γ1] in some open 0-neighbourhood in Ω, and this is the restriction of an in-
vertible affine-linear continuous map (with inverse of analogous form). If G is
locally E-regular, then we may assume that Evol : Ω→ W ⊆ ACE([0, 1], G)∗
is smooth. Thus δℓ : W → Ω is a C∞-diffeomorphism and thus Ω (with ⊙)
is a smooth local Lie group.
Proposition 5.36 Let E be a bifunctor on Fre´chet spaces (resp., on se-
quentially complete (FEP)-spaces, resp., on integral complete locally convex
spaces) which satisfies the locality axiom, the pushforward axioms, and such
that smooth functions act smoothly on ACE . Let G be a E-regular complex
analytic Lie group modelled on a complex Fre´chet space (resp., a sequentially
complete complex (FEP)-space, resp., an integral complete complex locally
convex space) E, with Lie algebra g. Then
Evol : E([0, 1], g)→ ACE([0, 1], G)
is complex analytic. If G is a locally E-regular complex analytic local Lie
group modelled on E with a global chart and Ω ⊆ E([0, 1], g) an open 0-
neighbourhood such that Evol is defined on Ω,
Evol : Ω→ ACE([0, 1], G)
is smooth and −[Ad(Evol([γ]))(γ)] ∈ Ω for each [γ] ∈ Ω, then Evol is complex
analytic on Ω.
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Proof. If G is a E-regular complex analytic Lie group, set Ω := E([0, 1], G);
if G is a locally E-regular complex analytic local Lie group, let Ω ⊆ E([0, 1], g)
be an open 0-neighbourhood which is a smooth local Lie group with multipli-
cation ⊙ as in Definition 5.35. Since Ω is open subset of the complex locally
convex space E([0, 1], g), we can consider it as an open complex analytic sub-
manifold. The tangent map T0 Evol is complex linear, as it corresponds to
the integration operator γ 7→ (t 7→ ∫ t
0
γ(s) ds) (see Remark 5.30 (a)). Let
ρ[γ]−1 be the right translation map [γ1] 7→ [γ1]⊗ [γ]−1 with [γ] ∈ Ω and rη be
the right translation map of W ⊆ aCE([0, 1], G)∗ with η := Evol([γ]). Since
Evol is a smooth group homomorphism (resp., homomorphism of local Lie
groups), we have
Evol = rη ◦ Evol ◦ρ−1[γ]
on some open neighbourhood of [γ] and hence
T[γ] Evol = Te(rη) ◦ T0(Evol) ◦ T[γ](ρ[γ]−1)
which is complex linear (recalling that ρ[γ−1] is the restriction of a complex
affine-linear continuous map). Thus Evol is a smooth map between complex
analytic manifolds such that the tangent map T[γ] Evol is complex linear at
each [γ] in its domain. Therefore, Evol is complex analytic (cf. [19]). ✷
Lemma 5.37 Let E be a bifunctor on Fre´chet spaces (resp., on sequentially
complete (FEP)-spaces, resp., on integral complete locally convex spaces)
which satisfies the locality axiom, the pushforward axioms, and such that
smooth functions act smoothly on ACE . Let G be a real analytic local Lie
group which is an open subset of a Fre´chet space (resp., sequentially com-
plete (FEP)-space, resp., integral complete locally convex space) E, with Lie
algebra g. Let G˜ ⊆ EC be an open subset which is a complex analytic local
Lie group with G ⊆ G˜, such that the inclusion map G → G˜ is a homomor-
phism of real analytic local Lie groups. Then the following conditions are
equivalent:
(a) G is locally E-regular and there is an open 0-neighbourhood Ω in
E([0, 1], g) such that each [γ] ∈ Ω has an evolution EvolG(γ) in G and
EvolG : Ω→ ACE([0, 1], G)
is real analytic.
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(b) G˜ is locally E-regular.
Proof. After shrinking G and G˜, we may assume that complex conjugation
EC → EC, x + iy 7→ x − iy restricts to an antiholomorphic automorphism
σ : G˜→ G˜ of the complex analytic local Lie group G˜ and
G = {z ∈ G˜ : σ(z) = z} = G˜ ∩ E.
Hence G is a real analytic submanifold of G˜ and
ACE([0, 1], G) = ACE([0, 1], G˜) ∩ACE([0, 1], E)
is a real analytic submanifold of ACE([0, 1], G˜). If G˜ is E-regular, then we
have a complex analytic evolution
EvolG˜ : Ω˜→ ACE([0, 1], G˜)
(see Proposition 5.36). Then Ω := Ω˜∩E([0, 1], g) is an open 0-neighbourhood
in E([0, 1], g). For each [γ] ∈ Ω, we have
EvolG([γ]) = EvolG˜([γ]) ∈ ACE([0, 1], G)
(cf. Remark 5.28). hence EvolG has the complex analytic extension EvolG˜
and thus EvolG is real analytic.
If, conversely, G is locally E-regular with EvolG : Ω → ACE([0, 1], G) real
analytic, then EvolG has a complex analytic extension
(EvolG)˜ : Ω˜→ ACE([0, 1], G˜).
After shrinking Ω and Ω˜ if necessary, we then have that (EvolG)˜ ([γ]) =
EvolG˜([γ]) for all [γ] ∈ Ω˜ (cf. [34, Proposition 9.9] for an analogous discussion
of local Ck-regularity). Hence G˜ is locally E-regular. ✷
Proposition 5.38 Let E be a bifunctor on Fre´chet spaces (resp., on se-
quentially complete (FEP)-spaces, resp., on integral complete locally convex
spaces) which satisfies the locality axiom, the pushforward axioms, and such
that smooth functions act smoothly on ACE . Let G be a Lie group modelled
on such a space, with Lie algebra g. If G is E-semiregular, then the following
holds:
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(a) If Evol : E([0, 1], g) → ACE([0, 1], G) is continuous at 0, then Evol is
continuous.
(b) If Evol : E([0, 1], g)→ ACE([0, 1], G) is C1 on some open 0-neighbourhood,
then Evol is smooth and thus G is E-regular.
(c) If Evol : E([0, 1], g)→ ACE([0, 1], G) is continuous and the smooth ho-
momorphisms from G to E-regular Lie groups separate points on G,
then G is E-regular.
(d) If G is a real analytic Lie group and Evol : E([0, 1], g)→ ACE([0, 1], G)
is real analytic on some open 0-neighbourhood, then Evol is real ana-
lytic.
(e) If Evol : E([0, 1], g) → C([0, 1], G) is continuous at 0, then the map
Evol : E([0, 1], g) → C([0, 1], G) is continuous and (E([0, 1], g),⊙) is a
topological group.
Proof. (a) For [γ] ∈ E([0, 1], g), let ρ[γ]−1 be right translation with [γ]−1
in the group (E([0, 1], g),⊙) and rη be right translation with η := Evol([γ])
in the Lie group ACE([0, 1], G). Since Evol is a group homomorphism from
(E([0, 1], g),⊙) to ACE([0, 1], G), we have
Evol = rη ◦ Evol ◦ρ[γ]1.
Since rη and ρ[γ]1 are continuous, we see that Evol will be continuous at [γ]
if Evol is continuous at 0 (cf. [34, Theorem D] for an analogous result in the
case of Ck-semiregularity).
(b) Step 1. If Evol is C1 on an open 0-neighbourhood W ⊆ E([0, 1], g) and
[γ] ∈ E([0, 1], g), then W ⊗ [γ] is an open neighbourhood of [γ] in E([0, 1], g)
(since ρ[γ] is a C
∞-diffeomorphism) and the formula
Evol |W⊙[γ] = rη ◦ Evol |W ◦ ρ[γ]1|W⊙[γ]
shows that Evol |W⊙[γ] is C1. Hence Evol is C1.
Step 2. The map
f : G× g→ g, g(x, y) := Adx(y)
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is linear in its second argument and smooth. Hence
f˜ : C([0, 1], G)× E([0, 1], g)→ E([0, 1], g), f˜(η, [γ]) := [f ◦ (η, γ)]
is smooth by Lemma 5.10. As a consequence, the group multiplication
ACE([0, 1], g)
2 → ACE([0, 1], g), ([γ1], [γ2]) 7→ f˜(Evol([γ2])−1, [γ1]) + [γ2]
is C1 and also the inversion map
ACE([0, 1], g)→ ACE([0, 1], g), [γ] 7→ −f˜(Evol([γ]), [γ]).
An inductive argument as in the case of Ck-regularity in [34, Theorem E]
now show that Evol is Ck for each k ∈ N and hence smooth.
(c) We can repeat the proof of [34, Theorem F].
(d) Replace ‘smooth’ with ‘real analytic’ in Step 1 from the proof of (b).
(e) Since C([0, 1], G) is a topological group when endowed with the compact-
open topology, we can argue as in the proof of (a). The continuity of the
group operations of E([0, 1], g) follow with the Pushforward Axiom (P2). ✷
Proposition 5.39 Let E be a bifunctor on Fre´chet spaces (resp., on se-
quentially complete (FEP)-spaces, resp., on integral complete locally convex
spaces) which satisfies the locality axiom, the pushforward axioms, has the
subdivision property, and such that smooth functions act smoothly on ACE .
Let G be a real analytic Lie group modelled on such a space and W˜ be a
complex analytic local Lie group with global chart, such that W˜ is a complex-
ification of some open symmetric identity neighbourhood W ⊆ G with global
chart and the inclusion map W → W˜ is a homomorphism of real analytic
local Lie groups. Then the following conditions are equivalent:
(a) G is E-regular and Evol : E([0, 1], g)→ ACE([0, 1], G) is real analytic;
(b) W˜ is locally E-regular.
Proof. If G is E-regular and Evol : E([0, 1], g) → G is real analytic, then
W is locally E-regular and EvolW := Evol |Ω : Ω → ACE([0, 1],W ) is real
analytic for some open 0-neighbourhood Ω ⊆ E([0, 1], g). Hence W˜ is locally
E-regular, by Lemma 5.37.
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If, conversely, W˜ is locally E-regular, thenW is locally E-regular with real
analytic evolution EvolW : Ω→ ACE([0, 1],W ) on an open 0-neighbourhood
Ω|subE([0, 1], g), by Lemma 5.37. Hence G is locally E-regular As E has the
subdivision prperty, we deduce with Proposition 5.25 that G is E-regular.
Let Evol : E([0, 1], g)→ ACE([0, 1], G) be the evolution map. Since Evol |Ω =
EvolW is real analytic, Evol is real analytic by Proposition 5.38 (d). ✷
6 Banach-Lie groups are L1-regular
In this section, we prove Theorem C and related results.
Definition 6.1 Let P be a set, (F, ‖.‖) be a Banach space and U ⊆ F be a
subset. We say that a mapping
f : P × U → F
defines a uniform family of contractions if there exists θ ∈ [0, 1[ such that
(∀p ∈ P )(∀y, z ∈ U) ‖f(p, z)− f(p, y)‖ ≤ θ‖z − y‖.
We recall from [32] (cf. also [33]):
Lemma 6.2 Let E be a locally convex space, (F, ‖.‖) be a Banach space,
P ⊆ E and U ⊆ F be open sets, k ∈ N0 ∪ {∞} and
f : P × U → F
be a Ck-map. Let Q ⊆ P be the set of all p ∈ P such that fp := f(p, .) : U →
F , y 7→ f(p, y) has a fixed point xp. Then xp (if it exists) is unique, Q is
open in P and the map
ψ : Q→ U, p 7→ xp
taking a parameter p ∈ Q to the fixed point of fp is Ck. ✷
Lemma 6.3 Let K ∈ {R,C} and G be a local K-analytic Lie group modelled
on a Banach space, which admits a global chart. Let g = L(G). Then G is
locally L1-regular and there is an open 0-neighbourhood Ω ⊆ L1([0, 1], g) on
which Evol is defined and such that
Evol : Ω→ ACL1([0, 1], G)
is K-analytic.
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Proof. We may assume that G is an open subset of its modelling space E
and e = 0. We identify L(G) = T0(G) = {0} × E with E. Let DG ⊆ G×G
be the domain of the multiplication
µ : DG → G.
We shall use
g : G× E → E, g(x, y) := dµ(x, 0; 0, y)
and the second differential
d(2)µ : DG × (E ×E)× (E × E)→ E.
Endow E×E with the maximum norm, (x, y) 7→ max{‖x‖, ‖y‖}. Since d(2)µ
is continuous, there is an open convex 0-neighbourhood U ⊆ G and r > 0
such that
d(2)µ(U × (BE×Er (0))2) ⊆ BE1 (0).
Therefore the continuous bilinear map d(2)µ(x, 0, .) : (E × E)2 → E has op-
erator norm
‖d(2)µ(x, 0, .)‖op ≤ 1
r2
,
for each x ∈ U . Given θ ∈ ]0, 1[, consider the open ball
P := {[γ] ∈ L1([0, 1], E) :
∫ 1
0
‖γ(t)‖ dt < r2θ}
around 0 in L1([0, 1], E) and the map
f : L1([0, 1], E)×C([0, 1], U)→ C([0, 1], E), f([γ], η)(t) :=
∫ t
0
g(η(s), γ(s)) ds.
Note that
J : L1([0, 1], E)→ C([0, 1], E), J([γ])(t) :=
∫ t
0
γ(s) ds
is a continuous linear map with operator norm ‖J‖op ≤ 1. Now
g˜ : C([0, 1], U)× L1([0, 1], E)→ L1([0, 1], E), (η, [γ]) 7→ [g ◦ (η, γ)]
is a smooth map (as L1 satisfies the pushforward axiom) and
f = J ◦ g˜.
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Hence f is smooth. Moreover, f |P×C([0,1],U) defines a uniform family of con-
tractions. In fact, if [γ] ∈ P and η1, η2 ∈ C([0, 1], U), then
‖g(η2(s), γ(s))− g(η1(s), γ(s))‖
=
∥∥∥∥∫ 1
0
dg(η1(s) + τ(η2(s)− η1(s)), γ(s), η2(s)− η1(s), 0) dτ
∥∥∥∥
≤
∫ 1
0
‖dg(η1(s) + τ(η2(s)− η1(s)), γ(s), η2(s)− η1(s), 0)‖ dτ
≤ 1
r2
‖γ(s)‖ ‖η2(s)− η1(s)‖ ≤ 1
r2
‖γ(s)‖ ‖η2 − η1‖∞
for all s ∈ [0, 1], using that
‖dg(xτ , γ(s), η2(s)− η1(s), 0)‖ = ‖d(2)µ(xτ , 0, 0, γ(s), η2(s)− η1(s), 0)‖
≤ ‖d(2)µ(xτ , 0, .)‖op‖γ(s)‖ ‖η2(s)− η1(s)‖
for each τ ∈ [0, 1], with with xτ := η1(s) + τ(η2(s)− η1(s). Hence
‖g˜(η2, [γ])− g˜(η1, [γ])‖L1 =
∫ 1
0
‖g(η2(s), γ(s))− g(η1(s), γ(s))‖ ds
≤
∫ 1
0
1
r2
‖γ(s)‖ ‖η2 − η1‖∞ ds
≤ ‖[γ]‖L1
r2
‖η2 − η1‖∞ ≤ θ‖η2 − η1‖∞
and thus
‖f([γ], η2)− f([γ], η1)‖ ≤ ‖J‖op‖g˜(η2, [γ])− g˜(η1, [γ]) ≤ θ‖η2 − η1‖∞.
Thus f defines a uniform family of contractions. By Lemma 6.2, the set Ω
of all [γ] ∈ P for which f([γ], .) : C([0, 1], U)→ C([0, 1], E) has a fixed point
ψ([γ]) := η is open in P , and the map
ψ : Ω→ C([0, 1], U), [γ] 7→ ψ([γ])
is smooth. Note that f(0, 0) = 0, i.e., 0 ∈ C([0, 1], U) is a fixed point of
f(0, .). Hence 0 ∈ Ω and thus Ω is an open 0-neighbourhood in L1([0, 1], E).
Note that, for each [γ] ∈ Ω, η := ψ([γ]) satisfies
η = f([γ], η) = J(g˜(η, [γ])), (45)
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whence η ∈ im(J) ⊆ ACL1([0, 1], E). By (45), we have
η(t) =
∫ t
0
g(η(s), γ(s)) ds
for all t ∈ [0, 1]. Hence η is a Caratheodory solution to
η′(t) = g(η(s), γ(s)), η(0) = 0.
In other words, η is a Caratheodory solution to
η′(t) = dµ(η(s), 0, 0, γ(s)), η(0) = 0
and thus η = Evol([γ]). Thus G is locally L1-regular.
After shrinking G, we may assume that the inclusion map from G into G˜
is a homomorphism of real analytic local Lie groups for a complex analytic
local Banach-Lie group G˜ which is an open subset of EC = E ⊕ iE. By the
preceding, G˜ is locally L1-regular. Hence
Evol = ψ : Ω→ G
is real analytic (possibly after shrinking the open 0-neighbourhood Ω ⊆
E([0, 1], E)), by Lemma 5.37. ✷
We deduce the following result (which subsumes Theorem C):
Proposition 6.4 Let K ∈ {R,C} and G be a K-analytic Banach-Lie group
with Lie algebra g = L(G). Then G is Lp-regular for each p ∈ [1,∞] and
Evol : Lp([0, 1], g)→ ACLp([0, 1], G)
is K-analytic.
Proof. By Lemma 6.3, G is locally L1-regular, whence G is L1-regular (by
Proposition 5.25) and hence Lp-regular (see Theorem A). Let
EvolG : L
p([0, 1], g)→ ACLp([0, 1], G)
be the evolution map. To see that EvolG is not only smooth, but real ana-
lytic, let U ⊆ G be an open symmetric identity neighbourhood on which a
chart is defined and which injects into a complex analytic local Lie group U˜
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with global chart, such that U is the fixed point set of an antiholomorphic
involution and the inclusion map U → U˜ an isomorphism of local groups
onto the latter. Then U˜ is locally L1-regular (by Lemma 6.3) and thus U˜ is
locally Lp-regular (see Corollary 5.21 and Remark 5.23). As a consequence,
U (and hence also G) is locally Lp-regular and
EvolG |Ω
is real analytic on some open 0-neighbourhood Ω ⊆ Lp([0, 1], g) (Lemma 5.37).
Hence EvolG is real analytic, by Proposition 5.38 (d). ✷
7 Measurable regularity for projective limits
We describe situations where measurable regularity properties pass from the
steps Gn of a projective system
· · · → G2 → G1
of Lie groups to the projective limit G = lim
←−
Gn. As a tool, we first dis-
cuss projective limits of Lebesgue spaces and spaces of absolutely continuous
functions. The proofs of Lemmas 7.1–7.3 have been relegated to an appendix
(Appendix B).
Lemma 7.1 Let (X,Σ, µ) be a measure space, ((En)n∈N, (φn,m)n≤m) be a
projective system of Fre´chet spaces En and continuous linear mappings
φn,m : Em → En for n ≤ m. Let E be a Fre´chet space such that E = lim
←−
En,
with the limit maps φn : E → En. Then
Lp(X, µ,E) = lim
←−
Lp(X, µ,En)
for each p ∈ [1,∞], with bonding maps Lp(X, µ, φn,m) and the limit maps
Lp(X, µ, φn).
Lemma 7.2 Let (X,Σ, µ) be a measure space, ((En)n∈N, (φn,m)n≤m) be a
projective system of locally convex spaces En and continuous linear maps
φn,m : En → Em for n ≤ m in N. Let E be a locally convex space such that
E = lim
←−
En, with the limit maps φn : E → En. Then
L∞rc(X, µ,E) = lim
←−
L∞rc(X, µ,En)
with bonding maps L∞rc(X, µ, φn,m) and the limit maps L
∞
rc(X, µ, φn).
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Lemma 7.3 Let a < b be real numbers, ((En)n∈N, (φn,m)n≤m) be a projective
system of Fre´chet spaces En and continuous linear maps φn,m : En → Em for
n ≤ m in N. Let E be a Fre´chet space such that E = lim
←−
En, with the limit
maps φn : E → En. If φn,m(Em) is dense in En for all n,m ∈ N such that
n ≤ m, then R([a, b], E) = lim
←−
R([a, b], En) with bonding maps R([a, b], φn,m)
and the limit maps R([a, b], φn).
Lemma 7.4 Let E be a bifunctor on Fre´chet spaces (resp., integral complete
locally convex spaces) and a < b be real numbers. Let ((En)n∈N, (φn,m)n≤m) be
a projective system of Fre´chet spaces (resp., integral complete locally convex
spaces) En and continuous linear maps φn,m : En → Em for n ≤ m in N.
Let E be a locally convex space such that E = lim
←−
En, with the limit maps
φn : E → En. We assume that
E([a, b], E) = lim
←−
E([a, b], En)
as a locally convex space, with bonding maps E([a, b], φn,m) and the limit maps
E([a, b], φn). Then
ACE([a, b], E) = lim
←−
ACE([a, b], En)
as a locally convex space, with bonding maps ACE([a, b], φn,m) and the limit
maps ACE([a, b], φn).
Proof. For each n ∈ N, the map
ψn : ACE([a, b], En)→ En × E([a, b], En), η 7→ (η(a), η′)
is an isomorphism of topological vector spaces and so is the corresponding
map ψ : ACE([a, b], E)→ E × E([a, b], E). Hence
ACE([a, b], E) ∼= E×E([a, b], E) = lim
←−
(En×E([a, b], En) ∼= lim
←−
ACE([a, b], En).
In more detail, let us make the bonding maps and limit maps explicit which
are involved, to ensure the final conclusion of the lemma. First, note that
the spaces
En × E([a, b], En)
form a projective system together with the bonding maps φn,m×E([a, b], φn,m).
By the compatibility of projective limits and direct products, we have that
E × E([a, b], E) = lim
←−
(En × E([a, b], En))
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for this system, with the limit maps φn × E([a, b], φn). Next, note that the
locally convex spaces
ACE([a, b], En)
form a projective system with the bonding maps ACE([a, b], φn,m). Since
(φn,m × E([a, b], φn,m)) ◦ ψm = ψn ◦ ACE([a, b], φn,m)
and thus
ψ−1n ◦ (φn,m × E([a, b], φn,m)) = ACE([a, b], φn,m) ◦ ψ−1m ,
we have
E × E([a, b], E) = lim
←−
ACE([a, b], En)
for the preceding projective system, with the limit maps ψ−1n ◦(φn×E([a, b], φn).
Since ψ : ACE([a, b], E) → E × E([a, b], E) is an isomorphism of topological
vector spaces, we conclude that
ACE([a, b], E) = lim
←−
ACE([a, b], En)
for the preceding projective system, with the desired limit maps
ψ−1n ◦ (φn × E([a, b], φn) ◦ ψ = ACE([a, b], φn,m).
We used that (φn × E([a, b], φn)) ◦ ψ = ψn ◦ ACE([a, b], φn,m) as both maps
take η ∈ ACE([a, b], E) to (φn(η(a)), φn ◦ η′) = (φn(η(a)), (φn ◦ η)′). ✷
Definition 7.5 Let ((Gn)n∈N, (qn,m)n≤m) be a projective system of Lie groups
Gn modelled on locally convex spaces En and smooth group homomorphisms
qn,m : Gm → Gn. Let G be a Lie group modelled on a locally convex space E
such that
G = lim
←−
Gn
for the above projective system as a set, with limit maps qn : G→ Gn which
are smooth group homomorphisms. We say that a chart φ : U → E of G
with e ∈ U is a projective limit chart if
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(a) There exist continuous linear maps
αn : E → En and αn,m : Em → En
such that ((En)n∈N, (αn,m)n≤m) is a projective system of locally convex
spaces and
E = lim
←−
En
for this system as a locally convex space, with the limit maps αn; and
(b) Gn is modelled on En and there exist charts φn : Un → Vn of Gn such
that
φn,m(Um) ⊆ Un and αn,m(Vm) ⊆ Vn
for all n,m ∈ N with n ≤ m,
U =
⋂
n∈N
q−1n (Un), V =
⋂
n∈N
α−1n (Vn),
φn ◦ qn,m|Um = αn,m ◦ φm for all n,m ∈ N with n ≤ m,
qn(U) ⊆ Un and αn(V ) ⊆ Vm for all n ∈ N,
and
αn ◦ φ = φn ◦ qn|U for all n ∈ N.
We mention that existence of projective limit charts can also be characterized
as follows (see Appendix B for the straightforward proof).
Lemma 7.6 A Lie group G = lim
−→
Gn as in Definition 7.5 admits a projective
limit chart if and only if
L(G) = lim
←−
L(Gn)
as a locally convex space with the bonding maps L(qn,m) and limit maps L(qn),
and there exist C∞-diffeomorphisms
ψ : U → W and ψn : Un →Wn
from open identity neighbourhoods U ⊆ G and Un ⊆ Gn onto open sets
W ⊆ L(G) and Wn ⊆ L(Gn), respectively, such that
dψ|L(G) = idL(G), dψn|L(Gn) = idL(Gn) for all n ∈ N,
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qn,m(Um) ⊆ Un and L(qn,m)(Wm) ⊆Wn
for all n,m ∈ N with n ≤ m,
U =
⋂
n∈N
q−1n (Un), W =
⋂
n∈N
L(qn)
−1(Wn),
ψn ◦ qn,m|Um = L(qn,m) ◦ ψm for all n,m ∈ N with n ≤ m, (46)
qn(U) ⊆ Un and L(qn)(W ) ⊆Wn for all n ∈ N (47)
and
L(qn) ◦ ψ = ψn ◦ qn|U for all n ∈ N. (48)
Remark 7.7 After shrinking U and the Un, we can always achieve that
U = U−1 and Un = U
−1
n are symmetric identity neighbourhoods for all
n ∈ N in Definition 7.5.
[In fact, qn(U ∩ U−1) = qn(U) ∩ qn(U)−1 ⊆ Un ∩ U−1n and thus
qn(U
′) ⊆ U ′n
for all n ∈ N if we define U ′ := U ∩ U−1 and U ′n := Un ∩ U−1n . We also set
V ′ := φ(U ′) and V ′n := φn(U
′
n). Then
αn(V
′) = αn(φ(U
′)) = φn(qn(U
′)) ⊆ φn(U ′n) = V ′n (49)
for n ∈ N. Likewise,
qn,m(U
′
m) ⊆ qn,m(Um) ∩ qn,m(Um)−1 ⊆ Un ∩ U−1n = U ′n
for n ≤ m in N and thus
αn,m(V
′
m) = αn,m(φm(U
′
m)) = φn(qn,m(U
′
m)) ⊆ φn(U ′n) = V ′n.
Realizing the projective limit as a subgroup of
∏
n∈NGn as usual, we see that
U =
⋂
n∈N q
−1
n (Un) entails
U ′ =
⋂
n∈N
q−1n (U
′
n).
By (49), we have
V ′ ⊆
⋂
n∈N
α−1n (V
′
n).
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To see that equality holds, let y ∈ ⋂n∈N α−1n (V ′n). Then y ∈ V . Abbreviate
x := φ−1(y). For each n ∈ N, we have that
φn(qn(x)) = αn(φ(x)) = αn(y) ∈ V ′n
and hence qn(x) ∈ U ′n. Thus x ∈
⋂
n∈N q
−1
n (U
′
n) = U
′ and y = φ(x) ∈ V ′.
Proposition 7.8 Let E be a bifunctor on Fre´chet spaces (resp., integral com-
plete locally convex spaces) which satisfies the locality axiom, the pushforward
axioms, has the subdivision property, and such that smooth functions act
smoothly on ACE . Let ((Gn)n∈N, (qn,m)n≤m) be a projective system of Lie
groups Gn modelled on Fre´chet spaces (resp., integral complete locally convex
spaces) En and smooth group homomorphisms qn,m : Gm → Gn. Let G be a
Lie group modelled on a locally convex space E such that
G = lim
←−
Gn
for the above projective system as a set, with limit maps qn : G → Gn which
are smooth group homomorphisms. Assume that
(a) G admits a projective limit chart in the sense of Definition 7.5;
(b) Gn is E-regular for each n ∈ N; and
(c) E([0, 1], L(G)) = lim
←−
E([0, 1], L(Gn)) with respect to the bonding maps
E([0, 1], L(qn,m)) and limit maps E([0, 1], L(qn)).
(d) Un in Lemma 7.6 can be chosen such that Un = U
−1
n and
Ω :=
⋂
n∈N
E([0, 1], L(qn))−1(Evol−1Gn(ACE([0, 1], Un)))
is a 0-neighbourhood in E([0, 1], L(G)).
Then also G is E-regular.
Remark 7.9 By Lemma 7.1 and Lemma 7.2, condition (c) of Proposition 7.8
is automatically satisfied if E = Lp as a bifunctor on Fre´chet spaces or E = L∞rc
as a bifunctor to integral complete locally convex spaces. If E = R as a bi-
functor to Fre´chet spaces and L(qn,m) has dense image for all positive integers
n ≤ m, then condition (c) of Proposition 7.8 is satisfied by Lemma 7.3.
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Before proving Proposition 7.8, let us spell out simple situations in which
condition (d) of the proposition is satisfied:
Lemma 7.10 Condition (d) from Proposition 7.8 is automatically satisfied
in the following situations:
(i) L(qn,m) and qn,m are injective for all positive integers n ≤ m (whence
also L(qn) is injective on L(G) = lim
←−
L(Gn) and qn is injective on
G = lim
←−
Gn). Or:
(ii) Un = Gn for each n ∈ N.
Proof. In the situation of (ii), we simply have Ω = E([0, 1], L(G). To prove
(i), after identifying L(Gn) with a vector subspace of L(G1) by means of the
injective linear map L(q1,n), we may assume that
L(G1) ⊇ L(G2) ⊇ · · ·
and L(qn,m) is the inclusion map for all integers n ≤ m. We identify L(G)
with the vector subspace
⋂
n∈N L(Gn) of L(G1). Then also L(qn) becomes
the inclusion map for each n ∈ N. In the situation of Lemma 7.6, we then
have Un ⊇ Um for all positive integers n ≤ m and U =
⋂
n∈N Un.
By the definition of the topology on the projective limit L(G), there is k ∈
N and a 0-neighbourhood P ⊆ L(Gk) such that L(G)∩P = L(qk)−1(P ) ⊆ U .
After passing to a cofinal subsequence, we may assume that k = 1. Thus
P ⊆ U ⊆ Un for all n ∈ N
and P = P ∩ L(Gn) = L(q1,n)−1(P ) is an open 0-neighbourhood in L(Gn)
for each n ∈ N. As a consequence, Qn := ψ−1n (P ) ⊆ Un is an open identity
neighbourhood in Gn and Q := ψ
−1(P ) is an open identity neighbourhood
in G. We have
ψn(qn(Q)) = L(qn)(ψ(Q)) = L(qn)(P ) = P
and thus
qn(Q) = ψ
−1
n (P ) = Qn
for each n ∈ N. Hence
Q ⊆
⋂
n∈N
q−1n (Qn).
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To see that
Q =
⋂
n∈N
q−1n (Qn), (50)
let x ∈ ⋂n∈N q−1n (Qn). Then x ∈ ⋂n∈N q−1n (Un) = U . We have
ψ(x) = L(qn)(ψ(x)) = ψn(qn(x)) ∈ ψn(Qn) = P
for each n ∈ N and thus x ∈ ψ−1(P ) = Q. Likewise,
ψn(qn,m(Qm)) = L(qn,m)(ψm(Qm)) = L(qn,m)(P ) = P
and thus
qn,m(Qm) = Qn (51)
for all positive integers n ≤ m. We claim that the open 0-neighbourhood
Ω′ := {[γ] ∈ E([0, 1], L(G)) : EvolG1([L(q1) ◦ γ]) ∈ ACE([0, 1], Q1)}
= E([0, 1], L(q1))−1(Evol−1G1(ACE([0, 1], Q1))) (52)
in E([0, 1], L(G)) coincides with the subset
Ω′ :=
⋂
n∈N
E([0, 1], L(qn))−1(Evol−1Gn(ACE([0, 1], Qn)))
of the intersection Ω from Proposition 7.8 (d). If this is true, then indeed Ω is
a 0-neighbourhood. To prove the claim, note first that Ω′ is a subset of (52)
by definition. To prove the converse inclusion, let [γ] ∈ E([0, 1], L(G)) such
that
EvolG1([L(q1) ◦ γ]) ∈ ACE([0, 1], Q1).
Then
q1,n ◦ EvolGn([L(qn) ◦ γ]) = EvolG1([L(q1,n) ◦ L(qn) ◦ γ])
= EvolG1(L(q1) ◦ γ]) ∈ ACE([0, 1], Q1),
showing that EvolGn([L(qn) ◦ γ]) takes its values in
q−11,n(Q1) = Qn
(using (51) and the injectivity of q1,n). Thus
EvolGn([L(qn) ◦ γ]) ∈ ACE([0, 1], Qn) ⊆ ACE([0, 1], Un)
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for each n ∈ N and thus [γ] ∈ Ω′. ✷
Proof of Proposition 7.8. Let ψn : Un → Wn and ψ : U → W be as
in Lemma 7.6. We may assume that U and each Un is a symmetric iden-
tity neighbourhood. Hence ACE([0, 1], ψ) and ACE([0, 1], ψn) are charts for
ACE([0, 1], G) and ACE([0, 1], Gn), respectively. Since Gn is E-regular, we
have a smooth evolution map
EvolGn : E([0, 1], L(Gn))→ ACE([0, 1], Gn).
Since ACE([0, 1], Un) is an open identity neighbourhood in ACE([0, 1], Gn),
we deduce that
Ωn := (EvolGn)
−1(ACE([0, 1], Un))
is an open 0-neighbourhood in E([0, 1], L(Gn)). Since
qn,m ◦ EvolGm = EvolGm ◦L(qn,m)
and qn,m(Um) ⊆ Un, we deduce that
ACE([0, 1], L(qn,m))(Ωm) ⊆ Ωn for all n ≤ m in N.
Hypothesis (c) implies that
ACE([0, 1], L(G)) = lim
←−
ACE([0, 1], L(Gn)) (53)
using the bonding mapsACE([0, 1], L(qn,m)) and limit maps ACE([0, 1], L(qn))
(see Lemma 7.4). Define
Ω := {[γ] ∈ E([0, 1], L(G)) : (∀n ∈ N) E([0, 1], L(qn))([γ]) ∈ Ωn}.
If [γ] ∈ Ω, then
ηn := EvolGn(E([0, 1], L(qn))([γ])) = EvolGn([L(qn) ◦ γ]) ∈ ACE([0, 1], Gn)
for each n ∈ N. Then
qn,m ◦ ηm = EvolGn([L(qn,m) ◦ L(qm) ◦ γ]) = EvolGn([L(qn) ◦ γ]) = ηn
for all n ≤ m in N, whence there is a unique map
η : [0, 1]→ U ⊆ G
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such that qn ◦ η = ηn for all n ∈ N. Define
ζ := ψ ◦ η and ζn := ψn ◦ ηn for n ∈ N.
Then
L(qn,m) ◦ ζm = L(qn,m) ◦ ψm ◦ ηm = ψn ◦ qn,m ◦ ηm = ψn ◦ ηn = ζn
for all n ≤ m in N. By (53), there is θ ∈ ACE([0, 1], L(G)) such that
L(qn) ◦ θ = ζn for all n ∈ N, (54)
Now
L(qn) ◦ ζ = L(qn) ◦ ψ ◦ η = ψn ◦ qn ◦ η = ψn ◦ ηn = ζn (55)
for all n ∈ N. As the maps L(qn) separate points on L(G) = lim
←−
L(Gn) for
n ∈ N, we deduce from (54) and (55) that
ζ = θ ∈ ACE([0, 1], L(G)). (56)
Hence η = φ−1 ◦ ζ ∈ ACE([0, 1], G). Since
E([0, 1], L(qn))(δℓ(η)) = δℓ(qn ◦ η) = δℓ(ηn) = E([0, 1], L(qn))([γ])
for each n ∈ N and the maps E([0, 1], L(qn)) separate points on E([0, 1], L(G)) =
lim
←−
E([0, 1], L(Gn)), we deduce that
δℓ(η) = [γ]
and thus η = Evol([γ]). If Ω is a 0-neighbourhood in E([0, 1], L(G)), then G
is locally E-regular by the preceding. Moreover,
ACE([0, 1], L(qn)) ◦ ACE([0, 1], ψ) ◦ Evol |Ω0
= ACE([0, 1], ψn) ◦ EvolGn ◦E([0, 1], L(qn))|Ω0
by (56) for each n ∈ N, which is a smooth map (where Ω0 denotes the interior
of Ω). As a consequence, the map ACE([0, 1], ψ) ◦ Evol |Ω0 to
ACE([0, 1], L(G)) = lim
←−
ACE([0, 1], L(Gn))
is smooth and hence Evol |Ω0 is smooth. Thus G is locally E-regular and
hence E-regular, by Proposition 5.25. ✷
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Proposition 7.11 Let M be a finite-dimensional smooth manifold, K ⊆M
be a compact set and H be a Banach-Lie group. Then C∞K (M,H) is L
1-
regular.
Proof. Let E be the modelling space of G and τ : U → V be a chart for G
with τ(e) = 0, defined an a symmetric open identity neighbourhood U ⊆ G.
Then
φ := C∞K (M, τ) : C
∞
K (M,U)→ C∞K (M,V ) ⊆ C∞K (M,E)
is a chart for C∞K (M,H) and
φn := C
n
K(M, τ) : C
n
K(M,U)→ CnK(M,V ) ⊆ CnK(M,E)
is a chart for CnK(M,H), for each n ∈ N (cf. [20]). We have that
C∞K (M,H) =
⋂
n∈N
CnK(M,H) = lim
←−
CnK(M,H)
as a set (with the respective inclusion maps as the limit maps and bonding
maps). Using the inclusion maps αn : C
∞
K (M,E) → CnK(M,E) for n ∈ N
and αn,m : C
m
K (M,E) → CnK(M,E) for positive integers n ≤ m, we see that
all conditions from Definition 7.5 are satisfied and thus φ is a projective
limit chart. Hence condition (a) from Proposition 7.8 is satisfied and by
Remark 7.9 and Lemma 7.10 (i), also conditions (c) and (d) are satisfied.
Since every Banach-Lie group is L1-regular by Theorem C, also condition (b)
is satisfied and hence C∞K (M,H) is L
1-regular by Proposition 7.8. ✷
Remark 7.12 The same argument shows that C∞(M,H) is L1-regular if
H is a Banach-Lie group and M a compact smooth manifold (possibly with
boundary or corners).
Proposition 7.13 Let π : P → M be a smooth principal bundle over a com-
pact smooth manifold M , whose structure group is a Banach-Lie group H.
Then the gauge group Gau(P ) is L1-regular.
Proof. For somem ∈ N, we can coverM by the interiorsM0j of compact sub-
manifoldsMj ofM with boundary for j ∈ {1, . . . , m} (of full dimension), such
that there is a smooth section σj : Mj → P for π. For all i, j ∈ {1, . . . , m},
there is a unique map ki,j : Mi ∩Mj → H such that
σi(x)ki,j(x) = σj(x) for all x ∈ Mi ∩Mj .
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Then Gau(P ) can be identified with the Lie subgroup S of
G :=
n∏
j=1
C∞(Mj, H)
consisting of all γ = (γj)j=1,...,m ∈ G such that
(∀i, j)(∀x ∈Mi ∩Mj) γi(x) = ki,j(x)γj(x)kj,i(x)}
(see [73] or [65]). Each of the Lie groups C∞(Mj , H) is L
1-regular (see
Remark 7.12), whence also the finite direct product G =
∏n
j=1C
∞(Mj, H)
is L1-regular (cf. Theorem G). For i, j ∈ {1, . . . , m} and x ∈ Mi ∩Mj , the
mappings
αi,j,x : G→ H, γ 7→ γi(x)
and
βi,j,k : G→ H, γ 7→ ki,j(x)γj(x)kj,i(x)
are smooth group homomorphisms. Since
S = {γ ∈ G : (∀i, j ∈ {1, . . . , m}(∀x ∈Mi ∩Mj) αi,j,x(γ) = βi,j,x(γ)},
we deduce with Proposition 5.27 that S (and hence also Gau(P )) is L1-
regular. ✷
Also the following variant of Proposition 7.8 is useful.
Proposition 7.14 Let E be a bifunctor on Fre´chet spaces (resp., integral
complete locally convex spaces) which satisfies the locality axiom, the push-
forward axioms, has the subdivision property, and such that smooth functions
act smoothly on ACE . Let ((Gn)n∈N, (qn,m)n≤m) be a projective system of Lie
groups Gn modelled on Fre´chet spaces (resp., integral complete locally convex
spaces) En and smooth group homomorphisms qn,m : Gm → Gn. Let G be a
Lie group modelled on a locally convex space E such that
G = lim
←−
Gn
for the above projective system as a set, with limit maps qn : G → Gn which
are smooth group homomorphisms. Assume that
(a) G admits a projective limit chart φ : U → V determined by charts
φn : Un → Vn as in Definition 7.5, such that U = G and Un = Gn;
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(b) Gn is E-regular for each n ∈ N; and
(c) E([0, 1], L(G)) = lim
←−
E([0, 1], L(Gn)) with respect to the bonding maps
E([0, 1], L(qn,m)) and limit maps E([0, 1], L(qn)).
Then G is E-regular.
Proof. After replacing G with V and Gn with Vn, we may assume that G is
an open subset of E and Gn is an open subset of En for each n ∈ N. Moreover,
qn = αn|G for each n ∈ N and qn,m = αn,m|Gm for all positive integers
n ≤ m. We identify L(G) with E and L(Gn) with En. Then L(qn) = αn and
L(qn,m) = αn,m. If [γ] ∈ E([0, 1], E), we can form
ηn := EvolGn([αn ◦ γ]) ∈ AC([0, 1], Gn) ⊆ AC([0, 1], En).
Then αn,m ◦ ηm = qn,m ◦ ηm = EvolGn([L(qn,m) ◦ L(qm) ◦ γ]) = ηm for all
positive integers n ≤ m. Since
AC([0, 1], E) = lim
←−
ACE([0, 1], En)
with the limit maps ACE([0, 1], αn) and bonding maps ACE([0, 1], αn,m), we
see that there is a unique Ψ([γ]) := η in ACE([0, 1], E) such that
αn ◦ η = ηn
for all n ∈ N. Since
ACE([0, 1], αn) ◦Ψ = EvolGn ◦E([0, 1], αn)
is smooth for all n ∈ N, we deduce that Ψ is smooth. In particular, Ψ is
continuous and since Ψ(0) = e ∈ ACE([0, 1], G) and ACE([0, 1], G) is open in
ACE([0, 1], E), we deduce that
Ω := Ψ−1(ACE([0, 1], G))
is an open 0-neighbourhood in E([0, 1], E). As in the proof of Proposition 7.8,
we see that Ψ([γ]) = Evol([γ]) for each [γ] ∈ Ω. Since Evol |Ω = Ψ|Ω is
smooth, G is locally E-regular and hence E-regular, as we assume that E has
the subdivision property. ✷
See, e.g., [21] for the notion of a continuous inverse algebra A and the fact
that its group A× of invertible elements is an analytic Lie group. For the con-
cept of locally m-convex topological algebra, see [50]. If a locally m-convex
continuous inverse algebra is integral complete, then A× is C0-regular [37].
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Proposition 7.15 Let A be a continuous inverse algebra. If A is locally
m-convex and a Fre´chet space, then its unit group A× is L1-regular.
Proof. Like every locally m-convex Fre´chet algebra, A is a countable pro-
jective limit A = lim
←−
An of Banach algebras An. Since A
×
n is L
1-regular by
Theorem C and the identity maps on A× and A×n are global charts, we deduce
with Proposition 7.14 that A× is L1-regular. ✷
Neeb and Wagemann [56] constructed a regular Lie group structure on the
mapping group C∞([0, 1], H), for each regular Lie group H .
Proposition 7.16 C∞(R, H) is L1-regular for each Banach-Lie group H.
Proof. Since C∞(R, H) = C∞(R, H)∗ ⋊H where H is L
1-regular by Theo-
rem C, we deduce with Theorem G that C∞(R, H) will be L1-regular if we
can show that
C∞(R, H)∗ := {η ∈ C∞(R, H) : η(0) = e}
is L1-regular. Abbreviate h := L(H). As shown in [56], the map
φ : C∞(R, H)∗ → C∞(R, h), η 7→ δℓ(η)
is a global chart for C∞(R, H). Likewise,
φn : φ : C
∞([−n.n], H)∗ → C∞([−n, n], h), η 7→ δℓ(η)
is a global chart for the Lie subgroup
C∞([−n, n], H)∗ := {η ∈ C∞([−n, n], H) : η(0) = e}
of C∞([−n, n], H). Now
C∞([−n, n], H)∗ := {η ∈ C∞([−n, n], H) : α(η) = β(η)}
with the smooth homomorphisms α, β : C∞([−n, n], H) → H , α(η) := η(0),
β(η) := e. Since C∞([−n, n], H) is L1-regular (see Remark 7.12), we deduce
with Proposition 5.27 that C∞([−n, n], H) is L1-regular. Note that
C∞(R, h) = lim
←−
C∞([−n, n], h)
as a locally convex space. Using Proposition 7.14, we find that C∞([0, 1], H)∗
= lim
←−
C∞([−n, n], H) is L1-regular. ✷
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8 Measurable regularity for weak direct
products and some direct limits
8.1 Let (Hj)j∈J be a family of Lie groups Hj, with modelling space Ej. Let
E :=
⊕
j∈J
Ej :=
{
(xj)j∈J ∈
∏
j∈J
Ej : xj = 0 for all but finitely many j
}
be the direct sum of the given locally convex spaces, endowed with the locally
convex direct sum topology. Then
G :=
⊕
j∈J
Hj :=
{
(xj)j∈J ∈
∏
j∈J
Hj : xj = e for all but finitely many j
}
is a group under pointwise multiplication. If φj : Uj → Vj is a chart for Hj
defined on an open identity neighbourhood Uj = U
−1
j in Hj with φ(e) = 0,
then G can be given a Lie group structure modelled on E such that
φ := ⊕j∈Jφj :
⊕
j∈J
Uj →
⊕
j∈J
Vj, (xj)j∈J 7→ (φj(xj))j∈J
is a chart around the identity element (cf. [24]). Here⊕
j∈J
Uj :=
⊕
j∈J
Hj ∩
∏
j∈J
Uj and
⊕
j∈J
Vj :=
⊕
j∈J
Ej ∩
∏
j∈J
Vj.
The Lie group
⊕
j∈J Hj is called the weak direct product of the family (Hj)j∈J
of Lie groups.
Proposition 8.2 If (Hj)j∈J is a family of L
1-regular Lie groups Hj mod-
elled on sequentially complete (FEP)-spaces, then also the weak direct prod-
uct G :=
⊕
j∈J Hj is modelled on a sequentially complete (FEP)-space and
L1-regular.
Proof. Let Ej be the modelling space of Gj and E :=
⊕
j∈J Ej, which
is a sequentially complete (FEP)-space by Lemma 1.41 (a). Pick a chart
φj : Uj → Vj ⊆ Ej for Hj around e with Uj = U−1j and φj(e) = 0. Let
φ := ⊕j∈Jφj : U → V be the corresponding chart of G, with U :=
⊕
j∈J Uj
and V :=
⊕
j∈J Vj ⊆ E. We identify L(G) with E using the isomorphism
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dφ|L(G), and L(Hj) with Ej using dφj|L(Hj). If F ⊆ J is a finite set, we
consider
GF :=
∏
j∈F
Hj
as a Lie subgroup of G and identify L(GF ) with
∏
j∈F Ej . Let ιF : GF → G
be the inclusion map. With identifications as before, L(ιF ) is the inclusion
map ∏
j∈F
Ej → E.
If [γ] ∈ L1([0, 1], E), after changing the representative if necessary we may
assume that γ ∈ L1([0, 1],∏j∈F Ej) for some finite subset F ⊆ J (see
Lemma 1.41 (a)). Hence η := EvolGF ([γ]) is defined and
δℓ(ιF ◦ η) = L(ιF ) ◦ δℓ(η) = [γ]
entails that
ιF ◦ η = EvolG([γ]). (57)
Let γj be the j-th component of γ. Then
η = (EvolGj([γj ]))j∈F . (58)
Recall from Lemma 1.41 (a) that the summation map
Σ:
⊕
j∈J
L1([0, 1], Ej)→ L1([0, 1], E)
is an isomorphism of topological vector spaces; the inverse map is
Σ−1 : L1([0, 1], E)→
⊕
j∈J
L1([0, 1], Ej), ([γ])j∈J 7→ ([γj])j∈J .
Consider the map
Φ:
⊕
j∈J
C([0, 1], Hj)→ C([0, 1], G)
taking (γj)j∈J to the function with components γj. Then Φ is a group homo-
morphism and smooth, because Φ takes the open set
⊕
j∈J C([0, 1], Uj) into
C([0, 1], U) and
C([0, 1], φ) ◦ Φ ◦
⊕
j∈J
C([0, 1], φj)
−1
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is the restriction of the continuous linear summation map⊕
j∈J
C([0, 1], Ej)→ C([0, 1], E)
and hence smooth. Since each of the maps EvolHj : L
1([0, 1], Ej)→ C([0, 1], Hj)
is smooth, also
⊕j∈J EvolHj :
⊕
j∈J
L1([0, 1], Ej)→
⊕
j∈J
C([0, 1], Hj)
is smooth (see [24, Proposition 7.1]). By (57) and (58), we have
EvolG = Φ ◦
(
⊕j∈J EvolHj
)
◦ Σ−1.
Hence EvolG : L
1([0, 1], E) → C([0, 1], G) is smooth, being a composition of
smooth maps. As a consequence, Evol : L1([0, 1], E) → ACL1([0, 1], G) is
smooth (see Proposition 5.20) and thus G is L1-regular. ✷
Theorem D from the introduction now follows as a corollary.
Proof of Theorem D. Let (Mj)j∈J be a locally finite family of compact sub-
manifolds Mj ⊆M with boundary, of full dimension, such that the interiors
M0j cover M . Then
G :=
⊕
j∈J
Ck(Mj , H)
is L1-regular (see Remark 7.12 and Proposition 8.2). Let E be the modelling
space of H . Then
S := {γ = (γj)j∈J ∈ G : (∀j1, j2 ∈ J)(∀x ∈Mj1 ∩Mj2) γj1(x) = γj2(x)}
is a Lie subgroup of G modelled on
F := {(γj)j∈J ∈
⊕
j∈J
Ck(Mj , E) : (∀j1, j2 ∈ J)(∀x ∈Mj1∩Mj2) γj1(x) = γj2(x)},
which is a complemented vector subspace of
⊕
j∈J C
k(Mj, E) (cf. Remark
A.16). To see this, let φ : U → V ⊆ E be a chart for H defined on an open
identity neighbourhood U ⊆ H such that U = U−1. Then
ψ := ⊕j∈JCk(Mj , φ) :
⊕
j∈J
Ck(Mj, U)→
⊕
j∈J
Ck(Mj , V )
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is a chart for G such that
ψ
(
S ∩
⊕
j∈J
Ck(Mj , U)
)
= F ∩
⊕
j∈J
Ck(Mj , V ).
As the maps
G→ H, γ 7→ γj(x)
are smooth group homomorphisms for all j ∈ J and x ∈ Mj , all hypotheses
of Proposition 5.27 are satisfied and thus S is L1-regular. The map
Ψ: Ckc (M,E)→ F, γ 7→ (γ|Mj)j∈J
is an isomorphism of topological vector spaces. Recall that Ckc (M,φ) is a
chart for Ckc (M,H). Moreover, ψ restricts to a chart
ψS : S ∩
⊕
j∈J
Ck(Mj , U)→ F ∩
⊕
j∈J
Ck(Mj , V ).
It remains to observe that the map
Θ: Ckc (M,H)→ S, γ 7→ (γ|Mj )j∈J
is an isomorphism of groups such that
Θ(Ckc (M,U)) = S ∩
⊕
j∈J
Ck(Mj , U)
and ψS ◦Θ ◦ Ckc (M,φ)−1 is the restriction of Ψ to a C∞-diffeomorphism
Ckc (M,V )→ F ∩
⊕
j∈J
Ck(Mj , E).
Hence Θ is an isomorphism of Lie groups and thus also the Lie groupCkc (M,H)
is L1-regular (being isomorphic to the L1-regular Lie group S). ✷
We record a second corollary to Proposition 8.2.
Corollary 8.3 Let M be a finite-dimensional paracompact smooth manifold,
H be a Banach-Lie group and π : P → M be a smooth principal bundle with
structure group H. Then Gauc(P ) is L
1-regular.
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Proof. Let (Mj)j∈J be a locally finite family of compact submanifolds Mj ⊆
M with boundary, of full dimension, such that the interiors M0j cover M for
j ∈ J and there is a smooth section σj : Mj → P for π, for each j ∈ J . For
all i, j ∈ J , there is a unique map ki,j : Mi ∩Mj → H such that
σi(x)ki,j(x) = σj(x) for all x ∈ Mi ∩Mj .
Then Gauc(P ) can be identified with the Lie subgroup S of
G :=
⊕
j∈J
C∞(Mj , H)
consisting of all γ = (γj)j∈J ∈ G such that
(∀i, j ∈ J)(∀x ∈Mi ∩Mj) γi(x) = ki,j(x)γj(x)kj,i(x)}
(see [65] if M is σ-compact).26 Each of the Lie groups C∞(Mj , H) is L
1-
regular (see Remark 7.12), whence also G =
⊕
j∈J C
∞(Mj , H) is L
1-regular
(by Proposition 8.2). For i, j ∈ J and x ∈Mi ∩Mj , the mappings
αi,j,x : G→ H, γ 7→ γi(x)
and
βi,j,k : G→ H, γ 7→ ki,j(x)γj(x)kj,i(x)
are smooth group homomorphisms. Since
S = {γ ∈ G : (∀i, j ∈ {1, . . . , m}(∀x ∈Mi ∩Mj) αi,j,x(γ) = βi,j,x(γ)},
we deduce with Proposition 5.27 that S (and hence also Gauc(P )) is L
1-
regular, using that modelling space is complemented (cf. Lemma A.15). ✷
See [34, Lemma 7.1] for the following tool:
Lemma 8.4 Let M and N be C1-manifolds modeled on locally convex spaces
and f : M → N be a map. Then f is C1 if and only if there exists a contin-
uous map ω : TM → TN with the following properties:
(a) ω(TxM) ⊆ Tf(x)N for each x ∈M ;
26We can use this identification to define the Lie group structure on Gauc(P ).
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(b) If ε > 0 and γ : ]−ε, ε[→ M is a C1-map, then f ◦ γ is C1 with
(f ◦ γ)′(0) = ω(γ′(0)).
In this case, Tf = ω. If M is an open subset of a locally convex space X,
it suffices to take paths of the form γ(s) = x + sy in (b), for x ∈ M and
y ∈ X. ✷
The next lemma motivates the definition of ω in the proof of Proposition 8.6
(and is used in the proof of Corollary 8.7).
Lemma 8.5 Let E be a bifunctor on Fre´chet spaces (resp., on sequentially
complete (FEP)-spaces, resp., on integral complete locally convex spaces)
which satisfies the locality axiom, the pushforward axioms, and such that
smooth functions act smoothly on ACE . Let G be a Lie group modelled on
such a space. If G is E-regular and [γ], η ∈ E([0, 1], g), then
θ : R→ ACE([0, 1], G), s 7→ Evol(η + s[γ])
is a smooth curve in ACE([0, 1], G) with right logarithmic derivative
δr(θ)(s) = Ig([Ad(Evol(η+s[γ])).γ]) = Ig((η+s[γ]+[γ])⊙(η+s[γ])−1) (59)
for s ∈ R, where Ig : E([0, 1], g)→ ACE([0, 1], g), [ζ ] 7→ (t 7→
∫ t
0
ζ(τ) dτ).
Proof. Since Evol : (E([0, 1], g),⊙) → ACE([0, 1], G) is a smooth homomor-
phism between Lie groups, we have
(δrθ)(s) = L(Evol)δr(s 7→ η + s[γ])
= Igdρ(η+s[γ])−1(η + s[γ], [γ])
= Ig([Ad(Evol(η + s[γ])).γ]).
This establishes the first equality in (59) and the second equality is merely
a rewriting with the help of (32) in Lemma 5.12. ✷
Proposition 8.6 Let E be a bifunctor on Fre´chet spaces (resp., on sequen-
tially complete (FEP)-spaces, resp., on integral complete locally convex spaces)
which satisfies the locality axiom, the pushforward axioms, and such that
smooth functions act smoothly on ACE . Let G be a E-semiregular Lie group
modelled on such a space, with Lie algebra g. Define
Ig : E([0, 1], g)→ C([0, 1], g), ζ 7→
(
t 7→
∫ t
0
ζ(τ) dτ
)
.
Assume that
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(a) Evol : E([0, 1], g)→ C([0, 1], G) is continuous;
(b) The map R → C([0, 1], G), s 7→ Evol(η + s[γ]) is C1 for all [γ], η ∈
E([0, 1], g); and
(c) d
ds
∣∣∣
s=0
Evol(η+s[γ]) = Ig([Ad(Evol(η))γ]).Evol(η), where the dot means
multiplication in the tangent Lie group T (C([0, 1], G)) and we identify
T1C([0, 1], G) with C([0, 1], g).
Then G is E-regular.
Proof. Since Evol is continuous by assumption, (E([0, 1], g),⊙) is a topolog-
ical group by Proposition 5.38 (e). Thus ω : TE([0, 1], g)→ T (C([0, 1], G)),
ω(η, [γ]) := Ig(dρη−1(η, [γ])).Evol(η) = Ig([Ad(Evol(η))γ]).Evol(η)
= Ig(([γ] + η)⊙ η−1).Evol(η)
is continuous. Moreover, ω takes TηE([0, 1], g) = {η} × E([0, 1], g) inside
TEvol(η)(C([0, 1], G)). Hence, by Lemma 8.4, Evol will be C
1 if we can show
that, for all [γ], η ∈ E([0, 1], g), the curve
ξ : R→ C([0, 1], G), ξ(s) := Evol(η + s[γ])
is C1 and satisfies
ξ′(0) = ω(η, [γ]). (60)
But this is the case by hypotheses (b) and (c). ✷
Corollary 8.7 Let E be a bifunctor on Fre´chet spaces (resp., on sequentially
complete (FEP)-spaces, resp., on integral complete locally convex spaces)
which satisfies the locality axiom, the pushforward axioms, and such that
smooth functions act smoothly on ACE . Let (J,≤) be a directed set,
((Gj)j∈J , (αi,j)i≥j)
be a direct system of E-semiregular Lie groups Gj modelled on spaces as
just described and smooth homomorphisms αi,j : Gj → Gi. Let G be a Lie
group modelled on a space as just described and αj : Gj → G be smooth
homomorphisms for j ∈ J such that αi ◦ αi,j = αj for all i, j ∈ J such that
i ≥ j. Let g := L(G) and gj := L(Gj). Assume that each [γ] ∈ E([0, 1], g)
is of the form [L(αj) ◦ ζ ] for some j ∈ J and [ζ ] ∈ E([0, 1], gj). Then G is
E-semiregular. If, moreover, Evol : E([0, 1], g) → C([0, 1], G) is continuous
at 0 and each Gj is E-regular, then G is E-regular.
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Proof. If [γ] ∈ E([0, 1], g) and [ζ ] ∈ E([0, 1], gj) such that [γ] = [L(αj) ◦ ζ ],
then αj ◦ EvolGj ([ζ ]) is the left evolution of [γ]. Hence G is E-semiregular.
Now assume that
Evol : E([0, 1], g)→ C([0, 1], G)
is continuous at 0 and hence continuous, by Proposition 5.38 (e). If [γ], [η] ∈
E([0, 1], g), then there are i, j ∈ J and [ζ ] ∈ E([0, 1], gi), [ξ] ∈ E([0, 1], gj)
such that [γ] = [L(αi) ◦ ζ ] and [L(αj) ◦ ξ]. Since J is directed, there is ℓ ∈ J
such that ℓ ≥ i, j. Let ζ¯ := L(αℓ,i) ◦ ζ and ξ¯ := L(αℓ,j) ◦ ξ. Then [ζ¯],
[ξ¯] ∈ E([0, 1], gℓ) and [L(αℓ) ◦ ζ¯ ] = [L(αℓ) ◦ L(αℓ,i) ◦ ζ ] = [L(αℓ ◦ αℓ,i) ◦ ζ ] =
[L(αi) ◦ ζ ] = [γ]; likewise, [L(αℓ) ◦ ξ¯] = [ξ]. Note that
θ : R→ ACE([0, 1], Gℓ), θ(s) := EvolGℓ([ζ¯ ] + s[ξ¯])
is a C1-curve in ACE([0, 1], Gℓ) with
θ′(s) = Igℓ([Ad(EvolGℓ([ζ¯])ξ¯)]).EvolGℓ([ζ¯]),
by Lemma 8.5. Hence αℓ ◦ θ : R → C([0, 1], G), s 7→ Evol([ζ ] + s[ξ]) is a
C1-curve and
d
ds
∣∣∣
s=0
Evol([ζ ] + s[ξ]) = T (αℓ)(θ
′(0))
= L(αℓ)(Igℓ([Ad(EvolGℓ([ζ¯])ξ¯)])).αℓ(EvolGℓ([ζ¯]))
= Ig([Ad(Evol([ζ ])ξ]).Evol([ζ ]).
Now apply Proposition 8.6. ✷
To get ahead, we need a better understanding of Lebesgue spaces with val-
ues in a locally convex direct limit. Our next result was stimulated by the
following fact [53]:
Mujica’s Theorem. If X is a compact topological space and a locally con-
vex space E is the direct limit of an ascending sequence E1 ⊆ E2 ⊆ · · · of
locally convex spaces (with continuous inclusion maps), then the natural map
Φ: lim
−→
C(X,En)→ C(X,E)
induced by the inclusion maps is a topological embedding.27
27If the locally convex direct limit topology is used on the left-hand side.
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Hence Φ is an isomorphism of topological vector spaces if E =
⋃
n∈NEn is
compact regular. This important special case was first obtained by Schmets [64]
(and, earlier, by Mujica in the special case of (LB)-spaces). Our analogue of
Mujica’s Theorem for Lebesgue spaces reads as follows.
Proposition 8.8 Let E1 ⊆ E2 ⊆ · · · be an ascending sequence of locally
convex spaces such that the inclusion maps En → En+1 are continuous linear.
Endow E =
⋃
n∈NEn with the locally convex direct limit topology and assume
the latter is Hausdorff. Let (X,Σ, µ) be a measure space. Then we have:
(a) The injective continuous linear map
Φ:
⋃
n∈N
L∞rc(X, µ,En)→ L∞rc(X, µ,E)
induced by the inclusion maps is a topological embedding with respect to
the locally convex direct limit topology on the union on the left. If the
direct limit E = lim
−→
En is compact regular,
28 then Φ is an isomorphism
of topological vector spaces.
(b) If E and each En has the (FEP), then for each p ∈ [1,∞[ the injective
continuous linear map
Φ:
⋃
n∈N
Lp(X, µ,En)→ Lp(X, µ,E)
induced by the inclusion maps is a topological embedding with respect to
the locally convex direct limit topology on the union on the left. If E =
lim
−→
En is a strict (LF)-space, then Φ is an isomorphism of topological
vector spaces.
Proof. (a) By construction, Φ is injective, continuous and linear. As a
consequence, the locally convex direct limit topology on the left is Hausdorff.
To see that Φ is open onto its image, it suffices to show that Φ(W ) is a zero-
neighbourhood in im(Φ) for W in a basis of 0-neighbourhoods in the locally
convex direct limit
⋃
n∈N L
∞
rc(X, µ,En) (as every topological vector space is a
regular topological space, we still have a basis if we pass to the closures W ).
By Lemma 1.37, we may assume that
W =
{
∞∑
n=1
[γn] : ([γn])n∈N ∈
⊕
n∈N
L∞rc(X, µ,En) : sup{‖γn‖L∞,qn : n ∈ N} < 1
}
28It suffices that every compact metrizable subset of E is a compact subset of some En.
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for some sequence (qn)n∈N of continuous seminorms qn : En → [0,∞[. By the
same lemma,
V :=
{
∞∑
n=1
vn : (vn)n∈N ∈
⊕
n∈N
En : sup{qn(vn) : n ∈ N} < 1
}
is a 0-neighbourhood in E. Hence L∞rc(X, µ, V
0) is an open 0-neighbourhood
in L∞rc(X, µ,E) and it suffices to prove that
im(Φ) ∩ L∞rc(X, µ, V 0) ⊆ Φ(W ).
To this end, let [γ] ∈ im(Φ) ∩ L∞rc(X, µ, V 0). We may assume that γ ∈
L∞rc(X, µ,EN) for some n and (possibly after changing it to 0 on a set of
measure zero) that γ(X) ⊆ V 0. Thus γ(X) ⊆ V . There is a sequence
(γn)n∈N of finitely-valued measurable functions γn : X → EN with γn(X) ⊆
γ(X) ⊆ V such that γn(x) → γ(x) in EN , uniformly in x ∈ X . Hence
[γn]→ [γ] in L∞rc(X, µ,EN). If we can show that
[γn] ∈ W for each n ∈ N,
then [γ] ∈ W and hence [γ] = Φ([γ]) ∈ Φ(W ). Fix n ∈ N. We can write
γn =
m∑
i=1
ci1Ai
with some m ∈ N, ci ∈ EN for i ∈ {1, . . . , m} and disjoint, non-empty
measurable sets Ai ⊆ X . Since ci ∈ V , we can find k ∈ N such that
ci =
k∑
j=1
vi,j
with vi,j ∈ Ej for j ∈ {1, . . . , k} and
max{qj(vi,j) : j = 1, . . . , k} < 1.
Then γn =
∑m
i=1
∑k
j=1 vi,j1Ai =
∑k
j=1 ηj with ηj :=
∑m
i=1 vi,j1Ai . We have
ηj ∈ L∞rc(X, µ,Ej) and
‖ηj‖L∞,qj = max{qj(vi,j) : i = 1, . . . , m} < 1
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(using that the sets Ai are disjoint). As a consequence, [γn] =
∑k
j=1[ηj ] ∈ W .
This completes the proof that Φ is open onto its image. If E is compact regu-
lar, then Φ is surjective and hence (being also a linear topological embedding)
an isomorphism of topological vector spaces.
(b) Again, Φ is continuous, linear and injective. To see that Φ is open
onto its image, it suffices to show that Φ(W ) is a zero-neighbourhood in
im(Φ) forW in a basis of 0-neighbourhoods in the locally convex direct limit⋃
n∈N L
∞
rc(X, µ,En). By Lemma 1.37, we may assume that
W =
{
∞∑
n=1
[γn] : ([γn])n∈N ∈
⊕
n∈N
Lp(X, µ,En) :
( ∞∑
n=1
(‖γn‖Lp,qn)p
)1/p
< 1
}
for some sequence (qn)n∈N of continuous seminorms qn : En → [0,∞[. Using
(as in the proof of Lemma 1.37) that E is a quotient of
⊕
n∈NEn, we deduce
from Lemma 1.36 that
q(x) := inf
{
‖(qn(x))n∈N‖ℓp : (xn)n∈N ∈
⊕
n∈N
En with x =
∞∑
n=1
xn
}
defines a continuous seminorm q : E → [0,∞[. It therefore suffices to prove
that
im(Φ) ∩ {[γ] ∈ Lp(X, µ,E) : ‖γ‖Lp,q < 1} ⊆ Φ(W ).
To this end, let [γ] ∈ im(Φ) such that ‖γ‖Lp,q < 1. We may assume that
γ ∈ Lp(X, µ,EN) for some n (possibly after changing γ to 0 on a set of
measure zero). There is a net (γα)α∈A of finitely-valued measurable functions
γα : X → EN with γα(X) ⊆ γ(X) ∪ {0} and µ(γ−1α (EN \ {0})) < ∞ such
that γα → γ in Lp(X, µ,EN) (see Lemma 1.44). If we can show that
[γα] ∈ W for each α,
then [γ] ∈ W and hence [γ] = Φ([γ]) ∈ Φ(W ). Fix α. We can write
γα =
m∑
i=1
ci1Ai
with some m ∈ N, ci ∈ EN for i ∈ {1, . . . , m} and disjoint, non-empty
measurable sets Ai ⊆ X . Then
‖γα‖Lp,q =
(
m∑
i=1
(q(ci))
pµ(Ai)
)1/p
< 1
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and we can find k ∈ N such that
ci =
k∑
j=1
vi,j
with vi,j ∈ Ej for j ∈ {1, . . . , k} and(
m∑
i=1
k∑
j=1
(qj(vi,j))
pµ(Ai)
)1/p
< 1. (61)
Then γα =
∑m
i=1
∑k
j=1 vi,j1Ai =
∑k
j=1 ηj with ηj :=
∑m
i=1 vi,j1Ai. We have
ηj ∈ Lp(X, µ,Ej) and
‖ηj‖Lp,qj =
(
m∑
i=1
(qj(vi,j))
pµ(Ai)
)1/p
(using that the sets Ai are disjoint). As a consequence, [γα] =
∑k
j=1[ηj ] with(
k∑
j=1
(‖ηj‖Lp,qn)p
)1/p
=
(
k∑
j=1
m∑
i=1
(qj(vi,j))
pµ(Ai)
)1/p
< 1,
by (61). Thus ηj ∈ W , completing the proof that Φ is open onto its image.
If E =
⋃
n∈NEn is a strict (LF)-space, let us show that Φ is surjective.
We claim that for each γ ∈ Lp(X, µ,E), there exists N ∈ N such that
µ(γ−1(E \ EN )) = 0. If this is true, then [γ] = [γ1B] ∈ Lp(X, µ,EN) with
B := γ−1(EN) and the proof is complete. To prove the claim, we assume
it is wrong and deduce a contradiction. Thus, suppose there is an element
γ ∈ Lp(X, µ,E) such that µ(γ−1(E \ EN )) > 0 for each N ∈ N. Since
µ(γ−1(E \ EN)) =
∞∑
n=N
µ(γ−1(En+1 \ En)),
there exists n ≥ N such that µ(γ−1(En+1 \ En)) > 0. Thus, using a simple
induction, we find a sequence
n1 < n2 < · · ·
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of positive integers such that µ(γ−1(Enj+1 \ Enj )) > 0 for each j ∈ N. Let
ρj : E → E/Enj be the canonical quotient map. Since ρj◦γ ∈ Lp(X, µ,E/Enj)
does not vanish almost everywhere, we find a continuous seminorm Qj on
E/Enj such that ρj ◦ γ‖Lp,Qj > 0. Then qj := Qj ◦ ρj is a continuous semi-
norm on E which vanishes on Enj . After replacing Qj with a large multiple,
we may assume that
‖γ‖Lp,qj = ‖ρj ◦ γ‖Lp,Qj ≥ j.
Now q :=
∑∞
j=1 qj coincides with the finite sum
∑j−1
i=1 qj on Enj (as qi vanishes
on Eni and hence on Enj for each i ≥ j). Hence q|Enj is a continuous
seminorm for each j and hence q is a continuous seminorm on E = lim
−→
Enj .
Since
‖γ‖Lp,q ≥ ‖γ‖Lp,qj ≥ j
for each j ∈ N, we cannot have ‖γ‖Lp,q < ∞, contradicting the hypothesis
that γ ∈ Lp(X, µ,E). ✷
Remark 8.9 A result for Lp-spaces very similar to Proposition 8.8 was al-
ready abtained by Mayoral et al. [8], using a different concept of vector-valued
Lp-space which makes sense for µ a Radon measure on a σ-compact locally
compact space X (defined on a σ-algebra Σ containing the Borel σ-algebra
such that (X,Σ, µ) is a complete measure space). In the cited paper, a map-
ping γ : X → E to a locally convex space E is called µ-measurable29 if there
is a sequence (Kn)n∈N of compact subsets Kn ⊆ X such that
f |Kn : Kn → E
is continuous and
µ
(
X \
⋃
n∈N
Kn
)
= 0;
Lp(X, µ,E) (denoted Lp({E}) there) is defined as the space of equivalence
classes of µ-measurable mappings γ : X → E such that q ◦ γ ∈ Lp(X, µ) for
all continuous seminorms q on E. The special case of ℓp-spaces was discussed
earlier in [18]. For related results concerning ℓ1, compare also [49].
Our next main goal is the following result:
29This property is also known as Lusin-measurability.
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Proposition 8.10 Let G be a Lie group whose Lie algebra g := L(G) is an
(LB)-space. Assume that there exists a projective system
((Gn)n∈N, (ψn,m)n≥m)
of Banach-Lie groups Gn with Lie algebras gn := L(Gn) and smooth ho-
momorphisms ψn,m : Gm → Gn such that L(ψn,m) is injective, and smooth
homomorphisms ψn : Gn → G such that ψn ◦ ψn,m = ψm for all positive
integers n ≥ m and
g = lim
−→
gn
with the limit maps L(ψn) and bonding maps L(ψn,m). Then L(ψn) is in-
jective for all n, enabling x ∈ gn to be identified with L(ψn)(x) ∈ g. Now
gm ⊆ gn if m ≤ n and L(ψn,m) : gm → gn becomes the inclusion map. We
show:
(a) If g =
⋃
n∈N gn is compact regular, then G is L
∞
rc-regular.
(b) If g =
⋃
n∈N gn is a strict direct limit, then g is an (FEP)-space and G
is L1-regular.
Remark 8.11 More generally, G as in Proposition 8.10 is L1-regular when-
ever g is an (FEP)-space and the natural map
lim
−→
L1([0, 1], gn)→ L1([0, 1], g)
induced by the maps L1([0, 1], L(ψn)) is surjective (only these properties are
used in the proof of (b)).
The following special case is easier to remember. Here g := L(G) and gn :=
L(Gn), as usual.
Corollary 8.12 Let G be a Lie group modelled on an (LB)-space and (Gn)n∈N
be a sequence of Banach-Lie groups such that
G1 ⊆ G2 ⊆ · · · ⊆ G
(with each inclusion a smooth group homomorphism) and g = lim
−→
gn.
(a) If lim
−→
gn is compactly regular, then G is L
∞
rc-regular.
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(b) If lim
−→
gn is a strict (LB)-space, then G is L
1-regular. ✷
Some auxiliary concepts and simple lemmas will help us to prove the preced-
ing proposition. As usual, if E is a Banach space, write (L(E), ‖.‖op) for the
Banach algebra of bounded linear operators α : E → E and GL(E) := L(E)×
for the group of invertible operators (which is an open subset of L(E) and a
Banach-Lie group).
Definition 8.13 Let (E, ‖.‖) be a Banach space. We say that a non-empty
set M ⊆ GL(E) of invertible operators is uniformly expanding if
sup{‖α−1‖op : α ∈M} <∞.
Lemma 8.14 If (E, ‖.‖) is a Banach space and M ⊆ GL(E) a uniformly
expanding set of invertible operators, define
s := sup{‖α−1‖op : α ∈ M} ∈ ]0,∞[ .
Then
α(BEr (0)) ⊇ BEr/s(0) (62)
for all α ∈M and r > 0.
Proof. For α ∈M and r > 0, we have
α−1(BEr/s(0)) ⊆ BE(r‖α−1‖op)/s(0) ⊆ BEr (0).
Thus BEr (0) ⊇ α−1(BEr/s(0)). Applying α to both sides of this inclusion, (62)
follows. ✷
Definition 8.15 Let G be a Banach-Lie group. We say that a subsetM ⊆ G
is product-exponential (or, in short, a (PE)-subset), if there exists n ∈ N and
non-empty bounded subsets B1, . . . , Bn ⊆ L(G) such that
M ⊆ expG(B1) expG(B2) · · · expG(Bn).
Lemma 8.16 Let (E, ‖.‖) be a Banach space and M ⊆ GL(E) be a (PE)-
subset. Then M is uniformly expanding.
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Proof. Let B1, . . . , Bn ⊆ L(E) be non-empty bounded subsets such that
M ⊆ exp(B1) · · · exp(Bn), where exp(α) :=
∑∞
k=0
1
k!
αk for α ∈ L(E). Since
exp is continuous and exp(0) = idE , there is a 0-neighbourhood V ⊆ L(E)
such that
(∀α ∈ V ) ‖ exp(α)‖op ≤ 2.
Since each of the sets −B1, . . . ,−Bn is bounded, we find m ∈ N such that
(∀j ∈ {1, . . . , n}) − Bj ⊆ mV
and thus
‖ exp(−Bj)‖op ⊆ ‖ exp(mV )‖op ⊆ [0, 2m]
for all j ∈ {1, . . . , n}, exploiting that
‖ exp(mα)‖op = ‖ exp(α)m‖op ≤ (‖ exp(α)‖op)m ≤ 2m
for each α ∈ V . If αj ∈ Bj for j ∈ {1, . . . , n}, then
‖(exp(α1) exp(α2) · · · exp(αn))−1‖op
= ‖ exp(−αn) · · · exp(−α2) exp(−α1)‖op
≤ ‖ exp(−αn)‖op · · · ‖ exp(−α2)‖op‖ exp(−α1)‖op ≤ 2m
by the preceding, whence
sup{‖α−1‖op : α ∈M} ≤ 2m <∞.
Thus M is uniformly expanding. ✷
Lemma 8.17 If ψ : G → H is a smooth homomorphism between Banach-
Lie groups and M a (PE)-subset of G, then ψ(M) is a (PE)-subset of H. In
particular, AdH(ψ(M)) is a (PE)-subset of GL(h) with h := L(H).
Proof. IfM is a (PE)-subset of G, thenM ⊆ expG(B1) · · · expG(Bn) for suit-
able n ∈ N and bounded sets B1, . . . , Bn ⊆ G. Since ψ ◦ expG = expH ◦L(ψ),
we then have ψ(M) ⊆ expH(L(ψ)(B1)) · · · expH(L(ψ)(Bn)). As L(ψ)(Bj) ⊆
L(H) is a bounded set for each j ∈ {1, . . . , n}, we see that ψ(M) is a (PE)-
subset of H . Since AdH : H → GL(h) and hence also AdH ◦ψ : G → GL(h)
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is a smooth homomorphism between Banach-Lie groups, the final assertion
is a special case of the first. ✷
In the next lemma, we endow C([0, 1],L(E)) with the supremum norm ‖.‖∞,
‖γ‖∞ := sup{‖γ(t)‖op : t ∈ [0, 1]}
for γ ∈ C([0, 1],L(E)).
Lemma 8.18 Let E be Lp with p ∈ [1,∞] or L∞rc . Let (E, ‖.‖) be a Banach
space and
mγ(η)(t) := γ(t)(η(t))
for γ ∈ C([0, 1],L(E)) and [η] ∈ E([0, 1], E). Then
ψ(γ)([η]) := [mγ(η)] ∈ E([0, 1], E).
Moreover, ψ(γ) ∈ L(E([0, 1], E)) and the map
ψ : C([0, 1],L(E))→ L(E([0, 1], E))
so obtained is a homomorphism of unital Banach algebras with ‖ψ‖op ≤ 1. If
M ⊆ C([0, 1],GL(E)) is a non-empty subset such that
{γ(t) : γ ∈M, t ∈ [0, 1]}
is a uniformly expanding subset of GL(E) (for example, a (PE)-subset), then
ψ(M) is a uniformly expanding subset of GL(E([0, 1], E)).
Proof. The evaluation map β : L(E)×E → E, β(α, x) := α(x) is continuous
bilinear, whence mγ([η]) := [β◦(γ, η)] ∈ E([0, 1], E) for all γ ∈ C([0, 1],L(E))
and [η] ∈ E([0, 1], E) by the pushforward axiom (P2) (see Lemma 5.8). Since
‖β(γ(t), η(t))‖ = ‖γ(t)(η(t))‖ ≤ ‖γ(t)‖op‖η(t)‖ ≤ ‖γ‖∞‖η(t)‖ almost every-
where, we see that
‖ψ(γ)([η])‖E ≤ ‖γ‖∞‖η‖E ,
whence ‖ψ(γ)‖op ≤ ‖γ‖∞ and thus ‖ψ‖op ≤ 1. Moreover, apparently ψ
is linear, multiplicative and ψ(1) = idE([0,1],E). If M is as described in the
lemma, then
s := sup{‖(γ(t))−1‖op : γ ∈M, t ∈ [0, 1]} <∞.
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Now
‖(ψ(γ))−1‖op = ‖ψ(γ−1)‖op ≤ ‖γ−1‖∞ = sup{‖(γ(t))−1‖ : t ∈ [0, 1]} ≤ s
for each γ ∈ ψ(M) and thus
sup{‖(ψ(γ))−1‖op : γ ∈M} ≤ s <∞.
Thus ψ(M) is uniformly expanding. ✷
Proof of Proposition 8.10. (a) Since Φ: lim
−→
L∞rc([0, 1], gn)→ L∞rc([0, 1], g)
is an isomorphism (and hence surjective) by Proposition 8.8, Corollary 8.7
shows that G is L∞rc -semiregular. Let U ⊆ C([0, 1], G) be an identity neigh-
bourhood. After shrinking U , we may assume that U = C([0, 1], U0) for some
identity neighbourhood U0 ⊆ G. Pick identity neighbourhoods Un ⊆ G for
n ∈ N such that
UnUn ⊆ Un−1 for all n ∈ N.
Then
UnUn−1 · · ·U1 ⊆ U0 for all n ∈ N.
For each n ∈ N, the exponential map expGn : gn → Gn is a local diffeomor-
phism at 0, whence we find an open 0-neighbourhood Bn ⊆ gn such that
Vn := expGn(Bn) is an open identity neighbourhood in Gn and expGn : Bn →
Vn a diffeomorphism. After shrinking Bn, we may assume that Bn is bounded
and Vn ⊆ Un; thus Vn is an open identity neighbourhood and a (PE)-set. Now
C([0, 1], Vn) is an open identity neighbourhood in C([0, 1], Gn). Since Gn is
L1-regular, there is an open 0-neighbourhood Pn ⊆ L∞rc([0, 1], gn) such that
EvolGn(Pn) ⊆ C([0, 1], Vn). We claim that
P :=
⋃
n∈N
(Pn ⊙ Pn−1 · · · ⊙ P2 ⊙ P1)
is a 0-neighbourhood in L∞rc([0, 1], g). If this is true, then
Evol(Pn ⊙ · · · ⊙ P1) = Evol(Pn) · · ·Evol(P2) Evol(P1)
= EvolGn(Pn) · · ·EvolG2(P2) EvolG1(P1)
⊆ C([0, 1], Vn) · · ·C([0, 1], V2)C([0, 1], V1)
⊆ C([0, 1], Un) · · ·C([0, 1], U2)C([0, 1], U1)
⊆ C([0, 1], Un · · ·U2U1) ⊆ C([0, 1], U0) = U
133
entails
Evol(P ) =
⋃
n∈N
Evol(Pn ⊙ · · · ⊙ P1) ⊆ U.
Hence Evol is continuous at 0 and thus G is L∞rc -regular, by Corollary 8.7.
To establish the claim, it suffices to find a sequence (Qn)n∈N of open convex
0-neighbourhoods Qn ⊆ L∞([0, 1], gn) such that, for all n ∈ N,
Q1 + · · ·+Qn ⊆ Pn ⊙ · · · ⊙ P1.
Then Q :=
⋃
n∈N(Q1 + · · ·+ Qn) is a 0-neighbourhood in the locally convex
direct limit L∞rc ([0, 1], g) = lim
−→
L∞rc([0, 1], gn) such that Q ⊆ P , and so P is a
0-neighbourhood as well. Let Fn be the Banach space L
∞
rc([0, 1], gn); we may
assume that Pn = B
Fn
rn (0) for some rn > 0. Set Q1 := P1. Let n > 1. For
k ∈ {1, . . . , n− 1} and γ ∈ Pk, we have
AdGn(EvolGn(γ)(t))
−1 = AdGn(EvolGk(γ)(t))
−1 ⊆ AdGn(Vk)−1
= AdGn(expGk(−Bk)).
Thus
AdGn(EvolGn(γn−1 ⊙ · · · ⊙ γ1)(t))−1
= AdGn((EvolGn(γn−1(t) · · ·EvolGn(γ1)(t)))−1)
= AdGn(EvolGn(γ1(t))
−1) · · ·AdGn(EvolGn(γn−1)(t))−1)
⊆ AdGn(expG1(−B1)) · · ·AdGn(expGn−1(−Bn−1)),
from which we deduce (with Lemma 8.17) that
{AdGn(EvolGn(η)(t))−1 : η ∈ Pn−1 ⊙ · · · ⊙ P1, t ∈ [0, 1]}
is a (PE)-subset of GL(gn) and hence uniformly expanding (by Lemma 8.16).
Thus
Mn := {[ζ ] 7→ [AdGn(EvolGn(η))−1.ζ ] : η ∈ Pn−1 ⊙ · · · ⊙ P1}
is a uniformly expanding subset of GL(L∞rc([0, 1], gn)), by Lemma 8.18. As a
consequence,
sn := sup{‖α−1‖op : α ∈Mn} <∞
and hence
AdGn(EvolGn(η))
−1.Pn = AdGn(EvolGn(η))
−1.BFnrn (0) ⊆ BFnrn/sn(0) =: Qn
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for each η ∈ Pn−1 ⊙ · · · ⊙ P1. Since [γ] ⊙ η = [AdGn(Evol(η)(t))−1γ(t)] + η
for all [γ] ∈ Pn and η ∈ Pn−1 ⊙ · · · ⊙ P1, we deduce that
P1 ⊙ η ⊇ Qn + η
for each η ∈ Pn−1 ⊙ · · · ⊙ P1. Hence
Pn ⊙ · · · ⊙ P1 ⊇ Qn + Pn+1 ⊙ · · · ⊙ P1 ⊇ Qn +Qn−1 + · · ·+ Q1,
which completes the proof of (a).
(b) Replace L∞rc with L
1 in the proof of (a). ✷
As a first consequence, we see that direct limits of finite-dimensional Lie
groups [27] are L∞rc -regular:
Proof of Theorem E. Since L(G) = lim
−→
L(Gn) is a strict (LB)-space,
Corollary 8.12 applies. ✷
Another application are Lie groups of real analytic maps. We first consider
groups of germs of Lie group-valued analytic maps (as in [16]):
Corollary 8.19 Let K ∈ {R,C}. Let M is a K-analytic manifold modelled
on a Fre´chet space, K ⊆ M a non-empty compact set and H a K-analytic
Banach-Lie group; if K = R, assume that the topological space unerlyingM is
regular. Then GermK(K,M,H) is an L
∞
rc-regular K-analytic Lie group. If H
is finite-dimensional, then G := GermK(K,M,H) has a K-analytic evolution
map
Evol : L∞rc([0, 1], L(G))→ ACL∞rc([0, 1], G).
Proof. The case K = C: Let U1 ⊇ U2 ⊇ · · · be a basis of open neigh-
bourhoods of K in M such that each connected component of Un meets M .
Let G := GermC(K,M,H), h := L(H) and g := GermC(K,M, h). Then
gn := Holb(Un, h) with the supremum norm is a Banach-Lie algebra. More-
over, gn can be identified with a vector subspace of g (identifying holomorphic
functions with their associated germs around K), and
g = lim
−→
gn (63)
as a locally convex space (by definition). The direct limit (63) is compactly
regular [16]. The Lie group G has an exponential map, given by
expG : g→ G, [γ] 7→ [expH ◦γ].
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By the construction of the Lie group structure of G in [16], expG is a local
diffeomorphism at 0. Moreover, there is an open 0-neighbourhood V ⊆ g such
that the Baker-Campbell-Hausdorff series converges on V × V and makes it
a complex analytic local Lie group, with expG(V ) open and expG |V both a
diffeomorphism and a homomorphism of local Lie groups (see [16]). Then
V ∩ gn and hence also expG(V ∩ gn) is a local Lie group with Lie algebra gn.
As a consequence, the subgroup
Gn := 〈expG(V ∩ gn)〉 = 〈expG(gn)〉
is a Banach-Lie group with L(Gn) = gn and expGn = expG |gn . Let in,m : Gm →
Gn, jn,m : gm → gn, im : Gn → G and jm : gn → g be the respective inclu-
sion maps (for n ≥ m). Since jn and jn,m are continuous linear and hence
complex analytic, expGm is a local diffeomorphism at 0 and expG as well as
expGn are complex analytic, we deduce from im ◦ expGm = expG ◦jm and
in,m ◦ expGm = expGn ◦jn,m that in and in,m are complex analytic homomor-
phisms. Hence G is L∞rc -regular, by Corollary 8.12.
The case K = R: Let M˜ be a complexification for M admitting an an-
tiholomorphic involution τ : M˜ → M˜ such that M ⊆ M˜ and M is the fixed
point set of τ (see [16]). If H is finite-dimensional, then H has a complexifi-
cation HC with H ⊆ HC (see [10]). Then GermC(K, M˜,HC) is a complexifi-
cation of GermR(K,M,H) (cf. [16]). Since GermC(K, M˜,HC) is L
∞
rc -regular
(by the complex case already treated), we deduce with Lemma 5.37 that
GermR(K,M,H) is L
∞
rc -regular with real analytic evolution Evol. It remains
to show that G := GermR(K,M,H) is L
∞
rc -regular when H is an arbitrary
real Banach Lie group. To achieve this, let U1 ⊇ U2 ⊇ · · · be a basis of
open neighbourhoods of K in M˜ such that Un = τ(Un) for each n and each
connected component of Un meets M . Let hC = h⊕ ih be a complexification
of h := L(H) and σ : hC → hC, (x + iy) 7→ x − iy for x, y ∈ h be complex
conjugation on hC. Then kn := Holb(Un, hC) is a complex Banach-Lie algebra
and
gn := {γ ∈ Holb(Un, hC) : γ = σ ◦ γ ◦ τ}
is a closed real Lie subalgebra of kn such that kn = (gn)C (cf. [16]). Identifying
γ ∈ gn with the germ of γ|Un∩M : Un ∩M → h, we can consider gn as a Lie
subalgebra of g := GermR(K,M, h). Moreover,
g = lim
−→
gn
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(cf. [16]). We can now complete the proof as in the case K = C, replacing C
with R there. ✷
Taking K = R and M = K, we get the following result as a special case,
which subsumes Theorem F:
Corollary 8.20 If M is a real analytic compact manifold and H a Banach-
Lie group, then the Lie group G := Cω(M,H) of all H-valued real analytic
mappings on M is L∞rc-regular. If H is a finite-dimensional Lie group, then
EvolG : L
∞
rc([0, 1], L(G))→ ACL∞rc([0, 1], G) is real analytic. ✷
Remark 8.21 Real analyticity of EvolG in Corollaries 8.19 and 8.20 also
holds for all Banach-Lie groups G for which a complex Banach-Lie group GC
exists such that the inclusion map G ⊆ GC is a real analytic homomorphism
which makes GC a complexification of G. Only this property is used in the
proof.
Corollary 8.22 The Lie group Cω(R, H) of all real analytic H-valued maps
on R is L∞rc-regular, for each Banach-Lie group H.
Proof. We recall from [16] that Cω(R, H)∗ := {γ ∈ Cω(R, H) : γ(0) = e} is
a Lie subgroup of Cω(R, H) and
Cω(R, H) = Cω(R, H)∗ ⋊H
as a Lie group. Since H is L∞rc -regular by Theorems C and A, we need only
prove L∞rc -regularity for C
ω(R, H); then als Cω(R, H) will be L∞rc -regular, by
Theorem G. Since Germ([−n, n],R, H) is L∞rc -regular by Corollary 8.19, also
its Lie subgroup
Germ([−n, n],R, H)∗ := {[γ] ∈ Germ([−n, n],R, H) : γ(0) = e}
is L∞rc -regular, by Proposition 5.27 (as it is the kernel of the point evaluation
Germ([−n, n],R, H)→ H , [γ] 7→ γ(e), which is a smooth homomorphism to
the L∞rc -regular Lie group H). Now
Cω(R, H)∗ = lim
←−
Germ([−n, n],R, H)∗
and
Cω(R, H)∗ → Cω(R, L(H)), γ 7→ δℓ(γ)
is a projective limit chart (see [16]). Thus Proposition 7.14 shows that
Cω(R, H)∗ (and hence also C
ω(R, H)) is L∞rc -regular. ✷
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9 Regularity properties of Diffc(R
n), DiffK(R
n)
and Diff(S1)
After a brief introduction to the diffeomorphism groups Diffc(R
n) and DiffK(R
n),
we prove the L1-regularity of DiffK(R
n), Diff(S1) and Diffc(R
n).
9.1 If U ⊆ Rn is open and E a locally convex space, we endow C(U,E)
with the topology of uniform convergence on compact sets, determined by
the seminorms
‖.‖L,q : C(U,E)→ [0,∞[, γ 7→ sup
x∈L
q(γ(x))
for q in the set of continuous seminorms on E and L ranging through the
compact subsets of U . If E and U are as before and r ∈ N0∪{∞}, we endow
the space Cr(U,E) of all Cr-functions γ : U → E with the compact-open
Cr-topology, i.e., the initial topology with respect to the maps
Cr(U,E)→ C(U,E), γ 7→ ∂
α
∂xα
for α ∈ Nn0 with |α| ≤ r. Given a compact subset K ⊆ U , we give
CrK(U,E) := {γ ∈ Cr(U,E) : γ|U\K = 0}
the induced topology. It is the locally convex vector topology given by the
seminorms
‖γ‖Ck,q := max
|α|≤k
‖∂αγ‖L∞,q,
for all k ∈ N0 such that k ≤ r and all continuous seminorms q on E (with
multi-indices α ∈ Nn0 ). As usual, Crc (U,E) =
⋃
K C
r
K(U,E) is the locally
convex direct limit of the spaces CrK(U,E). If E is a Fre´chet space, then also
CrK(U,E) is a Fre´chet space. If E is a separable Fre´chet space, then also
CrK(U,E) is separable.
30
30Since CrK(U,E) is isomorphic to C
r
K(R
n, E), it suffices to show that the Fre´chet space
Cr(Rn, E) is separable. Let J := {α ∈ Nn0 : |α| ≤ r}. We claim that C(Rn, E) is separable.
If this is true, then the Fre´chet space C(Rn, E)J (with the product topology) will be
separable. Since Cr(Rn, E) → C(Rn, E)J , γ 7→ (∂αγ)|α|≤r is a topological embedding,
the separability of Cr(Rn, E) follows. To prove the claim, for m ∈ N let (hm,k)k∈N be
a partition of unity on Rn subordinate to (B1/m(x))x∈Rn [66, I.8.6, Satz 3] (using balls
with respect to some norm on Rn). Let D ⊆ E be a countable dense subset. Then the
countable set {ahm,k : m, k ∈ N, a ∈ D} is easily seen to be total in C(Rn, E) and thus
C(Rn, E) is separable.
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9.2 Let C∞c (R
n,Rn) be the space of all compactly supported, Rn-valued
smooth functions on Rn and Diffc(R
n) be the set of all diffeomorphisms
φ : Rn → Rn which are compactly supported in the sense that
φ− idRn ∈ C∞c (Rn,Rn).
It is known that Diffc(R
n) is a Lie group under composition of diffeomor-
phisms, with neutral element idRn (cf. [51], see [26]). The set
Ω := {φ− idRn : φ ∈ Diffc(Rn)}
is open in Diffc(R
n) and the map
Φ: Diffc(R
n)→ Ω, φ 7→ φ− idRn
is a global chart; moreover,
{γ ∈ C∞c (Rn,Rn) : ‖γ′‖L∞,‖.‖op < 1}
is an open subset of Ω (see [26]). Here ‖α‖op denotes the operator norm of
a linear map α : Rn → Rn with respect to the maximum norm ‖.‖∞ on Rn.
We can make Ω a Lie group in such a way that Φ becomes an isomorphism
of Lie groups: Its group multiplication is given by
γ ∗η := Φ(Φ−1(γ)◦Φ−1(η)) = (idRn +γ)◦ (idRn +η)− idRn = η+γ ◦ (idRn +η)
for γ, η ∈ Ω, and the constant function 0 is the neutral element. Note that
Φ takes DiffK(R
n) onto Ω ∩ C∞K (Rn,Rn) =: ΩK . Hence DiffK(Rn) is a Lie
subgroup of Diffc(R
n) modelled on C∞K (R
n,Rn) which has
ΦK : DiffK(R
n)→ ΩK , φ 7→ φ− idRn
as a global chart. Again, ΩK can be made a Lie group isomorphic to
DiffK(R
n) using the multiplication ∗. To see that Diffc(Rn) and DiffK(Rn)
are L1-regular, we need only show that Ω and ΩK are L
1-regular.
9.3 As usual for tangent bundles of open subsets of locally convex spaces,
we have31
TΩ = Ω× C∞c (Rn,Rn) and TΩK = ΩK × C∞K (Rn,Rn).
31Thus, we are using the addition of the locally convex space to trivialize the tangent
bundle, not left or right multiplication in the Lie group (Ω, ∗).
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For fixed η ∈ Ω, right translation with η is the map
ρη : Ω→ Ω, γ 7→ η + γ ◦ (idRn +η)
which is the restriction of the affine linear map C∞c (R,R
n) → C∞c (Rn,Rn)
given by the same formula, which is continuous (see [26]). Hence
dρη(γ, γ1) = γ1 ◦ (idRn +η) for all (γ, γ1) ∈ Ω× C∞c (Rn,Rn).
We identify the Lie algebra L(Ω) = T0Ω = {0}×C∞c (Rn,Rn) with C∞c (Rn,Rn).
Let us calculate the product of (γ, γ1) ∈ TΩ and η ∈ Ω (identified with
0η ∈ TηΩ) in the tangent group TΩ. We have
(γ, γ1) · η = Tρη(γ, γ1) = (γ ∗ η, γ1 ◦ (idRn +η)).
Likewise for ΩK .
9.4 Given γ ∈ L1([0, 1], C∞c (Rn,Rn)), we want to find a continuous function
η : [0, 1]→ Ω which is a Carathe´odory solution to
(η(t), η′(t)) = (0, γ(t)) · η(t) = (η(t), γ(t) ◦ (idRn +η(t)) (t ∈ [0, 1])
in TΩ = Ω × C∞c (Rn,Rn) with η(0) = 0. As a differential equation in a
locally convex space, this requires
η′(t) = γ(t) ◦ (idRn +η(t))
and hence that
η(t) =
∫ t
0
γ(s) ◦ (idRn +η(s)) ds for all t ∈ [0, 1] (64)
in C∞c (R
n,Rn). We shall see that, as a function of s, the integrand in (64) is
an element of L1([0, 1], C∞c (Rn,Rn)) for each η ∈ C([0, 1],Ω) (Lemma 9.7);
thus validity of (64) implies that η ∈ ACL1([0, 1],Ω) and η = Evolr([γ]).
9.5 Likewise, if γ ∈ L1([0, 1], C∞K (Rn,Rn)), we wish to find a continuous
map η : [0, 1] → ΩK such that (64) holds. Then η ∈ ACL1([0, 1],ΩK) (see
Lemma 9.7) and η = Evolr([γ]).
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In 9.5, we need to make sure that the integrand of (64) is an element of
L1([0, 1], C∞K (Rn,Rn)) as a function of s. Moreover, in both 9.4 and 9.5, the
smooth dependence of Evolr([γ]) on [γ] remains to be shown. To enable these
tasks, we now provide several preparatory lemmas devoted to measurability
and differentiability properties in related situations. The point evaluation
evx : C
∞
c (R
n,Rn) → Rn, f 7→ f(x) is continuous linear for each x ∈ Rn,
and these point evaluations separate points on C∞c (R
n,Rn). Hence, if the
integrand in (64) is an element of L1([0, 1], C∞c (Rn,Rn)), then (64) holds if
and only if the continuous functions ηx := evx ◦η : [0, 1]→ Rn satisfy
ηx(t) =
∫ t
0
γ(s)(x+ ηx(s)) ds for all t ∈ [0, 1],
for all x ∈ Rn. Setting ζx(t) := x+ ηx(t), the latter is equivalent to
ζx(t) = x+
∫ t
0
γ(s)(ζx(s)) ds for all t ∈ [0, 1], (65)
meaning that ζx : [0, 1]→ Rn is a Carathe´odory solution to
ζ ′x(t) = γ(t)(ζx(t)), ζx(0) = x.
Our strategy is to discuss the solutions to (65), and their dependence on
(γ, x).
9.6 By the preceding, if η : [0, 1]→ Ω is continuous and the integrand of (64)
is an element of L1([0, 1], C∞c (Rn,Rn)), then the validity of (65) for all x ∈ Rn
implies the validity of (64). Likewise, if η : [0, 1]→ ΩK is continuous and the
integrand of (64) is in L1([0, 1], C∞K (Rn,Rn)), then the validity of (65) for all
x ∈ Rn implies the validity of (64).
Lemma 9.7 If γ ∈ L1([0, 1], C∞c (Rn,Rn)) and η ∈ C([0, 1], C∞c (Rn,Rn)),
then
(s 7→ γ(s) ◦ (idRn +η(s))) ∈ L1([0, 1], C∞c (Rn,Rn)).
If γ ∈ L1([0, 1], C∞K (Rn,Rn)) and η ∈ C([0, 1], C∞K (Rn,Rn)), then
(s 7→ γ(s) ◦ (idRn +η(s))) ∈ L1([0, 1], C∞K (Rn,Rn)).
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Proof. The map
f : C∞c (R
n,Rn)× C∞c (Rn,Rn)→ C∞c (Rn,Rn), f(σ, τ) := τ ◦ (idRn +σ)
is smooth (see [26]), and f(σ, •) is linear for each σ ∈ C∞c (Rn,Rn). Hence,
by Lemma 2.1 (b),
f ◦ (η, γ) ∈ L1([0, 1], C∞c (Rn,Rn))
for all γ ∈ C([0, 1], C∞c (Rn,Rn)) and η ∈ L1([0, 1], C∞c (Rn,Rn)), where
(f ◦ (η, γ))(s) = f(η(s), γ(s)) = γ(s) ◦ (idRn +η(s)).
Given a compact set K ⊆ Rn, the map f restricts to a smooth map
fK : C
∞
K (R
n,Rn)× C∞K (Rn,Rn)→ C∞K (Rn,Rn), (σ, τ) 7→ τ ◦ (idRn +σ),
and again Lemma 2.1 (b) can be applied. ✷
L1-regularity of DiffK(R
n)
Lemma 9.8 LetK ⊆ Rn be compact, m ∈ N0 and γ ∈ L1([0, 1], C∞K (Rn,Rm)).
Then
γ̂ : [0, 1]× Rn → Rm, γ̂(t, x) := γ(t)(x)
is measurable. For any measurable function ζ : [0, 1]→ Rn, define a function
(γ̂)∗(ζ) : [0, 1]→ Rm
via (γ̂)∗(ζ)(t) := γ̂(t, ζ(t)) = γ(t)(ζ(t)). Then (γ̂)∗(ζ) ∈ L1([0, 1],Rm).
Proof. Since Rn is second countable, the Borel σ-algebra B(C∞K (Rn,Rm)×
Rn) coincides with the product σ-algebra B(C∞K (Rn,Rm))⊗B(Rn) (see 1.6 (f)).
Therefore the map
γ × idRn : [0, 1]× Rn → C∞K (Rn,Rm)× Rn, (t, x) 7→ (γ(t), x)
is Borel measurable. The evaluation map
ε : C∞K (R
n,Rm)× Rn → Rm, ε(f, x) := f(x)
is C∞ (see, e.g., [25] or [38]), hence continuous and hence measurable. Thus
γ̂ = ε◦(γ×idRn) is measurable. As (id[0,1], ζ) : [0, 1]→ [0, 1]×Rn, t 7→ (t, ζ(t))
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is measurable, also the composition (γ̂)∗(ζ) = γ̂ ◦ (id[0,1], ζ) is measurable.
On Rm, we use the maximum-norm ‖.‖∞, giving rise to a continuous norm
q := ‖.‖L∞,‖.‖∞ on C∞K (Rn,Rm) ⊆ L∞(Rn,Rm), which in turn gives rise to a
continuous seminorm ‖.‖L1,q on L1([0, 1], C∞K (Rn,Rm)). Now
‖(γ̂)∗(ζ)(t)‖∞ = ‖γ(t)(ζ(t))‖∞ ≤ ‖γ(t)‖L∞,‖.‖∞ = q(γ(t)), (66)
whence
∫ 1
0
‖(γ̂)∗(ζ)(t)‖∞ dt ≤
∫ 1
0
q(γ(t)) dt = ‖γ‖L1,q <∞ and hence (γ̂)∗(ζ) ∈
L1([0, 1],Rm), with ‖(γ̂)∗(ζ)‖L1,‖.‖∞ ≤ ‖γ‖L1,q. ✷
With notation as in the preceding lemma, we have:
Lemma 9.9 For each m ∈ N and each compact subset K ⊆ Rn, the map
Φm : L
1([0, 1], C∞K (R
n,Rm))× C([0, 1],Rn)→ L1([0, 1],Rm),
Φm([γ], ζ) := [(γ̂)∗(ζ)], is smooth.
Proof. Since Φm(γ, ζ) is linear in γ, it suffices to show that Φm is C
0,∞ (see
1.56 (b) and (a)). We show by induction that Φm is C
0,k for each k ∈ N0.
Let k = 0 first; we have to show that Φm is continuous. From the preceding
proof, we know that
‖Φm(γ, ζ)‖L1,‖.‖∞ ≤ ‖γ‖L1,q
with q := ‖.‖L∞,‖.‖∞ . Consider the map D : C∞K (Rn,Rm) → C∞K (Rn,Rm×n)
such that D(f)(x) := f ′(x) ∈ L(Rn,Rm) ∼= Rm×n is the Jacobi matrix of
f at x. Then D is continuous linear, entailing that p := ‖.‖L∞,‖.‖op ◦ D
is a continuous seminorm on C∞K (R
n,Rm). Thus p(f) = supx∈Rn ‖f ′(x)‖op
for f ∈ C∞K (Rn,Rm). Let γ˜ ∈ L1([0, 1], C∞K (Rn,Rm)) and γ := [γ˜] ∈
L1([0, 1], C∞K (R
n,Rm)). We have for all η, η1 ∈ C([0, 1],Rn) and t ∈ [0, 1]
γ˜(t)(η(t))− γ˜(t)(η1(t)) =
∫ 1
0
(D(γ˜(t))(η1(t)+ s(η(t)−η1(t))).(η(t)−η1(t)) ds
(67)
and thus
‖γ˜(t)(η(t))− γ˜(t)(η1(t))‖∞
≤
∫ 1
0
‖(D(γ˜(t))(η1(t) + s(η(t)− η1(t))).(η(t)− η1(t))‖∞ ds
≤ ‖D(γ˜(t))‖L∞,‖.‖op‖η − η1‖L∞,‖.‖∞
= p(γ˜(t))‖η − η1‖L∞,‖.‖∞ . (68)
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Integrating over t, we deduce that
‖Φm(γ)(η)− Φm(γ)(η1)‖L1,‖.‖∞ ≤ ‖γ‖L1,p‖η − η1‖L∞,‖.‖∞ .
As a consequence,
‖Φm(γ, ζ)− Φm(γ1, ζ1)‖L1,‖.‖∞
≤ ‖Φm(γ, ζ)− Φm(γ, ζ1)‖L1,‖.‖∞ + ‖Φm(γ, ζ1)− Φm(γ1, ζ1)‖L1,‖.‖∞
≤ ‖γ‖L1,p‖η − η1‖L∞,‖.‖∞ + ‖γ − γ1‖L1,q
for all γ1 ∈ L1([0, 1], C∞K (Rn,Rm)) and γ, η, η1 as before, which can be made
arbitrarily small for γ1 close to γ and η1 close to η. Thus Φm is continuous
at each (γ, η) and thus Φm is continuous.
Let k ∈ N now and assume that Φm is C0,k−1 for each m ∈ N. Let
γ = [γ˜] ∈ L1([0, 1], C∞K (Rn,Rm)) with γ˜ ∈ L1([0, 1], C∞K (Rn,Rm)) and η, η1 ∈
C([0, 1],Rn). To calculate d2Φm(γ, η; η1), we consider the corresponding di-
rectional difference quotients first. For t ∈ [0, 1] and τ ∈ R \ {0}, we have
γ˜(t)(η(t) + τη1(t))− γ˜(t)(η(t))
τ
=
∫ 1
0
(D(γ˜(t))(η(t) + sτη1(t)).η1(t) ds (69)
by (67). The map
α : L1([0, 1],Rm×n)→ L1([0, 1],Rm), α([f ]) := [s 7→ f(s)η1(s)]
for f ∈ L1([0, 1],Rm×n), s ∈ [0, 1] (given pointwise by multiplication of ma-
trices and vectors) is linear and continuous, with ‖α‖op ≤ ‖η1‖L∞,‖.‖∞ . We
abbreviate γ¯ := D ◦ γ˜ and identify Rm×n with Rmn. Then the mapping
h : R× [0, 1]→ L1([0, 1],Rm),
h(τ, s) := α([(̂¯γ)∗(η + sτη1)]) = α(Φmn([γ¯], η + sτη1))
is continuous, by induction, and we record that
h(0, s) = α(Φmn([γ¯], η)) = Φmn([γ¯], η)η1
is independent of s ∈ [0, 1]. Now the theorem on parameter-dependent inte-
grals (see 1.18) shows that
g : R→ L1([0, 1],Rm), g(τ) :=
∫ 1
0
h(τ, s) ds
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is continuous. We claim that
g(τ) =
Φm(γ, η + τη1)− Φm(γ, η)
τ
for all τ ∈ R \ {0}.
If this is true, then the continuity of g implies that the limit as τ → 0 exists;
we have
d2Φm(γ, η; η1) = lim
τ→0
Φm(γ, η + τη1)− Φm(γ, η)
τ
= lim
τ→0
g(τ) = g(0) =
∫ 1
0
h(0, s) ds = Φmn([γ¯], η)η1.
The map
β : L1([0, 1],Rm×n)×C([0, 1],Rn)→ L1([0, 1],Rm), β([f ], g) := [t 7→ f(t)g(t)]
given by pointwise multiplication of matrices and vectors is continuous bilin-
ear with ‖β‖op ≤ 1, and hence smooth. By the preceding, we have
d2Φm(γ, η; η1) = β(Φmn([γ¯], η), η1). (70)
The map
L1([0, 1], D) : L1([0, 1], C∞K (R
n,Rm))→ L1([0, 1], C∞K (Rn,Rm×n))
sending γ = [γ˜] to [γ¯] = [D ◦ γ˜] is continuous linear. The map Φmn is
C0,k−1 by induction. Hence also (γ, η) 7→ Φmn([γ¯], η) is C0,k−1 (see 1.56 (c)).
Looking at the right hand side of (70), we deduce with 1.56 (d) that d2Φm is
C0,k−1,∞ as a function of (γ, η, η1) and hence (by 1.56 (e)) C
0,k−1 as a function
of (γ, (η, η1)). Hence Φm is C
0,k, by 1.56 (f).
To prove the claim made above, we consider the continuous linear functionals
Iλ,θ : L
1([0, 1],Rm)→ R, Iλ,θ([f ]) :=
∫ 1
0
λ(f(t))θ(t) dt
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for θ ∈ L∞([0, 1],R) and λ in the dual space (Rm)′. Then
Iλ,θ(g(τ)) =
∫ 1
0
Iλ,θ(h(τ, s)) ds
=
∫ 1
0
∫ 1
0
λ
(
D(γ˜(t))(η(t) + sτη1(t))η1(t)
)
θ(t) dt ds
=
∫ 1
0
λ
(∫ 1
0
D(γ˜(t))(η(t) + sτη1(t))η1(t) ds
)
θ(t) dt
=
∫ 1
0
λ
(
γ˜(t)(η(t) + τη1(t))− γ˜(t)(η(t))
τ
)
θ(t) dt
= Iλ,θ
(
Φn(γ, η + τη1)− Φn(γ, η)
τ
)
,
using (69) for the penultimate equality and Fubini’s Theorem for the third
equality (justified by Lemma 9.10). As the Iλ,θ separate points on L
1([0, 1],Rm),
the claim is established. ✷
We hasten to check that the hypotheses of Fubini’s Theorem were satisfied
in the preceding situation.
Lemma 9.10 The function f : [0, 1]2 → R,
(t, s) 7→ λ(D(γ˜(t))(η(t) + sτη1(t))η1(t))θ(t)
is in L1([0, 1]2,R) with respect to Lebesgue-Borel measure on [0, 1]2.
Proof. To see that f is measurable, write γ˜(t) = (γ˜1(t), . . . , γ˜m(t)) (iden-
tifying C∞K (R
n,Rm) with C∞K (R
n,R)m). Then t 7→ ∂γ˜i(t)
∂xj
is an element of
L1([0, 1], C∞K (Rn,R)) for each j ∈ {1, . . . , n}. Write η1 = (η1,1, . . . , η1,n)
with continuous functions η1,j : [0, 1] → R for j ∈ {1, . . . , n}. There are
λ1, . . . , λm ∈ R such that λ(x1, . . . , xm) = λ1x1+ · · ·+λmxm. The evaluation
map
ε : C([0, 1],Rn)× [0, 1]→ Rn, (κ, t) 7→ κ(t)
is continuous and hence measurable. The map [0, 1]2 → C([0, 1],Rn)× [0, 1],
(s, t) 7→ (η + sτη1, t) is continuous and hence measurable. Now the formula
f(t, s) =
m∑
i=1
n∑
j=1
λi
∂γ˜i(t)
∂xj
(ε(η + sτη1, t))η1,j(t)θ(t)
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shows that f is measurable, being a sum of products of measurable real-
valued functions. Using Fubini’s theorem for non-negative measurable func-
tions on [0, 1]2, we find that∫
[0,1]2
|f(t, s)| dλ2(t, s)
=
∫ 1
0
∫ 1
0
|f(t, s)| ds dt
≤ ‖θ‖L∞
m∑
i=1
n∑
j=1
‖η1,j‖L∞|λi|
∫ 1
0
∫ 1
0
∣∣∣∣∂γ˜i(t)∂xj (ε(η + sτη1, t))
∣∣∣∣︸ ︷︷ ︸
≤‖
∂γ˜i(t)
∂xj
‖L∞
ds dt
≤
∫ 1
0
∥∥∥∥ ∂γ˜i∂xj
∥∥∥∥
L∞
dt = ‖∂/∂xj ◦ γ˜i‖L1,p <∞
with p := ‖.‖L∞ := ‖.‖L∞,|.|. ✷
9.11 Consider D : C∞K (R
n,Rn)→ C∞K (Rn,Rn×n), f 7→ f ′ and the continuous
seminorm p := ‖.‖L∞,‖.‖op ◦D on C∞K (Rn,Rn); thus p(f) = supx∈Rn ‖f ′(x)‖op
for f ∈ C∞K (Rn,Rn). Fix L ∈ ]0, 1[. Then
QK := {[γ] ∈ L1([0, 1], C∞K (Rn,Rn)) : ‖γ‖L1,p < L}
is an open 0-neighbourhood in L1([0, 1], C∞K (R
n,Rn)).
We define a map ΨK : QK × Rn × C([0, 1],Rn)→ C([0, 1],Rn) via
ΨK([γ], x, κ)(t) := x+
∫ t
0
γ(s)(κ(s)) ds
for [γ] ∈ QK with γ ∈ L1([0, 1], C∞K (R,Rn)), x ∈ Rn, κ ∈ C([0, 1],Rn) and
t ∈ [0, 1].
Lemma 9.12 The map ΨK : QK × Rn × C([0, 1],Rn) → C([0, 1],Rn) is
smooth and defines a uniform family of contractions in the final variable,
in the sense that
Lip(ΨK([γ], x, •)) ≤ L
for all [γ] ∈ QK and x ∈ Rn.
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Proof. For x ∈ Rn let cx : [0, 1] → Rn be the constant function t 7→ x.
The map Rn → C([0, 1],Rn), x 7→ cx is continuous linear and hence smooth.
Moreover, the operator
J : L1([0, 1],Rn)→ C([0, 1],Rn)
determined by J([f ])(t) :=
∫ t
0
f(s) ds is continuous and linear and hence
smooth. Now the formula
ΨK([γ], x, κ) = cx + J(Φn([γ], κ))
(with the smooth map Φn from Lemma 9.9) shows that ΨK is smooth. Given
η, η1 ∈ C([0, 1],Rn), we deduce from (68) that
‖ΨK([γ], x, η)−ΨK([γ], x, η1)‖∞ = sup
t∈[0,1]
∥∥∥∥∫ t
0
γ(s)(η(s))− γ(s)(η1(s)) ds
∥∥∥∥
∞
≤ sup
t∈[0,1]
∫ t
0
‖γ(s)(η(s))− γ(s)(η1(s))‖∞︸ ︷︷ ︸
≤p(γ(t))‖η−η1‖L∞
ds
≤ ‖γ‖L1,p‖η − η1‖L∞ ≤ L‖η − η1‖L∞
with p as in 9.11. This ends the proof. ✷
For each ([γ], x) ∈ QK × Rn, the contraction
ΨK([γ], x, •) : C([0, 1],R
n)→ C([0, 1],Rn)
of the Banach space C([0, 1],Rn) has a unique fixed point ζ[γ],x ∈ C([0, 1],Rn),
by Banach’s Contraction Principle; thus
ΨK([γ], x, ζ[γ],x) = ζ[γ],x. (71)
Since ΨK is smooth, Lemma 6.2 shows that also the map
QK × Rn → C([0, 1],Rn), ([γ], x) 7→ ζ[γ],x
is smooth. Define FK([γ])(t)(x) := ζ[γ],x(t) for [γ] ∈ QK , x ∈ Rn and t ∈ [0, 1].
Using the exponential laws from [2], we deduce:
(a) FK([γ])(t) ∈ C∞(Rn,Rn) for all [γ] ∈ QK and t ∈ [0, 1];
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(b) FK([γ]) ∈ C([0, 1], C∞(Rn,Rn)) for all [γ] ∈ QK ;
(c) FK : QK → C([0, 1], C∞(Rn,Rn)) is smooth.
As a consequence, also the map
EK : QK → C([0, 1], C∞(Rn,Rn)), [γ] 7→ FK([γ])− I
is smooth, where I : [0, 1] → C∞(Rn,Rn) is the constant function t 7→ idRn .
If x ∈ Rn\K, then ζ[γ],x is the fixed point of the map ΨK([γ], x, •) determined
by
ΨK([γ], x, κ)(t) = x+
∫ t
0
γ(s)(κ(s)) ds.
Since γ(s)(x) = 0 for each s ∈ [0, 1], also the constant map cx is a fixed point
and thus ζ[γ],x = cx by uniqueness of the latter. As a consequence,
EK([γ])(t) ∈ C∞K (Rn,Rn)
for each t ∈ [0, 1] and thus EK can be considered as a smooth map
EK : QK → C([0, 1], C∞K (Rn,Rn)).
Since EK(0) = E∅(0) = 0 and EK is continuous, there is an open 0-neighbour-
hood PK ⊆ QK such that
EK(PK) ⊆ ΩK .
For each [γ] ∈ PK , we have η := EK([γ]) ∈ C([0, 1],ΩK) and ζx(t) := x +
γ(t)(x) = FK([γ])(t)(x) = ζ[γ],x satisfies (65) by (71). Hence η : [0, 1] → ΩK
satisfies (64) by the discussion in (9.4) and thus η = EvolΩK([γ]). We now
deduce from Proposition 5.25 and Lemma 5.26 that (ΩK , ∗) (and hence also
DiffK(R
n)) is L1-regular.
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L1-regularity of Diff(S1)
In the Fre´chet space
C∞2π(R,R) := {γ ∈ C∞(R,R) : (∀x ∈ R) γ(x+ 2π) = γ(x)},
the set
Ω2π := {γ ∈ C∞2π(R,R) : (∀x ∈ [0, 2π]) γ′(x) > −1}
is open and convex (hence simply connected). It is a well-known fact the
Ω2π is the universal covering group of the identity component Diff(S1)0 of
Diff(S1), with the group multiplication
Ω2π × Ω2π → Ω2π, (γ, η) 7→ η + γ ◦ (idR+η)
(see, e.g., [38]). The universal covering map takes γ ∈ Ω2π to φγ ∈ Diff(S1)0,
φγ(e
it) := eiγ(t)eit = ei(t+γ(t)) for all t ∈ R.
Setting n = 1 and replacing ΩK with Ω2π and C
∞
K (R
n,Rm) with C∞2π(R,R
m)
in the preceding discussion of DiffK(R
n) ∼= ΩK , we see that Ω2π (and hence
Diff(S1)) is L
1-regular.
L1-regularity of Diffc(R
n)
Lemma 9.13 Let U ⊆ Rn be an open set and V ⊆ U be an open, convex sub-
set with compact closure V ⊆ U . Let m ∈ N0 and γ ∈ L1([0, 1], C∞(U,Rm)).
Then the map
γ̂ : [0, 1]× U → Rm, γ̂(t, x) := γ(t)(x)
is measurable. For any measurable function ζ : [0, 1]→ V , define a function
(γ̂)∗(ζ) : [0, 1]→ Rm
via (γ̂)∗(ζ)(t) := γ̂(t, ζ(t)) = γ(t)(ζ(t)). Then (γ̂)∗(ζ) ∈ L1([0, 1],Rm).
Proof. Since U is second countable, the Borel σ-algebra B(C∞(U,Rm)×U)
coincides with the product σ-algebra B(C∞(U,Rm)) ⊗ B(U) (see 1.6 (f)).
Therefore the map
γ × idU : [0, 1]× U → C∞(U,Rm)× U, (t, x) 7→ (γ(t), x)
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is Borel measurable. The evaluation map
ε : C∞(U,Rm)× U → Rm, ε(f, x) := f(x)
is C∞ (see, e.g., [25] or [38]), hence continuous and hence measurable. Thus
γ̂ = ε◦(γ× idRn) is measurable. As (id[0,1], ζ) : [0, 1]→ [0, 1]×U , t 7→ (t, ζ(t))
is measurable, also the composition (γ̂)∗(ζ) = γ̂◦(id[0,1], ζ) is measurable. On
Rm, we use the maximum-norm ‖.‖∞, giving rise to a continuous norm q :=
‖.‖V ,‖.‖∞ on C∞(U,Rm), which in turn gives rise to a continuous seminorm
‖.‖L1,q on L1([0, 1], C∞( U,Rm)). Now
‖(γ̂)∗(ζ)(t)‖∞ = ‖γ(t)(ζ(t))‖∞ ≤ ‖γ(t)‖V ,‖.‖∞ = q(γ(t)), (72)
whence
∫ 1
0
‖(γ̂)∗(ζ)(t)‖∞ dt ≤
∫ 1
0
q(γ(t)) dt = ‖γ‖L1,q <∞ and hence (γ̂)∗(ζ) ∈
L1([0, 1],Rm), with ‖(γ̂)∗(ζ)‖L1,‖.‖∞ ≤ ‖γ‖L1,q. ✷
With notation as in the preceding lemma, we have:
Lemma 9.14 For each m ∈ N, the map
Φm : L
1([0, 1], C∞(U,Rm))× C([0, 1], V )→ L1([0, 1],Rm),
Φm([γ], ζ) := [(γ̂)∗(ζ)], is smooth.
Proof. Since Φm(γ, ζ) is linear in γ, it suffices to show that Φm is C
0,∞ (see
1.56 (b) and (a)). We show by induction that Φm is C
0,k for each k ∈ N0.
Let k = 0 first; we have to show that Φm is continuous. From the preceding
proof, we know that
‖Φm(γ, ζ)‖L1,‖.‖∞ ≤ ‖γ‖L1,q
with q := ‖.‖V ,‖.‖∞ . Consider the map D : C∞(U,Rm)→ C∞(U,Rm×n) such
that D(f)(x) := f ′(x) ∈ L(Rn,Rm) ∼= Rm×n is the Jacobi matrix of f at x.
Then D is continuous linear, entailing that p := ‖.‖V ,‖.‖op ◦D is a continuous
seminorm on C∞(U,Rm). Thus p(f) = supx∈V ‖f ′(x)‖op for f ∈ C∞(U,Rm).
Let γ˜ ∈ L1([0, 1], C∞(U,Rm)) and γ := [γ˜] ∈ L1([0, 1], C∞(U,Rm)). We have
for all η, η1 ∈ C([0, 1], V ) and t ∈ [0, 1]
γ˜(t)(η(t))− γ˜(t)(η1(t)) =
∫ 1
0
(D(γ˜(t))(η1(t)+ s(η(t)−η1(t))).(η(t)−η1(t)) ds
(73)
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and thus
‖γ˜(t)(η(t))− γ˜(t)(η1(t))‖∞
≤
∫ 1
0
‖(D(γ˜(t))(η1(t) + s(η(t)− η1(t))).(η(t)− η1(t))‖∞ ds
≤ ‖D(γ˜(t))‖V ,‖.‖op‖η − η1‖L∞,‖.‖∞
= p(γ˜(t))‖η − η1‖L∞,‖.‖∞ . (74)
Integrating over t, we deduce that
‖Φm(γ)(η)− Φm(γ)(η1)‖L1,‖.‖∞ ≤ ‖γ‖L1,p‖η − η1‖L∞,‖.‖∞ .
As a consequence,
‖Φm(γ, ζ)− Φm(γ1, ζ1)‖L1,‖.‖∞
≤ ‖Φm(γ, ζ)− Φm(γ, ζ1)‖L1,‖.‖∞ + ‖Φm(γ, ζ1)− Φm(γ1, ζ1)‖L1,‖.‖∞
≤ ‖γ‖L1,p‖η − η1‖L∞,‖.‖∞ + ‖γ − γ1‖L1,q
for all γ1 ∈ L1([0, 1], C∞(U,Rm)) and γ, η, η1 as before, which can be made
arbitrarily small for γ1 close to γ and η1 close to η. Thus Φm is continuous
at each (γ, η) and thus Φm is continuous.
Let k ∈ N now and assume that Φm is C0,k−1 for each m ∈ N. Let γ = [γ˜] ∈
L1([0, 1], C∞(U,Rm)) with γ˜ ∈ L1([0, 1], C∞(U,Rm)); let η ∈ C([0, 1], V ) and
η1 ∈ C([0, 1],Rn). Since η([0, 1]) is a compact subset of the open set V and
η1([0, 1]) is compact, there is δ > 0 such that
η(t) + rη1(t) ∈ V for all r ∈ [−δ, δ] and t ∈ [0, 1]|.
To calculate d2Φm(γ, η; η1), we consider the corresponding directional differ-
ence quotients first. For t ∈ [0, 1] and τ ∈ ]−δ, δ[ \{0}, we have
γ˜(t)(η(t) + τη1(t))− γ˜(t)(η(t))
τ
=
∫ 1
0
(D(γ˜(t))(η(t) + sτη1(t)).η1(t) ds (75)
by (73). The map
α : L1([0, 1],Rm×n)→ L1([0, 1],Rm), α([f ]) := [s 7→ f(s)η1(s)]
for f ∈ L1([0, 1],Rm×n), s ∈ [0, 1] (given pointwise by multiplication of ma-
trices and vectors) is linear and continuous, with ‖α‖op ≤ ‖η1‖L∞,‖.‖∞ . We
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abbreviate γ¯ := D ◦ γ˜ and identify Rm×n with Rmn. Then the mapping
h : R× [0, 1]→ L1([0, 1],Rm),
h(τ, s) := α([(̂¯γ)∗(η + sτη1)]) = α(Φmn([γ¯], η + sτη1))
is continuous, by induction, and we record that
h(0, s) = α(Φmn([γ¯], η)) = Φmn([γ¯], η)η1
is independent of s ∈ [0, 1]. Now the theorem on parameter-dependent inte-
grals (see 1.18) shows that
g : ]−δ, δ[→ L1([0, 1],Rm), g(τ) :=
∫ 1
0
h(τ, s) ds
is continuous. Then
g(τ) =
Φm(γ, η + τη1)− Φm(γ, η)
τ
for all τ ∈ ]−δ, δ[ \{0};
this can be shown as in the proof of Lemma 9.9 (using the next lemma). Now
the continuity of g implies that the limit as τ → 0 exists; we have
d2Φm(γ, η; η1) = lim
τ→0
Φm(γ, η + τη1)− Φm(γ, η)
τ
= lim
τ→0
g(τ) = g(0) =
∫ 1
0
h(0, s) ds = Φmn([γ¯], η)η1.
The map
β : L1([0, 1],Rm×n)×C([0, 1],Rn)→ L1([0, 1],Rm), β([f ], g) := [t 7→ f(t)g(t)]
given by pointwise multiplication of matrices and vectors is continuous bilin-
ear with ‖β‖op ≤ 1, and hence smooth. By the preceding, we have
d2Φm(γ, η; η1) = β(Φmn([γ¯], η), η1). (76)
The map
L1([0, 1], D) : L1([0, 1], C∞(U,Rm))→ L1([0, 1], C∞(U,Rm×n))
sending γ = [γ˜] to [γ¯] = [D ◦ γ˜] is continuous linear. The map Φmn is
C0,k−1 by induction. Hence also (γ, η) 7→ Φmn([γ¯], η) is C0,k−1 (see 1.56 (c)).
Looking at the right hand side of (70), we deduce with 1.56 (d) that d2Φm is
C0,k−1,∞ as a function of (γ, η, η1) and hence (by 1.56 (e)) C
0,k−1 as a function
of (γ, (η, η1)). Hence Φm is C
0,k, by 1.56 (f). ✷
The following analogue of Lemma 9.10 was used.
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Lemma 9.15 The function f : [0, 1]2 → R,
(t, s) 7→ λ(D(γ˜(t))(η(t) + sτη1(t))η1(t))θ(t)
is in L1([0, 1]2,R) with respect to Lebesgue-Borel measure on [0, 1]2.
Proof. To see that f is measurable, write γ˜(t) = (γ˜1(t), . . . , γ˜m(t)) (iden-
tifying C∞(U,Rm) with C∞(U,R)m). Then t 7→ ∂γ˜i(t)
∂xj
is an element of
L1([0, 1], C∞(U,R)) for each j ∈ {1, . . . , n}. Write η1 = (η1,1, . . . , η1,n)
with continuous functions η1,j : [0, 1] → R for j ∈ {1, . . . , n}. There are
λ1, . . . , λm ∈ R such that λ(x1, . . . , xm) = λ1x1+ · · ·+λmxm. The evaluation
map
ε : C([0, 1],Rn)× [0, 1]→ Rn, (κ, t) 7→ κ(t)
is continuous and hence measurable. The map [0, 1]2 → C([0, 1],Rn)× [0, 1],
(s, t) 7→ (η + sτη1, t) is continuous and hence measurable. Now the formula
f(t, s) =
m∑
i=1
n∑
j=1
λi
∂γ˜i(t)
∂xj
(ε(η + sτη1, t))η1,j(t)θ(t)
shows that f is measurable, being a sum of products of measurable real-
valued functions. Using Fubini’s theorem for non-negative measurable func-
tions on [0, 1]2, we find that∫
[0,1]2
|f(t, s)| dλ2(t, s)
=
∫ 1
0
∫ 1
0
|f(t, s)| ds dt
≤ ‖θ‖L∞
m∑
i=1
n∑
j=1
‖η1,j‖L∞|λi|
∫ 1
0
∫ 1
0
∣∣∣∣∂γ˜i(t)∂xj (ε(η + sτη1, t))
∣∣∣∣︸ ︷︷ ︸
≤‖
∂γ˜i(t)
∂xj
‖V ,|.|
ds dt
≤
∫ 1
0
∥∥∥∥ ∂γ˜i∂xj
∥∥∥∥
V ,|.|
dt = ‖∂/∂xj ◦ γ˜i‖L1,p <∞
with p := ‖.‖V ,|.|. ✷
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9.16 For z ∈ Zn and r > 0, let Br(z) ⊆ Rn be the ball with respect to
‖.‖∞. For z ∈ Zn, the balls B1(z) form a locally finite open cover of Rn by
relatively compact open sets B1(z); likewise for B3(z). Hence
ρ1 : C
∞
c (R
n,Rn)→
⊕
z∈Zn
C∞(B1(0),R
n), γ 7→ (f |B1(z))z∈Zn
and the corresponding maps
ρ3 : C
∞
c (R
n,Rn)→
⊕
z∈Zn
C∞(B3(0),R
n)
and ρ4 : C
∞
c (R
n,Rn) →⊕z∈Zn C∞(B4(0),Rn) are linear topological embed-
dings with closed (and complemented) image (see, e.g., [25]). Explicitly,
im(ρ1) is the set of all {(γz)z∈Zn ∈
⊕
z∈Zn C
∞(B1(z),R
n) such that
(∀z, w ∈ Zn)(∀x ∈ B1(z) ∩B1(w)) γz(x) = γw(x). (77)
As a consequence, also the maps
R3 := L
1([0, 1], ρ3) : L
1([0, 1], C∞c (R
n,Rn))→ L1
(
[0, 1],
⊕
z∈Zn
C∞(B3(z),R
n)
)
∼=
⊕
z∈Zn
L1([0, 1], C∞(B3(z),R
n)), (78)
R4 := L
1([0, 1], ρ4) : L
1([0, 1], C∞c (R
n,Rn))→⊕z∈Zn L1([0, 1], C∞(B4(z),Rn))
and
R1 := C([0, 1], ρ1) : C([0, 1], C
∞
c (R
n,Rn))→ C
(
[0, 1],
⊕
z∈Zn
C∞(B1(z),R
n)
)
∼=
⊕
z∈Zn
C([0, 1], C∞(B1(z),R
n)) (79)
are linear topological embeddings with closed image (where we use Mujica’s
Theorem and its analogue for Lebesgue spaces discussed above to rewrite the
spaces as direct sums).
Since ρ1 is a topological embedding and ρ1(0) = 0, there exist open 0-
neighbourhoods Wz ⊆ C∞(B1(z),Rn) such that
(ρ1)
−1
(⊕
z∈Zn
Wn
)
⊆ Ω. (80)
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9.17 Consider the continuous seminorm pz := ‖.‖B2(z),‖.‖op ◦D+ ‖.‖B2(z),‖.‖∞
on C∞(B3(z),R
n), where D : C∞(B3(z),R
n) → C∞(B3(z),Rn×n), f 7→ f ′;
thus
pz(f) = sup
x∈B2(z)
(‖f ′(x)‖op + ‖f(x)‖∞) for f ∈ C∞(B3(z),Rn).
Fix L ∈ ]0, 1[. Then
Qz := {γ ∈ L1([0, 1], C∞(B3(0),Rn)) : ‖γ‖L1,pz < L}
is an open 0-neighbourhood in L1([0, 1], C∞(B3(z),R
n)). We define a map
Ψz : Qz × B1(z)× C([0, 1], B2(z))→ C([0, 1], B2(z)) via
Ψz([γ], x, κ)(t) := x+
∫ t
0
γ(s)(κ(s)) ds
for [γ] ∈ Qz with γ ∈ L1([0, 1], C∞(B3(z),Rn)), x ∈ B1(z), κ ∈ C([0, 1], B2(z))
and t ∈ [0, 1].
Lemma 9.18 The map Ψz : Qz ×B1(z)×C([0, 1], B2(z))→ C([0, 1], B2(z))
is smooth and defines a uniform family of contractions in the final variable,
in the sense that
Lip(Ψz([γ], x, •)) ≤ L
for all [γ] ∈ Qz and all x ∈ B1(z).
Proof. For x ∈ Rn, let cx : [0, 1] → Rn be the constant function t 7→ x.
The map Rn → C([0, 1],Rn), x 7→ cx is continuous linear and hence smooth.
Moreover, the operator
J : L1([0, 1],Rn)→ C([0, 1],Rn)
determined by J([f ])(t) :=
∫ t
0
f(s) ds is continuous and linear and hence
smooth. Consider the mapping
Φz : L
1([0, 1], C∞(B3(z),R
m))× C([0, 1], B2(0))→ L1([0, 1],Rn),
Φz([γ], ζ) := [(γ̂)∗(ζ)], which is smooth by Lemma 9.14). Now the formula
Ψz([γ], x, κ) = cx + J(Φz([γ], κ))
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shows that Ψz is smooth. Given η, η1 ∈ C([0, 1], B2(0)), we deduce from (74)
that
‖Ψz([γ], x, η)−Ψz([γ], x, η1‖∞ = sup
t∈[0,1]
∥∥∥∥∫ t
0
γ(s)(η(s))− γ(s)(η1(s)) ds
∥∥∥∥
∞
≤ sup
t∈[0,1]
∫ t
0
‖γ(s)(η(s))− γ(s)(η1(s))‖∞︸ ︷︷ ︸
≤p(γ(t))‖η−η1‖L∞
ds
≤ ‖γ‖L1,pz‖η − η1‖L∞ ≤ L‖η − η1‖L∞
with pz as in 9.16. It only remains to observe that Ψz([γ], x, η)(t) ∈ B2(z) al-
ways since ‖ ∫ t
0
γ(s)(η(s)) ds‖∞ ≤
∫ t
0
‖γ(s)(η(s))‖∞ ds ≤
∫ t
0
‖γ(s)‖B2(z),‖.‖∞ ds
≤ ∫ t
0
‖γ(s)‖B2(z),‖.‖∞ ds ≤
∫ t
0
pz(γ(s)) ds ≤ ‖γ‖L1,pz ≤ 1. ✷
9.19 If ([γ], x) ∈ Qz × B1(z), we have x ∈ Br(z) for some r ∈ ]0, 1[ and
Ψz([γ], x, •) restricts to a contraction
C([0, 1], B1+r(z))→ C([0, 1], B1+r(z))
of the complete metric space C([0, 1], B1+r(z)) = {ζ ∈ C([0, 1],Rn) : ‖ζ‖∞ ≤
1+r}. The latter has a unique fixed point ζ[γ],x by Banach’s Contraction Prin-
ciple, which then also is the unique fixed point of the contraction Ψz([γ], x, •)
of C([0, 1], B2(0)). Thus
Ψz([γ], x, ζ[γ],x) = ζ[γ],x. (81)
Since Ψz is smooth, Lemma 6.2 shows that also the map
Qz × B1(0)→ C([0, 1], B2(0)), ([γ], x) 7→ ζ[γ],x
is smooth. Define Fz([γ])(t)(x) := ζ[γ],x(t) for [γ] ∈ Qz , x ∈ B1(0) and
t ∈ [0, 1]. Using the exponential laws from [2], we deduce:
(a) Fz([γ])(t) ∈ C∞(B1(z),Rn) for all [γ] ∈ Qz and t ∈ [0, 1];
(b) Fz([γ]) ∈ C([0, 1], C∞(B1(z),Rn)) for all [γ] ∈ Qz;
(c) Fz : Qz → C([0, 1], C∞(B1(z),Rn)) is smooth.
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9.20 As a consequence, also the map
Ez : Qz → C([0, 1], C∞(B1(z),Rn), [γ] 7→ Fz([γ])− I
is smooth, where I : [0, 1] → C∞(B1(z),Rn) is the constant function t 7→
idB1(z). If γ = 0, then ζ[γ],x is the fixed point of the map Ψz([γ], x, •) deter-
mined by
Ψz([0], x, κ)(t) = x.
Hence ζ0,x = cx. As a consequence,
Ez(0)(t) = 0
and thus Ez(0) = 0. Since Ez is continuous, there is an open 0-neighbourhood
Pz ⊆ Qz such that
Ez(Pz) ⊆Wz
(where Wz is as in (80)).
9.21 Consider D : C∞(B4(z),R
n)→ C∞(B4(z),Rn×n), f 7→ f ′ and the con-
tinuous seminorm qz := ‖.‖B3(z),‖.‖op ◦D+ ‖.‖B3(0),‖.‖∞ on C∞(B4(z),Rn) for
z ∈ Zn; thus
qz(f) = sup
x∈B3(z)
(‖f ′(x)‖op + ‖f(x)‖∞) for f ∈ C∞(B4(z),Rn).
Then
Sz := {γ ∈ L1([0, 1], C∞(B4(0),Rn)) : ‖γ‖L1,qz < L}
is an open 0-neighbourhood in L1([0, 1], C∞(B4(z),R
n)). We define a map
Θz : Sz ×B2(z)× C([0, 1], B3(z))→ C([0, 1], B3(z)) via
Θz([γ], x, κ)(t) := x+
∫ t
0
γ(s)(κ(s)) ds
for [γ] ∈ Sz with γ ∈ L1([0, 1], C∞(B4(z),Rn)), x ∈ B2(z), κ ∈ C([0, 1], B3(z))
and t ∈ [0, 1].
The following lemma can be shown like Lemma 9.18.
Lemma 9.22 For all z ∈ Zn, [γ] ∈ Sz and x ∈ B2(z), the map
Θz([γ], x, •) : C([0, 1], B3(z))→ C([0, 1], B3(z)), κ 7→ Θz([γ], x, κ)
is a contraction, with Lip(Θz([γ], x, •)) ≤ L. ✷
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9.23 Now consider the open 0-neighbourhood
U := R−13
(⊕
z∈Zn
Pz
)
∩ R−14
(⊕
z∈Zn
Sz
)
in L1([0, 1], C∞c (R
n,Rn)). Since Ez is smooth for each z ∈ Zn and Ez(0) = 0,
also the map
⊕z∈ZnEz :
⊕
z∈Zn
Qz →
⊕
z∈Zn
C([0, 1], C∞(B1(z),R
n)), (γz)z∈Zn 7→ (Ez(γz))z∈Zn
is smooth (see [24]). We claim that
(
⊕
z∈Zn
Ez)(R3([γ])) ∈ R1(C([0, 1],Ω)) (82)
for each [γ] ∈ U . If this is true, then (⊕z∈Zn Ez) ◦ R3|U is smooth also as
a map U → im(R1) (since im(R1) is a closed vector subspace and thus [5,
Lemma 10.1] applies). As a consequence, also the map
E := R−11 ◦ (
⊕
z∈Zn
Ez) ◦R3|U : U → C([0, 1], C∞c (Rn,Rn))
is smooth. Let [γ] ∈ U with γ ∈ L1([0, 1], C∞c (R,Rn)). If x ∈ Rn, we can
find w ∈ Zn such that x ∈ B1(w). Let us write h : [0, 1] → C∞(B1(w),RN)
for the w-component of
R1(E([γ])) = (
⊕
z∈Zn
Ez)(R3([γ]).
Then h = Ew([s 7→ γ(s)|B3(w)]) and
h(t) = E([γ])(t)|B1(w),
entailing that E([γ])(t)(x) = h(t)(x) = Ew([s 7→ γ(s)|B3(w)])(t) for all t ∈
[0, 1]. Thus [0, 1]→ E([γ])(t)(x) is a Carathe´odory solution to
y′(t) = γ(t)(y(t)), y(0) = x
and thus (64) is satisfied by the continuous function η := E([γ]) : [0, 1] →
Ω ⊆ C∞c (Rn,Rn). As a consequence, η = EvolrΩ([γ]) is the right evolution
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of [γ] (see 9.6). Since L1 has the subdivision property by Lemma 5.26,
we deduce with (d)⇒(c) in Proposition 5.25 that Evolr exists on all of
L1([0, 1], C∞c (R
n,Rn)). Since Evolr |U = E is smooth, (b)⇒(a) in Propo-
sition 5.25 now shows that the Lie group (Ω, ∗) (and hence also Diffc(Rn)) is
L1-regular.
9.24 To complete the proof of L1-regularity for Diffc(R
n), it only remains
to prove (82). To this end, let [γ] ∈ U with γ ∈ L1([0, 1], C∞c (Rn,Rn)). For
z ∈ Zn, define γz ∈ L1([0, 1], C∞(B3(z),Rn)) via γz(t) := γ(t)|B3(z). Define
γ˜z ∈ L1([0, 1], C∞(B4(0),Rn)) via γ˜z(t) := γ(t)|B4(z). Let z, w ∈ Zn and
x ∈ B1(z) ∩ B1(w). Let us write ζz[γz],x : [0, 1] → B2(z) for the unique fixed
point of Ψz([γz], x, •) and ζ
w
[γw],x
: [0, 1]→ B2(w) for the unique fixed point of
Ψw([γw], x, •). Thus ζ
z
[γz],x
is a Carathe´odory solution to
y′(t) = x+
∫ t
0
γ(t)|B3(z)(y(t)) dt, y(0) = x. (83)
and ζw[γw],x is a Carathe´odory solution to
y′(t) = x+
∫ t
0
γ(t)|B3(w)(y(t)) dt, y(0) = x. (84)
Since B2(z) and B2(w) are subsets of B3(z), both ζ
z
[γz ],x
and ζw[γw],x can be
considered as elements of C([0, 1], B3(z)). Since both B3(z) and B3(w) are
subsets of B4(z), we deduce from (83) and (84) that both ζ
z
[γz],x
and ζw[γw],x
are Carathe´odory solutions to
y′(t) = x+
∫ t
0
γ(t)|B4(w)(y(t)) dt, y(0) = x
and hence fixed points of Θz([γ˜z], x, •). As the contraction
Θz([γ˜z], x, •) : C([0, 1], B3(z))→ C([0, 1], B3(z))
has at most one fixed point, we deduce that ζz[γz],x = ζ
w
[γw],x
. Thus
Ez([γz])(t)(x) = ζ
z
[γz ],x(t)− x = ζw[γw],x(t)− x = Ew([γw])(t)(x)
for each t ∈ [0, 1]. Hence
(Ez([γz])(t))z∈Zn ∈ im(ρ1)
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for each t ∈ [0, 1], using (77). As a consequence,
(Ez([γz]))z∈Zn = (⊕z∈ZnEz)(R3([γ])) ∈ im(R1).
Since (Ez([γz])(t))z∈Zn ∈ Wz, we deduce that ρ−11 ((Ez([γz])(t))z∈Zn) ∈ Ω
for each t (see (80)), whence (Ez([γz]))z∈Zn = (⊕z∈ZnEz)(R3([γ])) ∈ R1(Ω).
Thus (82) holds and the proof for L1-regularity of Diffc(R
n) is complete.
10 Local L1-Lipschitz condition and unique-
ness for initial value problems
It is well known from the classical Picard-Lindelo¨f Theorem that solutions to
initial value problems in normed spaces are unique if the right hand side of the
differential equation is continuous and satisfies a local Lipschitz condition.
As a preparation for the discussion of L1-regularity for Diffc(M), we now
describe weaker conditions ensuring uniqueness.32 For differential equations
on subsets of finite-dimensional spaces, similar conditions have been used e.g.
in [68, Appendix C.3, Theorem 54].
Definition 10.1 Let (E, ‖.‖) be a normed space, U ⊆ E be a subset and a <
b be real numbers. We say that a function f : [a, b]×U → E satisfies a (global)
L1-Lipschitz condition if there exists a measurable function g : [a, b]→ [0,∞]
with L :=
∫ b
a
g(t) dλ1(t) <∞ such that
Lip(f(t, •)) ≤ g(t) for all t ∈ [a, b].
Remark 10.2 (a) Here Lip(f(t, •)) ∈ [0,∞] means the infimum of all Lip-
schitz constants for the mapping ft := f(t, •) : U → E, y 7→ f(t, y).
(b) If the function h : [a, b]→ [0,∞], t 7→ Lip(f(t, •)) is measurable, then g
as required in Definition 10.1 exists if and only if g := h can be chosen
there (i.e., if and only if h is integrable). In all of our applications,
h is measurable, but we do not need this requirement to formulate
Definition 10.1.
32The alert reader may notice that the condition was already satisfied in the preced-
ing section. However, making it explicit would not much shorten the proof, as we used
Banach’s Contraction Theorem anyway, and could exploit its uniqueness assertion.
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Definition 10.3 Let M be a C1-manifold modelled on a normed space
(E, ‖.‖), J ⊆ R be a non-degenerate interval and f : J × M → TM be a
function with f(t, p) ∈ Tp(M) for all (t, p) ∈ J ×M . We say that f satisfies
a local L1-Lipschitz condition if for all t0 ∈ J and p ∈M , there exists a chart
κ : Uκ → Vκ ⊆ E
of M with p ∈ Uκ and a relatively open subinterval [a, b] ⊆ J which is a
neighbourhood of t0 in J such that the map
fκ : [a, b]× Vκ → E, (t, y) 7→ dκ(f(t, κ−1(y))) (85)
satisfies an L1-Lipschitz condition.
Remark 10.4 If (E, ‖.‖) is a normed space and g : W → E a C1-map on
an open subset W ⊆ E, then each x ∈ W has an open neighbourhood
W0 ⊆W such that supy∈W0 ‖dg(y, •)‖op <∞ (e.g., anyW0 such that dg(W0×
BEr (0)) ⊆ BE1 (0) for some r > 0, which exists by continuity of dg : W ×E →
E). Choosing g as the transition map (change of charts) from one chart to
another, we deduce that fκ will actually satisfy an L
1-Lipschitz condition for
each chart around p in the situation of Definition 10.3, for suitable [a, b].
Proposition 10.5 (Uniqueness of solutions) Let a < b be real numbers,
M be a C1-manifold modelled on a normed space (E, ‖.‖) and
f : [a, b]×M → TM
be a function with f(t, p) ∈ Tp(M) for all (t, p) ∈ [a, b] ×M , which satisfies
a local L1-Lipschitz condition. If γ : [a, b] → M and η : [a, b] → M are
absolutely continuous curves which are Carathe´odory solutions to
y′ = f(t, y)
and satisfy γ(t0) = η(t0) for some t0 ∈ [a, b], then γ = η.
Proof. We show that γ|[t0,b] = η|[t0,b]; the proof that γ|[a,t0] = η[a,t0] is similar.
We may therefore assume now that t0 = a. The set
A := {t ∈ [a, b] : γ(t) = η(t)}
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is closed in [a, b] as γ and η are continuous and M is Hausdorff. Moreover,
A is non-empty as t0 ∈ A. If we can show that A is also open in [a, b], then
A = [a, b] will follow from the connectedness of [a, b] (completing the proof).
Let τ ∈ A. By Definition 10.3, there exist α < β in [a, b] such that [α, β] is
a neighbourhood of τ in [a, b] and a chart κ : Uτ → Vτ ⊆ E such that
γ(τ) = η(τ) ∈ Uκ
and the map fκ : [α, β]×Vκ → E (analogous to (85)) satisfies an L1-Lipschitz
condition. Let g : [α, β]→ [0,∞] be an integrable function with Lip(fκ(t, •)) ≤
g(t) for all t ∈ [α, β]. Since
lim
r→0
∫
[α,β]∩[τ−r,τ+r]
g(s) ds = 0,
after shrinking the neighbourhood [α, β] of τ , we may assume that
L :=
∫ β
α
g(s) ds < 1.
Abbreviate ‖γ − η‖[α,β] := sup{‖γ(t)− η(t)‖ : t ∈ [α, β]}. For each t ∈ [τ, β],
we obtain
‖γ(t)− η(t)‖ =
∥∥∥∥∫ t
τ
(f(s, γ(s))− f(s, η(s))) ds
∥∥∥∥
≤
∫ s
τ
‖f(s, γ(s))− f(s, η(s))‖︸ ︷︷ ︸
≤Lip(f(s,•))‖γ(s)−η(s)‖≤g(s)‖γ(s)−η(s)‖
ds
≤
∫ t
τ
g(s)‖γ(s)− η(s)‖ ds ≤ L‖γ − η‖[α,β].
A similar argument shows that ‖γ(t)−η(t)‖ ≤ L‖γ−η‖[α,β] also for t ∈ [α, τ ].
Hence ‖γ(t)− η(t)‖ ≤ L‖γ − η‖[α,β] for all t ∈ [α, β] and thus
‖γ − η‖[α,β] ≤ L‖γ − η‖[α,β],
which is impossible unless ‖γ − η‖[α,β] = 0 and thus γ|[α,β] = η|[α,β]. Thus
[α, β] ⊆ A, entailing that A is a neighbourhood of τ and hence open in [a, b]
(as τ ∈ A was arbitrary), which completes the proof. ✷
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Definition 10.6 Let M be a C1-manifold modelled on a normed space
(E, ‖.‖). Let t0, T be real numbers and f : [t0, t0 + T ] × M → TM be a
function with f(t, p) ∈ Tp(M) for all (t, p) ∈ [t0, t0 + T ]×M , which satisfies
a local L1-Lipschitz condition. If the initial value problem
y′(t) = f(t, y′(t)), y(t0) = p
has a (necessarily unique) solution γp : [t0, t0+T ]→M for each p ∈M , then
we say that f admits a global flow for initial time t0 and write
Φft,t0(p) := γp(t)
for t ∈ [t0, t0 + T ] and p ∈M . In this way, for each t ∈ [t0, t0 + T ] we obtain
a mapping Φft,t0 : M →M .
11 L1-regularity of Diffc(M) and DiffK(M)
Throughout this section, let M be a paracompact finite-dimensional smooth
manifold and K ⊆ M be a compact subset (starting with 11.3, we shall as-
sume that M is σ-compact). Our goal is to see that Diffc(M) and DiffK(M)
are L1-regular. For general information on the Lie group structure of Diffc(M),
the reader is referred to [51], [22], and [38]. The Lie group Diffc(M) can also
be regarded as a special case of the diffeomorphism groups of orbifolds dis-
cussed in [63].
11.1 Let g be a smooth Riemannian metric on M and exp : D → M be the
Riemannian exponential function, defined on its maximal domain D which
is an open neighbourhood of the zero-section M → TM , p 7→ 0p ∈ TpM
in TM . Let πTM : TM → M be the bundle projection. For some open
neighbourhood W ⊆ D of the zero-section, the map
A = (A1, A2) : W → M ×M, v 7→ (πTM(v), exp(v)) (86)
has open image and is a diffeomorphism onto its image; it is called a local
addition. In particular, for each p ∈M the setWp := V∩TpM is open in TpM
and the function expp := exp |TpM restricts to a C∞-diffeomorphism fromWp
onto the open neighbourhood expp(Wp) of p in M . Let us write Xc(M) for
the space of compactly supported smooth vector fields on M . There is an
open 0-neighbourhood V ⊆ Xc(M) with X(M) ⊆ W for all X ∈ V such that
U := {exp ◦X : X ∈ V} ⊆ Diffc(M)
164
and the map
Φ: U → V, Φ(φ)(p) := (expp |Wp)−1(φ(p))
is a chart for Diffc(M), with inverse
Φ−1 : V → U , X 7→ A2 ◦X = exp ◦X.
Since exp(0p) = p, we have A2(0p) = p and A
−1(p, p) = 0p, for each p ∈ M ,
entailing that
Φ(U ∩ DiffK(M)) = V ∩ XK(M).
Hence DiffK(M) is a submanifold of Diffc(M) modelled on the Fre´chet space
XK(M) of smooth vector fields supported in K.
11.2 Let C be the set of connected components C of M . The above set V
can be chosen as V = ⊕C∈C VC with open 0-neighbourhoods VC ⊆ Xc(C),
making it clear that the weak direct product⊕
C∈C
Diffc(C)
can be considered as an open subgroup of Diffc(M). By Proposition 8.2,
the weak direct product (and hence also Diffc(M)) will be L
1-regular if we
can show that Diffc(C) is L
1-regular for each connected component C ⊆M .
Moreover, DiffK(M) has
⊕
C∈C DiffK∩C(C) as an open subgroup and hence
is L1-regular if each DiffK∩C(C) is so.
We may (and will) therefore assume throughout the rest of this section that
M is a connected and σ-compact finite-dimensional smooth manifold.
Thus Xc(M) is a strict (LF)-space; if (Kj)j∈N is a sequence of compact subsets
Kj ⊆ M such that M =
⋃
j∈NKj and Kj ⊆ (Kj+1)0 (the interior) for each
j ∈ N, then
Xc(M) = lim
−→K
XK(M) = lim
−→ j∈N
XKj(M).
11.3 We shall identify the Lie algebra of G := Diffc(M) with the locally
convex space Xc(M) (with the negative of the traditional Lie bracket of
vector fields) by means of the isomorphism
dΦ|TidMG : L(G)→ Xc(M).
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Likewise, we identify the Lie algebra of GK := DiffK(M) with XK(M). We
shall see later that Diffc(M) is L
1-regular, with smooth right evolution
Evolr : L1([0, 1],Xc(M))→ AC([0, 1],Diffc(M)),
and observe in Remark 11.21 that Evolr([λ ◦ γ])(t) ∈ DiffK(M) for [γ] in an
open 0-neighbourhood ΩK in L
1([0, 1],XK(M)), where λ : XK(M)→ Xc(M)
is the inclusion map. Then
Evolr([γ]) ∈ AC([0, 1],DiffK(M)), (87)
as the conclusion of Lemma 4.12 is available by Remark 4.14. Moreover, the
map
h : ΩK → AC([0, 1],DiffK(M)), [γ] 7→ Evolr([γ])
is smooth, as AC([0, 1],DiffK(M)) is a submanifold of AC([0, 1],Diffc(M))
since DiffK(M) is a submanifold of Diffc(M) (using that the conclusion of
Lemma 4.13 applies by Remark 4.14). For [γ] ∈ L1([0, 1],XK(M)), consider
η := Evolr([λ◦γ]) as an element of AC([0, 1],DiffK(M)), as in 87. If j : GK →
G is the inclusion map, then we can identify L(j) with λ, and thus
L1([0, 1], λ)(δrGK(η)) = δ
r
G(j ◦ η) = [λ ◦ γ] = L1([0, 1], λ)([γ])
(where we wrote the Lie group GK as an index for clarity). Hence δ
r
GK
(η) =
[γ]. We deduce that h is the right evolution map EvolrGK for GK = DiffK(M)
on ΩK . Hence DiffK(M) is L
1-regular, by Proposition 5.25. Thus, it only
remains to show that Diffc(M) is L
1-regular, and to show the validity of
Remark 11.21.
The proof of the following proposition, which is similar to the familiar case
of a Ck-curve γ (see, e.g., [22]; cf. [63] and [45]) has been relegated to the
appendix (Appendix C).
Proposition 11.4 Let γ ∈ L1([0, 1],Xc(M)) such that
f := γ̂ : [0, 1]×M → TM, (t, p) 7→ γ(t)(p)
satisfies a local L1-Lipschitz condition. Let η ∈ ACL1([0, 1],Diffc(M)) with
η(0) = idM . Then η = Evol
r([γ]) if and only if f admits global flow for initial
time t0 = 0 and
η(t)(p) = Φft,0(p)
for all t ∈ [0, 1] and p ∈M , with notation as in Definition 10.6. ✷
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Let n be the dimension of M .
11.5 Consider the continuous seminorm p := ‖.‖B4(0),‖.‖op ◦D + ‖.‖B4(0),‖.‖∞
on C∞(B5(0),R
n), where D : C∞(B5(0),R
n) → C∞(B5(0),Rn×n), f 7→ f ′;
thus
p(f) = sup
x∈B4(0)
(‖f ′(x)‖op + ‖f(x)‖∞) for f ∈ C∞(B5(0),Rn).
Fix L ∈ ]0, 1[. Then
Q := {γ ∈ L1([0, 1], C∞(B5(0),Rn)) : ‖γ‖L1,p < L}
is an open 0-neighbourhood in L1([0, 1], C∞(B5(0),R
n)). We define a map
Ψ: Q× B3(0)× C([0, 1], B4(0))→ C([0, 1], B4(0)) via
Ψ([γ], x, κ)(t) := x+
∫ t
0
γ(s)(κ(s)) ds
for [γ] ∈ Q with γ ∈ L1([0, 1], C∞(B5(0),Rn)), x ∈ B3(0), κ ∈ C([0, 1], B4(0))
and t ∈ [0, 1] (recalling that the integrand always is an L1-function of s by
Lemma 9.13).
The following lemma can be proved exactly as Lemma 9.18 (increasing all
radii by 2):
Lemma 11.6 The map Ψ: Q×B3(0)×C([0, 1], B4(0))→ C([0, 1], B4(0)) is
smooth and defines a uniform family of contractions in the final variable, in
the sense that
Lip(Ψ([γ], x, •)) ≤ L
for all [γ] ∈ Q and all x ∈ B3(0). ✷
11.7 There exists a locally finite cover (Uj)j∈J of M by relatively compact,
open subsets Uj ⊆M such that charts
κj : Uj → B5(0) ⊆ Rn
with image B5(0) can be defined on Uj and the smaller sets κ
−1
j (B1(0)) form
an open cover ofM (this follows from [47, Chapter II, Theorem 3.3], as there
exist diffeomorphisms B3(0)→ B5(0) which leave B1(0) invariant). Since we
assume that M is σ-compact, the set J is countable.
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11.8 For each j ∈ J and vector field X ∈ Xc(M), we write
X(j) := dκj ◦X ◦ κ−1j : B5(0)→ Rn
for its representative in the local chart κj . Then
Xc(M)→ C∞(B5(0),Rn), X 7→ X(j)
is a continuous linear map. Moreover, for each r ∈ [1, 5], the map
ρr : Xc(M)→
⊕
j∈J
C∞(Uj,R
n), ρ(X) := (X(j)|Br(0))j∈J
is a linear topological embedding which admits a continuous linear right
inverse, whence its image is closed and complemented as a topological vector
space (see Lemma A.15). Hence also
R5 := L
1([0, 1], ρ5) : L
1([0, 1],Xc(M))→ L1
(
[0, 1],
⊕
j∈J
C∞(B5(0),R
n)
)
∼=
⊕
j∈J
L1([0, 1], C∞(B5(0),R
n))
and
R1 := C([0, 1], ρ1) : C([0, 1],Xc(M))→ C
(
[0, 1],
⊕
j∈J
C∞(B1(0),R
n)
)
∼=
⊕
j∈J
C([0, 1], C∞(B1(0),R
n))
are linear topological embeddings with closed (and complemented) image.
11.9 Let Q be as in 11.5; then
Q := R−15
(⊕
j∈J
Q
)
= {[γ] ∈ L1([0, 1],Xc(M)) : (∀j ∈ J) [t 7→ (γ(t))(j)] ∈ Q}
is an open 0-neighbourhood in L1([0, 1],Xc(M)).
11.10 Let us write R5([γ]) = ([γj])j∈J with γj ∈ L1([0, 1], C∞(B5(0),Rn)).
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Lemma 11.11 For each [γ] ∈ Q, the map
γ̂ : [0, 1]×M → TM, γ̂(t, p) := γ(t)(p)
satisfies a local L1-Lipschitz condition.
Proof. Abbreviate f := γ̂. If p ∈ M , then p ∈ κ−1j (B3(0)) for some j ∈ J .
Let Uκ := κ
−1
j (B3(0)) and κ := κj |Uκ : Uκ → B2(0). Define
fκ : [0, 1]×B3(0)→ Rn, fκ(t, y) := dκ(f(t, κ−1(y)))
as in Definition 10.3. For t ∈ [0, 1], we have fκ(t, •) = (ρj ◦ γ)(t)|B2(0). Hence
Lip(fκ(t, •)) = Lip(ρj ◦ γ)(t)|B3(0)) = sup
y∈B3(0)
‖(ρj(γ(t)))′(y)‖op
≤ p(ρj(γ(t))) =: h(t)
with ∫ 1
0
h(t) dt = ‖[ρj ◦ γ]‖L1,p = ‖L1([0, 1], ρj)([γ])‖L1,p ≤ L < 1
as L1([0, 1], ρj)([γ]) ∈ Q by definition of Q. ✷
11.12 As in 9.19, we see that if ([γ], x) ∈ Q × B3(0), then the contraction
Ψ([γ], x, •) : C([0, 1], B4(0))→ C([0, 1], B4(0)) has a unique fixed point ζ[γ],x ∈
C([0, 1], B4(0)). Thus
Ψ([γ], x, ζ[γ],x) = ζ[γ],x. (88)
Since Ψ is smooth, Lemma 6.2 shows that also the map
Q× B3(0)→ C([0, 1], B4(0)), ([γ], x) 7→ ζ[γ],x
is smooth. Define F ([γ])(t)(x) := ζ[γ],x(t) for [γ] ∈ Q, x ∈ B3(0) and t ∈ [0, 1].
Using the exponential laws from [2], we deduce:
(a) F ([γ])(t) ∈ C∞(B3(0),Rn) for all [γ] ∈ Q and t ∈ [0, 1];
(b) F ([γ]) ∈ C([0, 1], C∞(B3(0),Rn)) for all [γ] ∈ Q;
(c) F : Q→ C([0, 1], C∞(B3(0),Rn)) is smooth.
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Define H([γ])(t) := F ([γ])(t)|B2(0) for [γ] ∈ Q and t ∈ [0, 1]. Thus
H = C([0, 1], ̺) ◦ F : Q→ C([0, 1], C∞(B2(0),Rn)),
where ̺ : C∞(B3(0),R
n)→ C∞(B2(0)), κ 7→ κ|B2(0) and
C([0, 1], ̺) : C([0, 1], C∞(B3(0),R
n))→ C([0, 1], C∞(B2(0),Rn)), κ 7→ ̺ ◦ κ
are continuous linear maps (cf. [25]). HenceH is smooth, being a composition
of smooth maps.
Lemma 11.13 For each [γ] ∈ Q, the map H([γ]) : [0, 1] → C∞(B2(0),Rn)
is absolutely continuous.
Proof. The set
Z := {κ ∈ C∞(B3(0),Rn) : κ(B2(0) ⊆ B4(0)}
is an open 0-neighbourhood in C∞(B3(0),R
n), whence C([0, 1], Z) is an open
0-neighbourhood in C([0, 1], C∞(B3(0),R
n)). By [25, Lemma 11.4], the map
f : Z × C∞(B5(0),Rn)→ C∞(B2(0),Rn), f(τ, σ) := σ ◦ τ
is smooth. Moreover, f(τ, •) is linear for each τ ∈ Z, and we have F ([γ]) ∈ Z.
Hence
f ◦ (F ([γ]), γ) ∈ L1([0, 1], C∞(B2(0),Rn)),
by Lemma 2.1 (b), entailing that κ : [0, 1]→ C∞(B2(0),Rn),
κ(t) := idB2(0)+
∫ t
0
f(F ([γ])(s), γ(s)) ds = idB2(0)+
∫ t
0
γ(s) ◦ F ([γ])(s) ds
is an absolutely continuous function. Hence, the proof will be complete if we
can show that
H([γ]) = κ.
It suffices to show that H([γ])(t)(x) = κ(t)(x) for each t ∈ [0, 1] and x ∈
B2(0). Since εx : C
∞(B2(0),R
n)→ Rn, τ 7→ τ(x) is a continuous linear map,
we have
κ(t)(x) = εx(κ(t)) = x+
∫ t
0
εx(γ(s) ◦ F ([γ])(s)) ds
= x+
∫ t
0
γ(s)(F ([γ])(s)(x)) ds = x+
∫ t
0
γ(s)(ζ[γ],x) ds
= Ψ([γ], x, ζ[γ],x(t)) = ζ[γ],x(t) = H([γ])(t)(x),
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exploiting for the second equality that weak integrals and continuous linear
maps can be interchanged. This finishes the proof. ✷
11.14 Given [γ] ∈ Q, we have [γj ] ∈ Qj for each j ∈ J (using the notation
from 11.10). For p ∈ M , we have p ∈ κ−1j (B3(0)) for some j ∈ J . Let
x := κ(p). By (88) and definition of Ψ, we have ζ[γj ],x ∈ ACL1([0, 1], B4(0))
and
ζ[γj ],x(t) = x+
∫ t
0
γj(s)(ζ[γj ],x(s)) ds for all t ∈ [0, 1],
i.e., ζ[γj ],x is a Carathe´odory solution to
y′(t) = γj(t)(y(t)) = γ̂j(t, y(t)), y(0) = x.
Hence
η[γ],p : [0, 1]→M, t 7→ κ−1j (ζ[γj ],x(t)) (89)
is a Carathe´odory solution to
y′(t) = γ(t)(y(t)) = γ̂(t, y(t)), y(0) = p;
since γ̂ satisfies a local L1-Lipschitz condition by the first half of Proposi-
tion 11.4, such solutions are unique by Proposition 10.5 and thus η[γ],p is well
defined, independent of the choice of j. By the preceding, γ̂ admits a global
flow for the initial time t0 = 0, and the latter is given by
Φγ̂t,0(p) = η[γ],p(t) for t ∈ [0, 1], p ∈M .
We shall also write
η(t)(p) or η[γ](t)(p) (90)
for Φγ̂t,0(p).
11.15 Since ρ1 is a topological embedding, after shrinking V we may assume
that
V = ρ−11
(⊕
j∈J
Vj
)
with suitable open zero-neighbourhoods Vj ⊆ C∞(B1(0),Rn).
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11.16 For j ∈ J , we obtain a Riemannian metric gj on B5(0) ⊆ Rn via
gj((x, y), (x, z)) := g(Tκ
−1
j (x, y), Tκ
−1
j (x, z))
for x ∈ B5(0), y, z ∈ Rn. This metric makes κj an isometry. If expj : Dj →
B5(0) is the Riemannian exponential map for (B5(0), gj), then
Tκ−1j (Dj) ⊆ D
and
κ−1j ◦ expj = exp ◦Tκ−1j |Dj . (91)
Let pr1 : B5(0)×Rn → B5(0) be the projection onto the first component. We
consider the smooth map
(pr1, expj) : Dj → B5(0)× B5(0), (x, y) 7→ (x, expj(x, y)).
For each x ∈ B4(0) × {0}, the smooth map (pr1, expj(x, y)) has invertible
derivative
(v, w) 7→ (v, v + w)
at (x, 0) and hence is a local diffeomorphism around (x, 0). Since (pr1, expj)
is injective on the compact set B4(0)×{0}, there is an open subset Oj ⊆ Dj
containing B4(0) × {0} such that (pr1, expj)(Oj) is open in B5(0) × B5(0)
and ψj := (pr1, expj)|Oj is a C∞-diffeomorphism onto its image (see, e.g.,
[15, Lemma 4.6]). After shrinking Oj if necessary, we may assume that
Tκ−1j (Oj) ⊆ W (92)
(with W as in (86)). As the compact set ∆ := {(x, x) : x ∈ B4(0)} is
contained in the open set (pr1, expj)(Oj), there is sj ∈ ]0, 1] such that
∆ + ({0} ×Bsj (0)) =
⋃
x∈B3(0)
{x} ×Bsj (x) ⊆ (pr1, expj)(Oj).
Thus ψ−1j restricts to a C
∞-diffeomorphism of the form
(idB4(0), θj) :
⋃
x∈B4(0)
{x} × Bsj(x)→ ψ−1j
 ⋃
x∈B4(0)
{x} ×Bsj (x)

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whose range is an open subset of Oj. As a consequence, exp(x, •) takes the
open 0-neighbourhood Oj,x := {y ∈ Rn : (x, y) ∈ Oj} diffeomorphically onto
an open subset of B5(0) which contains Bsj(x), and
(exp(x, •)|Oj,x)−1|Bsj (x) = θj(x, •). (93)
11.17 Then also the map
hj : B2(0)×Bsj (0)→ B4(0), (x, z) 7→ θj(x, x+ z)
is smooth, and
Zj := {γ ∈ C∞(B2(0),Rn) : γ(B1(0)) ⊆ Bsj (0)}
is an open subset of C∞(B2(0),R
n). As a consequence, also
idB2(0)+Zj = {γ ∈ C∞(B2(0),Rn) : (∀x ∈ B1(0)) γ(x) ∈ Bsj(x)}
is an open subset of C∞(B2(0),R
n). Consider the map
(hj)∗ : Zj → C∞(B1(0),Rn)
determined by (hj)∗(γ)(x) := hj(x, γ(x)) for γ ∈ Zj and x ∈ B1(0). Then
(hj)∗ is smooth, by [25, Proposition 4.23]. Now consider the map
(θj)∗ : idB2(0)+Zj → C∞(B1(0),Rn)
determined by (θj)∗(γ)(x) := θj(x, γ(x)) for γ ∈ idB2(0)+Zj and x ∈ B1(0).
Since (θj)∗(γ) = (hj)∗(γ − idB2(0)), also (θj)∗ is smooth. In particular, (θj)∗
is continuous. Since (θj)∗(idB2(0)) = 0, there exists an open neighbourhood
Yj ⊆ idB2(0)+Zj of idB2(0) such that
(θj)∗(Yj) ⊆ Vj . (94)
Since H is continuous by (11.12) and H(0)(t) = idB2(0) for all t ∈ [0, 1], there
is an open 0-neighbourhood Pj ⊆ Q such that
H(Pj) ⊆ C([0, 1], Yj). (95)
Now
P := R−15
(⊕
j∈J
Pj
)
is an open 0-neighbourhood in L1([0, 1],Xc(M)), and P ⊆ Q.
173
11.18 Given [γ] ∈ P, writeR5([γ]) = ([γj])j∈J with γj ∈ L1([0, 1], C∞(B5(0),R)).
Let η(t) := Φγ̂t,0 If p ∈M such that p ∈ κ−1j (B1(0)), let x := κj(p). Then
(θj)∗(H([γj])(t))(x) = θj(x,H([γj])(t)(x)) = θj(x, ζ[γj ],x(t))
= θj(κj(p), κj(η(t)(p))) = dκj(expp |Wp)−1(η(t)(p))
by (91), (92), and (93). Therefore
(θi)∗(H([γj])(t))(x) = d(κj ◦ κ−1i )((θj)∗(H([γj])(t))(x))
if p ∈ κ−1j (B1(0)) ∩ κ−1i (B1(0)). Thus
((θj)∗(H([γj])(t)))j∈J ∈ im(ρ1)
and hence
((θj)∗(H([γj])))j∈J ∈ im(R1),
whence we find a unique θ = θ[γ] ∈ C([0, 1],Xc(M)) such that
R1(θ) = ((θj)∗(H([γj])))j∈J .
Then ρ1(θ(t)) = ((θj)∗(H([γj]))(t))j∈J ∈
⊕
j∈J Vj , whence
θ(t) ∈ V
and hence
exp ◦θ(t) ∈ Diffc(M).
Define η(t) := η[γ](t) := Φ
γ̂
t,0. If p ∈M and j ∈ J with p ∈ κ−1j (B1(0)), then
exp(θ(t)(p)) = κ−1j expj Tκjθ(t)(κ
−1
j (x))) = κ
−1
j expj(θj)∗(H([γj]))(t)(x)
= κ−1j expj(expj |Wj)−1H([γj])(t)(x) = κ−1j H([γj])(t)(x)
= κ−1j (ζ[γj ],x(t)) = Φ
γ̂
t,0(p) = η(t)(p)
with x := κj(p). Hence
η(t) = exp ◦θ(t) = Φ(θ(t)) ∈ Diffc(M),
enabling us to consider η as a map η : [0, 1]→ Diffc(M).
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11.19 Since η = Φ ◦ θ, the map η : [0, 1] → Diffc(M) will be absolutely
continuous if we can show that θ : [0, 1] → Xc(M) is absolutely continuous,
which is equivalent to absolute continuity of the map
[0, 1]→
⊕
j∈J
C∞(B1(0),R
n), t 7→ ρ1(θ(t)),
by Lemma 4.12 (since im(ρ1) is complemented in the direct sum). Note that
J0 := {j ∈ J : [γj] 6= 0} is a finite set. If j ∈ J \ J0, then ζ[γj ],x(t) = x for all
x ∈ B2(0) and t ∈ [0, 1], entailing that
η(t)(p) = p
for all p ∈ (see (89) and (90)) Therefore
θ(t)(p) = (expp |Wp)−1(η(t)(p)) = 0
for all j ∈ J \ J0, t ∈ [0, 1], and p ∈ Uj. Hence
im(ρ1 ◦ θ) ⊆
⊕
j∈J0
C∞(B1(0),R
n)
and thus ρ1 ◦ θ (and hence θ) will be absolutely continuous if we can show
that its components
[0, 1]→ C∞(B1(0),Rn), t 7→ (θj)∗(H([γj])(t))
are absolutely continuous for all j ∈ J0. Since (θj)∗ is smooth, it suffices to
know that H([γj]) is absolutely continuous for each j ∈ J0. But this is the
case by Lemma 11.13. Hence η is absolutely continuous, and thus
η = Evolr([γ]),
by Proposition 11.4.
11.20 In view of Proposition 5.25 and the final assertion of Proposition 5.20,
to complete the proof of L1-regularity of Diffc(M), it only remains to check
that the map
P → C([0, 1],Diffc(M)), [γ] 7→ Evolr([γ])
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is smooth. Since Evolr([γ]) = η[γ] = Φ ◦ θ[γ] = C([0, 1],Φ)(η[γ]), where
C([0, 1],Ψ: C([0, 1],V) → C([0, 1],U) is smooth (being a the inverse of a
chart for the Lie group C([0, 1],Diffc(M))), we need only show that
P → C([0, 1],Xc(M)), [γ] 7→ θ[γ]
is smooth. This will hold if the map
P →
⊕
j∈J
C([0, 1], C([0, 1], C∞(B1(0),R
n)), [γ] 7→ R1(θ[γ]) (96)
is smooth. But
R1(θ[γ]) = ((θj)∗(H([γj])))j∈J = (⊕j∈J((θj)∗ ◦H)) (R5([γ]),
showing that the map in (96) coincides with
(⊕j∈J((θj)∗ ◦H)) ◦R5|P .
This map is smooth since R5 is continuous linear and ⊕j∈J((θj)∗ ◦ H) is
smooth (by [24, Proposition 7.1]) as each of the maps (θj)∗ ◦H is so.
Remark 11.21 Given a compact subset K ⊆M , let
[γ] ∈ ΩK := L1([0, 1],XK(M)) ∩ P.
If p ∈ K, choose j ∈ J with p ∈ κ−1j (B1(0)) and set x := κj(p). Then
Evolr([γ])(t)(p) = η[γ](t)(p) = η[γ],t(p)
= κ−1j (ζ[γj ],x(t))− κ−1j (x) = p
for each t ∈ [0, 1], using that ζ[γ],x(t) = x for all t since also the constant
fucntion t 7→ x is a fixed point of
Ψ([γj], x, •) : κ 7→ x+
∫ t
0
γj(s)(κ(s)(x)) ds
(as γ(s)(x) = 0). Hence Evolr([γ]) ∈ C([0, 1],DiffK(M)), as used in 11.3.
176
12 Consequences of regulated regularity
In this section, we prove Theorems H and I from the introduction, devoted to
the strong Trotter property and the strong commutator property (as defined
in the introduction). We begin with a lemma from [38] due to K.-H. Neeb.
Lemma 12.1 Let E be a locally convex space, U ⊆ E be an open set, r > 0,
γ : [0, r]→ U be a C1-curve and f : U → F be a C2-map with df(γ(0), .) = 0.
Then
η : [0, r2]→ U, t 7→ f(γ(√t))
is C1 with η′(0) = 1
2
d2f(γ(0), γ′(0), γ′(0)).
Proof. We may assume that γ(0) = 0 and f(0) = 0. Noting that
γ(
√
t) =
√
t
γ(
√
t)−
=0︷ ︸︸ ︷
γ(
√
0)√
t
=
√
t γ[1](0, 1,
√
t),
we get for t ∈ ]0, r2]
η′(t) =
1
2
√
t
df(γ(
√
t); γ′(
√
t))− 1
2
√
t
df(0, γ′(
√
t))︸ ︷︷ ︸
=0
=
1
2
(df)[1](0, γ′(
√
t); γ[1](0, 1,
√
t), 0;
√
t)
The right-hand-side makes sense also for t = 0 and is continuous on [0, r2].
So η is C1 and η′(0) = 1
2
(df)[1](0, γ′(0); γ′(0), 0; 0) = 1
2
d2f(0, γ′(0), γ′(0)). ✷
The following consequence (see also [54, proof of Proposition II.6.3]) is rele-
vant for our ends.
Lemma 12.2 If G is a Lie group, r > 0 and γ1, γ2 ∈ C1([0, r], G) with
γ1(0) = γ2(0) = e, then η : [0, r
2]→ G,
η(t) := γ1(
√
t)γ2(
√
t)γ1(
√
t)−1γ2(
√
t)−1
is C1, and η′(0) = [γ′1(0), γ
′
2(0)] in the Lie algebra L(G) = Te(G).
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Proof. It is clear that η|]0,r2] is C1. Let U ⊆ G, V ⊆ U be open identity
neighbourhoods with V V V −1V −1 ⊆ U . Identify U with an open set in E
using a chart, such that e = 0. The map
f : V × V → U, f(x, y) := xyx−1y−1
is smooth with df(0, 0, v, w) = 0 and
d2f(0, 0; x, y; x, y) = 2[x, y]. (97)
After shrinking r, we may assume that η([0, r2]) ⊆ U . The assertions now
follow from Lemma 12.1 and (97). ✷
Proof of Theorem H. Assume that G has the strong Trotter property and
let γ, η : [0, 1]→ G be C1-curves such that γ(0) = η(0) = e. Then
ζ : [0, 1]→ G, ζ(t) := γ(√t)η(√t)(γ(√t))−1(η(√t))−1
is a C1-curve with ζ ′(0) = [γ′(0), η′(0)] (see Lemma 12.2). By the strong
Trotter property,(
γ
(√t
n
)
η
(√t
n
)
γ
(√t
n
)−1
η
(√t
n
)−1)n2
= ζn2(t/n
2)→ expG(tζ ′(0)) = expG(t[γ′(0), η′(0)])
as n→∞, uniformly in compact subsets of [0,∞[. ✷
Proof of Theorem I. If ζ : [0, 1] → G is a C1-curve with ζ(0) = e and
m ∈ N, we define ζn : [0, m]→ G via
ζn(t) := (ζ(t/n))
n
for n ∈ N such that n ≥ m. We claim that
ζn(t)→ expG(tζ ′(0)) as n→∞, (98)
uniformly in t ∈ [0, m] (entailing that G has the strong Trotter property).
To establish the claim, let U be an open identity neighbourhood in G. We
show that there exists n0 ≥ m such that
(∀n ≥ n0)(∀t ∈ [0, m]) ζn(t) ∈ U expG(tζ ′(0)) ∩ expG(tζ ′(0))U. (99)
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For v ∈ g, let cv : [0, 1]→ g be the constant curve given by
cv(s) := v for all s ∈ [0, 1].
Because the map g→ C([0, 1], g) ⊆ R([0, 1], g), v 7→ cv is continuous, the set
K := {ctζ′(0) : t ∈ [0, m]}
is compact. Also the map evol : R([0, 1], g) → G, evol(σ) := Evol(σ)(1) is
continuous. Hence
evol(K) ⊆ G
is compact, whence there exists an open identity neighbourhood V ⊆ U
such that gV g−1 ⊆ U and thus gV ⊆ gU ∩ Ug, for all g ∈ evol(K). Since
evol(ctζ′(0)) = expG(tζ
′(0)), we deduce that
expG(tζ
′(0))V ⊆ U expG(tζ ′(0)) ∩ expG(tζ ′(0))U, for all t ∈ [0, m]. (100)
Next, we show that there is an open 0-neighbourhood Q in R([0, 1], g) such
that
evol(θ + σ) ∈ evol(θ)V for all θ ∈ K and σ ∈ Q. (101)
To this end, let W ⊆ G be an open identity neighbourhood such that
W−1W ⊆ V . Again using that evol : R([0, 1], g) → G is continuous, for
each θ ∈ K we find an open 0-neighbourhood Pθ ⊆ R([0, 1], g) such that
evol(θ + Pθ) ⊆ evol(θ)W.
Let Qθ ⊆ R([0, 1], g) be an open 0-neighbourhood such that Qθ + Qθ ⊆ Pθ.
Then K ⊆ ⋃ℓj=1(θj+Qθj) for some finite subset {θ1, . . . , θℓ} ⊆ K. Moreover,
Q :=
ℓ⋂
j=1
Qθ
is an open 0-neighbourhood in R([0, 1], g). Then (101) holds. In fact, for
θ ∈ K we have θ ∈ θj + Qj for some j ∈ {1, . . . , ℓ}. Since θ − θj ∈ Qj ⊆ Pj ,
we have
evol(θ) = evol(θj + (θ − θj)) ∈ evol(θj)W
and thus
evol(θj) ∈ evol(θ)W−1. (102)
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For σ ∈ Q ⊆ Qj , we have (θ − θj) + σ ∈ Qj +Qj ⊆ Pj and thus
evol(θ+σ) = evol(θj+(θ−θj)+σ) ∈ evol(θj)W ⊆ evol(θ)W−1W ⊆ evol(θ)V,
using (102) for the penultimate inclusion. Thus (101) is established.
For t ∈ [0, m], consider the continuous curve αn,t : [0, 1] → G defined piece-
wise for s ∈ [k/n, (k + 1)/n] with k ∈ {0, . . . , n− 1} as
αn,t(s) := ζ(t/n)
kζ((s− k/n)t). (103)
Then αn,t|[k/n,(k+1)/n] is C1 for each k ∈ {1, . . . , n− 1}, entailing that αn,t ∈
ACR([0, 1], G) with βn,t := δ
ℓ(αn,t) ∈ R([0, 1], g). By construction,
ζn(t) = αn,t(1) = evol(βn,t).
The explicit formula (103) for αn,t|[k/n,(k+1)/n] shows that
βn,t(s) = tδ
ℓ(ζ)((s− k/n)t) (104)
for all k ∈ {0, 1, . . . , n− 1} and t ∈ [k/n, (k + 1)/n]. We have
{τ ∈ R([0, 1], g) : ‖τ‖L∞,q ≤ 1} ⊆ Q
for a continuous seminorm q on g. Since δℓζ : [0, 1]→ g is continuous, there
is ε ∈ ]0, 1] such that
q(δℓζ(x)− δℓ(ζ(0)) ≤ 1
m
for all x ∈ [0, ε]. (105)
Choose n0 ≥ m so large that mn0 ≤ ε. Let n ≥ n0. Then
(s− k
n
)t ≤ m
n0
≤ ε (106)
for all t ∈ [0, m] and s ∈ [0, 1], with k ∈ {0, 1, . . . , n − 1} such that s ∈
[k/n, (k + 1)/n]. Combining (106) with (105) and (104), we see that
βn,t(s) = tδ
ℓ(ζ)(0) + t(δℓ(ζ)((s− k/n)t)− δℓ(ζ)(0))
∈ tδℓ(ζ)(0) + tBq1/m(0) ⊆ tδℓ(ζ)(0) +Bq1(0).
Since δℓ(ζ)(0) = ζ ′(0), we deduce that
‖βn,t − ctζ′(0)‖L∞,q ≤ 1
for all n ≥ n0 and t ∈ [0, m]. Thus βn,t − ctζ′(0) ∈ Q and hence
ζn(t) = evol(βn,t) = evol(ctζ′(0) + (βn,t − ctζ′(0)))
∈ evol(ctζ′(0))V = expG(tζ ′(0))V ⊆ U expG(tζ ′(0)) ∩ expG(tζ ′(0))U
for all n ≥ n0 and t ∈ [0, m], using (101) and (100). Thus (99) holds and the
proof is complete. ✷
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A Proofs for Section 1
We provide proofs for results compiled in the indicated section, and some
auxiliary results.
Proof of 1.2. (a) The topology on X is initial with respect to the mappings
φj for j ∈ J . Therefore, intersections⋂
j∈F
φ−1j (Uj)
form a basis of open neighbourhoods of x, for finite subsets F ⊆ J and
open neighbourhoods Uj ⊆ Xj of φj(x) for j ∈ F . Since J is directed, we
find j0 ∈ J such that j ≤ j0 for all j ∈ F . Then U :=
⋂
j∈F (φj,j0)
−1(Uj)
is an open neighbourhood of φj0(x) in Xj0 and (φj0)
−1 ⊆ ⋂j∈F φ−1j (Uj), as
φj(φ
−1
j0
(U)) = φj,j0(φj0(φ
−1
j0
(U))) ⊆ φj,j0(U) ⊆ φj,j0(φ−1j,j0(Uj)) ⊆ Uj for each
j ∈ J .
(b) If D is dense in X , then φj(D) is dense in φj(X), by continuity.
Conversely, assume that φj(D) is dense in φj(X) for all j ∈ J . Let x ∈ X
and V be an open neighbourhood of x in X . By (a), we may assume that
V = φ−1j (U) for some j ∈ J and open neighbourhood U of φj(x) in Xj .
Since φj(D) is dense in φj(X), we find y ∈ D such that φj(y) ∈ U . Then
y ∈ φ−1j (U) = V and thus D is dense in X . ✷
Lemma A.1 Let (X,Σ) be a measurable space, n ∈ N, Y1, . . . , Yn be metric
spaces and γj : (X,Σ) → (Yj,B(Yj)) be a measurable map with separable
image, for j ∈ {1, . . . , n}. Then the following holds:
(a) γ := (γ1, . . . , γn) : X → Y1 × · · · × Yn is measurable with respect to the
σ-algebra B(Y ) on the direct product topological space Y := Y1×· · ·×Yn.
(b) If Z is a topological space and f : Y1×· · ·×Yn → Z a continuous map,
then the map f ◦ (γ1, . . . , γn) : (X,Σ)→ (Z,B(Z)) is measurable.
Proof. (a) By 1.6 (b), we need only show that γ is measurable as a map to
im(γ1)× · · ·× im(γn), equipped with the trace of B(Y ). The latter coincides
with the Borel-σ-algebra with respect to the induced topologyO (see 1.6 (d)).
But O coincides with the product topology on γ1(X) × · · · × γn(X), if we
use the topology induced by Yj on γj(X), for each j. After replacing Yj
with γj(X) if necessary, we may therefore assume that each Yj is separable
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and hence second countable. As a consequence, B(Y1 × · · · × Yn) = B(Y1)⊗
· · · ⊗ B(Yn) is the product σ-algebra (see 1.6 (f)). But γ is measurable with
respect to this product σ-algebra, as all of its components γj are measurable
(see 1.6 (e)).
(b) The maps γ : (X,Σ) → (Y,B(Y )) and f : (Y,B(Y )) → (Z,B(Z)) are
measurable, hence also f ◦ γ. ✷
Remark A.2 The preceding lemma entails that Lp(X, µ,E) and L∞rc(X, µ,E)
are vector subspaces of EX , for each Fre´chet space E and p ∈ [1,∞].
The next two lemmas and Lemma A.4 (a) will help us to prove Lemma 1.19.
Afterwards, we develop machinery for the proof of Lemma 1.28.
Lemma A.3 Let (X,Σ) be a measurable space, (Y, d) be a metric space and
γn : X → Y be a measurable function with separable image, for each n ∈ N.
(a) If γ(x) := lim
n→∞
γn(x) exists for each x ∈ X, then γ : X → Y , x 7→ γ(x)
is a measurable map with separable image.
(b) If the metric space (Y, d) is complete, then
C := {x ∈ X : γn(x) converges as n→∞}
is a measurable set.
Proof. After replacing Y with the closure of
⋃
n∈N γn(X), we may assume
that the metric space Y is separable (see 1.6 (b) and (d)).
(a) Is a special case of [24, Lemma 2.5].
(b) Since Y is separable and hence second countable, we have B(Y ×Y ) =
B(Y )⊗ B(Y ) (see, e.g., [24, Lemma 2.7]). For ℓ ∈ N, the set
Oℓ := {(y, z) ∈ Y × Y : d(y, z) < 1/ℓ}
is open in Y × Y . Hence Oℓ ∈ B(Y × Y ) = B(Y ) ⊗ B(Y ). Fix x ∈ X .
Because Y is complete, the sequence (γn(x))n∈N converges if and only if it is
a Cauchy sequence, requiring that for each ℓ ∈ N, there is N ∈ N such that
(γn(x), γm(x)) ∈ Oℓ for all n,m ≥ N . Hence
C =
⋂
ℓ∈N
⋃
N∈N
⋂
n,m≥N
(γn, γm)
−1(Oℓ) .
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Since (γn, γn) : (X,Σ) → (Y × Y,B(Y ) ⊗ B(Y )) is a measurable map (as it
has measurable components) and each Oℓ is measurable, C is measurable. ✷
Proof of Lemma 1.11. For m ∈ N, let Km be the m-fold sum
Km := [−m,m]K+· · ·+[−m,m]K := {x1+· · ·+xm : x1, . . . , xm ∈ [−m,m]K}.
Lemma 1.10 implies that Km is compact and metrizable, as it is the image
of a continuous map [−m,m]m ×Km → E on the metrizable compact space
[−m,m]m ×Km. Let dm be a metric on Km defining its topology and set
Km,j := {(x, y) ∈ Km ×Km : dm(x, y) ≥ 1/j}
for j ∈ N. Then ⋃j∈NKm,j = (Km ×Km) \∆m, where ∆m := {(x, x) : x ∈
Km} ⊆ Km×Km is the diagonal. Moreover, each of the sets Km,j is compact.
For each (x, y) ∈ Km,j , we have x 6= y and hence find a continuous seminorm
qm,j,x,y ∈ P (E) such that qm,j,x,y(x − y) 6= 0 and thus qm,j,x,y(x − y) = 1
without loss of generality. Then the sets
B
qm,j,x,y
1/2 (x)× Bqm,j,x,y1/2 (y)
form an open cover of Km,j for (x, y) ∈ Km,j, and hence there is a finite
subset Fm,j ⊆ Km,j such that
Km,j ⊆
⋃
(x,y)∈Fm,j
(B
qm,j,x,y
1/2 (x)× Bqm,j,x,y1/2 (y)).
Thus, if (v, w) ∈ Km,j, we find (x, y) ∈ Fm,j such that
(v, w) ∈ Bqm,j,x,y1/2 (x)×Bqm,j,x,y1/2 (y) =: V ×W. (107)
Then V and W are open neighourhoods of v and w, respectively, in E.
Since q(y−x) = 1, these neighbourhoods are disjoint (otherwise a contradic-
tion would result from the triangle inequality). Now Γ := {qm,j,x,y : m, j ∈
N, (x, y) ∈ Fm,j} ⊆ P (E) is a countable set,
EK := span(K) =
⋃
m∈N
Km and
⋃
m,j∈N
Km,j = (EK × EK) \∆,
where ∆ := {(x, x) : x ∈ EK} is the diagonal in EK × EK . We give EK the
locally convex vector topology O′ defined by the countable set Γ of semi-
norms. Then O′ is Hausdorff, since any (v, w) ∈ (EK ×EK) \∆ is contained
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in Km,j for some m, j ∈ N and hence EK ∩ Bqm,j,x,y1/2 (x) and EK ∩ Bqm,j,x,y1/2 (y)
(with notation as in (107)) are disjoint open neighbourhoods of v and w in
(EK ,O′). ✷
Let F(X,Σ, E) be the space of all measurable maps γ : (X,Σ)→ (E,B(E))
with finite image. Then F(X,Σ, E) ∩ L1(X, µ,E) is the vector subspace of
all γ ∈ F(X,Σ, E) such that µ(γ−1(E \ {0})) <∞.
If X is a locally compact topological space, we write Cc(X,E) for the space
of all compactly supported continuous E-valued functions on X . Recall that
a Radon measure on X is a measure µ : B(X) → [0,∞[ which is finite on
compact sets and inner regular (see, e.g. [4]).
Lemma A.4 Let (X,Σ, µ) be a measure space E be a Fre´chet space. Then:
(a) F(X,Σ, E) is dense in L∞rc(X,Σ, E) and F(X,Σ, E) ∩ L1(X, µ,E) is
dense in L1(X, µ,E).
(b) The weak integral ∫
X
γ(x) dµ(x)
exists in E, for each γ ∈ L1(X, µ,E), and
p
(∫
X
γ(x) dµ(x)
)
≤
∫
X
p(γ(x) dµ(x) (108)
for each continuous seminorm p on E.
(c) If X is a locally compact space and µ a Radon measure on X, then
Cc(X,E) is dense in L1(X, µ,E).
Proof. (a) Let p be a continuous seminorm on E, and ε > 0. If γ ∈
L1(X, µ,E), then Xn := {x ∈ X : p(γ(x)) ≥ 1n} ∈ Σ (cf. Remark A.2) and
(p ◦ γ)−1(]0,∞[) = ⋃n∈NXn, where X1 ⊆ X2 ⊆ · · · . Thus µ(Xn) <∞, as
1
n
µ(Xn) ≤
∫
Xn
p(γ(x)) dµ(x) ≤
∫
X
p(γ(x)) dµ(x) <∞.
Moreover,
‖γ‖L1,p =
∫
X
p(γ(x)) dµ(x) =
∫
(p◦γ)−1(]0,∞[)
p(γ(x)) dµ(x)
= lim
n→∞
∫
Xn
p(γ(x)) dµ(x),
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whence there exists N ∈ N such that∫
X\Xn
p(γ(x)) dµ(x) <
ε
3
for all n ≥ N . If µ(XN) = 0, then η := 0 is an element of F(X,Σ, E) ∩
L1(X, µ,E) such that ‖γ−η‖L1,p < ε. If m := µ(XN) > 0, let D := {yn : n ∈
N} be a countable dense subset of γ(X). Then
γ(XN ) ⊆ γ(X) = D ⊆ D +Bpε/(3m)(0) =
⋃
n∈N
Bpε/(3m)(yn).
We define A1 := {x ∈ XN : γ(x) ∈ Bpε/(3m)(y1)} ∈ Σ and An := {x ∈
XN : γ(x) ∈ Bpε/(3m)(yn)} \
⋃n−1
k=1 Ak ∈ Σ for integers n ≥ 2. Then
XN =
⋃
n∈N
An
is a countable union of disjoint sets. Arguing as above, we find n0 ∈ N such
that ∫
XN\
⋃n0
n=1An
p(γ(x)) dµ(x) <
ε
3
.
Define η :=
∑n0
n=1 yn1An, using the characteristic function 1An : X → {0, 1}
of An. Then η ∈ F(X,Σ, E) ∩ L1(X, µ,E) and
‖γ − η‖L1,p =
∫
X
p(γ(x)− η(x)) dµ(x)
=
∫
X\XN
p(γ(x)) dµ(x) +
∫
XN\
⋃n0
n=1An
p(γ(x)) dµ(x)
+
∫
⋃n0
n=1An
p(γ(x)− η(x))︸ ︷︷ ︸
≤ε/(3m)
dµ(x)
<
ε
3
+
ε
3
+
ε
3m
µ
(
n0⋃
n=1
An
)
︸ ︷︷ ︸
≤µ(XN )=m
< ε.
Hence F(X,Σ, E) ∩ L1(X, µ,E) is dense in L1(X, µ,E).
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If γ ∈ L∞rc(X, µ,E), then γ(X) is precompact in E, whence there exists a
finite set {y1, . . . , yn} ⊆ γ(X) such that
γ(x) ⊆
n⋃
k=1
Bpε (yk).
Then A1 := γ
−1(Bpε (y1)) ∈ Σ and Ak := γ−1(Bpε (yk)) \ (A1 ∪ · · · ∪Ak−1) ∈ Σ
for k ∈ {2, . . . , n}. Moreover,
η :=
n⋃
k=1
yk1Ak ∈ F(X,Σ, E)
and ‖γ−η‖L∞,p < ε by construction. Hence F(X,Σ, E) is dense in L∞rc(X, µ,E).
(b) If γ ∈ F(X,Σ, E) ∩ L1(X, µ,E), then γ = ∑nk=1 yk1Ak for some
n ∈ N0, yk ∈ E and disjoint sets A1, . . . , An ∈ Σ such that µ(Ak) < ∞ for
each k ∈ {1, . . . , n} (for example, if γ(X) = {y1, . . . , yn with pairwise distinct
elements y1, . . . , yn, we can take Ak := γ
−1({yk})). We define
I(γ) :=
n∑
k=1
µ(Ak)yk
(declaring the empty sum as 0, if n = 0). Without changing (γ), we may
omit those indices k such that yk = 0 or Ak = ∅. We may therefore assume
that yk 6= 0 and Ak 6= ∅ for each k ∈ {1, . . . , n}. Then I(γ) is well-defined.
In fact, assume that also γ =
∑m
j=1 zj1Bj with disjoint measurable subsets
B1, . . . , Bm of finite measure, such that each zj is non-zero and each Bj 6= ∅.
Then
n⋃
k=1
Ak = {x ∈ X : γ(x) 6= 0} =
m⋃
j=1
Bj. (109)
If k ∈ {1, . . . , n} and j ∈ {1, . . . , m}, then either Ak ∩ Bj = ∅ (whence
µ(Ak ∩ Bj) = 0 and thus ykµ(Ak ∩ Bj) = 0 = zjµ(Ak ∩ Bj)) or there exists
c ∈ Ak ∩Bj , whence yk = γ(c) = zj and again ykµ(Ak ∩Bj) = zjµ(Ak ∩Bj).
Hence, using that Ak =
⋃m
j=1Ak ∩Bj (by (109) which is a disjoint union,
n∑
k=1
ykµ(Ak) =
n∑
k=1
m∑
j=1
ykµ(Ak ∩ Bj) =
n∑
k=1
m∑
j=1
zjµ(Ak ∩ Bj) =
m∑
j=1
zjµ(Bj).
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If also η ∈ F(X,Σ, E) ∩ L1(X, µ,E) and r, s ∈ R, write η = ∑ℓi=1wℓ1Cℓ
with disjoint measurable subsets Cℓ of finite measure and wℓ ∈ E. Then γ =∑n
k=1
∑ℓ
i=1 yk1Ak∩Ci . Writing η and rγ+ sη likewise as a linear combination
of the characteristic functions 1Ak∩Ci , we easily find that
I(rγ + sη) = rI(γ) + sI(η).
Thus I is linear. Moreover, I is continuous with respect to the topology
induced by L1(X, µ,E) on F(X,Σ, E) ∩ L1(X, µ,E), as
p(I(γ)) = p
(
n∑
k=1
µ(Ak)yk
)
≤
n∑
k=1
p(yk)µ(Ak) =
∫
X
p(γ(x)) dµ(x) = ‖γ‖L1,p
for each γ as above and each continuous seminorm p on E. Since E is
complete and F(X,Σ, E)∩L1(X, µ,E) is dense in L1(X, µ,E), the continuous
linear map I has a unique continuous linear extension
J : L1(X, µ,E)→ E.
For each continuous linear functional λ : E → R, both λ ◦ J and the map
h : L1(X, µ,E)→ R, γ 7→
∫
X
λ(γ(x)) dµ(x)
are continuous linear extensions of λ ◦ I, whence J = h by density of
F(X,Σ, E) ∩ L1(X, µ,E). Thus
λ(J(γ)) =
∫
X
λ(γ(x)) dµ(x)
for each λ ∈ E ′ and thus J(γ) is the weak integral ∫
X
γ(x) dµ(x) in E. If
p is a continuous seminorm on E, then L1(X, µ,E) → R, γ 7→ p(J(γ)) and
γ 7→ ‖γ‖L1,p are continuous functions on L1(X, µ,E) such that p(J(γ)) ≤
‖γ‖L1,p for each γ in the dense subset F(X,Σ, E) ∩ L1(X, µ,E). Hence
p(J(γ)) ≤ ‖γ‖L1,p for all γ ∈ L1(X, µ,E), establishing (108).
(c) Since F(X,B(X), E) ∩ L1(X, µ,E) is dense in L1(X, µ,E) and every
γ in the former space is a linear combination of maps of the form v1A with
A ∈ B(X) and µ(A) < ∞, it suffices to show that v1A is in the closure
of Cc(X,E). Since µ is inner regular, there exists an ascending sequence
K1 ⊆ K2 ⊆ · · · of compact subsets of A such that µ(Kn) ≥ µ(A) − 1n and
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thus µ(A \Kn) → 0 as n → ∞. Let Vn ⊆ X be a relatively compact, open
subset of X such that Kn ⊆ Vn. Since µ|Vn is outer regular, there exists a
relatively open subset Wn ⊆ Vn such that Kn ⊆Wn and µ(Wn) ≤ µ(Kn)+ 1n .
After replacing Wn with its intersection with Vn, we may assume that Wn is
open in C. Now Urysohn’s Lemma [60, 2.12] provides ηn ∈ Cc(X,R) such
that 1Kn ≤ ηn ≤ 1Wn. Then vηn ∈ Cc(X,E). If q is a continuous seminorm
on E, then
‖vηn − v1Kn‖L1,p = q(v)
∫
Vn\Kn
|ηn(x)| dµ(x)
≤ q(v)(µ(Vn \ An) + µ(An \Kn)) ≤ 2q(v)
n
,
which tends to 0 as n→∞. ✷
Proof of Lemma 1.19. By Lemma A.4, the weak integral
∫
X
γ dµ exists
in E for each γ ∈ L1(X, µ,E), and can be estimated as desired. The remain-
ing assertions on L∞rc(X,E) are covered by [24, Proposition 3.21].
33 If E is a
Banach space space (resp., a Fre´chet space), then Lp(X, µ,E) are normable
(resp., have the property that the vector topology can be defined using a
countable set of seminorms). It only remains to show that Lp(X, µ,E) is
complete. To this end, let (qn)n∈N be a sequence of seminorms on E defining
its vector topology. Let γn ∈ Lp(X, µ,E) such that ([γn])n∈N is a Cauchy
sequence in Lp(X, µ,E). The Cauchy sequence will converge if we can show
that it has a convergent subsequence. After passing to a subsequence, we
may therefore assume that
(∀n0 ∈ N) (∀n,m ≥ n0) ‖γn − γm‖Lp,qn0 ≤ 2−n0.
We claim that
∑∞
n=1(γn+1−γn) converges in Lp(X, µ,E). If this is true, then
γm = γ1 +
∑m−1
n=1 (γn+1 − γn) converges to γ1 +
∑∞
n=1(γn+1 − γn) as m→∞,
whence Lp(X, µ,E) is complete. We first prove the claim if p = ∞. After
replacing the representatives by 0 on a set of measure 0, we may assume that
‖γn − γm‖L∞,qn0 = supx∈X qn0(γn(x) − γm(x)) for all n0 ∈ N and n,m ≥ n0.
Let x ∈ X . For each n0 ∈ N, we have
∞∑
n=n0
qn0(γn+1(x)− γn(x)) ≤
∞∑
n=n0
2−n <∞
33Where the symbol L∞ is used in place of L∞rc .
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and thus
∑∞
n=1 qn0(γn+1(x)−γn(x)) <∞. Therefore
∑∞
n=1(γn+1(x)−γn(x)) is
an absolutely convergent series in the Fre´chet space E and hence convergent.
By Lemma A.3, the function
γ : X → E, γ(x) :=
∞∑
n=1
(γn+1(x)− γn(x)) = lim
N→∞
N∑
n=1
(γn+1(x)− γn(x))
is measurable and has separable image. For each n0 ∈ N and x ∈ X , we have
qn0(γ(x)) ≤
∞∑
n=1
qn0(γn+1(x)− γn(x))
=
n0−1∑
n=1
qn0(γn+1(x)− γn(x)) +
∞∑
n=n0
qn0(γn+1(x)− γn(x))
≤
n0−1∑
n=1
‖γn‖L∞,qn0 +
∞∑
n=n0
2−n.
As a consequence, im(γ) is bounded in E and thus γ ∈ L∞(X, µ,E), with
‖γ‖L∞,qn0 ≤
∑n0−1
n=1 ‖γn‖L∞,qn0 +
∑∞
n=n0
2−n. If n0 ∈ N, we have for all m ∈ N
with m ≥ n0 − 2 and x ∈ X
qn0(γ(x)−
m∑
n=0
(γn+1(x)− γn(x))) ≤
∞∑
n=m+2
qn0(γn+1(x)− γn(x)))
≤
∞∑
n=m+2
2−n =
2−m−2
1− 1/2 = 2
−m−1.
Thus ‖γ−∑mn=1(γn+1−γn)‖L∞,qn0 ≤ 2−m−1 tends to 0 as m→∞ and hence
γ = limm→∞
∑m
n=1(γn+1 − γn) in L∞(X, µ,E) (establishing the claim).
If p ∈ [1,∞[, for each n0 ∈ N and N ∈ N we have
p
√√√√∫
X
( N∑
n=1
qn0(γn+1 − γn)
)p
dµ
= ‖
N∑
n=1
qn0 ◦ (γn+1 − γn)‖Lp ≤
N∑
n=1
‖qn0 ◦ (γn+1 − γn)‖Lp
=
N∑
n=1
‖γn+1 − γn‖Lp,qn0 ≤
∞∑
n=1
‖γn+1 − γn‖Lp,qn0 .
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Letting N →∞, the Monotone Convergence Theorem entails that
p
√√√√∫
X
( ∞∑
n=1
qn0(γn+1 − γn)
)p
dµ ≤
∞∑
n=1
‖γn+1 − γn‖Lp,qn0 <∞.
Hence
(∑∞
n=1 qn0(γn+1 − γn)
)p
∈ L1(X,R). Hence, after replacing each of
the maps γn by 0 on a set of measure zero, we may assume that
∞∑
n=1
qn0(γn+1 − (x)γn(x)) <∞
for all n0 ∈ N and all x ∈ X . Hence, for each x ∈ X , the series
∑∞
n=1(γn+1(x)−
γn(x)) in E is absolutely convergent and hence convergent to some γ(x) ∈ E.
By Lemma A.3, the function
γ : X → E, γ(x) :=
∞∑
n=1
(γn+1(x)− γn(x)) = lim
N→∞
N∑
n=1
(γn+1(x)− γn(x))
is measurable and has separable image. Since∫
X
(qn0(γ(x)))
p dµ(x) ≤
∫
X
( ∞∑
n=1
qn0(γn+1(x)− γn(x))
)p
dµ(x)
≤
( ∞∑
n=1
‖γn+1 − γn‖Lp,qn0
)p
<∞
for each n0 ∈ N, we have γ ∈ Lp(X, µ,E). Finally,
∑m
n=1(γn+1 − γn)→ γ in
Lp(X, µ,E) as m→∞ since
‖γ −
m∑
n=1
(γn+1 − γn)‖Lp,qn0 = p
√√√√∫
X
qn0
( ∞∑
n=n0
(γn+1(x)− γn(x))
)
dµ→ 0
by dominated convergence, using that the integrands are majorized by the
integrable function
(∑∞
n=1 qn0 ◦ (γn+1 − γn)
)p
. ✷
Proof of Lemma 1.21. Let M1+(K) be the set of all Radon probability
measures on K. Endow M1+(K) with the vague topology, which makes it a
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compact topological space and turns the map Φ: M1+(K) → C(K)′, µ 7→ Iµ
(with Iµ(f) :=
∫
K
f dµ) into a topological embedding with respect to the
weak ∗-topology on the dual C(K) of the Banach space C(K) of continuous
real-valued functions on K with the supremum norm (see [4, Chapter 2,
Corollary 4.7]). Because K is metrizable, M1+(K) is metrizable (see [3, Satz
31.5 (a)]). The weak ∗-topology on C(K)′ is initial with respect to the linear
maps
εγ : C(K)
′ → R, λ 7→ λ(γ).
Hence εγ ◦ Φ: M1+(K) → R, µ 7→
∫
K
γ dµ is continuous for each γ ∈ C(K).
For each µ ∈M1+(K), the barycentre
bµ :=
∫
K
x dµ(x)
exists in the compact set conv(K) (see [4, Chapter 2, Proposition 5.3] or [61,
Theorem 3.27]). The map
β : M1+(K)→ conv(K), µ 7→ bµ
is continuous: Because conv(K) =: L is compact, the topology induced by E
on L coincides with the weak topology, which is initial with respect to the
mappings λ|L for λ ∈ E ′. Hence β will be continuous if we can show that
λ ◦ β is continuous for each λ ∈ E ′. But
(λ ◦ β)(µ) =
∫
K
λ(x) dµ(x) = Iµ(λ|L),
showing that λ ◦ β = ελ|L ◦Φ, which indeed is continuous. Now Lemma 1.10
shows that im(β) is compact and metrizable. It only remains to recall that
im(β) = conv(K), see [4, Chapter 2, Proposition 5.3]. ✷
Proof of Lemma 1.23. If µ = 0, then all assertions are trivial. We may
therefore assume that µ(X) > 0. As weak integrals are linear in µ, we
may assume that µ(X) = 1. If γ ∈ L∞rc(X, µ,E), then K := im(γ) ⊆ E
compact and metrizable. Since E is assumed integral complete, it sat-
isfies the metric CCP. Thus conv(K) is compact. Now consider the im-
age measure γ∗(µ) : B(conv(K)) → [0, 1] of µ under the measurable map
γ : X → conv(K); thus γ∗(µ)(A) := µ(γ−1(A)) for Borel sets A ⊆ conv(K).
By [61, Theorem 3.27], the weak integral
b :=
∫
conv(K)
x dγ∗(µ)(x)
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exists in E. Testing with continuous linear functions λ ∈ E ′ and using the
Transformation Theorem for integrals with respect to image measures ([3,
19.2, Korollar 1]), we see that b =
∫
X
γ dµ. If q ∈ P (E), the Hahn-Banach
theorem provides λ ∈ E ′ such that q(b) = λ(b) and λ(Bq1(0)) ⊆ [−1, 1]. Thus
q(b) = λ(b) =
∫
X
λ(γ(x)) dµ ≤ ∫
X
|λ(γ(x))| dµ ≤ ∫
X
q(γ(x)) dµ = ‖γ‖L1,q ≤
‖γ‖L∞,qµ(X). ✷
Let ‖.‖ := ‖.‖2 be the euclidean norm on Rk and let Br(x) := {y ∈ Rk : ‖y−
x‖ < r} for x ∈ Rk and r > 0. Abbreviate Br := Br(0). Then λk(Br(x)) =
λk(Br) for all x ∈ Rk. The following discussion of Lebesgue points and
absolutely continuous functions was inspired by the treatment of the scalar-
valued case in [60, §7].
Definition A.5 Let E be a Fre´chet space and γ ∈ L1(Rk, λk, E). A point
x ∈ Rk is called a Lebesgue point of γ if
lim
r→0
1
λk(Br)
∫
Br(x)
p(γ(y)− γ(x)) dλk(y) = 0
for each continuous seminorm p on E.
Remark A.6 If x ∈ Rk is a Lebesgue point for γ ∈ L1(Rk, λk, E), then
lim
r→0
1
λk(Br)
∫
Br(x)
γ(y) dλk(y) = γ(x)
in particular, as
p
(
1
λk(Br)
∫
Br(x)
γ(y) dλk(y)− γ(x)
)
= p
(
1
λk(Br)
∫
Br(x)
(γ(y)− γ(x)) dλk(y)
)
≤ 1
λk(Br)
∫
Br(x)
p(γ(y)− γ(x)) dλk(y)→ 0
as r → 0, for each continuous seminorm p on E.
Lemma A.10 implies that the same Lebesgue points are obtained if the eu-
clidean norm is replaced with any norm ‖.‖ on Rk.
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Definition A.7 Let ρ : Rk → [0,∞] be a measurable function. We write
Mρ : R
k → [0,∞] for the maximal function of the measure ρdλk, defined via
Mρ(x) := sup
r∈ ]0,∞[
1
λk(Br)
∫
Br(x)
ρ(y) dλk(y).
Then Mρ is lower semicontinuous and hence Borel measurable (see [60, 7.2]).
Lemma A.8 If E is a Fre´chet space and γ ∈ L1(Rk, λk, E), then the set Lγ
of all Lebesgue points of γ is a Borel set in Rk, and λk(R
k \ Lγ) = 0.
Proof. Let q1 ≤ q2 ≤ · · · be an ascending sequence of continuous seminorms
on E defining the locally convex vector topology of E. Let j ∈ N. For r > 0,
the map hr : E×Rk → L1(Rk, E), hr(v, x) := v1Br(x) is continuous, and also
the map
Rk → L1(Rk, E), x 7→ γ · 1Br(x)
is continuous (exploiting that λk(Br(y)∆Br(x))→ 0 as r → 0, whereA∆B :=
(A ∪ B) \ (A ∩B) denotes the symmetric difference). Hence
Rk → L1(Rk, E), x 7→ γ(x)1Br(x) − γ · 1Br(x) = hr(γ(x), x)− 1Br(x)
is a measurable map. Since ‖.‖L1,qj is a continuous seminorm, we deduce
that the map
gj,r : R
k → R, x 7→ ‖γ(x)1Br(x)−γ·1Br(x)‖L1,qj =
∫
Br(x)
qj(γ(x)−γ(y)) dλk(y)
is measurable. Hence also fj,r : R
k → R,
fj,r(x) :=
1
λk(Br)
∫
Br(x)
qj(γ(x)− γ(y)) dλk(y)
is measurable. We shall later write fj,r,γ := fj,r to emphasize the dependence
on γ. For fixed x ∈ Rk, the map
]0,∞[→ [0,∞[, r 7→ gj,r(x) =
∫
Rk
qj(γ(x)1Br(x) − γ(y)1Br(y)) dλk(y)
is continuous, exploiting that λk(Br(x)) is continuous in r. Hence also the
map
]0,∞[→ [0,∞[, r 7→ fj,r(x) = 1
λk(Br)
∫
Rk
qj(γ(x)1Br(x)−γ(y)1Br(y)) dλk(y)
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is continuous and thus
Tj,r(x) := sup{fj,s(x) : s ∈ ]0, r]} = sup{fj,s(x) : s ∈ ]0, r] ∩Q}.
Being the pointwise supremum of a countable family of measurable functions,
the function
Tj,r : ]0,∞[→ [0,∞]
is measurable. By definition, Tt ≤ Tr if t ≤ r. Hence
Lγ = {x ∈ Rk : (∀j ∈ N) Tj,r(x)→ 0 as r → 0}
=
⋂
j∈N
{x ∈ Rk : Tj,1/n(x)→ 0 as n→∞}.
As the set Aj of all x ∈ Rk such that (Tj,1/n(x))n∈N converges is a Borel
set (see Lemma A.3 (b)) and Tj,γ : Aj → [0,∞], x 7→ limn→∞ Tj,1/n(x) is a
measurable map, we see that Lγ =
⋂
j∈N T
−1
j,γ ({0}) is a Borel set in Rk.
Let ε > 0. Let j, n ∈ N. By Lemma A.4 (c), there exists η ∈ Cc(Rk, E)
such that ‖γ − η‖L1,qj < 1n . Put ξ := γ − η. Since η is continuous, Tj,η = 0.
Because
fj,r,ζ(x) ≤ 1
λk(Br)
∫
Br(x)
qj(ζ(y)) dλk(y) + pj(ζ(x)),
we have Tj,ζ ≤Mqj◦ζ + pj ◦ ζ . Since fj,r,γ ≤ fj,r,η + fj,r,ξ, it follows that
Tj,γ ≤Mpj◦ξ + pj ◦ ξ.
Therefore
{x ∈ Rk : Tj,γ(x) > 2ε}
⊆ {x ∈ Rk : Mpj◦ξ(x) > ε} ∪ {x ∈ Rk : pj(ξ(x)) > ε} =: Sε,n.
Since ‖pj ◦ ξ‖L1 = ‖ξ‖L1,pj < 1n , [60, 7.5 (1) and Theorem 7.4] show that
λk(Sε,n) ≤ 3
k
ε
‖pj ◦ ξ‖L1 + 1
ε
‖pj ◦ ξ‖L1 ≤ 3
k + 1
εn
.
Hence λk({x ∈ Rk : Tj,γ(x) > 2ε}) ≤ 3k+1εn . As n was arbitrary, λk({x ∈
Rk : Tj,γ(x) > 2ε}) = 0 follows, and we deduce that
λk({x ∈ Rk : Tj,γ(x) > 0}) = 0.
Thus also Rk \ Lγ =
⋃
j∈N{x ∈ Rk : Tj,γ(x) > 0} has measure zero. ✷
The following concept is well known (see, e.g., [60, 7.9]:
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Definition A.9 Let x ∈ Rk. A sequence (An)n∈N of Borel sets in Rk is said
to shrink to x nicely if there exist α > 0 and a sequence of balls Brn(x) with
rn → 0 such that An ⊆ Brn(x) for all n ∈ N and
λk(En) ≥ αλk(Brn(x)).
Analogous to [60, 7.10], also in the vector-valued case we have:
Lemma A.10 Let E be a Fre´chet space and γ ∈ L1(Rk, E). For each x ∈
Rk, let (An(x))n∈N be a sequence of Borel sets which shrinks to x nicely. Then
γ(x) = lim
n→∞
1
λk(An(x))
∫
An(x)
γ dλk
at every Lebesgue point x of γ, and thus λk-almost everywhere.
Proof. Let x be a Lebesgue point of γ and α > 0 and (Brn(x))n∈N be the
positive number and the balls associated to the sequence (En(x))n∈N. Let q
be a continuous seminorm on E. Then
1
λk(An(x))
∫
An(x)
q(γ(y)− γ(x)) dλk(y)
≤ 1
αλk(Brn(x))
∫
Brn (x)
q(γ(y)− γ(x)) dλk(y). (110)
Since x is a Lebesgue point of γ, the right hand side of (110) tends to 0 as
n→∞, entailing that also the left hand side tends to 0. ✷
Proof of Lemma 1.28 (compare, e.g., [60, Theorem 7.11] for the well-
known scalar-valued case). We may assume that J = R (as we can extend
γ by 0 outside J). The weak integrals needed to define η exist by (A.4). To
complete the proof, we need only show that η is differentiable with derivative
γ(x) at each Lebesgue point x of γ (recalling Lemma A.8). Since
p(η(y)− η(x)) ≤
∣∣∣∣∫ y
x
p(γ(t)) dλ1(t)
∣∣∣∣→ 0
as y → x for each continuous seminorm p on E, the map η is continuous. If
x ∈ R and (tx,n)n∈N is a sequence of real number tx,n > x converging to x,
then the sets An(x) := [x, tx,n] shrink nicely to x, entailing that
η(tx,n)− η(x)
tx,n − x =
1
λ1([x, tx,n])
∫
[x,tx,n]
γ dλ1 → γ(x)
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at each Lebesgue point x of γ. We have shown that right-sided derivative
of η exists at x and equals γ(x). Likewise, if (sx,n)n∈N is a sequence of real
number sn < x converging to x, then the sets [sx,n, x] shrink to x nicely and
thus
η(x)− η(sx,n)
x− sx,n =
1
λ1([sx,n, x])
∫
[sx,n,x]
γ dλ1 → γ(x)
at each Lebesgue point x. Hence γ(x) is also the left-sided derivative of η
at x. As a consequence, η is differentiable at x and η′(x) = γ(x). ✷
Proof of Lemma 1.29. Let γj ∈ L∞rc(J, E) for j ∈ {1, 2} such that η(t) :=∫ t
t0
γ1(s) ds =
∫ t
t0
γ2(s) ds for all t ∈ J . Since E is integral complete and hence
has the metric CCP, the set K := conv(im(γ1) ∪ im(γ2)) ⊆ E is metrizable
and compact (see Lemma 1.21). By Lemma 1.11, there is a metrizable vector
topology O′ on F := span(K) which is coarser than the topology induced
by E. As (F,O′) and E induce the same topology on K, we have γj ∈
L∞rc(J, F ) for j ∈ {1, 2}. By the proof of Lemma 1.23, the weak integrals∫ t
t0
γ1(s) ds and
∫ t
t0
γ2(s) ds also exist in F , for all t ∈ J , and coincide with
η(t). Let F˜ be a completion of F such that F ⊆ F˜ and consider γj as an
element of L∞rc(J, F˜ ) for j ∈ {1, 2}. Since F˜ is a Fre´chet space, we deduce
with Lemma 1.28 that [γ1] = [γ2] in L
∞
rc(J, F˜ ). As a consequence, [γ1] = [γ2]
also in L∞rc(J, F ) and hence also in L
∞
rc(J, E). ✷
Lemma A.11 Let E be a Fre´chet space, J ⊆ R a non-degenerate interval,
η : J → E be a continuous map and A the set of all t ∈ J such that γ is
differentiable at t. Then A is a Borel set in J .
Proof. Let p1 ≤ p2 ≤ · · · be a sequence of continuous seminorms on E
defining its locally convex vector topology. For j ∈ N and ε > 0, let hj,ε(t)
be the supremum of the real numbers
pj
(
η(s1)− η(t)
s1 − t −
η(s2)− η(t)
s2 − t
)
=: gj,s1,s2(t), (111)
for s1, s2 ∈ (J∩ ]x− ε, x+ ε[) \ {t}. Note that (111) is a continuous function
of s1 and s2. Therefore the same supremum is obtained if we take s1, s2 ∈
Q ∩ (J∩ ]x − ε, x + ε[) \ {t} instead. If we set gj,s1,s2(t) := 0 if t ∈ {s1, s2},
then
gj,s1,s2 : J → [0,∞[
196
is a measurable function. Since hj,ε is the supremum of these for countably
many (s1, s2) as just described, also hj,ε is measurable. Now x ∈ A if and
only if (γ(s)−γ(t)
s−t
)s 6=t is a Cauchy net (using the preorder given by s1 - s2 if
and only if |s2−x| < |s1−x| to make J \{t} a directed set). The latter holds
if and only if hj,ε(t)→ 0 as ε→ 0, for all j ∈ N. Since hj,ε(t) is a decreasing
functions of ε, equivalently hj,1/n(t)→ 0 as n→∞, for all j ∈ N. Thus
A =
⋂
j∈N
{
t ∈ J : lim
n→∞
hj,1/n(t) = 0
}
,
entailing that A is a Borel set. ✷
Proof of Lemma 1.32. Let γ ∈ R([a, b], E) and (ηn)n∈N be a sequence in
T ([a, b], E) such that ηn → γ uniformly. By Lemma 1.11, there is a sequence
q1 ≤ q2 ≤ · · · of continuous seminorms on E such that the vector topology
O′ on F := span(γ([a, b])) defined by (qn|F )n∈N is Hausdorff. Then E and
(F,O′) induce the same topology on K := γ([a, b]). After increasing the
seminorms if necessary, we may assume that 2qn ≤ qn+1 for each n ∈ N.
Hence, for each x ∈ K
K ∩ Bqn2 (x) with n ∈ N is a basis of neighbourhoods of x in K. (112)
For each n ∈ N, there is mn ∈ N such that
sup
t∈[a,b]
qn(γ(t)− ηk(t)) ≤ 1 for all k ≥ mn. (113)
We have ηmn([a, b]) = {yn,1, . . . , yn,ℓn} for some ℓn ∈ N and pairwise dis-
tinct elements yn,1, . . . , yn,ℓn ∈ E. By (113), we find zn,j ∈ γ([a, b]) for
j ∈ {1, . . . , ℓn} such that qn(yn,j − zn,j) ≤ 1. Define γn : [a, b]→ E via
γn(t) := zn,j if ηmn(t) = yn,j.
Then γn ∈ T ([a, b], E), γn([a, b]) ⊆ γ([a, b]) and supt∈[a,b] qn(γ(t)−γn(t)) ≤ 2.
By (112), this implies that γn → γ uniformly. ✷
Proof of Lemma 1.36. Write Q for the map described in (7). Since
Q|E1×···EN : (x1, . . . , xN ) 7→
(
N∑
n=1
qn(xn)
p
)1/p
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(resp. (x1, . . . , xN ) 7→ max{q1(x1), . . . , qN(xN )}) is a continuous seminorm
on E1 × · · · × EN for each N ∈ N, and
⊕
n∈NEn = lim−→
(E1 × · · · × EN ),
we deduce that Q is a continuous seminorm on the direct sum. Thetrefore,
the topology defined by the seminorms Q is coarser than the locally convex
direct sum topology. That the topologies coincide if p = ∞ is well-known
and corresponds to the fact that the topology on a countable direct sum
is the box topology. If p < ∞, then Q∞ ≤ Qp holds pointwise for the
seminorms defined by (7), applied with ∞ (in place of p) and p, respectively.
The topology defined by the Qp is therefore finer than the topology defined
by the Q∞, which is the locally convex direct sum topology. As it is also
coarser, the topologies coincide. ✷
Proof of Lemma 1.37. It is well-known that the summation map
⊕
n∈NEn →
E is a topological quotient map, if we use the locally convex direct sum topol-
ogy on the left. Since linear quotient maps between locally convex spaces are
open maps, the assertion follows from Lemma 1.36. ✷
Proof of Lemma 1.39. Let D be a countable dense subset of E and
{Un : n ∈ N} be a basis of 0-neighbourhoods for F . For each n ∈ N, there is
a continuous seminorm qn on E such that F ∩Bqn1 (0) ⊆ Un. After replacing
qn with the pointwise maximum max{q1, . . . , qn}, we may assume that q1 ≤
q2 ≤ · · · . Now {qn|F : n ∈ N} is a directed set of seminorms on F defining
its topology. For n,m ∈ N, let
Dn,m := {y ∈ D : Bqn1/m(y) ∩ F 6= ∅}.
For y ∈ Dn,m, pick zn,m,y ∈ Bqn1/m(y) ∩ F . Then
DF := {zn,m,y : n,m ∈ N, y ∈ Dn,m}
is a countable subset of F . To see that DF is dense in F , it suffices to show
that
Bqn2/m(x) ∩DF
is non-empty for all x ∈ F and n,m ∈ N. By density of D in E, we find
y ∈ Bqn1/m(x) ∩ D. Then x ∈ Bqn1/m(y) ∩ F , entailing that y ∈ Dn,m. Now
zn,m,y ∈ DF is an element such that zn,m,y ∈ Bqn1/m(y), whence
qn(x− zn,m,y) ≤ qn(x− y) + qn(y − zn,m,y) < 1
m
+
1
m
=
2
m
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and thus zn,m,y ∈ Bqn2/m(x) ∩DF . ✷
Proof of 1.40. Let γ1, γ2 ∈ Lp(X, µ,E). Then span(γ1(X) ∪ γ2(X)) is a
separable vector subspace of E, entailing that
span(γ1(X) ∪ γ2(X)) =
⋃
n∈N
Fn
with topological vector subspaces F1 ⊆ F2 ⊆ · · · of E which are eseparable
Fre´chet spaces. Since Fn is closed in E and hence a Borel set, we deduce that
An := (γ1)
−1(Fn) ∩ (γ2)−1(Fn) ∈ Σ
for all n ∈ N. Moreover, A1 ⊆ A2 ⊆ · · · with
⋃
n∈NAn = X . Since Fn is a
separable metric space and the addition map αn : Fn×Fn → Fn is continuous,
we see with Lemma A.1 (b) that
γ1|An + γ2|An = αn ◦ (γ1|FnAn, γ2|FnAn)
is a measurable map to Fn and hence to E, for each n. Since (γ1 + γ2)|An
is measurable and (An)n∈N is a countable cover of X by measurable sets, we
deduce that γ1+γ2 is measurable. Now im(γ1+γ2) =
⋃
n∈N(Fn∩ im(γ1+γ2))
is a countable union of separable sets and hence separable. Moreover, ‖γ1 +
γ2‖Lp,q ≤ ‖q ◦ γ1+ q ◦ γ2‖Lp ≤ ‖q ◦ γ1‖Lp‖q ◦ γ2‖Lp = ‖γ1‖Lp,q+ ‖γ2‖Lp,q <∞
for each continuous seminorm q ∈ P (E). Hence γ1 + γ2 ∈ Lp(X, µ,E). If
γ ∈ Lp(X,Σ, µ) and ‖γ‖Lp,q = 0 for each q ∈ P (E), pick separable Fre´chet
spaces F1 ⊆ F2 · · · in E with
span(γ(X)) =
⋃
n∈N
Fn.
Then ‖γ|γ−1(Fn)‖Lp,q = 0 for all q ∈ P (Fn), entailing that γγ−1(Fn) : γ−1(Fn)→
Fn is 0 outside a set Nn ⊆ X of measure µ(Nn) = 0. Then µ(
⋃
n∈NNn) = 0
and γ(x) = 0 for all x ∈ X \⋃n∈NNn. Hence [γ] = 0 and thus Lp(X, µ,E)
is Hausdorff. ✷
A.12 LetM be a smooth manifold modelled on a locally convex space X and
F be a locally convex space. Recall that a smooth vector bundle overM , with
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typical fibre F is a smooth manifold E, together with a surjective smooth
map π : E →M and a vector space structure on
Ex := π
−1({x})
for each x ∈M , such that for each x ∈M there exists an open neighbourhood
U of x in M and a so-called local trivialization θ : EU → U × F , with EU :=
π−1(U). Thus θ is a C∞-diffeomorphism such that
pr1 ◦θ = π
(where pr1 : U × F → U , (x, y) 7→ x) and pr2 ◦θ|Ex : Ecx→ F is linear (and
hence an isomorphism of topological vector spaces) for each x ∈ U , where
pr2 : U × F → F , (x, y) 7→ y.
A.13 If π : E →M is a smooth vector bundle with typical fibre F A smooth
section of E is a smooth map σ : M → E such that π ◦ σ = idM . We write
Γ(E) for the vector space of all smooth sections of E (with pointwise addition
and multiplication with scalars). We endow Γ(E) with the vector topology
making the map
Γ(E)→
∏
θ
C∞(Uθ, F ), σ 7→ (pr2 ◦θ ◦ σ|Uθ)
a topological embedding onto a closed vector subspace (for θ : EUθ → Uθ×F
ranging through the set of all local trivializations of E).
Now assume that M is paracompact and finite-dimensional. If K ⊆ M is a
compact set, we write ΓK(E) for the closed vector subspace of all σ ∈ Γ(E)
such that σ(x) = 0 ∈ Ex for all x ∈ M \K. We endow
Γc(E) =
⋃
K
ΓK(E)
with the locally convex direct limit topology (for K ranging through the
set of all compact subsets of M). As the inclusion map ΓK(E) → Γ(E)
for each compact set K ⊆ M is continuous linear, also the inclusion map
Γc(E)→ Γ(E) is continuous. Since Γ(E) is Hausdorff, we deduce that Γc(E)
is Hausdorff.
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A.14 If π : E →M is a smooth vector bundle and U ⊆ M is an open subset,
then E|U := π−1(U) ⊆ E with the given vector space structure on each fibre
and the restriction π|E|U : E|U → U . If K ⊆M is compact and K ⊆ U , then
the linear map
ΓK(E)→ ΓK(E|U), σ 7→ σ|U
is a bijection and in fact an isomorphism of topological vector spaces (as is
clear from the definition of the topologies). Hence also the inverse map
ΓK(E|U)→ ΓK(E), σ 7→ σ˜ (114)
(with σ˜(x) = σ(x) if x ∈ U , σ˜(x) = 0 if x ∈ M \ K) is an isomorphism of
topological vector spaces.
Lemma A.15 Let F be a locally convex space and π : E → M be a smooth
vector bundle over a finite-dimensional paracompact smooth manifold M ,
with typical fibre F . Let (Uj)j∈J be a locally finite cover of M by open,
relatively compact subsets Uj ⊆M . Then the map
Φ: Γc(E)→
⊕
j∈J
Γ(E|Uj), σ 7→ (σ|Uj)j∈J
is a topological embedding onto a closed vector subspace which is comple-
mented in the direct sum as a topological vector space.
Proof. It is clear from the definition of the topology that the linear map
Γ(E)→ Γ(E|Uj), σ 7→ σ|Uj
is continuous for each j ∈ J . Hence also the restriction to ΓK(E) is con-
tinuous linear for each compact set K ⊆ M , entailing that the linear map
Φ is continuous. Pick a partition of unity (hj)j∈J subordinate to (Uj)j∈J ,
with compact supports Kj := {x ∈M : hj(x) 6= 0}. Then the multiplication
operator
Γ(E|Uj)→ ΓKj(E|Uj ), σ 7→ hj σ
is linear and continuous (see [25] or [35]) and hence also the map
αj : Γ(E|Uj)→ Γ(E), σ 7→ (hjσ)˜
is continuous linear (with notation as in (114)). This map takes its values in
ΓK(E), which injects continuously in Γc(E). We can therefore consider αj as
a continuous linear map to Γc(E). By the universal property of the locally
convex direct sum, also the map
α :
⊕
j∈J
Γ(E|Uj)→ Γc(E), (σj)j∈J 7→
∑
j∈J
αj(σj)
is continuous linear. Now α ◦ Φ = id, entailing that Φ is a topological
embedding and ⊕
j∈J
Γ(E|Uj) = im(Φ)⊕ ker(α)
as a topological vector space. Notably, im(Φ) is closed in
⊕
j∈J Γ(E|Uj). ✷
Remark A.16 The same argument applies if smooth sections are replaced
with Ck-sections with k ∈ N0. In particular, the map
Ckc (M,E)→
⊕
j∈J
Ck(Uj , E), γ 7→ (γ|Uj)j∈J
is a linear topological embedding onto a closed and complemented topological
vector subspace for each k ∈ N0∪{∞}, locally convex space E, paracompact
finite-dimensional smooth manifold M and locally finite cover (Uj)j∈J of M
by relatively compact, open subsets Uj ⊆M .
Proof of Lemma 1.41. (a) If S ⊆⊕j∈J Ej =: E is a separable closed vec-
tor subspace, let D ⊆ S be a dense countable subset. Since D is countable,
there exists a countable subset J0 ⊆ J such that D ⊆
⊕
j∈J0
Ej. As the pro-
jections pri : E → Ei, (xj)j∈J 7→ xi are continuous linear, F :=
⊕
j∈J0
Ej =⋂
i∈J\J0
ker pri is a closed vector subspace of E with D ⊆ F and hence S ⊆ F .
Now Si := pri(S) ⊆ Ei is a separable closed vector subspace for each i ∈ J0
and hence Si =
⋃
k∈N Fi,k with separable Fre´chet subspaces Fi,1 ⊆ Fi,2 ⊆ · · ·
of Ei, as Ei has the (FEP). If J0 is infinite, enumerate J0 = {j1, j2, . . .}; if J0
has a finite number, m, of elements, write J0 = {j1, . . . , jm}. Then
Y :=
⊕
j∈J0
Sj =
⋂
i∈J\J0
ker(pri) ∩
⋂
j∈J0
(prj)
−1(Sj)
is a closed vector subspace which contains D and thus S ⊆ Y = ⋃n∈N Yn
with the separable Fre´chet spaces Yn := Fj1,n × · · · × Fjn,n ⊆
⊕
j∈J Ej (if J0
is infinite), resp.,
Yn := Fj1,n × · · · × Fjm,n
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(if J0 is finite). Then (Yn ∩ S)n∈N is an ascending sequence of separable
Fre´chet subspaces of
⊕
j∈J Ej with S =
⋃
n∈N(Yn ∩ S).
If γ = (γj)j∈J ∈ Lp(X, µ,E), then S := span(γ(X)) is a closed vector sub-
space of E and S ⊆⊕j∈J0 Ej with some countable subset J0 ⊆ J . Then
J1 := {j ∈ J0 : µ((γj)−1(Ej \ {0})) > 0}
is a finite set, from which Lp(X, µ,E) =
⊕
j∈J L
p(X, µ,Ej) follows. In fact,
if J1 was infinite, we could choose a bijection N→ J , n→ jn. Since [γjn] 6= 0,
we would find a continuous seminorm qjn on Ejn such that ‖γjn‖Lp,qjn > 0;
after replacing qjn with a multiple, we may assume that
‖γjn‖Lp,qjn ≥ n
for all n ∈ N. For j ∈ J \ J1, choose any qj ∈ P (Ej). Then
q : E → [0,∞[, q((yj)j∈J) :=
∑
j∈J
qj(yj)
is a continuous seminorm on E. For each n ∈ N, we have
‖γ‖Lp,q = p
√∫
X
q(γ(x))p dµ(x) ≥ p
√∫
X
qjn(γ(xjn))
p dµ(x) = ‖γjn‖Lp,qjn ≥ n.
Hence ‖γ‖Lp,q =∞, contradicting γ ∈ Lp(X, µ,E).
As each inclusion map
Lp(X, µ,Ej)→ Lp(X, µ,E)
is continuous and linear, the universal property of the locally convex direct
sums provides the continuity of the linear summation map
Σ:
⊕
j∈J
Lp(X, µ,Ej)→ Lp(X, µ,E), (γj)j∈J 7→
∑
j∈J
γj.
If J is countable or p = 1, let us show that also Σ−1 is continuous. To this
end, let Q be a continuous seminorm on
⊕
j∈J L
p(X, µ,Ej). After increasing
Q, we may assume that
Q((γj)j∈J) =
∑
j∈J
Qj(γj)
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with continuous seminorm Qj on L
1(X, µ,Ej). After increasing each Qj if
necessary, we may assume that
Qj = ‖.‖L1,qj
for a continuous seminorm qj on Ej , for each j ∈ J . Then q : E → [0,∞[,
q((vj)j∈J) :=
∑
j∈J
qj(vj)
is a continuous seminorm on E. If [γ] ∈ L1(X, µ,E), we may assume that the
representative γ has been chosen in
⊕
j∈J L1(X, µ,Ej) (as just shown). Thus
γ =
∑
j∈F γj for some finite subset F ⊆ J and suitable γj ∈ L1(X, µ,Ej).
Thus
Q(Σ−1([γ])) =
∑
j∈F
‖γj‖L1,qj =
∑
j∈F
∫
X
qj(γj(x)) dµ(x)
=
∫
X
∑
j∈F
qj(γj(x)) dµ(x) =
∫
X
q((γj(x))j∈J) dµ(x)
=
∫
X
q(γ(x)) dµ(x) = ‖[γ]‖L1,q ≤ ‖[γ]‖L1,q
and thus Σ−1 is continuous.
(b) If S is a closed vector subspace of F , then S is also closed in E and
thus S =
⋃
n∈N Fn with an ascending sequence (Fn)n∈N of separable Fre´chet
spaces. Hence F has the (FEP).
(c) By Proposition 9 in [9, Chapter II, §4, no. 6], E induces the given
topology on each Fn. If S ⊆ E is a closed vector subspace, then S =⋃
n∈N(SF\) where S ∩ Fn is a Fre´chet space for each n ∈ N.
(d) Let (Uj)j∈J be a locally finite cover of M by open, relatively compact
subsets Uj ⊆ M such that there exists a trivialization θj : E|Uj → Uj × F .
Then Γ(E|Uj) ∼= C∞(Uj , F ) is a Fre´chet space for each j ∈ J (cf. [25] or [35]).
Since, by Lemma A.15, there exists a linear topological embedding
Φ: Γc(E)→
⊕
j∈J
Γ(E|Uj)
with closed image, we deduce with (a) and (b) that Γc(E) has the (FEP) and
with (a) that, for each γ ∈ Lp(X, µ,E), there exists a finite subset J0 ⊆ J
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and A ∈ Σ with µ(X \ A) = 0 and
(Φ ◦ γ)(A) ⊆
⊕
j∈J0
Γ(E|Uj).
Let 1A : X → {0, 1} be the characteristic function (indicator function) of A.
Then K :=
⋃
j∈J0
Uj is a compact subset of M and
[γ] = [1Aγ] ∈ Lp(X, µ,ΓK(E)).
(e) This is a special case of (d). ✷
Proof of Lemma 1.43. If γ ∈ L1(X, µ,E), then S := span(γ(X)) is a
separable closed vector subspaces of E and thus S =
⋃
n∈N Fn with separable
Fre´chet spaces F1 ⊆ F2 ⊆ · · · in E (as E has the (FEP)). Since Fn is com-
plete, hence closed in E and thus Borel, we have An := γ
−1(Fn) ∈ Σ for each
n ∈ N, A1 ⊆ A2 ⊆ · · · and X =
⋃
n∈NAn. Since γ|An ∈ L1(An, µ|An, Fn), the
weak integral
zn :=
∫
An
γ|An d(µ|An) =
∫
X
1Anγ dµ
exists in Fn (and hence in E), for each n ∈ N. We claim that (zn)n∈N is a
Cauchy sequence in E. If this is true, then
z := lim
n→∞
zn
exists in E since E is assumed sequentially complete. For each λ ∈ E ′, we
have
λ(z) = lim
n→∞
λ(zn) = lim
n→∞
∫
X
1An(λ ◦ γ) dµ =
∫
X
(λ ◦ γ) dµ
by dominated convergence (with |λ◦γ| as a majorant) and thus z = ∫
X
γ dµ.
To prove the claim, let q ∈ P (E). Since q ◦ γ ∈ L1(X, µ,R), we have∫
X
1An(q ◦ γ) dµ→
∫
X
(q ◦ γ) dµ
as n→∞ by dominated convergence, entailing that (∫
X
1An(q ◦ γ) dµ)n∈N is
a Cauchy sequence. Hence, given ε > 0, there exists N ∈ N such that for all
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m ≥ n ≥ N :
q(zm − zn) = q
(∫
X
(1Am − 1An)γ dµ
)
≤
∫
X
(1Am − 1An)(q ◦ γ) dµ
=
∫
X
1Am(q ◦ γ) dµ−
∫
X
1An(q ◦ γ) dµ < ε
Thus (zn)n∈N indeed is a Cauchy sequence. ✷
Proof of Lemma 1.44. Let γ ∈ Lp(X, µ,E). We have span γ(X) =⋃
n∈N Fn for suitable vector subspaces F1 ⊆ F2 ⊆ · · · of E which are separable
Fre´chet spaces and hence closed. Then An := γ
−1(Fn) are Borel sets with
A1 ⊆ A2 ⊆ · · · and X =
⋃
n∈NAn. For each continuous seminorm q on E,
we have
‖γ − γ · 1An‖Lp,q =
(∫
X
(q(γ(x)))p(1− 1An(x)) dµ(x)
)1/p
→ 0
by dominated convergence. Hence γ · 1An → γ. Hence, if each γ1An is in
the closure of F(X, µ,E) ∩ Lp(X, µ,E) (or the subset specified in (8), then
also γ is in the closure. After replacing γ with γ1An and E with Fn, we may
therefore assume that E is a separable Fre´chet space. This case was already
settled. ✷
Proof of Lemma 1.46. By Lemma 1.43, the integrals needed to define η
exist in E. To see that η is continuous on the left at each t ∈ J (a similar
argument shows that η is continuous on the right at t). Let q ∈ P (E). For
each t1 ∈ J such that t1 ≤ t, we have that
q(η(t)−η(t1)) = q
(∫ t
t1
γ(s) ds
)
≤
∫ t
t1
(q◦γ)(s) ds =
∫
J
1[t1,t](s)(q◦γ)(s) ds→ 0
as t1 → t, by dominated convergence.
To see that the linear map L1(J, E) → C(J, E), [γ] 7→ ηγ (with ηγ(t) :=∫ t
t0
γ(s) dµ(s)) is injective, let γ ∈ L1(J, E) such that [γ] 6= 0. Then ‖γ‖L1,q 6=
0 for some q ∈ P (E). Let πq : E → E˜q and the norm ‖.‖q on E˜q be as in 1.45.
Then ‖πq ◦ γ‖L1,‖.‖q = ‖γ‖L1,q 6= 0, whence [πq ◦ γ] 6= 0 in L1(J, E˜q). Since
(πq ◦ ηγ)(t) =
∫ t
t0
(πq ◦ γ)(s) dµ(s)
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for each t ∈ J , Lemma 1.28 shows that πq ◦ ηγ 6= 0. Hence ηγ 6= 0. ✷
Proof of 1.47. If [γ] = [γ1] with γ1 in L1([a, b], F ) or L∞rc([a, b], F ), then γ
can be replaced with γ1 in the definition of η. But then the weak integral
defining η(t) can be formed in F , and coincide with those in E. Thus η(t) ∈ F
for all t ∈ [a, b]. If, conversely,
λ1({t ∈ [a, b] : γ(t) ∈ E \ F}) > 0,
then
[q ◦ γ] 6= 0
in L1([a, b], E/F ) (resp., L∞rc([a, b], E/F )), where
q : E → E/F, x 7→ x+ F
is the canonical quotient map. Now
(q ◦ η)(t) =
∫ t
a
q(γ(s)) ds
for all t ∈ [a, b]. If E is a Fre´chet space, then also E/F is a Fre´chet space
and the uniqueness assertion in Lemma 1.28 shows that q ◦ η 6= 0 and thus
η([a, b]) 6⊆ F . If γ ∈ L∞rc([a, b], E), then q◦γ ∈ L∞rc([a, b], E/F ). If q◦η would
vanish, it would also be a primitive of the constant curve with value 0 and
the contradiction [q◦γ] = [0] would follow analogously to the uniqueness part
of Lemma 1.29 (whose proof only requires the existence of the weak integrals
at hand, not integral completeness). Thus q ◦ η 6= 0 and thus η([a, b]) 6⊆ F .
Now assume that E is a strict (LF)-space, say E = lim
−→
En as a locally convex
space with an ascending sequence E1 ⊆ E2 ⊆ · · · of Fre´chet spaces such that
En+1 induces the given topology on En for each n. If a vector subspace
F ⊆ E is a Fre´chet space in the induced topology, then F ⊆ EN for some
N ∈ N as a consequence of the Grothendieck Factorization Theorem [48,
24.33] (or simply using that the locally convex direct limit E =
⋃
n∈NEn
is regular, whence F cannot contain a zero-sequence leaving each En). By
Lemma 1.41 (c), we may assume that γ ∈ L1([a, b], En) for some n ∈ N; we
may assume that n ≥ N . Then F is a closed vector subspace of the Fre´chet
space En and hence we can replace γ by an element of L1([a, b], F ) by the
special case of the lemma for Fre´chet spaces already discussed. ✷
Proof of 1.33. To prove the assertion, let (qm)m∈N be a sequence in P (E)
defining the locally convex vector topology on E. If γ is in the closure,
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then we find a sequence γn ∈ T ([a, b], E) such that ‖γ − γn‖L∞,qm → 0 for
all m ∈ N. For each m and n, there is a measurable set Am,n ⊆ X with
µ(Am,n) = 0 such that ‖γ − γn‖L∞,qm = supx∈X\Am,n qm(γ(x)− γn(x)). Then
also A :=
⋃
n,m∈NAm,n is measurable and µ(A) = 0. Define ηn(x) := γn(x)
if x ∈ X \ A, ηn(x) := γ(x) if x ∈ A. Then [ηn] = [γn] in L∞rc([a, b], E) and
ηn → γ uniformly. ✷
Proof of 1.35. In fact, the projections πj : E1 × E2 → Ej onto the compo-
nents are continuous linear for j ∈ {1, 2} and also the mappings
λ1 : E1 → E1 × E2, x 7→ (x, 0)
and λ2 : E2 → E1 ×E2, y 7→ (0, y) are continuous linear. Thus
Φ := (Lp(X, µ, π1), L
p(X, µ, π2) : L
p(X, µ,E1×E2)→ Lp(X, µ,E1)×Lp(X, µ,E2)
is continuous linear and also
Ψ: Lp(X, µ,E1)× Lp(X, µ,E2)→ Lp(X, µ,E1 × E2),
Ψ([γ1], [γ2]) := L
p(X, µ, λ1)([γ1]) + L
p(X, µ, λ2)([γ2]) is continuous linear.
Since Ψ ◦ Φ is the identity map on Lp(X, µ,E1 × E2) and Φ ◦Ψ is the iden-
tity map on Lp(X, µ,E1)×Lp(X, µ,E2), we see that Φ is an isomorphism of
topological vector spaces with inverse Ψ. ✷
Proof of Lemma 1.57. The set U [1] := {(x, y, t) ∈ U ×E×R : x+ ty ∈ U}
is open in E ×E × R. Since f : U → F is C1, the map
f [1] : U [1] → F, (x, y, t) 7→
{
f(x+ty)−f(x)
t
if t 6= 0;
df(x, y) if t = 0
is continuous (see [5] or [38]). For t ∈ R \ {0} such that t0 + t ∈ J , we have
f(γ(t0 + t))− f(γ(t0))
t
=
f
(
γ(t0) + t
γ(t0+t)−γ(t0)
t
)
− f(γ(t0))
t
= f [1]
(
γ(t0),
γ(t0 + t)− γ(t0)
t
, t
)
,
which converges to f [1](γ(t0), γ
′(t0), 0) = df(γ(t0), γ
′(t0)) as t → 0. Thus
(f ◦ γ)′(t0) = df(γ(t0), γ′(t0)). ✷
Proof of Lemma 1.59. Since df : V ×E → F is continuous and df(x, 0) =
0 ∈ Bp1(0), there is a convex open neighbourhood V1 ⊆ V of x and an open
208
0-neighbourhood W ⊆ E such that df(V1 ×W ) ⊆ Bp1(0). We may assume
that W = Bq1(0) for some q ∈ P (E). Then
p(df(y, z)) ≤ q(z) for all y ∈ V1 and z ∈ E.
For all y, z ∈ V1, we obtain
p(f(z)− f(y)) = q
(∫ 1
0
df(y + t(z − y), z − y) dt
)
≤
∫ 1
0
p(df(y + t(z − y), z − y)) ≤ q(z − y),
as desired. ✷
Proof of Lemma 1.61. The map d1f : V × E2 × E1 → F , d1f(x, v, h) :=
(D(h,0)f)(x, v) is continuous and d1(K×{0}×{0})+{0} ⊆ Bp1(0). Using the
Wallace Lemma (see 1.1), we find an open subset U ⊆ V such that K ⊆ U
and continuous seminorms q1 ∈ P (E1) and q2 ∈ P (E2) such that
d1f(u, v, h) ∈ Bp1(0) for all u ∈ U , h ∈ Bq11 (0) and v ∈ Bq21 (0).
As a consequence,
p(d1f(u, v, h)) ≤ q1(h)q2(v) for all u ∈ U , h ∈ E1 and v ∈ E2.
Since f(K × {0}) = {0} ⊆ Bp1(0), the Wallace Lemma shows that we may
assume that, moreover,
f(U × Bq21 (0)) ⊆ Bp1(0)
after shrinkling U and increasing q2. Thus
p(f(u, v)) ≤ q2(v) for all u ∈ U and v ∈ E2. (115)
After increasing q1 if necessary, we may assume that K + B
q1
2 (0) ⊆ U . Let
y, z ∈ K + Bq11 (0). If q1(y − z) < 1, choose x ∈ K such that y ∈ Bq11 (x).
Then z ∈ Bq12 (x), by the triangle inequality. For all v, w ∈ E2, we deduce
that
f(z, v)− f(y, w) = f(z, v − w) + f(z, w)− f(y, w)
= f(z, v − w) +
∫ 1
0
d1f(y + t(z − y), w, z − y) dt.
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Hence
p(f(z, v)− f(y, w)) ≤ p(f(z, v − w))
+ sup
t∈[0,1]
p(d1f(y + t(z − y), w, z − y))︸ ︷︷ ︸
≤q1(z−y)q2(w)
≤ q2(v − w) + q1(z − y)q2(w).
If q1(y − z) ≥ 1, we estimate with (115)
p(f(z, v)− f(y, w)) ≤ p(f(z, v − w)) + p(f(z, w)) + p(f(y, w))
≤ q2(v − w) + 2q2(w) ≤ q2(v − w) + 2q1(y − z)q2(w).
We therefore always have (9) if we replace q1 with 2q1. ✷
Proof of Lemma 1.62. Using Lemma 1.59, we find a continuous seminorm
q ∈ P (E) such that Bq2(x) ⊆ V and
p(f(z)− f(y)) ≤ q(z − y) for all z, y ∈ Bq2(x).
Thus p(f(z)− f(y)) = 0 for all z, y ∈ Bq2(x) such that q(z − y) = 0. Equiva-
lently, πp(f(z)) = πp(f(y)) for all z, y ∈ Bq2(x) such that πq(z) = πq(y). We
therefore get a well-defined map
f˜ : πq(B
q
2(x))→ F˜p, πq(y) 7→ πp(f(y))
on the open ball πq(B
q
2(x)) = {v ∈ Eq : ‖v − πq(x)‖q < 2} in the normed
space Eq. The map f˜ is Lipschitz continuous with Lipschitz constant 1, as
‖f˜(πq(z))− f˜(πq(y))‖p = ‖πp(f(z)− f(y))‖p
= p(f(z)− f(y)) ≤ q(z − y) = ‖πq(z)− πq(y)‖q
for all z, y ∈ Bq2(0). In particular, wtf is uniformly continuous and hence
extends uniquely to a continuous (and indeed Lipschitz continuous) map
g : B
‖.‖q
2 (x)→ F˜p
on the open ball B
‖.‖q
2 (x) ⊆ E˜q. Since df : V × E → F is C1, we can repeat
the reasoning. After increasing q if necessary, we may assume that there is a
continuous map
h : B
‖.‖q
2 (x)× B‖.‖q2 (0)→ F˜p
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such that h(πq(y), πq(z)) = πp(df(y, z)) for all (y, z) ∈ Bq2(x)× Bq2(0). Then
h(v, rw) = rh(v, w) for all (v, w)B
‖.‖q
2 (x)× B‖.‖q2 (0) and r ∈ ]0, 1]
as h is continuous and equality holds for all (v, w) in the dense subset
πq(B
q
2(x))× πq(Bq2(0)). Therefore
H : B
‖.‖q
2 (x)× E˜q → F˜p, H(v, w) := nh
(
v,
1
n
w
)
for all n ∈ N, v ∈ B‖.‖q2 (x) and w ∈ B‖.‖q2n (0) is well-defined. Since H
is continuous on the open sets B
‖.‖q
2 (x) × B‖.‖q2n (x) for n ∈ N which cover
B
‖.‖q
2 (x)× E˜q, the map H is continuous. Now, if y ∈ Bq2(x) and y ∈ Bq2n(0),
then
H(πq(y), πq(z)) = nh
(
πq(y),
1
n
πq(z)
)
= nh
(
πq(y), πq
(
1
n
z
))
= ndf
(
y,
1
n
z
)
= df(y, z).
Since πq(B
q
2(x))× Eq is dense in B‖.‖q2 (x)× E˜q, we deduce that
H(v, .) : E˜q → F˜p
is linear for each v ∈ B‖.‖q1 (x). The parameter-dependent integral
g1 : B
‖.‖q
1 (x)× B‖.‖q1 (0)× ]−1, 1[→ F˜p, a(v, w, t) :=
∫ 1
0
H(v + stw, w) ds
is continuous, by 1.18. For all y ∈ Bq1(x), z ∈ Bq1(0) and t ∈ ]−1, 1[ \{0}, we
have
g1(πq(y), πq(z)) =
∫ 1
0
H(πq(y + stz), πq(z)) ds =
∫ 1
0
df(y + stz, z) ds
=
1
t
(f(y + tz)− f(y)) = 1
t
(g(πq(y) + tπq(z))− g(πq(y))).
Hence
g1(v, w, t) =
1
t
(v + tw)− g(v))
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for all (x, y, t) ∈ B‖.‖q1 (x)×B‖.‖q1 (0)×(]−1, 1[ \{0}), as both sides of the equa-
tion are continuous functions of (x, y, t) ∈ B‖.‖q1 (x)×B‖.‖q1 (0)× (]−1, 1[ \{0})
which agree on the dense subset πq(B
q(x)) × πq(Bq1(0)). Abbreviate U :=
B
‖.‖q
1 (πq(x)). By the preceding, the map
(g|U)[1] : U [1] = U ]1[ ∪ (U × B‖.‖q1 (0)× ]−1, 1[)→ F˜p,
(v, w, t) 7→
{
g1(v, w, t) if (v, w, t) ∈ U ×B‖.‖q1 (0)× ]−1, 1[;
1
t
(g(v + tw)− g(v)) if (v, w, t) ∈ U ]1[
is well-defined, and it is continuous as it is piecewise defined and continuous
on the two open pieces. From 1.51, we deduce that g|U is C1, with dg =
g[1](., 0) = H|U×E˜q . By construction, πp ◦ f |Bq1(0) = g|U ◦ πq|UBq1(0). ✷
B Details for Section 7
We study the compatibility of Lebesgue spaces with countable projective
limits.
Lemma B.1 Let ((Gn)n∈N, (φn,m)n≤m) be a projective system of metrizable,
complete topological groups Gn and continuous homomorphisms φn,m : Gm →
Gn such that φn,m(Gm) is dense in Gn, for all n,m ∈ N with n ≤ m. Let
G := lim
←−
Gn be a projective limit. Then also each limit map φn : G → Gn
has dense image.
Proof. It suffices to show that φ1 has dense image. Let x1 ∈ G1 and
V ⊆ G1 be an open identity neighbourhood. We construct an element y ∈ G
such that φ1(y) ∈ x1V , where V is the closure of V . There is a sequence
(U1,k)k∈N0 of open identity neighbourhoods U1,k ⊆ G1 such that U1,0 = V
and U1,kU1,k ⊆ U1,k−1 for all k ∈ N. Thus
U1,kU1,k+1 · · ·U1,ℓ−1U1,ℓ ⊆ U1,ℓ ⊆ U1,k−1 for all k ∈ N and ℓ > k.
Recursively, we choose sequences (Un,k)k∈N0 of open identity neighbourhoods
in Gn for n ∈ {2, 3, . . .} such that
φn−1,n(Un,k) ⊆ Un−1,k for all k ∈ N0
and Un,kUn,k ⊆ Un,k−1 for all k ∈ N. The open set x1U1,1 contains φ1,2(x2)
for some x2 ∈ G2. Recursively, we find xn ∈ Gn for n ∈ {2, 3, . . .} such that
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φn−1,n(xn) ∈ xn−1Un−1,n−1. Let k ∈ N and N ∈ N with N ≥ k. For all
n,m ∈ N with m > n ≥ N , we then have
φn,m(xm) ∈ xnUn,nUn,n+1 · · ·Un,m−2Un,m−1 ⊆ xnUn,n−1,
entailing that x−1n φn,m(xm) ∈ Un,n−1 and hence
φk,n(xn)
−1φk,m(xm) ∈ Uk,n−1 ⊆ Uk,N−1 for all m > n ≥ N . (116)
Hence (φk,n(xn))n≥k is a Cauchy sequence in Gk and thus convergent, to
yk ∈ Gk, say. Letting m→∞ in (116), we find that (φk,N(φN,n(xn)))−1yk =
φk,n(xn)
−1yk ∈ Uk,N−1. Letting n→∞, we see that (φk,N(yN))−1yk ∈ Uk,N−1
and thus
lim
N→∞
φk,N(yN) = yk for each k ∈ N. (117)
Consider zk := (φ1,k(yk), φ2,k(yk), . . . , φk−1,k(yk), yk, e, e, · · · ) ∈
∏
k∈NGk. By
(117), the sequence (zk)k∈N converges to some z ∈ lim
←−
Gk = G. If ℓ ∈
N, taking k = N = 1 in (116) and let m → ∞. using that φ1,n(xm) =
φ1,ℓ(φℓ,m(xm)) if m ≥ ℓ, we see that (x1)−1φ1,ℓ(yℓ) ∈ U1,0 ⊆ V . Since φ1,ℓ(yℓ)
converges to φ1(z) as ℓ→∞, we deduce that φ1(z) ∈ x1V . ✷
Proof of Lemma 7.1. After passing to an isomorphic locally convex space,
we may assume that E is the vector subspace
lim
←−
En = {(xn)n∈N ∈
∏
n∈N
En : (∀n ≤ m) φn,m(xm) = xn}
of the direct product, with the projection onto the component En as the limit
map φn. We realize lim
←−
Lp(X, µ,En) as the vector subspace
{([γn])n∈N ∈
∏
n∈N
Lp(X, µ,En) : (∀n ≤ m) [γn] = [φn,m ◦ γm]}
of the direct product, with the projections prn as the limit maps. Then
Φ := (Lp(X, µ, φn))n∈N : L
p(X, µ,E)→ lim
←−
Lp(X, µ,En)
is a continuous linear map. If Φ(γ) = 0, then there are subsets An ⊆ X such
that µ(An) = 0 and φn ◦ γ|x\An = 0. After replacing γ(x) with 0 for x in
the set
⋃
n∈NAn of measure 0, we obtain γ = 0. Hence Φ is injective. To see
213
that Φ is surjective, let ([γn])n∈N ∈ lim
←−
Lp(X, µ,En). For all n ≤ m, there is
a subset An,m ⊆ X such that µ(An,m) = 0 and
φn,m ◦ γm|An,m = γn|An,m.
Then the countable union A :=
⋃
n∈N
⋃
m≥nAn,m has measure 0 as well and
φn,m ◦ γm|A = γn|A for all n ≤ m in N.
After re-defining γn(x) := 0 for x ∈ A, we may assume that γn = φn,m ◦ γm
for all n,m ∈ N with n ≤ m. For each x ∈ X , we have
γ(x) := (γn(x))n∈N ∈ E;
thus φn(γ(x)) = γn(x) for all n ∈ N. Note that
∏
n∈N span(γn(X)) is a
separable metrizable vector space and im(γ) is contained in
F := E ∩
∏
n∈N
span(γn(X)),
which is separable. Let {x1, x2, . . .} ⊆ F be a countable dense subset and
(qj)j∈N be a sequence of seminorms q1 ≤ q2 ≤ · · · on E defining its vector
topology. Then countable set
E := {F ∩ Bqj1/i(xk) : i, j, k ∈ N}
of balls is a basis for the topology on F , whence the Borel σ-algebra is
generated by E , i.e., B(F ) = σ(E). After increasing each of the qj in turn,
we may assume that qj = Qj ◦ φnj for some nj ∈ N and some continuous
seminorm Qj on Enj . Since
γ−1(B
qj
1/i(xk)) = {x ∈ X : qj(γ(x)− xk) < 1/i}
= {x ∈ X : Qj(γj(x)− φj(xk)) < 1/i} = γ−1j (BQj1/i(φj(xk)))
is measurable for all i, j, k ∈ N, we deduce that γ is measurable. Since
‖γ‖Lp,qj = ‖γj‖Lp,Qj < ∞ for each j ∈ N, we see that γ ∈ Lp(X, µ,E).
By construction, Φ([γ]) = ([γn])n∈N. Thus Φ is surjective. To see that Φ is
a topological embedding, note that seminorms of the form ‖.‖Lp,Q◦φj define
the vector topology on Lp(X, µ,E), for j ∈ N and Q ranging through the
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continuous seminorms on En. Since ‖.‖Lp,Q ◦ prj is a continuous seminorm
on lim
←−
Lp(X, µ,E) and
‖.‖Lp,Q ◦ prj ◦Φ = ‖.‖Lp,Q◦φj ,
we see that Φ−1 is continuous and thus Φ a topological embedding. ✷
Proof of Lemma 7.2. After passing to an isomorphic locally convex space,
we may assume that E is the closed vector subspace
lim
←−
En = {(xn)n∈N ∈
∏
n∈N
En : (∀n ≤ m) φn,m(xm) = xn}
of the direct product, with the projection onto the component En as the limit
map φn. We realize lim
←−
Lp(X, µ,En) as the vector subspace
{([γn])n∈N ∈
∏
n∈N
Lp(X, µ,En) : (∀n ≤ m) [γn] = [φn,m ◦ γm]}
of the direct product, with the projections prn as the limit maps. Then
Φ := (Lp(X, µ, φn))n∈N : L
p(X, µ,E)→ lim
←−
Lp(X, µ,En)
is a continuous linear map. Let γ ∈ Lp(X, µ,E) such that Φ(γ) = 0. Using
Lemma 1.11, we find a sequence (qj)j∈N of continuous seminorms qj on E
such that the qj |F define a Hausdorff vector topology on F := span(γ(X)).
After increasing qj if necessary, we may assume that qj = Qj ◦ φnj for some
nj ∈ N and some continuous seminorm Qn on Enj . Since ‖φnj ◦γ‖L∞,Qn = 0,
there is a measurable set An ⊆ X such that µ(An) = 0 and φnj ◦ γ|X\An = 0.
After redefining γ(x) := 0 on the set
⋃
n∈NAn of measure 0, we achieve that
qj(γ(x)) = 0 for all x ∈ X and j ∈ N, whence γ(x) = 0 by choice of the qj .
Thus [γ] = 0 and thus Φ is injective.
To see that Φ is surjective, let ([γn])n∈N ∈ lim
←−
L∞rc(X, µ,En). As in the
preceding proof, we may assume that γn = φn,m ◦ γm for all n,m ∈ N with
n ≤ m. For each x ∈ X , we have
γ(x) := (γn(x))n∈N ∈ E;
thus φn(γ(x)) = γn(x) for all n ∈ N. By Tychonoff’s Theorem, the metrizable
topological space
∏
n∈N γn(X) is compact, whence also the closed subset
E ∩
∏
n∈N
γn(X)
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is metrizable and compact. Since im(γ) is contained in the latter set, we de-
duce that im(γ) is compact and metrizable. If we can show that γ is measur-
able, the γ ∈ L∞rc(X,E) and Φ([γ]) = ([γn])n∈N by construction, completing
the proof of surjectivity. Using Lemma 1.11, we find a sequence (qj)j∈N of
continuous seminorms q1 ≤ q2 ≤ · · · on E such that the qj |F define a separa-
ble Hausdorff vector topology O′ on F := span(im(γ)). As the latter induced
the given topology on the compact set γ(X), we need only show that γ is
measurable as a mapping to (F,O′). Let {x1, x2, . . .} be a countable dense
subset of (F,O′). As in the preceding proof, we see that γ : X → (F,O′) is
measurable.
To see that Φ is a topological embedding, note that seminorms of the
form ‖.‖L∞,Q◦φj define the vector topology on L∞rc(X, µ,E), for j ∈ N and Q
ranging through the continuous seminorms on En. Since ‖.‖L∞,Q ◦ prj is a
continuous seminorm on lim
←−
L∞rc(X, µ,E) and
‖.‖L∞,Q ◦ prj ◦Φ = ‖.‖L∞,Q◦φj ,
we see that Φ−1 is continuous and thus Φ a topological embedding. ✷
Proof of Lemma 7.3. Lemma 7.2 and its proof apply if we set X :=
[a, b] and let µ be Lebesgue-Borel measure on X . Let Φ: L∞rc([a, b], E) →
lim
←−
L∞rc([0, 1], En) be as in the proof of Lemma 7.2. We can realize the pro-
jective limit lim
←−
R([a, b], En) as a vector subspace of lim
←−
L∞rc([a, b], En). Then
ΦR := (R([a, b], φn))n∈N = Φ|R([a,b],E) : R([a, b], E)→ lim
←−
R([a, b], En)
is a topological embedding (since Φ is a topological embedding). It only
remains to see that ΦR is surjective. If each En is a Fre´chet space, then also
E, R([a, b], E) and each R([a, b], En) are Fre´chet spaces (cf. 1.33). Hence
ΦR has complete (and hence closed) image. As a consequence, we need only
show that ΦR has dense image in lim
←−
R([a, b], En). Now im(ΦR) is dense
if and only if R([a, b], φj)(im(ΦR)) is dense in R([a, b], En) for each n ∈ N.
It suffices to show that prn(im(ΦR)) = im(prn ◦ΦR) = im R([a, b], φn) is
dense in R([a, b], En) for each n ∈ N. This will hold if we can show that
T ([a, b], E) ⊆ im R([a, b], φn). To do so, let γ ∈ T ([a, b], En). Then im γ =
{y1, . . . , yℓ} with some ℓ ∈ N and pairwise distinct elements y1, . . . , yℓ ∈ En.
If V ⊆ En is an open 0-neighbourhood, we find zj ∈ E such that φn(zj) ∈
yj+V for all j ∈ {1, . . . , ℓ}, since im(φn) is dense in En by Lemma B.1. If we
set η(t) := zj for all t ∈ [a, b] such that γ(t) = yj, we obtain a function η ∈
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T ([a, b], E) such that (φn◦η)(t)−γ(t) = φn(zj)−yj ∈ V for all t ∈ [a, b] (where
j ∈ {1, . . . , ℓ} is chosen such that γ(t) = yj). Hence γ ∈ imR([a, b], φn), as
desired. ✷
Proof of Lemma 7.6. If G has a projective limit chart, let αn,m : Em → En,
αn : E → En, φn : Un → Vn ⊆ En and φ : U → V ⊆ E be as in Definition 7.5.
Let xn := qn(e) ∈ Vn; then
βn := Txn(φn)
−1 : En → L(Gn)
is an isomorphism of topological vector spaces, identifying En with {xn} ×
En = TxnEn via (xn, y) 7→ y. Therefore Wn := βn(Vn) is open in L(Gn) and
ψn := βn ◦ φn : Un → Wn
is a C∞-diffeomorphism. From
φn ◦ qn,m|Um = αn,m ◦ φm,
we deduce that (Teφn) ◦ L(qn,m) = (Txmαn,m) ◦ (Teφm) and thus
L(qn,m) ◦ βm = βn ◦ αn,m,
entailing that
L(qn,m)◦ψm = L(qn,m)◦βm◦φm = βn◦αn,m◦φm = βn◦φn◦qn,m|Um = ψn◦qn,m|Um.
Thus (46) holds. Moreover,
L(qn,m)(Wm) = L(qn,m)(βm(Vm)) = βn(αn,m(Vm)) ⊆ βn(Vn) =Wn.
Set x := φ(e) ∈ E and define
β := Txφ
−1 : E → L(G),
identifying TxE = {x} × E with E. Then W := β(V ) is open in L(G) and
ψ := β ◦ φ : U →W
is a C∞-diffeomorphism. From αn ◦ φ = φn ◦ qn|U we deduce that
αn ◦ dφ|L(G) = dφn|L(Gn) ◦ L(qn)
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and hence
βn ◦ αn = L(qn) ◦ β.
Thus
L(qn)(W ) = L(qn)(β(V )) = βn(αn(V )) ⊆ βn(Vn) =Wn,
i.e., (47) holds. Moreover,
L(qn) ◦ ψ = L(qn) ◦ β ◦ φ = βn ◦ αn ◦ φ = βn ◦ φn ◦ qn|U = ψn ◦ qn|U ,
i.e., (48) holds. Since Wn = βn(Vn), we have
L(qn)
−1(Wn) = (β
−1
n ◦ L(qn))−1(Vn) = ((αn ◦ β−1)−1(Vn) = β(α−1n (Vn))
and hence
⋂
n∈N
L(qn)
−1(Wn) = β
(⋂
n∈N
α−1n (Vn)
)
= β(V ) = W.
The proof of the converse implication is similar; given ψn : Un → Wn ⊆
L(Gn) and ψ : U → W ⊆ L(G) as in Lemma 7.6, let E be the modelling
space of G and En be the modelling space of En. Let β : L(G) → E and
βn : L(Gn) → En be an isomorphism of topological vector spaces. Then the
conditions described in Definition 7.5 are satisfied if we set
Vn := βn(Wn) and αn := βn ◦ L(qn) ◦ β−1
for n ∈ N,
αn,m := βn ◦ L(qn,m) ◦ β−1m
for positive integers n ≤ m, and V := β(W ). ✷
C Details for Section 11
In this appendix, we prove Proposition 11.4 from Section 11 and discuss
various concepts which are useful for the proof.
C.1 Recall that, ifM is a Ck-manifold modelled on a locally convex space E
with k ∈ N ∪ {∞} and p ∈ M , then TpM is the space of all tangent vectors
218
v to M at p. Interpreting these as geometric tangent vectors, they are ∼-
equivalence classes [γ] of Ck-curves γ : ]−ε, ε[ → M with γ(0) = p, where
γ ∼ η if and only if
(φ ◦ γ)′(0) = (φ ◦ η)′(0) (118)
for some (and hence every) chart φ of M around p. It is useful for us to de-
viate from this classical definition and consider, instead, (larger) equivalence
classes v = [γ] with continuous curves
γ : J →M
defined on a non-degenerate interval J ⊆ R with 0 ∈ J such that γ(0) = p
and γ is differentiable at 0 in the sense that φ ◦ γ is differentiable at 0 for
some (and hence every) chart ofM around p (cf. Lemma 1.57). Also for such
curves, we write γ ∼ η if and only if (118) holds for some (and hence every)34
chart φ of M around p.
Definition C.2 LetM be a Ck-manifold modelled on a locally convex space
E with k ∈ N ∪ {∞}. Let J ⊆ R be a non-degenerate interval, η : J → M
be a continuous curve and t ∈ J . We say that η is differentiable at t if the
E-valued curve φ ◦ η is differentiable at t for some (and hence every) chart φ
of M around p. In this case, we set η˙(t) := [s 7→ η(t+ s)].
Lemma C.3 Let M be a Ck-manifold modelled on a Fre´chet space E with
k ∈ N∪{∞} and η ∈ ACL1([a, b],M) with real numbers a < b. Write η˙ = [γ]
as in Definition 5.1. Then there is a Borel set A ⊆ [a, b] with λ1(A) = 0 such
that η is differentiable at each t ∈ [a, b] \ A and
η˙(t) = γ(t)
for all t ∈ [a, b]\A, with η˙(t) as in Definition C.2. The same conclusion holds
if M is a Ck-manifold modelled on a strict (LF)-space which is a union M =⋃
n∈NMn of C
k-manifolds M1 ⊆ M2 ⊆ · · · modelled on Fre´chet spaces such
that the inclusion maps Mn → Mn+1 and jn : Mn → M are topological em-
beddings and Ck for all n ∈ N, and ACL1([a, b],M) =
⋃
n∈NACL1([a, b],Mn)
as a set.
34See Lemma 1.57.
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Proof. In the first situation, let a = t0 < t1 < · · · < tm = b such that
φi([ti−1, ti]) ⊆ Ui for a chart φi : Ui → Vi ⊆ E, for each i ∈ {1, . . . , m}. Then
ηi := φi ◦ η|[ti−1,ti] ∈ ACL1([ti−1, ti], E) for i ∈ {1, . . . , m}. Write η′i = [γi]
with γi ∈ L1([ti−1, ti], E). There is a Borel set Ai ⊆ [ti−1, ti] such that η′i(t)
exists for all t ∈ [ti−1, ti] \ Ai and η′i(t) = γi(t) (see Lemma 1.28). There is
a Borel set Bi ⊆ [ti−1, ti[ of measure 0 such that γ(t) = T (φ−1i )(ηi(t), γi(t))
for all t ∈ [ti−1, ti[ \Bi. Then A := {t0, t1, . . . , tm} ∪
⋃m
i=1(Ai ∪ Bi) has the
required properties.
In the second situation, let ζ ∈ ACL1([a, b],M). By hypothesis, we have
ζ ∈ ACL1([a, b],Mn) for some n ∈ N; write η for ζ , considered as a curve
in Mn. Using that Mn carries the topology induced by M , for suitable
a = t0 < t1 < · · · < tm = b we find charts φi : Ui → Vi ⊆ En for Mn
and ψi : Xi → Yi ⊆ E for M such that Ui ⊆ Xi and η([ti−1, ti]) ⊆ Ui for
all i ∈ {1, . . . , m}. Let ηi, γi, γ with η˙ = [γ], A, Ai and Bi be as in the
first situation. Write ζ˙ = [θ]. Set ζi := ψi ◦ ζ |[ti−1,ti]. Then ζi = τi ◦ ηi
with τi := ψi ◦ φ−1i entails ζ ′i = [dτi ◦ (ηi, γi)], whence there is a Borel set
Ci ⊆ [ti−1, ti[ of measure zero such that θ(t) = Tψ−1i (ζi(t), dτi(ηi(t), γi(t)))
for all t ∈ [ti−1, ti[ \Ci and thus
θ(t) = Tψ−1i Tτi(ηi(t), γi(t)) = TjnTφ
−1
i (ηi(t), γi(t)) = Tjnγ(t)
for all t ∈ [ti−1, ti[ \(Bi ∪ Ci). Since ζ ′i(t) = dτi(ηi(t), η′i(t)) for all t ∈
]ti−1, ti[ \Ai, we also deduce that ζ ′(t) exists for all t ∈ ]ti−1, ti[ \Ai, and is
given by
ζ ′(t) = Tψ−1i (ζi(t), ζ
′
i(t)) = Tψ
−1
i (ζi(t), dτi(ηi(t), η
′
i(t))) = θ(t)
for t ∈ ]ti−1, ti[ \(Ai ∪ Bi ∪ Ci). Summing up, ζ ′(t) exists for all t ∈ [a, b] \
(A ∪ C1 ∪ · · · ∪ Cm) and concides with θ(t) there. ✷
Let M be a σ-compact finite-dimensional smooth manifold. For p ∈ M , let
εp : Diffc(M) → M be the smooth map φ 7→ φ(p) (see, e.g., [22] for the
smoothness). Let C∞c (M,TM) be the set of all smoth maps X : M → TM
such that {p ∈ M : X(p) 6= 0πTM (X(p))} is relatively compact in M . For
φ ∈ Diffc(M), let
Γφ := {X ∈ C∞c (M,TM) : πTM ◦X = φ},
which is a vector space under pointwise operations. For φ ∈ Diffc(M) and
[γ] ∈ TφDiffc(M), define
αφ([γ]) : M → TM, p 7→ Tεp([γ]) = [εp ◦ γ],
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i.e., αφ([γ]) = (Tεp([γ]))p∈M . Given ψ ∈ Diffc(M), let us write
ρψ : Diffc(M)→ Diffc(M), φ 7→ φ ◦ ψ
for right translation with ψ.
Lemma C.4 Let φ ∈ Diffc(M).
(a) For each [γ] ∈ TφDiffc(M), we have that αφ([γ]) ∈ Γφ.
(b) The map αφ : TφDiffc(M)→ Γφ is an isomorphism of vector spaces.
(c) Let ψ ∈ Diffc(M). For each X ∈ Γφ, we have X ◦ ψ ∈ Γφ◦ψ. The map
Rφ(ψ) : Γφ → Γφ◦ψ, X 7→ X ◦ ψ
is an isomorphism of vector spaces such that
Rφ(ψ) ◦ αφ = αφ◦ψ ◦ Tφρψ.
(d) αidM is the usual identification of L(Diffc(M)) = TidM Diffc(M) with
Xc(M), i.e., it coincides with dΦ|L(Diffc(M)) where Φ is one of the usual
charts for Diffc(M) with Φ
−1 : X 7→ expg ◦X (cf. 11.1).
Proof. It is clear that Rφ(ψ) takes Γφ into Γφ◦ψ, and is a linear map.
Moreover, Rφ(idM) = idΓφ and Rφ◦ψ(θ) ◦ Rφ(ψ) = Rφ(ψ ◦ θ) if also θ ∈
Diffc(M). We easily deduce that
Rφ(ψ) : Γφ → Γφ◦ψ
is an isomorphism of vector spaces with inverse Rφ◦ψ(ψ
−1). If [γ] ∈ TφDiffc(M),
then Tεp([γ]) ∈ Tεp(φ)M = Tφ(p)M and thus πTM (Tεp([γ])) = φ(p). Hence
πTM ◦ αφ([γ]) = φ and thus
πTM ◦ αφ([γ]) = φ. (119)
As we do not know yet that the map αφ([γ]) : M → TM is smooth (nor
compactly supported), we cannot conclude that αφ([γ]) ∈ Γφ yet. Define
Vφ := im(αφ) ⊆ TMM .
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For ψ ∈ Diffc(M) and [γ] ∈ TφDiffc(M), we have
αφ◦ψ(Tρψ([γ])) = αφ◦ψ([t 7→ γ(t)◦ψ]) = (p 7→ [t 7→ γ(t)(ψ(p))]) = αφ([γ])(ψ(p))
and thus
(αφ◦ψ ◦ Tρψ)([γ]) = αφ([γ]) ◦ ψ. (120)
As a consequence,
f ◦ ψ ∈ Vφ◦ψ for all f ∈ Vφ and ψ ∈ Diffc(M),
enabling us to define a map
rφ(ψ) : Vφ → Vφ◦ψ, f 7→ f ◦ ψ.
Note that rφ(idM) = idVφ and rφ◦ψ(θ) ◦ rφ(ψ) = rφ(ψ ◦ θ) for each θ ∈
Diffc(M). We easily deduce that rφ(ψ) is an isomorphism of vector spaces
for all φ, ψ ∈ Diffc(M) (with inverse rφ◦ψ(ψ−1)). It is clear that
Wφ := {f ∈ TMM : πTM ◦ f = φ}
is a vector space under the pointwise operations. Since each of the maps
Tpεp : TφDiffc(M) → Tφ(p)M is linear, we deduce that αφ is linear as a map
to Wφ. In particular, Vφ is a vector subspace of Wφ and we can consider αφ
as a linear surjective map
αφ : TφDiffc(M)→ Vφ.
Fix a smooth Riemannian metric g on M , with Riemannian exponential
function exp : D → M on an open neighbourhood D ⊆ TM of the zero-
section. Consider the map
h : Xc(M)→ TidM Diffc(M), X 7→ [t 7→ exp ◦(tX)].
Then h = TΦ−1(0, •) for a typical chart Φ of Diffc(M) around idM such that
Φ(idM) = 0, with Φ
−1 : X 7→ exp ◦X . Now
(αidM ◦ h)(X) = ([t 7→ exp(tX(p))])p∈M = X,
using that c : t 7→ exp(tX(p)) is the geodesic starting (for t = 0) at p with
velocity [t 7→ c(t)] = c˙(0) = X(p). Since h is an isomorphism of topological
vector space, it is surjective and hence the injectivity of
X 7→ (αidM ◦ h)(X) = X (121)
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entails that αidM is injective. Moreover, since h is surjective, we deduce from
(121) that
VidM = im(αidM ) = im(αidM ◦ h) = Xc(M) = ΓidM .
Thus
αidM : TidM Diffc(M)→ ΓidM
is an isomorphism of vector spaces and αidM = h
−1 = dΦ|L(Diffc(M)), estab-
lishing (d). Now
Vφ = im(αφ) = im(αφ ◦ TidM (ρφ)) = im(ridM (φ) ◦ αidM )
= im(RidM (φ) ◦ αidM ) = im(RidM (φ)) = Γφ.
Notably, im(αφ) = Vφ ⊆ Γφ and so (a) holds. Further, αφ : TφDiffc(M)→ Vφ
= Γφ is an isomorphism, establishing (b). By (120), we have (c). ✷
Remark C.5 By Lemma C.4 (b), we can identify TφDiffc(M) with Γφ by
means of the isomorphism αφ (and we can give Γφ the unique locally convex
vector topology making αφ an isomorphism of topological vector spaces). By
Lemma C.4 (c), the tangent map Tφρψ of right translation with ψ on Diffc(M)
corresponds to the right translation Rφ(ψ) : Γφ → Γφ◦ψ.
Proof of Proposition 11.4. Write M =
⋃
j∈NKj with compact subsets
Kj ⊆ M such that Kj is contained in the interior of Kj+1, for each j ∈ N.
We know that the Fre´chet-Lie group DiffKj(M) is a submanifold of Diffc(M)
for each j ∈ N, and
Diffc(M) =
⋃
j∈N
DiffKj(M). (122)
If η ∈ ACL1([0, 1],Diffc(M)) and η′ = [θ], then η([0, 1]) is a compact subset of
Diffc(M) and hence contained in DiffKj(M) for some j ∈ N, by the compact
regularity of the union (122) (which follows from [31, Corollary 3.6] and
[28, Remark 5.2]). Hence η ∈ ACL1([0, 1],DiffKj(M)) (see Lemma 4.12 and
Remark 4.14). By Lemma C.3, we find a Borel subset B ⊆ [0, 1] of measure
λ1(B) = 0 such that η is differentiable at each t ∈ [0, 1] \B, with η˙(t) = θ(t).
Assume that η(0) = idM .
If η = Evolr([γ]), i.e., η is a Carathe´odory solution to
y′(t) = γ(t).y(t)
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(with multiplication in the tangent Lie group T Diffc(M)), then
η˙(t) = γ(t).η(t)
for all t ∈ [0, 1] \ A, after increasing A if necessary. Note that we identify
L(Diffc(M)) with Xc(M) in Proposition 11.4 by means of αidM (with notation
as in Lemma C.4. Making this identification, αidM turns into an identity map.
Now
([s 7→ η(t+ s)(p)])p∈M = αη(t)(η˙(t)) = αidM (γ(t)) ◦ η(t) = γ(t) ◦ η(t) (123)
for each t ∈ [0, 1] \ A, exploiting Lemma C.4 (c). For each p ∈ M , we have
ηp := εp ◦ η ∈ ACL1([0, 1],M). Moreover, η′p(t) = (εp ◦ η)′(t) exists for all
t ∈ [0, 1] \ A and is given by
η′p(t) = (εp ◦ η)′(t) = [s 7→ η(t+ s)(p)] = γ(t)(η(t)(p)) = γ(t)(ηp(t))
(see (123). Hence ηp is a Carathe´odory solution to
y′(t) = γ(t)(y(t)) = f(t, y(t)), y(0) = p.
Thus f admits a global flow for initial time t0 = 0 and η(t)(p) = ηp(t) =
Φft,0(p) for all p ∈M and t ∈ [0, 1], i.e., η(t) = Φft,t0 .
Conversely, assume that f admits a global flow for initial time t0 := 0 and
η(t) = Φft,t0 for each t ∈ [0, 1]. As we assume that the finite-dimensional
smooth manifold M is σ-compact, there is a countable dense subset D ⊆M .
For each p ∈ D, the curve
ηp := ε ◦ η ∈ ACL1([0, 1],M)
is a Carathe´odory solution to
y′(t) = γ(t)(y(t)) = f(t, y(t)), y(0) = p.
Hence, there is a Borel set Ap ⊆ [0, 1] with λ1(Dp) = 0 such that ηp is
differentiable at each t ∈ [0, 1] \ Ap and
η′p(t) = f(t, ηp(t)) = γ(t)(ηp(t)). (124)
Now A := B ∪⋃p∈D Ap is a Borel set with λ1(A) = 0. For each t ∈ [0, 1] \A,
we know that η is differentiable at t. Thus
αη(t)(η
′(t)) = ([t 7→ η(t)(p)])p∈M ∈ Γη(t)
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can be formed and is a smooth (and hence continuous) function M → TM .
Also γ(t) ◦ η(t) : M → TM is continuous. Therefore
αη(t)(η˙(t)) = γ(t) ◦ η(t) (125)
will hold if we can show that
(αη(t)(η
′(t)))(p) = γ(t)(η(t)(p))
for all p ∈ D, which can be rewritten as
η˙p(t) = γ(ηp(t)), (126)
noting that [t 7→ η(t)(p)] = [t 7→ ηp(t)] = η˙p(t). Since (126) holds by (124),
we have established (125). Using Lemma C.4 (c), we can rewrite (125) as
η˙(t) = γ(t).η(t).
Thus θ(t) = η˙(t) = γ(t).η(t) for all [0, 1]\A, entailing that η is a Carathe´odory
solution to y′(t) = f(t, y(t)), y(0) = idM and thus η = Evol
r([γ]). ✷
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