Abstract: A new approach using artificial neural networks (ANNs) is proposed for short-term load forecasting. To forecast the hourly loads of a day, the hourly load pattern and the peak and valley loads of the day must be determined. In paper I a neural network based on self-organising feature maps to identify those days with similar hourly load patterns is developed. These days with similar load patterns are said to be of the same day type. The load pattern of the day under study is obtained by averaging the load patterns of several days in the past which are of the same day type as the given day. In Part I1 of the paper a feedforward multilayer neural network is designed to predict daily peak load and valley load. Once the peak load and valley load and the hourly load pattern are available, the desired hourly loads can be readily computed. The effectiveness of the proposed neural network is demonstrated by the short-term load forecasting of the Taiwan Power Company. 
Introduction
In the past two decades, considerable efforts have been made to develop effective approaches to forecasting the hourly loads for the next day or next week [l, 21 . This work can be roughly divided into two categories: the statistical approach [3-101 and the expert system approach [ll-131. The statistical approach can yield good results for normal days. The expert system approach has received much attention in recent years because it can combine human experts' experience with statistical techniques to generate accurate load forecasts for special days with unusual load patterns.
Recently, a rule-based expert system [14] has been developed by the authors to forecast the hourly loads of the Taiwan Power Company (TPC). In the development of that expert system, it was observed that the most important factors that affect load forecast accuracy are the hourly load patterns and the daily peak and valley loads. In this part of the paper we will deal with the problem of how to derive a suitable hourly load pattern for the day of which the hourly loads are to be forecasted. The problem of predicting daily peak load and valley load will be discussed in Part I1 of the paper.
To reach a proper load pattern for a given day, historical load data are analysed to divide all days into several groups, with each group comprising the days with similar load patterns. These days with similar patterns will be referred to as the days of the same day type. Once all the day types have been identified from the load data in the past, each day including the day under study can be assigned a day type. Therefore, the desired load pattern for the given day can be obtained by averaging the load patterns for several recent days of the same day type as the given day.
In Reference 14 it was mentioned that several important day types such as weekdays, Saturdays, Sundays, holidays and the Chinese New Year had been identified by the operators through their previous operational experience. Because the load pattern is a function of the social habits of customers, which change with time, new patterns may emerge and some original patterns may lose their significance or even disappear. It takes time for the operators to notice these changes in load pattern. Therefor it is desirable to develop a tool to help the operators to identify new load patterns and update the present load pattern. A pattern recognition method has been employed in Reference 14 to serve this purpose. Indeed, some other day types such as Mourning Day have been identified through this approach.
In this paper, a new approach using artificial neural networks (ANNs) is proposed for the classification of hourly load patterns. . This kind of neural network falls into the category of supervised learning [I61 because the output for each output pattern must be specified during training. For our problem of load pattern classification, we are not able to specify the output (day type) for an input pattern (hourly load pattern) during training because we want the neutral net to yield potential 'new' day types and merge some existing day types which now have similar patterns. In this case, we do not know in advance how many solutions (types of day) there will be for the output units of the neural network. Thus a neural net with an unsupervised learning method is necessary. In this paper, Kohonen's self-organising feature map 116, 251 is employed to class~ the 365 days in the year into several groups according to the hourly load pattern of each day, with each group consisting of those days with similar load patterns. Each such group is referred to as a day type.
To demonstrate the effectiveness of the proposed approach, day type identification has been performed on the Taiwan power system using the hourly load data in the database of the Taiwan Power Company. Extensive studies have been made to evaluate the effect on the final results of various parameters in the training process, such as initial weights and the step size q. It is found that the developed neural network can identify the major day types automatically. Thus the developed neural net can serve as a valuable aid to system operators for day type identification in short-term load forecasting.
Problem formulation
Day type identification begins with compiling the 24 hourly loads Yi), i = 1, ..., 24, of each day in the fiveyear period. These data are available from the database of the Taiwan Power Company. These hourly loads are then normalised by using the following equation
where L,(i) is the normalised load for hour i, Yi) is the load for hour i, L, is the daily valley load and L, is the daily peak load.
These normalised hourly loads L-(i), i = 1, ..., 24, are provided to the neural network as the inputs. Thus each input pattern contains the 24 normalised hourly loads of a day. In other words, each input pattern is described by the input pattern vector has been arbitrarily chosen to be 18 x 18 (=324). Other grid sizes can be employed, as long as computer memory capacity permits.
As shown in Fig. 1 , each input unit i is connected to an output unit j through connection weight wij. The continuous-valued input patterns and connection weights will give the output node j a continuous-valued activation value aj as follows When an input pattern is presented to the neural net without specifying the desired output, the neural net computes the activation value for each output node based on present connection weights. The input pattern is said to be mapped to the output node with maximum activation value. After enough input pattern vectors have been presented, input patterns with similar features will be mapped to the same output unit or to output units within a small neighbourhood. Because the clustering of input pattern vectors is self-organised in the learning process, and the ordering of the output node of an input pattern vector is based on that feature, this kind of neural network is called the self-organising feature map by Kohonen 116,253. Fig. 2 shows the flowchart of the proposed algorithm to produde the self-organising feature map. The algorithm begins with reading in the input pattern vectors X(1), X(2), . . . , X(P) (block 1). It is assumed that we use P different input patterns in the training process.
The next step is to select the initial values for the connection weights wij (i = 1, . .., N, j = 1, .. ., M) and the radius of the neighbourhood N,. Kohonen 
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+ [5r x variance of (X(1), X(2), . . . , X(P))] (9) where r is a random number uniformly distributed in the range from -0.5 to 0.5. In this study, the radius of neighbourhood N, is initialised to be 4. In the training process, N, is decreased by 1 after ten iterations (see block 12 of Fig. 2) until N, equals zero. Here, by one iteration we mean the P input pattern vectors X(1), X(2), . . . , X(P) have all been presented once. Detailed procedures within one iteration are described as follows.
After the initial connection weights have been specified, the activation value of each output node can be computed using eqn. 5. The node j * with the maximum activation value is picked up. This is what the training algorithm performs in block 6 of Fig. 2 .
In block 7, the connection weights for node j * and all nodes in the neighbourhood defined by NE,-as shown in Fig. 3 are updated using the following equation
where q is the step size for the updating. Note that q can be fixed or variable throughout the iterations. A value of q from 0.003 to 0.008 has been found to give satisfactory results in this study.
The above procedures are repeated for each input pattern. When all P input patterns have been presented, we say that one iteration has been completed. Because there are ten iterations sharing one common radius of neighbourhood and we use five different values of N, ( N , = 4, 3, 2, 1, 0) in the training process, there will be 50 iterations in all.
4
Application to day type identification i n short-term load forecasting
The developed neural net has been applied to identify the day types of the Taiwan power system using the five-year hourly load data in the database of the Taiwan Power Company. Owing to limited space, only the results from some typical studies are given.
Example 1 : load patterns in April 1987
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Discussion
From the results in Figs. 4-12 and Tables 1-4 , the following observations can be made. First, from the feature maps in Figs. 4-7 it is observed that new output nodes, each corresponding to a group of input patterns with a particular feature, emerge as input patterns, are sequentially presented, and the connection weights are updated during training. From these feature maps, the day types as listed in Table 5 can be identified. Note that days of which the load patterns are mapped to the same output node or neighbouring nodes are referred to as of the same day type.
In Table 5 it is observed that after 5 iterations of training, only the output nodes (A, B) for Sundays appear in the feature map. But all the six important load patterns appear in the feature map after 25 iterations. The basic principle for clustering the output nodes is to put neighbouring nodes in a group, but the way of clustering is by no means unique. For example, output node G, which is the map of the load pattern for Mourning Day, is regarded as a separate group in Table 5 , making Mourning Day a special type of day. In fact, because Mourning Day is a national holiday and output node G is close to nodes F and E, one can also regard nodes E, F and G as the nodes in the same group. It is also noted that the day after Mourning Day (Monday 6th April) is also a holiday. Thus the output node of this day, B, is very different from output node D for Mondays. In addition, the following day (Tuesday 7th April) is mapped to node D for Mondays. Secondly, the value of step size q affects the learning speed and the resultant feature maps to a great extent. As shown in Fig. 8 , a small step size of 0.002 will make the neural network converge very slowly during training. In fact, only the output nodes for Sundays (node A) and Mondays (node B) appear after 50 iterations of training.
On the other hand, a large step size (e.g. 0.008) will improve the learning speed. But similar load patterns can be mapped to several nodes which are not close to one another. For example, the weekdays are mapped to 13 412 output nodes (nodes A, B, C, D, E, F, H, M, P, Q, R, S, T) in the feature map of Fig. 10 . It appears that a step size of 0.005 will give good results (see Fig. 9 and Table 2) for the load patterns in April 1987. To have fast learning and to avoid the drawback of mapping a similar pattern to widespread output nodes, we use a variable step size [16] in the present study. The step size q is initialised to be 0.008 and is gradually decreased to 0.001 as the training proceeds. It was found that this variable step size would yield satisfactory results for most of the load patterns in five years.
Thirdly, from the feature map for the load patterns in May 1986 (see Fig. 11 and Table 3 ), the day types as shown in Table 6 can be identified. Note that the week- days in May are mapped to four nodes (D, E, F, G) which are neighbours on the plane (see Fig. 11 ). Only one day type is assigned to these four nodes. It is also observed that the load pattern of 1st May (Labour Day) and of Sunday are mapped to two neighbouring nodes A and H. The day after Labour Day has a load pattern similar to that of Monday. Thus the load pattern of 2nd May is mapped to the node of Monday (node B). Fourthly, in Part I1 of this work we will give an example of load forecasting for 5th May 1987. In conducting the load forecast, we first have to identify the type of day for the given date. Thus we need a list of day types for the month of May. The list of day types in Table 6 can serve that purpose because it summarises the types of days for the same month in the preceding year (May 1986). The day type of 5th May 1987 can then be obtained by picking out a proper one from those in Table 6 . After the day type of the given date has been determined, the desired hourly load pattern can be achieved by averaging the load patterns of several recent days in April and May of 1987 which are of the same day type as the given date. Detailed procedures will be described in Part I1 of the paper.
Fifthly, in the feature map for November 1986 (Table 4) the load pattern of 1st November (Saturday) is mapped to a separate node D, whereas the load patterns of other Saturdays are mapped to two neighbouring nodes F and I. This is because 1st November is a day following a holiday (31st October). In addition, 12th November is a national holiday, and therefore it is mapped to a node C which is separate from the nodes for weekdays (E, H, G); 13th November is mapped to node J for Mondays. The load pattern for 28th November (node B) seems to result from poor data. Sixthly, when a node separate from all existing clusters appears on the feature map, it can be either the mapping of poor data or the mapping of a new type of load pattern. In this case, operators have to distinguish between the two possiblities. In the event of a new load pattern, the operator may wish to update his original list of day types. Thus, the self-organking feature map is especially useful to system operators when a new load pattern emerges due to changes in the social habits of customers.
Finally, the proposed feature map is capable of generating all the day types in the Taiwan power system that have been identified using other approaches such as the expert system approach [14] . A distinct feature of the proposed approach is that the day after a public holiday (such as Labour Day) is always grouped together with Mondays. This has not been reported in previous work ~141. 6 
Conclusions
An artificial neural network using a self-organising feature map is developed to identify the day types which are essential to short-term load forecasting. The inputs to the neural network are the 24 hourly load data of a day. Each input load pattern is mapped to a node on the output plane according to its feature. Similar load patterns are mapped to the same node or neighbouring nodes. By examining the feature maps for a set of historical load patterns, important day types of the system can be identified. A special feature of the self-organising feature map is that it is capable of identifying a new type of load pattern before the operators can recognise the new day type. Thus it can serve as a valuable aid to system operators in short-term load forecasting. The artificial neural net has been implemented on a personal computer. To demonstrate the effectiveness of the proposed neural net, day type identification has been performed on the Taiwan power system using the fiveyear hourly load data of the Taiwan Power Company. It is found that the neural net is very effective in identifying the day types. The required CPU time for training the neural network is only 10 minutes on a personal computer. Thus the developed neural net is a valuable tool for day type identification which requires only minor training effort. 
