Abstract-The temperature dependence of the performance of 1.3-m Fabry-Perot (FP) multiple-quantum-well (MQW) lasers is analyzed using detailed microscopic simulations. Both static and dynamic properties are extracted and compared to measurements. Devices with different profiles of acceptor doping in the active region are studied. The simulation takes into account microscopic carrier transport, quantum mechanical calculation of the optical and electronic quantum well properties, and the solution of the optical mode. The temperature dependence of the Auger coefficients is found to be important and is represented by an activated form. Excellent agreement between measurement and simulation is achieved as a function of both temperature and doping profile for static and dynamic properties of the lasers, threshold current density, and effective differential gain. The simulations show that the static carrier density, and hence the contribution to the optical gain, varies significantly from the quantum wells on the p-side of the active layer to those on the n-side. Furthermore, the modal differential gain and the carrier density modulation also vary. Both effects are a consequence of the carrier dynamics involved in transport through the MQW active layer. Despite the complexity of the dynamic response of the MQW laser, the resonance frequency is determined by an effective differential gain, which we show can be estimated by a gain-weighted average of the local differential gain in each well.
I. INTRODUCTION
H IGH-temperature operation of semiconductor lasers at 1.3-m wavelength is important in order to realize low cost and highly reliable telecommunications transmitter modules. Therefore, understanding the temperature-dependent operation of the laser diode is important for proper design. There has been considerable effort to model the temperature dependence of the threshold current. However, only a few studies are based on a detailed microscopic self-consistent description of the laser [1] , [2] . Moreover, the temperature-dependent dynamic characteristics have only been investigated using rate equation models without taking into account the spatial distribution of the carrier densities in the multi-quantum-well (MQW) active layer [3] .
The temperature dependence of the laser threshold current, often parameterized by , has been widely discussed. This is especially true for InP-based lasers operating in the telecommunications wavelength range where values are relatively low, implying an undesirable, strong temperature dependence for the threshold current. Various explanations have relied on the temperature dependence of the Auger recombination process, the material gain, the free-carrier absorption, and leakage processes [1] , [2] , [4] - [9] . However, in practice, all of these physical processes have an important role in the internal operation of the laser, often with a significant interdependence. For this reason, it has proven difficult to isolate a single cause of the low in these lasers. Microscopic simulation can help identify the crucial physical processes and elucidate the way they interact. Of course, it is essential that there be sufficient independent experimental data to allow a careful calibration of the parameters and the physical models.
Analysis of the dynamic response of the lasers has tended to focus on engineering of the quantum wells to enhance the material differential gain, e.g., through the use of strain or modulation doping [10] , [11] . The temperature dependence of the material gain has also been studied [7] , [12] . However, there has never been a quantitative link between these quantum-well calculations and the actual modulation response measured. Only relatively recently have microscopic simulations started to unravel some of the interplay between the carrier transport, carrier capture, carrier cooling, and the final modulation response of the MQW lasers [13] , [14] . In view of the inhomogeneous pumping of the wells, due to carrier transport constraints, one may well expect the temperature dependence of the laser modulation efficiency to involve competition between transport effects and the gain supplied by the wells.
In this paper, we use a detailed microscopic simulation to analyze the temperature dependence of threshold current and differential gain of 1.3-m MQW lasers. The simulations are compared to measurements for devices in which the p-doping distribution in the active region has been intentionally varied, modifying the placement of the p-i junction of the diode. This gives a crucial extra dimension to the comparison between the simulations and the experiments. Overall, we show that the simulator can account for the temperature and doping dependence 0018-9197/03$17.00 © 2003 IEEE of both the threshold current and the modulation efficiency. This is done with a single, consistent set of parameters for the physical models. We provide a detailed analysis of the factors influencing the modulation response.
The paper is organized as follows. In Section II, the model is outlined briefly. Then, the experiments are described. Section IV deals with the temperature dependence of the static laser performance. In Section V, the analysis of small-signal modulation versus temperature is given. Conclusions appear in Section VI.
II. MICROSCOPIC SIMULATION MODEL
The LASER simulator is based on a general drift-diffusion simulator for bulk electron and hole transport. For the quantum well laser device, the optical mode is determined from the solution of the Helmholtz equation and the population of the mode is described by a photon rate equation for each mode. The bulk electrons and holes are coupled to the carriers bound in the quantum wells by a capture process that acts as a local recombination in the regions near a quantum well. The electronic levels in each well and the optical gain are obtained quantum mechanically from a detailed calculation. All the equations are solved self-consistently at each bias point. Self-heating effects are assumed to be negligible in the temperature range and for the current densities of interest. The details and the methodology for the solution have been presented in earlier publications, e.g., [14] , [15] .
Calibration of the physical models is quite important. Most of the material parameters and physical model parameters are taken from the literature. We now discuss the parameters that are fixed from the device results. The free-carrier absorption process has been well characterized in bulk material. The most important loss mechanism is due to the holes (intervalence band absorption) with a coefficient of 13 cm of loss for 10 cm holes [16] . However, the coefficient is not known for the quantum wells. We choose a value of 20 cm for 10 holes following earlier, direct measurements of loss as a function of current below threshold [7] . In the present simulations, we assume that these coefficients are independent of temperature over the range of interest. The existing experiments [7] , [16] suggest that the intervalence band absorption is only weakly dependent on temperature. If it were characterized by a value of " ," then the experiments do not give a single value, although something of order 200 K or larger would be appropriate [16] .
It is well known that the Auger process accounts for a significant portion of the current at threshold levels in 1.3-m InGaAsP-based lasers. For the Auger coefficients, room-temperature values between 1-5 10 cm /s are reported for this wavelength [5] , [17] - [19] . Their temperature dependence is an even more controversial issue. Reference [20] reports on a combination of a thresholdless and threshold type processes. They extract an activation energy of 40 meV from their calculations. On the other hand, parameter extractions done from either current measurements or carrier lifetime characterizations suggest activation energies up to 140 [9] and 180 meV [5] . These two values result in Auger coefficients being different by a factor larger than three between 300 K and 400 K. This introduces another considerable uncertainty in the Auger parameter for elevated temperatures. In our calculations, the room-temperature Auger coefficients are chosen to be cm /s. These give the correct threshold current densities for simulations of different device structures [14] , [21] . The activation energy for the Auger process is set to meV. This is in the range of the previously reported values.
The parameter for the quantum carrier capture model is chosen to be ps for both holes and electrons. This value fits adequately with the constraints of room temperature device data [22] . The capture model has intrinsic temperature dependence, but the coefficient is held constant. Finally, the simulator does not explicitly represent fast carrier processes in the individual wells such as carrier-carrier scattering or carrier-phonon scattering. Spectral hole burning and carrier heating are known to be fundamental sources of gain compression [13] , [23] . We include a phenomenological gain compression coefficient cm in each well. This results in damping of the resonance in the small-signal modulation of the observed magnitude.
In summary, the parameters that were chosen on the basis of laser device data are the quantum well intervalence band absorption, the Auger model, the capture model, and the gain compression model. All other material parameters are standard values from the literature. This gives one consistent set of input parameters that has been used previously to explain static and dynamic properties for 1.3-m MQW lasers at room temperature. This parameter set and the underlying models are now applied to the calculation of threshold currents and small-signal modulation responses for a range of temperatures from 300 K to 360 K. This covers the critical range of operation for telecommunication applications.
III. EXPERIMENT
A detailed description of the devices and the measurement techniques is given in [21] , [24] , and [25] . The InGaAsP-InP devices were grown by low pressure metalorganic chemical vapor deposition (MOCVD) on InP substrates. The active region consists of nine quantum wells (70 Å) with compressively strained wells ( 1%) designed for operation near 1.3 m. The separate confinement layers (500 Å) and the barriers (100 Å) have the same InGaAsP material composition ( m). Two classes of devices were fabricated. Broad area lasers with a contact width of 100 m were used for the characterization. This minimizes the impact of lateral leakage currents out of the active layers. The dynamic characterization used standard capped-mesa-buried-heterostructure (CMBH) lasers with a mesa width of about 1 m. The relaxation oscillation frequency was determined from relative intensity noise spectra (RIN). The spectra were detected with a high-speed InGaAs p-i-n photodetector and a low noise preamplifier. The doping profiles of all of the devices were obtained using the secondary ion mass spectrometry (SIMS) characterization.
IV. STATIC LASER PERFORMANCE: CHARACTERISTIC TEMPERATURE
Devices with two different doping profiles have been used. For the one set, indicated by undoped, the p -i-junction is lo- cated at the interface between the separate confinement region and p-cladding. This ensures low electron leakage currents into the p-cladding due to the additional electrostatic barrier [6] (see Fig. 1 ). The simulations show that at threshold bias level, the heterobarrier electron leakage into the p-cladding for the doped device is smaller than 1% for all temperatures considered. This agrees well with results for special devices designed for direct measurement of the heterobarrier leakage [26] . For the second set, designated low doped, the p-doping extends through the p-SCH layer and penetrates three of the nine wells with a dopant concentration of 1.5 10 cm . In general, the bulk carrier transport through the MQW active region involves the competition between the drift (responding to the local quasi-Fermi level) and the capture process, acting as a local recombination process. Further, the accumulation of carriers in the wells locally distorts the band profile through the electrostatic potential. Fig. 1 illustrates the resulting self consistent band profile in the active layer for the undoped example. The quantum wells for electrons are relatively shallow, with low capacity for stored carriers resulting in quasi-Fermi levels that ride near the top of the well. The effective mobility for transport of bulk electrons across this region is relatively high and the quasi-Fermi level for the bulk electrons is relatively flat. However, the quantum wells for holes are deeper and they have a capacity for carriers substantially larger than the carrier density required for the gain. The hole quasi-Fermi levels fall well into the gap. The transport of holes through the active region is largely sequential capture and reemission from each well in turn [22] . This leads to a low effective mobility for the bulk holes and the evident variation in the bulk hole quasi-Fermi level across the active region. Thus, the dynamics of carrier capture into the quantum wells cause a carrier accumulation at the p-side of the quantum well stack, as illustrated in Fig. 1 . This results in different well pumping levels, which is taken into account by the simulation and transforms into a gain variation by a factor of five between the n-side well and the p-side well in this example.
It is difficult to probe the inhomogeneous carrier population in the wells directly, although some indirect experimental evidence exists [27] . However, the net gain spectrum is the composite of the contributions from the nine individual wells, which can be quite different [12] . The net gain spectrum has been measured for CMBH devices with different doping profiles and at different temperatures [7] . The transparency wavelength has also been measured directly [7] . This is the wavelength at which the material gain due to interband transitions is exactly zero. Combined with the net gain measurement, one has the total loss at the transparency wavelength. The mirror loss can be estimated for these devices since they have cleaved facets. We assume that the intervalence band absorption scales as [16] to convert the measured net gain spectra into modal gain spectra. Spectra measured at two temperatures for a device with low doping in the active biased to near (but not at) threshold are plotted in Fig. 2(a) . The corresponding simulated spectra are shown for comparison. The simulation accounts for the overall spectral shape, especially between the transparency wavelength and the peak of the gain, which is most significant for practical laser operation. The simulated spectra are broader on the long wavelength side, probably due to the neglect of vertex corrections (essentially excitonic correlations) in the gain calculation [28] , [29] . Otherwise, the simulation accounts for the change in spectral width with temperature and the shift of the transparency wavelength.
The differential modal gain has been computed as a finite difference for a current just below threshold. The resulting spectra are plotted in Fig. 2(b) , showing a comparison of simulation and experiment at the same two temperatures. The simulation has been scaled by a factor of 1.8, as discussed below. From The additional carriers in the active region due to doping or due to higher temperature contribute to a higher nonradiative recombination and to increased free carrier (intervalence band) absorption. Thus, the modal loss increases with current up to threshold and the total modal loss that must be overcome to achieve threshold goes up both with increased doping and with increased temperature. The simulations reproduce this trend. However, with the assumption of a temperature independent free carrier absorption coefficient, the quantitative change between 25 C and 65 C is smaller than measured (2 cm versus 8 cm for the low-doped devices). We noted the experimental uncertainty on the temperature dependence of the free-carrier absorption coefficient. This discrepancy between the simulated and measured temperature dependence of the loss may be evidence of temperature dependent free carrier absorption. However, the details of the loss mechanisms should be investigated further. Fig. 3 shows the measured and simulated threshold currents versus temperature for the two devices. For both cases, the agreement of threshold current is very good for the entire temperature range. In [21] , it has already been shown that the simulation can explain the threshold current variation versus p-doping setback at room temperature. Here, we find a good account of the temperature dependence. For the low-doped case, the simulation gives a characteristic temperature of K; the measurements result in K. For the undoped case, the slope of the curves shown increases with temperature, indicating a dropping . Fitting linear functions for the low temperature and the high temperature regime, it is possible to extract two characteristic temperatures. The intersection point is often denoted by a critical temperature . As shown in the summary in Table I , the simulation agrees well with the experiments.
Different interpretations of the origin of have been given in literature. In [1] , it was indicated that this could be due to increased nonradiative recombination in the p-SCH. Other publications claim this to be due to the onset of leakage currents [4] . In our measurements, we observe a decrease of for the undoped case, but not for the low-doped case. From the simulations, the leakage currents into the p-cladding are small at threshold for both devices and cannot account for this effect, which has also been confirmed experimentally in [24] . An analysis of the different current components entering the calculation of shows that the critical temperature is caused by a transition from the regime where the radiative current dominates to the Auger current dominated regime. In the doped case, the presence of a background hole density increases the total carrier density. This contributes to a higher relative Auger component in the threshold current at a fixed temperature. The transition to the Auger dominated regime is therefore taking place at lower temperatures, and a critical temperature does not occur in the displayed temperature range. The direct comparison shows that doping in the active region increases in the high temperature regime. The ionized acceptors of the doped active modify the shape of the energy bands of the quantum wells. This results in a larger effective well depth for electrons, which is beneficial for high temperature operation.
When the simulations are applied to the CMBH devices, which have been fabricated from the same active layer design as the wide area devices, we find that the simulated threshold current (4 mA) is substantially lower than the measured threshold current (7 mA) at room temperature. At the same time, the simulated is the same as that measured for these devices. Part of the difference in the magnitude of the threshold current may trace to uncertainty concerning the exact width of the active layer. However, we believe that most of the difference arises from extra lateral current near the edge of the active region in the CMBH devices. This has recently been measured directly for similar devices [30] . The precise mechanism of this lateral leakage is not known, but it has been shown to clamp at threshold. For the present discussion, there are two significant points. First, this justifies the correction factor applied to the static differential gain spectra in Fig. 2(b) . Second, because the leakage clamps above threshold, it has no impact on the study of the modulation response.
V. SMALL-SIGNAL MODULATION
In this section, the focus is on the modulation efficiency of MQW lasers and its temperature dependence. The modulation efficiency determines the optical resonance frequency of the device due to electrical modulation at the contacts. Parasitic elements of the diode are not considered in this simulation. Therefore, the modulation efficiency is represented by the effective differential gain, an intrinsic measure, for ease of comparison to experiment. Experimental values are extracted from the measured resonance frequency. Fundamentally, the effective differential gain is determined both by the intrinsic differential gain of the quantum wells and the carrier dynamics of the entire device structure [31] , [32] . In the full simulations, the small-signal response is analyzed following the same procedures used for the experimental data.
Experiments have been conducted with CMBH devices described in the previous section, with two different doping concentrations in the active region. The device indicated as low doped has an acceptor concentration of 1.5 10 cm up to the third quantum well from the p-side of the MQW stack. The device indicated as high doped contains an acceptor concentration of 2.5 10 cm in eight of the nine wells.
We start by setting up the framework for the discussion. The rate equation for the photon density with a MQW configuration is (1) where are the mode gain contributions from each well, is the optical loss, is the group velocity, and is the spontaneous emission coupled into the mode of interest. In the microscopic simulator, this equation is coupled to the full solution of the carrier transport and the bound carriers in each of the wells that provides the gain . Standard small-signal analysis is performed with and . Inserting and and solving for gives (where is the total steady-state gain
The microscopic simulation contains all the values at the right-hand side, with the gain modulation
where the differential modal gains and are the static differential gains and the carrier modulations and are the complex carrier density differentials in the quantum wells due to an external voltage modulation . Thus, the modulation of the gain is divided into two distinct contributions. The static differential gain in each well is determined by the quantum-well properties and the static carrier distribution among the quantum wells in the active layer of the device. The carrier modulations depend on the details of the dynamical carrier transport.
Analytical results can be obtained from a rate equation approach. A commonly employed model includes both an above barrier carrier population and a bound carrier population coupled by capture and reemission time constants. The analysis of this model results in a widely used approximate expression for the modulation response [33] (4) where is an effective carrier transport time and is the damping rate for which an explicit expression can be derived. The expression for the resonance frequency reads (5) where is the overdrive current above threshold level, is the optical confinement factor, the active volume, the internal efficiency, and is the effective differential gain. The effective differential gain depends on the details of the dynamics in the carrier rate equations. This result suggests that, despite the extra complexity of the carrier dynamics, the form of the resonance response of the laser may be expected to follow the standard form of a damped oscillator, only with the addition of an extra rolloff. It also reinforces the point made above: the resonance frequency is controlled by an effective differential gain that includes the influence of transport.
Of course, the full microscopic simulation includes all the dynamics of the carriers, including the effects of multiple wells. Fig. 4 shows a comparison of the modulation response obtained from the microscopic simulation and a fit using (4). The quality of the fit is satisfactory, and the transport factor gives a good description of the additional linear drop in the phase due to carrier dynamics. In the low-frequency regime (around 5 GHz in Fig. 4 ), the microscopic simulation shows some rolloff that is not well reproduced by the fit. We use this fitting procedure to obtain the simulated resonance frequency. Fig. 5 shows the resonance frequencies versus overdrive current from the microscopic simulation. In comparison, the resonance frequency extracted from the RIN measurements is also shown. The data is shown for the low-doped device at room temperature. Excellent agreement is obtained. The slope of the curve in Fig. 5 gives the effective differential gain . We use the same constants in (5) for analysis of the simulation and the experiment ( , and per 70 Å well). In the analysis of the simulated modulation response across the range of device doping and temperature considered, the extraction of the differential gain is based on the overdrive current range of 10 to 40 mA, where the quality of the fits to (4) is best.
This procedure has been applied to study the doping and temperature dependence of the modulation response. Fig. 6 shows the effective differential gain versus temperature. The simulation includes devices with three different doping densities in the active region. Measurements have been taken from [25] and the devices are either low doped or high doped. The overall agreement between the simulations and the experiments is excellent. We stress that no parameter is fitted to give the modulation efficiency. The agreement of the simulation to the experiments is the result of the interplay of the physical models in the simulator that have been independently calibrated as described above.
Introducing doping, the modulation efficiency at room temperature is increased (see also e.g., [11] , [34] ). At the same time, the temperature sensitivity of the effective differential gain is also increased. The high-doped case shows a decrease of 45% over the temperature range between 300 K and 340 K. The low-doped case is less sensitive. The simulations show a decrease of about 15% for the undoped case.
The qualitative trends can be understood from the basics of gain in quantum wells. As discussed in [25] , the differential gain is controlled by the electron population in the wells. This follows from the ratio of the electron to the hole mass. Even for compressively strained quantum wells, the hole mass is still substantially larger. Introduction of p-type doping in the quantum well allows for achieving the threshold condition with a lower electron population. This gives a larger differential gain. However, at the same time, it also leads to a larger temperature coefficient.
This qualitative explanation only considers the material differential gain in the quantum wells. It is interesting to understand the impact of the carrier dynamics. As we stressed in discussing (3), the effective differential gain also depends on the details of the carrier transport to give the distribution of carrier density modulation. The carrier densities are coupled by both interwell carrier exchange coming from capture and re-emission of carriers and the coupling of the well carrier populations to a single photon population via the stimulated emission. This is a nontrivial process.
The first impact of the carrier dynamics is to cause an inhomogeneous distribution of the carriers in the different wells of a MQW stack (Fig. 1) . Therefore, each well contributes a different amount of gain to the total gain and linear scaling rules do not apply in general. Differential gain in a quantum well depends both on the level of inversion and on the wavelength detuning. This leads to an inhomogeneous distribution of the static material differential gain and in each well of the MQW laser. These steady-state effects are illustrated for the devices biased to about 45 mA above threshold. The modal gain is plotted for each well in Fig. 7 , along with the modal differential gain for each well. The impact of doping on the modal gain is relatively small. The spread from p-side (well number 1) to n-side is about the same. However, the doping has a substantial impact on the differential gain. This effect follows from the qualitative argument given above. Now we turn to the carrier modulation, which is also shown in Fig. 7 . The values are taken at the resonance frequency for a voltage modulation of 3 mV at the contact. In general, the finite transport time between the wells additionally adds a phase to the modulation, and and are complex quantities. However, at resonance, the well carrier modulation is strongly coupled to the photon population, and therefore the phase difference between the wells is nearly zero and can be ignored [35] . The wells at the p-side (well 1) have the highest modulation values. This is intuitively reasonable and consistent with the static carrier distribution (Fig. 1) . Furthermore, the distribution is not markedly influenced by the doping. This may be surprising at first, since increased doping is associated with increased conductivity for bulk semiconductors. However, the net effect of the doping in the quantum well regions is to spill the extra holes into the wells leaving ionized acceptors in the barriers. The impact on the transport only comes through some alteration in the band profile, and hence the capture and emission processes. In Fig. 7 , there is a slight improvement in the modulation of the n-side wells with increased doping.
The effective differential gain combines the carrier modulation with the local differential gain well by well as in (3) . As can be seen from Fig. 7 , the wells with the largest carrier modulations also possess the lowest static differential gains. As a consequence, the observed effective differential gain is smaller than what would be estimated by looking at an average quantum well and ignoring the transport effects. Increasing the doping mostly increases the static differential gain. There may also be a small increase due to more effective modulation of the n-side wells. At elevated temperatures, the carrier modulation differentials and increase and the ability to modulate the n-side wells improves slightly (Fig. 7) . This is reasonable as one would expect the capture and emission processes that control the hole modulation to be somewhat faster. This increase is similar for the undoped and the doped active device. On the other hand, the static differential gain decreases with higher temperatures following the qualitative discussion above. This is illustrated in Fig. 7 for the undoped case. These two effects compete. For the undoped device, the net result is a relatively weak temperature dependence of the effective differential gain (Fig. 6 ). However, with increasing doping, the decrease in the static differential gain is larger and dominates over the increasing carrier modulation.
As we emphasized, the modulation of the photons in the laser depends on the differential gain in the individual wells (generally different) and the modulation of the carrier populations bound in each individual well, generally different for each well and complex due to the carrier dynamics. If we focus on the resonance frequency, it is possible to get a simplified view. The electron and hole modulations are largely in phase [35] . In the present lasers, this traces to the relatively shallow electron wells, so the electrons can easily follow the holes. We then write a set of rate equations for the composite bound carriers in the MQW case, as follows: (6) where is the bound density of well , is the current into this well, is the material gain in this well, is the well volume, the and describes the recombination in the well, and the other symbols have their usual meaning. In principle, this is no simplification since the modulation of the current into each well remains unknown without a detailed simulation. However, we have also noted that at the resonance frequency, the bound carriers are modulated in phase, to a good approximation, and 90 out of phase to the photons, as expected for a resonance [35] . This was also observed in some previous simulations [32] . Therefore, it is reasonable to examine the small-signal expansion of the (1) and (6) and look for the condition for undriven oscillations (7) where we have defined (8) (9) (10) and the complex response frequency sought is . The possibility of gain compression has been included. In general, the response frequency will be a zero of the -order polynomial implicit in (7) . However, a reasonable approximation follows under the assumption that (11) where, in the last identity, the conventional terminology from the usual rate equation expressions has been used. One can verify that the approximation used to arrive at (11), in the limit of a single carrier population, reduces to the usual expressions provided that the damping is not too large relative to the resonance frequency . This condition just comes from the substitution of for in the damping portion of (11) . There is also a small term in the usual expression for related to the which is lost. Now we can get simplified expressions for the resonance frequency in terms of the well-by-well properties (12) where is the total modal gain and we introduce an effective differential gain , which is just the gain-averaged local differential gain (13) An expression for the damping can also be derived. However, the present analysis explicitly ignored the drive currents into each well, which from the simulations we know to have a nontrivial phase as a function of frequency away from the resonance frequency. This is found in the microscopic simulations through the phase relations among the and , which vary substantially with frequency, except close to the resonance frequency. This will contribute to the shape of the resonance and hence the damping constant. Equation (13) gives a simplified expression for the effective differential gain, which takes into account the inhomogeneous carrier populations among the wells. It shows that the resonance frequency does not depend on all of the details of the complex carrier dynamics in the MQW active region, just the steady state distribution of the carriers at the operating point. We have examined the predictions of (13) and find that it gives the qualitative trends reported in Fig. 6 from the full simulation. Quantitatively, it predicts the effective differential gain within 10%-20%.
VI. CONCLUSION
We have presented a systematic investigation of the temperature dependence of the static and dynamic properties of 1.3-m InGaAsP MQW lasers. The microscopic simulations account for both the background doping and the temperature dependence of the threshold current density and the modulation efficiency. In each case, the simulation result comes from the nontrivial interplay of more than one physical effect. From the details of the simulations, we can develop some insight into the fundamental device operation.
The temperature dependence of the threshold current traces both to the reduction in the material gain as well as the increase in the Auger recombination. The increase in loss due to higher carrier density in the active region plays a secondary role. The critical temperature observed near 50 C in the undoped device indicates a crossover to Auger-dominated recombination.
Leakage currents from the p-SCH into the barriers have a negligible impact on the threshold current up to temperatures of 85 C in these devices. Increased p-doping in the active region increases the absolute threshold current, but also improves the characteristic temperature at high operation temperatures. This traces to the selfconsistent change in the band profile near the wells that improves electron confinement. The higher bound carrier densities in the doped region also lead to Auger-dominated recombination at a lower temperature. No critical temperature is observed in the temperature window studied.
The modulation efficiency of the MQW laser is strongly influenced by the carrier transport through the active region. First, the carrier dynamics lead to a steady state distribution of the bound carriers that is nonuniform among the wells. In the present devices, the holes are concentrated in the wells on the p-side of the active layer. As a consequence, the first three wells supply most (approximately 75%) of the modal gain. However, as a direct consequence, these wells have a lower differential gain. This follows from the fundamentals of quantum well gain. Second, the carrier dynamics leads to a nonuniform carrier modulation when the device bias is modulated. The modulation response roughly follows the steady state carrier distribution, an intuitively reasonable result. Combined with the first point, the wells with the largest carrier modulation (and the largest contribution to the modal gain) have the smallest differential gain. This leads to a lower overall modulation efficiency than would be naively expected if the quantum wells were uniformly populated. The impact of p-doping in the active region, or changes in temperature, largely derive from the fundamentals of quantum-well gain. However, the final quantitative results also depend on small doping or temperature induced changes in the MQW transport. Finally, although the full modulation response depends on the details of the carrier modulation as a function of frequency [(2) and (3)], we have shown that the effective differential gain that controls the resonance frequency can be estimated from a simple gain-weighted average of the differential gain in each well (13) .
So far, we have not discussed a direct signature of the carrier dynamics in the modulation response. The rate equation models suggest the possibility of substantial low-frequency rolloff, for example, directly tied to an effective transport time scale (carrier diffusion or carrier capture related depending on details of the active layer). In the present devices, we do not observe any such dramatic signatures. There are, however, more subtle effects, such as a doping dependence of the damping factor and the linear component in the phase of the modulation response. These will be the subjects of future investigation. 
