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ABSTRACT
We present a data-driven method to infer the redshift distribution of an arbitrary dataset based on
spatial cross-correlation with a reference population and we apply it to various datasets across the
electromagnetic spectrum to show its potential and limitations. Our approach advocates the use of
clustering measurements on all available scales, in contrast to previous works focusing only on linear
scales. We also show how its accuracy can be enhanced by optimally sampling a dataset within its
photometric space rather than applying the estimator globally. We show that the ultimate goal of this
technique is to characterize the mapping between the space of photometric observables and redshift
space as this characterization then allows us to infer the clustering-redshift p.d.f. of a single galaxy.
We apply this technique to estimate the redshift distributions of luminous red galaxies and emission
line galaxies from the SDSS, infrared sources from WISE and radio sources from FIRST. We show
that consistent redshift distributions are found using both quasars and absorber systems as reference
populations. This technique brings valuable information on the third dimension of astronomical
datasets. It is widely applicable to a large range of extra-galactic surveys.
Subject headings: redshift – clustering
1. INTRODUCTION
Observations of the sky are inherently a two-
dimensional measurement of electromagnetic flux density
as a function of angular position. For astrophysical stud-
ies, however, one usually needs the knowledge of three-
dimensional positions for example to convert an angle
into a physical scale or a brightness into a luminosity.
This has been a long-standing limitation in astronomy.
On extragalactic scales, distances are usually inferred
from redshift measurements using the knowledge of
the expansion history of the Universe. A redshift can
be directly measured from observations when one can
detect and identify a high-contrast spectroscopic feature.
Consequently, robust redshift measurements require
spectroscopic observations of sources with emission
or absorption lines or spectral break, at a sufficient
resolution. Such observations are usually expensive
and restricted to bright objects; for example, the Sloan
Digital Sky Survey (SDSS; Abazajian et al. 2009) has
imaged about 100 million galaxies, but only of order 1%
have been followed-up spectroscopically, most of which
are bright and nearby. For the vast majority of galaxies,
distance estimates rely on so-called “photometric” red-
shifts. They use observed broadband colors to probe the
overall spectral energy distribution (SED) of a source.
Thus, they rely of qualitatively different information.
Photometric redshift estimation suffers from a number
of limitations: intrinsic degeneracies between colors and
redshifts, unrealistic SED templates, dust reddening,
etc. Despite such limitations, however, all upcoming
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imaging surveys rely on photometric redshifts. With
deeper surveys of the sky and access to new wavelength
ranges from space, the lack of robust distance estimates
is becoming a limitation. Moreover, given the rate at
which modern surveys are imaging the sky, the fraction
of objects for which we have spectra decreases with
time. Consequently, alternative techniques should be
explored to estimate cosmological redshifts.
Redshift inference can be done from a different an-
gle where the estimation is not based on source colors
but instead makes use of their angular clustering with
a reference or a set of reference populations for which
redshifts are well determined. Even though such a tech-
nique is currently not being applied, the underlying idea
has been discussed for several decades and in a few cases
applications to data have pointed out some of its poten-
tial. Already thirty five years ago, Seldner & Peebles
(1979) attempted to understand the redshift (and there-
fore the nature) of quasars by measuring their angular
cross-correlations with available galaxy samples. Later
on, Phillipps & Shanks (1987) used counts of faint photo-
metric sources around galaxies with well defined redshifts
to obtain an estimate of the galaxy luminosity function at
fainter magnitudes. A decade later, Landy, Szalay & Koo
(1996) showed that a combination of auto- and cross-
correlations between two populations of galaxies can be
used to test whether a significant fraction of the ob-
jects from one sample do not overlap in redshift with the
other one. At the beginning of the Millenium, require-
ments for planned photometric surveys designed to con-
strain the properties of dark energy (which are not met
by the photometric redshift techniques currently avail-
able) provided some motivation to explore the potential
of clustering-based redshift inference more thoroughly.
Schneider et al. (2006) first presented a formalism aimed
at using clustering information to estimate the accuracy
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with which photometric redshifts can be inferred and in
particular characterize the fraction of catastrophic out-
liers. Attempting to estimate the redshift distribution
of the NVSS radio survey, Ho et al. (2008) showed that
useful constraints can be obtained using a combination
of spatial auto- and cross-correlations with a few spec-
troscopic samples. Based on a similar set of observables,
Newman (2008) and Matthews & Newman (2010) pre-
sented a method to infer the redshift distribution of a
large sample of galaxies using an iterative technique. Fi-
nally, expanding on this work, McQuinn & White (2013)
showed how to optimize the corresponding statistical es-
timator and improve the power of such a procedure.
Surprisingly, more than fifteen years after the encour-
aging results obtained by Landy et al. (1996), more
than five years after a series of theoretical papers men-
tioned above and a number of studies pointing out how
such techniques could improve cosmological experiments
(e.g. de Putter et al. 2013) this direction of research has
stayed at the level of a theoretical idea and has not led
to the promised advances in redshift estimation. None
of the proposed techniques has become a generic tool
used by the community, applications to real datasets have
been largely missing and photometric redshifts are still
the only avenue to estimate redshifts when spectroscopic
data is unavailable.
In this paper we show that this situation can be
changed if we approach the problem differently. We
present a practical method to efficiently propagate sta-
tistical redshift information from a (small) sample of
sources with known redshifts to other objects for which
we only have angular positions using information ex-
tracted from spatial clustering. Taking into account some
of the limitations and challenges involved with real data,
we present a method designed to be directly applicable
to existing datasets. As we are building a new tool from
scratch we are not directly aiming at percent-level accu-
racy (which was the goal of a number of the theoretical
papers written on the subject over the past five years).
In contrast to previous proposals, we advocate for the
use of small-scale clustering measurements (i.e. in the
non-linear regime), a sampling done locally in the pho-
tometric space as opposed to applying the method to an
entire dataset and we avoid using information from auto-
correlation functions which are more subject to system-
atic effects than cross-correlations with real data. This
technique is ultimately aimed at characterizing the map-
ping between the space of observables accessible from
the photometry to redshift space. We also point out
that having characterized this mapping the technique can
provide us with the redshift p.d.f. of individual galaxies,
similarly to photometric redshift estimation. Finally we
demonstrate the power of this technique by applying it
to existing datasets across the electromagnetic spectrum,
from the optical to the radio range (where photometric
redshifts cannot even be defined) and estimate the cor-
responding redshift distributions. In a companion paper
(Schmidt et al. 2013) we present results from numerical
simulations to test the robustness and limits of our red-
shift inference method when applied to realistic distribu-
tions of dark matter halos and galaxies, and in Rahman
et al. (2014) we will show how clustering-based redshifts
compare to spectroscopic redshifts for galaxies selected
from the SDSS.
2. CLUSTERING-BASED REDSHIFT ESTIMATION
2.1. The covariance of the sky
Electromagnetic observations of the sky consist of a
measurement of flux density Fλ as a function of angu-
lar position. We denote the flux density fluctuation at
a location φ and wavelength λ as δFλ(φ). The generic
covariance of the extragalactic sky is given by
Cobs(λ1, λ2, θ) = 〈δFλ1(φ) δFλ2(φ+ θ)〉φ . (1)
This quantity is uniquely defined and provides us with
statistical information on the extragalactic sky as a func-
tion of position and wavelength.
If we have access to a population of objects whose
spatial distribution characterized by the density contrast
δ(~r) is located within a narrow redshift bin centered on
z0, we can use it to probe a projection of the observed
flux density fluctuation δFλ:
Cobs(λ, rp, z) = 〈δ(z0) δFλ(rp)〉 . (2)
Here we note that the flux fluctuation δFλ is not re-
stricted to discrete objects, like galaxies, quasars or
GRBs, but can also be a continuous field such as the
infrared background or a millimetric temperature map.
Eq. 2 indicates that the observable Cobs can be used to
extract some information on the redshift distribution of
an arbitrary dataset. A lack of correlation can be used
to test for the absence of objects in δFλ at redshift z0.
We note that the calibration of photometric redshifts
with observed spectra makes use of the quantity Cobs
through correlations between a known redshift and the
observable δFλ (or similarly a color), but restricts the
spatial dependence to rp = 0. One of the main limi-
tations of photometric redshifts is due to the fact that
the correlation Cobs(λ, rp = 0, z) measured for different
objects at different redshifts can lead to the same ampli-
tude which gives rise to degeneracies between redshifts
and colors.
An important point of this paper is that the (pro-
jected) environment of a source can be treated as an
observable which, in a statistical context, can be a pow-
erful indicator of its properties, including its redshift.
Due to the existence of overlapping objects along the
line-of-sight, the projected environment is often a noise-
dominated quantity. However, if one is interested in esti-
mating the redshift of an ensemble of objects, the mean
projected environment can become a signal-dominated
quantity and a useful source of information. We now
show how to make use of this information to infer the
redshift distribution of a population for which we only
know the angular positions on the sky.
2.2. Redshift inference from spatial clustering
2.2.1. Ideal case
Let us consider two populations of extragalactic ob-
jects: (i) a reference population for which we know the
angular positions and redshifts of each object. This pop-
ulation is characterized by a redshift distribution dNr/dz
and a mean surface density nr and a total number of
sources Nr; and (ii) an unknown population for which
angular positions are known but redshifts are not. Sim-
ilarly, this population is characterized by the quantities
dNu/dz, nu and Nu. We first consider an ideal case in
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which all the unknown sources are at the same redshift
z0:
dNu
dz
= Nu δD(z − z0) . (3)
As shown below, this is a regime where clustering-based
redshift estimation provides us with an unbiased and ac-
curate estimate of dNu/dz. The next section will show
the interest of exploring the neighborhood of this regime.
Even if our clustering-based estimator is no longer unbi-
ased, there might exist a regime in which the final accu-
racy is sufficient for many astrophysical purposes.
To probe the redshift distribution of the unknown sam-
ple we split the reference population in redshift bins δzi
and for each subsample i we measure its angular or spa-
tial correlations with the unknown population wur(θ, zi):
wur(θ, zi) =
〈nu(θ, zi)〉r
nu
− 1 , (4)
where 〈nu(θ, zi)〉r denotes the mean density estimate of
the unknown sample around reference objects at redshift
zi. Given the assumption that all unknown sources are
located at z0, we are in a regime where we are only look-
ing for the presence or absence of correlated unknown
objects within a reference redshift bin δzi. In this case
we simply have
dNu/dz ∝ wur(zi) . (5)
Once a cross-correlation signal is found the amplitude of
the redshift distribution is simply obtained through the
normalization ∫
dz
dNu
dz
= Nu . (6)
This relation is satisfied if all the objects of the unknown
sample are extragalactic and if the redshift distribution
of the reference population is wide enough to cover the
redshift range of the unknown objects. This implies that,
in the case of a narrow redshift distribution, it is possible
to fully characterize it using clustering information.
At this stage we investigate how to optimize the sensi-
tivity of such an estimator. It is important to note that so
far we have not specified how to measure the angular cor-
relation between the unknown population and the set of
reference subsamples. Indeed, if dNu/dz → Nu δD(z−z0)
we are simply addressing a yes-or-no question whose an-
swer is only limited by the shot noise induced by the
finite size of the samples and in some cases cosmic vari-
ance. The clustering signal can therefore be measured on
any scale and its sensitivity can be maximized by includ-
ing clustering information from all scales available to the
measurements. Approaching the problem from this angle
does not restrict the analysis to large-scale clustering sig-
nals where the galaxy over density field behaves linearly
with respect to that of the dark matter, as advocated
by previous studies. As a measure of clustering we will
consider the integrated cross-correlation function
w¯ur(z) =
∫ θmax
θmin
dθW (θ)wur(θ, z) (7)
where W (θ) is a weight function, whose integral is nor-
malized to unity, aimed at optimizing the overall S/N.
As the matter correlation function can often be approxi-
mated by a power law over a broad range of scale with γ
of order unity, we can simply use W (θ) ∝ θ−γ . We note
that for γ = 1 there is an equal amount of clustering
information per logarithmic scale. In order to probe the
same range of physical scales as a function of redshift we
set (θmin, θmax) to match a fixed range of projected radii
(rp,min, rp,max). We note that as the angular scale be-
comes comparable to the mean separation between ref-
erence objects, number count estimates become corre-
lated and the amount of useful clustering information
decreases. In addition, such large-scale estimates are of-
ten more subject to systematic effects due to fluctuations
in the zero point of the photometry, uncertainties due to
Galactic dust extinction effects, etc. Therefore, in prac-
tice, we will limit our clustering measurements to scales
smaller than several Mpc, which typically correspond to
several degrees on the sky. This dramatically contrasts
with previous studies using only clustering measurements
on scales greater than several Mpc. Finally, we set the
angular scale θmin to be always greater than the maxi-
mum between the typical size of the sources involved and
the point spread function of the corresponding survey.
In practice, this typically allows us to measure clustering
over more than two orders of magnitude in scale.
It is now interesting to characterize the size of the sam-
ples required to use this technique and obtain detectable
signals. To do so in a simple manner, we will assume
that matter clusters with some scale rc or δzc in redshift
space and not beyond. In this case the signal-to-noise ra-
tio of the measurement of a spatial correlation between a
reference subsample selected in the redshift bin δzi and
the unknown sample is given by
S
N
' δzc
δzi
w¯ur
θmax
√
pi
√
Nr,i nu
' δzc√
δzi
θmax
√
dNr
dz
nu (8)
where Nr,i is the number of reference objects in the red-
shift bin δzi and where we have assumed that θmin 
θmax. This expression shows that the best strategy is to
use reference redshift bins with a size matching that of
the correlation length of matter clustering. This maxi-
mizes the contrast between the angular correlation mea-
sured at the location of the unknown sources and else-
where. To put this estimate in perspective, we consider
parameters representative of the galaxy spectroscopic
sample available with the SDSS. Taking the fiducial pa-
rameters δzc = δzi = 10
−3, θmax = 1 deg, dNr/dz = 106,
we obtain S/N ∼ 30√nu, with nu in units of number
of galaxies per square degree. For reference, the number
density of photometric galaxies in the survey, selected
with r < 21 is about 3600/deg2 (York et al. 2000). This
shows that the clustering redshift technique can be ap-
plied to many (of order one thousand) subsets of the
SDSS photometric sample, provided we can select them
so they are located in narrow redshift bins. A narrow
beam survey like COSMOS (Scoville et al. 2007) is sim-
ilarly appropriate: with a photometric number density
of 106/deg2 and about 104 spectroscopic redshifts avail-
able, the statistical power of the estimator is high enough
to be able to detect a cross-correlation signal for a very
large number of subsamples narrowly distributed in red-
shift space. As shown in Eq. 8, the statistical power
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depends on the number of pairs between the reference
and unknown samples as expected with clustering mea-
surements.
In the general case, Eq. 4 provides us with a robust esti-
mator to precisely locate the redshift range over which an
arbitrary population is distributed. It provides us with a
data-driven approach to test for the presence or absence
of sources at a given redshift z and it can be applied
to any continuous or discrete dataset. When probing
sources for which spectral energy distribution templates
are not available (for example because the physics of the
objects is not understood) or for which no spectroscopic
data is available, the proposed cluster-based redshift es-
timation provides us with a robust way to infer the pres-
ence/absence of sources as a function of redshift, without
any assumption.
2.2.2. Departure from the ideal case
In the more general case where the unknown popula-
tion is not located at a single redshift but spread over an
interval ∆z, the spatial cross-correlations with the set of
reference samples will depend on a number of quantities:
the type of unknown and reference objects, their rela-
tive clustering amplitude with respect to the dark matter
density field, the redshift dependence of the correspond-
ing quantities and the scale over which correlations are
considered. By selecting narrow redshift bins δzi of ref-
erence objects, the amplitude of the measured angular
cross-correlation with the unknown population follows
w¯ur(zi) ∝ dNu
dz
(zi) bu(zi) br(zi) w¯DM(zi) , (9)
where the bar indicates that the quantities have been
integrated over a range of scales, according to Eq. 7. Now
we are no longer using the angular correlation to answer
a yes-or-no question but we are aiming at constraining
the shape of the redshift distribution dNu/dz. Here it is
interesting to comment on several aspects of the above
relation:
• the degree of variation of each term in equation 9
is in general expected to differ. If over the redshift
range ∆z the relative variation of dNu/dz domi-
nates over that of bu(z), or in other words if
d log dNu/dz
dz
 d log bu
dz
(10)
we then approach the regime in which dNu/dz →
Nu δD(z−z0) and one can use the method described
in the previous section to infer dNu/dz, but this
time only up to some finite accuracy. The ampli-
tude of the expected offset will be described below.
• We note that in order fully characterize the redshift
distribution of the unknown population as advo-
cated in the previous section and normalize its am-
plitude (Eq. 6), this only requires the knowledge of
the derivates dbu/dz and dbr/dz. The amplitudes
of the two clustering biases are not required.
• Constraints on the clustering amplitude b¯r of the
reference sample can in principle be derived from
measurements of the autocorrelation function of
the reference sample as a function of redshift.
w¯rr(z) = b¯
2
r(z) w¯(z) . (11)
While this relation is valid only on scales where
galaxies are linearly biased with respect to the dark
matter field, the inclusion of smaller scales provides
only a modest departure from it. We demonstrate
this point in our companion paper (Schmidt et al.
2013) using numerical simulations. In addition, we
point out that our estimate is based on an average
over a wide range of scales which weakens the non-
linear effects. Finally, the clustering amplitude of
dark matter as a function of redshift is a quantity
that is characterized from the theory.
The main limitation in estimating dNu/dz using Eq 6 &
Eq. 9 originates from the lack of knowledge of the red-
shift dependence of dbu/dz. Several authors have pro-
posed to constrain this quantity using the measured auto
correlation function of the unknown sample, using a red-
shift averaged value (Ho et al. 2008) or attempting to
deproject its redshift dependence through an iterative
technique (Newman 2008). Here we propose a differ-
ent approach. Instead of attempting to characterize this
term, we can minimize its contribution to the dNu/dz
estimator and/or estimate the error induced by approx-
imating the redshift distribution without its contribu-
tion. Indeed, it turns out that the error introduced by
the lack of information on dbu/dz is in many cases small
enough for this technique to provide useful constraints
on redshift distributions. To quantify this effect we con-
sider the following case. Let us assume that, for sim-
plicity, the unknown redshift distribution is represented
by a Gaussian distribution G(z0, σz) centered on z0 and
with a half width σz, i.e. that the redshift distribution of
the unknown population roughly extends over a redshift
support ∆z ∼ a few× σz. Let us assume that
bu(z) ∝ zα . (12)
If we neglect this redshift dependence when using the set
of cross-correlation functions to estimate the unknown
redshift distribution, i.e. if we simply use dbu/dz = 0,
the difference between the mean estimated redshift and
the true value is given by
〈z〉est − z0 =
∫
dz zα+1G(z0, σz)−
∫
dz z G(z0, σz) .
(13)
This offset in the inferred mean redshift is shown in Fig-
ure 1 as a function of the mean redshift z0, half width
σz and for three values of α. We note that α ∼ 1 is
representative of the observed bias evolution for bright-
ness limited samples of low-redshift galaxies (Zehavi et
al. 2011). As expected, the estimated mean redshift will
be systematically higher than the real one. Interestingly,
we can see the error in the mean redshift is, in many real-
istic cases, of order several percents, i.e. it can be small
enough to allow a large range of astrophysical studies.
As an illustration, let us consider a color selected sample
of low redshift galaxies. Using a limiting magnitude of
r ∼ 18 and a simple color cut g − i ' 0.1, one can select
galaxies for which the redshift distribution is relatively
well represented by G(z0 = 0.2, σz = 0.05). For such
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Fig. 1.— Offset in the estimation of the mean redshift of a sam-
ple due to the lack of knowledge of its clustering amplitude bu(z).
The figure shows different scenarios: bu ∝ z1/2, z and z2, for dif-
ferent fiducial populations with redshift distributions characterized
by Gaussians with mean redshift z0 and half width σz . For a broad
range of parameters considered this shows that the error induced
by assuming a non-evolving bu is small enough to allow a large
range of astrophysical studies.
a population figure 1 shows that using a set of angular
cross-correlations combined with the overall normaliza-
tion given in Eq. 6 and using dbu/dz = 0 will lead to a
mean redshift estimate for which the error is of order one
percent. We note that quantities with shallower redshift
dependencies, for example w¯DM(z), will induce biases at
levels lower than those illustrated in the figure.
We have shown that, in realistic cases where the
redshift distribution of the unknown population is dis-
tributed over a range ∆z, combining a set angular cross-
correlations with the overall normalization given in Eq. 6
– and neglecting the bias evolution of the unknown pop-
ulation – leads to redshift estimations accurate enough
for many astrophysical studies.
Finally, we point out that the lack of knowledge of the
clustering amplitude is, in general, expected to only af-
fect large-scale modes of the estimated redshift distri-
butions. The method presented above is sensitive to
small-scale structure in the redshift distribution of the
unknown sample. In other words, for sufficient S/N, we
expect it to reveal sudden changes in the redshift dis-
tribution of a given sample, for example when massive
concentrations of matter are present due to galaxy clus-
ters, walls or filaments aligned in the plane of the sky.
2.2.3. Generalization & Strategy
Redshift estimation based on photometric information
can be described as the characterization of the mapping
connecting volume elements (or voxels) of the space of
photometric observables to redshift space. We note that
so-called photometric redshifts characterize this mapping
with calibration based on theoretical or observed sets
of spectral energy distributions. Our clustering-based
estimation aims at characterizing the very same mapping
but using spatial correlations.
Typically, the space of photometric observables is char-
acterized by brightness, colors, size, shape and higher-
order moments of the light distribution. This space can
also include information that is not directly object-based
and for example include information on the environment
of the sources. The dimensionality of the the space of ob-
servable is therefore appreciable. For typical multi-band
ground-based surveys it is of order ten. Adding flux mea-
surements over a broad range of wavelength, from the UV
to radio, the dimensionality can be increased by another
decade. The more parameters are available, the more
likely it is to identify regions of the photometric space
mapping onto narrow redshift intervals.
There exists a fundamental mapping between a given
space of photometric observables and redshift space. Ev-
ery photometric voxel j maps onto a redshift distribution
of finite extend ∆zj . Certain regions of this space may
map onto multimodal regions of redshift space due to
intrinsic degeneracies in the mapping itself. There is a
limit to how much redshift information can be extracted
from the photometry and it is important to realize that it
will apply to both photometric redshifts and clustering-
based redshifts in the same way. In the case of a pho-
tometric voxel mapping onto a multimodal redshift dis-
tribution, if selecting subsamples as a function of other
photometric dimensions does not break the redshift de-
generacy it means that all the available information ex-
isting in the mapping between the photometric space and
redshift space has been exhausted and photometric infor-
mation alone does not allow us to differenciate the modes
of the distribution.
Given that the accuracy of the proposed redshift infer-
ence method becomes higher when considering samples
more narrowly distributed in redshift, it implies that the
best strategy to use this technique is not to apply it to
a sample as a whole (spread over a large redshift range
∆z) but to break it into as many redshift subsamples as
possible. Each subsample can be selected by consider-
ing a voxel j in the space of observables and apply the
proposed technique to obtain an estimate of the redshift
support ∆zj and/or the modality of the corresponding
redshift distribution. If this estimate is too noisy, the
cell can be enlarged to increase the number of objects.
Having obtained some knowledge of the redshift support
∆zj of each voxel allows us to estimate the degree of
uncertainty of the redshift distribution inferred for each
photometric voxel, as illustrated in Figure 1. During this
process, voxels with poor mapping onto redshift space,
for example due to large ∆zj values or multimodal dis-
tributions, can be discarded from the final sample of con-
sideration. The final redshift distribution of the parent
sample, or a set of voxels with well-defined characteriza-
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Fig. 2.— Compilation of samples from the SDSS for which we
have a robust 3d position, either from spectroscopic or photometric
redshifts. In this paper we make use of the spectroscopic samples
of quasars and Mg II absorbers as shown with the dark blue and
brown curves.
tion onto redshift space, is then given by
dNu
dz
=
∑
j
dNu
dz
(voxel j) , (14)
where j is a photometric voxel. Our technique advo-
cates for a local sampling of the redshift distribution of
an unknown population in the space of its observable pa-
rameters in constrast to other methods proposed in the
literature, primarily aimed at inferring global distribu-
tions.
2.2.4. Reference samples available
Interestingly we now have access to a variety of sur-
veys providing us with 3d positions (based on spectro-
scopic redshifts or, in some cases, sufficiently accurate
photometric redshifts), many of which are large enough
to be used as reference samples for clustering redshift es-
timation. As an illustration, we show in figure 2 a com-
pilation of samples drawn from the Sloan Digital Sky
Survey (SDSS; Abazajian et al. 2009) for which the red-
shift distributions are known. The figure includes distri-
butions for galaxies, quasars and absorber systems. As
can be seen, the usability criterion given in Eq. 8 is met
by numerous samples. This figure also shows that dif-
ferent populations can be used to check the consistency
of the inferred redshift distributions. In the next sec-
tion we will make use of the spectroscopic quasar and
absorber samples as reference populations. Those are
shown with the dark blue and brown curves, respectively.
While SDSS quasars are found over the redshift range
0 < z < 6, Mg II absorbers are only visible in the range
0.4 < z < 2.2.
2.2.5. Gravitational lensing effects
The apparent spatial density of sources in the sky
is modulated by gravitational magnification effects due
to the matter distribution along the line-of-sight (e.g.,
Narayan 1989). This induces an apparent correlation be-
tween populations of objects lying at different redshifts.
The amplitude of this effect, also called cosmic magnifi-
cation, has been estimated by several authors (see Bartel-
mann & Schneider 2001) and detected by the large-scale
distribution of galaxies by Scranton et al. (2005) and
Me´nard (2010). For sources at high redshift lensed by
typical galaxies at z ∼ 0.5, the amplitude of the magnifi-
cation effect is about 1% on a scale of one arcminute. In
general, this is negligible compared to the signal induced
by physical clustering of overlaping samples. In addi-
tion, the redshift dependence of the lensing efficiency
varies slowly with redshift. The absence of such a sig-
nature in the redshift distribution inferred by the spatial
cross-correlation technique directly indicates that cosmic
magnification effects are not playing a significant role.
3. APPLICATION TO DATA
We now apply our method to estimate the redshift
distribution of several populations: (i) Luminous Red
Galaxies (LRGs) for which accurate photometric red-
shifts are available for comparison, (ii) Emission Line
Galaxies (ELGs) for which photometric redshift estima-
tion is more difficult to estimate due to the presence of
strong emission lines, (iii) infrared sources from WISE
survey and (iv) radio sources from the FIRST survey,
for which photometric redshifts for the single radio flux
density are difficult to define. In the first two cases we
will use both spectroscopic quasars and Mg II absorbers
as reference samples, specifically the SDSS DR7 quasar
catalog (Schneider et al. 2010) and the DR7 MgII catalog
compiled by Zhu & Me´nard (2013). These two samples
have different bias evolution profiles, so comparing clus-
tering redshift distribution for the same unknown sample
is an interesting test to show whether the technique is in-
sensitive to the reference sample’s bias.
We measure spatial cross-correlations between each
‘unknown’ sample and the two spectroscopic populations,
integrating over physical scales ranging from zero to 1
Mpc, using a simple weight function W (θ) ∝ 1/θ. Our
goal here is not to construct an optimal estimator but to
demonstrate that this technique provides us with a new
type of information on redshift distributions, indepen-
dent of what is obtained through photometric redshifts.
When the inferred redshift distribution is broad, we
need to take into account the redshift dependence of the
bias of the reference population. For these estimations,
we use only our quasar sample, taking our bias evolution
from Porciani & Norberg (2006):
bQSO(z) =
1
σ8
[
1 +
(
1 + z
2.5
)γ]
(15)
with γ = 4 to provide a better fit to the high-redshift
quasar clustering measurements (Shen et al. 2012).
3.1. Luminous Red Galaxies
We now apply our technique to the MegaZ-LRG sam-
ple (Collister et al. 2007). This catalogue contains
about one million SDSS Luminous Red Galaxies with
robust photometric redshifts. This sample spans the
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Fig. 3.— Redshift distributions dN/dz (normalized to unity) for Luminous Red Galaxies (LRGs). In both panels the solid red line shows
the distribution of LRG photometric redshifts. Left: cluster-z distribution (black points) obtained by measuring the spatial cross-correlation
between LRGs and SDSS quasars. Right: cluster-z distribution (black points) obtained by measuring the spatial cross-correlation between
LRGs and Mg II absorbers, spanning the range 0.4 < z < 2.
Fig. 4.— Redshift distributions dN/dz (normalized to unity) for Emission Line Galaxies (ELGs) from the SDSS. Left: cluster-z distribution
(black points) obtained by measuring the spatial cross-correlation with SDSS quasars. Right: cluster-z distribution (black points) obtained
by measuring the spatial cross-correlation with Mg II absorbers, spanning the range 0.4 < z < 2.
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Fig. 5.— Left: Redshift distributions dN/dz (normalized to unity) for three subsamples of WISE sources obtained by measuring their
spatial cross-correlation with SDSS quasars. We show the selection criteria for red (Sample 1), blue (Sample 2) and green (Sample 3)
samples in Eq. 17. Right: Redshift distribution of FIRST radio sources obtained by measuring their spatial cross-correlation with SDSS
quasars. We observe the existence of sources up to z ∼ 3 as well as a bimodal redshift distribution.
redshift range 0.4 < z < 0.7 with limiting magnitude
i < 20. The 2dF-SDSS LRG and Quasar (2SLAQ; Can-
non et al. 2006) spectroscopic redshift catalogue of 13
000 intermediate-redshift LRGs provides a photometric
redshift training set, indicating that the rms photometric
redshift accuracy obtained for an evaluation set selected
from the 2SLAQ sample is σz = 0.049 averaged over
all galaxies. The distribution of photometric redshifts is
shown in Figure 3 with the solid line.
We measure the spatial cross-correlation between
LRGs and quasars as a function of redshift, and use it
to estimate the LRG redshift distribution. The results
are shown with the black data points. They demonstrate
that the overall shape of the LRG redshift distribution
is properly recovered. In addition, the results show that
the megaZ-LRG sample is not significantly contaminated
by galaxies at other redshifts in the range probed by the
quasars. We then repeat our measurement replacing the
quasars with Mg II absorbers. The results, as shown in
the right panel of Figure 3, are again in good agreement
with the photometric redshift distribution. This provides
us with an estimate independent from that obtained with
the quasars and shows that different reference samples
can be used to obtain consistent results.
3.2. Emission Line Galaxies
We now apply our redshift estimation technique to the
so-called Emission Line Galaxies (ELGs) from the SDSS
(Comparat et al. 2013). This corresponds to a sample of
faint blue galaxies for which the broad band colors are
dominated by emission lines. Following these authors, we
have selected the galaxies from the SDSS DR7 database
with:
i< 21.5 (16)
g − r<1.0
r − i>−0.917 (g − r) + 0.683
r − i>0.5 (g − r) + 0.4 .
Using SDSS DR7, this provides us with a sample of
about 2.6 million galaxies. We measure the spatial cross-
correlation between these sources and quasars as a func-
tion of redshift and use it to estimate the redshift dis-
tribution of the population. The results are shown in
Figure 4 with the black data points. They indicate that
the sources selected according to Eq. 16 have a bi-model
redshift distribution, with a main population located at
z ∼ 0.6 and a second group located at lower redshift.
We also measure the spatial cross-correlation between
ELGs and Mg II absorbers as a function of redshift.
Again, the estimated redshift distribution is in good
agreement with that obtained from the spectroscopic
quasars. In this case, the overall normalization given
by Eq. 6 does not properly apply as the spectroscopic
redshift coverage is not wide enough to probe the
redshifts of all unknown sources. As a result, the
amplitude of dNu/dz(z ∼ 0.7) obtained with the Mg II
absorber systems is higher than that the more correct
one obtained with quasars as the reference population.
Because the redshift distibution is not simple and we
are most likely observing two distinction populations of
galaxies with different biases, we cannot accurately quan-
tify the relative numbers of the low and high redshift
populations. As indicated in section ??, by applying the
clustering redshift technique in subsamples of the pop-
ulation selected in Eq. 16, one may be able to find a
region of the photometric space selecting either the low
or high redshift peaks of the distribution. This can be
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done empirically, without any knowledge of the nature
and/or spectral energy distribution of the sources.
3.3. The WISE infrared survey
We now apply the clustering redshift technique to a
dataset from the Wide-Field Infrared Survey Explorer
(WISE; Wright et al. 2010), a mid-infrared survey satel-
lite which provides us with all-sky observations in four
bands, centered at 3.4, 4.6, 12, and 22 µm (W1 to W4,
hereafter). As an illustration we select sources with a
magnitude cut [W1] < 16.5 and three different selections
in color space:
Sample 1 : 2 < [W2−3] < 2.5
0.9 < [W1−2] < 1.2
Sample 2 : 2.5 < [W2−3] < 3
1.5 < [W1−2] < 1.8
Sample 3 : 3.5 < [W2−3] < 4
1.2 < [W1−2] < 1.5 (17)
where [Wi−j ] = [Wi] − [Wj ]. We then cross-correlate
these subsamples against the SDSS QSOs as our refer-
ence sample. The results are shown in Figure 5. As can
be seen, we observe three distinct redshift distributions,
as shown by the different colors: Sample 1 (red), Sam-
ple 2 (blue) and Sample 3 (green). These populations
appear to have mean redshifts of about 0.5, 1.5 and 2,
respectively. While these samples represent only a small
fraction of the WISE data, they show that even simple
color cuts may be sufficient for selecting non-overlapping
samples for cosmological tests. A future paper will ex-
plore the redshift distribution of the WISE data in more
detail.
3.4. The FIRST radio survey
The Faint Images of the Radio Sky at Twenty cen-
timeters survey (FIRST; Becker et al. 1995) uses the
Very Large Array (VLA) to produce a map of the 20
cm (1.4 GHz) sky with a beam size of 5.4′′and an rms
sensitivity of about 0.15 mJy/beam. The survey cov-
ers an area of about 10,000 deg2 in the north Galactic
cap and a smaller area along the celestial equator, both
of which roughly coincide with the regions observed by
SDSS. With a source surface density of about 90 deg−2,
the final catalog includes about one million objects.
Using the SDSS spectrocopic quasar catalog and cor-
recting for bias evolution as given in Equation 15, the
clustering redshift technique provides us with the red-
shift distribution shown in Figure 5. As mentioned in
§2.2, this distribution has a broad redshift support. We
are therefore in a regime substantially departing from
our working assumption (Equation 10). Hence, with-
out additional knowledge on the redshift evolution of the
bias of FIRST objects, we do not expect our redshift dis-
tribution estimate to be accurate. However our results
allow us to say with some confidence that the source red-
shift distribution extends to z ∼ 3 and that there exists
two distinct populations of sources, one centered around
z ∼ 1 and a higher redshift cohort around z ∼ 2.5. Se-
lecting these two populations independently is difficult
from radio data only, given the lack of additional pa-
rameters available in FIRST, but could potentially be
done via cross-matching FIRST sources with additional
datasets at other wavelengths.
4. CONCLUSIONS
We have presented a method to infer the redshift dis-
tribution of arbitrary datasets, based on spatial cross-
correlations with a reference population and we have ap-
plied it to various datasets across the electromagnetic
spectrum. We have shown that this technique is expected
to provide an accurate answer when the unknown popu-
lation is located within a narrow redshift bin. We have
also shown that a large range of departures from this
ideal regime can still provide us with redshift estimates
accurate enough for numerous applications. For exam-
ple, at z < 1, we expect to estimate the mean redshift of
color-selected galaxy populations with an uncertainty of
δz ∼ 0.01. We have shown that this technique provides
better results when first applied to photometric subsam-
ples rather than an entire sample as a whole. Previous
works exploring the same avenue (e.g. Newman 2008; Ho
et al. 2008; Matthews & Newman 2010; Schulz 2010;
Matthews & Newman 2012; McQuinn & White 2013)
have focused on large scales where galaxies and dark mat-
ter are linearly related to each other. Here we advocate
the use of clustering measurements on all available scales
and discuss the benefits of using small-scale correlations
which tend to be less affected by systematics with real
data. In a companion paper (Schmidt et al. 2013) we
have used numerical simulations to show the robustness
and limitations of this approach.
To demonstrate the potential of this technique, we have
applied the proposed method to estimate the redshift dis-
tributions of SDSS luminous red galaxies, emission line
galaxies, sources from the WISE infrared survey and the
FIRST radio survey. For the first two samples, located
at low redshift, we have estimated their redshift distri-
butions using both quasars and absorber systems as the
reference population and obtained consistent results. For
broad or multi-peaked redshift distributions, as is the
case with the ELG and FIRST samples, we cannot ob-
tain a reliable redshift distribution estimate. However,
we can robustly estimate the redshift ranges over which
the corresponding subsamples exist. More robust red-
shift distribution estimates can be obtained by applying
the clustering redshift technique locally in the space of
photometric observables of these datasets. Such a higher
level of sophistication will be presented and used in fu-
ture analyses. We also note that the clustering redshift
technique is a powerful tool to to check for the absence
of sources over a given redshift range. This was used
in (Morrison et al. 2012) to search for contamination of
high redshift Lyman-break galaxies by low redshift inter-
lopers. Finally, we discussed the fact that the ultimate
goal of the clustering-redshift technique is to characterize
the mapping between the space of photometric observ-
ables and redshift space. This characterization can then
be used to estimate the clustering-redshift p.d.f. of a
single galaxy.
The application to real data presented in this paper is
only a pilot study aimed at demonstrating the potential
of the technique which provides us with the ability to
characterize the three-dimensional density distribution
of sources from the inherently two-dimensional observa-
tions of the extragalactic sky. More detailed applications
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to various surveys will be presented in future papers.
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