The distribution of fractional quantities  by Gel'fond, A.O
JOURNAL OF ~I.ATHE,VATICAL ANALYSIS AND APPLICATIONS 15, 65-82 (1966) 
The Distribution of Fractional Quantities 
A. 0. GEL'FOND 
Department of Mathematics, Moscozc~ University, Moscow, USSR 
Dedicated to H. S. Fandiver on his eighty-third birthda? 
Consider the real numbers 19, , es, ..., ~9, , ... lim,,, 0r *** en = co, 0, > 1, 
K = 1, 2, *** . Then number any OL, 0 < 0: < 1, can be expressed uniquely 
in the form 
if we suppose 
Xl = a, Tz = .Im(4 = {4&n-11, &I = [4%1, 71 = 1, 2, **A 
In paper [l] we have proved that if 8, = f? > 1, K = 1, 2, ***, and 
UN(t) = g $[l - t + %(a)], i/(x) = 
\I O<X<l 
K=l 
then for almost all 01, 0 < LY < 1, a limit exists 
lim uN(t> ~ = u(t) = +- K$l e-K+1 min (t, tK), 
N 
7= 
A-?: gih 
(1) 
(2) 
(3) 
(4) 
where t, = x,(t); in other words, t, is defined unequivocally by means 
of the recurrent formulas, t, = 1, ..., t, = {BtK-l}, a** . Actually, A. Renyi 
first proved the existence of limit (4) for 8, = 6’ > 1 without defining the 
function u(t) in [2]. A complete list of the literature on this problem is also 
given in this paper. Although A. Renyi’s proof of the existence of limit (4), 
based on probabilistic considerations, deals with much more general pro- 
cesses for representing the numbers a! than process (l), when 0, = B > 1, 
K = 1, 2, a*‘) it still does not directly cover the case of different 8, , 0, , *a*, 
e . . . . , however, the probabilistic approach is apparently capable of proving 
tid existence of limit (4) in the general case, as well. 
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In this note we shall deal only with the case where 0, = 0,+, , q >. 1, 
and we shall find the form of the function u(t) on this assumption. 
LEMMA 1. Let 
1 - %l ~ U2,1 “. %.l 
- ale2 1 - u4.2 “’ - a,,, 
A-=: . . 
. . . . . . . . . . K=l 
- %A - a,,, ... 1 -- aQ,* 
Then, if A = 0, positive integers exist p < q, n, , a**, n, , and also real numbers 
al 7 *.a, 0~~ such that 
l<h<P, 1 <s-p. (6) 
PROOF. If A = 0 the system of equations 
x, = aK.nk~K !  n = 1, .“, q  (7) 
1 
has a nontrivial solution, xi , *.*, x, , xy / xK 1 > 0. Because of the homoge- 
neity of the system, one may suppose that max 1 xK / = 1. Let the number 
of xK equal to modulus 1 be p. The remaining q - p will have a modulus 
smaller than 1. By changing the numbering of the numbers of xx and con- 
sidering 1 x1’ I = **a = 1 x,’ / = 1, 1 xK’ I < 1, K =p + 1, **a, q, we have 
for these xK’, K = 1, ***, p, the system of equations 
XK’ = &Z;,KX;, K = 1, ‘..,p. (8) 
1 
Because of the inequalities of our lemma, not one of the xK’K = p + 1, 
***1 q, I %’ I < 1 can satisfy the right-hand terms of (8). Therefore, 
/ CZ:,~ 1 = 0, s = 1, ***, p, K = p + 1, .*a, q. That is, our system (4) must 
have the form 
xK’ = $z;,~x;; K = 1, . . ..p. 2 / u;,K 1 < 1, 1 < K <p. 
1 s=1 
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Suppose xK’ = biqK, K = 1, ***,p; we will have the system of equations 
, = $j,Ke'bK-rs), K = 1, . . ..p. 
s=l 
from which 
f 
as.K 
,&'K-Cd - 
-I ' I. as.K 
immediately obtains. 
LEMMA 2. Let the non-negative numbers pK (” be subject to the conditions 
p:“’ #O, ” = 1, ...) fj 
K=l 
and the functions 
f&q = 2 &‘ZK 
K-1 
be regular in a circle [ Z 1 < p > 1. 
Suppose 
U,,,(Z) = 2 pJ;IQ)+&.zKq+s, s = 1, .‘., 4, K = 1, . . . . p (9) 
K=O 
and 
1 - U,.l(Z) - Ul.lV) ..’ - u,-1.1(Z) 
- u,-l.,(Z) 1 - U,,,(Z) ‘.. - ~~~-2.m 
d(Z) --_ . . . . . . . . . . . . . (10) 
. . . . . . . . . . . . . . . . . . . . 
- ~Jl,* - U2.Q ‘.. 1 - U*,,(Z) 
Then d(Z) = 0 when 1 Z 1 < 1 only at points Z = eZniK”, 0 < K < q - 1. 
Moreover, 
~~Z?ri(K/d) = _ gZni(K/a) qT, 0 < 7, K = 0, 1, . . . . q - 1; (11) 
and if d.(Z) is a minor determinant of the element 1 - U,,,(Z) in d(Z), 
then d,(l) # 0. 
PROOF. First, note that according to Lemma 1, d(Z) = 0 if 1 Z / < 1, 
because then 
Now let d(Z) = 0, Z = eid. According to Lemma 1 there must be a p > I 
for which condition (6) is fulfilled. We shall prove that in our case p = Q. 
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.ktually, according to Lemma 1 there exist numbers ~1~ , ..., n, such that 
But such an equation is impossible if j C;,K, 1 does not satisfy the left-hand 
sum, since in this case, because pp # 0, 
A system of equations with a determinant d(Z) has the form 
8, = 2 C’,,,(Z) s,+g ) SutK = SK ( v =: 1) ” ‘) q. (13) 
K=l 
We see that in the right-hand part of the equation for xv there enters JCY+~ 
with the coefficient U,,,(Z); that is, ifp < 4, then there must be no U,,,(Z) 
in any of the equations (12). Therefore, when p < q the conditions of leGma 
are not fulfilled, and p = q. But then, from Lemma 1, 
Hence it follows that 
1 crs,Ktz) 1 = c’s,K(l), 1 Gs<q, 1 <R<q. 
Since 
c:l,K(z) = z ~pj,K:,K"", Pi”’ ;’ 0, 
0 
G,,(Z) = ZUl,K(l). 
Furthermore, from Lemma 1 it follows from system (13) that when 
%+1 = % 
or that 
U,,“(Z) == 1 U,,,(Z) j &‘%+1-Q’, Y = 1, ‘.‘, q, 
In other words, if d(Z) = 0, 1 Z 1 ,( 1, then Z’J = 1. 
Now let d,(Z) be the main minor determinant of the element 1 - U,,,(Z) 
of the determinant d(Z). We shall prove that d,(Z) = 0, 0 < Z < 1. We 
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shall assume that d,(Z) = 0. d,(Z) is a determinant of the same type as 
d(Z), and Lemma 1 applies to it. Note that cQK,a U,,,(Z) < 1, 0 < Z < 1. 
Therefore, for any p < q elements U,,,(Z) cannot satisfy condition (6) of 
Lemma 1. But if the elements U,,,(Z), K = 1, *** q, satisfy condition (6), 
then the elements U,,,+,(Z), K = 1, *a*, q, must also satisfy. Therefore, for 
no p can the system of conditions (6) be of p2 elements. That is, d,(Z) # 0, 
0 < Z < 1. Since d,(O) = 1, then d,(Z) > 0, 0 < Z < 1. In the same way, 
since A(Z) # 0, 0 < Z < 1, d(O) = 1, we have d(Z) > 0, 0 <Z < 1, 
d(l) = 0, and d,(Z) > 0, 0 < Z < 1. 
Suppose lVK,(Z) = lIK(Z), K = 1, es*, q. We shall now consider the 
system of equations 
K=l 
1, = 1, “‘, q, (14) 
where t, , ..., t, are nonnegative constants not exceeding 1, t, < 1. Suppose 
t, = 1, t, = **. =t,=O.Then,whenO<Z<l 
Al(Z) U\(Z) = d(z). (15) 
Since the functions A,(Z), A(Z), and A’(Z) are analytic in the circle j Z 1 < 1, 
Z-l Iim (1 - Z) W,(Z) = - A,(l) lim - = 41) 
Z+l z-l1 A(Z) -ol(l>’ (16) 
if A’( 1) # 0, and this limit is equal to co if A’( 1) = 0. 
On the other hand, if we assume t, = t2+K, 0 < t, < 1, we can write 
system (14) in the form 
bfrv(z) = &‘z”rv,,,(z) + t, , v = I, 2, “‘, q, q + 1, ‘.. . (17) 
1 
In the first equation we shall substitute for W,(Z), TVs(Z), a*. their expres- 
sions from the same equation; we shall obtain 
It;(Z) = t, + z -$p$)zK-lt,,, + 2 &‘zK 2 p,‘“+“‘~,+,,(z) z” 
1 K=l 11=1 
= t, + z z &K+, -,- z2 2 &‘~,+K(z), 
1 K=l 
Zqk”<l, f$qpa. 
1 1 
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By repeating this process p times we arrive at the relation 
l/=1 K=l K=l 
from which, since 0 < Z < 1 1 W,+,+,(Z) 1 < C, 
(18) 
I.=1 K=l K=l 
and in the same way 
w.(z) = h + 2 z” 2 &‘S’tK+v+s , 
“=l K=l 
(19) 
Since the determinant of system (14) / is 1 d(Z) > 0,O < Z < 1, Eqs. (18) 
and (19) yield an unique solution of the system, and we find that WV(Z) > 0, 
0 < Z < 1. Furthermore, it follows from this that 
1 
0 d W”(Z) < 1 _ z ’ v = 1, . . . . q. 
If we substitute relation (16) for these inequalities we find that 
- d’(l) = T > 0. Furthermore, if we assume 
t, = *-* = t,-1 = t,+l = *** = tq = 0, t, = 1, 
we obtain 
p ,4(Z) -- w,(z) = (- ‘1 - A(Z) , 
where A,(Z) is the minor determinant of the pth element in the first column; 
hence, when 2 < p < q 
d,(Z) = (- l)p-l A,(Z) > 0, O<Z<l. (20) 
If we divide the second column A(Z) by Z, the third by Z2, etc., and the 
qth by Z@-l and multiply the second line by Z, the third by Z2, and finally 
the qth by Zq-l, we find that Z satisfies the expression A(Z) only to powers 
that are multiples of q. Therefore, A(Z) =f(Zq), where f(Z) is a function 
that is analytic in the circle / Z 1 < 1. That is, 
A’(e2?riW/q)) = qe- (PtiK/q)f’(l) = e-(2aiK,k)A(l) q  = _ qTe-(2siK/q) 
and, moreover, A(e2”i(Krq)) = 0. 
DISTRIBUTION OF FRACTIONAL QUANTITIES 71 
Now we can find the function s(t) for expansion (1) in the case where 
en = en+, , n = 1, 2, - as was done in [I]. Let 0, = e,, , 0, > 1 and 
4 > 1 be fixed. Likewise, let f(x) be any function bounded in the closed 
interval [0, 11, and the numbers X:‘(U) be defined by the relations (2) when 
0 < a < 1; if we consider the sequence 0, , cYYfl , .** . Obviously, 
and 
&Q)(a) = x$‘(a), xl”‘(a) = a, 
&$L) = x~:;)[x$)~, hj&) = [en+,-lx~)(a)]. 
Then for 0 < t < 1 
In the special case where t = 1 there follows from this 
1: f [.$‘)(a)] da = n$ e. $;+, 1; f [&‘..‘(a)] dor 
” +“I 
where 
+ 0, 
1 
. . . e,+,-, I 
* f (4 da, (23) 
o 
xy = Q(l), t2’ = Xl;)(l). 
Assuming 
A’“’ = 
I 
If [x’“‘(a)] da, B’“’ = 1 
@ 
n n n 
0 0, ... ev+n--2 s 
h f(4 da, (24) 
o 
we obtain the following system of equations defining the value of AC’: 
At’ = Bk’ = j-‘f(a) da, At) = 0, 
0 
Y = 1, “‘,q. (25) 
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Now suppose 
F”(Z) = 2 B::)Z: F,(Z) = I7a+“wT 
1 
.fm = 7 0 ..5;+Kel Z”T fym = fq+“v) Y 
(26) 
We thus obtain a system of equations for the function IV’)(Z), to with: 
w&z) = 2 Us,,(Z) US,” + Fu(Z), IJ = 1, *.., 4. (27) 
s=l 
The determinant of this system will be d(Z), which is defined by formula 
(lo), and this determinant satisfies the conditions of Lemma 2. In solving 
system (27) we find that 
Flv-1 - 4lV) ... - u,-1m 
1 F&Z-) 1 - U,,,(Z) ... - U*-,,,(Z) 
-.......... . . . . 
wl(z) = W) . . . . . . . . . . . . 
W-0 
F,(Z) - U2.,(Z) .‘. 1 - U,,,(Z) 
If w = esflilq, then U,,,(w”) = uKS U,,,(l). Therefore, since d(Z) = 0 only 
for Z = uK and d’(wK) = - wKqT in the circle 1 Z 1 Q 1, then 
wl(z) = kKgl 1 _ ‘,-Kz x 
FdmK) - WKU,,,(l) **. - wKU,-l,l(l) 
F2(WK) 1 - U,,,(l) ... - &q--2 U*-,*,(l) 
x . . . . . . . . . . . . . . . . 
. . . . . . . . . . . . . . . . 
Fq(mK) - wzKU,,,(l) ... 1 - ~WJU) 
where wi(Z) is regular in the circle 1 Z 1 < pi , pi > 1. 
+ 447 
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By deriving from the rows and columns of the latter determinant the 
powers of wK we finally obtain a representation for ?V1(Z) to wit: 
FdaK) - CT,,,(l) .” - ~r”-l,l(l) 
wKF2(mK) 1 - U,,,(l) “. - Ci,-2,2(l) 
x . . . . . . . . . . . . . +2,1(q 
. . . . . . . . . . . . . . . . . . . 
w~‘~-~‘F~(w~) - &Al) ‘.. 1 - U,,,(l) 
1 1 =- $ d,.,(l) w~(P-~‘F~(w~) + q(Z), 
fp 1 - w-KZ p--l (29) 
where the constants A,,, of K are independent and are minor determinants of 
the first column A(Z) with corresponding signs when Z = 1. In the same 
way we obtain 
TV”(Z) = $ ;$I lwl’,;fz 2 ADpK(~-l)Fp(~K) + v,(Z), (30) 
Du=l 
where A,,, is the minor determinant of the pth element of the uth column 
A(Z) when Z = 1 with a corresponding sign, and v,(Z) is regular in the 
circle 1 Zj <pi, pi > 1. 
From this last relation we imediately obtain 
j+:)(a)] dci = $ go w--~-‘)~-~~ $ Ap,ywK(“-l)F,(~K) $- O(s”), 
p=1 
and 
In other words, we obtain 
+ 0 (4) = j$) $')(4 da + 0 (+) , ‘ 
(31) 
(32) 
(33) 
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if we suppose 
JU)(a) = j; uo’“‘(.r) d.v, 
where the numbers tg’ and the function Y(x) are defined above. Relation (22) 
for t = 1 and /f(x) 1 < C now give us 
& j’ $ ~[.~L)~(LY)] da + 0 (“) 
0 n=K+1 N 
(35) 
which then gives us the relation 
= $ U,,,(l) j)(a) c$‘+~)(oI) da, 
K=l 0 
where U,,,(l) are defined (26). Since f(a) is an arbitrary function, and 
St’(a) is a step-function with no more than a countable number of points of 
discontinuity, then 
uo(v)(a) = sl uK,,( 1) ukfK)(a), v = 1, . ..) q, 
or, if we integrate, 
d”(‘%) = sl u,,,( 1) dYfK)(a), Y = 1, ‘..( 4, 
(36) 
(37) 
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From relation (33), supposing f(a) = ‘P(l - t + N.), it follows that 6cYl(t) 
is nondecreasing ( ?), satisfying a Lipshit conditions of the Scu)(l) = 1, 
W’(t) > 0. 
If we make use of the facts that U,,,(l) > 0, CpK,i U,,,(l) = 1, and that 
the system (37) can be written as follows when U,,,(l) = U,,, 
- uq--v+1.P (4 1 ,-+ [I - U,,“] c+(a) 
a l,“u’~+ya) - ug-“.“u’“‘(a) = 0, v = 2, ...) q, 
or that when StK’(ol) - 8n’(o1) = xK it can be written 
- U*-“+2,$2 - ..a - UQi,_,*#x”-l + [I - U,.“] x, - ... - uQ-“.“xp = 0 
v=2,3;.‘q, (38) 
then we can prove that a = 6(01), or that A,,, = A,,I . The determinant 
of this system is A,(l) an d according to Lemma 2 it is nonzero. This means 
that xK = 0, K = 2, *a* q; in other words, 
u(qx) = I+), A,,, = A,>, = A,,l = A, = 0, 
(To(y)(a) = q)(a), p = 1, ..‘, q, v = 1, .“, q, (39) 
since if we suppose xi = AD,K = A,., then we have for xK’ the same system 
of equations (38). Therefore, 
if If(a) I < C. 
From relation (31) we also have 
(41) 
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Just as above we obtain from (22) 
or, when A- a, 
(‘1f(a) &,(&) d.> = 2 IT~,~,(~) jlf(a) $?&(~) da, (42) 
‘0 K=l 0 
exchanging the indices v  + K and p - K for positive according to the modu- 
lus q. Sincef(a) is an arbitrary function, 
&4 = K$l crK,L,(l) $5~0(4! 1 <P*, v  <,4, (43) 
for any LX, with the exception of the countable set of points of discontinuity 
~:;(a), 1 < p, Y < q. I f  we fix Y and p and suppose 
?1sy_;,K;;t;(“) - ?;;(a, = XK > K = 2, ‘.., q, 
then for xp , **. xq we again obtain system (38), whence sK = 0, K = 2, a*-, q- 
In other words 
rl:%%4 = 77$), K = 1, 2, . . . . q - 1, (44) 
for all points of discontinuity 01. We shall also note that 
+- s ~::(Q!, = uo(a), v  = 1, ..‘, q, (45) 
P 1 
which follows immediately from the definition of these functions and from 
(39). Now, when If(a) [ < C we obtain from (22) 
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as a result of (39). Furthermore, since 
.Y~),n&) = xy-‘[x:‘(a)], 
there follows from (41) 
Now from this, we obtain 
= $ -i; -j$ N -; + 1 j;f(a)f[x:+‘-‘)(a)] $&ct) da + 0 ($j 
IL=1 n=l 
= $ 3 $$ YZ s’ fM -&f [r$+“-“(a)] $+(a) dor + 0 ($j , 
p=l n=1 0 71 K=l 
But because of (45), 
(47) 
[j:f (a) oo(4 da]’ = ; ng n. j;f(~) j:f (4 $ d”!o(4 ~~oo(Y) dy + 0 i ; ! 
I f  we subtract this equation term-by-term from (47), we finally obtain 
Jo [~ ~~.~[,~~‘(~,I]~ dol - [ j:f (~) uo(~) da]’ 
= + 2 2 11 jlrc4 dk4 [; 2f w”-%)l - f f  (Y) Uo(Y) drl 
2 p=1 n-1 0 ‘0 
dY] 
+og,. 
This inequality permits us to prove the lemma. 
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LEMMA 3. If0 <f(m) < C andf(a) d oes not increase monotonically, then 
PROOF. Consider the integral. 
From the definition of the function qP,O ‘“) it follows that for any v and p 
where C, are constant and ,D~((Y) are piecewise constant nonincreasing func- 
tions of LY. Thus, 
4 = $ cK j: [+ + (Y++x)] - j:f(x) CT,+) dx] f(x) PK(a) dci. 
By applyying to each integral the theorem for the mean, on account of the 
growth off(a) ,~~(a), we obtain 
since nonincreasing non-negative functions f(a) pK(~) can be approximated 
as closely as desired by continuous functions of the desired type. 
Furthermore, if we apply Eq. (46) we obtain 
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Or, A, = O[(C* + 1)/w. If we return to Eq. (48) we finally obtain 
which proves the lemma. 
THEOREM. If f (x) is an L-integrable function over [0, 11, then for almost all 
(Y there exists limit 
;? ; $f[x:‘(a)] = j’f (a) q,(a) da, -i 
n-l 0 
(50) 
where Bo(~) is defined by Eq. (34). If Y(x) is defined by Eq. (3), then over a 
set E of measure one for any t there exists the limit 
h&rl-l~~[l -t+ x$,)(a)] = u(t), 
n=l 
(51) 
where 
8(t) = j-‘6,(x) dx. 
0 
PROOF. If f (x) does not increase monotonically and is finite, then 
fl[+- 5f P?(41 - /:f (x) oo(x) dx12 dm 
‘0 la-1 
= 1: [& ;f r4%41] 2 dor - [@(x) 0o(x) dx12 + 0 (vj 
(52) 
on the basis of Lemma 3 and Eq. (33). 
It is well known that due precisely to inequality (52) there exists for all 01 a 
limit 
(53) 
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A detailed proof of this fact appears in [l], for example. By approximating 
the arbitrary integrable and finite function f(x) with a sequence of linear 
combinations of nonincreasing functions we can obtain proof of statement (53) 
for thisf(x), because the intersection of a countable set of sets of measure 
one again has a tneasure one. In particular, iff(x) = lu[l = t f  a] we obtain 
proof of the accuracy of statement (51) with the aid of the discussion in [I] 
for the proof of Theorem 1 in that paper. 
Now we shall examine the properties of the functions S,(r) and S(X) and of 
the functions T::(X) and ~~‘(.1c) connected with them. Since 
we obtain from (41), supposing p,, = [By] and OL, = (0,) 
where Y(X) has the earlier value. Since f(x) is arbitrary, excepting for the 
enumerable set of points 01, we have the relation 
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Since 
7+y$Y) = ?/+Y) P * hL.0 ) K = 1, 2, ... , 
one can suppose ~Z,~(IX) = v,&ol), and we obtain a system of functional 
equations satisfied by the function ~~,~(a). 
where 
II = I, 2, .“) q, uo(4 = $ .* %,0(4* (54) 
111 
?lo.o = rla.0 3 00 = 4 , Po=Pa, a0 = aq . 
We also have the following theorem: 
Zf for a fixed 01 and an arbitrary t we have some v. the limits 
where Y(x) is defined in (3) and s:‘(a) have the former values, then analogous 
limits exist for any v = v. + K and 01 = {&,+K-l{~~~{Oyol}}}, and the functions 
D:‘(t), a:)(x) = 1, x > 1 satisfy the relations 
This theorem is a direct result of the relation 
and of the fact that 
409/15/1-6 
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Actually, if we suppose that in this relation x = .T~~+~-~(o~), B = Bp+v--2 
summing over n and dividing by N, we obtain within the limit (56). The 
existence of limits (55) for Y f  Y,, comes from the fact that 
If  we suppose that 
AL%) - d%z) < c 
t ,  - t ,  
t ,  < t ,  ,  (57) 
then due to the monotonicity of 8:‘(t) we can affirm the existence of the limit 
lime)(t) - &t + h) __ (v) 
h+l h - up.0 < c 
for almost all t. Under the condition (57) we can prove that these limits 
8:‘(t) correspond with the limits for almost all t. Note, too, that the theorems 
in study [2] by A. RCnyi are easily generalized to the case 
where fK = fKM and f satisfies the former conditions. Thus, the results of 
this study in the sense of the existence of limits can also be obtained in this 
fashion. 
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