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TOWARDS A GOLDBERG-SHAHIDI PAIRING FOR CLASSICAL
GROUPS
ARNAB MITRA AND STEVEN SPALLONE
Abstract. Let G1 be an orthogonal, symplectic or unitary group over a local field and let
P = MN be a maximal parabolic subgroup. Then the Levi subgroup M is the product of a
group of the same type as G1 and a general linear group, acting on vector spaces X and W ,
respectively. In this paper we decompose the unipotent radical N of P under the adjoint
action of M , assuming dimW ≤ dimX , excluding only the symplectic case with dimW
odd. The result is a Weyl-type integration formula for N with applications to the theory of
intertwining operators for parabolically induced representations of G1. Namely, one obtains
a bilinear pairing on matrix coefficients, in the spirit of Goldberg-Shahidi, which detects the
presence of poles of these operators at 0.
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1. Introduction
Let G1 be a reductive group over a local field F , and P = MN a maximal parabolic
subgroup. The Langlands-Shahidi method of defining L-functions draws our attention to the
action of M on N . If G1 is a classical group, to wit orthogonal, symplectic, or unitary, then
M is a product G × H of linear groups, with G general linear and H classical of the same
kind as G1. The interaction of G and H through the adjoint action of M on N provides
information about representations of G1 induced from G×H . In [7] Goldberg and Shahidi
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define a pairing for matrix coefficients on G and H , which detects the presence of a pole for
the intertwining operator at 0, in the case where G and H are matrix groups of the same
size (i.e., they have the same number of rows and columns). They then give an endoscopic
interpretation of this pairing. This work extends their theory to the case where the size of
H is greater than or equal to the size of G.
Let V be a finite-dimensional vector space over a field F (with characteristic not equal
to two), or over a quadratic extension E of F , with respect to a nondegenerate symmetric,
antisymmetric, or Hermitian form. Let us write G1 for the isometry group of V . A maximal
parabolic subgroup P of G1 corresponds to an isotropic subspaceW of V . We may decompose
P = MN , where N is the unipotent radical of P , and M is a Levi component of P . Then
M is isomorphic to a product G × H of groups, where G = GL(W ) and H is the isometry
group of a nondegenerate subspace X of V . Roughly speaking, our first goal is to provide a
measure decomposition of N , or rather of a dense open subset Nreg, under the adjoint action
of M . In this paper we assume that dimW = k ≤ dimX, and that k is even in case V is
symplectic.
Goldberg and Shahidi define in [7] a map which we write as Norm : N ′ → H , with N ′
a certain open subset of N . This map sends Int(M)-orbits in N ′ to conjugacy classes in
H and has properties that relate it to the Norm correspondence of Kottwitz and Shelstad
[10]. (Originally Shahidi [18] introduced this map in the even orthogonal case.) The image
is contained in the subset
Hk = {h ∈ H | rank(h− 1;X) ≤ k}.
To simplify this introduction, let us assume that V is symplectic or orthogonal, and also
that k is even. Fix a nondegenerate subspace Y of X linearly isomorphic to W . This is
possible because we exclude the symplectic case with k odd. Let HY be the subgroup of
elements of H which fix the perpendicular space Y ⊥ pointwise. By choosing an isomorphism
ξ from Y to W , we can identify HY with the fixed points G
θ of an involution θ. Further let
T be a maximal torus in HY . We write Treg for the regular elements of T , and H
T for the
set Int(H)(Treg). In Section 6, it is shown that H
T is a nonempty Zariski open subset of Hk.
Given γ ∈ Treg, we ‘match’ it to a specified semisimple element γG ∈ G with the property
that γG · θ(γG) ∈ G
θ (c.f. [10]). A modification of γG gives an element nY (γ) ∈ N
′ so that
Norm(nY (γ)) = γ. The reader will find typical nY (γ) written out in matrix form in Section
5.
We conjugate by M and obtain a Zariski dense open subset
Nreg =
⋃
Y,T
{Int(m)nY (γ) | m ∈M, γ ∈ Treg} (1.1)
of N . Here Y runs over H-orbits of nondegenerate subspaces of X which are linearly isomor-
phic to W , and T runs over conjugacy classes of maximal tori in HY .
Next, suppose F is a local field. In Section 11.2, we fix a standard Int(M)-invariant
measure dMn on N . Write ∆T for the stabilizer in M of nY (γ) for γ ∈ Treg. Computing the
Jacobian of “Shahidi’s covering map”
XT : (M/∆T )× Treg → N
given by XT ((m, γ)) = Int(m)nY (γ), we obtain our result:
Theorem 1. Suppose that dimW ≤ dimX, that V is symplectic, orthogonal, or unitary. In
the symplectic or orthogonal case, suppose that dimW is even. Let f ∈ L1(N, dMn). Then
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we have: ∫
N
f(n)dMn =
∑
Y,T
|WHY (T )|
−1
∫
T
JT (γ)
∫
M/∆T
f(Int(m)nY (γ))
dm
dz
dγ.
Here JT (γ) is a product of discriminant factors and a function
jT (γ) = |det(γ − 1; Y )|
1
2
(dimX−dimW ).
The function JT is defined precisely in Section 11.3. As usual, WHY (T ) denotes the Weyl
group of T in HY . The sum over Y, T is the same as in Equation (1.1). There is a similar
theorem in the case of V orthogonal and dimW odd. (See Section 11.3).
In Section 12 we explain the role of these formulas in the theory of intertwining operators.
The theory involves a choice of matrix coefficients fG and fH . A ‘pairing’ of the form
GS(fG, fH) =
∑
Y
∑
Tc≤HY
|WHY (Tc)|
−1
∫
Tc
jTc(γ)I
H
γ (fH)I
G
γG
(fG)dγ,
where Y, Tc are as above, but with Tc elliptic, should vanish if and only if the intertwining
operator is holomorphic at s = 0. Here the distributions IGγG and I
H
γ are orbital integrals.
Our formulas generalize those of the second author in [24] in the case of dimW = dimX.
There are obstacles not found in the equal-size case, since here the image of Norm lies in a
subset of H of measure 0. The inspirational debt to Goldberg-Shahidi ([7], [9]) should be
obvious.
The theory developed in this paper is central to an ongoing project to study intertwining
operators, which are given by integrals over unipotent radicals. Here F is p-adic. These
intertwining operators are used to define Langlands-Shahidi L-functions, and the project
connects the theory of L-functions to functoriality. We refer the reader to the papers ([17],
[18], [7], [8], [9], [23], [19], [6], [25], [12], [28], [27]) of Goldberg, Shahidi, Wen-Wei Li, Li Cai,
Bin Xu, Xiaoxiang Yu, Varma and the second author for details and progress.
We emphasize that the best results thus far are only in the case of dimX = 0 ([17])
or dimW = dimX ([7], [23], [19], [12]), but the results of this paper will open up many
interesting cases with dimW < dimX. The explicit Jacobian calculations at the end of this
paper (as in [24]) are crucial, because they allow for the application of endoscopic transfer
to this project, as in [12].
For the case of quasisplit orthogonal and symplectic groups, the results in this paper up
to Section 6 are essentially in the work [27] of Yu and Wang.
We now delineate the sections of this paper. After the preliminaries in Section 2, we
review the Goldberg-Shahidi Norm map in Section 3. For a fixed nondegenerate subspace
Y of X of dimension equal to that of W (and an isomorphism ξY : Y → W ), we define
the group HY and the map Ξ. Using these we obtain a section of the Norm map over
HY . The map X is defined next in Section 4 and we compute its fibres and image. In
Section 5 we display these objects explicitly as matrices when the reductive group G1 is a
split orthogonal, symplectic or a quasisplit unitary group. In Section 6 we obtain a density
argument for suitably regular elements, so as to obtain the full measure on N . In Section 7
we provide a useful decomposition of the tangent space of H .
We study the derivative ofX in Section 8, and calibrate differential forms on all the pieces.
Next in Section 9 we compute the Jacobian in the symplectic/orthogonal case, and in Section
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10 we do the same in the unitary case. In Section 11 we consolidate our work, deduce the
integration formula, and work out a couple of small rank cases.
Finally in Section 12 we exhibit a pairing of matrix coefficients expected to detect the
presence of a pole for the intertwining operator at 0.
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2. Preliminaries
2.1. Notation. Throughout this paper, we study orthogonal, symplectic, and unitary groups
over a field F such that the characteristic of F is different from two. From Section 3 to Section
7, we will have no other restrictions on the field F . To set up the orthogonal and symplectic
cases, let V be a finite-dimensional F -vector space with a nondegenerate bilinear form Φ,
either symmetric or antisymmetric. To set up the unitary cases pick a quadratic extension
E of F , with nontrivial Galois automorphism σ. Fix a nonzero element ι ∈ E of trace zero.
Let V be a finite-dimensional vector space over E, and Φ a nondegenerate Hermitian form
on V . Thus Φ(ax, y) = σ(a)Φ(x, y) = Φ(x, σ(a)y) and Φ(y, x) = σ(Φ(x, y)) for x, y ∈ V , and
a ∈ E. We will sometimes also write x for σ(x).
For a nonarchimedean local field F , |·|F will denote the usual absolute value, i.e. normalized
so that |̟F |F =
1
qF
, with ̟F a fixed uniformizer and qF the cardinality of the residue field.
In particular, when E/F is a quadratic Galois extension of local fields, |x|E = |NE/F (x)|F
for an element x ∈ E×, and for x ∈ F×, |x|F is the positive square root of |x|E. We may
write | · | to mean | · |F if no confusion is possible.
Write
Isom(V ) = {g ∈ GL(V ) | Φ(gv1, gv2) = Φ(v1, v2) ∀v1, v2 ∈ V }
for the group of linear isometries of V .
If A is a subspace of V we write A⊥ for the set of vectors perpendicular to A. We say
that A is nondegenerate if the restriction of Φ to A is nondegenerate; in this case A⊥ is also
nondegenerate.
If G is a group and S is a subgroup, we write ZG(S) for the centralizer in G of S, and
NG(S) for the normalizer in G of S. Given g0 ∈ G, write Int(g0) for the automorphism of G
given by g 7→ g0gg
−1
0 .
Our varieties are usually defined over F . We use normal script (i.e. “G”), resp. bold script
(i.e. “G”) for the F -points, resp. for the F -points of these varieties. If G is an algebraic
group we write G◦ for the identity component of G in the Zariski topology.
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As usual, we use the Fraktur analogue of the Latin font to denote the Lie algebra of a
given group. Thus g, h, etc. will denote the Lie algebras of G, H , etc. respectively.
2.2. Differential forms and measures. We recall here the definition of differential forms,
their associated measures and some well known facts about them, when F is a local field.
By “manifold” we mean an analytic finite-dimensional F -manifold in the sense of [4] or [16].
However, all the manifolds of interest to this paper will also be F -points of algebraic varieties,
and the morphisms of interest to this paper are “regular” in the sense of algebraic geometry.
If X is a manifold and p ∈ X, we write TpX for the tangent space to X at p.
Definition 1. If V is a vector space over F , write Altr(V ) for the space of alternating forms
on r-tuples of vectors in V .
One denotes by v an r-tuple (v1, ..., vr) ∈ V
r. We will later employ the following construc-
tion from Chapter IX, Section 6 of [5]:
Definition 2. Let
0→ U ′
i
→ U
p
→ U ′′ → 0
be an exact sequence of vector spaces, of dimensions s,s + t, and t, respectively. Let α′′ ∈
Altt(U ′′) and α′ ∈ Alts(U ′). Then there is an alternating form α′′ ∩ α′ ∈ Alts+t(U), which is
characterized by the following property: If v ∈ U t and v′ ∈ (U ′)s, then
α′′ ∩ α′(v, i(v′)) = α′′(p(v))α′(v′).
Definition 3. Let X be a manifold. A (differential) n-form ω on X is an analytic choice of
alternating forms ω(p) ∈ Altn(TpX) for each point p ∈ X. If n = dimX, then an n-form is
called a top form.
Now suppose that ω is a top form, and put n = dimX. If u1, . . . , un are coordinates on
an open subset U of X, then there is an analytic function f on U so that ω|U is the form
fdu1 ∧ · · · ∧ dun. Then a real-valued measure |ω| on X may be assembled by combining |f |
with the product of fixed Haar measures on the additive group of F via the ui. (For details
see [4].) In this case |ω| is called the measure associated to ω. If G is a Lie group, this gives a
one-to-one correspondence between left-invariant differential forms ωG on G (up to a nonzero
constant in F ) and left Haar measures dg = |ωG| on G (up to a positive constant in R).
Proposition 1. Now let X, Y be manifolds, and π : X → Y a proper surjective local diffeo-
morphism. Let ω be a top form on Y and π∗(ω) the pullback form on X. Suppose that dπ
does not vanish at any point of X, and that the preimage of each point of Y has precisely d
points. Let f ∈ L1(Y, |ω|). Then f ◦ π ∈ L1(X, |π∗(ω)|) and we have the identity∫
Y
f(y)|ω| =
1
d
∫
X
f(π(x))|π∗(ω)|.
Proof. See Proposition 11 of Chapter V, Section 6 of [3]. 
3. The Goldberg-Shahidi Norm
3.1. The unipotent radical. Having fixed our ambient vector space V equipped with a
bilinear or Hermitian form Φ as above, we set G1 = Isom(V ). Let W be a totally isotropic
subspace of V , and P the stabilizer of W in G1. Then P is a maximal parabolic subgroup of
G1. Pick a subspaceW ′ of V so thatW+W ′ is direct and nondegenerate. LetX = (W+W ′)⊥.
Let M be the subgroup of G1 that preserves W and W ′; it is a Levi subgroup of P . Let
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G = GL(W ) if G1 is orthogonal or symplectic and G = ResE/FGLE(W ) if G
1 is unitary.
Let H = Isom(X). Note that when the form Φ is symmetric, the groups G1 and H are
orthogonal groups and hence disconnected. Given g ∈ G and h ∈ H , write m = m(g, h) for
the element in M whose restriction to W is g and whose restriction to X is h. Then m(·, ·)
is an isomorphism from G×H to M .
Let N be the unipotent radical of P . An element n ∈ N is determined by linear maps
ξ : X →W, ξ′ : W ′ → X, η : W ′ →W
such that n|W = IdW , n|X = IdX + ξ, and n|W ′ = IdW ′ + ξ
′ + η. Let us emphasize here that
the maps ξ and η are E-linear in the case when G1 is unitary.
Define ξ∗ : W ′ → X by
Φ(ξ∗(w′), x) = Φ(w′, ξ(x)),
for x ∈ X and w′ ∈ W ′. Similarly define η∗ :W ′ →W , the adjoint of η, by
Φ(η∗(w′1), w
′
2) = Φ(w
′
1, η(w
′
2)),
for w′1, w
′
2 ∈ W
′.
The linear map n determined by ξ, ξ′ and η as above lies in G1 if and only if both the
following conditions are satisfied:
i) ξ∗ + ξ′ = 0
ii) η∗ + η = ξξ′.
Thus ξ′ is determined by ξ. Since n is determined by ξ and η, we write n = n(ξ, η). Thus
for n(ξ, η) ∈ N we have
η + η∗ + ξξ∗ = 0. (3.1)
Some useful calculations in what follows are
n(ξ1, η1)n(ξ2, η2) = n(ξ1 + ξ2, η1 + η2 − ξ1ξ
∗
2), n(ξ, η)
−1 = n(−ξ, η∗),
and
Int(m(g, h))(n) = mnm−1 = n(gξh−1, gηg∗).
3.2. Norm correspondence. Write N ′ for the variety of matrices n(ξ, η) ∈ N with η
invertible.
Definition 4. Suppose that n = n(ξ, η) ∈ N ′. Let Norm(n) : X → X be the linear transfor-
mation given by
Norm(n) = 1 + ξ∗η−1ξ.
The above definition originates from Shahidi and Goldberg-Shahidi who studied this map
in connection with the theory of intertwining operators ([18], [7]). To explain, set ε to be
(−1)dimF (W ) in the symplectic and orthogonal cases and to be (−1)dimE(W ) in the unitary
case. Also fix a isomorphism υ0 :W →W
′ with υ∗0 = ευ0; this amounts to sending a basis for
W to ε times its dual basis in W ′. Let w0 be the transformation of V which is multiplication
by ε on X, given by υ∗0 on W , and by υ
−1
0 on W
′. Note that w0 ∈ G
1, and w20 ∈ Z(M).
Let N− be the subgroup of elements of G1 which restrict to the identity on the three spaces
W ′, (X +W ′)/W ′, and V/(X +W ′). This is the unipotent radical of the parabolic subgroup
with Levi subgroup M opposite to P . As with n ∈ N , an element n− ∈ N− is determined by
maps ξ− : X → W ′ and η− : W → W ′ satisfying η− + (η−)∗ + ξ−(ξ−)∗ = 0. We then write
n− = n(ξ−, η−) in this case.
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Intertwining operators in this context are, briefly, operators of the form
f 7→
∫
N
f(w−10 n−)dn (3.2)
for functions f on G1 with a certain left P -invariance. One rewrites the argument of f to
take advantage of this invariance, with the following lemma:
Lemma 1. Let n = n(ξ, η). Then w−10 n ∈ PN
− if and only if n ∈ N ′, in which case
w−10 n = m(ευ
−1
0 η
−∗, ε · Norm(n)) · n(−η∗η−1ξ, η∗) · n−(η−1ξ, η−1). (3.3)
Proof. Suppose w−10 n(ξ, η) = pn
−, with p = mn ∈ MN and n− ∈ N−. Then on W ′ we have
υ0η = m|W ′, thus η is an isomorphism. Conversely, if η is an isomorphism, then one explicitly
multiplies out either side of (3.3) and verifies their equality. 
Thus the origin of Norm(n). While we are here, let us extract a simple corollary from this
calculation:
Corollary 1. If G1 is a symplectic or an orthogonal group, then we have det(Norm(n)) =
ε. 
Here are some straightforward properties of Norm:
Lemma 2. i) Norm(n) ∈ H, and rank(Norm(n)−1;X) ≤ dimW . (Equality is attained
if and only if ξ is surjective.)
ii) If n ∈ N ′ and m(g, h) ∈M , then Norm(Int(m(g, h))n) = Int(h) Norm(n).
iii) If g ∈ G, then the pair (gξ, gηg∗) also satisfies (3.1) and
Norm(n(ξ, η)) = Norm(n(gξ, gηg∗)).

3.3. Sections of Norm. The Norm map is generally far from being surjective. If dimW <
dimX, then any ξ as above will have a nontrivial kernel, and therefore any h = Norm(n)
will have a fixed-point space Xh of dimension at least dimX − dimW . The restrictions of h
to Xh and (Xh)⊥ are isometries.
Conversely, let Y be a nondegenerate subspace of X linearly isomorphic to W . Next we
will define a section of the Norm map on an open subset of the isometry group of Y . (This
subset will be nonempty except in the symplectic case when dimW is odd.) As earlier let
dimX = m and dimW = k.
3.4. Nondegenerate subspaces of X. We begin with the following standard result whose
proof we leave to the reader.
Lemma 3. Let (X,Φ) be a vector space with a nondegenerate bilinear (or sesquilinear) form
and γ a semisimple isometry. Then the fixed point space Xγ is nondegenerate. 
Proposition 2. H naturally acts on the set of nondegenerate subspaces of X of dimension
k. Write
Yk = H\{Y ⊆ X | dimY = k and Y is nondegenerate}
for the set of orbits of this H-action.
i) The set Yk is empty if and only if X is symplectic and k is odd.
ii) If F is algebraically closed, and Yk 6= ∅, then Yk is a singleton.
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Proof. The first statement is clear if X is symplectic. If X is not symplectic, then via Lemma
1 in Section 6, no. 1 of [2], there is a nonisotropic vector in X, and one can thus build up
the required Y .
The second statement is proved on a case-by-case basis. In the symplectic case, the equiv-
alence class of nondegenerate subspaces under the standard H-action is determined by its
dimension. In the orthogonal case, since the ground field is algebraically closed, any two
symmetric bilinear forms are equivalent. Hence such a statement holds true in this case as
well. The statement is vacuous in the unitary case. 
Remark 1. Of course, if X is symplectic and k is even, then Yk is a singleton. Theorem
63:20 of [14] and Theorem 1.1 (ii) of [15] classify quadratic and hermitian forms of a given
dimension when F is a local field. Calculation of Yk is then essentially an application of
Witt’s theorem, and the classical invariant theory of these forms.
Let h = Norm(n) be semisimple with dimXh = m−k. In Section 6 we will see that this is
the case for most n, assuming that we exclude the case where k is odd and Φ is symplectic.
Henceforth we will always assume that k is even if Φ is symplectic. Define Y = (Xh)⊥. By
Lemma 3 above, this space is nondegenerate of dimension k.
Definition 5. For a nondegenerate subspace Y of X, put
HY = {h ∈ H ; h|Y ⊥ = idY ⊥} .
Note that Isom(Y ) is isomorphic to HY ; one extends an isometry of Y to one of X by
requiring it to be the identity on Y ⊥. We have HY ∩ HY ⊥ = {idX} and StabH(Y ) =
StabH(Y
⊥) = HY ·HY ⊥. This is a direct product in H , which we will write as HY ×HY ⊥ .
3.5. Relating X to W . Fix an isomorphism ξ = ξY : Y
∼
−→ W . (We emphasize that in the
case when H is a unitary group we require ξ to be an E-isomorphism.) Extend it to X by
defining it to be 0 over Y ⊥. We collect some properties of ξ.
Lemma 4. i) ξ∗ :W ′ → X is injective with image Y .
ii) ξξ∗ : W ′ →W is an isomorphism.
Proof. The first statement is immediate. For the second, note that (ξ|Y )
∗ ∈ Hom(W ′, Y ) is
an isomorphism and that ξξ∗ = (ξ|Y )(ξ|Y )
∗.

Definition 6. Define υ = υY = (ξξ
∗)−1 : W →W ′ and ξ+ = ξ∗υ = ξ∗(ξξ∗)−1.
Thus ξ+ is a right inverse of ξ. It is easy to see that ξ+ξ = PY (where PY is the projection
to the space Y ).
Definition 7. Define a map Ξ : End(X)→ End(W ) by Ξ(A) = ξAξ+.
Note that Ξ can equivalently be defined as the composite of
End(X)→ End(Y )→ End(W ),
where the first map is A 7→ PYAPY and the second is conjugation by ξ|Y . We will occasionally
write ξA instead of Ξ(A) for brevity. We now have the following simple proposition.
Proposition 3. i) Let A,B ∈ End(X). If A or B commutes with PY , then Ξ(AB) =
Ξ(A)Ξ(B).
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ii) Let A ∈ End(X) so that A commutes with PY and A|Y is invertible. Then Ξ(A) is
invertible.
iii) Ξ|StabH (Y ) is a group homomorphism from StabH(Y ) to G with kernel HY ⊥.
iv) Ξ restricts to an injection from HY into G.

Next we define a nondegenerate bilinear form ΨW on W via
Definition 8.
ΨW (w1, w2) = Φ(ξ
+w1, ξ
+w2)
= Φ(w1, υw2),
for w1, w2 ∈ W .
Definition 9. Write τ = τY for the adjoint map for the space (W,ΨW ). Explicitly τ :
End(W )→ End(W ) is the antiinvolution such that
τ(A) = υ−1A∗υ.
Let θ = θY : G→ G be the involution θ(g) = τ(g)
−1.
Let Gθ be the group of fixed points of G under the involution θ. The next lemma is
straightforward from definitions.
Lemma 5. i) For all A ∈ End(X), we have τ(Ξ(A)) = Ξ(A∗).
ii) The map Ξ induces an isomorphism from HY to G
θ, which is equal to Isom(W,ΨW ).

Let T be a maximal torus in HY . Then
ξT = Ξ(T ) is a maximal torus in Gθ. We define
TG = ZG(
ξT ). Note that
ξT = (TG ∩G
θ)◦.
3.6. A section of Norm over HY .
Definition 10. Let h ∈ StabH(Y ) with h− 1|Y invertible. Define
hG = (Ξ(h− 1))
−1 ∈ G.
Proposition 4. Let h ∈ StabH(Y ) with h− 1|Y invertible. We have
i) 1 + hG + τ(hG) = 0.
ii) hG · θ(hG) = −Ξ(h
−1).
iii) If h centralizes T , then hG ∈ TG.
Proof. For the first statement, multiply the expression
1 + (Ξ(h− 1))−1 + (Ξ(h−1 − 1))−1 = 0
by Ξ(h− 1)Ξ(h−1 − 1) to obtain
Ξ(h− 1)Ξ(h−1 − 1) + Ξ(h−1 − 1) + Ξ(h− 1) = 0.
The second and the third statements are straightforward from the definitions. 
Remark 2. This property in Proposition 4 (ii) points to the usage of the term “Norm” here.
We can now construct the section that we want.
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Definition 11. For h ∈ StabH(Y ) with h− 1|Y invertible, let
nY (h) = n(ξY , hGυ
−1)
= n(ξY , ξY (h|Y − 1)
−1ξ∗Y )
= n(ξY , (ξY (h− 1)ξ
+
Y )
−1ξY ξ
∗
Y ).
Note that the pair (ξY , hGυ
−1) satisfies (3.1) by Proposition 4.
Proposition 5. Let h ∈ HY with h− 1|Y invertible. Then Norm(nY (h)) = h.
Proof. We compute
Norm(nY (h)) = 1 + ξ
∗
Y (hGυ
−1)−1ξY
= 1 + PY hPY − PY
= h,
as desired. 
4. Shahidi’s covering map XT
Proposition 5 allows us to chose elements n ∈ N ′ such that Norm(n) is semisimple. Fix
one such n. Let Y = XNorm(n). Suppose dimY = dimW . As in Section 3.5, fix ξY : X →W
with kernel Y ⊥. Let T be a maximal torus in HY .
Observe that if w ∈ H normalizes T , then it stabilizes the space Y . The following is
immediate:
Lemma 6. i) NH(T ) = NHY (T )×HY ⊥ .
ii) ZH(T ) = ZHY (T )×HY ⊥.

Definition 12. Define ∆ : StabH(Y )→M via ∆(h) = m(Ξ(h), h). Write ∆T for the image
of ZH(T ) under ∆.
Definition 13. Define
NY = {n ∈ N
′ | XNorm(n) = Y ⊥}. (4.1)
Now we delve deeper into the structure of N ′. As in [24], we bifurcate into two cases.
4.1. HY is not odd orthogonal.
Definition 14. Let Treg be the set of those regular elements γ ∈ T , for which (γ − 1)|Y is
invertible.
Thus nY restricts to a section nY : Treg → N
′ of Norm.
Definition 15. We define subsets of N ′ via
NY,T = {n ∈ N
′ | Norm(n) is conjugate in HY to an element of Treg },
NY,T = Int(H)NY,T .
Recall that HY is the F -points of the classical group given by the linear isometries of
the form Φ|Y . Note that NY,T ⊆ NY . The above definition is motivated by the following
proposition:
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Proposition 6. Let h1, h2 ∈ H. Then Int(h1)(NY,T )∩ Int(h2)(NY,T ) is nonempty if and only
if h−12 h1 ∈ StabH(Y ), in which case
Int(h1)(NY,T ) = Int(h2)(NY,T ).
Proof. Let h1, h2 ∈ H and h ∈ StabH(Y ). A simple calculation using Lemma 2 shows that
Int(h) preserves NY,T , and hence Int(h1)(NY,T ) = Int(h2)(NY,T ) if h
−1
2 h1 ∈ StabH(Y ). To
prove the converse, let n1, n2 ∈ NY,T such that Int(h1)(n1) = Int(h2)(n2). Thus Int(h
−1
2 h1)(n1) =
n2 and X
Norm(Int(h−12 h1)(n1)) = XNorm(n2) = Y ⊥. Note that for any h′ ∈ H , XNorm(Int(h
′)(n)) =
h′(Y ⊥) which implies that h−12 h1 ∈ StabH(Y
⊥) = StabH(Y ). 
Definition 16. Further define the map XT : M × Treg → N
′ by
XT ((m(g, h), γ)) = Int(m(g, h))nY (γ)
= n(gξY h
−1, gγGυ
−1g∗).
(4.2)
We occasionally drop the subscript “Y ” from ξY and nY when there is no scope of confusion.
Our XT is a version of maps found in the work ([17] ,[18], [7], [8], [9]) of Shahidi and
Goldberg-Shahidi.
Proposition 7. We have
i) Norm(XT ((m(g, h), γ))) = hγh
−1.
ii) The image of XT ((G×HY )× Treg) equals NY,T .
iii) The map XT surjects onto N
Y,T .
Proof. The first statement follows from Lemma 2(ii) and Proposition 5. The third statement
follows from the second statement.
We now prove the second statement. The fact that the image of XT is contained in NY,T
follows from the first statement. For the other direction, let n = n(ξ1, η1) ∈ NY,T , so that we
can choose elements h ∈ HY and γ ∈ Treg be such that hNorm(n)h
−1 = γ. Replacing n by
Int(m(1, h−1))(n), we can suppose that h = 1. Therefore we have
γ − 1 = ξ∗1η
−1
1 ξ1.
As γ ∈ Treg, the map ξ
∗
1η
−1
1 ξ1|Y , and thus ξ1|Y , is invertible. Define g ∈ G such that g =
ξ1(ξ|Y )
−1. Since we also have γ = Norm(ξ, γGυ
−1), we obtain that η1 = gγGυ
−1g∗. Clearly
XT (m(g, 1), γ) = n(ξ1, η1), and therefore NY,T is contained in XT ((G×HY )× Treg). 
The following is a simple calculation:
Proposition 8. Let h ∈ StabH(Y ), m ∈M , and γ ∈ Treg. Then
Xh−1Th((m∆(h), h
−1γh)) = XT ((m, γ)).

(Note that h−1Th is again a maximal torus in HY .)
Consider the action of NH(T ) on M × Treg given by:
w : ((m, γ)) 7→ (m∆(w), w−1γw),
for w ∈ NH(T ).
Proposition 9. Let m ∈ M and γ ∈ Treg. Then the fibre of XT containing (m, γ) is equal
to
{(m∆(w), w−1γw) | w ∈ NH(T )}. (4.3)
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Proof. Using the M-equivariance of the XT , without loss of generality, we can assume that
m = 1. The fact that the elements in (4.3) are in the fibre follows from Proposition 8.
Suppose now that there are g ∈ G, h ∈ H , and γ, γ′ ∈ Treg so that
XT ((m(g, h), γ
′)) = XT ((1, γ)). (4.4)
Thus n(gξh−1, g(γ′)Gυ
−1g∗) = n(ξ, γGυ
−1). Comparing the first coordinates we find gξ = ξh
and therefore g = Ξ(h).
Taking Norm of both sides of (4.4) gives
hγ′h−1 = γ
by Proposition 7. It remains to show that h ∈ NH(T ). Since γ, γ
′ ∈ Treg, noting ker(γ−1) =
ker(γ′ − 1) = Y ⊥, it follows that h stabilizes Y ⊥. Writing h = hY hY ⊥, where hY ∈ HY and
hY ⊥ ∈ HY ⊥, it follows that hY ∈ NHY (T ). The result now follows from Lemma 6. 
Corollary 2. The map XT descends to a surjective map
XT :M/∆T × Treg → N
Y,T . (4.5)
The fibres of XT are the same as the WHY (T )-orbits on M/∆T × Treg. In other words, the
fibre of XT containing (m, γ) is equal to
{(m∆(w), w−1γw) | w ∈ WHY (T )}.

4.2. HY is odd orthogonal. The difficulty in the orthogonal case with Y odd-dimensional
is that every element γ ∈ T has 1 as an eigenvalue, so nY (γ) is not well defined. We remedy
this by first multiplying γ by −1 “on Y ”, and then applying nY . Let ǫY = PY ⊥ − PY ∈ HY .
Definition 17. Let Treg be the set of regular elements γ ∈ T so that (ǫY γ−1)|Y is invertible.
Thus we have a section nY : ǫY Treg → N
′ of Norm.
Analogous to the previous case we define the following objects:
Definition 18. Define
NY,T = {n ∈ N
′ | Norm(n) is conjugate in HY to an element of ǫY Treg},
NY,T = Int(H)(NY,T ).
Definition 19. Define XT : M × Treg → N
′ by
XT ((m, γ)) = Int(m)nY (ǫY γ). (4.6)
As in Proposition 7 we have:
Proposition 10. The map XT surjects onto N
Y,T . 
Consider the action of NH(T ) on M × Treg given by:
w : ((m, γ)) 7→ (m∆(w), w−1γw),
for w ∈ NH(T ).
Proposition 11. Let m ∈M and γ ∈ Treg. The fibre of XT containing (m, γ) is equal to
{(m∆(w), w−1γw) | w ∈ NH(T )}.

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Corollary 3. The map XT descends to a surjective map
XT :M/∆T × Treg → N
Y,T . (4.7)
The fibres of XT are the same as the WHY (T )-orbits on M/∆T × Treg. In other words, the
fibre of XT containing (m, γ) is equal to
{(m∆(w), w−1γw) | w ∈ WHY (T )}.

The maps defined by (4.5) and (4.7) are the ones we will refer to by XT henceforth.
5. The split classical case and quasisplit unitary case
In this section we write everything out explicitly for a representative set of examples.
5.1. Set-up. Let D, k,m be nonnegative integers, with D = m + 2k and m ≥ k. We will
put V = FD in the orthogonal/symplectic cases, and V = ED in the unitary case.
In this section ei ∈ F
D denotes the standard ith basis vector as usual. Let W =
Span{e1, . . . , ek} and let W
′ = Span{eD+1−k, . . . , eD}. Let X = Span{ek+1, . . . , eD−k},
Y = Span{ek+1, . . . , e2k}, and Y
⊥ = Span{e2k+1, . . . , eD−k}. (Here ‘Span’ refers to the
F -span in the orthogonal/symplectic cases, and to the E-span in the unitary case.) The
reader can easily check that in each of the following cases below the subspace Y will indeed
be nondegenerate for the form Φ that we are going to specify, and moreover, Y ⊥ will be its
orthogonal complement in X. Thus the maps ξY , θ are as defined in the previous sections.
We will now make these maps explicit.
Define ξ : X → W via the matrix ξ =
(
Ik 0
)
, and ξ∗ : W ′ → X via the matrix
ξ∗ =
(
Ik
0
)
. Thus the isomorphism υ : W → W ′ is represented by the identity matrix Ik.
For an integer s ≥ 1, write J+(s) for the s× s symmetric matrix
J+(s) =


1
1
. .
.
1
1

 ,
and, when s is even, write J−(s) for the s× s matrix
J−(s) =


1
−1
. .
.
1
−1

 .
Let TG ≤ GL(W ) be the subgroup of diagonal matrices, and write χi ∈ X
∗(TG), 1 ≤ i ≤ k
for the character of TG given by taking the ith diagonal entry.
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5.2. Symmetric case. Put
JV =


J+(k)
J+(k)
J+(m− k)
J+(k)

 .
Let Φ denote the bilinear form defined on V by JV , so that
Φ(v, v′) = tvJV v
′, v, v′ ∈ V.
The automorphism θ : G → G is given by θ(g) = J−1g−tJ , with J = J+(k). Write T for
the torus in HY consisting of matrices of the form
γ =


t1
t2
. . .
t−12
t−11
Im−k


X
,
relative to the above basis of X. Let us first treat the case of k even. If γ− 1 is invertible on
Y , then we have
γG =


t1 − 1
t2 − 1
. . .
t−12 − 1
t−11 − 1


−1
W
,
relative to the above basis of W .
If k is odd, then we must form nY (ǫY γ). Here ǫY =
(
−Ik 0
0 Im−k
)
X
, and taking γ so
that γ + 1 is invertible on Y , we similarly have
(ǫY γ)G = −


t1 + 1
. . .
2
. . .
t−11 + 1


−1
W
.
In both cases (k even/odd), the centralizer ZG(
ξT ) = TG.
5.3. Antisymmetric case. We only consider the antisymmetric case when m and k are
even. Put
JV =


J−(k)
J−(k)
J−(m− k)
J−(k)

 .
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Let Φ denote the bilinear form defined on V by JV :
Φ(v, v′) = tvJV v
′, v, v′ ∈ V.
The automorphism θ : G → G is given by θ(g) = J−1g−tJ , with J = J−(k). Write T for
the torus in HY consisting of matrices of the form
γ =


t1
t2
. . .
t−12
t−11
Im−k


X
,
relative to the above basis of X. When γ − 1 is invertible on Y , we have
γG =


(t1 − 1)
−1
. . .
(tk
2
− 1)−1
(t−1k
2
− 1)−1
. . .
(t−11 − 1)
−1


W
.
Again in this case, the centralizer ZG(
ξT ) = TG.
5.4. Hermitian case. Now we set up a “standard” quasisplit Hermitian case. Let r =
[
k
2
]
.
Put
JV =


J+(k)
J+(k)
J+(m− k)
J+(k)

 ,
and let Φ denote the sesquilinear form defined on V by JV :
Φ(v, v′) = tvJV v
′, v, v′ ∈ V.
The automorphism θ : G→ G is given by θ(g) = J−1(g)−tJ , with J = J+(k).
Next, consider the maximal torus T in HY consisting of matrices of the form
γ =


t1
t2
. . .
t2
−1
t1
−1
Im−k


X
,
with ti ∈ E
×, relative to the above basis of X. Note that if k is odd, then tr+1 ∈ E
× has
norm 1.
Write S ≤ T for the maximal F -split subtorus of T , consisting of γ as above with ti ∈ F
×.
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Thus ξS is given by 

t1
. . .
tr
t−1r
. . .
t−11


W
,
with ti ∈ F
×, when k is even. When k is odd, the element tr+1 appears as the middle entry.
For γ ∈ T with γ − 1 invertible on Y , we have
γG =


(t1 − 1)
−1
. . .
(tr − 1)
−1
(t
−1
r − 1)
−1
. . .
(t
−1
1 − 1)
−1


W
∈ GLE(W )
as above when k is even. When k is odd, the middle entry is of course (tr+1 − 1)
−1 =
(t
−1
r+1 − 1)
−1.
We have TG = ZG(
ξS) = ZG(
ξT ). Write SG for the maximal F -split torus in TG; it is given
by the diagonal matrices in G with entries in F×.
5.5. The section. Finally, in the symplectic case, the unitary case, and the orthogonal case
with dimW even, our matrix nY (γ) ∈ N is written by fitting together the above matrices
via
nY (γ) =

 Ik ξ γGIm −ξ∗
Ik


V
.
(Our choice of basis forces the factor υ−1 to be the identity.) In the case when V is orthogonal
and dimW odd, the matrix nY (ǫγ) is the same except that the entry γG is replaced by (ǫγ)G.
6. Density in N
In this section we show that the union of the sets NY,T , as Y runs over Yk and T varies
over conjugacy classes of maximal tori in HY , is open and dense in N . In what follows, unless
mentioned otherwise, the topology in question is the Zariski topology. The primary goal is
to establish a subset of H which is nonempty and open in the image of Norm. We first deal
with the case when the base field F is algebraically closed. Let boldface notation indicate
the F -points of various varieties. Put k = dimF W and m = dimF X if H is a symplectic
or an orthogonal group. Put k = dimEW and m = dimE X if H is a unitary group in m
variables.
Recall our notational convention, according to which in the unitary case Treg denotes the
set of regular elements γ ∈ T so that (γ − 1)|Y is invertible.
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Definition 20. For a subvariety A ⊆ H, put
Ak = {h ∈ A | rank(h− 1;X) ≤ k}.
Clearly, Ak is closed in A. Note that the image of the Norm map lies in Hk. Denote
by Ak,gen the subset of Ak consisting of elements which have the eigenvalue 1 occuring with
multiplicity m− k and all other eigenvalues occurring with multiplicity one. For h ∈ Ak,gen,
h− 1 has as many distinct eigenvalues as its rank, so that, we have:
Lemma 7. If h ∈ Ak,gen, then h is semisimple. 
Let Y ⊆ X be a nondegenerate subspace of dimension k. As observed in Proposition 2, in
all the cases treated in this article, there is precisely one nondegenerate subspace of X of a
fixed dimension up to translation by H. Let T be a maximal torus of HY.
As in Section 4, we deal separately with the cases when HY is odd orthogonal or otherwise.
6.1. HY is not odd orthogonal.
Definition 21. Denote by HT the set Int(H)(Treg).
Lemma 8. i) We have Treg = Tk,gen = Hk,gen ∩T.
ii) HT = (H◦)k,gen.
Proof. The first statement is straightforward. The second statement is clear when H is a
unitary group so assume it is not so. Note that Int(H)(Treg) ⊆ (H
◦)k,gen. Let h ∈ (H
◦)k,gen
and defineY′ = (Xh)⊥. By Lemma 3 and Lemma 7,Y′ is a nondegenerate space of dimension
k. By Proposition 2 (ii), there exists h1 ∈ H be such that h1(Y
′) = Y. Then h1HY′h
−1
1 = HY
and so, h1hh
−1
1 is a semisimple element of H
◦
Y
. Since T is the unique maximal torus in HY
up to conjugacy, h1hh
−1
1 can be conjugated in HY to an element t of T. Clearly t ∈ Treg,
and so h ∈ HT. 
Proposition 12. (H◦)k,gen is open in Hk.
Proof. Let ph(x) be the characteristic polynomial det(h− xI) of an h ∈ H. If h ∈ Hk, then
(1−x)m−k|ph(x). Write ph(x) = (1−x)
m−kqh(x). Note that h ∈ (H
◦)k,gen if and only if qh(x)
has distinct roots and none of them is 1. For an h ∈ Hk, let qh(x) = Σ
k−1
i=0 ci(h)x
i + (−1)kxk.
Define χ : Hk → A
k such that χ(h) = (c0(h), . . . , ck−1(h)). On the other hand, given
v = (c0, . . . , ck−1) ∈ A
k, denote by qv the polynomial Σ
k−1
i=0 cix
i + (−1)kxk. Define
U = {v ∈ Ak | qv(1) 6= 0, disc(qv) 6= 0},
where disc denotes the usual discriminant of a polynomial.
Note that U is open in Ak. Now χ(h) ∈ U if and only if the algebraic multiplicity
of 1 as an eigenvalue of h is m − k, and the other eigenvalues of h are distinct. Thus
(H◦)k,gen = χ
−1(U) ∩H◦, and hence the statement. 
Definition 22. Let Nreg = {n ∈ N
′ | Norm(n) ∈ HT}, and let Nreg be the F -points of Nreg.
(The proof of the previous proposition gives an F -structure on (H◦)k,gen = H
T, and thus
an F -structure on Nreg.)
Theorem 2. i) Nreg is nonempty and open in N.
ii) Nreg is the union of N
Y,T , for Y runs over Yk (see Proposition 2) and as T runs over
conjugacy classes of maximal tori in HY .
18 ARNAB MITRA AND STEVEN SPALLONE
iii) We have a decomposition
Nreg =
⊔
Y,T
{Int(m)nY (γ) | m ∈M, γ ∈ Treg}. (6.1)
Proof. Recall that the image of Norm lies in Hk. Since H
T is open in Hk, we see that Nreg
is open in N′, which in turn is open in N. One can apply nY to elements of Treg to produce
elements of Nreg, so it is nonempty. This proves the first statement. If n ∈ N
Y,T for some
Y and T , then it is clear that n ∈ Nreg. So to prove the second statement assume n ∈ Nreg.
By definition of Nreg, it is clear that Norm(n) is semisimple. Let X
Norm(n) = Y ⊥ which
is nondegenerate by Lemma 3 and (m − k)-dimensional. Thus Norm(n) ∈ Treg for some
maximal torus T ≤ HY , which gives us the desired statement. The last statement follows
from the second part and Proposition 7. 
6.2. HY is odd orthogonal. Let H
+ = H−H◦. Recall that ǫY = PY⊥ − PY ∈ HY.
Definition 23. Put HT = Int(H)(ǫYTreg).
Lemma 9. HT = (H+)k,gen.
Proof. As in the proof of Lemma 8, given h ∈ H+k,gen, there exists h1 ∈ H such that h1hh
−1
1
is a semisimple element of (H+)Y. Thus ǫYh1hh
−1
1 can be conjugated to an element t ∈ T.
Since ǫY commutes with elements of HY, h can be conjugated in H to ǫYt. It is easy to see
that t ∈ Treg. The containment H
T ⊆ (H+)k,gen is obvious. 
The proofs of the next two statements are similar to the proofs of the corresponding
statements in Section 6.1.
Proposition 13. (H+)k,gen is open in Hk. 
Definition 24. As in the earlier case, define Nreg to be the preimage in N
′ of the Norm map
of HT, and Nreg to be the F -points of Nreg.
Theorem 3. i) Nreg is nonempty and open in N.
ii) Nreg is the union of N
Y,T , for Y runs over Yk and as T runs over conjugacy classes
of maximal tori in HY .
iii) We have a decomposition
Nreg =
⊔
Y,T
{Int(m)nY (ǫY γ) | m ∈M, γ ∈ Treg}. (6.2)

7. Lie algebra decompositions
An element u ∈ n is characterized by linear maps
C : X →W, C ′ : W ′ → X, D : W ′ → W
such that u|W = 0, u|X = C, and u|W ′ = C
′ +D. The condition that u ∈ n is equivalent to
the two conditions:
i) C∗ + C ′ = 0,
ii) D∗ +D = 0.
So we write u ∈ n as u(C,D) where the condition is simply that D is skew-Hermitian on W ′.
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7.1. Four exact sequences. The network of relationships between the Lie algebras of the
groups that we have encountered so far is subtle, governed by no fewer than four exact
sequences of vector spaces. Given Y ∈ Yk, fix as before a surjection ξ : X → W so that
ker ξ = Y ⊥. Recall that ξ∗ : W ′ → X is injective with image Y , and moreover ξ∗(ξξ∗)−1ξ is
the projection PY .
Our starting point is the map φ : m = g⊕ h→ n given by
φ(A,B) = u(Aξ, ξBξ∗).
This map is typically neither injective nor surjective. Let us identify its kernel and image.
Definition 25. Let
κ = {B ∈ h | B(Y ) ⊆ Y ⊥}.
Define i2 : κ→ m by i2(B) = (0, B). Also we set
nξ = {u(C,D) ∈ n | Y
⊥ ⊆ kerC}.
Proposition 14. (The Exact Sequence for m) The following sequence is exact:
0→ κ
i2→ m
φ
→ nξ → 0. (7.1)

We next identify the quotient of n by nξ.
Definition 26. Let i denote the inclusion of nξ into n. Write ψ : n→ Hom(W
′, Y ⊥) for the
map given by
ψ : u(C,D) 7→ PY ⊥ ◦ C
∗.
Proposition 15. (The Exact Sequence for n) The following sequence is exact:
0→ nξ
i
→ n
ψ
→ Hom(W ′, Y ⊥)→ 0. (7.2)

Define ψ˜ : Hom(W ′, Y ⊥)→ n via ψ˜(A) = u(A∗PY ⊥ , 0); then ψ˜ is a section of ψ. The space
κ also maps onto Hom(W ′, Y ⊥) in the following manner.
Definition 27. Define Γ1 : κ → Hom(W
′, Y ⊥) via Γ1(B) = Bξ
∗. Further define Γ2 :
Hom(W ′, Y ⊥)→ h via Γ2(A) = A(ξξ
∗)−1ξ − ξ∗(ξξ∗)−1A∗ = A((ξ|Y )
∗)−1PY − (ξ|Y )
−1A∗.
One checks that the image of Γ2 lands in κ, and that Γ1◦Γ2 is the identity on Hom(W
′, Y ⊥).
Proposition 16. (The Exact Sequence for κ) The following sequence is exact:
0→ hY ⊥
i
→ κ
Γ1→ Hom(W ′, Y ⊥)→ 0. (7.3)
Here i is the natural inclusion. 
By Lemma 6, we have
zh(t) = hY ⊥ + t. (7.4)
The sum is direct so hY ⊥ is the quotient of zh(t) by t. We make this explicit as follows:
Definition 28. Define the map K : zh(t)→ hY ⊥ by K(A) = APY ⊥.
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Proposition 17. (The Exact Sequence for zh(t)) The following sequence is exact:
0→ t
i
→ zh(t)
K
→ hY ⊥ → 0. (7.5)
Here i is the natural inclusion. 
We will later use these exact sequences to calibrate our differential forms on these spaces.
For the moment, we use them to make a simple observation about dimensions.
Corollary 4.
dimM − dimZH(T ) + dimT = dimN.
Proof. Follows directly from taking the alternating sum of equalities of dimensions obtained
from the exact sequences in (7.1), (7.2) (7.3) and (7.5). 
7.2. Decompositions.
Proposition 18. We have a direct sum decomposition
h = hY ⊥ + hY + imΓ2.
Proof. Since Γ2 splits the sequence (7.3), we have a direct sum κ = hY ⊥ + imΓ2. It is easy
to see that h = κ+ hY is direct. 
Much of this can be visualized with matrices; we offer the following representative image
in the case when H is symplectic:
Y Y ⊥ Y
Y
Y ⊥
Y
Figure 1. Composition of h
Figure 1 represents h (H is a symplectic group), viewed as matrices in gl(X). The middle
rows and columns corresponding to Y ⊥ are shaded (both light gray and dark gray); this is
κ. The subalgebra hY ⊥ corresponds to the dark gray central block. The Lie algebra zh(t) is
the sum of the dark gray block and the diagonal. The light gray region corresponds to the
image of Hom(W ′, Y ⊥) under Γ2. The unshaded region is hY . The map Ξ can be visualized
by simply deleting the five shaded regions.
Meanwhile, n can be expressed as a direct sum n = nξ + im ψ˜, by Proposition 15. The
following is a diagram of an essential piece of n:
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Y Y ⊥ Y W ′
DW
Figure 2. Blow-up of n
Figure 2 is a blow-up of the (C,D) portion of

 0 C D0 −C∗
0

 ∈ n. The shaded region
corresponds to Hom(W ′, Y ⊥) ∼= Hom(Y ⊥,W ), or the image of ψ˜. The unshaded area corre-
sponds to nξ. The skew-symmetric matrices D indicate the image of 0 ⊕ hY under φ. The
rest of the unshaded area corresponds to the image of g⊕ 0 ⊆ m under φ.
8. Jacobian of XT : first steps
Henceforth in this paper we furthur suppose that F is a local field.
Our computation of the Jacobian in this paper is modeled on that of [24], which itself is
modeled on the proof of the Weyl Integration Formula in [5].
8.1. Tangent spaces. In this section we explain certain identifications of tangent spaces
for later use. Generally if g ∈ G, one has left translation λg and right translation ρg. The
differentials of these maps at 1 ∈ G are surjective, i.e.,
TgG = (dλg)1(g) = (dρg)1(g).
Given g ∈ G and X ∈ g, we set gX = (dλg)1(X) and Xg = (dρg)1(X).
Let U = Hom(X,W ) × Hom(W ′,W ), and write i(n(ξ, η)) = (ξ, η). Then i : N → U is a
submanifold, with i(1) = (0, 0). Its differential di1 is an isomorphism onto n. For n ∈ N ,
there are obvious extensions of λn and ρn to U ; we give the extensions the same names.
Namely, if n = n(ξ, η), then
ρn(u(C,D)) = n(C + ξ,D + η − Cξ
∗),
and similarly for λn.
Through the commutative diagram
T1(N)
di1
//
(dρn)1

U
(dρn)(0,0)

Tn(N)
din
// U
, (8.1)
we may identify Tn(N) with the image of din, which is equal to (dρn)0(n).
Similarly for γ ∈ T we identify Tγ(T ) with (dργ)0(t) ⊆ Hom(X,X), with a typical element
written simply as γZ when Z ∈ t ⊂ Hom(X,X).
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8.2. Derivative of XT . As earlier we bifurcate into the cases when HY is odd orthogonal
or otherwise. Recall the map
X = XT :M/∆T × Treg → N.
Let us first treat the case when HY is not odd orthogonal. The derivative
dX(1,γ) : T1(M/∆T )⊕ Tγ(T )→ Tn(γ)N
is straightforward to compute:
Proposition 19. For A ∈ g, B ∈ h and Z ∈ t, we have
dX(1,γ)((A,B), γZ) = u(Aξ − ξB, γGυ
−1A∗ + AγGυ
−1 − γ2GΞ(γZ)υ
−1). (8.2)

The derivative at (m, γ) ∈M/∆T×Treg can be inferred from (8.2) through the commutative
diagram:
T1(M/∆T )⊕ TγT
dX(1,γ)
//
λm

TX(1,γ)N
Ad(m)

Tm(M/∆T )⊕ TγT
dX(m,γ)
// TX(m,γ)N
(8.3)
Here λm denotes left translation by m ∈ M . For use afterwards, we multiply (8.2) on the
right by n(γ)−1 (as described in Section 8.1) to bring it to T1N = n. This gives
dX(1,γ)((A,B), γZ)n(γ)
−1 =
u(Aξ − ξB, (Aξ − ξB)ξ∗ + γGυ
−1A∗ + AγGυ
−1 − γ2GΞ(γZ)υ
−1). (8.4)
Now we consider the case when the group HY is odd orthogonal. The expression for the
derivative in this case can be obtained in the same way as above:
Proposition 20. For A ∈ g, B ∈ h and Z ∈ t, we have
dX(1,γ)((A,B), γZ) = u(Aξ − ξB, (ǫγ)Gυ
−1A∗ + A(ǫγ)Gυ
−1 − (ǫγ)2GΞ(ǫγZ)υ
−1). (8.5)
Also,
dX(1,γ)((A,B), γZ)n(ǫγ)
−1 =
u(Aξ − ξB, (Aξ − ξB)ξ∗ + (ǫγ)Gυ
−1A∗ + A(ǫγ)Gυ
−1 − (ǫγ)2GΞ(ǫγZ)υ
−1). (8.6)

As before, the derivative at (m, γ) ∈M/∆T × Treg can be inferred from (8.5) through the
diagram in (8.3).
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8.3. Top forms. Suppose that ωN and ωT are invariant top forms on N and T , respectively,
and that ωM/∆T is an M-invariant top form on M/∆T . (We will specify these later.)
Definition 29. For m ∈M , put
δN(m) = det(Ad(m); n).
Proposition 21. There is a unique analytic function δT on Treg so that
X
∗
T (ωN) = δN(m)δT (γ)ωM/∆T ∧ ωT
at the point (m, γ) ∈M/∆T × Treg.
Proof. Since X∗T (ωN) and ωM/∆T ∧ωT are both top forms on M/∆T ×Treg, there is a unique
analytic function
δT : M/∆T × Treg → F
so that
X
∗
T (ωN) = δT (m, γ)ωM/∆T ∧ ωT .
Let m0 ∈M . Applying λ
∗
m0
to both sides of the equation gives
δN (m0)X
∗
T (ωN) = δT (m0m, γ)ωM/∆T ∧ ωT .
We have used here (8.3) and the fact that Ad(m)∗ωN = δN(m)ωN .) Therefore for all m,m0,
and γ, we have
δT (m0m, γ) = δN(m0)δT (m, γ).
The result follows (put δT (γ) = δT (1, γ)). 
8.4. Choice of bases. Let γ be a fixed element of Treg. To compute δT (γ), we will essentially
compute the top exterior power of dX(1,γ) with respect to fixed ordered bases pB of m/∆t⊕t
and B1 of n, that we will define below. These spaces have the same dimension by Corollary
4. The basis pB will depend on γ, but in a manner dictated by translation in T .
We now set up two bases of n, namely B1 and B2(γ), and a linear transformation L(γ)
sending B1 to B2(γ). Then δT (γ) will be equal to ± detL(γ), where the sign is independent
of γ.
Consider a ordered basis B of m of the form
{(Ai, 0), (0,Γ2(βj)), (Ξ(B
′
j′), B
′
j′), (0, Ck), (Ξ(Zl), Zl)}
such that
• {Ai} is a basis of g,
• {βj} is a basis of Hom(W
′, Y ⊥),
• {B′j′} is a basis of hY ⊥,
• {Zl} is a basis of t, and
• {Ck} ∪ {Zl} is a basis of hY .
(Recall that underlining the vectors of any of the above basis indicates a tuple; for instance
(Ai, 0) indicates the ordered collection of the elements (A1, 0), . . . , (Ax, 0) where x = dim g.)
Note that {B′j′} ∪ {Zl} is a basis of zh(t). Moreover Ξ(B
′
j′) = 0 although we won’t require
this fact here. Put Bj = Γ2(βj), so that Bjξ
∗ = βj .
We write pB = pB(γ) for
pB =
{
(p(Ai, 0); 0); (p(0, Bj); 0); (p(0, Ck); 0); ((0, 0); γZl)
}
,
a basis of m/∆t ⊕ t. Here p is the projection from m to m/∆t.
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Suppose first that HY is not odd orthogonal. The following are two bases of n:
B1 = {u(Aiξ, 0), u(β
∗
j , 0), u(0, ξCkξ
∗), u(0, ξZlξ
∗)},
B2(γ) =
{
u(Aiξ,−), u(β
∗
j , 0), u(−ξCk,−ξCkξ
∗), u
(
0,−γ2GΞ(γZl)υ
−1
)}
where
u(Aiξ,−) = u
(
Aiξ, Aiυ
−1 + γGυ
−1A∗i + AiγGυ
−1
)
.
(We extend β∗j from Y
⊥ to X by setting it equal to 0 on Y .) To see that B1 is a basis, note
that u(Aiξ, 0), u(0, ξCkξ
∗), and u(0, ξZlξ
∗) constitute a basis of nξ and that u(β
∗
j , 0) gives a
basis of im ψ˜. It can be readily seen from this fact that B2(γ) is a basis as well.
Given γ ∈ T , we define a linear transformation L = LB(γ) : n→ n so that:
• L : u(Aξ, 0) 7→ u
(
Aξ,Aυ−1 + γGυ
−1A∗ + AγGυ
−1
)
, for A ∈ g,
• L : u(β∗, 0) 7→ u(β∗, 0), for β ∈ Hom(W ′, Y ⊥),
• L : u(0, ξCkξ
∗) 7→ u(−ξCk,−ξCkξ
∗),
• L : u(0, ξZξ∗) 7→ u (0,−γ2GΞ(γZ)υ
−1), for Z ∈ t.
It can be easily seen that the map L is well defined. When HY is odd orthogonal, we follow
the same prescription except that we change γ to ǫγ throughout.
In the next section we will calibrate our forms ωN and ωM/∆T×T so that for all γ ∈ Treg,
we have
ωN(1)[B1] = ±ωM/∆T×T ((1, γ))[pB], (8.7)
for some uniform sign± not depending on γ. Let us assume this now for the sake of exposition.
Proposition 22. We have δT (γ) = ± detL(γ) 6= 0, with the sign being that of (8.7).
Proof. We prove this when HY is not odd orthogonal, the other case is similar.
Recall that δT is the function on Treg so that at (1, γ) ∈M/∆T × Treg, we have
X
∗ωN = δT (γ)ωM/∆T ∧ ωT .
Now,
X
∗ωN((1, γ))[(p(Ai, 0); 0); (p(0, Bj); 0); (p(0, Ck); 0); ((0, 0); γZl)] (8.8)
is equal to
ωN(n(γ))[dX(p(Ai, 0); 0); dX(p(0, Bj); 0); dX(p(0, Ck); 0); dX((0, 0); γZl)].
By (8.4), we have
dX(p(Ai, 0); 0)n(γ)
−1 = u(Aiξ, Aiυ
−1 + γGυ
−1Ai
∗ + AiγGυ
−1),
dX(p(0, Bj); 0)n(γ)
−1 = u(−ξBj, 0) = u(β
∗
j , 0),
dX(p(0, Ck); 0)n(γ)
−1 = u(−ξCk,−ξCkξ
∗), and
dX((0, 0); γZl)n(γ)
−1 = u
(
0,−γ2GΞ(γZl)υ
−1
)
.
(Since Bjξ
∗ has image in Y ⊥, we have ξBjξ
∗ = 0.) Thus the map dX(·)n(γ)−1 takes the
ordered basis pB of m/∆t ⊕ t to the ordered basis B2(γ) of n.
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Therefore (8.8) is simply
(X∗ωN)((1, γ))[pB] = ωN(1)[B2(γ)]
= ωN(1)[L(B1)]
= (detL(γ))ωN(1)[B1]
= ±(detL(γ)) · ωM/∆T×T (1, γ)[pB].
The result follows. 
The fact that δT is nowhere vanishing has an important corollary.
Corollary 5. The map XT is étale, and N
Y,T is an open subset of N .
Proof. By Corollary 4, the dimensions of the manifolds M/∆T × Treg and N agree. By
Proposition 22, the map XT is étale at (1, γ) ∈M/∆T × Treg. By (8.3), it follows that XT
is étale at all points. It is therefore an open map. 
8.5. Choice of differential forms. We now pin down differential forms on M/∆T × Treg
and N . The exact sequences from Section 7.1 give a natural way to build both of these forms
from the same pieces.
Choose left-invariant differential forms ωG, ωH , ωT and ωZH (T ) on the groups G,H, T , and
ZH(T ). When convenient, we will simply write ωG for ωG(1) at the identity ofG, and similarly
for other groups. Note that specifying an invariant differential form at 1 prescribes its values
on the entire group. Also fix an alternating form ω(W ′,Y ⊥) of top degree on Hom(W
′, Y ⊥).
These five choices will determine all the forms that we want.
Write ωM for the product of ωG and ωH on M . Next, using the exact sequence in (7.5),
define ωH
Y⊥
, a left invariant differential form on HY ⊥, so that ωZH(T ) = ωHY⊥ ∩ωT . Using this
and the exact sequence (7.3), we define a top degree alternating form ωκ = ω(W ′,Y ⊥) ∩ ωHY⊥ .
We now define a form of top degree ωnξ on nξ using the exact sequence (7.1), so that ωM =
ωnξ ∩ ωκ. Using the exact sequence (7.2) and the definition of ωnξ , we define ωN on n as
ω(W ′,Y ⊥) ∩ ωnξ . Extend ωN to N by left invariance as usual. (In contrast, nκ and nξ are only
defined “at the identity”.)
Using the short exact sequence:
0→ zh(t)
∆
→ m
p
→ m/∆t → 0
(where ∆(z) = (Ξ(z), z)) we define ωM/∆T at 1 ·∆T such that
ωM = ωM/∆T ∩ ωZH(T )
and extend its value to the entire coset space via left translation. Also, denote by ωM/∆T×T
the form pr∗1(ωM/∆T ) ∧ pr
∗
2(ωT ) where pr1, pr2 are the obvious projections to M/∆T and T .
Recall the choice of basis from the previous section. The product
ωM [B]ωT (Zl) = ωM [(Ai, 0), (0, Bj), (Ξ(B
′
j′), B
′
j′), (0, Ck), (Ξ(Zl), Zl)]ωT (Zl)
is equal, up to a sign, to
ωM/∆T×T (1, γ)[(p(Ai, 0); 0); (p(0, Bj); 0); (p(0, Ck); 0); ((0, 0); γZl)] · ωZH(T )(B
′
j′, Zl).
Consider the basis B1 defined above. Clearly, {u(Aiξ, 0), u(0, ξCkξ
∗), u(0, ξZlξ
∗)} is a basis
of nξ while {ψ(u(−ξBj, 0))} is a basis of Hom(W
′, Y ⊥). Here, for simplicity, we write ‘x
.
= y’
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if x = ±y. We have
ωM [B]
.
= ωnξ [u(Aiξ, 0), u(0, ξCkξ
∗), u(0, ξZlξ
∗)]ωκ(Bj , B
′
j′) (using (7.1))
.
= ωnξ [u(Aiξ, 0), u(0, ξCkξ
∗), u(0, ξZlξ
∗)]ω(W ′,Y ⊥)(Bjξ
∗)ωH
Y⊥
(B′j′) (using (7.3))
.
= ωN [B1]ωH
Y⊥
(B′j′) (using (7.2)).
(8.9)
Using (8.9) we get
ωM/∆T×T (1, γ)[pB] = ωM/∆T×T (1, γ)[(p(Ai, 0); 0); (p(0, Bj); 0); (p(0, Ck); 0); ((0, 0); γZl)]
.
= ωN [B1]ωH
Y⊥
(B′j′)
ωT (Zl)
ωZH(T )(B
′
j′, Zl)
(using (7.5))
= ωN [B1].
(8.10)
Remark 3. We omit the calculation of the precise signs in (8.9) and (8.10), since it is only
the associated measures that we require. They depend only on the dimensions of the various
groups.
9. Jacobian for the symplectic and orthogonal cases
It remains to compute the determinant of L(γ). In this section we treat the symplectic
and orthogonal cases, and in the next we treat the unitary case.
First we explicitly calculate detL(γ) in the “split” cases of Section 5.2 or 5.3. Thus HY
is symplectic or split orthogonal, and we have already described the tori T and TG, and the
characters χi of TG. At the end of this section, we prove that the same formula works for
general T ≤ HY .
9.1. Root vectors. Let R(G, TG) and R(HY , T ) denote the set of roots of G relative to TG
and that of HY relative to T respectively. Write R
θ = R(G, TG)
θ for the fixed points of
R(G, TG) under θ, and R0 = R(G, TG)0 for the complement of R(G, TG)
θ in R(G, TG). Write
R0 for the set of θ-orbits {α, θ(α)} in R0.
Consider the decomposition of n under the action of T via Ad(∆(T )), and write
nβ = {u ∈ n | Ad(∆(γ))u = β(γ)u},
for β ∈ Hom(T,Gm). (Note that nβ = 0 unless β = 0 or β ∈ R(HY , T ).)
Then we have
n =
⊕
β
nβ ,
with
n0 = {u ∈ n | Ad(∆(γ))u = u}
= Span{u(Aξ, 0), u(β∗j , 0), u(0, ξZlξ
∗) | A ∈ tG}.
Write
res : R(G, TG)→ X
∗(T ),
or α 7→ αres, for the map defined by
αres = β ⇔ α|ξT =
ξβ.
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It is easy to determine the image and fibres of res, since Ξ furnishes an isomorphism
H → Gθ, reducing us to computing the fibres of
R(G, TG)→ R((G
θ)◦, (T θ)◦).
Lemma 10. i) In the symplectic case, the map res maps R(G, TG) onto R(HY , T ). Let
β ∈ R(HY , T ). If β is a long root, its fibre is a singleton in R
θ. If β is a short root,
then its fibre consists of a θ-orbit of roots in R0.
ii) In the orthogonal case, the map res maps R0 onto R(HY , T ). If α ∈ R
θ, then αres /∈
R(HY , T ). The fibres over R(HY , T ) are θ-orbits of roots in R0.

Let α ∈ R(G, TG). If Aα is a root vector for α, then τ(Aα) is a root vector for θ(α). We
will normalize our root vectors so that if {α, θ(α)} is an orbit in R0, then Aθ(α) = τ(Aα).
Note in the symplectic case that if α ∈ Rθ, then τ(Aα) = −Aα.
Definition 30. If α corresponds to the root χi − χj of TG in GL(W ), write λ
+
α := χi and
λ−α := χj.
Note that, for all α ∈ R(G, TG), and δ ∈ TG, we have
λ−α (δ) = λ
+
θ(α)(τ(δ)). (9.1)
Recall that for A ∈ g, we have
L(u(Aξ, 0)) = u(Aξ,Aυ−1 + γGυ
−1A∗ + AγGυ
−1).
Proposition 23. Suppose HY is orthogonal. Let α ∈ R
θ. Fix Aα ∈ gα. Then
L(u(Aαξ, 0)) = u(Aαξ, 0).
Proof. Note that τ(Aα) = Aα in this case. Thus
Aαυ
−1 + γGυ
−1A∗α + AαγGυ
−1 = (Aα + γGτ(Aα) + λ
−
α (γG)Aα)υ
−1
= (Aα + λ
+
α (γG)Aα + λ
−
α (γG)Aα)υ
−1
= (1 + λ+α (γG) + λ
+
α (τ(γG)))Aαυ
−1
= 0.
We have used the identity 1 + γG + τ(γG) = 0 for the last equality. 
Proposition 24. Suppose HY is symplectic. Let α ∈ R
θ, and fix Aα in g. Put β = αres and
Cβ = ξ
+Aαξ. Then nβ is two-dimensional and given by
nβ = Span{u(Aαξ, 0), u(0, ξCβξ
∗)}.
Moreover L maps nβ to nβ. Writing Lβ for this restriction, we have
detLβ = λ
−
α (γG)− λ
+
α (γG).
Proof. By a calculation similar to the one in the proof of Proposition 23, we have
Lβ(u(Aαξ, 0)) = u(Aαξ, 0)− 2λ
+
α (γG)u(0, ξCβξ
∗).
We further have
Lβ(u(0, ξCβξ
∗)) = −u(Aαξ, 0)− u(0, ξCβξ
∗),
and the statement follows. 
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Definition 31. Let α ∈ R0 and α
′ = θ(α). Put β = αres. Put Aβ = Aα − Aα′, and
Cβ = ξ
+Aβξ.
Then Aβ is a root vector for β in g
θ, and Cβ is a root vector for ξ
+(β)ξ in hY . The sign
of Cβ depends on the choice of the α here although this fact has no bearing on the final
outcome.
Proposition 25. Let α ∈ R0. Then nβ is three-dimensional, and given by
nβ = Span{u(Aαξ, 0), u(Aα′ξ, 0), u(0, ξCβξ
∗)}.

Proposition 26. L maps nβ to nβ. Writing Lβ for this restriction, we have
detLβ =
{
λ−α (γG)− λ
+
α (γG) if HY is of type Cn or Dn,
λ−α ((ǫγ)G)− λ
+
α ((ǫγ)G) for type Bn.
(9.2)
Proof. We will prove the proposition for the case when HY is of type Cn or Dn; it is similar
for type Bn. Let us check that the element
Aαυ
−1 + γGυ
−1A∗α + AαγGυ
−1 (9.3)
is a multiple of ξCβξ
∗ = (Aα − Aα′)υ
−1. Multiplying on the right by υ gives
Aα + γGAα′ + AαγG = Aα + Aα′λ
+
α′(γG) + Aαλ
−
α (γG)
= Aα(1 + λ
+
α′(γG) + λ
−
α (γG))− λ
+
α′(γG)
ξCβ.
Applying (9.1) gives that
1 + λ+α′(γG) + λ
−
α (γG) = 0. (9.4)
Thus,
Lβ(u(Aαξ, 0)) = u(Aαξ, 0)− λ
+
α′(γG)u(0, ξCβξ
∗).
Similarly,
Lβ(u(Aα′ξ, 0)) = u(Aα′ξ, 0) + λ
+
α (γG)u(0, ξCβξ
∗).
Finally we have
Lβ(u(0, ξCβξ
∗)) = −u(Aαξ, 0) + u(Aα′ξ, 0)− u(0, ξCβξ
∗),
and the result follows. 
It follows from (9.4) in the proof above, that the right hand side of (9.2) is the same if α
is replaced with α′.
9.2. Computing detL when HY is of type Cn or Dn. Throughout this subsection HY
is either symplectic or even orthogonal. Let us specify the basis B from Section 8.4 more
precisely. We will take the basis {Ai} of g to be the union of a basis of tg and a choice of root
vectors Aα for TG. As in the previous section, we will normalize our root vectors so that if
{α, θ(α)} is an orbit in R0, then Aθ(α) = τ(Aα). Also, in the symplectic case if α ∈ R
θ, then
τ(Aα) = −Aα. Next, for {Ck} we pick the root vectors of T in hY , given by Cβ = ξ
+Aβξ or
Cβ = ξ
+Aαξ as specified in Section 9.1.
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Proposition 27. The quantity detL = detL(γ) is given by
det γG ·
∏
{α}
(λ−α (γG)− λ
+
α (γG)). (9.5)
In the orthogonal case, the product is taken over R0. In the symplectic case, the product is
taken over all θ-orbits in R(G, TG) = R0 ∪R
θ.
Proof. Write n∗ for the sum of the subspaces nβ, u(0, ξtξ
∗), and the span of u(β∗j , 0). In
the orthogonal case, include the span of u(Aαξ, 0), for roots α ∈ R
θ. Each subspace nβ
and u(0, ξtξ∗) are L-invariant. All the elements u(β∗j , 0), and u(Aαξ, 0) for α ∈ R
θ in the
orthogonal case, are fixed by L. One computes that the determinant of L on u(0, ξtξ∗) is
det γG, and we have computed all determinants of L on nβ above. Therefore the determinant
of L on n∗ is (9.5). Now n = n∗ ⊕ u(tGξ, 0). However since L restricted to u(tGξ, 0) is the
identity modulo n∗, the determinant of L is still (9.5). 
Henceforth in this section we fix a set R′0 of representatives of the θ-orbits of roots in R0,
with the extra condition that for any α ∈ R0, exactly one of {α,−α} lie in R
′
0.
Lemma 11. Let t ∈ TG. Then
i) ∏
α∈R′0
λ+α (t)λ
−
α (t) = (det t)
(dimW−2).
ii) In the symplectic case, ∏
α∈Rθ
λ+α (t)λ
−
α (t) = (det t)
2.

Put
L0(γ) =
∏
α∈R′0
(λ−α (γG)− λ
+
α (γG)),
and
Lθ(γ) =
∏
α∈Rθ
(λ−α (γG)− λ
+
α (γG)).
Thus
detL(γ) = (det γG) · L0(γ)Lθ(γ)
in the symplectic case, and detL(γ) = (det γG) · L0(γ) in the orthogonal case.
Lemma 12. For α ∈ R(G, TG) and γ ∈ Treg we have
i) λ+α (γG)− λ
−
α (γG) = (λ
−
α (
ξγ)− λ+α (
ξγ))λ+α (γG)λ
−
α (γG).
ii) λ+α (γG)− λ
−
α (γG) = λ
+
θ(α)(γG)− λ
−
θ(α)(γG).

30 ARNAB MITRA AND STEVEN SPALLONE
We have
L0(γ) =
∏
α∈R′0
(λ−α (γG)− λ
+
α (γG))
= (det γG)
(dimW−2)
∏
α∈R′0
(λ+α (
ξγ)− λ−α (
ξγ))
= (det γG)
(dimW−2)
∏
α∈R′0
(α(ξγ)− 1).
Similarly,
Lθ(γ) =
∏
α∈Rθ
(λ−α (γG)− λ
+
α (γG))
= (det γG)
2
∏
α∈Rθ
(λ+α (
ξγ)− λ−α (
ξγ))
= (det γG)
2
∏
α∈Rθ
(α(ξγ)− 1).
For γ ∈ T , write as usual
DHY (γ) = det(Ad(γ)− 1; hY /t). (9.6)
Dn case: Regrouping gives
detL(γ) = (det γG)
dimW−1

∏
α∈R′0
(α(ξγ)− 1)


= (det γG)
dimW−1(DHY (γ)).
Cn case: Regrouping gives
detL(γ) = (det γG)
1+dimW

∏
α∈R′0
(α(ξγ)− 1)

(∏
α∈Rθ
(α(ξγ)− 1)
)
.
= (det γG)
dimW+1DHY (γ).
Corollary 6. We have
δT (γ) = detLB(γ) = (det γG)
dimW±1DHY (γ),
and
X
∗
Y,T (ωN) = δN(m)(det γG)
dimW±1DHY (γ)ωM/∆T ∧ ωT
at the point (m, γ). Here the exponent is dimW + 1 for HY of type Cn, and dimW − 1 for
type Dn. 
9.3. Computing detL when HY is of type Bn. The statements and the proofs in this
case are similar to the even orthogonal case treated in the previous section. As in that case,
we will assume that the basis {Ai} of g is the union of a basis of tg and a basis of root vectors
Aα for TG (normalized as in Section 9.1), and {Ck} is the basis of root vectors of T in hY ,
consisting of the Cβ (recall that Cβ = ξ
+Aβξ).
Again denote by LT the restriction of L to ξtξ
∗; thus
LT (ξZξ
∗) = −(ǫγ)2GΞ(ǫγZ)υ
−1.
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Lemma 13. The image of LT lies in ξtξ
∗. We have
detLT (γ) = −2 det(ǫγ)G.
Moreover the elements u(Aξ, 0), for A ∈ tG, and u(β
∗
j , 0) are fixed by L. 
Proposition 28. The quantity detL = detL(γ) is given by
− (2 det(ǫγ)G) ·
∏
{α∈R0}
(λ−α ((ǫγ)G)− λ
+
α ((ǫγ)G)). (9.7)

Henceforth in this section we fix a set R′0 of representatives of the θ-orbits of roots in R0,
with the extra condition that for any α ∈ R0, exactly one of {α,−α} lie in R
′
0.
Lemma 14. Let t = diag(ti) ∈ TG. Then∏
α∈R′0
λ+α (t)λ
−
α (t) = (tdimW+1
2
)(det t)(dimW−2).

Put
L0(γ) =
∏
α∈R′0
(λ−α ((ǫγ)G)− λ
+
α ((ǫγ)G)).
Thus detL(γ) = (−2 det(ǫγ)G)L0(γ) in this case.
Lemma 15. For α ∈ R(G, TG) and γ ∈ Treg we have
λ−α ((ǫγ)G)− λ
+
α ((ǫγ)G) = (λ
+
α (
ξ(ǫγ))− λ−α (
ξ(ǫγ)))λ+α ((ǫγ)G)λ
−
α ((ǫγ)G).

We have
L0(γ) =
∏
α∈R′0
(λ−α ((ǫγ)G)− λ
+
α ((ǫγ)G))
= −
1
2
(det(ǫγ)G)
(dimW−2)
∏
α∈R′0
(λ+α (
ξ(ǫγ))− λ−α (
ξ(ǫγ)))
= −
1
2
(det(ǫγ)G)
(dimW−2)
∏
α∈R′0
(α(ξ(ǫγ))− 1).
Regrouping gives
detL(γ) = (det(ǫγ)G)
dimW−1

∏
α∈R′0
(α(ξ(ǫγ))− 1)


= (det(ǫγ)G)
dimW−1(DHY (ǫγ)).
Note that DHY (ǫγ) = DHY (γ).
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Corollary 7. We have
δT (γ) = (det(ǫγ)G)
dimW−1DHY (γ), (9.8)
and
X
∗
Y,T (ωN) = δN(m)(det(ǫγ)G)
dimW−1DHY (γ)ωM/∆T ∧ ωT
at the point (m, γ). 
9.4. Symplectic or orthogonal groups: the general case. We give here an argument
to reduce the computation of detL(γ) in the general (orthogonal or symplectic) case to that
of the previous section.
We are given an inner product space (V,Φ), symmetric or antisymmetric, with V a vec-
tor space, isotropic subspaces W,W ′ such that Φ|W+W ′ is nondegenerate, a nondegenerate
subspace Y ⊆ X = (W +W ′)⊥ of dimension k, and a maximal torus T ≤ HY .
Write (V0,Φ0) for the fixed inner product space of Section 5.2 or 5.3, which is either sym-
metric or antisymmetric to agree with V . We shall add the subscript ‘0’ to all the constructs
associated to this space such as its subspaces, the bilinear form, the tori in the isotropic
groups etc. Naturally, we choose the dimensions of V0, W0, Y0 to equal the dimensions of
V,W, Y .
Let us write VF for V ⊗F F in this section, and similarly for the other spaces. Then there
is an isometric isomorphism
ϕ : (VF ,ΦF )→˜(V0,F ,Φ0,F ),
with ϕ(WF ) =W0,F , ϕ(W
′
F
) =W ′
0,F
, ϕ(YF ) = Y0,F , ϕ(T (F )) = T0(F ), and ϕ(tF ) = t0,F .
Proposition 29. Suppose that HY is of type Bn, Cn or Dn. For γ ∈ Treg(F ) we have
δT (γ) =


(det(ǫγ)G)
dimW−1DHY (γ) if HY is of type Bn
(det γG)
dimW+1DHY (γ) if HY is of type Cn
(det γG)
dimW−1DHY (γ) if HY is of type Dn.
Proof. Suppose first that HY is of type Cn. We have
det FL(γ) = det FL(γ)
= det F (
ϕL)(ϕγ)
= (det(ϕγ)G)
dimW+1DHY0 (
ϕγ)(using Corollary 6)
= (det γG)
dimW+1DHY (γ),
as desired. The other two cases are dealt with in a similar manner. 
10. Jacobian for the unitary cases
Next we treat the case of the unitary groups.
10.1. Quasisplit HY , maximally split T . Let us do an explicit calculation of detL(γ)
when we are in the situation of Section 5.4. Thus HY is a quasisplit unitary group, and
we have already described the tori S, T, SG, and TG and characters χi : TG → E
×. Note
that χi(SG) = F
×. Write N = NE/F : E
× → F× for the usual norm map N(x) = xx, and
tr = trE/F for the usual trace map. Recall that we have fixed an element ι ∈ E
× such that
σ(ι) = −ι. Given an x ∈ E, define (x)1 and (x)2 to be the unique elements in F such that
x = (x)1 + (x)2ι.
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Consider the decomposition of n under the action of S via Ad(∆(S)), and write
nβ = {u ∈ n | Ad(∆(γ))u = β(γ)u},
for β ∈ Hom(S,Gm). (Note that nβ = 0 unless β = 0 or β ∈ R(HY , S).)
Then we have
n = n0 ⊕
⊕
β∈R(HY ,S)
nβ,
where
n0 = {u ∈ n | Ad(∆(γ))u = u}
= Span{u(Aξ, 0), u(β∗j , 0), u(0, ξZlξ
∗) | A ∈ tG}.
This time we record the image and fibres of the restriction map
res : R(G, SG)→ Hom(S,Gm/F ),
which we write as α 7→ αres, defined as before.
The sets R(G, SG) and R(HY , S) denote the set of roots of G relative to SG and those of
HY relative to S respectively. Write R
θ = R(G, SG)
θ for the fixed points of R(G, SG) under
θ, and R0 = R(G, SG)0 for the complement of R(G, SG)
θ in R(G, SG). Write R0 for the set
of θ-orbits {α, θ(α)} in R0.
Lemma 16. The map res maps R(G, SG) onto R(HY , S). If β ∈ R(HY , S) is a root of the
form 2χi, for some i, then its fibre is a singleton in R
θ. Otherwise its fibre consists of a
θ-orbit of roots in R0. 
Let α ∈ R(G, SG). Note that in this case the root spaces gα are two-dimensional F -vector
spaces. If Aα is a root vector for α, then τ(Aα) is a root vector for θ(α).
Definition 32. Fix α ∈ R0 and let α
′ = θ(α). Put β = αres. Choose a nonzero element
A1α ∈ gα.
We define
• A2α = ιA
1
α,
• Aiα′ = τ(A
i
α) for i = 1, 2,
• A1β = A
1
α −A
1
α′,
• A2β = ι(A
1
α + A
1
α′), and
• C iβ = ξ
+Aiβξ for i = 1, 2.
The set {A1α, A
2
α} is then an F -basis of gα, and similarly for α
′. Note that A2α′ = −ιA
1
α′ .
Also, Aiβ = A
i
α −A
i
α′ is a root vector for β in g
θ, and C iβ is a root vector for β in hY .
Definition 33. Let α ∈ Rθ and β = αres. Let Cβ be a root vector in hY for β. (Note that
the root space for β in hY is of dimension one.) Put A
1
α = Ξ(Cβ) and A
2
α = ιA
1
α.
Clearly A1α and A
2
α are root vectors for α in g and form an F -basis of gα.
Proposition 30. i) Fix α ∈ R0 as above, with αres = β. Then nβ is a six-dimensional
F -space, given by
nβ = SpanF{u(A
i
αξ, 0), u(A
i
α′ξ, 0), u(0, ξC
i
βξ
∗) | i = 1, 2}.
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ii) Let α ∈ Rθ. Then nβ is a three-dimensional F -space, given by
nβ = SpanF{u(A
1
αξ, 0), u(A
2
αξ, 0), u(0, ξCβξ
∗)}.
If α is the root χi − χj, put λ
+
α := χi and λ
−
α := χj. 
Note that for all δ ∈ TG, we have
λ−α (τ(δ)) = λ
+
θ(α)(δ), (10.1)
and
δAα = λ
+
α (δ)Aα, Aαδ = λ
−
α (δ)Aα.
Proposition 31. L maps nβ to nβ. Writing Lβ for this restriction, when α ∈ R0, we have
detLβ = N
(
1 + λ+α (γG) + λ
+
α′(γG)
)
.
When α ∈ Rθ we have
detLβ = −1 − tr(λ
+
α (γG)).
Proof. We first treat the case when α ∈ R0. Let us begin by checking that for each i the
elements
Aiαυ
−1 + γGυ
−1(Aiα)
∗ + AiαγGυ
−1
lie in the span of ξC1βξ
∗ and ξC2βξ
∗. Using (10.1) and the fact that 1 + γG + τ(γG) = 0, we
get that
(Aiαυ
−1 + γGυ
−1(Aiα)
∗ + AiαγGυ
−1)υ = Aiα + γGA
i
α′ + A
i
αγG
= Aiα + λ
+
α′(γG)A
i
α′ + λ
−
α (γG)A
i
α
= −λ−α (τ(γG))A
i
α + λ
−
α (τ(γG))A
i
α′
= −(λ−α (τ(γG)))1(A
i
α −A
i
α′)− (λ
−
α (τ(γG)))2ι(A
i
α + A
i
α′).
For i = 1 this is equal to
−(λ−α (τ(γG)))1 ·
ξC1β − (λ
−
α (τ(γG)))2 ·
ξC2β,
while for i = 2 this is equal to
−(λ−α (τ(γG)))1 ·
ξC2β − ι
2(λ−α (τ(γG)))2 ·
ξC1β.
This proves the first statement.
Thus,
Lβ(u(A
1
αξ, 0)) = u(A
1
αξ, 0)− (λ
−
α (τ(γG)))1u(0, ξC
1
βξ
∗)− (λ−α (τ(γG)))2u(0, ξC
2
βξ
∗)
and
Lβ(u(A
2
αξ, 0)) = u(A
2
αξ, 0)− ι
2(λ−α (τ(γG)))2u(0, ξC
1
βξ
∗)− (λ−α (τ(γG)))1u(0, ξC
2
βξ
∗).
Similarly,
Lβ(u(A
1
α′ξ, 0)) = u(A
1
α′ξ, 0) + (λ
−
α′(τ(γG)))1u(0, ξC
1
βξ
∗)− (λ−α′(τ(γG)))2u(0, ξC
2
βξ
∗)
and
Lβ(u(A
2
α′ξ, 0)) = u(A
2
α′ξ, 0)− ι
2(λ−α′(τ(γG)))2u(0, ξC
1
βξ
∗) + (λ−α′(τ(γG)))1u(0, ξC
2
βξ
∗).
Finally we have
Lβ(u(0, ξC
i
βξ
∗)) = −u(Aiαξ, 0) + u(A
i
α′ξ, 0)− u(0, ξC
i
βξ
∗), i = 1, 2
and the result follows from a determinant calculation.
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Next assume that α ∈ Rθ. Note that τ(A1α) = −A
1
α and τ(A
2
α) = A
2
α. We have
(A1αυ
−1 + γGυ
−1(A1α)
∗ + A1αγGυ
−1)υ = A1α(1 + λ
−
α (γG)) + γGτ(A
1
α)
= −λ−α (τ(γG))A
1
α − λ
+
α (γG)A
1
α
= −2(λ+α (γG))1A
1
αs.
Similarly,
(A2αυ
−1 + γGυ
−1(A2α)
∗ + A2αγGυ
−1)υ = 2ι(λ+α (γG))2A
2
α.
Thus,
Lβ(u(A
1
αξ, 0)) = u(A
1
αξ, 0)− 2(λ
+
α (γG))1u(0, ξCβξ
∗),
Lβ(u(A
2
αξ, 0)) = u(A
2
αξ, 0) + 2ι
2(λ+α (γG))2u(0, ξCβξ
∗),
and
Lβ(u(0, ξCβξ
∗)) = −u(A1αξ, 0)− u(0, ξCβξ
∗)
and the result follows in this case as well. 
10.2. Computing detL in the unitary case. Let us take the basis {Ai} of g to be the
union of a basis of Lie(TG) and a basis of root vectors Aα for SG, normalized as above. Next,
we choose for {Ck} the basis of root vectors of S in hY , consisting of Cβ such that
ξCβ = Aβ
(when β is not a root of the form 2χi for any i), or
ξCβ = A
1
α, A
2
α = ιA
1
α (when β is a root
of the form 2χi for some i), as specified in the previous section. Again denote by LT the
restriction of L to ξtξ∗.
Lemma 17. The image of LT lies in ξtξ
∗. We have
detLT (γ) = N(det(γG)).

Moreover the elements u(Aξ, 0), for A ∈ tG, and u(β
∗
j , 0) are fixed by L.
Proposition 32. The quantity detL = detL(γ) is given by
N(detE(γG))
∏
α∈Rθ
(1 + tr(λ+α (γG)))
∏
α∈R0
N
(
1 + λ+α (γG) + λ
+
α′(γG)
)
. (10.2)

Let γ = diag(t1, . . . , tr, c, tr
−1
, . . . , t1
−1
), with N(c) = 1, or diag(t1, . . . , tr, tr
−1
, . . . , t1
−1
)
depending on whether dimW is odd or even.
Lemma 18. ∏
α∈Rθ
(
1 + tr(λ+α (γG))
)
=
r∏
i=1
N(ti)− 1
N(ti − 1)
·
N(t−1i )− 1
N(t−1i − 1)
.
Proof. Let α = χi − χn+1−i ∈ R
θ. It is easy to check that
(
1 + tr(λ+α (γG)
) (
1 + tr(λ+−α(γG))
)
= −
(
1
2
tr
(
ti + 1
ti − 1
))2
.
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Now using the identity
tr
(
t+ 1
t− 1
)
= 2 ·
N(t)− 1
N(t− 1)
= −2 ·
N(t−1)− 1
N(t−1 − 1)
,
we get the result. 
Henceforth in this section we fix a set R′0 of representatives of the θ-orbits of roots in R0,
with the extra condition that for any α ∈ R0, exactly one of {α,−α} lie in R
′
0.
Lemma 19. The product
∏
α∈R′0
N
(
1 + λ+α (γG) + λ
+
α′(γG)
)
is equal to
∏
1≤i<j≤r
N
(
titj − 1
(ti − 1)(tj − 1)
)2
N
(
ti − tj
(ti − 1)(tj − 1)
)2
(10.3)
when dimEW is even, and equal to the product of (10.3) with∏
1≤i≤r
N
(
ti − c
(ti − 1)(c− 1)
)2
when dimEW is odd. 
Recall the discriminantDHY (γ) = detF (Ad(γ)−1; hY /t). One computes that when dimEW
is even, DHY (γ) is the product of
r∏
i=1
(N(ti)− 1)(N(t
−1
i )− 1) (10.4)
and
∏
1≤i<j≤r
N
((
ti
tj
− 1
)(
tj
ti
− 1
)
(titj − 1)
(
1
titj
− 1
))
. (10.5)
When dimEW is odd, DHY (γ) is the product of (10.4), (10.5), and
r∏
i=1
N
((
c
ti
− 1
)(
ti
c
− 1
))
.
Proposition 33. We have
detL(γ) = (−1)[(dimEW )/2]N(detE(γG))
dimEWDHY (γ)
(where as usual [x] denotes the greatest integer less than or equal to x).
Proof. Upon dividing out N(detE γG)
dimEW from (10.2) and using Lemmas 18 and 19, we
are left with the product of
r∏
i=1
(N(ti)− 1)(N(t
−1
i )− 1)
N(ti)2(r−1)
(10.6)
with ∏
1≤i,j≤r
N(titj − 1)
2N(ti − tj)
2 (10.7)
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when dimEW is even. But this is simply DHY (γ). The case where dimEW is odd is similar.

Since it depends only on the constant dimEW , henceforth we ignore the sign in the ex-
pression of detL(γ).
Corollary 8. We have
δT (γ) = N(detE(γG))
dimEWDHY (γ),
and
X
∗
Y,T (ωN) = δN(m)DHY (γ)(NdetE(γG))
dimEWωM/∆T ∧ ωT .

10.3. Unitary groups: the general case. We sketch here an argument to reduce the
computation of detL(γ) for arbitrary unitary groups to that of the previous section. We are
given a Hermitian space (V,Φ), with V an E-vector space, isotropic W,W ′, a nondegenerate
subspace Y ⊆ X = (W + W ′)⊥ of dimension equal to that of W , and a maximal torus
T < HY .
Write (V0,Φ0) for the fixed Hermitian space of Section 5.4, and W0,W
′
0, Y0, G0, L0, and T0
for the corresponding data for V0. Naturally, we choose the dimensions of V0, W0, Y0 to equal
the dimensions of V,W, Y . Let us write VF for V ⊗F F in this section, and similarly for other
spaces.
Then there is an isometric isomorphism
ϕ : (VF ,ΦF )→˜(V0,F ,Φ0,F ),
with ϕ(WF ) =W0,F , ϕ(W
′
F
) =W ′
0,F
, ϕ(YF ) = Y0,F , and ϕ(T (F )) = T0(F ) and ϕ(tF ) = t0,F .
Proposition 34. Let γ0 ∈ T0(F ). Then we have
det F (L0)(γ0) = N(detE((γ0)G0))
dimEWDHY0 (γ0).
Proof. Since F is an infinite field, T0,reg(F ) is Zariski dense in T0,reg(F ) by III 8.13 in [1]. The
conclusion follows from Proposition 33, because detF (L) is a regular function on T0,reg. 
From Proposition 34, by imitating the proof of Proposition 29, we get the following result.
Proposition 35. For γ ∈ Treg(F ) we have
det FL(γ) = N(detE(γG))
dimEWDHY (γ).

11. Final integration formulas
11.1. Haar measure. Let dn be a Haar measure on N . Since NY,T is open in N (by
Corollary 5), we may restrict dn to NY,T . By Proposition 1, we obtain:
Proposition 36. Let f ∈ L1(NY,T , dn). Then (f ◦XY,T ) ∈ L
1(M/∆T × Treg,X
∗
Y,T (dn))
and ∫
NY,T
f(n)dn = |WHY (T )|
−1
∫
M/∆T×Treg
(f ◦XY,T )X
∗
Y,T (dn).

Recall the set Nreg =
⋃
Y,T N
Y,T .
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Proposition 37. Let f ∈ L1(N, dn). Then f ◦XY,T ∈ L
1(M/∆T × Treg,X
∗
Y,T (dn)) for all
Y ∈ Yk (see Proposition 2), and for all maximal tori T of HY . Moreover,∫
N
f(n)dn =
∑
Y,T
|WHY (T )|
−1
∫
M/∆T×Treg
(f ◦XY,T )X
∗
Y,T (dn).
The sum is taken over Y ∈ Yk and conjugacy classes of maximal tori in HY .
Proof. By Theorem 2, the set Nreg of F -points of Nreg is a nonempty Zariski subset of the
affine space N. Since N is an affine space, and F is infinite, the set of F -points of Nreg is
also nonempty. Moreover, it is the complement of a union of proper closed submanifolds of
N , necessarily of smaller dimension than N . By Sard’s Theorem (see [4]), the complement
of Nreg in N is of null measure. The measure dn is determined by its restriction to the dense
open set Nreg. Since measures are determined locally ([3] III, Section 2, Proposition 1), the
measure dn is the unique measure so that its restriction to each NY,T is given by the above
formula. This gives the proposition. 
Proposition 38. Let f ∈ L1(N, dn) with dn a Haar measure on N . Then∫
N
f(n)dn =
∑
Y,T
|WHY (T )|
−1
∫
T
|δT (γ)|
∫
M/∆T
f(Int(m)nY (γ))|δN(m)|
dm
dz
dγ
in the symplectic and orthogonal cases with dimW even and in the unitary case, and∫
N
f(n)dn =
∑
Y,T
|WHY (T )|
−1
∫
T
|δT (γ)|
∫
M/∆T
f(Int(m)nY (ǫY γ))|δN(m)|
dm
dz
dγ
in the orthogonal case with dimW odd. Here
|δT (γ)| =
{ | det γG|dimW+1|DHY (γ)| in the symplectic case with dimW even,
| det γG|
dimW−1|DHY (γ)| in the orthogonal case with dimW even,
| det(ǫγ)G|
dimW−1|DHY (γ)| in the orthogonal case with dimW odd,
|detEγG|
dimEW
E |DHY (γ)|F in the unitary case.
Proof. Follows from Propositions 21, 22, 37, 29, and 35. 
11.2. Int(M)-invariant version. The presence of the factor δN in the above formula sug-
gests that we replace dn with an Int(M)-invariant measure on N . Such measures arise in the
theory of intertwining operators developed by Goldberg and Shahidi (see for instance [17],
[7]).
Proposition 39. For n = n(ξ, η) ∈ N ′, put φ(n(ξ, η)) = |δN(m(ηυ0, 1))|
− 1
2 . Then
i) For all m ∈M and n ∈ N ′ we have φ(Int(m)(n)) = φ(n)|δN(m)|
−1.
ii) dMn = φ(n)dn is an Int(M)-invariant measure on N .

One computes in the orthogonal case that
δN (m(g, h)) = (det g)
dimW+dimX−1,
in the symplectic case that,
δN (m(g, h)) = (det g)
dimW+dimX+1,
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and in the unitary case that,
δN (m(g, h)) = (NE/F (detE(g)))
dimEW+dimE X .
(See Proposition 1 of [24].)
Recall we have fixed an automorphism θ = θY of G with G
θ isomorphic to HY .
Definition 34. For x ∈ TG, we define
DθG(x) = det(Ad(x) ◦ dθ − 1; g/
ξt). (11.1)
Note that by Proposition 12 in [24] we have
ξt = {A ∈ g | Ad(x) ◦ dθ(A) = A}
for x = γG with γ ∈ Treg.
For the symplectic case and the orthogonal case with W even-dimensional we further have
| detL(γ)||δN(γG)|
− 1
2 = | det γG|
± 1
2
+ 1
2
(dimW−dimX)|DHY (γ)|
= |DHY (γ)|
1
2 |DθG(γG)|
1
2 | det(γ − 1; Y )|
1
2
dimY ⊥ ,
with the last equality following from Proposition 14 of [24]. In the first equality, the plus
sign is chosen in the symplectic case, and the minus chosen in the orthogonal case.
For the orthogonal case with W odd-dimensional, we similarly have
| detL(γ)||δN((ǫY γ)G)|
− 1
2 = |DHY (γ)|
1
2 |DθG((ǫY γ)G)|
1
2 | det(γ + 1; Y )|
1
2
dimY ⊥.
In the unitary case, we have
| detL(γ)|F |δN(γG)|
− 1
2
F = |detEγG|
− 1
2
(dimEW+dimE X)
E |detEγG|
dimEW
E |DHY (γ)|F
= |DHY (γ)|F |detE(γ − 1; Y )|
1
2
dimE Y
⊥
E
One computes in this case that DHY (γ) = (−2)
dimEWDθG(γG).
11.3. A summary of the integration formulas. In this section we present the essentials
of our result on the integration formulas more succinctly, for the convenience of the reader.
The ambient group G1 is a (symplectic, orthogonal, or a unitary) group of isometries of a
vector space V with the corresponding nondegenerate sesquilinear form over a local field F
(or over a quadratic extension E, if it is unitary) with characteristic not equal to two. A
parabolic subgroup of G1 corresponds to an isotropic subspace W of dimension k. Choosing
a Levi subgroup M leads to a decomposition V = W + X +W ′, with W,W ′ a hyperbolic
pair, to which X is orthogonal. Write H for the isometry group of X, and G = GL(W ). We
suppose that dimW ≤ dimX, and moreover that dimW is even in the symplectic case. We
choose linear isomorphisms of W with nondegenerate subspaces Y of X, up to permutation
by H . Given such a Y , we choose a certain involution θ = θY of G with G
θ ∼= Isom(Y ). Also
choose conjugacy classes of maximal tori T of Isom(Y ). Let dMn be the Int(M)-invariant
measure on N prescribed above. On certain regular elements γ ∈ T , of full measure in T , we
have defined in this paper matching semisimple elements γG ∈ G and elements nY (γ) ∈ N .
Definition 35. Let γ ∈ Treg.
i) In the symplectic case and the orthogonal case with dimW even, put
JT (γ) = |DHY (γ)|
1
2 |DθG(γG)|
1
2 | det(γ − 1; Y )|
1
2
dimY ⊥.
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ii) In the orthogonal case with dimW odd, put
JT (γ) = |DHY (γ)|
1
2 |DθG((ǫY γ)G)|
1
2 | det(γ + 1; Y )|
1
2
dimY ⊥.
iii) In the unitary case, put
JT (γ) = |DHY (γ)|
1
2
F |D
θ
G(γG)|
1
2
F |detE(γ − 1; Y )|
1
2
dimE Y
⊥
E .
Remark 4. Of course dimY ⊥ = dimX − dim Y = m− k.
Theorem 4. Let f ∈ L1(N, dMn). Then up to normalization of measure we have:∫
N
f(n)dMn =
∑
Y,T
|WHY (T )|
−1
∫
T
JT (γ)
∫
M/∆T
f(Int(m)nY (γ))
dm
dz
dγ,
except in the odd orthogonal case, where we have:∫
N
f(n)dMn =
∑
Y,T
|WHY (T )|
−1
∫
T
JT (γ)
∫
M/∆T
f(Int(m)nY (ǫY γ))
dm
dz
dγ.
The sum is taken over H-orbits of nondegenerate subspaces Y of X of dimension k, and
conjugacy classes of maximal tori T in HY = Isom(Y ). 
Let us work out a couple of small examples, using the notation of Section 5.
11.3.1. Symplectic example. Let G1 = Sp8(F ), viewed as the isometry group of the form
J−(8). Let W be 2-dimensional, so that V = W +X +W
′ with a 4-dimensional X. The set
Y equals {Y } for a 2-dimensional nondegenerate subspace Y of X. With the choice of ξ as
in Section 5.1, one computes θ(g) =
g
det(g)
.
Of course HY ∼= SL2(F ), and the maximal tori T < HY are either split or the groups
of their F -rational points correspond to norm-one elements of quadratic extensions E of F .
Suppose for simplicity that T is split diagonal. If γ ∈ Treg, then γ =
(
a 0
0 a−1
)
Y
for some
a ∈ F×, with a 6= ±1. Then γG =
(
a− 1 0
0 a−1 − 1
)−1
W
.
We have | det(γG)| = |a− 1|
−1|a−1 − 1|−1, |DHY (γ)| = |a
2 − 1||a−2 − 1|, so
JT (γ) = |a− 1|
3|a+ 1|2|a|−5/2.
11.3.2. Orthogonal example. Now let G1 = O5(F ), viewed as the isometry group of the form
JV described in Section 5.2. Let W , W
′ and X, with dimW = 1 and dimX = 3, be such
that V = W + X + W ′ as above. The set Y in this case consists of the H-orbits of the
1-dimensional anisotropic subspaces of X, which are parameterized by the set F×/(F×)2.
Let {Y (a)} be a fixed set of representatives of the H-orbits, defining elements of Y (where
a ∈ F×/(F×)2). Note thatG = GL1(F ) in this case, and θ(g) = g
−1. MoreoverHY (a) = {±1}
and T = {1}. We compute (ǫγ)G = (−2
−1)W , | det((ǫY (a)γ)G)| = |2|
−1, |DHY (a)(γ)| = 1, and
|DθG((ǫY (a)γ)G)| = |2|. Thus JT (γ) = |2|
3
2 . For f ∈ L1(N, dMn), we have (up to normalization
of measures): ∫
N
f(n)dMn =
∑
a∈F×/(F×)2
∫
M
f(Int(m)nY (a)(ǫY (a)))dm.
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12. A Goldberg-Shahidi pairing
12.1. Induced representations. The integration formulas obtained in this article are cen-
tral to an ongoing project to determine residues of intertwining operators acting on parabol-
ically induced representations of classical groups over p-adic fields. In this section we dis-
play the expected analogue of the main result of [23], which was restricted to the case of
dimW = dimX. We omit the details, but Lemma 1 above is the main entrypoint. Now we
assume that F is a p-adic field. Let q denote the cardinality of the residue field of F .
Let (πG, VG) and (πH , VH) be unitarizable supercuspidal representations of G andH respec-
tively. We assume that πG is self-dual in the orthogonal and symplectic cases, and conjugate
self-dual in the unitary case. Write Z for the center of G. Let ω denote the central character
of πG. Define a representation (πM , VM) ofM via πM = πG⊠πH , the external direct product.
Let υ0 :W →W
′ be a fixed self-adjoint isomorphism, and use this to define w0 as in Section
3.2. Let α be the simple root in N and α˜ the corresponding fundamental weight. For each
s ∈ C we have the induced representation
V (sα˜, πM) = Ind
G1
P πM ⊗ q
〈sα˜,HM ()〉 ⊗ 1
of G1, where HM is Harish-Chandra’s height function. Let A(sα˜, πM , w0) be the usual inter-
twining operator (3.2) for w0.
By the theory developed by Harish-Chandra (see [22]), the problem of determining the
reducibility points of V (sα˜, πM) amounts to determining the poles of this intertwining oper-
ator, as a function of s. Moreover, Shahidi’s L-functions are defined in terms of these poles
(see [21]).
12.2. Definition of the pairing. Let fH be a matrix coefficient of πH , and fG a matrix
coefficient of πG. Recall that for each Y , we have chosen ξY and so have υY = (ξY ξ
∗
Y )
−1 :
W →W ′. We also use ξY to identify HY with a subgroup of G. Also let xY = υ
−1
Y υ0.
Definition 36. Let φH ∈ C
∞
c (H) and φG ∈ C
∞(G), with φG compact modulo Z. Write
IHγ (φH) = |DHY (γ)|
1
2
∫
H/Hγ
φH(hγh
−1)dh˙. Put
IGγG(φG) = |D
θ
G(γG)|
1
2
∫
G/ZGZHY (T )
(xY φG)(gγGθ(g)
−1)dg˙,
except in the orthogonal case with dimW odd, in which case put
IGγG(φG) = |D
θ
G((ǫY γ)G)|
1
2
∫
G/ZGZHY (T )
(xY φG)(g(ǫY γ)Gθ(g)
−1)dg˙.
Here (xY φ)(g) = φ(x−1Y g))
These are the appropriate normalized orbital integrals in this context.
Definition 37. Given γ ∈ Tr, put
jT (γ) = | det(γ ± 1; Y )|
1
2
dimY ⊥,
with the sign being ‘−’ in all cases except orthogonal with dimW odd, in which the sign is
‘+’. In the unitary case we mean the E-absolute value, the E-determinant, and dimension
as an E-space.
Thus jT (γ) is simply JT (γ) divided by the discriminant factors.
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Theorem 5. (Expected) The intertwining operator has a pole at s = 0 if and only if there
exist matrix coefficients fG of πG and fH of πH , so that GS(fG, fH) 6= 0, where
GS(fG, fH) =
∑
Y
∑
Tc≤HY
|WHY (Tc)|
−1
∫
Tc
jTc(γ)I
H
γ (fH)I
G
γG
(fG)dγ.
Here Y runs over H-orbits of nondegenerate subspaces of X of dimension k, and Tc runs
over conjugacy classes of compact maximal tori in HY .
Theorem 5 when available will place one in a position to apply techniques of harmonic
analysis, for instance the Selberg principle.
12.3. Current and future examples. Let E be a quadratic extension of F . Take V of
the form V = W +X +W ′ with W two-dimensional and X isomorphic to E with quadratic
form given by NE/F . Put G
1 = SO(V ), i.e., the quasisplit even orthogonal group of rank 3
determined by E. It has a Levi subgroup M ∼= GL2× SO(X). Here SO(X) is isomorphic to
E1, the subgroup of norm 1 elements in E×. So in this case H is its own unique maximal
torus.
In [19], GS(fG, fH) was computed explicitly, by using the Selberg principle and an endo-
scopic transfer identity of Labesse and Langlands [11]. Let πH be a character χ of E
1. For
simplicity, let us assume that the central character ω of πG is nontrivial. In this case, the
Langlands parameter of πG is of the form Ind
WF
WE′
(χ′) where E ′ is a quadratic extension of F
and χ′ is a character of (E ′)×. The determination of when GS(fG, fH) was nonzero gave the
following reducibility criterion, in accordance with Shahidi [20]:
Theorem 6. V (0, πM) is reducible unless E = E
′ and the Langlands parameter of πG is
IndWFWE(χ). If the Langlands parameter of πG is Ind
WF
WE
(χ), then V (sα˜, πM) is reducible at
s = 1 and there are no other points of reducibility for s ≥ 0.
In [12], Wen-Wei Li applied the “equal-sized” integration formula from [24], and Wald-
spurger’s formula for transfer factors [26] in generalizing this to a similar statement for even
orthogonal groups.
We expect to apply the results of this paper to obtain analogous results in the case of
G = GL2m and H = SO2m+1, which was emphasized by Goldberg and Shahidi in [9]. In this
case, the nonvanishing of the residue formula signifies that πG is the local transfer of πH (see
Theorem 5.4 of [9] for details).
Another clear direction is to apply the recent work of Mok [13] to obtain such results for
the quasisplit unitary groups U(3n, 3n). The work [6] of Li Cai and Bin Xu deals with the
first nontrivial case of G = GL2(E) and H = U(1, 1). There are two standard base change
maps, the stable base change map and the unstable base change map, which take irreducible
representations of U(n, n) to those of GL2n(E) (see Section 2 of [13] for the definitions). As
before let πG and πH be unitarizable supercuspidal representations of GL2n(E) and U(n, n)
respectively, and fG and fH be matrix coefficients of the two representations. Further assume
that πG lies in the image of the stable base change map. We expect to show in a later work
that there exist fG, fH so that GS(fG, fH) 6= 0 precisely when πH is taken to πG by the stable
base change map, thus generalizing the main result of [6]. By the results of Harish-Chandra
mentioned in the beginning of this section and Theorem 5, it will follow that the induced
representation V (0, πG ⊠ πH) is irreducible if and only if πG is the stable base change lift of
πH .
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