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Abstract
The objective of this paper is to extend an estimation method of pa-
rameters of the stable distributions in Rd to the regularly varying tails
distributions in an arbitrary cone. The consistency and the asymptotic
normality of estimators are proved. The sampling method of regrouping
is modified to optimize the rate of convergence of estimators.
Résumé
Le but de notre travail est de généraliser une méthode d’estimation
des paramètres des lois stables dans Rd à des lois à queue régulière dans
un cône arbitraire. La consistance et la normalité asymptotique des es-
timateurs sont prouvées. La méthode d’échantillonnage par paquet est
modifiée afin d’optimiser la vitesse de convergence des estimateurs.
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1 Introduction
A random Rd-valued vector X has a regularly varying tail distribution with
characteristic exponent α > 0 if there exists a finite measure σ in the unit
sphere Sd−1 such that ∀B ∈ B(Sd−1) with σ(∂B) = 0,
lim
x→∞
xα
L(x)
P
{
X
‖X‖ ∈ B, ‖X‖ > x
}
= σ(B), (1.1)
where L is a slowly varying function, i.e., L(λx)L(x) → 1 as x → ∞, ∀λ > 0.
The measure σ is called spectral measure. Regular variation conditions appear
frequently in the studies of the limit theorem for normalised sums of i.i.d. ran-
dom terms, see e.g. [20] and [13], and the extreme value theory, see e.g. [18].
Regular variation is necessary and sufficient conditions for a random Rd-valued
vector belongs to the domain of attraction of a strictly α-stable distribution
with α ∈ (0, 2), see e.g. [1].
Definition (1.1) of regular variation makes sense in any space, where addition
of elements and multiplication by positive scalars are defined, i.e., in any convex
cone. Regular variation defined in general metric spaces was studied in [12].
The characterisation of α-stable distributions on convex cones and how possible
values of the characteristic exponent α relate to the properties of the cone were
investigated in [6].
We are interested in the problem of estimation of the characteristic exponent
α and the spectral measure σ of a regularly varying tail distribution on convex
cone. By using the relation between the stable distributions and the point
processes Davydov and co-workers (see [7], [8] and [16]) proposed a method to
estimate the parameters α and σ of the stable distributions in Rd. The objective
of this work is to extend this method to the regularly varying tails distributions
in an arbitrary cone.
Suppose that we have a sample ξ1, ξ2, . . . , ξN , taken from a regularly varying
tail distribution with unknown exponent α and unknown spectral measure σ.
We divide the sample into n groups Gm,1, . . . , Gm,n, each group containing
m random elements. In practice, we choose n = [N r], r ∈ (0, 1), and then
m = [N/n], where [a] stands for the integer part of a number a > 0. As N tends
to infinity, we have nm ∼ N . Let
M
(1)
m,i = max{‖ξ‖ | ξ ∈ Gm,i}, i = 1, . . . , n, (1.2)
that is, M
(1)
m,i denote the largest element in the group Gm,i. Let ξm,i = ξj =
ξj(m,i) where the index j(m, i) is such that
‖ξj(m,i)‖ = M (1)m,i. (1.3)
We set
M
(2)
m,i = max{‖ξ‖ | ξ ∈ Gm,i\{ξm,i}}, i = 1, . . . , n, (1.4)
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that is, M
(2)
m,i denote the second largest element in the same group. Let us
denote
κm,i =
M
(2)
m,i
M
(1)
m,i
, Sn =
n∑
i=1
κm,i (1.5)
and
αˆN =
Sn
n− Sn . (1.6)
The regular variation condition (1.1) implies
P{‖ξ‖ > x} = x−αL˜(x) + o(x−α) as x→∞ (1.7)
where L˜ is a slowly varying function. In the sequel we will need the stronger
relation : for sufficiently large x and for some β > α
P{‖ξ‖ > x} = C1x−α + C2x−β + o(x−β). (1.8)
In the case of Rd, under the regular variation assumption and the second-
order asymptotic relation (1.8), the consistency and the asymptotic normality
of the estimator αˆN were proved firstly for n = m = [
√
N ] in [8] and then for
more general setting as before in [16]. We resume these results in the following
theorem.
Theorem A. ([16]) Let ξ, ξ1, . . . , ξN be i.i.d. random R
d-valued vectors with a
distribution satisfying (1.7) and let n = [N r], r ∈ (0, 1), m = [N/n], then
1
n
Sn
a.s.−−−−→
N→∞
α
1 + α
. (1.9)
If the distribution of ξ satisfies (1.8) with 0 < α < β ≤ ∞ and we choose
n = N2ζ/(1+2ζ)−ε, m = N1/(1+2ζ)+ε, (1.10)
where ζ = (β − α)/α and ε→ 0 as N →∞, then
√
n
(
1
n
Sn − α
α+ 1
)
(
1
n
n∑
i=1
κ
2
m,i −
(
1
n
Sn
)2)1/2 ⇒ N (0, 1). (1.11)
In [8] an estimator of normalized spectral measure σ was proposed as fol-
lowing. We set
θm,i =
ξm,i
‖ξm,i‖ , i = 1, . . . , n (1.12)
where ξm,i is defined by (1.3). Let us denote
σˆN (·) = 1
n
n∑
i=1
δθm,i(·). (1.13)
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Random vectors θm,1, . . . , θm,n are i.i.d. and it is proved in [8] that σˆN (·) is
consistent considering a fixed set B, that is, ∀B ∈ B(Sd−1) with σ(∂B) = 0,
σˆN (B)
a.s.−−→ σ(B).
By finding a countable collection of the σ-continuity sets which is closed under
the operation of finite intersection, we obtain σˆN
a.s.⇒ σ as N → ∞, where ⇒
indicate convergence in distribution. The asymptotic normality for σˆN (B) was
proved in [7]. All these relations were obtained under the assumption that n =
m. Inspired by the work in [16] we modify the sampling method of regrouping
and discuss the convergence rate of the estimator of spectral measure.
Although in the above-mentioned papers the result proved only for a Rd-
valued sample, it is easy to see that the proposed estimators can be defined in
any normed cone and the properties of estimators hold if the relation of the
order statistics (6.1) from [8] can be verified.
In Section 2 we summarise several basic definitions related to convex cones
and regular variation. The main result of the paper is contained in Section 3
and 4. The last section contains the proof of results presented in the previous
sections.
2 Preliminaries
We summarise several basic definitions related to convex cones and regular vari-
ation. For more detailed introduction we refer the reader to the paper [6].
Definition 2.1. An abelian topological semigroup is a topological space IK
equipped with a commutative and associative continuous binary operation +.
It is assumed that IK possesses the neutral element e satisfying x + e = x for
every x ∈ IK.
Definition 2.2. A convex cone is an abelian topological semigroup IK being a
metrisable Polish (complete separable) space with a continuous operation (x, a)→
ax of multiplication by positive scalars for x ∈ IK and a > 0 so that the following
conditions are satisfied
1. a(x+ y) = ax+ ay, a > 0, x, y ∈ IK
2. a(bx) = (ab)x, a, b > 0, x ∈ IK
3. 1x = x, x ∈ IK
4. ae = e, a > 0, e is the neutral element of IK.
IK is called a pointed cone if there is a unique element 0 called the origin
such that ax→ 0 as a ↓ 0 for any x ∈ IK \{e}.
Definition 2.3. A pointed cone IK is said to be a normed cone if IK is metrisable
by a metric d which is homogeneous at the origin, i.e. d(ax,0) = ad(x,0) for
every a > 0 and x ∈ IK. The value ‖x‖ = d(x,0) is called the norm of x.
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In the following sections it is assumed that IK is a normed cone. It is obvious
that ‖x‖ = 0 if and only if x = 0. Furthermore, if e 6= 0, then 4) of Definition
2.2 implies that ‖e‖ = d(e,0) =∞. It is therefore essential to allow for d to take
infinite values. For instance, if IK is the cone R+ = [0,∞] with the minimum
operation, then the Euclidean distance from any nonempty x ∈ R+ to∞ (being
the neutral element) is infinite.
The set
S = {x | ‖x‖ = 1}
is called the unit sphere. Note that S is complete with respect to the metric in-
duced by the metric on IK. The existence of the origin implies that ‖x‖ <∞ for
all x ∈ IK \{e}, therefore IK admits a polar decomposition. This decomposition
is realised by the bijection x↔ (‖x‖, x/‖x‖) between
IK′ = IK\{0, e}
and (0,∞)× S.
In addition to the homogeneity property of the metric d, we sometimes
require that
d(x+ h, x) ≤ d(h,0) = ‖h‖, x, h ∈ IK. (2.1)
Then the metric (or the norm) in IK is said to be sub-invariant. If IK is a
group, then an invariant (thus also sub-invariant) metric always exists, i.e. (2.1)
holds with equality sign. This constraint is not trivial, for instance the cone
(R+,∨) with the maximum operation and Euclidean metric does not satisfy the
condition (2.1).
Before giving the definition of regularity for the random element in a cone
IK we recall the definition of a regularly varying function. We say that L is a
regular varying function of index α at infinity (respectively at origin) and we
denote L ∈ Rα (respectively L ∈ Rα(0+)) if
L(λx)
L(x)
→ xα, as x→∞ (x→ 0) for all λ > 0.
In particular, if α = 0 the function L is called slowly varying function.
Definition 2.4. A random IK ′-valued element X has a regularly varying tail
distribution if there exists a finite measure σ on the unit sphere S, a number
α > 0 and a slowly varying function L such that the convergence (1.1) holds for
all B ∈ B(S) with σ(∂B) = 0; here ‖ · ‖ is the norm in IK.
The measure σ is called spectral measure, and α is called characteristic
exponent or simply tail index. The fact that X has a regularly varying tail
distribution with tail index α and spectral measure σ will be noted later by
"X ∈ VR(α, σ)".
There are various characterizations of the property X ∈ VR(α, σ) (see e.g.
[14]). We give here an equivalent definition.
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Definition 2.5. A random IK ′-valued element X ∈ VR(α, σ) if there exists a
slowly varying function L˜ such that for all r > 0 and B ∈ B(S) with σ(∂B) = 0
lim
n→∞
nP
{
X
‖X‖ ∈ B, ‖X‖ > rbn
}
= σ(B)r−α, (2.2)
where bn = n
1/αL˜(n).
It is well known that in Rd the convergence (2.2) are equivalent to the con-
vergence in distribution of binomial point processes βn =
∑n
k=1 δξk/bn to a
Poisson point process piα,σ whose intensity measure has a particular form [18].
This result is generalized to random elements in an abstract cone [6]. More-
over, in a cone which possesses the sub-invariant norm, the convergence (2.2)
with α ∈ (0, 1) implies that X belongs to the domain of attraction of a strictly
α-stable distribution (see Th. 4.7 [6]).
Typical examples of cones that fulfil our requirements are Banach spaces or
convex subcones in Banach spaces; the family of compact (or convex compact)
subsets of a Banach space with Minkowski addition, see e.g. [8] [11] [10]; the
family of compact sets in Rd with the union operation, see e.g. [15]; the family of
all finite measures with the conventional addition operation and multiplication
by numbers, see e.g. [5] [17]. Another typical example is the set R+ = [0,∞)
with the maximum operation, i.e. x + y = x ∨ y = max(x, y). Max-stable
distributions appear in this case. More information on these and other examples
can be found in [6].
3 The consistency of estimators
We assume that ξ1, ξ2, . . . , ξN are i.i.d. random IK- valued elements with a
regularly varying tail distribution. For our purposes we suppose that the spectral
measure is normalized, i.e., σ(S) = 1. Our aim is to estimate α and σ from the
sample. The estimators αˆN and σˆN (·) are defined by (1.6) and (1.13). To
establish consistency of these estimators we need two auxiliary results below.
Let X be a IK ′-valued random element, we denote G(x) = P{‖X‖ > x}. Let
Y1, Y2, . . . be the random variables i.i.d. with distribution function 1 − G and
Yn,1, Yn,2, · · · , Yn,n, Yn,1 ≥ Yn,2 ≥ · · · ≥ Yn,n, the corresponding order statistics.
Lemma 3.1. If X satisfies the condition of regular variation (2.2), then the
vector b−1n (Yn,1, . . . , Yn,n, 0, 0, . . .) converge in distribution in R
∞ to
σ(S)1/α(Γ
−1/α
1 ,Γ
−1/α
2 , . . .), where Γi =
i∑
j=1
λj and λ1, λ2, . . . are i.i.d. random
variables with a standard exponential distribution, i.e. E(λi) = 1.
The proof is given in Section 5.
The second result is a variant of the strong law of large numbers for a
triangular array.
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Proposition 3.2. Let {Xm,i, 1 ≤ i ≤ n} be i.i.d. real random variables for
each m. Suppose that the indices n and m satisfy the following relations
n ∼ N r, m ∼ N1−r as N →∞ (3.1)
where 0 < r < 1 is a constant and N ∈ N. If there exists a real number k > 2r
and a constant M > 0 such that E|Xm,1|k ≤M <∞, then
1
n
n∑
i=1
Xm,i −EXm,1 a.s.−−−−→
N→∞
0. (3.2)
The proof is given in Section 5.
We consider now the estimator of characteristic exponent αˆN .
Theorem 3.3. Let ξ, ξ1, . . . , ξN be i.i.d. IK
′-valued random elements and ξ ∈
VR(α, σ). If Sn is defined by (1.5) with n ∼ N r, 0 < r < 1, then
1
n
Sn
a.s.−−−−→
N→∞
α
1 + α
. (3.3)
Remark 1. This means that the quantity Snn− Sn gives a consistent esti-
mator of the parameter α.
Proof. By Lemma 3.1, it follows that for all i(
M
(1)
m,i
bm
,
M
(2)
m,i
bm
)
⇒ c(Γ−1/α1 ,Γ−1/α2 ) as m→∞. (3.4)
Therefore for all i, 1 ≤ i ≤ n we have
κm,i ⇒
(
λ1
λ1 + λ2
)1/α
as m→∞.
Since 0 ≤ κm,i ≤ 1, for any integer k
Eκ
k
m,i −−−−→m→∞ E
(
λ1
λ1 + λ2
)k/α
. (3.5)
Simple calculations show that
E
(
λ1
λ1 + λ2
)1/α
=
α
α+ 1
. (3.6)
The random variables κm,1, . . . ,κm,n are i.i.d. and 0 ≤ κm,i ≤ 1. By applying
Proposition 3.2, we have
1
n
Sn −Eκm,1 a.s.−−−−→
N→∞
0. (3.7)
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Combining this with (3.5) (3.6) proves (3.3), completing the proof of the theo-
rem. 
Next we consider the estimator of the spectral measure defined by (1.13).
Note that the random elements θm,1, . . . , θm,n on which this estimator is defined
are i.i.d. in S. The following lemma shows the asymptotic property for each
θm,i, i = 1, . . . , n.
Lemma 3.4. Let ξ1, . . . , ξN be i.i.d. IK
′-valued random elements such that the
condition (2.2) is satisfied. If θm,i is defined by (1.12), then
θm,i ⇒ σ as m→∞ (3.8)
for each i.
Proof. For all Borel set B in unite sphere S such that σ(∂B) = 0, we have
P{θm,i ∈ B} = P{ξm,1/‖ξm,1‖ ∈ B}
=
m∑
k=1
P{ξm,1/‖ξm,1‖ ∈ B, ξm,1 = ξk}
= mP{ξm/‖ξm‖ ∈ B, ξm,1 = ξm}
= mP{ξm/‖ξm‖ ∈ B, ‖ξm‖ ≥ ‖ξk‖, ∀k = 1, . . . ,m− 1}
= mP{ξm/‖ξm‖ ∈ B, ‖ξm‖ ≥ bmτm−1}
=
∫
mP{ξm/‖ξm‖ ∈ B, ‖ξm‖ ≥ bmx}Pτm−1(dx).
where Pτm−1 is the distribution of τm−1 = max
1≤k≤m−1
(‖ξk‖b−1m ).
By (2.2) and Lemma 3.1, the last term converges to∫
σ(B)x−αP
Γ
−1/α
1
(dx) = σ(B)E(Γ
−1/α
1 )
−α = σ(B).

Therefore for each Borel set B in unit sphere S such that σ(∂B) = 0, we
have
1IB(θm,i)⇒ 1IB(η) as m→∞,
where η is a random element with distribution σ. This yields
E1IB(θm,i) −−−−→
m→∞
σ(B). (3.9)
If there exists a constant r > 0 such that n ∼ N r, applying Proposition 3.2
for the triangular array {1IB(θm,1), . . . , 1IB(θm,n)}, we have for each fixed set
B ∈ B(S) with σ(∂B) = 0,
1
n
n∑
i=1
1IB(θm,i)−E1IB(θm,1) a.s.−−−−→
N→∞
0. (3.10)
Together (3.9) and (3.10) we have the following result.
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Theorem 3.5. Let ξ, ξ1, . . . , ξN be i.i.d. IK
′-valued random elements and ξ ∈
VR(α, σ). If σˆN (·) is defined by (1.13) with n ∼ N r, 0 < r < 1, then ∀B ∈ B(S)
with σ(∂B) = 0,
σˆN (B) =
1
n
n∑
i=1
1IB(θm,i)
a.s.−−−−→
N→∞
σ(B). (3.11)
The result is for a fixed set. A stronger convergence can be proved by an
immediate application of the following proposition.
Proposition 3.6. Let (S,S) be a complete separable metric space. Let {σn} be
a sequence of random probability measure in S. If σ is a probability measure on
(S,S) such that for each set B ∈ B(S) with σ(∂B) = 0 we have the convergence
σn(B)
a.s.→ σ(B), then
σn
a.s.⇒ σ as n→∞.
The proof is given in Section 5
Corollary 3.7. Under the same assumption of Theorem 3.5, we have
σˆN
a.s.⇒ σ as N →∞.
4 The asymptotic normality of estimators
In this section we consider the asymptotic normality of the estimators αˆN and
σˆN .
Let us denote
am = Eκm,1 =
α
α+ 1
+ rm,
where rm → 0 as m→∞. Using this notation, we can write
√
n
(
1
n
Sn − α
α+ 1
)
=
1√
n
n∑
i=1
(κm,i − am) +
√
nrm.
It is easy to see that (1.11) follows from the following three relations :
1√
n
n∑
i=1
(κm,i − am)⇒ N (0, σ2), (4.1)
√
nrm → 0, (4.2)
1
n
n∑
i=1
κ
2
m,i −
(
1
n
Sn
)2
P−−−−→
N→∞
σ2. (4.3)
Denoting σ2m := E(κm,i − am)2, we have
σ2m → σ2 = α((α + 1)2(α+ 2))−1.
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The relation is a consequence of (3.5). Since the i.i.d. random variables {κm,i−
am, 1 ≤ i ≤ n} are uniformly bounded, we assume |κm,i − am| ≤ M < ∞.
Considering the condition of Lindeberg : for all ε > 0,
lim
n→∞
1
nσ2m
n∑
i=1
∫
{|κm,i−am|>ε
√
nσm}
(κm,i − am)2dP
≤ lim
n→∞
M2
σ2m
P{|κm,1 − am| > ε
√
nσm}
= 0,
the relation (4.1) follows from the central limit theorem applied to triangular
array {κm,i − am, 1 ≤ i ≤ n}. The relation (4.3) follows from Proposition 3.2
applied to triangular array {κ2m,i, 1 ≤ i ≤ n} and Theorem 3.3. Therefore it
remains to prove (4.2). The same proof of Theorem 1 in [16] gives the following
result.
Theorem 4.1. Let ξ, ξ1, . . . , ξN be i.i.d. IK
′-valued random elements and ξ ∈
VR(α, σ). If the distribution of ξ satisfies the relation (1.8) with 0 < α < β ≤ ∞
and we choose n and m verifying the relation defined by (1.10), then we have
(1.11).
Using Delta-method we obtain the result in a more convenient form for the
statistics.
Corollary 4.2. Under the same assumption of Theorem 4.1 we have
√
n (αˆN − α)
(α+ 1)2
(
1
n
n∑
i=1
κ
2
m,i −
(
1
n
Sn
)2)1/2 ⇒ N (0, 1). (4.4)
Remark 2. Simple calculations show that
1
n
n∑
i=1
κ
2
m,i −
(
1
n
Sn
)2
P−−−−→
N→∞
α((α + 1)2(α+ 2))−1.
Therefore the asymptotic variance of estimator αˆN is
α(α+1)2
α+2 . This means that
the confidence intervals of αˆN increase with α.
Before considering the asymptotic normality of the estimator of spectral
measure, we present a strong second-asymptotic relation : ∀B ∈ B(S) with
σ(∂B) = 0,
P
{
ξ
‖ξ‖ ∈ B, ‖ξ‖ > x
}
= σ(B)x−α + Cx−β + o(x−β) as x→∞, (4.5)
where β > α > 0. Note that this condition implies the conditions (1.1) and
(1.8).
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Let us denote σ(B) = b, 1IB(θm,i) = ηm,i, i = 1, 2, . . . , n. Then
Zn = σˆN (B)− σ(B) = 1
n
n∑
i=1
(ηm,i − σ(B)),
√
nZn =
1√
n
n∑
i=1
(ηm,i − σ(B)) = 1√
n
n∑
i=1
(ηm,i −Eηm,1) +
√
n(Eηm,1 − σ(B)),
Un =
1√
n
n∑
i=1
(ηm,i −Eηm,1), rm = Eηm,1 − σ(B).
We set
TN =
√
nZn 1
n
n∑
i=1
η2m,i −
(
1
n
n∑
i=1
ηm,i
)21/2
,
then the asymptotic property of σˆN can be described as following.
Theorem 4.3. Let ξ, ξ1, . . . , ξN be i.i.d. IK
′-valued random elements and the
distribution of ξ satisfies the condition (4.5). If we choose
n = N2ζ/(1+2ζ)−ε, m = N1/(1+2ζ)+ε,
where ζ = min(β−αα , 1) and ε is an arbitrarily small positive constant, then
TN ⇒ N (0, 1). (4.6)
Remark 3. We can get also asymptotic normality for
√
nZn, but the vari-
ance of the limit normal law is σ(B)(1 − σ(B)) which we are estimating.
Remark 4. Fristedt, [9], proved an asymptotic expansion for the distribu-
tion of the norm of a strictly α-stable random vector in Rd
G(x) = c1x
−α + c2x−2α +O(x−3α), as x→∞. (4.7)
That means β = 2α. In this case the optimal choice of n and m is n =
N2/3−ε,m = N1/3+ε, hence the rate of convergence of σˆN (B) in L1 is close
to N1/3.
The proof is given in Section 5.
5 Proofs
Preliminary remarks
Let X be IK′-valued random element satisfying the condition of regular vari-
ation (2.2). We denote Y = ‖X‖ and G(x) = P{Y > x}. Then
nG(bnx)→ σ(S)x−α, as n→∞, for all x > 0. (5.1)
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For positive fixed x, we choose n the smallest integer such that bn+1 > x. Then
bn ≤ x < bn+1 and for a non-creasing function G we have
G(λbn+1)
G(bn)
≤ G(λx)
G(x)
≤ G(λbn)
G(bn+1)
, for all λ > 0.
By (5.1) we have nG(bn)→ σ(S), then
G(λx)
G(x)
→ λ−α, as x→∞ for all λ > 0.
We deduce that G ∈ R−α, which allow us write the following equivalence
G(x) ∼ x−αL(x), (5.2)
where L(x) is a slowly varying function.
We recall a well known result on the asymptotic inverse of a regular varying
function.
Theorem 5.1. ([3] Th. 1.5.12) Let f ∈ Rα with α > 0, then ∃g(x) ∈ R1/α
such that the following relation holds
f(g(x)) ∼ g(f(x)) ∼ x as x→∞. (5.3)
Here g (the asymptotic inverse of f) is defined uniquely up to asymptotic equiv-
alence, and a version of g is
f←(x) = inf{y : f(y) ≤ x}.
We denote
f(x) =
1
G(x)
∼ xα 1
L(x)
, (5.4)
then f(x) ∈ Rα with α > 0. By applying the previous theorem, we obtain the
inverse g(x) of f(x) in the following form,
g(x) = x1/αL♯(x)
where the slowly varying function L♯ verifies the following relation
L(x)−1/αL♯(f(x))→ 1, (5.5)
and
L(g(x))−1L♯(x)α → 1, x→∞. (5.6)
By (5.3) and (5.4) we have
G
(
g
(
1
x
))
∼ x, x→ 0. (5.7)
Defining the generalized inverse
G−1(x) := inf{y : G(y) < x},
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we can prove that
G(G−1(x)) ∼ x, x→ 0. (5.8)
For this we choose λ > 1, A > 1, δ ∈ (0,∞), then by the theorem of Potter (Th.
1.5.6 [3] page 25) there exists u0 such that
A−1λ−α−δG(v) ≤ G(u) ≤ Aλα+δG(v), ∀v ∈ [λ−1u, λu], u ≥ u0.
We take x small enough such that G−1(x) ≥ u0, then by the definition of G−1
there exists y ∈ [λ−1G−1(x), G−1(x)] such that G(y) ≥ x, and there exists
y′ ∈ [G−1(x), λG−1(x)] such that G(y′) < x. Taking G−1(x) for u, y and y′ for
v, we get
A−1λ−α−δG(y) ≤ G(G−1(x)) ≤ Aλα+δG(y′).
Hence lim sup and lim inf of G(G−1(x))/x are between Aλα+δ and A−1λ−α−δ
as x→∞. Taking A, λ ↓ 1, we have G(G−1(x))/x→ 1.
The relations (5.7) and (5.8) give immediately
G−1(x) ∼ g(1/x), x→ 0.
Thus we have the equivalent expression of the inverse of G(x):
G−1(x) ∼ x−1/αL♯(1/x) ∈ R−1/α(0+). (5.9)
Lemma 5.2. Let X be a IK ′-valued random element, G(x) = P{‖X‖ > x}. If
the distribution of X satisfies the condition (2.2), then for each i = 1, 2, . . . ,
b−1n G
−1
(
Γi
Γn+1
)
−−−−→
n→∞
σ(S)1/αΓ
−1/α
i with probability 1. (5.10)
Proof. We recall (5.1) nG(bnx)→ σ(S)x−α which implies
G(xn) ∼ σ(S)
n
(
bn
xn
)α
, n→∞
where xn = bnx, xn →∞, as n→∞. By replacing the left term in the previous
formula by (5.2), we get an equivalent expression of bn in terms of L(x):
bn ∼
(
nL(xn)
σ(S)
)1/α
, n→∞. (5.11)
Considering (5.9), we have an equivalent expression with probability 1 for
each i,
G−1
(
Γi
Γn+1
)
∼
(
Γi
Γn+1
)−1/α
L♯
(
Γn+1
Γi
)
, n→∞ (5.12)
where L♯ satisfies (5.5) which means
L(xn)
−1/αL♯
(
Γn+1
Γi
)
→ 1, n→∞. (5.13)
13
Collecting (5.11)-(5.13) we deduce that with probability 1
b−1n G
−1
(
Γi
Γn+1
)
∼ σ(S)1/α
(
Γn+1
nΓi
)1/α
L(xn)
−1/αL♯
(
Γn+1
Γi
)
∼
(
σ(S)
Γi
)1/α
,
as n→∞, since Γn+1/n a.s.−−−−→
n→∞
1; the lemma is proved. 
Proof of Lemma 3.1: It is well known that (see, e.g. [4] Section 13.6)
(Yn,1, . . . , Yn,n)
L
=
(
G−1
(
Γ1
Γn+1
)
, . . . , G−1
(
Γn
Γn+1
))
. (5.14)
The lemma follows from (5.10) and (5.14). 
Proof of Proposition 3.2: Denote Ym,i = Xm,i − EXm,1, then the random
variables {Ym,i, 1 ≤ i ≤ n} are centered and i.i.d.. We have
E|Ym,1|k ≤ E(|Xm,1|+|EXm,1|)k ≤ E(2k−1(|Xm,1|k+|EXm,1|k)) ≤ 2kE|Xm,1|k.
It is well known (see [19]) that for k ≥ 2 we have
E
∣∣∣∣∣
n∑
i=1
Ym,i
∣∣∣∣∣
k
≤ c(k)nk/2E|Ym,1|k,
where c(k) is a positive constant depending only on k. We deduce from the
condition (3.1) that there exists a constant C > 0 such that n ≥ CN r. Hence
for all ε > 0 we have
P
{∣∣∣∣∣ 1n
n∑
i=1
Ym,i
∣∣∣∣∣ > ε
}
≤
E
∣∣∣∣∣
n∑
i=1
Ym,i
∣∣∣∣∣
k
nkεk
≤ 2
kc(k)E|Xm,1|k
C
k
2N
kr
2 εk
=
c0
N
kr
2 εk
,
where c0 = 2
kc(k)M/C
k
2 . Since kr2 > 1, we can find a small enough positive
number ε′ such that kr2 − ε′ > 1. Taking ε = εN = N−
ε′
k and applying the
Borel-Cantelli lemma, we get that with probability 1 and for N large enough∣∣∣∣∣ 1n
n∑
i=1
Xm,i −EXm,1
∣∣∣∣∣ ≤ N− ε′k ,
the proposition is proved. 
Proof of Proposition 3.6: We denote the collection of all σ-continuity sets
by
Dσ = {B | B ∈ B(S), σ(∂B) = 0}.
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Since S est separable, there exists a countable dense set in S, denoted by
W = {x1, x2, . . .}, xi ∈ S, i = 1, 2, . . . .
We denote the open ball with centre xi in W and radius r by
V (xi, r) = {x | x ∈ S, ‖x− xi‖ < r}.
Since for each xi ∈ W the boundaries ∂{V (xi, r)} ⊂ {x | ‖x − xi‖ = r} are
disjoints for different r, at most a countable number of them can have positive
σ-measure. Therefore, there exists a sequence of positive numbers rik ↓ 0 as
k →∞ for each xi such that
Li = {V (xi, rik), k = 1, 2, . . .} ⊂ Dσ.
The collection L =
⋃
xi∈W
Li is countable. It is clear that for each xi ∈ W , the
collection Li is a local base at point xi for la topology S. Since W is dense in
S, L is a base of S. The σ-algebra generated by L, denoted by σ(L), is the
Borel-field B(S).
Now we expand L by adding the finite intersections of members of L, we
denote
L = L ∪
{⋂
i∈I
Vi
∣∣∣∣∣ Vi ∈ L, I ⊂ N, card(I) <∞
}
.
It is clear that L is still countable and σ(L) = B(S), moreover L ⊂ Dσ. Since
σn(B)
a.s.→ σ(B) for all B ∈ B(S) and σ(∂B) = 0, then ∀V ∈ L, ∃ΛV ⊂ Ω and
P(ΛV ) = 0, such that ∀ω ∈ Λ∁V we have
σn(ω, V )→ σ(V ). (5.15)
If we denote Λ =
⋃
V ∈L
ΛV , then P(Λ) = 0. Moreover ∀ω ∈ Λ∁ we have always the
convergence (5.15) for all V ∈ L. The collection L is closed under the operation
of finite intersection. By Theorem 2.2 in [2] (page 14) we have σn ⇒ σ, ∀ω ∈ Λ∁,
which implies σn
a.s.⇒ σ. 
Proof of Theorem 4.3: We denote c2 = b(1 − b). In order to prove (4.6) it
suffices to show the following relations,
Un
D−−−−→
N→∞
N (0, c2), (5.16)
√
nrm → 0, (5.17)
1
n
n∑
i=1
η2m,i −
(
1
n
n∑
i=1
ηm,i
)2
P−−−−→
N→∞
c2. (5.18)
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Since 0 < 1IB(θm,i) ≤ 1, the moments E|1IB(θm,i) − E1IB(θm,i)|k are uni-
formly bounded for all k > 0. The limit variance is
c2m := E(ηm,1 −Eηm,1)2 = Eη2m,1 − (Eηm,1)2 = b+ rm − (b+ rm)2 → c2,
if we have (5.17). We consider the condition of Lindeberg: for all ε > 0,
lim
n→∞
1
nc2m
n∑
i=1
∫
{|1IB(θm,i)−E1IB(θm,i)|>ε
√
ncm}
(1IB(θm,i)−E1IB(θm,i))2dP
= lim
n→∞
1
c2m
∫
{|1IB(θm,i)−E1IB(θm,i)|>ε
√
ncm}
(1IB(θm,i)−E1IB(θm,i))2dP
≤ lim
n→∞
1
c2m
(E(1IB(θm,i)−E1IB(θm,i))4)1/2(P{|κm,1 − am| > ε
√
nσm})1/2
= 0. (5.19)
The relation (5.16) follows from the application of central limit theorem for the
triangular array {1IB(θm,i)−E1IB(θm,i)}.
It is easy to see that (5.18) follows from the application of Proposition 3.2
to triangular array {η2m,i}. It remains to establish the relation (5.17). In fact,
we have |rm| ≤ Cmax(m−1,m−(β−α)/α) from the following lemma. Taking an
arbitrarily small positive constant ε and
n = N
2ζ
1+2ζ−ε, m = N
1
1+2ζ+ε,
we get
√
nrm → 0, the theorem is proved. 
Lemma 5.3. If the condition (4.5) is satisfied, then
|rm| ≤ Cmax(m−1,m−(β−α)/α). (5.20)
Proof. In order to prove (5.20), we need to show that
P{θm,i ∈ B} = σ(B) + Rm, (5.21)
with the remainder term Rm = O(max(m
−1,m−(β−α)/α)). Let us denote
Gm(x) = P
{
max
1≤i≤m−1
‖ξi‖ ≤ x
}
.
Using the definition of θm,i, it is not difficult to see that
P{θm,i ∈ B} = m
∫ ∞
0
P
{
ξ1
‖ξ1‖ ∈ B, ‖ξ1‖ > r
}
Gm(dr).
Let G˜m(x) = Gm(xm
1/α). Assumption (4.5) implies (we recall that σ(S) = 1)
that for large s,
P{‖ξ‖ > s} = s−α + Cs−β + o(s−β). (5.22)
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Therefore, it is easy to get the relation
lim
m→∞
G˜m(x) = G0(x) =
{
exp(−x−α), x > 0,
0, x ≤ 0.
Using (4.5) and the fact that
∫∞
0
y−αdG0(y) = 1, we have (5.21) with Rm =∑4
i=1 Rm,i, where
Rm,1 = m
∫ s
0
P
{
ξ1
‖ξ1‖ ∈ B, ‖ξ1‖ > r
}
dGm(r),
Rm,2 = −σ(B)
∫ s′
o
y−αdG0(y),
Rm,3 = σ(B)
∫ ∞
s′
y−αd(G˜m(y)−G0(y)),
Rm,4 = Cm
−(β−α)/α
∫ ∞
s′
y−βdG˜m(y).
Here s′ = sm−1/α and we shall choose s later. It is easy to see that
Rm,1 ≤ m(1 −P{‖ξ1‖ > s})m = m(1− hm−1)m ≤ me− 12h,
where h = h(m, s) = mP{‖ξ1‖ > s} ≥ 12ms−α. We have used (5.22) for the
last inequality. Thus, if we choose
s =
( m
K lnm
)1/α
,
with sufficiently large K, then we get
Rm,1 = o(m
−1). (5.23)
Simple calculations show that
Rm,2 = o(m
−1). (5.24)
The main remainder term is Rm,3 and to estimate it we must first estimate the
difference G˜m(y) − G0(y). A rather simple expansion of logarithmic function
gives the following estimates which are sufficient for our purposes.
Lemma 5.4. ([7] Lemma 2) Let ξi, i ≥ 1 be i.i.d. random vectors satisfying
(5.22). Then for y > cm−1/α
|G˜m(y)−G0(y)| ≤ C(α, β) exp(−y−α)(m−(β−α)/αy−β +m−1y−2α) (5.25)
and
sup
y
|G˜m(y)−G0(y)| = C(α, β)max(m−1,m−(β−α)/α). (5.26)
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Now we can estimate the term Rm,3. Integrating by parts, we get
|Rm,3| = σ(B)(R(1)m,3 +R(2)m,3), (5.27)
where
R
(1)
m,3 = s
′−α|G˜m(s′)−G0(s′)|,
R
(2)
m,3 = α
∫ ∞
s′
|G˜m(y)−G0(y)|y−α−1dy.
Since s′ = (K lnm)−1/α > Cm−1/α, we can use (5.25) to estimate both quanti-
ties R
(i)
m,3, i = 1, 2. After some simple calculations, we get
R
(1)
m,3 = o(m
−1),
R
(2)
m,3 ≤ C(α, β)max(m−1,m−(β−α)/α).
In a similar way we estimate Rm,4:
Rm,4 = Cm
−(β−α)/α
∫ ∞
s′
y−βdG˜m(y) = Cm−(β−α)/α(R
(1)
m,4 +R
(2)
m,4), (5.28)
where
R
(1)
m,4 =
∫ ∞
s′
y−βdG0(y),
R
(2)
m,4 =
∫ ∞
s
y−βd(G˜m(y)−G0(y)).
It is easy to see that
R
(1)
m,4 ≤ C(α, β) (5.29)
and R
(2)
m,4 can be estimated in a similar way to Rm,3:
R
(2)
m,4 ≤ C(α, β)max(m−1,m−(β−α)/α). (5.30)
Collecting (5.23), (5.24), and (5.27)-(5.30) we get (5.20). 
References
[1] A. Araujo and E. Giné, The Central Limit Theorem for Real and Banach
Valued Random Variables. Wiley, New York, 1980.
[2] P. Billingsley, Convergence of Probability Measures. Wiley, 2d ed, 1968.
[3] N. H. Bingham, C. M. Goldie and J. L. Teugels, Regular Variation. Cam-
bridge University Press, Cambridge, 1987.
[4] L. Breiman, Probability. Addison-Wesley, Reading, Massachusetts, 1968.
18
[5] D. J. Daley and D. Vere-Jones, An Introduction to the Theory of Point
Processes. Springer, New York, 2003.
[6] Y. Davydov, I. Molchanov and S. Zuyev, Strictly stable distributions on
convex cones. Electron. J. Probab. 13 (2008), 259-321.
[7] Y. Davydov and V. Paulauskas, On the estimation of the parameters of
multivariate stable distributions. Acta Applicandae Mathematicae: An In-
ternational Survey Journal on Applying Mathematics and Mathematical Ap-
plications 58 (1999), no. 1, 107-124.
[8] Y. Davydov, V. Paulauskas and A. Račkauskas, More on P-Stable Convex
Sets in Banach Spaces. Journal of Theoretical Probability 13 (2000), no. 1,
39-64.
[9] B. Fristedt, Expansions for the density of the absolute value of a strictly
stable vector. Ann. Math. Stat. 43 (1972), no. 2, 669-672.
[10] E. Giné, M. G. Hahn and J. Zinn, Limit theorems for random sets: An
application of probability in Banach space results. Probability in Banach
spaces IV, Proc. Semin., Oberwolfach 990 (1982), 112-135.
[11] E. Giné and M. G. Hahn, Characterization and domains of attraction of
p-stable random compact sets. Ann. Probab. 13 (1985), no. 2, 447-468.
[12] H. Hult and F. Lindskog, Regular variation for measures on metric spaces.
Publications de l’Institut Mathematique 80 (2006), no. 94, 121-140.
[13] M. M. Meerschaert and H. P. Scheffler, Limit distributions for sums of
independent random vectors: Heavy tails in theory and practice. Wiley-
Interscience, 2001.
[14] T. Mikosch,Modeling dependence and tails of financial time series. Extreme
Values in Finance, Telecommunications, and the Environment (2003), 185-
286.
[15] I. S. Molchanov, Theory of Random Sets. Springer, London, 2005.
[16] V. Paulauskas, A New Estimator For a Tail Index. Acta Appli. Math, 79
(2003), 55-67.
[17] S. T. Rachev, Probability metrics and the stability of stochastic models.
Wiley, Chichester, 1991.
[18] S. I. Resnick, Extreme Values, Regular Variation and Point Processes.
Springer-Verlag, Berlin, 1987.
[19] H. P. Rosenthal, On the subspaces of Lp (p > 2) spanned by sequences of
independent random variables. Israel J. Math. 8 (1970), 273-303.
[20] E. Rvaceva, On domains of attraction of multi-dimensional distributions.
Select. Transl. Math. Statist. and Probab. 2 (1962), 183-205.
19
