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DYNAMICAL BIFURCATION OF MULTI-FREQUENCY OSCILLATIONS
IN A FAST-SLOW SYSTEM
A. M. SAMOILENKO∗, I. O. PARASYUK†, AND B. V. REPETA‡
Abstract. We study a dynamical counterpart of bifurcation to invariant torus for a system
of interconnected fast phase variables and slowly varying parameters. We show that in such a
system, due to the slow evolution of parameters, there arise transient processes from damping
oscillations to multi-frequency ones, asymptotically close to motions on the invariant torus.
1. Introduction
It was shown in the monograph of Krylov M. M. and Bogoliubov M. M. [1] that non-
conservative perturbations of a pair of harmonic oscillators under quite general conditions
lead to the birth of a local attractor homeomorphic to a 2-dimensional torus in a 4-dimensional
phase space of such a system. The phenomenon of invariant torus bifurcation due to a stability
loss of a limit cycle when a couple of complex multiplicators cross the unit circle as parameters
change was examined in [2,3] and became widely known with appearance of publications [4,5]
(see also [6]). The mathematical framework which enabled us to achieve strict results in the
analysis of multidimensional invariant tori bifurcations was developed in [7–13]. It is also worth
highlighting references [14–19] among other works in this direction.
The mentioned results are related to the static bifurcations theory, which considers systems
of the form x˙ = f(x, u), dependent on time-constant parameters u = (u1, . . . , um), where
f(·, ·) : Rd × Rm → Rd is a sufficiently smooth mapping. When one claims, for instance, that
while the parameters u change along some curve u = u(s), s ∈ (−1, 1), there is a stable k-
dimensional invariant torus being born in such a system due to a stability loss of an equilibrium,
it means that when s ∈ (−1, 0), the system
x˙ = f(x, u(s)) (1)
has an asymptotically stable equilibrium x∗ which becomes unstable for s ∈ (0, 1), and at the
same time there exists a continuous (sufficiently smooth) mapping X(·, ·) : Tk × (−1, 1) → Rd
such that X(·, 0) ≡ x∗ for all s ∈ (−1, 0], and for each s ∈ (0, 1) the image of X(·, s) : Tk → Rd
is an asymptotically orbitally stable invariant toroidal manifold of system (1).
Due to certain reasons, it sometimes makes sense to view the family of systems as the system
in Rd × Rm
x˙ = f(x, u), u˙ = 0. (2)
Then one can interpret the bifurcation of invariant torus as follows. The system has an invariant
set, such that its intersections with planes Πs := {(x, u) : u = u(s)} for s ∈ (0, 1) are invariant
toroidal manifolds Ts := X(Tk, s) × {u(s)}. These manifolds shrink to the point {(x∗, u(0))}
as s → +0, and each manifold Ts is a local attractor of system (2) restriction to the plane Πs
(which is clearly invariant). Thus, when one says that the aforementioned bifurcation consists
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in a birth of an invariant torus in the phase space, it should actually be perceived as a spatial
phenomenon rather than a dynamical one.
With the release of publications [20–22], there began the systematic research of truly dy-
namical bifurcations — the effects connected with qualitative changes in a system’s dynamics
that develop in time and are induced by the actual slow evolution of parameters as they pass
certain critical values. One of the most resonant achievements in this direction was connected
with the delayed loss of stability phenomenon in so-called fast-slow systems of the form
x˙ = f(x, u, ε), u˙ = εg(x, u, ε), (3)
where x = (x1, . . . , xd) are fast phase variables, u = (u1, . . . , um) are slowly varying parameters
and ε is a small static parameter. Here we cannot present the complete review of results in
dynamical bifurcations theory. Let us just note some of the papers [24–27]. In particular, [24]
depicts the connection between the delayed loss of stability and “canard”-solutions theory of
singularly perturbed systems [28], whereas in [26] a dynamical counterpart of the Andronov
– Hopf bifurcation was studied. Meanwhile, for authors’ best knowledge, the information on
dynamical counterparts of invariant tori bifurcations seems to be lacking.
In this paper we consider a (2n + m)-dimensional system (3) (d = 2n) under assumption
that its invariant manifold of slow motions (i. m. s. m.) is given by equation x = 0, i. e.
f(0, u, ε) ≡ 0, and for the linear system
x˙ =
[
f ′x(0, u, 0) + εf
′′
x,ε(0, u, 0)
]
x,
(which is the system of the first approximation for the phase variables x with respect to the
i. m. s. m.) one can specify the following three zones in the parameters space: the zone of
asymptotic stability Ds, indefiniteness zone D∗, and the zone of complete instability Du . At
the same time, the characteristic equation of the operator f ′x(0, u, 0) has purely imaginary roots
for all u from union of the aforementioned domains. In addition, we assume that the system
u˙ = εg(0, u, 0) is convergent and its attractor is some point in Du. Under certain additional
conditions it will be shown that in an O(
√
ε)-neighborhood of the i. m. s. m. of system (3)
one can observe the following dynamical bifurcation. Firstly, while during some time of order
O(ε−1) the parameters u(t)move inside the zone Ds, the phase components of the corresponding
solution x(t) exhibit exponentially damping oscillations. Next, after u(t) has passed D∗ and has
entered Du, the oscillations’ amplitude starts to grow, and finally, as t→ +∞ the corresponding
trajectory of (3) is attracted to the invariant torus, asymptotically approaching some trajectory
on the latter.
To analyze the system in an O(
√
ε)-neighborhood of an i. m. s. m., the scaling transformation
x 7→ √εx is applied, after what the problem becomes a non-local one. The establishment of
invariant torus’ existence itself does not give rise to many essential complications and is done
using the same results of [7, 10] in quite the same manner as in [17, 19]. However, it is a much
harder task to determine the non-local attraction basin of an invariant torus of the system
obtained by the above scaling. For this we have managed to show that the relative measure of
the attraction domain is estimated from below with a value of order 1− O(εk/n).
The present article is organized as follows. In Section 2 we formulate a series of conditions
on the system under consideration, construct its partial normal form in phase variables x and
make a transition to polar-type variables. In Section 3 the behavior of solutions of the first
approximation system is examined. Section 4 contains our main result, which is based on
auxiliary propositions of Sections 5 and 6, concerning the existence of an invariant torus and
its attraction properties.
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2. Construction of System’s Normal Form in Phase Variables
and Main Assumptions
From now on we will require system (3) to satisfy the following conditions.
C1: The right-hand sides of the system are smooth and bounded. Particularly, f(·, ·, ·) ∈
Cˆ∞ (R2n × Rm × R→R2n), g(·, ·, ·) ∈ Cˆ∞ (R2n × Rm × R→Rm), where Cˆ∞ (X →Y)
denotes the space of smooth bounded mappings from domain X to set Y with bounded
derivatives of all orders.
C2: The system has an i. m. s. m. given by equation x = 0, i. e. f(0, u, ε) = 0 for all
(u, ε) ∈ Rm × R.
C3: For every u ∈ Rm the operator f ′x(0, u, 0) has purely imaginary eigenvalues ±iωj(u),
j = 1, . . . , n, such that
inf
u∈Rm
ωj(u) > 0, inf
u∈Rm
|ωj(u)− ωk(u)| > 0, j, k = 1, . . . , n, j 6= k.
Then for all natural N ≥ 2 and s ≥ 2 we may express system (3) as
x˙ =
N∑
k=1
Fk(u, ε)x
k + F˜N,s+1(x, u, ε)x, u˙ = ε
[
N∑
k=0
Gk(u, ε)x
k + G˜N+1,s(x, u, ε)
]
. (4)
Here Fk(u, ε)x
k and Gk(u, ε)x
k are R2n- and Rm-valued homogeneous forms of degree k of x and
polynomials of degree s and s − 1 in ε respectively. The remainder terms of Taylor’s formula
F˜N,s+1(x, u, ε)x (here F˜N,s+1(x, u, ε) is a 2n× 2n-matrix) and G˜N+1,s(x, u, ε) for ‖x‖+ |ε| → 0
satisfy the order relations∥∥∥F˜N,s+1(x, u, ε)∥∥∥ = O (‖x‖N + |ε|s+1) , ∥∥∥G˜N+1,s(x, u, ε)∥∥∥ = O (‖x‖N+1 + |ε|s) .
Without loss of generality we can assume that for a fixed natural s and the corresponding
sufficiently small ε0 > 0 the matrix F1(u, ε) is in its real normal form on the set R
m× (−ε0, ε0)
J(u, ε) := diag
[(
εα¯1(u, ε) −ω¯1(u, ε)
ω¯1(u, ε) εα¯1(u, ε)
)
, . . . ,
(
εα¯n(u, ε) −ω¯n(u, ε)
ω¯n(u, ε) εα¯n(u, ε)
)]
.
Here each function α¯j(u, ε), ω¯j(u, ε) is a polynomial in ε of degree not greater than s− 1 and
s respectively with smooth coefficients depending on u of class Cˆ∞ (Rm→R), and ω¯j(u, 0) =
ωj(u). To verify this, the following lemma can be used.
Lemma 1. Suppose that A(·, ·) ∈ Cˆ∞ (Rm × R→Rd×d), G(·, ·) ∈ Cˆ∞ (Rm × R→Rm), where
R
d×d denotes the space of d × d-matrices with real elements. If for all u ∈ Rm the matrix
A0(u) := A(u, 0) has eigenvalues λj(u), j = 1, . . . , d, such that
inf
u∈Rm
|λi(u)− λj(u)| > 0 ∀i, j = 1, . . . , d, i 6= j, (5)
then for any natural s there exists a mapping T (·, ·) ∈ C∞ (Rm × R→Rd×d) with the fol-
lowing properties. 1) The mapping ε 7→ T (u, ε) is an Rd×d-valued polynomial of de-
gree s in ε with coefficients of class Cˆ∞
(
Rm→Rd×d). 2) There exists ε0 > 0 such that
inf(u,ε)∈Rm×(−ε0,ε0) |det T (u, ε)| > 0, and after the transformation x 7→ T (u, ε)x the system
x˙ = A(u, ε)x, u˙ = εG(u, ε) (6)
takes the form
x˙ =
[
B(u, ε) + εs+1B˜(u, ε)
]
x, u˙ = εG(u, ε),
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where the matrix B(u, ε) =
∑s
k=0 ε
kBk(u) is in its real normal form, and
Bk(·) ∈ Cˆ∞
(
R
m→Rd×d) , k = 0, . . . , s, B˜(·, ·) ∈ Cˆ∞ (Rm × (−ε0, ε0)→Rd×d) .
Proof. Since condition (5) is met, there exists a mapping T0(·) ∈ Cˆ∞
(
Rm→Rd×d) such that
the matrix B0(u) := T
−1
0 (u)A0(u)T0(u) is in its real normal form. Moreover, there exists a
constant matrix S, with complex elements in general, such that S−1B0(u)S is diagonal. Let us
construct a formal change of variables
x 7→
∑
k≥0
εkTk(u)x
with the coefficients Tk(·) ∈ Cˆ∞
(
Rm→Rd×d) which transforms system (6) into
x˙ =
∑
k≥0
εkBk(u)x, u˙ = εG(u, ε),
where Bk(·) ∈ Cˆ∞
(
R
m→Rd×d) and Bk(u) commutes with B0(u) for all k ≥ 1.
To do so, let us introduce the dot product 〈X, Y 〉 := tr(XY ) in Rd×d and note that as
〈ZX −XZ, Y 〉 = tr [(ZX −XZ)Y ] = tr(Y ZX − ZY X) = −〈X,ZY − Y Z〉 ,
the operator X 7→ adZX := ZX − XZ is skew symmetric for all Z ∈ Rd×d, thus, Rd×d =
ker adZ⊕im adZ (the sum is orthogonal and adZ-invariant). Then, if for any arbitrary Y ∈ Rd×d
we denote its orthogonal projection on ker adZ by Y0, the equation adZX = Y −Y0 with a fixed
Z has a unique solution X ∈ im adZ . In addition to this, if Z has N different eigenvalues, then
there exists a non-degenerate matrix S (with complex elements) such that S−1ZS is a diagonal
matrix. Therefore, X ∈ ker adZ if and only if S−1XS is diagonal.
Next, let
∑
i≥0 ε
iAi(u) and
∑
j≥0 ε
jGj(u) be formal expansions of A(u, ε) and G(u, ε) by ε
respectively. Equating coefficients of powers of ε in the formal equality
ε
∑
i≥0
εi
∂Ti
∂u
∑
j≥0
εjGj(u) +
∑
i≥0
εiTi(u)
∑
j≥0
εjBk(u) =
∑
i≥0
εiAi(u)
∑
j≥0
εjTj(u),
which is satisfied by Bk(u) and Tk(u), we obtain relations
T0(u)B0(u) = A0(u)T0(u),
Tk(u)B0(u) + T0(u)Bk(u) = A0(u)Tk(u) + Ak(u)T0(u) +Rk(u), k = 1, 2, . . . ,
in which every operator Rk(u) is defined by Ti(u), Bj(u), Al(u) with indices less than k. If we
assign Tk(u) := T0(u)Xk(u) for k ≥ 1 and multiply all of the equalities by T−10 (u) on the left
side, we will have
B0(u) = T
−1
0 (u)A0(u)T0(u),
−adB0(u)Xk(u) = T−10 (u)Ak(u)T0(u) +Rk(u)− Bk(u), k ≥ 1.
Now it is possible to explicitly determine Xk(u) ∈ im adB0(u) by replacing Bk(u) with the
orthogonal projection of matrix Pk(u) := T
−1
0 (u)Ak(u)T0(u) +Rk(u) on ker adB0(u). (It follows
from what was mentioned before that Bk(u) equals the diagonal part of matrix S
−1Pk(u)S
multiplied by S on its left side and by S−1 on its right side).
Clearly, the desired non-formal transformation is T (u, ε) =
∑s
k=0 ε
kTk(u). 
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Set sj ∈ C2n to be an eigenvector of matrix J0(u) := F1(u, 0) = J(u, 0) which corresponds to
the eigenvalue iωj(u), k = 1, . . . , n. Since
J0(u) = diag
[(
0 −ω1(u)
ω1(u) 0
)
, . . . ,
(
0 −ωn(u)
ωn(u) 0
)]
,
the vectors sj are independent of u. Let us compose a matrix S, whose first n columns are
the vectors s1, . . . , sn and last n columns are their complex conjugates respectively, and let us
define basis forms
ςq(y) := [S
−1y]q, ei,q(y) = ςq(y)si, (7)
where q := (q1, . . . , q2n) ∈ Z2n+ , xq = xq11 · · ·xq2n2n .
We can now proceed to the construction of a transformation that converts the N -jet of
system (4) to its normal form in fast variables under an extra assumption of the absence of
resonances up to a certain order between frequencies ωk(u), k = 1, . . . , n. To make the corre-
sponding statement, we define an n× 2n-matrix I = [En;−En], where En is the n-dimensional
identity matrix, assign
ω(u) := (ω1(u), . . . , ωn(u)) , |q| := |q1|+ · · ·+ |q2n| ,
denote the i-th unit vector of the coordinate space R2n (i. e. the vector, whose i-th coordinate
is equal to 1 and the rest are zeroes) by ei, and introduce the following sets for positive numbers
ν and σ
Ai(N, ν) :=
{
u ∈ Rm : |〈ω(u), I(q− ei)〉| > ν ∀q ∈ Z2n+ : 2 ≤ |q| ≤ N, I(q− ei) 6= 0
}
,
A0(N, ν) :=
{
u ∈ Rm : |〈ω(u), Iq〉| > ν ∀q ∈ Z2n+ : 2 ≤ |q| ≤ N, Iq 6= 0
}
,
A(N, ν) :=
n⋂
i=0
Ai(N, ν), B2nδ (y0) := {y : ‖y − y0‖ < δ} , B2nδ := B2nδ (0),
R0(N) :=
{
q ∈ Z2n+ : 0 ≤ |q| ≤ N, Iq = 0
}
, Ri(N) :=
{
q ∈ Z2n+ : 2 ≤ |q| ≤ N, I(q− ei) = 0
}
.
Proposition 1. Suppose that conditions C1–C3 are met, and s ≥ 2 is a fixed natural number.
Also, for some N ∈ N, N > 2 and ν > 0 let the set A(N, ν) be non-empty. Then there exist
numbers δ > 0 and ε0 > 0 such that after the change of variables
x = y +
N∑
k=2
Xk(v, ε)y
k, u = v + ε
N∑
k=1
Uk(v, ε)y
k, (y, v, ε) ∈ B2nδ ×A(N, ν)× (−ε0, ε0), (8)
where
Xk(v, ε)y
k =
s∑
j=0
εjXk,j(v)y
k, U(v, ε) =
s−1∑
j=0
εjUk,j(v)y
k,
and
Xk,j(·)yk ∈ Cˆ∞
(A(N, ν)→R2n) , Uk,j(·)yk ∈ Cˆ∞ (A(N, ν)→Rm) ∀y ∈ R2n, k = 1, . . . , s,
system (4) takes the form
y˙ = J(v, ε)y +
2n∑
i=1
∑
q∈Rk(N)
Hi,q(v, ε)ei,q(y) + H˜N,s+1(y, v, ε)y,
v˙ = ε

 ∑
q∈R0(N)
ςq(y)Cq(v, ε) + C˜N+1,s(y, v, ε)

 .
(9)
DYNAMICAL BIFURCATIONS 6
Additionally,
Hi,q(v, ε) =
s∑
j=0
εjHi,q,j(v), Cq(v, ε) =
s−1∑
j=0
εjCq,j(v),
where Hi,q,j(·) ∈ Cˆ∞ (A(N, ν)→C) , Cq,j(·) ∈ Cˆ∞ (A(N, ν)→Cm), and the remainder terms
of Taylor’s formula H˜N,s+1(y, v, ε)y and C˜N+1,s(y, v, ε) satisfy the order relations∥∥∥H˜N,s+1(y, v, ε)∥∥∥ = O (‖y‖N + εs+1) , ∥∥∥C˜N+1,s(y, v, ε)∥∥∥ = O (‖y‖N+1 + εs) , ‖y‖+ |ε| → 0.
Proof. Let us apply the polynomial transformation (8) to the truncated system
x˙ = J(u, ε)x+
N∑
k=2
Fk(u, ε)x
k, u˙ = ε
N∑
k=0
Gk(u, ε)x
k,
If the resulting system is
y˙ = J(v, ε)y +
∑
k≥2
Hk(v, ε)y
k, v˙ = ε
∑
k≥0
Ck(v, ε)y
k,
then the following equalities must hold
J(v, ε)y +
∑
k≥2
Hk(v, ε)y
k +
N∑
j=2
∂ (Xj(v, ε)y
j)
∂y
[
J(v, ε)y +
∑
i≥2
Hi(v, ε)y
i
]
+
+
N∑
j=2
∂ (Xj(v, ε)y
j)
∂v
[
ε
∑
i≥0
Ci(v, ε)y
i
]
=
= J
(
v + ε
N∑
j=1
Uj(v, ε)y
j, ε
)[
y +
N∑
i=2
Xi(v, ε)y
i
]
+
+
N∑
j=2
Fj
(
v + ε
N∑
l=1
Ul(v, ε)y
l, ε
)[
y +
N∑
i=2
Xi(v, ε)y
i
]j
,
∑
k≥0
Ck(v, ε)y
k +
N∑
j=1
∂ [Uj(v, ε)y
j]
∂y
[
J(v, ε)y +
∑
i≥2
Hi(v, ε)y
i
]
+
+
N∑
j=1
∂ (Uj(v, ε)y
j)
∂v
[
ε
∑
i≥0
Ci(v, ε)y
i
]
=
N∑
j=0
Gj
(
v + ε
N∑
l=1
Ul(v, ε)y
l, ε
)[
y +
N∑
i=2
Xi(v, ε)y
i
]j
.
Equating the homogeneous forms of y in the left- and right-hand sides, we obtain
C0(v, ε) := G0(v, ε),
C1(v, ε)y + U1(v, ε)J(v, ε)y + ε
∂U1(v, ε)y
∂v
C0(v, ε) =
= ε
∂G0(v, ε)
∂v
[U1(v, ε)y] +G1(v, ε)y,
Hk(v, ε)y
k +
∂
(
Xk(v, ε)y
k
)
∂y
J(v, ε)y + ε
∂
(
Xk(v, ε)y
k
)
∂v
C0(v, ε) =
= J(v, ε)Xk(v, ε)y
k + Fk(v, ε)y
k +Mk(v, ε)y
k, k = 2, . . . , N,
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Ck(y, ε)y
k +
∂[Uk(v, ε)y
k]
∂y
J(v, ε)y + ε
∂
(
Uk(v, ε)y
k
)
∂v
C0(v, ε) =
= ε
∂G0(v, ε)
∂v
Uk(v, ε)y
k +G1(v, ε)Xk(v, ε)y
k +Gk(v, ε)y
k +Nk(v, ε)y
k, k = 2, . . . , N,
where all of the forms Mk(u, ε)y
k and Nk(u, ε) are determined by the forms contained in the
original system, the resulting one and in the transformations and have indices less than k. The
forms within the given equalities can be expanded as Hk(u, ε) ∼
∑
j≥0 ε
jHk,j(u) and so on.
Having introduced operators
LJ0(v)y · :=
∂ ·
∂y
J0(y)y − J0(v) ·, ∂J0(v)y · :=
∂ ·
∂y
J0(y)y
and having equated coefficients in left- and right-hand sides, we arrive at the homological
equations for determination of Xk,j(u), Hk,j(u), Uk,j(u), Ck,j(u):
U1,j(v)J0(v)y = G1,j(v)y −
j−1∑
i=0
U1,i(v)Jj−i(v)y+
+
j−1∑
i=0
[
∂C0,j−i−1(v)
∂v
U1,i(v)y − ∂U1,i(v)y
∂v
C0,j−i−1(v)
]
− C1,j(v)y,
where j = 0, . . . , s− 1, and
LJ0(v)yXk,j(v)y
k = Fk,j(v)y
k + Pk,j(v)y
k −Hk,j(v)yk,
∂J0(v)yUk,j(v)y
k = G1,0(v)Xk,j(v)y
k +Gk,j(v)y
k +Qk,j(v)y
k − Ck,j(v)yk,
where k = 2, . . . , N, j = 0, . . . , s. Here the forms Pk,j(u), Qk,j(u) are constructed using the
forms found from the analogous equations on the previous step, i. e. from the equations in
which there is an index k − 1 instead of k. The forms Hk,j(v) and Ck,j(v) are chosen in such
a way that the resulting system has, in some sense, as a simple structure as possible. Since
J0(v) is non-degenerate, U1,j(v) is explicitly found by assigning C1,j(v) = 0, j ≥ 0. After that,
we switch over to determining other required forms by replacing them with their expansions in
the basis forms (7):
Xk,j(v) =
∑
|q|=k
ςq(y)Xq,j(v) =
2n∑
i=1
∑
|q|=k
Xi,q,j(v)ei,q(y), Uk,j(v) =
∑
|q|=k
ςq(y)Uq,j(v), etc.
As S−1J0(v)S := diag [iω1(v), . . . , iωn(v),−iω1(v), . . . ,−iωn(v)], it is not hard to deduce the
equalities
∂J0(v)yςq(y) = [ςq(y)]
′
y J0(v)y =
d
dt
∣∣∣
t=0
[(
S−1eJ0(v)ty
)q]
= i 〈ω(v), Iq〉 ςq(y),
LJ0(v)yei,q(y) = [ei,q(y)]
′
y J0(v)y − J0(v)ei,q(y) =
d
dt
∣∣∣
t=0
e−J0(v)tei,q
(
eJ0(v)ty
)
=
= i 〈ω(v), I(q− ei〉 ei,q(y).
But then the equations for determining the desired forms’ coefficients become
i 〈ω(v), I(q− ei)〉Xi,q,j(v) = Fi,q,j(v)− Pi,q,j(v)−Hi,q,j(v),
i 〈ω(v), Iq〉Uq,j(v) = G1,0(v)Xq,j(v) +Gq,j(v) +Qq,j(v)− Cq,j(v).
If v ∈ Ai(N, ν), i 6= 0, then in case I(q−ei) = 0, we can declare Hi,q,j(v) = Fi,q,j(v)−Pi,q,j(v),
Xi,q,j(v) = 0, otherwise Hi,q,j(v) = 0, and at the same time we will find Xi,q,j(v). Similarly,
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if v ∈ A0(N, ν), then Cq,j(v) = G1,0(v)Xq,j(v) + Gq,j(v) + Qq,j(v); Uq,j(v) = 0 if Iq = 0, and
Cq,j(v) = 0 if Iq 6= 0, in which case we explicitly find Uq,j(v).
Having performed the constructed change of variables in (4), we obtain system (9). 
Let us now switch over to complex variables z = (z1, . . . , zn) ∈ Cn in system (9) with the
substitution
y =
n∑
j=1
zjsj +
n∑
j=1
z¯j s¯j = 2Re
[
n∑
j=1
zjsj
]
.
System (9) takes the form
z˙j =

εα¯j(v, ε) + iω¯j(v, ε) + ∑
3≤2|p|+1≤N
hj,p(v, ε)(|z|)2p

 zj+
+O
(
‖z‖N+1 + εs+1 ‖z‖
)
, j = 1, . . . , n,
v˙ = ε

 ∑
0≤2|p|≤N
cp(v, ε)(|z|)2p +O
(
‖z‖N+1 + εs
) ,
where p ∈ Zn+ and hj,p(v, ε) := Hj,(p,p)+ej (v, ε), cp(v, ε) := C(p,p)(v, ε), (p,p) :=
(p1, . . . , pn, p1, . . . , pn), (|z|) = (|z1| , . . . , |zn|). The order relations O
(
‖y‖N+1 + εs+1 ‖y‖
)
and O
(
‖y‖N+1 + εs
)
denote the remainder terms of the same kind as H˜N,s+1(y, v, ε)y and
C˜N+1,s(y, v, ε) respectively. One can also easily ensure that the equations for z¯j are complex
conjugate with the equations for zj .
Throughout the rest of this paper we will assume that the parameter ε is non-negative.
Having introduced the polar-type coordinates rj, ϕj| mod 2π by zj = √εrjeiϕj , j = 1, . . . , n,
having defined aj,p(v, ε) := Rehj,p(v, ε), bj,p(v, ε) := Imhj,p(v, ε), r = (r1, . . . , rn),
√
r =
(
√
r1, . . . ,
√
rn), ϕ = (ϕ1, . . . , ϕn) and having assigned s = (N + 1)/2, we come to the system
r˙j = 2ε

α¯j(v, ε) + ∑
3≤2|p|+1≤N
ε|p|−1aj,p(v, ε)r
p

 rj + εN/2√rjRj(r, v, ϕ, ε),
v˙ = ε

 ∑
0≤2|p|≤N
ε|p|cp(v, ε)r
p + ε(N+1)/2Z(r, v, ϕ, ε)

 ,
ϕ˙j = ω¯j(v, ε) +
∑
3≤2|p|+1≤N
ε|p|bj,p(v, ε)r
p + εN/2r
−1/2
j Φj(r, v, ϕ, ε), j = 1, . . . , n,
(10)
where the remainder terms can be written as
Rj(r, v, ϕ, ε) :=
∑
|q|=N+1
a˜j,q(
√
εr, v, ϕ, ε)
√
r
q
+ 2
∑
|q|=1
aˆj,q(
√
εr, v, ϕ, ε)
√
r
q
,
Φj(r, v, ϕ, ε) :=
∑
|q|=N+1
b˜j,q(
√
εr, v, ϕ, ε)
√
r
q
+
∑
|q|=1
bˆj,q(
√
εr, v, ϕ, ε)
√
r
q
,
Z(r, v, ϕ, ε) :=
∑
|q|=N+1
c˜q(
√
εr, v, ϕ, ε)
√
r
q
+ cˆ(
√
εr, v, ϕ, ε).
DYNAMICAL BIFURCATIONS 9
Here the functions a˜j,q(ρ, v, ϕ, ε), aˆj,q(ρ, v, ϕ, ε), . . . are smooth in [0, ̺0]
n × Rm × Tn × [0, ε0],
and ̺0 > 0, ε0 ≪ 1 are some positive constants.
If we declare for a couple of vectors p = (p1, . . . , pn), q = (q1, . . . , qn) an operation p • q =
(p1q1, . . . , pnqn) and assign
α(v) := (α1(v), . . . , αn(v)), A(v) := −
{
ai,ǫj (v, 0)
}n
i,j=1
, c(v) := c0(v, 0)
(here ǫj denotes the j-th coordinate unit vector of the space R
n), it will allow us to rewrite
system (10) as
r˙ = 2ε [α(v)− A(v)r + εB(r, v, ε)] • r + εN/2√r •R(r, v, ϕ, ε),
v˙ = εc(v) + ε2W (r, v, ε) + ε(N+3)/2Z(r, v, ϕ, ε),
ϕ˙ = ω(v) + εΨ(r, v, ε) + εN/2r−1/2 • Φ(r, v, ϕ, ε).
(11)
All of the functions which appear in this system are bounded in [0, ̺]n×Rm×Tn× [0, ε0], where
0 < ̺ < ̺0/ε0, and their smoothness properties are determined by the corresponding terms
of system (10). Furthermore, the order relations ‖R(r, v, ϕ, ε)‖ = O(‖√r‖), ‖Φ(r, v, ϕ, ε)‖ =
O(‖√r‖) hold uniformly in v ∈ BmR∗ , ϕ ∈ Tn, ε ∈ [0, ε0] when ‖r‖ → 0.
For the sake of simplicity, we shall consider the case when the domains Ds, D∗ and Du, which
were mentioned in the Introduction, are formed by nested balls. More precisely, let us introduce
the following notations for a triplet of numbers R0, R∗, R
∗ such that 0 < R0 < R∗ < R
∗:
α0 := min
1≤j≤m
inf
v∈Bm
R0
αj(v), α∗ := − max
1≤j≤m
sup
v∈Bm
R∗
\Bm
R∗
αj(v), α
∗ := sup
v∈Bm
R∗
‖α(v)‖ ,
A∗ := inf
v∈Bm
R∗
min
‖ξ‖=1
〈A(v)ξ, ξ〉 , A∗ := sup
v∈Bm
R∗
‖A(v)‖
and state some additional assumptions.
C4: There exist such numbers R0 < R∗ < R
∗ that α∗ > 0, α0 > 0, A∗ > 0.
C5: The conditions of resonances absence are fulfilled: BmR∗ ⊂ A(N, ν) for some N ≥ 3,
ν > 0. Besides, if N < 5, then 0 ∈ A(5, ν).
C6: The conditions of system v˙ = c(v) convergence are met: there exists κ > 0 such that
〈c(v), v〉 < −κ ‖v‖2 for all v ∈ BmR∗ .
C7: All components of vector r∗ := A−1(0)α(0) are positive.
Furthermore, without loss of generality we can assert that r∗ = (1, 1, . . . , 1). This can always
be achieved using the scaling transformation r 7→ r∗ • r.
In accordance with condition C4, we now take that
Ds = BmR∗ \BmR∗ , D∗ = BmR∗ \BmR0 , Du = BmR0 . (12)
3. Analysis of the First Approximation System
In order to have at least rough understanding of how system (11) solutions behave, let us
focus on the first approximation system
r˙ = 2ε[α(v)−A(v)r] • r, v˙ = εc(v), ϕ˙ = ω(v) + εΨ(r, v, ε).
Currently we are mainly interested in dynamics of the subsystem for the variables r, v
r˙ = 2ε[α(v)− A(v)r] • r, (13)
v˙ = εc(v). (14)
Proposition 2. The origin is a global attractor of system (14) within a ball BmR∗ .
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Proof. Condition C6 implies that along every solution of system (14) the function 〈v, v〉 tends
to zero monotonously. 
Let {v(t)}t≥0 be a forward trajectory of system (14) and let us consider the solution r(·) of
the system
r˙ = 2ε[α(v(t))− A(v(t))r] • r,
such that r(0) ∈ (0,∞)n. Since the j-th component rj(·) of this solution can be viewed as a
non-trivial solution of a linear homogeneous equation with a continuous coefficient, it yields
rj(t) > 0 for all t ≥ 0.
Proposition 3. Suppose that v(0) ∈ Ds and T ∗ = sup {t ≥ 0: v(t) ∈ Ds}. Then |r(t)| ≤
|r(0)| e−2εα∗t for all t ∈ [0, T ∗].
Proof. By condition C4 on the interval [0, T ∗] we get
d |r(t)|
dt
≤ 2ε [−α∗ |r(t)| − 〈A(v(t))r(t), r(t)〉] ≤ 2ε
[−α∗ |r(t)| − A∗ ‖r(t)‖2] ≤ −2εα∗ |r(t)| ,
which provides the estimate for |r(t)|. 
Corollary 1. For all v ∈ Ds the derivative of |r| along trajectories of subsystem (13) does not
exceed −2εα∗ |r|.
Proposition 4. The point (r∗, 0) is a global attractor of system (13)–(14) in the domain
(0,∞)n ×BmR∗ .
Proof. It follows from the inequality
d |r(t)|
dt
≤ 2ε [|α(v(t)) • r(t)| − 〈A(v(t))r(t), r(t)〉] ≤ 2ε ‖r(t)‖ [α∗ − A∗ ‖r(t)‖]
that |r(t)| is decreasing while ‖r(t)‖ > α∗/A∗, and hence, it does so for at least as long as all
points of the hyperplane |r| = |r(t)| stay outside the sphere ‖r‖ = α∗/A∗. Or in other words,
it is decreasing while the distance from the hyperplane |r| = |r(t)| to the origin is greater than
α∗/A∗. Since this distance equals |r(t)| /
√
n, then no matter how small δ > 0 we choose, there
will be a unique positive moment of time starting from which r(t) belongs to the bounded set
{r ∈ (0,∞)n : |r| ≤ √n (α∗ + δ) /A∗}.
Meanwhile, as soon as at some moment t0 ≥ 0 the point v(t) enters Du, the inequality
d |r(t)|
dt
≥ 2ε [α∗ |r(t)| −A∗ ‖r(t)‖2] ≥ 2ε |r(t)| [α∗ − A∗ |r(t)|] .
will become valid. Consequently, starting from some moment of time t1 ≥ t0 the inequality
|r(t)| ≥ (α∗ − δ) /A∗ holds. Thus, if we declare
K := {r ∈ Rn+ : (α∗ − δ)/A∗ ≤ |r| ≤ √n (α∗ + δ) /A∗} , (15)
there will be a moment of time tK = tK(r(0)) ≥ t1 such that r(tK) ∈ K, and then r(t) ∈ K for
every t ≥ tK. It is noticeable that by choosing the number ε0 small enough, without loss of
generality, we can thereby suppose that ̺ >
√
n (α∗ + δ) /A∗, and accordingly, |r| < ̺ for all
r ∈ K.
Let us prove that r(t)→ r∗ when t→ +∞. Consider the limit system
r˙ = 2ε[α(0)− A(0)r] • r.
It has a positive definite Lyapunov function in (0,∞)n (relative to the equilibrium r∗)
V0(r) :=
n∑
i=1
(ri − 1− ln ri) ≡ |r| − ln
n∏
i
ri − n, (16)
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with a negative definite derivative along the limit system. Indeed,
〈∇V0(r), 2ε[α(0)−A(0)r] • r〉 = 2ε
n∑
i=1
(
ri − 1
ri
)
[α(0)−A(0)r]i ri =
= 2ε 〈r − r∗, α(0)− A(0)r〉 = −2ε 〈r − r∗, A(0) [r − r∗]〉 ≤ −2εA∗ ‖r − r∗‖2 .
Now let us assign q := sup0<‖v‖≤R∗ ‖v‖−1 [‖α(v)− α(0)‖+ ‖A(v)− A(0)‖ ̺] and compute the
derivative along trajectories of system (13)–(14) of the function
V (r, v) := V0(r) + λ ‖v‖2 /2, (17)
where λ > q2/ (2A∗κ). Sylvester’s criterion of positive definiteness of a quadratic form claims
the existence of such a number µ > 0 that
〈∇V0(r), 2ε[α(v)− A(v)r] • r〉+ ελ 〈c(v), v〉 = −2ε 〈r − r∗, A(0) [r − r∗]〉+
+2ε 〈r − r∗, α(v(t))− α(0) + [A(0)−A(v(t))] r〉+ ελ 〈c(v), v〉 ≤
≤ −ε [2A∗ ‖r − r∗‖2 − 2q ‖r − r∗‖ ‖v‖+ λκ ‖v‖2] ≤ −εµ [‖r − r∗‖2 + ‖v‖2] (18)
for all v ∈ BmR∗ and r ∈ (0,∞)n such that |r| ≤ ̺. Since (r(t), v(t)) ∈ K×Du for all sufficiently
large t, then V (r(t), v(t))→ 0 for t→ +∞. But thus r(t)→ r∗ when t→ +∞. 
Corollary 2. For all v ∈ BmR∗ and r ∈ (0,∞)n such that |r| >
√
n(α∗+ δ)/A∗ the derivative of
function |r| along trajectories of subsystem (13)does not exceed −2εδ (α∗ + δ) /A∗. If, otherwise,
v ∈ Du and 0 < |r| < (α∗ − δ)/A∗, this derivative is greater than 2εδ |r|. The set K × Du is
a forward invariant set of system (13)–(14). Moreover, each forward trajectory of this system
such that (r(0), v(0)) ∈ (0,∞)n ×BmR∗ enters K ×Du.
Let J(r) denote the Jacobi matrix ∂
∂r
[(α(0)− A(0)r) • r] and HV0(r) be the Hesse matrix of
the function V0(·) at the point r. One can easily verify that the quadratic form 〈HV0(r∗)r, r〉 is
positive definite.
Proposition 5. The linear system r˙ = J(r∗)r is asymptotically stable and the derivative of the
quadratic form 〈HV0(r∗)r, r〉 along trajectories of this system is negative definite.
Proof. We have the inequality
−〈r − r∗, A(0) [r − r∗]〉 = 〈∇V0(r), [α(0)− A(0)r] • r〉 =
= 〈HV0(r∗)(r − r∗), J(r∗)(r − r∗〉+O(‖r − r∗‖3).
Since the left-hand side is a quadratic form, the right-hand side should also be one. This
concludes that
〈HV0(r∗)r, J(r∗)r〉 = −〈A(0)r, r〉 ∀r ∈ Rn.

4. The Main Theorem
Everywhere in what follows, we assume that ̺ > max {√n (α∗ + δ) /A∗, 1}, and therefore,
the set K given by formula (15) is contained in the simplex
S̺ :=
{
r ∈ Rn+ : |r| ≤ ̺
} ⊂ [0, ̺]n .
Before we proceed to the formulation of the main theorem, let us point out an important
property of a union of sub-level sets of the function V0(·), defined by (16):⋃
c>0
V −10 ([0, c]) = (0,∞)n.
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This fact, particularly, is a consequence of the following simple lemma.
Lemma 2. For k > 0 and c ≥ 0 consider the set
Qε(k, c) :=
{
r ∈ Rn : rj ≥ e−cεk, j = 1, . . . , n
}
.
If ε0 ∈ (0, 1) and c ≥ 1, then
V −10
([
0,
∣∣ln εk∣∣ + c− 1]) := {r ∈ (0,∞)n : V0(r) ≤ ∣∣ln εk∣∣+ c− 1} ⊂ Qε(k, c) ∀ε ∈ (0, ε0).
If additionally
∣∣∣ln εk/n0 ∣∣∣ > ̺− ln ̺, then
Qε
(
k
n
, 0
)
∩ S̺ ⊂ V −10
([
0,
∣∣ln εk∣∣]) ∀ε ∈ (0, ε0).
Corollary 3. The estimate mes
(S̺ \ V −10 ([0, ∣∣ln εk∣∣])) = O(εk/n) holds when ε→ +0.
Now we can proceed to the statement of our main result.
Theorem 1. Suppose that conditions C4–C7 are fulfilled and 0 < k < N − 2. Then there
exists such ε0 > 0 that: 1) for every ε ∈ (0, ε0) the solution (r(t), v(t), ϕ(t)) of system (11) with
the initial condition (r(0), v(0), ϕ(0)) ∈ S̺×Ds×Tn can be extended to the semi-axis [0,∞), it
satisfies the inequality |r(t)| ≤ |r(0)| e−εα∗t on the interval [0, T1(ε)) := {t ≥ 0: v(t) ∈ Ds}, and
there exists such an instant T2(ε) > T1(ε) that r(t) ∈ K, v(t) ∈ Du for t ≥ T2(ε), where sets K,
Ds and Du are defined by (15), (12); 2) system (11) has an n-dimensional invariant torus Tε
located in an O(ε)-neighborhood of the torus {r∗} × {0} × Tn, and the system’s restriction to
Tε has the form ϕ˙ = ω(0) + εf(ϕ, ε) where f(·, ε) : Tn → Rn is a Lipschitz vector field; 3) if in
addition r(0) satisfies V0(r(0)) ≤
∣∣ln εk∣∣, then there is a trajectory {(r˜(t), v˜(t), ϕ˜(t))}t∈R on the
torus Tε such that
lim
t→+∞
[|r(t)− r˜(t)|+ |v(t)− v˜(t)|+ |ϕ(t)− ϕ˜(t)|] = 0.
The statement remains valid for arbitrary r(0) ∈ S̺ if the additional conditions hold:
Rj(r, v, ϕ, ε)
∣∣
rj=0
= 0 ∀(r, v, ϕ, ε) ∈ S̺ ×BmR∗ × Tn × (0, ε0), j = 1, . . . , n. (19)
The proof of this theorem is drawn from the statements of Sections 5 and 6.
5. Preliminary Analysis of the Normalized System
In what follows assume that conditions of the main theorem are met. The following propo-
sition captures a series of similarities between the dynamic of the first approximation system
and the behavior of system (11).
Proposition 6. Let (r(t), v(t), ϕ(t)), t ∈ I, be an non-extendible solution of system (11) such
that r(0) ∈ S̺, v(0) ∈ BmR∗ . Then for sufficiently small ε0 > 0 and every ε ∈ (0, ε0) this
solution has the following properties. 1) The interval I contains the positive semi-axis, and
hence, S̺×BmR∗×Tn is a forward invariant set of system (11). 2) There exists a moment of time
τε ≥ 0 after which v(t) does not leave some O(ε)-neighborhood of the origin of Rm. Moreover,
on the interval [0, τε] the function ‖v(t)‖ is monotonously decreasing. 3) While v(t) ∈ Ds, the
function |r(t)| decreases with an exponential rate and it satisfies inequality |r(t)| ≤ |r(0)| e−εα∗t.
4) The set K ×Du × Tn is a forward invariant set of system (11), and there is a non-negative
moment of time, since which (r(t), v(t), ϕ(t)) ∈ K ×Du × Tn.
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Proof. By computing and estimating using Corollaries 1, 2 the derivatives of the functions
|r| and 〈v, v〉 along trajectories of the corresponding subsystems of system (11), it is easy to
verify that under the condition that ε0 is sufficiently small in the corresponding domains these
derivatives have the same signs as the derivatives of the functions |r| and 〈v, v〉 along trajectories
of system (13)–(14). In the same fashion as in proofs of Propositions 2, 3, 4, we obtain the
desired result. 
The presence of the term εN/2
√
r • R(r, v, ϕ, ε) in system (11) makes it harder to establish
a counterpart for Proposition 4. The next proposition provides restrictions on initial values of
system (11) solution which guarantee that, starting from some moment of time, this solution
enters and remains inside an O(
√
ε)-neighborhood of the torus defined in the phase space by
equations r = r∗, v = 0.
Proposition 7. There exist such positive numbers ε0 and C
∗ that for all ε ∈ (0, ε0) and any
solution (r(t), v(t), ϕ(t)) of system (11) with the initial values r(0) ∈ S̺ ∩ V −10
(
[0,
∣∣ln εk∣∣]) and
v(0) ∈ BmR∗ there is a moment tε > τε such that
‖r(t)− r∗‖ < C∗√ε, ‖v(t)‖ < C∗ε ∀t > tε. (20)
If additionally conditions (19) are met, then the existence of tε is guaranteed for any solution
of system (11) such that |r(0)| < ̺, rj(0) > 0 (j = 1, . . . , n), v(0) ∈ BmR∗ .
Proof. Turning back to Proposition 6, it is enough to verify the first inequality (20). Let C0
be a constant that bounds from above each of norms ‖B(r, v, ε)‖, ‖R(r, v, ϕ, ε)‖, ‖W (r, v, ε)‖,
‖Z(r, v, ϕ, ε)‖ on the set [0, ̺]n×BmR∗×Tn× [0, ε0]. By (18) on the set (0, ̺]n×Tn×BmR∗× [0, ε0],
the derivative of the function V (r, v) (see (17)) along trajectories of system (11) can be estimated
as
V˙(11)(r, v, ϕ, ε) :=
〈∇V0(r), 2ε [α(v)− A(v)r + εB(r, v, ε)] • r + εN/2√r •R(r, v, ϕ, ε)〉+
+λ
〈
v, εc(v) + ε2W (r, v, ε) + ε(N+3)/2Z(r, v, ϕ, ε)
〉 ≤
≤ −εµ (‖r − r∗‖2 + ‖v‖2)+ 2ε2 〈r − r∗, B(r, v, ε)〉+ εN/2 〈r − r∗, r−1/2 •R(r, v, ϕ, ε)〉+
+ε2λ 〈v,W (r, v, ε)〉+ ε(N+3)/2λ 〈v, Z(r, v, ϕ, ε)〉 ≤
≤ −ε [µ (‖r − r∗‖2 + ‖v‖2)− ‖r − r∗‖ (2C0ε+ εN/2−1 ∥∥r−1/2 •R(r, v, ϕ, ε)∥∥)− 2ελC0 ‖v‖] .
Let us show that for sufficiently small ε0 this derivative does not exceed a certain negative value
on the set{
(r, v, ϕ, ε) ∈ [Qε (k, c) ∩ S̺]× BmR∗ × Tn × (0, ε0] :
√
‖r − r∗‖2 + ‖v‖2 ≥ 6√εC0/µ
}
, (21)
where c ≥ λ[R∗]2/2 + 1. First of all, one can notice that
−ε ‖v‖ [µ ‖v‖ − 2ελC0] ≤ ε3λ2C20/µ ∀v ∈ BmR∗ .
Let (r, v, ϕ, ε) belong to set (21). If ‖r − r∗‖ > 1/4, then inequalities rj ≥ e−cεk yield that for
the first n coordinates of the point of set (21) we get
εN/2−1
∥∥r−1/2 •R(r, v, ϕ, ε)∥∥ ≤ εN/2−1C0ec/2ε−k/2 = ε(N−k−2)/2C0ec/2,
and then for sufficiently small ε0
V˙(11)(r, v, ϕ, ε) ≤ −ε
4
[µ
4
− 2C0ε− ε(N−k−2)/2C0ec/2
]
+ ε3λ2C20/µ < 0 ∀ε ∈ (0, ε0].
DYNAMICAL BIFURCATIONS 14
If, on the contrary, ‖r − r∗‖ ≤ 1/4, then |rj − 1| < 1/4, and thus, rj > 1/4. Taking into
account that in this case
∥∥r−1/2 •R(r, v, ϕ, ε)∥∥ ≤ 2C0, for sufficiently small ε0 and all ε ∈ (0, ε0]
we obtain
V˙(11)(r, v, ϕ, ε) ≤ −ε
[
µ
(‖r − r∗‖2 + ‖v‖2)− 4√εC0 ‖r − r∗‖ − 2ελC0 ‖v‖] ≤
≤ −ε
[
µ
(‖r − r∗‖2 + ‖v‖2)− 4√2εC0√‖r − r∗‖2 + ‖v‖2
]
< 0.
In accordance with Lemma 2 the set V −10
([
0,
∣∣ln εk∣∣+ c− 1]) lies in Qε(k, c), which means
that
S := V −1
([
0,
∣∣ln εk∣∣+ c− 1]) ∩ [S̺ × BmR∗ ] ⊂ [Qε (k, c) ∩ S̺]× BmR∗ ,
and Proposition 6 together with the estimates for V˙(11)(r, v, ϕ, ε) imply that the set S× Tn is
forward invariant. Furthermore, if (r(0), v(0)) ∈ S, then there exists a moment τ ∗ε > 0 such
that V (r(t), v(t)) < c∗(ε) for all t > τ ∗ε , where
c∗(ε) = max
{
V (r, v) :
√
‖r − r∗‖2 + ‖v‖2 = 6√εC0/µ
}
.
In fact, in a closed ball centered at (r∗, 0), the function V (·, ·) reaches its maximal values only
on the boundary. Therefore, in an open ball of radius 6
√
2εC0/µ, which is centered at (r
∗, 0),
the function V (·, ·) takes values that are less than c∗(ε), which means that this ball lies inside
V −1 ([0, c∗(ε)]). Now the existence of tε results from the negativity of V˙ (r, v, ϕ, ε) at points of
set (21).
Obviously, if r ∈ S̺, V0(r) ≤
∣∣ln εk∣∣ and ‖v‖ ≤ R∗, then V (r, v) ≤ ∣∣ln εk∣∣+ c− 1. Hence, the
set S contains the set
[
V −10
([
0,
∣∣ln εk∣∣]) ∩ S̺]× BmR∗ .
Furthermore, since V0(r) ∼ 12 〈HV (r∗)(r − r∗), r − r∗〉 near r∗, one can specify such C∗ > 0,
that the set V −1([0, c∗(ε)]) lies in a ball of radius C∗
√
ε with center at (r∗, 0) for all sufficiently
small ε > 0. It enables us to assign tε = max {τε, τ ∗ε }.
Finally, if conditions (19) are met, then Rj(r, v, ϕ, ε) =
√
rjR˜j(r, v, ϕ, ε), j = 1, . . . , n and
the proof runs as before in case r(0) ∈ S̺ ∩ (0,∞)n if subsystem for r (11) is replaced by
r˙ = 2ε
[
α(v)−A(v)r + εB(r, v, ε) + εN/2−1R˜(r, v, ϕ, ε)
]
• r.

Remark 1. It follows from Propositions 6 and 7 that when the forward trajectory⋃
t≥0(r(t), v(t), ϕ(t)) has no common points with the set S × Tn, then there is a moment
of time after which r(t) ∈ K \ V −10
(
[0,
∣∣ln εk∣∣]).
Hereafter, our main question will be whether system (11) possesses an invariant torus close
to the invariant torus of the first approximation system and if so, what its basin of attraction
is.
6. Existence of an Invariant Torus and its Basin of Attraction
Taking into account the already proved propositions, we will conduct further analysis of
system (11) in a neighborhood of the torus r = r∗, v = 0.
In order to simplify our notations, we will combine the variables r and v into one vector
variable y = (r, v) (this (n+m)-dimensional variable has no connection with the 2n-dimensional
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local variable in Section 2). Let us rewrite system (11) as
y˙ =εF (y, ε) + εN/2G(y, ϕ, ε),
ϕ˙ =ω¯(y, ε) + εN/2H(y, ϕ, ε),
(22)
where
F (y, ε) := (2 [α(v)− A(v)r + εB(r, v, ε)] • r, c(v) + εW (r, v, ε)) ,
G(y, ϕ, ε) :=
(√
r •R(r, v, ϕ, ε), ε3/2Z(r, v, ϕ, ε)) ,
ω¯(y, ε) := ω(v) + εΨ(r, v, ε), H(y, ϕ, ε) := r−1/2 • Φ(r, v, ϕ, ε),
and let us assign y∗ := (r∗, 0). Then F (y∗, 0) = 0. Since
F ′(y∗, 0) =
(
J(r∗) 2 [α′(0)− A′(0)r∗] • r∗
0 c′(0)
)
and according to Proposition 5 and condition C6 the linear systems r˙ = J(r∗)r and v˙ = c′(0)v
are asymptotically stable, which means that all of the eigenvalues of these systems’ matrices
have negative real parts. Consequently, the system y˙ = F ′(y∗, 0)y shares this property, too. It
is well known that there exists a positive definite quadratic form which has a negative definite
derivative along trajectories of an asymptotically stable linear system with a constant matrix.
This positive definite quadratic form sets a dot product structure. Therefore, we will further
assert that the space Rn+m is endowed with the dot product 〈·, ·〉 for which the quadratic form〈
F ′y(y
∗, 0)y, y
〉
is negative definite.
Now, we can choose positive numbers γ, σ and ε0 in such a way that the inequality〈[
F ′y(y, ε) + ε
(N−2)/2G′y(y, ϕ, ε)
]
z, z
〉 ≤ −2γ ‖z‖2 (23)
∀(y, z, ϕ, ε) ∈ Bn+mσ (y∗)× Rn+m × Tn × [0, ε0].
holds. It implies that Bn+mσ (y
∗)× Tn is a forward invariant set of system (22). Thus, for each
point (y, ϕ) ∈ Bn+mσ (y∗)×Tn its forward trajectory, denoted by {(ηt(y, ϕ)), φt(y, ϕ)}t≥0, lies in
Bn+mσ (y
∗)× Tn. In other words, in Bn+mσ (y∗)× Tn system (22) generates the semi-flow{
(ηt(·, ·), φt(·, ·)) : Bn+mσ (y∗)× Tn → Bn+mσ (y∗)× Tn
}
t≥0
.
It should be mentioned, that actually, as it follows from results of Section 3, system (22)
generates a semi-flow on the set S̺ × BmR∗ × Tn. Moreover, each point that enters the set[S̺ ∩ V −10 ([0, ∣∣ln εk∣∣])] × BmR∗ × Tn at some moment of time under action of this semi-flow
necessarily enters Bn+mσ (y
∗) × Tn after some instant of time and later on keeps moving inside
O(
√
ε)-neighborhood of the torus {y∗} × Tn.
Now, let us show that for any sufficiently small ε > 0 the set Bn+mσ (y
∗) × Tn contains an
n-dimensional invariant torus of system (22) which attracts all forward trajectories of this set,
and hence, the attraction basin of this torus contains the set
[S̺ ∩ V −10 ([0, k |ln ε|])]×BmR∗×Tn.
Remark 2. If σ is small enough, condition C5 yields that Bmσ ⊂ A(5, ν) and then for v ∈ Bmσ
results of Section 2 remain valid for N = 5. Because of this, we will further consider system (22)
with N ≥ 5.
It follow from (23) that the evolution matrix Ωts of the linear system
z˙ = ε
[
F ′y(ηt(y, ϕ), ε) + ε
(N−2)/2G′y(ηt(y, ϕ), φt(y, ϕ), ε)
]
z =: εP (t; y, ϕ, ε)z,
can be estimated as ∥∥Ωts∥∥ ≤ e−2εγ·(t−s), t ≥ s ≥ 0.
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One can choose the positive numbers σ and K in such a way, that for all (yi, ϕi, ε) ∈
Bn+m2σ (y
∗)× Tn × [0, ε0] the following inequalities will hold∥∥ω¯ (y1, ε)+ εN/2H (y1, ϕ1, ε)− ω¯ (y2, ε)− εN/2H (y2, ϕ2, ε)∥∥ ≤
≤ K [∥∥y1 − y2∥∥+ εN/2 ∥∥ϕ1 − ϕ2∥∥] , (24)∥∥F (y1, ε) + ε(N−2)/2G(y1, ϕ1, ε)− F (y2, ε)− ε(N−2)/2G(y2, ϕ2, ε)−
− [F ′y(y3, ε) + ε(N−2)/2G′y(y3, ϕ3, ε)] (y1 − y2)∥∥ ≤
≤ ∥∥F (y1, ε) + ε(N−2)/2G(y1, ϕ2, ε)− F (y2, ε)− ε(N−2)/2G(y2, ϕ2, ε)−
− [F ′y(y2, ε) + ε(N−2)/2G′y(y2, ϕ2, ε)] (y1 − y2)∥∥+
+
∥∥[F ′y(y2, ε)− F ′y(y3, ε) + ε(N−2)/2G′y(y2, ϕ2, ε)− ε(N−2)/2G′y(y3, ϕ3, ε)] (y1 − y2)∥∥+
+ε(N−2)/2
∥∥G(y1, ϕ1, ε)−G(y1, ϕ2, ε)∥∥ ≤
≤ K [(∥∥y1 − y2∥∥+ ∥∥y2 − y3∥∥+ ε(N−2)/2 ∥∥ϕ2 − ϕ3∥∥) ∥∥y1 − y2∥∥+ ε(N−2)/2 ∥∥ϕ1 − ϕ2∥∥] . (25)
Proposition 8. Let us declare Bε := {(y, z) ∈ Rn+m × Rn+m : y, z ∈ Bn+mσ (y∗), ‖y − z‖ ≤ ε}
andM := 4K/γ. There exists such ε0 > 0, that when ε ∈ (0, ε0) to each point (y, z, ϕ) ∈ Bε×Tn
there is a unique corresponding point θ(y, z, ϕ) ∈ Tn such that for all t ≥ 0 the inequalities
‖ηt (y, ϕ)− ηt (z, θ(y, z, ϕ))‖ ≤ 2e−εγt ‖y − z‖ ,
‖φt (y, ϕ)− φt (z, θ(y, z, ϕ))‖ ≤ M
ε
e−εγt ‖y − z‖ .
(26)
hold. Furthermore, θ(·, ·, ·) ∈ C (Bε × Tn→Tn); for every (y, zi, ϕ) ∈ Bε × Tn, i = 1, 2, it is
true that ∥∥θ (y, z1, ϕ)− θ (y, z2, ϕ)∥∥ ≤ M
ε
∥∥z1 − z2∥∥ ,
and for any fixed point (y, z) ∈ Bε the mapping θ(y, z, ·) : Tn → Tn is a homeomorphism.
Proof. Set Mε to be the space of continuous mappings
Uε := R+ × Bε × Tn ∋ (t, y, z, ϕ) 7→ (ζ(t, y, z, ϕ), ψ(t, y, z, ϕ)) ∈ Rn+m × Tn
which for all (t, y, z, ϕ), (t, y, zi, ϕ) ∈ R+ × Bε × Tn, i = 1, 2 satisfy the inequalities
‖ηt(y, ϕ)− ζ(t, y, z, ϕ)‖ ≤ 2e−εγt ‖y − z‖ ,
‖φt(y, ϕ)− ψ(t, y, z, ϕ)‖ ≤ M
ε
e−εγt ‖y − z‖ ,∥∥ζ(t, y, z1, ϕ)− ζ(t, y, z2, ϕ)∥∥ ≤ 2e−εγt ∥∥z1 − z2∥∥ ,∥∥ψ(t, y, z1, ϕ)− ψ(t, y, z2, ϕ)∥∥ ≤ M
ε
e−εγt
∥∥z1 − z2∥∥
and the equality ζ(0, y, z, ϕ) = z.
To make further notations shorter where it does not lead to confusion, for functions of t, y, z, ϕ
we will only indicate dependency on the time variable t and write ηt, φt, ζt and ψt instead of
ηt(y, ϕ), φt(y, ϕ), ζ(t, y, z, ϕ) and ψ(t, y, z, ϕ) respectively. Besides, Remark 2 allows us to
assume that N = 5.
Let us introduce a structure of a complete metric space in Mε having defined the distance
between a couple of elements (ζ i, ψi) ∈Mε, i = 1, 2 with the formula
d
[
(ζ1, ψ1), (ζ2, ψ2)
]
:= M sup
Uε
[
eεγt
∥∥ζ1t − ζ2t ∥∥]+ ε sup
Uε
[
eεγt
∥∥ψ1t − ψ2t ∥∥] .
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On Mε we declare mappings
F [ζ, ψ](t) := φt +
∞∫
t
[ω¯(ηs, ε)− ω¯(ζs, ε)] ds + ε5/2
∞∫
t
[H(ηs, φs, ε)−H(ζs, ψs, ε)] ds,
G[ζ, ψ](t) := Ωt0z + ε
t∫
0
Ωts
[
F (ζs, ε) + ε
3/2G(ζs, ψs, ε)−
(
F ′y(ηs, ε) + ε
3/2G′y(ηs, φs, ε)
)
ζs
]
ds.
For a fixed bundle (y, z, ϕ) ∈ Bε × Tn an element of the space Mε generates a solution of
system (22) if and only if
ζt = G[ζ, ψ](t), ψt = F [ζ, ψ](t) ∀t ≥ 0. (27)
Indeed, the given element of the space Mε generates a solution if and only if for t ≥ 0 the
inequalities hold:
ζt = G[ζ, ψ](t),
ψt − φt = ψ0 − ϕ+
t∫
0
[
ω¯(ζs, ε)− ω¯(ηs, ε) + ε5/2 (H(ζs, ψs, ε)−H(ηs, φs, ε))
]
ds.
The second one is obvious, whereas to derive the first one, it suffices to write down the solution
y = ζt of the linear non-homogeneous system y˙ = εP (t; y, ϕ, ε)y+ f(t), where
f(t) := ε
[
F (ζt, ε) + ε
3/2G(ζt, ψt, ε)−
(
F ′y(ηt, ε) + ε
3/2G′y(ηt, φt, ε)
)
ζt
]
,
which takes the value z at t = 0. Since φt−ψt → 0, t→∞, we obtain the only possible initial
value
ψ0 = ϕ−
∞∫
0
[
ω¯(ζs, ε)− ω¯(ηs, ε) + ε5/2 (H(ζs, ψs, ε)−H(ηs, φs, ε))
]
ds, (28)
which leads to ψt = F [ζ, ψ](t). Vice versa, if equalities (27) are true, then it is evident that
t 7→ (ζt, ψt) is a solution of system (22).
Let us show that the choose suitable ε0 for the mapping
Mε ∋ (ζ, ψ) 7→ (G,F)
to be a contraction. In the following we assume that 2ε0 < σ. Suppose that (ζ, ψ) ∈Mε. Then
inequality (24) yields
‖F [ζ, ψ](t)− φt‖ ≤ K
∞∫
t
[‖ζs − ηs‖+ ε5/2 ‖ψs − φs‖] ds ≤
≤ K
[
2 ‖y − z‖ +Mε3/2 ‖y − z‖] e−εγt
εγ
≤ M
ε
[
1
2
+
Mε
3/2
0
4
]
e−εγt ‖y − z‖ ≤ M
ε
e−εγt ‖y − z‖
under condition that
ε
3/2
0 ≤ 2/M. (29)
If we take into account the fact that
ηt = Ω
t
0y + ε
t∫
0
Ωts
[
F (ηs, ε) + ε
3/2G(ηs, φs, ε)−
(
F ′y(ηs, ε) + ε
3/2G′y(ηs, φs, ε)
)
ηs
]
ds
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and inequality (25) with y1 = ζs, ϕ
1 = ψs, y
2 = y3 = ηs, ϕ
2 = ϕ3 = φs, it will give us
‖G[ζ, ψ](t)− ηt‖ ≤ e−2εγt ‖y − z‖+
+ε
t∫
0
e−2εγ·(t−s)K
[(‖ζs − ηs‖+ ε3/2 ‖ψs − φs‖) ‖ζs − ηs‖+ ε3/2 ‖ψs − φs‖] ds ≤
≤ e−2εγt ‖y − z‖ + 4Kε2e−2εγtt ‖y − z‖+ KMε
1/2
γ
e−γεt ‖y − z‖ ≤
≤
[
1 +
Mε0
e
+
M2ε
1/2
0
4
]
e−εγt ‖y − z‖ ≤ 2e−εγt ‖y − z‖
as long as
Mε0
e
+
M2ε
1/2
0
4
≤ 1.
Next, having set ζ it := ζ(t, y, z
i, ϕ), ψit := ψ(t, y, z
i, ϕ), i = 1, 2 and having made the as-
signments in inequalities (24)) and (25)) (yi, ϕi) = (ζ is, ψ
i
s), i = 1, 2, y
3 = ηs, ϕ
3 = φs, we
get
eεγt
[∥∥F [ζ1, ψ1](t)−F [ζ2, ψ2](t)∥∥] ≤
≤ eεγt
∞∫
t
e−εγsKeεγs
[∥∥ζ1s − ζ2s∥∥+ ε5/2 ∥∥ψ1s − ψ2s∥∥] ds ≤
≤ M
4ε
sup
s≥0
[
eεγs
∥∥ζ1s − ζ2s∥∥]+ Mε3/204 sups≥0
[
eεγs
∥∥ψ1s − ψ2s∥∥] ≤
≤
[
1
2
+
Mε
3/2
0
4
]
M
ε
∥∥z1 − z2∥∥ ,
eεγt
[∥∥G[ζ1, ψ1](t)− G[ζ2, ψ2](t)∥∥] ≤ e−εγt ∥∥z1 − z2∥∥+
+e−εγtεK

 t∫
0
eεγs
[∥∥ζ1s − ηs∥∥+ 2 ∥∥ζ2s − ηs∥∥+ ε3/2 ∥∥ψ2s − φs∥∥] ds

 sup
s≥0
[
eεγs
∥∥ζ1s − ζ2s∥∥]+
+e−εγtε5/2K

 t∫
0
eεγsds

 sup
s≥0
[
eεγs
∥∥ψ1s − ψ2s∥∥] ≤ ∥∥z1 − z2∥∥+
+εK
(
6ε+Mε3/2
)
e−εγtt sup
s≥0
[
eεγs
∥∥ζ1s − ζ2s∥∥]+ Kε3/2γ sups≥0
[
eεγs
∥∥ψ1s − ψ2s∥∥] ≤
≤
[
1 +
3Mε0
e
+
M2ε
3/2
0
2e
+
M2ε
1/2
0
4
]∥∥z1 − z2∥∥ .
If we choose ε0 > 0 that satisfies inequalities (29) and
3Mε0
e
+
M2ε
3/2
0
2e
+
M2ε
1/2
0
4
≤ 1, (30)
and also include that the improper integral in the expression for F converges uniformly in
y, z, ϕ, then for all ε ∈ (0, ε0) and (ζ, ψ) ∈Mε we will have
Mε ∋ (ζ, ψ) 7→ (G[ζ, ψ],F [ζ, ψ]) ∈Mε. (31)
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Next, having defined for every (ζ1, ψ1), (ζ2, ψ2) ∈ Mε the functions ζ it = ζ i(t, y, z, ϕ), ψit =
ψi(t, y, z, ϕ) and having set in inequalities (24) and (25) (yi, ϕi) = (ζ is, ψ
i
s), i = 1, 2, y
3 = ηs,
ϕ3 = φs, we draw in entirely the same manner as before that
eεγt
[∥∥F [ζ1, ψ1](t)−F [ζ2, ψ2](t)∥∥] ≤
≤ M
4ε
sup
Uε
[
eεγs
∥∥ζ1s − ζ2s∥∥]+ Mε3/204 supUε
[
eεγs
∥∥ψ1s − ψ2s∥∥] ,
eεγt
[∥∥G[ζ1, ψ1](t)− Gt[ζ2, ψ2](t)∥∥] ≤
≤ εK (6ε+Mε3/2) e−εγtt sup
Uε
[
eεγs
∥∥ζ1s − ζ2s∥∥]+ Kε3/2γ supUε
[
eεγs
∥∥ψ1s − ψ2s∥∥] ≤
≤ Mε0
4e
(
6 +Mε
1/2
0
)
sup
Uε
[
eεγs
∥∥ζ1s − ζ2s∥∥]+ Mεε1/204 supUε
[
eεγs
∥∥ψ1s − ψ2s∥∥] .
It yields
d
[(G[ζ1, ψ1],F [ζ1, ψ1]) , (G[ζ2, ψ2],F [ζ2, ψ2])] ≤
≤ Mε
3/2
0 +M
2ε
1/2
0
4
ε sup
Uε
[
eεγs
∥∥ψ1s − ψ2s∥∥]+

1
4
+
ε0M
(
6 +Mε
1/2
0
)
4e

M sup
Uε
[
eεγs
∥∥ζ1s − ζ2s∥∥] .
One can easily ensure, that if ε0 is small enough, inequalities (29), (30) grant the validity of
the contraction conditions in Mε for mapping (31) for all ε ∈ (0, ε0). The fixed point (ζ, ψ) of
this mapping is precisely the solution of system (22) which belongs to the space Mε.
By (28) we can explicitly determine
θ(y, z, ϕ) := ψ(0, y, z, ϕ).
Clearly, the mapping θ(·, ·, ·) is continuous in all variables and is Lipschitz-continuous in z with
the constant M/ε. Moreover, since ζ(0, y, z, ϕ) = z, we have
ζ(t, y, z, ϕ) = ηt (z, θ(y, z, ϕ)) , ψ(t, y, z, ϕ) = φt (z, θ(y, z, ϕ)) .
Finally, it follows from the very construction of the mapping ϑzy(·) := θ(y, z, ·) that for all
(y, z, ϕ) ∈ Bε × Tn the equality ϑyz ◦ ϑzy(ϕ) = ϕ holds. Indeed, by (26) to the point (z, y, ϕ′) ∈
Bε × Tn, where ϕ′ = ϑzy(ϕ), there is the corresponding point ϑ(z, y, ϕ′) = ϕ. Thus, there is
the continuous inverse mapping
[
ϑzy
]−1
(·) = ϑyz(·) defined on the set ϑzy (Tn). But then ϑzy (Tn)
being an open-closed subset of a torus, which itself is an open-closed set, coincides with Tn.
Hence, ϑzy(·) is a homeomorphism of the torus onto itself. 
Since detF ′y(y
∗, 0) 6= 0, the implicit function theorem says that for sufficiently small ε0 >
0, there exists a unique smooth mapping y∗(·) : [0, ε0] → Rn+m such that y∗(0) = y∗ and
F (y∗(ε), ε) = 0 for all ε ∈ [0, ε0]. On the ground of invariant tori perturbation theory [7, 9, 11,
12, 16] let us prove the next proposition.
Proposition 9. There exists such ε0 > 0 that for all ε ∈ (0, ε0) system (22) has an invariant
torus Tε given by equation y = y∗(ε)+εξε(ϕ), where the mapping ξε(·) : Tn → Bn+m̺(ε) (0) satisfies
the Lipschitz condition with the Lipschitz constant L(ε) such that L(ε)→ 0, and ̺(ε)→ 0 when
ε → 0. This torus is a local attractor and it attracts all forward trajectories which start from
an ε(1− ̺(ε))-neighborhood of the point y∗(ε).
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Proof. Let us switch to a new variable ξ in system (22) with the substitution y = y∗(ε) + εξ.
It will give us
ξ˙ = ε
[
F ′(y∗(ε), ε)ξ +
√
εG(y∗(ε) + εξ, ϕ, ε)
]
,
ϕ˙ = ω¯(y∗(ε) + εξ, ε) + ε
5/2H(y∗(ε) + εξ, ϕ, ε).
This system can be written as
ξ˙ = ε
[
F ′y(y
∗, 0)ξ + Ξ(ξ, ϕ, ε)
]
,
ϕ˙ = ω¯(y∗(ε), ε) + εΘ(ξ, ϕ, ε),
(32)
where
Ξ(ϕ, ξ, ε) =
[
F ′y(y∗(ε), ε)− F ′y(y∗, 0)
]
ξ +
√
εG(y∗(ε) + εξ, ϕ, ε),
Θ(ϕ, ξ, ε) =
1∫
0
ω¯′y (y∗(ε) + εsξ, ε) ξds+ ε
3/2H(y∗(ε) + εξ, ϕ, ε).
One can easily make sure that Lemma 2.1 from [7] is applicable to system (32). According
to this lemma, there exists ε0 > 0 such that for all ε ∈ (0, ε0) the system has an invariant
torus defined by equation ξ = ξε(ϕ), where the mapping ξε(·) possesses all of the properties
mentioned earlier.
Hence, system (22) in an ε̺(ε)-neighborhood of point y∗(ε) has an invariant torus Tε given
by equation y = y∗(ε) + εξε(ϕ). Let us assign zε(ϕ) := y∗(ε) + εξε(ϕ). For sufficiently small ε0
and ε ∈ (0, ε0) the point y∗(ε) lies in Bn+mσ (y∗) together with its ε-neighborhood and for any
such y0 that ‖y0 − y∗(ε)‖ < ε(1− ̺(ε)) and arbitrary ϕ ∈ Tn the equalities
‖y0 − zε(ϕ)‖ ≤ ‖y0 − y∗(ε)‖+ ‖y∗(ε)− zε(ϕ)‖ < ε(1− ̺(ε)) + ε̺(ε) = ε.
are valid. Thus, if y0 is an arbitrary point of an ε(1 − ̺(ε))-neighborhood of the point y∗(ε),
then (y0, zε(ϕ)) ∈ Bε for all ϕ ∈ Tn. Proposition 8 implies that for all t ≥ 0 we have
‖ηt (y0, ϕ0)− ηt (zε(ϕ), θ(y0, zε(ϕ), ϕ0))‖ ≤ 2e−εγt ‖y0 − zε(ϕ)‖ ,
‖φt (y0, ϕ0)− φt (zε(ϕ), θ(y0, zε(ϕ), ϕ0))‖ ≤ M
ε
e−εγt ‖y0 − zε(ϕ)‖ .
It means that the forward trajectory of the point (y0, ϕ0) is attracted to the forward trajectory
of the point (zε(ϕ), θ(y0, zε(ϕ), ϕ0)). To ensure that the latter trajectory lies on the invariant
torus, the fixed point condition has to be fulfilled:
θ(y0, zε(ϕ), ϕ0) = ϕ.
Let us show that such a fixed point on the torus Tn exists. The number ε0 may be taken small
enough for ML(ε) < 1 to hold for all ε ∈ (0, ε0). Then, in accordance with Proposition 8, for
arbitrary ϕ1, ϕ2 ∈ Tn we have
‖θ(y0, zε(ϕ1), ϕ0)− θ(y0, zε(ϕ2), ϕ0)‖ ≤ML(ε) ‖ϕ1 − ϕ2‖ .
Consequently, the contraction mappings principle implies the existence of the unique point
ϕ∗ = ϕ∗(y0, ϕ0) ∈ Tn such that θ(y0, zε(ϕ∗), ϕ0) = ϕ∗, which means that the forward trajectory
of the point (y0, ϕ0) is attracted to the forward trajectory of the point (zε(ϕ∗), ϕ∗) of the
invariant torus Tε. At the same time
‖ηt(y0, ϕ0)− zε (φt(ϕ∗))‖ ≤ 2e−εγt ‖y0 − zε(ϕ∗)‖ , t ≥ 0. (33)
Let us note that since ϕ∗ can be found using the method of subsequent approxima-
tions, ϕ∗(y0, ϕ0) continuously depends on (y0, ϕ0). It follows from (26) for t = 0 that
θ(zε(ϕ0), zε(ϕ0), ϕ0) = ϕ0, and therefore, ϕ∗(zε(ϕ0), ϕ0) = ϕ0. Thus, ϕ∗(y0, ϕ0) → ϕ0 when
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y0 → zε(ϕ0). But then at the same time zε(ϕ∗(y0, ϕ0)) → y0. By (33) this yields that for
any ∆ > 0 there exists such δ > 0, that the forward trajectory of a point which lies in a
δ-neighborhood of the torus Tε belongs to a ∆-neighborhood of this torus and is attracted to
the latter. This does mean that Tε is a local attractor. 
Remark 3. In case of a quasi-periodic flow on an invariant torus, an estimate similar to (33)
was obtained in [12].
Proposition 10. The attraction basin of the invariant torus Tε contains the forward invariant
set
[
V −10
(
[0,
∣∣ln εk∣∣]) ∩ S̺]× BmR∗ × Tn.
Proof. Turning back to Propositions 6 and 7, it is enough to prove that Bn+mσ (y
∗)× Tn lies in
the attraction basin of the torus Tε. Suppose that (y0, ϕ0) is an arbitrary point of the domain
Bn+mσ (y
∗) × Tn. Let us choose a finite series of points {yi}Ii=1 such that ‖yi−1 − yi‖ < ε with
the last point yI lying in an ε(1 − ̺(ε))-neighborhood of the point y∗(ε). Then, applying
Proposition 8 step by step, we can prove that there exists such ϕI ∈ Tn that the forward
trajectory of the point (ϕ0, y0) is attracted to the forward trajectory of the point (ϕI , yI),
which in turn, according to Proposition 9, is attracted to the torus Tε. Thus, under action of
the semi-flow of system (22) (ϕ0, y0) is attracted to the torus Tε. 
7. Conclusion
In this paper, we have analyzed a kind of transient processes that are observable in a fast-
slow system in a neighborhood of an i. m. s. m. and that can be interpreted as a dynamical
bifurcation of multi-frequency oscillations. The change in the phase variables x(t) behavior
— the switch from damping oscillations to the multi-frequency ones, which are asymptotically
close to motions on the invariant torus Tε — is caused by the slow evolution of the parameters
u(t), which results in transition of the latter from the stability zone Ds to the zone of complete
instability Du.
We should note that there is certain connection between the obtained results and the the-
ory of bifurcations without parameters (see [29] and references there). In [29] system (3) was
investigated in the case where the i. m. s. m. x = 0 consists completely of equilibria and the
spectrum of the operator f ′x(0, 0, ε) lies on the imaginary axis. In this situation the transfor-
mations of the phase portrait are caused by different kinds of hyperbolicity of the system of
the first approximation with respect to points of the i. m. s. m. (0, u) if u 6= 0.
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