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Abstract
The coalescent theory, well developed for the class of exchangeable population models with
time-homogeneous reproduction law, is extended to a class of population models with time-
inhomogeneous environment, where the population size is allowed to vary deterministically with
time and where the distribution of the family sizes is allowed to change from generation to gen-
eration. A new class of time-inhomogeneous coalescent limit processes with simultaneous mul-
tiple mergers arises. Its distribution can be characterized in terms of product integrals. c© 2002
Elsevier Science B.V. All rights reserved.
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1. Introduction and motivation
The coalescent has been proven to be a powerful tool in ancestral population ge-
netics. Kingman’s coalescent (1982a, b, c) describes the past genealogical tree in a
large Wright–Fisher population. The class of exchangeable population models with
time-homogeneous reproduction law leads to the class of time-homogeneous coalescent
processes allowing for multiple collisions (Pitman, 1999; Sagitov, 1999; Schweinsberg,
2000a) and more generally to the class of coalescent processes with simultaneous
multiple mergers of ancestral lines (M#ohle and Sagitov, 1999; Schweinsberg, 2000b).
The step from Kingman’s coalescent to the coalescent with simultaneous and multiple
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mergers is similar to the step from the normal distribution to the class of inAnitely
divisible distributions.
Due to changes of the population size or due to other changes of the environment,
the assumption that the model is time-homogeneous, i.e. that the reproduction law does
not change from generation to generation, is certainly not satisAed in most biological
situations. Thus there is a need to develop coalescent theory for population models with
varying environment where the reproduction law is allowed to change from generation
to generation. In this paper the class of models with time-inhomogeneous reproduction
law introduced in M#ohle (1998) is considered. While the convergence results in M#ohle
(1998) cover only the time-continuous Kingman coalescent, the main convergence re-
sults presented in this paper in Section 2 lead to in general time-inhomogeneous limit
coalescent processes allowing for simultaneous and multiple collisions. The distribution
of these limit processes can be characterized in terms of product integrals (Gill and
Johansen, 1990). In this sense the paper can also be considered as an application of
product integration. In Section 2 the results of the paper are presented. The proof of
the main convergence theorem (Theorem 2.2) is given in Sections 4 and 5. Examples
are presented in Section 6.
We start by describing brieCy the population model in M#ohle (1998) and the corre-
sponding ancestral process. Assume that the past population size Mr ∈N := {1; 2; : : :} is
a deterministic function of the time parameter r ∈N0 := {0; 1; 2; : : :} counting past gen-
erations. The index r=0 refers to the current generation, r=1 brings us one generation
backward in time, and so on. Let (r)i denote the random number of o7spring of the
ith individual alive in generation r. Assuming that the generations are non-overlapping
it follows that
Mr∑
i=1
(r)i =Mr−1:
Similar models have been studied for example by Donnelly (1986), Donnelly and
TavarFe (1995) and GriGths and TavarFe (1994). The particular case when the population
sizes Mr=N are Axed to some constant N goes back to Cannings (1974, 1975). We are
interested in the structure of the ancestral process tracing back the past ancestral lines
of n randomly sampled individuals from the current generation zero, where the sample
size n∈N is Axed. In order to avoid technical problems it is assumed that Mr¿ n
for all r ∈N0. Following Kingman (1982a, b, c) introduce equivalence relations Rr ,
r ∈N0, by saying that the equivalence relation Rr contains (i; j) if and only if the ith
and the jth individual of the sample have a common ancestor r generations backward
in time.
The so-called ancestral process (Rr)r∈N0 has state space En, the set of all equivalence
relations on {1; : : : ; n} and the initial value is R0 = 
 := {(i; i) | i∈{1; : : : ; n}}, the
diagonal relation. It is assumed that the family size vectors ((r)1 ; : : : ; 
(r)
Mr ), r ∈N, are
independent. This ensures that the ancestral process is Markovian. For ∈En write ||
for the number of equivalence classes of . Since the transition probability
p(r) :=P(Rr =  |Rr−1 = ) (1)
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is equal to zero for * , the focus will be on equivalence relations ; ∈En satisfying
 ⊆ . This implies that every equivalence class of  is a union of some equivalence
classes of . ReCecting this observation write a for the number of classes of  and
b=b1+· · ·+ba for the number of classes of , where b1¿ · · ·¿ ba¿ 1 are the ordered
group sizes of merging classes of . If we assume that—conditioned on the (r)i , r ∈N,
i∈{1; : : : ; Mr}—all possible “assignments” of o7spring to parents (i.e. consistent with
the (r)i ) are equally likely, then the transition probability of the ancestral process has
the form (M#ohle, 1998)
p(r) =
1
(Mr−1)b
Mr∑
i1 ;:::; ia=1
all distinct
E(((r)i1 )b1 · · · ((r)ia )ba)=:a(r; b1; : : : ; ba): (2)
Taking expectations in the chain of equations
Mr∑
i1 ;:::; ia+1=1
all distinct
(i1 )b1 · · · (ia)baia+1
(Mr−1)b+1
+
a∑
j=1
Mr∑
i1 ;:::; ia=1
all distinct
(i1 )b1 · · · (ij)bj+1 · · · (ia)ba
(Mr−1)b+1
=
Mr∑
i1 ;:::; ia=1
all distinct
(i1 )b1 · · · (ia)ba
(Mr−1)b+1


Mr∑
ia+1=1
ia+1 ∈{i1 ;:::; ia}
ia+1 +
a∑
j=1
(ij − bj)


=
Mr∑
i1 ;:::; ia=1
all distinct
(i1 )b1 · · · (ia)ba
(Mr−1)b+1
(1 + · · ·+ Mr − b1 − · · · − ba)
=
Mr∑
i1 ;:::; ia=1
all distinct
(i1 )b1 · · · (ia)ba
(Mr−1)b
leads to the recursion
a+1(r; b1; : : : ; ba; 1)
=a(r; b1; : : : ; ba)−
a∑
i=1
a(r; b1; : : : ; bi−1; bi + 1; bi+1; : : : ; ba); (3)
r ∈N; a; b1; : : : ; ba ∈N with b1 + · · · + ba + 16Mr−1. Furthermore it can be shown
that the functions a are monotone in the sense that
j(r; k1; : : : ; kj)6l(r;m1; : : : ; ml) (4)
whenever r ∈N, j¿ l and k1¿m1; : : : ; kl¿ml such that k1 + · · · + kj6Mr−1. The
so-called coalescence probability, i.e. the probability that two individuals, chosen ran-
domly without replacement from generation r−1, have a common ancestor in generation
202 M. Mohle / Stochastic Processes and their Applications 97 (2002) 199–227
r, is given by
cr :=1(r; 2) =
1
(Mr−1)2
Mr∑
i=1
E(((r)i )2); r ∈N: (5)
Note that cr =0 if and only if 
(r)
i 6 1 almost surely for all i∈{1; : : : ; Mr}. Recursion
(3) and the monotonicity property (4) imply that
1− b+1(r; 1; : : : ; 1) = 1− b(r; 1; : : : ; 1) + bb(r; 2; 1; : : : ; 1)
6 1− b(r; 1; : : : ; 1) + b1(r; 2)
= 1− b(r; 1; : : : ; 1) + bcr
and from 1(r; 1) = 1 and by induction on b∈N it follows that the inequality
1− b(r; 1; : : : ; 1)6
(
b
2
)
cr (6)
holds for b; r ∈N with b6Mr−1. In the following it is assumed that the population
sizes Mr = Mr(N ) and the family sizes 
(r)
i depend on some parameter N ∈N. The
models with constant population size Mr(N ) = N have been studied intensively. Here
the population sizes are allowed to change deterministically (dependent on a parameter
N ) from generation to generation. The interest is to analyze for Axed sample size n∈N
the asymptotic ancestry of a random sample of n individuals as N tends to inAnity. As
it might be helpful for understanding write p(N ) (r)=
(N )
a (r; b1; : : : ; ba) for the transition
probabilities (2) of the ancestral process in order to indicate the dependence on the
parameter N . Let PN (r) = (p
(N )
 (r));∈En , r ∈N0 denote the corresponding transition
matrices of the ancestral process (Rr)r∈N0 =((N )Rr)r∈N0 . The coalescence probability is
denoted by cN;r :=
(N )
1 (r; 2). Note that for convenience the superscripts and subscripts
(N ) are sometimes omitted.
2. Convergence theorems for the ancestral process
In this section the main results of the paper are presented. All the results deal
with the behaviour of the ancestral process for large N . BrieCy the case is discussed
(Theorem 2.1) when the limit process is time-discrete. The main theorem (Theorem
2.2) leads to time-continuous coalescent processes. In both cases the resulting limit
process is in general a time-inhomogeneous Markovian coalescent chain allowing for
simultaneous multiple mergers of ancestral lines. The special case when the limit pro-
cess is the Kingman coalescent is discussed in Corollary 2:3. For examples we refer
to Section 6.
Theorem 2.1. If the limits
a(r; b1; : : : ; ba) := lim
N→∞
(N )a (r; b1; : : : ; ba) (7)
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exist for all r; a∈N and b1¿ · · ·¿ ba¿ 2; then these limits exist for the larger
set of parameters r; a; b1; : : : ; ba ∈N and for each sample size n∈N the process
(Rr)r∈N0 converges weakly as N tends to in5nity to a time-discrete and in gen-
eral time-inhomogeneous Markov chain (Rr)r∈N0 with state space En. The entries
p(r) :=P(Rr= |Rr−1 =) of the one-step transition matrices P(r)=(p(r));∈En ;
r ∈N are given by p(r) = a(r; b1; : : : ; ba); where the parameters a; b1; : : : ; ba are
described in Section 1.
Proof. Recall that (N )1 (r; 1) = 1. Thus recursion (3) ensures that limits (7) exist for
all r; a; b1; : : : ; ba ∈N. As N tends to inAnity the transition probability (2) of the form
p(N ) (r) = 
(N )
a (r; b1; : : : ; ba) converges to a(r; b1; : : : ; ba)=:p(r). Written in matrix
notation this means limN→∞ PN (r) = P(r) for all r ∈N. Thus the convergence of
the Anite-dimensional distributions follows immediately. As the time set is N0 this is
already equivalent to the convergence of the complete processes (Billingsley; 1968;
p. 19).
In the following the time-continuous case is considered using the concept of product
integration well described in the survey of Gill and Johansen (1990). For a Anite real
matrix-valued measure  on the Borel subsets of an interval (0; T ], T ¿ 0, the product
integral P(s; t) for the interval (s; t] ⊆ (0; T ] is deAned as
P(s; t) :=
∏
x∈(s; t]
(I +(dx)) := lim
max|ti−ti−1 |→0
k∏
i=1
(I +{(ti−1; ti]}); (8)
where s= t0¡t1¡ · · ·¡tk= t is a partition of (s; t]. If  is commutative on (s; t], i.e.
(B1)(B2) =(B2)(B1) for all Borel sets B1; B2 ⊆ (s; t], then (Gill and Johansen,
1990)
P(s; t) =

 ∏
u∈(s; t]
(I +P({u}))

 exp(c((s; t]));
where c((s; t]) :=((s; t])−∑u∈(s; t]({u}) denotes the continuous part of ((s; t]).
In particular, if  is commutative and continuous on (s; t], i.e. ({u})=0 for u∈ (s; t],
then P(s; t) = exp(((s; t])). If ((s; t]) = (t − s)Q for all 06 s6 t and for some
Axed matrix Q then we are back in the time-homogeneous setting where P(s; t) =
exp((t − s)Q).
In order to avoid trivialities it is assumed that the coalescence probabilities cN;r =
(N )1 (r; 2); N; r ∈N, are all not equal to zero. The main theorem (Theorem 2.2) in-
volves a time change step function hN : [0;∞)→ N0, which is a slight modiAcation of
the right-continuous inverse of the step function fN : [0;∞)→ [0;∞),
fN (s) :=
[s]∑
r=1
cN;r ;
namely
hN (t) := inf{s¿ 0 |fN (s)¿t} − 1; t ∈ [0;∞): (9)
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It is assumed that lims→∞ fN (s)=∞ such that hN (t)¡∞ for all t ∈ [0;∞). Note that
hN (0) = 0 and that for r ∈N0 and t ∈ [0;∞) the inequality r6 hN (t) is equivalent to
fN (r)6 t. In all that follows it is assumed that the population sizes Mr =Mr(N ) are
large in the sense that
lim
N→∞
inf
16r6hN (t)
Mr =∞; ∀t ∈ (0;∞) (10)
and that the coalescence probabilities cN;r are small in the sense that
lim
N→∞
sup
16r6hN (t)
cN;r = 0; ∀t ∈ (0;∞): (11)
For constant population size Mr=N condition (10) is automatically satisAed. Condition
(11) ensures that the limit processes appearing in Theorem 2.2 are time-continuous.
The particular case when the coalescence probabilities cN;r =: cN do not depend on
the generation r is considered later (Corollary 2:4) in more detail. Note that in this case
hN (t)=[t=cN ] reduces to the time change known for the models with time-homogeneous
reproduction law and that (11) reduces to the condition limN→∞ cN = 0.
The central condition in the main convergence theorem (Theorem 2.2) requires the
existence of the limits
'a((0; t]; b1; : : : ; ba) := lim
N→∞
hN (t)∑
r=1
(N )a (r; b1; : : : ; ba)¡∞; (12)
t ∈ (0;∞); a∈N, b1¿ · · ·¿ ba¿ 2. Condition (11) implies that
∑hN (t)
r=1 cN;r =
fN (hN (t)) → t as N tends to inAnity, i.e. (11) ensures that the limit '1((0; t]; 2)
exists and is equal to t, t ∈ (0;∞). From the monotonicity property (4) we conclude
that
lim sup
N→∞
hN (t)∑
r=1
(N )a (r; b1; : : : ; ba)6 '1((0; t]; 2) = t;
t ∈ (0;∞); a∈N, b1¿ · · ·¿ ba¿ 2. So the existence of limits (12) is not such a
strong condition as it seems to be at the Arst glance. We are now able to present the
main convergence theorem.
Theorem 2.2. Assume that (10) and (11) hold and that all limits (12); t ∈ (0;∞);
a∈N; b1¿ · · ·¿ ba¿ 2 exist. Then for each sample size n∈N the time-scaled an-
cestral process ((N )RhN (t))t¿0 converges as N tends to in5nity in the Skorohod sense to
a time-continuous and in general time-inhomogeneous limit Markov chain (Rt)t¿0 with
state space En. For 06 s6 t its transition matrices P(s; t) := (P(Rt= |Rs=));∈En
have the form of a product integral (8); where  is a continuous intensity measure
on (0;∞) uniquely determined via the measures 'a(: ; b1; : : : ; ba). More precisely; 
is uniquely determined via its values
((0; t]) := lim
N→∞
hN (t)∑
r=1
(PN (r)− I); t ¿ 0; (13)
where the PN (r); r ∈N; denote the transition matrices of the non-time-scaled ances-
tral process (Rr)r∈N0 .
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The proof of Theorem 2.2 is presented in the technical Sections 4 and 5. Examples
are considered in Section 6. In the following ( denotes the Lebesgue measure on
(0;∞).
Corollary 2.3. Assume that (10) holds and that
'1((0; t]; 3) := lim
N→∞
hN (t)∑
r=1
(N )1 (r; 3) = 0 (14)
for all t ∈ (0;∞). Then for each sample size n∈N the time-scaled ancestral process
((N )RhN (t))t¿0 converges in the Skorohod sense to Kingman’s n-coalescent as N tends
to in5nity. The corresponding intensity measure  is given by (B) = ((B)Q for all
Borel sets B ⊆ (0;∞); where Q denotes the generator of Kingman’s n-coalescent; i.e.
q :=


−||(|| − 1)=2 if = ;
1 if  ≺ ;
0 otherwise;
where ≺  means (by de5nition) that ⊂  and ||= ||+1; i.e. during the transition
from  to  exactly two ancestral lines; i.e. two equivalence classes merge together.
Proof. Note that
∑hN (t)
r=1 1(r; 3)¿ supr6hN (t)1(r; 3) and hence (14) implies that
lim
N→∞
sup
r6hN (t)
(N )1 (r; 3) = 0:
Lemma A.1 shows that (11) is satisAed and that '2((0; t]; 2; 2) = 0; t ∈ (0;∞). The
monotonicity property (4) implies that all limits (12); t ∈ (0;∞); a; b1; : : : ; ba ∈N with
b1 + · · · + ba ¿a + 1 are equal to zero. Furthermore recursion (3) applied to limits
(12) shows that
'a+1((0; t]; 2; 1; : : : ; 1) = 'a((0; t]; 2; 1; : : : ; 1)
and by induction on a it follows that 'a((0; t]; 2; 1; : : : ; 1) = '1((0; t]; 2) = t; t ∈ (0;∞).
Now apply Theorem 2.2.
The following two corollaries cover the case when the coalescence probabilities
cN :=
(N )
1 (r; 2) do not depend on the generation r. Note that in this case the time
change function hN in (9) reduces to hN (t) = [t=cN ], i.e. hN has a (quasi) linear be-
haviour.
Corollary 2.4. Assume that (10) holds and that the coalescence probabilities
cN :=
(N )
1 (r; 2)¿ 0 do not depend on the generation r. If limN→∞ cN = 0 and if
the limits
a(x; b1; : : : ; ba) := lim
N→∞
a([x=cN ]; b1; : : : ; ba)
cN
(15)
exist for all a∈N; b1¿ · · ·¿ ba¿ 2 and (-almost all x¿ 0; then the linear time-
scaled ancestral process (R[t=cN ])t¿0 converges in the Skorohod sense as N tends to
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in5nity to a time-continuous and in general time-inhomogeneous Markov chain (Rt)t¿0.
For 06 s6 t its transition matrices P(s; t) := (P(Rt =  |Rs= ));∈En are given as a
product integral (8); where the matrix-valued measure  has a density x → Qx with
respect to the Lebesgue measure (; i.e.
(B) :=
∫
B
Qx((dx) (16)
for all Borel sets B ⊆ (0;∞). The transition intensity matrices Qx are given by
Qx := lim
N→∞
PN ([x=cN ])− I
cN
; x¿ 0; (17)
where the PN (r) are the one-step transition matrices of the ancestral process (Rr)r∈N0 .
Remark. For more information on how Qx can be calculated from limits (15) we refer
to Section 3.
Proof. For t ∈ (0;∞); a∈N and b1¿ · · ·¿ ba¿ 2
hN (t)∑
r=1
(N )a (r; b1; : : : ; ba)
=
hN (t)∑
r=1
∫
h−1N (r)
(N )a (r; b1; : : : ; ba)
((h−1N (r))
((dx)
=
[t=cN ]∑
r=1
∫
[rcN ; rcN+cN )
(N )a ([x=cN ]; b1; : : : ; ba)
cN
((dx)
=
∫
[cN ; cN [t=cN ]+cN )
(N )a ([x=cN ]; b1; : : : ; ba)
cN
((dx)
converges to
∫
(0; t] a(x; b1; : : : ; ba)((dx)=: 'a((0; t]; b1; : : : ; ba)¡∞ under the assump-
tions of Corollary 2:4 due to the dominated convergence theorem. Note that a([x=cN ];
b1; : : : ; ba)61([x=cN ]; 2) = cN . Thus (12) is satisAed and Theorem 2.2 is applicable.
From (13) we conclude that (16) holds for all B = (0; t]; t ¿ 0; where Qx is deAned
via (17). Thus Qx is a density of  with respect to ( and (16) holds for all Borel
sets B ⊆ (0;∞).
Remarks. In the particular case when the matrices Qx; x¿ 0; all commute the coales-
cent transition matrix has the form P(s; t) = exp(
∫
(s; t]Qx((dx)). For example; if there
exists a non-negative function - : (0;∞)→ (0;∞) such that
a(x; b1; : : : ; ba) = -(x)a(b1; : : : ; ba)
for all a∈N; b1¿ · · ·¿ ba¿ 2 and x¿ 0 then Qx=-(x)Q; where the matrix Q is de-
Aned via the functions a(b1; : : : ; ba). In particular; P(s; t)=exp((.(t)−.(s))Q); where
.(t) :=
∫
(0; t] -(x)((dx). In this case the limit process has the representation (see also
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M#ohle; 1998; Discussion and Examples) Rt=X.(t) where (Xt)t¿0 is a time-homogeneous
Markov chain with generator Q.
Corollary 2.5. Assume that (10) holds and that the coalescence probabilities cN :=
(N )1 (r; 2)¿ 0 do not depend on the generation r. If
1(x; 3) := lim
N→∞
1([x=cN ]; 3)
cN
= 0
for (-almost all x¿ 0 then the process (R[t=cN ])t¿0 converges in the Skorohod sense
as N tends to in5nity to Kingman’s n-coalescent.
Proof. Due to the calculations given in the proof of Corollary 2:4 we see that for
t ∈ (0;∞)
hN (t)∑
r=1
(N )1 (r; 3) =
∫
[cN ;cN [t=cN ]+cN )
(N )1 ([x=cN ]; 3)
cN
((dx)
converges to
∫
(0; t] 1(x; 3)((dx) = 0 as N tends to inAnity. Now apply
Corollary 2:3.
3. An integral representation for the intensity matrix measure
In this section brieCy an integral representation for the intensity matrix measure 
(see (13)) and for the corresponding density x → Qx (see (17)) is described which can
be derived with the methods presented in M#ohle and Sagitov (1999). Fix t ∈ (0;∞)
and deAne B := (0; t]. It is well known (see M#ohle and Sagitov, 1999) that if the limits
'j(B; k1; : : : ; kj) (see (12)) exist for all j∈N and k1¿ · · ·¿ kj¿ 2, then there exist
symmetric measures Fj;B on the simplex

j := {(x1; : : : ; xj)∈ [0; 1]j | x1 + · · ·+ xj6 1} (18)
uniquely determined by their moments∫

j
xk1−21 · · · xkj−2j Fj;B(dx1; : : : ; dxj) = 'j(B; k1; : : : ; kj);
k1¿ · · ·¿ kj¿ 2 with
1 = F1;B(
1)¿F2;B(
2)¿ · · · :
For  ⊂  the entry '(B) of (B) has the form
'(B) =
[(a+g)=2]∑
r=g
∫

r
xb1−21 · · · xbg−2g T (r)g;a−g(x1; : : : ; xr)Fr;B(dx1; : : : ; dxr); (19)
where the parameters a; b1; : : : ; ba are deAned as in Section 1 and the parameter
g∈{0; : : : ; a} denotes (by deAnition) the number of bi’s which are not equal to one,
such that b1¿ · · ·¿ bg¿ 2 and bg+1 = · · ·= ba = 1. Here the set of polynomials
T (r)j; s (x1; : : : ; xr); 16 j6 r; r¿ 1; s¿ 0
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is deAned explicitly by T (r)0; s = 0,
T (r)r; s (x1; : : : ; xr) = (1− x1 − · · · − xr)s
and
T (r)r−j; s(x1; : : : ; xr)
= (−1) j+1
ij+1−2∑
ij=2j−1
· · ·
i2−2∑
i1=1
j∏
k=0
ik
(
1−
r−k∑
i=1
xi
)ik+1−ik−2
; j∈{1; : : : ; r − 1};
where i0 =−1 and ij+1 = s+ 1. Note that this implies that T (r)r−j; s ≡ 0 for s¡ 2j. The
diagonal entries '(B) of (B) are calculated as
'(B) =−
b−1∑
j=1
j
[( j+1)=2]∑
r=1
∫

r
T (r)1; j−1(x1; : : : ; xr)Fr;B(dx1; : : : ; dxr): (20)
Provided limits (15) exist, an integral representation of the density matrices Qx can be
derived in the same way as the integral representation of the matrix measures (B).
Formally one has to replace the measures Fr;B in (19) and (20) by the symmetric
measure Fr;x on the simplex 
r uniquely determined via its moments∫

r
xk1−21 · · · xkr−2r Fr;x(dx1; : : : ; dxr) = r(x; k1; : : : ; kr); (21)
k1¿ · · ·¿ kr¿ 2. For  ⊂  the entry q(x) of Qx has the integral representation
q(x) =
[(a+g)=2]∑
r=g
∫

r
xb1−21 · · · xbg−2g T (r)g;a−g(x1; : : : ; xr)Fr;x(dx1; : : : ; dxr); (22)
with the parameters a; g; b1; : : : ; bg as before and the diagonal entries q(x) of Qx have
the form
q(x) =−
b−1∑
j=1
j
[( j+1)=2]∑
r=1
∫

r
T (r)1; j−1(x1; : : : ; xr)Fr;x(dx1; : : : ; dxr): (23)
4. Proof of Theorem 2.2
In this section the rigorous proof of the main theorem (Theorem 2.2) is presented.
If the reader is not interested in the technical aspects of the paper he might skip this
and the following technical Section 5 and start considering the examples presented in
Section 6.
The proof of Theorem 2.2 is divided into three parts. First the existence and the
continuity of the measure  are considered. Afterwards the convergence of the Anite-
dimensional distributions of the time scaled ancestral process is shown. Finally the
convergence in the Skorohod sense is established.
Part 1: Existence and continuity of the intensity measure .
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Fix t ∈ (0;∞). Recursion (3) applied to limits (12) leads to
'a+1((0; t]; b1; : : : ; ba; 1)
:= lim
N→∞
hN (t)∑
r=1
(N )a+1(r; b1; : : : ; ba; 1)
='a((0; t]; b1; : : : ; ba)−
a∑
i=1
'a((0; t]; b1; : : : ; bi−1; bi + 1; bi+1; : : : ; ba):
So by induction on the number of ones among the b1; : : : ; ba it follows that limits (12)
exist for the wider set of parameters a; b1; : : : ; ba ∈N satisfying b1 + · · ·+ ba ¿a.
For  ⊂  the entry '((0; t]) of the matrix measure ((0; t]) is given by '((0; t])=
'a((0; t]; b1; : : : ; ba), where the connection between ;  and a; b1; : : : ; ba is described
in Section 1. It remains open to calculate the diagonal entries '((0; t]) of ((0; t]).
Recursion (3) together with 1(r; 1) = 1 shows that the limits
-b((0; t]) := lim
N→∞
hN (t)∑
r=1
(1− (N )b (r; 1; : : : ; 1))¡∞ (24)
exist and satisfy the recursion
-b+1((0; t]) = -b((0; t]) + b'b((0; t]; 2; 1; : : : ; 1): (25)
This provides an algorithm to calculate the -b((0; t]) successively for b = 1; 2; 3; : : :
starting with -1((0; t]) = 0. In particular, -b((0; t])¿ -2((0; t]) = '1((0; t]; 2) = t, for
b= 2; 3; : : : and t ∈ (0;∞).
The diagonal entries of ((0; t]) are given by '((0; t]) = −-b((0; t]), where b =
|| denotes the number of classes of . Thus in matrix notation we have shown the
existence of limits (13). These values of ((0; t]) for all t uniquely determine a matrix
valued signed measure  concentrated on (0;∞). Note that in general (B) is not
equal to limN→∞
∑
0=r∈hN (B) (PN (r) − I) for arbitrary Borel sets B ⊆ (0;∞). To see
why recall that hN : [0;∞) → N0 is a step function and hence we have hN ((0; t]) =
hN (Q∩(0; t])=hN (Qc∩(0; t]), where Q denotes the rational numbers and Qc :=R\Q.
Therefore, if (B) were equal to limN→∞
∑
0=r∈hN (B) (PN (r)− I) for arbitrary Borel
sets B ⊆ (0;∞), then we would have ((0; t]) = (Q ∩ (0; t]) = (Qc ∩ (0; t]).
However, by Anite additivity, ((0; t])=(Q∩ (0; t])+(Qc ∩ (0; t]), which leads to
a contradiction unless ((0; t]) = 0.
In the following it is shown that the intensity measure  has dominating measure
0 determined via 0((0; t]) := t‖A‖ for all t ∈ (0;∞), where the matrix A=(a);∈En
is deAned via
a :=


( ||
2
)
if = ;
1 if  ⊂ ;
0 otherwise:
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In order to see this Ax 06 s6 t and a; b1; : : : ; ba ∈N such that b1 + · · · + ba ¿a.
The monotonicity property (4) with l := 1 and m1 := 2 shows that 
(N )
a (r; b1; : : : ; ba)6
(N )1 (r; 2) = cN;r and hence
06 'a((s; t]; b1; : : : ; ba)
= 'a((0; t]; b1; : : : ; ba)− 'a((0; s]; b1; : : : ; ba)
= lim
N→∞
(hN (t)∑
r=1
(N )a (r; b1; : : : ; ba)−
hN (s)∑
r=1
(N )a (r; b1; : : : ; ba)
)
= lim
N→∞
hN (t)∑
r=hN (s)+1
(N )a (r; b1; : : : ; ba)
6 lim
N→∞
hN (t)∑
r=hN (s)+1
cN;r = lim
N→∞
(hN (t)∑
r=1
cN;r −
hN (s)∑
r=1
cN;r
)
= lim
N→∞
fN (hN (t))− lim
N→∞
fN (hN (s)) = t − s:
Thus the o7-diagonal elements '((s; t]) of ((s; t]) satisfy 06 '((s; t])6 t − s.
From (6) it follows that
06 -b((s; t]) = lim
N→∞
hN (t)∑
r=hN (s)+1
(1− (N )b (r; 1; : : : ; 1))
6 lim
N→∞
hN (t)∑
r=hN (s)+1
(
b
2
)
cN;r
=
(
b
2
)
lim
N→∞
(fN (hN (t))− fN (hN (s)))
=
(
b
2
)
(t − s); b∈N; 06 s6 t;
i.e. the diagonal entries '((s; t]) of ((s; t]) satisfy |'((s; t])| = -||((s; t])6 ( ||2 )
(t − s). Thus for 06 s6 t it follows that
‖((s; t])‖ = sup
∈En
∑
∈En
|'((s; t])|
= sup
∈En

|'((s; t])|+
∑
∈En
 ⊂ 
'((s; t])


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6 sup
∈En

(t − s)
( ||
2
)
+
∑
∈En
⊂
(t − s)


= (t − s) sup
∈En


( ||
2
)
+
∑
∈En
⊂
1


= (t − s)‖A‖=0((s; t]);
i.e. the intensity measure  has dominating measure 0. The continuity of  follows
immediately as 0 is continuous.
Part 2: For the proof of the convergence of the Anite-dimensional distributions of
the time scaled ancestral process (RhN (t))t¿0 the theory of product integration is used.
Fix the sample size n∈N and for 06 s6 t consider the transition matrix PN (s; t) of
the time-scaled process (RhN (t))t¿0, i.e.
PN (s; t) :=
(
P(RhN (t) =  |RhN (s) = )
)
;∈En =
hN (t)∏
r=hN (s)+1
PN (r):
With the notation AN (r) :=PN (r)− I we conclude that
PN (s; t) =
hN (t)∏
r=hN (s)+1
(I + AN (r))
= I +
hN (t)−hN (s)∑
k=1
∑
hN (s)¡r1¡···¡rk6hN (t)
AN (r1) · · ·AN (rk): (26)
In what follows it is shown by induction on k ∈N that
lim
N→∞
∑
hN (s)¡r1¡···¡rk6hN (t)
AN (r1) · · ·AN (rk) =k(Ck(s; t))
for all 06 s6 t, where
Ck(s; t) := {(x1; : : : ; xk)∈Rk | s¡x1¡ · · ·¡xk6 t} (27)
and k denotes the k-fold product matrix measure of . For k = 1 this follows from
lim
N→∞
hN (t)∑
r=hN (s)+1
AN (r)
(13)
=((s; t]) =(C1(s; t)):
In order to show the step from k − 1 to k deAne N ((0; t]) :=
∑hN (t)
r=1 AN (r) and note
that the corresponding measure N is concentrated on the set {fN (r) | r ∈N} with
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N ({fN (r)}) = AN (r). In particular N (h−1N (r)) = AN (r); r ∈N, and hence∑
hN (s)¡r1¡···¡rk6hN (t)
AN (r1) · · ·AN (rk)
=
hN (t)∑
r1=hN (s)+1
AN (r1)
∑
r1¡r2¡···¡rk6hN (t)
AN (r2) · · ·AN (rk)
=
hN (t)∑
r1=hN (s)+1
N (h−1N (r1))
∑
r1¡r2¡···¡rk6hN (t)
AN (r2) · · ·AN (rk)
=
hN (t)∑
r1=hN (s)+1
∫
h−1N (r1)
N (dt1)
∑
hN (t1)¡r2¡···¡rk6hN (t)
AN (r2) · · ·AN (rk)
=
∫
[fN (hN (s)+1);fN (hN (t)+1))
N (dt1)
∑
hN (t1)¡r2¡···¡rk6hN (t)
AN (r2) · · ·AN (rk);
as h−1N (r) = [cN;1 + · · ·+ cN;r ; cN;1 + · · ·+ cN;r+1) = [fN (r); fN (r + 1)). Note that∥∥∥∥∥∥
∑
hN (t1)¡r2¡···¡rk6hN (t)
AN (r2) · · ·AN (rk)
∥∥∥∥∥∥
6
hN (t)∑
r2 ;:::;rk=1
‖AN (r2)‖ · · · ‖AN (rk)‖
=
(hN (t)∑
r=1
‖AN (r)‖
)k−1
→ (0((0; t]))k−1
as N tends to inAnity. Hence by induction and due to the dominated convergence
theorem the integral above converges to∫
(s; t]
(dt1)k−1(Ck−1(t1; t)) =k(Ck(s; t))
as N tends to inAnity. Note that fN (hN (t)+1)¿t and that limN→∞ fN (hN (t)+1)= t.
Thus as N tends to inAnity series (26) converges to the PFeano series (PFeano, 1888)
P(s; t) := I +
∞∑
k=1
∫
Ck (s; t)
(dt1) · · ·(dtk) = I +
∞∑
k=1
k(Ck(s; t)):
Note that
‖k(B1 × · · · × Bk)‖ = ‖(B1) · · ·(Bk)‖
6 ‖(B1)‖ · · · ‖(Bk)‖
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60(B1) · · ·0(Bk)
= k0(B1 × · · · × Bk);
i.e. k is dominated by k0, the usual k-fold product measure of 0. Therefore
P(s; t) is dominated by
1 +
∞∑
k=1
‖k(Ck(s; t))‖6 1 +
∞∑
k=1
k0(Ck(s; t))
= 1 +
∞∑
k=1
(0([s; t]))k
k!
= exp(0([s; t]))¡∞:
Hence the PFeano series P(s; t) exists and is identical (see Gill and Johansen, 1990,
DeAnition 3) to the product integral
∏
x∈(s; t] (I +(dx)). Thus the convergence of the
Anite-dimensional distributions follows immediately.
Part 3: The proof of the convergence in the Skorohod sense is based on a coupling
technique for non-time-homogeneous Markov chains. The method presented in M#ohle
(1999) for the special case when the limit processes are time-homogeneous shows that
it is suGcient to verify that the following condition is satisAed:
For every 4¿ 0 and t ¿ 0 there exists 5¿ 0 such that
lim inf
N→∞
P(w((N )RhN (:); 5; t)¡4)¿ 1− 4;
where
w((N )RhN (:); 5; t) := inf{Ti}
max
16i6K
sup
u;v∈[Ti−1 ;Ti)
%((N )RhN (u);(N )RhN (v))
denotes the modulus of continuity. Here % is the discrete metric on En, i.e., %(; ) := 1−
5, where 5 denotes the Kronecker symbol. Note that the inAmum ranges over all
random partitions {Ti} of the form 0= T0¡T1¡ · · ·¡TK−1¡t6TK , where K is a
positive integer valued random variable and min16i6K (Ti − Ti−1)¿5.
In order to prove this the jumps are coupled to those of a process with a higher jump
rate, but whose inter-jump times are easier to handle. Consider the two-dimensional
Markov process (Xr)r∈N0 := (Zr; Sr)r∈N0 with state space N0 × En, initial value X0 =
(0; 
) with 
 := {(i; i) | 16 i6 n} and transition probabilities
P(Xr = (j; ) |Xr−1 = (i; )) :=


p

(r) if j = i and = ;
p(r)− p

(r) if j = i + 1 and = ;
p(r) if j = i + 1 and  = ;
0 otherwise:
Note that the monotonicity property (4) ensures that p(r)− p

(r)¿ 0. The distri-
bution of (Sr)r is identical to the distribution of the ancestral process (Rr)r , so that
P(w(RhN (:); 5; t)¡4) = P(w(ShN (:); 5; t)¡4):
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Denote by 0=T (N )0 ¡T
(N )
1 ¡ · · · the jump times of the time-scaled process (XhN (t))t¿0.
A proof of the following lemma is given in Section 5.
Lemma 4.6. The 5nite-dimensional distributions of T (N )1 ; T
(N )
2 ; : : : converge as N tends
to in5nity to those of random variables T1; T2; : : : with joint distribution determined
via
P((T1; : : : ; Tk)∈A) =
∫
A∩Mk
exp(−-((0; xk ]))-k(dx1; : : : ; dxk) (28)
for all k ∈N and all Borel sets A ⊆ Rk ; where
Mk := {x = (x1; : : : ; xk)∈Rk | 0¡x1¡ · · ·¡xk} (29)
and -k is the k-fold product measure of the Borel measure de5ned via (24) with
b := n.
Note that the random variables ;1 :=T1; ;2 :=T2−T1; ;3 :=T3−T2; : : : are in general
neither independent nor identically distributed. They are independent and all exponential
distributed with some parameter <¿ 0 if and only if -((0; t]) = <t; t ∈ (0;∞). In this
case we are back in the asymptotically time-homogeneous setting of Lemma 3:2 in
M#ohle (1999).
Now the proof of Theorem 2.2 is continued. If for some m∈N and for some 5¿ 0
T (N )m ¿ t and ;
(N )
i ¿ 5 for i∈{1; : : : ; m};
then kN :=min{i |T (N )i ¿ t} exists, 16 kN 6m,
0 = T (N )0 ¡T
(N )
1 ¡ · · ·¡T (N )kN−1¡t6T
(N )
kN
and T (N )i − T (N )i−1 ¿5 for all i∈{1; : : : ; kN}. As the process ShN (:) is constant on each
interval [T (N )i−1 ; T
(N )
i ); i∈{1; : : : ; kN} it follows that w(ShN (:); 5; t) = 0. Hence for every
m∈N and 5¿ 0
P(w(ShN (:); 5; t)¡4)¿P(T
(N )
m ¿ t; ;
(N )
i ¿ 5 for i = 1; : : : ; m):
Thus in order to prove the condition it is suGcient to And m∈N and 5¿ 0 such that
lim inf
N→∞
P(T (N )m ¿ t; ;
(N )
i ¿ 5 for i = 1; : : : ; m)¿ 1− 4:
As T (N )m = ;
(N )
1 + · · ·+ ;(N )m it is seen by a straightforward correlation argument that
P(T (N )m ¿ t | ;(N )i ¿ 5 for i = 1; : : : ; m)¿P(T (N )m ¿ t):
Thus it is suGcient to And m∈N and 5¿ 0 such that
lim inf
N→∞
P(T (N )m ¿ t)P(;
(N )
i ¿ 5 for i = 1; : : : ; m)¿ 1− 4:
The joint distribution of ;(N )1 ; : : : ; ;
(N )
m converges weakly to the joint distribution of
;1; : : : ; ;m. Further T
(N )
m =;
(N )
1 + · · ·+;(N )m converges in distribution to Tm=;1+ · · ·+;m.
Thus it is suGcient to And m∈N and 5¿ 0 such that
P(Tm¿ t)P(;1¿5; : : : ; ;m ¿5)¿ 1− 4:
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At the end of Section 5 it is shown (see (35)) that P(Tm¿ t) tends to 1 as m →
∞ and that P(;1¿5; : : : ; ;m ¿5) tends to 1 as 5 → 0. Thus this can be done by
choosing m suGciently large and then 5 suGciently small. This completes the proof of
Theorem 2.2.
5. Properties of the jump times
In this section the jump times T (N )1 ; T
(N )
2 ; : : : of the two-dimensional Markov process
(Xr)r∈N0 deAned in the previous section are studied. In particular, a proof of Lemma
4:6 is presented. We start by considering the distribution of the jump time T (N )1 . With
the notation aN (r) :=p

(r)− 1 = n(r; 1; : : : ; 1)− 1 we have for t¿ 0
P(T (N )1 ¿t) =
hN (t)∏
r=1
p

(r) =
hN (t)∏
r=1
(1 + aN (r))
= 1 +
hN (t)∑
k=1
∑
0¡r1¡···¡rk6hN (t)
aN (r1) · · · aN (rk):
As N tends to inAnity this converges to the one-dimensional PFeano series
1 +
∞∑
k=1
∫
Ck (0; t)
(−-n)(dt1) · · · (−-n)(dtk) = 1 +
∞∑
k=1
(−-n)k(Ck(0; t));
where the sets Ck(s; t) have been already deAned in (27). This PFeano series is identical
to the one-dimensional product integral
∏
x∈(0; t] (1− -n(dx)). As -n is continuous and
one-dimensional (and hence commutative) this product integral is simply the expo-
nential exp(−-n((0; t])) = exp(−Gn(t)), where Gn(t) := -n((0; t]) denotes the measure
generating function of -n. Thus we have shown that
lim
N→∞
P(T (N )1 6 t) = Fn(t) (30)
with Fn(t) := 1 − exp(−Gn(t)); t ∈R. It is obvious that Fn is a distribution function.
Thus as N tends to inAnity, T (N )1 converges in distribution to a random variable T1
with distribution function Fn. In order to verify (28) for the case k = 1 the following
lemma is helpful which ensures that for n¿ 2 the measure generating function Gn is
strictly monotone increasing on (0;∞).
Lemma 5.7. If n¿ 2 then Gn(s)¡Gn(t) for 06 s¡ t.
Proof. We use induction on n. For n=2 the lemma follows from G2(t) = '1((0; t]; 2)
= t. The step from n to n+ 1 is given by
Gn+1(s)
(25)
= Gn(s) + n'n((0; s]; 2; 1; : : : ; 1)
¡Gn(t) + n'n((0; t]; 2; 1; : : : ; 1)
(25)
= Gn+1(t):
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Up to the end of this section write -; G; F instead of -n; Gn; Fn for convenience.
The distribution function F satisAes
F(t)− F(s) = 1− exp(−G(t))− (1− exp(−G(s)))
= exp(−G(s))− exp(−G(t))
=
∫
(G(s);G(t)]
exp(−u)((du)
=
∫
G((s; t])
exp(−u)-G(du)
=
∫
G−1(G((s; t]))
exp(−G(x))-(dx)
=
∫
(s; t]
exp(−G(x))-(dx); (31)
06 s6 t, where the transformation theorem has been used. Thus T1 has density x →
exp(−G(x))1(0;∞)(x) with respect to - or equivalently
P(T1 ∈A) =
∫
A
exp(−-((0; x]))-(dx) (32)
for all Borel sets A ⊆ (0;∞). Thus we have veriAed (28) for the case k = 1. In order
to verify (28) for arbitrary k ∈N deAne pr :=p

(r) and %(N )i := hN (T (N )i ) and note
that for k ∈N and 06 t16 · · ·6 tk6 t
P(T (N )1 6 t1; : : : ; T
(N )
k 6 tk ; T
(N )
k+1¿t)
=P(%(N )1 6 hN (t1); : : : ; %
(N )
k 6 hN (tk); %
(N )
k+1¿hN (t))
=
∑
0¡r1¡···¡rk
r16hN (t1);:::; rk6hN (tk )
P(%(N )1 = r1; : : : ; %
(N )
k = rk ; %
(N )
k+1¿hN (t))
=
∑
0=r0¡r1¡···¡rk
r16hN (t1);:::; rk6hN (tk )

 k∏
i=1

 ri−1∏
r=ri−1+1
pr

 (1− pri)

( hN (t)∏
r=rk+1
pr
)
=
(hN (t)∏
r=1
pr
) ∑
0=r0¡r1¡···¡rk
r16hN (t1);:::; rk6hN (tk )
k∏
i=1
1− pri
pri
∼ exp(−G(t))
∑
0=r0¡r1¡···¡rk
r16hN (t1);:::; rk6hN (tk )
k∏
i=1
(1− pri);
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where limN→∞ inf r6hN (t) pr = 1 has been used (see Lemma 6). The last sum is equal
to
∑
0=i06i16···6ik6k
i1¿1;:::; ik¿k
k∏
j=1

 ∑
hN (tj−1)¡rij−1+1¡···¡rij6hN (tj)
(1− prij−1+1) · · · (1− prij )


which converges as N tends to inAnity to
∑
0=i06i16···6ik6k
i1¿1;:::; ik¿k
k∏
j=1
-ij−ij−1 (Cij−ij−1 (tj−1; tj))
=
∑
0=i06i16···6ik6k
i1¿1;:::; ik¿k
k∏
j=1
(G(tj)− G(tj−1))ij−ij−1
(ij − ij−1)!
= -k(Bk)
with t0 := 0, where the sets Cm(s; t) are deAned in (27) and Bk = Bk(t1; : : : ; tk) denotes
the set of all x=(x1; : : : ; xk)∈Rk with 0¡x1¡ · · ·¡xk and xi6 ti for all i∈{1; : : : ; k}.
Note that -m(Cm(u; v)) = (G(v)− G(u))m=m! and that Bk is a union of the form
Bk =
⋃
0=i06i16···6ik−16ik=k
i1¿1;:::; ik¿k
×kj=1 Cij−ij−1 (tj−1; tj):
Thus we have shown that
lim
N→∞
P(T (N )1 6 t1; : : : ; T
(N )
k 6 tk ; T
(N )
k+1¿t) = exp(−G(t)) -k(Bk(t1; : : : ; tk))
for 06 t16 · · ·6 tk6 t. Using
P(T (N )1 6 t1; : : : ; T
(N )
k 6 tk ; T
(N )
k+16 t)
=P(T (N )1 6 t1; : : : ; T
(N )
k 6 tk)− P(T (N )1 6 t1; : : : ; T (N )k 6 tk ; T (N )k+1¿t)
we see by taking the limit N →∞ and by induction on k that
lim
N→∞
P(T (N )1 6 t1; : : : ; T
(N )
k 6 tk)
=1− exp(−G(t1))−
k−1∑
i=1
exp(−G(ti+1))-i(Bi(t1; : : : ; ti)) (33)
for k ∈N and 06 t16 · · ·6 tk . It is shown now (also by induction on k) that
lim
N→∞
P(T (N )1 6 t1; : : : ; T
(N )
k 6 tk) =
∫
(0; t1]×···×(0; tk ]
1Mk (x) exp(−G(xk))-k(dx)
(34)
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for all t16 · · ·6 tk , where the set Mk is deAned in (29). Note that Bk(t1; : : : ; tk)=Mk ∩
((0; t1]× · · · × (0; tk ]). For k = 1 this follows from (32). The step from k to k + 1 is
given by
lim
N→∞
P(T (N )1 6 t1; : : : ; T
(N )
k+16 tk+1)
(33)
= 1− exp(−G(t1))−
k−1∑
i=1
exp(−G(ti+1))-i(Bi(t1; : : : ; ti))
− exp(−G(tk+1))-k(Bk(t1; : : : ; tk))
ind=
∫
(0; t1]×···×(0; tk ]
1Mk (x) exp(−G(xk))-k(dx)
−
∫
(0; t1]×···×(0; tk ]
1Mk (x) exp(−G(tk+1))-k(dx)
=
∫
(0; t1]×···×(0; tk ]
1Mk (x)(exp(−G(xk))− exp(−G(tk+1)))-k(dx)
(31)
=
∫
(0; t1]×···×(0; tk ]
1Mk (x)
∫
(xk ; tk+1]
exp(−G(xk+1)) -(dxk+1)-k(dx)
=
∫
(0; t1]×···×(0; tk+1]
1Mk+1(x) exp(−G(xk+1))-k+1(dx):
Thus (34) holds. Obviously (34) deAnes a distribution function and hence
(T (N )1 ; : : : ; T
(N )
k ) converges in distribution to a random vector (T1; : : : ; Tk) as N tends to
inAnity with distribution function (34). The representation (34) shows that T1¡ · · ·¡Tk
almost surely and that (T1; : : : ; Tk) has density x = (x1; : : : ; xk) → exp(−G(xk)) 1Mk (x)
with respect to the measure -k . In particular, (28) holds. For t1 = · · · = tk =: t (33)
leads to
P(Tk6 t) = P(T16 t; : : : ; Tk6 t)
= 1− exp(−G(t))− exp(−G(t))
k−1∑
i=1
-i(Bi(t; : : : ; t))
= 1− exp(−G(t))
k−1∑
i=0
(G(t))i
i!
(35)
and hence limk→∞ P(Tk6 t) = 0; t¿ 0.
The joint distribution of ;1; : : : ; ;k is given via
P((;1; : : : ; ;k)∈B) =
∫
g−1(B)
exp(−G(xk))-k(dx) (36)
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for all Borel sets B ⊆ (0;∞)k , where g−1 : (0;∞)k → Mk , the inverse of g :Mk →
(0;∞)k ; g(x) = (x1; x2 − x1; : : : ; xk − xk−1) is given by g−1(x) = (x1; x1 + x2; : : : ; x1 +
· · · + xk). With B := (5;∞)k ; 5¿ 0 it follows that P(;1¿5; : : : ; ;k ¿5) converges to∫
Mk
exp(−G(xk))-k(dx) = P(T1¡ · · ·¡Tk) = 1 as 5 → 0. This property is needed at
the end of the proof of Theorem 2.2.
6. Examples
Example 1. Consider the so-called time-inhomogeneous Wright–Fisher model; where it
is assumed that the family sizes (r)1 ; : : : ; 
(r)
Mr are symmetrically multinomial distributed;
i.e.;
P((r)1 = k1; : : : ; 
(r)
Mr = kMr ) =
Mr−1!M
−Mr−1
r
k1! · · · kMr !
for r ∈N and k1; : : : ; kMr ∈N0 with k1 + · · ·+kMr =Mr−1. A straightforward calculation
shows that the joint factorial moments of (r)1 ; : : : ; 
(r)
Mr are given by E((
(r)
1 )b1 · · · ((r)a )ba)
=(Mr−1)bM−br and hence a(r; b1; : : : ; ba)=(Mr)aM
−b
r ; a; b1; : : : ; ba ∈N; b := b1+· · ·+
ba. In particular cr = 1=Mr and hence (10) and (11) are equivalent. Obviously
hN (t)∑
r=1
c2r 6
(hN (t)∑
r=1
cr
)
sup
r6hN (t)
cr = fN (hN (t)) sup
r6hN (t)
cr6 t sup
r6hN (t)
cr
and together with 1(r; 3)=1=M 2r =c
2
r we conclude that (14) is a consequence of (10).
Thus Corollary 2:3 is applicable whenever (10) is satisAed.
In order to present a concrete non-trivial example such that (10) is satisAed take a
real constant >¿ 0 and deAne Mr := [N (1−>=N )r]; r ∈N0. This corresponds to a geo-
metric growth of the population in the usual direction of time. In this case it follows that
hN (t) ∼ N>−1 log(1 + >t) and hence (10) is satisAed. The process (RN>−1 log(1+>t))t¿0
converges in the Skorohod sense to Kingman’s n-coalescent as N tends to inAnity. The
measure generating function Gb of the Borel measure -b (see (24)), b∈N, is given
by Gb(t) = tb(b− 1)=2; t¿ 0.
Example 2. We provide an example such that Theorem 2.1 is applicable; i.e. such that
the corresponding limit process is time-discrete. Let l1; l2; : : :∈N with lr6Mr−1=2 and
consider such an exchangeable population model where exactly lr families are of size
Nr := [Mr−1=lr]; while other family sizes are zeros and ones while proceeding from
generation r − 1 to generation r. In this case
P
(
lr⋂
i=1
{(r)i = Nr};
lr+mr⋂
i=lr+1
{(r)i = 1};
Mr⋂
i=lr+mr+1
{(r)i = 0}
)
=
1(
Mr
lr
)(
Mr − lr
mr
) = lr!mr!
(Mr)lr+mr
;
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where mr :=Mr−1 − lrNr ∈N0. For r; j∈N and k1; : : : ; kj¿ 2 it follows that
E(((r)1 )k1 · · · ((r)j )kj) = (Nr)k1 · · · (Nr)kj
(
Mr − j
lr − j
)(
Mr − lr
mr
)
lr!mr!
(Mr)lr+mr
=
(lr)j
(Mr)j
(Nr)k1 · · · (Nr)kj
and hence
j(r; k1; : : : ; kj) =
(lr)j
(Mr−1)k1+···+kj
(Nr)k1 · · · (Nr)kj :
Note that this formula is in general not satisAed if some of the k1; : : : ; kj are equal to
one. Assuming that the population sizes Mr−1 (and hence the Nr) tend to inAnity as N
tends to inAnity (for example choose Mr :=N ) it follows that limits (7) have the form
a(r; b1; : : : ; ba)=(lr)al−br with b := b1 + · · ·+ba whenever r; a∈N and b1; : : : ; ba¿ 2.
Recursion (3) implies that
a+1(r; b1; : : : ; ba; 1)
=a(r; b1; : : : ; ba)−
a∑
i=1
a(r; b1; : : : ; bi−1; bi + 1; bi+1; : : : ; ba)
and an induction on the number of ones among the b1; : : : ; ba yields that a(r; b1; : : : ; ba)
= (lr)al−br for the wider set of parameters r; a; b1; : : : ; ba ∈N. Thus Theorem 2.1 is ap-
plicable. The resulting time-discrete limit process (Rr)r∈N0 corresponds to the ancestral
process of a time-inhomogeneous Wright–Fisher model with population sizes lr .
In the following it is shown that the transition matrices P(r); r ∈N, of the limit
process in general do not commute. Fix r1; r2 ∈N and ; ∈En with  ⊆ . Let a := ||
denote the number of classes of  and let b1; : : : ; ba denote the group sizes of merging
classes of . Note that a6 b := || = b1 + · · · + ba. With this notation the , -entry
of the matrix P(r1)P(r2) is given by
(P(r1)P(r2))
=
∑
;∈En
⊆;⊆
p;(r1)p;(r2)
=
b∑
c=a
∑
c1 ;:::;ca∈N
c1+···+ca=c
∑
bij
b1! · · · ba!c(r1; b11; : : : ; baca)a(r2; c1; : : : ; ca)
c1! · · · ca!
∏a
i=1
∏ci
j=1 bij!
:
Here the parameter c corresponds to the number of classes of ; and the c1; : : : ; ca are the
group sizes of merging classes of ;. The third sum extends over all bij; i∈{1; : : : ; a};
j∈{1; : : : ; ci} satisfying bi1 + · · ·+ bici = bi for all i∈{1; : : : ; a}. Rewriting the above
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formula leads to
(P(r1)P(r2))
=
b∑
c=a
(lr1 )c
lbr1
(lr2 )a
lcr2
∑
c1 ;:::;ca∈N
c1+···+ca=c
a∏
i=1

 1ci!
∑
bi1 ;:::;bici∈N
bi1+···+bici=bi
bi!
bi1! · · · bici !


=
b∑
c=a
(lr1 )c
lbr1
(lr2 )a
lcr2
∑
c1 ;:::;ca∈N
c1+···+ca=c
a∏
i=1
S(bi; ci); (37)
where the S(b; c) denote the Stirling numbers of the second kind. Note that the
quantities
Ta(b1; : : : ; ba; c) :=
∑
c1 ;:::;ca∈N
c1+···+ca=c
S(b1; c1) · · · S(ba; ca)
satisfy the recursion T1(b; c) = S(b; c) and
Ta+1(b1; : : : ; ba+1; c) =
c−1∑
i=1
S(ba+1; i)Ta(b1; : : : ; ba; c − i);
a∈N. For the special case a= 1 and b= b1 = 4 formula (37) is equal to
1
l3r1
4∑
c=1
(lr1 − 1)c−1
lc−1r2
S(4; c) =
1
l3r1
(
1 +
7(lr1 − 1)
lr2
+
6(lr1 − 1)2
l2r2
+
(lr1 − 1)3
l3r2
)
which is not symmetric in lr1 and lr2 . Thus if n¿ 4 then the transition matrices
P(r); r ∈N, in general do not commute in the sense that P(r1)P(r2) =P(r2)P(r2)
whenever lr1 = lr2 . It is remarkable that for sample sizes n6 3 the transition matrices
do commute, i.e. P(r1)P(r2) =P(r2)P(r1) for all r1; r2 ∈N. This follows directly from
the structure of the transition matrix P(r), namely for the sample size n= 2 we have
P(r) =
(
1− x x
0 1
)
with x := 1=lr and for n= 3 the transition matrix P(r) is given by
P(r) =


(1− x)(1− 2x) x(1− x) x(1− x) cx(1− x) x2
0 1− x 0 0 x
0 0 1− x 0 x
0 0 0 1− x x
0 0 0 0 1


if the state space is ordered such that E3 = {0; 1; 2; 3; 4} where 1; 2; 3 are the
three equivalence relations on {1; 2; 3} having exactly two equivalence classes, |0|=3
and |4|= 1.
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Example 3. We present an example satisfying the conditions of Theorem 2.2 such
that the limit process is time-continuous. For convenience assume that the population
size Mr = N does not depend on the generation r. Condition (10) is then obviously
satisAed. Assume that while proceeding from generation r to generation r− 1; i.e. one
step forward in the usual direction of time; the population evolves with probability p
according to the previous example; while with probability 1 − p all family sizes are
equal to one; i.e. (r)1 = · · ·= (r)N = 1. For r; j∈N and k1; : : : ; kj¿ 2 it follows that
j(r; k1; : : : ; kj) = p
(lr)j
(N )k1+···+kj
(Nr)k1 · · · (Nr)kj ;
where Nr = [N=lr]; r ∈N.
Assume now that p = pN depends on N , where (pN )N∈N is a sequence of real
numbers satisfying 0¡pN 6 1 and limN→∞ pN = 0. Obviously cN;r = 1(r; 2)6pN
and hence (11) is satisAed. Obviously (Nr)bi = ([N=lr])bi6 (N=lr)bi and hence
(Nr)b1 · · · (Nr)ba6
(
N
lr
)
b1
· · ·
(
N
lr
)
ba
=
a∏
i=1
N (N − lr)(N − 2lr) · · · (N − (bi − 1)lr)
lbir
6 l−br
a∏
i=1
N (N − 1) · · · (N − bi + 1)
= l−br (N )b1 · · · (N )ba ;
where b := b1+ · · ·+ba. Multiplication of both sides with pN (lr)a=(N )b and summation
over all r ∈{1; : : : ; hN (t)} leads to
lim sup
N→∞
hN (t)∑
r=1
a(r; b1; : : : ; ba)6 lim sup
N→∞
pN
hN (t)∑
r=1
(lr)al−br ;
r; a∈N and b1; : : : ; ba¿ 2. In order to verify that
lim inf
N→∞
hN (t)∑
r=1
a(r; b1; : : : ; ba)¿ lim inf
N→∞
pN
hN (t)∑
r=1
(lr)al−br (38)
the following additional assumption is needed. In the following it is assumed 1 that the
lr are small relative to N in the sense that
lim
N→∞
sup
r∈{1;:::; hN (t)}
lr
N
= 0; ∀t ¿ 0: (39)
1 A concrete example is lr := 1+ [
√
N=r]; N; r ∈N. Note that for N ¿ 8 we have lr6N=2 for all r ∈N.
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Then as (Nr)bi = ([N=lr])bi¿ (N=lr − 1)bi it follows that
(Nr)b1 · · · (Nr)ba¿
(
N − lr
lr
)
b1
· · ·
(
N − lr
lr
)
ba
=
a∏
i=1
(N − lr)(N − 2lr) · · · (N − bilr)
lbir
= l−br N
b
a∏
i=1
(
1− lr
N
)(
1− 2lr
N
)
· · ·
(
1− bilr
N
)
and (38) follows from the additional assumption (39). Thus limits (12), t ∈ (0;∞),
a∈N; b1; : : : ; ba¿ 2, exist if the limits
<a((0; t]; b) := lim
N→∞
pN
hN (t)∑
r=1
(lr)al−br ; (40)
t ∈ (0;∞); a; b∈N with a¡b, exist and in this case they are equal in the sense that
'a((0; t]; b1; : : : ; ba) = <a((0; t]; b);
where b=b1+· · ·+ba. From (x)a+1x−b=(x)ax1−b−a·(x)ax−b it follows that limits (40)
satisfy the recursion <a+1((0; t]; b) = <a((0; t]; b− 1)− a<a((0; t]; b). Thus the existence
of limits (40), t ∈ [0;∞), a; b∈N with a¡b, is already guaranteed if they exist for
the special case a= 1, i.e. if all the limits
<1((0; t]; b) = lim
N→∞
pN
hN (t)∑
r=1
l1−br t ∈ [0;∞); b∈N\{1};
exist. The time-scaling function hN is such that <1((0; t]; 2) = t for all t ∈ [0;∞). Fur-
thermore <1((0; t]; b) is monotone decreasing in b. In particular <1((0; t]; b)∈ [0; t] for
t ∈ [0;∞) and b∈N\{1}. The existence of limits (40) is thus not such a strong con-
dition as it seems to be at the Arst glance. If lr = l∈N does not depend on r then we
are back in the time-homogeneous setting with hN (t) = [t=cN ], where the coalescence
probability cN does not depend on r. If l does also not depend on the population size
N , then <a((0; t]; b)= t(l)al1−b. In this case the measure generating function Gb of the
Borel measure -b (see (24)), b∈N, is given by
Gb(t) = t
b−1∑
i=1
i(l)il−i ; t¿ 0;
which follows using Gb+1(t)
(25)
= Gb(t)+b<b((0; t]; b+1)=Gb(t)+bt(l)bl−b by induction
on b. Note that (l)i=
∑i
k=0 s(i; i− k)li−k , where the s(i; j) denote the Stirling numbers
of the Arst kind. Therefore
b−1∑
i=1
i(l)il−i =
b−1∑
i=0
i
i∑
k=0
s(i; i − k)l−k =
b−1∑
k=0
l−k
b−1∑
i=k
is(i; i − k):
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The well-known formula is(i; i − k) = s(i; i − k − 1) − s(i + 1; i − k) for the Stirling
numbers of the Arst kind shows that the last sum is equal to
b−1∑
i=k
i s(i; i − k) =
b−1∑
i=k
(s(i; i − k − 1)− s(i + 1; i − k)) =−s(b; b− k − 1):
Hence Gb(t) can be also considered (for Axed t) as a polynomial in x := 1=l of the
form
Gb(t) =−t
b−1∑
k=0
xks(b; b− k − 1);
i.e. G1(t) = 0; G2(t) = t; G3(t) = t(3− 2x), G4(t) = t(6− 11x + 6x2) and so on.
Example 4. Take the model introduced in the previous example; but with the mod-
iAed parameter p := (N − 1)=(lr(Nr)2). Here it is assumed that lr6N=3 such that
Nr = [N=lr]¿ 3 and p¡ 1. With this choice for p it follows that the coalescence
probability cN =1=N does not depend on r. Assuming that l[xN ] converges as N tends
to inAnity to some l(x)∈N for all x¿ 0 2 we see that Na([xN ]; b1; : : : ; ba) converges
to a(x; b1; : : : ; ba) := (l(x))a(l(x))1−b, i.e. condition (15) is satisAed. Thus Corollary
2:4 is applicable. The corresponding densities x → Qx in general do not commute.
More precisely, if n¿ 4 and x; y¿ 0 with l(x) = l(y), then QxQy =QyQx.
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Appendix A
The following lemma is needed in connection with Kingman’s coalescent in the
proof of Corollary 2:3. The lemma ensures that, if the population sizes are large in
the sense of (10) and if triple mergers of ancestral lines asymptotically do not appear
('1((0; t]; 3) = 0), then the equation '2((0; t]; 2; 2) = 0 is automatically satisAed, which
means that in the limit simultaneous mergers of ancestral lines cannot appear in this
case.
2 A concrete example is lr := [1 + min(N=3− 1; (r + 1)=N )] with l(x) = [1 + x].
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Lemma A.1. If (10) and (14) hold for all t ∈ (0;∞) then the following three asser-
tions hold for all t ∈ (0;∞):
lim
N→∞
hN (t)∑
r=1
Mr∑
i=1
P((r)i ¿Mr−14) = 0; ∀4¿ 0; (A.1)
lim
N→∞
sup
r6hN (t)
cN;r = 0; (A.2)
'2((0; t]; 2; 2) := lim
N→∞
hN (t)∑
r=1
(N )2 (r; 2; 2) = 0: (A.3)
Proof. For 4¿ 0; r ∈N and i∈{1; : : : ; Mr} deAne Ai;r := {(r)i 6Mr−14} and Bi;r :=
Aci; r = {(r)i ¿Mr−14}. Obviously ((r)i )3¿ (Mr−14)31Bi; r and hence
Mr∑
i=1
1Bi; r6
1
(Mr−14)3
Mr∑
i=1
((r)i )3:
Taking expectations and adding over all r ∈{1; : : : ; hN (t)} leads to
hN (t)∑
r=1
E
(
Mr∑
i=1
1Bi; r
)
6
hN (t)∑
r=1
(Mr−1)3
(Mr−14)3
1(r; 3)
6
(
sup
r6hN (t)
(Mr−1)3
(Mr−14)3
) hN (t)∑
r=1
1(r; 3):
Due to (10) the last expression converges to 4−3'1((0; t]; 3) and (A.1) follows
from '1((0; t]; 3)=0. To verify (A.2) note that
∑Mr
i=1 (
(r)
i )21Ai; r6Mr−14
∑Mr
i=1 
(r)
i 1Ai; r6
M 2r−14 and hence
1
(Mr−1)2
Mr∑
i=1
((r)i )2 =
1
(Mr−1)2
(
Mr∑
i=1
((r)i )21Ai; r +
Mr∑
i=1
((r)i )21Bi; r
)
6
M 2r−1
(Mr−1)2
(
4+
Mr∑
i=1
1Bi; r
)
6 24+ 2
Mr∑
i=1
1Bi; r
as long as Mr−1¿ 2. Now take expectations; then take the supremum over all
r ∈{1; : : : ; hN (t)} and use limN→∞ supr6hN (t) E(
∑Mr
i=1 1Bi; r ) = 0 (which follows from
(A.1)) to see that lim supN→∞ supr6hN (t) cN;r6 24. As 4 can be chosen arbitrarily (A.2)
follows immediately. Finally; to prove (A.3) note that
Mr∑
i; j=1
i =j
((r)i )2(
(r)
j )21Ai; r6M
2
r−14
Mr∑
i=1
((r)i )26M
4
r−14
1
(Mr−1)2
Mr∑
i=1
((r)i )2
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and
Mr∑
i; j=1
i =j
((r)i )2(
(r)
j )21Bi; r6M
3
r−1
Mr∑
i; j=1
(r)j 1Bi; r =M
4
r−1
Mr∑
i=1
1Bi; r :
Adding these two inequalities and dividing by (Mr−1)4 leads to
1
(Mr−1)4
Mr∑
i; j=1
i =j
((r)i )2(
(r)
j )26
M 4r−1
(Mr−1)4
(
4
1
(Mr−1)2
Mr∑
i=1
((r)i )2 +
Mr∑
i=1
1Bi; r
)
6K4
1
(Mr−1)2
Mr∑
i=1
((r)i )2 + K
Mr∑
i=1
1Bi; r
with K := 44=4! = 323 as long as Mr−1¿ 4. Now take expectations and sum over all
r ∈{1; : : : ; hN (t)} to see that
hN (t)∑
r=1
2(r; 2; 2)6K4
hN (t)∑
r=1
1(r; 2) + K
hN (t)∑
r=1
E
(
Mr∑
i=1
1Bi; r
)
which converges as N tends to inAnity to K4'1((0; t]; 2) = K4t due to (A.1). Thus
lim supN→∞
∑hN (t)
r=1 2(r; 2; 2)6K4t and (A.3) follows as 4¿ 0 can be chosen
arbitrarily.
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