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Let T be a Fredholm operator in a Hilbert space H with spectrum a(T)= 
{ &}p”= ,. Let T(Ai) = Ty, where m; is the ascent of the operator TA, = Ail- r, and let 
P, denote the projection of H onto the generalized eigenspace X(T(A,)) along 
O(T(i,)). In this paper it is shown that S, =z and H=S, @M, (topological 
direct sum) iff there exists M > 0 such that 11x.:‘=, P, 11 < M, N = 1,2, . . . . where S, = 
{x E H 1 x = xz, xi, xi E M( T(ni))} and M, is the zero or infinite-dimensional sub- 
space fl,“=i B(T(i,)). This result is then applied to a differential operator L in 
L*[O, 11, showing that S, #z = Ls[O, l] for this L. Also, an example with 
M, # {0} is presented. 6 1988 Academic Press. Inc. 
1. INTRODUCTION 
In this paper we establish a spectral decomposition of a Hilbert space H 
for a Fredholm operator T. The main result is summarized as 
THEOREM 1.1. Let T be a Fredholm operator in a Hilbert space H with 
Fredholm set &T) = @ and with spectrum a(T) = (A,}2 1. Let T(Ai) = Tz, 
where mi is the ascent of the operator TA, = liI- T, and let Pi be the projec- 
tion of H onto the generalized eigenspace A”( T(1,)) along W( T(1,)). Then 
s, =s, 
and 
H=S, @M, (topological direct sum) 
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iff there exists A4 > 0 such that 
N= 1, 2, . . . . 
where S, = {XE Hlx= xz, xi, xi E X(T(A.,))} and M, is the zero or 
infinite-dimensional subspace no 1 9?( T(1,)). 
This theorem applies to any n th-order two-point differential operator in 
L2[0, 1 ] determined by n linearly independent boundary values and, more 
generally, to any discrete operator in ZZ. It is particularly useful for showing 
that S, #S, for certain classes of differential operators (see Section 4). 
Partial results along this line can be found in [ 1, 51. For example, in 
[ 1, p. 22571 it is shown that if T is a discrete spectral operator in H, then 
the family of all finite sums of the projections is uniformly bounded and 
M, = CO>, and consequently, H = s,. Our result differs from the others in 
that it establishes the connection between the boundedness of the sums of 
the projections Pi, the closedness of S,, and the decomposability of H 
with respect o S, and M,. 
In the section that follows we define the spaces and operators used in 
the paper and identify some of their basic properties that are needed in 
Section 3, where we prove the main result of the paper. In Section 4 the 
results of Section 3 are applied to a differential operator L in H= L2[0, 11, 
showing that for this L, S, #S, = H. Also, an example of an operator 
satisfying the hypothesis of Theorem 1.1 with IlC,“=, Pi(I GM and 
M, # (0) is presented. 
2. MATHEMATICAL PRELIMINARIES 
Let H be a complex Hilbert space with inner product ( , ) and 
associated norm 11 11, and let T be a Fredholm operator in H. Then by 
definition (i) T is a closed linear operator in H whose domain 9(T) is 
dense in H, (ii) the range .??I?( T) of T is closed in H, and (iii) dim .N( T) and 
dim J”( T*) are both finite, where X(T) denotes the nullspace of T and 
T* denotes the adjoint of T. It is well known that T* and T’, i= 0, 1,2, . . . . 
are Fredholm whenever T is [6, pp. 431, 4321. The set $(T) of all A E @ 
such that Tn = AZ- T is a Fredholm operator is the Fredholm set of T. 
Throughout the remainder of this paper we assume that b(T) = @, the 
spectrum o(T) # a, and the resolvent set p(T) # 0. 
For il E @ set v(n) =dim Uz i N(Tf;), where T: = (AZ- T)‘. Then 
v(n) -C 01) with v(n) = 0 iff 2 E p( T) and 0 < v(n) < cc iff 1 EC(T) 16, p. 4251. 
Furthermore, a(T) is a countable subset of @ having no finite limit points, 
consisting entirely of eigenvalues of T [6, p. 4251. 
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From the above and from the assumptions placed on T, it follows that 
for all I E C, 
H=N(T;)@9((T;)*)=.A’-((T;)*)@W(T;), (2.1) 
i = 0, 1, 2, . ..) where the direct sums are orthogonal direct sums [2, p. 953 
and the ascent and descent of TA are finite and equal. 
3. DECOMPOSITION OF HIN TERMS OF GENERALIZED EIGENSPACES OF T 
Before decomposing H in terms of the generalized eigenspaces of T, we 
need two results pertaining to A”( Tf;) and a( Tj’), i = 0, 1,2, . . . . Recall that 
for purposes of this paper, it is assumed that any Fredholm operator T has 
d(T) = @, 4 T) Z 0, P(T) Z 0. 
LEMMA 3.1. Let T be a Fredholm operator in H, let I, 5 be two distinct 
points in C, and let m, n be positive integers. Then N(T,“) is orthogonal to 
N(( T;)*), i.e., Jr/-( T’/‘) E a( T;). 
Proof. The proof is obtained through the use of induction on n and the 
binomial theorem to expand T;r. 1 
THEOREM 3.2. Let T be a Fredholm operator in H and let 1~ C. If m 
denotes the ascent of T,, then 
H=.Af(T,“)@W(T,m) (topological direct sum). (3.1) 
Proof. This is immediate from the comments in Section 2 and [9, 
p. 2901. 1 
Recall that a(T) is a countable subset of C with no finite limit points. We 
set o(T)= {Ai}i”_r, where li # Aj when i # j, and for notational purposes 
we set 
T;’ = T(&) (3.2) 
when ;li E o(T) and mi is the ascent of TA,. For i = 1,2, . . . associate to each 
& E a(T) the generalized eigenspace .N( T(A,)), and let Pi denote the projec- 
tion of H onto N(T(&)) along B(T(&)). It is clear that I- Pi maps H 
onto .G%( T(1,)) along A”( T(&)). 
We claim that 
PiPj = 6,P,. (3.3) 
For i = i this is immediate, so assume i # j. Take any x E H. Then from 
Theorem 3.2 
x=n, +rj, nj E JV( T(Aj)), ri E W( T(Aj)). 
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Applying Pi to the above implies that Pjx = nj. From Lemma 3.1 it follows 
that n, E a(T(&)), and hence, PjPjx= Pinj = 0, proving the claim. It 
should be noted that the projections Pi are in general nonorthogonal 
projections, i.e., P, # P,*. 
The next theorem shows how H decomposes with respect to a finite 
number of generalized eigenspaces of T. Its proof is immediate from [3, 
p. 741 and (3.3). 
THEOREM 3.3. Let T be a Fredholm operator in H with a(T) = (&}~, . 
Let A,, . . . . 1, denote the first N points of this enumeration of o( T). Then 
H=S,@M,, (3.4) 
where S, = @;“=, M(T(&)) and M, = or= 1 B(T(A,)) (all direct sums are 
topological). 
When a(T)= {Ai}pO=l, we define 
P, = 2 Pi, N = 1, 2, . . . . (3.5) 
i= I 
Clearly P, is the projection of H onto S, along M,. We are going to 
characterize when (3.4) holds for N = co. 
It is clear that fiz 1 B?( T(&)) is a closed subspace of H. We set 
Then clearly 
M, = fi a(T(&)). (3.6) 
i= 1 
M, = {xEH~P,x=O, 1,2 ,... }, (3.7) 
and in Cl, p. 22951 it is shown that either 
dimM, =0 or dim M, = co. (3.8) 
The above shows that M, is a natural generalization of M,. We seek a 
similar generalization of S,. Note that SN can be written as 
S,,,= x~H(x= 2 xi, xi E Jv-( T(A,)) . 
i= 1 
This leads us to define 
S, = x~Hlx= f xi,xi~J’“(T(&)) . 
i= I 
(3.9) 
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Clearly the series in S, depend on the enumeration of a(T), for the series 
are not a priori unconditionally convergent. We claim that the represen- 
tation of each x in S, is unique, and in fact, that xi = Pix for i = 1,2, . . . . 
Indeed, suppose x = CE, xi E S, . Then for a fixed integer j, the continuity 
of P, and Lemma 3.1 imply that 
pjx= 2 P,x, =xj, 
i= 1 
thereby proving the claim. 
It can be shown that the closure s, of S, is the smallest closed 
subspace containing the enumeration independent set lJE I Jlr( 7’(Ai)) 
[4, p. 261. In Section 4 it is shown that there exists a Fredholm operator T 
with S, #c. Should the subspaces J(T(A,)), i= 1,2, . . . . be pairwise 
orthogonal, then S, = s, [4, p. 261. The next lemma gives conditions that 
ensure S, = S,. 
LEMMA 3.4. Let T be a Fredholm operator in H with a(T) = { A,>2 ,. If 
there exists a constant M> 0 such that lip,,, II GM for N = 1,2, . . . . then 
S, = s, and for each x E H there exists y E S, such that y = xi”=, PiX. 
Proof: Let xES, and let E >O be given. Choose ZE S, such that 
/Ix-z/I <c/(2( I+ M)). The comments prior to the lemma imply that 
z= 1 P;z= lim P,z, 
i= 1 N-C.2 
and therefore, there exists an integer K such that I(z - PNzll < ~/2 for all 
N > K. Thus, 
lb - PAI G lb - zll + lb - PNZII + IIP& - z)ll < E. 
for all N 2 K, i.e., 
x=t-nm lP,x= f Pix~S,, 
i=l 
and hence, S, = s,. 1 
In view of the above S, is a Hilbert space. For fixed XE S, it follows 
from the hypothesis that { P,x},“= , is a bounded sequence in S,, and 
hence, there exists a subsequence { PN(KJx}~=, and a YES, such that 
P N(K)x-+wY as K + co. The finite dimensionality of W(P,) implies Pi is 
compact, i = 1, 2, . . . . Thus, 
Pi y = lim PIPNCKjx = Pjx, i = 1, 2, . . . . (*I 
K-CC 
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Since y E S, , we have by (*) that 
y= f P,y= 5 PiX. 
r=l 
In [l, p. 23551 it is shown that 
i= I 
H=S, @M,* (orthogonal direct sum), (3.10) 
where M,* = np”= r B!(T*(&)). Should M,* = {0}, then (3.10) implies that 
H= s,. Hamburger [5] has shown that in a general setting the 
assumption M, = (0) d oes not necessarily imply H = s,. The next two 
theorems essentially characterize when M, = (0) implies H= s,. 
THEOREM 3.5. Let T be a Fredholm operator in H with a(T) = (Al}po,, . 
If there is a constant M > 0 such that 11 ilJN /) < M, N = 1, 2, . . . . then 
H=S, GM, (topological direct sum) (3.11) 
and there exists the projection Pm of H onto S, along M, , where P, is the 
strong limit of the projections P,. 
Proof: The last lemma shows that S, =s, and that for each x E H 
there exists ye S, such that y = lim,, a, P,x. Define P,: H + S, by 
P,x= y. Clearly P, is the strong limit of the projections PN, and for 
XE H we have 
IIP,.d = lim llPNxll GM I/XII. (A) N-m 
Since P,P,x= P,x, it follows that 
P&x= lim P,P,x=P,x. (B) N-m 
It is clear that a( P, ) = S, . For x E M, we have by (3.7) that P,x = 0, 
N = 1, 2, . . . . Therefore, P, x = 0, so M, G Jtr( P, ). For the reverse 
inclusion we note that if x E JV( P, ), then 
O=P,x= 2 PiX. 
i= 1 
Applying Pi to this last equation, we see that 0 = Pjx, j= 1,2, ,.., and 
hence, x E M, , i.e., JV(P,)=M,. 1 
Equation (3.8) shows that M, has either zero or infinite dimension. 
Should there exist M > 0 such that II P, II < M, N = 1, 2, . . . . then (3.10) and 
Theorem 3.5 imply that 
dim M, = co(O) iff dim Mz= co(O). 
The next theorem provides a converse to Theorem 3.5. 
(3.12) 
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THEOREM 3.6. Let T be a Fredholm operator in H with a(T) = {Ai} ,. 
IfS,=zandH=S,@M,, then there exists a constant M > 0 such that 
lIPNIl GM, N= 1, 2, . . . . 
Proof For each XE S, we have x = lim,, o. P,x. If we associate to 
each x E S, the number 
Ixl=suP IIPN-4, (A) 
N 
then the function 1 1 defines a norm on S, with llxll < 1x1 for all x E S,. 
Standard arguments show that S, is complete in the norm I I. Thus, by 
the Open Mapping Theorem there exists a constant C > 0 such that 
I-4 G c II-4 for all XES,. (B) 
Since S, and M, are both closed with H = S, @M,, there exists a 
continuous projection 5’ mapping H onto S, along M,. Fix a positive 
integer N and let x E H. Then x = u + u, where u E S, and u E M, c MN. 
From (A) and (B) it follows that 
llPNxll = lIPNull < Id Q c Ilull = c llpxll <c llpll IIXII, 
proving the theorem. 1 
Combining Theorems 3.5 and 3.6 yields Theorem 1.1, the main result of 
this paper. 
It is not clear to the authors whether the sequence {PN};=r being 
uniformly bounded implies that the family of all finite sums of the projec- 
tions Pi is uniformly bounded. The converse clearly holds. The work of 
Bade on Boolean algebras of projections [l, pp. 219422191 suggests that 
this may not be the case. 
4. APPLICATIONS 
In H = L’[O, I] define the second-order differential operator L by 
9(L)= {uEH~[O, l]lu(O)=O,u’(O)-u’(l)-u(l)=O}, Lu= -u”, 
where H2[0, 1) denotes the subspace of H consisting of all functions 
UE C’[O, l] with u (l) absolutely continuous on [0, l] and u(‘)E H. Then L 
is a Fredholm operator with 4(L) = C [S]. It is easy to show that a(L) = 
{ &} 2 r, a nonempty countable subset of C. Let Pi denote the projection of 
H onto .N( L(&)) along B(L(A,)). In [lo] it is shown that there exists a 
subsequence {PICK)} ;= I such that 
lIPi(K + O” as K-co. (4.1) 
580/79/1-2 
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Furthermore, it is shown in [7] that 
H=S,. (4.2) 
If we assume S, =c, then from (4.2) it follows that M, = (0) and 
H=S, =S, @Al,. 
Consequently, Theorem 1.1 implies that there exists M > 0 such that 
II I 
5 Pi GM9 N = 1, 2, . . . . 
i= 1 
This implies that 
lIPill d liji p,I: + l~~~ii P,iI <2M i=2, 3, . . . . 
Equations (4.1) and (4.3) contradict each other, and hence, 
s, #s,. 
(4.3) 
In the product Hilbert space H= L*[O, l] x L2[0, 11, with the standard 
inner product and norm, define the linear operator T by 
G~(T)=~(K)x~(L), T(u, o) = (Ku, Lu), 
where K and L are the differential operators in L’[O, l] defined by 
9(K)= {eH2[0, 1]~~(0)=~(1)=0}, KU= -U” 
and 
Q(L)= {ueH*[O, l]~u(O)=u’(O)=O), Lu= -u”, 
respectively. It can be shown that T is a Fredholm operator in H with 
4(T) = C, and g(T) = o(K) = (AK);=, , where h, = (Kz)~. Furthermore, it 
can be shown that 
S, = {h O)~ffl UE L2[0, l]} =s, 
and that 
M, = ((0, W)E HIWEL*[O, 111. 
Thus, 
H=S, OM, (orthogonal direct sum), 
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with 
dim S, = co and dim M, = co. 
It should be noted that if H is replaced by H = @” x L*[O, 11, K is replaced 
by a diagonal operator on C”, and L is as above, then an example with 
dim S, =n and dim M, = co 
is easily obtained. 
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