In this paper, we introduce a new iterative method for finding a common element of the set of solution of a general equilibrium problem system (GEPS) and the set of fixed points of a nonexpansive semigroup. Furthermore, we present some numerical examples (by using MATLAB software) to guarantee the main result of this paper.
Preliminaries
Throughout this paper, we assume that H is a real Hilbert space with inner product and norm are denoted by ., . and . , respectively and let C be a nonempty closed convex subset of H. A mapping T : C → C is called nonexpansive if Tx − Ty ≤ x − y , for all x, y ∈ C. We use F(T) to denote the set of fixed points of T, that is, F(T) = {Tx = x}. Recall that a self-mapping f : H → H is a contraction on H if there exists a constant ρ ∈ (0, 1) and x, y ∈ H such that f (x) − f (y) ≤ ρ x − y . We denote weak convergence and strong convergence by notations and →, respectively. Moreover, H satisfies the Opial's condition [27] , if for any sequence {x n } with x n x, the inequality lim inf n→∞ x n − x < lim inf n→∞ x n − y , holds for every y ∈ H with x y.
A nonexpansive semigroup is a family {T(s) : s ∈ [0, ∞)} of self-mappings on C such that:
(i) T(0)x = x, for all x ∈ C;
(ii) T(s + t) = T(s)T(t), for all s, t ≥ 0;
(iii) T(s)x − T(s)y ≤ x − y , for all x, y ∈ C and s ≥ 0; (iv) s → T(s)x is continuous for all x ∈ C.
We denoted by F(S) the common fixed points set of nonexpansive semigroup S, that is, F(S) = s≥0 F(T(s)).
It is well known that F(S) is closed and convex [1] . Recall that given a closed convex subset C of a real Hilbert space H, the nearest point projection P C from H onto C assigns to each x ∈ H its nearest point denoted by P C x in C from x to C; that is, P C x is the unique point in C with the property x − P C x ≤ x − y for all y ∈ C. P C is call the metric projection of H into C.
Lemma 1.1. ( [2]
) Let H be a real Hilbert space. Then the following hold:
(a) x + y 2 ≤ y 2 + 2 x, x + y for all x, y ∈ H;
(c) x − y 2 = x 2 + y 2 − 2 x, y .
Let A be a strongly positive linear bounded operator on H: that is, there exists a constantγ > 0 such that Ax, x ≥γ x 2 , for all x ∈ H.
Lemma 1.2. ([25]
) Assume A is a strongly positive linear bounded operator on a Hilbert space H with coefficient γ > 0 and f : H → H is a contractive mapping with coefficient ρ , 0 < ρ < A −1 . Then I − ρA ≤ I − ργ.
A mapping B : C → H is called α−inverse strongly monotone [26, 36] if there exists a positive real number α > 0 such that for all x, y ∈ C Bx − By, x − y ≥ α Bx − By 2 .
Shimizu et al. [30] studied the strongly convergent of the sequence {x n } which is defined by x n+1 = α n x + (1 − α n ) 1 t n t n 0 T(s)x n ds, x ∈ C, in a real Hilbert space, where {T(s) : s ∈ [0, ∞)} is a strongly continuous semigroup of nonexpansive mappings on a closed convex subset C of a Hilbert space and lim n→∞ t n = ∞.
Later, Plubtieng et al. [29] introduced the following iterative method for nonexpansive semigroup {T(s) : s ∈ [0, ∞)}. Let f : C → C be a contraction and the sequence {x n } be defined by x 1 ∈ C, x n+1 = α n f (x n ) + β n x n + (1 − α n − β n ) 1 t n t n 0 T(s)x n ds, where {α n }, {β n } are the sequences in (0, 1) and {s n } is a positive real divergent sequence. Under the conditions ∞ n=1 α n = ∞, α n + β n < 1, lim n→∞ α n = 0 and lim n→∞ β n = 0, they proved the strong convergence of the sequence.
Many authors used iterative method to find the solution of equilibrium problem, mixed equilibrium problem for nonexpansive semigroups ( [6-9, 14, 15, 17-22, 38] ). In 2007, Plubtieng et al. [28] introduced the following iterative scheme for finding a common element of the set equilibrium problem (EP) and the set of fixed points of a nonexpansive mapping in a Hilbert space. Let S : C → H be a nonexpansive mapping, defined sequences {x n } and {u n } by
They proved, under the certain appropriate conditions, the sequence {x n } converges strongly to the unique solution of the variational inequality
which is the optimality condition for the minimization problem
where h is a potential function for γ f . In 2009, Kumam [18] proved that the sequence x n generated by
is strongly convergent to a common fixed point of a nonexpansive mapping, the set of solutions of an equilibrium problem, and the solution set of the variational inequality problem for a monotone k-Lipschitzcontinues mapping in a real Hilbert space. In 2010, Kumam et al. [24] introduced the following iterative scheme an iterative scheme by the shrinking projection method for finding a common element of the set of solutions of generalized mixed equilibrium problems, the set of fixed points of a finite family of quasi-nonexpansive mappings and the set of solutions of variational inclusion problems in a real Hilbert space. Starting with an arbitrary x 0 ∈ H, x 1 = P C 1 x 0 , u n ∈ C define sequences {x n }, {y n }, {v n } and {z n } by
They proved that under certain appropriate conditions imposed on {α n } and {β n }, {λ n }, {δ n } and {r n }, the sequence {x n } is strongly convergent to z = P N i=1 F(T i )∩GMEP(F,ϕ,A)∩I(B,M) x 0 . In the same year, Kumam and Jaiboom [23] used a new approximation iterative method to prove a strong convergence theorem for finding a common element of the set of fixed points of strict pseudocontractions, the set of common solutions of the system of generalized mixed equilibrium problems, and the set of a common solutions of the variational inequalities for inverse-strongly monotone mappings in a real Hilbert space. Furthermore, they obtained a strong convergence theorem for the sequences generated by these processes under some parameter controlling conditions. Katchang et al. [13] introduced modified Mann iterative algorithms by the new hybrid projection method for finding a common element of the set of fixed points of a countable family of nonexpansive mappings, the set of solutions of the generalized mixed equilibrium problems and the set of solutions of the general system of the variational inequality for two inverse-strongly monotone mappings in a real Hilbert space. They proved some convergence theorems for the sequences generated by these process which connected with minimize problems. In 2011, Sunthrayuth and Kumam [32] introduced a new iterative scheme for finding common element of the set of solutions of the variational inclusion with set-valued maximal monotone mapping and Lipschitzian relaxed cocoercive mapping and the set of fixed point of nonexpansive semigroups in a uniformly convex and 2-uniformly smooth Banach space. They proved the strong convergence of the proposed iterative method under some certain control conditions. Furthermore, Sunthrayuth and Kumam [31] proved that the sequence x n generated by
is strongly convergent to a common fixed point x * , in which x * ∈ F(S), is the unique solution of the variational inequality γ f (x * ) − Ax * , J ϕ (x − x * ) ≤ 0, ∀x ∈ F(S). Jitpeera and Kumam [11] considered a shrinking projection method for finding the common element of the set of common fixed points for nonexpansive semigroups, the set of common fixed points for an infinite family of a ξ-strict pseudocontraction, the set of solutions of a system of mixed equilibrium problems, and the set of solutions of the variational inclusion problem. They proved strong convergence theorems of the iterative sequence generated by the shrinking projection method under some suitable conditions in a real Hilbert space. Later, Kamraska et al. [12] introduced a new iterative by viscosity approximation methods in a Hilbert space. To be more precisely, they proved the following result: Theorem 1.3. Let S = (T(s)) s≥0 be a nonexpansive semigroup on a real Hilbert space H. Let f : H → H be an α-contraction, A : H → H a strongly positive linear bounded self-adjoint operator with coefficient γ. Let γ be a real number such that 0 < γ < γ α . Let G : H × H → R be a mapping satisfying hypotheses (A1) − (A4) and Ψ : H → H an inverse-strongly monotone mapping with coefficients δ > 0 such that F(S) ∩ GEP(G, Ψ) ∅. Let the sequences {x n }, {u n } and {y n } be generated by
Under the certain appropriate conditions, they proved that the sequences {x n }, {u n } and {y n } is strongly convergent to z, which is a unique solution in F(S) ∩ GEP(G, Ψ) of the variational inequality
Recently, Wattanawitoon and Kumam [39] introduced the following new hybrid proximal-point algorithms defined by x 1 = x ∈ C:
Under appropriate conditions, they proved that the sequence {x n } generated by above algorithms is strongly convergent to the point VI(C,A)∩T −1 (0)∩MEP(Θ,ϕ) x and converges weakly to the point lim n→∞ VI(C,A)∩T −1 (0)∩MEP(Θ,ϕ) x n , respectively. Very recently, Sunthrayuth and Kumam [33] introduced a general implicit iterative scheme base on viscosity approximation method with a φ-strongly pseudocontractive mapping for finding a common element of the set of solutions for a system of mixed equilibrium problems, the set of common fixed point for a nonexpansive semigroup, and the set of solutions of system of variational inclusions with setvalued maximal monotone mapping and Lipschitzian relaxed cocoercive mappings in Hilbert spaces. They proved that the proposed iterative algorithm is strongly convergent to a common element of the above three sets, which is a solution of the optimization problem related to a strongly positive bounded linear operator. In this paper, by intuition from [5, 10, 12] , a new iterative scheme is introduced. Indeed, we consider C 1 and C 2 be closed convex subsets in H. Let F(x, y) be a bifunction satisfy conditions (A1) − (A4) with C replaced by C 1 and let {T(s) : s ∈ [0, ∞)} be a nonexpansive semigroup on C 2 . By this scheme find a common element of the set of solution of the generalized equilibrium problem system (GEPS) and the set of all common fixed points of a nonexpansive semigroup in the framework of a real Hilbert space. Furthermore, by using these results, we obtain mean eragodic theorems for a nonexpansive mapping in a real Hilbert space. Finally, some numerical examples are also given.
Generalized Equilibrium Problems System
A typical problem is to minimize a quadratic function over the set of the fixed points of a nonexpansive mappings on a real Hilbert space H:
where A is strongly positive linear bounded operator and h is a potential function for γ f , i. e., h (x) = γ f, for all x ∈ H. Let A : H → H be an inverse strongly monotone mapping and F : C × C → R be a bifunction. Then we consider the following GEPS Findx ∈ C such that F(x, y) + Ax, y − x ≥ 0, for all y ∈ C.
(1)
The set of such x ∈ C is denoted by GEPS(F, A), i.e.,
To study the generalized equilibrium problem (1), let F satisfies the following conditions:
(A2) F is monotone, i.e., F(x, y) + F(y, x) ≤ 0 for all x, y ∈ C;
(A4) for each x ∈ C y → F(x, y) is convex and weakly lower semi-continuous.
In case that C 1 = H, F(x, y) = 0, C 2 = C, and T(s) = T is a nonexpansive mapping on C, (1) is the fixed point problem of a nonexpansive mapping.
Lemma 2.1. ([3]
) Let C be a nonempty closed convex subset of H and F : C × C → R be a bifunction satisfying (A1) − (A4). Then, for any r > 0 and x ∈ H there exists z ∈ C such that
Further, define
for all r > 0 and x ∈ H. Then (a) T r is single-valued;
(b) T r is firmly nonexpansive, i.e., for any x, y ∈ H
s T s x − x ; (e) GEP(F) is closed and convex. Remark 2.2. It is clear that for any x ∈ H and r > 0, by Lemma 2.1(a), there exists z ∈ H such that
Replacing x with x − rΨx in (2), we obtain
Lemma 2.3. ([35]
) Let {x n } and {y n } be bounded sequences in a Banach space E and {β n } be a sequence in [0, 1] with 
for x ∈ C and t > 0.
Lemma 2.5. ([40]
) Assume {a n } is a sequence of nonnegative numbers such that
where {α n } is a sequence in (0, 1) and {δ n } is a sequence in real number such that
Then lim n→∞ a n = 0.
Lemma 2.6. ([4]
) If C is a closed convex subset of H, T is a nonexpansive mapping on C, {x n } is a sequence in C such that x n x ∈ C and x n − Tx n → 0, then x − Tx = 0
Strong Convergence for an Iterative Algorithm
In this section, we introduce a new iterative for finding a common element of the set of solution for an equilibrium problem involving a bifunction defined on a closed convex subset and the set of fixed points for a nonexpansive semigroup.
Theorem 3.1. Let H be a real Hilbert space. Asuume that
• C 1 , C 2 are two nonempty convex closed subsets H,
• A is a strongly positive linear bounded operator on H with coefficient λ and
• {x n } is a sequence generated in the following manner:
n − x n ≥ 0, for all y ∈ C 1 , . . .
where {α n }, {β n } are the sequences in [0, 1] and {r n } ⊂ (0, ∞) is a real sequence which satisfy the following conditions:
(C3) lim n→∞ |r n+1 − r n | = 0 and 0 < b < r n < a < 2µ i for i ∈ {1, 2, . . . , k}; (C4) lim n→∞ t n = ∞, and sup |t n+1 − t n | is bounded. Then (i) the sequence {x n } is bounded;
Proof. (i) By the same argument in [10, 16] ,
Observe that I − r n Ψ i for any i = 1, 2, . . . , k is a nonexpansive mapping. Indeed, for any x, y ∈ H,
and hence
Thus
By induction
Therefore, the sequence {x n } is bounded and also { f (x n )}, {ω n } and { 1 t n t n 0 T(s)P C 2 ω n ds} are bounded.
(ii) Note that u (i) n can be written as u
where
n ≤ x n+1 − x n + M|r n+1 − r n |,
Suppose z n =
, where Λ n := 1 t n t n 0 T(s)P C 2 ω n ds. It follows from (5), (6)
(C1), (C3) and (C4) implies that lim sup
By Lemma 2.3, lim n→∞ z n − x n = 0.
Consequently lim
Moreover, for any i ∈ {1, 2, . . . , k},
and then
By (8), we have
Since α n → 0 and x n+1 − x n → 0, it follows that
(iii) By Lemma 2.1, for any i = 1, 2, . . . , k,
This implies
Observe that
It follows that
Since α n → 0 and x n+1 − x n → 0, we have
It is easy to prove
The definition of {x n } shows
That is
The condition (C1) together (7) implies that
Moreover, ω n − Λ n ≤ ω n − x n + x n − Λ n , we get
Then,
T(s)P C 2 ω n ds = 0.
Theorem 3.2.
Suppose all assumptions of Theorem 3.1 are hold. Then the sequence {x n } is strongly convergent to a pointx, wherex ∈ k i=1 F(S) ∩ GEPS(F i , Ψ i ), which solves the variational inequality
Proof. For all x, y ∈ H, we have
This implies that
is a contraction of H into itself. Since H is complete, then there exists a unique elementx ∈ H such that
Next, we prove lim sup
It is clear, Σ is nonempty closed bounded convex subset of C 2 and S = {T(s) : s ∈ [0, ∞)} is a nonexpansive semigroup on Σ.
As {ω n j } is also bounded, there exists a subsequence {ω n j l } of {ω n j } such that ω n j l ξ. Without loss of generality, let ω n j ξ. From (iii) in Theorem 3.1, we have Λ n j → ξ. Since {ω n } ⊂ C 1 and {Λ n } ⊂ C 2 and C 1 , C 2 are two closed convex subsets in H, we obtain that ξ ∈ C 1 ∩ C 2 . Now, we prove the following items:
Since {Λ n } ⊂ C 2 , we have
By (iii) in Theorem 3.1, we have
By using (iii) in Theorem 3.1 and (17), we obtain
This shows that the sequence P C 2 ω n j ξ as j → ∞. For each h > 0, we have
The lemma 2.4 implies that
the equalities (17, 18) and (19) implies that
Note that F(TP C ) = F(T) for any mapping T : C → C. The Lemma 2.6 implies that ξ ∈ F(T(h)P C 2 ) = F(T(h)) for all h > 0. This shows that ξ ∈ F(S).
Since {ω n } is bounded and as respects (15) , there exists a subsequence {ω n j } of {ω n } such that ω n j ξ. By intuition from [12] ,
By (A2), we have
Substitute n by n j , we get
For 0 < l ≤ 1 and y ∈ C 1 , set y l = ly + (1 − l)ξ. We have y l ∈ C 1 and
The condition (A4), monotonicity of Ψ i and (12) implies that
Now, (A1) and (A4) together (21) show
By taking l → 0, we have
Now, in view of (16), we see lim sup
Finally, we prove {x n } is strongly convergent tox.
Since {x n }, { f (x n )} and {Λ n } are bounded, one can take a constant Γ > 0 such that
With respect to (22) , lim sup n→∞ Ξ n ≤ 0 and so all conditions of Lemma 2.5 are satisfied for (23) . Consequently, the sequence {x n } is strongly convergent tox.
As a result, by intuition from [12] , the following mean ergodic theorem for a nonexpansive mapping in Hilbert space is proved.
Corollary 3.3.
Suppose all assumptions of Theorem 3.1 are holds. Let {T i } be a family of nonexpansive mappings on
n } ⊂ C 1 be sequences generated in the following manner:
where {α n }, {β n } are the sequences in [0, 1] and {r n } ⊂ (0, ∞) is a real sequence. Suppose the following conditions are satisfied:
(C3) lim n→∞ |r n+1 − r n | = 0 and 0 < b < r n < a < 2µ i for i ∈ {1, 2, . . . , k}.
Then the sequence {x n } is strongly convergent to a pointx, wherē
, is the unique solution of the variational inequality
Application
If T(s) = T for all s > 0 and C 1 = C 2 = C, then we have the following corollary.
Corollary 4.1. Let H be a real Hilbert space, F 1 , F 2 , . . . , F k be bifunctions from C × C to R satisfying (A1) − (A4),
. . , Ψ k be µ i −inverse strongly monotone mapping on H, A be a strongly positive linear bounded operator on H with coefficient λ and 0 < γ < λ ρ , f : H → H be a ρ−contraction. Suppose that T be a nonexpansive mapping on C such that
Define the sequence {x n } as follows.
n − x n ≥ 0, for all y ∈ C, . . .
where {α n }, {β n } ⊂ [0, 1] and {r n } ⊂ (0, ∞) are the sequences satisfying the conditions (C1) − (C3) in Theorem 3.2. Then the sequence {x n } converges strongly to a pointx, wherex
We apply Theorem 3.2 for finding a common fixed point of a nonexpansive semigroup mappings and strictly pseudo-contractive mapping and inverse strongly monotone mapping. Recall that, a mapping T : C → C is called strictly pseudo-contractive if there exists k with 0 ≤ k ≤ 1 such that
If k = 0, then T is nonexpansive. Put J = I − T, where T : C → C is a strictly pseudo-contractive mapping. J is 1−k 2 -inverse strongly monotone and J −1 (0) = F(T). Indeed, for all x, y ∈ C we have
So, we have
Corollary 4.2. Let H be a real Hilbert space, F 1 , F 2 , . . . , F k be bifunctions from C × C to R satisfying (A1) − (A4), Ψ 1 , Ψ 2 , . . . , Ψ k be µ i −inverse strongly monotone mapping on H, A be a strongly positive linear bounded operator on H with coefficient λ and 0 < γ < λ ρ , f : H → H be a ρ−contraction. Suppose that T : C → H be a k-strictly pseudo-contractive mapping for some 0 ≤ k < 1 such that
where J : C → H is a mapping defined by Jx = kx + (1 − k)Tx and {α n }, {β n } ⊂ [0, 1] and {r n } ⊂ (0, ∞) are the sequences satisfying the conditions (C1) − (C3) in Theorem 3.1. Then the sequence {x n } is strongly convergent to a pointx, wherex
Proof. Note that S : C → H is a nonexpansinve mapping and F(T) = F(S). By Lemma 2.3 in [41] and Lemma 2.2 in [37] , we have P C S : C 2 → C is a nonexpansive mapping and F(P C S) = F(S) = F(S). Therefore, the result follows from Corollary 4.1.
Numerical Examples
In this section, we show numerical examples which grantee the main theorem. The programming has been provided with Matlab according to the following algorithm. 
Also, we consider Ψ 1 (x) = x, Ψ 2 = 2x and
10 with coefficient γ = 1 and T(s) = e −s is a nonexpansive semigroup on C 2 . It is easy to check that Ψ 1 , Ψ 2 , Ψ 3 , A, f and T(s) satisfy all conditions in Theorem 3.1. For each y ∈ C 1 there exists z ∈ C 1 such that
is a quadratic function of y with coefficients a = 2r, b = (r + 1)z − (r − 1)x and c = −3rz
Since G(y) ≥ 0 for all y ∈ C 1 , if and only if ∆ = [(x(r − 1) + z(5r + 1))] 2 ≤ 0. Therefore, z = 1 − r 5r + 1 x, which yields T r
By the same argument, for F 2 and F 3 , one can conclude
By choosing r n = n + 8 n , t n = n, and α n = 9 10n
, β n = 2n − 1 10n − 9 , we have the following algorithm for the sequence {x n }
Choose x 1 = 1000. By using MATLAB software, we obtain the following table and figure of the result. 
By the same argument in Example 5.1, we compute u
n for i = 1, 2, 3, 4, 5 as follows: We have 
