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Abstract—A spectrum- and energy-efficient system is essential
for millimeter wave communication systems that require large
antenna arrays with power-demanding ADCs. We propose an
ADC bit allocation (BA) algorithm that solves a minimum mean
squared quantization error problem under a power constraint.
Unlike existing BA methods that only consider an ADC power
constraint, the proposed algorithm regards total receiver power
constraint for a hybrid analog-digital beamforming architecture.
The major challenge is the non-linearities in the minimization
problem. To address this issue, we first convert the problem into
a convex optimization problem through real number relaxation
and substitution of ADC resolution switching power with constant
average switching power. Then, we derive a closed-form solution
by fixing the number of activated radio frequency (RF) chains
M . Leveraging the solution, the binary search finds the optimal
M and its corresponding optimal solution. We also provide an
off-line training and modeling approach to estimate the average
switching power. Simulation results validate the spectral and
energy efficiency of the proposed algorithm. In particular, existing
state-of-the-art digital beamformers can be used in the system in
conjunction with the BA algorithm as it makes the quantization
error negligible in the low-resolution regime.
I. INTRODUCTION
Millimeter wave (mmWave) communications significantly
increase the data rate by using very large bandwidth [1]. Large
antenna arrays with power-demanding ADCs used to compen-
sate for large pathloss, however, causes problems regarding
hardware power and cost. Previous studies [2], [3] consider
two major architectures: a hybrid analog-digital architectures
[4] and low-resolution ADC receiver [5]. The former employs
analog beamforming to decrease the number of RF chains to
be less than that of antennas, thereby mitigating the burden on
digital beamforming, and the latter adopts a small number of
quantization bits to reduce ADC power consumption. Consid-
ering a hybrid architecture with low-resolution ADCs [6], [7],
we propose an algorithm for optimizing ADC bits to realize
spectrum- and energy-efficient mmWave communications.
Due to an exponential increase of ADC power with increas-
ing quantization bits, a low-resolution ADC has drawn atten-
tion [8]–[11]. Detection and channel estimation techniques
compensate for large distortion from using low-resolution
ADCs [8]–[11] by leveraging large antenna arrays. For in-
stance, message-passing algorithms achieved better multi-
user detection than minimum mean squared error (MMSE)
This research is supported by gift funding from Huawei Technologies.
receivers [8]. Exploiting the sparsity of mmWave channels
in the angular domain, a generalized approximate message-
passing algorithm with 1-bit ADCs showed a comparable
channel estimation performance as maximum-likelihood (ML)
estimator with full-resolution ADCs [9], and it was further
extended to wideband mmWave channels in [10]. For Rayleigh
MIMO channels, the near ML detector and channel estimator
were developed [11]. Mixed-resolution architectures were also
proposed in which ADC resolution can switch between a 1-
bit ADC and high-resolution ADC [12]. A hybrid architecture
with low-resolution ADCs was investigated [6], and an ADC
bit allocation (BA) algorithm was further developed [7] with
resolution-adaptive ADCs. The ADC-switching approach in
[12] is limited to binary switching between 1-bit and high-
resolution ADCs, which are highly power demanding. Ac-
cordingly, the BA approach for mmWave communication in
[7] improved spectral and energy efficiency from conventional
systems where ADC resolutions are the same. In [7], the BA
algorithm considers only the total ADC power consumption,
not the total receiver power consumption. A more compre-
hensive BA approach encompassing the entire receiver power
consumption should be considered.
In this paper, we propose a BA algorithm minimizing
mean squared quantization error (MSQE) of desired signals
under constrained total receiver power for a hybrid receiver
architecture with resolution-adaptive ADCs. An analog com-
biner is designed by using array steering vectors to reduce
the number of RF chains. Then, we formulate a minimum
MSQE (MMSQE) problem subject to a total receiver power
constraint. This non-convex minimization problem has non-
linear elements such as ADC-switching power and the number
of activated RF chains, which makes the solution intractable.
Therefore, we relax the problem formulation to make it convex
and derive a near optimal low-complexity solution. First,
we relax the integer problem to a real number problem in
order to use Karush-Kuhn-Tucker (KKT) conditions. We, then,
replace the switching power with a constant average switching
power, of which we further provide an off-line approach to
estimate. To resolve non-linearity of the number of activated
RF chains, we derive a closed-form solution by fixing the
number of activated RF chains M , and find the optimal M
with the smallest MSQE through binary search. Simulation
results validate the performance of the proposed BA algorithm.
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Fig. 1. Hybrid massive MIMO reciever with resolution-adaptive ADCs.
II. SYSTEM MODEL
A. Signal and Channel Models
We consider single-cell MIMO uplink networks in which
a base station (BS) with Nr antennas serves Nu users with
a single antenna (Nr  Nu). The hybrid architecture with
low-resolution ADCs is adopted at the BS, which employs
uniform linear array (ULA) and analog combiners. NRF RF
chains are connected to NRF pairs of ADCs. Without loss
of generality, we assume that the number of RF chains is less
than the number of antennas (NRF < Nr), reducing the power
consumption and complexity at the BS. As shown in Fig. 1,
resolution-adaptive ADCs such as flash ADCs [13].
We assume mmWave channels in which limited L scatter-
ings (L Nr) contribute to L propagation paths [14]. Then,
the kth user channel is represented as
hk =
√
γk
L∑
`=1
ωk` a(θ
k
` ) ∈ CNr (1)
where γk denotes the large scale fading gain between the BS
and kth user and includes geometric attenuation, shadow fad-
ing, and noise power. The vector a(θk` ) and ω
k
` represent a BS
antenna array steering vector with the azimuth angle of arrival
(AoA) of the `th path for the kth user θk` ∈ [−pi/2, pi/2], and
complex gain of the `th path for the kth user, respectively. We
consider that ωk` is an independent and identically distributed
(IID) complex Gaussian random variable ωk` ∼ CN (0, 1).
For ULA, the array steering vector a(θ) becomes a vector
whose nth entry is 1√
Nr
e−j
2pi(n−1)d
λ sin(θ) where λ is the wave
length and d is the distance between antenna elements. As-
suming uniformly-spaced spatial angle dλ sin(θi) = (i−1)/Nr,
the matrix of array steering vectors A =
[
a(θ1), · · · ,a(θNr )
]
becomes a unitary discrete Fourier transform matrix. Then, the
channel vector hk (1) can be modeled as [15]
hk = Ah˜b,k =
Nr∑
i=1
h˜b,(i,k) a(θi)
where h˜b,k ∈ CNr denotes the beamspace channel that
includes both the L complex gains ∼ CN (0, 1) and the
large scale fading gain
√
γk. The beamspace channel matrix
becomes H˜b = [h˜b,1, · · · , h˜b,Nu ] = G˜D1/2 where G˜ ∈
CNr×Nu is the sparse matrix that only contains complex path
gains and D = diag(γ1, · · · , γNu) is the diagonal matrix of
large scale fading gains. Accrodingly, the beamspace channel
vector becomes h˜b,k =
√
γkg˜k. Finally, the channel matrix
H = [h1, · · · ,hNu ] is given as
H = AH˜b = AG˜D
1/2. (2)
The received baseband analog signal r ∈ CNr with a
narrowband channel assumption is expressed as
r =
√
puHs+ n˜ (3)
where pu, s ∈ CNu , and n˜ ∈ CNr represent the transmit
power, the symbol vector of Nu users, and the additive white
Gaussian noise, respectively. We assume Gaussian signaling
for s and a normalized noise variance n˜ ∼ CN (0, INr ). We
consider that the channel H is perfectly known at the BS.
An analog beamformer FRF ∈ CNr×NRF is applied to r in
(3) and its elements are constrained to have the equal norm
of 1/
√
Nr. We assume that FRF is composed of NRF array
response vectors corresponding to the NRF strongest propaga-
tion paths [16]: FRF = ARF where ARF is a Nr×NRF sub-
matrix of A. We consider that ARF embraces all propagation
paths from Nu users. Then, the received signal becomes
y =
√
puA
H
RFHs+A
H
RFn˜ =
√
puHbs+ n (4)
where n = AHRFn˜ ∼ CN (0, INRF) as A is unitary, and (·)H
denotes the conjugate transpose. Note that y is a NRF × 1
vector, and Hb is a NRF×Nu beamspace channel matrix that
can be decomposed as Hb = GD1/2 where G ∈ CNRF×Nu
is the sub-matrix of G˜ that corresponds to ARF.
B. Quantization Model
Each output yi is quantized at the ith pair of ADCs as
shown in Fig. 1. Each ADC in the pair quantizes either a real or
imaginary part of yi with the same number of quantization bits
bi. Adopting the additive quantization noise model (AQNM)
which provides reasonable accuracy in low and medium SNR
ranges [17], we have the linear quantization expression of y
yq = Q(y) = Wα y + nq
=
√
puWαHbs+Wαn+ nq (5)
whereQ(·) is the element-wise quantizer function for each real
and imaginary part, and Wα is the diagonal quantization gain
matrix Wα = diag(α1, · · · , αNRF). The quantization gain is
defined as αi = 1 − βi where βi = E[|yi−yqi|
2]
E[|yi|2] . Note that
E
[|yi − yqi|2] is the MSQE of yi. Under the assumptions of
a scalar MMSE quantizer and Gaussian signaling, Table 1 in
[18] lists the values of βi for bi ≤ 5. For bi > 5, βi can
be modeled as βi = pi
√
3
2 2
−2bi [17]. The quantization noise
nq is an additive noise that is uncorrelated with y. The noise
follows the zero-mean complex Gaussian distribution, and the
covariance matrix for a fixed channel realization Hb is
Rnq = WαWβ diag(puHbH
H
b + INRF) (6)
where Wβ = diag(β1, · · · , βNRF), and diag(puHbHHb +
INRF) takes the diagonal entries of puHbH
H
b + INRF .
III. ADC BIT OPTIMIZATION
In this section, we develop a BA algorithm that provides
near optimal ADC bit configurations which minimize the
quantization error under constrained total power consumption.
A. Problem Formulation
We first formulate a minimization problem by adopting the
MSQE as a distortion measure. We remark that the MSQE of
desired signals, x =
√
puHbs, rather than received signals, y
(4), is considered since the BA method on the desired signals
is shown to be robust to noise [7]. Applying the AQNM to the
desired signals, the MSQE of the ith desired signal xi with
the non-linear scalar MMSE quantizer for bi > 5 is [17]
Ei(bi) = E
[
|xi − xqi|2
]
=
pi
√
3
2
σ2xi 2
−2bi (7)
where xq,i is the quantized xi and σ2xi = pu‖[Hb]i,:‖2. Note
that σ2xi is known at the BS as we assume that the BS knows
the channel (2). We consider (7) to hold for any bi when
formulating a minimization problem.
To calculate receiver power consumption, we adopt power
consumption models for ADC quantization and resolution
switching. The ADC quantization power consumption is [17]
PADC(b) = c fs 2
b (8)
where c is the energy consumption per conversion step (conv-
step), called Walden’s figure-of-merit, fs is the Nyquist sam-
pling rate, and b is the number of quantization bits. (8)
implicitly implies that PADC(b) = 0 for b = 0. Note that
additional power can be consumed due to switching resolution,
and the resolution switching power consumption is modeled
as [7]
PSW(b) = csw
∣∣2b − 2bp∣∣ (9)
where bp is the number of previous ADC bits. The power
consumption per conversion step csw has different values for
increasing (b > bp) and decreasing resolution (b < bp) cases.
This model (9) implies that the switching power is proportional
to the number of comparators that are turned on or off. PSW(b)
becomes zero when no change in resolution (b = bp).
Let PLNA, PPS, PRFchain, and PBB indicate the power
consumption in the low-noise amplifier, phase shifter, RF
chain, and baseband processor, respectively. We also consider
that RF processes associated with deactivated ADCs (0-bit
ADCs) after bit allocation are turned off so that no power
consumption occurs in the RF processes. Accordingly, the
receiver power consumption of the system in Fig. 1 is
Ptot =NrPLNA +Nact(NrPPS + PRFchain)
+ 2
NRF∑
i=1
(
PADC(bi) + PSW(bi)
)
+ PBB (10)
where Nact is the number of activated RF chains.
Using the MSQE of desired signals (7) and the receiver
power (10), the minimum MSQE problem under a power
constraint p is formulated as
bˆ = argmin
b∈Z+NRF
NRF∑
i=1
Ei(bi) s.t. Ptot ≤ p (11)
where Z+ represents the set of non-negative integers. Note
that the integer variables and non-linear functions that are
the number of activated RF chains Nact and ADC-switching
power consumption PSW(bi) require an exhaustive search
to solve (11). To derive a near optimal solution with low
complexity, we develop a BA algorithm in the next subsection.
B. ADC Bit Optimization Algorithm
We modify the problem (11) with proper relaxations. We
first relax the domain of the variables to real numbers (b ∈
ZNRF+ → b ∈ RNRF ), and then, relax the ADC power
consumption model (8) to be differentiable for any value of
the quantization bits (PADC(b) = cfs2b, b ∈ R). Despite the
real number relaxation, it is still difficult to solve (11) due to
non-linear factors in Ptot: the switching power consumption
PSW(bi) and the number of activated RF chains Nact.
To resolve this challenge, we replace PSW(bi) with a
constant P¯SW, which is the average switching power con-
sumption when applying the optimal solution of (11). For a
given system environment, P¯SW depends only on the power
constraint p, i.e., P¯SW is a function of p. Since the amount
of switching power consumption directly affects the power
available for quantization, an accurate estimation of P¯SW is
required. Accordingly, we propose an estimation approach to
P¯SW by using off-line training and modeling in Section III-C.
Finally, the non-linearity of Nact can be addressed by
following the general steps:
Step 1. Sort variances σ2xi to be σ
2
x1 ≥ σ2x2 ≥ · · · ≥ σ2xNRF
Step 2. Derive a solution bˆ for (11) when the first M RF
chains are considered to be used (Nact = M )
Step 3. Find the optimal value of M that gives the smallest
error
∑NRF
i=1 Ei(bˆi) with its corresponding solution
Let Mopt represent the optimal value of M , then the solution
with Nact = Mopt is the near optimal solution for (11).
Intuitively, Step 1 is designed from the fact that ADCs with
larger channel gains are likely to be assigned with more
quantization bits [7], [19]. For Step 2, we can derive a
closed-form solution of the relaxed minimization problem with
Nact = M by solving the KKT conditions. Binary search can
be applied in Step 3 as the total MSQE
∑NRF
i=1 Ei(bi) decreases
to the point of Mopt and increases beyond Mopt. Hence, the
search complexity reduces to O(log2NRF).
Assuming σ2x1 ≥ σ2x2 ≥ · · · ≥ σ2xNRF from Step 1, we now
derive a solution of the relaxed problem at the sth stage of
binary search where the first Ms RF chains are considered to
be used (Nact = Ms). Consequently, we deactivate the ADCs
corresponding to the rest of the RF chains, i.e., bi = 0 for
i = Ms + 1, · · · , NRF. Recall that we previously relaxed (i)
b ∈ ZNRF+ → b ∈ RNRF with PADC(b) = cfs2b for b ∈ R and
(ii) PSW(bi)→ P¯SW. Then, the relaxed minimization problem
at the sth stage of binary search is formulated as
bs = argmin
b∈RMs
Ms∑
i=1
Ei(bi) s.t. 2
Ms∑
i=1
PADC(bi) ≤ p˜ (12)
where
p˜ = p−NrPLNA − 2NRFP¯SW − PBB −Ms(NrPPS + PRFchain).
Note that the power constraint for ADC quantization p˜ cannot
be negative, which restricts the maximum number of activated
RF chains. Moreover, we can exclude the RF chains with zero
channel gain – Ms is less than or equal to the total number
of non-zero σ2xi . Therefore, the number of the considered RF
chains Ms needs to satisfy the following condition:
Ms ≤ min
(
Mmax, NRF
)
(13)
with
Mmax = min
(⌊
p−NrPLNA − 2NRFP¯SW − PBB
NrPPS + PRFchain
⌋
,
NRF∑
i=1
1{σ2xi 6=0}
)
.
where 1{·} is the indicator function. For (12) with Ms under
(13), the closed-form solution is derived in Proposition 1.
Proposition 1. With Ms under (13), the optimal number of
quantization bits for the convex minimization problem (12) is
bsi = log2
p˜
2c fs
+ log2
(
‖[Hb]i,:‖ 23∑Ms
j=1 ‖[Hb]j,:‖
2
3
)
, i = 1, · · · ,Ms.
Proof. The problem (12) is a convex minimization problem
and achieves a global minimum when the power constraint
holds equal. Let wi = σ2xi , zi = 2
bi , f(z) =
∑Ms
i=1 wiz
−2
i ,
and g(z) =
∑Ms
i=1 zi − p˜2c fs , then (12) reduces to
zˆ = argmin
z∈RMs
f(z) s.t. g(z) = 0, z > 0 (14)
where 0 and the inequality in z > 0 denote a zero vector
and element-wise inequality, respectively. The global mini-
mizer zˆ for the problem (14) satisfies the KKT conditions:
1) ∇f(zˆ) + µ∇g(zˆ) = 0, 2) g(zˆ) = 0, and 3) zˆ > 0, where
µ ∈ R is a Lagrange multiplier. Using the KKT condition 1
which gives −2wizˆ−3i +µ = 0 and condition 2, we can derive
zˆi = p˜ w
1/3
i
/(
2c fs
Ms∑
j=1
w
1/3
j
)
> 0, i = 1, · · · ,Ms. (15)
The derived solution zˆi in (15) meets the KKT conditions.
Therefore, using the definitions of wi and zi, we obtain the
final solution in Proposition 1. 
Proposition 1 illustrates that increasing the number of con-
sidered RF chain Ms in p˜ decreases that of ADC bits bsi while
it increases that of non-zero ADC bits activating more ADCs.
Due to such trade-off between the resolution of ADCs and the
number of activated ADCs, there exists an optimal number of
RF chains Mopt gives a minimum total quantization error with
bˆᵀ =
[
max(bs,0)ᵀ,0ᵀ
] ∈ R1×NRF (16)
where max(·) is the element-wise max operator and (·)ᵀ
denotes the transpose. After finding the optimal solution bˆ
corresponding to Mopt, we map the real number solution bˆ
to its nearest integers. Algorithm 1 shows the proposed BA
algorithm for ADC bit optimization.
C. Training and Modeling of Average Switching Power
In this subsection, we propose a training and modeling
approach for the estimation of average ADC-switching power
consumption P¯SW, which can be computed off-line. Note
that if we consider smaller P¯SW, the available power for
quantization becomes larger, which can increase the actual
average switching power consumption and vice versa. Based
on this intuition, we find the estimated average switching
power consumption that has the minimum absolute difference
from actual average switching power consumption. For a given
power constraint p, the training steps follow:
Step 1. Set an estimated average switching power P¯est
Step 2. Perform Algorithm 1 over different channel realiza-
tions and calculate actual average switching power
consumption P¯act using (9)
Step 3. Repeat Step 1 and 2 for different values of P¯est
Step 4. Find P¯ ∗est with the smallest absolute difference from
the corresponding P¯ ∗act, and set Tp = P¯
∗
est
Accordingly, the training result Tp is the best estimate of
average switching power consumption for power constraint p.
From the model in (9), we can determine a reasonable range
of average switching power consumption for P¯est in Step 1.
Once we obtain Tp for different power constraints p, we fur-
ther perform least-squares polynomial (LSP) fitting to model
P¯SW as a function of a power constraint p. Note that this
training and modeling can be computed off-line, and thus
does not increase the complexity of the proposed ADC bit
optimization algorithm. In Section IV, we provide the training
data Tp and its LSP fitting result. Then, the average switching
power function obtained from the LSP fit is used when
evaluating the performance of the proposed BA algorithm.
Algorithm 1 BA algorithm for ADC bit optimization
1) Set a power constraint p
2) Sort the variance σ2xi to be σ
2
x1 ≥ σ2x2 ≥ · · · ≥ σ2xNRF
3) Compute Mmax (13) and M†max = min(Mmax, NRF)
4) Set S = {1, . . . ,M†max}
5) Binary search at stage s with Ms ∈ S
a) MLs = max(1,Ms − 1), MRs = min(M†max,Ms + 1)
b) For MLs ,Ms,M
R
s
i) compute bs using Proposition 1, then
ii) compute bˆ in (16)
c) Compare total MSQE
∑NRF
i=1 Ei(bˆi) for MLs ,Ms,MRs
d) if @ MLs or MRs with smaller total MSQE than Ms
i) map bˆ of Ms to nearest integer numbers, then
ii) return the integer bˆ
e) else go to the smaller half.
Fig. 2. Training data Tp and least-squares polynomial fitting curve for 256
BS antennas, 128 RF chains, 10 users and 13 propagation paths per user.
IV. NUMERICAL RESULTS
We assume that users are randomly distributed over a single
cell within a 200 m radius, and that the minimum distance
between the BS and users is 30 m. Considering a 28 GHz
carrier frequency, we adopt the mmWave pathloss model [20]
PL(dk) [dB] = αpl + βpl10 log10 dk + χ, χ ∼ N (0, σ2s )
where dk [m] is the distance between the BS and kth user,
αpl = 72 dB, and βpl = 2.92. The variance σ2s = 8.7 dB and
is the lognormal shadowing variance. The noise power with
transmission bandwidth W and noise figure nf is
Pnoise [dBm] = −174 + 10 log10W + nf . (17)
We assume W = 1 GHz so as fs = 1 GHz, and nf = 5 dB.
Due to the normalized noise variance in the system model (3),
the large scale fading gain is given as
γk,dB [dB] = −(PL(dk) + Pnoise) (18)
We consider Nr = 256 BS antennas, Nu = 10 users, and
pu = 20 dBm transmit power. We further assume that the
number of RF chains NRF is half of Nr and the number of
captured propagation paths for each user, L, is about 5% of
Nr, i.e., NRF = 128 and L = 13 so that L = dNRFNu e.
The training data Tp of the average ADC-switching power
is illustrated in Fig. 2 with its LSP fitting curve. In Fig. 2, Tp
shows a general increasing trend as the total power constraint
p in (11) increases. For small p, however, there exist power
fluctuations. This is mainly because the optimal number of the
activated RF chains Mopt changes dynamically as p varies
in the small p regime. On the other hand, when p reaches
certain level, Mopt changes slowly because most of the RF
chains with large channel gains are already activated – it is
beneficial to increase ADC resolution of currently activated
RF chains than to activate more RF chains with small channel
gains under a limited power budget. As shown in Fig. 2, the
LSP fitting provides a strong matching with Tp using fifth-
order polynomials. Note that polynomial coefficients for all
possible Nmaxu × Lmax settings can be readily stored in a
(a)
(b)
Fig. 3. Uplink (a) sum spectral efficiency and (b) energy efficiency for 256
BS antennas, 128 RF chains, 10 users, and 13 propagation paths per user .
look-up table through off-line training, where Nmaxu and L
max
denote the maximum number of users and propagation path
per user, respectively. In the following subsection, we use the
fifth-order LSP fitting model to determine P¯SW in (12) for a
given total power constraint p.
A. Spectral Efficiency and Energy Efficiency
We adopt sum spectral efficiency and energy efficiency. The
uplink sum spectral efficiency is R =
∑Nu
k=1Rk [bps/Hz]
where Rk is the ergodic spectral efficiency of the kth user.
Applying maximum ratio combining Fmrc = WαHb to (5),
Rk = E
[
log2
(
1 +
puγk|αHvk|2
UIk + Nk + QNk
)]
(19)
where α = [α21, · · · , α2Nr ]ᵀ, vk =
[|g1,k|2, · · · , |gNr,k|2]ᵀ,
UIk = pu
∑Nu
m=1
m 6=k
γm|gHk W2αgm|2, Nk = gHk W4αgk, and
QNk = g
H
k W
H
αRnqWαgk. Then, energy efficiency is [6]
ηEE = RW/Ptot bits/Joule. (20)
We assume PLNA = 20 mW, PPS = 10 mW, PRFchain = 40
mW, and PBB = 200 mW [6]. We consider c = 494 fJ/conv-
step [17] for the quantization power in (8). In terms of the
switching power in (9), we assume csw = 3.47 (or 0.94)
mW/conv-step when bi > b
p
i (or bi < b
p
i ) [21].
We evaluate four different approaches: (1) infinite resolution
b∞ = 12 bits, (2) conventional fixed ADC, (3) revMMSQE-
BA in [7], and (4) proposed-BA algorithm. We enforce
harsh simulation constraints which increase switching power
consumptions: resolution switching occurs at every symbol
transmission by assuming channel coherence time equal to
symbol duration, and channel realizations from one coherence
time to another are uncorrelated by assuming that the users are
randomly dropped for every channel realization. To evaluate
the considered approaches, we first consider b¯ quantization
bits for the fixed ADCs. Then, the total ADC power of such
fixed-ADC system is used for a total ADC power constraint of
the revMMSQE-BA as in [7]. Then, the total receiver power
consumption of the system with revMMSQE-BA is adopted
for a power constraint of the proposed-BA system.
In Fig. 3, the sum spectral efficiency and the energy
efficiency are simulated over different b¯. In Fig. 3(a), the
proposed BA shows the highest sum spectral efficiency in the
small b¯ range (b¯ ≤ 3) and converges to the infinite-resolution
system faster than the other cases. In Fig. 3(b), the proposed
BA also provides the highest energy efficiency in the small b¯
range with the highest rate. This indicates that the proposed
BA algorithm eliminates most of the quantization distortion
requiring the minimum power consumption. Accordingly, we
can employ existing state-of-the-art digital beamformers to
the power-constrained system when using the proposed BA
algorithm as it makes the quantization error negligible in the
low-resolution regime. In the large b¯ range (b¯ > 7), the energy
efficiency of the proposed BA and revMMSQE-BA becomes
lower than that of the fixed ADC due to the dissipation of
power consumption in resolution switching. The proposed BA,
however, achieves the sum spectral efficiency close to the
upper bound in the small b¯ range (b¯ ≤ 3), and thus, only
the energy efficiency in b¯ ≤ 3 is worth to consider.
V. CONCLUSION
In this paper, we develop an algorithm which minimizes
quantization error of desired signals by allocating an optimal
number of quantization bits under constrained total receiver
power for mmWave communications. Proposing an off-line
training and modeling approach to estimate the average res-
olution switching power, we convert the quantization error
minimization problem to a convex optimization problem to
resolve non-linearities in the problem. Then, we derive a
closed-form solution and utilize the solution in the binary
search to find the optimal number of activated RF chains
which leads to the smallest quantization error, providing a near
optimal ADC bit configuration. Simulation results validate the
spectral and energy efficiency of the proposed algorithm. In
particular, existing digital beamforming techniques for hybrid
mmWave receivers can be applied to the considered system
with the proposed BA algorithm as it makes the quantization
error negligible in the low-resolution regime. Therefore, this
paper provide a novel solution to establish spectrum- and
energy-efficient systems for mmWave receivers by adapting
quantization resolution.
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