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Abstract
We consider recurrent solutions of the nonautonomous modified Swift-Hohenberg equation
ut +∆
2u+ 2∆u+ au+ b|∇u|2 + u3 = g(t, x).
We employ Conley index theory to show that, if the forcing g : R → L2(Ω) is a recurrent func-
tion, then there are at least two recurrent solutions in H2
0
(Ω) under appropriate assumptions on the
parameters a, b and g.
Keywords: Modified Swift-Hohenberg equation; Nonautonomous dynamical system; Recurrent
function; Conley index; Gradient system.
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1 Introduction
Periodic and periodic-like phenomena arise in various fields in science and engineering, including the
traveling of celestial bodies, fluid systems, migration of animals and recurrence of similar events. In
mathematics, these phenomena are described by time-periodic, quasi-periodic, almost periodic and re-
current motions. The study of these motions are not only physically important, but also mathematically
interesting, especially in the theory of dynamical systems. Great interests have been attracted by the
existence and location of such motions for centuries.
Recurrent motions are a sort of motions more general than periodic and almost periodic ones. It was
first introduced by Birkhoff in [1], to describe the previously-mentioned “general” motion of the so-called
“discontinuous type” in the phase space in dynamics. There are important interrelationships between re-
current motions and minimal sets, nonwandering points, Poisson stability for certain n-manifold regions
∗ Corresponding author.
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(see [1, 19]). The problem of existence of recurrent motions for ordinary differential equations was
studied by Shcherbakov [21].
In this paper, we study the existence of recurrent solutions of the following nonautonomous problem,
ut +∆
2u+ 2∆u+ au+ b|∇u|2 + u3 = g(t, x), x ∈ Ω, t > τ, (1.1)
u = ∆u = 0, x ∈ ∂Ω, t ≥ τ, (1.2)
u(x, τ) = ς(x), in Ω, (1.3)
where Ω is an open connected bounded domain in Rn, a and b are arbitrary real constants, ut = ∂u∂t , g is
the forcing satisfying g ∈ L2loc(R, L
2(Ω)) and ς ∈ L2(Ω). The equation (1.1) is known in the literature
as the modified Swift-Hohenberg equation, and when b = 0, then (1.1) is known as the Swift-Hohenberg
equation.
The Swift-Hohenberg equation was introduced in 1977 by Swift and Hohenberg ( [25]) in the research
of Rayleigh-Be´nard’s convective hydrodynamics (see also [17]), arising in geophysical fluid flows in
the atmosphere, oceans and the earth’s mantle. It is closely contacted with nonlinear Navier-Stokes
equations coupled with the temperature equation. Later, it has also played a valuable role extensively
in the study of plasma confinement in toroidal devices ( [12]), viscous film flow, lasers ( [13]) and
pattern formation. In the equation (1.1), the modified term b|∇u|2 comes from the study of various
pattern formation phenomena involving some kind of phase turbulence or phase transition ( [22]), which
prevents the symmetry u→ −u.
In the previous work, most attention was paid to the existence of attractors (global attractor [16, 23],
pullback attractor [15, 27], uniform attractor [29] and random attractor [9, 27]), bifurcations (dynamical
bifurcations [5, 6], nontrivial-solution bifurcations [28]) and optimal control ( [8, 24, 30, 31]) of different
types of modified Swift-Hohenberg equations. Xiao and Gao in [28] gave specific nontrivial bifurcation
solutions that bifurcate from the trivial solution for the modified Swift-Hohenberg equations in rectangu-
lar domain in R2 with periodic boundary value. Nevertheless, special solutions of (1.1), such as (almost)
periodic, recurrent solutions, have been sparsely discussed until now.
For recurrent solutions of evolutionary equations, Bongolan-Walsh, Cheban and Duan studied the 2D
nonautonomous Navier-Stokes equation with a recurrent external forcing term g(t) in [2] The authors
in [2] showed that the Navier-Stokes equation has a recurrent solution if g is a recurrent function. In
Li, Wei and Wang’s paper [14], the authors defined the locally almost periodicity, which is equivalent
to the recurrence for a continuous function used in [2]. In [14], they considered an abstract retarded
evolutionary equation with the retarded term F (u(t− r1), · · · , u(t− rn)) and the external forcing term
g(t), and gave the existence of locally almost periodic solutions when F satisfies the linear growth
condition and g is locally almost periodic. However, to our knowledge, the number (not merely existence)
of recurrent solutions has been barely studied yet.
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In this paper, we adopt the recurrent function used in [2] (also the locally almost periodic function
in [14]). In [2], the authors respectively gave the definitions of recurrence for flows, semiflows and
nonautonomous dynamical systems, without expounding the consistence of the different recurrences.
Actually for a flow, if a full solution γ is recurrent, γ is also a recurrent function (see Remark 3.2 below).
Based on this observation, for either semiflows or nonautonomous dynamical systems, by saying that a
solution γ is recurrent, we uniformly mean that γ is defined all over R and a recurrent function.
With this realization, we extend the classical Birkhoff Recurrence Theorem to the case of semiflows.
And following this result, we give the main theorem (Theorem 3.3) for the existence and location of
recurrent solutions of a general nonautonomous differential equation with a recurrent forcing. It is stated
in the main theorem that each compact invariant set of the skew product flow corresponding the nonau-
tonomous differential equation contains a recurrent solution.
We apply the main theorem to the study of recurrent solutions of nonautonomous modified Swift-
Hohenberg equations (1.1). Different with the linear growth assumed in [14], the nonlinear term of (1.1)
has a super-linear growth and a modified term related to the gradient of u, which increases the difficulty of
analysis. However, the topological tool, Conley index can help to overcome these difficulties. Thus, we
employ theories of Morse decomposition and Conley index to find disjoint nonempty compact invariant
sets, and hence obtain different recurrent solutions with distinct initial values by the main theorem.
This paper is organized as follows. In Section 2, we recall some basic knowledge of dynamical
systems, recurrent functions and Conley index theory. In Section 3, we extend the Birkhoff Recurrence
Theorem to semiflows, and give our main theorem concerning the recurrent solutions of nonautonomous
differential equations. In the last section, we consider the n-dimensional nonautonomous modified Swift-
Hohenberg equation (1.1) with n ≤ 3, and prove that there are at least two recurrent solutions under some
appropriate assumptions on the parameters a, b and the forcing g if g is a recurrent function.
2 Preliminaries
We introduce some basic concepts and results of dynamical systems, recurrent functions and Conley
index theory.
2.1 Dynamical systems
Let (X,d) be a complete metric space, T = R+ or R and Φ be an autonomous dynamical system on X,
i.e., Φ : T×X → X is a continuous map such that Φ(0, x) = x and Φ(t+ s, x) = Φ(t,Φ(s, x)), for all
x ∈ X and s, t ∈ T. If T = R+, we call Φ a semiflow; if T = R, we call Φ a flow.
A semiflow Φ is said to be gradient if there is a continuous function V : X → R such that t →
V (Φ(t, x)) is non-increasing for each x ∈ X and if x is such that V (Φ(t, x)) = V (x) for all t ≥ 0, then
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x is an equilibrium of Φ, i.e., Φ(t, x) = x for all t ≥ 0. The function V is called a Lyapunov function of
Φ.
A subset K ⊂ X is called invariant, if Φ(t)K = K for all t ∈ T. An invariant set K of Φ is
said to be isolated if there is a neighborhood N of K such that K is the maximal invariant set in N .
Correspondingly, N is called an isolating neighborhood ofK . A subsetK ⊂ X is called minimal, if it is
nonempty, closed and invariant, and it contains no proper subset with these three properties. A subset N
of X is said to be admissible, if for arbitrary sequences xk ∈ N and tk → +∞ with Φ([0, tk])xk ⊂ N
for all k, the sequence of the end points Φ(tk)xk has a convergent subsequence.
A solution of Φ is a map γ : J → X, where J is an interval, such that γ(t) = Φ(t − s, γ(s)) for all
t, s ∈ J with t ≥ s. If J = R, we say γ is a full solution. By the statement “a solution γ : J → X
through x”, we mean γ(t) = x for some t ∈ J . If γ is defined on an interval containing [0,∞), the
ω-limit set ω(γ) is defined as
ω(γ) = {y ∈ X : there exists tn →∞ such that γ(tn)→ y}.
If γ is defined on an interval containing (−∞, 0], the α-limit set α(γ) is defined as
α(γ) = {y ∈ X : there exists tn → −∞ such that γ(tn)→ y}.
Let Φ be gradient with its Lyapunov function V and γ be a full solution with γ(R) compact. Then we
have some simple facts as follows (see [3]).
(1) Every compact invariant set contains equilibria, and ω(γ) ∪ α(γ) consists of equilibria.
(2) Both α(γ) and ω(γ) are compact invariant sets and V (x) ≡ C for all x ∈ ω(γ) (x ∈ α(γ)) and
some constant C .
(3) If Φ has only finitely many equilibria, then ω(γ) = {e} (α(γ) = {e}) for some equilibrium e.
(4) If e0, · · · , ek are distinct equilibria with e0 = ek, then there are no full solutions γ1, · · · , γk such
that α(γi) = {ei−1} and ω(γi) = {ei}, for all i = 1, · · · , k.
A compact invariant setA ⊂ X is said to be an attractor of Φ, if it attracts a neighborhood U of itself,
that is to say, for all ε > 0, there exists T > 0 such that d(Φ(t, x),A) < ε, for all x ∈ U and t > T . The
set B(A) := {x ∈ X : A attracts x} is called the attraction basin of A. The attraction basin B(A) is
always open for each attractor A. If B(A) = X, we say A is the global attractor of Φ in X.
A set A ⊂ A is called an attractor of Φ in A, if it is an attractor of Φ|A, which is the semiflow Φ
restricted on A. An ordered collection M = {M1, · · · , Mk} of subsets Mk ⊂ A is called a Morse
decomposition of K , if there exists an increasing sequence ∅ = A0 $ A1 $ · · · $ Ak = A of attractors
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in A such that Mi = Ai \ BA(Ai−1), 1 ≤ i ≤ k, where BA means the attraction basin for Φ|A. Each
Mi is called aMorse set of A.
It is known that the Morse set is a compact isolated invariant set (see [18]) and moreover one can give
a Morse decomposition in the following way.
Proposition 2.1 ( [18]). Let M = {M1, · · · , Mk} be a family of nonempty, compact, invariant and
disjoint subsets of the attractor A. Suppose that for each full solution γ in A, either γ(R) ⊂ Mi for
some i or else there are indices i < j such that ω(γ) ⊂ Mi and α(γ) ⊂ Mj . Then M is a Morse
decomposition of A.
2.2 Recurrent functions
Let Φ be a flow onX. For each x ∈ X, we can define the hull of x as
H(Φ, x) = {Φ(t, x) : t ∈ R}
with the closure taken in (X,d). If Φ is clear, we simply writeH(x) = H(Φ, x).
A point x ∈ X is said to be (Birkhoff) recurrent for the flow Φ, provided that
(1) for every ε > 0, there is a positive number l, such that d(x, S([a, a+ l])x) < ε, for all a ∈ R; and
(2) H(x) is compact inX.
The corresponding full solution Φ(t, x) is called a recurrent solution. Concerning the minimality and
recurrence, we have an simple deduction of Birkhoff Recurrence Theorem in [19].
Theorem 2.2. Let Φ be a flow on X and A ⊂ X. Then A is a compact minimal set if and only if every
x ∈ A is a recurrent point with A = H(x).
Denote by C(R,X) the set of all continuous functions g : R → X, equipped with the compact-open
topology, which is metrizable with the complete metric ρ such that
ρ(g1, g2) =
∞∑
n=1
1
2n
maxt∈[−n,n] d(g1(t), g2(t))
1 +maxt∈[−n,n] d(g1(t), g2(t))
,
for g1, g2 ∈ C(R,X).
In the sequel we always denote S := C(R,X). Let θ be the shift on S, i.e., θτg = g(· + τ), g ∈ S. It
is easy to know that θ is continuous on R×S. Thus θ determines a flow on S, which is called Bebutov’s
dynamical system. For sake of notational simplification, we will use the same θ for different spaces X,
and denote the hull H(θ, g) by H (g) for every g ∈ S.
Definition 2.3. A continuous function g ∈ S is said to be recurrent provided that g is a recurrent point
for θ in S.
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Remark 2.4. In [14], the authors gave a concept — locally almost periodicity, for a continuous function.
A continuous function g : R→ X is said to be locally almost periodic, if for every ε, T > 0, there exists
l > 0, such that for all a, s ∈ R, there exists τs ∈ [a, a+ l], such that
max
t∈[−T, T ]
d(θsg(t), θτsg(t)) < ε.
This concept is indeed equivalent to recurrence for g ∈ S, by Theorem 16 in [14] and the Birkhoff
Recurrence Theorem (Theorem 2.2). Locally almost periodicity can be viewed as another description of
recurrence, without dynamical systems involved.
We have the following consequence according to the properties of locally almost periodicity in Propo-
sition 15 of [14].
Proposition 2.5. A recurrent function g is uniformly continuous on R such that g(R) is compact in X.
2.3 Conley index
We now recall the Conley index theory, see [18] for details.
Let Φ be a semiflow on X and N , E be two closed subsets of X. The subset E is said to be N -
positively invariant, if for all x ∈ E ∩N and t ≥ 0, we have Φ([0, t))x ⊂ E whenever Φ([0, t))x ⊂ N .
The subset E is said to be an exit set ofN , if E isN -positively invariant and for every x ∈ N with some
t <∞ such that Φ(t)x /∈ N , there exists t0 ≤ t such that Φ(t0)x ∈ E.
Let K be a compact isolated invariant set. A Conley index pair (N,E) of K is a closed pair such
that E is an exit set of N , N \ E is admissible and N \ E is an isolating neighborhood of K . For each
Conley index pair (N,E) of K , (N/E, [E]) always has the same homotopy type (see [18]). Here N/E
is defined as follows.
If E 6= ∅, then the space N/E is obtained by collapsing E to a single point [E] in N ∪ E. If E = ∅,
we choose a single isolated point ∗ /∈ N and defineN/E to be the spaceN ∪{∗} equipped with the sum
topology. In the latter case we still use the notation [E] to denote the base point ∗.
Definition 2.6. The Conley index of K , denoted by h(Φ,K), is defined to be the homotopy type of
(N/E, [E]), where (N,E) is a Conley index pair ofK .
In this paper, we use Σr to denote the homotopy type of r-dimensional pointed sphere and 0 to denote
the homotopy type of pointed one-point set {{∗}, ∗}. A basic fact is that h(Φ,K) 6= 0 indicates that
K 6= ∅.
We introduce the continuation property of Conley index in the following.
For a sequence of semiflows Φk on X, we write Φk → Φ0, if for all sequences xk ∈ X and tk ∈ R+
with xk → x0 and tk → t0, Φk(tk)xk → Φ0(t0)x0. A set N ⊂ X is said to be {Φk}-admissible if for
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two arbitrary sequences xk ∈ X and 0 ≤ tk → ∞ satisfying Φk([0, tk])xk ⊂ N for all k ∈ N+, the
sequence of endpoints Φk(tk)xk has a convergent subsequence.
Let E be a metric space. We write Φε → Φε0 , if Φεk → Φε0 for every sequence εk ∈ E with εk → ε0.
The pair (Φε, Kε) is said to be S-continuous at ε0 ∈ E , if there is a positive δ and a closed subset N of
X such that the following two conditions are fulfilled:
(1) for every Φε and ε with ρ(ε, ε0) < δ, the subset N is an admissible closed neighbourhood of Kε;
(2) Whenever εk → ε0, then Φεk → Φε0 and N is {Φεk}-admissible.
If (Φε, Kε) is S-continuous at each point ε ∈ E , (Φε, Kε) is said to be S-continuous on E .
By the supposition of S-continuity, Conley index possesses the following property, which is called the
continuation property.
Theorem 2.7 ( [18]). Let Kε be a compact isolated invariant set of Φε for each ε lying in a connected
component E0 of E . Suppose that (Φε, Kε) is S-continuous in E0. Then h(Φε,Kε) is constant for ε ∈ E0.
Let (X,x0) and (Y, y0) be two pointed spaces. The wedge sum (X,x0) ∨ (Y, y0) and smash product
(X,x0) ∧ (Y, y0) are defined, respectively, as follows,
(X,x0) ∨ (Y, y0) = (W, (x0, y0)), (X,x0) ∧ (Y, y0) = ((X × Y )/W, [W]),
whereW = X×{y0}∪{x0}×Y . Denote [(X,x0)] the homotopy type of a pointed space (X,x0). Since
the operations “∨” and “∧” preserve homotopy equivalence relations, they can be naturally extended to
the homotopy types of pointed spaces.
Let Φi be a semiflow onXi, i = 1, 2. We define the product semiflow Φ1×Φ2 onX1 ×X2 such that
(Φ1 × Φ2)(t, x1, x2) = (Φ1(t, x1),Φ2(t, x2)).
LetKi be a compact isolated invariant set of Φi. Then
h(Φ1 × Φ2,K1 ×K2) = h(Φ1,K1) ∧ h(Φ2,K2). (2.1)
3 Recurrence for semiflows and nonautonomous dynamical systems
Let (X,d) be a complete metric space and Φ be a semiflow on X. A recurrent solution of Φ means a
full solution which is recurrent as a continuous function.
Now we extend Theorem 2.2 to the case of the semiflows in the following theorem.
Theorem 3.1. A subset A of X is a compact minimal set if and only if for every point x ∈ A, there is a
recurrent solution γ through x such that A = γ(R).
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Proof. We first show the sufficiency. Let γ be a recurrent solution and A = γ(R). By Proposition 2.5
and Theorem 16 in [14], we know that A is compact and invariant. Therefore we only need to show the
minimality of A, i.e., there are no proper compact invariant sets in A.
We prove this by contradiction. We assume that there is a full solution γ0 in A such that A0 := γ0(R)
is a proper compact invariant set in A. Then by the density of γ(R) in A, we have a t0 ∈ R such that
γ(t0) /∈ A0. (3.1)
Hence θt0γ /∈ H (γ0); otherwise, there is a sequence tn ∈ R such that θtnγ0 → θt0γ in (S, ρ), which
implies that γ0(tn) → γ(t0), contradicting (3.1). This indicates that H (γ0) is a nonempty closed
invariant proper subset of H (γ) for θ, which contradicts the minimality of H (γ) (by Theorem 2.2).
Now we verify the necessity. Let A be a compact minimal set of Φ and x ∈ A. Pick an arbitrary full
solution γ through x in A and it is obvious that A = γ(R). If γ is a recurrent solution, we are done; if
not, we aim to find a recurrent solution through x via γ.
First we prove the compactness of H (γ), for which we only need to show the pre-compactness of
H ′ := {θtγ : t ∈ R} in (S, ρ). We claim that
γ is uniformly continuous on R. (3.2)
By confirming (3.2), we know that all the functions in H ′ are equi-continuous on R and the pre-
compactness of H ′ is immediately obtained by Ascoli-Arzela theorem.
We show the claim (3.2) by contradiction and assume there are ε0 > 0 and two sequences sn, tn ∈ R
with tn > sn and tn − sn → 0 as n→∞, such that
d(γ(tn), γ(sn)) > ε0. (3.3)
Since γ is contained in a compact set, the sequences can be taken such that γ(sn)→ x0 and γ(tn)→ y0
and by (3.3), we obtain that d(x0, y0) ≥ ε0. By continuity of Φ, we have
y0 ← γ(tn) = Φ(tn − sn, γ(sn))→ Φ(0, x0) = x0 = lim
n→∞
γ(sn),
which is a contradiction and ascertain (3.2).
Now we have known that H (γ) is compact and invariant for θ. By the existence theorem of minimal
sets (see Theorem II.11 in [19]) and Theorem 2.2, there is a recurrent function γ0 ∈ S such that H (γ0)
is a compact minimal subset of H (γ). We claim that
γ0 is a full solution of Φ in A. (3.4)
By (3.4) and the minimality of A, we conclude that A = γ0(R). Then there is a sequence tn ∈ R such
that γ0(tn) → x. Correspondingly, in H (γ0), we have a subsequence of tn (still denoted by tn) such
8
that θtnγ0 → γ1 ∈ H (γ0). Since H (γ0) is a compact minimal set, by Theorem (2.2), γ1 is a recurrent
function.
Now we show the claim (3.4). Indeed, by the density of H ′ in H (γ), we have a sequence tn ∈ R
such that θtnγ → γ0 in (S, ρ), and hence γ(tn+t)→ γ0(t) inX for all t ∈ R. Therefore, for all t, s ∈ R
with t > s,
γ0(t)← γ(tn + t) = Φ(t− s, γ(tn + s))→ Φ(t− s, γ0(s)),
which proves the claim.
Using the claim (3.4) for γ1, we also know γ1 is a full solution in A for Φ. Note that
x← γ0(tn) = θtnγ(0)→ γ1(0).
Consequently, γ1 is a recurrent solution through x with A = γ1(R). The proof is complete.
Remark 3.2. If Φ is a flow, each point x ∈ X determines a unique full solution in X. Then combining
Theorem 2.2 and 3.1, one can easily conclude that, if γ is a full solution, γ is a recurrent solution for Φ
if and only if γ is a recurrent function as a continuous function.
Let X be a Banach space. We consider a general nonautonomous equation as follows,
ut = f(u) + g(t), t > τ ; u(τ) = uτ ∈ X, (3.5)
where u is the unknown functional, f : X ⊃ D(f) → X and g : R → X are continuous and D(f) is
the domain of f . We assume that (3.5) has a global solution u(t, τ ;uτ ) for all uτ ∈ X, i.e., u(t, τ ;uτ )
satisfies (3.5) for all t ≥ τ . A recurrent solution of (3.5) means that the solution is defined on R and
recurrent as a continuous function.
We define the solution operator of (3.5) by a (continuous) cocycle, ϕ : R+ ×H (g)×X → X, i.e., a
continuous map satisfying the following conditions,
ϕ(0, g˜, x) = x, ϕ(t+ τ, g˜, x) = ϕ(t, θτ g˜, ϕ(τ, g˜, x)),
for all t, τ ∈ R+, g˜ ∈ H (g) and x ∈ X. According to the classical theory for nonautonomous
dynamical systems (see [3, 11]), we can define a semiflow Φ on H (g) × X associated with (3.5) such
that
Φ(t, g˜, x) := (θtg˜, ϕ(t, g˜, x)), for all t ∈ R+ and (g˜, x) ∈ Ω×X,
which is called the skew product flow. We always endow H (g)×X with the metric
dH (g)×X((g1, x1), (g2, x2)) = ρ(g1, g2) + d(x1, x2)
for all (gi, xi) ∈ H (g) × X, i = 1, 2. Denote by Π1 and Π2 the projections from H (g) × X onto
H (g) and X, respectively. Then we can obtain our main theorem in this paper for the nonautonomous
equation (3.5).
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Theorem 3.3 (Existence and Location of Recurrent Solutions). Suppose that the forcing g is recurrent.
If the skew product flow Φ has a nonempty compact invariant set K , then (3.5) has a recurrent solution
γ such that
{(θtg, γ(t)) : t ∈ R} ⊂ K. (3.6)
Proof. By Theorem II.11 in [19], K contains a compact minimal setM of the system Φ. Thus Π1M is
nonempty, compact and invariant for θ. By Theorem 2.2, the hull H (g) is compact minimal and hence
Π1M = H (g). Then there exists at least one point u ∈ Π2M such that (g, u) ∈ M . Due to Theorem
3.1, the skew product flow Φ has a recurrent solution Γ inM such that Γ(0) = (g, u).
Now we show that Π2Γ is a recurrent function. Note that H (Π2Γ) = Π2H (Γ) and H (Π2Γ) is
compact by Theorem 2.2. Hence we prove it by contradiction and assume that H (Π2Γ) is not minimal.
Indeed, similar to the argument in the proof of Theorem 3.1, we can assume that there is a recurrent
function γ0 ∈ H (Π2Γ) and t0 ∈ R such that H (γ0) is a proper compact minimal subset of H (Π2Γ)
and θt0(Π2Γ) /∈ H (γ0). The fact that γ0 ∈ H (Π2Γ) indicates the existence of a sequence tn ∈ R such
that θtn(Π2Γ) → γ0 in H (Π2Γ). By compactness of H (Γ), the sequence tn has a subsequence (still
denoted by tn) such that θtnΓ → Γ1 := (ψ, γ0) ∈ H (Γ) for some ψ ∈ C(R,H (g)). However, since
θt0(Π2Γ) /∈ H (γ0), we correspondingly have θt0Γ /∈ H (Γ1). This means that H (Γ1) is a nonempty
proper compact invariant subset of H (Γ), contradicting the recurrence of Γ.
Therefore, the solution γ := Π2Γ is a recurrent solution of (3.5) and obviously satisfies (3.6).
4 Recurrent solutions of the nonautonomous modified Swift-Hohenberg
equation
4.1 Existence of recurrent solutions
In this section we consider the nonautonomous modified Swift-Hohenberg equation (1.1).
In the following discussion, we always assume that n ≤ 3 and g : R→ L2(Ω) is a recurrent function.
We adopt the theory of semilinear parabolic equations in [10] to discuss our issue.
Let X = L2(Ω) with the norm and inner product denoted by ‖ · ‖ and (·, ·) respectively. The norm of
spaces Lp(Ω) is denoted by ‖ · ‖Lp for each p ≥ 1. Let L = ∆
2 with its domain
D(L) = {u ∈ X ∩H4(Ω) : u|∂Ω = ∆u|∂Ω = 0}.
Note that L is a self-adjoint sectorial operator with compact exponent. Let µk be the eigenvalues of the
operator −∆ : X ∩H20 → X. We know
0 < µ1 < µ2 < µ3 < · · · < µk < · · · → ∞. (4.1)
Then the eigenvalues of L are µ2k, k = 1, 2, · · · . Let e
−Lt be the semigroup generated by −L. We recall
the theory of sectorial operators in [10] and have that for α ∈ [0, 1), there are Cα > 0 and β ∈ (0, µ
2
1)
such that
‖Lαe−LtL−α‖ ≤ Cαe
−βt and ‖L−αe−Lt‖ ≤ Cαt
−αe−βt for t > 0. (4.2)
Moreover, we can thus define the functional spaces Xα = D(Lα) for α ∈ [0, 1), whose norm is denoted
by ‖ · ‖α. Particularly, the functional space X
1
2 = H20 (Ω).
Define f : Xα → X such that f(u) = 2∆u + au+ b|∇u|2 + u3 and rewrite g as g(t) : R → X for
each t ∈ R with g(t)(x) = g(t, x). Then the problem (1.1) – (1.3) can rewritten as
ut + Lu+ f(u) = g(t), t > τ, u(τ) = ς ∈ X. (4.3)
According to the discussions in [16,29] and standard methods in [10,20], for every ς ∈ X
1
2 , the problem
(4.3) possesses a unique, globally defined, mild solution u such that for all t ≥ τ ,
u(t) = e−L(t−τ)ς −
∫ t
τ
e−L(t−s)(f(u(s))− g(s))ds. (4.4)
By Proposition 2.5 and (4.1), we let
M(g) := sup
t∈R
‖g(t)‖ <∞ and λ0 := min{µ
2
k − 2µk : k ∈ N
+}.
The eventual consequence of this section is the following theorem.
Theorem 4.1. Suppose that n ≤ 3 and g is a recurrent function. If |b| is sufficiently small, the problem
(1.1) – (1.3) has at least one recurrent solution for a certain initial value.
Furthermore, if in addition,M(g) is sufficiently small and a ≤ −λ0, the problem (1.1) – (1.3) has at
least two recurrent solutions with distinct initial values.
4.2 The Proof of Theorem 4.1
In the following analysis, we need the following inequality.
Lemma 4.2 (Gagliardo-Nirenberg inequality [20]). Let Ω be an open, bounded domain of the Lipschitz
class in Rn. Assume that 1 ≤ p ≤ ∞, 1 ≤ q ≤ ∞, r ≥ 1, 0 < θ ≤ 1 and that
k −
n
p
≤ θ
(
m−
n
q
)
− (1− θ)
n
r
. (4.5)
Then there is a positive constant C such that one has
‖u‖W k,p(Ω) ≤ C‖u‖
θ
Wm,q(Ω)‖u‖
1−θ
Lr(Ω), for all u ∈W
m,q(Ω).
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By Theorem 3.3, the existence of recurrent solutions depends on that of compact invariant sets for
the skew product flow. We employ Conley index to study this. For this aim we consider the following
auxiliary equation
ut + Lu+ f(u) = εg˜(t) (4.6)
with ε ∈ [0, 1] and g˜ ∈ H (g).
Lemma 4.3. There exists a positive number b˜ such that, when |b| ≤ b˜, there is a positive constant
R = R(n, a, b˜,M(g)) such that every full bounded solution uε of (4.6) in X
1
2 satisfies ‖uε(t)‖ 1
2
< R
for all t ∈ R and ε ∈ [0, 1].
Proof. We first give some estimates of the solutions of (4.6). Taking the inner product of (4.6) with u in
H and the inequalities
|(2∆u, u)| ≤
1
4
‖∆u‖2 + 4‖u‖2, |ε(g˜(t), u)| ≤ ‖u‖2 +
ε2
4
‖g˜(t)‖2,
|b(|∇u|2, u)| =
|b|
2
|(u2,∆u)| ≤
1
4
‖∆u‖2 +
b2
4
‖u‖4L4
into consideration, we have
d
dt
‖u‖2 + ‖u‖2 + ‖∆u‖2 +
1
2
(4− b2)‖u‖4L4 + (2a− 11)‖u‖
2 ≤
ε2
2
‖g˜(t)‖2.
Note that ‖u‖2 ≤ |Ω|‖u‖2
L4
and ‖g˜(t)‖ ≤ M(g) by the definition of H (g), where |Ω| is the Lebesgue
measure of Ω. When |b| ≤ b˜ < 2, we have a positive constant R0 = R0(a, b˜,M(g)) such that
d
dt
‖u‖2 + ‖u‖2 + ‖∆u‖2 < R20. (4.7)
Multiplying (4.7) by et and integrating it over [τ, t] with respect to t, we obtain that
‖u(t)‖2 +
∫ t
τ
es−t‖∆u(s)‖2ds < eτ−t‖u(τ)‖2 +R20(1− e
τ−t). (4.8)
Selecting k = 1, p = 4,m = 4, q = 2, r = 2, θ = n+416 in (4.5), we have a certain C1 > 0 such that
‖∇u‖L4 ≤ C1‖∆
2u‖
n+4
16 ‖u‖
12−n
16 ,
and hence by Ho¨lder inequality and Young’s inequality, we have C ′1 = C
′
1(˜b) > 0 such that
|b(|∇u|2,∆2u)| ≤ |b|‖∇u‖2L4‖∆
2u‖
≤ C1|b|‖∆
2u‖
n+12
8 ‖u‖
12−n
8
≤
1
4
‖∆2u‖2 + C ′1‖u‖
2(12−n)
4−n . (4.9)
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Selecting k = 0, p = 6,m = 4, q = 2, r = 2, θ = n12 in (4.5), we have a certain C2 > 0 such that
‖u‖L6 ≤ C2‖∆
2u‖
n
12 ‖u‖
12−n
12 ,
and again, we have C ′2 > 0 such that
|(u3,∆2u)| ≤ ‖u‖3L6‖∆
2u‖ ≤ C2‖∆
2u‖
n+4
4 ‖u‖
12−n
4 ≤
1
4
‖∆2u‖2 +C ′2‖u‖
2(12−n)
4−n . (4.10)
Now we consider the inner product of (4.6) with ∆2u inX. Combining (4.9), (4.10) and
|(2∆u,∆2u)| ≤
1
4
‖∆2u‖2 + 4‖∆u‖2, |ε(g˜(t),∆2u)| ≤ ε2‖g˜(t)‖2 +
1
4
‖∆2u‖2,
we have
d
dt
‖∆u‖2 + ‖∆u‖2 ≤ C3
(
‖∆u‖2 + ‖u‖
2(12−n)
4−n + 1
)
,
where C3 = C3(a, b˜,M(g)) := |9− 2a|+ 2(C
′
1 + C
′
2) + 2M(g)
2. Thus
‖∆u(t)‖2 ≤ es−t‖∆u(s)‖2 + C3
∫ t
s
eν−t
(
‖∆u(ν)‖2 + ‖u(ν)‖
2(12−n)
4−n + 1
)
dν (4.11)
Integrating (4.11) over [τ, t] with respect to s and dividing it by t− τ , we obtain
‖∆u(t)‖2 ≤
(
1
t− τ
+C3
)∫ t
τ
es−t‖∆u(s)‖2ds+ C3
∫ t
τ
es−t
(
‖u(s)‖
2(12−n)
4−n + 1
)
ds. (4.12)
By (4.8) and (4.12), we conclude that when t− τ ≥ 1
C3
,
‖∆u(t)‖2 < C3
(
1 + 2R20 + 2e
τ−t‖u(τ)‖2 +
∫ t
τ
es−t‖u(s)‖
2(12−n)
4−n ds
)
. (4.13)
We claim that if uε is a bounded full solution of (4.6) inX
1
2 with ε ∈ [0, 1], we always have ‖uε(t)‖ <
R0 for all t ∈ R. Assuming that this claim holds, by (4.13), one easily sees that the positive constant R
defined as
R2 = C3
(
1 + 4R20 +R
2(12−n)
4−n
0
)
is just what we require in this lemma.
We prove the claim by contradiction. By the embedding of X
1
2 into X, uε is also a bounded full so-
lution in X. Hence we assume that there exists t ∈ R such that R0 < ‖uε(t)‖ ≤ R1 := supt∈R ‖uε(t)‖.
Pick τ < t+ ln(‖uε(t)‖
2 −R20)− ln(R
2
1 −R
2
0). By (4.8), we have
‖uε(t)‖
2 ≤ eτ−t(‖uε(τ)‖
2 −R20) +R
2
0 <
‖uε(τ)‖
2 −R20
R21 −R
2
0
(‖uε(t)‖
2 −R20) +R
2
0 ≤ ‖uε(t)‖
2,
which causes a contradiction. The proof is complete.
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According to Lemma 4.3, we always assume that |b| ≤ b˜ in the following discussion.
We write the mild solution of (4.6) in the cocycle form, uε(t, g˜, ς), which satisfies (4.4) with τ , g
therein replaced by 0, εg˜ respectively. We denote by BR the open ball centered at the origin with radius
R in X
1
2 .
Lemma 4.4. Let εk be a sequence in [0, 1] with εk → ε0 ∈ [0, 1] as k → ∞. Then Φεk → Φε0 in X
1
2
and the product set H (g)× BR is {Φεk}-admissible.
Proof. By replacing g by εkg˜, k ∈ N, in (4.4), it is trivial that Φεk → Φε0 in X
1
2 (see the standard
analysis in Theorem I.2.4 in [18] and Theorem 3.4.1 in [10]).
Observe that H (g) is compact under the metric ρ and (4.4) is defined all over [τ,∞). In order to show
the {Φεk}-admissibility and by the compact embedding of X
α into X
1
2 for α ∈ (12 , 1), it is sufficient to
prove that whenever uε([0, t], g˜, ς) is contained in BR for some (g˜, ς) ∈ H (g) × X
1
2 and t ≥ 1, then
‖uε(t, g˜, ς)‖α ≤ Rα for some positive constant Rα independent of ε, g˜ and ς and some α ∈ (
1
2 , 1).
Indeed, by (4.6) and (4.2), for all (g˜, ς) ∈ H (g)×X
1
2 and each α ∈ (12 , 1),
‖uε(t, g˜, ς)‖α ≤ ‖L
αe−Ltς‖+
∫ t
0
‖Lαe−L(t−s)(f(u(s, g˜, ς)) − εg˜(s))‖ds
≤ Cαt
−αe−βt‖ς‖+ Cα
∫ t
0
s−αe−βs(‖f(u(s, g˜, ς))‖ +M(g))ds. (4.14)
Note also that
‖f(u)‖ ≤ 2‖∆u‖+ |a|‖u‖+ |b|‖∇u‖2L4 + ‖u‖
3
L6 . (4.15)
By the embedding of H2(Ω) into L2(Ω), W 1,4(Ω) and L6(Ω) for the dimension n = 1, 2, 3, we can
infer from (4.14) and (4.15) that there exists C4 = C4(n, a, b˜,M(g), α) > 0 such that
‖uε(t, g˜, ς)‖α ≤ C4t
−αe−βt‖ς‖ 1
2
+C4
∫ t
0
s−αe−βs
(
1 + ‖u‖ 1
2
+ ‖u‖21
2
+ ‖u‖31
2
)
ds.
Hence, when ‖uε(s, g˜, ς)‖ 1
2
≤ R for all s ∈ [0, t] and some t ≥ 1, we have
‖uε(t, g˜, ς)‖α ≤ Rα := C4R+ C4
(
1 +R+R2 +R3
) ∫ ∞
0
s−αe−βsds. (4.16)
The proof is finished.
Observe that in the case when a ≥ −λ0, Lemma 4.3 and 4.4 guarantee the existence of a nonempty
compact invariant set in H (g) × X
1
2 for (4.3). By Theorem 3.3, we obtain the existence of recurrent
solutions for (1.1) – (1.3). This proves the first part of Theorem 4.1.
However, for the case when a < −λ0, we can do more detailed analysis and give more than one
recurrent solutions for the problem (1.1) – (1.3). In the following discussion, we assume a < −λ0 and
adopt Conley index to determine the existence of disjoint compact invariant sets of (4.3).
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Let L(a) := ∆2+2∆+a. We know that the eigenvalues of L(a) are λk(a) := µ
2
k−2µk+a, k ∈ N
+.
To utilize Conley index theory, we first consider the semiflow Ψ on X
1
2 generated by the autonomous
equation
ut + L(a)u+ u
3 = 0. (4.17)
Applying (4.8), (4.13) and (4.16) to (4.17) and the classical existence theorem of global attractors (see
[20, 26], or by the result given in [16]), we know that all the bounded full solutions of (4.17) constitute
the global attractor A in X
1
2 with A ⊂ BR by the admissibility (see [18]). Thus h(Ψ,A) = Σ0.
Lemma 4.5. The origin 0 is an isolated invariant set and
h(Ψ, 0) = Σr, where r =
∑
µ2
k
−2µk+a<0
rk (4.18)
and rk is the geometric multiplicity of µk.
Proof. We mainly use Theorem II.3.1 in [18] to calculate the Conley index of 0. If λk(a) 6= 0 for all
k ∈ N+, (4.18) follows immediately from Theorem II.3.1 in [18]. In the following, we consider the case
when λk0(a) = 0 for some k0 ∈ N
+.
By the statement of Theorem II.3.1 in [18], we need to consider the reduced equation on the local
center manifold of 0 in X
1
2 , which can be described as a map ξ : X
1
2
c → (X
1
2
c )⊥, where X
1
2
c is the
eigenspace of L(a) with respect to 0 and (X
1
2
c )⊥ is the orthogonal complement of X
1
2
c . Let E1 be the
projection from X
1
2 to X
1
2
c .
By Theorem II.2.1 and II.2.2 in [18], we are clear that ξ(uc) = O(‖uc‖
2
1
2
) as uc → 0 in X
1
2
c . As a
result, when uc → 0 in X
1
2
c , the reduced equation of (4.17) on the center manifold {uc + ξ(uc) : uc ∈
X
1
2
c } can be written as
d
dt
uc + E1(uc + ξ(uc))
3 =
d
dt
uc + E1u
3
c +O(‖uc‖
4
1
2
) = 0. (4.19)
Consider the inner product of (4.19) with uc in X. We obtain that
1
2
d
dt
‖uc‖
2 + ‖uc‖
4
L4 +O(‖uc‖
5
1
2
) = 0,
in that (E1u
3
c , uc) = (u
3
c , E1uc) = (u
3
c , uc) = ‖uc‖
4
L4
. Since X
1
2
c is finite-dimensional, we have
1
2
d
dt
‖uc‖
2 ≤ −|Ω|−1‖uc‖
4 +O(‖uc‖
5),
and hence 0 is an attractor for the reduced semiflow on the center manifold. This indicates that {0} is an
isolated invariant set of Ψ and h(Ψ, 0) = Σ0 ∧ Σr = Σr by Theorem II.3.1 in [18].
Lemma 4.6. The attractor A has a Morse decomposition {K0, {0}} with h(Ψ,K0) 6= 0.
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Proof. We make use of properties of gradient semiflows to give the proof.
Let V : X
1
2 → R be such that
V (u) =
1
2
(L(a)u, u) +
1
4
∫
Ω
u4dx.
By (4.17) one sees that
d
dt
V (u(t)) = V ′(u)
d
dt
u(t) =
(
L(a)u+ u3,
d
dt
u(t)
)
= −‖L(a)u+ u3‖2 ≤ 0.
If V (Ψ(t, u)) = V (u) for all t ≥ 0, we have that ‖L(a)u+u3‖ = 0 and hence u is an equilibrium of Ψ.
This implies that Ψ is a gradient semiflow.
We give some necessary estimates of V . Because λk(a) ≥ λ0 + a, by the embedding of L
4(Ω) into
L2(Ω), we have
V (u) ≥
∫
Ω
(
λ0 + a
2
u2 +
1
4
u4
)
dx =
1
4
∫
Ω
(u2 + λ0 + a)
2dx−
|Ω|
4
(λ0 + a)
2. (4.20)
Particularly, since λ0 can be reached by some µk, the equality of (4.20) can also be reached by the
choosing u to be the eigenfunction of µk. Note that A is the global attractor, compact. The function V
reaches its minimum on X
1
2 at some point u0 ∈ A. By the theory of variational calculus, the point u0 is
an equilibrium of (4.17). If u ∈ X
1
2 is an equilibrium, we know L(a)u+ u3 = 0 and then
V (u) =
1
2
(L(a)u, u) +
1
4
∫
Ω
u4dx = −
1
2
(u3, u) +
1
4
∫
Ω
u4dx = −
1
4
∫
Ω
u4dx ≤ 0, (4.21)
which indicates that V reaches its maximum at 0 on A.
When a < −λ0, by (4.20), the minimum of V is negative and hence the equilibrium u0 6= 0 by (4.21).
Pick a positive number δ such that Bδ and B2δ are isolating neighborhoods of 0. Then surely BR \ Bδ
is a closed isolating neighborhood. By the admissibility of BR, we know that Φ possesses a compact
isolated invariant set K0 in BR \ Bδ. Then on K0, V can reach a maximum at some point u∗ and u∗ is
an equilibrium; otherwise, K0 contains a full solution γ through u
∗ such that
max
u∈K0
V (u) ≥ V (α(γ)) > V (u∗),
which is a contradiction. Obviously, K0 contains all the equilibria of Φ (including u0) except 0 and
0 > V (u∗) ≥ V (u0). Based on this and the continuity of V , we can take 0 < δ
′ < δ such that
V (u′) > V (u∗) for all u′ ∈ Bδ′ . And BR \ Bδ′ is still an isolating neighborhood ofK0.
We show that {K0, {0}} is a Morse decomposition of A. Let u ∈ A \ (K0 ∪ {0}) and γ be a full
solution through u. By Proposition 2.1, it is sufficient to prove α(γ) = {0} and ω(γ) ⊂ K0.
By the property of gradient semilfows and (4.21), V (ω(γ)) < V (α(γ)) ≤ 0. This means 0 /∈ ω(γ)
and therefore ω(γ) ⊂ K0. We show α(γ) = {0} in the rest.
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Indeed, if V (α(γ)) = 0, we are done; otherwise, since α(γ) consists of equilibria, we can deduce that
α(γ) ⊂ K0. Observe that for all u
′ ∈ Bδ′ and t ∈ R,
V (u′) > V (u∗) ≥ V (α(γ)) > V (γ(t)).
We know that γ is excluded from Bδ′ . Note also γ is contained in A, which implies that γ is a full
solution in BR \Bδ′ . It can be derived that γ(R) ⊂ K0, resulting in a contradiction with the choice of γ.
Now that {K0, {0}} is a Morse decomposition ofA, by definitionK0 is an attractor inA. By Corollary
5.11 in [3], K0 is also an attractor of Ψ on X
1
2 . Surely K0 has a closed isolated neighborhood N0 such
that Ψ(t,N0) ⊂ N0 for all t ≥ 0. Thus (N0, ∅) is a Conley index ofK0 and h(Ψ,K0) 6= 0. The proof is
complete.
Now we add the modified term b|∇u|2 to the equation (4.17), written as
ut + L(a)u+ b|∇u|
2 + u3 = 0, (4.22)
and denote by Ψb the semiflow generated by (4.22). By Lemma 4.3 and 4.4, we know when |b| ≤ b˜, Ψb
possesses a global attractor Ab in X
1
2 . For simplicity, we denote Ξ := h(Ψ,K0).
Lemma 4.7. There is a positive constant bˆ such that if |b| < bˆ,Ab contains two disjoint compact isolated
invariant sets Kb0 and K
b
1 such that
h(Ψb,K
b
0) = Ξ and h(Ψb,K
b
1) = Σ
r. (4.23)
Proof. We first show that there is bˆ1 ∈ (0, b˜) such that whenever |b| ≤ bˆ1, Ψb has a compact isolated
invariant set Kb1 around 0 and h(Ψb,K
b
1) = Σ
r with r given by (4.18). Given each convergent sequence
bk ∈ [−b˜, b˜ ] with bk → b0, we know that Ψbk → Ψb0 by Theorem I.2.4 in [18] and Bδ is {Ψbk}-
admissible with δ given in the proof of Lemma 4.6.
We claim that there is bˆ1 ∈ (0, b˜) such that Bδ is an isolating neighborhood for Ψb with each b
satisfying |b| ≤ bˆ1. Admitting the claim and recalling the continuation property of Conley index, we
obtain that the maximal invariant set in Bδ can be regarded as the Kb1 that we desire above for all b with
|b| ≤ bˆ1.
The claim can be proved by contradiction with a standard process. We suppose that there is a sequence
bk ∈ (−bˆ1, bˆ1) with bk → 0 as k → ∞, which allows a full solution γk in Bδ for each Ψbk such that
γk(0) ∈ ∂Bδ. Denoting vk = γk(−k), we have Ψbk([0, k])vk ⊂ Bδ. By the {Ψbk}-admissibility of Bδ,
we can assume that
γk(0) = Ψbk(k)vk → v0 ∈ ∂Bδ.
It can be referred from Theorem I.4.5 in [18] that through v0 there passes a full solution γ of Ψ0 in Bδ,
which contradicts the fact that Bδ is an isolating neighborhood of 0 for Ψ0. This confirms the claim.
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With the similar argument for the compact isolated invariant set K0 of Ψ in BR \ Bδ, we also has a
bˆ0 such that Ψb possesses a compact isolated invariant set K
b
0 in BR \ Bδ for all |b| ≤ bˆ0. Moreover,
h(Ψb,K
b
0) = Ξ.
Finally, we take bˆ = min{bˆ0, bˆ1}, which satisfies all the requirements of this lemma. We finish the
proof now.
Now we go on to consider the equation (4.6). Let Φε be the skew product flow on H (g) × X
1
2
corresponding to (4.6) and denote simply Φ = Φ1 for the original problem. Denote by Π1 and Π2 the
projections from H (g)×X
1
2 to H (g) and X
1
2 , respectively.
LetH∗ be the homotopy type of (H (g)∪ {∗}, ∗) with ∗ /∈ H (g) and sum topology. Define Aε to be
the maximal compact invariant set of Φε in H (g)× BR and denote again A = A1. By Lemma 4.3, we
know that Aε ⊂ H (g) × BR for each ε ∈ [0, 1].
In the following discussion, we assume |b| ≤ bˆ such that we can use the result of Lemma 4.7.
Lemma 4.8. There is Mˆ > 0 such that ifM(g) ≤ Mˆ , then A contains two disjoint compact isolated
invariant sets K0 and K1 such that
h(Φ,K0) = H
∗ ∧ Ξ and h(Φ,K1) = H
∗ ∧ Σr. (4.24)
Proof. By Lemma 4.7, we know A0 = H (g) ×Ab and
h(Φ0,H (g) ×K
b
0) = H
∗ ∧ Ξ and h(Φ0,H (g)×K
b
1) = H
∗ ∧ Σr. (4.25)
Observe in Lemma 4.4 that H (g) × BR is {Φεk}-admissible and Φεk → Φε0 , for each convergent
sequence εk ∈ [0, 1] with εk → ε0. With a similar argument to that in Lemma 4.7, we easily obtain the
existence of εˆ in [0, 1] such that whenever ε ≤ εˆ, Aε has two disjoint compact isolated invariant sets
K0,ε, K1,ε satisfying (4.24) with K0 and K1 therein replaced by K0,ε and K1,ε, respectively.
Note that all the discussions above rely on the supremum M(g), but independent of the nonau-
tonomous forcing g itself. Hence we can fix some positive constant M . Accordingly we obtain the
εˆ = εˆ(M) such that for all recurrent functions G withM(G) =M , whenever ε˜ ≤ εˆ, ΦG
ε˜
has two disjoint
compact isolated invariant sets K G0,ε˜ and K
G
1,ε˜ in H (G) × BR such that
h(ΦG
ε˜
,K G0,ε˜) = H
∗
G ∧ Ξ and h(Φ
G
ε˜
,K G1,ε˜) = H
∗
G ∧ Σ
r. (4.26)
HereΦG
ε˜
is the skew product flow corresponding to (4.6) with εg˜ replaced by ε˜G andH∗G is the homotopy
type of H (G) ∪ {∗}.
Now we let Mˆ := εˆM and consider the forcing g withM(g) ≤ Mˆ . We will show Aε has two disjoint
compact isolated invariant sets K0,ε, K1,ε satisfying (4.24) for each ε ∈ [0, 1] with K0 and K1 therein
replaced by K0,ε and K1,ε, respectively.
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IfM(g) = 0, we have g ≡ 0 and the conclusion is obvious. IfM(g) > 0, let G = M
M(g)g. We thus
haveM(G) = M and therefore, when ε˜ ≤ εˆ, ΦG
ε˜
has two disjoint compact isolated invariant sets K G0,ε˜
and K G1,ε˜ in H (G)×BR satisfying (4.26). Note that ε˜G =
ε˜M
M(g)g. Let T : H (g)×X
1
2 → H (G)×X
1
2
such that T (g˜, u) =
(
M
M(g) g˜, u
)
. We can deduce that for all t ≥ 0 and (g˜, u) ∈ H (g)×X
1
2 ,
T ◦ Φ ε˜M
M(g)
(t, g˜, u) = ΦG
ε˜
(t, T (g˜, u)) and
ε˜M
M(g)
∈
[
0,
εˆM
M(g)
]
=
[
0,
Mˆ
M(g)
]
⊃ [0, 1],
from ε˜ ∈ [0, εˆ]. Since T is a homeomorphism, by Proposition II.3.2 in [18], we have that Φε has two
compact isolated invariant sets K0,ε and K1,ε in Aε for each ε ∈ [0, 1] such that
h(Φε,Ki,ε) = h
(
ΦG
M(g)ε
M
,K G
i,
M(g)ε
M
)
, i = 0, 1, (4.27)
due to the fact that
M(g)ε
M
≤ εˆ. Since G is a positive multiple of g, one can easily infer that H∗G = H
∗.
Combining this with (4.26) and (4.27) and taking ε = 1, we obtain (4.24) and accomplish the proof.
Finally, Lemma 4.8 guarantees that when |b| ≤ bˆ andM(g) ≤ Mˆ , both K0 and K1 are nonempty.
By Theorem 3.3, we have at least two recurrent solutions γ0 and γ1 for the problem (1.1) – (1.3), such
that
{(γi(t), θtg) : t ∈ R} ⊂ Ki, i = 0, 1.
We finish the proof of Theorem 4.1 now.
Remark 4.9. Theorem 3.3 can be successfully applied to many other equations and more recurrent
solutions may be obtained.
As an example, we consider the Dirichlet boundary-value problem
ut −∆u− au+ u
3 = g(t, x), in Ω× (τ,∞), u|∂Ω = 0 in [τ,∞). (4.28)
When a ∈ (µ1, µ2], we know the elliptic equation −∆u − au + u
3 = 0 with Dirichlet boundary value
possesses exactly three equilibria, saying 0 and ±u0, where u0 is a positive solution. One can easily
see that u0 (or −u0) is a local attractor of the evolutionary problem (4.28) with g ≡ 0. Thus by similar
discussion as above, the problem (4.28) with (1.3) has at least three recurrent solutions with distinct
initial values, when a ∈ (µ1, µ2] and g is a recurrent function with supt∈R ‖g(t, ·)‖ sufficiently small.
Remark 4.10. Essentially, recurrent solutions of nonautonomous differential equation can be thought
as solutions bifurcating from compact invariant sets of the corresponding autonomous equation. In
particular, if the autonomous equation has an evident Morse decomposition, we can obtain a lower
bound of the number of recurrent solutions for the nonautonomous equation when the norm supremum
of the recurrent forcing term is sufficiently small. However, one necessarily notice that, only compact
invariant sets whose Conley indices are not 0 count for calculating this number.
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