This paper is concerned with the use of Radial Basis Function (RBF) neural networks for software cost estimation. The study is devoted to the design of these networks, especially their middle layer composed of receptive fields, using two clustering techniques. the Cmeans and the APC-III algorithms. A comparison between an RBFN using C-means and an RBFN using APC-III, in terms of estimates accuracy, is hence presented. This study is based on the COCOMO'81 dataset.
Introduction
Estimating software development effort remains a complex problem, and one which continues to attract considerable research attention.
Improving the accuracy of the estimation models available to project managers would facilitate more effective control of time and budgets during software development. In order to make accurate estimates and avoid gross misestimations, several cost estimation techniques have been developed. These techniques may be grouped into two major categories: (1) parametric models, which are derived from the statistical or numerical analysis of historical projects data [2, 3] , and (2) non-parametric models, which are based on a set of artificial intelligence techniques such as artificial neural networks, analogy-based reasoning, regression trees, genetic algorithms and rule-based induction [4, 9, 18, 19, 21, 22] . In this paper, we are concerned with cost estimation models based on artificial neural networks, especially Radial Basis Function Neural Networks.
Based on biological receptive fields, Moody and Darken proposed a network architecture called the Radial Basis Function Network (RBFN) which employs local receptive fields to perform function mappings [15] . It can be used for a wide range of applications, primarily because it can approximate any regular function [16] . An RBFN is a three-layer feedforward network consisting of one input layer, one middle-layer and an output layer. Figure 1 illustrates a possible RBFN The aim of this study is to discuss the preprocessing phase of the design of RBF neural network in software cost estimation as it becomes accomplished through data clustering techniques. Especially, we use two clustering techniques: 1) the APC-III algorithm developed by Hwang and Bang [7] , and 2) the bestknown clustering method that is the C-means algorithm.
This paper is composed of six sections. In Section 2, we briefly describe how we can use the two clustering algorithms: APC-III and C-means in the design of an RBF neural network. Section 3 presents the experiment design of an RBFN construction based on APC-III or C-means in software cost estimation. In Section 4, we discuss the results obtained, in terms of estimates accuracy, when the RBFN is used to estimate the software development effort. A conclusion and an overview of future work conclude this paper.
Clustering techniques for RBF networks
Generally speaking, clustering is one method to find most similar groups from given data, which means that data belonging to one cluster are the most similar; and data belonging to different clusters are the most dissimilar. In the literature, researchers have proposed many solutions for this issue based on different theories, and many surveys focused on special types of clustering algorithm have been presented [1, 5, 6, 13, 14] .
Clustering techniques have been successfully used in many application domains, including biology, medicine, economics, and patterns recognition. These techniques can be grouped into major categorises: Hierarchical or Partitional [6] . In this paper, we focus only on the partitional clustering algorithm since it is used more frequently than other clustering algorithms in pattern recognition fields. Generally, partitional clustering algorithms suppose that the data set can be well represented by finite prototypes. Partitional clustering is also called objective function-based clustering algorithm.
Clustering has been often exercised as a preprocessing tput phase used in the design of the RBF neural networks. The primary aim of this algorithm is to set up an initial distribution of the receptive fields (hidden neurons) across the space of the input variables. In particular, this implies a location of the modal values of these fields Effort (e.g., the modes of the Gaussian functions).
Effort
In an earlier work, we have used the APC-III clustering algorithm to determine the receptive fields of an RBF network for software cost estimation [11] . APC-III is a one-pass clustering algorithm, and has a constant radius .
The outline of C-means algorithm can be stated as follows:
1-Define the number of the desired clusters, c. 63 software projects (see [9] for more details). The union of the four datasets constitutes the artificial COCOMO'81 dataset that is used in this study.
As mentioned earlier, the use of an RBFN to estimate software development effort requires the determination of its architecture parameters according to the characteristics of the COCOMO'81 dataset, especially the number of input neurons, number of hidden neurons, centers ci, widths ca, and weights fj.
The number of input neurons is the same as the number of attributes (cost drivers) describing the historical software projects in the COCOMO' 81 dataset. Hence, the number of input neurons is equal to 13. The number of hidden neurons is determined by the number of clusters (c) provided by the APC-III or the C-means algorithms described in Section 2. Concerning the widths c,, they were usually determined in the literature to cover the input space as uniformly as possible [7] . Covering the historical software project space uniformly implies that the RBFN based on an RBFN architecture in which the middlelayer parameters are determined by means of the first software prototype We have conducted several experiments with both the C-means and the APC-III algorithms to decide on the number of hidden units. These experiments use the full artificial COCOMO' 81 dataset for training. Choosing the 'best' classification to determine the number of hidden neurons and their centers is a complex task. For software cost estimation, we suggest that the 'best' classification is the one that satisfies the following two criteria: * it provides coherent clusters, i.e. the software projects of a given cluster have satisfactory degrees of similarity; * it improves the accuracy of the RBFN. maximise D1 is taken as the optimal number of the clusters. The Dunn's index (D1) expresses the idea of identifying clusters that are compact and well separated. The main goal of the measure (D1) is to maximise the intercluster distances and minimise the intracluster distances. Therefore, the number of cluster that We have conducted several experiments with an RBFN, each time using one of the classifications generated by the C-means algorithm. These experiments use the full COCOMO'81 dataset for training and testing. For each number of clusters (c), the RBFN uses the two C-means classifications that respectively minimise J or maximise DI. For instance, when fixing c to 120, the two choosing classifications are respectivelly those for which J is equal to 1064,22 and D1 is equal to 8, 11 . Figure 2 shows the relationship between the accuracy of the RBFN, measured in terms of Pred and MMRE, and the used classifications (number of clusters) minimizing the objective function J or maximizing the D1 index. We can notice that the accuracy of the RBFN when using the Cmeans classification that minimizes J (Pred J and MMRE J) is better than that when using the classification maximizing D1 (Pred DI and M\RE D1). In figure 2, we only show the results of experiments when the number of clusters is higher than 120 because the evaluated accuracy of the RBFN is acceptable (the common values used in the literature are Pred(25)>= 70 and MMRE<=30). Also, the obtained classifications for c lower than 120 are, in general, less coherent, i.e. some clusters are composed of software projects that are not sufficiently similar; for those projects, the RBFN may generate inaccurate estimates.
RBFN with the APC-III algorithm
The classifications generated by the APC-III algorithm depend on the number oc that defines the radius Ro. Figure 3 shows the MMRE and Pred as functions of the classification (oc). We can notice that the accuracy of the RBFN is better when oc is lower than 1,04 (MMRE=29,81 and Pred(25)=73,81). When oc is higher than 1,04, the MMRE and pred(25) become not acceptable.
To conclude the Section 4, we compare the accuracy of the RBFN using the C-means algorithm with that of the RBFN when using the APC-III algorithm (Figure 4) . We notice that the RBFN with C-means performs better than the RBFN with APC-III. Indeed, an acceptable accuracy of the RBFN-C-Means is still achieved until the number of clusters is equal to 120; by contrast, it was acceptable only until the number of clusters is equal to 150 in the case of the RBFN-APC-III.. 
Conclusion and Future Work
In this paper, we have empirically studied the use of two clustering techniques when designing RBF neural networks for software cost estimation. The two used clustering algorithms are the well-known C-means and the APC-III. This study is based on an artificial COCOMO'81 dataset that contains 252 software projects. We used the entire COCOMO'81 dataset to train and test the designed RBFN. We have found that the RBFN designed with the C-means algorithm performs better, in terms of cost estimates accuracy, than the RBFN designed with the APC-III algorithm. To confirm this affirmation, we are looking currently in applying an RBFN construction based C-means on other historical software projects datasets. 
