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Future light sources such as synchrotron radiation sources driven by an Energy
Recovery Linac, Free Electron Lasers or THz radiation sources have in common that
they require injectors, which provide high-brilliance, high-current electron beams in
almost continuous operation. Thus, the development of appropriate highly brilliant
electron sources is of key importance. With its superconducting radio frequency
photoinjector (SRF gun) the Helmholtz-Zentrum Dresden-Rossendorf provided a
promising approach for this key component, which has since been adopted in other
laboratories. However, some limitations occur caused by electron multipacting in the
cathode vicinity, which prevent the SRF gun from maximum productivity. The aim
of this thesis is to deepen the understanding of multipacting and to obtain potential
multipacting suppression techniques through detailed numerical investigations, and
simple analytical analysis in the critical area of the SRF gun. Most importantly,
the investigation is focused on developing a new (or an improved) design of the
photocathode channel, which is an essential component for developing an MP-free
SRF gun. Therefore, several possible remedies to suppress electron multipactor
discharge and to improve the breakdown threshold in the vicinity of the photocathode
of the SRF gun are investigated. Introducing cylindrically symmetric rectangular
grooves and cylindrically symmetric isosceles grooves on the cathode surface of the
SRF gun proved to be an efficient way to totally avoid vacuum electron multipacting.
Moreover, a systematic multi-objective optimization based on a trust-region algorithm
is performed to obtain optimal geometric parameters for these newly designed cathode
stems. In a final step, the robustness of the optimized models is examined through
uncertainty quantification and global sensitivity analysis. For this purpose, this
work employs advanced tools, i.e. the generalized polynomial chaos expansion, and
the generalized polynomial chaos based Sobol sensitivity indices. In conclusion, the
development of this MP-free cathode unit serves particularly the further development
at ELBE and thus the increase of the performance of existing and future compact
accelerators. Nonetheless, the concrete and methodological results obtained here are
of high value for similar national projects as well; for instance, for the development
of an SRF photoinjector for bERlinePro at Helmholtz Zentrum Berlin. There is also
significant international interest in using an SRF gun with comparable cathode unit
with efforts to simplify the design as well as the negative influence of adsorbates as
a result of cathode coating and the operation at cryogenic temperatures.
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Zusammenfassung
Zukünftige Lichtquellen wie Synchrotronstrahlungsquellen, die von einem Energy-
Recovery-Linac (ERL), freien Elektronenlasern oder THz-Strahlungsquellen angetrieben
werden, haben gemeinsam, dass sie Injektoren benötigen, die hochbrillante Hochstromelek-
tronenstrahlen in nahezu kontinuierlichem Betrieb bereitstellen. Daher ist die En-
twicklung geeigneter hochbrillanter Elektronenquellen von zentraler Bedeutung. Das
Helmholtz-Zentrum Dresden-Rossendorf hat mit seinem supraleitenden Hochfrequenz-
Photoinjektor (SRF-Gun) einen vielversprechenden Ansatz für diese Schlüsselkom-
ponente geschaffen, die inzwischen auch in anderen Laboren Anwendung gefunden
hat. Nichtsdestotrotz treten einige Einschränkungen auf, die durch Elektronen-
vervielfachung verursacht werden, und unterdrückt werden sollten, um die SRF-Gun
weiter zu verbessern.
In diesem Projekt wurde eine detaillierte Analyse des Multipacting im kritischen
Bereich der SRF-Gun durchgeführt und verschiedene Unterdrückungstechniken für
das Multipacting untersucht. Die analytischen Vorhersagen über den Schwellwert für
das Multipacting sind qualitativ vergleichbar mit numerischen Simulationsergebnis-
sen und experimentellen Daten. Mehrere mögliche Maßnahmen zur Unterdrückung
der Elektronen-Multipaktor-Entladung und zur Verbesserung des Schwellwertes in
der Nähe der Photokathode des SRF-Guns wurden untersucht. Die Einführung von
rechteckigen und dreieckigen Rillen auf der Kathodenoberfläche erwies sich als eine
effiziente Möglichkeit zur Unterdrückung von Vakuum-Elektronen-Multipacting.
Die Parameter für die rechteckig und dreieckig gerillten Oberflächen wurden in
Bezug auf die Anzahl der Teilchen sowie auf die mittlere Sekundäremissionsausbeute
optimiert (δa). Zu Beginn haben wir die Geometrieparameter der Rillen manuell in
Bezug auf die Anzahl der Partikel im Laufe der Zeit variiert. Basierend auf diesen
Ergebnissen konnten wir Geometrieparameter mit starken Auswirkungen auf das
MP identifizieren. Diese Parameter wurden dann mit dem sogenannten trust-region-
Algorithmus weiter optimiert. Dieser Algorithmus bietet die global beste Lösung für
unsere Modelle. Im Gegensatz zur manuellen Optimierung wurde dies im Hinblick auf
die besser geeignete, d.h. niedrigere Sekundäremissionsausbeute (δa) durchgeführt.
Die Anfangsparameter wurden basierend auf den manuellen Ergebnissen ausgewählt.
Die Optimierungszielfunktion erfordert, dass der SEYa kleiner als der Multipacting-
Schwellenwert ist (δa < 1).
Die numerischen Untersuchungen zur stochastischen Abhängigkeit der sekundären
Emissionskoeffizienten in einem neu konstruierten Photokathodenkanal der SRF-Gun
wurden dann untersucht. Der SEY-Wert wird durch Oberflächenkontamination bee-
influsst, daher steigt dieser Wert oft während des Betriebs der SRF-Gun an. Daher
war es erstrebenswert, auch eine globale Sensitivitätsanalyse durchzuführen, um so
zu bestimmen, wie sich im gewählten Modell die Variabilität des Sekundärelektron-
Emissionskoeffizienten auf den SEYa auswirkt sowie den Arbeitsbereich der gerillten
Strukturen in Abhängigkeit vom multipacting-Schwellwert (δa < 1) zu bestimmen.
Aus diesem Grund wurden die verallgemeinerte, polynomiale Chaos-basierte Quan-
tifizierung von Unsicherheiten und das Sobol-Indexverfahren verwendet, um die
Sensitivität in den Modellergebnissen zu bestimmen.
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A particle accelerator is a device that accelerates charged particles, such as protons,
electrons and ions, to very high energies using electromagnetic fields [154], [96].
Nowadays a major portion of particle accelerators work with radio frequency (RF)
cavities as they allow to achieve very high energies. The electromagnetic (EM) fields
are excited in the cavity using external power sources. The particles experience an
acceleration, as they interact with the electric field. Their velocity can increase until
they approach the speed of light. In accordance with Einstein’s law E = mc2 with
the energy E, the mass m and the speed of light c, relativistic particles do no longer
gain in velocity but in energy. The accelerating field has to be synchronized with
the motion of particles to maintain the unidirectional acceleration. Moreover, for
efficient acceleration, the accelerating mode is chosen to have maximal electric field
and vanishing magnetic field on the axis where the particles pass. Therefore, cavities
operated with the TM010 mode1 are commonly used for such purpose. The particles
are steered and focused by magnetic fields. Hence, modern particle accelerators use
an assortment of magnets, i.e. dipole, quadrupole, sextupole, decapole magnets. For
instance, dipole magnets are used for bending the path of the particles, whereas
the quadrupole magnets are employed for focusing the beam of particles. Usually,
particles are accelerated in ultra-high vacuum chambers to avoid collisions with
residual gas that could potentially obstruct the path of the particles.
In particle accelerators, the particles can take a linear, a spiral or a circular path.
Based on this, accelerators are commonly classified as linear accelerators (linac) and
ring-type accelerators, namely synchrotrons and cyclotrons [154], [159]. As the name
indicates, linear accelerators, the particles move on a straight line from one end to
another. Unlike linacs, particles move on a circular orbit in synchrotrons and follow
a spiral path inside cyclotrons.
Particle accelerators have a broad spectrum of applications, including ion implanta-
tion, lithography for microcircuits, thin-film technology, production of radioisotopes
for medical or industrial purpose, proton and ion beam therapy to treat tumours,
and production of synchrotron light sources. The synchrotron light sources [15],
which use the EM radiation as a light source, are employed in the study of vari-
ous fields of science such as condensed matter physics, materials science, biology,
and medicine. For instance, ELBE [43] and PETRA III [9] are current examples
1TM mode refers to a transverse magnetic mode. The mode is characterized by a longitudinal
electric field in the center of the cavity and by a transverse magnetic field component there
on the axis. The associated subscripts indicate the mode classification. Further clarification is
briefly explained in chapter two.
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for synchrotron light sources in Germany. X-Ray Free Electron Lasers (XFELs)
are novel light sources which are considered as fourth generation light source [160].
They enabled the study of the dynamics of atomic and molecular processes in the
ultra-fast (in a few femtoseconds) time scales [37]. Furthermore, large particle ac-
Figure 1.1: Evolution of peak brilliance of various light sources. Adapted from [117]
p.167,[97].
celerators have been applied in high-energy physics research. Prominent examples
are the Tevatron [30], the Large Electron-Positron Collider (LEP) [88] or the Large
Hadron Collider (LHC) [99], [40]. These modern and powerful particle colliders
collide charged particles into each other at very high energy, for instance up to 6.5
TeV in LHC. The information on new particles that arise from the collision is used
to study the physics of elementary matter. For example, the discovery of gluon [10]
and the Higgs boson [1],[27] was achieved at PETRA, DESY and at LHC, CERN,
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respectively.
The applications mentioned above, including high energy particle colliders and
the fourth generation light sources such as synchrotron radiation sources driven by
an Energy Recovery Linac (ERL) [137], [52], Free Electron Lasers (FELs) [82],[117]
or THz radiation sources require photoinjectors or RF guns. Photoinjectors provide
high-brilliance, high-current electron beams in almost continuous operation. For this
purpose, an advanced injector, such as a superconducting RF (SRF) injector, for
high brightness beams, has been developed [24], [61].
The idea of an RF gun dates back to 1984 when Westenskow placed a thermionic
cathode in an RF cavity [157]. Shortly after, the laser-driven RF gun using a semi-
conductor photocathode was demonstrated in 1990 [33]. In the meantime, the use
of a superconducting cavity in the RF gun was introduced at the University of
Wuppertal in 1988 [24], which merged the technology of a normal conducting RF
(NCRF) injector and superconductivity. The first operational SRF gun, the ELBE
SRF photoinjector or Drossel SRF injector, was demonstrated at the Forschungszen-
trum Rossendorf in 2002 [61]. Following this, the development of SRF photoinjectors
has been progressing over the last few decades involving various technologies such
as superconductivity, photocathodes, drive lasers.
Apparently, in modern particle accelerator applications, the SRF injector has
received extensive attention. Such types of injectors have been developed worldwide,
intended for various scientific and industrial applications. Among others, ELBE SRF
photo gun, HZB bERLinPro gun, BNL/AEC SRF gun, hybrid Pb-Nb SRF gun,
PKU gun and (NPS/Niowave/NNB) Mark I SRF gun can be mentioned. These guns
are discussed in [6], [105]. Various approaches are considered in the design of these
SRF injectors based on cavity shape, number of cavity cells, material, and position
of the cathode, etc.
The centre of interest in choosing the SRF gun technology for a continuous wave
(cw) operation or high duty factor2 is the accelerating electric field level (accelerating
gradient, Eacc) and the quality factor, Q-factor3. The SRF guns can operate at very
high Eacc with lower power dissipation comparing to NCRF injectors. Even though
the NCRF gun can produce a high-quality beam, it is limited to low duty factor
operation due to an excessive amount of RF power dissipation into the structure’s
wall. To compensate for this power loss, a very large amount of RF power is required
to maintain the operational accelerating fields. Moreover, the dissipation of the
power is accumulated as heat on the structure’s wall. It is costly and challenging to
eliminate this heat as fast as required, which makes it difficult to operate an NCRF
injector at a high duty factor [35], [105]. Thus the SRF injector is a perfect choice
to address this issue. Furthermore, the SRF gun can provide a range of options
2duty factor (or duty cycle) can be defined as the product of pulse width and pulse-repetition
frequency. It is usually expressed as a percentage.
3Q-factor of the RF cavity measures the stored energy with respect to the RF losses in the cavity.
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(applications) by adjusting the beam’s repetition rate, average current, and bunch
charge.
However, there are a number of constraints, which prevent the SRF gun from
maximum productivity. One of the main concerns is the insertion and operation of
the non-superconducting photocathodes in the SRF cavity, which has a significant
impact on cavity performance. This issue includes surface contamination due to the
cathode materials and RF heating at the photocathode associated with RF fields
at its surface, thermal conduction, and the exciting laser beam. These conditions
are favourable to cause multipactor discharge, which results in poisoning the pho-
tocathode, degradation of Q-factor and Eacc. The performance of an SRF cavity is
characterized by the latter two parameters, i.e. Q-factor and Eacc, [5], [105]. There-
fore, this study aims to obtain potential suppression techniques for multipacting
(MP) through detailed numerical investigations at the photocathode area. MP will
be briefly discussed below, and a detailed theory is provided in Chapter 2.
1.1 Multipactor Discharge
One of the central efforts in the development of SRF injectors is achieving a higher
Eacc. Toward this, as already mentioned, one of the significant challenges is the
issue of MP which should be appropriately addressed. The electron MP may take
place in many RF components operating in vacuum, for example, the SRF cavity,
the coupler, the photocathode channel, and the RF windows. The source of an
initial electron can be field emission, photoemission, ionization in the residual gas
(imperfect vacuum), cosmic ray, and the photocathode laser [96]. This electron gets
accelerated by RF fields and generates a secondary electron by impacting an RF
structure surface, wherein electrons move back and forth in synchronism with the
RF fields [63]. Then it leads to an avalanche effect and results in degradation of the
vacuum, local heating within the distinct range of RF power levels, power reflection
and fluctuation, surface damage, sparking, and even damage to RF components. The
MP electron absorbs large amount of the RF power from the RF field and deposits
it as heat on the surface. In the particular case of the SRF cavity, MP reduces the
Q-factor and eventually might cause the cavity to quench. Therefore, in order to
overcome the limitation caused by MP, possible suppression techniques have to be
investigated and applied in each particular case. Some potential MP suppression
methods have been introduced and studied in various projects. However, the data
on the effectiveness of those approaches are still limited. Moreover, as multipactor
discharge is a complex phenomenon, in most cases it should be individually treated.
Evolution of multipactor theories and several experimental developments are re-
viewed by Kishek [63] and Chang [26] in detail. MP is primarily well recognized and
described in 1934 by Farnsworth [38]. Later in the 1930s and 1940s, multipactor
was analyzed in a flat gap theoretically as well as experimentally. This study led
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to introducing the adhoc assumption by Gill and von Engel, which stated that a
parameter k equal to the ratio of the impact velocity of the primaries to the emission
velocity of secondaries is constant [48]. Hatch and Williams reformulated the lat-
ter assumption based on other theories and their own experimental and theoretical
findings, which allowed to construct the susceptible zones for the fundamental and
higher-order MP modes in 1950s [55], [56]. This theory is called the constant k
theory. In the 1980s the constant k theory was advanced with a realistic assumption
of a monoenergetic nonzero initial velocity (equivalent to a few eV) by Shemelin [123]
and by Vaughan [148]. Additionally, phase stability was introduced by the latter
theory.
The concept has been extended, and several theoretical and experimental studies
have been done by many experts [138]. Most importantly, in recent decades, Furman
and Pivi developed a mathematically self-consistent phenomenological probabilistic
model for the secondary emission process. The model is a very good fit to experimen-
tal data of secondary emission yield (SEY)4 [42]. The model considers the probability
of the three kinds of emitted secondary electrons such as a true electron, backscat-
tered, and rediffused electrons. This emission model was employed throughout our
numerical study and will be further explained in chapter two.
1.2 Motivation
One approach to build an SRF gun is to combine the normal conducting cathode with
an SRF cavity. This kind of injector has been developed and operated, for instance at
Helmholtz-Zentrum Dresden-Rossendorf (HZDR) [5], at Helmholtz-Zentrum Berlin
(HZB) [21], and at Brookhaven National Laboratory (BNL) [167]. The HZDR started
to develop a 1.3 GHz 3.5 cell TESLA-type cavity SRF injector for the ELBE linac in
2004 based on successful experimental results gained from a 1.3 GHz half cell cavity
SRF gun [61], [133]. The gun has been operated in three different modes. The corre-
sponding operational modes are presented in Table 1.1. ELBE SRF injector produces
an electron beam that is used for free-electron lasers (FELs), MeV-bremsstrahlung
(synchrotron radiation), X-rays, fast neutrons and positrons. These allow for the
use of various user experimental studies and applications [83]. Similarly, a 1.4 cell
1.3 GHz TESLA cavity-based SRF gun has been developed in the frame of the project
bERLinPro at HZB [21]. The cavity is combined with a multi-alkali photocathode
and a choke cell gun cavity. The injector provides a high average current beam up
to 100 mA (77 pC at 1.3 GHz), for a 50 MeV ERL facility. A 704 MHz half-cell
SRF gun is another example, which has been built at BNL for the research and
development in an ERL project. The gun delivers 0.5 A, 2 MeV electron beam to a
high average current, up to 500 mA, ERL [167].
4SEY denotes the number of emitted secondary electrons released per incident electron.
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Table 1.1: Parameters of SRF Gun in different mode
Parameter ELBE mode High charge mode BESSY-FEL mode
RF frequency 1.3 GHz 1.3 GHz 1.3 GHz
Nominal beam energy 9.5 MeV 9.5 MeV 9.5 MeV
Operation mode CW CW CW
Driver laser wavelength 262 nm 262 nm 262 nm
Photocathode Cs2Te Cs2Te Cs2Te
Quantum efficiency ≥1 % ≥1 % ≥2.5 %
Average current 1 mA 1 mA 2.5 µA
Laser pulse length 5 ps 20 ps 30 ps
Repetition rate 13 MHz 1 MHz 1 kHz
Bunch charge 77 pC 1 nC 2.5 nC
Transverse emittance 1 µm 2.5 µm 3 µm
The ELBE SRF injector, namely ELBE SRF Gun I, had been operated from 2007
until 2014. The detailed design of this gun has been presented in [5]. The SRF
Gun I had been served as one of the electron injectors of the ELBE linac providing
an electron beam with 3.3 MeV. Moreover, the installation of a new ultraviolet
(UV) laser driver in 2012 enabled the gun application to be extended for an FEL
operation [135]. To enhance the performance of this gun, i.e., beam quality and
cavity gradient, and to attain its design values, which are limited by some constraints,
for instance, field emission, an improved version of the gun, known as SRF Gun II,
was installed in 2014 at ELBE. Most of the SRF Gun II design is similar to that
of the previous gun (SRF Gun I). Some modifications are however included, e.g.,
the improvement on the half-cell cavity and the replacement of a normal conducting
solenoid by a new design superconducting (SC) solenoid.
The ELBE SRF injector (SRF Gun II) shown in Fig. (1.2) comprises a 1.3 GHz
3.5 cell TESLA-type cavity, an SC solenoid, an SC choke filter cell, a photocathode,
a main coupler as well as a 13 MHz UV laser system. The cavity is made of the SC
material fine grain niobium (Nb). The cavity is surrounded by a helium (He) tank
and cooled down to 2 K, which is installed in a stainless-steel cryostat. The cathode
is placed at the back wall of the half-cell Nb cavity (gun cell) with a 1 mm circular
vacuum gap, which provides thermal and electrical insulation between the cavity and
the cathode. The cathode stem consists of a copper body and molybdenum plug,
which is attached at the tip of the stem. The diameter and length of the cathode
stem are 10 mm and 130 mm, respectively. The SC solenoid is installed near to the
cavity for beam focusing. The electron bunches are produced as a UV laser beam
impinges the photocathode. The main coupler supplies the RF power to the cavity.
The electron bunches emitted from the cathode are accelerated using the RF fields
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in the RF cavity before being injected into the accelerator.
Figure 1.2: A cross section of the ELBE SRF gun II and its cryostat. Taken from [136]
with permission.
The geometrical arrangement of the photocathode and the hole at the backplane of
the half-cell form a coaxial line, which results in RF losses in the cavity. A choke filter
cell is attached to the gun to reduce the RF losses due to the leakage of RF energy
into the coaxial line from the gun cell. The cathode works at 77 K. It is cooled by an
external liquid nitrogen (LN2) reservoir. An electrical insulator is installed between
the cooler and the photocathode that enables to measure the emission current of the
cathode and to apply a direct current (DC) voltage to suppress MP.
Normal- and semiconductor photocathode materials such as copper (Cu), magne-
sium (mg) and cesium telluride (C2Te) are used in the SRF Gun II. The SRF Gun II
is successfully tested with the Cu cathode and demonstrated an accelerating gradient
of 9 MV/m, with a corresponding peak surface electric field of 23 MV/m. However,
when the SRF Gun II was tested with a C2Te cathode afterwards, the accelerating
gradient was limited to 7 MV/m due to a severe contamination [136],[162]. Currently,
the SRF Gun II is being operated with Mg cathodes at the gradient of 8 MV/m,
which provides the beam properties required for the THz operation. It delivers a
beam with a bunch charge of up to 200 pC [163]. The desired characteristics of a
photocathode for a high brightness beam production include high quantum efficiency
(QE) and a long lifetime. A higher QE of up to 10−2 can be obtained using Cs2Te
instead of metallic photo emitters, such as Cu and Mg. However, Cs2Te is very
sensitive to residual gas contamination [84],[104].
Besides the cathode material issue, the coaxial channel provides conditions sus-
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ceptible to MP due to the RF field leaking into it. As mentioned above, the choke
filter is installed to reduce the penetration of the RF leakage between the cathode
and the back wall of the cavity. However, the field at the cathode is still sufficient to
induce MP, as shown in Fig. 1.3. Due to this effect, it turns out that a strong input
mismatch paired with a resonance drift makes it unfeasible to raise the accelerating
gradient by increasing the incident RF power. Therefore, this phenomenon is a
serious problem that limits the Eacc in the cavity to very low values by absorbing
the available RF power [134]. Multipactor electron discharge in the cathode unit
will be further explained in chapter two.
Figure 1.3: Electric field in the coaxial line of the SRF gun (left). Electron population
under the presence of the electric field shown in the left (right).
1.3 Objectives and Outline of the Thesis
The objective of this research is to deepen the understanding of MP at the cathode
unit of SRF guns based on simulation, and simple analytical analysis. Most impor-
tantly, our investigation is focused on developing a new (or an improved) design
of the photocathode channel, which is an essential component for developing an
MP-free SRF gun. This development should enable the injector to operate up to
the desired peak electric field of 50 MV/m. The development of an MP-free cathode
unit serves particularly the further development at ELBE and thus the increase
of the performance of existing and future large devices and compact accelerators.
Nonetheless, the concrete and methodological results obtained here are of high value
for similar projects as well; for instance, for the development of an SRF photoinjector
for bERlinePro [91]. There is also significant international interest in using an SRF
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gun with comparable cathode unit with efforts to simplify the design as well as the
negative influence of adsorbates as a result of cathode coating and the operation at
cryogenic temperatures.
This study includes three main subtasks to build a new design of the photocathode
channel: an investigation of the occurrence of MP in the existing design of ELBE
SRF photoinjector, employing various mitigation techniques of multipactor discharge,
and a systematic multi-objective optimization for a newly designed cathode stem.
Moreover, a stochastic method is applied to evaluate the new model of the cathode
stem based on the variability of the most influential input parameters of the SEY
model to resulting quantities of interest such as the average SEY.
The topics covered in this dissertation are structured as follows. In the following
chapter, Chapter 2, the theoretical background required to understand the mul-
tipactor phenomenon is offered by taking a look at the electron dynamics in the
presence of EM fields as well as the numerical approach to simulate multipaction.
The theory includes electron dynamics in EM fields; Maxwell’s equations; EM waves
and Helmholtz equations; EM waves in a closed structure; numerical solutions of
Maxwell’s equations by discretization methods such as finite integration technique
and finite element method; particle-in-cell method; multipactor discharge; secondary
electron emission mechanism; secondary electron emission model of Furman.
Analytical and numerical studies of multipactor discharge in the photocathode
channel are presented in Chapter 3. The definition of our model is provided. The
numerical simulation results for multipactor breakdown are compared using 2D and
3D software tools. On the other hand, a comparison of theoretical and numerical
studies on a coaxial line multipactor is also given.
Chapter 4 covers numerical studies for various possible techniques to mitigate MP.
There are four mitigation approaches applied such as DC biasing voltage, geometric
modification, microstructure (grooving) of the cathode surface. A detailed analysis of
the latter technique, including rectangularly grooved surface, sawtooth triangularly
grooved surface, and isosceles triangularly grooved surface are given. These methods
are found to be effective to suppress MP. An optimized model of this grooved
structure using a trust-region algorithm is discussed. Moreover, simulation results
for the anti-MP coating are included. Experiments carried out by others provide the
measurement data for some surface materials.
Chapter 5 offers a global sensitivity analysis using polynomial chaos technique.
The theory of this technique in the frame of our study is given. Results computed
from polynomial chaos-based Sobol’ indices for the grooved surface of the cathode
stem are presented.
The closing chapter, Chapter 6, contains a discussion and a summary of this study.
It provides the occurrence of MP at the photocathode channel of the SRF gun and
its several suppression methods. It is also underlined that effective techniques to
suppress MP could be obtained from this study.
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Numerical MP studies demand the solution of the equation of motion of electrons in
the electromagnetic field, with the appropriate boundary conditions on the bound-
aries of the computational region. The computation of the motion of the charged
particles is a very complex problem, as an external EM field, self-induced EM field,
the motion of particles, particle interactions with other particles, and their interac-
tion with solid objects can be involved. In this chapter we will discuss the basics of
the electron dynamics in the RF fields in the context of MP, which also considers
the interaction between particles and a solid object.
2.1 Electron Dynamics in Electromagnetic Fields
The dynamics of the electrons in EM fields are described by two sets of equations,
namely Maxwell′s equations and the equations of motion. The electric field strength
E and magnetic flux density B steer the charged particles in vacuum. The fields,
which will be shortly described by Maxwell′s equations, are coupled with the motion
of particles by the Lorentz force F. The current and the charge density caused by
the moving particles are assumed as a source in the Maxwell′s equations and the
electric and magnetic field result in the force F as described in the Lorentz equation:
F = q(E + v×B), (2.1)
where v is the velocity of moving particles.
The Lorentz equation (2.1) expresses that the electric force, qE, due to the E field
exerted on the charged particle (with an electric charge q), changes the momentum
of the particle, p, by transferring energy to the particle. The direction of the motion
of the particle guided by the magnetic force, v×B, is perpendicular to the direction
of motion.
Assuming a bunch of particles with charge q and mass m are at position r at a
certain time t and are moving with the velocity v under the influence of the external





m = m0. (2.2)
If the particle moves with relativistic velocity (v ≈ c), where the normalized velocity
and the relativistic momentum of a particle are given by β = v/c and p = γm0v,
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The mass m is increased by a so-called Lorentz factor γ relative to the rest mass
m0, where γ is given by 1/
√
1− β2. By combining Eq. (2.2) and Eq. (2.3), the
equations of motion for relativistic particles can be expressed as follows
dr
dt






= F = q(E(r, t) + v×B(r, t)). (2.5)
2.2 Maxwell′s Equations
A complete set of basic equations describing the EM field which James Clerk Maxwell
provided [80] are commonly known as Maxwell′s equations. Various mathematical
models for electromagnetic fields are represented using Maxwell′s equations. These
equations in fact govern all macroscopic electromagnetic phenomena [31], [147] and
their differential formulation reads:
∇ ·D(r, t) = ρ(r, t), (2.6)
∇ ·B(r, t) = 0, (2.7)
∇× E(r, t) = − ∂
∂t
B(r, t), (2.8)
∇×H(r, t) = ∂
∂t
D(r, t) + J(r, t), (2.9)
where D(r, t) is the electric flux density in As/m2, ρ(r, t) is the electric charge density
in C/m3, B(r, t) is the magnetic flux density in Vs/m2, E(r, t) is the electric field
strength in V/m, H(r, t) is the magnetic field strength in A/m, J(r, t) is the electric
current density in A/m2, ∂
∂t
denotes the temporal derivative, and r and t stands for
the spatial and time dependency, respectively. These equations, (2.6) - (2.9), are the
differential forms of the four fundamental time-varying Maxwell’s equations.
The differential forms of Maxwell′s equations can be transformed into integral
forms by applying Gauss’ theorem theorem and Stokes’ theorem. The general integral
forms of time-varying Maxwell′s equations can be written as:‹
∂Ω
D · dA =
˚
Ω





B · dA = 0, (2.11)
˛
∂Γ





B(r, t) · dA, (2.12)
˛
∂Γ









Gauss’s law for electric fields Eq. (2.10) describes that the electric flux passing
through a closed boundary ∂Ω equals to the total electric charge contained in the
domain Ω. Gauss’s law for magnetism Eq. (2.11) states that the net magnetic flux
out of any closed boundary is zero. Faraday’s law of induction Eq. (2.12) expresses
that the integration of the electric field along the boundary of the closed surface ∂Γ
is equal to the negative rate of change of the magnetic flux through the surface Γ.
Ampere’s law with Maxwell’s extension Eq. (2.13) specifies that the circulation of
the magnetic field along ∂Γ is equal to the flux of current density plus the time rate
of change of the electric displacement through Γ. That means the change in the flux
of the electric field and the electric current causes the magnetic field.
The vectorial EM field quantities involved in the above equations are interrelated
through constitutive parameters. These parameters depend on the properties of
materials in the computational domains such as linear and nonlinear, homogeneous
and inhomogeneous, isotropic and anisotropic materials. Linear, isotropic, and
lossless materials are employed in this research. In some cases lossy materials are
also considered. The quantities D(r, t) and E(r, t) are related by permittivity, ε:
D(r, t) = εE(r, t), (2.14)
where ε is the product of the permittivity of vacuum, ε0 = 8.85418782 ·10−12 F/m,
and a material-dependant relative permittivity, εr. The relation between B and H
can also be described by permeability µ:
B(r, t) = µH(r, t). (2.15)
The permeability µ is the product of the permeability of vacuum µ0 = 4π· 10−7 H/m
and a material-dependent relative permeability µr. Analogously, by introducing
conductivity σ, the relation between electric current and electric field can be described
by Ohm’s law in a linear approximation:
J(r, t) = σE(r, t) + Je(r, t), (2.16)
where Je(r, t) is the external current density.
The term displacement current in Eq. (2.13) is introduced by Maxwell as an
extension to Ampère’s law. This leads us to the conservation of charges, which is
13
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one of the crucial features of Maxwell′s equations. By applying one of the vector
identities, that is the divergence of a curl equal to zero (∇ · ∇ ×A, where A is any
vector field), to the differential form of Ampère’s law Eq. (2.9), its left-hand side
vanishes:
∇ · ∇ ×H(r, t) = ∇ · ∂
∂t
D(r, t) +∇ · J(r, t), (2.17)
then it can be written as
0 = ∂
∂t
∇ ·D(r, t) +∇ · J(r, t), (2.18)
and introducing the Gauss law Eq. (2.6) to the first term of the right side of the
above equation results in
∂
∂t
ρ(r, t) +∇ · J(r, t) = 0, (2.19)
this is called the continuity equation. The integral form of this equation can be
obtained by taking the volume integral and using Gauss’s theorem for the volume





ρ(r, t) · dV +
‹
∂Ω
J(r, t) · dA = 0. (2.20)
The integral conservation equation Eq. (2.19) describes that the rate of change of
electric charge within the domain Ω is equal to the rate of flow of electric current
through the boundary ∂Ω of Ω. That means the density of charge in Ω changes only
if the current of charge flows in or out of Ω.
2.2.1 The Electromagnetic Wave and Helmholtz Equations
The EM wave equations are solutions of Maxwell′s equations. One approach in order
to do that is to first decouple the equations for E and H by taking the curl of the
differential form of Faraday’s law Eq. (2.8) on both sides:






The standard vector identity is applied in the above Eq.: ∇×∇×A = ∇(∇·A)−∇2A,
where A is any vector field. The order of curl and the time derivative is changed in
the right-hand side of the above equation. Then, the curl of the magnetic field will
be substituted by the right side term of (2.9) (Ampère’s law) in order to eliminate
B(r, t) and the constitutive relations stated in Eq (2.14) for electric flux D(r, t) is
applied:











For further simplification, the term ∇(∇ · E(r, t)) is substituted by Eq. (2.6)) and
with some rearrangement the equation becomes:










this is called the wave equation for electric fields. Similarly, by eliminating E in
favor of H, the wave equation for the magnetic fields can be obtained:
∇2H(r, t) = εµ∂
2H(r, t)
∂t2
−∇× J(r, t). (2.24)
The wave equations describe the propagation of EM waves through different medium.
Here, the homogeneous medium is considered. In a vacuum case, where the sources
for electric and magnetic fields (charges and currents) don’t exist, the wave equations
for E and H Eq. (2.23) and (2.24) then become









In case of the sinusoidal time-dependent fields at the fixed angular frequency ω, the
time-harmonic form can be derived from the above wave equations by introducing
the complex valued functions of
E(r, t) = e−iωtE(r) (2.27)
and
H(r, t) = e−iωtH(r). (2.28)
Then by putting Eq. (2.27) and Eq. (2.28) into Eq. (2.25) and Eq. (2.26), respec-
tively, the Helmholtz wave equation can be written as
∇2E(r) = k2E(r), (2.29)
and
∇2H(r) = k2H(r), (2.30)
where the constant k is the wave number given by ω
c





and ω denotes angular frequency.
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2.2.2 Electromagnetic Wave in a Closed Structure
The Helmholtz wave equations ((2.29) and (2.30)) are second-order partial differ-
ential vector equations, which describe the propagation of EM waves through a
medium. Finding solutions for these equations in a bounded region of interest re-
quires boundary conditions (BC). There are different types of BCs to solve boundary
value problems including Dirichlet boundary condition, where the value of the vector
function is specified on the boundary ∂Ω, Neumann boundary condition, where the
derivative of the vectors is prescribed on ∂Ω, and mixed boundary condition, that
allows imposing several BCs on different parts of the boundaries.
The EM wave can be confined in a closed metal structure as in an RF cavity and
can also be guided through partly enclosed conducting structures such as waveguides.
Such structures are usually considered to be made of perfect conductor, where the
material is assumed to have infinite electric conductivity (σ =∞)1. This assumption
implies that the losses are zero at the surface. The medium is therefore referred to as
perfect electric conducting (PEC). Mostly either PEC or perfect magnetic conductor
(PMC)2 BCs are appropriate in the sense of SRF injector simulations, where the
cavity could be modeled by PEC material and filled with vacuum. Thus, in case of
perfect conducting boundary, the electric fields should satisfy the following BCs
E× n|∂Ω = 0 (2.31)
and
µH · n|∂Ω = 0 , (2.32)
where n is the unit vector normal to the surface. The boundary conditions stated
in (2.31) and (2.32) are derived from Gauss’s law for electric fields Eq.(2.10) and
Gauss’s law for magnetism Eq. (2.11), respectively, under some conditions.
For PMC, the tangential component of magnetic field vanishes and this condition
can mathematically be stated as
H× n|∂Ω = 0 (2.33)
and
µE · n|∂Ω = 0. (2.34)
The symmetric boundary condition for electric field can be also applied in case of
two media with the same permittivity, otherwise the tangential field components
should be continuous at the boundary between the two media.
Moreover, the boundary of the structure could be defined with a so-called waveguide
port boundary condition. The port is used as feed to provide excitation, i.e., initial
1The wall losses due to energy conversion to thermal energy can be calculated a posteriori by the
so-called power loss method that is based on perturbation approach.
2PMC BC is often used as symmetry BC in order to exploit geometrical symmetries and thus
significantly reduce the computational costs.
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fields, to the connected computational model. This includes exciting the structure
with an EM field and at the same time, absorbing the returning EM field.
One example of the time-harmonic fields are plane waves. Assuming the plane
wave propagates along one direction in space, e.g. in the z-direction, the propagating
mode is referred to as transverse electric and magnetic (TEM) mode if E and B
fields are transverse to the direction of propagation. The EM waves in unbounded
vacuum are in fact TEM, which is characterized by Ez = 0 and Hz = 0, where the
axis of the propagation is assumed as the z-axis. In case of bounded media, TEM
waves can be propagated in a two-conductor lines. For instance in a coaxial line
structure a single TEM mode is the dominant mode. The time varying fields in the
coaxial structure can be excited by a waveguide port with appropriate conditions
at the boundaries. When it comes to a closed-cavity, two types of modes could be
excited. The modes, i.e. transverse electric (TE) mode, where E is always transverse
to the direction of propagation, and transverse magnetic (TM) mode, where H is
always transverse to the direction of propagation, can propagate in the structure
above their cut off frequency, which is determined by the size of the structure. These
modes are associated with mode numbers, namely n, m and p, which represent the
variation of field in x, y and z directions in Cartesian coordinate, respectively. The
TM mode, namely TM010, is widely used for acceleration of particles in RF cavities.
The field components of the TEM mode in the coaxial line will be briefly discussed
here, as this structure is a region of interest in this research. As noted above, the
coaxial transmission line is considered to be centered on the z-axis in the cylindrical
coordinate system (r, φ, z). The inner and outer coaxial conductors are assumed to
be prefect conductors, and the gap between them is filled with a perfect dielectric
medium, i.e. σ = 0. As long as there are no electric and magnetic field components
in the direction of propagation for a TEM wave, the transverse field of a TEM wave
is basically equivalent with the static field, which implies that the electric field can
be expressed as a gradient of some scalar potential. The expressions of E and H in
the scalar potential Φ and the vector potential A, which are functions of space and
time, are usually written as







where Φ and A refer to the electric scalar potential and magnetic vector potential
respectively. According to the Lorenz condition for potentials (Lorenz gauge)[76],
the relation between Φ and A is expressed by
∇ ·A = −µε∂Φ
∂t
. (2.37)
In the case of source free region (i.e ρ = 0 and J = 0), the homogeneous wave
equation for the scalar potential Φ in the gap is obtained by substituting Eq. (2.35)
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The wave equation can be solved in different coordinate systems. Here we may
assume that the fields produced in the coaxial line are cylindrically symmetric. Thus,
the representation of the Laplace operator ∇2 for the above scalar (Helmholtz’s)
wave equation (2.38) involving a quantity ψ in a cylindrical coordinate system (r, φ,











− β2ψ = −k2ψ. (2.39)
As noted before, the fields are assumed to have no azimuthal dependence (Ez = 0
and Hz = 0), then the cutoff wave-number, kc = (k2 − β2)1/2, is zero for TEM
waves as k2 = β2 here. In this case the electric and magnetic field in terms of scalar














where rin and rout denote the inner and outer radius of the coaxial transmission line,
respectively.
2.3 Numerical Solution of Maxwell’s Equations
The analytical solution of Maxwell’s equations for EM fields exists only for very sim-
ple geometrical structures. For complex geometries, for instance a TESLA-like (SRF)
cavity, a numerical solution is required to solve the Helmholtz equation. Therefore,
different numerical methods have been developed over the last few decades to provide
a solution for a system that is represented by partial differential equations (PDEs).
The common approaches, such as finite element methods (FEM) [32], finite integra-
tion technique (FIT) [155], [156] and finite-difference time-domain (FDTD), [170],
are based on either differential or integral form of Maxwell′s equations. The detailed
mathematical formulation and the specific applications of these numerical methods
are described in vast number of publications along with [170], [155], [29], [28], [147].
The basic algorithm of the latter two approaches for homogenous media, namely
FIT and FDTD are similar. FIT is even considered as a generalization of FDTD,
where the computational model is approximated by Yee cell [170]. Besides, in contrast
to FDTD, and FEM, FIT discretizes the integral form of Maxwell′s equations. As
the numerical simulation was based on FIT and FEM in this work, the basics of the
two approaches will be briefly discussed below.
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2.3.1 Finite Integration Technique
Finite integration technique is a discretization scheme for solving Maxwell’s equa-
tions in their integral form which is suitable for modern computer simulations. It
discretizes Maxwell′s equations in space and time. FIT is initially introduced by
T. Weiland [155], [156] in 1977 and has been implemented in different simulation
software to solve various EM wave, static and quasistationary problems. The de-
velopment has been continued with the involvement of other scientists. Moreover,
the technique has been adapted for a wide range of applications. FIT discretizes
the finite volume Ω ∈ R3 of a simulated computational domain and provides the
numerical formulations for static problems and in the time as well as in the frequency
domain.
A continuous Maxwell’s formulation has to primarily be transformed into a discrete
form using a mesh to obtain a numerical solution for the EM field problems. The
accuracy of this solution depends on the mesh cell size (grid size). A highly accurate
solution can be achieved from a perfectly fine mesh. However, for explicit time-
integration schemes such as in FDTD or FIT, the smallest grid size used in the
discretization of the structure has a direct impact on the discrete-time step width,
∆t. There the field components are recursively updated to compute the new values
according to the previous calculation. The relation between the mesh cell size and









where ∆x, ∆y, ∆z represent spatial grid sizes in the Cartesian coordinate direction x,
y and z, respectively. Thus, in case of a complex structure which demands a very fine
mesh (a very small grid size) that might result in a large total number of mesh cells,
a very long computational time and powerful computing infrastructure is required.
In order to address these issues in our simulation, a local mesh refinement (LMR), as
implemented in CST MICROWAVE STUDIO® (CST MWS) [3], is considered along
a mesh convergence study which should satisfy Eq. (2.42). LMR therefore ensures
that a higher accuracy in the critical region of interest is obtained by refining the
mesh locally, and at the same time the total number of mesh cells used for the whole
computational model is reduced. Basically, the Courante-Friedrich-Levy condition
Eq. (2.42) needs to be fulfilled for explicit time integration schemes in order to avoid
instability.
The FIT employs two computational grids for the decomposition of spatial domain
Ω, which is here considered to be a brick shape, in the Cartesian coordinate. The
primary grid, G decomposed into FIT cells Vi with I, J and K nodes in x, y
and z direction, respectively. Then, the total number of nodes, Np, in G is given
by Np = I J K. The secondary grid so called dual grid, G̃, is placed by a half
grid step of the primary grid, G, in each direction as shown in Fig. 2.1. The field
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Figure 2.1: A primary grid, G and dual grid, ‹G for a FIT cell on the Cartesian grid
system. The allocation of the field components on the three dimentional staggered grid.
Adapted from [147].
components are specified on the staggered grid and then generate so-called Maxwell’s
Grid Equations (MGEs). The derivation of these equations using a single FIT cell in
Cartesian coordinate is presented in [147]. Then, the representation of MGEs of the
integral form of Maxwell′s equations (2.10) - (2.13) leads to a unique solution [29],
[41]:
S̃ ÛÛd = ÛÛÛ%, (2.43)
S ÛÛb = 0, (2.44)
C Ûe = − ∂
∂t
ÛÛb, (2.45)
C̃ Ûh = − ∂
∂t
ÛÛd + ÛÛj, (2.46)
where the electric grid voltages Ûe and the magnetic fluxes ÛÛb are located on the edges
and facets of the primary grid G whereas the magnetic grid voltages Ûh and the electric
fluxes ÛÛd are defined on the edges and facets of its dual grid G̃. The electric grid
charge ÛÛÛ% and the electric grid current ÛÛj are allocated on the dual grid. The topology
matrices S̃, S, C and C̃ represent discrete div- and curl- operators on the grid G
and dual grid G̃. The tilde indicates that the operator is acting on the dual grid.
In the discretization of FIT, the relation between the state variables on G and G̃ is
described by constitutive material equations. These equations introduce the discrete
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material matrices such as the matrix of permittivity Mε, the matrix of permeability
Mµ, and the matrix of conductivity Mσ and read in the linear and time-invariant
case as follows: ÛÛd = MεÛe, (2.47)ÛÛb = MµÛh, (2.48)ÛÛj = MσÛe. (2.49)
Consequently, the EM field problem can be now solved according to these matrix
equations ((2.43) - (2.49)) on the discrete grid space.
As it is noted, the FIT method can also be formulated in the frequency domain
by applying the method of complex phasor notation. Then the time derivative d
dt
in Eq. (2.61) and in Eq. (2.62) of MGEs is substituted with the factor iω, and the
phasor form of discrete Maxwell’s equations in the frequency domain becomes
S̃ ÛÛd = ÛÛÛ%, (2.50)
S ÛÛb = 0, (2.51)
C Ûe = −iωÛÛb, (2.52)
C̃ Ûh = −iωÛÛd + ÛÛj, (2.53)
FIT hexahedral (HEX) based meshes are used in most cases of the computational
results presented in the following chapters. However, in some parts of this work,
FEM tetrahedral (TET) based meshes were also used. Hence, a short description of
it will be given in the next section.
2.3.2 Finite Element Method
Finite element method [32] is one of the frequently used discretization methods for
solving EM problems that discretizes Maxwell’s equations on unstructured grids,
where most often triangular and TET elements are employed. It provides an ap-
proximate solution of the PDEs, for instance, wave equation, Poisson equation, and
Fourier’s law. These are examples of elliptic, hyperbolic, and parabolic PDEs, re-
spectively. Then these equations will be solved by providing appropriate boundary
conditions.
The approaches based on the structured grids, e.g. FDTD or FIT, provide a very
efficient numerical algorithm to solve the PDE. However, it is often not suitable for
discretizing complex geometries. In the case of unstructured grids, the computational
domain is decomposed into different subdomains, and for each subdomain, the mesh is
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generated separately. The flexible nature of unstructured grids allows approximating
any complex geometry, in contrast to structured grids.
The finite element method discretizes the computational domain Ω using the
sub-domain elements as already noted. The elements have a finite number of nodal
points, i.e., the order of polynomial in x, y, and z directions called the finite elements.
The finite element cells can be, in three-dimensional cases, tetrahedral, hexahedron,
and prism. The field variables are interpolated over the element domain using
interpolation functions. It follows the establishment of a system of algebraic equations
for each finite element (e) by applying weighted residual method (e.g., Galerkin
method), using the governing equation of problem, that includes all the sources and
boundary information on the boundaries, ∂Ω. The construction of the system of the
finite element equation results in the matrix equation, which relates the nodal values
of the unknown function to other parameters. Then the solution of the system is
obtained by solving the system of equations, either linear or nonlinear, using a direct
or an iterative method.
Assume that the problem to be solved with the unknown function is u in bounded
section Ω of the physical domain D. Moreover, assuming that the source (excitation
function) is s, the governing equation can be written as L[u(x)] = s(x), where L
is a linear differential operator. And its boundary condition can be described by
B(u) = 0, which is defined on D ⊆ ∂Ω := Γ. An approximation of the solution,
which is obtained by expansion of the unknown function in a finite number of basis
functions, ϕi(x), can be expressed as





i (x), x ∈ Ω, (2.54)
where uei (i = 1, ..., N e) are unknown coefficients in the expansion that corresponds
to the nodal values of ũ(x). The basis functions, ϕi(x), can be either a vectorial or
a scalar function depending on the type of the problem. In case of u(x, t), where u
also depends on time, the expression in (2.54) becomes
ue(x, t) ≈ ũe(x, t) =
ne∑
i=1
uei (t)ϕei (x), (2.55)
As an example a solution of Helmholtz wave equation for electric field Eq. (2.29)
can be formulated using the Nédélec elements approach [89], [90]. In this equation the
unknown variable is the electric field and the expansion becomes E = ∑j=1 ujϕ3Dj ,
where ϕ3Dj are the edge-based vector basis functions and uj, j = 1, ..., n denotes
the expansion coefficients of the basis. These unknown weighting coefficients are
collected in a vector variable u. Then, the system of equation can be represented by
A3Du− B3Du = 0, (2.56)
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(ϕ3Di · ϕ3Dj )dΩ, (2.58)
respectively. The boundary conditions for (2.56) have to be considered in order to
establish the total system of equations.
2.4 Particle-in-Cell
The Particle-in-Cell (PIC) [16], [17] simulation method is usually applied for the
computation of the motion of charged particles in the presence of EM fields. PIC code
has been developed in many simulation tools and applied in various computational
applications. Among them, Track3P module from ACE3P [68], [92], Magic [161],
[77], MOEVE PIC Tracking [79], [78], MultiPac [175], EGUN and IGUN [59], [12],
KARAT [111], [7], CST PARTICLE STUDIO® (CST PS) solver from CST STUDIO
SUITE® [128], [53], [23], [13], [18], [98], can be mentioned. The latter tool combines
EM field simulation, multi-particle tracking and advanced probabilistic emission
models, which are not incorporated en masse in most codes.
There are two basic steps to determine the motion of charged particles: calculating
the EM fields by solving Maxwell’s equations [cf. Eq. (2.6) - (2.9)] along with the
boundary conditions and then computing the motion of particles due to the fields
applied on the particles by solving the equations of motion (in case of non-relativistic)
dri
dt





= Fi = qi (E(ri) + vi ×B(ri)) , i = 1, ..., N, (2.60)
where Fi is the Lorentz force acting on the ith particle. In general, the PIC algorithm
works in the time domain for tracking the trajectory of the particle and includes
different parts in its computation, namely the field solver, the particle mover with
appropriate boundary conditions and the particle source, weighting of particles and
fields. Basic scheme of computational cycle of the PIC solver is visualized in Fig.
2.2. Each part is briefly discussed below.
The PIC code, similar to FIT and FEM, approximates the continuous computa-
tional domain by a discrete number of cells. The physical quantities (e.g., charge
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Figure 2.2: Partile-in-Cell algorithm implemented in PIC solver of CST Particle Studio®.
densities) are computed in these cells at the given time moments. A macroparticle3
with a given charge, mass and velocity is initially located in the cell at position r
at time t = 0, according to any given distribution, such as uniform or Gaussian
distribution. The latter was employed to for the particle emission source. Particles
are defined over the surface at r with the initial velocity v = 4 eV. The emission
model will be explained shortly.
Then the charge density of the simulation particle is assigned onto the grid nodes
of computational cells, which is referred as charge weighting. In order to allocate the
densities on the grid points, there are different interpolation schemes, depending on
the accuracy required and the computational cost. For instance, a first order weight-
ing or area weighting can be employed in the two, or three-dimensional space [16].
In this approach, in general, the closest node from which the particle originated
receives the largest fraction. Consequently, the total charge density ρ(t = 0, r) is
computed on the grid.
The prior computed or self-consistent E and B fields are considered over the whole
simulation domain. The fields can be computed by solving Maxwell’s curl equations




C̃ Ûh = − ∂
∂t
ÛÛd + ÛÛj, (2.62)
3Macroparticles refer to a rescale of several real particles to make the computation efficient. That
means one particle in the simulation represents many physical particles. This transformation is
possible as the ratio charge-to-mass is invariant.
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which are discussed in Section 2.3.1. One of possible schemes to calculate fields
numerically is a leap frog scheme [170]. For example, leap frog scheme based the
time domain FIT solver calculates Ûe and ÛÛb in the discrete time moments at time
samples separated by half a time step ∆t. Thus both are located interchangeably
between the consecutive time samples. For example, while Ûe is defined at t = n∆t,ÛÛb is at t = (n+ 1/2)∆t time moments. Then, in the case of loss free, using a time
central differences, the two curl equations can be written asÛÛb(n+1/2) = ÛÛb(n−1/2) − ∆tCÛe(n), (2.63)
and
CÛe(n+1) = CÛe(n) + ∆tM−1ε ÇC̃Mµ−1ÛÛb(n+1/2) − ÛÛj(n+1/2)å , (2.64)
considering the constitutive material equations. Then, similar to the charge interpo-
lation, the fields must be calculated at the particle. Therefore, the fields are then
interpolated from the mesh to the particle position via field weighting. As a result,
the particles move relative to the fields and occupy any position in grid space. For
charge and field weighting, a higher-order weighting, such as quadratic and cubic
splines, results in a higher accuracy by smoothening the fluctuation of densities and
fields; however, they require a higher computational cost.
Figure 2.3: The time-centered Leap frog method to calculate the velocities and positions
of particles.
Once the force Fi due to the fields exerted on each particle is obtained, the new
positions and velocities of the particle can be computed by solving the equations of
motion (Eq. (2.66) and Eq. (2.60)) by introducing, similar to the above, Yee’s Leap
Frog method [170]. Similarly, the PIC code calculates a physical quantities A in the
discrete time moments based on a time integration scheme of the Leap Frog method,
where the computational time moments can be expressed as: t→ tk = t0 + k∆t and
A(t)→ Ak = A(t = tk) with k = 0, 1, 2, ... where t is time, t0 is the initial moment
and ∆t is the time step. Therefore, the first order differential equations (Eq. (2.66)
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and then the Lorentz force Fki due to the electric Eki and magnetic Bki fields acting












The method calculates the positions ri and velocities vi of particles at time samples
separated by half a time step ∆t as illustrated in Fig. 2.3. The particle velocity v at
t = (k + 1/2)∆t is computed from the velocity at the previous step t = (k − 1/2)∆t
using the force calculated at time t = 0.
2.5 Multipactor Phenomenon
The synchronization between the RF electric field and the secondary electron emission
(SEY) phenomenon under vacuum condition may result in electrons avalanche, this
effect is called multipactor [148]. This limits the maximum electric field gradient
of SRF cavities as noted in Chapter 1. Multipactor discharge has been studied
theoretically and experimentally in different structures, for example, rectangular
waveguides [118], [93], circular waveguides [119], coaxial lines [144], and accelerating
cavities [173], [122], [121] and others. Furthermore, some experiments and computer
simulation results show that MP can also exist in SRF cavities, for e.g. Cornell ERL
injector cavity [46] and KEK Ichiro and KEKB crab cavity [86], [22] as well as at
the photocathode of SRF injector at ELBE [134], [142] and in the HOM couplers of
TESLA like cavity at DESY [69].
The basic principle is that the primary electrons are released from one of the
structure’s walls. Such electrons, which are undesirable, are triggered by certain
conductive conditions as described before. RF fields accelerate these free electrons
and impact the surface at an angle (θ0). The electrons interact with the material and
its structure and transfer energy. Consequently, further electrons excited from inside
of the material and escape the surface depending on their impacting energy and
angle. They are denoted as secondary electrons. Therefore, the MP takes place in
the case of the electron avalanche build-up due to the enhancement of these secondary
electrons. The population of the secondary electrons mainly depends on the surface
characteristics, the impact energy of the primary electron (U0) and the impact angle of
the primary electron (θ0) [42]. This phenomenon of resonant electron multiplication
may cause degradation of vacuum, local heating, power reflection and fluctuation,
sparking, and surface damage. Moreover, it may lead to thermal breakdown [96].
Therefore, this undesired scenario must be controlled.
In this thesis, the source of the emission of the electrons is assumed to have a
Gauss emission type model, as illustrated in Fig. 2.4. CST Particle Studio® (CST
PS) incorporates various types of emission models, some of which are DC emission,
Gauss emission, field emission and fixed emission models. For MP, Gauss emission
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Figure 2.4: A Gaussian emission model of initial charged particles distribution as a func-
tion of time.
model is suitable [108]. This model allows to terminate the emission of particles after
a certain time, as MP simulation only requires an initial seed. Then further stage
of emission process is governed by the secondary emission properties of the surface
material and by the dynamics of the RF fields. A macroparticle with a homogeneous
type of charged particles, e.g. qt = 106 e− [C], is considered at the position r and
uniformly distributed over the emission area. The particle motion is described by
the ideal path (coordinate), s4. The distribution of the charge q(s) as a function of











The model parameters used for this research are presented in chapter three.
The common types of MP in the literature are: one-point (one-sided) MP, where
the electron trajectories refer only to one surface of the structure, and two-sided MP,
where the electron hits two different surfaces of the structure while two-point MP
refers to the electron hitting two opposite impact sites on the same surface.
A one-point MP is primarily discovered in a pill-box like cavities. This type of MP
occurs by repeatedly impacting the same surface and roughly the same site where
the electron was initially emitted. The transit time of the electrons between impacts
needs to be an integer number of RF periods [148]. However, the latter might not
always be true as the one-point MP may take place without requiring an integer
number of RF periods between impacts [54]. An example of a trajectory of first
to third order one-point MP is illustrated in Fig. (2.5). The one-sided MP mainly
4Ideal path is referred to as any given arbitrary path that the particle is supposed to follow
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Figure 2.5: A visualization of one-point multipacting for the first three orders at the
cavity wall. Reprinted from [96] with permission.
occurs in the region where the magnetic field is distributed homogeneously and the
electric field has a normal component. For SEY greater than unity, a possible MP
barrier for each order of one-point MP in the cavity can be approximated by [14],
[95], [44]
f/N ∝ eB/2πm (2.68)
where f denotes RF frequency, N order of MP, B local magnetic field, e and m






where En is the normal electric field. The cavity’s one-point MP was tackled by
developing a proper cavity shape such as spherical or elliptical [65], [66]. This design
compels the emitted electron to drift toward the equator, where the normal electric
field En is nearly zero, and as a result, the MP is suppressed.
Another example of a one-sided MP is a study of MP in a coaxial line structure
with standing wave fields. According to [127], the power that assists MP to occur in
a coaxial structure can be predicted by the scaling law:
Pone-point ∼ (fd)4Z, (2.70)
where d stands for a size parameter and Z for the line impedance. The associated
average impact energy of the electrons can be approximated by
Ua ∼ (fd)2. (2.71)
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MP analysis in two parallel plates (see Fig.(2.6) ), which is a typical example of a
two-sided MP, has been studied by different experts. Let’s assume that an electron
e− starts from the inner conductor with initial phase ϕ0 and moves toward the outer
conductor (in y direction) via the RF field. The homogeneous perpendicular electric
field distribution across the gap is assumed to be E = E0 sin(ωgt+ ϕ0)ŷ, where ωg
is the angular frequency, t is the time and E0 = Vgd . Vg is the RF voltage across
the gap and the gap width d is given by d = Dout − Din, where Dout is the outer
conductor diameter and Din is the inner conductor diameter. Then, based on the two
conditions, multiplication of the number of electrons takes place by impacting the
structure’s wall repeatedly. First, the trajectory of the secondary electrons should
Figure 2.6: A common example of motion of electrons in a normal RF electric field
between two plane surfaces.
fulfill specific resonance conditions in case of two-sided MP. The order of multipactor
can be defined as the number of RF periods taken for the electrons to transit from the
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initial point until they hit the wall of the structure. In this case the transit time of
the electrons should be an odd integer number (2n− 1) of half RF periods [56],[148],
[63], [96], [120], where n is the order of MP. This condition is commonly described
by the frequency, f , the gap width, d and the RF voltage, Vg. As presented in [154],





4 + (2n+ 1)2π2





where Vg min and Vg max denote the minimum and maximum voltage.
As illustrated in Fig.(2.6), an electron escapes the wall of the structure at the
maximum electric field Emax and hits the opposite surface at the maximum field in
the reverse direction. In the two parallel plate case, the electric field limit beyond







The resonant condition may not be satisfied at a higher field as the transit times are
too short.
The first condition noted above must coincide with an SEY coefficient, δ, of
the surface material larger than unity for multipacting to occur [42]. This value
(δ > 1) is determined by two parameters, namely first crossover energy, Uc1, and
second crossover energy, Uc2, which are material dependent. This condition will be
discussed shortly in Sec. 2.3.
A two-sided cavity MP is another instance of a two-sided MP and will be discussed
briefly. The trajectories of secondaries in the cavity is desplayed in Fig. (2.7) a.
This process is represented by a very simplified equivalent circuit model [62], as
shown in Fig. (2.7) b. The RF cavity, which corresponds to a resonance circuit, is
modeled by a lumped RLC circuit and an ideal source current, which provides an
accelerating voltage or the gap voltage Vg of the circuit. The ideal current source Id
is assumed to be Id0sin(ωgt+ϕ0). The shunt impedance, R, relates the accelerating





The accelerating voltage is regarded as the line integral of the electric field along the
traversing path of a particle, Vg =
´
Eeiωzdz. The energy stored in the magnetic
and electric field is represented by L and C, respectively. The width of d separates
the two plates that describe MP current in the cavity. The induced MP current Im
due to the motion of the electrons in the two plates is attached to the RLC circuit
of the cavity. Assuming a single electron sheet with a charge density σ (in C/m2) is







Figure 2.7: a) A trajectory of a two-sided multipactor in the cavity due to the symmetry;
b) a simplified equivalent circuit diagram of the multipacting discharge in the RF cavity
represented by planar structure, taken from [62] with permission. The two planes are
separated by d, and a single electron sheet is placed at the position of x. The electron
will be accelerated with the velocity v based on force law between the plates. As a result,
the secondary electrons can be produced and MP current, Im may occur. x and v are a
function of time t.
Further formulation of two-sided MP established by Padamsee [96] is presented in
Appendix A.
The other type of MP is a two-point MP. This kind of MP also occurs near the
cavity’s equator, as shown in Fig.(2.8) [122]. However, in most cases, a two-point
MP does not affect the cavity performance since it is eliminated after processing [96].
Some studies yet indicate that the problem persists in the equator region [173], [121].
Unlike the parallel plates MP, the magnetic field has a higher effect on the motion
of electrons in this region of the cavity rather than the electric field. Therefore,
according to Shemelin [121], the occurrence of MP near the equator is determined
by the magnetic parameter M , which is defined by eB0/mω, and the geometrical
parameter p given by (dEn/dx)/ωB0. p describes the curvature near the equator.
B0 represents the magnetic field at the equator and En is the normal electric field
at MP site. Moreover, the electric field level, EMP , of which MP near the equator is





where Bpk/Eacc is the ratio of the peak magnetic field and accelerating field. This
ratio is one of the figures of merit for the development of SRF cavities. ε stands for
the value of the deviation between the peak field and the field at the equator. The
detailed derivation and analysis can be found in [121].
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Figure 2.8: Motion of the electrons in a normal RF electric field near to the cavity equator,
taken from [121] with permission.
2.5.1 Secondary Electron Emission Mechanism
There are a number of experimental studies as well as theoretical treatments of
the secondary electron emission process, including [11], [19], [149], [8], [42]. The
emission of electrons from the materials takes place as the electrons with certain
energies strike the wall materials. The emission depends not only on the energy and
the angle of primary electrons but also on the properties of the surface material.
Furthermore, the number of emitted secondaries is determined by surface conditions,
e.g., surface contamination. This emission of secondaries may lead to a significant
impact on the performance of the RF system. As noted before, the coefficient of the
emission is usually known as the secondary electron yield (SEY) coefficient, δ, which
can be defined as the ratio of the secondary emission current (incident), Is, to the
primary electron current (emitted), I0:
δ = Is/I0. (2.77)
As illustrated in fig.(2.9), the model distinguishes three different ways of generating
secondary electrons [42]: elastic reflection (backscattered electrons), true secondary
electrons, and inelastic reflection (re-diffused electrons). The corresponding electron
currents are denoted as Ibs, Its and Ird, respectively. When the incident electrons
(I0 or e0) strike the surface, certain electrons are elastically reflected back, which
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Figure 2.9: A sketch of electron-surface (electron-material) interaction; and the depen-
dency of secondary electrons emission process on incident energy, U0, and angle, θ0.
are called backscattered electrons, while the remainder penetrate into the material.
Some electrons interact in a more complicated way with the material and produce
more electrons which are called true secondary electrons. The remaining electrons
are scattered back out of the material and are called rediffused electrons. The SEY
is therefore the contribution of all the three secondaries (see example of Furman
model for copper (Cu) Fig.(2.10)), then Eq. (2.77) can be written as
δ = (Ibs + Its + Ird)/I0. (2.78)
As mentioned earlier, SEY is a function of the impact energy U0 of the incident
electron and its incident angle θ0:
δ(U0, θ0) = δts(U0, θ0) + δbs(U0, θ0) + δrd(U0, θ0). (2.79)
These secondaries are distinguished based on their energy distribution (see e.g. [73],
[19], [42]). The electrons with low energies contribute more to the generation of
secondary electrons than the electrons with higher energies. Therefore, in general
MP is a low gradients phenomenon compared to the acceleration gradient utilized
in the cavity. However, in rare cases MP can also happen at high gradients in the
RF components.
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Figure 2.10: Furman’s three types of secondary emission models for copper as a function
of incident energy at zero incident angle.
The secondary emission process is commonly described by SEY curves, which are
characterized by the first crossover of energy, Uc1, the second crossover of energy, Uc2,
where δ crosses the line with δ = 1, and a peak SEY δ̂ at a certain incident energy
Û . Figure 2.11 shows the total δ (Eq. (2.79)) as a function of primary energies
Ui. The shape of this curve is determined by the penetration depth of the incident
electron. The latter measures how deep the electrons can penetrate the material,
after which the generation of the secondary electrons is triggered. The number of
secondaries is proportional to the energy of the primaries at low energy, U0 < Uc1.
In this case, a larger part of the secondaries escapes the wall material as the primary
electrons strike the wall with "short penetration depth". For that reason, only a
small number of secondaries are generated, which results in the SEY value below one.
In the range of the two crossover energies, i.e. Uc1 < U0 < Uc2, more secondaries
are produced at greater depth. Thus within the range of these impact energies, the
number of resonant electrons might multiply exponentially. The highest generation
of secondaries is also expected at the peak SEY, δ̂ with the corresponding energy, Û ,
for perpendicular incidence. Eventually, for higher energies, namely U0 > Uc2, the
primary electrons penetrate extensively deep into the surface and interact with its
material. Consequently, many secondaries are not able to escape the surface as they
loose their energies.
The emission of secondaries can be described by three different emission models
in the CST PS: an advanced probabilistic emission model developed by Furman and
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Figure 2.11: An example of the SEY curve as a function of impact energy. At δ = 1,
there are two important parameters, namely the first and the second crossover energy,
Uc1 and Uc2, respectively. Electron multiplication takes place between Uc1 and Uc2. The
SEY reaches its peak, δ̂, at the impact energy, Û .
Pivi [42], an emission model developed by Vaughan [149] and an imported emission
model. The two former models are often used to simulate multipactor in accelerating
cavities and other RF structures. A short comparison of these models, including
some multipactor simulation results based on the two models, are presented in [106].
In the case of imported emission model, the measurement data is employed. Once
the measured δ data is loaded into the simulated structure, the setting of the param-
eter of the SEY model is straightforward. Imported emission model also supports
using a graphics processing unit (GPU), which provides an excellent runtime reduc-
tion for a simulation. The general formulation of the imported emission model is
included in Appendix D of this thesis.
Vaughan’s SEY model [148] is also computationally simple as only a small number
of parameters are needed to be configured. Similar to the imported emission model
only the true secondary of the SEY curve is modeled. Moreover, the emission process
is not specified, e.g., a zero-energy approximation for the emitted secondary electrons.
In Vaughan’s model, the contribution of δ is not considered at low energy, namely
below 12.5 eV, i.e. U → 0 and δ → 0.
The SEY model of Furman [42] is the most accurate but sophisticated model
with 45 parameters. The model comprises all the three types of emissions which
are noted above. Most importantly, the emission process is specified stochastically,
particularly, the emission energy spectrum of the secondary electron dδ/dU and
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angular distribution. Additionally, contrary to Vaughan’s SEY model, the SEY
contribution at low energy, U → 0 and δ → 6= 0, is well analyzed. The model is
also in a very good agreement with the measurement data. Therefore, it provides
a reliable and accurate prediction of MP. However, as the model is based on a
stochastic scattering process, a Monte Carlo simulation approach is required to
compute the emission of secondaries, which results in high computer memory and
time consumption. Moreover, both Vaughan’s and Furman’s models do not yet
support GPU based PIC simulations. The latter model is briefly discussed below as
it was employed in the computational results presented in the following chapters.
2.5.2 Secondary Electron Emission Model of Furman
The Furman model considers each event, where a single electron hits the wall, and
describes the emission process of secondaries event-by-event. When the electron
collides with the wall with kinetic (impact) energy U0 and incident angle θ0, n
secondaries will be generated with a probability Pn(U0, θ0), n = 1, ...,∞. All the
information from the initial state, where the electron initially emitted at a specified
energy U0 and angle θ0, and final state, where the electrons emitted after the impact
with kinetic energies U1, U2, ...Un and angles Ω1 = (θ1,φ1), Ω2 = (θ2,φ2),...Ωn =




, 1 ≤ n <∞, (2.80)
where θ and φ denote the polar and azimuthal angle, respectively. The condition to
be generated after the impact for δbs and δrd is only in events n = 1, while for δts is
in events n ≥ 1. Otherwise the incident electron is absorbed by the material.
The measurement data of δ and dδ/dU are the main input parameters of Furman’s
SEY model to describe a set of probability functions of emitted secondaries. The










δ(Uk − U). (2.81)
The term ∑nk=1 δ(Uk − U) of Eq.(2.81) confirms that the emitted energy of the
secondaries should be ≥ U , for electrons to be counted.
Figure (2.12) depicts an example of the energy distribution curve (energy spectrum)
of secondary electrons for Cu. There is no clear-cut distinction between the three
types of emitted electrons in this curve. The energies below 27 eV, where the limit is
arbitrary, represent true secondary electron region, while between 27 eV and 95 eV
is rediffused emission region. The backscattered emission region lays above 95 eV.
The value of δts, δrd and δbs of δ can be obtained by integrating over the range
[U1, U2] for each. One important feature of Furman’s model is taking into account
36
2.5 Multipactor Phenomenon
the electrons with low energies as the contribution of such electrons is considerable
in the yield.
Figure 2.12: Energy spectrum of electrons emitted for Cu at incident energy U0 = 100 eV
and angle 0° as implemented in CST PS.







pn(1− p)M−n , (2.82)
where M is the maximum number of secondary electrons. The emission process of
these electrons is characterized by the energy probability density function (PDF),
then as Furman formulated the PDF of the true secondaries reads:
fn,ts = θ(U)FnUpn−1e−U/εn , (2.83)
where U is the secondary energy, F is the normalized energy spectrum to unit height
and pn and εn are fitting (adjusting) parameters, which vary for each material. The
dependency of the generation of true secondary component on incident energy, U0
as well as on incident angle with respect to the surface normal, θ0, is given by
δts(U0, θ0) = δ̂D(U0/Û), (2.84)
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where δ̂ is a peak value of SEY that occurs at energy Û . D(x) is a weighting
function for δts and formulated as D(x) = sxs−1+xs , that provides a good fit to the
measurement data. s is again an adjustable or fit parameter of the yield (e.g. for Cu
s = 1.54). Furman has also presented an alternative formulation for δts using some
other weighting functions (see Appendix F in [42]). The peak value of true SEY δts
as a function of incident angle θ0 is defined as:
δ̂(θ0) = δ̂ts[1 + t1(1− cost2θ0)] , (2.85)
and the model is assumed to have its peak at the normal incident angle of primary
electrons and at the energy Ê:
Û(θ0) = Ûts[1 + t3(1− cost4θ0)] , (2.86)
where t1, t2, t3 and t4 are material parameters, e.g. their values for Cu are 0.66, 0.8,
0.7 and 1, respectively.
In the case of backscattered component, the electrons are assumed to be elastically
reflected back from the impact point with the same energy as incident. Its PDF,
which has a Gaussian distribution, is approximated by
f1,bs = θ(U)θ(U0 − U)δbs(U0, θ0)





and δbs(U0, θ0) will be obtained by integrating Eq.(2.87) over energy U :
δbs(U0, θ0) = δbs(U0, 0)[1 + e1(1− cose2θ0)]. (2.88)
If incident angle assumed to be normal, i.e. θ0 = 0, equation (2.88) becomes:





with the assumption of P̂1,bs > P1,bs(∞), where the function reaches its peak at
U0 = Ûbs. For instance for Cu, P̂1,bs = 0.496 and P1,bs(∞) = 0.02.
For rediffused electrons, the PDF is assumed to have an exponential distribution
and the function reads:
f1,rd = θ(U)θ(U0 − U)δrd(U0, θ0)
(q + 1)U q
U q+10
. (2.90)
The yield for rediffused electrons is given as:
δrd(U0, θ0) = δrd(U0, 0)[1 + r1(1− cosr2θ0)], (2.91)
and if θ0 = 0 (normal incidence), Eq. 2.91 will be modified as:
δrd(U0, 0) = P1,rd(∞)[1− exp(−(U0/Urd)r)]. (2.92)
Except the energy, U , and the angle θ, all parameters mentioned in the formulation
of energy probability density function and the yield (from Eq.(2.87) to Eq.(2.92))
are fitting parameters, which are material dependant. The detailed derivation and
analysis of the Furman model is given in [42].
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Multipactor discharge has been recently observed in various SRF structures, for
instance [20],[166],[75],[98],[103]. Similarly, the discharge exists in the ELBE’s SRF
gun [6] as noted before. The occurrence of MP limits the performance of the gun.
Figure 3.1 shows the schematic diagram of the ELBE’S SRF gun I. MP was predicted
in the gun in early design stages. The results from simulations and measurements at
HZDR indicated multipactor in the gap between the cathode stem and the cavity [6].
Here we describe a numerical study of multipactor discharge that allows us to
analyze MP in RF structures by solving the non-relativistic equation of motion
of electrons in time-harmonic RF fields. The study should also consider the SEY
coefficients of the structure’s materials, as mentioned in chapter two. This makes
the computation more challenging. The numerical simulations were mainly car-
ried out using the 3D simulation software CST STUDIO SUITE® [3]. The results
will be compared to experimental data, as well as to the results from 2DMultipac
code [175]. Our theoretical solution (see Appendix B) and initial numerical compu-
tations confirmed the susceptibility of MP in the vicinity of the cathode. Therefore,
to better understand the MP behavior and identify the range of the electric field in
which it occurs, intensive simulation studies with realistic assumptions have been
performed [139],[142]. Furthermore, various MP suppression techniques have been
studied. Part of our results are published elsewhere [140],[141],[142].
3.1 Simulations using CST Studio
Generally, there are three steps for MP simulations: The first step is the geometry
definition and the calculation of the EM field for the given geometry. The second
step is calculating and tracking the motion of a large number of particles in the
EM field distribution along with the structure. Finally, the third step is identifying
a possible MP behavior in the collection of particle tracking data. All three steps
can be done using CST STUDIO SUITE® [3]. Other features of this software worth
mentioning include the availability of numerous data in the material library, an
advanced probabilistic emission model, and adequate post-processing tools of CST
PARTICLE STUDIO® (CST PS). Therefore, the Particle-in-Cell (PIC) solver of
CST PS was chosen for these numerical studies on MP. PIC solver of CST PS
allows us to compute and analyze multipactor discharge in fully three-dimensional
RF structures. There are also recent MP studies on coaxial waveguides [107], low
beta spoke cavities [109],[13] and quarter-wave SRF photoinjector [98] using CST
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Figure 3.1: The schematic diagram of the ELBE’S SRF gun I. Reprinted from [5], with
permission from Elsevier
PS that provide detailed technical procedures.
The EM field simulation software package CST MICROWAVE STUDIO® (CST
MWS) was employed to compute the operating frequency and the corresponding
EM field pattern within the SRF gun. A complete CST MWS model of the ELBE’s
SRF gun is illustrated in Fig 3.2 (a). The simulated structure was initially designed
at ELBE and imported into CST MWS. The design of this gun was discussed in
detail in [5],[4]. In different stages of the numerical studies, different simplifications
of the complete model of the gun were regarded. Three different models are referred
to in this thesis:
• A simplified model comprised of a half-cell cavity, a cathode unit and a chock
filter (Model A)
• A coaxial structure plus half-cell cavity (Model B)
• And just the coaxial part of the SRF gun (Model C)
The first step to study and analyse the MP behavior was to compute the EM field,
and MP within Model A. The obtained numerical results allow us to evaluate and
analyze the occurrence of MP in the cathode unit of the gun. Moreover, the range
of the electric fields in which MP occurs is identified. A detailed description and
results are presented below.
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Figure 3.2: (a) A complete CST MWS model of the SRF gun that comprises a 1.3 GHz
3.5 cells TESLA-like Nb cavity, a NC photocathode, and a SC choke filter; (b) Model A.
This model consists of a half-cell cavity, a cathode unit and a chock filter; (c) The coaxial
structure (marked in red) plus half-cell cavity structure (Model B); (d) a simplified model
covering just the coaxial part (Model C) that is most relevant with respect to MP. The
coaxial structure of the cathode region. The structure consists of Cu stem (in yellow)
and Nb pipe (in blue green).
3.1.1 Computation of Electromagnetic Field and
Multipactor Discharge within Model A
A complete CST model of the SRF gun comprises a 1.3 GHz 3.5 cells TESLA-like
niobium cavity, a normal conducting (NC) photo-cathode, and a superconducting
(SC) choke filter. The NC photo-cathode is inserted at the circular end of the
niobium half-cell cavity with a 1 mm vacuum gap for thermal and electrical insulation.
The photo-cathode is surrounded by the choke filter to prevent leakage of the RF
field from the cavity. Different eigenmodes, such as TM-Monopole, TM-Dipole,
TM-Quadrapole, TM-Sextupole, TE mode, and hybrid TE and TM, are computed
inside the structure. All the necessary data of the model is published in [4]. The
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fundamental mode of the RF cavity of the gun used for beam acceleration is TM010
(Monopole) at a frequency of 1.3 GHz.
To decrease the number of required mesh cells and reduce simulation time, the
CST’s complete model was simplified to Model A as noted above. Model A consists
of a Nb half-cell cavity, a Cu cathode and a Nb choke filter as illustrated in Fig.
3.3 (b). The Eigenmode solver of CST MWS was utilized to compute EM fields of
the eigenmodes within Model A. Appropriate boundary conditions and sufficient
Figure 3.3: (a): Model A; (b): BC conditions of this model; (c): A hexahederal mesh
representation of Model A.
mesh resolution of the mathematical model are significant to obtain an accurate
result. The perfect electric boundary at the surface and perfect magnetic boundary
conditions at the end of the structure were specified. Moreover, the partial volume
of Model A with proper BC was simulated to enhance the computing efficiency, as
the model is cylindrically symmetry. Two symmetry planes modeled by magnetic
BC were applied, as shown in Fig. 3.3 b, which reduces the computational time by
a factor of four as only 1/4 of the simulated volume needs to be calculated.
Among several simulation parameters which may affect the computational results
of MP, suitable mesh size is usually critical for reliable simulation results. Therefore,
a certain effort was made to optimize the meshing of each simulated model. In
principle, finer mesh-sizes produce more accurate numerical results. However, a finer
mesh requires larger computational resources. For that reason, a mesh refinement
study is required to make a good compromise between accuracy and computational
demands. For the field calculation, the mesh refinement study for the entire geometry
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was conducted, please see Appendix E. Moreover, the growth rate of multipactor
avalanche depends on the local amplitude of the RF electric field. Therefore, a
finer mesh was applied to the region of interest, i.e., the cathode vicinity, using the
local mesh refinement to obtain a local field map with higher precision. The local
mesh refinement approach is one of the features of CST to provide a more accurate
representation of the region of interest. As CST PS only supports HEX meshes with
Perfect Boundary Approximation® (PBA) technique [71] for MP simulations, such
meshing was also chosen for EM field computation as illustrated in Fig. 3.3 (c). The
PBA technique is an efficient approach to represent curved geometry and very large
computational model accurately even on rather coarse HEX meshes [71],[87].
Figure 3.4: Distribution of electric and magnetic fields for Model A. Left: the electric
magnitude of the TM010 mode on z-cut plane at 0 deg phase; Right: magnetic field
distribution of the TM010 mode on z-cut plane at 90 deg phase.
The distribution of electric and magnetic fields of the TM010 mode within Model
A, shown in Fig. 3.4, had values defined for Nx = 115, Ny = 77, Nz = 76 nodes.
The corresponding total number of mesh cells is 649,800. The computed resonant
frequency is 1.298 GHz. The peak electric field on-axis is 18.3 MV/m, which is
normalized by 1 J in the eigenmode solver, whereas the highest field on the surface
in the half-cell cavity is about 47.5 MV/m. The calculated field was imported into
the PIC solver of CST PS for MP simulation.
In PIC solver, the imported MWS model presented in Fig. 3.2 (a) was constructed
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from a "vacuum" body and PEC material was considered as the background material.
However, the background material of PEC is not recognized in the PIC solver. Thus
the model was modified in CST PS by creating a cavity wall with some thickness
to define a different material property on the wall. CST material library provides a
number of materials with predefined secondary emission properties based on three
emission models, namely, an advanced probabilistic emission model developed by
Furman and Pivi [42], an emission model developed by Vaughan [149] and an imported
emission model. In simulations, the material Cu for the cathode (inner surface) and
Nb (300°C Bakeout) for the outer surface was used for the RF surface. Figure 3.5
shows the three kinds of emitted electrons and the contribution of all to the total
SEY curve of Furman’s model for Cu and Nb, which is a function of the impact
energy (Ui) of the incident electron and its incident angle (θ0). The peak SEY, δ̂, of
Cu is 2.1 at 250 eV of corresponding impact energy, Û . Similarly, the δ̂ of Nb is 1.49
at 300 eV of Û , for perpendicular incidence.
Figure 3.5: Furman’s Models of SEY curves. Left: SEY curves for Cu as a function of
the impact energy of the incident electron; Right: SEY curves for Nb as a function of
the impacting energies.
Unlike CST MWS, symmetry plains are not supported in the PIC solver as trajec-
tories of particles might not be symmetrical. Thus, the whole geometric domain was
discretized with a mesh of around 2.5 million mesh cells. Then the EM fields were
internally imported, which is illustrated in Fig.3.4. The amplitude of the on-axis
accelerating field was scaled in PIC solver as the energy of field was normalized to
1 J in CST MWS. The adjustment or calculation of the scaling factor was based on
the actual accelerating field gradient of the cavity.
Having imported EM fields, initial electrons (seed electrons) are required to initiate
the multipactor discharge. Thus initial electrons, including initial energy of electron,
electron emission phases and initial position are assigned for the calculation. The
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initial electrons can be assumed using various types of emission models in CST PS.
Since the susceptibility region was already known, a particle source was assigned to
a single point on the cathode using the Gaussian model. This type of initial source
is denoted as "particle point source" in CST PS. The parameters of this particle
source used in our simulations are displayed in Table 3.1.










Kinetic energy (eV) 4
The point source assumption was reasonable since it is well known that even the
appearance of a single particle at the right time can initiate MP. Nevertheless, to
check for the existence of stochastic fluctuation in the results (if any), an area source
covering the complete inner conductor was also considered for the simulation. Since
both results agreed very well, and to save simulation time, we decided to use the
particle point source throughout the following simulations. Moreover, the space
charge effects were neglected in the PIC simulations as recommended in [34, 84].
The seed electrons were launched during the first period of the RF cycle. When
the electrons hit the opposite wall, a number of secondaries were calculated according
to Furman’s emission model. The discharge process depends on the dynamics of the
fields and the secondary emission properties of the material as discussed in previous
chapters. Two approaches were adopted to identify and analyze MP, i.e evaluate
the time evolution of the number of particles and calculate the average SEY along
the average impact energy. The growth in the number of particles as a function
of time within the volume of the structure is a common characteristics to indicate
and verify MP. Thus, the number of particles over time was evaluated in the Model
A for different levels of the electric field. Figure 3.6 shows the number of particles
within 50 ns. The scaling factor was determined such that the electric field in the
gap varied from 85 to 175 kV/m. This range corresponds to a cavity field in the
range of 1.11 to 2.21 MV/m. Close observation of these results reveals that the
increment of the number of particles within 50 ns takes place between electric field
levels of 1.25 MV/m and 1.85 MV/m. That means resonant conditions for secondary
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emission occur at these field levels that lead to the electron avalanche. Moreover,
the maximum generation of secondaries occurs at 1.55 MV/m, which is in good
agreement with experimental data. The CPU time needed to complete one MP
simulation within 50 ns was around 6 hours using Intel(R) Xeon(R) CPU E5 with
3.30 GHz and 256 GB.
Figure 3.6: The number of particles in Model A after 50 ns for different field levels.
The development of MP in time in the cathode region at 127.7 kV/m is shown in
Figs. 3.7. The corresponding maximum impact energy is 147 eV. These trajectories
demonstrate the stable electron trajectories during their back and forth oscillations.
Moreover, their motion between two opposite impact points and time between im-
pacts demonstrated the type of MP, i.e. the 1st order two-sided MP. The resonant
condition of the trajectories of such kind of MP is discussed in chapter two.
For the detailed analysis of the intensity of MP at the critical field levels and to
easily correspond the results with the MP threshold condition, the average SEY
(δa) and the average impact energy (Ua) were then calculated. A field-level for a
δa function larger than unity indicates a potential multipactor. This implies that
more than one secondary is produced on average for every electron impact, which
results in the rise of the number of electrons in time. The calculations were done for
each separate surface from the collision and emission currents and the collision and
emission powers generated by CST PS. These data enable us to calculate the δa [13]
that is defined as the integral of the emission current divided by the integral of the
collision current. The calculation was made for inner and outer surfaces separately.
Figure 3.8 illustrates the simulation result for Cu (inner cathode surface) and Nb
(outer surface) with a vacuum gap width of 0.75 mm. The δa curve for Cu shows
46
3.1 Simulations using CST Studio
Figure 3.7: Development of MP in time in the cathode vicinity at 127.7 kV/m after 0.2 ns
(left), after 13.4 ns (middle) and after 25.7 ns (right).
Figure 3.8: Average SEY as a function of electric field for copper and niobium surfaces.
The analytical prediction of the field level causing MP is indicated by the red arrow.
that the lower limit Emin and the upper limit Emax of the electric field amplitude
were 70 kV/m and 194 kV/m, respectively. The δa was larger than one for Ua values
between 35 and 50.8 eV. The δa of 1.44 was produced at the gap electric field of
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112.6 kV/m. Additionally, the analytical estimation of the field level and the impact
energy for 1st order two-sided MP in a vacuum gap width of 0.75 mm (see Table I in
Appendix A) were within the MP limits obtained by numerical simulation. Similarly,
the δa for the Nb surface was calculated. The result is displayed in the same figure
(Fig.3.8). The δa of Nb was below one in the whole range of field levels. Thus, the
contribution of the Nb surface to MP was negligible.
3.2 Multipacting Simulation Using Multipac 2.1
Another MP simulations were carried out using 2D code MultiPac 2.1 [175], [174]
to compare with those of previously achieved results using CST MWS and the PIC
solver of CST PS. The program follows similar procedures of MP simulations used in
CST PS. The software provides a MATLAB graphical user interface called MultiPac
Graphical User Interface (MPGUI) to monitor the entire operation and to visualize
the results [174]. The field solver of the code computes EM fields at the frequency of
interest based on the FEM with special third-order elements [172]. ForMP simulation,
the code allows assigning all parameters, such as frequency, field level ranges, SEY,
initial energy of electron, electron emission phases and an initial number of particles.
The motion of a charged particle moving in EM fields is calculated based on the
Runge-Kutta-Fehlberg method [175].
MultiPac supports only the axial symmetric RF structures. An ASCII-file for the
geometry was generated using AutoCAD 2016 [72]. A further simplification of Model
A was required to improve the exact representation of the simulated structure and
compatibility. The simplified model (Model B) comprises a half-cell cavity and a
simplified cathode and cathode vicinity. The outline of Model B is shown in Fig.
3.9 (a). A perfect electric boundary at the surface and perfect magnetic boundary
conditions at the end of the structure were employed. Figure 3.9 (b) illustrates a
TET mesh representation of the model as used in our simulations. The total number
of mesh elements is around 600,000.
Then the EM fields were calculated at 1.3 GHz. The normalized electric and
magnetic fields are shown in Fig. 3.10. For MP simulation, the fields were then
scaled between 1 MV/m and 4 MV/m with the step of 0.5 MV/m. The seed electrons
were set on the cathode wall. The electrons were emitted with an initial velocity
of 4 eV and were considered to be perpendicular to the wall. Then the electron
trajectories were initially calculated for one full RF period of the field, which is from
0° to 360°, with the step size (Phase step) of 5°. When the electrons strike the
opposite wall, the generation of secondaries was calculated. The calculation was
governed by the imported SEY function. Figure 3.11 shows a typical SEY model of
Cu and Nb used for this simulation.
The simulation ran for a number of impacts, N, of 20. The trajectories were then
computed within the specified field levels. The energy of the electron at each impact
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Figure 3.9: (a) The outline of Model B with a perfect electric boundary at the surface (in
red) and perfect magnetic boundary conditions at the end of the structure (in blue); (b)
A TET mesh used for Model B and a mesh representation of the coaxial part is shown
in a zoom.
as well as the average energy of the electron for 20 impacts were also calculated.
Moreover, the possible MP was evaluated as the program calculates the number of
free electrons, the number of secondary electrons, the total number of electrons and
the impact energy of the surviving electrons after 20 impacts. Figures presented
in 3.12 illustrate trajectories of the electrons within Model B. The trajectories
in the cathode vicinity were calculated over a period of 10 ns. During this time,
the electrons gained sufficient energy and their motion synchronized with the fields,
which resulted in stable trajectories in the vicinity of the cathode that led to 1st
order two-sided MP. Additionally, the peak SEY, which is greater than unity, was
obtained at a field level of 112 kV/m and an impact energy 50.3 eV. The final energy
of the electrons after 10 ns was 50.7 eV. The simulation results obtained here are
very similar to that of CST PS results.
3.2.1 Validating Model C
With respect to MP, the cathode region is the most critical part as noted before.
Also, MP is mainly confined to the cathode region. Therefore, this region is of main
interest when aiming to reduce MP and it is reasonable to confine the simulation
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Figure 3.10: EM fields calculation for Model B using MultiPac 2.1. Upper: Electric field
map; Lower: Magnetic field map.
domain to it. A simplified model would thus be covering just the coaxial part of the
cathode region (Model C). The model allows employing a sufficient mesh resolution
for MP simulations, while keeping the computational effort low enough for systematic
optimization studies under various aspects. Model C is validated through comparison
with the simulation result of Model B.
First, the distribution of the electric and magnetic fields in the Model B were
calculated at 1.3 GHz using the eigenmode solver of CST MWS. The maximum
electric field on-axis (accelerating gradient) was 18.3 MV/m, where the field energy
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Figure 3.11: SEY of Cu and Nb used for MP simulation in MultiPac 2.1.
was normalized to 1 J. The calculated EM field was imported to the PIC solver
of CST PS to track the electrons’ movement in the field. Similar to the previous
simulations, the δa for Cu at different field levels was calculated from the emission
and collision data produced by the PIC solver. The calculated δa as a function of
electric field is presented in Fig. 3.15.
Next, the simulations were carried out for a further simplified model (Model C),
shown in Fig. 3.2 (d). The model just comprises a part of the cathode’s vicinity
having the inner conductor diameter of ∅ 10 mm and outer conductor diameter
of ∅ 12 mm. Like previous models, mesh refinement studies were performed (see
Appendix C). The frequency domain (FD) solver of CST MWS was applied to
calculate the EM fields at 1.3 GHz utilizing a waveguide port shown in Fig. 3.13 (b).
Based on the boundary conditions shown in Fig. 3.13 (a), one obtains a standing
wave field in the coaxial line structure of Model C with a maximum electric field of
15.03 kV/m for an input power at the waveguide port of 1 W. The field pattern in
Model C is illustrated in Fig. 3.14. Then, the calculated EM fields were imported
into the PIC solver of CST PS to compute MP.
Figure 3.15 illustrates that the peak δa was obtained at the gap field of 112.6 kV/m.
The corresponding electric field in the half-cell cavity for that case was 1.55 MV/m.
In the same figure, the δa curve (in red) for Model C shows that the field level of
the gap field is in the same range of Model B, although the field interval with MP
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Figure 3.12: The computation of the electron trajectories using MultiPac 2.1.; The upper
plot shows the whole geometry plus the trajectory in its coaxial part in r,z coordinates.
To see the trajectory closely, the coaxial part is shown in zoom-view in the same figure.
The lower plot shows the trajectory of the electrons as a function of time.
is somewhat narrower. Since the values close to the maximal δa were similar, it
is reasonable to consider only the coaxial part of the structure, i.e., Model C, for
further investigation.
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Figure 3.13: (a) The PEC (green) and PMC (blue) are specified on the boundary and
the symmetry plane. (b) A waveguide port (in red) is used as the excitation source.
Figure 3.14: Electromagnetic field in the coaxial line structure at 1.3 GHz. Left: Distri-
bution of the electric field; Right: Distribution of the magnetic field.
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Figure 3.15: Comparison of the two models: coaxial (Model C) vs. the coaxial structure
plus half-cell cavity (Model B). The SEYa curves as a function of the electric field for a
Cu surface.
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Several methods have been proposed and investigated to develop effective approaches
to mitigate MP phenomena for different RF components. For example, RF condition-
ing of the RF structures in order to raise the voltage above the MP zone before the
discharge has time to build up [165]. However, this technique is time-consuming and
can not always stop MP at the operating gradient level. Treatment of metal surfaces
by pulsed-laser irradiation [145] and cleaning the surface of the RF components [60]
are other approaches. Cleaning is an effective method to prevent MP by avoiding
impurities from the inner surfaces and to make SEYa low. To set up the cleaning
procedure is nevertheless complicated in most cases as the RF structures are usually
complex. Anti-MP coatings, such as Titanium-based, e.g. titanium nitride and thin
titanium metal films, and Carbon-based coatings, have been also recommended to
introduce low surface conductivity [94],[113],[153],[150]. An experimental study of
carbon films demonstrated a reduction of SEY below unity [113],[150]. Yet, the
film coating is generally challenging in the sense of obtaining the material which
is compatible with the requirements of high-Q RF systems. Another approach
is geometry modifications or choosing geometries that are less susceptible to MP,
e.g., elliptical cavity shapes that diminish MP phenomenon from superconducting
cavities [65], [67]. Biasing a DC electric or magnetic field on the surface (static
perturbation) can also be used to perturb the resonant conditions of the particle
trajectory. Ylä-Oijala presents a detailed numerical analysis of the effectiveness of
the DC electric biasing method to mitigate MP in straight coaxial lines and ceramic
windows [171],[176],[75]. Similarly, numerical studies of DC magnetic field biasing
technique demonstrate suppression of MP in a rectangular coupler waveguide and
in a coaxial line [45],[49],[50]. Although the static perturbation method is effective
to subdue MP in such structures, they might cause one-sided or other types of MP,
e.g [171]. The other technique for MP suppression is anti-multipactor grooves, e.g.,
rectangularly and triangularly grooved surfaces, that breaks a resonant condition
of MP by trapping the electron in its wall. Recent theoretical and experimental
studies show that changing surface profiles (surface-grooving) of different RF struc-
tures is a good candidate to suppress MP and improve the breakdown threshold for
multipactor [129],[70],[152],[102],[25],[2],[168], [112],[100].
In the present work, the latter four approaches, namely geometric modifications,
such as frusto-conical cathode and varying the gap width, static electric field per-
turbation, anti-multipactor grooves of the cathode’s surface including rectangular,
sawtooth, isosceles, and anti-MP coatings, were investigated numerically to tackle
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MP in the SRF gun. Those remedies were applied to the cathode vicinity of the
SRF gun to check if they allow the MP conditions to be broken down. The results
are discussed below.
4.1 Geometry Modification
A larger gap between the choke and the half-cell should be advantageous to improve
the cleaning of the choke filter. According to the scaling law for the MP threshold,
which was studied in [176], MP may be cured by modifying the dimensions of the
inner and outer conductors of the coaxial line. Therefore, this concept was carefully
adapted in this study, as the geometry of the SRF gun cannot be changed. For
this method, the numerical investigations were performed in two approaches: first,
varying the diameter of the outer conductor and second, developing the frusto-conical
shape of the cathode stem.
4.1.1 Varying the Gap Width
In case of the two-sided or/and the two-point MP for coaxial lines, the discharge
process of MP depends on the RF frequency, f and dimension of the gap given by
the diameter Do of the outer conductor (see Fig. A.1 in Appendix A). Based on
the latter two parameters, the scaling law for the average impact energy (Ua) is
approximated as [126]
Ua ∼ (fDo)2. (4.1)
Therefore, the MP behavior of larger gap widths was investigated at 1.3 GHz nu-
merically. The computations were carried out for gap widths d [cf. A.1] of 0.75, 1.5,
and 3 mm by changing the diameter of the outer conductor Do [cf. A.1] to 11.50,
15.50, and 17.50 mm, respectively. The inner diameter Di of the cathode was kept
constant at 10 mm. Moreover, the simulation results of these gaps were compared
with a theoretical prediction summarized in Table 4.1. The formulas can be found
in Appendix A.
Gap width d = 0.75 mm d = 1.5 mm d = 3 mm
Order of MP n = 1 n = 2 n = 1 n = 2 n = 1 n = 2
Vg [V] 67.7 22.6 270.8 90.3 1083 361
E [kV/m] 90.3 30.1 180.5 60.2 361 120.3
U [eV] 43.1 4.8 172.4 19.2 689.5 76.6
Table 4.1: Analytical solution for first and second order of two sided MP in 0.75 mm, 1.5
mm and 3 mm gap width d.
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For the following comparison of the three models, only the results for Cu (cathode
surface) are discussed in the sense of a worst-case study due to its larger SEYa or δa.
Figure 4.1 shows the evolution of the aggregate number of particles as a function of
time for the d of 1.5 mm. Already within the first 10 ns a significantly higher number
of secondary electrons was produced than at d = 0.75 mm. Since the simulation
above 153.7 MV/m would also lead to a disproportionately high computing time,
the calculation was limited to the first 10 ns due to this clear result. The calculated
δa with respect to the lower and upper field limits, as well as the corresponding
impact energy for this model, is illustrated in Fig 4.2. The peak SEYa (∼2.1) was
only generated at the average gap field of 165.5 kV/m with a corresponding Ua of
162 eV. The Emin and Emax are ∼95 and 336 kV/m with impact energies of ∼35 and
206 eV, respectively. In comparison to the present gap of 0.75 mm, the enlargement
Figure 4.1: Number of particles as a function of time (in ns) for 1.5 mm gap width of
the coaxial line structure.
to 3 mm is considerably shifting MP upwards to higher field levels. The peak δa
(∼2.1), for example, was only generated at 353.8 kV/m with a corresponding impact
energy of 387.3 eV. The same is true for Emin and Emax of ∼190 and ∼596 kV/m as
well as impact energies between ∼40.1 and 712 eV. Very strong and consistent MP
barriers were observed for 1.5 and 3 mm gaps. Also, a larger gap shifts all fields to
higher values. However, the SEYa are about the same for 1.5 and 3 mm, although
at different field levels. In general, the field range in which MP occurs increased by
a factor of approximately 1.8 when doubling the gap width. As Fig. 4.2 shows, a
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3 mm gap improves the lower electric field threshold for MP compared to the other
two gap widths. However, MP is even stronger and broader at higher fields. More
specifically, as previously mentioned, for the latter gap, MP would occur between
Emin and Emax with ∼190 and ∼596 kV/m gap electric field, respectively. This
range of fields corresponds to 2.66 to 8.2 MV/m in the half cell. These fields are
still in the working range of the SRF gun. Therefore, due to the higher δa and the
broader field range where MP may occur, the larger gaps are not preferable here.
Figure 4.2: Average SEYs of Cu and Nb surfaces as a function of gap electric field ampli-
tude for 0.75, 1.5 and 3 mm gap width of the coaxial line structure.
4.1.2 Frusto-Conical Cathode
The other method of geometrical modification is the frusto-conical cathode, as noted
before. To have a better understanding of the effect of this model on MP, at least
three cases were considered in this work. The three models are depicted in Fig. 4.3.
The model consists of the outer part of Nb and the cathode stem (inner side) of Cu.
To develop the shape and to vary the geometry at different positions separately, the
cathode stem was cut into two parts. The diameter D of the cathode stem at three
positions were varied, while the existing diameter of the cathode was 10 mm. Then,
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Figure 4.3: Frusto-conical cathode models for three cases of geometry setup. Left: Case-1
with 5 mm of Dt, 4 mm of Dm and 4 mm of Db ; middle: Case-2 with 5 mm of Dt,
2.5 mm of Dm and 2.5 mm of Db; right: Case-3 with 5 mm of Dt, 2.5 mm of Dm and
5 mm of Db.
three geometrical parameters, namely Db, Dm, Dt, were considered for each of the
three cases. The values of these parameters are listed in Table 4.2.
Parameter Case-1 Case-2 Case-3
Dt [mm] 5.0 5.0 5.0
Dm [mm] 4.0 2.5 2.5
Db [mm] 4.0 2.5 5.0
Table 4.2: Geometric Parameters for Frusto-conical like Cathodes.
The EM field was calculated in the models using the FD solver of CST MWS. A
waveguide port was utilized for the excitation source. The BC of PEC and PMC were
applied on the surface and on both ends of the structure, respectively. Moreover,
two symmetry planes modeled by magnetic BC were applied, which reduced the
computational domain by a factor of four. As noted before, this is not the case
in PIC solver, as PIC simulation doesn’t support symmetric BC. The EM field
distribution was computed on meshes with Nx = 69 Ny = 40 Nz = 40; Nx = 69 Ny
= 40 Nz = 40; Nx = 69 Ny = 41 Nz = 41; of nodes for the first, second and third
of model, respectively. The calculated EM field was imported into the PIC solver
for MP simulations. In the PIC solver, the point-source-like initial electron emission
was assumed for the inner side of the Nb surface. The detailed set up of the particle
source is presented in Table 3.1.
Figure 4.4 presents the electric field distribution of the three proposed models. A
heterogeneous field distribution is depicted within the models. The strongest field
distribution is observed nearby the end of the half-cell (at Dt). The shape of the
models was assumed to break down the resonant conditions by disrupting the transit
time of the electrons between impacts as well as by trapping the electrons, where the
electric field strength is weak. However, almost in all cases, the close observances on
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Figure 4.4: Electric field distribution within three Fursto-conical-like models on the cut
plane (2D). Left: Case-1; middle: Case-2; right: Case-3. The maximal field values are
clamped to different values for better visualization of the results, i.e. 27,161 V/m for
Case-1, 37,355 V/m for Case-1, and 18,719 V/m for Case-3, respectively.
the particle trajectories revealed that certain electrons flew to nearby the end of the
half-cell. As a result of that, the secondary electrons were gaining sufficient energy to
grow exponentially due to the locally higher electric field magnitude. The δa was also
Figure 4.5: The SEYa for three cases of Fursto-conical models as a function of the electric
field. Left: SEYa function for Nb surface; Right: SEYa function for Cu surface.
calculated for the Cu and Nb surface for various field levels separately. Figure 4.5
illustrates that almost in the case of all three setups, the δa values for the Cu surface
are above unity for the entire range of field level. These results also revealed that
strong emissions in all cases of Cu surface rather exist for the broader range of field
compared to the result obtained within Model C, as presented in Fig. 3.8. Moreover,
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unlike Model C, the Nb surface has a considerable contribution to the emission of
secondary electrons. Thus the Frusto-conical-like models were unsuccessful in being
a cure for MP.
From the close monitoring of the particle trajectories, the Case-3 geometry setup
seems to be a promising model as the decreasing number of particles was observed
at 112 kV/m, where the peak δa was obtained in Model C, in the first few ns of
simulation time. Yet, the number of particles started to rise after a certain time
due to the surviving particles reaching the top of the cathode, where the magnitude
of the electric field is high. Then, these particles continued to produce secondaries
by impacting the wall with adequate energy. Furthermore, the secondary electron
emissions for Cu surface have occurred in a vast range of electric field levels of
153 kV/m to 969.1 kV/m. The peak δa of 1.98 was obtained at ∼562 kV/m. The
corresponding impact energy is 350.3 eV. In the case of Nb surface, although the δa
values were low in those ranges of electric fields, they were not negligible as some
values were still above unity.
The Frusto-conical-like geometries of Case-1 and Case-2 models also exhibited
possible secondary emissions and multipactor effect. The former model showed less
electron emission compared to the other two models (Case-2 and Case-3). However,
the δa values of the Cu surface were greater than unity at all field levels. The peak
δa of this surface is 1.64 at ∼119 kV/m. In the second model, the peak δa of ∼1.903
and ∼1.394 for Cu and Nb surfaces, respectively, at field level of 311.7 kV/m. The
peak secondary electron emissions at both surfaces corresponded to impact energy
∼ 282.51 eV and ∼ 318 eV, respectively.
4.2 DC Biasing (Static Electric Perturbation)
The two-sided MP is commonly observed in the coaxial and rectangular couplers. A
similar kind of MP was observed in the coaxial line structure of the cathode vicinity of
the SRF gun in Dresden-Rossendorf, as noted in chapter 3. Successful suppression of
MP is demonstrated in these kind of structures by DC biasing method [176],[45],[50].
A detailed analysis of this method to suppress MP in coaxial lines was discussed
in [126],[176]. The idea behind applying a DC electric bias is to perturb the flight
time of the particles between impacts so that the resonant conditions for MP can
be disrupted [64]. In general, the set up of these simulation studies closely follows
the DC electric bias method for a coaxial coupler. In a coaxial line structure, the








where rout and rin are the outer and the inner radius of the structure and (r, z) are
the radial and longitudinal coordinates of a field point in a cylindrically symmetric
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structure. The suppressing DC voltage (V ) satisfies the following general scaling
law:
V ∼ Dzf, (4.3)
where f is the frequency, and D is the outer diameter of the coaxial line. To study
Figure 4.6: Number of particles as a function of time for various DC bias voltages. MP
can be suppressed in case of 500 V and 100 V.
the effect of the DC electric bias on MP in the cathode vicinity, the simulation
has been performed in two ways: defining the voltage directly at the cathode and
importing an electrostatic field to the cathode region after computing it separately.
In both cases, the results were similar. The results were obtained by varying the
suppressing DC voltage in the range of 15 to 500 V. As it is illustrated in Fig. 4.6,
MP is totally suppressed from the vicinity of the cathode in the case of 100 V after
1.5 ns. It could also be sufficient to supply 50 V to the device in order to suppress
MP. However, practically, a high voltage (up to 7 kV) is required at the cathode
to suppress MP [134]. Therefore, further experimental studies might be required to
match the results.
4.3 Anti-Multipactor Grooved Surface
The basic principle to suppress MP discharge using a grooved structure is to disturb
the resonant condition by altering the trajectories of the electrons and by dimin-
ishing the transit time. Consequently, the secondaries are trapped by the grooved
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surface. Such kind of surface was first proposed in [70]. Recent experimental and
numerical studies exhibited the success of this approach in reducing the emission of
secondary electrons for different RF structures [152],[20],[102],[2],[153],[169]. This
work closely follows the general concept of those studies. The grooved surface can
be manufactured, for example, mechanically by rolling or extrusion and by infrared
laser [151].
In the present study, the models, such as cylindrically symmetric rectangular
groove (CSRG), cylindrically symmetric isosceles groove (CSIG), and cylindrically
symmetric sawtooth groove (CSSG) on the cathode stem surface, were developed.
The Cu material of the inner surface and the Nb material of the outer surface with a
peak SEY of 2.1 and 1.4, respectively, were considered in all three cases. Because of
practical reasons, grooving was considered only on the Cu wall, i.e., the inner part
of the coaxial line structure.
Figure 4.7: The movement of exemplary secondary electrons in the grooved surfaces. Left:
Rectangularly grooved surface; Right: Isosceles triangularly grooved surface (θg+ α2 =
π
2 ).
Figure 4.7 displays a graphical sketch of the motion of exemplary secondaries in
the rectangular and triangular grooved surfaces. The electron e− enters this surface
and hits the wall with a certain impact angle. Thus, the first secondaries (es1)
are produced. Some of these secondaries might escape the groove depending on
the impact angle. The others hit the opposite side of the wall, where either they
might be absorbed or a second-generation electron (es2) might be produced. This
process is repeated until the energy of the higher generations becomes too low, and
all secondaries are absorbed by the surface [102]. In general, most secondaries are
unlikely to survive after multiple collisions.
The success of this method to mitigate multipactor discharge was intensively
investigated in this work. The numerical studies of the grooved models demonstrate a
significant reduction of the number of particles during the first 5 ns of the computation.
Therefore, based on these simulation results, the models were then further optimized
using a Trust-Region algorithm so that the optimal geometry was found to suppress
MP. Up to now, there are only few research results on geometric parameters of
such kind of grooved models. To the best of this author’s knowledge, such an
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approach of global optimization wasn’t considered for grooved types of models yet.
The optimization algorithm will be briefly discussed below.
4.3.1 Multi-dimensional Optimization using Trust-Region
Algorithm
First, the geometric parameters of the grooved surfaces with respect to the number
of particles over time were optimized manually. The optimization results will be
discussed below. This gives certain flexibility to choose dominant parameters for
further optimization studies. Then optimizing the geometric parameters of the
models was done using the so-called trust-region algorithm, which is implemented
in CST [3]. The initial parameters were chosen based on the manual optimization
results, which was already close to optimum. The automated optimization of the
grooved surfaces is based on the optimization goal that the δa is lower than the
threshold, i.e., less than unity, for each possible combination of parameter values.
Additionally, the impact energy is expected to be lower than the first crossover energy
of the SEY curve for the materials.
Line search and trust region methods are two traditional numerical iterative meth-
ods for solving optimization problems. Unlike the line search approach, the trust-
region method (TRM) calculates a new iterative point within a trust-region at the
current iterate, while line search method computes a new iterative point along a
descent direction at each iteration. K. Levenberg initially introduced the TRM in
1944 as a modified version of the Gauss-Newton method [74]. The work was then
extended and advanced by many researchers. The method is well reviewed in [177],
[178].
The TRM basically carries out three main steps to obtain optimum parameters.
First, based on a model function, the objective function will be approximated within a
trust-region in which we trust our model. The original objective function minx∈Xf(x),
where X ⊂ Rn, is approximated either by a quadratic or a linear model. In CST PS,
the linear model function mk(s) is used to approximate f(x). With a given initial
point, the mk(s) builds up in a trust-region. In the case of our optimization problem,
the initial parameter values and the initial parameter bounds or the initial trust-
region radius, ∆k, were chosen based on our previous manual optimization work,
which will be discussed in the following sections. In the next step, the algorithm
solves the trust-region subproblem to determine a candidate trial step (sk). TRM
resolves the subproblem if the trial step results in an increase in the objective function.
Then, if the solution indicates an acceptable reduction of the goal function, the radius
of the trust-region will be updated (increased) for the next evaluation. This will
be repeated until convergence. The basic algorithm is stated in Appendix D. The
algorithm can be chosen as a global or local optimization in CST PS.
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4.3.2 Effect of CSRG Surface on Multipactor Discharge
The CSRG surface is depicted in Fig.4.8 (left). The structure is mainly described
by three parameters, the width, w, the depth, h, of each groove, and the distance or
gap between two neighboring grooves, g. The grooves tips and valleys were rounded
with a radius of 0.05 mm and 0.001 mm, respectively. Such a structure provides an
attenuated amplitude of the electric field at the bottom surface, and thereby the
electron energy was reduced remarkably. More importantly, this surface limits the
electron transit distance so that many electrons might impact the sidewalls and the
bottom of the grooved surface with low energy several times during a half RF period.
Thus, the resonant condition discussed in Section 2.5 might not be fulfilled, and
thereby the δa reduces.
Figure 4.8: Left: The profile of CSRG surface; Right: Electric field distribution inside of
two CSRG surfaces on the z-cut plane.
The EM fields at 1.3 GHz were calculated using the FD solver of CST MWS. The
electric field distribution in the CSRG model is shown in Fig. 4.8. The model was
equipped with a waveguide port similar to model C shown in Fig.3.13. The PEC and
the PMC BCs were used at the surface and at the end of the structure, respectively.
Furthermore, the two symmetric boundary planes modeled by magnetic BC were
applied, as illustrated in Fig. 3.13. The latter reduces the computational resources,
such as computation time and memory, due to the reduced domain size. To obtain a
field map with sufficient accuracy, for a reduced calculation domain of CSRG surface,
65 cells per wavelength, were required, resulting in a number of about 743,444 mesh
cells (with Nx = 222, Ny = 59 and Nz = 59 nodes). The calculated EM fields were
imported into the PIC solver to proceed with the MP simulation. The amplitude of
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the electric field was scaled in the PIC solver based on the actual electric field in the
cavity.
The motion of the electron is usually closely associated with the initial condition of
the seed electron and the field pattern. The parameters used for the initial electrons
are similar to the previous simulations in Chapter 3. Gaussian PIC emission model
with the kinetic energy of 4 eV was considered as a point-like particle source in the
cathode vicinity. The electrons emitted at the 210◦ phase of the field, were the
highest number of particles observed within Model C. Furman’s SEY models have
been considered for the cavity pipe wall as well as the cathode. In the case of PIC
simulation, as a full computational model was considered, around 2.9 million mesh
cells were utilized. The solver used a computational time of around 3 hours for each
individual simulation run. Five to six PIC solver simulations were run within 10 ns
for each parametric geometry study. First, the simulations were done varying only
one geometric parameter at a time, while considering the other parameters constant.
Figure 4.9: Left: Number of particles over time in case of varying the width w of the
CSRG surface.
The probability of an electron entering into the grooves and being captured by the
CSRG surface depends on the width w. The effect of w was investigated with the
values of 0.2 mm, 0.3 mm, 0.4 mm, 0.6 mm, 0.8 mm, 1.0 mm, 1.2 mm and 1.4 mm,
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while the depth h = 0.8 mm and the distance between two neigboring grooves g =
0.4 mm were assumed constant. The simulation results reveal that the number of
particles were significantly reduced for a width w ranging from 0.2 mm to 1.0 mm
as shown in Fig. 4.9. However, if the groove is wider (see the result of 1.2 mm and
1.4 mm), the number of particles starts to increase within 10 ns. This is for two
reasons: the electron can easily escape the groove and hit the wall within half-RF
period and/or secondary electrons are produced in the groove itself as the electrons
impact the side walls of the groove.
Figure 4.10: Left: Number of particles over time in case of varying the height h of the
CSRG surface.
Figure 4.10 shows the number of particles as a function of time within the CSRG
model for different values of height h. The influence of h was studied by varying
its value from 0.2 mm to 1 mm. The other parameters such as the width w =
0.4 mm and the distance between two neighboring grooves g = 0.4 mm were kept
constant. A deeper height h demonstrates a total suppression of the emission of
secondaries. The electrons were trapped in the CSRG surface with the large h, as
the surface provided sufficiently attenuated electric field and destroyed the resonant
conditions of the trajectories of the particles. If h is too small, for example 0.2 mm,
as shown in Fig. 4.10, the electrons can easily escape the groove and produce the
secondary electrons by maintaining the resonant conditions. In this case, MP can
occur. A similar study was carried on the distance g between two neighboring
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grooves. The effect of this parameter on δa was comparatively small within a wide
range. A significant reduction of the number of particles was observed for a distance
g between two neighboring grooves between 0.2 mm and 1.8 mm within 10 ns. A
very slight increase was detected only for a distance g of 2 mm. Based on these
simulation studies, to determine the best optimal model, the parameters w and h,
i.e. width and height of the rectangular grooves, were further optimized.
The model was then optimized with respect to δa of the Cu and Nb surfaces using
the trust region algorithm, as already noted. The initial parameters were chosen
based on the above manual optimization results, which was already close to optimum.
This gave some flexibility to choose a dominant parameter for the optimization of the
grooved surface. The optimization goal was to have a δa less than unity. Additionally,
the impact energy is expected to be lower than the first crossover energy, Uc1 of the
SEY curve of the respective material. Even though a rather powerful computer
(Intel(R)CPU E5 with 3.30 GHz and 256 GB) was used for our optimization of such
complex surfaces, the computational time still typically takes around three hours
for one iteration of the PIC solver with 2.9 millions mesh cells. Using the TRM, the
solver was carried out 18 times to obtain the best optimal parameters.
Yet, the best optimal parameters of the CSRG surface are a width of w = 0.328 mm,
a height of h = 0.865 mm and a distance between two neigboring grooves of g =
0.48 mm. For these parameters, the δa for Cu and Nb surfaces reached 0.93 and 0.63,
respectively, at 112.6 kV/m, where the peak generation of secondaries was observed
within Model C. The corresponding average impact energies for Cu and Nb were
21.1 eV and 49.1 eV, respectively. These values are lower than the first crossover
energies (Uc1), i.e., 27.3 eV and 76 eV, for Cu and Nb, respectively. The optimization
procedure and some results are presented in Appendix D. Next, the amplitude of
the electric field was swept for the wide range of 78.62 to 215.3 kV/m in order to
obtain the limits of field levels for MP for the optimal parameters. As illustrated in
Figure 4.11, all values of the calculated δa for Cu and Nb stay below the threshold,
which is unity. Therefore, MP can be avoid at all field levels.
4.3.3 Effect of CSIG and CSSG Surfaces on Multipactor
Discharge
Next, the influence of two triangularly grooved surfaces, namely the CSIG and
CSSG, to MP were investigated. The CSIG surface (shown in Fig. 4.12) was
constructed from two tilted surfaces with the same grazing angle of θg. The groove
tips were blended as noted before, since practically manufacturing the sharp tips is
expensive [152], [102] and must also be avoided per se due to otherwise occurring
excessive field enhancement. The blend radius is 0.05 mm. Similar to CSRG, initially
three parameters, the width, w, the depth, h, of each groove, and the distance or
gap between two neighboring grooves, g were varying in the simulation study.
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Figure 4.11: Comparison of the δa of the CSRG model with that of a flat surface. The
CSRG surface reduces the δa below unity.
The EM field was computed at 1.3 GHz within the model using the FD solver of
CST MWS. Like the above models, the PEC surface and the PMC BC at both ends
of the structure were assumed. The two symmetry planes of magnetic walls (Ht = 0)
were also considered to reduce the size of the computational model. The converged
result was obtained for a number of around 750,000 mesh cells (with 65 cells per
wave length). The distribution of the electric field in the CSIG surface is illustrated
in Figure 4.12. The field intensity is represented with the color distribution. The
EM fields were imported into the PIC solver for MP simulation. Again, the fields
were scaled in PIC solver based on the actual electric field in the cavity. The PIC
simulation was performed for the complete computational model using a total number
of around 3 million of HEX mesh cells (with Nx = 222 Ny = 117 Nz = 117).
CSIG and CSSG surfaces with deeper grooves have shown reduced MP in the
simulations. The simulations have been performed varying only one geometric
parameter at a time while considering other parameters constant. Initially, the
MP dependence on the depth h has been studied. In case of the CSIG, the depth
h has been varied from 0.2 mm to 0.8 mm while the distance g = 0.5 mm and the
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Figure 4.12: Left: The CSIG model with a period of g + w, i.e. distance plus width;
Right: Electric field distribution inside of a zoom with three CSIG surfaces on the z-cut
plane.
width w = 0.3 mm were considered constant. The parameters g and w were initially
chosen arbitrarily. As shown in Fig.4.13, the grooves with depth h = 0.4 mm had
a significant impact on MP. Considering the manufacturing costs, the groove with
a depth of 0.4 mm is more advantageous compared to the groove with a depth of
0.6 mm as they have approximately similar MP effect. Moreover, it displayed that
a groove with smaller h, i.e., 0.2 mm, has a risk of MP occurrence. Except for a
depth of h = 0.2 mm, similar results were observed in both CSIG and CSSG surfaces
as presented in Fig. 4.13. Deep grooves of CSIG and CSSG surfaces disturb the
electron trajectories and also attenuate the fields inside the grooves, and therefore,
they do not allow the secondary electrons to gain sufficient energy. Thereby the
resonant electron production is prevented.
A significant rise in the number of particle with time was observed while varying
the width w of the triangular grooves. Now, the depth h = 0.4 mm, and the distance
g = 0.2 mm were kept constant during the simulations. The CSIG surface with
wider width does not strongly attenuate the field. It, therefore, allows the secondary
electrons to gain sufficient energy, resulting in a raise in particle number over time,
as illustrated in Fig. 4.14. Comparatively, grooves with a width w of 0.2 mm have
shown less MP in the cathode vicinity. Moreover, wider widths with 0.6 mm and
0.8 mm resulted in a significant rise in particle number over time. This is probably
because the electrons could escape easily with sufficient energy from the groove the
wider it gets.
Finally, the parameters h = 0.4 mm and w = 0.3 mm, i.e. the depth and the
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Figure 4.13: Particles vs time graph for varying the depth h of the CSIG (left) and CSSG
(right) surfaces.
Figure 4.14: Particle vs time graph by varying the parameter w of the CSIG and CSSG
surfaces.
width of the triangular grooves, were kept unchanged while varying the distance g for
CSIG and CSSG models. In both cases MP could sufficiently be suppressed for all
parameter values as illustrated in Fig. 4.15. Therefore, the impact of this parameter
was less compared to others as no significant change in the number of particles was
observed within the given range.
In conclusion, varying the width w of the CSIG and CSSG surfaces had significant
impact on the MP compared to varying the height h and the distance g. As w of the
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Figure 4.15: Particles vs time graph in case of varying the distance g of the CSIG (left)
and CSSG (right) surfaces.
grooves gets wider, the number of secondary particles rises (studied up to 0.8 mm),
and MP is observed. Almost similar numerical results were observed for both kind
of surfaces in all parametric studies. Therefore, as manufacturing the CSSG surface
requires more effort than the CSIG, a further study was carried out concentrating
only on the CSIG model.
For the automated optimization, besides the width w, the effect of the angle α
or the grazing angle θg was studied as well, as previous investigations showed that
the δa is sensitive to the angle α [70],[102]. Therefore, in the present study, the
two main parameters, such as the width w and the angle α were considered. The
optimization procedure and some results are presented in Appendix D. The optimum
parameters for the CSIG are a grazing of θg = 88.8° or angle α = 45.6° and a width
of w = 0.293 mm. The model reduces the peak of δa for Cu and Nb to 0.897 and
0.301, respectively, at 112.6 kV/m, where the maximum generation of secondaries
was observed within the flat gap. The corresponding average impact energies are
15.60 and 28.54 eV for both Cu and Nb, which are lower than the first crossover
energies (Uc1) of 27.3 eV for Cu and 76 eV for Nb, respectively. Next, to obtain
the field level with respect to δa for the CSIG surface, a parameter sweep of the
electric field amplitude was performed from 78.62 kV/m to 212.27 kV/m. As Fig.
4.16 depicts, all values of the calculated δa for Cu and Nb within this amplitude
range of the electric field are below the threshold, which is unity. Therefore, MP
is totally suppressed in the region. The δa curves for a flat surface (Model C) are
shown in the same figure as a reference.
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Figure 4.16: Comparison of the CSIG model with a flat surface with respect to MP in
terms of δa. The isosceles surface reduces the δa below the threshold.
4.4 Anti-Multipactor Layer
Anothr candidate for the mitigation of multipactor discharge, namely anti-Multipac-
tor layer or thin-film coating, was also studied. Coating various thin films with a low
SEY can reduce the secondary electron emission and MP effects, as the SEY function
is mainly considered to be influenced by the uppermost material layer from 3 to
5 nm [101]. The present work was conducted in collaboration with the University
of Siegen. The SEY experimental platform was set up at the University of Siegen
based on the designs from CERN. The experimental setup and the principle of the
measurement on SEY are presented in [113]. The SEY measurements for various
materials, such as Titanium Nitride (TiN) and Carbon (C), Molybdenum (Mo),
Copper (Cu), and Niobium (Nb) with different samples were carried out by our
partner Dr. Christoph Schlemper and Dr.-Ing. Michael Vogel from the Chair of
Surface and Materials Technology of Prof. Dr. Xin Jiang, Institute of Materials
Engineering at University of Siegen within the framework of the BMBF-funded joint
project 05K2013- HOPE: High brilliance photoinduced radio frequency electron
sources. Quasi in-situ measurements were utilized to evaluate SEY. DC and RF
magnetron sputtering were implemented for the deposition of thin films. The films
73
4 Multipactor Suppression Techniques
were deposited on substrates, namely Copper (Cu), Molybdenum (Mo), and Silicon
(Si), with a thickness of 400 to 600 nm. The experimental studies on SEY for various
substrate materials, such as Cu, Nb, Mo, and the two film materials C and TiN,
were discussed in [113],[150]. The effect of the surface conditions, various cleaning
processes, and coating methods concerning SEY values were considered in these
papers.
Figure 4.17: The measurement data of SEY for various materials obtained from our
partners at the University of Siegen.
The comparison of the SEY-measurements on different materials shown in Fig.
4.17 reveals that coating TiN and C are found to be promising in terms of avoiding
MP by lowering the SEY value. The SEY values of other materials used as a substrate
are also presented in the same graph. These experimental results demonstrate that
the SEY value of ∼0.8 and ∼1.0 can be achieved by using optimized C and TiN
films, respectively.
In this work, based on the measurement data of SEY, the δa as a function of field
levels were evaluated. The numerical studies were carried out using our computational
model (Model C) (see Fig. 3.2). However, the computational model was constructed
from a C cathode stem and a Nb pipe, as the C coatings are the best method
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Figure 4.18: The numerical results for the δa of C and Nb as a function of electric field.
to achieve low SEY comparing to TiN, as noted above. The EM field was then
calculated using the FD solver of CST PS. Similar to the above-simulated model,
the port and the BCs were set, as illustrated in Fig. 3.13. The same mesh settings
used there (in Section 3.2.1) were also considered for this simulation. The EM field
was then imported into the PIC solver as a base of MP simulation.
For the MP calculation, all the initial conditions and set up of the seed electrons
were assumed as presented in Table 3.1. The secondary emission was governed by
the imported SEY function of C and Nb. The material properties, such as the
EM properties and the thermal properties, of C and Nb, were defined according
to the data in the CST’s material library. Then the δa for the inner and outer
surfaces were calculated separately. This calculation was done in the range of 85
to 175 kV/m of the gap electric field levels. As evidenced by the illustration in Fig.
4.18, the δa values are far below one in the case of all field levels for both surfaces.
The peak δa values for C and Nb of 0.57 and 0.62 were obtained at 527.0 kV/m
and 481.7 kV/m, respectively. These values corresponded to the impact energy of
92.79 eV and 84.42 eV. These numerical studies confirm that the C coatings method
is a good candidate, as proposed in [113],[150], to avoid MP as the SEY values are
below one in all field levels.
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5 Uncertainty Quantification and
Sensitivity Analysis in Multipactor
Threshold
One of the main parameters for MP calculation is the SEY function, as discussed
in previous chapters. In practice, any contamination and air exposure can cause
an increase of the SEY values of the materials used in particle accelerators, for
example, adsorption of oxygen on the Cu surface [146],[101]. The MP threshold is
highly determined by the presence of uncertainty in the SEY. Thus the study on the
impact of the variation of the SEY function in terms of the MP threshold is crucial.
Therefore, based on the result from the suppression of multipactor methods discussed
in Chapter 4, the robustness of the proposed models, namely CSRG and CSIG, was
examined through uncertainty quantification (UQ) and global sensitivity analysis
(GSA). The UQ [132] was carried out to appraise and quantify the impact of the
SEY uncertainty for newly designed and optimized models of the cathode vicinity.
For this purpose, we applied the advanced tools, i.e. the generalized polynomial
chaos expansion (gPCE), to quantify the effect of uncertainty and to assess to which
extent the achieved results of the models can be affected by changing the values of
the SEY. Moreover, the systematic investigation of the SA [110] was performed to
identify the key parameters of SEY curves that influence the uncertainty of the model
output (δa) the most. Among various SA approaches, the Sobol sensitivity indices
(SSI) [124],[125], which are considered as the most accurate sensitivity measure, based
on generalized polynomial chaos (gPC) were applied.
5.1 Sobol’ Decomposition
Assuming a computational modelF represents the behavior of the considered physical
system and the N probabilistic model parameters XN , the computational model can
then be written as Y = F(X1, X2, ..XN). The main approach of Sobol to define the
SSIs is the decomposition of the mathematical model Y = F(X) into summands
of different dimensions. Assuming ξi is the independent random input variable, the
Sobol or ANOVA (ANalysis Of VAriance) decomposition of the stochastic output
Y = F(ξ1...ξN) is [124], [125]






fij((ξi), (ξj)) + ...+ f1...N(ξ1, ..., ξN), (5.1)
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and the Sobol’ decomposition of F(ξ) is unique if the other terms are orthogonal to
each otherˆ
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due to the orthogonality properties, by using Eq. 5.1 and Eq. 5.3, the total variance










Vij + ...+ V1,...,N , (5.4)





f 2i,...,j(ξi, ..., ξj)dξi, ...ξj, 1 ≤ i and j ≤ N (5.5)
The Sobol’ sensitivity indices can be defined as the ratio of the partial variances to




, {i1, ..., is} ⊂ {1, ..., N}, (5.6)
that measures the amount of the total variance caused by the interaction between
the uncertain input variables. The influence of the individual random input variables
can be obtained by computing the first order indices Si, whereas the higher order
indices explain the effect of their interaction to the model output and their sum can






Sij + ...+ S1,...,N = 1. (5.7)
One example of the statistical approaches to evaluate the SSI is the Monte-Carlo
method. The method requires O(n2) evaluations for n sample sets of input vari-
ables for sufficient accuracy, which typically necessitates thousands of model eval-
uations [164]. Additionally, a simplified Monte-Carlo sampling method requires
O(n2N) evaluations of all indices in Eq. 5.7. This indicates that the cost grows
exponentially with the number of input variables, N . Hence, this makes the method
computationally very demanding.
The other technique is the polynomial chaos (PC) method for UQ as well as SA.
The idea was originally introduced by Wiener [158], where the mathematical model
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is represented by stochastic PDE and the solution can be found using deterministic
sampling methods. The classical approach of this method, which was first described
by Ghanem and Spanos [47], is extended to the so-called generalized polynomial
chaos (gPC) method [164]. The gPC uses the special class of orthogonal polynomial
basis functions called polynomial chaos expansion (PCE) for the model solution to
construct the surrogate model. The first step to determine the PCE is computing the
coefficients, which will be explained in the following sections. The main advantage
of using this method in GSA is once the coefficients are obtained in the intermediate
computation, the solution for first and higher-order indices follows by simple ana-
lytical formulae [130]. The computational cost is reduced significantly compared to
Monte-Carlo methods. In the present work, due to its computational efficiency, a
gPC approach was applied to investigate the propagation of uncertainty in the SEY
on the model output and to compute all the Sobol’ indices (stated in Eq. 5.7).
5.2 Polynomial Chaos Expansion
A uniform distribution for input parameters is considered in ∼ U(a, b). The model
output of the stochastic process Y can also be represented by a series of multivariate





ci are the PC coefficients of the expansion of the random variable Y and ξ are
independent and uniformly distributed random variables in U [a, b]. For practical






Uniform Legendre 12 1 [−1, 1]
Beta Jacobi (1−x)a(1+x)b2a+b+1β(a+1,b+1) (1− x)
a(1 + x)b [−1, 1]
Exponential Laguerre e−x e−x [0,−∞]
Gamma Generalized xae−xΓ(a+1) x
ae−x [0,−∞]
Laguerre
Table 5.1: Famillies of orthogonal polynomials with various standard continuous PDFs
and the corresponding weighting functions with their support range. Table taken
from [36].
application, the infinite basis function in Eq. 5.8 can be truncated to a limited
number of basis polynomials M . The optimal choice for uniformly distributed model
parameters is the orthogonal multi-variate Legendre polynomial, which is one of the
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common orthogonal polynomials families shown in Table 5.1. Then the quantity of
interest Y can be approximated using a series expansion ofM−1 withN independent
uniformly distributed random variables:
Y ≈ Ŷ =
M−1∑
i=0
ciΨi(ξ), ξ ∼ U [−1, 1]N . (5.9)
The multi-variate Legendre polynomials Ψi(ξ) can be determined by the product of
uni-variate polynomials Lαi(ξi), where each multi-variate basis Legendre polynomial




Lαi(ξi), α ∈ IN,p, IN,p = {α = (α1, ..., αN) ∈ NN0 : ‖α‖1 ≤ p},
(5.10)
where ‖α‖1 is the 1-norm of the multi-index α, i.e., ‖.‖1 = α1 + ... + αN , p is the
order of expansion and ξi are mutually independent N -dimensional random variables.
In such a case, the total number of basis polynomials M can be determined by the









p!N ! . (5.11)
Usually, the higher the order of PC basis functions, the more accurate represen-
tation can be found. However, the higher number of unknown coefficients with a
larger number of stochastic dimensions need to be solved. A detailed mathematical
description of the gPC approach can be found in [164].
The determination of cα in the expansion of Ŷ enables us to characterize the
uncertainty and to evaluate the SSI directly. Among others, the projection approach
of a non-intrusive PCE method allows determining the cα by projecting the expansion
of Ŷ on each basis polynomial [131], [36]. This approach then uses the following





where 〈., .〉 denotes the inner product. The evaluation of 〈ψα(ξ),Ψα(ξ)〉 is known
exactly based on the orthogonal relation of the Legendre polynomial. By using the
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where I is the domain ([a, b]N) of ξ with the probability measure of the associated
weighting function w(ξ), which is one in case of Legendre polynomial as noted in Table
5.1. The integrals in Eq. 5.14 can not be integrated analytically. Thus the numerical
integration should be applied, which requires the evaluation of the deterministic
model at each quadrature node. One approach to compute the integrals numerically
is a multi-dimensional cubature based on tensor and sparse grids using Smolyak
algorithm [115],[114]. The latter grids were used for our numerical calculation as
it is computationally efficient. The method is described in detail in [114] as it was
successfully implemented in our working group using the MATLAB® library called
QUNIPALM1. This code was initially used for bio-electrical engineering problems
in our research group for the investigation of human brain models [114]. Then it has
been employed for the applications of accelerator physics, some works can be found
in [57], [116] [58]. This technique was also adapted and implemented in the present
work.
Similar to Eq. 5.1, the decomposition of the PCE of Ŷ for the term M − 1 can
be rewritten as [130],[85]
















Once the PCE coefficients are computed, the probability density function (PDF) as
well as the stochastic moments of the figures of merit, such as the mean µ and the
standard deviation σ, of Ŷ can be determined. The first coefficient of the gPCE in
Eq. 5.15 is equal to the mean value µ of the Quantities of Interest. The µ and σ of
















5.2.1 Generalized Polynomial Chaos based Sobol’ indices
The gPC based calculation of SSI was initially described by Sudret [131],[130]. The
mathematical expression of the gPC based SSI can directly be driven from the gPC
expansions in Eq. 5.15. Due to the orthoganality of the bases functions, the first
1QUNIPALM stands for Quantifying Uncertainties using a Non-Intrusive Projection Approach
Library for Matlab.
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, Ai = α ∈ A : αi > 0, αi 6=j = 0 (5.18)







, AT = α ∈ NN : αi > 0. (5.19)
5.3 Uncertainty Quantification and Sensitivity
Analysis for the Grooved Models
The aim of this investigation is to apply the gPC-based method for UQ and SA for
the optimized grooved models. Figure 5.1 depicts the grooved geometries, namely
the CSRG and CSIG, considered for the computations. The models are discussed
in detail in Chapter 4. The inner and outer surfaces are made of the Cu and Nb
materials, respectively. In this work, in order to calculate the MP threshold, the
SEY curves modeled by Furman and Pivi for Cu and Nb materials were considered.
The SEY is a function of the impact energy (Ui) of the incident electron and its
incident angle (θ0). As illustrated in Fig. 3.5, the peak SEY, δ̂, of Cu is 2.1 at 250 eV
of corresponding impact energy, Û . Similarly, the δ̂ of Nb is 1.49 at 300 eV of Û , for
perpendicular incidence. In the present study, our focus is on the SEY of the Cu
surface (depicted in Fig. 5.2). This curve exhibits the key parameters, i.e., a peak
SEY (δ̂) with energy at peak yield (Û), where the highest generation of secondary
electrons is expected as discussed in detail in Chapter 2. The parameters δ̂ and Û
were therefore chosen to be uncertain to investigate the effect of the uncertainty in
the SEY on the multipactor threshold in case of CSRG and CSIG surfaces. These
uncertain parameters were assumed to be uniformly distributed random variables
with mean values µ of 2.1 and 250, respectively. The impact of the individual and
the collective contribution of each parameter was studied by evaluating the SSI.
In this work, the multipactor threshold characterized by the average SEY denoted
as δa of the model’ output is of interest. To quantify the uncertainty for the δa
with respect to the uncertain SEY model, a uni-variate and a multi-variate gPCE
based on the deviation of δ̂ and Û , were carried out. For this purpose, the repeated
computation of the PIC solver in combination with the gPC technique was conducted
using the PIC solver of CST PS as well as QUNIPALM. Additionally, in order to
integrate the QUNIPALM into our computational models, the VBA2 script, which
is an extension for the source code of CST PS, was required. Along with the VBA
script, the MATLAB function was used to call the CST PS macro and to control
2VBA stands for Visual Basic for Applications
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Figure 5.1: The optimized geometries of CSRG (left) and CSIG (right) modeled by CST
MWS.
Figure 5.2: The total SEY as a function of incident energy Ui at zero incident angle for
Cu. The peak SEY, δ̂, of Cu is 2.1 at the energy Û of 250 eV.
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the input/output parameters of the simulation model for the repeated computation
of the PIC solver of CST PS.
5.3.1 Uncertainty Quantification for CSRG Model
As a result of the UQ in case of CSRG, the uncertainty for δa with respect to
the parameters of the SEY model was investigated considering the variation of the
following three cases: 1) δ̂; 2) Û ; 3) δ̂ and Û . In the first case of a univariate study,
106 uniformly distributed random variable samples of δ̂ were modeled considering a
mean value µ of 2.1 with relative standard deviations σr up to 35 %. The summary
of the probabilistic model parameters of δ̂ in U [a, b] is given in Table 5.2.
σr [%] lower boundary (a) upper boundary (b) mean (µ)
5 1.995 2.197 2.1
10 1.890 2.294 2.1
15 1.785 2.391 2.1
20 1.680 2.488 2.1
25 1.575 2.585 2.1
30 1.470 2.682 2.1
35 1.365 2.779 2.1
Table 5.2: Probabilistic model parameters of δ̂ in U [a, b].
Figure 5.3: Left: Relative error of the variance of the RMS value for the gPCE degree p
of upto 3 in case of a relative standard deviation of σr of 5 %, 10 %, 15 %, 20 %, 25 %,
30 % and 35 % in the peak yield δ̂; right: PDFs of δa obtained via third-order uni-variate
gPCE.
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For each deviation of the probabilistic model δ̂, the CST PIC simulations were
carried out. All the parameter setups were similar to the numerical simulations of
MP described in Section 4.3.2 and Section 4.3.3. The resulting δa was approximated
by a truncated series of random polynomials. The accuracy of this approximation
was controlled by computing the relative error of the variance of the root mean
square (RMS) value of δa for a uni-variate gPCE degree p of up to 3. The number
of polynomials can be determined according to Eq. 5.11 in each case of polynomial
degree for the random variable of δ̂. Fig. 5.3 (left) shows the convergence of the
variance of the RMS value of the coefficients in case of σr of 5 %, 10 %, 15 %, 20 %,
25 %, 30 % and 35 % for the CSRG model. A well-decreased convergence rate
was observed in all cases as the values of the relative errors were below 0.1 %. For
these deviations on δ̂, the probabilistic density functions of δa were computed. The
non-intrusive projection approach for a degree p of 3 of the uni-variate polynomial
basis was employed based on 106 uniformly distributed random variable samples of
δ̂. The latter choice was fixed throughout the present studies. Figure 5.3 (right)
illustrates that the asymmetric behavior of the unimodal PDF of δa in the case of
5 %, 10 % and 15 % of σr in δ̂ and rather symmetric for the remaining values of σr
up to 35 %. The larger δa is more probable than the smaller one compared to the
mean. The deviations σr in δ̂ up to 25 % ensure that all the values of δa were below
unity. The value of δa slowly start to exceed unity as from 30 % of σr. The CPU time
required for each PIC simulation of MP (within 10 ns) and the gPC recomputation
of the CSRG model solution for each sample case is approximately 90 minutes. For
example, the total time required for the UQ results achieved only in case of σr =
5 % at the polynomial degree of p = 3 is approximately 13.5 hours using a powerful
computer (Intel(R)CPU E5 with 3.30 GHz and 256 GB).
For the second case of a univariate study, the propagation of the uncertain param-
eter energy Û in the multipactor threshold for the CSRG model was investigated.
Uniformly distributed random variable samples of Û were modeled considering a
mean value of µ of 250 for σr up to 45 %. In Table 5.3 the probabilistic model
parameters of Û in U [a, b] are shown. The quantitative representation of the gPCE
σr [%] lower boundary (a) upper boundary (b) mean (µ)
5 237.50 261.55 250
10 225.00 273.10 250
15 212.50 284.65 250
20 200.00 296.19 250
25 187.50 307.74 250
30 175.00 319.29 250
35 162.50 330.84 250
Table 5.3: Probabilistic model parameters of Û in U [a, b].
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accuracy for the approximation of δa was computed using the relative error of the
variance of the RMS value of δa. The results were approximated with orders of the
gPCE p up to 3. Fig. 5.4 (left) shows the convergence of the variance of the RMS
value of the coefficients in case of σr of 5 %, 10 %, 15 %, 20 %, 25 %, 30 %, 35 %
and 40 % for the CSRG model. In all cases, the values of the relative errors are
below 0.1 %. Similar to the previous case, the PDFs of the model output δa were
Figure 5.4: Left: Relative error of the variance of the RMS value for the gPCE degree p
of upto 3 in case of a relative standard deviation of σr of 5 %, 10 %, 15 %, 20 %, 25 %,
30 % and 35 % in energy at peak yield Û ; right: PDFs of δa evaluated via third-order
uni-variate gPCE for the variability of Û .
evaluated by gPCE for a degree p up to 3 based on random variable samples of Û .
Figure 5.4 (right) shows the predicted PDFs of third-order gPCE up to 45 % of σr of
Û . The probabilistic distribution for all cases of deviations of the input parameter
indicated only a very slight asymmetric behavior except for 20 % of σr. However, in
the latter case the relative error has been reduced for p = 3 with respect to p = 2.
More importantly, the larger δa is more probable than the smaller one compared to
the mean. The deviations σr in Û up to 40 % ensure that all the values of δa are
below unity. The δa slowly start to exceed unity for 45 % of σr.
Lastly, the two-variate studies for the CSRG model were performed using gPC
with a polynomial order of p = 4. The model was computed for both uncertain input
parameters δ̂ and Û with different relative standard deviations up to 25 % for the
mean values 2.1 and 250, respectively. These two uncertain parameters led to two
stochastic dimensions with the total number of basis polynomials of M = 65 for
the order of p = 4. The relative errors of the variance of the RMS value of δa were
computed in case of σr of 5 %, 10 %, 15 %, 20 %, 25 % as illustrated in Fig. 5.5
(left). The results were approximated for orders of gPCE p up to 3. For each study
case, a good convergence of the variance was obtained with the relative error below
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0.1 %. The PDFs of δa shown in Fig. 5.5 (right) were obtained for the parameters
Figure 5.5: Left: Relative error of the variance of the RMS value for the multi-variate
gPCE degree p of up to 4 in case of a relative standard deviation of σr of 5 %, 10 %,
15 %, 20 %, 25 % in δ̂ and Û ; right: PDFs of δa evaluated via third-order uni-variate
gPCE for the variability of uncertain parameters δ̂ and Û .
δ̂ and Û with uncertainties of 5 %, 10 %, 15 %, 20 %, 25 %. The results were
computed for the 3rd order gPCE. From the figures, a slightly asymmetric behavior
of the PDF of δa is observable for the first three cases of deviations of the variables,
whereas a rather symmetric density results for the relative standard deviation σr of
25 %. The results show that up to the relative standard deviations of σr 15 % in
both uncertain variables δ̂ and Û , the δa is less than unity. The results achieved
from the uni-variate and multi-variate computations lead to the conclusion that
smaller deviations in the uncertain parameters, i.e., 20 %, were required to cross the
multipactor threshold in the multi-variate case compared to that of the uni-variate
cases. Regarding the uni-variate cases, the magnitudes of 30 % and 45 % of the
uncertainties of the parameters in δ̂ and Û , respectively, depicted (see in Fig. 5.4
and in Fig. 5.3) almost similar results in terms of multipactor threshold compared
to the results evaluated from the parameter uncertainty of 20 % for the multi-variate
case.
5.3.2 Computation of gPCE-based Sobol Indices for CSRG
As noted before, the SSI based on gPCE was computed to assess which input variables
have the highest influence on the quantity of interest based on the deviations in the
uncertain input parameters. One of the benefits of using the gPCE method for SA,
besides the PDF and the stochastic moments of the solution, is that SSI can be
directly calculated analytically from the coefficients of the polynomial. Therefore,
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computing the SSI is straightforward with almost no additional computational cost
as soon as the gPCE of Ŷ is available. According to Eq. 5.18, the gPCE-based SSI
Figure 5.6: The estimation of SSI as a function of the model output δa using gPC. The
first order of the indices S1 is related to the SSI of peak SEY SSIδ̂, the second order S2
related to the SSI of the energy at the peak SSIÛ and S12 is related to their combination
SSIδ̂,Û .
of uncertain parameters was computed for the order of expansions p = 3 in the case
of the CSRG model. The SSI for the individual input variables, i.e., δ̂ and Û , and
for their interaction to the model output were estimated. S1 is related to the SSI
of peak SEY SSIδ̂, S2 related to the SSI of the energy at the peak SSIÛ and S12 is
related to their combination SSIδ̂,Û . The results achieved for four different relative
standard deviations σr are shown in the bar plot of Fig 5.6. The values are also listed
in Table. 5.4. The results demonstrate that the first- and the second-order indices
have a significant influence on the probabilistic δa. The values SSIδ̂ for different
σr are indicative of the major effects arising from the changes of the parameter δ̂.
Contributions of the indices SSIδ̂,Û obtained for the interaction between the two
variables are not significant.
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σr %] SSIδ̂ [%] SSIÛ [%] SSIδ̂,Û [%]
5 68.89 30.06 1.05
10 74.23 23.82 1.96
15 78.26 21.53 0.22
20 76.64 23.06 0.30
25 75.72 23.93 0.36
Table 5.4: The Sobol sensitivity indices of the individual input variables SSIδ̂, SSIÛ and
their interaction SSIδ̂,Û for the relative standard deviations σr of 5 %, 10 %, 15 %, 20 %
and 25 %.
5.3.3 Uncertainty Quantification for CSIG Model
Similar to the above investigations on the probabilistic CSRG model output δa,
the UQ for the CSIG model output δa with respect to the uncertainties in the
parameters of the SEY model was investigated. Therefore, the variations of the
following three study cases were considered: 1) δ̂; 2) Û ; 3) δ̂ and Û . For the first case
of the computation of the variability of δ̂, uniformly distributed random variable
samples of δ̂ were modeled with the mean value µ of 2.1 with a relative standard
deviation σr up to 90 %. The probabilistic model parameters of δ̂ with the lower and
upper boundaries U [a, b] are given in Table 5.5. The convergence of the truncated
σr [%] lower boundary (a) upper boundary (b) mean (µ)
10 1.890 2.310 2.1
15 1.785 2.415 2.1
20 1.680 2.520 2.1
25 1.575 2.625 2.1
30 1.470 2.730 2.1
35 1.365 2.835 2.1
60 0.840 3.360 2.1
90 0.210 3.990 2.1
Table 5.5: Probabilistic model parameters of δ̂ in U [a, b] in case of CSIG model.
polynomial expansion of δa was determined by computing the relative error of its
variance. The relative error of the gPCE approximation of δa for degree p = 2 was
calculated for each relative standard deviation 10 %, 15 %, 20 %, 25 %, 30 %, 35 %,
60 % and 90 %. The results of the relative error of the variance of the δa exhibited
a good convergence at p = 2. The error shown in Fig. 5.7 (left) is below 1 % for
each study case. The probabilistic density functions of δa were computed for the
different relative standard deviations up to a maximum of 90 %. Figure 5.7 (right)
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Figure 5.7: Left: Convergence of the variance of the probabilistic δa computed via the
uni-variate gPCE at degree p = 2 for different relative standard deviation of 10 %,
15 %, 20 %, 25 %, 30 %, 35 %, 60 % and 90 %, in δ̂ in case of the CSIG model; right:
the corresponding PDFs of δa determined via second-order uni-variate gPCE for the
variability of δ̂.
depicts the PDF of δa for arbitrarily chosen eight σr. The results of these study
cases showed that all δa values are below unity even after the 90 % variations of
the uncertain parameter δ̂. However, unlike the investigation on the CSRG model,
for the simulation model CSIG, the estimated probabilistic densities of the δa for
uncertain δ̂ for all study cases show a strong asymmetry (see Fig. 5.7 (right)).
For the second case of a univariate study, the influence of the uncertain param-
eter energy at peak SEY Û in the multipactor threshold for the CSIG model was
investigated. Uniformly distributed random variable samples of Û were modeled
considering a mean value of µ of 250 for different σr up to 90 %. In Table 5.6,
the probabilistic model parameters of Û in U [a, b], where the lower and the upper
boundary were set to 10 % and 90 %, respectively, are shown. The quantitative
σr [%] lower boundary (a) upper boundary (b) mean (µ)
10 225.00 287.50 250
15 212.50 284.65 250
20 200.00 300.00 250
25 187.50 312.50 250
35 162.50 337.50 250
60 100.50 400.00 250
90 25.00 475.00 250
Table 5.6: Probabilistic model parameters of Û in U [a, b] in case of CSIG model.
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representation of the gPCE accuracy for the approximation of δa was computed
using the relative error of the variance of the RMS value of δa. The results were
approximated with orders of gPCE p up to 3 for the σr of 10 %, 25 %, 35 %, whereas
gPCE p = 2 applied for the σr of 15 %, 20 %, 25 %, 60 % and 90 %. As shown in Fig.
5.8 (left) a good convergence of the variance of the RMS value of the coefficients for
each σr is obtained. In all cases, the values of the relative errors are below 0.1 %.
Figure 5.8: Left: Relative error of the variance of the RMS value for the gPCE degree p
of up to 3 in case of a relative standard deviation of σr of 5 %, 10 %, 15 %, 20 %, 25 %,
30 % and 35 % in energy at peak yield Û ; right: PDFs of δa evaluated via third-order
uni-variate gPCE for the variability of Û .
To compute the PDF of the probabilistic δa, the uni-variate expansion with the
polynomial degree up to 3 was employed based on random variable samples of Û .
Polynomial degree of 2 was sufficient to achieve an accurate representation of the
PDF of the probabilistic δa for the σr of 15 %, 20 %, 25 %, 60 % and 90 %, while an
increase of polynomial degree 3 was required for the σr of 10 %, 25 %, 35 %. Figure
5.8 (right) shows the predicted PDFs of the second and third-order gPCE up to 90%
of σr of Û . These results revealed asymmetric probabilistic densities of δa for the
deviations 10 % and 15 % in Û and a slight asymmetry for σr of 35 %, 60 % and
90 % while symmetric probability densities result in case of 20 % and 25 % of σr.
Moreover, the larger δa is more probable than a smaller one compared to the mean.
Almost up to 90 % of deviations σr in Û ensure that the values of δa stay near unity.
Finally, uncertainties in both parameters, δ̂ and Û , were considered to investigate
their influence on the CSIG model solution δa. The multi-variate expansion of the
probabilistic δa with the polynomial degree p of 2 was employed for the calculation of
its PDF. The probabilistic model parameters of δ̂ and Û were applied with different
relative standard deviations up to a maximum of 60 % for the mean values 2.1 and
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250, respectively. To monitor the convergence of the stochastic solution, the relative
error of the variance of the probabilistic δa was computed with the second-order of
gPCE. Figure 5.9 (left) shows the results for the different σr of 10 %, 15 %, 20 %,
25 %, 35 % and 60 %. The convergence of the variance is visible as the relative
error is below 0.1 % for each study case. The PDFs of δa shown in Fig. 5.9 (right)
Figure 5.9: Left: A relative error of the variance of the RMS value for the gPCE degree
p of up to 3 in case of a relative standard deviation of σr of 5 %, 10 %, 15 %, 20 %, 25 %,
30 %, 35 %, 40 %, 50%, 60 % and 70 % in energy at peak yield Û ; right: PDFs of δa
evaluated via third-order uni-variate gPCE for the variability of Û .
were obtained for the parameters δ̂ and Û with uncertainties up to the maximum
deviations of 70 % from their mean values. The results were computed for the 3rd
order gPCE. The PDF of δa is rather symmetric for the uncertainties of 10 %, 15 %,
20 % and 25 % in δ̂ and Û , whereas it is a slightly asymmetric for the deviations
of 30 %, 35 %, 40 %, 50 %, 60 % and 70 %. The results also show that up to the
uncertainties of 60 % in both variables δ̂ and Û , the δa remains less than unity.
In conclusion, for the two-dimensional case, the CSIG model can avoid MP up to
60 % of uncertainties in the two parameters while the CSRG works only within 15 %
of variations of uncertain parameters. Therefore, the CSIG model might be more
advantageous in case of higher uncertainties in the SEY.
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5.3.4 Computation of gPCE-based Sobol Indices for CSIG
Similar to the SA in the case of the CSRG model, we computed the SSI based on
gPCE to assess which input variable has the most influence on the model output δa
in terms of MP threshold. In the computation, different deviations of the uncertain
input parameters were taken into account. The gPCE-based SSI of uncertain pa-
Figure 5.10: The SSI as a function of the model output δa using gPC. The first order of
the indices S1 is related to the SSI of peak SEY SSIδ̂, the second order S2 related to the
SSI of the energy at the peak SSIÛ and S12 is related to their combination SSIδ̂,Û .
rameters was computed for the order of expansions p = 3 in case of the CSIG model.
The SSI for the individual input variables, i.e. δ̂ and Û , and for their interaction
to the model output were estimated. As mentioned before, the first and the second
order indices represent the SSI of peak SEY SSIδ̂ and the SSI of the energy at the
peak SSIÛ , respectively, and their combination SSIδ̂,Û . For the computation, different
relative standard deviations σr up to 70 % were considered. The results are shown in
the bar plot of Fig. 5.10. The values are also listed in Table. 5.7. Similar to previous
case study, the first- and the second-order indices have a significant influence on the
probabilistic δa. The values SSIδ̂ for different σr are indicative of the major effects
arising from the changes of the parameter δ̂. Contributions of the indices SSIδ̂,Û
obtained for the interaction between the two variables are insignificant.
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σr %] SSIδ̂ [%] SSIÛ [%] SSIδ̂,Û [%]
10 66.28 33.59 0.13
15 68.05 31.91 0.04
20 70.24 29.72 0.04
25 71.11 28.76 0.13
30 70.71 29.15 0.13
35 70.45 29.36 0.19
40 71.66 27.91 0.42
50 73.38 26.18 0.44
60 74.17 25.33 0.50
70 76.76 22.82 0.42
Table 5.7: The SSI of the individual input variables SSIδ̂, SSIÛ and their interaction
SSIδ̂,Û for the relative standard deviations σr of 10 %, 15 %, 20 %, 25 %, 30 %, 35 %,
40 %, 50 %, 60 % and 70 %.
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6 Summary and Outlook
The development of the superconducting radio frequency photoinjector (SRF gun)
represents the most promising technology for many applications. However, there
are various challenges during the operation. Electron multipacting is one of the
recently observed difficulties for the SRF gun. Multipactor discharge limits the
accelerating gradient Eacc in the cavity, moreover, it might cause impairment of the
RF components and distortion of the RF signal.
The aim of this thesis was to design an multipactor-reduced photocathode channel
which could potentially improve the gun performance. For this reason, first, a detailed
analysis of multipacting in the critical area of the ELBE’s SRF gun was carried
out, and various suppression techniques of multipactor discharge were investigated.
Then the parameters of the specific surface structures, which proved to be effective
methods to mitigate the multipacting phenomenon from the photocathode unit, were
optimized with respect to the number of particles as well as the average secondary
emission yield (δa). Finally, the uncertainty quantification and global sensitivity
analysis on the variability of the secondary electron emission coefficients of a newly
designed cathode tip were carried out.
Quantitative and qualitative systematic numerical studies, as well as simple ana-
lytical analyses, were conducted. Simulations of the SRF gun were carried out for
a Copper photocathode and a niobium cavity combined with the advanced prob-
abilistic model for the secondary emission process developed by Furman and Pivi.
The electromagnetic field and the electron multipactor discharge simulations were
performed using the 2D code MultiPac 2.1 as well as the 3D software CST STUDIO
SUITE®, namely CST MICROWAVE STUDIO® and CST PARTICLE STUDIO®. A
comparison of analytical multipactor predictions for a simplified plane-parallel model
with our numerical simulations provided reasonable results. The results obtained by
the numerical and analytical studies indicated that two sided 1st order multipacting
exists in the cathode unit where the inner and the outer parts are separated by
0.75 mm gap width. The numerical study [cf. Fig.3.8] revealed that this type of
multipacting occurs at low electric field amplitudes typically between ∼ 70 kV/m
and ∼ 194 kV/m. Moreover, the δa was larger than one for the average impact
energy (Ua) values between 35 and 50.8 eV. The highest generation of secondary
electrons, or the peak δa of 1.44, was produced at the gap field of 112.6 kV/m, while
the corresponding accelerating field in the cavity is about 1.55 MV/m. In particular,
the latter confirmed that the simulation results are in a good agreement with the
experimental data at ELBE. Similarly, the δa for the niobium surface was calculated.
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The result is displayed in Fig.3.8. The δa of niobium was below one in the whole
range of field levels. Thus, the contribution of the niobium surface to multipacting
is negligible.
Various possible remedies, such as geometric modifications, static electric field
perturbation, anti-multipactor coatings, and anti-multipactor grooves of the cath-
ode’s surface, to suppress electron multipactor discharge and to improve the break-
down threshold in the critical area of the SRF gun were investigated. Introducing
anti-multipactor grooves, namely cylindrically symmetric rectangularly grooved and
cylindrically symmetric triangularly grooved, on the cathode surface proved to be
an efficient way to suppress vacuum electron multipacting. The parameters for
grooved surfaces were optimized with respect to the number of particles as well as
δa. Initially, the geometric parameters of the grooved surfaces with respect to the
number of particles over time were optimized manually. This gives certain flexibility
to choose dominant parameters for further optimization studies. Then optimizing
the geometric parameters of the models was done using the so-called trust-region
algorithm. The initial parameters were chosen based on the manual optimization
results, which were already close to optimum. The automated optimization of the
grooved surfaces is based on the optimization goal that the δa is lower than the
threshold, i.e., less than unity, for each possible combination of parameter values.
With the best optimal parameters, i.e. the width w = 0.328 mm, the height h =
0.865 mm, and the distance between two neighboring grooves g = 0.48 mm of the
cylindrically symmetric rectangularly grooved surface, the peak δa for copper and
niobium surfaces reached only 0.93 and 0.63, respectively, at 112.6 kV/m, where the
peak generation of secondaries was observed within the flat gap. The corresponding
average impact energies for copper and niobium were 21.1 eV and 49.1 eV, respectively.
These values are lower than the first crossover energies (Uc1), i.e., 27.3 eV and 76 eV,
for copper and niobium, respectively. Next, the amplitude of the electric field was
swept for the wide range of 78.62 to 215.3 kV/m in order to obtain the limits of
field levels for multipacting for the optimal parameters. As depicted in Figure 4.11,
all values of the calculated δa for copper and niobium stay below the threshold,
which is unity. Similarly, the optimum parameters for the cylindrically symmetric
isosceles grooved are a grazing of θg = 88.8° or angle α = 45.6° and a width of
w = 0.293 mm. The model reduces the peak of δa for copper and niobium to
0.897 and 0.301, respectively, at 112.6 kV/m, where the maximum generation of
secondaries was observed within the flat surface of coaxial structure (Model C). The
corresponding average impact energies are 15.60 and 28.54 eV for both copper and
niobium, which are lower than the first crossover energies (Uc1) of 27.3 eV for copper
and 76 eV for niobium, respectively. Next, to obtain the field level with respect to
δa for the cylindrically symmetric isosceles grooved surface, a parameter sweep of
the electric field amplitude was performed from 78.62 kV/m to 212.27 kV/m. As
Fig. 4.16 depicts, all values of the calculated δa for copper and niobium, within
this amplitude range of the electric field, are below the threshold, which is unity.
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Therefore, multipacting is totally suppressed in the region. Accordingly, both types of
grooved surfaces are effective in reducing the SEY below the multipacting threshold
and to totally suppress multipacting in the cathode region.
Finally, the robustness of the proposed models, namely cylindrically symmetric
rectangularly grooved and cylindrically symmetric isosceles grooved, was examined
through uncertainty quantification and global sensitivity analysis. The uncertainty
quantification was carried out to appraise and quantify the impact of the SEY uncer-
tainty on the newly designed and optimized models of the cathode vicinity. For this
purpose, we applied advanced tools, i.e. the generalized polynomial chaos expansion,
to quantify the effect of uncertainty and to assess to which extent the achieved results
of the models can be affected by changing the values of the SEY. As the numerical
simulation results indicated, both cylindrically symmetric rectangularly grooved and
cylindrically symmetric isosceles grooved models could work with high uncertainties
in the SEY, e.g. for the two-dimensional case, the cylindrically symmetric isosceles
grooved model can avoid multipactor discharge up to 60% of uncertainties in the
parameters. Moreover, the systematic investigation of the global sensitivity analysis
was performed to identify the critical parameters of SEY curves that influence the
uncertainty of the model output (δa) the most. Among various global sensitivity
analysis approaches, the Sobol sensitivity indices, which are considered as the most
accurate sensitivity measure, based on the generalized polynomial chaos were applied.
The Sobol sensitivity indices for the individual input variables, i.e. δ̂ and Û , of SEY
coefficients and for their interaction to the model output were estimated. The first-
and the second-order indices have a significant influence on the probabilistic δa. The
values SSIδ̂ for different σr are indicative of the major effects arising from the changes
of the parameter δ̂. Contributions of the indices SSIδ̂,Û obtained for the interaction
between the two variables are insignificant.
In conclusion, the development of this multipacting-free cathode unit particularly
serves the further development at ELBE and thus the increase of the performance of
existing and future compact accelerators. Nonetheless, the concrete and methodologi-
cal results obtained here are of high value for similar projects. Moreover, multipacting
is still one of the challenges in many other RF components, the knowledge gained is
also applicable to similar projects.
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A Two Sided Multipacting
A simple analytical model for two sided multipactor was set up for the coaxial part of
the structure, where MP is critical as denoted in chapter two and chapter three. For
local inspection of a small volume, two parallel plates can approximate the coaxial
line structure to predict the order of MP and the range of the electric field in which
MP may occur. As shown in Fig. A.1, the two electrodes were separated by a gap of
width d. Both the magnetic field and the space charge effects, can be ignored since
their effects are negligible here [138], [96].
Figure A.1: Left: the coaxial line structure (Model C); right: a two parallel plates model
for analytical treatment of two sided MP in a coaxial line structure.
The homogeneous perpendicular electric field distribution across the gap was assumed
to be E = E0 sin(ωgt)ŷ, where ωg is the angular frequency, t is the time and
E0 = Vg/d. (A.1)
Vg is the RF voltage across the gap, and the gap width d is given by d = Do −Di,
where Do is the outer conductor diameter and Di is the inner conductor diameter.
Let us assume that an electron e− starts from the inner conductor with initial phase
ϕ0 and moves toward the outer conductor (in y direction) via the RF field. Thus,
the equation of motion for the electron in the two parallel plates can be written as
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where e is the electric charge and me is the electron mass at rest. There are two
approaches in the literature to analyze the motion of the electron along the RF field
and to predict the two sided MP occurrence. In the first case (see e.g. [96]), we
Numerical Solution Analytical Solution
E [kV/m] (at δ̂a) U [eV] (at δ̂a) δ̂a E [kV/m] U [eV]
Model C
d = 0.75 mm 112.7 45.6 1.440 90.3 43.1
d = 1.5 mm 153.7 387.3 2.100 180.5 172.4
d = 3 mm 353.8 387.3 2.100 361.0 689.5
CSRG surface
d = 0.75 mm 112.9 22.6 0.956 ... ...
CSIG surface
d = 0.75 mm 113.0 15.6 0.910 ... ...
Table A.1: Analytical and numerical solutions of the first order two sided MP.
assumed for the initial condition (at y0) that the electron is emitted with zero energy
U (eV) when the RF field is zero so that the initial phase is zero. Then, integrating











Then, as discussed in chapter two, the resonant condition for the two sided MP
requires that the transit time of the electron to the outer conductor (at position y
= d) is an odd integer number of the half an RF period [96]
t = (2n− 1)π
ωg
= T2 (2n− 1), n = 1, 2, 3, ... (A.5)
where T is the RF period and n is the order of MP. By putting equation (A.5) into
equation (A.4), the voltage in the gap of the two parallel plates (Vg) in case of two
sided MP becomes
Vg = E0d =
4πmec2d2
(2n− 1)eλ2 , (A.6)
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and the corresponding impact energy (U) is given by
U = 8mec
2d2
(2n− 1)2λ2 , (A.7)
where c is the speed of light and λ is the RF wave length. By using the last two
equations, the prediction of a possible two sided MP of nth order is therefore possible
in the vicinity of the cathode.
The analytical solution of the above equations and the numerical simulation results
for Model C, the CSRG and the CSIG surfaces are summarized in Table A. The
simulation results are recorded for the gap width d of 0.75 mm, 1.5 mm and 3 mm
in case of Model C, and for the gap width d of 0.75 mm in case of CSRG and CSIG
at the operating frequency of 1.3 GHz. A larger gap improves the threshold voltage
and the electric field.
A second approach leads to the stability condition for the two parallel plates. This
can be achieved by assuming that the electron e− starts from the inner conductor
with a non-zero velocity at the initial phase ϕ0. The gap field and the gap voltage can
be obtained from the derivative of Eq. (A.2) with respect to the phase. A detailed
derivation and explanation can be found in [143, 120]. This approach is highly
relevant in a low pressure gas. However, for the vacuum multipactor in the parallel
plates where the RF field is homogenous, the first approach is more reasonable [143].
Hence, we assume that the secondary emission yield depends only on the impact
energy since the impact of the electrons is perpendicular in a homogeneous field.
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B Model of Secondary Emission Yield
The results discussed in chapter three and chapter four were obtained using Furman’s
model of SEY except the results achieved for the Anti-multipactor layer (discussed in
Section 4.4). The Imported emission model was employed for the Anti-multipactor
layer study. The key formulations with respect to the SEY models, as implemented
in the CST PS, are noted below.
Furman Model of Secondary Emission Yield
As mentioned in chapter two, the model distinguishes three different ways of generat-
ing secondary electrons [42]: true secondary electrons, elastic reflection (backscattered
electrons), and inelastic reflection (rediffused electrons).
Furman’s Model for True Secondary Electrons
The true secondary emission coefficient can be described as:
δts(E0, θ0) = δ̂(θ0)D(E0/Ê(θ0)), (B.1)
where δ̂ is a peak value of SEY and the corresponding energy Ê. The universal
scaling function D(x) can be defined as
D(x) = sx
s− 1 + xs , (B.2)
where s is an adjustable parameter that must be greater than one. The incident
angle dependence of the δ̂ and Ê are assumed as
δ̂(θ0) = δ̂ts[1 + t1(1− cost2 θ0)], (B.3)
Ê(θ0) = Êts[1 + t3(1− cost4 θ0)], (B.4)
The energy spectrum function:
fn,ts = θ(E)FnEpn−1 exp−E/εn , (B.5)
where pn and εn are phenomenological parameters which are the finiteness of δ(E0, θ0)
F nn =
Pn,ts(E0)
(εpnn Γ(pn))nP (npn, E0/εn)
, (B.6)
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The probability Pn,ts for emitting n true secondary electrons for the binomial distri-
bution can be written as
δ́ts =
δts
1− δbs − δrd
, (B.7)




Furman Model for Backscattered Electrons
The secondary emission coefficient for the backscattered electrons can be described
as:
δbs(E0, θ0) = δbs(E0, 0)[1 + e1(1− cose2 θ0)], (B.9)
and the SEY for the backscattered electrons at normal incidence:





The probability distribution function for the backscattered reads as






Furman Model for Rediffused Electrons
The secondary emission coefficient for the rediffused electrons can be described as:
δrd(E0, θ0) = δrd(E0, 0)[1 + r1(1− cosr2 θ0)], (B.12)
and the SEY for the rediffused electrons at normal incidence:
δrd(E0, 0) = P1,rd(∞)[1− exp(−(E0/Erd)r)]. (B.13)
The probability distribution function for the rediffused is given by


































Table B.1: The main parameters of the SEY of the Cu model taken from [42]
Secondary Electron Emission for Different Materials
In CST PS, the Imported emission model allows to import the data of the SEY for
normal incidence angle θ0. In our simulation we used this model in order to include
the measurement data of SEY discussed in Section 4.4. Unlike the Furman’s model,
this model considers only the true secondaries.
The probability density function of the energy distribution as implemented in CST
PS is given by
f(U) = (U0 − Uthreshold)
2π
2π + θ2 + Uthreshold, (B.15)
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and the dependency of the energy distribution and the yield on the angle is stated
as following
U(θ) = (U0 − Uthreshold)
2π
2π + θ2 + Uthreshold, (B.16)





C Mesh Refinement Studies
The mesh refinement study is a basic step in numerical simulation. The convergence
study was executed to identify an appropriate mesh size for the numerical calculations
that ensures the accuracy of the simulation results. This section presents mesh
refinement studies on Model B, Model C, CSRG and CSIG models. In the case
of Model B, the dependence of the resonant frequency fn on the total number of
nodes Np was investigated. In that case, the following relative accuracy criterion





The operating frequency of the computational model, i.e. 1.3 GHz, is assumed as
the reference resonant frequency fref,n. fn(Np) is the computed resonant frequencies
for the given number Np of mesh-cells. The convergence plot in Fig. C.1 is achieved
by refining the mesh. The eigenmode computation was started with an initial mesh
consisting of 233,415 hexahedra. The number of nodes was increased until the result
is converged, i.e. the relative error εf (Eq. C.1) in the computation is acceptably
small.
Next, the effect of mesh size on the averaged value E of electric field over the
remaining models, namely Model C, CSRG and CSIG surfaces, was studied. E was
obtained by evaluating the field integral over these computational domains. The
EM field was computed at 1.3 GHz using the frequency domain solver of CST MWS.
The field simulation was performed for different mesh refinement levels. The relative




The averaged value E of the electric field obtained using the largest nodes at the
final run is employed as a reference electric field Eref,n and En(Np) is the computed
averaged value of the electric field for the given number Np of meshes. The result
was considered to converge as the changes in the field between the last two succes-
sive numbers of mesh become small enough. The meshes cells employed for field
computation within the three computational domains are depicted in Fig. C.4, Fig.
C.6 and Fig. C.8, respectively.
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Figure C.1: Numerical convergence of resonant frequency using Eq. C.1 for Model B.
The computed resonant frequency for 430,272 mesh cells is 1.298 GHz.
Figure C.2: Mesh used for calculation of resonant frequency and EM field within Model
B. Locally refined mesh is used in the cathode region as it is the most critical part. The
distribution of electric and magnetic fields of the TM010 mode within Model B had values
defined for Nx = 65, Ny = 84, Nz = 82 nodes. The corresponding total number of mesh
cells is 430,272.
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Figure C.3: Mesh refinement study of Model C under the convergence criterion stated
in Eq. C.2.
Figure C.4: Discretization of Model C for the calculation of EM field.
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Figure C.5: Mesh refinement study for CSRG surface under the convergence criterion
stated in Eq. C.2.
Figure C.6: Mesh employed in CSRG surface for the calculation of EM field.
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Figure C.7: Mesh refinement study for CSIG surface under the convergence criterion
stated in Eq. C.2.




As the CSRG and CSIG models demonstrated promising results in the early stage
of this study (see [140], [141]), further investigations including a multi-objective
optimization were carried out. Simulations were done using CST Design Studio®
(CST DS) by coupling the FD solver of CST MWS and the PIC solver CST PS.
Two sub-simulation projects were created and linked to the master file in which the
EM field was calculated using the FD solver of CST MWS, and the MP simulations
were carried out using the PIC solver of CST PS. The general work flow for multi-
dimensional optimization is shown in Fig. D.1.
Figure D.1: The general work flow for multi-dimensional optimization.
In the optimizer task, the geometric parameters of the CSRG, such as the width w,
the depth of each groove h, as well as the geometric parameters of the CSIG, namely
the width of each groove w and the angle α [cf. 4.7], were taken into account. A
constrained multi-objective optimization was employed to find the optimal geometric
parameters based on the given objective and constraints. One of the main constraints
is to have a δa less than unity that satisfies one of the conditions in order to avoid
MP as noted in Chapter 2. The trust-region algorithm is an effective algorithm used
to obtain the optimal solution with a few function evaluations. The algorithm was
therefore used to minimize the objective function g(p) and obtain the best geometric
parameter values of p for the CSRG and the CSIG surfaces, i.e. p = x1, x2, ... = w,
h, and α.
The algorithm works as follows:
• Step 0. The first step of the algorithm is to choose the initial point (x0) in the
space of real numbers and to set an initial trust-region radius ∆k for the kth
iteration (initially k = 1).
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In the present study, initial parameters were chosen based on our previous
manual optimization, which was close to the optimum solution. The initial
points (w1, h1) = (0.33, 0.8) for CSRG and (w1, α1) = (0.3, 80.5°) for CSIG
were chosen. The initial trust-region radii (∆1) in both cases were set to be
10% of the starting points.
• Step 1. Calculate the trial step (sk) by solving the trust-region subproblem
min
s∈<n
mk(s) subject to ‖s‖ ≤ ∆k to reduce f(xk + s), (D.1)
where ‖s‖ is the trust-region constraint, and ‖.‖ is the standard Euclidean
norm.
• Step 2. Decide whether to set xk+1 = xk + sk or xk+1 = xk based on the
reduction of the goal function g(p).
• Step 3. Construct a new model mk+1(s) for the next iteration, choose ∆k+1
and set k to k + 1 and go to step 1.
For the CSRG surface, the geometric parameters with respect to δa were optimized
using the trust-region algorithm so that the optimal geometry was found as noted
before. Initially, the value of δa was set to less than unity (δa < 1), which is a
condition for two sided MP as discussed in Chapter 2. With this condition, the
optimizer was started to run with the given initial points and initial trust-region
radii. After 20 iterations, it stopped as the objective function value g(p) reached
to 0 at the geometric parameter values of w = 0.23 mm and h = 0.8 mm for the
CSRG surface. In that case, δa of the CSRG surface was decreased from 1.440 to
0.956 at 112.7 kV/m, where the maximum generation of secondaries was observed
in the Model C. The results were discussed in [142]. Next, even though satisfactory
reduction of δa of the Cu surface was achieved for the constraint given above (δa < 1),
we continued to run the optimizer by setting other constraints, i.e. δa < 0.9, 0.85, and
0.8, consecutively, to obtain the best possible reduction of δa for the grooved surfaces.
For δa < 0.85, 18 iterations were required to minimize the objective function value
to 0.08, and the result converged as shown in Fig. D.2. As a result, the optimal
parameters of the CSRG surface, such as w = 0.328 mm and h = 0.865 mm, were
obtained in case of the constraint δa < 0.85. For these parameters, the value of δa
for the Cu surface was reduced to 0.93 at 112.6 kV/m. Finally, in the case of δa less
than 0.8, the value of the goal function and of the δa for the CSRG surface stayed
almost the same.
Similar procedures and settings were considered for the geometric optimization of
CSIG surface with respect to δa. Like CSRG, the optimizer was run for δa < 1, 0.9,
0.85, and 0.8, consecutively. In the case of δa < 0.85, the objective function value was
minimized to ∼0.04, and the result converged as shown in Fig. D.3. Correspondingly,
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the optimum parameters for the CSIG are a grazing of θg = 88.8° or angle α = 45.6°
and a width of w = 0.293 mm. The model reduces the peak of δa for Cu to 0.897
at 112.6 kV/m. Similar to the CSRG case, for δa less than 0.8, the value of the goal
function and δa for the Cu surface of CSIG stayed almost the same.
Figure D.2: The trust-region algorithm performance to minimize the objective function
at the starting point of the parameters (w1, h1) = (0.33, 0.8) in case of CSRG surface.
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Figure D.3: The trust-region algorithm performance to minimize the objective function
at the starting point of the parameters (w1, α1) = (0.3, 80.5°) for CSIG surface.
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