A b s t r a c t : Architectural design has an important effect on usability, most notably on temporal properties. This paper investigates software architecture options for mobile user interfaces, in particular those for collaborative systems. One of the new features of mobile systems, as compared with fixed networks, is the connection point to the physical network, the point of presence (POP), which forms an additional location for code and data. This allows architectures that bring computation closer to the users, hence reducing feedback and feedthrough delays. A consequence of using PoPs is that code and data have to be mobile within the network, leading to potential security problems. 
Introduction
At first sight, it seems that software architectures are about the internals of system design and not a necessary concern for the user interface. However, internal details have a way of showing themselves at the surface.
One aspect of this is the changing view that users have of systems as a result of the merging of computing and communication systems and the maturing of distributed computing techniques. W i t h the growing p r o m i n e n c e of an almost universally accessible information infrastructure, increasingly we are seeing our interaction focus on the communication infrastructure rather than the devices that access it.
Nowhere is this more evident than in the World Wide Web, which represents the most dramatic example of this shift in how we view our interaction with computer systems. T h e popular acceptance of massively interconnected computer systems has seen computer and communication systems being seamlessly interwoven within the everyday life of the general public. Interaction is now routinely through the web (rather than the machine used to access it) and our everyday experience of this interaction makes inherent assumptions about the a r c h i t e c t u r e of the infrastructure.
As the opportunity to access the underlying infrastructure increases with the development of mobile devices, the link to the underlying architecture is likely to b e c o m e even more significant and the need to consider the architecture of the infrastructure underpinning user interaction will grow.
Arguably, even with the web, users see a virtual architecture -is that ".co.jp" domain really served from Japan or from some other place? However, consideration of physical architecture becomes unavoidable when we look at temporal aspects. Again, the obvious delays on the web owing to network latency and bandwidth have raised the profile of these issues. For interactive networked applications, the need for rapid feedback -seeing the results of one's own actions -is essential, leading to various forms of client-server architecture. For collaborative applications feedthrough -seeing the effect of other users' actions -is equally important, but even more intractable owing to the physical distance between the users.
The importance of feedback and feedthrough can be demonstrated by considering the way in w h i c h a selection b u t t o n behaves in most interfaces. W h e n a user selects a button, this is reflected through a change in the appearance of that button. This feedback is central to the i n t e r a c t i o n . But w h e n we consider shared interfaces, a new situation arises in that the effects of the actions need to be made available to more than one user. This implies that, in addition to providing feedback by changing the state of the selection button, the application also needs to feedthrough the effects of the action by altering the state of the selection button on each user's interface. This feedthrough of effect is important
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in providing an awareness of the actions of others and in allowing users to coordinate their actions. Delays in the feedthrough of action will obviously make coordination of activities more difficult.
Mobility brings yet more issues with unreliable and often low-bandwidth communications, small screens, restricted input devices. In some previous work, we have looked at the general nature of mobility and context awareness [1] . In this paper, we will analyse the architectural options available in developing mobile interfaces, especially collaborative systems. Our particular concern lies in the dynamic nature of the infrastructure required to support mobile and context-sensitive applications and the impact on the relationship between interaction and architecture.
We will begin by reviewing the current state of software architectures in human-computer interaction (Section 2) and discuss how these are realised in single-user, multi-user and web-based applications over fixed networks (Section 3). In Section 4, we will start the main work of this paper by looking at the additional issues which emerge for mobile single-user architectures and, in particular, the role of the Point of Presence (POP) as an additional potential site for computation. Sections 5 and 6 are the heart of this work as we will describe how it is possible to support different architectures by making use of PoPs in collaborative mobile applications and how these can be dynamically reconfigured to optimise feedback, feedthrough and resource usage. Finally, in Section 7, we will look at some of the issues this raises for code mobility and security. This paper does not present a particular system or single solution. Instead it is based on our own experience and that of others in producing fixed and mobile collaborative applications. However, the analytic framework takes us beyond existing systems design and is intended to inform and guide our own and other researchers' ongoing development in the area.
Software Architectures in HCI
Concerns about the architecture of interactive systems are not new to HCI. Experience has shown that the internal structure of a system has a dramatic effect on its external behaviour [2] . Because of this, user interface architecture has been a concern for many years and has seen the development of models such as Seeheim, MVC, PAC and Arch/Slinky as well as the whole stream of UIMS systems [3] [4] [5] [6] . The problem involved in developing appropriate interactive behaviour has focused on uncovering an architecture that offers the most appropriate set of dynamic behaviours for the activity being supported.
In collaborative systems research, the general interest in software architectures has continued with CSCW architectures and toolkits including Rendezvous, MEAD, Suite and Groupkit [7] [8] [9] [10] . These collaborative systems almost always imply some form of networked solution and, increasingly, single user systems also involve access to central information, giving rise to a whole industry in client-sever and n-tier applications.
The emergence of distributed architectures to support interaction across geographically disparate communities of users has seen a series of debates about the nature of these architectures and their impact on interaction. This debate has tended to centre on the propagation of the effects of the actions of users to others involved in the activity being supported. Essentially, the critical issue here is the means by which feedthrough of actions and the interface can best be supported. A core element in this discussion has been the tension between the responsive nature of replicated architectures, which allow rapid feedback to be provided locally and the need for some centralised component to make users aware of the action of others by providing feedthrough of actions.
The majority of these arrangements tend to assume "control" over the entire system, with bespoke software running at the users' own workstations and at various central servers. The implicit assumption in many of these systems is that the machines are connected to a single local area network and the properties of this network are stable. However, two developments have recently challenged this assumption and, hence, the whole basis for network-based user interfaces.
The first is the World Wide Web, which has promoted alternative architectural arrangements for applications. A web "application" may include code running at a web-server (via CGI scripts or other server side technology), web pages displayed on browsers of many different kinds, and applets or similar downloaded code [11] . In previous work we and others have investigated the ways in which CSCW architectures can be married to the web infrastructure [12] [13] [14] [15] .
The second development is the massive growth in mobile communications and mobile computing. Although the end points here may be well understood (but, in the case of small mobile devices, difficult to design for), the network itself is much more dynamic than even the Internet, with limited bandwidth, temporary disconnection and an ever-changing network topology. The design of appropriate user interfaces for this environment is becoming an increasingly important topic [16] [17] [18] [19] [20] [21] [22] [23] . The challenge here is to support interactive arrangements that are sensitive to the properties of limited portable devices and to provide appropriate access to the underlying distributed infrastructure.
The need to consider the dynamic nature of this infrastructure and its effects on interaction places new demands on the software architecture and the overall role of the architecture. Essentially, software architecture is about "what goes where". In stationary networks, the "where" tends to be fairly obvious and is normally characterised as either client or server. Even this can lead to a rich set of architectural alternatives. In mobile systems, however, the changing network topology suggests a much richer set of alternative possibilities.
These new and emerging arrangements provides the focus for this paper. We wish to investigate what possible arrangements exist for mobile and dynamic infrastructures and the implications for future networks. In order to achieve this, first we will revisit the topology of interactive single-user and collaborative systems on fixed networks. We will then proceed to see how this changes when we consider mobility.
Architectures for Static Networks

Single-user architectures
In the traditional single-user arrangement for networked interaction, a single-user client usually interacts with a single server (Fig. 1) . The user interface sits at the client end while the data is on the server. The choice between opting for a thin or thick client affects the performance of the application and depends on many factors, not least the volume and the rate of change of central information -which is itself a weak form of collaboration.
The separation of concerns inherent to this arrangement is exploited by a number of windowing systems. For example, when a button is pressed, its local display effect is managed by the client. The action of pressing the button sends a message to the server which causes some effect in the application.
Multi-user architectures
In multi-user collaborative systems, the arrangement becomes more complex as one of more clients may be handling the demands of a community of users. These clients may in turn interact with one of more servers via some interprocess communication mechanism. For the sake of simplicity, we will assume that interaction is taking place through a single server, as shown in Fig. 2 .
The simplification in Fig. 2 is due to presentation reasons; however, the single central server in Fig. 2 and in subsequent figures is effectively a shorthand for a potentially replicated/ distributed server system. The important point is that the centralised server functionality is associated with fixed network locations as opposed to the clients, which may potentially roam.
The two traditional architectures that emerge from the above are (a) a centralised architecture and (b) a peer-peer architecture.
In a centralised architecture, each user's client manages the screen layout and accepts inputs. The server holds the shared data and receives all users input events. Output events are broadcast by routing them through local client programs to all the users. As all the data is held centrally, access management, concurrency control and data consistency are simplified.
When a user selects an option on the screen in the centralised arrangement, a message is first sent to the server and this causes a change in the application state on the server. The server then sends a message to all other displays to reflect this change. Obviously, this arrangement introduces a bottleneck as the server becomes responsible for updating all of the displays in the system.
A server failure resulting from a network breakdown or a delayed feedback, especially in a distributed setting, can also give rise to a deadlock state. Client-server architectures have been adopted in conferencing systems, such as MMConf [24] and shared window systems like shared X [25] . Centralised architectures can easily support WYSIWIS or presentation level sharing as the server broadcasts the output to all the clients. View level sharing can also be supported as demonstrated by the Rendezvous system [10] .
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In a replicated or peer-peer architecture, a separate copy (or replica) of the application runs on each workstation, which executes the application code and sends output to the local user. To ensure synchronisation among the different replicas, input from each workstation is sent to each replica. The copies then communicate with each other to maintain data and interface consistency.
Each replica handles its own screen management and user's feedback locally and is also responsible for updating the screen in response to any changes in application data from other replicas. When a user selects an option button under this arrangement the local application state changes immediately. This selected option is broadcast to all other applications and they in turn amend their state to reflect this selection. This independence provides significant performance advantages but also introduces considerable complexity. Essentially, there is no control over the other displays and multiple users can siraultaneously select different and often conflicting selections.
The replicated approach offers the advantages of a centralised architecture with the added benefits of performance as the output of a workstation is produced by the local workstation itself. Because the clients can be managed locally, alternate views are supported and it is relatively easy to provide end-user interface tailoring [7] . However, the major difficulties with replicated architectures lie with synchronising and maintaining data consistency. For example, if a user deletes a selected object in a WYSIWIS group drawing program while another user is changing the selection to a different object, inconsistent interfaces can result due to events arriving in a different order at each workstation.
The focus of a typical conceptual architecture for collaborative systems (as shown in Fig. 2 ) is on the user interface and the shared data components. In the peer-peer case, both reside on the client whereas, in the centralised case, only the user interface resides on the client.
In a wireless environment, the location of each component is critical as it has a direct impact on the usability of the system. This is partly due to the impact on feedback -centralised systems rely on a complete round-trip for feedback thus leading to interface delays. Various forms of peerpeer or local caching alleviate this [15] but at the cost of more complex code. Traditionally, this is mainly a barrier to the construction and maintenance of code but, in a raobile setting, the size and computational ability of the devices is limited. Client-based peer-peer architectures may be impossible owing to these limitations. Even if it is possible to implement such distributed solutions, the extra computational time and storage requirements will reduce the available resources for other user-interface functionalities.
WWW-based collaboration
The web has had a significant impact in increasing the prominence of the underlying infrastructure but, in many ways, the impact on the architecture has been less dramatic. However, applet security mechanisms make true peer-peer architectures difficult except via some form of "post office" server as found in various chat programs [26, 27] or a client-end plug-in [28] .
The use of applets on the web also opens up the possibility that code may be executing on a client, but its permanent home is on a server. The interactions between applet-based code mobility and the movement of data via caching have been used to classify the different modes of web-based architectures [15] .
The movement of code and functionality inherent within applets also starts to alter our consideration of architectures. If architectures are about deciding where the location of component are, then
Mobile Architectures
On the web, although applet code may be mobile, it usually runs on static computers. With truly mobile computing, the devices themselves move. In a previous paper we investigated various kinds of"mobility" [1] , but for the purposes of this paper our focus is on the physical mobility of devices. However, we will find that, like the web, this also tends to require computational mobility.
Computational mobility means that computation may start at one network site, but then move and continue to execute at another network site. Mobility may involve: * Code mobility: very useful as demonstrated by the increasing use of Java applets;
9 Control mobility: moving a thread of control from one network point to another which then returns to its originating point, for example Remote Procedure Call (RPC);
" Data mobility: data is exchanged over the network in the form of parameters;
" Link mobility: the endpoint of one network connection is sent to another network connection to allow the receiving party to connect to it.
Computation is not limited to code. Rather, computation is the combination of the code and the context of its execution. When code is moved from one network point to another, the current state of the execution is lost and the connections that the computation had at its original site no longer exist. The code can only execute at the remote end if state and connectivity is reestablished at the receiving site. Therefore control must move through some form of dynamic binding and data must also migrate in order to preserve the state of the computation. As network links form part of the state information they must move as well.
Although there are many complicated issues for dynamic code mobility, there is ample work in this area in the distributed systems community. We will instead look at what impact computational raobility has on potential architectures. In particular, the location of computation is crucial in determining the effectiveness of mobile applications and computational mobility provides us with a more flexible choice of code location.
Points of Presence
To understand the need to consider location and mobility within the architecture, let us introduce the notion of a Point of Presence (POP). Again, let us begin with the case of a single-user application over a mobile network. In the static case this simply involved the user's client machine and the central server. In the mobile case, in addition to the client and server, there is some form of Point of Presence (POP) where the client machine has its connection to the physical network (Fig. 3) .
In the case of cellular mobile-phone-based connectivity, the PoP may be the local cell's base station accessed via radio; in the case of a small, hand-held PDA, it may be a desktop computer accessed by an infra-red port or a fixed cradle.
The PoP is not necessarily the very first point of contact; it must also satisfy some functionality criteria. For example, the PoP may be the closest point with sufficient computational ability, the closest point within a corporate network, or the closest point with suitable security. Because of this, there may be different PoPs for different applications, just as in client-server applications, there may be servers for different databases or different web-servers on the web.
The crucial point is that the location of the PoP is governed by the location of the users relative to some geographical point or network topology, rather than a predetermined static position -the PoP is where it is because you are where you are. The PoP effectively forms a third place where computation and data may reside. For mobile devices, a PoP has both better network connectivity and potentially greater computational power than a hand-held or bodyadorning device. In addition, the PoP is closer to the user and will thus be able to engage in a faster pace of interaction than a server-based interaction. It is therefore a natural place for part of a user interface.
There are already several examples of using computation at a PoP in web applications, such as the use of proxies to transform normal web pages into small-screen-friendly versions for hand-held computers [29] . In fact, in this work, the location of the translation server is fixed, it is "mobility aware" as compared with the web server itself. Note, however, that in principle this translation could be performed on a suitably fast client but, because of computational limitations of the clients (and to reduce network Places to Stay on the Move: Software Architectures for Mobile User Interfaces bandwidth) the c o m p u t a t i o n is at a thirdparty location. A n o t h e r example is Active Caches [30] which allow servlet-style applications to run on a proxy server in order to improve caching algorithms and to perform some server-side computation on the proxy, and hence closer to the user. The current work is aimed primarily at fixed user-proxy configurations, but the mechanisms would translate well into more mobile situations.
Other areas where code on web proxies have been applied include their use as computational loci for collaborative application and also some early work carried out at aQtive on local (client end) proxies for uniform local-remote webbased interfaces [31] .
T h e standard protocols for web proxies combined with the web's global user base make PoP options both easier and more essential than in traditional LAN-based office systems. This accounts for the growing interest in proxy-based computation. Mobile systems pose additional technical challenges, but improving technology for code mobility and economic necessity will make PoP-based approaches more common.
For example, there are already a variety of web-based diary/contact management services. If, as the providers hope, these substitute for client-end applications, there will be increasing economic pressure to dynamically move data and processing towards the users. However, such applications will need to work closely with PDAs if they are to become the primary corporate or personal contact management systems. This will inevitably mean some form of PoP approach.
C o l l a b o r a t i v e Points of Presence
In considering PoPs let us now turn to collaborative systems (Fig. 4) . Again we may have many users' client c o m p u t e r s ( h a n d -h e l d devices, wearables, etc.) and one (or more) central servers. However, for each client we now have a PoP and these clients become present in the network through these Points of Presence. Some clients may be close enough to have a shared PoP, others may have completely different PoPs. Furthermore, very close clients may even be able to communicate directly rather than through the fixed network, for example, Palm Pilots that can communicate via iRDA. In this arrangement, there are three possible places where data and programs may sit: client, server and PoP; and also a variety of communication paths. In the following section, we will investigate the possibilities for collaborative architectures based on these locations.
Options for Collaboration
In order to clarify the different cases we wish to consider, we will draw upon a running example. Imagine two people, Alison and Brian, using some form of digital paper. The target application is a shared drawing tool -as Alison draws on her pad with a stylus, marks appear on her own digital paper and also (with some feedthrough delay) on Brian's pad. The question then is what forms of software architecture may best support the interaction needed for our shared digital paper.
Static network PoPs
The first pair of architectures are those when we effectively ignore the mobile nature of the network and treat it exactly like the static network. For fast and reliable networks, such as the roving radio-based ethernets used within offices, this arrangement makes considerable sense. Two sensible application configurations are possible under this arrangement (Fig. 5) .
The PoP has no computational role in either case, being merely a router or post office passing on communication. This is effectively the same as l(a) and l(b) in Fig. 2 except that the network has both mobile and fixed links. The issues are similar to fixed networks, but the delays involved may be longer. In case 1 (a) Alison may experience some delay in getting feedback for her actions (disconcerting on digital paper). In case 1 (b) both Alison and Brian's digital pads contain all the shared data and they have to communicate to maintain a consistent replicated state.
Power in the PoP
Now consider a similar case, but where the client computation is spread between itself and the PoP.
This may be useful if the drawing pads supporting the digital paper have only a small amount of onboard memory or limited computational power.
In Fig. 6 , we see versions of l(a) and l(b) where the PoP has a greater rote. Two potential configurations emerge:
3(a) centralised data with PoP as intermediary.
The data sits at a central server, but the PoP takes an active role as a proxy client/server.
The PoP runs part of the application and also communicates with the client for I/O.
3(a) is decentralised replicated solution. Replicated data sits at the PoP (and possibly part of the application) and the PoP acts as a virtual server. Although the data resides at the PoP, it is likely to be there only temporarily, as long as there are local users (the exception being ubiquitous data such as telephone directories).
One example of 2(a) would occur if the digital pads were configured as X servers (this in fact is the arrangement used in the early versions of the PARC ubicom environments). The shared drawing p r o g r a m could t h e n consist of X clients at each PoP with each accessing a shared server. As in case l(a), Alison will experience feedback delays, unless there is additional caching.
Although we described case 2(b) as a virtual server, it will have a far greater pace of feedback than a centralised solution -Alison's stylus strokes only have to register on the replica at the local PoP before being echoed back to her pad.
Moving PoPs together
Finally, there are two options that are only possible when devices are physically close together. For example, imagine that Alison and Brian have brought their digital pads with them to a meeting. As they talk, they start to sketch on their pads. If any of the previous architectures are used, the feedthrough of Alison's actions on Brian's pad will experience full network delays, little different than as if they were hundreds of miles apart. However, being so close they might reasonably expect virtually instantaneous response. Two arrangements exist that might enable the level of response anticipated by Alison and Brian: 3 (a) distributed centralised solution-The server gives some of the functionality to the PoP to allow the clients to communicate with the PoP -the PoP therefore assumes the role of server.
3(a) peer-peer communication -direct communication using local communication (e.g. infrared). The shared data is at the client end.
In Fig. 7, 3 (a) and 3(b) are similar to l(a) and 1 (b) in Fig. 2 place entirely in a mobile environment, thus ensuring faster feedback and feedthrough.
Of the two options 3(b) is very simple in that it is only a local network version of 1 (b), the only difference being a greater pace of feedthrough for Brian and the problems of handover within the network.
Although in some ways 3(a) is the same as l(a), it has the crucial difference in that the machine that acts as the server for the shared application, the PoP, is configured dynamically rather than at a fixed location. For example, if Alison and Brian are in a reactive meeting room, the PoP may be in a device embedded within the wall that senses the presence of the two pads and downloads relevant software from a remote server. Thereafter Alison will experience ah-nost instant feedback (just a roundtrip to the wall and back) and Brian equally fast feedthrough. In addition, being a centralised application, it has all the advantages of software simplicity that are associated with serve>based solutions.
6, Dynamic Reconfiguration
The development of the notion of Points of Presence (PoPs) within our study enables us to think, in a systematic manner, about the various architectural alternatives which may arise in a collaborative mobile environment. Cases 2(a) and 2(b) show that the introduction of a PoP enables users to have better feedback. Similarly, cases 2(b) and 3(b) highlight how locality can be maximised to improve feedthrough.
The latter is particularly important as it is difficult to improve feedthrough in non-locally networked applications. Although ever-increasing network bandwidth may help to alleviate temporal problems to a certain extent, only an effective architectural framework can enable us to have a better understanding of these temporal problems and only the movement of "server" functionality closer to the users can help to improve feedback and feedthrough significantly.
In presenting the six cases, we grouped them in pairs which had some architectural similarities. However, we have also pointed out other types of similarities between cases. In cases l(a), 2(a) and 3(a), we have different versions of a centralised architecture, whereas 1 (b), 2(b) and 3(b) are forms of peer-peer architecture. If instead we focus on the work the PoP is doing we find that in cases 2(a), 2(b) and 3(a) the PoP is heavily involved in the computation whereas in cases l(a), l(b) and 3(b) the PoP acts at most as a router. These similarities are summarised in Table 1 .
Some of the cells in Table 1 show only one option while others show two possibilities. The difference lies in the number of PoPs involved. Both options 2(a) and 3(a) are based on a centralised arrangement, but being distributed, option 2(a) has more than one PoE Similarly, options l(b) and 3(b) share a peer-peer arrangement but, unlike option 3 (b) which consists of only one PoP, option l(b) involves more than one PoE
In cases 1 (a) and 2(b) several PoPs are involved. This obviously suggests looking at whether there are variants of these, l(a)' and 2(b)', where there is only one PoP involved. In both cases, these are degenerate variants where all the relevant users happen to be physically close to one another, but where the computational infrastructure is treating them as distant (see %ble 2).
Looking first at case l(a), the variant with a single PoP, l(a)', is a degenerate case where all communications go back and forth to the server via a single PoP that acts as a router. This suggests an obvious choice for dynamic architecture reconfiguration. If the underlying platform supports running code mobility and the PoP is powerful enough then it would be possible to shift the serverend code from the server to the PoP (becoming case 3(a)).
This dynamic reconfiguration from l(a)' to 3(a) requires no major changes or worries about replicating or synchronising the shared data (as in option 2(a)). The migration from option 3(a) back to l(a)' is also possible if the users move apart again and simply involves code migration without any new client/server synchronisation. This change is equivalent to deliberately not routing a mobile phone call through a central switch when the callers happen to be in the same cell. The overall effect is to reduce network resources and improve both feedback and feedthrough. The degenerate variant of 2(b) is when the peer-peer replicas all reside on the same machine. This suggests two potential optimisations to improve performance. First, naive implementations may actually involve several processes acting as a local peer for each client. Whenever all or simply some of the users are working through the same PoP there are clear performance gains if co-resident peers can merge and then split again when the users move apart. Furthermore, there are additional opportunities for optimisation when there is effectively just one peer left -a form of case 3(a). We know of no current system which manages this form of process merging/division, and this is perhaps a new distributed system support requirement. This analysis has highlighted opportunities for dynamicreconfiguration offering the possibility of improved feedthrough in a mobile environment, a requirement which is difficult to achieve in a fixed distributed collaborative environment due to the latency of the network. Furthermore, the analysis gives a framework that enables us to understand the options and the implications of such reconfigurations.
The explicit identification of Points of Presence also offers a place within these network arrangements to allow access to management and reconfiguration information. Users can select and reconfigure the architectural arrangement to reflect their particular needs and constraints. For example, a user may wish to reconfigure the architecture in such a manner that it is not optimal but offers lower cost communication tariffs.
Code Mobility Issues
As we expected, the mobility of physical devices means a constantly-shifting topology within the infrastructure and, just like web-based solutions, issues about data and code mobility resurface in mobile settings.
In cases 2 (b) and 3 (a), some of the functionality of the server has migrated to the PoE In case 3(b), some of the client functionality is in the PoE So how does it get there? Unless the application is ubiquitous it will not be sensible to have copies of the code sitting at every PoP, so it must either download from the client or the server. In cases 2(b) and 3(a) shared data must also migrate to the PoPs.
T h e resulting security and m a n a g e m e n t implications are somewhat daunting: 9 public carriers allow foreign code to run inside their network?
9 will users trust devices embedded in the environment to run parts of their (perhaps private) applications?
Places to Stay on the Move: Software Architectures for Mobile User Interfaces Current sandbox, as found in Java applets, goes some way to satisfying question(i), as the computation is bounded within a protected region of execution. More flexible schemes, such as those in Java 2 improve on this further. Question
(ii) -running code on "untrusted"' platforms -is, however more problematic. To date we know of no other work on this topic with the exception of very conservative approaches that trust the results of such computation only as much as the weakest link. Cryptographic techniques have allowed far better results for communication over untrusted channels and we may hope to see some cross-over into this harder problem area.
Discussion
The usability (and, indeed, infrastructure efficiency) gains of moving computation close to users is obvious. To some extent, much of the work on "active networks" has appeared to be solutions looking for a problem. The demands to move running code and reconfiguring networks in the ways we suggest certainly show that there are real and ongoing issues to be solved. However, current active network research is largely focused on computation for low-level communications purposes (for example, the recent IEEE Computer special issue on active networks [32] ). These will need some modification in order to be useful for applicationlevel computation. One of the most exciting aspects of execution on PoPs is the potential in reducing the dependence on feedthrough -the ability of users to see the results of one another's ongoing work. The irreducible delays due to network latency have meant that this is an intractable problem for distributed users and the solution in such cases is to design applications which in various ways "cope" with these inevitable delays. However, it seems intolerable to make users who can see one another across a room suffer the same delays as those across continents. The options suggested in this paper and the framework for considering the static and dynamic choices between those options make it possible to design systems which are feasible in development terms and which offer improved collaborative interaction.
