We use purely statistical methods to determine if it is plausible that the pricing kernel can be represented as the intertemporal marginal rate of substitution of a representative agent in an endowment economy whose preferences are determined by recursive utility. Specifically we investigate regression implications of recursive utility such as the implication that the R-square of a log-linear regression of the pricing kernel on endowment growth and the return to wealth is one. We make no assumptions other than that a unique pricing kernel exists. We introduce a Bayesian statistical method that treats the pricing kernel as a latent variable and extracts it and its transition density from real returns on twenty-five Fama-French portfolios and bonds. Our priors are formed from an examination of a long simulation of a Bansal-Yaron economy. Using both monthly data and annual data, we determine the posterior distributions of the R-square of various regressions and compare these posteriors to the R-square that should have obtained were the pricing kernel determined by recursive utility. These regressions are invariant to seasonal adjustment. We find that the data support recursive utility. Incidentally we find that the data do not support external habit utility.
Introduction
There has been a revival of interest in representative agent consumption based asset pricing.
Much of this literature endows the representative agent with recursive utility (Kreps and Porteus, 1978; Epstein and Zin, 1989; Weil, 1990) . Some recent examples of this strand of the literature are Bansal and Yaron (2004) , Hansen, Heaton, and Li (2005) , Kiku (2006) , and Eraker (2006) . Because so much of the new literature relies on recursive utility, it is natural to ask if recursive utility is plausible.
Trying to answer this question by implementing one or more of the models that have been proposed by contributors to this literature and fitting them statistically to consumption data and asset returns runs into several difficulties. The first is that macro economic data are are sparse. For U.S. data all that are available are about 75 annual observations, 135 quarterly observations, and 550 monthly observations. The obvious way to combat sparse data is to use prior information and Bayesian statistical methods. But Bayesian methods bring into play two additional difficulties: The model must be solved and a likelihood must be synthesized. As in Bansal and Yaron (2004) , Hansen, Heaton, and Li (2005) , and Eraker (2006) , most implementations rely on approximate solutions derived by linearization.
Others rely on numerical methods (Kiku, 2006) . In either event, the quality of these approximations is unknown, especially when considering that Bayesian MCMC methods require accurate solutions over a wide range of parameter values. To synthesize a likelihood, one can assume a VAR is an adequate approximation (Del Negro and Schorfheide, 2004) , use a flexible functional form (Gallant and McCulloch, 2005 ), or use a particle filter (FernandezVillaverde and Rubio-Ramirez, 2004 ). The quality of the synthesis is unknown. In addition to errors introduced by solving the model and synthesizing a likelihood, there are intrinsic measurement errors in consumption data and distortions induced by seasonal adjustments to consumption data. The upshot is that a statistical inquiry along these lines carries with it the augmenting assumption of an assumed law of motion for consumption and perhaps other driving processes such as cash flows, error from solving the model, error from synthesizing a likelihood, and error from poor quality data. Answering the question "Is recursive utility plausible?" in the face of all this excess baggage would seem to be impossible.
We attack the problem from a different direction. We use Bayesian methods that are not and Tauchen (2004) . The cash flow process in Bansal-Yaron seems to be more severely misspecified because our test that relies on this augmenting hypothesis rejects. Our test that relies on neither augmenting hypothesis accepts.
The plan of the paper is as follows. In Section 2 we describe recursive utility, derive the law of motion f (·|·, η), derive the substantive prior p(η), and discuss the rationale for our tests. In Section 3 we describe our data. In Section 4 we provide the rationale for the first part of our likelihood L(θ). In Section 5 we describe the technical portion of our prior p T (θ, η). In Section 6 we present our empirical findings. We conclude in Section 7.
Recursive Utility
Let C t denote the monthly consumption endowment. Let P ct denote the price of of an asset that pays the consumption endowment. Let R ct = (P ct + C t )/P c,t−1 denote the gross return on the consumption endowment. Similarly, if an asset S pays D st per month, then it has price P st and gross return R st = (P st + D st )/P s,t−1 . Prices are real.
The recursive utility function is defined as where W t is the representative agent's wealth, the intertemporal marginal rate of substitution of the agent implied by recursive utility is
(β−1) , where
The gross return of the asset that pays the consumption endowment satisfies the Euler equation 1 = E t (M t,t+1 R c,t+1 )
and the gross return on an asset that pays D st satisfies 1 = E t (M t,t+1 R s,t+1 ) .
Any pricing kernel {θ t } will satisfy these Euler equations; e.g.
Our goal is to use Bayesian methods to infer the posterior distribution of {θ t } using (3) and a panel of asset returns without assuming that {θ t } is necessarily of the form θ t = M t−1,t implied by recursive utility. Our approach uses a hierarchical likelihood of the form
f (θ t+1 |θ t , . . . , θ 1 , η)
where f (·|·, η) is a law of motion for {θ t }. Consequently we need a specification of f (·|·, η) and a prior p(η) for the hyperparameter η. To this end we provisionally adopt recursive utility and proceed as follows.
From the literature we accept plausible values for the recursive utility function parameters and a plausible specification of the joint distribution of the consumption endowment and dividend on the market portfolio. Once (δ, γ, ψ) and the distribution of (C t , D st ) are specified, the distribution of M t,t+1 can be determined from a long simulation of the economy. We accept Kiku's (2006) specification of the distribution of C t and D st , which is log C t+1 = log C t + µ c + x t + σ t η t+1 log D t+1 = µ + φx t + κσ t u t+1
x t+1 = ρx t + κ x σ t t+1 σ 2 t+1 = σ 2 (1 − ν) + νσ 2 t + σ w w t+1 .
Here the errors are normally distributed with mean zero and unit variance and are independent both temporally and cross-sectionally with the exception that Corr(η t , u t ) = α = 0.
Parameters were calibrated in Kiku (2006) by simulating at the monthly frequency, aggregating to the annual frequency, and matching moments computed from annual market returns and annual consumption data. Her parameter values are (δ, γ, ψ) = (0.999, 10, 1.5),
(µ c , ρ, κ x , σ, ν, σ w ) = (0.0015, 0.98, 0.032, 0.0064, 0.99, 0.0000017) , and (µ, φ, κ, α) = (0.0012, 2.8, 7.5, 0.55) . This specification is similar to Bansal and Yaron(2004) and Bansal, Gallant, and Tauchen(2004) .
From a simulation of this calibrated economy kindly provided to us by Dana Kiku, we fitted the SNP expansion (Gallant and Tauchen, 1989) by maximum likelihood using a public domain program (http://econ.duke.edu/webfiles/arg/snp) with the number of terms in the expansion determined by the Schwarz (1978) BIC criterion. We interpret this fit as a Bayesian nonparametric estimate of the transition density obtained with a flat prior. The form of the fitted density of θ t = M t−1,t is
P(y t |a) = 1 + a 1 y t + a 2 y 2 t + a 3 y 3 t + a 4 y 4 t (8)
where n(·|µ, σ 2 ) denotes the normal density function.
The parameter estimates and their standard errors are shown under the headings location and scale, respectively, in Table 1 for fits of (4) to simulations at both the monthly and annual frequency. The monthly estimates are determined from a simulation of length 5000.
We interpret the monthly parameter estimates and their estimated standard errors as the prior opinion that one would form about the location and scale of the parameters of (4) after having observed this economy for 5000/12=417 years. The annual estimates are determined from a simulation of length 1600 which we interpret as the prior opinion one would form after 1600 years of observation. Operationally it turns out that if we take the scaling an order of magnitude smaller than shown in Table 1 , the prior binds, and if we take it an order of magnitude larger, it does not. For this reason we call a prior in Table 1 with scale divided by ten tight, one with scale multiplied by ten loose, and one with scale as shown in Table 1 intermediate. Table 1 about here Lastly we note that if the pricing kernel that we extract from data does obtain from recursive utility then it must satisfy the equation
where β = c 3 + 1, ψ = −β/c 2 , and δ = exp(c 1 /β). Moreover, regardless of whether the pricing kernel is or is not recursive, if we can obtain a distribution for the process
then we can compute the price of consumption using
and compute the gross return on consumption using
Data
We use two data sets. The first is 551 monthly observations from The raw monthly and annual Fama-French portfolios were obtained from Kenneth French's web site (http://mba.tuck.dartmouth.edu/pages/faculty/ken.french). The portfolios are the intersections of five portfolios formed on market equity and five portfolios formed on the ratio of book equity to market equity. The portfolios are for all NYSE, AMEX, and NASDAQ stocks for which equity data are not missing and book equity data are positive.
The portfolios are constructed at the end of each June with breakpoints determined by the NYSE quintiles at the end of June. Complete details are at Kenneth French's web site. The advantage of the Fama-French portfolios here is that they appear to isolate and exhaust the risk factors for holding equities French, 1992, 1993) .
The raw monthly and annual data for returns on U.S. Treasury debt are from the Center for Research in Security Prices data at the Wharton Research Data Services web site (http://wrds.wharton.upenn.edu).
The raw monthly consumption data are seasonally adjusted at annual rates personal consumption expenditures on nondurables and services obtained from the Bureau of Economic Analysis web site (http://www.bea.gov). The annual data are annual expenditures on nondurables and services from the same source.
The raw monthly labor income data are seasonally adjusted at annual rates and are the series entitled compensation of employees received at the Bureau of Economic Analysis web site. The annual data are are the annual series from the same source.
Raw data are converted from nominal to real using the monthly and annual consumer Simple statistics for these data are shown in Tables 2 and 3 . 
Estimation Methodology
In this section we provide the rationale behind our estimation strategy and the details of its implementation.
Rationale
The ideas behind the estimation methodology are apparently part of the folklore of Bayesian inference. We first learned of the method from James Berger, Duke University. We have seen it used by Duan and Mela (2006) who cite Romeo (2004) . We do not know where a rationale for the method proceeding from the notion of sufficiency (Fisher, 1925) can be found and so provide it here.
Consider estimating the mean µ and variance Σ from a sample {y t } n t=1 of independent multivariate normal observations. The likelihood factors into the product of the Wishart distribution and the normal distribution as follows
are sufficient statistics by the factorization theorem (Fisher, 1925) . The estimator that maximizes (14) is (μ n ,Σ n ) = (ȳ, W ).
As is well known, one can use (ȳ, W ) as data and the right hand side of (14) as the likelihood without affecting the conclusions of Bayesian inference. However, there is one subtlety that is usually irrelevant but is important later in this subsection and in Subsection 4.3. It is that information is lost because not every set A expressed in terms of the original data Y = (y 1 , . . . , y n ) can be assigned probability. Probability can only be assigned to A if it is the preimage of a set that can be expressed in terms of (ȳ, W ). Specifically, if T denotes the map Y → (ȳ, W ), then A must satisfy A = T −1 (B) for some Borel set B. The probability assigned to A is the integral of the right hand side of (14) over B. This is just an application of the change of variables formula of integration. Although it is rarely necessary to deduce the form of A, it is easy to do in this instance: If σ = (σ 1 , . . . , σ n ) denotes a permutation of the indices t = 1, . . . , n, and S denotes the set of all such permutations, and Y σ = (y σ 1 , . . . , y σn ), then sets A that satisfy A = T −1 (B) have the property that Y ∈ A ⇒ Y σ ∈ A for all σ ∈ S.
The estimator (μ n ,Σ n ) can also be expressed in terms of the estimating equations
Evaluating the estimating equations at the true value (µ o , Σ o ), we have
Here Z 1n and Z 2n are independent, Z 1n is N (0, Σ/n), and Z 2n is a location shifted Wishart.
One can proceed in the opposite direction by viewing estimating equations such as (15) as the first order conditions of a maximum likelihood estimator and infer a likelihood by specifying a distribution for Z 1n and Z 2n given by (15). In this instance, if we specify that Z 1n and Z 2n are independent, Z 1n is normal, and Z 2n location shifted Wishart we would infer the likelihood L(µ, Σ) above. In general, either the direct approach of writing down the likelihood of the sample or the indirect approach of writing down a set of estimating equations and inferring a likelihood from the estimating equations will lead to a likelihood function L(µ, Σ) that can be used as the basis of statistical inference. When, as here, the statistics in the estimating equations are first and second moments and the data are normally distributed, the outcome is the same.
However, describing an estimator in terms of estimating equations based on first and second sample moments and inferring the likelihood L(µ, Σ) is actually a more general approach because all that is required to justify it that n is large enough for the central limit theorem to be a good approximation to the sampling distribution of the first moment and an assumption that the skewness of y t is zero.
Carrying the logic further and restricting attention to µ, one can formulate the estimating equations as
and assume that
This eliminates the skewness assumption.
Now consider estimating equations for a potentially nonlinear situation
where x t denotes exogenous and/or predetermined variables. The parameter θ is used advisedly here because later it will be the ex-post pricing kernel. If the m t (y t , x t , θ o ) are an uncorrelated mixing process, then
If the m t (y t , x t , θ o ) are a correlated mixing process, then W n (θ) is a HAC estimator such as
where Gallant, 1987) . Putting
Although (19) is the formula used in computing, it is a little misleading. One should view the formula as follows: One summarizes the data (Y, X) as t = T θ (Y, X) using the map
is to be viewed as a density in t over K . If one wishes, conditional probability can be assigned to sets C expressed in terms of (Y, X) that have the form
, where B θ is a Borel subset of K . Probability is assigned using
This analysis provides the logical foundations for using (19) as the likelihood in Bayesian inference. We note in passing that (19) is the objective function of the continuously updating GMM estimator (Hansen, Heaton, and Yaron, 1996) .
In our particular application these ideas require further extension. The extension is in Subsection 4.3.
Implementation
Our likelihood is hierarchical. Its first component is of the form of the likelihood (19). For specificity we describe the implementation for monthly data. Let s t denote the vector of gross returns at time t on the twenty-four Fama-French portfolios S11 through S54 listed in Table 2 . Let b t denote the vector of gross returns at time t on the three Treasury debt issues t30ret, b1ret, and b10ret listed in Table 2 . Let c t denote consumption growth (i.e. C t /C t−1 ) and l t denote labor income growth. Define the instruments 
where 1 denotes a vector of 1's of length twenty-seven. The moment function that determines (18) for our estimator is
where t = 1, . . . , n = 550. The length of the vector m t (θ) is K = 756 so that the number of overidentifying restrictions on θ 2 , . . . , θ 551 is 206. Note that θ 1 is not yet identified because θ 1 does not appear in any of the m t (θ). This issue is addressed later in this subsection.
We assume that θ t (s t , b t ) has a factor structure. There is one error common to all elements of θ t s t , one error common to all elements of θ t b t , and twenty-seven idiosyncratic errors, one for each element of θ t (s t , b t ). Denote this matrix by Σ e (or by Σ e,t if one wants to allow for heterogeneity, which makes no difference in what follows). A set of orthogonal eigen vectors U e for Σ e are easy to construct and can be used to diagonalize Σ e . To illustrate, if there were three stocks and two bonds, then
Similarly U z and Σ z for Z t . (The last row and column of Σ z are zeros whence U z looks like U e with an extra 2x2 block for (c t , l t ) and zeros appended to the bottom and right and a one in the southeast corner.)
If we strengthen the zero correlation condition and assume Var[Z t ⊗ e t (s t+1 , b t+1 , θ o t+1 )] = Σ z ⊗ Σ e , then we can diagonalize m t (θ) by multiplying on the left by (U z ⊗ U e ) . Taking into account the block structure of U z and U e , computing (U z ⊗ U e ) m t (θ) requires (24 2 + 3 2 + 2 2 + 1) + (24 2 + 3 2 ) + 30 × 27 = 1, 985 operations. It is the most significant component of the computational cost of the statistical methodology proposed here. Computation of U m t (θ) for general U requires (27 × 30) 2 = 656, 100 operations and is so costly that our proposed methodology becomes infeasible. (We learned this the hard way by trying to do it.) The upshot is that we either accept a diagonalization scheme based on the assumption that Var(Z t , e(s t+1 , b t+1 , θ o t+1 ) = Σ z ⊗ Σ e is a reasonable approximation or quit here.
we can estimate the variance of V t (θ) by a diagonal matrix S n (θ) with elements
We correct for the mean as shown because we evaluate at proposed θ in an MCMC scheme rather than at a value ofθ n that tries to putm n (θ) = 0 as in frequentist inference. This is to prevent having an absurd value of θ accepted merely because it makes s i (θ) large.
The likelihood for the pricing kernel θ is, then,
The full likelihood is the product
where f (·|·, η) is the law of motion given by (4).
The diagonalization and scaling scheme in (21) (equivalently, the weighting matrix W n (θ)
of (17)) determines the relative importance each of the elements ofm n (θ) = 1 n n t=1 m t (θ) has in determining results. In frequentist inference this amounts to a choice of a loss function and can be a serious consideration in applications (Cochrane, 2001, Chapter 16) . With the Bayesian methodology proposed here it is less of an issue because one can use a prior to counteract the deleterious effects of a particular diagonalization scheme, which we do in Section 5.
Lags are needed to prime the recursion for σ 2 t of (10) that appears in f (·|·, η) of (23). This is done by prepending a copy of θ to θ so that σ 2 t recurses through a copy of θ before computation of f (·|·, η) begins. As noted above, θ 1 does not appear in L(θ) of (21). It is a backcasted lag identified by the law of motion f (·|·, η) in (23). The role of θ 1 is to buffer the transition from the prepended copy of θ to the values of θ that are used to compute L(θ).
Given the prior density described in Section 5, a Bayesian posterior is obtained from L(η, θ) using a general purpose, public domain, parallelized implementation of the Chernozhukov and Hong (2003) MCMC method (http://econ.duke.edu/webfiles/arg/emm). It is a Metropolis-Hastings algorithm so that neither the likelihood nor the prior have to be normalized to integrate to one. The proposal density randomly chooses a component of (η, θ) to move and then proposes a normal random walk move. Since the dimension of (η, θ) is 560 a full cycle takes 560 draws on average making the MCMC chain highly correlated. We deal with this in the standard way by running a long chain and sampling it. After burning off transients, we generate a chain of length 30,000,000 and retain every 1000th draw leaving 30,000 draws net. The exception is that the modes reported in Section 6 are taken over the 30,000,000 draws rather than the sample of 30,000 draws. The autocorrelations in the 30,000 draws are strongly influenced by the prior. For the tightest prior they are negligible after ten lags and for the loosest after 100. While our proposal strategy lacks finesse, it is a relatively safe strategy that tends to explore a posterior well and it allows us to use well tested parallel code. It is practicable on a 16 CPU Beowulf cluster, which is what we used for the computations. It may not actually be possible to do better than this within a reasonable expenditure of intellectual effort for a likelihood as nonlinear as L(η, θ).
Further Rationale
The rationale offered in Subsection 4.1 does not justify the use of L(θ) as a likelihood without further explanation because θ is not usually thought of as a parameter which determines the distribution of returns but rather is usually thought to be a random variable that covaries with returns. In this subsection we shall justify the use of L(θ) from the latter point of view.
We assume that the function L(θ) given by (21) expresses our subjective opinion about the ex-ante, joint distribution of θ and returns. This is reasonable because the ex-ante expectation ofm n given by (22) is zero andm n is presumed to satisfy an unconditional central limit theorem. Let R denote a panel of returns, R all possible panels, and let
As discussed in Subsection 4.1, the sets A expressed in terms of (R, θ) to which subjective probability can be assigned using L(θ) are those that are preimages A = T −1 (B) of a Borel set B ⊂ K . For such A one computes its subjective probability as P (A) = P T (B), where
Let T θ denote the map R → T (R, θ) for θ fixed. The sets C expressed in terms of R to which we can assign conditional probability knowing that θ has occurred have the form
The principle of conditioning is that one assigns conditional probability proportionately to joint probability. Let R θ be the Borel set for
According to this principle, the conditional probability of C given θ is computed as P (C | θ) = P T (B θ )/P T (R θ ), where P T (·) is given by (25). In this instance
is the conditional distribution for R given θ and is therefore the likelihood.
A natural question is what is the marginal for θ. The answer is that there is none because the joint distribution can only assign probability to a coarse collection of sets and rectangles are not in that collection. We have a concept of a joint distribution for (R, θ) and a concept of a conditional distribution for R given θ. We do not yet have enough information to deduce a marginal distribution.
Suppose that we supply a marginal density f (θ) defined on n+1 that integrates to one with respect to Lebesque measure. This puts additional information into the analysis and allows us to assign probability to sets of the following form
where B θ is a Borel subset of K that can depend on θ and B is a Borel subset of n+1 .
Probabilities are assigned using
If we summarize the data using t = T (R, θ), then this expression says that we can use (2π) −K/2 exp(−t t/2) as the conditional density for Bayesian inference.
Another way of viewing the foregoing argument is to note that we have verified that in our application T (R, θ) is a pivotal and the method of deriving a conditional distribution from this fact is the same as is used to derive fiducial probability from a pivotal (Fisher, 1930 ). The diference is that for fiducial probability one would condition on R whereas we condition on θ. But the argument is symmetric in R and θ so that this does not matter.
On this see also Hampel (2003) and Pitman (1957) and note that in our application the confusion in the fiducial literature as to whether θ is to be regarded as fixed or random does not arise.
The Prior Distribution
In Section 2 we derived the substantive portion of the prior, which is p(η) defined in Table 1 .
It has three variants: tight, intermediate, and loose. Here we complete the description of the prior by specifying its technical component p T (θ, η). The prior imposed on the estimation is the product p(θ, η) = p(η)p T (θ, η). We use the Metropolis-Hastings algorithm in our MCMC chain so there is no need to normalize p(θ, η) to integrate to one. In the remainder of this section we describe each component of p T (θ, η) in isolation; p T (θ, η) itself is the product of these components.
The support conditions are that r 0 , r 1 , r 2 of η be positive and that both (9) and (10) As mentioned earlier, a criticism of GMM style inference is that the weighting matrix determines the loss function with the consequence that moments that have economic importance can get neglected (Cochrane, 2001, Chapter 16) . Here the specific criticism is that because the variance of returns on stocks is larger than for bonds, the Euler equations for bonds unreasonably influence results. To mitigate this criticism we impose the loosest prior that forces all the Euler equation errors to be about the same. Let
where e t (·) is given by (20) . For annual data we impose a normal prior such that P (−0.5 < e i,n (θ) < 0.5) = 0.95 and for monthly data we impose P (−0.05 < e i,n (θ) < 0.05) = 0.95 . For the annual data these are components two through twenty-six of p T (θ, η); for the monthly data two through twenty-nine.
In order to assess the plausibility of recursive utility we need to compute the gross return to the consumption endowment using (12) and for this we need
to converge when computed from a law of motion estimated from the realization of
given by the data and θ given by, for example, the mean of the posterior. The smaller are the elements of θ, the better the chance of success. The magnitude of θ can be quantified as the average
which is postitive because the support of f (·|·, η) in (23) We now have all ingredients in place. The ex-ante, subjective, joint distribution of (R, θ, η) is determined by a density that is proportional to
where R denotes a panel of returns, θ denotes the path of the stochastic discount factor, η denotes the parameters of the law of motion f (·|·, η), L(θ) denotes the likelihood for R given by (21), and p(θ, η) denotes the prior for (θ, η) described in this section. The data are summarized by the K-vector t = T (R, θ), where T is given by (24), and the interpretation of L(θ) reflects this fact. For instance, in order to compute the conditional probability of a set C expressed in terms of R using L(θ) one must use a change of variables procedure described in Subsection 4.3. In the next section we shall observe an ex-post panel of returns and use Bayes rule to assign probability to putative ex-post values for (θ, η). Tables 4 and 5 show the mean, mode, and standard deviation of the posterior distribution of the parameter η subject to the tight, intermediate, and loose priors. The parameter η determines the conditional density f (θ t+1 |θ t , . . . θ 1 , η) of the pricing kernel given by (4). We shall focus on the the posterior mode for η in our discussion of f (·|·, η) rather than the posterior mean because the posterior mode corresponds to a density f (·|·, η) that was drawn in the MCMC chain whereas f (·|·, η) evaluated at the posterior mean might not resemble any density that was drawn in the MCMC chain.
Empirical Results
In both tables the important changes when moving from the posterior mode under the tight prior to the loose prior are (1) Although it is obvious from Figures 1 and 2 that the model under the loose prior is preferred, we check numerically by assigning equal prior probability to the models under the tight, loose, and intermediate priors and computing the posterior probability attached to each model in Table 6 . As seen from Table 6 , the posterior probability of the loose model Table 6 about here
The sample paths {θ t } n t=1 of the pricing kernel are of interest. Here we focus on the posterior mean {θ t } because it is more representative of the entire ensemble of MCMC draws than any single draw such as the posterior mode, and there is no feature of an actual draw that has to be preserved as there was in our discussion of η. The posterior mean of the pricing kernel under the loose prior is plotted as the solid line in Figures 3 and 4 together with pointwise standard errors added and subtracted, which are shown as dotted lines. There is considerable difference in the information content of the two posterior distributions. As measured by signal to noise, only 1% of the ratiosθ t / √ V ar(θ t ) exceed one for the monthly data whereas 70% of the ratios exceed one for the annual data.
The most striking feature of Figures 3 and 4 Recursive utility implies that the pricing kernel is
R c,t+1
which, in turn, implies that the regression log(θ t+1 ) = c 1 + c 2 log
should have an R 2 of one. However, if C t and R ct are measured with error, then the R 2 will be smaller than one. Also, if R ct is omitted from the regression or a proxy is substituted for R ct , then the R 2 will be smaller than one. We use these observations to check the plausibility of recursive utility in three ways.
The first check is to compute the posterior distribution of the R 2 from a regression of the log pricing kernel, log(θ t+1 ), on log consumption growth, log
, and compare these R 2 to those that would obtain in a Bansal-Yaron economy.
For the monthly data we use contemporaneous log consumption growth and eleven lags in these regressions because consumption growth is seasonally adjusted. If constant seasonal weights w 1 , . . . , w 12 have been applied to a variable x t and twelve consecutive values of the logarithm of that variable are entered into a regression, then the regressors are actually twelve consecutive values of the log of the unadjusted variable plus 12 j=1 β j log(w j ), where the β j are the regression coefficients of log(x t−j ). The term 12 j=1 β j log(w j ) is a constant. U.S. agencies use X12 to seasonally adjust data which means that 12 j=1 β j log(w j ) will be slowly varying rather than constant. But we still expect twelve lags to substantially undo the effects of seasonal adjustment. For the annual data we regress the log of the pricing kernel on contemporaneous log consumption growth.
The R 2 that one would expect to see in a Bansal-Yaron economy are shown in Tables 7 and 8. The posterior distribution of R 2 that we do see are shown in Tables 9 and 10 . Before implementing our first check on the plausibility of recursive utility, we comment on these tables.
Although we only need the R 2 for contemporaneous consumption for the annual data, we computed R 2 up to four lags in Tables 8 and 10 . We see that predictability increases with lag in Table 10 more than would be expected from Table 8 implying that there is predictability in the pricing kernel that a Bansal-Yaron economy fails to explain. This is consistent with our findings with respect to the posterior distribution of f (θ t+1 |θ t , . . . θ 1 , η) above that there is more predictability in the pricing kernel than is implied by a Bansal-Yaron economy. The same phenomenon is noted when one compares Table 7 to Table 9 but we do not know how much predictability is induced by seasonal adjustment and how much is due to the Bansal-Yaron misspecification of f (·| · η).
The tables also imply that a consequence of this misspecification is to make a test that accepts when a posterior R 2 is large a conservative test. To see this, note that R 2 decrease as one moves from left to right in Tables 9 and 10 . That is, R 2 decrease as one moves from the tight to the loose prior. The implication is that the R 2 computed from a simulation of a Bansal-Yaron economy in Tables 7 and 8 tend to be too large.
Returning to the first check, the upper panels of Tables 11 and 12 show the posterior probabilities of recursive utility computed from the regression R 2 that one would expect, shown in Tables 7 and 8 , and the posterior distribution of R 2 that one finds, shown in Tables 9 and 10 . For instance, from the upper panel of Table 7 one expects an R 2 of 0.0178 at lag eleven for 2% measurement error. From the upper panel of Table 9 under the tight prior at lag eleven the 25% quantile is 0.0149 and the 50% quantile is 0.0197. That means that the posterior probability of observing an R 2 of 0.0178 or larger is somewhere between 50% and 75%. Using a finer grid (not shown) we get 60%.
For the monthly data the posterior probability attached to recursive utility is (<1%, 60%, 99%, 99%) for (1%, 2%, 5%, 10%) measurement error under all three priors as seen from the upper panel of Table 11 . For the annual data posterior probabilities range from (<1%, 20%, 90%, 99%) under the tight prior to (<1%, 10%, 75%, 95%) under the loose prior as seen from the upper panel of Table 12 . One can summarize by stating that recursive utility is implausible at 1% measurement error, somewhat plausible at 2% measurement error, and plausible at higher rates of measurement error according to our first check.
It is possible to use Tables 9 and 10 to assess the posterior plausibility of external habit utility as implemented by Campbell and Cochrane (1999) . Using the parameter settings (g, σ, φ, δ, γ) = (0.01639, 0.0006887, 0.9861, 0.9955, 0.5726) taken from Gallant and McCulloch (2005) for the monthly data and the settings (g, σ, φ, δ, γ) = (0.01967, 0.02386, 0.8450, 0.9477, 0.5726 ) from the same source for the annual data we compute the R 2 one expects in a regression of the log pricing kernel on log consumption growth (plus eleven lags in the case of monthly data) for an external habit model under measurement error in the same manner as Tables 7 and 8 . The predicted R 2 values obtained with measurement error of (0%, 1%, 2%, 5%, 10%) are (1, 0.0455, 0.0044, 0.0003, 4.3e-5) for the monthly data and (1, 0.8980, 0.6776, 0.1931, 0.0295) for the annual data. With these we can compute posterior probabilities from the upper panel of Tables 9 and 10 in the same manner as above. The implied posterior probabilities are (<1%, <1%, 10%, 85%) for the monthly data at measurement errors of (1%, 2%, 5%, 10%). For the annual data they are (<1%, <1%, <1%,, 45%). One can summarize by stating that a external habit utility is implausible at plausible rates of measurement error.
The second check is to compare the posterior distribution of the R 2 from a regression of log(θ t+1 ) on log
and log (R s,t+1 ) (plus eleven lags in the case of monthly data), where R s,t+1 is the market return. The market return R s,t+1 is sometimes used as a proxy for the return to wealth R c,t+1 in implementations of recursive utility (Campbell, 1996, p. 301) . For monthly data the posterior probability attached to a recursive utility is (<1%, <1%, <1%, 1%) for (1%, 2%, 5%, 10%) measurement error under all three priors as seen from the middle panel of Table 11 . For the annual data it is (<1%, <1%, <1%, <1%,) under all three priors as seen from the second panel of Table 12 . One can summarize by stating that recursive utility is implausible according to our second check
Our third check requires model-free computation of R ct , which we compute using (12) and (13) as follows. We fit an SNP density to the process
where θ t is the posterior mean of the pricing kernel and compute P ct using (12) by simulating y t 100 steps ahead and averaging over 1000 Monte Carlo repetitions conditional upon past values of y t . We then compute R ct using (13). Computing (12) is essentially a multi-stepahead forecasting exercise. We view past values of y t as an adequate conditioning set for this forecasting exercise because it is a well understood principle of forecasting that a multi-step ahead forecast of a process from its own past is nearly always more accurate than a multistep ahead forecast of a vector process that includes that variable even if the specification of the vector process is correct.
The third check is to compare the posterior distribution of R 2 for a regression of log(θ t+1 ) on log
and log (R c,t+1 ) (plus eleven lags in the case of monthly data). For monthly data the posterior probability attached to a recursive utility ranges from (15%, 99%, 99%, 99%) for (1%, 2%, 5%, 10%) measurement error under the tight prior to (55%, 99%, 99%, 99%) to under the loose prior as seen from the bottom panel of Table 11 . For the annual data it ranges from (<1%, <1%, 80%, 99%,) to (<1%, <1%, 50%, 99%) as seen from the third panel of Table 12 . For the annual data we recomputed the R 2 using only the years 1960-2004. These posterior probabilities are shown in the bottom panel of Table 12 . For the recomputed R 2 the probabilities become (<1%, 60%, 99%, 99%,) to (<1%, 20%, 99%, 99%), which partly reconciles the discrepancy between the monthly and annual results. One can summarize by stating that recursive utility is somewhat plausible at 1% measurement error and plausible at higher rates of measurement error according to our third check. Table 8 about here Table 9 about here   Table 10 about here   Table 11 about here   Table 12 about here Our own view is that the evidence supports recursive utility for the following reasons.
The first check is a joint test of the driving process for consumption growth in a BansalYaron economy and recursive utility and therefore overly stringent for the purpose of testing recursive utility per se. But this overly stringent test is passed in both the monthly data and the annual data. Our posterior analysis of f (θ t+1 |θ t , . . . θ 1 , η) suggested that the processes driving consumption in a Bansal-Yaron economy are misspecified but it would seem that this misspecification is not severe in directions that the first test can detect.
The first check does seems to have some discriminatory power because it definitively prefers a Bansal-Yaron economy to an external habit economy. One should note that the marginal rate of substitution implied by external habit is computable directly from the endowment process and so our check of external habit does not use Campbell and Cochrane's specification of the driving process. It is a direct test whose only reliance on augmenting hypotheses is our choice of parameter settings, which do not differ materially from Campbell and Cochrane's calibration.
According to the third check, recursive utility is strongly supported by the monthly data and moderately supported by the annual data. The third check relies on our subsidiary wealth return computation (12). The reliance on the characteristics of a Bansal-Yaron economy and the correctness of Kiku's computations is fairly minimal. One concern might be sensitivity of this computation to the forecast horizon. It is 100 months for the monthly data and 100 years for the annual data. The computation is so costly that extension of the forecast horizon much beyond these limits is impractical. However the computation does not appear to be sensitive to the forecast horizon. For the annual data and loose prior we recomputed at 10 and 25 year horizons. The largest change in the posterior quantiles shown in the first line of the lower panel of Table 10 was 12%. This is not enough of a change to materially affect posterior probabilities.
We think that the disagreement of the second check with the first and third checks can easily be explained. The R 2 that we expect to see in the first check relies on Bansal-Yaron consumption dynamics. The R 2 that we expect to see in the second check relies, in addition, on the Bansal-Yaron specification of dividend dynamics. As Campbell (1996) points out, it is implausible that the return to publicly traded equity is good proxy for the return to total wealth because publicly traded equities are a small fraction of total wealth. Yet we see from the middle and lower panels of Tables 7 and 8 that as measurement error increases the return to equity becomes a better proxy for the return to wealth than the return to wealth itself. This strikes us as an implausible description of reality. Thus, it would seem that the R 2 shown in the middle panel of Tables 7 and 8 can be dismissed as implausibly large and therefore the fact that the second check contradicts the first and third is not surprising. We view the outcome of the second test as evidence that the dividend dynamics in a Bansal-Yaron economy are more seriously misspecified than the consumption dynamics.
Conclusion
We used a Bayesian statistical method that can extract the pricing kernel and its transition density from a panel of returns to determine if it is plausible that the pricing kernel can be represented as the intertemporal marginal rate of substitution of a representative agent with recursive utility. We used two panels of U.S. equity and bond returns. We also concluded from an analysis of the law of motion extracted by our Bayesian procedure that the Bansal-Yaron consumption dynamics are misspecified because they generate a pricing kernel that has less predictability than is seen in the dynamics of the pricing kernel that we extracted. The misspecification is not strong enough to cause our joint test of recursive utility and Bansal-Yaron consumption dynamics to reject. The misspecification of the Bansal-Yaron dividend process seems more severe because it did cause our joint test of recursive utility and Bansal-Yaron dynamics to reject.
Incidentally we determined that external habit utility in the form set forth in Campbell and Cochrane (1999) is implausible a posteriori.
Our methodology makes no assumptions other than that a unique pricing kernel exists and therefore the extensive tabular results that describe our posterior density are model free and provide a rich collection of statistics that we hope other researchers can use to conduct similar analyses with other dynamics and utility functions.
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