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Abstract
In this paper, a new class of biholomorphic mappings named “ε quasi-convex mapping” is introduced in
the unit ball of a complex Banach space. Meanwhile, the definition of ε-starlike mapping is generalized from
ε ∈ [0,1] to ε ∈ [−1,1]. It is proved that the class of ε quasi-convex mappings is a proper subset of the class
of starlike mappings and contains the class of ε starlike mappings properly for some ε ∈ [−1,0)∪ (0,1]. We
give a geometric explanation for ε-starlike mapping with ε ∈ [−1,1] and prove that the generalized Roper–
Suffridge extension operator preserves the biholomorphic ε starlikeness on some domains in Banach spaces
for ε ∈ [−1,1]. We also give some concrete examples of ε quasi-convex mappings or ε starlike mappings
for ε ∈ [−1,1] in Banach spaces or Cn. Furthermore, some other properties of ε quasi-convex mapping or
ε-starlike mapping are obtained. These results generalize the related works of some authors.
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The class of convex mappings and the class of starlike mappings are two important classes of
mappings in the study of geometric function theory. In the case of one complex variable, the two
classes of functions have a simple and important relation, that is Alexander’s theorem; However,
this theorem is no longer true in several complex variables. In fact, there exists a new class of
biholomorphic mappings, which does not appear in the one complex variable case, between the
convex mappings and the starlike mappings of several complex variables.
In 1999, Roper and Suffridge [18] introduced the class of “quasi-convex mappings of type A.”
In 2001, Liu Taishun and Liu Hao [12] introduced another class of mappings named “quasi-
convex mappings” in general bounded convex circular domains of Cn. In 2002, Zhang Wenjun
and Liu Taishun [22] had generalized the above two classes of mappings to the unit ball of a
general complex Banach space, and they had proved that, in all Banach spaces, the class of
“quasi-convex mappings of type A” coincides with the class of “quasi-convex mappings,” so
these mappings were called the quasi-convex mappings in general.
In 2001, Professor Gong Sheng and Professor Liu Taishun [2,3] introduced the concept of
ε starlike mappings, and studied the criterion for this class. In this paper, we introduce a new
class of biholomorphic mappings named “ε quasi-convex mapping” in the unit ball of a complex
Banach space, and study its some properties.
The organization of this paper is as follows. In Section 2, some definitions and notations are
given. We introduce a new class of biholomorphic mappings named “ε quasi-convex mapping”
in the unit ball of a complex Banach space. Meanwhile, we generalize the definition of ε-starlike
mapping from ε ∈ [0,1] to ε ∈ [−1,1]. In Section 3, some properties of ε quasi-convex mappings
are obtained. In Section 4, we give a geometric explanation for ε-starlike mapping with ε ∈
[−1,1]. Moreover, it is proved that the generalized Roper–Suffridge extension operator preserves
the biholomorphic ε starlikeness on some domains in Banach spaces for ε ∈ [−1,1]. In Section 5,
we also give some concrete examples of ε quasi-convex mappings or ε starlike mappings for
ε ∈ [−1,1] in Banach spaces or Cn.
2. The definitions and lemmas
Let X be a complex Banach space and let B = {x ∈ X: ‖x‖ < 1} be the unit ball in Banach
space X. In particular, let U = {z ∈ C: |z| < 1} be the unit disk in the complex plane C. Suppose
that Ω is an open subset of X and f :Ω → X, then f is holomorphic in Ω if given x ∈ Ω , there
is a bounded linear map Df (x) :X → X such that
lim
h→0
‖f (x + h)− f (x)−Df (x)(h)‖
‖h‖ = 0.
The linear map Df (x) is called the Fréchet derivative of f at x. If f is holomorphic in Ω and
x ∈ Ω , then for every n = 1,2, . . . , there is a bounded symmetric n-linear map Dnf (x) :X ×
X × · · · ×X → X such that
f (y) = f (x)+
∞∑
n=1
1
n!D
nf (x)
(
(y − x)n)
for all y in some neighborhood of x, where
Dnf (x)
(
(y − x)n)= Dnf (x)(y − x, y − x, . . . , y − x).
M.-S. Liu, Y.-C. Zhu / J. Math. Anal. Appl. 323 (2006) 1047–1070 1049A mapping f :Ω → X is biholomorphic, if the inverse mapping f−1 exists and is holomor-
phic on an open set V ⊂ X and f−1(V ) = Ω . A mapping f :Ω → X is locally biholomorphic
if given x ∈ Ω there is a neighborhood V of x such that f |V is biholomorphic. A mapping
f :Ω → X is locally biholomorphic if and only if Df (x) has a bounded inverse for each x ∈ Ω .
We call a holomorphic mapping f :Ω → X normalized if f (0) = 0 and Df (0) = I , where I is
the identity map on X. Let H(Ω) denote the class of all the normalized locally biholomorphic
mappings f :Ω → X. In particular, we let H(U) denote the class of all the normalized locally
univalent functions f :U → C.
Suppose that f :B → X is a biholomorphic mapping and 0 ∈ f (B). For ε ∈ [0,1], the bi-
holomorphic mapping f :B → X is said to be ε starlike, provided f (B) is starlike with respect
to every point in εf (B). The class of all the normalized biholomorphic ε starlike mappings on
B is denoted by S∗(B, ε). Then f ∈ S∗(B, ε) if and only if f is a normalized biholomorphic
mapping on B and
(1 − λ)f (x1)+ λεf (x2) ∈ f (B) (2.1)
for all x1, x2 ∈ B and 0  λ  1. When ε = 0, S∗(B, ε) is exactly the class of all the normal-
ized biholomorphic starlike mappings on B , which will be denoted by S∗(B). And when ε = 1,
S∗(B, ε) is exactly the class of all the normalized biholomorphic convex mappings on B , which
will be denoted by K(B). In particular, we let K(U) denote the class of all the normalized uni-
valent convex functions U . Evidently, we have
K(B) ⊂ S∗(B, ε) ⊂ S∗(B) (2.2)
for 0 ε  1.
Let X∗ be the dual of X. For given x ∈ X, we define
T (x) = {Tx ∈ X∗: Tx(x) = ‖x‖ and ‖Tx‖ 1}.
By Hahn–Banach theorem [21], T (x) is nonempty for any x ∈ X.
In the following, every Tx is in T (x) for x ∈ X.
Suppose that 1 <p < ∞ and Cn is the space of n-complex variables z = (z1, z2, . . . , zn) with
the norm ‖z‖p = (∑nj=1 |zj |p)1/p , and let Bnp = {z ∈ Cn: ‖z‖p < 1}. From [6], we have
Tu = 1‖u‖p−1p
( |u1|p
u1
, . . . ,
|un|p
un
)
, (2.3)
where u = (u1, . . . , un) ∈ Cn, and the corresponding component of Tu is regarded as zero when
uk = 0 (1 k  n).
In 1973, Professor Suffridge gave the criteria for starlikeness and convexity of mappings on
B as follows.
Theorem A. [19,20] Suppose that f ∈ H(B), then f (x) ∈ S∗(B) if and only if
Re
{
Tx
[(
Df (x)
)−1
f (x)
]}
 0, ∀x ∈ B.
Theorem B. [19,20] Suppose that f ∈ H(B), then f ∈ K(B) if and only if
Re
{
Tx
[(
Df (x)
)−1(
f (x)− f (y))]} 0, ∀x, y ∈ B, ‖y‖ ‖x‖ < 1.
In 2002, Professor Gong Sheng and Professor Liu Taishun gave a criterion for ε starlike
mappings as follows.
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Re
{
Tx
[(
Df (x)
)−1(
f (x)− εf (y))]} 0, ∀x, y ∈ B, ‖y‖ ‖x‖ < 1.
In 2002, Professor Zhang Wenjun and Professor Liu Taishun defined the quasi-convex map-
ping in the unit ball B of a complex Banach space as follows.
Definition 2.1. [22] Suppose that f ∈ H(B). If
Re
{
Tx
[(
Df (x)
)−1(
f (x)− f (ξx))]} 0, ∀x ∈ B, ∀ξ ∈ U,
then f (x) is said to be a quasi-convex mapping on B , and let Q(B) denote the class of all
quasi-convex mappings on B .
Inspired by Theorem C and Definition 2.1, now we define the following concept of ε-quasi-
convex mapping on B .
Definition 2.2. Suppose that f ∈ H(B) and ε ∈ [−1,1]. If
Re
{
Tx
[(
Df (x)
)−1(
f (x)− εf (ξx))]} 0, ∀x ∈ B, ∀ξ ∈ U,
then f (x) is said to be an ε-quasi-convex mapping on B . Let Q(B,ε) denote the class of all
ε-quasi-convex mappings on B .
It is evident that Q(B,1) ≡ Q(B) and Q(B,0) ≡ S∗(B).
According to Theorem C, we may generalize the definition of ε-starlike mapping from ε ∈
[0,1] to ε ∈ [−1,1] as follows.
Definition 2.3. Suppose that f ∈ H(B) and ε ∈ [−1,1]. If
Re
{
Tx
[(
Df (x)
)−1(
f (x)− εf (y))]} 0, ∀x, y ∈ B, ‖y‖ ‖x‖ < 1, (2.4)
then f (x) is said to be an ε-starlike mapping on B , and we also let S∗(B, ε) denote the class of
all ε-starlike mappings on B for ε ∈ [−1,1].
From Definitions 2.2 and 2.3, we know that when X = C, B = U and Q(B,ε) = Q(U,ε) ≡
S∗(U, ε) for ε ∈ [−1,1]. Notice that S∗(B, ε) and Q(B,ε) are not empty sets for all ε ∈ [−1,1],
since f (x) ≡ x ∈ S∗(B, ε) ∩ Q(B,ε) for all ε ∈ [−1,1]. Now we give a concrete example for
S∗(Bn2 , ε). The other concrete examples are given in Sections 3 and 5.
Example 2.1. Suppose that n  2, ε ∈ [−1,1] and f (z) = (z1 + az2n, z2, . . . , zn), where a is a
complex constant. If |a|M(ε), then f ∈ S∗(Bn2 , ε) for ε ∈ [−1,1], where
M(ε) =
⎧⎪⎪⎨
⎪⎪⎩
1+ε
1+3ε , if 0 ε  1,
1
1−2ε , if − 12 < ε < 0,
1+ε
1+ε+2ε2 , if − 1 ε − 12 .
(2.5)
Furthermore, if − 1 < ε < 1 and 1 < |a|M(ε), then f ∈ S∗(Bn, ε), but f /∈ K(Bn).2 2 2 2
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Df (z) =
⎛
⎜⎝
1 0 · · · 2azn
0 1 · · · 0
· · · · · · · · · · · ·
0 0 · · · 1
⎞
⎟⎠ , Df (z)−1 =
⎛
⎜⎝
1 0 · · · −2azn
0 1 · · · 0
· · · · · · · · · · · ·
0 0 · · · 1
⎞
⎟⎠ .
Using the fact that |〈z, y〉| ‖z‖2 for ‖y‖ ‖z‖ and z, y ∈ Bn2 , for every z = (z1, z2, . . . , zn),
y = (y1, y2, . . . , yn) ∈ Bn2 , we obtain
Re
〈
Df (z)−1
(
f (z)− εf (y)), z〉
= Re〈z − εy, z〉 − Re[az1(z2n + εy2n − 2εznyn)]
= ‖z‖2 − εRe〈y, z〉 − Re{az1[(zn − εyn)2 + ε(1 − ε)y2n]}
 ‖z‖2 − εRe〈y, z〉 − |a|(‖z− εy‖2 + |ε|(1 − ε)‖y‖2)
 ‖z‖2 − εRe〈y, z〉 − |a|[(1 + ε2 + |ε|(1 − ε))‖z‖2 − 2εRe〈y, z〉]

[
1 − |a|(1 + ε2 + |ε|(1 − ε))]‖z‖2 − |ε|∣∣2|a| − 1∣∣‖z‖2
= {1 − |a|[1 + ε2 + |ε|(1 − ε)]− |ε|∣∣2|a| − 1∣∣}‖z‖2. (2.6)
When ε ∈ [−1,− 12 ] and |a|M(ε), we have |a| 12 , or 1 − 2|a| 0. By (2.6), we get
Re
〈
Df (z)−1
(
f (z)− εf (y)), z〉 [1 − |ε| − |a|(1 − |ε| + ε2 − |ε|ε)]‖z‖2
= [1 + ε − |a|(1 + ε + 2ε2)]‖z‖2  0
for all z, y ∈ Bn2 with ‖y‖ ‖z‖ and ε ∈ [−1,− 12 ]. Hence f ∈ S∗(Bn2 , ε) for ε ∈ [−1,− 12 ].
When ε ∈ (− 12 ,1] and |a| 12 , then 1 − 2|a| 0. From (2.6), we obtain
Re
〈
Df (z)−1
(
f (z)− εf (y)), z〉 [1 − |ε| − |a|(1 − |ε| + ε2 − |ε|ε)]‖z‖2

[
1 − |ε| − 1
2
(
1 − |ε| + ε2 − |ε|ε)]‖z‖2
= 1
2
[
1 − |ε| − ε2 + |ε|ε]‖z‖2  0
for all z, y ∈ Bn2 with ‖y‖ ‖z‖ and ε ∈ (− 12 ,1]. Hence f ∈ S∗(Bn2 , ε) for ε ∈ (− 12 ,1].
When ε ∈ (−1/2,1) and 12 < |a| M(ε), then we have 2|a| − 1 > 0. From (2.5) and (2.6),
we obtain
Re
〈
Df (z)−1
(
f (z)− εf (y)), z〉 [1 + |ε| − |a|(1 + 3|ε| + ε2 − |ε|ε)]‖z‖2  0
for all z, y ∈ Bn2 with ‖y‖ ‖z‖ and ε ∈ (−1/2,1). Hence f ∈ S∗(Bn2 , ε) for ε ∈ (−1/2,1).
By Example 7 in [18] for n = 2 or Example 3 in [15,25], we know that f ∈ K(Bn2 ) if and
only if |a| 12 . Thus if − 12 < ε < 1 and 12 < |a|M(ε), then f /∈ K(Bn2 ). This completes the
proof. 
Definition 2.4. [16] Suppose that f ∈ H(B). If f (0) = 0, Df (0) = 0, . . . ,Dk−1f (0) = 0 and
Dkf (0) = 0, where k ∈ N = {1,2, . . .}. Then x = 0 is called a zero of order k of f (x).
In order to derive our main results, we recall the following lemmas.
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Q(B) is a proper subset of S∗(B) for some concrete Banach spaces.
Lemma 2.2. [13] Suppose that g ∈ H(B), g(0) = 0, Dg(0) = I . If ReTx(g(x))  0 (x ∈ B),
then
|Tx(Dng(0)(xn))|
n!  2‖x‖
n, x ∈ B, n = 2,3, . . . .
And the above estimates are sharp.
Lemma 2.3. [3] If h :B ×B → B is a holomorphic mapping with h(0,0) = 0, then∥∥h(x, y)∥∥max{‖x‖,‖y‖}
holds for every x ∈ B and y ∈ B .
Lemma 2.4. [3] There exists a bounded linear functional Tx in T (x) such that Tζx = (ζ/ζ )Tx ,
where ζ is any nonzero complex number and x ∈ X, x = 0.
3. The properties of ε quasi-convex mappings
Theorem 3.1. S∗(B, ε) ⊂ Q(B,ε) ⊂ S∗(B) for any ε ∈ [−1,1]. In some concrete Banach
spaces, the above relations are proper for some ε ∈ [−1,0)∪ (0,1].
Proof. (1) By Definitions 2.2 and 2.3, we have
S∗(B, ε) ⊂ Q(B,ε).
(2) Let f ∈ Q(B,ε), then
Re
{
Tx
[(
Df (x)
)−1(
f (x)− εf (ξx))]} 0, ∀x ∈ B, ∀ξ ∈ U.
Setting ξ = 0 in the above inequality, we get
Re
{
Tx
[(
Df (x)
)−1
f (x)
]}
 0, ∀x ∈ B,
that is, f ∈ S∗(B). Hence Q(B,ε) ⊂ S∗(B).
(3) The following two examples show that, in some concrete Banach spaces, the above rela-
tions are proper for some ε ∈ [−1,0)∪ (0,1]. 
Example 3.1. Suppose that f (x) = x
(1−aTu(x))2 for x ∈ B , where a is a complex constant and
u ∈ ∂B .
(1) If ε ∈ [−1,1] and |a| 1− 4
√|ε|
1+ 4√|ε| , then f ∈ Q(B,ε).
(2) If −1 ε < 0 and 1−
√|ε|
1+√|ε| < |a| < 1, then f ∈ S∗(B), but f /∈ Q(B,ε).
Proof. Simple computation yields
Df (x) = (1 − aTu(x))I + 2axTu(·)3 ,(1 − aTu(x))
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[
I − 2a
1 + aTu(x)xTu(·)
]
, (3.1)
f (x)− εf (ξx) = x
[
1
(1 − aTu(x))2 −
εξ
(1 − aξTu(x))2
]
(3.2)
for all x ∈ B , ξ ∈ U and |a| 1, so f ∈ H(B). From (3.1) and (3.2), we have
Df (x)−1
(
f (x)− εf (ξx))= [1 − 2aTu(x)
1 + aTu(x)
][
1 − εξ(1 − aTu(x))
2
(1 − aξTu(x))2
]
x
= 1 − aTu(x)
1 + aTu(x) ·
[
1 − εξ(1 − aTu(x))
2
(1 − aξTu(x))2
]
x. (3.3)
(1) When ε ∈ [−1,1] and |a| 1− 4
√|ε|
1+ 4√|ε|  1. It follows that
Re
{
Tx
[
Df (x)−1
(
f (x)− εf (ξx))]}
= Re
{
1 − aTu(x)
1 + aTu(x) ·
[
1 − εξ(1 − aTu(x))
2
(1 − aξTu(x))2
]}
‖x‖
= Re 1 − aTu(x)
1 + aTu(x)‖x‖ − ‖x‖Re
{
εξ(1 − aTu(x))3
(1 + aTu(x))(1 − aξTu(x))2
}
 ‖x‖
{
1 − |a|
1 + |a| − |ε|
(1 + |a|)3
(1 − |a|)3
}
 0
for all x ∈ B,ξ ∈ U . Hence f ∈ Q(B,ε).
(2) When −1 ε < 0 and 1−
√|ε|
1+√|ε| < |a| < 1. Since
Re
{
Tx
[
Df (x)−1f (x)
]}= Re{1 − aTu(x)
1 + aTu(x)
}
 0, ∀x ∈ B,
it follows from Theorem A that f ∈ S∗(B).
On the other hand, fix a. Since 1−
√|ε|
1+√|ε| < |a| < 1, then
1−√|ε|
|a|(1+√|ε|) < 1. We choose
1 − √|ε|
|a|(1 + √|ε|) < r < 1 <
1
|a| ,
then we have 1−
√|ε|
1+√|ε| < |a|r < 1. Taking ξ0 = −1 ∈ U such that εξ0 = |ε| and x0 = rei(π−θ)u ∈ B ,
where θ = arga, then aTu(x0) = raei(π−θ)Tu(u) = −r|a|‖u‖ = −r|a|. From (3.3), we obtain
Re
{
Tx0
[
Df (x0)
−1(f (x0)− εf (ξ0x0))]}
= Re
{
1 + r|a|
1 − r|a| ·
[
1 − |ε|(1 + r|a|)
2
(1 − r|a|)2
]}
‖x0‖ < 0,
this leads to f /∈ Q(B,ε), and the proof of Example 3.1 is complete. 
Example 3.2. Suppose that n 2 and 0 < ε  1. Let
f (z) =
(
z1
1 − z1 ,
z2
1 − z2 , . . . ,
zn
1 − zn
)
.
Then f ∈ Q(Bn, ε), but f /∈ S∗(Bn, ε).2 2
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zj
1−zj ∈ K(U) for j = 1,2, . . . , n.
Since K(U) ⊂ Q(U,ε) for 0 < ε  1, then it follows from Theorem 3.5 later that f ∈ Q(Bn2 , ε)
for 0 < ε  1.
On the other hand, by direct computing the Fréchet derivatives of f (z), we obtain
Df (z) =
⎛
⎜⎜⎝
1
(1−z1)2 0 · · · 0
0 1
(1−z2)2 · · · 0· · · · · · · · · · · ·
0 0 · · · 1
(1−zn)2
⎞
⎟⎟⎠ ,
Df (z)−1 =
⎛
⎜⎝
(1 − z1)2 0 · · · 0
0 (1 − z2)2 · · · 0
· · · · · · · · · · · ·
0 0 · · · (1 − zn)2
⎞
⎟⎠ .
Thus
Df (z)−1
(
f (z)− εf (y))= n∑
j=1
(1 − zj )2
(
zj
1 − zj −
εyj
1 − yj
)
, (3.4)
where z = (z1, z2, . . . , zn), y = (y1, y2, . . . , yn) ∈ Bn2 .
We choose z0 = ( 13 , 2
√
2
3 ,0, . . . ,0) and y0 = ( 11+ε ,0, . . . ,0) for 0 < ε  1, then ‖z0‖2 =
1 > 11+ε = ‖y0‖2. From (3.4), we obtain
Re
〈
Df (z0)
−1(f (z0)− εf (y0)), z0〉= 227 − 427 + 89
(
1 − 2
√
2
3
)
= −16
√
2 − 22
27
< 0.
Hence f /∈ S∗(Bn2 , ε) for 0 < ε  1. This completes the proof. 
Theorem 3.2. If 1 ε1 > ε2  0 or −1 ε1 < ε2  0, then
S∗(B, ε1) ⊂ S∗(B, ε2), Q(B, ε1) ⊂ Q(B,ε2).
Proof. Set ε = ε2
ε1
, then it follows from the hypothesis of Theorem 3.2 that 0 ε < 1.
Taking f ∈ Q(B,ε1), then from Theorem 3.1, we obtain f ∈ S∗(B). So it follows from The-
orem A and Definition 2.2, we have
Re
{
Tx
[(
Df (x)
)−1
f (x)
]}
 0, ∀x ∈ B,
and
Re
{
Tx
[(
Df (x)
)−1(
f (x)− ε1f (ξx)
)]}
 0, ∀x ∈ B, ∀ξ ∈ U.
Notice that ε = ε2
ε1
∈ [0,1), we obtain that for any x ∈ B and ∀ξ ∈ U ,
Re
{
Tx
[(
Df (x)
)−1(
f (x)− ε2f (ξx)
)]}= (1 − ε)Re{Tx[(Df (x))−1f (x)]}
+ εRe{Tx[(Df (x))−1(f (x)− ε1f (ξx))]}
 0,
that is, f ∈ Q(B,ε2). Hence Q(B,ε1) ⊂ Q(B,ε2).
Similarly, we may prove that S∗(B, ε1) ⊂ S∗(B, ε2), and the proof is complete. 
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Corollary 3.1. K(B) ⊂ Q(B) ⊂ Q(B,ε) ⊂ S∗(B) for any ε ∈ [0,1].
Theorem 3.3. Suppose that f (x) ∈ Q(B,ε), and x = 0 is a zero of order k + 1(k ∈ N) of
f (x)− x.
(1) If 0 ε  1, then
|Tx(Dnf (0)(xn))|
n! 
2(1 + ε)
n− 1 + nε + (−1)nε ‖x‖
n, x ∈ B, n = k + 1, . . . ,2k.
(2) If −1 ε < 0 and k  2, then
|Tx(Dnf (0)(xn))|
n! 
2
n− 1‖x‖
n, x ∈ B, n = k + 1, . . . ,2k.
(3) If −1 ε < 0 and k = 1, then
|Tx(D2f (0)(x2))|
2! 
2√
1 − ε ‖x‖
2, x ∈ B.
Proof. Since f (x) ∈ Q(B,ε), by Definition 2.2, we have
Re
{
Tx
[(
Df (x)
)−1(
f (x)− εf (ξx))]} 0, ∀x ∈ B, ξ ∈ U. (3.5)
Fix ξ with εξ = 1, it is evident that 1 − Re(εξ) = 0. Set
F(x) = 1
1 − Re(εξ)
[(
Df (x)
)−1(
f (x)− εf (ξx))+ i Im(εξ)x], x ∈ B,
then F is a holomorphic mapping from B to X with F(0) = 0, and ReTx(F (x))  0 (x ∈ B).
Because
Df (x)
[(
1 − Re(εξ))F(x)− i Im(εξ)x]= f (x)− εf (ξx),
we have(
I + D
k+1f (0)(xk, ·)
k! + · · · +
Dnf (0)(xn−1, ·)
(n− 1)! + · · ·
)
×
[(
1 − Re(εξ))DF(0)x − i Im(εξ)x + (1 − Re(εξ))D2F(0)(x2)
2! + · · ·
+ (1 − Re(εξ))D
nF(0)(xn)
n! + · · ·
]
= (1 − εξ)x + (1 − εξ
k+1)Dk+1f (0)(xk+1)
(k + 1)! + · · ·
+ (1 − εξ
n)Dnf (0)(xn)
n! + · · · . (3.6)
Comparing the both sides of the above equality, we get
DF(0) = I, DjF (0)(xj ) = 0, j = 2, . . . , k. (3.7)
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|Tx(DnF(0)(xn))|
n!  2‖x‖
n, x ∈ B, n = 2,3, . . . . (3.8)
From (3.7) and (3.6), we have
(1 − εξn)Dnf (0)(xn)
n! =
(1 − εξ)Dnf (0)(xn)
(n− 1)! +
(1 − Re(εξ))DnF(0)(xn)
n! ,
for n = k + 1, . . . ,2k. This leads to
Dnf (0)(xn)
n! = −
(1 − Re(εξ))DnF(0)(xn)
(n− 1 − nεξ + εξn)n! , x ∈ B, n = k + 1, . . . ,2k. (3.9)
By (3.8) and (3.9), we obtain
|Tx(Dnf (0)(xn))|
n! =
|(1 − Re(εξ))Tx(DnF(0)(xn))|
|n− 1 − nεξ + ξnε|n!
 2(1 + |ε|)|n− 1 − nεξ + ξnε| ‖x‖
n, x ∈ B, n = k + 1, . . . ,2k. (3.10)
(1) When 0 ε  1. Setting ξ = −1 in the inequality (3.10), we obtain
|Tx(Dnf (0)(xn))|
n! 
2(1 + ε)
n− 1 + nε + (−1)nε ‖x‖
n, x ∈ B, n = k + 1, . . . ,2k.
(2) When −1 ε < 0 and k  2. Setting ξ = 1 in the inequality (3.10), we obtain
|Tx(Dnf (0)(xn))|
n! 
2
n− 1‖x‖
n, x ∈ B, n = k + 1, . . . ,2k.
(3) When −1 ε < 0 and k = 1. We know that n = k+ 1 = 2k = 2. Since n− 1 −nεξ + ξnε =
1 − 2εξ + εξ2 is an analytic function of ξ ∈ U , by the Maximum modulus principle, simple
computation yields
max
ξ∈U
{∣∣1 − 2εξ + εξ2∣∣2}= max
θ∈[0,2π]
{∣∣1 − 2εeiθ + εei2θ ∣∣2}
= max
θ∈[0,2π]
{
1 + 5ε2 − 4(ε + ε2) cos θ + 2ε cos 2θ}
= max
θ∈[0,2π]
{
1 − 2ε + 5ε2 − 4(ε + ε2) cos θ + 4ε cos2 θ}
= max
t∈[−1,1]
{
1 − 2ε + 5ε2 − 4(ε + ε2)t + 4εt2}= (1 − ε)3.
Thus it follows from the above equality and (3.10) that
|Tx(D2f (0)(x2))|
2! 
2√
1 − ε ‖x‖
2, x ∈ B,
and the proof is complete. 
Setting ε = 1 in Theorem 3.3, we have the following corollary.
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then
|Tx(Dnf (0)(xn))|
n! 
4
2n− 1 + (−1)n ‖x‖
n, x ∈ B, n = k + 1, . . . ,2k.
Setting ε = 0 in Theorem 3.3, we have the following corollary.
Corollary 3.3. Suppose that f (x) ∈ S∗(B) and x = 0 is a zero of order k+1 (k ∈ N) of f (x)−x.
Then
|Tx(Dnf (0)(xn))|
n! 
2
n− 1‖x‖
n, x ∈ B, n = k + 1, . . . ,2k.
From Theorems 3.1 and 3.3, we have the following corollary.
Corollary 3.4. Suppose that f (x) ∈ S∗(B, ε) and x = 0 is a zero of order k + 1 (k ∈ N) of
f (x)− x.
(1) If 0 ε  1, then
|Tx(Dnf (0)(xn))|
n! 
2(1 + ε)
n− 1 + nε + (−1)nε ‖x‖
n, x ∈ B, n = k + 1, . . . ,2k.
(2) If −1 ε < 0 and k  2, then
|Tx(Dnf (0)(xn))|
n! 
2
n− 1‖x‖
n, x ∈ B, n = k + 1, . . . ,2k.
(3) If −1 ε < 0 and k = 1, then
|Tx(D2f (0)(x2))|
2! 
2√
1 − ε ‖x‖
2, x ∈ B.
Remark 3.1. Corollaries 3.2, 3.3 and 3.4(1) had been obtained by Liu and Liu [13].
In the following, we suppose that X is a complex Hilbert space with inner product 〈·,·〉 and
norm ‖ · ‖ = √〈·,·〉. Recently, we [24] introduce a linear operator Φ in purpose to construct
some other concrete examples about the biholomorphic convex mappings on the unit ball B of a
complex Hilbert space X as follows.
Let m be a positive integer and dimX  m  2. Then there exist u1, u2, . . . , um ∈ X with
‖uj‖ = 1 (j = 1,2, . . . ,m) such that 〈uj ,uk〉 = 0 (j = k). For g1(z1), g2(z2), . . . , gm(zm) ∈
H(U), we define the operator Φ as
Φu1,u2,...,um(g1, g2, . . . , gm)(z) = z−
m∑
j=1
〈z,uj 〉uj +
m∑
j=1
gj
(〈z,uj 〉)uj (3.11)
for z ∈ B . We obtained the following theorem.
Theorem D. [24] Suppose that Φu1,u2,...,um(g1, g2, . . . , gm) is defined by (3.11), where g1(z1),
g2(z2), . . . , gm(zm) ∈ H(U) are locally univalent functions on U .
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(2) If h(ξ) = ξ1−ξ , then h ∈ K(U), but Φu1,u2,...,um(h,h, . . . , h) /∈ K(B).
Now we shall use this operator Φ to study the properties of Q(B,ε).
Theorem 3.4. Suppose that |ε|  1, Φu1,u2,...,um(g1, g2, . . . , gm) is defined by (3.11). Then
Φu1,u2,...,um(g1, g2, . . . , gm) ∈ Q(B,ε) if and only if g1(z1), g2(z2), . . . , gm(zm) ∈ Q(U,ε).
Proof. We first prove that g1, g2, . . . , gm ∈ Q(U,ε) and |ε| 1 imply
Φu1,u2,...,um(g1, g2, . . . , gm) ∈ Q(B,ε).
In fact, we let f (z) = Φu1,u2,...,um(g1, g2, . . . , gm)(z), where g1, g2, . . . , gm ∈ H(U). By some
straightforward computations, we obtain
Df (z) = I −
m∑
j=1
〈·, uj 〉uj +
m∑
j=1
g′j
(〈z,uj 〉)〈·, uj 〉uj ,
Df (z)−1 = I −
m∑
j=1
〈·, uj 〉uj +
m∑
j=1
〈·, uj 〉uj
g′j (〈z,uj 〉)
,
and
Re
〈
Df (z)−1
(
f (z)− εf (ξz)), z〉= Re(1 − εξ)‖z‖2 − Re(1 − εξ) m∑
j=1
∣∣〈z,uj 〉∣∣2
+
m∑
j=1
Re
{
gj (〈z,uj 〉)− εgj (ξ 〈z,uj 〉)
g′j (〈z,uj 〉)
〈z,uj 〉
}
. (3.12)
Hence we obtain
Re
〈
Df (z)−1
(
f (z)− εf (ξz)), z〉 (1 − |ε||ξ |)
(
‖z‖2 −
m∑
j=1
∣∣〈z,uj 〉∣∣2
)
+
m∑
j=1
Re
{
gj (〈z,uj 〉)− εgj (ξ 〈z,uj 〉)
g′j (〈z,uj 〉)
〈z,uj 〉
}
(3.13)
for z ∈ B,ξ ∈ U and |ε| 1.
Fix z ∈ X, let z0 =∑mj=1〈z,uj 〉uj , a simple computation yields
〈z − z0, uj 〉 = 〈z,uj 〉 −
m∑
k=1
〈z,uk〉〈uk,uj 〉 = 〈z,uj 〉 − 〈z,uj 〉 = 0
for j = 1,2, . . . ,m. This leads to 〈z− z0, z0〉 = 0. Hence we conclude that
‖z‖2 = ∥∥(z − z0)+ z0∥∥2 = ‖z − z0‖2 + ‖z0‖2
= ‖z− z0‖2 +
m∑∣∣〈z,uj 〉∣∣2  m∑∣∣〈z,uj 〉∣∣2. (3.14)j=1 j=1
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Re
{
gj (〈z,uj 〉)− εgj (ξ 〈z,uj 〉)
g′j (〈z,uj 〉)
〈z,uj 〉
}
 0, j = 1,2, . . . ,m, (3.15)
for z ∈ B and ξ ∈ U . From (3.13)–(3.15), we obtain
Re
〈
Df (z)−1
(
f (z)− εf (ξz)), z〉 0
for z ∈ B,ξ ∈ U and |ε| 1, that is f ∈ Q(B,ε).
On the other hand, suppose that f = Φu1,u2,...,um(g1, g2, . . . , gm) ∈ Q(B,ε). For every η ∈ U ,
ξ ∈ U,ε ∈ [−1,1] and k fixed (1 k m), we let z = ηuk , then from (3.12) we have
Re
{
gk(η)− εgk(ξη)
g′k(η)
η
}
= Re〈Df (z)−1(f (z)− εf (ξz)), z〉 0.
Hence gk ∈ Q(U,ε). This completes the proof. 
Notice that S∗(U, ε) = Q(U,ε), from Theorems 3.1 and 3.4, we have the following corollary.
Corollary 3.5. Suppose that |ε|  1, Φu1,u2,...,um(g1, g2, . . . , gm) is defined by (3.11). If
Φu1,u2,...,um(g1, g2, . . . , gm) ∈ S∗(B, ε), then g1, g2, . . . , gm ∈ S∗(U, ε).
Remark 3.2. Setting ε = 1 in Corollary 3.5, we get the above Theorem D(1) [24].
Setting X = Cn in Theorem 3.4, with the usual inner product 〈z,w〉 =∑nj=1 zjwj and norm
‖ · ‖ = ‖ · ‖2 = √〈·,·〉, we have the following corollary.
Corollary 3.6. Suppose that the functions g1, g2, . . . , gn are locally univalent functions on U .
Then f (z) = (g1(z1), g2(z2), . . . , gn(zn)) ∈ Q(Bn2 , ε) if and only if g1, g2, . . . , gn ∈ Q(U,ε) for
all ε ∈ [−1,1].
Furthermore, we have the following theorem.
Theorem 3.5. Suppose that 1 <p < ∞, ε ∈ [−1,1]. Then F(z) = (f1(z1), f2(z2), . . . , fn(zn)) ∈
Q(Bnp, ε) if and only if f1, f2, . . . , fn ∈ Q(U,ε).
Proof. By direct computing the Fréchet derivatives of F(z), we obtain
DF(z) =
⎛
⎜⎝
f ′1(z1) 0 · · · 0
0 f ′2(z2) · · · 0· · · · · · · · · · · ·
0 0 · · · f ′n(zn)
⎞
⎟⎠ ,
DF(z)−1 =
⎛
⎜⎜⎝
1
f ′1(z1)
0 · · · 0
0 1
f ′2(z2)
· · · 0
· · · · · · · · · · · ·
0 0 · · · 1
⎞
⎟⎟⎠ .f ′n(zn)
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Re
{
Tz
[
DF(z)−1
(
F(z)− εF (ξz))]}= 1
‖z‖p−1p
n∑
j=1
|zj |p Re
{
fj (zj )− εfj (ξzj )
zjf
′
j (zj )
}
. (3.16)
Therefore if f1, f2, . . . , fn ∈ Q(U,ε), then from Definition 2.2, for j = 1,2, . . . , n, we have
Re
{
fj (zj )− εfj (ξzj )
zjf
′
j (zj )
}
 0, ∀zj ∈ U, ∀ξ ∈ U. (3.17)
So it follows from (3.16) and (3.17) that
Re
{
Tz
[
DF(z)−1
(
F(z)− εF (ξz))]} 0, ∀z ∈ Bnp, ∀ξ ∈ U. (3.18)
Hence F(z) ∈ Q(Bnp, ε).
Conversely, we suppose that F(z) ∈ Q(Bnp, ε). Fix k ∈ {1,2, . . . , n}, and let z = (0, . . . ,0, zk,
0, . . . ,0), where zk is the kth component of z, then from (3.18), we obtain
Re
{
fk(zk)− εfk(ξzk)
zkf
′
k(zk)
}
= Re{Tz[DF(z)−1(F(z)− εF (ξz))]} 0, ∀zk ∈ U, ∀ξ ∈ U.
Hence fk ∈ Q(U,ε), and the proof is complete. 
Setting ε = 1 in Theorem 3.5, we have the following corollary.
Corollary 3.7. Suppose that 1 < p < ∞. Then F(z) = (f1(z1), f2(z2), . . . , fn(zn)) ∈ Q(Bnp) if
and only if f1, f2, . . . , fn ∈ Q(U).
Remark 3.3. The sufficiency of Corollary 3.7 have improved Theorem 2 in [12], which proved
that if F(z) = (f1(z1), f2(z2), . . . , fn(zn)) with fj ∈ K(U) (j = 1,2, . . . , n) and p  1, then
F(z) ∈ Q(Bnp).
Using the fact that S∗(U, ε) = Q(U,ε), from Theorems 3.1 and 3.5, we have the following
corollary.
Corollary 3.8. Suppose that |ε|  1, n  2, 1 < p < ∞, and let D(Bnp, ε) be the class of all
mappings of the form f (z) = (g1(z1), g2(z2), . . . , gn(zn)) with g1, g2, . . . , gn ∈ S∗(U, ε). Then
S∗
(
Bnp, ε
)∪D(Bnp, ε)⊂ Q(Bnp, ε).
4. The properties of ε-starlike mappings
It is well known that for ε ∈ [0,1], the ε-starlike mapping have a geometric definition. Now
we use the same method as in the proof of Theorem 1 in [3] to prove the following theorem,
which gives a geometric explanation of ε-starlike mapping for ε ∈ [−1,1].
Theorem 4.1. Suppose that ε ∈ [−1,1]. If f :B → X is a locally biholomorphic mapping on B
with f (0) = 0, then f is ε-starlike if and only if εf (B) ⊂ f (B) and f (B) is starlike with respect
to every point in εf (B).
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then for every t ∈ [0,1], h(x, y) = f−1[(1 − t)f (x) + tεf (y)] is a holomorphic mapping from
B ×B to B , and h(0,0) = 0, where x, y ∈ B . By Lemma 2.3, we obtain∥∥h(x, y)∥∥max{‖x‖,‖y‖}. (4.1)
Thus
Re
{
Tx
[
h(x, y)
]}

∣∣Tx[h(x, y)]∣∣ ∥∥h(x, y)∥∥max{‖x‖,‖y‖}= ‖x‖ (4.2)
for all x, y ∈ B with ‖y‖ ‖x‖ < 1.
On the other hand, the expansion of h(x, y) at t = 0 is
h(x, y) = x − t(Df (x))−1(f (x)− εf (y))+O(t2).
This leads to
Re
{
Tx
[
h(x, y)
]}= Re{Tx[x − t(Df (x))−1(f (x)− εf (y))+O(t2)]}
= ‖x‖ − t Re{Tx[(Df (x))−1(f (x)− εf (y))]}+O(t2). (4.3)
From (4.2) and (4.3), we have
Re
{
Tx
[(
Df (x)
)−1(
f (x)− εf (y))]}−O(t) 0,
for all x, y ∈ B with ‖y‖ ‖x‖ < 1. Thus letting t → 0+, we get
Re
{
Tx
[(
Df (x)
)−1(
f (x)− εf (y))]} 0,
for all x, y ∈ B with ‖y‖ ‖x‖ < 1. Hence by Definition 3.3, we obtain that f is ε starlike.
Necessity. We first prove that (2.4) implies the following inequality
Re
{
Tx
[(
Df (x)
)−1(
f (x)− εf (y))]}> 0, (4.4)
for all x, y ∈ B with ‖y‖ < ‖x‖ < 1.
If (4.4) does not hold, then there exist points x0 ∈ B , x0 = 0 and y0 ∈ B with ‖y0‖ < ‖x0‖ < 1
such that
Re
{
Tx0
[(
Df (x0)
)−1(
f (x0)− εf (y0)
)]}= 0.
Fix x0 and y0, set U(0,1/‖x0‖) = {ζ ∈ C: |ζ | < 1/‖x0‖}. By Lemma 2.4, there exists a
bounded linear functional Tx0 such that Tζx0 = (ζ /|ζ |)Tx0 , where ζ ∈ C,ζ == 0. Using this Tx0 ,
we define a function of ζ as follows:
g(ζ ) = Tx0[(Df (ζx0))
−1(f (ζx0)− εf (ζy0))]
ζ
, (4.5)
on U(0,1/‖x0‖), then g(ζ ) is a holomorphic function of ζ on D(0,1/‖x‖) and Re(g(1)) = 0.
By the property of Tx0 , we have
g(ζ ) = Tζx0[(Df (ζx0))
−1(f (ζx0)− εf (ζy0))]
|ζ | ,
hence Re(g(ζ )) 0 for ζ ∈ U(0,1/‖x0‖) by (2.4).
Since g(ζ ) is a holomorphic function on U(0,1/‖x0‖), by the extremum principle of har-
monic function, we get that Re(g(ζ )) ≡ 0 in the domain U(0,1/‖x0‖). So Re(g(0)) = 0. But
Re
(
g(0)
)= Re{Tx0(x0 − εy0)}= Re{‖x0‖ − εTx0(y0)} ‖x0‖ − |ε|‖y0‖ > 0
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Next, we prove that f (rB) is starlike with respect to every point in εf (rB) for every
r ∈ (0,1).
If not, there exist a number r ∈ (0,1) and two points p ∈ rB and y ∈ rB , such that a part of
the line segment {tf (p) + (1 − t)εf (y) ∈ X: 0 t  1} is laid in X \ f (rB). So there exists a
point x ∈ ∂(rB) and a number δ ∈ (0,1), such that the open line segment{
tf (p)+ (1 − t)εf (y) ∈ X: δ < t < 1}⊂ f (B) \ f (rB).
Set
x(t) = f−1[tf (x)+ (1 − t)εf (y)], δ < t < 1, (4.6)
then x(t) ∈ rB and y ∈ rB . Therefore∥∥x(t)∥∥> r = ‖x‖ = ∥∥x(1)∥∥> ‖y‖, δ < t < 1. (4.7)
This means that ‖x(t)‖ is not an increasing function of t ∈ (δ,1).
On the other hand, by (4.6), we have
f
(
x(t)
)= tf (x)+ (1 − t)εf (y),
thus
Df
(
x(t)
)dx(t)
dt
= f (x)− εf (y), (4.8)
and
f
(
x(t)
)− εf (y) = t[f (x)− εf (y)]. (4.9)
From (4.8) and (4.9), we have
dx(t)
dt
= 1
t
(
Df
(
x(t)
))−1(
f
(
x(t)
)− εf (y)).
It follows from (4.4) and (4.7) that
lim inf
Δt→0
Δt>0
‖x(t +Δt)‖ − ‖x(t)‖
Δt
 lim inf
Δt→0
Δt>0
Re{Tx(t)(x(t +Δt)− x(t))}
Δt
= 1
t
Re
{
Tx(t)
[(
Df
(
x(t)
))−1(
f
(
x(t)
)− εf (y))]}> 0
(4.10)
for t ∈ (δ,1). This means that ‖x(t)‖ is a strictly increasing function of t ∈ (δ,1). Thus we
obtain a contradiction. Hence f (rB) is starlike with respect to every point in εf (rB) for every
r ∈ (0,1).
Finally, for any two points x, y ∈ B , there exists a number r ∈ (0,1) such that x, y ∈ rB .
Hence
tf (x)+ (1 − t)εf (y) ∈ f (rB) ⊂ f (B) (4.11)
for all t ∈ [0,1]. That means, f (B) is starlike with respect to every point in εf (B). Setting
t = 0 in (4.11), we obtain εf (B) ⊂ f (B). By Theorem 3.1, we know that f is a biholomorphic
mapping in B , and the proof is complete. 
Remark 4.1. Setting ε ∈ [0,1] in Theorem 4.1, we get Theorem 1 in [3].
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normalized locally univalent function f on U by
Φn(f )(z) =
(
f (z1),
√
f ′(z1)z0
)
,
where z1 ∈ U, z0 = (z2, . . . , zn) ∈ Cn−1 with z = (z1, z0) ∈ Bn2 , and we choose the branch of
the square root such that
√
f ′(0) = 1. This operator is known as the Roper–Suffridge extension
operator. Roper and Suffridge [17] proved that if f is a normalized convex function on U , then
Φn(f ) is a normalized biholomorphic convex mapping on Bn2 . In [8], Graham and Kohr proved
that (1) if f is a normalized starlike function on U , then Φn(f ) is a normalized biholomorphic
starlike mapping on Bn2 ; (2) if f is a normalized Bloch function on U , then Φn(f ) is a normal-
ized Bloch mapping on Bn2 . Because Roper–Suffridge extension operator has these important
properties, many authors are interested in this extension operator. They generalized this exten-
sion operator in Cn and discussed their properties (see [3–11], etc.). Recently, we generalized
the Roper–Suffridge operator to Banach spaces in [14,23]. We have proved that the generalized
Roper–Suffridge extension operator preserves the biholomorphic ε starlikeness on some domains
in Banach spaces for ε ∈ [0,1]. In the following, by applying Theorem 4.1, we may generalize
this result from ε ∈ [0,1] to ε ∈ [−1,1]. In order to derive our result, we need the following
lemmas and notations.
Suppose that X is a Banach space with norm ‖ · ‖ and dimX  2, and X∗ is the dual space
of X. Let n be an integer number with 2 n dimX. Then there exists a linearly independent
family {x1, x2, . . . , xn} ⊂ X with ‖xj‖ = 1 (j = 1,2, . . . , n). By the Hahn–Banach theorem [21],
there exist x∗j ∈ X∗ such that x∗j (xj ) = 1 and x∗j (x) = 0 for all x ∈ Mj (j = 1,2, . . . , n), where
Mj = span{x1, . . . , xj−1, xj+1, . . . , xn}. So we have x∗j (xj ) = 1 and x∗j (xi) = 0 (j = i).
Let p1 = 2,pj  1 (j = 2,3, . . . , n+ 1), and let
Ωn(p1,p2, . . . , pn+1) =
{
x ∈ X:
n∑
j=1
∣∣x∗j (x)∣∣pj +
∥∥∥∥∥x −
n∑
j=1
x∗j (x)xj
∥∥∥∥∥
pn+1
< 1
}
.
In the following, we may choose the branch of all power functions (f ′(ζ ))α|ζ=0 = 1 for f ∈ S
and α > 0, where S is denoted the class of all the normalized univalent functions f :U → C.
Lemma 4.1. [1] Let g :U → U be an analytic function in U with g(a) = b, then
∣∣g′(a)∣∣ 1 − |b|2
1 − |a|2 .
Lemma 4.2. Suppose that f ∈ S∗(U, ε) with ε ∈ [−1,1]. Then for every z1, z2 ∈ U , 0 λ 1,
we have
(1 − λ)∣∣f ′(z1)∣∣(1 − |z1|2)+ λ|ε|∣∣f ′(z2)∣∣(1 − |z2|2) ∣∣f ′(w)∣∣(1 − |w|2),
where w = f−1((1 − λ)f (z1)+ λεf (z2)).
Proof. Let ϕzj (ζ ) = ζ+zj1+zj ζ (j = 1,2), then the functions ϕzj :U → U are analytic in U , and
ϕzj (0) = zj , ϕ′zj (0) = 1 − |zj |2 (j = 1,2). Set
g(ζ ) = f−1((1 − λ)f (ϕz1(ζe−iθ1))+ λεf (ϕz2(ζe−iθ2))),
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′(z2)
f ′(w) for ε = 0 and θ2 = 0 for ε = 0. Then g is analytic in U
with
g(0) = f−1((1 − λ)f (z1)+ λεf (z2))= w,
and
g′(0) = (1 − λ) |f
′(z1)|
|f ′(w)|
(
1 − |z1|2
)+ λ|ε| |f ′(z2)||f ′(w)|
(
1 − |z2|2
)
.
By Lemma 4.1, we obtain
(1 − λ)∣∣f ′(z1)∣∣(1 − |z1|2)+ λ|ε|∣∣f ′(z2)∣∣(1 − |z2|2)
= ∣∣f ′(w)∣∣∣∣g′(0)∣∣ ∣∣f ′(w)∣∣(1 − |w|2),
and the proof of Lemma 4.2 is complete. 
Remark 4.2. Setting ε = 1 in Lemma 4.2, we get Lemma 1.2 in [14].
Theorem 4.2. Suppose that ε ∈ [−1,1], f ∈ S. Let Ω = Ωn(p1,p2, . . . , pn+1) and
F(x) = Φp1,p2,...,pn+1(f )(x)
= f (x∗1 (x))x1 +
n∑
j=2
(
f ′
(
x∗1 (x)
)) 1
pj x∗j (x)xj
+ (f ′(x∗1 (x))) 1pn+1
[
x −
n∑
j=1
x∗j (x)xj
]
, (4.12)
then F ∈ S∗(Ω, ε) if and only if f ∈ S∗(U, ε).
Proof. First, by the proof of Theorem 2.1 of [23], we obtain that F = Φp1,p2,...,pn+1(f ) is a
normalized biholomorphic mapping on Ω for every f ∈ S, and f ∈ S∗(U, ε) when ε ∈ [−1,1]
and F ∈ S∗(Ω, ε).
Next, we prove that F = Φp1,p2,...,pn+1(f ) is an ε starlike mapping on Ω when ε ∈ [−1,1]
and f ∈ S∗(U, ε).
For every y1, y2 ∈ Ω and 0  λ  1, then by Theorem 4.1, there exists a point w ∈ U such
that
f (w) = (1 − λ)f (x∗1 (y1))+ ελf (x∗1 (y2)).
Let
v = (1 − λ)
n∑
j=2
(
f ′(x∗1 (y1))
f ′(w)
) 1
pj
x∗j (y1)xj
+ (1 − λ)
(
f ′(x∗1 (y1))
f ′(w)
) 1
pn+1
[
y1 −
n∑
j=1
x∗j (y1)xj
]
+ λε
n∑(f ′(x∗1 (y2))
f ′(w)
) 1
pj
x∗j (y2)xj + λε
(
f ′(x∗1 (y2))
f ′(w)
) 1
pn+1
[
y2 −
n∑
x∗j (y2)xj
]
j=2 j=1
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have x∗1 (v) = 0 and
x∗j (v) = (1 − λ)
(
f ′(x∗1 (y1))
f ′(w)
) 1
pj
x∗j (y1)+ λε
(
f ′(x∗1 (y2))
f ′(w)
) 1
pj
x∗j (y2) (4.13)
for 2 j  n. Hence we obtain
v −
n∑
j=1
x∗j (v)xj = (1 − λ)
(
f ′(x∗1 (y1))
f ′(w)
) 1
pn+1
(
y1 −
n∑
j=1
x∗j (y1)xj
)
+ ελ
(
f ′(x∗1 (y2))
f ′(w)
) 1
pn+1
(
y2 −
n∑
j=1
x∗j (y2)xj
)
. (4.14)
Now we prove the following inequality
∣∣x∗j (v)∣∣pj  (1 − λ)
∣∣∣∣f ′(x∗1 (y1))f ′(w)
∣∣∣∣∣∣x∗j (y1)∣∣pj + λ|ε|
∣∣∣∣f ′(x∗1 (y2))f ′(w)
∣∣∣∣∣∣x∗j (y2)∣∣pj (4.15)
holds for every pj  1 (j = 2,3, . . . , n).
Case 1. Suppose that pj > 1. Taking qj > 1 such that 1pj + 1qj = 1, by Hölder’s inequality, we
have
∣∣x∗j (v)∣∣pj 
[
(1 − λ)
1
qj
(
(1 − λ)
∣∣∣∣f ′(x∗1 (y1))f ′(w)
∣∣∣∣∣∣x∗j (y1)∣∣pj
) 1
pj
+ (λ|ε|) 1qj (λ|ε|∣∣∣∣f ′(x∗1 (y2))f ′(w)
∣∣∣∣∣∣x∗j (y2)∣∣pj
) 1
pj
]pj

[
(1 − λ)
∣∣∣∣f ′(x∗1 (y1))f ′(w)
∣∣∣∣∣∣x∗j (y1)∣∣pj
+ λ|ε|
∣∣∣∣f ′(x∗1 (y2))f ′(w)
∣∣∣∣∣∣x∗j (y2)∣∣pj
](
1 − λ+ |ε|λ) pjqj
 (1 − λ)
∣∣∣∣f ′(x∗1 (y1))f ′(w)
∣∣∣∣∣∣x∗j (y1)∣∣pj + λ|ε|
∣∣∣∣f ′(x∗1 (y2))f ′(w)
∣∣∣∣∣∣x∗j (y2)∣∣pj . (4.16)
Case 2. Suppose that pj = 1. By the triangle inequality, we have
∣∣x∗j (v)∣∣pj = ∣∣x∗j (v)∣∣ (1 − λ)
∣∣∣∣f ′(x∗1 (y1))f ′(w)
∣∣∣∣∣∣x∗j (y1)∣∣+ λ|ε|
∣∣∣∣f ′(x∗1 (y2))f ′(w)
∣∣∣∣∣∣x∗j (y2)∣∣
= (1 − λ)
∣∣∣∣f ′(x∗1 (y1))f ′(w)
∣∣∣∣∣∣x∗j (y1)∣∣pj + λ|ε|
∣∣∣∣f ′(x∗1 (y2))f ′(w)
∣∣∣∣∣∣x∗j (y2)∣∣pj . (4.17)
Hence the inequality (4.15) holds for every pj  1, j = 2,3, . . . , n.
Similarly, we may obtain∥∥∥∥∥v −
n∑
x∗j (v)xj
∥∥∥∥∥
pn+1
 (1 − λ)
∣∣∣∣f ′(x∗1 (y1))f ′(w)
∣∣∣∣
∥∥∥∥∥y1 −
n∑
x∗j (y1)xj
∥∥∥∥∥
pn+1j=1 j=1
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∣∣∣∣f ′(x∗1 (y2))f ′(w)
∣∣∣∣
∥∥∥∥∥y2 −
n∑
j=1
x∗j (y2)xj
∥∥∥∥∥
pn+1
< (1 − λ)
∣∣∣∣f ′(x∗1 (y1))f ′(w)
∣∣∣∣
(
1 −
n∑
j=1
∣∣x∗j (y1)∣∣pj
)
+ |ε|λ
∣∣∣∣f ′(x∗1 (y2))f ′(w)
∣∣∣∣
(
1 −
n∑
j=1
∣∣x∗j (y2)∣∣pj
)
. (4.18)
According to (4.15), (4.18), and Lemma 4.2, we have
n∑
j=2
∣∣x∗j (v)∣∣pj +
∥∥∥∥∥v −
n∑
j=1
x∗j (v)xj
∥∥∥∥∥
pn+1
< (1 − λ)
∣∣∣∣f ′(x∗1 (y1))f ′(w)
∣∣∣∣(1 − ∣∣x∗1 (y1)∣∣2)+ |ε|λ
∣∣∣∣f ′(x∗1 (y2))f ′(w)
∣∣∣∣(1 − ∣∣x∗1 (y2)∣∣2)
 1 − |w|2. (4.19)
Let z0 = v +wx1. Then we have x∗1 (z0) = w, x∗j (z0) = x∗j (v) for 2 j  n, and
z0 −
n∑
j=1
x∗j (z0)xj = v −
n∑
j=1
x∗j (v)xj , (4.20)
where x∗1 (v) = 0. Hence we obtain
n∑
j=2
∣∣x∗j (z0)∣∣pj +
∥∥∥∥∥z0 −
n∑
j=1
x∗j (z0)xj
∥∥∥∥∥
pn+1
< 1 − |w|2 = 1 − ∣∣x∗1 (z0)∣∣2.
It implies z0 ∈ Ω . From (4.13), (4.14) and (4.20), a straightforward calculation yields
(1 − λ)F (y1)+ ελF(y2) = F(z0).
Hence by Theorem 4.1, we obtain F ∈ S∗(Ω, ε), and the proof of Theorem 4.2 is complete. 
Remark 4.3. Setting ε ∈ [0,1] in Theorem 4.2, we get Theorem 2.1 in [23].
5. Some examples
Finally, we finish this paper with some concrete examples of Q(B,ε) or S∗(B, ε).
Example 5.1. Suppose that f (x) = x1−aTu(x) for x ∈ B , where a is a complex constant and
u ∈ ∂B .
(1) If ε ∈ [0,1] and |a| 1, then f ∈ Q(B,ε).
(2) If ε ∈ [−1,1] and |a| 1−
√|ε|
1+√|ε| , then f ∈ S∗(B, ε) ⊂ Q(B,ε).
Proof. (1) Simple computation yields
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(1 − aTu(x))2 ,
Df (x)−1 = (1 − aTu(x))(I − axTu(·)), (5.1)
f (x)− εf (ξx) = x − axξTu(x)− εxξ + εaxξTu(x)
(1 − aTu(x))(1 − aξTu(x)) (5.2)
for all x ∈ B , ξ ∈ U and |a| 1. Hence f ∈ H(B). From (5.1) and (5.2), we have
Df (x)−1
(
f (x)− εf (ξx))= (1 − aTu(x))[1 − εξ − (1 − ε)aξTu(x)]
1 − aξTu(x) x
= (1 − ε)(1 − aTu(x))x + ε(1 − ξ)(1 − aTu(x))1 − aξTu(x) x (5.3)
= (1 − aTu(x))x − εξ (1 − aTu(x))21 − aξTu(x) x. (5.4)
From (5.3), we obtain
Re
{
Tx
[
Df (x)−1
(
f (x)− εf (ξx))]}= (1 − ε)[1 − Re(aTu(x))]‖x‖
+ ε‖x‖Re
{
(1 − ξ)(1 − aTu(x))
1 − aξTu(x)
}
for all x ∈ B , ξ ∈ U .
Since g(ξ) = (1−ξ)(1−aTu(x))1−aξTu(x) is analytic on U , then we obtain that Reg(ξ) is a harmonic
function on U . Using the fact that |Tu(x)| ‖x‖ < 1 and |a| 1, we have
Reg
(
eiθ
)= (1 − cos θ)(1 − |a|2|Tu(x)|2)|1 − eiθaTu(x)|2  0
for all θ ∈ [0,2π]. By the minimum principle for harmonic functions, we obtain Reg(ξ) 0 for
all ξ ∈ U . Since ε ∈ [0,1], therefore Re[Tx(Df (x)−1(f (x) − εf (ξx))]  0 for all x ∈ B and
ξ ∈ U , which is f ∈ Q(B,ε). The proof of part (1) is complete.
(2) Since ε ∈ [−1,1], then |a|  1−
√|ε|
1+√|ε| < 1. Using the fact that |ReTu(x)|  |Tu(x)| 
‖x‖ < 1 for x ∈ B , from (5.1), we obtain
Re
{
Tx
[
Df (x)−1
(
f (x)− εf (y))]}
= Re
{
Tx
[
x
(
1 − aTu(x)
)− ε (1 − aTu(x))(y − aTu(y)x)
1 − aTu(y)
]}
= Re
[
‖x‖(1 − aTu(x))− ε (1 − aTu(x))(Tx(y)− aTu(y)‖x‖)1 − aTu(y)
]

(
1 − |a|)‖x‖ − |ε|∣∣∣∣ (1 − aTu(x))(Tx(y)− aTu(y)‖x‖)1 − aTu(y)
∣∣∣∣

[(
1 − |a|)‖x‖ − |ε| (1 + |a|)(‖y‖ + |a|‖x‖)
1 − |a|
]
 ‖x‖
1 − |a|
[(
1 − |a|)2 − |ε|(1 + |a|)2] 0
for all x, y ∈ B with ‖y‖  ‖x‖ < 1. Hence by Definition 2.3 and Theorem 3.1, we obtain
f ∈ S∗(B, ε) ⊂ Q(B,ε), and the proof is complete. 
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. . . , n) with log 1 = 0, then F ∈ Q(Bnp, ε) for all ε ∈ [−1,1].
Proof. Fix j ∈ {1,2, . . . , n}. It is easy to check that fj (zj ) = 12 log 1+zj1−zj ∈ K(U). Since K(U) ⊂
Q(U,ε) for ε ∈ [0,1], we obtain fj (zj ) = 12 log 1+zj1−zj ∈ Q(U,ε) for ε ∈ [0,1]. Thus by Defini-
tion 2.2, for ε ∈ [0,1] we have
Re
{
fj (zj )− εfj (ξzj )
zjf
′
j (zj )
}
 0, ∀zj ∈ U, ∀ξ ∈ U. (5.5)
When ε ∈ [−1,0), let ε1 = −ε, then ε1 ∈ (0,1]. It follows from (5.5) that
Re
{
fj (zj )− ε1fj (ξzj )
zjf
′
j (zj )
}
 0, ∀zj ∈ U, ∀ξ ∈ U. (5.6)
Note that fj (zj ) is an odd function, we have
Re
{
fj (zj )− εfj (ξzj )
zjf
′
j (zj )
}
= Re
{
fj (zj )− ε1fj (−ξzj )
zjf
′
j (zj )
}
 0, ∀zj ∈ U, ∀ξ ∈ U. (5.7)
By Definition 2.2, we obtain fj (zj ) = 12 log 1+zj1−zj ∈ Q(U,ε) for ε ∈ [−1,0). So fj (zj ) =
1
2 log
1+zj
1−zj ∈ Q(U,ε) for ε ∈ [−1,1]. Hence by Theorem 3.5, we obtain F ∈ Q(Bnp, ε) for all
ε ∈ [−1,1], and the proof is complete. 
Example 5.3. Let F(z) = (f1(z1), z2, . . . , zn), where f1(z1) = 12 log 1+z11−z1 with log 1 = 0, then
F ∈ Q(Bnp, ε) for all ε ∈ [−1,1].
Example 5.4. Suppose that n  2, ε ∈ [−1,1] and f (z) = (z1 + az31, z2, . . . , zn), where a is a
complex constant. If |a| 1−|ε|3(1+|ε|) . Then f ∈ S∗(Bn2 , ε) ⊂ Q(Bn2 , ε). Furthermore, if |ε| < 12 and
1
9 < |a| 1−|ε|3(1+|ε|) , then f ∈ S∗(Bn2 , ε), but f /∈ K(Bn2 ).
Proof. By directly computing the Fréchet derivatives of f (z), we obtain
Df (z) =
⎛
⎜⎝
1 + 3az21 0 · · · 0
0 1 · · · 0
· · · · · · · · · · · ·
0 0 · · · 1
⎞
⎟⎠ , Df (z)−1 =
⎛
⎜⎜⎝
1
1+3az21
0 · · · 0
0 1 · · · 0
· · · · · · · · · · · ·
0 0 · · · 1
⎞
⎟⎟⎠ .
Since |a| 1−|ε|3(1+|ε|)  13 , we have f ∈ H(Bn2 ). Short computations yield −Re 2ξ1+3ξ − 2|ξ |1+3|ξ |
for |ξ | < 13 , where ξ ∈ C. Thus we obtain
Re
〈
Df (z)−1
(
f (z)− εf (w)), z〉
= Re
{[
z1 + az31 − εw1 − εaw31
1 + 3az21
]
z1 +
n∑
j=2
(zj − εwj )zj
}
= Re
{
‖z‖22 − ε〈w,z〉 −
2az21|z1|2 + εw1z1(−3az21 + aw21)
1 + 3az2
}
1
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2|a||z1|
1 + 3|a||z1| |z1|
2 − 4|a||z1||ε|
1 − 3|a||z1| ‖z‖
2
2

‖z‖22
1 − 9|b|2
[
1 − |ε| − 2(1 + 2|ε|)|b| − 3(1 + |ε|)|b|2]
= ‖z‖
2
2
1 − 9|b|2
(
1 + |b|)[1 − |ε| − 3(1 + |ε|)|b|] 0,
for all z = (z1, z2, . . . , zn), w = (w1,w2, . . . ,wn) ∈ Bn2 , ‖w‖2  ‖z‖2 < 1, where |b| = |a||z1| <
|a|  1−|ε|3(1+|ε|)  13 . Hence by Definition 2.3 and Theorem 3.1, we obtain f ∈ S∗(Bn2 , ε) ⊂
Q(Bn2 , ε).
By Example 7 of [25], we know that f ∈ K(Bn2 ) if and only if |a|  19 . Thus if |ε| < 12 and
1
9 < |a| 1−|ε|3(1+|ε|) , then f ∈ S∗(Bn2 , ε), but f /∈ K(Bn2 ), and the proof is complete. 
Example 5.5. Suppose that n  2, ε ∈ [−1,1] and f (z) = ( z11−az1 , z2, . . . , zn), where a is a
complex constant. If |a| 1−
√|ε|
1+√|ε| , then f ∈ S∗(Bn2 , ε) ⊂ Q(Bn2 , ε).
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