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This note aims to introduce a new problem in combinatorial geometry. What is the
minimum number of distinct inner products determined by n distinct vectors in Rd? We
use some elementary methods to derive upper and lower bounds giving a good impression
of where the answer might lie and show how it is connected to various known problems.
© 2009 Elsevier B.V. All rights reserved.
1. The problem
In 1946, Paul Erdős posed the following problem, now also known as the Erdős distance problem. Let fd(n) be the largest
integer such that any set of n distinct points in Rd determines at least fd(n) different distances, what can be said about the
growth of this function? In [6] he proved for d ≥ 3 that
Ω(n
1
d ) ≤ fd(n) ≤ O(n 2d )
and gave an improved upper bound for the case d = 2. The best upper bound for d = 2 is still f2(n) ≤ O(n/√log n) (from the
original paper of Erdős)while the lower bound has been subsequently improved byMoser [13], Chung [3], Chung, Szemeredi
and Trotter [4], Szekely [16], Solymosi and Toth [14] and Tardos [17]. The best known lower bound is due to Katz and Tardos
(in [11]) and states that f2(n) ≥ Ω(n0.864...). It is strongly believed that in both two and more dimensions the respective
upper bound constitutes the right answer.
Conjecture 1 (Erdős Distance Conjecture). For d ≥ 3 the asymptotic growth is given by
fd(n) = Θ
(
n
2
d
)
.
The conjecture is still open in all dimensions. In a recent article [15], Solymosi and Vu made substantial progress by
proving that for d ≥ 3 the inequality fd(n) ≥ Ω(n 2d (1− 1d+2 )) holds. A general overview concerning this problem (also in
more general settings) can be found in the book by Brass, Moser and Pach [1] while for details of the two-dimensional case
(including sketches of some proofs) the book of Matousek [12] can be recommended.
Using the fact that Rd is an inner product space, we might formulate the Erdős distance problem also in another way.
Among all sets of vectors {x1, . . . , xn} ⊂ Rd, what is the smallest possible cardinality of the set
{〈xi − xj|xi − xj〉 : 1 ≤ i,
j ≤ n}? This formulation immediately suggests another question, which is, from an inner product space point of view, by far
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more natural. Let {x1, . . . , xn} be distinct vectors in Rd, what is the smallest possible cardinality of
{〈xi|xj〉 : 1 ≤ i, j ≤ n}?
Henceforth, we denote the answer by
∆d(n) := min
{x1,...,xn}⊂Rd
#
{〈xi|xj〉 : 1 ≤ i, j ≤ n} .
Due to the central role of the inner product and its intimate connection to both length and angles, this problem can be
motivated in many different ways; our starting from the Erdős distance problem is motivated by its appearance in a later
proof.
This problem has not been considered before in this form. However, Hart and Iosevich asked the same question for vector
spaces over finite fields. As an example of their results, they prove in [9] that for all E ⊆ Fdq with #E > q
d+1
2 the set inclusion
F∗q ⊆ {x · y : x, y ∈ E} holds.
We use x, y, . . . to denote vectors and 〈x|y〉 to denote the inner product. Regarding terminology, we call sets of vectors
minimal sets, if the number of different inner products is minimal among all sets of the same size. We also refer to elements
ofRd as both vectors (when focusing on their length or the angle between two of them) and points (when emphasizing their
position in space).
2. Some basic results
First of all, by changing the basis, it is evident that the problem is equivalent in all finite-dimensional real inner product
spaces and one might as well ask it in a different setting (say, the space of polynomials of degree d − 1 and the L2 inner
product). Clearly, in infinite-dimensional spaces one can always choose a new vector orthogonal to the existing set and
the problem becomes trivial. The apparent inequalities ∆d+1(n) ≤ ∆d(n) and ∆d(n) ≤ ∆d(n + 1) will be used without
mentioning it. Regarding precise results, we have
Theorem 1. For all d, n ∈ N
∆d(2) = 2 and ∆d(d+ 2) = 3.
This result is sharp in the sense that indeed ∆d(d + 1) = 2. Furthermore, for n ∈ N fixed, there exists is a function hn(d) =
dn
n! + O(dn−1) such that for all d ≥ n
∆d(hn(d)) ≤ n+ 1.
Proof. Assume∆d(2) = 1 and let {x, y} be a minimal set. Then ‖x‖ = ‖y‖ and, since y = −x is impossible, |〈x, y〉| < ‖x‖2
which contradicts the statement.∆d(d+ 1) = 2 follows at once by using the canonical basis and 0.
We now show∆d(d+ 2) > 2. Assume x1, . . . , xd+2 ∈ Rd to be a set of vectors such that 〈xi|xj〉 ∈ {a, b} ⊂ Rwith a < b.
We first show that not all vectors have the same length and will then use this to derive that precisely one vector has length√
awhile all other d+ 1 vectors have length√b, which will lead to a contradiction.
Assume that all the vectors have the same length. For any 1 ≤ i 6= j ≤ d+ 2
〈xi|xj〉2 ≤ 〈xi|xi〉〈xj|xj〉 = 〈xi|xi〉2.
Therefore all the vectors have length
√
b, while for i 6= jwe have 〈xi|xj〉 = a. This, however, implies that for i 6= j∥∥xi − xj∥∥2 = 〈xi − xj|xi − xj〉 = 2(b− a)
and therefore x1, . . . , xd+2 constitute d+ 2 equidistant points in Rd. However, there are at most d+ 1 equidistant points in
Rd (and each set of d+1 equidistant pointsmust be equal to the set of vertices of a regular simplex).We nowknow that there
exist i and jwith 〈xi|xi〉 = a and 〈xj|xj〉 = b. This implies 0 ≤ a < b. If a = 0, then one vector is identical to 0while the other
d + 1 vectors have the same length. As before, Cauchy’s inequality implies that the scalar product of two different vectors
of length
√
b is equal to a, which would imply the existence of d+ 1 orthogonal vectors in Rd. Hence 0 < a < b. If there are
two vectors of length
√
a, their scalar product would be strictly smaller than a, which is again impossible. Therefore we have
precisely one vector of length
√
a and d+ 1 vectors of length√b and the distance between any of the d+ 1 vectors (when
regarded as points) is the same. Hence the d+ 1 vectors must be the vertices of a d-dimensional simplex while one vector
is of shorter length but different from the zero vector. Let x1 be the vector of length
√
a, then again by Cauchy’s inequality
we have for j > 1
〈x1|xj〉2 ≤ 〈x1|x1〉〈xj|xj〉 = ab < b2.
Therefore the inner product of the short vector x1 and any vector from the regular simplex has to be a. Then, however,
{x2, . . . , xd+2} ⊂
{
x ∈ Rd : 〈x, x1〉 = a
}
.
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Since x1 6= 0, this shows that the d+ 1 vertices of a regular d-simplex are contained within a hyperplane of codimension 1
and this contradiction concludes the argument.
The last statement follows at once from choosing S ⊆ {0, 1}d by collecting all vectors containing at most n times the
entry 1. This set contains
n∑
i=0
(
d
i
)
= d
n
n! + O(d
n−1)
vectors and for any x, y ∈ S, we then have 〈x, y〉 ∈ N and 0 ≤ 〈x, y〉 ≤ n. 
3. Asymptotic results
In the one-dimensional case (where the inner product is just the regular product), the function grows linearly and can
be exactly determined.
Theorem 2. For n ∈ N we have
∆1(n) =
{n, if n ≤ 3
2n− 2, if n ≥ 4 and even
2n− 3, if n ≥ 5 and odd.
Proof. Let S ⊂ R be a minimal set. The cases n ≤ 3 are obvious. Assume now n ≥ 4 and 0 6∈ S. Clearly,
∆1(n) = min {#A · A : A ⊂ R,#A = n} ≥ min {#A · B : A, B ⊂ R,#A = #B = n} .
A closed formula for the last expression in the more generalized setting of arbitrary abelian groups (especially (R \ {0} , ·))
has been given by Eliahou and Kervaire in [5]. We get from [5, Theorem 2] that this last expression is 2n − 1 for odd n and
2n− 2 for even n. It is obvious that for any A ⊂ R \ {0}
(A ∪ {0}) · (A ∪ {0}) = A · A ∪ {0} .
Hence theminimality of S requires 0 ∈ S and this implies that the expressions from the statement are indeed a lower bound.
The sets
{
0, 1, 2, . . . , 22n−2
}
for even n and
{
0,+1,−1,+2,−2, . . . , 2 n−32 ,−2 n−32
}
for odd n prove that the derived lower
bounds are tight (these construction serve as a further example that minimality of sumsets requires the sets to somehow
resemble the structure of a subgroup). 
We will now derive a first lower bound. The main idea is that there always are hyperplanes containing many elements
of the set which allows a reduction of the dimension.
Theorem 3. For all d, n ∈ N we have
∆d(n) ≥ ∆d−1
(⌈
n
∆d(n)
⌉)
and hence ∆d(n) ≥ n 1d .
Proof. Let S = {x1, . . . , xn} ⊂ Rd be a minimal set. There exists l ∈ R such that the set
{xi ∈ S : (1 ≤ i ≤ n) ∧ 〈x1, xi〉 = l}
has at least
⌈
n/∆d(n)
⌉
elements and is contained within a hyperplane P of codimension 1. Let now y be the orthogonal
projection of 0 onto the hyperplane, i.e. the unique y ∈ P with
‖y‖ = min
p∈P ‖p‖ ,
and define zi = xi − y. We then have, due to the orthogonality, 〈y, zi〉 = 0 for all i ∈ {1, . . . , n}. For any xi, xj ∈ P ∩ S, we
have
〈xi, xj〉 = 〈y + zi, y + zj〉 = ‖y‖2 + 〈y, zj〉 + 〈zi, y〉 + 〈zi, zj〉 = ‖y‖2 + 〈zi, zj〉.
We will now only consider the number of different inner products generated by the subset P ∩ S. The smallest possible
number of different inner products generated by a set of n vectors contained in a k-dimensional subspace of Rd is precisely
∆k(n) (this follows either from the geometric meaning of the inner product or, algebraically, from the identity 〈x, y〉 =
〈Q TQx, y〉 = 〈Qx,Qy〉 for orthogonal matrices). By assumption, the set S was minimal and so
∆d(n) ≥ # {〈xi, xj〉 : xi, xj ∈ P ∩ S} ≥ ∆d−1 (⌈ n
∆d(n)
⌉)
.
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As for the general inequality, note that it has been shown for d = 1 and in general follows via
∆d(n) ≥ ∆d−1
(⌈
n
∆d(n)
⌉)
≥
(
n
∆d(n)
) 1
d−1
. 
An upper bound is given by the following obvious construction, which also gives the conjectured asymptotic behaviour
for the Erdős distance problem. Despite its simplicity it stands to reason that this describes the true behaviour of the function
∆d(n).
Theorem 4. For fixed d ∈ N and arbitrary n ∈ N we have
∆d(n) ≤ 2
pi
(
Γ
(
d
2
+ 1
)
+ o(1)
) 2
d
n
2
d
where Γ (z) denotes the gamma function and o(1) → 0 as n → ∞. Moreover, for each ε > 0, there exists a d0 ∈ N such that
for all d ≥ d0
∆d(n) ≤
(
d
epi
+ ε + o(1)
)
n
2
d .
Proof. For r > 0 we consider the set S(r) = {x ∈ Zd : ‖x‖ < r}. Cauchy’s inequality gives that for any x, y ∈ S(r)we have
−r2 ≤ 〈x, y〉 ≤ r2 and since each scalar product is an integer, we get at most 2r2 + 1 different values. From lattice point
theory, we know that the number of elements of S(r) is roughly equal to the volume (this can be made fully rigorous by
applying a theorem of Hlawka [10]). In combination with the formula for the volume of a hypersphere, we get
r2 = (1+ o(1))Γ (
d
2 + 1)
2
d
pi
(#S(r))
2
d
fromwhich the result follows, since the number of different scalar products is at most 2r2+1. The second statement follows
at once from Stirling’s formula. 
The Erdős distance problem and the inner product problem coincide when one considers a sphere around origin. Let
f ◦d (n) be the biggest integer such that any set of n points on the sphere Sd−1 =
{
x ∈ Rd : ‖x‖ = 1} determine at least f ◦d (n)
different distances and let∆d◦(n) be defined analogously for inner products. Then
∆d◦(n) = f ◦d (n)
since the numbers occurring are related via ‖x− y‖2 = 〈x− y, x− y〉 = 2− 2〈x, y〉.
Theorem 5. For fixed d ≥ 3, we have
∆d(n) ≥ Ω
(
n
2
d− 4d−2d3−d
)
.
Proof. For fixed n and d ≥ 3, let S be aminimal set. There exists a subset with at least cardinality ⌈n/∆d(n)⌉ of vectors with
the same length.We can interpret those vectors as points on a sphere (this sphere need not have radius 1 but one easily sees
that∆d◦(n) = f ◦d (n)holds for any sphere). Thenumber of different inner products generatedby this subset is certainly smaller
than the number of different inner products generated by thewhole set. By definition, f ◦d (n) ismonotonically increasingwith
n. This yields the inequality chain
∆d(n) ≥ ∆d◦
(⌈
n
∆d(n)
⌉)
= f ◦d
(⌈
n
∆d(n)
⌉)
≥ Ω
(
f ◦d
(
n1−
2
d
))
,
where we used that∆d(n) ≤ O
(
n
2
d
)
. Estimating the quantity f ◦d (n
1− 2d ) is now a problem of Erdős distance type (here on Sd
instead of Rd). In the following, we will show that under someminimal modifications the technique developed by Solymosi
and Vu can also be applied to points living on Sd. We will, for clarity of exposition, use the term large sphere to denote the
sphere containing all the points.
The argument of Solymosi and Vu relies on a variation of a space-decomposition result by Chazelle and Friedman [2]. A
hyperplane H is said to strongly intersect a set P , if H ∩ P is not empty and if P has a point on both sides of H . Given a set of
hyperplanes, it is possible to partition the Rd into subsets such that few strong intersections between the partitions and the
hyperplanes occur. This theorem has been extended from hyperplanes to rather general surfaces, provided certain axioms
are satisfied (see Matousek [12, Chapter 6.5]); it is especially known to hold for hyperspheres (a strong intersection then
requires a point both inside and outside of the sphere); this variation is used by Solymosi and Vu and reads
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Theorem 6 (Solymosi & Vu, Lemma 3.5). Let A be a set of n points and B be a set of k spheres in Rd. For any 1 ≤ r ≤ k, one can
partition Rd into r sets P1, . . . , Pr such that for each 1 ≤ i ≤ r, |Pi ∩ A| ≤ O (n/r) and there are only O
(
k/r
1
d
)
spheres which
strongly intersect Pi.
Solymosi and Vu prove their result via induction (and use the result by Tardos [17] for the plane as starting point).
Their argument incorporates the largest numberm of different points contained within a hyperplane of codimension 1 and
distinguishes between m large and m small. We shall copy their argument whereas for us m will be the largest number of
different points contained within a great circle (i.e. a (d − 1)-dimensional sphere completely contained within the large
sphere). In the first case, if this numberm is large, they apply their result for d−1 dimensions to thesem points—this can be
done in the sphere case without further ado. Ifm is small, the argument is more elaborate. They find a lower bound for the
largest number of different distances measured from one specific point of the set (which is clearly smaller than the number
of different distances occurring amongst all pairs of points). Given an arbitrary set of points {x1, . . . , xn} ⊂ Rd with at most
t distinct distances at each point, it is possible to place t spheres (if needed, add dummy spheres) around each point to get
a total of k = nt spheres such that for every two points p, q there is a sphere with center p and radius ‖q− p‖. This can all
be done analogously in the sphere case, where we then naturally only consider the intersection of the large sphere and the
spheres defined around each point. The next step is to apply the decomposition theorem to this number of spheres. When
considering the Erdős distance problem merely on the sphere instead of the full space, we effectively lack one degree of
freedom. This is now reflected in the fact that when applying the decomposition theorem in the sphere case, we can use its
version for d−1 dimensions. Solymosi and Vu now find upper and lower bounds for the numberMr of pairs of points (xi, xj)
that land in the same partition. Their upper bound follows at once (also in the sphere case) from the decomposition theorem
(which bounds the number of points in the same partition by O(n/r)). Their lower bound is a careful counting argument,
which, at first, can be copied line by line; at one point they count too many points:
Indeed, if the vertices of a pair [of points] are of the same distance from p points [...], then the pair is counted p times.
The points which are at the same distance from the vertices of a pair lie on a hyperplane.
Here now the fact that m is small, comes into play. Indeed, we see that great circles are precisely the suited analogue
of hyperplanes in the sphere case as the above statement continues to hold. In the course of the counting argument, the
authors then define weak intersection and say a sphere weakly intersects a cell, if they share a common point but no strong
intersection occurs. They state that for a given point and a given cell, at most two weak intersections occur between the
spheres expanding from this point and the cell. This is true in the sphere case as well: the cells are connected sets and hence
any weak intersection implies that either the cell is completely outside the sphere or fully contained in it. By definition, the
lower bound ofMr is smaller than the upper bound: the rest of the argument consists in reformulating this inequality and is
purely algebraical in nature. The authors then prove a variation of this result, involving hyperplanes of codimension 2 and
the counting of triplets of points using highly similar arguments, which require no additional modifications. Altogether, we
have hence seen that the lower bound due to Solymosi and Vu is applicable, i.e.
f ◦d (n) ≥ Ω
(
n
2
d−1− 2(d−1)(d+1)
)
and especially f ◦d (n
1− 2d ) ≥ Ω
(
n
2
d− 4d−2d3−d
)
,
which completes the proof. 
Remark. The result by Katz and Tardos [11] giving a slightly improved exponent of 0.864137 . . . for the Erdős distance
problem in the plane as compared to the 0.8636 . . . shown by Tardos [17] implies that in the meantime the method of
Solymosi and Vu yields slightly better results. In three dimensions their method (using [11] instead of [17] as base case)
indeed gives an exponent of 0.564499 . . . as opposed to the 0.564318 . . . they prove in [15, Theorem 1.1.(a)].
For d ∈ {2, 3}, the best lower bound is still ∆d(n) ≥ Ω(n 1d ) from Theorem 3, while for the general case the following
statement seems to hold.
Conjecture 2. For any fixed d ≥ 2 we have
∆d(n) = Θ
(
n
2
d
)
.
Remark. Erdős, Füredi, Pach and Ruzsa gave in [7] a proof of f ◦d (n) ≤ O(n
2
d−2 ) for d ≥ 4 (and a slightly sharper result for
d = 4). While we can conclude the same result from the proof above, it should be noted that our proof is naturally related
to the original proof as the number of different inner products in S(r) is roughly twice the number of distinct distances.
Corollary 1. Let d ≥ 4. Then
f ◦d (n) ≤ O
(
n
2
d−2
)
.
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Proof. Using the inequality chain from the previous proof and∆d(n) ≤ O(n 2d ) gives
Ω
(
f ◦d
(
n1−
2
d
))
≤ ∆d(n) ≤ O(n 2d ).
From this the result follows. 
In conclusion, we see a vast number of new problems arising. Naturally, the exact growth of ∆d(n) would be of great
interest, not only in general but also for small values of d. The constant given by the construction used to obtain the upper
bound is certainly not optimal—perhaps certain lattices would yield an improvement. Related to this, we find the problem
of giving precise values for∆d(n) and a characterization of the structure of minimal sets. Is it perhaps true that minimal sets
for the Erdös distance problem and this set of questions are somehow related (as it was the case for the set S(r) used for
the construction of the upper bound)? Erdős asks in [8] whether minimal sets for the distance problem always have lattice
structure. Is the same true for this problem? Finally, and directly related to our lower bound, what can be said about the
Erdős distance problem on hyperspheres and is the known upper bound the correct answer?
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