The infrastructure of vehicular networks plays a major role in realizing the full potential of vehicular communications. More and more vehicles are connected to the Internet and to each other, driving new technological transformations in a multidisciplinary way. Researchers in automotive/telecom industries and academia are joining their effort to provide their visions and solutions to increasingly complex transportation systems, also envisioning a myriad of applications to improve the driving experience and the mobility. These trends pose significant challenges to the communication systems: low latency, higher throughput, and increased reliability have to be granted by the wireless access technologies and by a suitable (possibly dedicated) infrastructure. This paper presents an in-depth survey of more than ten years of research on infrastructures, wireless access technologies and techniques, and deployment that make vehicular connectivity available. In addition, we identify the limitations of present technologies and infrastructures and the challenges associated with such infrastructure-based vehicular communications, also highlighting potential solutions.
Introduction
More and more vehicles are connected to the Internet through vehicle-to-anything (V2X) communication technologies, changing the automotive industry and the transportation system. By embedding computing devices into cars, roads, streets, and transit equipment (such as street signs, radars, traffic cameras, and others), we will be capable of digitalizing the transportation system [1] , letting vehicles autonomously exchange data with other vehicles (V2V communications), with the network infrastructure (V2I communications), with the road infrastructure (V2R communications), with pedestrians (V2P communications), and so forth. Data collected by vehicles and pushed back from a remote control center will contribute to developing new services for vehicular users, automotive industries, and network providers. Connectivity is, then, the key issue for the provision of value-added services ranging from road safety, traffic management, and environment monitoring, up to autonomous driving. Connectivity will also enhance data and lower-MAC layer standard, in 2010 in the US, and the first release of the ETSI intelligent transport systems (ITS), denoted as ETSI ITS-G5, in 2013 in Europe. In early 2014, different working groups within 3GPP have also started studying V2X as an additional feature for LTE-Advanced [16] [17] [18] and as a native feature for 5G. Other alternative solutions may be based on the rapidly spreading low-power wide area networks (LPWANs), which exploit sub-gigahertz unlicensed frequency bands and allow long-range radio links [19] . Owing to the long transmission range, sub-gigahertz technologies are attractive to support low data rate and longlasting communications in vehicular networks.
This article is organized as follows. Section 2 briefly overviews the research in infrastructure-based vehicular networks from 2003 to 2016. Section 3 refers to vehicle-toinfrastructure (V2I) architectures. Section 4 refers to wireless access technologies and communication techniques. Section 5 discusses the deployment of infrastructure for vehicular networks. Section 6 concludes the article and points out to future challenges sketching potential solutions.
Overview of the Research in Infrastructure-Based Vehicular Networks
In the context of vehicular networks, infrastructure is a set of specialized communication devices supporting the network operation. Common properties include (but are not restricted to) network centrality, communication bandwidth, storage space, and high availability. Because vehicular network devices are initially envisioned to be located at roadsides, they are commonly referred to as RSUs and may provide a large number of functions, such as the following:
(i) Broadcast [20] (ii) Channel allocation [21] (iii) Caching [22] (iv) Content download [23, 24] (v) Data dissemination [25] (vi) Data aggregation [26] (vii) Data scheduling [27] (viii) Gaming & streaming [28, 29] (ix) Gateway [11, 22, 30] (x) Hand-off [31] [32] [33] (xi) Vehicles localization [34, 35] (xii) QoS [36] [37] [38] [39] (xiii) Real-time support [40] [41] [42] (xiv) Routing [14, 43, 44] (xv) Security [45] [46] [47] [48] (xvi) Multihop comm [49] .
Several technologies may be embedded in RSUs. Banerjee et al. [12] present an in-depth discussion and comparison of such technologies. Although most of the works consider stationary infrastructure, several papers [44, [50] [51] [52] [53] [54] [55] propose Mobile Information Systems 3 mobile architectures (public transportation buses, cabs, and ordinary vehicles). There are also proposals considering the use of low cost devices as an infrastructure [56] , while other proposals consider the use of external communication devices (such as public Wi-Fi) [57] .
The following basic groups can be envisioned to categorize the studies dealing with infrastructure-based vehicular networks.
(i) Architectures for infrastructure-based vehicular networks (Section 3): works are proposing new architectures, testbeds, proofs of concept, field trials and experimentations, and hardware studies. (ii) Communication in infrastructure-based vehicular networks (Section 4): works are studying the vehicular communication in terms of protocols, data dissemination strategies, routing, connectivity, low level aspects of the communication, channel allocation, hand-off strategies, network throughput, quality of service, real-time messaging, and multihop data dissemination. (iii) Security in infrastructure-based vehicular networks (Section 4.9): we present only a brief discussion of security in infrastructure-based vehicular networks (most of the strategies we could find target the ad hoc scenario). (iv) Deployment of infrastructure for vehicular networks (Section 5): works are proposing strategies to physically locate the infrastructure, theoretical studies discussing metrics and strategies to evaluate deployments, and theoretical studies about requirements, features, or properties of network deployment.
In the early 2000s, most of the researches dealt with low level aspects of the communication. The high mobility of nodes, the constantly changing topology of vehicular networks, and the connectivity dependent on the location bring several interesting research challenges. The US Department of Transportation (USDOT) (US Department of Transportation, Research and Innovative Technology Administration, http://www.its.dot.gov/vii/) shows a clear focus on integrating vehicles for making the current transportation system more intelligent [58] . The research community is aware of the challenges imposed by vehicular communications. As we increase the number of participating vehicles in the network, the communication channel receives an increasing demand for multiple vehicles attempting to send and receive data simultaneously. The ASTM (American Society for Testing and Materials) and IEEE (Institute of Electrical and Electronics Engineers) adopt the Dedicated Short Range Communication (DSRC) (http://www.its.dot.gov/DSRC/) standard providing wireless communication capabilities for transportation applications within a 1,000 m range in highway speeds. DSRC provides seven channels in the spectrum between 5.850 and 5.925 GHz licensed for Intelligent Transportation Systems applications (Intelligent Transportation Systems Radio Service, ITS-RS) with channels designated for different applications, plus one channel reserved for V2V communications [4] .
In the next few paragraphs, we overview the research conducted in infrastructure-based vehicular networks from 2003 to 2016.
In 2003-2004, researchers focused on low level details (physical/MAC layers) of the vehicular communication. While [10] investigates the capacity of the wireless channel, the work [59] investigates channel access. Only few works start considering the impact of lower levels on applications, as, for example, in [60] . However, in these years, Intelligent Transportation Systems in general are considered; connected vehicles are included in the systems but with a lower and different attention.
In [2005] [2006] , most of the researches are still on evaluating low level aspects of the communication, but the focus is not only on V2I communications, but also on V2V. The research community also visualizes the possibility of offering Internet access to vehicles. We notice works investigating novel architectures [11, 30] , hand-off strategies [31] [32] [33] , network throughput [61, 62] , and multihop communication [63] .
In 2007-2008, the research community turns its attention to the validity of mobility models employed in vehicular simulations. They start to exploit the possible usage of the infrastructure for vehicular networks in terms of security and applications. The research community demonstrates interest in the potential use of public Wi-Fi access points to enhance the vehicular communication, and we notice the first works dealing with infrastructure deployment. We also find two surveys [3, 5] addressing vehicular ad hoc networks (VANETs). These works discuss vehicle-to-vehicle communication, the impact of decentralization, channel access, market issues, security, privacy, and validation of VANETs simulations. The infrastructure gains visibility as the research community realizes its importance to support the dissemination of data in vehicular networks [25, 64] . In order to reduce the deployment costs, some researchers focus on alternative less-expensive methods to achieve the benefits of a dedicated infrastructure, such as using publicly Wi-Fi [57] and the adoption of virtual infrastructure [50, 65] using vehicles.
The research community also realizes that bringing Internet access to drivers enables the development of a myriad of vehicular applications and traffic information systems. Examples of these envisioned applications are (i) Pothole Patrol [66] to monitor roads conditions; (ii) Waze Mobile App [67] ; (iii) Peer on Wheels [68] to monitor traffic conditions; and (iv) RoadSpeak [69] to enable chatting between drivers. The performance of the network is deeply studied in works [58, [70] [71] [72] , and the available communication hardware is evaluated in order to find out better solutions [12] . Testbeds are proposed in [73, 74] to evaluate practical aspects related to the vehicular communication, while requirements of privacy and security of the infrastructure are addressed in [47] . Moreover, Fiore and Härri [75] present an in-depth analysis of the topological properties of a vehicular network and found that simulation results are strongly affected by the mobility model, and they question the validity of studies conducted under unrealistic car mobility scenarios.
In 2009-2010, over 40% of the works are addressing infrastructure deployment using heuristics [76] [77] [78] [79] , clusters [80] , or proposing metrics [81] . A virtual infrastructure using buses is presented in [51] , while a secure infrastructure is proposed in [46] . When considering vehicle-to-infrastructure communication, we notice works addressing the scheduling [27] , real-time communication [40, 41] , delivery in sparse networks [42] , analysis of connectivity [82] [83] [84] , broadcast protocols [20] , and cooperative georouting [43] .
In 2011-2012, we notice works addressing infrastructure deployment in terms of probabilistic models [85, 86] , linear programming formulations [87] [88] [89] , heuristics [90] , genetic algorithms [91] , and game-theory [92] . In terms of architecture, we notice analytic models for the selection of communicating devices [88, 93] , proposals for light-weight infrastructures employing relay nodes [13] , virtual infrastructures using the publish-subscribe paradigm [52] , biologically inspired solutions [94] , and reputation mechanisms [45] . In terms of communication, we notice works addressing routing [14, 44, 95] , cooperative data dissemination [22] , QoS controlled media access [36] , multihop communication [49] , content download [23] , and data traffic [96, 97] . Mobility is addressed in [98] [99] [100] .
In 2013-2014, we notice works addressing high-level aspects of the infrastructure-based communication. Tonguz and Viriyasitavat [53] propose a self-organizing network using cars as RSUs. Luan et al. [56] propose the use of roadside buffers and cheap devices for store-and-forward messages to passing vehicles. Sommer et al. [54] study signal attenuation by buildings and propose the use of parked cars to help the signal propagation. When we consider communication, Harigovindan et al. [21] develop a mechanism for fair channel allocation, and Bruno and Nurchis [26] propose a mechanism to eliminate redundancy in data collected by vehicles in a distributed basis. A comparison among the impacts of different infrastructures on vehicular traffic performance is proposed in [101] : here, both cellular networks, broadcasting technologies, and V2V communications are analyzed and their performance is investigated when small and frequent traffic information fare was gathered from vehicles and retransmitted back to vehicles. The impacts of the number and position of RSUs are addressed, giving some answers to the deployment of new infrastructures on the roadside.
Deployment of infrastructure for vehicular networks is also addressed employing several techniques, such as genetic approaches [102] , Voronoi diagrams [103] , analytic models [104] , randomized algorithms [105] , content download [24] , bipartite graphs [106] , and intersection priority [107] . In [108] , a cross-network information dissemination (which anticipates a topic discussed in the next time slot), denoted as "Cross-Network Effective Traffic Alert Dissemination" (X-NETAD), is proposed and experimentally validated: by leveraging the spontaneous formation of local Wi-Fi VANETs, with direct connections between neighboring vehicles, traffic alerts received from the cellular network are quickly disseminated.
In 2015-2016, vehicular networks in general acquire still more importance [109] : this is, for example, demonstrated by the number of papers which contain the keywords vehicular networks of IEEEXplore database: 2,462 conference publications, 1,319 journals and magazines, and 336 early access articles, of which 126 conferences and 52 journals are related to vehicle-to-infrastructure communications. Attention is devoted to high precision positioning [110, 111] for quality of applications enhancements and cooperative transmission [112] [113] [114] to improve channel allocation and resource management in network infrastructure such as base stations and relays. Heterogeneous vehicular networks are also considered [115] , where heterogeneity may be in wireless access technologies [116] , vertical handovers [117] , architectures, and autonomous driving [118] . Attention is also devoted to information acquisition [119] (also with crowd sensing [120, 121] ) and to information dissemination [122] [123] [124] . The infrastructure is very often present for vehicular connectivity [125] , but device-to-device (D2D) solutions gain an increasing importance [18, 126] . The possible adoption of LTE not only through the infrastructure of eNodeBs but also in direct mode enables new potential applications, also with low latency. Communication faces the issue of beaconing for vehicular awareness, addressing both the problem of channel load and adaptive beaconing. The scientific community focuses on safety applications [127] for different environments: platooning, lane changing, collision avoidance, and so forth. There are also some proposals focusing on planning [128] [129] [130] and managing [37] [38] [39] 131 ] vehicular networks.
Architectures of Infrastructure-Based Vehicular Networks
A general architecture is shown in Figure 1 : vehicles are equipped with connected on-board units (OBUs) which can transmit data to other vehicles or to a remote control center exploiting different communication technologies and different infrastructures (cellular infrastructure, roadside infrastructures based on short range communications, and others). Important projects start to show relevant results, such as Fleetnet [132] , Berkeley's California PATH (http://www.path.berkeley.edu/), and CarTel [133] . In particular, CarTel evaluates the V2I communication with city-wide trials in Boston and reports the upload bandwidth to vehicles using the unplanned open residential access. One of the main conclusions of CarTel is that the plethora of 802.11b access points spreading in cities can provide intermittent connectivity with high performance while available. Moreover, Wu et al. [30] state that infrastructure assessments are necessary to (i) evaluate communications architectures to identify those best suited for providing high bandwidth communications to travelers; (ii) examine design options and trade-offs; and (iii) quantitatively assess alternate approaches and evaluate their performance and reliability under realistic vehicle traffic conditions. We identity the following categories of works addressing architectures for vehicular networks: In the remainder of this section, we overview the categories just outlined.
Analytic Studies Addressing Specific
Aspects of the Infrastructure. Abdrabou and Zhuang [86] propose a framework based on the queuing theory that gives a delay bound for relaying messages to RSUs through V2V communication. Authors study the multihop packet delivery delay in a lowdensity vehicular network addressing a disrupted vehicle-toinfrastructure communication scenario where an end-to-end path is unlikely to exist between a vehicle and the nearest RSU.
Benefits of Incorporating the Infrastructure in Vehicular
Networks. Kozat and Tassiulas [10] consider the transport capacity of an ad hoc network with a random flat topology under the presence of an infinite capacity infrastructure network. The main idea is to use the nodes as relays and the infrastructure as pathways to drive the message as fast as possible to the destination node. The results demonstrate a significant improvement achieved using the infrastructure support. Banerjee et al. [12] present a comprehensive comparison between different types of RSUs. Both analytical and simulation results reveal that both the relay and mesh nodes, as opposed to base stations, can be more cost-effective solutions even though a much larger number of such units are required to deliver the same level of performance as offered by the base stations. In addition, authors also suggest that adding a small infrastructure is vastly superior to a large number of mobile nodes with routing capabilities (multihop communications).
Reis et al. [13] study the effects of including RSUs as relay nodes to improve the communication in highway scenarios. Authors model the average time taken to propagate a packet to disconnected nodes when considering both scenarios of connected and disconnected RSUs. The trade-off between the required number of RSUs and the vehicular network performance in sparse scenarios is an important problem that needs careful study. The results show that significant improvements can be achieved with RSUs. For single-gap communications, the transmission delay can be reduced by 15% to 30%; for traversing multiple gaps, up to 25% reduction in the endto-end delay with disconnected RSUs is achievable, and with connected RSUs, the decrease in delay can be of several orders of magnitude, depending on the desired area of interest. Authors conclude that sparse scenarios require a strong deployment of RSUs. In scenarios with multiple clusters, the connection between RSUs can greatly reduce the time to transmit information between vehicles. The use of RSUs to solve the disconnected network problem is still an important issue to tackle to be able to provide reliable communications for vehicular applications.
Gerla et al. [11] propose the vehicular grid, a large-scale ad hoc network with ubiquitous presence of the infrastructure. The vehicular grid must be entirely self-supporting for emergency operations (natural disaster, terrorist attack, etc.) and should also exploit the infrastructure during normal operations. The goal of the work is to bring Internet access to drivers. Authors argue that the access is possible because every vehicle will be only a few hops away from the infrastructure (Wi-Fi, cellular, etc.). Authors show that routing propagation can be done across the urban environment. Additionally, Gerla and Kleinrock [134] perform a historical comparison of the evolution of the Internet to identify the possible paths to be followed by vehicular communication technologies. Authors argue that the type of assistance requested from the infrastructure will vary according to application. Ideal access points' installations for vehicles are traffic lights, light poles, overpasses, and other public structures. In particular, traffic lights are perfectly positioned to act as traffic routers since they form a traffic grid (i.e., they are placed where traffic is intense) and are equipped with power and directly maintained by local municipalities.
Mershad et al. [14] propose ROAMER (ROAdside Units as MEssage Routers in VANETs) to exploit RSUs to route packets between any source and destination in vehicular networks. The basic motivation behind using RSUs to route packets is that RSUs are stationary. It is much easier to send a packet to a fixed near target than to a remote moving object. ROAMER forwards packets to multiple neighbors to increase the chances of reaching destination without significantly increasing the overall traffic. Authors evaluate the RSU backbone routing performance via the ns-2 simulation platform and demonstrate the feasibility and efficiency of the scheme in terms of query delay, packet success delivery ratio, and total traffic.
Cooperative
Architectures. Liang and Zhuang [22] propose roadside wireless local area networks (RS-WLANs) as a network infrastructure for data dissemination. More precisely, a two-level cooperative data dissemination approach is proposed. For the network level, the aim is to use available RS-WLANs to provide services to nomadic users. Packet level cooperation uses cooperative caching/transmission to improve the transmission rate: cooperative caching reduces the perception of limited bandwidth whereas cooperative transmission improves the packet transmission rate.
Light and Smart
Architectures. Luan et al. [56] propose an infrastructure composed of roadside buffers, devices with limited buffer storage, and wireless connection to support the vehicular communication with the goal to reduce the costs of network deployment. In addition, Mishra et al. [52] propose the use of stationary info-stations and moving vehicles in a publish-subscribe model. Vehicles may act as publishers, subscribers, or brokers. Every major crossing of city is equipped with stationary info-stations that act as ultimate place holders for publications and subscriptions.
Palazzi et al. [28, 29] investigate an infrastructure for gaming over vehicular networks. They consider the problematic coexistence between TCP and UDP flows in the context of infrastructure-based vehicular networks. They observe that retransmissions of TCP are exacerbated in vehicular networks since the high mobility of vehicles generates continuous variations in the number and type of flows served by the infrastructure along the road. Thus, they propose the use of smart access points along roads, to be able to regulate heterogeneous transmission flows and make them coexist efficiently. Smart access points basically snoop transiting packets of various flows and computes the maximum data rate at which each elastic application will be able to transfer data without incurring in congestion losses. This data rate is computed and also included on the fly in transiting ACKs of TCP flows. They validate their strategy using the ns-2 simulator. Authors use a grid-like road network streaming the video Star Wars IV in high-quality MPEG4 format. Online gaming traffic is inspired by real traces of the popular Counter Strike action game, and it has (i) a server-to-client flow characterized by an interdeparting time of game updates of 200 bytes every 50 ms and (ii) a client-to-server flow of 42 bytes every 60 ms.
Architectures Employing Publicly Available Infrastructure.
Marfia et al. [57] exploit the use of public Wi-Fi access points to provide vehicular communication. Authors map the public access points available in the city of Portland (US) and vehicles can opportunistically use the infrastructure to communicate with other vehicles in order to avoid long wireless ad hoc paths and to alleviate congestion in the wireless grid. Analytic and simulation models are used to optimize the communications and networking strategies. Authors conclude that the motion model has enormous impact on the results and that the presence of infrastructure largely improves the communication. When the community focuses on the shortness of contact time between vehicles and infrastructure, it becomes clear that scheduling algorithms should consider the data size and deadline or even employ broadcasting to serve a large number of requests. Zhang et al. [58] propose a scheduling scheme for RSUs to provide a balance between serving downloads and upload requests from fast-moving vehicles on highways. The infrastructure acts as routers to Internet access. Although the Internet connection proves to be of great value for drivers, the deployment and maintenance costs of the infrastructure are considered very high. Thus, the authors propose the deployment of cheap RSUs acting as buffers between vehicles.
Testbeds and Real Deployments.
With the aim to create smarter roads by developing an infrastructure that is able to communicate with connected vehicles and with the aim to overcome geographical and standardization boundaries among different countries, Holland, Germany, and Austria developed the so-called Cooperative Intelligent Transport System (C-ITS) Corridor, which represents the first smart highway in Europe [135] . Two applications are implemented: roadworks warning and improved traffic management, both enabled by the cooperation of ETSI ITS-G5 and cellular networks. Roadworks warning aims to improve safety and is enabled by equipping roadworks safety trailers with a positioning/communication system. The roadworks safety trailer continuously transmits its position to a remote control center, where it is evaluated. If available, background information about the roadworks is added and sent back to the roadworks safety trailer. The trailer transmits a warning to approaching vehicles via ETSI ITS-G5. At the same time, the remote control center can provide data to a Point of Access, where it is made available for third parties (the Point of Access is, for instance, the Mobility Data Marketplace (MDM) in Germany and the National Data Warehouse (NDW) in Netherlands).
The traffic management service, instead, aims at improving traffic management by highway operators: vehicles send messages to an ETSI ITS-G5 RSU, which then preprocesses the data and forwards it to the traffic control center via cellular network. These messages are standardized Cooperative Awareness Messages (CAM) and Decentralized Environmental Notification by Messages (DENM). CAM are sent continuously. They contain information about the current position of a vehicle, its speed, direction, and dimensions. DENM are sent event-driven when the vehicle detects ice, a traffic jam, or a broken-down vehicle, for example. The C-ITS Corridor represents the first real development given by a close cooperation between road operators and vehicle manufacturers (BMW, Daimler, Ford Deutschland, Adam Opel, and Volkswagen as well as the German Association of the Automotive Industry) [136] .
In August 2012, the University of Michigan launched the Connected Vehicle Safety Pilot Model Deployment, the US's largest test of the potential of connected vehicles technologies. The project involved nearly 3,000 private cars, trucks, and buses equipped with OBUs to allow wireless communication with each other and with devices in the roadway infrastructure of northeast Ann Arbor. Communication was enabled by DSRC at 5.9 GHz [137]. The project is expanding to include up to 9,000 equipped vehicles, a back-haul communications network, and back-end data storage. Each OBU accumulates data at the rate of 10 times per second, allowing researchers to test connected vehicle operations for the applications of traffic efficiency, energy efficiency, and environmental benefits. Huge investments on connected vehicles are also done in Japan [138] , where great attention on road safety and traffic management has been paid since 1998 [139] to deploy efficient roads and safer vehicles.
Wu et al. [140] propose a real testbed for evaluating communication between moving vehicles and infrastructure. Authors exploit the communication between vehicles and the infrastructure. Opportunistic forwarding (store-carryforward) appears to be a viable approach for data dissemination using vehicle-to-vehicle communications for applications that can tolerate some data loss and delay. Studies show that V2V communication is feasible, although the propagation performance depends on factors such as the density of instrumented vehicles along the end-to-end path. Authors propose the infrastructure to reduce path vulnerability in critical areas or in a subset of vehicles equipped with cellular messaging systems. Field experiments were conducted using a laptop, 802.11b (IEEE 802.11 Wireless Local Area Networks Working Group; http://www.ieee802.org/11/) card with a 2.5 dB omnidirectional external antenna placed on the roof of the vehicle and a GPS receiver. Ormont et al. [74] mounted a testbed in the city of Madison, Wisconsin, to monitor Wi-Fi signals over the city. The main communication channel is the 3G cellular network. Clients were installed in two buses. Each city bus operates on multiple routes on a single day and is, therefore, able to traverse through significant parts of the city. Buses provide Internet access to passengers through 3G connection. A client is a laptop with a Wi-Fi interface running software that monitors and stores Wi-Fi networks found. Cellular interface provides continuous remote access to each testbed node to experimenters. A client node uses it to periodically upload measurement data to a back-end database system. Authors argue that such testbed can be used to draw coverage maps, analyze performance at specific locations, infer mobility patterns, and study relationships between performance and mobility.
Ruiz et al. [46] study the handover using WiMAX (IEEE 802.16; http://wirelessman.org/) and Wi-Fi applied to vehicular communication. They have mounted a testbed in the Campus of Espinardo, University of Murcia. Campus has a ring road that surrounds a huge enough building area. Any vehicle connected to the wireless network can freely move, using different access points that could be available throughout its path. These access points could belong to different domains and different wireless technologies like Wi-Fi, WiMAX, and Universal Mobile Telecommunication System (UMTS) (http://www.protocols.com/pbook/umts.htm). As a consequence of this, several types of handovers can be differentiated:
(i) Intradomain intratechnology handover (ii) Intradomain intertechnology handover (iii) Interdomain intratechnology handover (iv) Interdomain intertechnology handover.
Authors use the Mobile Internet Protocol for IPv6 (MIPv6) (MIPL Mobile IPv6 Home Page; http://mobile-ipv6 .org/) in order to make the vehicles change from service providers, but keeping the same IP address. They conclude that the deployment of wireless infrastructures must take into account the surrounding environment and the specific circumstances, using the advantages of the different wireless technologies available transparently to the end user.
The following demonstrations, trials, and projects prove how V2X communications based on cellular infrastructure can enable safety applications as well as improved comfort for the driver. 3GPP has in fact recently standardized a set of features that address vehicular communications both for direct (V2V) and for indirect (V2I, V2R) modes. More details on this technology are provided in Section 4.2.
Audi, Vodafone, and Huawei demonstrated vehicular safety applications on the world famous Circuit de BarcelonaCatalunya race track at the Mobile World Congress 2017. The applications were "see through" (connected cars can see a video feed from a vehicle in front of them in situations where it will help them to have visibility of other traffic, upcoming entry roads, or other issues to negotiate); a traffic light warning (traffic light is about to change alerting the driver to slow down), pedestrian in the roadway warning; and emergency braking warning (other connected vehicles suddenly braking or changing lanes) [141] .
In January 2017, Audi, Ericsson, Qualcomm, Swarco, and Kaiserslautern University announced the formation of Connected Vehicle to Everything of Tomorrow (ConVeX), that is, a consortium to carry out a V2X trial to evaluate range, reliability, and latency of LTE-based V2X communications. Additionally, the trial aimed at highlighting new use cases that help support traffic flow optimization and improve safety. ConVeX plans to use the results of the trial to inform regulators, provide important inputs to ongoing global standardization work, and shape a path for further development and future evolution of Cellular-V2X [142] .
Ericsson, Orange, and PSA Group have also planned field trials to test advanced Cellular-V2X applications in France, starting in February 2017. The initial phase of testing focused on two use cases: "see through" between two connected vehicles on a road and "emergency vehicle approaching," aiming at notifying drivers when an emergency vehicle is nearby in real time. These two use cases rely on low latency and high throughput, given that two vehicles need to directly exchange a high-resolution video stream [143] .
Vodafone, Bosch, and Huawei are currently working on a trial in the stretch of the A9 Nuremberg and Munich in Germany in the context of a project called Mobilfunk. During the trial, the consortium is demonstrating the viability of direct V2V communications and the ability to exhibit very low latency. In addition, the tests are intended to investigate how Cellular-V2X differs from the IEEE 802.11p [144] .
Jaguar Land Rover, Vodafone, and other partners are currently involved in a project called Connected Intelligent Transport Environment (UKCITE) to create an environment for testing connected and autonomous vehicles. It involves equipping over 40 miles of urban roads, dual-carriageways, and motorways with various V2X technologies. The project establishes how this technology can improve journeys; reduce traffic congestion; and provide entertainment and safety services through better connectivity [145] .
Audi, Deutsche Telekom, Huawei, and Toyota are conducting trials of Cellular-V2X technology on a section of the "digital A9 motorway testbed" near Ingolstadt, Germany. Audi AG and Toyota Motor Europe research cars and Deutsche Telekom infrastructure have been specially equipped with V2X hardware from Huawei to support the trial scenarios [146] .
Continental, DT/T-Systems, Nokia, and Fraunhofer have demonstrated with a trial that vehicles on the motorway can share hazard information using Deutsche Telekom's LTE network. As extremely short transmission times are vital for this purpose, a section of the Deutsche Telekom network was equipped with innovative Mobile Edge Computing technology from Nokia Networks and upgraded with positionlocating technology developed by Fraunhofer ESK. This combination permitted indirect signal transport times between two vehicles of less than 20 milliseconds [147] .
Virtual Infrastructure.
Jerbi et al. [50] observe that the need for an infrastructure can decrease the area of vehicular network applications. Therefore, the authors propose a selforganizing mechanism to emulate a geolocalized virtual infrastructure in order to avoid the costs of the deployment. To this purpose, vehicles currently populating the geographic region are used. The geolocalized virtual infrastructure mechanism consists in electing vehicles that will perpetuate information broadcasting within the intersection area. The geolocalized virtual infrastructure is composed of two phases: (i) select vehicles able to reach the broadcast area and (ii) only one among the selected vehicles is elected as the local broadcaster. The elected vehicle performs a local/single hop broadcast once it reaches the broadcast area. Authors conclude that the proposed geolocalized virtual infrastructure can (i) periodically disseminate the data within a given area; (ii) efficiently utilize the limited bandwidth; and (iii) ensure a high delivery ratio.
Luo et al. [51] propose MI-VANET (Mobile Infrastructure-based VANET), a two-tier architecture: buses constitute the mobile backbone for data delivery, while the low tier is composed of ordinary cars and passengers. Cars must register in buses in order to send/receive data. There is a score mechanism to choose the best bus. When the car is leaving the communication range of its registered bus, another bus will be chosen for registration. Authors use VanetMobiSim as a traffic simulator, and they assume that (i) vehicles are uniformly distributed over the road and (ii) buses represent 20% of the vehicles. Routing algorithm used on the high tier is called Mobile Infrastructure Routing. Each bus knows its location and has a digital street map including bus line information. MIRT is a location based reactive routing protocol that selects the optimal route and forwards the request hop-by-hop. Simulation results show that there is a 40-55% improvement in delivery ratio while the throughput is even doubled compared to greedy perimeter stateless routing (GPSR) for wireless networks (http://www.cs .cmu.edu/∼./bkarp/gpsr/gpsr.html) in traditional vehicular networks.
Annese et al. [44] study the vehicle-to-infrastructure communication to provide UDP-based multimedia streams. The work considers continuous coverage by the infrastructure within the urban road topology and analyzes the vehicular communication as a mesh network [148] . Mesh networks are typically free-standing robust systems that can be conveniently integrated with the existing infrastructure and offer high bit rate services. Authors do not assume vehicles as end nodes (such as those proposed in [31] [32] [33] 73] ), but as mesh nodes connecting the wireless medium and acting as routers. They argue that such new point of view is important because it allows the routing protocol to run on the mobile node itself, better adapting to the high-mobility profile of the node. The vehicle becomes a mobile hot spot that can act as a gateway towards the mesh infrastructure.
Because of the high investments required to deploy RSUs in large cities, Tonguz and Viriyasitavat [53] propose an alternative approach to roadside infrastructure by leveraging the use of existing DSRC-equipped vehicles to provide RSU's functionality. The approach employs a self-organizing network paradigm and draws its inspiration from social biological colonies such as ants, bees, birds, and fishes. Such approach was formulated for the first time by Tonguz [94] . Vehicles acting as temporary RSUs must make brief stops during which they act as communication bridges for other vehicles in the network. Each vehicle runs the distributed gift-wrapping algorithm proposed by Viriyasitavat et al. [20] . Upon receiving a message, the vehicle determines whether it lies on the boundary of a coverage polygon. As a drawback, vehicles acting as temporary RSUs need to make brief stops (approximately 30 s) to reach the maximum number of uninformed vehicles. Authors argue that such increase in travel time is small when compared to increases due to accident-induced congestion. Finally, Sommer et al. [54] propose utilizing parked vehicles as relay nodes to address the disconnected network problem. Extensive simulations and real life experiments show that parked cars can increase cooperative awareness by over 40%.
Hybrid
Architectures. Silva and Meira [55] propose integrating stationary RSUs and mobile RSUs into a single architecture. They argue that traffic presents fluctuations according to the type and time of day, weather conditions, events, road works, and accidents. An architecture composed just of stationary RSUs might not thus be able to properly support the network operation all the time. Similarly, an architecture composed just of mobile RSUs may lack part of the robustness provided by stationary RSUs. Furthermore, the traffic fluctuations are limited by the underlying road network, and road networks do not change as often as traffic does [149] . Therefore, it seems straightforward to assume that a set of RSUs will be stationary, while other RSUs will roam in order to meet the traffic changes.
Since major roads account for a higher transportation capacity, that is, they tend to be very popular routes, they are natural candidates for receiving the stationary RSUs. On the other hand, mobile RSUs may be assigned for handling secondary roads: during rush hours, the major roads get congested, and the drivers use secondary roads as an alternative route for escaping congestions, turning the secondary roads into a candidate for receiving temporary support from mobile-and-virtual RSUs, such as drones launched by the stationary RSUs. When considering the functionality, stationary RSUs act as a main backbone for data dissemination by covering the most important regions of an urban area (i.e., regions known as always presenting relevant traffic), while mobile RSUs provide a temporary support for the dissemination of traffic announcements. The results demonstrate that (i) the hybrid architecture improves the number of distinct vehicles experiencing V2I (vehicle-to-infra) contacts up to 45% and (ii) the feasibility of incorporating mobile RSUs within public transportation vehicles and drones, since the mobile RSUs must travel at speeds ranging from 5.2 km/h up to 11.3 km/h.
Communication in Infrastructure-Based Vehicular Networks
To address the requirements foreseen by future vehicular networks, different communication modes and technologies have to be adopted, so that the best radio access technology can be used depending on the applications requirements or on technology availability. Figure 1 represents different communication modes needed in a vehicular environment, such as wide area cellular, V2I, V2V, and V2R [3, 150, 151] . An overview of the key C-ITS and DSRC protocols from a standardization perspective is provided in [152] where the road to 5G is also sketched.
This section provides a summary of the currently available wireless communication standards for V2V, V2R, and V2I. The following subsections then present efforts in addressing communication in infrastructure-based vehicular networks.
IEEE WAVE and ETSI ITS-G5.
In October 1999, the Federal Communications Commission (FCC) in US allocated 75 MHz of spectrum in the 5.9 GHz range (5825-5925 MHz) for Dedicated Short Range Communications (DSRC). This motivated the IEEE standardization body to specify a family of standards called Wireless Access in Vehicular Environments (WAVE) to deliver a communications framework to enable the services such as road safety applications, traffic management, and infotainment. The first trial version of WAVE standard was released in 2006. The IEEE WAVE standard specifies direct communication among vehicles as well as communication between vehicles and the infrastructure. The latter is enabled by deployment of roadside units (RSUs). The V2V mode addresses the need for safety applications which are latency sensitive and allows cars to send to each other periodic updates of their status (i.e., speed and position). Vehicles can communicate directly using the WAVE Short Message Protocols (WSMP). Each vehicle is then connected to the infrastructure through the V2I mode in order to exchange data and control information with the cloud. WAVE enables secure communication and physical access for low latency links, with speeds of up to 27 Mbps across a range of approximately 1000 m. The following standards are part of the IEEE WAVE family: (i) IEEE 1609 series for architecture, security services for applications and management messages, networking service, multichannel operation, communication manager, over-the-air electronic payment data exchange protocol, and identifier allocations;
(ii) IEEE 1906.4 for MAC layer functions;
(iii) IEEE 802.11p for MAC sublayer management and physical layer.
In the context of DSRC, several research works have been carried out. Campolo et al. [153] present an analytical framework that models the service advertisement and access mechanisms in multichannel vehicular networks. The model accounts for dual-radio devices and computes the mean service discovery time and the service channel utilization. Bazzi et al. [150] demonstrate the impact of number and position of RSUs on the delivery rate of IEEE 802.11p also varying the routing algorithm.
In 2008, the European commission allocated 30 MHz within the 5.9 GHz band for C-ITS wireless communications.
Following this allocation, the European Telecommunications Standard Institute (ETSI) developed a set of standards for C-ITS, whose objectives are very similar to the ones that motivated the development of WAVE in the US and whose access layer uses a specific set of options of the IEEE 802.11p specifications. IEEE 802.11p in US and ITS-G5 Release 1 in Europe have been considered to date as the de facto standard technologies for vehicular communications at 5.9 GHz, but things are now changing since 3GPP has also standardized a set of communication features for vehicular scenarios, which we refer to as Cellular-V2X, as outlined in Section 4.2.
3GPP Cellular-V2X
. Cellular systems are nowadays widely recognized as drivers of innovation in a wide range of technical fields, and they today represent the most adopted solution to collect data from vehicles and retransmit them to the network through on-board units. This avoids having to build new set-ups or expensive installations at the roadside. Issues like authorization, authentication, and resource allocation are currently always handled by the wide area network.
Moreover, today 3GPP is playing a key role in specifying new features for supporting a wide range of vehicular modes of communications (V2V, V2I, and V2R). We refer to this set of features as Cellular-V2X technologies. Within the Technical Specification Group (TSG) Services and Architecture (SA), a basic set of requirements to support early Cellular-V2X applications has been specified in [154] following the studies reported in [16] . These requirements are sufficient for vehicles to directly and periodically exchange their own status information such as position, speed, and heading with neighboring vehicles, pedestrians, and road infrastructure nodes and also address the need to disseminate event-driven warning messages. These are the IEEE WAVE and ETSI C-ITS main focus safety use cases. To address these use cases, the TSG Radio Access Network (RAN) specified V2V communications within Release 14, which builds on the device-todevice (D2D) communications features specified in Release 12 (where the focus was mainly on public safety type of use cases). Within this framework, a new communication interface called Sidelink (or PC5 interface) was specified in Release 12 [155] as a direct link between devices. Improvements to this interface have been added to [155] within Release 14 to address the V2V use cases in the ITS 5.9 GHz band and more specifically (i) to handle higher Doppler associated with relative speeds of up to 500 Kmph at 5.9 GHz;
(ii) to insert arrangements for scheduling assignment and data resources;
(iii) to introduce a sensing with semi-persistent transmission based mechanism for distributed scheduling.
Two high-level deployment configurations are currently defined: distributed scheduling and eNB scheduling. Both configurations use a dedicated carrier for the V2V link, which is the target ITS 5.9 GHz band, and in both cases GNSS is used for time synchronization. This initial work was completed in September 2016 (see [156] , which was used to inform 3GPP and external stakeholders that the specification work for V2V using Sidelink is complete). TSG-RAN then worked on enhancing these specifications by adding support for congestion control; coexistence with other ITS technologies that might be using the 5.9 GHz band; and the V2I interface (work item described in [157] ). This work was completed within Release 14, which was frozen in February 2017. This can be considered as the first release of Cellular-V2X technologies.
In [158] , TSG-SA has then defined new service requirements to further enhance 3GPP support for Cellular-V2X in the following areas:
(i) nonsafety V2X services (e.g., connected vehicle, mobile high data rate entertainment, mobile hot spot, office, home, and dynamic digital map update);
(ii) safety-related V2X services (e.g., autonomous driving, car platooning, and priority handling between safety-related V2X services and other services);
(iii) support for V2X services in multiple 3GPP radio access technologies (e.g., LTE and 5G) and networks environments including aspects such as interoperability with non-3GPP V2X technologies (e.g., ITS-G5, IEEE 802.11p, and ITS-Connect).
In order to address the requirements envisioned by the new use cases, vehicles require new levels of connectivity and intelligence. All the services in the three outlined areas will be addressed by subsequent 3GPP releases, and the Cellular-V2X features will continue to seamlessly evolve release after release by addressing new and more stringent requirements on network capacity, coverage, reliability, and latency [159] [160] [161] [162] . 5G is currently in the process of being specified by 3GPP in Release 15. It is a phased approach, and the first 5G release will be finished by the end of 2017, with focus on enhanced mobile broadband. Subsequent releases will focus on different use cases that require lower latency and higher reliability. The 5G new air interface, which is called New Radio (NR) in 3GPP context, will ensure increased performance in terms of throughput, latency, reliability, connectivity, and mobility. The architecture of a 5G system aims to support the convergence of different applications onto a common network, by flexible usage and configuration of network functions. 5G will help to reach a better coverage through the integration of various access technologies and is envisioned to support higher mobility, for example, 500 km/h. 5G is also envisioned to improve network reliability, with a 10-5-packet loss rate for safety-critical services. Table 1 represents a set of vehicular applications addressed by ETSI C-ITS Release 1 and 3GPP Release 14. As mentioned above, the main focus of these two standards is safety and traffic management. ETSI also specifies requirements for infotainment, which, in the context of 3GPP, are addressed by earlier releases. The table highlights requirements for type of connectivity, beacon periodicity (BP) for periodic exchange of status information, and end-to-end latency. (All the applications are enabled by beacons exchange among vehicles. Vehicle data collection for product life cycle management I2V/V2I Periodic/event-driven 1 500
Insurance and financial services I2V/V2I Periodic/event-driven 1 500 Fleet management/loading zone management I2V/V2I Periodic/event-driven 1 500
Vehicle software/data provisioning and update I2V/V2I Periodic/event-driven 1 500
Vehicle and RSU data calibration I2V/V2I Periodic/event-driven 1 500 Beacons packets are typically short and contain basic information such as the vehicle identification, position, speed, and acceleration. Hence, by exchanging beacons, vehicles become aware of the environment: more frequent beacons mean more consciousness of each own neighbor but higher channel load and risk of collisions.) Please note that the mode infrastructure to vehicle (I2V) has been used to identify those use cases that require updates being broadcast by the network to the vehicles. [83] analyze the probability of -hops connectivity in infrastructured wireless networks, while Malandrino et al. [23] address content downloading in vehicular networks leveraging both infrastructure-to-vehicle and vehicle-to-vehicle communication. Authors formulate a maxflow problem that accounts for practical aspects, including channel contention and the data transfer paradigm. The goal of the paper is to answer the following question: "what is the maximum downloading performance theoretically achievable through DSRC-based I2V/V2V communication in Upper layers cooperation and management a given mobility scenario?" Authors conclude that a densitybased RSUs deployment yields performance close to optimum and that multihop traffic delivery is beneficial, although the gain is negligible beyond two hops away from the RSU. Zhang et al. [49] propose an analytical model to predict both the uplink and downlink connectivity probabilities. The uplink connectivity probability is defined as the probability that messages from vehicles can be received by the infrastructure through multihop paths. The downlink connectivity probability is defined as the probability that messages can be broadcast from RSUs to all vehicles through multihop paths. Abdrabou and Zhuang [82] propose an analytic framework that helps to approximately estimate the minimum number of RSUs required to cover a road segment with a probabilistic vehicle-to-infrastructure delay guarantee, given that intermittent multihop connectivity exists between vehicles and RSUs, and vehicles are sending bursty traffic. In [42] , the authors present a study of the relation between packet delivery delay and RSU density for vehicular-toinfrastructure communication in sparse vehicular networks where vehicles moving in one direction send their packets to vehicles traveling in the opposite direction in order to deliver the packets to the nearest RSU.
Visible Light Communications
Lochert et al. [25] discuss the initial moments of a vehicular network and they demonstrate that during the rollout phase some kind of support is needed. Otherwise, many envisioned applications are unlikely to work until a large fraction of vehicles participate in the network. Authors use stationary support units to improve the refreshing rate of the information dissemination in city scenarios.
Strategies for Data Dissemination in Infrastructure-Based Vehicular Networks.
Data dissemination is at the basis of most services enabled by vehicular networks and its importance is demonstrated by the large number of papers in the literature addressing this issue. In [164] , for example, twentythree different kinds of dissemination schemes have been reviewed and a comparative analysis is provided highlighting the benefits and drawbacks associated with each scheme.
Liu and Lee [41] propose push-based broadcast data dissemination in heavy traffic: messages are periodically broadcast to passing vehicles. In light traffic scenarios, vehicles query on-demand traffic information. Authors derive a mathematical model that shows the effectiveness of their solution and they conclude that data dissemination in vehicular networks should be adaptable to dynamic traffic environments: dynamic channel and data allocation is a critical, but an effective mechanism in providing hybrid scheduling between push-based and on-demand services.
Bruno and Nurchis [26] assume vehicles equipped with cameras and the problem is how to deliver the images to remote data collectors. Authors propose a data collection algorithm capable of eliminating the redundancy of data transmitted by moving vehicles. In a real situation, several vehicles may report the same event. Thus, data redundancy mitigation is necessary to improve the network efficiency. The model is based on the Maximum Coverage Problem [165] followed by submodular optimization.
Data scheduling is also addressed in [27] , where the authors propose a downlink scheduler to deliver high-quality video-on-demand services over infrastructure-based vehicular networks. The scheduler is deployed at RSUs to coordinate the transmission of packets according to (i) importance of packet to video quality; (ii) playback deadline; and (iii) realtime information of vehicles.
Zhang et al. [166] also devise a scheduling algorithm to coordinate the distribution of data files in vehicular networks. A collection of data files are stored at distributed locations and delivered to passing vehicles. According to the popularity of files, the proposed algorithm schedules the location of files through the selective upload and download of RSUs to maximize the delivery ratio of files to vehicles.
Protocols for Infrastructure-Based Vehicular Networks.
Hadaller et al. [61] propose MV-MAX (Multi-Vehicular Maximum), a protocol to increase the global data transfer. Authors observe that when a RSU is shared by more than one vehicle, the vehicle with the lowest transmission rate reduces the effective transmission rate of all other vehicles. Observing that every vehicle eventually receives good performance when it is near the RSU, authors propose a medium access protocol that opportunistically grants access to vehicles with maximum transmission rate. The overall system throughput is improved by a factor of four.
Korkmaz et al. [63] propose a cross-layer multihop data delivery protocol with fairness guarantees where vehicles do not communicate with RSUs individually, but through one leader. The goal is to reduce the network traffic and to use bandwidth more efficiently. The leader will collect all information from other nodes and share it with RSUs.
Korkmaz et al. [40] propose a new protocol that employs fixed gateways along the road which perform periodic admission control and scheduling decisions for the packet traffic in their service area. The most important contribution of the protocol is providing delay bounded throughput guarantees for soft real-time traffic, which is an important challenge especially for a mobile multihop network. After the demands of the soft real-time traffic are met, the protocol supports the best-effort traffic using remaining bandwidth.
Ramani and Savage [31] propose SyncScan to continuously track nearby base stations by synchronizing short listening periods at the client with periodic transmissions from each base station. Brik et al. [32] propose MultiScan so that nodes rely on using their (potentially idle) second wireless interface to opportunistically scan and preassociate with alternate access points and eventually seamlessly hand-off ongoing connections.
Routing in Infrastructure-Based Vehicular Networks.
A careful review of the main routing algorithms revealed that most proposals are inspired by either greedy forwarding (GF) or distance vector (DV): the former exploits the actual position of each node to find the route with the minimum source-destination distance, while the second finds the route with the minimum number of hops between the source and the destination. Since GF always tries to get closer to the destination, it appears more suitable for delay tolerant and not fully connected networks. On the other hand, DV also supports real-time communications.
Borsetti and Gozalvez [43] propose an infrastructureassisted routing approach designed to improve the end-toend performance, range, and operation of multihop vehicular communications by exploiting the reliable interconnection of infrastructure units. The infrastructure is wired-connected and uses the position of each vehicle to route the data. Authors use SUMO traces and a grid streets layout. They conclude that to obtain the maximum benefits from the proposed infrastructure-assisted routing approach, optimal infrastructure deployment strategies must be further investigated.
In [123] , the well-known Ad hoc On-demand Distance Vector (AODV) routing protocol is modified by replacing the flooding mechanism, used in its route discovery process, with the probabilistic forwarding technique given by Irresponsible Forwarding (IF) [167] . The performance of the new routing protocol, denoted as irresponsible AODV (iAODV), is analyzed in three characteristic scenarios (pedestrian, pedestrian-vehicular, and vehicular). The obtained results show that the iAODV protocol can outperform the AODV protocol by significantly reducing the overhead traffic during the route discovery phase. In particular, iAODV takes advantage of, rather than combating, high node spatial density and/or data traffic load.
A promising solution to the information dissemination in urban environments is the intersection-based geographic routing protocol. In [168] , four issues (i.e., intermittent connectivity, traffic light at intersections, and three-dimensional and traffic accident city scenarios) which strongly affect the performance of geographic routing protocols are addressed and their impact on the performance of routing protocols is demonstrated, suggesting important guidelines for network designers.
Managing Infrastructure-Based Vehicular Networks.
The ultimate goal of a vehicular network is to serve as a communication layer for vehicular applications. There are several envisioned vehicular applications: monitoring roads conditions [66] , vehicles' performance [169] , driver's behavior [170] , routes optimization [171, 172] , smart traffic lights [149, 173] , traffic monitoring [68] , collaborative driving [69] , and accident detection [174, 175] offering a large spectrum of traffic information solutions demanding minimal (and possibly distinct) QoS guarantees that must couple the vehicular network.
Traditional strategies for measuring the network performance are based on the network latency and bandwidth. However, when we consider mobile nodes, the latency and bandwidth become location-dependent, since both measurements fluctuate according to the nodes' locations. Similarly, typical metrics adopted in managing cellular networks do not seem to fully qualify for vehicular networks. However, we are not supposed to experience large-scale vehicular networks until we learn how to manage such networks. Metrics are the basis for defining Service Level Agreements that will guide the operation of vehicular networks. They will also indicate when the network demands upgrade and where the upgrade is supposed to take place.
We have captured two works addressing the QoS for lower layers: Luan et al. [36] focus on the MAC layer for V2I communications where multiple fast-moving vehicles with different on-top applications and QoS requirements compete for the transmissions to the roadside infrastructure, while Harigovindan et al. [21] develop a mechanism for fair channel allocation.
From a complementary perspective, there are also works proposing strategies based on higher layers. Silva and Meira [37] propose the Delta Network as a strategy to reflect the connectivity experienced by vehicles. Delta is based on two measurements: (i) connectivity duration and (ii) percentage of vehicles presenting such connectivity duration. For instance, if a given vehicular network provides 20% of all vehicles connected during 30% of the trip duration, such network is considered a Δ When Delta measures the time duration that vehicles are connected (only) to RSUs, the metric turns into a strategy for evaluating the quality of service provided by a given deployment of RSUs. However, in case we use Delta to measure the time duration that vehicles are connected between themselves, the metric becomes a strategy to measure the quality of service provided by the ad hoc V2V communication. We can also use Delta as a deployment strategy by formulating an optimization problem stating "how many RSUs are required (and where must they be deployed) so that we can achieve a vehicular network allowing that 2 percent of the vehicles are connected to RSUs during 1 percent of the trip duration?" In other words, we intend to find out how many RSUs are required to achieve a Δ 1 2 Network. The time duration that vehicles are connected is an important measurement. However, we must also characterize the interconnection gap (the time duration that vehicles are not connected). This is the goal of the Gamma Network proposed in [38, 39] . Gamma is a strategy for planning the roadside infrastructure in order to achieve predefined levels of service in terms of the interconnection gap and the share of vehicles experiencing such interconnection gap. A given layout of RSUs is considered Γ D ( ) whenever percent of all vehicles are guaranteed to meet RSUs in intervals less than (or equal to) seconds over the entire trip.
Privacy and Security in Infrastructure-Based Vehicular
Networks. Extensive researches are being carried on to provide security and privacy in vehicular networks so that the true identity of the drivers and sensitive information are not exposed. Hence, the security and privacy issues must be handled carefully so that the adversaries cannot misuse them [176] . Plobl and Federrath [47] propose a set of security requirements for the infrastructure of vehicular networks in terms of integrity, confidentiality, and availability. In order to protect the integrity, the security infrastructure has to provide mechanisms that prevent and detect the modification of messages. Furthermore, the authenticity and integrity of the message must be provable instantly without further information. Proof of integrity and origin of data are recommended to prevent misuse of the network combined with correct time and position information in all messages to protect against replay and position spoofing attacks.
In terms of confidentiality, the security infrastructure also has to provide mechanisms that support different levels of confidentiality, and all messages should be protected against eavesdropping. In terms of availability, the network must provide real-time processing of messages, possibly using data compression techniques to reduce network bandwidth consumption combined with actions to complicate denialof-service attacks. Authors propose that, after a once-only initialization, the system employs asymmetric cryptography within a public key infrastructure for messages influencing road safety. All other messages are protected by a system employing symmetric cryptography.
Gómez Mármol and Martínez Pérez [45] propose TRIP (Trust and Reputation Infrastructure-based Proposal), a model used to decide whether to accept a traffic warning coming from another vehicle or not by assessing the trustworthiness of the issuer of such message. Authors extend the requirements of the vehicular infrastructure by proposing that the security infrastructure should also be able to make fast decisions to deal with the constantly changing topology and fast switching of neighbors; otherwise, the communication becomes very inefficient. Network should also be resilient to security and privacy threats such as malicious nodes trying to drive the reputation of a reliable node down. Finally, the security must also be independent of mobility patterns in order to accurately perform under every possible traffic scenario.
As another example, the actors of the European C-ITS Corridor [135] , which involves three countries in the experiment, faced the issues of confidentiality and availability from the early stages of the trial: for the roadworks warning application specific data protection laws were not necessary, whereas for cooperative traffic management with the inclusion of vehicle data, privacy protection has been applied to grant anonymity still providing some security to verify the authenticity of messages.
Oliveira et al. [48] propose a Social Network for Vehicular Certification (SNVC) for the exchange of cryptographic material in daily relationships. The SNVC establishes trust degrees among users in the social network and a reputation mechanism allows tracking the reputation of users. The reputation mechanism can identify users that collaborate in the generation of reliable information at the cyber-physical Mobile Opportunistic Network.
Deployment of Infrastructure for Vehicular Networks
The deployment of infrastructure is one of the most critical decisions when designing vehicular networks. Deployment is the task of defining the exact location of RSUs within the road network. A misleading deployment incurs in waste of valuable resources and degradation of the network performance. So far, the deployment of infrastructure for vehicular networks is an open problem since it depends on the intrinsic mobility of the network nodes and also on the applications running on top of the vehicular network. Although the deployment of RSUs may resemble the deployment of base stations in cellular networks, there are several differences. While cellular networks use massive deployments, vehicular networks do not necessarily demand ubiquitous coverage. Instead, vehicles may engage in "infofueling" as they opportunistically drive through RSUs [177] .
There are also important differences in terms of the mobility of nodes in vehicular networks and cellular networks. In cellular networks, the network designer starts a deployment plan by understanding how the population is distributed over the city. On the other hand, the vehicular networks designer must start by understanding the urban mobility. The reason is quite obvious: the most important clients of the network are moving vehicles. And vehicles may cover large distances in short periods of time. One of the most intuitive deployment strategies is to first cover the most dense location; that is, the location presenting the largest number of users is prioritized to receive the communication infrastructure. Such strategy is effective for cellular networks, but not for vehicular networks. Although placing RSUs at the densest locations seems reasonable, the assumption fails when we consider that those vehicles composing dense regions are originated from nearby and the dense region results of merging flows.
At first glance, it may seem reasonable to place works presenting deployment strategies in the same class as works presenting communication strategies. However, in this article we choose to keep them as separate classes, allowing us to present distinct discussions. Works assuming important premises in terms of the location of RSUs are considered to be part of the deployment class, while works addressing any aspect of the communication (routing, protocols, and data dissemination) without assuming premises regarding the location of RSUs are considered as pure communication works.
In fact, when we look at the evolution of works since early 2000s, we notice a clear distinction between works addressing communication aspects and works proposing deployment strategies. However, the gap between both classes is increasingly reduced over time. Basically, works originally addressing communication aspects incorporate more and more premises about the infrastructure supporting the operation of vehicular networks. With such premises becoming increasingly more assertive, it becomes hard to tell whether the work is addressing communication aspects or deployment aspects.
Since we performed this survey by reading each work individually in a time ascending order, such distinction is very clear in the early works, but it becomes fuzzy in more recent ones. Our perception indicates a tendency of works migrating from pure communication to deployment, which makes sense when we consider that the research community is moving towards infrastructure-based vehicular networks.
Deployment strategies are highly dependent on city dynamics and urban mobility. When we analyze real/realistic vehicular mobility traces (such as the Vehicular Mobility Trace of the City of Cologne (Germany) available at http://kolntrace.project.citi-lab.fr/), we notice flows of vehicles converging towards attraction (and very dense) areas. Furthermore, very dense regions do not appear as isolated islands, but they result from merging flows heading towards attraction areas.
Such issue indicates that very dense regions (in cities) tend to appear somehow interconnected, and vehicles traveling near very dense areas have high probability of joining the main flow. Thus, when we consider just the density of vehicles for placing the infrastructure, we may incur in redundant coverage by deploying RSUs covering the same flow several times, while vehicles traveling outside these very popular routes will not experience any vehicle-to-infrastructure contact.
In the remainder of this section, we overview selected works from the literature in order to present the evolution of this field. We identify the following classes of deployment strategies. 
Analytic Studies Addressing the Deployment of RSU.
The state of the art for vehicular communication deals with simulations, field trials, and analytic studies. Simulations are scalable, inexpensive, and easy to perform and provide a full understanding before the real implementation, but they cannot represent exactly the real environments and happenings. Field trials are real but expensive, difficult to perform, and sometimes not easy to be interpreted. Analytic studies allow addressing specific issues (such as the impact of latency, the delivery rate, and the impact of the density of vehicles on performance) before implementing simulations and trials, with the great advantage of highlighting which parameter and conditions affect the performance with more importance. In the following, some relevant analytic studies are proposed, each one dealing with a different aspect of V2I communication. Nekoui et al. [72] propose the definition of an infrastructure for vehicular networks based on the conventional definition of transport capacity. Authors develop a mathematical model where the destination nodes are chosen at random by the source nodes, and they study the impact of the infrastructure in the capacity of the vehicular networks. Using an analytic model, they show that exploiting any number of infrastructure nodes beyond a certain amount enhances the achievable capacity. Although the authors propose to handle arbitrary topologies, they assume several simplifications in the mobility model.
Alpha Coverage provides worst case guarantees on the interconnection gap [76] . A deployment of RSUs is considered -covered if any path of length on the road network meets at least one RSU. The solution proposed by Alpha Coverage is very interesting, but it seems to make more sense when the network designer intends a massive deployment. As a critical analysis, in some sense, Alpha Coverage assumes the underlying premise that all roads share the same relevance and characteristics (speed, relevance to the city, density of traffic, etc.). However, when we consider real scenarios, roads tend to be very different in terms of several factors.
Sou and Tonguz [85] investigate the allocation of RSUs along a highway. They analyze the performance of RSUs taking into account important issues such as the vehicle deceleration, channel congestion, different beacon frequencies, hidden node problem, and multilane traffic. The results indicate that on a 300 km highway, the rehealing delay is reduced by 70% whereas the average number of rehealing hops is reduced by 68.4% when we deploy 50 RSUs when compared to an operation with no RSUs. Authors conclude that the deployment of a small number of RSUs can achieve a substantial improvement in sparse vehicular networks.
Bazzi et al. [97] address cellular systems as the most feasible solution in the short term to collect information messages from vehicles to a remote control center. The paper proposes a mathematical model to evaluate the impact of the envisioned service on cellular systems capacity and coverage in simplified scenarios. Results show that the acquisition of small and frequent packets from vehicles is affected by interference more than other services, such as the voice service.
Furthermore, analytical results highlight that this service could not be feasible where cells are planned for high coverage with low capacity, such as in interurban scenarios. Note, however, that, in such a scenario, the reduced number of roads and the limited alternatives do not motivate the acquisition of measurements from all vehicles with such strict delay constraints. In any case, advanced strategies could be investigated, such as the fragmentation of packets into smaller parts that can be transferred with a higher processing gain but with an increased occupation of the resources in the time domain, the storing of data until better coverage is not reached, implying a higher average delivery delay, the use of vehicle-to-vehicle communication to quickly collect higher amounts of measurements in one vehicle, and justifying the use of unicast transmissions.
Deployment Strategies Based on the V2I Contact Proba-
bility. An important figure of merit in such a dynamic environment is the fraction of space and/or time of connectivity between the vehicle and the infrastructure, especially when the vehicle is out of coverage (of a cellular network eNodeB or of a RSU) and/or when the speed is high and the contact with a RSU is limited. The longer the contact opportunity, the easier the data transfer and the higher the quality of service.
The first work we could find in the literature is the one authored by Li et al. [178] . In this work, authors propose a deployment strategy similar to the base station placement in cellular systems. The goal is to minimize the power consumption and the average number of hops from access points to gateways under the assumption of full coverage by RSUs. Gateways connect access points to the Internet. Every vehicle is considered connected to access points. Vehicle speed, density, or movement patterns have not been considered.
Scheme does not take into account the interference problem and the road topology.
Zheng et al. [81] present the evaluation of a deployment strategy through the contact opportunity, which measures the fraction of distance or time that vehicles are in contact with the infrastructure. The authors also propose a deployment algorithm intended to maximize the worst case contact opportunity under budget constraints. The solution is evaluated using computer simulations and a testbed in a university campus. They consider two baseline algorithms: Random Deployment and Max-Min Distance Sampling. The Max-Min Distance Sampling [179] starts at a randomly selected location and allocates RSUs iteratively maximizing the minimum graph distance in terms of shortest paths.
Lee and Kim [79] propose a greedy heuristic to place RSUs aiming to improve the vehicles connectivity while reducing disconnections. The heuristic counts the amount of reached vehicles by each intersection considering the transmission range of RSUs. Each intersection is considered a potential location for receiving RSUs. The locations are selected based on the number of vehicles, and the heuristic does not take into account the speed or density of vehicles in a given area.
Chi et al. [107] propose three optimal algorithms to allocate RSUs: greedy, dynamic, and hybrid algorithms. Authors assume (i) placing RSUs preferentially at important intersections; (ii) allocating RSUs until every intersection is covered; and (iii) distributing RSUs as even as possible. The relevance of each intersection is evaluated using traffic factors including vehicles' density, intersection popularity, and intersection particularity. The greedy algorithm simply deploys RSUs at intersections in descending order of the intersection priority. The dynamic algorithm concentrates on the even distribution of RSUs, while the hybrid algorithm combines the previous ones, while Xiong et al. [180] propose Roadgate to address the placement of RSUs guaranteeing a probability of contact between vehicles and the infrastructure.
Bazzi et al. [181] discuss the system design and address the cellular offloading issue in urban scenarios through the deployment of WAVE/IEEE 802.11p devices on vehicles and RSUs. The work shows the impact of the percentage of equipped vehicles, of the number of deployed RSUs, and of the adopted routing protocols on the amount of data delivered. Results, obtained through an integrated simulation platform taking both realistic vehicular environments and wireless network communication aspects into account, show that the deployment of few roadside units and the use of low complexity routing protocols lead to a significant reduction of cellular resource occupation, even approaching 100% with a high density of equipped vehicles. Hence, also the content distribution issue is, in part, addressed, as better explained in the following section.
Deployment Strategies for the Distribution of Content.
There are also deployment strategies designed for the distribution of content. Data represent, in fact, a great richness and opportunity to develop new applications and service. Hence, the acquisition and distribution of data have acquired an increasing importance in recent years, especially for applications dealing with traffic management, user profiling, and environment monitoring. Trullols-Cruces et al. [182] introduce a mixed-integer quadratic programming based optimum RSUs' deployment scheme to provide Internet access services for the maximum road traffic volumes with limited number of RSUs.
Additionally, Liu et al. [24] propose a deployment strategy for file downloading in vehicular networks. The V2I encounters are modeled as a time continuous homogeneous Markov chain. Filippini et al. [92] investigate the scenario where two network providers are competing for market shares using games theory. They consider the distribution of content along a road of length . Each RSU is characterized by a coverage range , which defines its service area, and by an application level goodput for the content delivery. The goodput depends on the wireless technology of the RSU. Both simultaneous and leader-follower deployments are evaluated.
Silva et al. [131] propose the Sigma Deployment for modeling the distribution of several contents in vehicular networks in the style of a Mobile Content Delivery Vehicular Network. Since a given content may be meaningful only to a given region of interest, they assume that each content type is related to a target region where it must be made available. Furthermore, given the wide range of envisioned vehicular applications, each content requires distinct performance levels from the network defined in terms of vehicle-to-infrastructure contact probability and vehicle-toinfrastructure contact duration. A given layout of RSUs is considered a Σ ( ) ( ) Deployment whenever 2 percent of vehicles traveling are connected to RSUs able to provide the content during at least 1 percent of the trip duration along ( is a subset of regions of the road network , where the content has to be available). The parameters 1 and 2 indicate performance guarantees for vehicles finding the content inside the regions of the road network. Finally, Lu et al. [104] investigate the capacity-cost trade-offs in terms of the wireless access infrastructure. Kchiche and Kamoun [80] propose a greedy algorithm based on the centrality of group to select the best locations for the infrastructure. The algorithm aims to maximize the performance of the message distribution system by reducing the global delay and the communication overhead of messages. The authors demonstrate that both the centrality and equidistance of the infrastructure is important to improve the quality of the coverage.
Deployment Strategies Based on Clustering.

Deployment Strategies Based on Geometry.
Cheng et al. [102] propose a geometry-based coverage strategy to handle the deployment problem over urban scenarios using the shape and area of road segments. Patil and Gokhale [103] propose a Voronoi [183] diagram-based algorithm for the deployment of infrastructure using the packet delay and packet loss as criteria. The authors provide a collaborative mechanism for dynamic resources management in vehicular networks, allowing managing the network quality of service. The collaboration between vehicles and RSUs is enabled through a vehicle-to-infrastructure network. They use population census within SUMO's ActivGen API to generate traffic data mimicking the real world.
Liya et al. [105] propose a randomized algorithm that calculates an approximate distance for deploying RSUs by approaching the optimal distance step by step from the initial distance 0 = 2 0 , where 0 is the transmission range. The distance is sequentially increased to 0 (1 + ), 0 (1 + ) 2 , . . . , 0 (1 + ) , until the network cannot meet connectivity. As a critical analysis, the idea presented in the work seems to be very promising for massive deployments, and we can possibly improve the efficiency of the strategy by using a better strategy for assigning the RSUs.
Sou [78] addresses the placement of RSUs in rural areas and roadways where the solutions must deal with the low density of vehicles and larger areas to be covered. The author proposes the deployment of RSUs equally distanced from each other along a roadway enabling some RSUs to enter the power-saving mode optimizing energy consumption.
Deployment Strategies Based on Evolutionary Approaches.
The use of virus-evolutionary genetic algorithms can be useful for real-time route planning and traffic forecasting. Lochert et al. [65] study how the infrastructure should be used to improve the travel time of data over large distances. The authors present a multilayer aggregation scheme defining landmarks. Cars passing landmarks record the time travel, which is aggregated to infer the time travel between more distant landmarks. These aggregation steps are performed by the cars themselves in a completely decentralized basis. The minimal initial deployment of RSUs is handled by a genetic algorithm based on the travel time savings. Cavalcante et al. [91] apply genetic programming to solve the deployment of RSUs in vehicular networks. Such technique starts with an initial set of possible solutions combined across generations until some stop condition is reached. The authors model the problem as a Maximum Coverage and they impose a time limit.
In Intelligent Transportation Systems, a key role is played by efficient route planning services. Such systems still have the lack of a full support of real-time traffic monitoring and the consequent real-time update of the best route suggested. In [184] , an architecture for the management of dynamic path planning is proposed and limitations of traditional search algorithms in these kinds of applications are discussed. A variant of the proposed approach is consequently presented, based on the adoption of genetic algorithm to improve the efficiency of real-time navigation. The genetic approach considers many solutions at a time, so it acquires knowledge and improves the set of candidate solutions during the search process, improving the efficiency of global search of traditional algorithms. Further improvements are also proposed through virus-enhanced variant: whereas typical genetic algorithms may not be able to solve large-scale problems within a practical amount of time, viruses give a direction to the search, improving thus search rate and quality of solutions and speeding the whole process up.
Linear Programming Models for Solving the Deployment of
RSUs. Aslam et al. [87] use binary integer programming to solve the allocation of RSUs. They eliminate minor roads and model major roads as a grid. Authors present two different optimization methods for placement of a limited number of RSUs in an urban region: (a) analytical binary integer programming (BIP); (b) novel Balloon Expansion Heuristic (BEH). The BIP method utilizes branch and bound approach to find an optimal analytical solution whereas BEH method uses balloon expansion analogy to find an optimal or near optimal solution. Authors conclude that the BEH method is more versatile and performs better than BIP method in terms of the computational cost and scalability.
Wu et al. [89] focus on a highway scenario with multiple lanes, exits, and intersections along the road. Vehicles can communicate with the infrastructure or use multihop relay when out of the infrastructure's transmission range. Authors model the deployment of RSUs as an Integer Linear Program formulation considering both strategies of communication so that the aggregate throughput in the network is maximized. Authors also model the impact of wireless interference, vehicle population distribution, and vehicle speeds. The model is evaluated via ns-2 and VanetMobiSim (http://vanet.eurecom.fr/) simulations. Multihop relaying allows the vehicles to deliver packets forward to the RSUs ahead or backward, according to the smallest hop count. Authors demonstrate that the scheme overcomes uniformly distributed placement.
Liang et al. [88] study the deployment of the roadside infrastructure by formulating an optimization problem and solving it using Integer Linear Programming. The proposed optimization framework takes into account the effect of buildings on signal propagation, LAN lines, and road topology. The formulation assumes a grid-like road network.
Although using a grid-like road network may seem unrealistic, we can convert a complex road network into a grid-like structure by defining urban cells. We can partition the urban area into a set of × (same size) urban cells. The urban cells may have arbitrary sizes in order to meet the network designer needs. When we demand more/less accuracy, we simply increase/decrease the number of urban cells covering the road network.
Without loss of generality, we can assume that each urban cell is covered by deploying one single logical RSU. The logical RSU is the one able to entirely cover an urban cell. The concept of logical RSUs allows us to abstract from the exact location of RSUs inside urban cells, which seems to be more realistic since the exact physical deployment depends on taking into account several practical issues, such as the presence of energy supply, signal interference, presence of constructions blocking the signal, and others. The identification of such issues tends to demand in site inspection.
In other words, we split the deployment into two complementary subtasks. The intercell deployment is a highlevel selection of the regions (each region is an urban cell) that must be covered by logical RSUs. When solving the intercell deployment, we are not concerned on the exact location of the RSUs within the road network. We simply partition the road network and select the better urban cells for receiving coverage. Although the size of the urban cell can be made arbitrarily small, a good compromise seems to be achieved when the dimensions of the urban cell reflect the transmission range of RSUs. We call this intercell deployment. However, when considering the intracell deployment, we intend to define the exact set of devices that will be used for covering the selected urban cell. For instance, the network designer may choose between using a high transmission range device and using a few low-range devices, according to the specifics of the urban cell.
Deployment Strategies Based on the Maximum Coverage
Problem. Trullols et al. [77] study the deployment of RSUs in urban areas. Authors use a realistic data set and propose modeling the deployment as a Knapsack Problem (KP) and also as a Maximum Coverage Problem (MCP-g). The heuristic MCP-g models the deployment of RSUs as the traditional Maximum Coverage Problem [165] . In fact, it is an adaption of the greedy solution for the Maximum Coverage Problem. In order to solve the MCP-g, we need previous and full knowledge of the trajectories of all vehicles. It receives as input a collection of sets, each set representing an intersection. The sets are defined over a domain of elements where each element represents a vehicle. MCP-g also receives a number of available RSUs. The goal is to select at most of these sets such that the union of the selected sets has maximal cardinality (i.e., select those intersections that cover the maximum number of uncovered vehicles). Authors demonstrate that MCP-g achieves close-to-optimum results. In the same study, the authors propose the KP heuristic that does not assume knowledge of the vehicles trajectories. The performance of KP is poor when compared to MCP-g.
Cataldi and Harri [90] propose the allocation of RSUs considering the Maximum Coverage Problem over a benefit function. The covered area is not a circle, but a polygonbased representing measured heterogeneous any-directional communication conditions. Authors argue that the coverage area of an infrastructure node cannot be modeled as a circular shape because the intensity may not reflect the quality of the experienced connectivity. The benefit function is nonhomogeneous over the covered area and the experiments use the simulator iTETRIS (An Integrated Wireless and Traffic Platform for Real-Time Road Traffic Management Solutions, http://www.ict-itetris.eu). Authors conclude that there exists an upper bound on the number of RSUs that needs to be allocated to some region.
Xie et al. [185] address the placement of RSUs in a gridlike road network assuming knowledge of the source and sink of each vehicle. Based on historical data, authors propose a probabilistic model to infer the best locations for RSUs. The probabilistic model also relies on a feature of the wireless link indicating the probability that a vehicle will get the information when driving through some RSU. This work is an extension of the proposal presented by [77] . Additionally, Yan et al. [106] propose a class of algorithms named Tailor to select a minimum number of intersections to deploy the infrastructure using a two-step approach.
Assuming previous knowledge of vehicles trajectories is a common strategy in deployment studies. However, when we The V2I contact probability measures the expected number of contacts an average vehicle tends to experiment during a typical trip. As a drawback, the V2I contact probability is a generic measure that can help the deployment of simplistic applications. However, as we increase the complexity of vehicular applications, we demand a more complete set of measurements Deployment Strategies for the Distribution of Content Strategies for allocating RSUs in order to deliver large files, media, streaming, and gaming
Deployment Strategies Based on Clustering
The use of clustering strategies may help the network designer to understand the flow of vehicles and capture the most important zones in order to maximize the coverage with a given set of resources
Geometry-Based Deployment Strategies
Such strategies rely on geometric properties of the city in order to define the most promising locations for receiving RSUs. Such techniques are particularly promising when combined with Geographical Information Systems and Georeferenced Data, allowing full understanding of vehicular mobility. As a drawback, just a few authors have exploited such strategy, and, as far as we are concerned, any author has applied Geographical Information Systems for solving the deployment of RSUs
Deployment Strategies Based on Evolutionary Approaches
Evolutionary approaches involve the use of metaheuristics inspired by the process of natural selection commonly used to generate high-quality solutions to optimization and search problems by relying on bioinspired operators such as mutation, crossover, and selection
Linear Programming
Technique for the optimization of a linear objective function subject to linear equality and linear inequality constraints. As a drawback, solving realistic scenarios may be prohibitive given the required computational resources Deployment Strategies based on the Maximum Coverage Problem (MCP)
In MCP, we have a collection of sets, each set holding specific elements. The same element can exist in multiple sets. The goal is to find the minimal collection of whose cardinality is maximal. Given its intrinsic nature, MCP is frequently used as an abstraction for the deployment problem. As a drawback, MCP modeling tends to have application as simplistic applications such as the dissemination of traffic warnings. However, more complex applications demand more sophisticated strategies for planning the roadside infrastructure intend to maximize the number of distinct vehicles contacting the infrastructure, we may rely just on the migration ratios of vehicles between distinct locations of the road network. Since the migration ratios of vehicles do not require identifying individual vehicles, strategies based on the migration ratios do not incur in privacy concerns, while reducing the computational overhead for solving the deployment. Silva et al. [186] propose the use of turning ratios at each intersection of the road network as a basic information to infer the mobility of vehicles. Using turning ratios, the authors define the Probabilistic Maximum Coverage Problem (PMCP) as a model that improves the allocation of RSUs when we lack previous knowledge of the vehicles trajectories.
In a posterior work, Silva et al. [128] show how to generalize the application of turning ratios to large cities using the concept of urban cells. They divide the city into a grid-like structure and use the migrations ratios between adjacent urban cells. The infrastructure is deployed in urban cells selected according to the PMCP. Additionally, Silva et al. [129] propose the Full Projection of the Flow (FPF model) based on a Markovian Model to place the RSUs without the need to identify vehicles. The FPF model achieves close-tooptimal coverage when we intend to maximize the number of distinct vehicles contacting the infrastructure without relying on the trajectories information.
5.9.
Comparative. In Table 3 , we summarize the deployment strategies in terms of technique being applied.
Summary of Tools and Features for Studying the Deployment of Infrastructure for Vehicular Networks.
On the basis of the overview of this section, we summarized the most relevant characteristics of the proposed deployment strategies, distinguishing various perspectives.
Optimization Targets.
Given a fixed number of available RSUs, deployment strategies may have several optimization targets, some of which are summarized below:
(i) Maximum number of vehicle-to-infrastructure contacts (ii) Maximum capacity of the network an evolutionary picture of this research field. We organized the efforts into three categories: (i) deployment of infrastructures for vehicular networks; (ii) architectures for infrastructure-based vehicular networks; (iii) communication in infrastructure-based vehicular networks.
In a general sense, in the beginning of the 2000s, the works are concerned with identifying low level communication strategies allowing the vehicular communication. Most of the works deal with aspects of the vehicle-to-vehicle communication. Overtime, researchers become more interested in defining high-level aspects of the communication, such as providing Internet access to vehicles. The discussions on Intelligent Transportation Systems also drive the research towards the definition of novel applications.
The works start to make assumptions about a minimal infrastructure supporting the vehicular communication. Then, we have the first works proposing deployment strategies. Powered by more realistic mobility models and convinced of the need of a minimal infrastructure supporting the operation of vehicular networks, the research community gradually considers more assumptions about the placement of RSUs, and works that would originally deal only with communication or architectural aspects of the network, turn into deployment works.
In the years to come, the greatest challenge seems to be bringing Intelligent Transportation Systems into the streets. In order to achieve this, we demand the development of strategies for managing vehicular networks. Without them, governments will not be able to establish Service Level Agreements for network providers. The lack of strategies for managing vehicular networks also prevents network providers from planning future expansions of the network and computing the RoI (Return on Investments). Since Intelligent Transportation Systems are (typically) critical mission systems, and the decision-making is highly dependent on the data collected from the network, properly designing and managing the communication network is an essential step before deploying any vehicular application. Otherwise, there is reduced confidence on the availability and robustness of ITS systems.
Much more study is still to come. A thorough comprehension of the urban and rural mobility is certainly a crucial aspect for the development of ITS communication. An indepth understanding of urban and rural mobility enables us to design, develop, evaluate, and validate more realistic ITS models in terms of algorithms, analytic formulations, optimization models, and probabilistic approaches. More sophisticated ITS models support the development of better strategies for planning and managing the communication in ITS. Furthermore, better ITS models combined with a better understanding of the role played by mobile networks may even allow new insights into the application of the Internet of Things, cloud-based services, and Software Defined Networks (SDNs), allowing the development of more sophisticated services and applications. The management aspects of Software Defined Networks, Internet of Things, and clouds are crucially important in the development and wide deployment of these networks. Their adoption in ITS systems is also vitally important for their wider applicability and real deployment.
To provide more efficient and effective vehicular applications, the communication network management should enable easy establishment along roads and in low-density areas. Where network coverage cannot be guaranteed, deviceto-device (D2D) communication will be essential. 5G will represent a great technological breakthrough in this contest, by letting technologies and applications cooperate to achieve higher quality of service and experience. Furthermore, the use of social networking and crowd sourcing strategies may also represent a valuable source of management information for ITS. Handling large amounts of data from mobile devices in order to infer interesting knowledge and/or patterns may provide a turning point in terms of the ITS technology.
