Abstract. -Two-and three-particle correlation functions are computed from video-microscopy data of two-dimensional suspensions of charged colloids and inverted to derive the pair and three-body interaction potentials between the colloidal particles. Our method allows to resolve the full spatial dependence of the three-body potentials. Examining colloidal systems at different colloid densities, we find density-independent, attractive three-body potentials, with a minimum of a few kT that is most pronounced in the equilateral triangle configuration.
functions, in order to get access to both two-and three-body interaction potentials. At the same time, the present paper aims at presenting an alternative experimental method to measure three-body forces, a method which may be seen to be complementary to the more direct one realized in [6, 7] .
Using triplet correlations to experimentally determine interaction potentials is possible only in colloidal systems, but cannot be performed in atomic systems in which triplet correlation functions cannot be measured directly. In colloidal suspensions, however, the videomicroscopy technique provides us with hard positional information for each particle at each time-step, which in turn allows us to compute two-, three-and, in principle, even higher-order correlation functions (this is the reason why it has been in a colloidal system that triplet correlation functions have first been observed [8] ). We should also remark that our approach is not entirely new, but has in part already been realized by Linse [9] . He simulated asymmetric two-component electrolytes (charge asymmetry 1 : 20) within the primitive model and proved the existence of many-body potentials by comparing pair and triplet correlations among colloidal particles in the original two-component and in a reference one-component system. Quite another way of detecting many-body interactions in colloidal systems is to explore their effect on the melting behavior of colloidal crystals [10] which was done using a Poisson-Boltzmann Molecular-Dynamics simulation technique [11] .
The paper starts with a brief description of the experimental system, then the numerical method for the structure inversion is introduced and tested, and finally results are presented from applying this method to the experimental data.
Experimental set-up. -The colloidal system under investigation is an aqueous suspension of highly charged sulfate-terminated PS particles of σ = 3 μm diameter, confined between two glass plates with a 1 mm spacing. The particles were exposed to vertical light forces which pushed them toward the charged silica plate at the bottom of the cell. So, gravity, electrostatics and light forces confine the colloids to what is an almost perfect two-dimensional system with vertical out-of-plane fluctuations of less than 250 nm. The particle centre positions were analyzed on-line with an imaging processing software. The colloid density was varied by means of optical line traps realized with a sophisticated system of computer-driven mirrors which control a scanned optical laser tweezer. We have investigated six different colloid densities, collected for each density about 1000 colloidal configurations (with up to 1700 particles), and evaluated these data to extract in [12, 13] the colloid pair potentials, to compute in [14] the triplet correlation functions and in [15] the equation of state. In all of these papers, we have found at higher densities marked deviations from the expected behavior of a simple Yukawa liquid, in which particles interact via a screened Coulomb potential u (2) (r) = A exp[−κr]/r. In particular, the pair potentials, as derived from the pair correlations, showed a density dependence which in [12, 13] we have interpreted in terms of many-body interactions. The present study now corroborates this conclusion by means of three-body potentials explicitly constructed from the very same set of data. We will focus on the three data sets with the highest densities because only they could provide us with an acceptable number of counts for triplets with small inter-particle separations. More details about the experimental set-up and our data analysis can be found in [12] .
Inversion procedure. -The three-body potentials are determined in the following way. In the first step, we have to use the video-microscopy data to compute radial pair correlation functions g (2) (r) and triplet correlation functions g (3) (r, s, t) for a particle triplet with distances r, s and t (for details see [14] ). The next step is to simultaneously invert both correlation functions, that is, to come from (g (2) (r), g (3) (r, s, t)) to (u (2) (r), u (3) (r, s, t)), where u (3) (r, s, t) is the three-particle potential that we are interested in. Here we apply the inverse Monte Carlo technique recently suggested by Almarza and Lomba [16] which we have to adapt to our system consisting of particles interacting via (u (2) (r), u (3) (r, s, t)). Let us assume g (2) (r) and g (3) (r, s, t) are known with their error bars in a discretized form: (r i , g (2) i , Δg
i ) and (r i , s j , t k , g (3) i,j,k , Δg (3) i,j,k ). Here, i, j, k run from 0 to m − 1 (r m , in the following, is referred to as the "cut-off" radius). Starting with the first convergence step (l = 1, λ 1 = 0.1) we choose as trial functions the potential of mean force for the pair potential βu (2) (r) = − ln g (2) (r) and zero for the triplet potential βu (3) ≡ 0. After equilibration we take a snapshot of the system and extract the instantaneous correlation functions (g (2) inst , g
inst ). With these we calculate corrections to our trial potentials from the following expressions:
where Δg i and Δg i,j,k are the spatially averaged mean errors. A few cycles of MC steps later, we again extract the instantaneous correlation functions and correct the trial potentials accordingly. (Note that the system does not equilibrate for each new potential.) During each convergence step l the various instantaneous correlation functions are averaged to obtain (g
l ). With these averaged correlation functions we check if they resemble sufficiently our reference correlation functions (g (2) i , g (3) i,j,k ):
If so, we start convergence step l+1. To fulfil both the above criteria, it takes roughly as many trial configurations as there are in the reference data -provided we are using about the same number of particles in both systems (ca 1000). Using less particles (ca 200) sharply increases the number of trial configurations but also significantly reduces computational time without sacrificing accuracy or introducing finite-size effects. In step l + 1 we decrease λ in eq. (1) and eq. (2) according to λ l+1 = 0.5λ l and restart the averaging procedure for the (g
l ). While the potentials change dramatically during the first few iteration steps because the system is certainly not equilibrated, we reach equilibration at a later stage (l = 10, . . . , 15). The additional parameter μ ≈ 0.1, . . . , 0.01 in eq. (2) is necessary because g (3) inst -evaluated from a single frame with a few hundred particles-is very noisy. Therefore, corrections to the triplet trial potential are often stochastic in nature. Introducing μ we have a parameter with which we can regulate the relative convergence speed of (g (2) l , g (3) l ), respectively (u (2) (r), u (3) (r, s, t)). Choosing μ ≈ 0.1 we allow greater changes for u (3) and therefore relatively faster convergence compared to u (2) , by contrast, μ ≈ 0.01 means only small changes to u (3) and therefore relatively slow convergence compared to the pair potential.
Inversion accuracy. -To test our method, we performed Monte Carlo simulations with given u (2) and u (3) , computed correlation functions and inverted them to see if the resulting potentials reproduced the original input potentials. In the first reference simulation (PairMC) 
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eff (shown in a)) that reproduces g (2) (squares) but fails to recover the correct g (3) (circles). A full triplet inversion (inv Tripl) achieves this (crosses and plus signs). u (3) was set to zero; so, particles interact in a pairwise fashion with u (2) (r) = A exp[−κ (2) r]/r. In the other simulation (TripletMC), the same repulsive Yukawa pair potentials were combined with an attractive triplet interaction, u (3) (r, s, t) = −B exp[−κ (3) (r + s + t)]/(r + s + t), where the functional form is inspired from the findings in [5] . Values for κ (2) and A are typical experimental values for our systems (for a particle diameter σ = 3 μm we have κ −1 = 430 nm and Z eff ≈ 16000). To produce strong 3-body effects, B was chosen to be 3A while κ (3) was taken to be one third of κ (2) , so u (2) and u (3) are roughly of the same magnitude and decay on the same length scale. Figure 1a) shows both input functions as solid lines, plotted vs. r and r = s = t (side length of an equilateral triangle). The symbols give the potentials we obtain after the inversion, demonstrating that, for both simulations, the input potentials are indeed successfully reproduced.
It is interesting to invert the TripletMC simulation (that is, the simulation including threebody potentials!) also on a pairwise level, i.e., such that the inversion determines just u (2) (r). Then the effect of the three-body interaction is absorbed entirely into what is known as an effective pair potential u (2) eff (dotted line in fig. 1a) ). Pair potentials such as these are then density dependent; for the data herein, they were analyzed in [12, 13] . However, one should keep in mind that using these effective potentials one can reproduce the micro-structure of the fluid only on the level of pair correlations. This is evident from fig. 1b) showing g (3) (r, r, r) as obtained from the TripletMC simulation, and in the inset g (2) (r). Both functions are inverted in two different ways: i) by allowing for a full determination of (u (2) (r), u (3) (r, s, t)) (labelled "inv Tripl" in the figure) and ii) by allowing only for an effective pair potential u (2) eff ("inv Pair" in fig. 1b) ). While in both cases g (2) at the end of the inversion agrees perfectly with the g (2) put into the inversion routine (see the inset of fig. 1b) ), g (3) is properly reproduced only if the inversion allows for three-body potentials. This important observation justifies our whole approach, that is, (g (2) (r), r, s, t) ). Experimental results. -We now apply our method to the experimental data of [12, 13] . Typical triplet correlation functions as produced from these data are plotted in [14] . In fig. 2 we show the pair and triplet potentials obtained from inverting the correlation functions for the three highest densities investigated in [12, 13] . One observes density-independent pair potentials with a slight shift due to a small drift in the salt concentration over time. The triplet potentials are also (roughly) density independent and show an attractive well of about 4 kT for very short distances. Having tested our method thoroughly against various MC simulations with purely pairwise interactions we have made sure that this minimum is no artifact of our inversion procedure. We now take a closer look at u (3) choosing the density ρσ 2 = 0.1438 that provides us with the best statistical accuracy. Figure 3 shows the full sand t-dependence of the three-body potential for three different values of r. The potentials are cut below s min = t min = 6 μm, where an inversion becomes impossible due to the limited statistics in g (3) . For the smallest value of r in fig. 3a ) an extended minimum of up to 4 kT depth is observed which seems to be centred at r = s = t = 6 μm. For a slightly larger value of r (r = 6.167 μm) in b), one clearly recognizes that the three-body attraction is most pronounced in the region near the vertex where r = s = t (cf. fig. 2 ). Increasing r further any triplet contribution quickly vanishes as seen in fig. 3c ).
The three-body potential has a minimum of −4 kT at a distance where the pair energy is around 1 kT, but nevertheless the effect of this u (3) on g (3) is rather weak. Producing a plot such as fig. 1b) , we see an almost negligible difference between the triplet correlation functions resulting from the pairwise and the full triplet inversion. This is due to the fact that the mean distance between neighboring particles is around 6.6 to 7 μm. Triplets with particle separations of 6.167 μm and less are therefore rather rarely sampled and (looking at fig. 3c )) already at r = 6.5 μm -less than the typical pair distance-no triplet contribution can be seen no matter how small s and t are. Because of the undersampling of g (3) at r = s = t = 6.0 μm, the potentials at these distances in figs. 2 and 3 should be interpreted with some caution; so, the upswing of two curves at r = s = t = 6.0 μm in fig. 2 is probably unphysical [17] .
Evidently, three-body potentials are attractive and most pronounced in the equilateral triangle configuration, which is both in line with theoretical [5] and experimental findings [6] . They are observed only when all three colloids are very close to each other, at distances much smaller than the mean particle distance. For geometrical reasons, we can rule out that the interaction of a colloidal triplet in a 2D system at such a small value of r = s = t is influenced by a fourth or fifth colloidal particle in the neighborhood. While in general our method produces three-body interaction potentials which are effective in the sense that they include also higher-order interactions, we here, for the particular case at hand, can conclude from the special distance dependence that just three-body interactions, but no higher-order interactions, are present.
Two further points should be noted. Firstly, our method of deriving three-body potentials from correlation functions provides us with the full spatial dependence of the potentials, while in [6, 7] we could measure three-body potentials only in one fixed geometry. Secondly, fig. 2 confirms that we now obtain density-independent potentials, as opposed to the results of the pure pair correlation analysis presented in [12, 13] , where we have found density-dependent, but effective, pair potentials. However, we hasten to add that the density dependence of the effective pair potentials discussed in [12, 13] is only partly, but not entirely, explained by the three-body potentials from fig. 2 . A rather artificial, additional contribution results from the inversion procedure which depends sensitively on the cut-off as pointed out in [18] . Here we have chosen the cut-off after performing test calculations such as in fig. 1 ; the best choice turned out to be a cut-off directly behind the first maximum of g (2) and g (3) , just where u (2) becomes zero (choosing a significantly larger cut-off, the inversion procedure produced densitydependent minima even in cases where the PairMC simulation data were used!). Despite all this, the main conclusion of [12, 13] , the existence of many-body interactions in chargestabilized colloidal suspensions, is clearly confirmed by the present study.
Conclusion. -In order to explicitly prove that three-body forces are present in chargestabilized colloidal suspensions, we have analyzed the micro-structure of a colloidal liquid on the level of triplet correlations to get access to the three-body interaction potentials among the colloidal particles. We have demonstrated with fig. 1 that effective pair potentials u (2) eff , if appropriately chosen, can produce the correct g (2) , but not the correct g (3) . Triplet correlations are thus clearly seen to be needed to determine unambiguously three-body interactions from the colloidal micro-structure. We have applied our inversion procedure to the experimental data from [12, 13] , and found attractive three-body potentials of about −4 kT in depth, most pronounced in the equilateral triangle configuration, but at a distance which is too short (and thus too rarely realized) to strongly influence the micro-structure.
