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Abstract
We study a semiclassical limit of the lowest eigenvalue of a Schro¨dinger operator on a
Wiener space. Key results are semiboundedness theorem of the Schro¨dinger operator,
Laplace-type asymptotic formula and IMS localization formula. We also make a remark on
the semiclassical problem of a Schro¨dinger operator on a path space over a Riemannian
manifold.
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1. Introduction
The Schro¨dinger operator H ¼ _2Dþ U stands for the Hamiltonian of
quantized ﬁnitely many particles moving in the potential U in a Euclidean space.
ARTICLE IN PRESS
$This research was partially supported by Grant-in-Aid for Scientiﬁc Research (C) No. 12640173 and
the Sumitomo Foundation.
Fax: +81-6-6850-6496.
E-mail address: aida@sigmath.es.osaka-u.ac.jp.
0022-1236/03/$ - see front matter r 2003 Elsevier Inc. All rights reserved.
doi:10.1016/S0022-1236(03)00178-2
The quantum phenomena are reduced to the corresponding classical ones under the
semiclassical limit _-0 and there have been many researches on the analysis.
However, to the author’s knowledge, there are not so many mathematically rigorous
results in semiclassical analysis in models in inﬁnite dimensional spaces as well as
quantum ﬁeld models. Here I note just a few pioneering works, Sjo¨strand [24,25],
Arai [6], Dobrokhotov and Kolokoltsov [10]. In this paper, we consider inﬁnite-
dimensional Schro¨dinger-type operators and study the asymptotics of the bottom of
the spectrum under the semiclassical limit.
First, let us recall ﬁnite-dimensional results. We consider Hl ¼ Dþ l2U instead
of _2Dþ U ; where l is a large parameter. Here we assume that U is a nonnegative
smooth function and lim inf jxj-N UðxÞ ¼N for simplicity. The lowest eigenvalue
E0ðlÞ of Hl is the ground state energy and it is a basic problem to study the behavior
of E0ðlÞ under the semiclassical limit l-N: Intuitively, the ground state localizes
near the neighborhood of the minima of U as l-N: Then by approximating U by
quadratic functions near minima, we obtain a family of quantum Hamiltonians of
harmonic oscillators. The divergence order of E0ðlÞ is determined by these
operators. This result is proved rigorously by Combes et al. [9] and Simon [22].
Actually, they determined the divergence order of the nth eigenvalue EnðlÞ for all n:
Previous to these works, the degeneracy problem of the ﬁrst and the second
eigenvalues which is related to tunneling phenomena were studied by Harrell [12]
and Jona-Lasinio et al. [14]. Further studies were made by Simon [23], Helffer and
Sjo¨strand [13]. On the other hand, Witten [26] considered a supersymmetric
Hamiltonian and proved the Morse inequality by using the semiclassical behavior.
More precisely, let S be a Morse function on a compact Riemannian manifold X and
consider the Witten complex dl ¼ elS=2delS=2 which is deﬁned on L2-space of
differential forms on X with respect to the Riemannian volume. Let dl be the adjoint
operator and set &l ¼ dldl þ dldl which is called the Witten Laplacian. By a
consequence of semiclassical analysis, the number of eigenvalues of&l acting on p-
forms which remain ﬁnite under l-N is dominated by the number of critical points
of S whose indices are p: This implies the Morse inequality. Also in the same paper,
Witten proposed studying the corresponding problem in the case of quantum ﬁeld
theory, that is, in inﬁnite-dimensional cases. Typical examples of inﬁnite-
dimensional manifolds are loop spaces, pinned path spaces over a compact
Riemannian manifold. There exist natural probability measures, the Brownian
bridge measures, on them and many probabilists have been interested in proving a
Hodge–Kodaira-type theorem on loop spaces by using the measures. The Brownian
bridge measure on the pinned path space with a constraint gð0Þ ¼ x; gð1Þ ¼ y is
formally written as dnx;y;lðgÞ ¼ Z1l expðlSðgÞÞ dg; where SðgÞ ¼ 12
R 1
0 j’gðtÞj2 dt; Zl
is a normalizing constant and dg denotes a ﬁctitious Riemannian volume on the
pinned path space. Note that the energy function SðgÞ is a Morse function for cer-
tain x and y: The exterior differential operator d and the adjoint operator dnx;y;l
and &x;y;l ¼ ddnx;y;l þ dnx;y;ld can be deﬁned as closable operators on L2 space with
respect to dnx;y for some cases. Formally, by using the unitary transformation,
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Fl : a-Z
1=2
l expðl2 SðgÞÞ  a between L2ðdnx;yÞ and L2ðdgÞ; &x;y;l is unitarily
equivalent to the formal corresponding Witten Laplacian. Some discussions on this
topic can be found in [4]. I think that the study of the semiclassical behavior of&x;y;l
is interesting from a mathematical point of view although this is not related to the
physical model directly. This is one motivation to study semiclassical analysis in
inﬁnite-dimensional spaces.
The Schro¨dinger-type operator studied in this paper is a self-adjoint
operator, Ll;V on an abstract Wiener space which has a physical meaning. In
fact, it is a perturbed Hamiltonian on an abstract Boson Fock space whose
one-particle Hamiltonian A is identity. Let ðB; H; mÞ be an abstract Wiener space
and L be the Ornstein–Uhlenbeck operator on L2ðB; mÞ: Let V be a Borel
measurable function on B and set VlðfÞ ¼ lVðl1=2fÞ: Ll;V is given by Ll;V ¼
L þ Vl on L2ðB; mÞ: The aim of this paper is to determine the divergence order of
E0ðlÞ ¼ inf sðLl;V Þ when l-N: The semiclassical problem for the operator L þ
l2V was studied in [3]. We note that Arai [6] studied the semiclassical limit of the
partition function of the Hamiltonian in the case where A1 is a compact operator
which ﬁts in with PðfÞ type model on a ﬁnite volume region. In this paper, we
consider the case where A ¼ I only but the study of general cases might be much
more interesting.
To explain the meaning of the scaling of V ; let us consider the case where H
is a d-dimensional Euclidean space. In this case, dmðxÞ ¼ j2ðxÞ dx; where jðxÞ ¼
ð 1
2pÞd=4 expðjxj2=4Þ: Then lLl;V is unitarily equivalent to the Schro¨dinger operator
on L2ðRd ; dxÞ such that
Hl;V ¼ Dþ l2 jxj
2
4
þ VðxÞ
 !
 d
2
l: ð1:1Þ
The unitary transformation is given by lLl;V ¼ M1j S1l ðHl;V ÞSlMj: Here,
Mj f ¼ j  f and Sl f ðxÞ ¼ ld=4 f ðl1=2xÞ: Therefore, lLl;V on L2ðB; mÞ is formally
unitarily equivalent to the inﬁnite-dimensional Hamiltonian Dþ l2ð14 jjfjj2H þ
VðfÞÞ  l
2
dim H on L2ðH; dfÞ; where df denotes ‘‘the Lebesgue measure’’ on H:
Now we explain the semiclassical behavior of the lowest eigenvalue of Hl;V in ﬁnite
dimensions more precisely. Assume that the minima of UðxÞ ¼ jxj2
4
þ VðxÞ form a
ﬁnite set fh1;y; hng and take the minimum value 0: Also let us denote the Hessian of
1
2
VðxÞ at hj by Kj: Assume that the Hessian of UðxÞ at hj; 14 I þ Kj are nondegenerate
for all 1pjpn and lim inf jxj-N UðxÞ40:
Then by the previous mentioned works,
lim
l-N
E0ðlÞ ¼ 1
2
min
1pjpn
tr
ﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃ
I þ 4Kj
p  I : ð1:2Þ
We will prove the same asymptotics in inﬁnite-dimensional cases.
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The organization of this paper is as follows. In Section 2, we will introduce
assumptions on a potential function V and deﬁne a Schro¨dinger operator Ll;V :
Note that the assumptions are standard ones in ﬁnite-dimensional cases which we
already mentioned. Also we recall the semiboundedness theorem of the Schro¨dinger
operator which is called the GNSð¼ Glimm; Nelson and Segal) bound [21]. After
that, main theorem (Theorem 2.6) will be stated. In Section 3, we approximate
UðfÞ ¼ 1
4
jjfjj2H þ VðfÞ by quadratic functions near the minimizers and obtain a
family of approximate Schro¨dinger operators. By using the ground states of them as
trial functions, we will prove the upper bound estimate of E0ðlÞ in Section 4. In
Section 5, we will prove a rough lower bound estimate lim infl-N E0ðlÞ4N:
Most of part of our proof of main theorem proceeds in the parallel way as the ﬁnite-
dimensional cases as in [22]. However, this rough estimate as well as precise lower
bound estimate are nontrivial because our ‘‘true’’ potential function is UðfÞ and a
part of it is hidden in the measure m: Also there is a renormalized part l
2
dim H:
These difﬁculties are overcome by using Schilder’s classical Laplace asymptotic
formula and the GNS bound. Note that the scaling lVðf= ﬃﬃﬃlp Þ is meaningless on
function spaces over curved space. Therefore, we will explain another unitarily
equivalent representation of Hl;V in inﬁnite dimensions. We will consider such
kind of operator in Remark 5.3 in Section 5. See also [4]. In Section 6, we will
prove the lower bound estimate by using the rough estimate in Section 5 and
IMSð¼ Ismagilov; Morgan, Sigal, Simon) localization formula [22]. In Section 7,
we will present examples. We might expect tunneling phenomena in such
examples.
In this paper, we consider differentiable potential functions in the sense of Fre´chet.
Note that in our analysis, we need some continuity property of the potential
function. In a recent preprint [5], I make use of Lyons’ continuity theorem [19] of
solutions of stochastic differential equations in a problem in inﬁnite-dimensional
spaces which have difﬁculties coming from the discontinuity of the solutions with
respect to usual topologies of Wiener spaces. I think that such kind of regularity
properties play important role in the semiclassical problem on path spaces over
Riemannian manifolds.
2. Preliminaries and main result
Let ðB; H; mÞ be an abstract Wiener space. That is, B is a real separable Banach
space and H is a real separable Hilbert space continuously embedded in B: m is the
unique Gaussian measure on B satisfying that for all hAB;
Z
B
exp
ﬃﬃﬃﬃﬃﬃ
1
p
B ðh;fÞB
h i
dmðfÞ ¼ exp  1
2
jjhjj2H
 
:
Here we use the natural embedding and the identiﬁcation, HCH*B: Let us
introduce the following assumptions on potential functions on B:
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Assumption 2.1. Let V be a continuous function on B and set VlðfÞ ¼ lVðf=
ﬃﬃﬃ
l
p Þ:
(A1) Let UðfÞ ¼ 14jjfjj2H þ VðfÞ: Then minfAH UðfÞ ¼ 0 and the minima form
a finite set N ¼ fh1;y; hng:
(A2) V is a C2 function in a neighborhood of N in B: (Then the symmetric
operator Ki ¼ 12 D2VðhiÞ is a trace class operator on H for all i: See
Theorem 4.6 on page 83 in [15]). Assume that 1
4
IH þ Ki is a strictly positive
self-adjoint operator.
For fAH; let
RiðfÞ ¼ UðfÞ  1
2
D2UðhiÞðf hi;f hiÞ: ð2:1Þ
Then actually Ri is a continuous function on B: See Lemma 2.3(1).
We consider assumptions which depend on positive numbers R
and e:
ðA3ðe; RÞÞ There exists a constant xðRÞ such that
jRiðfÞjpxðRÞjjf hijj2þeB for jjfjjBoR: ð2:2Þ
ðA3ðeÞÞ ðA3ðe; RÞÞ holds for all R40:
(A4) For any e40 and R40; we have
inffUðfÞ j dBðfÞXe; jjfjjBpR; fAHg ¼: yðe; RÞ40; ð2:3Þ
where dBðfÞ ¼ minfjjf hijjB j 1pipng:
(A5) For any l40;
VlAL1ðB; mÞ: ð2:4Þ
(A6) There exists a positive number a42 such that
lim sup
l-N
l1 log E½eaVlðfÞoN: ð2:5Þ
Remark 2.2. (1) Actually (A4) follows from (A1) if we take another Banach space B0
instead of B: We explain it. There exists a separable Banach space B0 such that
HCB0CB and the inclusion maps are compact. Furthermore mðB0Þ ¼ 1 and
ðB0; H; mÞ itself is an abstract Wiener space. Deﬁne y0ðe; RÞ by replacing B by
B0 in the deﬁnition of yðe; RÞ: Then we have y0ðe; RÞ40 for any e; R40: Assume
y0ðe; RÞ ¼ 0: Then there exists ffng such that supn jjfnjjB0pR; dB0ðfnÞXe and
limn-Nf14 jjfnjj2H þ VðfnÞg ¼ 0: Then there exists a subsequence ffnðkÞg such
that limk-N fnðkÞ ¼ c in the norm of B: So limk-N VðfnðkÞÞ exists. So
supk jjfnðkÞjjHoN: Taking subsequence ffmðkÞg again, we see that limk-N fmðkÞ ¼
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c in B0; strongly and limk-N fmðkÞ ¼ c in H; weakly. Since dB0ðcÞXe and
UðcÞ ¼ 0; this contradicts with (A1). For simplicity, we assume (A4).
(2) If V is a C3-function on B; then by replacing B by B0 in (1), assumption (A3(1))
holds.
(3) Number 2 in (A6) has a special meaning. It is the same number 2
which will appear in logarithmic Sobolev inequality (2.9) and GNS
bound in Lemma 2.4. We need (A6) for the Large deviation result in the proof of
Lemma 5.2.
We will give examples of potential functions in Section 7. As a consequence of the
assumptions, we have the following lemma.
Lemma 2.3. (1) For all fAH;
RiðfÞ ¼ VðfÞ  VðhiÞ  DVðhiÞðf hiÞ  1
2
D2VðhiÞðf hi;f hiÞ:
ð2:6Þ
In particular, RiðfÞ can be extended to a continuous function on B:
(2) hiAB ð1pipnÞ:
Proof. Since hi is a critical point of U ; we have for all fAH;
1
2
ðf; hiÞ þ DVðhiÞðfÞ ¼ 0: ð2:7Þ
This implies hiAB: Since 14jjfjj2H is a quadratic function,
RiðfÞ ¼UðfÞ  UðhiÞ  DUðhiÞðf hiÞ  1
2
DU2ðhiÞðf hi;f hiÞ
¼VðfÞ  VðhiÞ  DVðhiÞðf hiÞ  1
2
D2VðhiÞðf hi;f hiÞ: ð2:8Þ
Since the right-hand side is a continuous function on B; (2.6) holds for
all fAB: &
Here we recall the deﬁnition of the Schro¨dinger operator Ll;V ¼ L þ Vl:
Before doing so, we recall semiboundedness theorem (Lemma 2.4). This estim-
ate is standard in quantum ﬁeld theory and it is proved by using the hypercon-
tractivity of the Ornstein–Uhlenbeck semigroup or the equivalent logarithmic
ARTICLE IN PRESS
S. Aida / Journal of Functional Analysis 203 (2003) 401–424406
Sobolev inequality:
Z
B
uðfÞ2 logðuðfÞ2=jjujj2L2ðmÞÞ dmðfÞp2
Z
B
jDuðfÞj2H dm: ð2:9Þ
We refer the readers to Theorem 7 in [11] for the proof.
Lemma 2.4 (GNS bound). Assume that E½e2Vl oN and VlAL1ðB; mÞ: Consider a
densely defined symmetric form:
D :¼ D12ðBÞ-LNðB; mÞ; ð2:10Þ
Elðu; vÞ :¼
Z
B
ðDuðfÞ; DvðfÞÞH dmðfÞ þ
Z
B
VlðfÞuðfÞvðfÞ dmðfÞ ðu; vADÞ:
ð2:11Þ
Then El is a closable form such that, for any uAD with jjujjL2ðmÞ ¼ 1;
Elðu; uÞX 1
2
log
Z
B
e2VlðfÞ dmðfÞ
 
: ð2:12Þ
From now on, we always assume that Vl satisﬁes the assumptions in the lemma
above.
Deﬁnition 2.5. Let Ll;V be the semibounded self-adjoint operator which
corresponds to the smallest closed extension of El: Let E0ðlÞ ¼ inf sðLl;V Þ:
It is easy to see that the domain of El is nothing but D
1
2ðBÞ-L2ðjVljmÞ: See [2].
Actually it is known that E0ðlÞ is a simple eigenvalue and the corresponding
eigenfunction is called the ground state. However, we do not use these general
results in this paper. We use the existence of the ground state for the
quadratic approximate Schro¨dinger operator in Section 3. In that case, we
have the explicit expression of the ground state. The estimate in Lemma 2.4 and
Laplace asymptotic formula implies lim infl-N E0ðlÞ4N: This rough
estimation is a ﬁrst step to prove the precise asymptotics below which is a main
result of this paper.
Theorem 2.6. Assume (A1), (A2), ðA3ðeÞÞ; (A4)–(A6). Then
lim
l-N
E0ðlÞ ¼ 1
2
min
1pipn
tr
ﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃ
IH þ 4Ki
p
 IH
 
: ð2:13Þ
We will use the following Fernique’s inequality several times:
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There exist positive constants C and C0 such that for all R40;
mðjjfjjBXRÞpCeC
0R2 : ð2:14Þ
3. Approximate Schro¨dinger operators
Let K be a trace class self-adjoint operator on H and assume that IH þ 4K is
strictly positive. For hAH; let us consider a Schro¨dinger operator:
Lh;K ¼ L  1
2
ðf; hÞ þ 1
4
jjhjj2H þ ðKðf hÞ; ðf hÞÞH : ð3:1Þ
Let
jh;KðfÞ ¼ detðIH þ 4KÞ1=8 exp 
1
4
ﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃ
IH þ 4K
p
 IH
 
ðf hÞ; ðf hÞ
 
 exp 1
2
ðf; hÞ  1
4
jjhjj2H
  
ð3:2Þ
and fh;KðfÞ ¼ log jh;KðfÞ:
Lemma 3.1. Let mh;K be the Gaussian measure on B whose covariance operator is
ðIH þ 4KÞ1=2 and mean is h: Then we have the following.
(1) mh;K and m are equivalent to each other and the density is given by
dmh;K
dm ðfÞ ¼
jh;KðfÞ2: Moreover, there exists a positive number d such that jh;KAL2þdðB; mÞ:
(2) jh;K is in the domain of L and it holds that
Lh;Kjh;K ¼
1
2
tr
ﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃ
IH þ 4K
p
 IH
 
jh;K ð3:3Þ
Proof. (1) Let us consider the linear transformation Sf ¼ fþ ððIH þ 4KÞ1=4 
IHÞf: Note that S is an invertible operator. Let *mS be the image measure of m by the
map f-S1f: Then, for any kAH;Z
B
ðf; kÞ2Hd *mS ¼ ðS2k; kÞH ¼ ððIH þ 4KÞ1=2k; kÞ: ð3:4Þ
So *mS ¼ m0;K : Therefore, mh;K is the image measure of m by the map f-S1fþ h: By
the transformation law of the Gaussian measure (see [15, p. 141, Theorem 5.4]),
we obtain the desired results. Now we prove the latter part. Note that
 1
4
ﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃ
IH þ 4K
p
 IH
 
¼ K
ﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃ
IH þ 4K
p
þ IH
 1
: ð3:5Þ
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Since IH þ 4K is strictly positive,  1þZ2 ð
ﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃ
IH þ 4K
p  IHÞ þ 12 IH is also a strictly
positive operator for sufﬁciently small positive Z: This implies jh;KAL
2ð1þZÞðB; mÞ for
any doZ:
(2) By jh;KAL
2þdðB; mÞ; it is easy to see that jh;K is in the domain of L
and
Ljh;K ¼ðLfh;K  jDfh;K j2Þjh;K
¼ 1
2
ðf; hÞH 
1
4
jjhjj2H  ðKðf hÞ; ðf hÞÞH
 
jh;K
þ 1
2
tr
ﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃ
IH þ 4K
p
 IH
 
jh;K : & ð3:6Þ
Since jh;KðfÞ40 for almost all f; jh;K is the ground state of Lh;K : Lh;K is an
approximate operator of more general Schro¨dinger operator. Indeed, Lki ;Ki is the
quadratic approximate Schro¨dinger operator of Ll;V at ki :¼
ﬃﬃﬃ
l
p
hi; where hiAN
and Ki ¼ 12 D2VðhiÞ: To be more precise, we prove the following lemma.
Lemma 3.2. (1) For any smooth cylindrical function f ; it holds that
Ll;V f ¼  Lf þ 1
4
jjkijj2H 
1
2
ðf; kiÞH þ ðKiðf kiÞ; ðf kiÞÞH
 
f
þ lRiðl1=2fÞf : ð3:7Þ
(2) Let gADðElÞ: Moreover, we assume that Dg and g belong to L2þdðB; mÞ for
some d40: Then we have
Elðg; gÞ ¼
Z
B
jDgðjÞ  gðfÞDfki ;KiðfÞjH2dmðfÞ þ l
Z
B
Riðl1=2fÞgðfÞ2dmðfÞ
þ 1
2
tr
ﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃ
IH þ 4Ki
p
 IH
 Z
B
gðfÞ2 dmðfÞ: ð3:8Þ
Proof. (1) By (2.6)
V
fﬃﬃﬃ
l
p
 
¼VðhiÞ þ DVðhiÞðl1=2f hiÞ þ 1
2
D2VðhiÞððl1=2f hiÞ; l1=2f hiÞ
þ Riðl1=2fÞ
¼VðhiÞ þ 1
2
jjhijj2H 
1
2
fﬃﬃﬃ
l
p ; hi
 
H
þl1ðKiðf kiÞ; ðf kiÞÞH
þ Riðl1=2fÞ: ð3:9Þ
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In (3.9), we have used that for all fAB;
 1
2
ðl1=2f; hiÞH ¼ 
1
2
jjhijj2H þ DVðhiÞðl1=2f hiÞ
which follows from (2.7). Thus, noting 14 jjhijj2H þ VðhiÞ ¼ 0; we get the desired
result.
(2) We haveZ
B
jDgðfÞ  gðfÞDfki ;KiðfÞj2H dmðfÞ
¼
Z
B
jDgðfÞj2H dmðfÞ 
Z
B
Dfki ;KiðfÞ; DðgðfÞ2Þ
 
H
dmðfÞ
þ
Z
B
jDfki ;KiðfÞj2H gðfÞ2 dmðfÞ
¼
Z
B
jDgðfÞj2H dmðfÞ þ
Z
B
Lfki ;KiðfÞ þ jDfki ;KiðfÞj2H
 
gðfÞ2 dmðfÞ
¼
Z
B
jDgðfÞj2H dmðfÞ þ
Z
B
1
4
jjkijj2H 
1
2
f; kið ÞHþ Kiðf kiÞ; ðf kiÞð ÞH
 
 gðfÞ2 dmðfÞ  1
2
tr
ﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃ
IH þ 4Ki
p
 IH
 Z
B
gðfÞ2 dmðfÞ: ð3:10Þ
This and (3.7) imply (3.8). &
4. Upper bound estimate
We prove that
Lemma 4.1. Assume (A1), (A2), ðA3ðeÞÞ; (A5). Then it holds that
lim sup
l-N
E0ðlÞp min
1pipn
1
2
tr
ﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃ
IH þ 4Ki
p
 IH
 
: ð4:1Þ
Proof. Take a positive number e0 such that ð2þ eÞð1 e0Þ42: By Fernique’s
theorem, there exists C40 such that
mki ;Kiðjjf kijjBXl
e0
2Þ ¼ m0;KiðjjfjjBXle
0=2ÞpeCle
0
: ð4:2Þ
Let w be a CN function such that wðtÞ ¼ 1 for jtjp1 and wðtÞ ¼ 0 for jtjX2: Let us
take a trial function FlðfÞ ¼ Cljki ;KiðfÞwðjjf kijj2Ble
0 Þ: Here Cl is the normal-
izing constant such that jjFljjL2ðmÞ ¼ 1: By (4.2), liml-N Cl ¼ 1: Note that (3.8)
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holds by replacing g by Fl: By Fernique’s inequality,Z
B
jDFlðfÞ  FlðfÞDfki ;KiðfÞj2H dmðfÞ
pC
Z
B
w0ðjjf kijj2Ble
0 Þ2l2e0 jjf kijj2B dmki ;KiðfÞpeC
0le
0
: ð4:3Þ
Now we estimate lðRiðl1=2fÞFlðfÞ;FlðfÞÞL2ðmÞ:
jlðRiðl1=2fÞFlðfÞ;FlðfÞÞL2ðmÞj
pl
Z
jjl1=2fhi jjBp
ﬃﬃ
2
p
lð1þe
0 Þ=2
Riðl1=2fÞFlðfÞ2 dmðfÞ ð4:4Þ
pC00l  lðe
01Þð2þeÞ
2 : ð4:5Þ
In (4.4), we have used the support property of w: In (4.5), we have used (2.2). This
completes the proof. &
5. Rough lower bound estimate
In this section, by combining Lemma 2.4 and the Laplace asymptotic formula, we
give a lower bound on E0ðlÞ:
Lemma 5.1 (Rough lower bound). Suppose (A1), (A2), (A4)–(A6). Let
R4max1pipn jjhijjB and assume ðA3ðe; RÞÞ: Let rk;BðfÞ ¼ kminðdBðfÞ; 1Þ2; where k
is a nonnegative number.
(1) There exists a positive number k satisfying the following:
(a) minfUðfÞ  rk;BðfÞ j fAHg ¼ 0;
(b) The zero point set of U  rk;B is N ¼ fh1;y; hng;
(c) For any e40 and R40; inffUðfÞ  rk;BðfÞ j dBðfÞXe; jjfjjBpR;
fAHg40;
(d) Z
B
e2ðKif;fÞþ3kjjfjj
2
B dmðfÞoN for all 1pipn: ð5:1Þ
(2) Here we assume that R is sufficiently large positive number. Let k be a nonn-
egative number satisfying the assumptions in (1). Let E0;kðlÞ be the lowest
eigenvalue of the Schro¨dinger operator L þ VlðfÞ  lrkðl1=2fÞ: Then it
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holds that
lim inf
l-N
E0;kðlÞX  1
2
log
Xn
i¼1
Z
B
exp½2ðKif;fÞ þ 2kjjfjj2B dmðfÞ
 !
4 N: ð5:2Þ
Proof of Lemma 5.1. (1) Note that
R
B
exp½2ðKif;fÞ dmðfÞ ¼ detðIH þ
4KiÞ1=2oN: So by Fernique’s theorem, (5.1) holds for sufﬁciently small k: We
prove (a)–(c) for sufﬁciently small k: Let MB be a number such that jjfjjBpMBjjfjjH
for all fAH and n be the minimum of the bottoms of the spectrum of 1
4
IH þ Ki for
1pipn: Let d be a positive number such that dominð1
2
miniaj jjhi  hjjjB; 1Þ: By the
deﬁnition of Ri; for fAH with jjf hijjBpd; it holds that
UðfÞ  rk;BðfÞ ¼ ðð
1
4
IH þ KiÞðf hiÞ; ðf hiÞÞ þ RiðfÞ  rk;BðfÞ
X nM1B jjf hijj2B  xðjjhijjB þ dÞjjf hijj2þeB  kjjf hijj2B
X ðnM1B  xðjjhijjB þ dÞde  kÞjjf hijj2B: ð5:3Þ
Also for fAH with dBðfÞXd and jjfjjBpR; it holds that UðfÞXyðd; RÞ: In
addition to the assumption above on d; assume that nM1B  xðjjhijjB þ dÞde40:
Then for k satisfying kominðnM1B  xðjjhijjB þ dÞde; yðd; RÞÞ; (a)–(c) hold for
U  rk;B:
(2) By Lemma 2.4, it sufﬁces to prove the following Laplace asymptotic
formula. &
Lemma 5.2. We assume the same assumptions in Lemma 5.1 for V : Let k be a
nonnegative number satisfying the assumptions in (1) in the lemma above. Then
we have
lim
l-N
Z
B
e2VlðfÞþ2lrk;Bðl
1=2fÞ dmðfÞ
¼
Xn
i¼1
Z
B
exp½2ðKif;fÞ þ 2kjjfjj2B dmðfÞ: ð5:4Þ
This was proved essentially in Theorem B in Schilder [20]. For more general
results, we refer the readers to Ben Arous [7], Kusuoka and Stroock [16,17]. We omit
the proof.
Remark 5.3. First, we give a remark on the scaling of V : Let mlðÞ ¼ mð
ﬃﬃﬃ
l
p Þ: This is
the Gaussian measure on B whose covariance operator is IH=l: By the unitary
ARTICLE IN PRESS
S. Aida / Journal of Functional Analysis 203 (2003) 401–424412
transformation f ðfÞ-f ð ﬃﬃﬃlp fÞ from L2ðB; mÞ onto L2ðB; mlÞ; Ll;V is unitarily
equivalent to l1ðDmlD þ l
2VðfÞÞ: Here Dml denotes the adjoint operator of D with
respect to the inner product of L2ðB; dmlÞ: The scaling lVðf=
ﬃﬃﬃ
l
p Þ cannot be deﬁned
on path spaces over Riemannian manifolds but the probability measure correspond-
ing to ml exists and we can formulate the semiclassical problems. Now let us consider
a rough lower bound estimate on E0ðlÞ on a path space over a Riemannian
manifold. Let ðM; gÞ be a complete Riemannian manifold whose Ricci curvature is
bounded. Let ml be the Brownian motion measure on PxðMÞ :¼ Cð½0; 1-M j gð0Þ ¼
xÞ such that
mlðgðt1ÞAdx1;y; gðtmÞAdxmÞ
¼
Ym
i¼1
pðl1ðti  ti1Þ; xi1; xiÞ
 !
dx1?dxm; ð5:5Þ
where t0 ¼ 0; x0 ¼ x; pðt; x; yÞ ¼ etD=2ðx; yÞ and D is the Laplace–Beltrami operator.
Let us deﬁne the tangent space along g by the Levi–Civita connection and denote the
H-derivative by D: Let V be a continuous function on PxðMÞ: Let Ll :¼ DmlD and
Ll;V :¼ l1ðLl þ l2VÞ: As already noted, this operator is unitarily equivalent
to L þ lVðl1=2fÞ on L2ðB; mÞ when M is a Euclidean space. Let E0ðlÞ ¼
inf sðLl;V Þ: We refer the readers to [1] for the notations below.
Let Ft be the augmented ﬁltration of sðgs j 0psptÞ and take a smooth function
F on PxðMÞ: Then, the following martingale representation holds:
Eml ½F jFt ¼ Eml ½F  þ
Z t
0
ðHðgÞs; dbðsÞÞTxM ; ð5:6Þ
where bðtÞ ¼ R t0 tðgÞ1s 3 dgðsÞ and tðgÞt denotes the stochastic parallel translation
and
HðgÞt :¼ E ’hðgÞt 
1
2l
Z 1
t
MlðgÞ1t
 
MlðgÞs RicðgÞs ’hðgÞs ds
 Ft
 
ð5:7Þ
hðgÞt :¼ DFðgÞt: ð5:8Þ
MlðgÞt is the operator satisfying
d
dt
MlðgÞt ¼ 
1
2l
RicðgÞtMlðgÞt; ð5:9Þ
MðgÞ0 ¼ I : ð5:10Þ
Note that bðtÞ is a Brownian motion such that Eml ½ðbðtÞ; bðsÞÞTxM  ¼ dim Ml  t4s: (5.6)
can be proven by the same method as in [8] by using the integration by parts for-
mula on ðPxðMÞ; mlÞ: Then, by the same proof of logarithmic Sobolev inequality
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as in [8], we have
EmlðF2 logðF2=jjF jj2L2ðmlÞÞÞp
2
l
1þ Cl
l
 
Eml ½jDFðgÞj2H : ð5:11Þ
Here, Cl is a positive number depending on the norm of Ric such that
lim supl-N CloN: By the estimate in Theorem 7 in [11] again, we have
E0ðlÞX l
2ðlþ ClÞ log
Z
PxðMÞ
e2l 1þ
Cl
l
 
VðgÞ dmlðgÞ
 !
: ð5:12Þ
Consequently, under suitable assumptions on V (e.g., minf1
4
R 1
0
jj’gðtÞjj2 dt þ VðgÞg ¼
0; nondegeneracy of the Hessian at minimizers, etc.), Laplace-type asymptotics
formulae [7,16,17] imply the boundedness of the right-hand side in (5.12) as l-N:
However, note that it is not obvious to see that lim supl-N E0ðlÞoN under the
assumptions on V above which seems to be natural. The detailed study will appear in
elsewhere.
6. Proof of the lower bound estimate
Now we prove the lower bound estimate.
Lemma 6.1. Assume (A1), (A2), ðA3ðeÞÞ; (A4)–(A6). Then,
lim inf
l-N
E0ðlÞX min
1pipn
1
2
tr
ﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃ
IH þ 4Ki
p
 IH
 
: ð6:1Þ
This lemma and Lemma 4.1 imply Theorem 2.6.
Proof of Lemma 6.1. Let wðtÞ be a smooth nonnegative function such that wðtÞ ¼ 1
for jtjp2; wðtÞ ¼ 1 expð 1
t24Þ for 2ptp3 and wðtÞ ¼ 0 for jtjX4: Also we assume
w0ðtÞp0 for tX0: Take a positive number e0 such that ð2þ eÞð1 e0Þ42:
Let JiðfÞ ¼ wðle0 jjf kijj2BÞ and J0ðfÞ ¼ ð1
Pn
i¼1 JiðfÞ2Þ1=2 for sufﬁciently
large l: Here, ki ¼
ﬃﬃﬃ
l
p
hi: Take a smooth cylindrical function u with jjujjL2ðmÞ ¼ 1:
Then, by an elementary calculation, we have
Elðu; uÞ ¼
Xn
i¼0
ElðJiu; JiuÞ 
Xn
i¼0
Z
B
jDJiðfÞj2HuðfÞ2 dmðfÞ; ð6:2Þ
which is called the IMS localization formula [22]. We give estimates on each
term.
jDJiðfÞj2HpCw0ðle
0 jjf kijj2BÞ2l2e
0 jjf kijj2BpCle
0
: ð6:3Þ
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As for DJ0; noting that there exists a positive constant C such that w0ðtÞ2p
Cð1 wðtÞ2Þ for any tAR;
jDJ0ðfÞj2HpC 
Xn
i¼1
JiðfÞ2jDJiðfÞj2
1Pni¼1 JiðfÞ2pC
0le
0
: ð6:4Þ
Let 1pipn: We use the notation in Lemma 3.2. By (3.8),
ElðJiu; JiuÞX l
Z
B
Riðl1=2fÞJiðfÞ2u2ðfÞ dmðfÞ
þ 1
2
tr
ﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃ
IH þ 4Ki
p
 IH
 Z
B
JiðfÞ2uðfÞ2 dmðfÞ: ð6:5Þ
If JiðfÞa0; then by ðA3ðeÞÞ; Riðl1=2fÞpC0l12ð2þeÞð1e0Þ: So we get
l
Z
B
Ri
fﬃﬃﬃ
l
p
 
JiðfÞ2u2ðfÞ dmðfÞ

pC0l  l12ð2þeÞð1e0Þ: ð6:6Þ
Thus, for 1pipn; we obtain for some 0odo1;
ElðJiu; JiuÞX1
2
tr
ﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃ
IH þ 4Ki
p
 IH
 Z
B
JiðfÞ2uðfÞ2 dmðfÞ  C00  ld: ð6:7Þ
Now we estimate ElðJ0u; J0uÞ: Let rk;B be the function in Lemma 5.1(2). Take
a sufﬁciently large C40: Then by applying the rough lower bound (5.2),
ElðJ0u; J0uÞ ¼EðJ0u; J0uÞ þ
Z
B
VlðfÞ  lrk;B
fﬃﬃﬃ
l
p
  
J0ðfÞ2uðfÞ2 dmðfÞ
þ l
Z
B
rk;B
fﬃﬃﬃ
l
p
 
J0ðfÞ2uðfÞ2 dmðfÞ
X  C
Z
B
uðfÞ2J0ðfÞ2 dmðfÞ þ l
Z
B
rk;B
fﬃﬃﬃ
l
p
 
J0ðfÞ2uðfÞ2 dmðfÞ
:¼ I1 þ I2: ð6:8Þ
We estimate the second term. Noting when J0a0; rk;Bðl1=2fÞXC0lð1e
0Þ for
sufﬁciently large l: Therefore, we have
I2XC0le
0
Z
B
uðfÞ2J0ðfÞ2 dmðfÞ: ð6:9Þ
Hence,
ElðJ0u; J0uÞXðC0le0  CÞ
Z
B
J0ðfÞ2uðfÞ2 dmðfÞ: ð6:10Þ
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Consequently, combining all the above and
Pn
i¼0 JiðfÞ2 ¼ 1; we obtain
Elðu; uÞX1
2
min
1pipn
tr
ﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃ
IH þ 4Ki
p
 IH
 
 Cld; ð6:11Þ
where 0odo1: This completes the proof. &
Corollary 6.2. Assume that V0 is a C
3 function on B satisfying that there exist a; bX0
such that
sup
jjfjjBpR
jjD3V0ðfÞjjLðBBBÞoN for all R40; ð6:12Þ
V0ðfÞX ajjfjjB  b for all fAB: ð6:13Þ
Then we have the following.
(1) Let U0ðfÞ ¼ 14 jjfjj2H þ V0ðfÞ: Then the minimizers of U0ðfÞ exist.
(2) Let VðfÞ ¼ V0ðfÞ min U0ðfÞ: For this V ; (A6) holds for all a40:
(3) Further assume (A1), (A2), (A5) for V in (2). Then (2.13) holds for Ll;V :
Proof. Let m :¼ inf U0ðfÞ: Take a sequence ffngCH such that limn-N U0ðfnÞ ¼
m: Since the norm of H is stronger than that of B; limjjfjjH-N U0ðfÞ ¼N: So we
may assume that supn jjfnjjHoN: Then there exists a subsequence ffnðkÞgNk¼1 such
that fnðkÞ-fNAH weakly and strongly in B: Then by the continuity of V ; we have
U0ðfNÞ ¼ m: This implies (1). We prove (2). By [18], for H-Lipschitz continuous
function F with jFðfþ hÞ  FðfÞjpCjjhjjH for all fAB; hAH and E½F  ¼ 0; we
have
R
B
eaF dmpeC
2a2
2 : Take a positive number MB such that jjfjjBpMBjjfjjH
for all fAH: Let a40: By the assumption, aVlðfÞpaa
ﬃﬃﬃ
l
p jjfjjB þ ðb þ mÞal:
Therefore,
E½eaVlðfÞpexp ðaMBaÞ
2
2
lþ a
ﬃﬃﬃ
l
p
aE½jjfjjB þ
ﬃﬃﬃ
l
p
ðb þ mÞ
 ( )" #
; ð6:14Þ
which proves (A6) for all a: We prove (3). By the Taylor expansion, we see that
(A3(1)) holds. We prove (A4). Set Dd ¼ ffAH j dBðfÞXdg: Assume that there exists
a sequence ffngNn¼1CDd such that limn-N UðfnÞ ¼ 0: Then supn jjfnjjHoN: So by
the same argument as in (1), a subsequence ffnðkÞgNk¼1 converges to fNAH weakly
and strongly in B and UðfNÞ ¼ 0: But fNADd: This is a contradiction.
Consequently, our main theorem implies the conclusion. &
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7. Examples
Let us consider a classical Wiener space. That is, the Cameron–Martin subspace H
is the space of H1-path f ¼ ffðtÞg0ptp1 with values in R starting at 0: The norm is
given by jjfjj2H ¼
R 1
0
’fðtÞ2 dt: Let B be the Banach space consisting of continuous
functions on ½0; 1 with fð0Þ ¼ 0: The norm is given by jjfjjB ¼ sup0ptp1jfðtÞj: Now
let us introduce a potential function V : Take a C3-function W on R satisfying that
there exist positive constants Ci such that C1jxj  C2pWðxÞpC3jxjC4 þ C5 for all
xAR: Deﬁne
V0ðfÞ ¼
Z 1
0
WðfðtÞÞ dt; ð7:1Þ
U0ðfÞ ¼ 1
4
jjfjj2H þ V0ðfÞ: ð7:2Þ
Note that V0 is a C
3 function on B:
Lemma 7.1. (1) V0 satisfies (6.12) and (6.13).
(2) Set m ¼ min U0ðfÞ; VðfÞ ¼ V0ðfÞ  m and UðfÞ ¼ 14jjfjj2H þ VðfÞ: If (A1)
and (A2) hold for this V ; then (2.13) holds for Ll;V :
Proof. (1) This is obvious.
(2) This is an immediate consequence of Corollary 6.2. &
It is well-known that (A1) and (A2) holds for U deﬁned by WðxÞ ¼ aðx2  1Þ2
when a is sufﬁciently large. In this case, the minimizers are two points set ff0;f0g
and f0ðtÞ40 holds for all t40: We give a self-contained proof of it below for slightly
more general potential functions. The decomposition formula (7.11) seems to be new
and the fact that the minimizers are two point set naturally follows from the formula.
However, of course, the conclusion holds for more general potential functions. See
Remark 7.3. In these symmetric cases, it might be an interesting problem to consider
the tunneling phenomena.
Theorem 7.2. Suppose that W satisfies the following.
(H1) There exists a nonnegative C3 function f ðxÞ on R such that WðxÞ ¼ f ðx2Þ:
(H2) There exists a unique x040 such that f ðx0Þ ¼ 0:
(H3) infx f
00ðxÞ40:
(H4) There exists C40 and pAN such that
j f ðxÞjpCð1þ jxjÞp: ð7:3Þ
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Then, the following hold.
(1) Let UaðfÞ ¼ 1
4
jjfjj2H þ aVðfÞ: Then for sufficiently large a; the minimizers of Ua
is a two point set f7f0g:
(2) For sufficiently large a; (A1), (A2) holds for the potential function Va ¼
a  V minf UaðfÞ:
(3) For sufficiently large a; (2.13) holds for Ll;Va :
Remark 7.3. (A1) and (A2) hold for W satisfying that
(C1) WAC2ðRÞ and WðxÞ ¼ WðxÞ for xAR;
(C2) WðxÞ40 for xa7x0 and Wð7x0Þ ¼ 0;
(C3) W 00ð7x0Þ40:
The above remark is due to Professor Kazunaga Tanaka. As for
potential functions in Theorem 7.2, we can give different proof of
Theorem 2.6 without using the rough lower bound estimate in Lemma 5.1 since
we have explicit expression (7.11). But the proof cannot work for the potential
functions satisfying (C1)–(C3) in which case the expression like (7.11) probably does
not hold.
In the rest of this section, we prove Theorem 7.2.
Lemma 7.4. Let UaðfÞ be the function in Theorem 7.2. For sufficiently large a; UaðfÞ
has at least two minimizers f0ðÞ and f0ðÞ:
Proof. Let lðtÞ ¼ t ﬃﬃﬃﬃﬃx0p : Then
UaðlÞ ¼ 1
4
x0 þ aﬃﬃﬃﬃﬃ
x0
p
Z ﬃﬃﬃx0p
0
WðuÞ du:
On the one hand, Uað0Þ ¼ aW ð0Þ: By the assumption on f ; WðxÞ ð ﬃﬃﬃﬃﬃx0p pxp ﬃﬃﬃﬃﬃx0p Þ
has maximum at 0. So for sufﬁciently large a; UaðlÞoUað0Þ: So 0 is not the
minimizer. Since UaðfÞ ¼ UaðfÞ; there exist at least two minimizers. &
Lemma 7.5. (1) For any C2 functions f; kAH;
DU0ðfÞðkÞ ¼ 1
2
’fð1Þkð1Þ þ
Z 1
0
 1
2
.fðtÞ þ W 0ðfðtÞÞ
 
kðtÞ dt: ð7:4Þ
(2) For any f; k1; k2AH;
D2U0ðfÞðk1; k2Þ ¼ 1
2
Z 1
0
’k1ðtÞ ’k2ðtÞ dt þ
Z 1
0
W 00ðfðtÞÞk1ðtÞk2ðtÞ dt: ð7:5Þ
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(3) Each critical point f of U0 is a C2 function and satisfies that
 1
2
.fðtÞ þ qðfðtÞÞfðtÞ ¼ 0 ð7:6Þ
with Dirichlet–Neumann boundary condition fð0Þ ¼ ’fð1Þ ¼ 0: Here qðxÞ ¼
W 0ðxÞ=x:
(4) Assume that nonzero minimizer exists. Then there exists a C2 minimizer such that
hðtÞ40 for all t40: (We call this minimizer a positive minimizer.)
(5) Assume the existence of a positive C2 minimizer h: Let Hq ¼  12 d
2
dt2
þ qðhðtÞÞ
be the Schro¨dinger operator with Dirichlet–Neumann boundary condition
fð0Þ ¼ ’fð1Þ ¼ 0: Then inf sðHqÞ ¼ 0 and 0 is the simple eigenvalue and the eigen-
function is h:
Proof. (1) and (2) is proved by the standard calculation.
(3) This follows from (1) and the elliptic regularity of the Laplacian.
(4) Suppose that f is a minimizer. Then f1ðÞ ¼ jfðÞjAH is also a minimizer. So
(7.6) holds in distribution sense. So by the elliptic regularity of the Laplacian, f1 is
a C2 function and (7.6) holds in classical sense. By the maximum principle, for any
t40; f1ðtÞ40:
(5) This follows from the fact that the eigenfunction corresponding to the lowest
eigenvalue is almost nonnegative or nonpositive. &
By using Lemma 7.5(2), we have
Lemma 7.6. Let h be a critical point of U0: Then the Hessian is given by
1
2
D2U0ðhÞ ¼ 1
4
IH þ Kh;
where Kh is the trace class operator such that
ðKhfÞðtÞ ¼ 1
2
Z t
0
Z 1
s
W 00ðhðuÞÞfðuÞ du
 
ds: ð7:7Þ
Remark 7.7. Note that if h is a critical point, then h is also a critical point and the
Hessian at h is also 1
4
IH þ Kh:
We calculate the error term when U0ðfÞ  U0ðhÞð¼ U0ðfÞ  U0ðhÞÞ is approxi-
mated by the quadratic Taylor expansion.
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Lemma 7.8. Let h be a critical point of U0:
(1) Let Rh be the function such that
RhðfÞ ¼ V0ðfÞ  V0ðhÞ  DV0ðhÞðf hÞ  1
2
D2V0ðhÞðf hÞ; ðf hÞ
 
:
ð7:8Þ
Then we have
RhðfÞ ¼
Z 1
0
1
2
f 00ðhðtÞ2ÞðfðtÞ  hðtÞÞ3ðfðtÞ þ 3hðtÞÞ dt
þ
Z 1
0
dt
Z 1
0
ds
Z s
0
du

Z u
0
f 000ðhðtÞ2 þ tðfðtÞ2  hðtÞ2ÞÞ dtðfðtÞ2  hðtÞ2Þ3: ð7:9Þ
(2) Let
ðThfÞðtÞ ¼ 1
2
Z t
0
Z 1
s
qðhðuÞÞfðuÞ du
 
ds: ð7:10Þ
Then,
UðfÞ  UðhÞ ¼ ðð1
4
IH þ ThÞðf hÞ; ðf hÞÞH þ R˜hðfÞ; ð7:11Þ
where
R˜hðfÞ ¼
Z 1
0
Z 1
0
ds
Z s
0
f 00ðhðtÞ2 þ uðfðtÞ2  hðtÞ2ÞÞ du
 
ðfðtÞ2  hðtÞ2Þ2 dt: ð7:12Þ
Proof. (1) We have
RhðfÞ ¼
Z 1
0
WðfðtÞÞ  WðhðtÞÞ  W 0ðhðtÞÞðfðtÞ  hðtÞÞ

 1
2
W 00ðhðtÞÞðfðtÞ  hðtÞÞ2

dt
¼
Z 1
0
f ðfðtÞ2Þ  f ðhðtÞ2Þ  2hðtÞf 0ðhðtÞ2ÞðfðtÞ  hðtÞÞ

 f 0ðhðtÞ2ÞðfðtÞ  hðtÞÞ2
 2hðtÞ2 f 00ðhðtÞ2ÞðfðtÞ  hðtÞÞ2

dt
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¼
Z 1
0
f ðfðtÞ2Þ  f ðhðtÞ2Þ  f 0ðhðtÞ2ÞðfðtÞ2  hðtÞ2Þ

 1
2
f 00ðhðtÞ2ÞðfðtÞ2  hðtÞ2Þ2

dt
þ
Z 1
0
f 00ðhðtÞ2Þ
2
ðfðtÞ  hðtÞÞ3ðfðtÞ þ 3hðtÞÞ dt: ð7:13Þ
By using the Taylor expansion, we complete the proof.
(2) Using (2.6), we have
UðfÞ  UðhÞ
¼ 1
2
D2U0ðhÞððf hÞ; ðf hÞÞ
þ V0ðfÞ  V0ðhÞ þ DV0ðhÞðf hÞ þ 1
2
D2V0ðhÞððf hÞ; ðf hÞÞ
 
¼ 1
4
IH þ Th
 
ðf hÞ; ðf hÞ
 
H
þ
Z 1
0
WðfðtÞÞ  WðhðtÞÞ  W 0ðhðtÞÞðfðtÞ  hðtÞÞð
 1
2
qðhðtÞÞðfðtÞ  hðtÞÞ2

dt
¼ 1
4
IH þ Th
 
ðf hÞ; ðf hÞ
 
H
þ
Z 1
0
f f ðfðtÞ2Þ  f ðhðtÞ2Þ  f 0ðhðtÞ2ÞðfðtÞ2  hðtÞ2Þg dt: ð7:14Þ
So by the Taylor’s theorem, we complete the proof. &
Th and Kh have the following properties.
Lemma 7.9. (1) Th is a trace class self-adjoint operator.
(2) Assume h is a positive minimizer of U0: Then 14 is the lowest simple eigenvalue of
Th and h is the corresponding eigenfunction.
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(3) Assume h is a positive minimizer. Then 14 IH þ Kh is a strictly positive self-adjoint
operator.
(4) Assume the existence of nonzero minimizer of U0: Then positive minimizer h is
unique and the set of minimizers is fh;hg:
Proof. (1) This is a standard fact.
(2) Suppose Thf ¼ xf: Then f is a C2 function and satisﬁes that x .fðtÞ þ
1
2
qðhðtÞÞfðtÞ ¼ 0: So
xjjfjj2H þ
1
2
Z 1
0
qðhðtÞÞfðtÞ2 dt ¼ 1
2
ðHqf;fÞL2 
1
4
þ x
 
jjfjj2H ¼ 0: ð7:15Þ
Since the Schro¨dinger operator Hq is nonnegative operator, xX 1=4 is valid.
Also if x ¼ 1=4; then Lemma 7.5 implies f ¼ c  h:
(3) Noting W 00ðxÞ  qðxÞ ¼ 4x2 f 00ðx2Þ; we see that
1
4
IH þ Kh ¼ 1
4
IH þ Th þ T1; ð7:16Þ
where ðT1f1;f2ÞH ¼ 2
R 1
0
hðtÞ2 f 00ðhðtÞ2Þf1ðtÞf2ðtÞ dt: Let inf sðð14 IH þ ThÞjfhg>Þ ¼
k: Then by (2), k40: Take c such that ðc;fhÞ ¼ 0 with jjcjjH ¼ 1 and set f ¼
xf0 þ yc: By the nonnegativity of T1; we have
1
4
IH þ Kh
 
f;f
 
H
Xmaxfky2; Ax2  2Bjxyjg:
Here A ¼ ðT1fh;fhÞH40 and B ¼ jðT1fh;cÞj: Since maxfky2; Ax2  2Bjxyj x2 þ
y2 ¼ 1g40; the proof is completed.
(4) Now the uniqueness is obvious by expression (7.11), (7.12), inf f 00ðxÞ40
and 1
4
IH þ ThX0: &
Proof of Theorem 7.2. This follows from the lemma above immediately. &
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