Ozone (O 3 ) fluxes above a temperate mountain grassland were measured by means of the eddy covariance (EC) method using a slow-response O 3 analyser. The resultant flux loss was corrected for by a series of transfer functions which model the various sources of high-and, in particular, low-pass filtering. The resulting correction factors varied on average between 1.7 and 3.5 during night and daytime, respectively. A cospectral analysis confirmed the accuracy of this approach. O 3 fluxes were characterised by a comparatively large random uncertainty, which during daytime typically amounted to 60%. EC O 3 fluxes were compared against O 3 flux measurements made concurrently with the fluxgradient (FG) method. The two methods generally agreed well, except for a period between sunrise and early afternoon, when the FG method was suspected of being affected by the presence of photochemical sources/sinks. O 3 flux magnitudes and deposition velocities determined with the EC method compared nicely with the available literature from grassland studies. We conclude that our understanding of the causes and consequences of various sources of flux loss (associated with any EC system) has sufficiently matured so that also less-than-ideal instrumentation may be used in EC flux applications, albeit at the cost of relatively large empirical corrections.
Introduction
The eddy covariance (EC) method (Swinbank, 1951 ) is thought to represent the most direct approach for quantifying the biosphereatmosphere exchange of mass and energy (Grü nhage et al., 2000; Meyers and Baldocchi, 2005) and has been used for studying the fluxes of a number of air pollutants from/to terrestrial ecosystems (Wesely and Hicks, 2000) . In the absence of advection, that is vertical and horizontal fluxes in proportion to the respective mean scalar gradients and wind speeds, the source/sink (S) of some nonreactive scalar c is given as
where the first term on the right-hand side (RHS) corresponds to the so-called storage flux, i.e. the time-rate-of-change in scalar concentration below the height (h) at which measurements are made (z referring to the vertical direction). The second term on the RHS of Eq. (1) corresponds to the vertical turbulent exchange (the so-called eddy term) given as the covariance between the vertical wind speed (w) and the scalar c which is corrected (subscript c) for the effects of high-and low-pass filtering as detailed below. The primes denote deviations from the temporal mean calculated by Reynolds decomposition as
with w and c representing instantaneous values. In case of a reactive scalar, such as ozone (O 3 ), Eq. (1) still holds, but the both the source/sink and the storage term implicitly include chemical source/sink processes. The EC method is usually applied with wind speed and scalar concentration measurements being made with a high temporal resolution (5-20 Hz) and with fast response sensors (time response w 0.1 s) in order to capture as much as possible of the (small and fast) turbulent fluctuations which carry a significant proportion of the flux (Kaimal and Finnigan, 1994) . Any eddy flux contribution not captured due to physical limitations of the flux measurement instrumentation may then be corrected for by multiplying the measured covariance (subscript m) with a so-called frequency response correction factor (b), i.e. (Moore, 1986) . There are several ways of deriving frequency response correction factors (for a recent discussion see Massman and Lee, 2002; Shimizu, 2007; Spank and Bernhofer, 2008) ; common to all approaches is the requirement of an estimate/measurement of what is thought to be the true (unmodified) cospectrum (S wc (f) reference ; referred to as reference cospectrum in the following), as well as an estimate of the flux loss as a function of frequency (f) or a measured cospectrum (S wc (f) measured ). Because it is probably the most general method and, as we believe also very instructive, we use the approach put forward by Moore (1986) in the following,
which basically states that the correction factor is equal to the ratio of the reference to the measured cospectrum. The latter is derived by ''degrading'' the reference cospectrum by a series of transfer functions (4), which represent n sources of high-and low-pass filtering of the measured covariance. The reference cospectrum is either taken from literature (e.g. Kaimal and Finnigan, 1994) or a sitespecific reference cospectrum, usually from high-frequency sensible heat flux measurements, is derived (e.g. Wohlfahrt et al., 2005) . Equations for the various transfer functions have been summarised in Moore (1986) , Moncrieff et al. (1997) , Aubinet et al. (2000) , Massman (2000) , Shimizu (2007) and Spank and Bernhofer (2008) . Provided that the reference cospectrum and the appropriate transfer functions are known, Eqs. (3) and (4) allow to correct for both high-and low-pass filtering of EC flux measurements. While it is clearly desirable to keep these corrections to a minimum (and thus to measure as much as possible of the true flux), this framework allows to use less-than-ideal instrumentation in EC flux applications (at the trade-off of larger corrections). With the advent of modern sonic anemometry this is not so much relevant for the measurement of the wind components, but rather for the measurement of concentrations of some trace gases -either because no reliable fast response analysers are available for the trace gas of interest or because the application requires low-cost slow-response instrumentation to be used (Horst and Oncley, 1995) . In the past slow-response sensors have been used most frequently with a particular method of correcting for the highfrequency loss, termed band-pass eddy covariance method, to estimate latent heat fluxes (Horst and Oncley, 1995; Yasuda et al., 1997; Watanabe et al., 2000; Asanuma et al., 2005) . More recently, the disjunct eddy covariance method (Rinne et al., 2001 ) has gained popularity for measuring fluxes with slow-response sensors (e.g. Turnipseed et al., 2009) .
In this paper we report on our attempts to use a slow-response closed-path gas analyser for quantifying O 3 fluxes above a temperate mountain grassland in Austria using the EC method. While fast-response O 3 analysers have been available for some time (Ray et al., 1986; Gü sten et al., 1992) , these instruments often require substantial maintenance and in some cases continuous cross-calibration against an absolute standard (Coyle et al., 2009; Meszaros et al., 2009 ). In the following we (i) assess the ability of Eq. (4) to capture the flux loss associated with a slow-response ozone sensor by conducting a cospectral analysis, (ii) analyse the random uncertainty of the EC O 3 flux measurements, and then (iii) compare these measurements against concurrent O 3 flux measurements by means of the flux-gradient (FG) method and literature values.
Material and methods

Study site
The study site is located at a meadow in the vicinity of the village Neustift (47 07 0 N, 11 19 0 E) in the Stubai Valley (Austria) at an elevation of 970 m a s l. in the middle of the flat valley bottom. The fetch is homogenous up to 300 m to the east and 900 m to the west of the instrument tower, the dominant day and nighttime wind directions, respectively. The average annual temperature is 6.5 C, average annual precipitation amounts to 852 mm. The maximum green area index (area of photosynthetically active plant matter per unit ground area) amounts to around 7.5 m 2 m À2 . A detailed description of the study site in terms of soil, vegetation and climate may be found in Hammerle et al. (2008) and Wohlfahrt et al. (2008) .
Eddy covariance
The net ecosystem CO 2 , H 2 O and O 3 exchange was measured using the eddy covariance method (Baldocchi et al., 1988; Aubinet et al., 2000) . The three wind components and the speed of sound were measured by a three-dimensional sonic anemometer (R3IA, Gill Instruments, Lymington, UK), CO 2 and H 2 O mole fractions by a closed-path infrared gas analyser (Li-7000, Li-Cor, Lincoln, NE, USA), and O 3 mole fractions by a closed-path UV photometric ozone analyser (49i, Thermo Scientific, Franklin, MA, USA). Air was sucked from the inlet, a distance of 0.1 m from the centre of the sensor volume of the sonic anemometer mounted at 3 m above ground, through a 10 m PTFE tube of 0.004 m inner diameter and through a particle filter (1-2 mm) to a T-piece at a flow rate of 18 l min
À1
. From there air was diverted through short tubes (0.004 m inner diameter, 0.5 m) to the infrared gas analyser (9 l min À1 ) and the ozone analyser (1.5 l min À1 ). The infrared gas analyser, which has a nominal time response of 0.1 s, was operated in the absolute mode, flushing the reference cell with dry N 2 from a gas cylinder at 0.1 l min
. The ozone analyser was operated with the shortest possible averaging time of 4 s. Raw voltage signals of the CO 2 , H 2 O and O 3 mole fractions were output to the analogue input of the sonic anemometer, where they were synchronised with the sonic signals, which were acquired at 20 Hz. All raw data were saved to a hard disc of a personal computer for post-processing using the EdiSol software (Moncrieff et al., 1997) .
Half-hourly mean eddy fluxes were calculated as the covariance between the turbulent departures from the mean of the vertical wind speed and the scalar mole fractions using the post-processing software EdiRe (Mauder et al., 2008) . Means and turbulent departures there from were calculated by Reynolds (block) averaging. A three-axis co-ordinate rotation was performed aligning the coordinate system's vector basis with the mean wind streamlines (Kaimal and Finnigan, 1994) . The tube induced time delays of the CO 2 and H 2 O signals were determined by optimising the correlation coefficient with the vertical wind velocity (McMillen, 1988 ) within a given time window. For O 3 this approach turned out to result in noisy and largely variable time lags and therefore the approach devised by Massman (2000) was employed as detailed below. Frequency response corrections were applied to raw eddy fluxes accounting for low-pass (sensor separation, dynamic frequency response, scalar and vector path averaging, frequency response mismatch and the attenuation of concentration fluctuations down the sampling tube) and high-pass filtering following Moore (1986) and Aubinet et al. (2000) . Finally, fluxes were corrected for the effect of density fluctuations following Webb et al. (1980) . Thereby it was assumed that temperature fluctuations had been sufficiently dampened out in the tube by the time air arrived at the gas analysers so that only water vapour effects needed to be corrected. As suggested by Ibrom et al. (2007a) , H 2 O mole fractions, lagged by the same time as CO 2 , were used to correct CO 2 fluxes. For O 3 , in contrast, no concurrent and collocated H 2 O concentrations were available and thus a different approach, based on two extreme scenarios, had to be followed: (i) all H 2 O fluctuations have been dampened out completely (i.e. no correction) and (ii) O 3 fluxes are corrected by the (corrected) latent heat flux measured by the infrared gas analyser, which represent the maximum possible correction. A comparison of O 3 fluxes calculated this way showed that differences between these two extreme scenarios were minimal (y ¼ 0.99x þ 0.03, r 2 ¼ 0.99), and therefore option (i) was used in the following. Ideally, water vapour fluctuations should be measured concurrently within the same volume and with the same time response as O 3 or sample air be dried (provided this does not compromise the measurement of the O 3 concentration). The latter approach also has to be followed in case no estimate of the latent heat flux is available.
Half-hourly eddy fluxes were screened for validity by removal of time periods with (i) the CO 2 , H 2 O and O 3 signals outside a specific range, (ii) the coefficient of variation for CO 2 , H 2 O and O 3 concentration and pressure within the gas analysers outside a specific range, (iii) the third rotation angle exceeding AE10 (McMillen, 1988) , (iv) the stationarity test for the CO 2 , H 2 O and O 3 fluxes exceeding 60% (Foken and Wichura, 1996) , (v) deviation of the integral similarity characteristics larger than 60% (Foken and Wichura, 1996) and (vi) the maximum of the footprint function (Hsieh et al., 2000) outside the boundaries of the meadow. Ozone fluxes were also discarded when the measured deposition velocity ðÀF O3 =½O 3 Þ exceeded the maximum possible, i.e. 1/(R a þ R b ), where R a and R b are the aerodynamic and quasi-laminar boundary layer resistances (Coyle et al., 2009 ). Here we report data between 11 July and 20 October 2008 -in total 2267 out of the 4896 half-hourly records met these criteria and were used in the subsequent analysis.
Net scalar fluxes were calculated as the sum of the corrected vertical eddy term and the storage flux, the latter being estimated from the time-rate-of-change of the scalar mixing ratios at the reference height between the current and previous averaging interval. Negative fluxes represent transport from the atmosphere towards the surface, positive ones the reverse.
Flux measurements were accompanied by measurements of the major environmental driving variables using standard meteorological equipment Wohlfahrt et al., 2008) .
Flux-gradient (FG) method
In the FG method (Meyers et al., 1996; Meyers and Baldocchi, 2005) , the flux (F) of some scalar c, O 3 in the present case, is calculated based on the vertical gradient of c times an ''eddy diffusivity'' (k), which is derived from the vertical gradient and flux of a proxy scalar, g, i.e.
Here CO 2 and H 2 O were used as proxy scalars -the respective fluxes being measured by the EC method (see above), their gradients with another infrared gas analyser (CIRAS-Sc, PP-Systems, Herts, UK). Vertical gradients of O 3 were measured by another UV photometric ozone analyser (APOA 350E, Horiba, Langenfeld, Germany). Intakes of the vertical gradient measurement system, each equipped with a 1-2 mm particle filter, were mounted at 1.5 and 3.5 m, i.e. 2 m apart. Air from the two intakes, switched by four PTFE-coated two-way magnetic valves (TEQCOM, Santa Ana, CA/USA), was analysed alternately in a cycle lasting 180 s. Sample air was drawn through 15 m PTFE tubing at 2 l min À1 through the O 3 -analyser and then sub-sampled from its outlet at 0.1 l min À1 by the infrared gas analyser. During the same time, the other line was continuously flushed at around 10 l min À1 by a pump. Allowing 60 s for the analysers to be flushed and concentrations to settle, a data logger (CR1000, Campbell Scientific, Logan, UT/USA) saved the concentrations from each intake, taken every 5 s, as half-hourly averages and managed the switching of the magnetic valves. During post-processing, mole fractions (CO 2 , O 3 ) and the H 2 O partial pressure were converted to mole densities using the ideal gas law. Finally, mole densities from the two intake heights were corrected for density effects following Webb et al. (1980) . Thereby we only corrected for the water vapour effect, assuming that air from both heights was analysed at the same temperature, which was warranted for the infrared gas analyser which was kept at a constant temperature of 54.6 C and was experimentally verified for the O 3 analyser.
Ozone fluxes were excluded from the subsequent analysis when the measured gradients fell below the minimum resolvable gradient (MRG), which was determined as the average AE 1.96 standard deviation during a period of one week when both intakes were mounted at a common height of 2 m above ground. 
Cospectral analysis
Cospectra of the vertical wind speed and CO 2 , H 2 O and O 3 , respectively, were calculated with the EdiRe software package: To obtain the high frequency component of the cospectra, each run of 36 000 points was divided into nine segments (4096 points each), the last segment being zero-padded to bring it up to 4096 points. Before employing the Fast Fourier Transform, data were conditioned by removing the mean, linear detrending, and tapering the time series with a Hamming window (Kaimal and Finnigan, 1994) . To obtain the low frequency component, the same procedure as above was followed except for data being averaged into 4096 blocks each consisting of nine values. The low and high frequency cospectra were then merged and averaged into 50 logarithmically spaced bins.
Results and discussion
Frequency response corrections
In order to judge how well the transfer function approach (Eq. (4)) is able to account for the flux loss associated with the slowresponse ozone analyser, we compare the attenuated reference cospectra against measured cospectra of the vertical wind speed and the O 3 concentration (Fig. 1) . The first thing to note in Fig. 1 is that, in contrast to other examples of closed-path EC cospectra which show a weak/medium attenuation in the inertial subrange (e.g. Grelle and Lindroth, 1996; Moncrieff et al., 1997; Ibrom et al., 2007b; Shimizu, 2007; Haslwanter et al., 2009) , both the O 3 and CO 2 cospectra fall off much more sharply to and below zero at 0.06 and 0.4 normalised frequency, respectively. This feature is due to the fact that these data have not been corrected for any phase shift. Due to the slower time response, cospectra of O 3 start to fall off at lower frequencies as compared to CO 2 , which peaks at about the same frequency as the sensible heat cospectrum. The latter is in good accordance with the normalised peak frequency (ca. 0.07) suggested by the model of Kaimal and Finnigan (1994) for unstable conditions. The narrow range between ca. 0.001-0.01 normalised frequency, where the three cospectra overlap, corresponds to the so-called band-pass frequency range of the homonymous variant of EC method (Horst and Oncley, 1995; Yasuda et al., 1997; Watanabe et al., 2000; Asanuma et al., 2005) . In the band-pass EC method, which in the past has been used frequently for dealing with slowresponse scalar sensors, this frequency range is used for scaling the scalar flux of interest to a reference (usually the sensible heat) flux measured with a fast-response sensor. In calculating the overall transfer functions for O 3 and CO 2 (shown as dotted lines in Fig. 1) , we have accounted for the following effects: block averaging (Massman, 2000) , dynamic frequency response (Moore, 1986) , frequency response mismatch (Moore, 1986) , scalar and vector path averaging (Moore, 1986) , attenuation of concentration fluctuations down the sampling tube (Massman, 1991) and total phase shift (Massman, 2000) . These transfer functions are widely used and have been summarised in several papers (e.g. recently by Shimizu, 2007; Spank and Bernhofer, 2008) , except probably for the total phase shift (Massman, 2000) :
Here l lon and L t refer to the longitudinal sensor separation (which is a function of wind direction) and the tube length (m), respectively and u and U t to the horizontal wind speed and tube flow velocity (m s À1 ), respectively. s b refers to the intrinsic time constant of the scalar sensor (s) and u ¼ 2pf. It is Eq. (6) which is responsible for negative values of the overall transfer function, as all other component transfer functions are bound between 0 and 1 (Massman, 2000) . The major difference to the commonly used maximum cross-correlation method (e.g. McMillen, 1988) for accounting for any phase shift between the vertical wind speed and scalar time series is that with this method corrections are done in frequency rather than time space. The latter is often ill-advised when fluxes are low and moreover allows only discrete time shifts (e.g. 50 ms with a 20 Hz sampling frequency). As shown in Fig. 1 , the overall transfer function is very well able to mimic the observed attenuation of the O 3 and CO 2 cospectra -the differences in shape being solely due to the different time responses of the scalar instruments, as all other parameters are the same. To our knowledge this represents the first application of Massman's (2000) phase shift transfer function to real-world closed-path EC flux measurements.
The physical setup of a closed-path EC system (including tube flow velocity) assumed constant, frequency response correction factors depend only on atmospheric stability, which affects the shape of the reference cospectrum, wind speed, which affects the distribution of cospectral density across the frequency range, sonic path averaging and longitudinal and lateral sensor separation, and wind direction, which affects the longitudinal and lateral sensor separation (Massman, 2000) . Fig. 2 shows the mean diurnal course of the O 3 frequency response correction factors, as well as their wind speed and stability dependency. Frequency response correction factors are generally lower during nighttime hours (1.7-2.0), when wind speeds are low, and increase on average up to 3.5 during early afternoon conditions. During nighttime, lower wind speeds, which cause the cospectrum to shift towards lower frequencies (frequency normalised by (z ref À d)/u, where z ref and d refer to the measurement and zero-plane displacement height, respectively), offset the influence of stable atmospheric conditions, which shift the cospectrum to higher frequencies (Kaimal and Finnigan, 1994) . This offset is particularly pronounced at our site, which is characterised by very calm nights and a relatively modest, as compared to the cospectra described in Kaimal and Finnigan (1994) , shift towards higher frequencies during stable conditions (Wohlfahrt et al., 2005) . Fig. 2 gives an impression of the 'costs' in terms of empirical corrections associated with using the slowresponse O 3 analyser, which are appreciable, in particular during daytime conditions when O 3 deposition may be expected to be highest (Coyle et al., 2009; Meszaros et al., 2009 ). For comparison, frequency response correction factors for closed-path EC systems with fast-response scalar instruments typically range between 1.05 and 2.0 (Grelle, 1997; Moncrieff et al., 1997; Spank and Bernhofer, 2008; Haslwanter et al., 2009) , although correction factors up to 5 have been reported by Ibrom et al. (2007b) for water vapour fluxes during conditions of high relative humidity. Note however that these studies accounted for the tube time lag by maximising the cross correlation (McMillen, 1988) and not by employing the phase shift transfer function (Massman, 2000) and thus implicitly yield lower correction factors. 
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Reference Reference * Model wT wO 3 Fig. 1 . Comparison between cospectra of sensible heat, O 3 and CO 2 fluxes (symbols) against our cospectral reference model (solid line; Wohlfahrt et al., 2005 ) and the reference model attenuated by a series of transfer functions (dotted lines), separately for the setup of the O 3 and CO 2 EC flux system. Data refer to unstable conditions and have been averaged over a period of one month. Note that measured O 3 and CO 2 time series have not been corrected for any phase shift. 
Random uncertainty
Another issue with the slow-response O 3 flux measurements is their random (run-to-run) variability, which is already evident in the, as compared to sensible heat and CO 2, much noisier average cospectra (Fig. 1) . For a more formal analysis of the random uncertainty we have adopted the successive-day approach devised by Hollinger and Richardson (2005) and Richardson and Hollinger (2005) , the results of which are shown in Fig. 3 . Briefly, with this approach random uncertainties are derived from pairs of measurements under (close to) identical environmental conditions on successive days, the difference being a reasonable approximation of the random flux uncertainty . In comparison to the CO 2 fluxes measured with the fastresponse infrared gas analyser, O 3 fluxes exhibit a higher proportion of measurements with intermediate to large random uncertainties, resulting in a less narrow-peaked frequency distribution (Fig. 3) . The same holds for the relative flux uncertainty, i.e. the random uncertainty divided by the flux, which is also clearly higher for the O 3 as opposed to the CO 2 flux measurements (Fig. 3) . During typical daytime conditions, the fractional O 3 flux error amounts to around 60%, which is almost twice as high as the random error reported by Finkelstein and Sims (2001) for O 3 flux measurements with a fastresponse chemoluminescence O 3 analyser (Ray et al., 1986) . Most likely, this is due to an increase in noise of the slow-response O 3 analyser associated with the need to choose the shortest possible integration time (4 s) available. Along this line, we also observed upward-directed O 3 fluxes during approximately 20% of all times (Figs. 3 and 4) , which is considerably higher than the 1% fraction reported by Sun and Massman (1999) or the occasional upward transport observed during the growing period by Zeller and Hehn (1996) . It therefore seems advisable to average our O 3 flux data over some longer time intervals for obtaining statistically meaningful results (e.g. as in Fig. 4) , as errors in means and variances diminish with increasing size of the data set (N) according to N À0.5 (Moncrieff et al., 1996) .
Comparison of EC ozone flux determination with FG method and literature
The mean diurnal EC O 3 fluxes compared generally well with FG measurements, except for the period between sunrise (06:30 CET) and ca. 14:30 CET (Fig. 4) . This period coincided with the onset of photochemical O 3 production in the morning, indicated by a rise in ambient O 3 mole fractions, and the diurnal O 3 maximum (Fig. 4) . towards negative values and then back to nighttime values (Fig. 4) . Note that during this cross-over, a large fraction of the measured O 3 gradients was below the MRG and thus excluded from the analysis. We interpret this peculiar behaviour, an upward flux of O 3 during times with maximum evaporation and surface conductances , as an indication of the violation of one of the fundamental assumptions of the FG, i.e. that no sources or sinks of O 3 exist between the upper and lower intake level (Meyers et al., 1996; Grü nhage et al., 2000; Meyers and Baldocchi, 2005) . We hypothesise that the true (positive) O 3 gradient during this time was masked either by photochemical production of O 3 from NO 2 at the lower intake height, possibly fuelled by the volatile organic compounds emitted by the grassland canopy (Davison et al., 2008) , or by NO x titration at the upper intake level (Sillman, 1999 , respectively; Table 1 ). Due to the large amount of transpiring plant area (Wohlfahrt and Cernusca, 2002 ) and the large leaf-level stomatal conductances of the occurring forb and grass species (Wohlfahrt et al., 1998) , these relatively high O 3 deposition rates are plausible, even if it has been demonstrated repeatedly that stomatal O 3 deposition may account only for a part of the bulk deposition flux (e.g. Fowler et al., 2001; Meszaros et al., 2009 ).
Summary and conclusions
In this paper we demonstrate the feasibility of making defensible O 3 flux measurements by means of the EC method using a slow-response closed-path scalar sensor. The various sources of flux loss occurring with this approach were corrected for by a series of transfer functions which were used to ''degrade'' a site-specific reference cospectrum -the ratio between the reference and modified cospectrum was then used to correct fluxes. In contrast to previous studies, we also accounted for the total phase shift, caused by the longitudinal displacement between sonic anemometer and closed-path O 3 analyser, in this fashion by applying a transfer function proposed by Massman (2000) . A cospectral analysis confirmed our approach -attenuated reference cospectra compared very well with measured ones. Further justification for the applicability of this approach was derived from a comparison against flux-gradient O 3 flux measurements and a literature review of grassland O 3 fluxes and deposition velocities. The trade-off of our approach were typical daytime correction factors up to 3.5 (i.e. only ca. 28% of the true flux was actually measured) and random uncertainties on the order of 60%.
While it is clearly desirable to measure as much as possible of the true flux and to rely as little as possible on empirical corrections, this paper shows that our understanding of the causes and consequences of various sources of flux loss has sufficiently matured (Shimizu, 2007) so that also less-than-ideal instrumentation may be used in EC flux applications. This paper may thus help to prepare the ground for EC flux measurements of trace gases for which currently no fast-response analysers are available or too costly. Due to the relatively large half-hourly random flux uncertainty, the strength of the proposed approach thereby lies in providing robust average fluxes on longer time scales (i.e. seasonal to inter-annual). 
