Drawbacks of the estimator for
in the previous literature and the corresponding proofs Valeri and VanderWeele used to estimate in their SAS macro for causal mediation analysis with survival data for inference of natural direct effect (Valeri & VanderWeele, 2015; Valeri & VanderWeele, 2013) . We noted that this estimator mainly has two drawbacks. First, is a biased estimator in most cases with any fixed and . Second, converges in probability to as well as converges everywhere (also in probability) to with any fixed , as goes to infinity. The proofs for these two drawbacks are provided below.
Theorem 1.
Let be the mediator linear regression model, where represent a continuous mediator, an exposure and additional covariates, respectively. Let be the number of observations, be the number of predictors, and be the mean squared error in the sense of linear regression. Let be the sum of squared errors and be the variance of the random error, both of which are from the same mediator linear regression model. Then, is a biased estimator for in most cases with any fixed and .
Proof: First, we need to find by using the facts that and .
The expected value of is (Christensen, 2011) . In order for to be an unbiased estimator, the following equation must be true.
However, this condition can hardly be met, and therefore is a biased estimator in most cases.
Theorem 2.
converges in probability to as well as converges everywhere (also in probability) to with any fixed , as goes to infinity under the conditions described in Theorem 1.
Proof: First, we need to show converges in probability to with any fixed as goes to infinity. Since is unbiased for , we only need to consider its variance.
Hence, is a consistent sequence of estimators of , and namely, converges in probability to (Casella & Berger, 2002) .
Next, we need to show converges everywhere (also in probability) to with any fixed , as goes to infinity.
Obviously, the convergence is everywhere (Rudin, 1953) , and everywhere convergence implies convergence in probability (Rudin, 1953; Tao, 2011; Casella & Berger, 2002) . Therefore, converges everywhere (also in probability) to .
Properties of the new estimator and the corresponding proofs
We provide a new estimator for that possesses three desired properties and can overcome the drawbacks of the old one. First, is an unbiased estimator with any fixed and . Second, achieves the minimum variance among all unbiased estimators for with any fixed and . Third, converges in probability to 0 with any fixed , as goes to infinity, which is the same limit as converges to.
Theorem 3.
is an unbiased estimator of with any fixed and under the condition described in Theorem 1.
Proof:
We know from Theorem 1 that . Therefore, we just need to show the expected value of equals .
Therefore, is an unbiased estimator for .
Theorem 4.
achieves the minimum variance among all unbiased estimators for with any fixed and under the condition described in Theorem 1.
Proof: Let and . We have the following result by using univariate transformation.
This is a distribution, where is known, and therefore it belongs to an exponential family. Furthermore, since contains an open set in , is a complete sufficient statistic for . Therefore, is a complete sufficient statistic for (Casella & Berger, 2002) .
, as a function of , is the minimum variance unbiased estimator (MVUE) of its expected value . Therefore, achieves the minimum variance (Casella & Berger, 2002) .
Theorem 5.
converges in probability to with any fixed , as goes to infinity under the condition described in Theorem 1.
Proof:
The expected value of can be found as follows, where is given by proof of Theorem 3.
It is obvious that is an unbiased estimator for . Next, we need to consider its variance.
Where
We can find by using the fact that and the Moment Generating Function of . We have and Finally, we have
It can be seen that goes to 0 as goes to infinity. Therefore, is a consistent sequence of estimators of . Namely, it converges in probability to as goes to infinity (Casella & Berger, 2002) .
Theorem 6.
converges in probability to 0 with any fixed , as goes to infinity under the condition described in Theorem 1. Namely, and converge to the same limit.
Proof: It is obvious that converges to 0 everywhere as goes to infinity (Rudin, 1953) , which implies a convergence in probability (Rudin, 1953; Tao, 2011; Casella & Berger, 2002) .
Furthermore, from Theorem 5 we know that converges in probability to which implies a convergence in distribution (Casella & Berger, 2002) . Therefore, we have the following results by Slutsky's Theorem.
A convergence in distribution to a constant implies a convergence in probability to the same constant (Casella & Berger, 2002) . Therefore, converges in probability to 0 as goes to infinity. Theorem 2 shows converges to 0 everywhere. Therefore, and converge to the same limit.
Comparison in between and
We name the mean squared error in the sense of statistical inference , where "eval" means "evaluator". It is known that (Casella & Berger, 2002) , where stands for an estimator. We can find the corresponding for and , respectively:
and It can be seen that converges to as goes to infinity as well as converges to 0. Figure A1 clearly demonstrates the pattern of for the two estimators. Therefore, is highly preferred for large . As for small , is strongly recommended as well because of its unbiasedness. Furthermore, sample size less than 100 is not common in epidemiological studies which yields unreliable results. 
Simulation Study
The simulation study was conducted in R and all computation code for reproducing simulation results are provided in section 5 of this document. The values of exposure variable were randomly simulated from distribution. One covariate was generated and the values were from the same distribution. Therefore, equals 2, and varies according to the number of observations generated. A distribution was used as the baseline hazards function to generate survival data based on Cox proportional hazard model. Since the Cox model was used, all simulations follow the assumption of rare outcome-death rate is smaller than 15% (Valeri & VanderWeele, 2015; VanderWeele & Ding, 2017) . Please note that this rare outcome assumption can be dropped when using accelerated failure models (Valeri & VanderWeele, 2015) . The values of all parameters are listed in Table A1 . In conclusion, the simulation study clearly states that has more power than to detect mediation effects and surpasses in large measure. The simulation study with 100,000 repetitions was performed for each setting to draw the big picture and to overcome the limitation of random errors due to different seed selection. Figure A2 presents the results with scatterplots, where the x axis represents the standard error of the exponential part of natural direct effect from as well as the y axis represents that from . It can be seen that all points lie above the line (dashed line), which clearly states that the standard error from our proposed estimator is consistently smaller than that from the previous literature for in our simulation. Table A3 presents the numeric results, which supports the same conclusion. gamma_2=log (2) gamma_3=log (2) gamma_4=log ( pre_result=c (k,sigma_squared,true_nde,est_nde, pre_se,pre_nde_l,pre_nde_u) results=rbind (our_result,pre_result) results=as.data.frame (results) colnames(results)=c("k","sigma^2","True NDE","Estimated NDE", pre_se=get.exponential_se(mean_h_pre,pre_cov,mean(surv_df$x.c))
# find the 95% CI for nde from our proposed estimator Table 1 and Table A2, 
