A new approach is considered to construct effective boundary conditions for the solution of problems related to the scattering of electromagnetic waves by perfectly conducting cylinders coated by a thin dielectric shell. These boundary conditions aim to be both robust and of high order while remaining set in terms of surface differential operators involving at most second-order derivatives. Error estimates yield a theoretical basis for the use of these boundary conditions in practical computations. Some numerical experiments at frequencies beyond the range of validity of the usual impedance boundary conditions validate the efficiency of the approach.
Introduction

Motivation
When tackled by a boundary element method (BEM), the determination of the electromagnetic wave scattered by a perfectly conducting obstacle coated by a thin dielectric layer reduces to that of three unknowns: an electric current on the metal and two equivalent currents, electric and magnetic, at the interface between the dielectric and the exterior domain where the wave is propagating. Despite its simplicity, this method has two serious drawbacks. The number of unknowns is three-fold with regards, for instance, to the case where the thin shell is completely neglected. More critically, numerical discrepancies may occur when the dielectric thickness is too small relative to the wavelength. Some numerical examples clearly bringing out this feature can be found in (Bartoli, 2000; Bartoli & Bendali, 2001) .
From another standpoint, the generalized impedance boundary conditions (GIBCs) are known to handle complicated situations in electromagnetic scattering. 'Generalized' means that these boundary conditions are set in terms of differential or inverses of differential operators (Senior & Volakis, 1995) . For instance, we can quote obstacles coated by a dielectric shell, or having a rough surface (Senior & Volakis, 1995) , imperfectly conducting scatterers, cavities (Artola & Cessenat, 1992; Theron & Cloete, 1995) , highorder radiation conditions (Engquist & Majda, 1977; Bayliss & Turkel, 1980) , extended later to be used as surface radiation conditions (Kriegsmann et al., 1987; Jones, 1992; Teymur, 1996; Roxburgh, 1997; Antoine et al., 1999) , non-reflecting boundary conditions for infinite waveguides (Bendali & Guillaume, 1999) , and interface conditions in a domain decomposition method (Després et al., 1992; Collino et al., 2000; Stupfel & Mognot, 2000) . Engquist and Nédélec have introduced some GIBCs incorporating the effects of a thin layer (Engquist & Nédélec, 1993) . The main technique they have used, consists in approximating the solution to the underlaying transmission problem within the material by a polynomial in the variable along the normal to the boundary. This approximation is performed either directly in the differential Helmholtz equation or in a variational formulation of the transmission problem. The direct approximation can be used up to the second-order GIBC. To construct higher-order conditions, only the variational formulation can be used. However, approximating the solution and the associated test function by a polynomial of degree greater than or equal to two leads to intricate boundary conditions involving several auxiliary unknowns. To treat high frequency problems with sufficient accuracy, Bendali and Lemrabet have derived differential boundary conditions up to the third order from an asymptotic analysis (Bendali & Lemrabet, 1996) . However, the higherorder condition they obtain appears to be unsatisfactory for two main reasons. It contains a differential operator of fourth order, too difficult to use in the context of a BEM solution. On the other hand, the resulting boundary problem does not possess clear stability properties as compared, for instance, with the second-order GIBC. Below, we give a more detailed explanation of these two drawbacks. It seems to be difficult to improve such GIBCs without considering a different approach.
Senior and Volakis have introduced a new way to construct GIBCs (Senior & Volakis, 1995) . Their approach is based on an explicit knowledge of the solution to the scattering problem for the special geometries of a plane and a circle.
The present study is based on the same principle but uses the impedance operator instead of the exact expression of the solution. More specifically, our approach uses some techniques of domain decomposition methods to set the problem outside the obstacle, constituted by both the metal and the thin coating, in terms of an exact but non-explicit operator. Next, the exact impedance operator is approximated by differential ones, first, for a plane geometry and next for a circular one. Finally, its expression is extended to arbitrary geometries. At the end, we show how this approach provides new second-and third-order GIBCs, expressed by a quasi-local operator owning strong stability properties. A quasilocal operator is related to a transformation of functions involving rational combinations of differential operators. Contrary to the case of a differential operator, the evaluation of a quasi-local differential operator is not given by an explicit process but can be done in an implicit way by solving an elliptic system of partial differential equations. From a practical point of view, the solution of a problem involving a quasi-local operator can be reduced to a standard one involving only differential operators by adding some auxiliary unknowns on the boundary of the scatterer.
The outline of the paper is as follows. After introducing the scattering problem as well as the notation, we give a precise definition of the exact impedance operator. Section 2 constitutes the heart of this paper in some meaning. We show, first for a plane geometry, how a domain decomposition technique reduces the construction of a GIBC to a suitable approximation of the exact impedance operator as the thickness tends to zero. In Section 3, we consider the case of a circular geometry to add some corrections accounting for the curvature effects. In Section 4, we use an heuristic procedure, introduced in (Kriegsmann et al., 1987) to write out radiation conditions on arbitrarily shaped surfaces, to extend the Incident wave
resulting GIBCs, especially new second-order and third-order ones, to a general scatterer. Section 5 is devoted to a rigorous justification of the introduced GIBCs. In particular, we prove an error bound for the approximation of the exact problem by that involving the GIBC for an arbitrarily shaped scatterer. As a result, this gives a theoretical justification for the definition of the order of the GIBC. In Section 6, we report some numerical experiments to clearly demonstrate the accuracy and the robustness of the new GIBCs compared with the previous second-order ones. For a convex scatterer, it is well known that the scattered wave outside the scatterer can be well represented by an on-surface radiation condition (OSRC) set also on the interface separating the thin layer and the air (Kriegsmann et al., 1987; Jones, 1992) . Within its range of validity, the use of a GIBC is particularly advantageous since then the solution can be performed by solving a onedimensional differential problem set on the interface only. Some numerical tests bringing out the accuracy which can be reached are reported.
The scattering problem
Consider the scattering of a TE electromagnetic wave by a perfectly conducting obstacle coated by a thin dielectric layer as shown in Fig. 1 .
The whole scatterer is represented by a bounded domain Ω + of the plane with a smooth boundary Γ ; n is the unit normal to Γ , outwardly directed to Ω + . We denote by Ω + h the dielectric layer of thickness h; Γ h bounds the perfectly conducting metal within Ω +
The wave propagates in the exterior of Ω + . The total electromagnetic wave is represented by the only non-zero component of the magnetic field denoted by u ± satisfying the following transmission problem:
where u inc is the incident wave and k is the wave number in the domain Ω − , the exterior of the scatterer. The refractive index and the relative permittivity of the dielectric shell are respectively denoted by n and ε, with ε = n 2 . For the sake of conciseness, we assume that the permeability µ is equal to 1. However, all the study remains valid if not. Solving problem (1) directly, by a BEM for instance, may give rise to some numerical instabilities (Bartoli, 2000; Bartoli & Bendali, 2001) . Instead, the solution procedure can be handled by considering an effective boundary condition on Γ incorporating the effect of the thin dielectric layer.
Effective boundary condition solution
The main idea is to set the transmission problem as a scattering problem in only the exterior domain Ω − using a non-overlapping domain decomposition procedure. The main steps are outlined below.
Given a sufficiently smooth ϕ defined on Γ , let u + be the solution to the following boundary-value problem (at least when k 2 n 2 is not an eigenvalue of the underlying homogeneous problem)
This defines a functional operator Z on Γ by ∂ n u + = Z ϕ. The operator Z is the exact impedance operator in the terminology of scattering problems in electromagnetism. It is also widely used in domain decomposition methods where it is called the Steklov-Poincaré operator (Boudendir & Bendali, 2000) . The exterior problem (1) can thus be formulated as follows:
The effects of the thin dielectric layer are now completely embodied by the impedance operator Z , which in return is non-explicit and non-local. As a result, the difficulty has been carried over the boundary condition on Γ . For a large thickness this approach is nothing else but a rewriting of the transmission problem. However, for a small thickness, the solution procedure can be greatly simplified and made more robust by approximating Z by a differential operator or by a rational combination of several ones. This approach has been introduced in (Engquist & Nédélec, 1993 ) from a suitable Taylor expansion and in (Bendali & Lemrabet, 1996) from an asymptotic analysis but only through an approximation of the solution u, not by approximating Z as it is done below. We start by considering a plane geometry for which an explicit expression for Z can be achieved.
When Ω − is convex, it is well known that the normal derivative ∂ n u − − ∂ n u inc can be approximated accurately by using an OSRC. Several works have been devoted to the derivation of such OSRCs (Kriegsmann et al., 1987; Jones & Kriegsmann, 1990; Teymur, 1996; Roxburgh, 1997; Antoine et al., 1999) . Even if higher-order OSRCs are available (Teymur, 1996) , we limit ourselves to second-order OSRCs which, being expressed in terms of differential operators of order two only, are much more amenable to use in the context of a finite element solution. The OSRC that will be used is derived in Antoine et al. (1999) and generalizes the second-order Bayliss-Turkel radiation condition
to an arbitrarily shaped boundary, where ∂ s is the partial derivative relative to the curvilinear abscissa increasing in the counterclockwise direction and κ is the (signed) curvature of Γ defined by ∂ s n = κτ and ∂ s x = τ for x on Γ . Observe that this condition is very close to the second-order one appearing in (Jones, 1992; Teymur, 1996) . In fact, as previously observed by many authors, for example, Roxburgh (1997) the second-order derivative ∂ 2 s κ of the curvature makes a negligible contribution. Hence, it will be ignored in the numerical implementation done in Section 6. Clearly, approximating the exact impedance operator Z by an approximate explicit and quasi-local one, after the elimination of the normal derivative, yields a differential system set on Γ .
The coated perfectly conducting plane
Derivation of GIBCs from the scattering of a plane wave
Consider the geometry depicted in Fig. 2 and assume that the incident field is the following plane wave:
The field in Ω − can be expressed as a superposition of the incident field and a reflected wave
and, as a result, is completely determined by the reflection coefficient (Bhattacharyya & Sengupta, 1991 )
where
The coefficient σ (Z ) can be viewed as the symbol of the operator Z in the context of a Fourier analysis. It is important to recall that approximating the symbol is more direct than the reflection coefficient in building effective impedance boundary conditions as h → 0. Indeed the approximation of the reflection coefficient is strictly equivalent to an approximation of the solution. Therefore, here, an approximation of the symbol directly gives an indication of the corresponding error in the solution through the resulting error in the reflection coefficient.
To write out a GIBC, the simplest idea is to approximate the symbol (8) by expanding it in a Taylor series. However, it is not at all obvious that the result will be the symbol of a differential operator. The crucial property leading to an approximation of σ (Z ) by a combination of differential operators lies in the following fact:
where w = knh f (θ ) is equivalent to h as h → 0. Furthermore, w tan w has an expansion in a series of even powers of w and w 2 = h 2 (−k 2 cos 2 θ + k 2 n 2 ) is the symbol of the differential operator h 2 (∂ 2 x + k 2 n 2 ). Approximating σ (Z ) at orders 0, 2 and 4 respectively yields the Neumann condition corresponding to a perfectly conducting obstacle
the Engquist-Nédélec first-order condition
and the condition involving a fourth-order differential operator which has been obtained in (Bendali & Lemrabet, 1996) :
We will detail below why the latter condition is not suitable for effective computations. However, since we are approximating the impedance operator instead of the solution, we have now a way to avoid the differential operator of fourth order while keeping that of the approximation of σ (Z ). For instance, we can use the following equivalent rational approximation of the symbol, which will be derived below:
the symbol σ (Z ) coincides with that of condition (12) up to order three in h. Going back from symbols to differential operators, really here pseudo-differential operators, this approximation yields the following GIBC:
As it has been introduced in (Lindman, 1975) for the first time, to deal with paraaxial approximations of the wave equation, the inverse operator Q −1 can be avoided by introducing an auxiliary unknown on Γ ,
Hence, even if it is not exactly a local boundary condition, that is, expressed by a differential operator, the resulting problem is a system involving differential operators only. This is why such a boundary condition can be called a quasi-local boundary condition (Bendali & Guillaume, 1999) . Some explanation is given below concerning the fact that condition (14) can be more advantageously used for actual computations. At this point, it seems to be completely unfounded to consider the following approximated symbol:
which coincides with the exact symbol (9) up to order two, exactly as does the symbol yielding condition (11), but which leads to the more difficult GIBC
We will see below, after adding some terms incorporating the effects of curvature, that the GIBC may be seen as an intermediate condition between the second and the third order one but with outstandingly better stability properties. Note that the derivatives have been fixed in such a way that the resulting operator is symmetric. This way to proceed not only leads to the more interesting form for the impedance operator relative to the effective numerical solving of the problem but also gives more accurate approximation of the exact operator in the general case as is established theoretically below. Before describing how to incorporate the curvature effects in the above quasi-local GIBC, we examine how the GIBCs approximate another type of special solutions for a plane geometry: the creeping waves, that is, waves which are guided by the surface.
Approximation of creeping modes
Two GIBCs can be compared simply by their order which generally indicates which one leads to the more accurate approximation. However, for a given order, several GIBCs can be designed. The capacity to approximate the creeping modes accurately can be used as an useful second criterion to determinate the most efficient condition.
2.2.1 Determination of the exact surface modes. An exact surface mode is a solution of the transmission problem, quickly decaying to zero along the direction normal to the boundary, in the following form:
The determination of the field now depends on three constants: β x is the constant of propagation along the direction of the x-axis, α y > 0 and the γ y characterize respectively the constant of attenuation in the vacuum and the constant of propagation in the thin layer along the y-axis. Expressing that u is a solution to the exact problem, we are led to the system
Eliminating β 2 x , we get
This system has several solutions. Each of them defines an exact surface mode and corresponds to the intersection of the circle α 2 y + γ 2 y = k 2 (n 2 − 1) and the curve α y = (γ y /ε) tan(γ y h). (19) is related to the Helmholtz equation and hence has to be satisfied whatever the GIBC. The second equation characterizes the impedance condition at hand. For instance, condition (11) yields
Determination of approximated surface modes. The first equation in
Setting x = γ y h, y = α y h and R = h 2 k 2 (n 2 − 1), we obtain the systems
respectively characterizing the exact and approximate modes. In the same way, the following system is associated with the quasi-local condition (14): For the quasi-local condition of order two (16), we obtain the system Table 1 illustrates the efficiency of the quasi-local conditions outstandingly well to approximate the surface waves compared to the second-order differential one. Concerning the two quasi-local conditions (14) and (16), a slightly better accuracy is obtained for the higher order.
In the next section, we correct the impedance boundary conditions obtained for a plane geometry to get a more accurate handling of the curvature effects.
Curvature effects
Impedance boundary conditions for a circular geometry
To incorporate the effects of curvature, we first consider a circular geometry. As for the plane, we can use a Fourier-Hankel series expansion to obtain an explicit expression for the impedance operator. The boundaries Γ and Γ h are respectively two circles of radius R and R − h. The scattering problem is now expressed through the following system:
where (r, θ) are the polar coordinates of the plane.
3.1.1 Determination of the exact operator. Since the exact impedance operator is defined in this case by
its determination can be easily obtained as follows. From the Fourier series expansion of ϕ
Z ϕ can be expressed in the same way as
with
J m and Y m being respectively the Bessel and the Neumann functions of order m. We have used the dimensionless parameters δ = knh and s = kn R which are respectively the thickness of the thin shell and the radius of the outer circle expressed, up to a factor 2π , in units of the dielectric wavelength. The objective is now to approximate this operator by a local or quasi-local one. The key point consists in using a Taylor series expansion for coefficients N m (δ) and ∆ m (δ) since δ is a small parameter.
3.1.2
The approximation process for a circular geometry. Expanding N m (δ) and ∆ m (δ):
we get an approximation for z m up to a term in δ 4 . Using the fact that explicit equations can be obtained for the derivatives 
and furthermore are, up to this multiplicative factor, polynomials in m 2 . Since the resulting expression can be simplified by ∆
m , z m admits the following asymptotic expansion, for instance at order three,
Neglecting terms in δ 4 , we directly get an approximation of z m by the symbol of a quasilocal operator. Symbols and operators are related by the following relationship:
The approximate operator involves both coefficients depending on the curvature and derivatives (1/R)∂ θ relative to the curvilinear abscissa on the outer circle. This operator also includes a fourth-order derivative corresponding to the symbol δ 3 m 4 /s 4 which must be avoided as previously explained. However, other approximations of the rational fraction can be considered all leading to an approximation of z m in O(δ 4 ). The most direct approach consists in writing a Taylor expansion relative to δ. Previous substitutions for the symbol yield the impedance operator relative to the GIBC of order three involving a fourth-order differential operator recalled below. To get lower orders, it is sufficient to drop terms in h 3 , in h 2 , etc., successively. Letting R → +∞ permits us to recover the differential GIBCs previously obtained for a plane geometry.
Extension to arbitrary geometry
3.2.1 An heuristic approach. To obtain boundary conditions for an arbitrary Γ , we apply the heuristic approach developed by Kriegsmann et al. (1987) to derive radiation conditions by analogy with available conditions for circles. The procedure is based simply on the following substitutions:
where s is the curvilinear abscissa, κ is the related curvature defined by ∂ s n = κτ , τ being the unit tangent to Γ obtained by rotating n by 1 2 π counterclockwise. As a result, we have at hand an approximation process which permits us to recover all the GIBCs already known, up to third order. The index attached to Z refers to the order of the Taylor expansion being used.
Neumann (zero-order) boundary condition:
First-order boundary condition of Engquist and Nédélec:
Second-order boundary condition of Engquist and Nédélec:
Third-order boundary condition of Bendali and Lemrabet:
At this point, we can give some explanations why the differential third-order condition is not suitable for actual numerical computations. First, even in the context of a finite element approximation, dealing with a differential operator of order four is a difficult task since it requires the matching of derivatives up to order one. Next, as detailed in (Bendali & Lemrabet, 1996) , a condition ensuring that the related boundary-value problem is well posed, assuming that ε is real, is given by the following coerciveness estimate: there exists a positive constant ζ such that
for all sufficiently smooth v. Observe that the coerciveness property holds for the secondorder boundary condition but not for the third-order one due to the wrong sign in front of the coefficient of the differential operator of order four.
In the next section, we use the above procedure to avoid the operator of order four in the third-order condition and to derive a non-local condition intermediate between a second-order and a third-order one much more numerically stable.
Non-local impedance boundary conditions
The construction of the approximation of the impedance operator follows two paths: its symbol has to approximate the exact one up to order three; m 4 must be avoided in the final expression for the symbol. The idea is to try to obtain a third-order condition as a correction to a second-order one (34)
Operators Z c , Z 1 and Z 2 are, once more, symmetrical second-order operators. In fact, adding operators Z (2) and Z c , the scattering problem now involves two auxiliary unknowns and has the following boundary condition:
Differential operators
are defined by their respective coefficients:
Because of the two auxiliary unknowns which it involves, this GIBC is not completely satisfactory. Our aim is now to reduce the number of auxiliary unknowns while keeping the order of the condition. In this way, we can drop a 2 and b 2 by modifying coefficient b 0 ; meanwhile, we can simplify Q 1 by removing terms in h 3 . As a result, we get
Now, only one auxiliary unknown is involved in the formulation of the boundary condition
To construct the non-local second-order condition, we first approximate exact symbol (30) up to order two in δ by
which directly leads to the new second-order impedance condition
where Z j = −∂ s a j ∂ s + b j and
Concerning the creeping modes, letting κ = 0 in conditions (42) and (43), we respectively get conditions (14) and (16) exactly.
Error estimates for the non-local boundary conditions
In this section, we are going to prove that the non-local boundary conditions (43) and (42) which, up to now, have been established by analogy only, are really GIBCs of respective orders two and three in the following meaning:
In estimate (45), c is a constant independent of the thickness h of the dielectric shell, u is the solution of problem (1) and u j is the solution obtained by solving problem (3) with a boundary condition instead of being expressed by the exact but non-explicit impedance operator. Index (2) refers to the solution with boundary condition (43) whereas (3) is related to (42). We have also defined
As usual (cf., for example, Taylor, 1996) , · ,Ω − R and · s,Γ denote the norms in Sobolev space H (Ω − R ) and H s (Γ ) respectively. To simplify the discussion, we assume that the dielectric does not absorb energy, that is, ε and n are positive constants. All the estimates and the results continue to hold without this assumption due to energy considerations. We focus mainly on the third-order condition and give the adaptations to be done to deal with the second-order one more briefly.
Functional setting and uniqueness of the solution
The first step is to set in a precise way the boundary-value problem related to the considered GIBC and to prove the uniqueness of its solution. Since here the pseudo-differential operator involved in GIBC (42) is of order two, the variational formulation of the boundaryvalue problem requires the following functional setting:
Endowed with its natural scalar product, V 1 (Ω − ) is a Hilbert space; cf., for example, Lemrabet (1987) . It is also well known; cf., for example, Wilcox (1975) that the solution of a scattering problem cannot be L 2 at infinity. So, the solution of the previous boundaryvalue problem has to be sought in the following Fréchet space:
As usual, D and D designate the spaces of distributions and of their test functions respectively. The boundary-value problem related to condition (42) can be stated then as follows:
PROPOSITION 5.1 Problem (46) has at most one solution.
Proof. First from (41), observe that a 1 is negative without any condition on h and b 1 > 0 for h small enough. Therefore, Z
−1
1 is a well-defined operator and the boundary condition can be seen as a pseudo-differential equation set in terms of an operator of order two. Usual regularity properties of elliptic boundary-value problems (Taylor, 1996) then yield that u, either related to the actual u inc or to u inc = 0, is a smooth function up to the boundary. Let u be related to a zero incident wave. Making use of the Green formula on Ω − R , setting w = Z −1 1 ∂ s u and integrating by parts on Γ , we arrive at
where S R := x ∈ R 2 ; |x| = R . Taking the imaginary part in the above relation, we directly get
Using a well-known argument in scattering theory; cf., for example, Wilcox (1975) , we readily get that u = 0.
REMARK 1 For the GIBC (43), the precise setting of the boundary-value problem is as follows:
The uniqueness for problem (47) is obtained in the same way as for problem (46) . Note that here the top-order part of the pseudo-differential operator is that of the Dirichlet-toNeumann operator, that is, ∂ n which is of order 1.
Reduction to a problem set in a bounded domain
Now, we are going to express formulation (46) equivalently in a truncated bounded domain Ω − 0 limited by Γ and by a closed smooth curve Σ enclosing the scatterer. As in (Bendali & Lemrabet, 1996) , where it is introduced, the Hilbert-space framework of the resulting formulation will be better suited to obtaining error estimate (45). Denoting by Ω − ∞ the unbounded domain limited by Σ , we can completely characterize the restriction of u to Ω − ∞ through the following Steklov-Poincaré operator (sometimes also called Dirichlet-to-Neumann operator) S k mapping H 1/2 (Σ ) into H −1/2 (Σ ). This operator is defined in an implicit way as follows
where n is the unit normal inwardly directed to Ω − ∞ . The operator S k has no coerciveness property. However, if S is the Steklov-Poincaré operator associated with the following coercive problem:
we get (cf. Bendali & Lemrabet, 1996) ∃γ > 0 :
where , is the duality pairing identifying H −1/2 (Σ ) with the dual of H 1/2 (Σ ). Making use of operator S k and of an obvious notation, we can clearly express problem (46) as follows:
Recall that the unit normal is inwardly directed to Ω − 0 on Γ and outwardly directed on Σ . A similar formulation can be done for the problem (47). The main advantage of formulation (52) concerns the direct way in which it can be furthermore expressed as a variational problem
with a({u, w}, {v, q}) :=
Here, a 0 , b 0 and a 1 , b 1 are the respective coefficients (41) of operators Z 0 and Z 1 , yielding the GIBC (42). In the same way, the problem (47) can be formulated equivalently using a slightly different functional framework:
In (56), the linear form L depends only on v and is given by (55) and
where now {(a j , b j )} j=2 j=1 refers to the respective coefficients (44) of operators Z 1 and Z 2 yielding the GIBC (43).
We assume for the moment that either problem (53) or problem (56) admits a solution.
Asymptotic expansion of the problem involving the GIBC
There are two key points to establish error estimates (45). At first, problem (46) is a consistent approximation to problem (1). This consistency is based on the fact that the asymptotic expansion of the solution to the two problems coincides up to the order of the GIBC. The second key point is simply a stability result permitting to prove an error estimate for the asymptotic expansion of the solution to the GIBC problem. We begin with the asymptotic expansion for problem (53). The first step is to write an asymptotic expansion of the bilinear form
where forms a ( j) , j = 0, 1, 2, 3, are independent of h
and a term giving the rest of the expansion
a 1 being the derivative ofã 1 relative to the curvilinear abscissa s. In all the subsequent estimates, c will denote a constant independent of h; c is not the same in all instances. We first expand the solution {u, w} of problem (53) formally in series of powers of h and identify the expansion coefficients
Using standard regularity results for elliptic boundary-value problems and the definition of the Steklov-Poincaré operator S k , we readily get that u ( j) , j = 0, 1, 2, 3, are in fact the restriction to Ω − 0 of the respective solutions of the following boundary-value problems:
These terms are exactly those related to the restriction of the solution to problem (1) to Ω − (Bendali & Lemrabet, 1996) . In particular, this expansion shows the importance in the derivation procedure of the GIBC of writing the boundary conditions in such a way that the resulting problem is symmetric.
REMARK 2 Proceeding in the same way for problem (56), we obtain that terms up to order two of its asymptotic expansion are given by u (0) , u (1) and u (2) . Now, since {u, w} is solution to problem (53) and w (2) and u (3) satisfy equations (66), . . . , (69), we readily obtain the following estimate by making use of regularity properties of solutions to elliptic boundary-value problems, integrating by parts on Γ and using uniform bounds (64) on the coefficients on the remainder bilinear form. There exists a constant c independent of h and of {v, q} ∈ V 1 (Ω
REMARK 3 In the same way, for the case of problem (56), the following estimate holds
We summarize these properties in the following proposition.
PROPOSITION 5.2 Let u ( j) , j = 0, 1, 2, 3, be the restriction to Ω − 0 of the respective terms in the asymptotic expansion of the solution to problem (1). Let w ( j) , j = 0, 1, 2, be the respective terms in the asymptotic expansion of part w of the solution to problem (53) related to the third-order non-local boundary condition. There exists a constant c independent of h and of {v, q}
withũ
Stability of the solution of the GIBC problem
When the form a(·, ·) is coercive with a constant independent of h, clearly estimate (79) directly yields error estimate (45). Two difficulties, however, arise when one considers such an argument for the present case. The form a(·, ·), even for a fixed h, is not directly coercive. It also involves some singular perturbation terms that prevent the possible coerciveness from being uniform relative to h at least in the space
We proceed as in (Bendali & Lemrabet, 1996) . We first identify all terms in bilinear form a(·, ·) yielding positivity and accordingly decompose the left-hand side of problem (53):
It is assumed that h is small enough for the coefficients a 1 and b 1 to be positive. Before addressing the stability of the solution, we first prove that problem (53) which yields an equivalent formulation of problem (46) Proof. Uniqueness has been already established in Proposition 5.1. Now, observe that on integrating by parts, we first get Re (a 0 ({u, w}, {ū,w}) 
for all {u, w} ∈ V 1 (Ω
Note that the constant γ is independent of h. Observing that the operator B acting from V 1 (Ω − 0 ) × H 1 (Γ ) into its dual associated to the form b(·, ·) is compact, the end of the proof is a straightforward consequence of the Fredholm alternative.
REMARK 4 Clearly, similar arguments yield the existence of a solution to problem (56).
To go on with the stability of the solution, we first deal with the case where the form
By weakening estimate (81), we directly obtain the following one:
for all {u, w}
As a result, we can write
Making use of the discrete Schwarz inequality, we are led directly to the following estimate:
where c is a constant independent of h. The problem is now to show that estimate (85) is not only valid for the form a 0 (·, ·) but also for the complete form a(·, ·). Towards this end, as in (Bendali & Lemrabet, 1996) , using coerciveness estimate (81), we can define the following operator
The operator T h describes a kind of compact perturbation of the form a 0 (·, ·) by b(·, ·). More precisely, this compactness property is embodied by the following lemma. The proof is immediate.
holds with a constant independent of h.
As a result, the left-hand side of (88) tends to 0 when lim h→0 u h = 0 only weakly in H 1 (Ω − 0 ). We can now prove the key lemma establishing the stability property.
LEMMA 5.2 There exists a constant γ > 0 independent of h such that
Proof. Assume that the lemma is false. Then, there exists a sequence {u h , w h } h>0 satisfying
Possibly passing to a subsequence, we can assume that
To simplify the notation, we set {z h ,
From Lemma 5.1 and (93), we deduce that h 1/2 ( u h 1,Γ + w h 0,Γ + h w h 1,Γ ) is bounded independently of h. Now making use of (92) and (93), and integrating by parts the term Γ ∂ s w h q dΓ = − Γ w h ∂ s q dΓ , we get that
which yields that
Since u is nothing other than the restriction to the solution of the following scattering problem:
to Ω − 0 , we have obviously that u = 0. Now, due to the particular form of the bilinear form a 0 (·, ·), making use of coerciveness estimate (83), we can write
Lemma 5.1 shows that the last term goes to 0 as h → 0, thus, contradicting assumption (90). This completes the proof of the lemma.
We can now prove the following stability result.
for all {v, q}
Then, there exists a constant c independent of h such that
Proof. From the very definition of T h , estimate (98) can also be read as follows:
Writing {z, p} := {ũ,w} + T hũ , we readily get that
It follows that
Lemma 5.2 directly yields the estimate.
Error estimates
We can now establish the announced estimate of the error between the solution u of problem (1) solved exactly and the approximation u 3 of this solution obtained by solving problem (3) with the non-local GIBC of order three.
THEOREM 5.1 There exists a constant c independent of h such that
Proof. Since z := u − u 3 satisfies the Helmholtz equation ∆z + k 2 z = 0 in Ω − as well as the radiation condition lim |x|→∞ |x| 1/2 (∂ | x|z(x) − ikz(x)) = 0, the integral representation of z reduces the estimate to the case when Ω
In (Bendali & Lemrabet, 1996) , it is established that Since, from Proposition 5.4, we immediately deduce that
the end of the proof is a direct consequence of the triangle inequality.
REMARK 5 Similarly, one can establish the following error estimate for the solution u 2 obtained by using the non-local impedance condition:
Numerical experiments for some canonical geometries
To complete this study, we compare the solutions obtained by using local condition (34) and the two non-local ones (43) and (42) for obstacles with respectively constant, varying and concentrated curvature. The numerical implementation has been done using a BEM method (see Bartoli & Bendali, 2001 for the details or Bendali, 1999 where the treatment of similar problems has been carried out).
The coated circle
We start with a simple geometry where the outer boundary is the unit circle. For this case, the bistatic radar cross-section (RCS) is exactly known from a Fourier-Hankel series expansion. Table 2 reports the relative errors in L 2 norm obtained when using the three considered GIBCs. Note that the solution of the various boundary-value problems is obtained in an exact way using a BEM. The accuracy is greatly improved using the third-order condition. We have also solved the same problem using parameters of Table 2 but in an approximate way only using OSRC (4). Recall that the advantage is then that the linear system to be solved has a sparse coefficients matrix much easier to form and to solve than for the BEM solution. The results have been disappointing with an error greater than 50 per cent for the three conditions. However, at an intermediate frequency, that is, for k = 1·5, even for a high contrast corresponding to ε = 100 and µ = 1, the approach yields a fair approximation of the exact solution as depicted in Fig. 3 and reported in Table 3 .
In Fig. 3 , we have also plotted the exact curve for h = 0 using a dashed line. Completely neglecting the effect of the thin shell clearly yields an incorrect result. 
The coated ellipse
First, we consider an ellipse having semi-axes a = 1 and b = 0·8. The reference curve is given by a direct computation using some matching meshes on the metal and at the boundary of the scatterer. We plot the RCSs for two different values of the parameter nkh.
The conclusions are similar to those for the circular case. When nkh is relatively small, the second-order and the third-order conditions are nearly identical as depicted in Fig. 4a . If nkh becomes larger, nkh = 0·7906 in Fig. 4b , the non-local conditions are required to get sufficient accuracy. Table 4 gives the relative error for each boundary condition when nkh = 0·7906.
The coated square
The scatterer is now a square of side c = 2; the other parameters are k = 3, h = 0·1 and ε = 2. Two plots for the RCS are given. In Fig. 5a , we compare the direct solution of the problem with that obtained by the quasi-local condition of order three. Note that here the curvature is concentrated at the vertices. In Fig. 5b , the same boundary condition is kept except that the curvature is set to zero everywhere on the boundary. This experiment brings out the contribution of wedges in the far-field calculation. Indeed, it is rather surprising that the quasi-local boundary condition produces a correct numerical value for this contribution, approximately of 20 dB. As a conclusion of these numerical experiments, it is clear that quasi-local GIBCs are generally efficient for solving the scattering problem of a perfectly conducting obstacle coated by a thin dielectric layer. In most cases, a better accuracy is given by the thirdorder boundary condition. The next section compares the stability properties of respective numerical solutions associated to a second-order GIBC written in terms of differential and quasi-local pseudo-differential operators.
Improving the stability
Overmeshing can seriously reduce the stability of the numerical schemes used for an effective solution when the impedance operator is approximated by a differential one. To illustrate this claim, we solve the earlier case of a square scatterer using the EngquistNédélec differential condition of order two and the quasi-local condition (42) of order three. Figures 6a to 6d give plots of the magnitude of the current for four different meshes. Figure 6a shows some small discrepancies relative to the second-order condition which become larger and larger when the number of points per wavelength increases to 80. These discrepancies also occur for the third-order condition for a mesh with 120 points per wavelength. The instability is a consequence of the fact that both conditions (34) and (42) are written in terms of a differential operator of order two, that is, an operator diminishing the regularity, by an order more than the normal derivative ∂ n u. The second-order GIBC (43) suppresses these instabilities as Fig. 7 clearly brings out.
Conclusion
A new powerful approach to building efficient impedance boundary conditions has been designed in the two-dimensional case. The construction results from an explicit handling of the impedance operator via its symbol. This determination is based on the application of ideas from domain decomposition methods. The resulting conditions are non-local because they involve rational expressions of differential operators. Some numerical experiments prove the ability of such quasi-local impedance conditions to take thin layer as well as curvature effects into account accurately. These quasi-local boundary conditions also yield accurate approximations of the creeping modes at the surface of the scatterer. Moreover, the stability of the approximation by a pseudo-differential operator relative to a refinement of the mesh, has been clearly demonstrated by numerical experiments. The same procedure can be extended to the three-dimensional case with two additional difficulties, namely the field is then vectorial and the curvature is a tensor operator. However, similar steps can be followed: determination of exact solutions for a plane geometry, a cylindrical surface involving only one direction of curvature and finally a sphere for which exact solutions are available in terms of spherical harmonics and Bessel functions. Nevertheless, it is clear that the derivation of GIBCs in this context is much more tedious.
