For any positive real number s, we study the scattering theory in a unified way for the fractional Schrödinger operators H = H 0 + V, where H 0 = (−∆) s 2 and the real-valued potential V satisfies short range condition. We prove the existence and asymptotic completeness of the wave operators W ± = s− lim t→±∞ e itH e −itH 0 , the discreteness and finite multiplicity of the non-zero pure point spectrum σ pp \ {0} of H, and the finite decay property of eigenfunctions. Our short range condition is sharp regarding the decay rate assumption on potential V in the known results so far for the fractional case, for example, a real-valued V ∈ L ∞ verifying
Introduction
Let s be any positive real number, and H 0 = (−∆) s 2 be defined through the Fourier symbol |ξ| s which is self-adjoint in L 2 (R n ) with domain H s and absolutely continuous spectrum. We consider the fractional Schrödinger operator H = H 0 + V, where V is a real-valued multiplication operator which will be called a short range potential. To formulate our results, we first introduce the subspace B of L 2 (R n ) defined by
where R 0 = 0, R j = 2 j−1 when j > 0, and X j = {x ∈ R n ; R j−1 < |x| < R j }. 
where the duality is given by the pairing v, u = R n vūdx. We note that the embedding S ֒→ B holds where S is the space of Schwartz functions, thus B * ֒→ S ′ where S ′ denotes the temperate distributions. Also note that B is not reflexive and S is not dense in B * , see [8, p. 228] . When s > 0, we define B * s to be the space of f ∈ S ′ such that (I − ∆) Note that B ֒→ L 2 ֒→ B * , a short range potential V also defines a compact multiplication operator from H s to L 2 , making the operator sum H = H 0 + V self-adjoint with domain H s . The current work concerns some classical aspects in scattering theory. Our first main result is the existence of wave operators. exist and are isometric. Therefore, the following intertwining property holds:
Let H ac and H sing respectively denote the absolutely continuous and singular continuous subspaces of L 2 (R n ) with respect to H. Our second main result is the following. (1.5)
Consequently, the scattering operator S = W * + W − is unitary.
Let σ pp denote the pure point spectrum of H, and J τ = (I − ∆) τ 2 for τ ∈ R. Our third main result regards the eigen properties of H. Theorem 1.4. σ pp \ {0} is discrete in R \ {0}. For λ ∈ σ pp \ {0}, the associated eigenspace is finite dimensional, and each eigenfunction u satisfies
In the well known case s = 2, the term short range physically means V decays fast enough to ensure that a quantum scattering system has locality in a large scale, for example, in regard to Theorem 1.3 that we concern, that e itH asymptotically behaves as the superposition of bound states ∈ H pp and a scattering state ∈ H ac is what experiments have indicated. Deciding spectrums and the asymptotic completeness are however not easy mathematical tasks, and over the years researchers have found the threshold of decay rate of V at the infinity to be the electric field |x| −1 . Besides Reed-Simon [14, 15] and the fruitful references therein for such developed topics, we only mention a few papers which are more relevant to our work. Among early efforts in the study of Schrödinger operators H = −∆ + V with short range potentials, the peak has been widely accepted to be the work [1] of S. Agmon, who proved that the compactness of the map
indicates the existence and asymptotic completeness of the wave operators, mainly by establishing the so-called limiting absorption principle:
where λ 0 > 0, σ > 1 2 and L 2,σ = { f ∈ L 2 ; (1 + | · |) σ f ∈ L 2 }. In an abstract point of view, since the spectral measure dE λ of H is crucial to understanding the dynamics of e itH , the importance of studying the resolvent of H near the real axis comes from the formal fact that
In particular, |V(x)| ≤ C(1 + |x|) −1−ǫ verifies Agmon's condition. Kiselev [11] has shown in dimension n = 1 that Agmon's result (regarding the decay assumption) is sharp for the absence of singular spectrum, and such assumption is closely related to condition σ > 1 2 in the limiting absorption principle (1.7) . Notice that a special case of (1.7) is H = H 0 where the singularity lies in the sphere {|ξ| 2 = λ}, in Agmon-Hörmander [2] , such idea was pushed to a more critical situation where L 2,σ → L 2,−σ (σ > 1 2 ) is replaced by B → B * by observing the sharp L 2 type Fourier restriction property F : B → L 2 (S n−1 ), while the short range scattering theory was correspondingly established in the Chapter XIV of Hörmander [8] . More recently Ionescu-Schlag [9] , inspired by the sharp L p Fourier restriction property (i.e. Stein-Tomas restriction theorem) F : L 2n+2 n+3 (R n ) → L 2 (S n−1 ) (n > 1), as well as by an earlier effort Goldberg-Schlag [4] in three dimensions, extended such ideas and established the limiting absorption principle in more appropriate interpolation spaces, resulting in a remarkable enlargement of the perturbation class for −∆ including first order perturbations.
In fact, the technicalities in Agmon [1] already work for principle type differential operators. Moreover, Agmon-Hörmander [2] and Hörmander [8] have actually developed the short range scattering theory for the so-called simple characteristic operators, that is P(D) defined by a real polynomial P satisfying
where P (α) (ξ) = ∂ α P(ξ). A rough understanding of such condition is that, if we localize the Fourier symbol (P(ξ) − λ) −1 in a unit ball centered at any η ∈ R n , then (1.8) ensures that such localization has some uniform property moduli the strength of the translated P, i.e. the left hand side of (1.8) with P (α) (ξ) replaced by P (α) (η), while the restriction property F :
Notice that the translation of P(ξ) − λ generates a set of moduli polynomials that is precompact under the topology defined by strength, the localized resolvent estimates for P can thus be pieced up to gain resolvent estimate. The short range condition for a differential operator V(x, D) is defined by the compactness of the map
It turns out that the decay threshold for each coefficient of V(x, D) is also |x| −1 at the infinity (see [8, p. 246] ). In particular, such theory applies to P(D) = (−∆) m where m is any positive integer, and we note that in this case the B * P norm in (1.9) is equivalent to the B * 2m norm that we define in (1.2) (see Remark 4.2) . It is then natural to ask for the short range scattering theory of (−∆) s 2 when s > 0 is not an even number, and such study has already drawn some authors' attention, while understanding the dynamics of fractional Schrödinger equations is of physical importance, for example, √ −∆ + V is the relativistic Hamiltonian with mass 0. Just to mention a few, Giere [3] considered functions of −∆ and obtained asymptotic completeness based on semigroup difference method, which applies to (−∆) s 2 in the case 0 < s < 2 perturbed by potentials decaying at the rate (1 + |x|) −1−ǫ in dimension n > 2 + 2ǫ − s. Kitada [12] considered s ≥ 1 and obtained through eigenfunction expansion method that the asymptotic completeness for short range potentials verifying |V(x)| ≤ C(1 + |x|) −1−ǫ . ( [12] also obtained result for long range potentials.) There are also works specifically for √ −∆ and relevant pseudo differential operators, see e.g. [16] [17] [18] .
However, at the level of results, the above works in the fractional case still contain an ǫ in the decay assumption of V, unlike Agmon-Hörmander [2] , Hörmander [8] and Ionescu-Schlag [9] which have avoided such extra decay by considering better function spaces. Also, the range of order s is limited in these works.
The purpose of our work is to carry Agmon and Hörmander's approach to all fractional case s > 0 for (−∆) s 2 , and obtain a sharper short range condition that is comparable to the case of (−∆) m . A typical short range potential class by our Definition 1.1 is the collection of real-valued V ∈ L p loc satisfying (see Proposition 2.6)
where B(1) is the unit ball with center 0. In particular, a real-valued V satisfying
verifies our condition (1.10), for example ǫ j = 1/ j 1−ǫ for any 0 < ǫ < 1, which seems not included in any work for the fractional case to the authors' best knowledge. We will follow the framework in Hörmander [8] established for simple characteristic operators, however when s is not an even integer, there are two main difficulties.
First, the symbol |ξ| s of H 0 = (−∆) s 2 is not a polynomial. Notice that Agmon-Hörmander's theory for polynomial symbols P highly relies on the fact that P(D) is local, and on the simple characteristic condition (1.8) as well as the polynomial strength topology mentioned above, we have to find essential substitutions for such properties or concepts when considering H 0 , and there will be two main kinds of arguments relevant. In the analysis of detailed characterization for V to be short range in Section 2, we are indebted to the well known kernel estimate of the Bessel potential operator (I − ∆) − s 2 to substitute the locality property by some exponential decay tail estimate (see (2.7)), which will serve as an acceptable error in the boundedness and compactness discussions. In establishing the boundedness for boundary values (H 0 − λ ± i0) −1 of the free resolvent (i.e. limiting absorption principle in the free case) in Section 4 and Section 5, in order to piece up localized resolvent estimates, we use "ellipticity" of |ξ| s as already indicated in (1.2), rather than the strength in (1.8), to investigate compactness in some continuous type function spaces instead of under the polynomial strength topology which does not make sense anymore.
The second difficulty is the limited smoothness of the symbol |ξ| s at 0. Such a fact will be much relevant in Section 5 to the study of weighted version of the free resolvent estimates, which shall be used to prove the eigen properties of H = H 0 + V. As an interesting result, the eigenfunctions of H can only be shown to have finite decay as (1.6) indicates. On the other hand, however, for any simple characteristic operator P(D), every eigenfunction u of P(D) + V(x, D) with short range perturbation satisfies the rapid decay (see [8, Corollary 14.5.6] )
for all r > 0 and α ∈ N n 0 , which is way more stronger than (1.6). The Littlewood-Paley theory for inhomogeneous Lipschitz functions shall be used to treat the finite smoothness issue, due to which, the reason for (1.6) to hold is (see Section 6) 12) where u in priori is only assumed to be an eigenfunction in B * s , and (1.12) really lies at a clutch for us to show the genuine L 2 eigen properties of H.
The rest of this paper is organized as follows. In Section 2, we give equivalent conditions for a multiplication operator V to be bounded and compact from B * s to B. In Section 3, we give the proof of Theorem 1.2, where potential V is not necessarily required to be short range, see Remark 3.1. In Section 4, we study the behavior of the free resolvent R 0 (z) = (H 0 − z) −1 near the real axis except 0 from above and below, whose boundary values R 0 (λ ± i0) shall be realized as bounded operators from B to B * s . In Section 5, we study the weighted estimates for R 0 (λ ± i0) acting on functions whose Fourier transform vanish on the sphere {|ξ| s = λ}, which will be used to study the eigen properties of H, and Littlewood-Paley theory is used to handle the non-smoothness of |ξ| s . In Section 6, we study a set Λ ⊂ R \ {0}, which will be shown discrete and a subset of the non-zero pure point spectrum σ pp \ {0} of H, while the associated eigenfunctions in a special form are proved to have finite regularity and finite decay. In Section 7, we construct distorted Fourier transforms to prove Theorem 1.3, where the discreteness of Λ proved in Section 6 is crucial for the construction, and we will see after the proof of Theorem 1.3 that actually Λ = σ pp \ {0} holds. In Section 8, we prove Theorem 1.4 by applying the Fredholm theory in an appropriate space to claim that all eigenfunctions have the special form considered in Section 6.
The notations that we shall frequently use are the followings. Let F f (ξ) =f (ξ) = R n e −iξ·x f (x)dx denote the Fourier transform of f . We use χ j to denote the characteristic function of X j defined in (1.1). LetX
we useχ j to denote the characteristic function of the interior ofX j . For any τ ∈ R, let ·
to denote the duality pairing whenever f ∈ B * , g ∈ B or f, g ∈ L 2 . Let R + , N + be the positive real numbers and positive integers, C + = {z ∈ C; Im z ≥ 0} and similarly define C − . We also use B(r) to denote an open ball with radius r and center 0.
Multiplication Operators from B * s to B
In this section, we explore the equivalent conditions for V to define a bounded and a compact multiplication operator respectively from B * s to B, by analyzing its local behavior on each annulus X j , and the main results are Theorem 2.3 and Theorem 2.5. First recall that when s > 0, the kernel G s = F −1 ( · −s ) of the Bessel potential operator J −s satisfies (see e.g. [5] ) for some a, C > 0 that
(2.1) 
Proof. If k − j ≥ 2, x ∈ X j and y ∈ X k , then we have x − y ∈X k , thus by (2.1) that
Notice that
2) then holds when k − j ≥ 2, and the other case is parallel.
Proof. The fact that that J −s maps B * to L 2 loc follows from the proof. First notice that
k holds in (2.4) obviously. Now it suffices to consider the proof of
On the other hand,
Thus (2.5) holds.
We now characterize the boundedness of multiplication operators from B * s to B. 
loc by Corollary 2.2, and the right hand side is obviously finite.
Proof of Theorem 2.3. Let T j = χ j V J −s for notation convention.
For the necessity, we first show the existence of c 1 , c 2 and M j for (2.7). Write
We first have
. Thus c 1 , c 2 , M j exist. Now we fix c 1 = c 2 and c 2 = c 4 above, and let M j be the least possible number for (2.7) to hold. Take f j ∈ B * such that
and therefore
Consider a part of the left hand side of (2.10),
where we have used (2.9) in the last inequality. Now by Lemma 2.1 and (2.9), we have
(2.12)
We also have by (2.9) that
<∞.
(2.13)
Combining (2.11), (2.12) and (2.13), we know that
Similarly consider F = j≥0 R 1 2
3 j+lχ 3 j+l f 3 j+l , l = 1, 2, we obtain (2.8). For the sufficiency, if u ∈ B * s , we set f = J s u ∈ B * , then by (2.7),
(2.14)
Further, by Cauchy-Schwarz inequality it is easy to see that
Then by (2.8), we know from (2.14) and (2.15) that V defines a bounded multiplication operator from B * s to B.
Next, we give a characterization of the compactness for multiplication operators from B * s to B. Theorem 2.5. Suppose s > 0, and V defines a bounded multiplication operator from B * s to B. Then the operator V is compact, if and only if for any compact K ⊂ R n , the set
Proof. The necessity is obvious. For the sufficiency, let
, then we may write for any k that
(2.17)
First by (2.7), (2.15 ) and that fact that supp
we then know by (2.8) that
For the second term on the right hand side of (2.17), notice that j ≤ k impliesX j ∩ supp (1 − φ k+2 ) = ∅, we then use (2.7) again to obtain
For the last term VU k,l on the right hand side of (2
By the assumption on (2.16), {VU k,l } l≥1 has an L 2 convergent subsequence for any fixed k. We may just assume {VU k,l } l≥1 is L 2 convergent for every k by taking the diagonal, and since VU k,l is supported in B(R k ) for all l, {VU k,l } l≥1 is also B convergent for every k. Now {Vu l } l≥1 is a Cauchy sequence in B by the uniform smallness (2.19) and (2.20) , which completes the proof. Now we can verify the sufficient condition (1.10) mentioned in the Introduction. Proof. Let M j = sup y∈X j V(· + y) L p (B(1)) . We first prove the boundedness of V in the view of Theorem 2.3, by showing the existence of C, c 1 , c 2 > 0 such that
In the sequel, we always assume k, k ′ ∈ Z n / √ n, and take ϕ k to be the characteristic
For the first right hand side term of (2.22), denoted by q = 2p p−2 , (q = ∞ if p = 2,) we have by Hölder's inequality that
.
the Sobolev embedding J −s ∈ B(L 2 , L q ) shows that the last inequality of (2.23) is still true. Therefore
holds for the inclusion l 1 * l 2 ⊂ l 2 is bilinearly continuous.
For the second right hand side term of (2.22), 
{V N u l } l≥1 is also L 2 convergent for any fixed N. We assume K ⊂ X 1 ∪ · · · ∪ X J , then an argument similar to the boundedness part above shows that
is an L 2 Cauchy sequence, which completes the proof.
We end this section by a compact mapping property which will be used in Section 6. Proof. We may just assume J s u j B * ≤ 1 for all j. For any k
For the second statement, we may assume u = 0. By (2.7) and J s u j B * ≤ 1, it is easy to see for any K > 0 that
Also notice that Vu j → 0 in L 2 (X k ) for any fixed k, because if it does not hold, we can take a subsequence such that Vu j l L 2 (X k ) ≥ ǫ for some ǫ > 0, and that Vu j l → g in B by the compactness of V. However for any φ ∈ C ∞ c (X k ), we have Vφ ∈ L 2 (X k ) for V ∈ L 2 loc ; we also know that u j → 0 weakly in L 2 (X k ) by the assumption. Thus g, φ = lim l→∞ Vu j lφ dx = 0, i.e. g = 0 in X k , which is a contradiction. Now in the view of (2.8), we know from (2.27) that Vu j B → 0, and the proof is complete.
Existence of Wave Operators
We inherit the proof of [8, Theorem 14.4.6] for Theorem 1.2 in this section. Also see [6] .
Proof of Theorem 1.2. The existence, isometry and the intertwining property follow if we can show the existence in a dense subset of L 2 . By Cook's method (see e.g. [14, p. 20 
This is because of
and integration by part using the facts that ξ → x·ξ−t|ξ| s |x|+|t| has uniformly bounded derivatives in suppû, and has gradient uniformly bounded from below there. Now take ϕ ∈ C ∞ c such that ϕ(x) = 1 when r 2 < |x| < 2R and ϕ(x) = 0 when |x| < r 4 or |x| > 4R. Let
We may take integer m ≥ s 2 , and use (3.2) together with Leibniz' formula to deduce
For u 2 t , we have r|t|/4 < |x| < 4R|t| in supp u 2 t , then in the view of (2.7), we have
By taking integer m ≥ s 2 and using Leibniz' formula, we also know fromû ∈ C ∞ c that
We have now proved (3.1), and the proof is complete.
Remark 3.1. In the proof of Theorem 1.2, we never use the assumption that V is compact. In fact, if a real-valued V defines a bounded multiplication operator from B * s to B, and H 0 + V with domain H s is essentially self-adjoint, then Theorem 1.2 holds for the closure H of H 0 + V by exactly the same proof. We neglect criteria for such V, for it is a somehow different topic.
Free Resolvent Estimates: I
For z ∈ C \ R, let R 0 (z) = (H 0 − z) −1 denote the usual L 2 resolvent of H 0 , which is also defined via the Fourier multiplier (|ξ| s − z) −1 . This section studies the behavior of R 0 (z) when Im z → ±0, and the main result is Theorem 4.7. Before getting start, we recall two gadgets that will be used in this and the next section. The first one is a Fourier multiplier theorem in B. 
where r(D)u = F −1 (rû). 
The second one shall be used to piece up localized estimates of the free resolvent. 
Now we start by a localized resolvent estimate for real valued functions. Then for f ∈ B, the maps
can be uniquely defined as a weak* continuous function, (i.e. C ± ∋ z → u z , v ∈ C are continuous for every v ∈ B,) satisfying
where C > 0 is uniform in the above p.
Before proceeding, it is necessary to further clarify the definition of u z in (4.5). Recall the fact that if p ∈ C 2 is real-valued and 0 is not a critical value of p, (i.e. p = 0 ⇒ ∇p 0,) then
exist as first order distributions. Thus by assumption (4.4), the maps (4.5) are well defined for f ∈ S when z ∈ C \ R, which in [8] , through an argument of partition of unity, were shown continuous as S ′ -valued functions satisfying (4.6) and can be uniquely extended to C ± . Since S is dense in B, such extensions are also well defined for f ∈ B as B * -valued weak* continuous functions satisfying (4.6).
Lemma 4.5. Let X ⊂ R n be bounded and open, φ ∈ C ∞ c (X), and Q 0 ∈ C(X; R). For some ǫ > 0, denoted by K 1 = {ξ ∈ X; |Q 0 (ξ)| < 4ǫ} ∩ supp φ, we assume that Q 0 ∈ C 2 (K 1 ) and ∇Q 0 0 holds in K 1 . Then there exist δ 0 , C > 0, such that when Q ∈ C(X; R) ∩ C 2 
Proof. By the assumption, we first note that 0 is not a critical value of Q 0 in supp φ. This will lead to the fact that 0 is not a critical value of Q − ζ in supp φ as long as |ζ| is small and (4.7) holds, as we will show in the following.
Take h ∈ C ∞ c (R) such that h(s) = 1 when |s| < 3ǫ and h(s) = 0 when s > 4ǫ, we may
(4.9)
Obviously supp φ 1 ⊂ K 1 , and we may assume
By Lemma 4.4, we obtain
On the other hand, when ξ ∈ supp φ 2 ⊂ K 2 , we have |Q 0 (ξ)| ≥ 3ǫ. Thus when |ζ| < δ 0 ≤ ǫ and Q − Q 0 C(K 2 ) < δ 0 , we have |Q − ζ| ≥ ǫ in supp φ 2 , and consequently
which completes the proof.
Then there exist δ 0 , C > 0 such that
Proof. As in the proof of Lemma 4.5, we will show through the following details that when z 0 0 and |ζ| is small, 0 is not a critical value of Q − ζ in supp φ.
First consider the set of functions A = {Q η ; |η| > 2}. Obviously A ⊂ C ∞ (B(1) ). Let A be the closure of A in C 2 (B(1)) and suppose Q ∈ A. If Q = Q η for some η with |η| ≥ 2, we have
If Q = lim j→∞ Q η j in C 2 (B(1)) for some η j → ∞, by the inequality
we know for all j that
and obtain by sending j to ∞ that
which also holds in the previous case. Therefore Q satisfies the condition of Q 0 in Lemma 4.5. On the other hand, one checks by the Arzelà-Ascoli theorem that A is compact in C 2 (B(1) ). Now we know (4.11) is true for |η| > 2 if we employ a finite covering argument for A with respect to the C 2 topology by using Lemma 4.5.
Next consider B = {Q η ; |η| ≤ 2}. If z 0 > 0, we take ǫ = z 0 8 η s , then |Q η (ξ)| < 4ǫ implies |ξ + η| s > z 0 2 . Therefore Q η ∈ C 2 (K 1 ) where K 1 is defined in Lemma 4.5 with Q 0 replaced by Q η , and
which is also true if z 0 > 0 for Q η never vanishes. Now we can apply Lemma 4.5 with Q 0 replaced by Q η . For δ 0 obtained Lemma 4.5, by the boundedness of ξ and η, it is easy to see that there exists δ > 0 such that |η ′ − η| < δ implies
Thus a finite covering argument for {η ∈ R n ; |η| ≤ 2} shows that (4.11) is also true for B. Now the proof is complete.
It is clear that if λ ∈ R \ {0}, λ is not a critical value of |ξ| s which is C ∞ near {|ξ| s = λ}, thus by Lemma 4.4, R 0 (λ ± i0) f is well defined at least whenf ∈ C ∞ c , and now we are about to prove the main result of this section. Theorem 4.7. Let K be a closed subset of C + or C − such that 0 K and Re K is bounded.
Moreover, the maps
can be uniquely extended for f ∈ B as B * -valued weak* continuous functions. In particular, R 0 (z) maps B into B * s .
Proof. Similar to the argument after Lemma 4.4, the maps in (4.14) are S ′ -valued continuous functions iff ∈ C ∞ c , thus the second statement comes from (4.13) and the fact that
, and apply Lemma 4.6 with ζ = z−z 0 η s to have
for some ǫ > 0. If we take φ 0 ∈ C ∞ c (B( 1 2 )) with φ 0 L 2 > 0, and replace the abovef with φ 0 r(· + η)f (· + η) where f ∈ F −1 C ∞ c , we have φ 0 r(· + η)f (· + η) ∈ F B by Lemma 4.1 with the assumption r ∈ C 1 , and then for η ∈ R n that
where in the second line we have used Lemma 4.1 with the assumption (4.12). One checks that
we thus use Lemma 4.1 again to obtain
Squaring both sides of (4.15) and integrating on R n with respect to η, (4.13) when z ∈ C ± and |z − z 0 | < ǫ is then a consequence of (4.2) and (4.3).
Now we can apply a finite covering to K ∩ R in a C + -or C − -neighborhood, and obtain (4.13) when |Im z| < M for some M > 0. The rest when |Im z| ≥ M is a result of the trivial estimate
and embeddings B ֒→ L 2 ֒→ B * . The proof of (4.13) is now complete.
Free Resolvent Estimates: II
The main result of this section is Theorem 5.5, and a use of Littlewood-Paley theory in Lemma 5.3 is crucial. We shall establish weighted versions of results in Section 4 for the free resolvents R 0 (λ ± i0) acting on f ∈ B withf = 0 on {p(ξ) = λ}, where such trace is actually well defined by the following lemma as mentioned in the Introduction. whereμ(·) = µ(| · |), µ is any C 1 non-decreasing function satisfying (5.4) and C > 0 is independent of p, λ, µ and f .
Before introducing the analogue of Lemma 4.5, we recall the Littlewood-Paley characterization of inhomogeneous Lipschitz space Λ γ (R n ) where γ ∈ R + (see [5, Section 1.4] ). Let Φ ∈ C ∞ c be non-negative, supported in {ξ ∈ R n ; 6 7 ≤ |ξ| ≤ 2}, and equal to 1 on {ξ ∈ R n ; 1 ≤ |ξ| ≤ 12 7 
where Λ γ (R n ) consists of all continuous functions f satisfying 8) and here D h is the difference operator at length h.
, and Q 0 ∈ C(X; R). For some ǫ > 0, let K 1 , K 2 be defined in Lemma 4.5, and φ 2 be defined in (4.9) . We assume that Q 0 ∈ C 2+N (K 1 ) with ∇Q 0 0 on K 1 , and φ 2 Q 0 ∈ Λ s . Then there exist δ 0 , C > 0, such that when Q ∈ C(X; R) ∩ C 2+N (K 1 ) satisfies
whereμ(·) = µ(| · |) and µ is any C 1 non-decreasing function satisfying
We note that by Lemma 5.2,
is well defined, and of course we will show that this is true for Q if δ 0 is small by the same reason.
Proof of Lemma 5.3. As in the proof of Lemma 4.5, with φ = φ 1 +φ 2 , we first use Lemma 5.2 instead of Lemma 4.4 to obtain for sufficiently small δ 0 that
On the other hand, when |λ| < δ 0 ≤ ǫ and ξ ∈ supp φ 2 ⊂ K 2 , we have |Q(ξ) − λ| ≥ ǫ, and therefore
Now we are left to show μu B * ≤ C μ f B , (5.13) where u = F −1 ((Q − λ) −1 φ 2f ), by using (5.12).
If x ∈ X j and y ∈ X k , we have
and thus
We shall use (5.7) and (5.12) to treat (5.15), before which we may assume without loss of generality that µ(0) = 1, then (5.11) implies
First,
(5.16)
We also have Notice that the function |ξ| s locally belongs to Λ s for s > 0, Lemma 5.3 is then applicable in the following lemma.
Then there exist δ 0 , C > 0 such that when λ ∈ (−δ 0 , δ 0 ), η ∈ R n , and f ∈ B with φf = 0 on {ξ ∈ R n ; Q η (ξ) = λ}, we have
19)
whereμ(·) = µ(| · |) and µ is any C 1 non-decreasing function satisfying Then there exists C I > 0 such that when λ ∈ I and when f ∈ B withf = 0 on {ξ ∈ R n ; |ξ| s = λ}, we have
22) whereμ(·) = µ(| · |) and µ is any C 1 non-decreasing function satisfying
Proof. As in the proof of Theorem 4.7, we use Lemma 5.4 instead of Lemma 4.6 to obtain for all η ∈ R n that
For the rest, we use analogues of Lemma 4.1 and Lemma 4.3 associated with the weight µ, which requires the smoothness index [s] + 2 of r, to complete the proof. We refer to Theorem 14.1.7 and Corollary 14.1.8 in [8] for such analogues.
Remark 5.6. When s = 2m where m ∈ N + , the function |ξ| s is smooth and thus locally belongs to Λ N for any N > 0. In such case, s + 1 2 in the right hand side of (5.20) and of (5.23) can be replaced by any positive number. This could finally result in (1.11) that we mentioned earlier, but we neglect such discussion.
Discreteness of Partial Eigenvalues
This section is devoted to studying a special part Λ of σ pp , whose discreteness determines the proof of asymptotic completeness of W ± in the next section, and the main result is Proposition 6.5. We will end this section by showing
However, we will show at the end of Section 7 that they are actually equal.
For λ ∈ R \ {0}, the strategy to study the equation (H − λ)u = 0 in L 2 is to first consider a wider sense of solutions:
Notice that when s is not an even number, (−∆) s 2 does not act on all temperate distributions for the non-smoothness of its Fourier symbol, thus we actually interpret equation (6.2) in the sense that
and f = −Vu, whereφ ǫ is a smooth Fourier cutoff function avoiding an ǫ-ball centered at 0. In order to easier verify such limit, we are interested in the following definition. Definition 6.1. Let s > 0 and V be a short range potential. We define Λ be the set of λ ∈ R \ {0} such that the equation
has a non-trivial solution f ∈ B. Therefore, (6.3) even holds in the weak* topology of B * by dominated convergence.
We will first focus on the study of (6.5) rather than (6.3). Let p(ξ) = |ξ| s and λ ∈ R\{0}. Recall the formula (6.6) which holds in S ′ iff ∈ C ∞ c , since λ is not a critical point of p, which is smooth near supp δ(p − λ). (6.6) also holds when f ∈ B while both sides are in B * s by Theorem 4.7, and on the right hand side the fact that δ(p − λ)f can be interpreted as the L 2 trace on the surface comes from Lemma 5.1 and an obvious duality discussion. We first introduce a lemma for the inhomogeneous equation. Proof. See [8, Theorem 14.3.8] . We note that the reference is for differential operators, but its proof works well here under Theorem 4.7 and the comment after (6.6). Remark 6.4. If λ ∈ Λ and f ∈ B solves (6.4), since V is real-valued, Lemma 6.3 and Remark 6.2 then imply that f also solves
The main properties of Λ are indicated in the following. where the constant C remains bounded if λ stays in a bounded set. Consequently, Proof
Since V is real-valued, by Lemma 6.3 we have u = R 0 (λ + i0) f = R 0 (λ − i0) f , and thus thatf = 0 on {ξ ∈ R n ; |ξ| s = λ} in the view of (6.6). Set µ ǫ (t) = (1 + t) s+ 1 2 (1 + ǫt) −s− 1 2 for ǫ ∈ (0, 1), one checks that µ ǫ is an increasing function satisfying
Now we apply Theorem 5.5 with r(D) = J s and such weight function µ ǫ to the above f to obtain
whereμ ǫ (·) = µ ǫ (| · |), and C > 0 remains bounded if λ stays in a bounded set. We note that µ ǫ is a bounded function, thus the left hand side of (6.12) is finite, which makes absorption discussion reasonable. By (2.7),
Notice that (6.11) and µ ǫ (0)
We also have
Combining (6.11)-(6.15), we obtain for any integer J that
(6.16) By (2.8), we can fixed large J such that the second summation of (6.16) is absorbed into the left hand side. We note that such choice of J only depends on M j and λ, and the choice is uniform if λ stays in a bounded set. We therefore obtain
Sending ǫ to 0 proves (6.9), for (1 + | · |) s+ 1 2 is equivalent to · s+ 1 2 . It is easy to see that
10) is then proved, if we observe from (2.1) that · s−ǫ J −(s−s ′ ) · −(s−ǫ) is L 2 bounded, since its the integral kernel is dominated by the convolution kernel of a Bessel potential operator near the diagonal, and decays exponentially away from the diagonal. By Remark 6.2, the proof of (ii) is complete. the Kolmogorov-Riesz theorem (see e.g. [13] ) indicates that we can assume u j → u in L 2 up to subsequence. On the other hand, (6.17) and the fact that u j ∈ Dom(H) = H s imply Hu j = λ j u j , and since H is closed, we also have Hu = λu. We must have u = 0 for it is orthogonal to a bounded sequence of orthogonal eigenfunctions. Now Lemma 2.7 implies Vu j B → 0, we thus conclude by (4.13) and assumption λ ∈ R \ {0} that u j B * s = R 0 (λ j + i0)Vu j B * s → 0, which is a contradiction. The proof of (iii) is complete. Remark 6.6. Now (6.1) apparently holds for Λ is a part of the set of λ that Proposition 6.5 considers, which turn out to be genuine eigenvalues of H.
Asymptotic Completeness of W ±
Let {E λ } be the spectral family of H, and
The goal of this section is to prove Theorem 1.3, and the proof is in principle given in the Section 14.6 of Hörmander [8] . The plan is to consider the distorted Fourier transforms formally given by F ± = F (W ± ) * , and show that F ± are both scaled isometries from E c L 2 to L 2 . However, unlike many authors who defined the distorted Fourier transforms by constructing generalized eigenfunction expansion, Hörmander [8] considers F ± constructed on lower dimensional hypersurfaces using spectral calculus. In particular, such construction is tricky when considering the trace property Lemma 5.1 in a parameterized way. We shall supplement some details for such construction, especially in the proofs of Lemma 7.2 and Theorem 7.4. We note that such purpose is based on the discreteness of Λ proved in Proposition 6.5.
If z ∈ C \ R, let R(z) = (H − z) −1 denote the L 2 resolvent of H. We start by checking its boundary behavior when Im z → ±0 using the claims for R 0 (z) that we have established. Lemma 7.1. If z ∈ C ± \Λ and V is a short range potential, then (I + VR 0 (z)) −1 exists and is continuous in B. Moreover, the maps
are continuous if f ∈ B.
Proof. When Im z 0, for u ∈ B we have R 0 (z)u ∈ H s , and it is easy to deduce that 
holds by (7.5) and (7.6) . Now let g j λ = ∞ k=1 ψ k (λ)g j k,λ , then g j λ has the desired properties.
where C(λ) is locally bounded by (4.13). Thus for any compact K ⊂ R n \ ∪ λ∈Λ M λ and k > 0, we have
which implies thatĝ j |ξ| s (ξ) has almost everywhere convergence in R n up to subsequence, and we denote the almost everywhere limit to be F ± f (ξ). We note that (7.8) 
exists for almost every λ ∈ R \Λ, and it follows from (7.7) that
Now we know from (7.8) for any compact I ⊂ R \Λ that
which implies up to subsequence that, h j (λ) → 0 for almost every λ ∈ R \Λ, and thus h(λ) = 0 for almost every λ. Therefore, we can modify F ± f on a collection of M λ which form a set of measure 0 in R n , and the proof is complete. F ± f are called the distorted Fourier transforms of f ∈ B. From (7.4), we know that F ± has an extension supported onto E c L 2 .
Thus the maps f → F ± f can be extended for f ∈ L 2 satisfying (7.9), which vanish on E d L 2 and restrict to isometries E c L 2 → L 2 (dξ/(2π) n ). Moreover, we have the intertwining property
Proof. (7.9) follows from (7.4) and Lemma 7.2. For (7.10), we first consider f ∈ F −1 C ∞ c (R n \{0}). For any λ ∈ R\Λ, we have (H 0 −λ) f ∈ S and thus R 0 (λ±i0)(H 0 −λ) f = f by weak* continuity of R 0 and dominated convergence. It follows that
and this just means
is dense in H s and H is closed, (7.11) holds when f ∈ H s , which in the meanwhile shows that F ± f ∈ Dom(| · | s ). Now we can differentiate e −it|·| s F ± e itH f in t when f ∈ H s , and show that the derivative is 0, therefore (7.10) holds for H s is dense in L 2 .
Proof. We just show for the minus sign.
is infinitely differentiable in L 2 , and we can differentiate e itH e −itH 0 f to get
Since F − is L 2 continuous, we can use the intertwining property (7.10) and the fact that the integral in (7.12) is absolutely convergent in L 2 by (3.1), to deduce
Since λ ∈ R \Λ, by Lemma 7.2 and Lemma 5.1 we have (7.14) where C ′′ (λ) is locally bounded. Indeed, the fact that C(λ) is locally bounded rather comes from the proof of Lemma 5.1 in our specific case (see [2, remark of Theorem 2.1]); and we have used the local boundedness of (I + VR 0 (λ − i0)) −1 B→B in λ, which is due to Lemma 7.1 and the Banach-Steinhaus theorem. Now we can use Fubini's theorem to exchange the integrations and obtain
where the last line also comes from (7.14) , and F − (e ǫt+itλ iVe −itH 0 f )| M λ denotes the L 2 trace on M λ . For fixed λ, the second estimate of (7.14) implies that 0 −∞ e ǫt+itλ iVe −itH f dt is absolutely convergent in B; further, the map u → F − u| M λ is continuous from B to L 2 (M λ ). We thus conclude that We are ready to prove Theorem 1.3 now.
Proof of Theorem 1.3. Since H 0 is absolutely continuous, a general fact (see e.g. [10, p. 531] ) is that RanW ± ⊂ H ac . Now Theorem 7.3 and Theorem 7.4 indicate that E c L 2 = RanW ± , therefore E c L 2 ⊂ H ac also holds. On the other hand, by (iii) of Proposition 6.5, we know thatΛ is countable and thus E d L 2 ⊂ H pp , (7.15) the pure point subspace of L 2 with respect to H, which implies E c L 2 ⊃ H ac ⊕ H sing . We then must have (1.5).
By the proof of Theorem 1.3, it follows that E d L 2 = H pp , which combining with Remark 6.6 implies Λ = σ pp \ {0}. (7.16)
Decay and Regularity of Eigenfunctions
In this section, we will prove through Fredholm theory that actually every eigenfunction u of H associated with λ ∈ Λ = σ pp \ {0} has the form suggested by Remark 6.2, which thus proves the other part of Theorem 1.4. As indicated in Section 6, we shall study the equation (6.2), and the main result is Proposition 8.2. For λ ∈ R \ {0}, recall that M λ = {ξ ∈ R n ; |ξ| s = λ}. For the first term on the right hand side above, by the weak* continuity of C + ∋ z → R 0 (z)Vu ∈ B * and the fact that f ∈ B, we have
The second term on the right hand side of (8.3) is 0, sincef has trace 0 on M λ , and we can use Lemma 5.1 and (8.2) by taking S ∋ f j → f in B.
The main result of the section is the following. and here ·, · denotes the duality pairing between A * λ and A λ . Let f 1 , · · · , f r ∈ A λ be a basis of Ker(T ), and set u j = R 0 (λ + i0) f j ∈ B * s ⊂ B * ⊂ A * λ . (8.8) Now one checks that in the sense of (6.3),
which implies that u 1 , · · · , u r are linearly independent. When f ∈ A λ , u j , T f is then equal to the B * − B pairing (1.13) in the sense of isometry, which is 0 by Lemma 8.1, and we know from (8.6) and (8.7) that ⊥ Ran(T ) = span{u 1 , · · · , u r }. We also have u ∈ ⊥ Ran(T ) for the same reason, thus u is a linear combination of u 1 , · · · , u r and must satisfy the first equality of (8.5), where the second equality follows by the last statement of Lemma 6.3.
Finally, we are ready to illustrate the proof of Theorem 1.4.
Proof of Theorem 1.4. We first claim that if λ ∈ R \ {0} and A λ = {0}, then I + VR 0 (λ + i0) is invertible in B. Otherwise, take 0 f ∈ B such that f + VR 0 (λ + i0) f = 0, it is easy to see by Remark 6.2, Lemma 6.3 and (6.6) and that f ∈ A λ , which is a contradiction.
Therefore, if λ ∈ Λ then A λ {0} holds by definition, and if u ∈ H s satisfies Hu = λu, we know from (8.5) that Proposition 6.5 is applicable, (1.6) thus follows. The discreteness of σ pp \ {0} is implied by (7.16) and Proposition 6.5. The proof is complete.
