Abstract. We formulate and prove relative versions of several classical decompositions known in the theory of Chevalley groups over commutative rings. As an application we obtain upper estimates for the width of principal congruence subgroups in terms of several families of generators. Some of our results are new even in the absolute case and were previously studied only for groups over finite fields.
Dennis-Vaserstein decompositions. Then we apply these factorizations to the study of various bounded generation properties of Chevalley groups over rings.
Our first result is a relative version of the Gauss decomposition formulated in terms of the stable rank of the ideal I (see section 3 for the definition) Theorem 1. Let Φ be a root system, let I be an ideal of an arbitrary commutative ring R, and assume that sr(I) = 1. Then the relative elementary Chevalley group E(Φ, R, I) admits the following decomposition: E(Φ, R, I) = H(Φ, R, I) · U(Φ, I) · U(Φ − , I) · U(Φ, I).
In the special case when I is contained in the Jacobson radical of R, Theorem 1 boils down to [1, Proposition 2.3] . We also note that the absolute case (i. e. I = R) of the theorem was treated by the second named author in [17] .
The next main result is the relative Dennis-Vaserstein decomposition, which holds for a broader class of rings as compared to Theorem 1. The condition asr(I) ≤ d used in the statement of Theorem 2 is a relative version of the absolute stable range condition of D. Estes and J. Ohm, which depends only on the ideal I (see section 3.2).
Let G be an abstract group with a generating set X ⊂ G. We denote by W (G, X) the width of G with respect to X, i. e. the smallest natural number N such that every element of G is a product of at most N elements of X.
Our first application of the parabolic factorizations is the following theorem, which gives an upper bound on the width of E(Φ, R) in terms of Tits generators. Thus, it is a quantitative analogue of Proposition 1.1 and a relative analogue of the results of [22, 33, 34] . The first assertion of the above theorem is essentially a reformulation of a previously known result of O. Tavgen (see [23] , cf. [14] ), while for the second and the third assertion we give a direct proof. Compare Theorem 3 with a recent result of U. Hadad and D. W. Morris [8, Theorem 1.6] which asserts that W (SL(n, Z, I), Z(Π)) is finite for any ideal I ≤ Z and n ≥ 3.
Another application of the parabolic factorizations developed in the present paper is the subsystem factorization in terms of subgroups of type A 1 . The case of a finite field R = F was studied by M. Liebeck, N. Nikolov and A. Shalev in [11] . More precisely, for an untwisted Chevalley group it has been proved that G(Φ, F ) is a product of at most N = 5|Φ + | copies of SL(2, F ).
In [31] N. Vavilov and E. Kovach noted that the Bruhat decomposition immediately implies a bound of N = 3|Φ + | factors for an arbitrary field F . In fact, in the assumptions of Theorem 1 one can immediately obtain the decomposition of E(Φ, R, I) with 3|Φ + | factors of type A 1 . Our next result further extends this to an even larger class of rings (which, for example, includes the ideals of all Dedekind rings). 
Then the principal congruence subgroup G(Φ, R, I) can be presented as a product of at most N copies of its (regularly embedded) subgroups isomorphic to SL 2 (R, I).
Yet another application of the parabolic factorizations concerns the product decompositions of Chevalley groups formulated in terms of subgroups of type A ℓ of submaximal rank. Recall that in [15] It is classically known that over an arbitrary field F the group SL n+1 (F ), n ≥ 3 is a product of at most 4 subgroups of type SL(n, F ). On the other hand, one immediately obtains from Theorem 2 and surjective stability for linear K 1 -functor that SL n+1 (R, I) factors into a product of a most 5 subgroups of type SL n (R, I) for any ideal I satisfying sr(I) n − 1.
Applying Theorem 2 and proving a more accurate version of [15, Proposition 1] in the special case Φ = D ℓ , we obtain the following result. The rest of the article is organized as follows. In sections 2-3 we introduce the principal notation and prove some basic facts pertaining to Chevalley groups over rings and the stability conditions. In section 4 we construct various parabolic factorizations and thus prove Theorems 1, 2 and 4. Finally, we treat the bounded generation and the product decompositions separately in section 5, where Theorems 3 and 5 are proved.
Preliminaries
For any collection of subsets H 1 , . . . , H n of a group G we denote by H 1 . . . H n their Minkowski set-product, i. e. the set consisting of arbitrary products h 1 . . . h n of elements h i ∈ H i . In particular, the equality G = H 1 · . . . · H n means that every element g ∈ G can be presented as a product h 1 . . . h n , where h i ∈ H i for each i.
2.1. Root systems. Let Φ be a reduced irreducible root system of rank ℓ with a fixed basis of fundamental roots Π = {α 1 , . . . , α l }. We use the conventional numbering of basis vectors of Π which follows Bourbaki (see [16, Table 1] ). Denote by Φ + and Φ − the subsets of positive and negative roots with respect to Π. Let α max denote the maximal root of Φ. For a root α ∈ Φ we denote by m i (α) the i-th coefficient in the expansion of α with respect to Π, i. e.
A proper closed subset of roots S ⊆ Φ is called parabolic (resp. reductive, resp. special) if Φ = S ∪ −S (resp. S = −S, resp. S ∩ −S = ∅). Any parabolic subset S ⊆ Φ can be decomposed into the disjoint union of its reductive and special parts, i. e. S = Σ S ⊔ ∆ S , where
We denote by (α, β) the scalar product of roots and by α, β the integer 2(α, β)/(β, β). Let ̟ 1 , . . . , ̟ ℓ be the fundamental weights of Φ, i. e. vectors defined by ̟ i , α
2.2. Chevalley groups and their elementary subgroups. Our exposition of Chevalley groups is standard and follows [18, 19, 21, 26, 32] . We denote by G(Φ, R) the simplyconnected Chevalley group of type Φ over an arbitrary commutative ring R. For example, for each of the four classical series Φ = A ℓ , B ℓ , C ℓ , D ℓ the group G(Φ, R) equals SL(ℓ + 1, R), Spin(2ℓ + 1, R), Sp(2ℓ, R), Spin(2ℓ, R), respectively.
Notice that from the uniqueness theorem of M. Demazure (see [4, Corollaire 5.2] ) it follows that the exceptional isomorphisms of small-rank groups (which are well-known in the theory of groups over fields) remain valid for Chevalley groups over arbitrary commutative rings. In particular, there are isomorphisms of groups Spin(3,
Recall from [18, 32] that for α ∈ Φ, ξ ∈ R one can define certain elements x α (ξ) of G sc (Φ, R), called the elementary root unipotents. These elements satisfy the well-known Steinberg relations:
The indices i, j in the above formula range over all positive integers such that iα + jβ ∈ Φ. The integers N αβij are called the structure constants of the Chevalley group G(Φ, R) and depend only on Φ. We refer the reader to [32, §14] for basic properties of the structure constants.
For an additive subset I ⊆ R we denote by X α (I) the corresponding root subgroup of level I, i. e. the subgroup consisting of all elementary root unipotents x α (ξ), ξ ∈ I.
The subgroup E(Φ, R), generated by all X α (R), α ∈ Φ is called the elementary subgroup of the Chevalley group G sc (Φ, R).
For ε ∈ R * set w α (ε) = x α (ε)x −α (−ε −1 )x α (ε). If rk(Φ) 2 the following relation is a consequence of (2.1)-(2.2):
where η α,β = ±1. The coefficients η α,β can be expressed through the structure constants (see [32, §13] ). For a reductive subset ∆ ⊆ Φ denote by W (∆) the extended Weyl group, i. e. the subgroup of E(Φ, R) generated by all w α (1), α ∈ ∆.
Lemma 2.2. Let Φ be an irreducible root system and let I be an ideal of R.
(1) For every two roots α, β ∈ Φ of the same length there exists w ∈ W (Φ) such that
The elementary group E(Φ, R) is generated as an abstract group by the root subgroups
Proof. The first statement of the lemma follows from identity (2.3) and the well-known fact that the Weyl group W (Φ) acts transitively on the set of roots of the same length. The same argument combined with Lemma 2.1 also proves the third statement. Indeed, by our assumption all roots of the same length lying in Σ s have the same s-shape.
To prove the second assertion notice that the subgroup X α (R) | α ∈ Π ∪ −Π contains W (Φ) and therefore contains all other root subgroups X α (R), α ∈ Φ.
Define the semisimple root elements h α (ε), α ∈ Φ, ε ∈ R * as h α (ε) = w α (ε)w α (−1). The elements h α (ε) satisfy the following relations: * the subset of non-zero weights. Denote by V λ ≤ V the weight subspace, corresponding to λ ∈ Λ(π) and denote by m λ the dimension of V λ .
A representation π is called basic if for every pair of non-zero weights λ, µ ∈ Λ * (π) such that λ − µ ∈ Π one has σ α (λ) = µ for some α ∈ Φ. Obviously, this is equivalent to saying that W (Φ) acts transitively on Λ(π)
* . The irreducible representations of Chevalley groups used in the present paper form a sublist of [16, Table 2 ]. More specifically, all of them are fundamental (i. e. their highest weight is fundamental) and basic. We widely employ the technique of weight diagrams (see [16, § 2] ) to help visualize the structure of these representations. In the simplest case of a microweight representation π (i. e. π is basic and V 0 = 0) the weight diagram of (V, π) is just an undirected graph whose vertices are in the one-to-one correspondence with the elements of Λ(π). Two vertices λ, µ of the diagram are joined by a bond marked i if λ − µ = α i .
An immediate application of the weight diagrams is that they allow one to quickly read off the branching of a given basic representation with respect to a subsystem subgroup. If J is a subset of Π and ∆ is the subsystem of Φ spanned by J then the weight diagram of π restricted to G(∆, R) can be obtained from the weight diagram of π by simply removing all the bonds whose label i is such that α i ∈ J (cf. [16, § 2.7] ).
Recall that all nonzero weights of a basic representation have multiplicty one and the multiplicity m 0 of the zero weight subspace equals |∆(π)|, where ∆(π) = Λ(π) * ∩ Π (see [13, Lemma 2.1] ). For α ∈ Φ one can define certain elements e 0 (α) ∈ V 0 and α * ∈ V * 0 = Hom R (V 0 , R) and choose some set of vectors E * = {e λ } λ∈Λ * (π) in such a way that E π = E * ∪ {e 0 (α)} α∈∆(π) forms a basis of V in which the action of the elementary root unipotents x α (ξ) has a particularly simple description. If λ ∈ Λ(π)
The statement of the above lemma can be visualized using the weight diagrams, see [16, § 3.4] . Although it is possible to fix the signs in the statement of the above lemma, we make no attempt to do this and refer the reader to [30] .
Notice that the highest weight of the natural representations of the classical groups is ̟ 1 . It will be convenient for us to number the weights of these representations as in [18 For example, we write 1 instead of ̟ 1 , 2 instead of ̟ 1 − α 1 etc. Let λ 1 , λ 2 ∈ Λ(π) be a pair of weights of a representation π such that λ 1 − λ 2 ∈ Φ. It will be convenient for us to write
Relative Chevalley groups. Recall from the introduction that the elements
) as an abstract group.
Lemma 2.4 ([19, Corollary 3.3])
. Let Φ be a root system of rank 2, let R be a commutative ring and I R be its ideal.
Here I 2 denotes the ideal generated by the squares a 2 , where a ∈ I. Recall also that I 2 is generated by the products ab for all a, b ∈ I. Clearly, II 2 is generated by the elements of the form a 2 b for a, b ∈ I. For a special subset of roots Σ ⊆ Φ we denote by U(Σ, I) the subgroup spanned by all
) is a subgroup called a standard parabolic subgroup. The following two equalities will be referred to in the sequel as the Levi decomposition:
). When J = {α s } for some 1 ≤ s ≤ ℓ, we use the shorthand EP s (R, I) for EP {s} (R, I). When I = R, we also write EP J (R) instead of EP J (R, R).
Denote by H(Φ, R) the subgroup generated by all h α (ε), α ∈ Φ, ε ∈ R * , and set
Consider an element ε ∈ R * ∩ (1 + I), and rewrite it as ε = 1 + s, s ∈ I. The element h α (ε) can be expressed as
Note that (1 + s) −1 ∈ 1 + I and so all the factors lie in E(Φ, R, I). This shows, in particular, that H(Φ, R, I) E(Φ, R, I).
The following lemma is a relative version of the classical result sometimes called the Chevalley-Matsumoto decomposition. It can be deduced easily from the absolute statement (see [18, Theorem 1.3 
]).
Lemma 2.5. Let π be a basic fundamental representation of G sc (Φ, R) with the highest weight
2.5. K 1 -functor modeled on Chevalley groups. Recall that by a theorem of Taddei E(Φ, R) is a normal subgroup of G sc (Φ, R) provided Φ is an irreducible root system of rank 2 (see [21] ). Using standard relativization argument it is not hard to deduce from Taddei's result that E(Φ, R, I) is normal in G(Φ, R, I) under the same assumptions on Φ. This allows us to define the relative K 1 -group as K 1 (Φ, R, I) = G(Φ, R, I)/ E(Φ, R, I). When I = R, we write
In some cases it is known that K 1 (Φ, R, I) is trivial. For example, SK 1 (ℓ + 1, R) = K(A ℓ , R) = 1 for any ring of stable rank 1 (see section 3), and for other root systems some stronger assumption is required such as asr(R) = 1 or being semilocal. For any Euclidean ring K 1 (Φ, R, I) is trivial for every root system Φ.
Let k be a global field, S be a set of places of k, O S be the Dedekind ring of arithmetic type defined by S and I be an ideal of O S . Proposition 2.6. Let Φ be a root system of rank 2. Assume that the field k has a real embedding. Then
Proof. Follows from [3, Theorem 3.6] and [13, Corollary 4.5].
Stability conditions
In this section we define the stability conditions used in the statements of our decomposition theorems in section 4. First, we recall the notion of the stable rank of an ideal introduced by L. Vaserstein in [27, 28] . As we will be mainly concerned with applications to Chevalley groups, our exposition of the stable ranks is neccessarily limited to commutative rings. The main goal of subsection 3.2 is to define the relative version of the absolute stable rank condition, which generalizes the definition in [6, 12] . Finally, in the end of this section we state several technical lemmas describing the action of certain unipotent radicals on the unimodular columns under the assumption of a suitable stability condition.
3.1. Relative stable rank. Recall that a row a ∈ n R is called I-unimodular if it is congruent to (1, 0, . . . , 0) modulo I and its components a 1 , a 2 , . . . , a n generate R as an ideal. A column b ∈ R n is called I-unimodular if its transpose b t is an I-unimodular row. We denote the set of all I-unimodular rows (resp. columns) by Umd(n, I) (resp. Ums(n, I)). When I = R, we refer to the R-unimodular rows and columns as simply unimodular.
It is not hard to show that for an I-unimodular row a there exists an I-unimodular column b such that ab = 1 (see [27, § 2] ).
An I-unimodular row a = (a 1 , . . . , a n+1 ) is called stable if one can choose b 1 , . . . , b n ∈ I such that the row (a 1 + a n+1 b 1 , . . . , a n + a n+1 b n ) is also I-unimodular. We say that I satisfies the stable range condition SR n (I) if any I-unimodular row of length n+1 is stable. Vaserstein noted [28, Theorem 1] that SR n (I) implies SR m (I) for any m n. It is also clear that the condition SR n (I) does not depend on the choice of the ambient ring R. By definition, the stable rank of I (denoted sr(I)) is the smallest natural number n such that SR n (I) holds (we set sr(I) = ∞ if no such n exists).
The following proposition summarizes the basic properties of the stable rank.
Proposition 3.1. Let R be an arbitrary commutative unital ring and let I R be an ideal.
(1) For any ideal I ′ ⊆ I one has sr(I ′ ) sr(I), sr(I/I ′ ) sr(I); Proof. See [27, Theorem 2.3], [28] .
Example 3.2. Since the stable rank of a field equals 1, one can conclude from the previous proposition that sr(R) = 1 for any semilocal ring R. Other examples of rings of stable rank 1 are provided by the Boolean rings, the ring of all algebraic integers, the ring of entire functions, the disk-algebra, etc. For this and many other examples see [25] .
3.2.
Relativization of the absolute stable rank. For a row a = (a 1 , . . . , a n ) ∈ n R denote by J(a) the intersection of all maximal ideals of R containing a 1 , . . . , a n . It is easy to see that a row a ∈ R n is unimodular if and only if J(a) = R. Clearly, for any g ∈ GL(n, R) one has J(a · g) = J(a). Definition 3.3. We say that a row a = (a 1 , . . . , a n+1 ) ∈ n+1 I can be I-shortened, if there exist c 1 , . . . , c n ∈ I such that J(a 1 , . . . , a n+1 ) = J(a 1 + c 1 a n+1 , . . . , a n + c n a n+1 ).
Definition 3.4. We say that an ideal I satisfies the condition ASR n (I) if it satisfies SR n (I) and, moreover, any row a ∈ n+1 I can be I-shortened.
It is easy to see that ASR m (I) implies ASR n (I) for any n m. By definition, the absolute relative stable rank asr(I) is the smallest natural n such that ASR n (I) holds (again we set asr(I) = ∞ if no such n exists).
A priori our definition of ASR n (I) depends on R. Below we will see that in fact there is no such dependence. The following lemma is a relative version of [12, Lemma 8.2] .
Lemma 3.5. For a commutative ring R and an ideal I R the following statements are equivalent:
(1) Any row a ∈ n+1 I can be I-shortened;
Proof. Assume first that any row a ∈ n+1 I can be I-shortened. In particular, for a given I-unimodular row (b, a 1 , . . . , a n , d) ∈ Umd(n + 2, I) there exist c 1 , . . . , c n such that J(a 1 , . . . , a n+1 ) = J(a 1 + c 1 a n+1 , . . . , a n + c n a n+1 ).
Therefore (b, a 1 + c 1 d, . . . , a n + c n d) is also unimodular. Of course, for any b ′ ∈ J we could replace b with b + b ′ from the very start. To show the converse take an arbitrary row (a 1 , . . . , a n , d) ∈ n+1 I and consider the Iunimodular row (1, a 1 , . . . , a n , d) ∈ Umd(n + 2, I). By the hypothesis, there exist c 1 , . . . , c n ∈ I such that
is unimodular for any b ′ ∈ J. Assume that there exists a maximal ideal m R such that all a (a 1 , . . . , a n , d) . Obviously, the second statement of Lemma 3.5 does not depend on R, hence, as suggested by the notation, asr(I) is independent of R.
Let R be a commutative ring. We denote by Max(R) its maximum spectrum, i.e. the set of maximal ideals of R, equipped with the Zariski topology. For a topological space X denote by dim(X) its usual topological dimension. From the definition of asr(I) and [ There exist examples of rings for which the first inequality in the above formula is strict. More precisely, there are rings of stable rank 1 but of absolute stable rank 2, see [12] . On the other hand, [12, Theorem 1.3] shows that sr(R) = asr(R) for any principal ideal ring R. 
Proof. Straightforward computation shows that the assertion of lemma holds for the matrix a defined by 
Clearly, (v
). Now, applying the condition sr(I) ℓ − 1 once again, we find
+ is I-unimodular. Summarizing the above, we have found g ∈ EP ℓ (R, I) such that v (4) = g · v and the assertion of the lemma immediately follows from the Levi decomposition. 
Using the Levi decomposition we can write g ′ = h·y ·x·g for some y ∈ U(Σ − ℓ , I), x ∈ U(Σ + ℓ , I), h ∈ E(∆ ℓ , R, I). It is clear that x, y are the desired elements.
Relative parabolic factorizations
In this section we formulate and prove the relative versions of the decompositions from [18] , which will be the main technical tools throughout the next section. 
Then the ambient group E(Φ, R, I) admits the decomposition with the same number of factors:
Proof. Denote by Y the product of subgroups in the right-hand side of the above equality. To show that Y = E(Φ, R, I) it suffices to check that (1) Y is normalized by E(Φ, R), i. e. Y E(Φ,R) ⊆ Y ; (2) there exists a set X, generating E(Φ, R, I) as a normal subgroup of E(Φ, R) such that XY ⊆ Y . To prove the first assertion it suffices to show that Y xα(ξ) ⊆ Y for any α ∈ ±Π, ξ ∈ R. Fix a root α ∈ ±Π. Clearly, α ∈ ∆ i for i = 1 or for i = ℓ, and we can expand Y as follows:
). For every h ∈ H(Φ, R, I) one has for some s ∈ I
Therefore by the assumption of the theorem
Every root is a conjugate of some fundamental root under the action of W (Φ). Since E(Φ, R) contains the normalizer of the torus, the set X E(Φ,R) contains all the generators of the group E(Φ, I) = x α (ξ), α ∈ Φ, ξ ∈ I . Finally, the inclusion XY ⊆ Y follows from the fact that H(Φ, R, I) normalizes every root subgroup X α (I).
Proof of Theorem 1. In view of the above proposition it suffices to prove that the Gauss decomposition of length 3 holds for Φ = A 1 .
Let A = ( a b c d ) be an element of SL(2, R, I). The first column of A is I-unimodular, therefore there exists z ∈ I such that a + cz ∈ R * . Multiplying A on the left by x 12 (z), we get a matrix
with the invertible element a ′ in the top-left corner. After multiplying A ′ on the left by x 21 (−c/a ′ ) and on the right by x 12 (−b ′ /a ′ ) we get a diagonal matrix. Thus we have obtained the relative Gauss decomposition of A
where ε ∈ 1 + I and y ∈ I.
Relative Bass-Kolster decompositions. The next theorem is a relative version of the so-called Bass-Kolster decomposition (cf. [18, Theorem 2.1]).
Theorem 6. Let Φ be a classical root system of rank ℓ 2, let R be an arbitrary commutative ring and I be an ideal, satisfying one of the following assumptions:
Then the principal congruence subgroup G(Φ, R, I) admits the following relative version of the Bass-Kolster decomposition:
Proof. Let g be an element of G(Φ, R, I). Set v = g · v + ∈ Ums(n, I). Notice that in each case it suffices to find g
Indeed, set g
and the conclusion of the theorem follows from Lemma 2.5.
Case Φ = A ℓ , n = ℓ + 1. Since sr(I) ℓ, one can find a 1 , . . . , a ℓ ∈ I such that
Thus the vector 
We can find f 1 , f 2 , . . . , f −2 ∈ R such that f 1 v
Direct computation shows that the vector v
We can find
Denote by J I the ideal spanned by the components of v − . Since sr(I/J) ℓ, we can find c 1 , . . . , c ℓ ∈ I such that for It is easy to see that the proof of the above theorem is effective and gives an estimate of the total number of elementary root unipotents involved in the decomposition. ). An examination of the extended Dynkin diagram of D ℓ shows that g 2 either centralizes or normalizes all factors of the above decomposition (except the last one) and therefore can be moved to the right until it is consumed by G (∆ 1 , R, I ). On the other hand, g 1 is a product of at most 2ℓ − 3 elementary unipotents, while the width of U(Σ 
Then every element of G(Φ, R, I) can be decomposed into a product of one element of G( ±α ℓ , R, I) ∼ = SL(2, R, I) and at most N ′ elements of Z(Σ ℓ ):
Proof. The assertion can be obtained by iteratively applying (for a total of ℓ − 1 times) the decomposition of Theorem 6. The improved estimate for Φ = A ℓ (resp. C ℓ ) follows from the fact that it suffices to make only two (resp. three) additions to shorten the unimodular column in the first step of the proof of Theorem 6.
Proof of Theorem 4.
As in the proof of the above corollary one has to iteratively apply Theorem 6. To reduce the number of SL 2 -factors involved in the decompositoin one has to group into a single SL 2 -factor a pair of opposite root subgroups X α (I), X −α (I) (or Z ±α (I)) appearing on each of the 3 junctions between the positive and negative unipotent subgroups in the Bass-Kolster decomposition. Since a total of ℓ − 1 reductions are used, we get the estimate N ≤ N ′ − 3(ℓ − 1) + 1 and the assertion of Theorem 4 follows. In what follows, r and s are two distinct integers such that 1 r, s ℓ. From the Levi decomposition (2.7) it follows that the following four subsets of E(Φ, R, I) are equal:
Denote by N rs the submonoid of E(Φ, R), consisting of the elements which normalize the subset A rs , i. e.
Notice that for every i the group EP i (R, I) is normalized by EP i (R), hence a fortiori it is normalized by X α (R), α ∈ S 
Proof of Theorem 2.
Since the equality A rs = E(Φ, R, I) implies A sr = E(Φ, R, I), it suffices to consider only the following possibilities for Φ, s, r: Table 1 . List of the cases considered in the proof of Theorem 2.
Denote by L rs the set consisting of all the elements g ∈ E(Φ, R, I) such that g · A rs ⊆ A rs . It is easy to see that L rs contains EP r (R, I) and is normalized by N rs , i. e. L rs N rs ⊆ L rs . Indeed, for g ∈ N rs , h ∈ L rs one has
The first step of the proof is to show that N rs contains sufficiently many elements. This is accomplished in Lemma 4.6 below, where we invoke the stability conditions for the first time. We show that N rs contains the root subgroup X −α r (R), which together with Lemma 4.4 and Lemma 2.2.(ii) immediately implies that N rs contains the Levi subgroup E(∆ s , R) and hence the extended Weyl group W (∆ s ).
The next goal is to demonstrate the inclusion U(Σ + s , R) ⊆ N rs (which implies EP s (R) ⊆ N rs ). All the possibilities for Φ, s and r fall into one of the following three cases:
(1) Case m s (α max ) = 1 and Φ is simply laced. In this case all the roots of Σ + s have the same s-shape and length, hence the assertion follows from Lemma 2.2.(iii), (4.2) and the fact that we already have the inclusion X αs (R) ⊆ N rs . (2) Case Φ = B ℓ . Using the argument from the previous case, we get that N rs contains the subgroup generated by the root subgroups X α (R), where α varies over long roots of Σ + s . It remains to prove the inclusion X 1,0 (R) ⊂ N rs . Specializing identity (2.2), we get
Since X 2,0 (R) and X 1,−2 (R) are contained in N rs , the inclusion X 1,0 (R) ⊆ N rs follows. (3) Case Φ = C ℓ , F 4 . We settle these remaining cases in Lemma 4.7, where we invoke the stability conditions one more time. In fact, we prove a stronger result, namely that N rs contains X −α s (R) and, consequently, N rs = E(Φ, R). In view of Proposition 1.1 to prove the theorem it suffices to show that L rs contains the generating set Z(Σ (4.2) it follows that we only have to show that X ⊆ L rs .
The last inclusion follows from the same transitivity argument as above and the fact that X α (I) ⊆ EP r (R, I) ⊆ L rs for α ∈ ∆ r ∪ Σ r . For Φ = B ℓ one has to once again apply the Chevalley commutator formula (2.2):
Proof. The first two statements easily follow from the Chevalley commutator formula (2.2) while the third one is a formal consequence of the first two. Proof. Let π be the irreducible representation of G(Φ, R) with the highest weight ̟ s (see Table 1 ). Notice that ∆ r is an irreducible classical root system of type A ℓ , C ℓ or D ℓ . Denote by (π ′ , V ′ ) the irreducible component of the restriction of π to G(∆ r , R) that contains the highest weight vector v + of π. In all the cases under consideration, π ′ is isomorphic to the natural representation of G(∆, R). Set Γ = {λ ∈ Λ(π ′ ) | λ − α r ∈ Λ(π)}. The set Γ can be visualized using the weight diagrams in the following manner. After the removal of all bonds marked r the weight diagram of π splits into several connected components. The subset Λ(π ′ ) ⊆ Λ(π) corresponds to the component of the diagram that contains the vertex marked ̟ s . Clearly, Γ consists of the weights of Λ(π ′ ) incident to the removed bonds.
By a consideration of the weight diagrams (see [16] ) we determine the number of elements in Λ(π ′ ) and Γ (see Table 1 ). Consider the subset B ⊂ E(∆ r , R, I), consisting of all elements g such that (g · v + ) λ = 0 for all λ ∈ Γ. Set A := U(Φ + , I) · U(Φ − , I) · B · EP s (R, I). Let g be an element of E(∆ r , R, I). Applying Lemma 3.10 to the subsystem ∆ r , we find x ∈ U(∆ + r , I) and y ∈ U(∆ − r , I) such that yx · g ∈ B. Consequenty, this shows that A = A rs , indeed:
Notice that by the definition of Γ and Lemma 2.3 for any s ∈ I, g ∈ B one has x −αr (s)
which implies the following inclusion:
). Together with the third statement of Lemma 4.5 this shows that
, we obtain the assertion of the lemma. Indeed, Then one has X −αs (R) ⊆ N rs .
Proof. Consider the subset C ⊆ EP s (R, I), consisting of the elements satisfying the following condition:
• Case Φ = C ℓ . Matrix entries (g i,2 ), i = 2, . . . , ℓ form an I-unimodular column of height ℓ − 1.
• Case Φ = F 4 . Matrix entries (g λ,λ , . . . , g λ,λ−α 3 −α 2 −α 1 ), where λ = ̟ 4 − α 4 (see [16, Fig. 26] ), form an I-unimodular column of height 4.
By Lemma 3.8.(i) (in the case Φ = C ℓ ) or Corollary 3.9 (in the case Φ = F 4 ), applied to the subgroup G(∆ s , R, I), we find for every g ∈ EP s (R, I) an element x ∈ U(Σ + r ∩ ∆ s , I) such that xg ∈ C. Notice that one immediately gets the equality A rs = A ′ from this. Indeed, for g ∈ EP s (R, I) one has
By the very definition of C, for every g ∈ C one can choose y ∈ U(Σ + s ∩ ∆ r , I) such that (y · g) ̟s,̟s−αs = 0. Consequently, for every g ∈ C one has
) · yg. Notice that the matrix entry (yg) ̟s,̟s is invertible. From the choice of y it follows that for every ξ ∈ R the element g 1 := (yg)
x −αs (ξ) satisfies the assumptions of Lemma 2.5 and therefore can be rewritten as g 1 = uh for some u ∈ U(Σ − s , I), h ∈ EP 1 (R, I). Consequently, one has
as claimed. Proof. Take an element g ∈ E(Φ, R, I) and decompose it into g = u 1 hv 2 u 3 , where h ∈ H(Φ, R, I), see (2.8)) , and since the torus normalizes each of X α (I) (see formula (2.6)), we have a decomposition
and the estimate follows.
The following lemma is a corollary of Theorems 5.7 and 5.8 of [10] . 
Proof. Clearly, I is a principal ideal generated by some integer m ∈ Z not divisible by p. Let g be an element of SL(2, R, I). Write
Case 1: α β. Since p α−β a ⊥ bm 2 and p ⊥ bm 2 , there exist infinitely many rational primes q of the form p α−β a+ bm 2 k, such that p is a primitive root modulo q. We may assume that q is prime to b. Write
There exists u 1 such that
This means that
Now for g 3 = g 2 · z 12 (a 2 − ab, 1) we have that Case ℓ ≥ 5. Recall from [5, Table 9 ] that for odd (resp. even) ℓ all maximal subsystems of type A 1 + . . . + A 1 + D 3 (resp. A 1 + . . . + A 1 + D 4 ) are conjugate under the action of W (Φ). Consequently, we can find w ∈ W (Φ) such that w(β k ) = α 2k−1 for k < ⌊ℓ/2⌋ (resp. k < ⌊ℓ/2⌋−1). Now using transitivity of the action of W (D 3 ) on the roots (resp. by the same argument as in the case ℓ = 4) we can move the remaining root β ⌊ℓ/2⌋ (resp. the remaining 2 roots β ⌊ℓ/2⌋−1 , β ⌊ℓ/2⌋ ) to α ℓ−1 (resp. to α ℓ−3 , α ℓ−1 ) while fixing all the other β k .
The following lemma is an analogue of Proposition 1 of [15] . 
