The paper analyzes a two-factor credit risk model allowing to capture default and recovery rate variation, their mutual correlation, and dependence on various explanatory variables. At the same time, it allows computing analytically the unexpected credit loss. We propose and empirically implement estimation of the model based on aggregate and exposure level Moody's default and recovery data. The results confirm existence of significantly positive default and recovery rate correlation. We empirically compare the unexpected loss estimates based on the reduced two-factor model with Monte Carlo simulation results, and with the current regulatory formula outputs. The results show a very good performance of the proposed analytical formula which could feasibly replace the current regulatory formula.
Introduction
The goal of this paper is to study a viable alternative of the Basel II regulatory formula (see Basel, 2006 ). Such a formula should provide a sufficiently robust estimate of unexpected losses on a portfolio of banking credit exposures to be covered by capital. The capital requirement of a bank in the current Basel II Internal Rating Based (IRB) approach is calculated as the unexpected loss (UL) less the expected loss (EL)
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decomposed into the product of the unexpected default rate (UDR) less the expected default rate (PD), loss given default (LGD), and the exposure at default (EAD). The calculation is done on the level of each individual exposure, but the total should correspond to portfolio unexpected credit loss on the 99.9% probability level. The unexpected default rate (UDR) that is calculated as a regulatory function of PD, asset correlation ρ (set by the regulation 1 University of Economics in Prague, Winston Churchill Sq. 4, Prague 3, Czech Republic, E-mail: jiri.witzany@vse.cz This research has been supported by the Czech Science Foundation Grant P402/12/G097 "Dynamical Models in Economics"
depending on the asset class and PD). The formula is based on the assumption that the event of default is driven by a normally distributed variable. Moreover, the account level risk driving factor is decomposed into a single normally distributed systematic factor and into an independent normally distributed idiosyncratic factor (Vasicek, 1987) . While UDR is calculated by a relatively sophisticated model, the regulatory approach simplifies the analysis of the remaining two parameters just vaguely requiring that the estimates reflect downturn economic conditions and possible correlations with the rate of default (BCBS, 2005 ). This approach is not changed by the latest Basel III regulatory reform (BCBS, 2010). Consequently, if the LGD parameter does not reflect the systematic correlation with the default rate then the regulatory formula might significantly underestimate the potential unexpected losses.
Witzany (2011) estimates default, recovery and mutual default-recovery rate correlations based on a two-systematic-factor model. In this study, the recovery rate can have any parametric or nonparametric distribution. This generality makes the estimation procedure more difficult and the subsequent unexpected losses can be estimated using a Monte Carlo simulation only. In the presented study we will restrict ourselves to the two-systematic-factor model of Rosch and Scheule (2009) 
Two Systematic-Factor Default and Recovery Rate Model
We will focus on the model proposed by Rosch, Scheule (2009) . The model captures the event of default on exposure level driven by a set of known idiosyncratic, known systematic, and an unknown (latent) systematic factor. The recovery rates (and the complementary loss given default rates) are defined similarly with a different latent systematic factor. Specifically, the event of default of a receivable i is driven by the time t normally distributed "score"
where , 1 
In order to express the default rate conditional on the explanatory factors, but not on the latent systematic factor, we need the lemma that is formulated and proved in Appendix 1.
According to the lemma, in case of the conditional default rate (3) we can integrate:
Therefore, the expected default rate (PD) is ( ) 
Recovery Rate Model
Similarly, the recovery rate of a receivable i that has defaulted at time t is modeled as the 
Then, according to the lemma, the recovery rate conditional on the systematic factor is given by ( (6) in line with Rosch and Scheule (2009) . Next, integrating the systematic factor we obtain the expected recovery rate
Therefore, if we are given the expect loss given default (ELGD) parameter then
, and so
Given a probability level, eg 99.9% α =
, and the latent factor quantile 1 (1 )
express the stand-alone downturn LGD according to (6) and (7) as
However, it would be inconsistent to multiply the stand-alone stressed PD given by (4) and the stand-alone downturn LGD given by (7) . If the two systematic factors were uncorrelated then UDR should be multiplied by the expected LGD; if the systematic factors were perfectly correlated then the product of the stand-alone UDR and DLGD would be a correct choice; but if the correlation is somewhere in between then none of the approaches is correct.
Rosch and Scheule (2009) propose a correlation ρ between the two normally distributed systematic factors and define the stressed portfolio loss rate as the product of default rate and
LGD conditional only on the systematic default factor t
Let us assume that the systematic factors are bivariate normal with the correlation ρ , then t X can be written in the form Applying (7) and setting 1 ( )
we obtain the following relatively nice analytical
Consequently, the downturn loss rate (9) is given by an analytical formula with expected PD and LGD inputs, correlation parameters , , b ω ρ , and with the probability level parameter α which could serve as an improved regulatory formula:
Generally, the two factor model downturn loss rate 2-factor ( ) DLR α on the probability level α should be defined as the α -quantile of the loss rate
conditional on the two systematic factors , t t F X with a given a correlation structure. In this case, there is no analytical formula and we have to run a Monte Carlo simulation. We will empirically compare the one-factor downturn loss rate (12) and the empirical downturn loss rate based on the two-factor decomposition (13).
Estimation Methodology
In order to apply and analyze the two-factor model, we need to estimate the correlation parameters , , b ω ρ . The estimation may be based only on observed aggregate time dependent default rates and recovery rates as in Rosch, Scheule (2009). The explanatory factors can be only systematic or related to exposure pools on which the estimation is performed. However, in practice banks estimate PD and often even LGD on exposure level given all available exposure specific information. The unexpected risk is then relative to the information contained in the known explanatory factors in line with the models (2) and (5). Therefore, the estimation based only on aggregate numbers might overestimate the unexpected risk.
Aggregate PD-RR Model
Let us firstly assume that we are given aggregate time series: on a large pool of exposures where idiosyncratic factors diversify away we can assume that the observed default rates are realizations of (3) and the observed recovery rates are realizations of (6) . Therefore, 
or rather its logarithm ln L , where
The terms ( )
do not depend on the parameters to be estimated and can be taken out during the maximization. In order to make the estimation computationally efficient we maximize the log-likelihood ln L where the independent terms are taken out:
The maximization can be performed numerically and the parameter variance can be obtained from the inverse Fisher information matrix (Greene, 2003) . Alternatively, we may apply the Bayesian Markov Chain Monte Carlo (MCMC) simulation, specifically the MetropolisHastings random walk algorithm (see Appendix 2) . The advantage of the approach is that we obtain a full Bayesian distribution, and hence confidence intervals, of the estimated parameters.
Cross-Sectional PD-RR Model
As explained above, it is preferable to estimate the parameters given historical records of individual defaults and recovery rates in case of default. Moreover, the cross-sectional model differs from the aggregate model by allowing individual debtor information in the default and recovery rate drivers (2) and (5 
and ( ) it h rr is the probability density according to the model specification (5). That is
In order to estimate the parameters by MLE we firstly need to integrate out the latent systematic factors from the total conditional likelihood, i.e. To make the estimation efficient we work with the following modified log-likelihood function where we eliminate those components that do not depend on the variables estimated:
In fact, estimating the latent factors t f and t x we can work only with the part depending on t, etc.
Empirical Study
In order to estimate the parameters of the outlined aggregate and cross-sectional PD-LGD 
Aggregate Model
Regarding the aggregate model, Figure 1 shows the annual default rates calculated as the number of issuers that defaulted during a year divided by the number of all rated issuers at the beginning of the year according to DRS. Moreover, it shows the average recovery rate of all exposures that defaulted during that year. The two series are apparently visually negatively correlated, in particular since the mid-eighties. Complementarily, we expect the default rate -
LGD correlation to be positive. In order to deal with autocorrelation and external dependencies in the aggregate model (14) we use the lagged default rates ( Table 1 shows the estimation results based on 5000 MCMC iterations where we dropped the first 1000 iterations. Figure 2 and Figure 3 indicate a relatively good convergence of the estimation procedure for the two parameters b and ρ . The results in Table 1 show that the default rate series is (not surprisingly) strongly auto-correlated (the coefficient 1 γ ), the recovery rate series surprisingly does not show a significant autocorrelation (the coefficient 1 β ), and that the dependence of the default rates and LGDs on the US GDP growth is weak (coefficients 2 γ and 2 β ). The estimated default and LGD correlations (systematic factors' loading coefficients ω and b ) turn out to be relatively large (21.8% and 31.3%), positive, and significant with a low estimation error. The default -recovery rate correlation ρ mean estimate is as expected positive 49%, however, with a larger estimation error (15.8%), and being significant on the 5% probability level. 
Cross-sectional Model
In order to estimate the cross-sectional model (16) we had to select a random subsample from the set of all observations that can be obtained from the DRS database. By an observation we mean an exposure rated at the beginning of a year, with a default indicator at the end of the year, and an observed LGD value in case the default took place. Since there are more than 380 000 exposures, and each can be observed for several years, there are over 1 million of possible observations. However, the numerical MCMC procedure (implemented in Matlab) based on the likelihood function (18) takes hours already with 5 000 exposures in spite of the proposed efficiency improvements.
Similarly to default logistic regression function development practice, we have selected a random subsample of 5000 cases with 2500 defaults and 2500 non-defaults. The defaulted cases are given a larger weight in order to capture better the information on realized recovery rates. Regarding explanatory factors, we have used debt specific information given by the rating and seniority at the beginning of the observation period, lagged average default rate, lagged average recovery rate, and the lagged US GDP growth that was used again as a global macroeconomic indicator. The categorical rating and seniority information were translated into numerical variables using average default rates and realized LGDs based on the DRS database (see Figure 4 ) and transformed in both cases by the inverse normal cumulative
The estimations results shown in Table 2 
Unexpected loss Estimation
We are going to compare four different approaches to unexpected loss estimation on the portfolio of equally weighted investments in issues from the DRS database that were assigned a valid rating as of 1.1.2012. There are 928 issues satisfying this condition and our portfolio value is 928 million USD, assuming that 1 million USD has been invested into each of those issues. For each issue we use the expected probability of default given by the 2011 rating and the expected recovery rate conditional on the seniority of the issue as key inputs of our models:
-Four-factor model will be the model where the event of default and the recovery rate in case of default are driven by the variables (2) and (5) . In order to simulate a scenario we have to sample the two correlated systematic factors common for the portfolio, and then the two independent idiosyncratic factors for every issue i in the portfolio. The portfolio loss in a scenario is calculated as LGD the simulated loss given default, and N = 928 the number of issues in the portfolio. To estimate the desired loss quantiles we need to run the Monte Carlo simulation sufficiently many times.
-Two-factor model will be based on the equations (3) and (6) -Reduced two-factor model calculation is based on the formula (12) . In this case, no simulation is needed. Given a probability level α the unexpected loss is directly calculated as
DLGD α is given by (11) . The model is called reduced two-factor because it is based on the two factor model, but the unexpected loss is conditional only on the appropriate quantile of the first (default-related) systematic factor.
-Single factor-model is the current Basel II model based on (4) and on a vague downturn LGD concept. In order to make the LGD input more precise, we will stress the parameter by the stand-alone formula (8) given a probability level 1
α . In this case the unexpected loss is again calculated without any Monte Carlo simulation directly by the formula
The parameters used in the computation are the mean estimates from Table 2 α α values are given in Table 3 . The results could be compared with the expected loss rate of 2.44%. The average expected PD on the portfolio is 3.91% and the average expected recovery rate is 39%. The results are in line with our expectations: the unexpected loss according to the four-factor model is larger than in the two-factor model since the former takes into account the idiosyncratic risk which does not diversify perfectly even in the large testing portfolio (see Figure 7) . The results of the reduced two-factor model on different probability levels are only slightly below the twofactor model. Therefore, the reduced two-factor model provides a very good approximation of unexpected loss quantiles. The unexpected loss according to the (Basel II) one-factor model is dramatically lower if we use the concept of expected or median
LGD ( 1 50%
α =
). The last three rows in Table 3 show the results for different LGD stressing levels. The interesting conclusion is that LGD must be stressed at least on the 95% level (with 97.5% being more or less optimal in this case) in order to get comparable values. 
Conclusion
This study compares the current regulatory one-factor approach to unexpected loss estimation and the two-factor model proposed by Rosch, Scheule (2009) . The advantage of the model is that it captures consistently the recovery rate variation and its correlation with the rate of default. We have proposed two approaches how to estimate the model parameters: based on aggregate default rate and recovery rate time series and a cross-sectional approach based on exposure level data. In both cases our estimation procedure uses the MCMC Bayesian approach. The empirical results (based on the Moody's DRS database) confirm not only significant variability of the recovery rate but also a significant correlation over 50% between the rate of default and the recovery rates in the context of the model. Our empirical comparison has shown that the reduced two-factor model analytical formula proposed by Rosch, Scheule (2009) performs well compared to simulated results (based on our estimated parameter values). In contrast, the performance of the regulatory formula is poor and heavily depends on the discretionary conservatism in LGD stressing. In our case, approximately 97.5% probability level LGD stressing would be needed, but this level could differ for different datasets or products depending on the default and recovery rate correlations. Our main conclusion is that the reduced two-factor analytical formula works well and could feasible replace the current regulatory formula with regulatory parameters based on the presented or similar empirical studies. 
Appendix 2: Bayesian MCMC Estimation Procedure
The Bayesian MCMC sampling algorithm has become a strong and frequently used tool to estimate complex models with multidimensional parameter vectors, including latent state variables. Examples are financial stochastic models with jumps, stochastic volatility processes, models with complex correlation structure, or switching-regime processes. 
