Abstract This paper contributes a new matrix method for solving systems of high-order linear differential-difference equations with variable coefficients under given initial conditions. On the basis of the presented approach, the matrix forms of the Euler polynomials and their derivatives are constructed, and then by substituting the collocation points into the matrix forms, the fundamental matrix equation is formed. This matrix equation corresponds to a system of linear algebraic equations. By solving this system, the unknown Euler coefficients are determined. Some illustrative examples with comparisons are given. The results demonstrate reliability and efficiency of the proposed method. 
Introduction
In the recent years, the systems of differential-difference equations [1] , treated as models of some physical phenomena, have been received considerable attention. They are usually difficult to solve analytically; so a numerical method is needed. Recently, much attention has been given in the literature to the development, analysis, and implementation of methods for differential and differential-difference equations (see [2] [3] [4] [5] [6] [7] [8] [9] [10] [11] [12] [13] [14] for instance). In this research we try to introduce a solution of a system of high-order linear differential-difference equations in the form 
where a n i;j ; b n i;j ; c n i;j ; l, k and l n;i are real or complex constants, meanwhile F n i;j ðxÞ; g i ðxÞ are continuous functions defined on the interval a 6 x 6 b.
Basic matrix relations for solution
The classical Euler polynomials E n ðxÞ is usually defined as [15] X n k¼0 n k E k ðxÞ þ E n ðxÞ ¼ 2x n ; n 2 N: ð3Þ
Let X T ðxÞ be the ðN þ 1Þ Â 1 matrix and P Nþ1 be the ðN þ 1Þ Â ðN þ 1Þ lower triangular matrix defined by
If n varies from 0 to N, the property (3) can be represented as matrix systems of equations
Thus, the Euler vector can be given directly from 
Making use of (4), (5) and (7) yields
By putting x ! lx þ k in the relation (8), we obtain the matrix form
To obtain the matrix Xðlx þ kÞ in terms of the matrix XðxÞ, we can use the following relation:
where Xðlx þ kÞ ¼ 1; ðlx þ kÞ; ðlx þ kÞ 2 ; . . . ; ðlx þ kÞ
for l-0 and k-0, ; 
. . By placing in Eq. (15) the collocation points defined by
we obtain 
To obtain the solution of Eq. (1) under conditions (2), we replace the row matrices (14) by the last mk rows of the matrix (20) and obtain the new augmented matrix as follows
Study of error
Suppose
gðxÞ ¼ P N n¼0 g n E n ðxÞ ¼ EðxÞG T , where EðxÞ ¼ ½E 0 ðxÞ; E 1 ðxÞ; Á Á Á ; E N ðxÞ and G ¼ ½g 0 ; g 1 ; . . . ; g N . Theorem 1. Assume that g 2 H be an arbitrary function and also is approximated by the truncated Euler series P N n¼0 g n E n ðxÞ, then the coefficients g n for all n ¼ 0; 1; . . . ; N can be calculated from the following relation
...;0:
Solving systems of high-order linear differential-difference equations via Euler matrix method
Proof. Suppose that g is approximated by the truncated Euler series P N n¼0 g n E n ðxÞ; in other words
By the following familiar expansion [15] E n ðxÞ ¼
Euler polynomials (E n ðxÞ; n ¼ 0; 1; . . . N) can be expressed in terms of the Bernoulli polynomials. Using Eq. (23), and substituting results into Eq. (22), we get
1 1
1 0 
The above Theorem implies that Euler coefficients are decayed rapidly with increasing of n. Also we succeed to convert the approximate polynomial of gðxÞ in terms of Euler polynomials with the Eq. (23) to the corresponding approximate polynomial of gðxÞ in terms of Bernoulli polynomials [16] .
Theorem 2. ([17]
). Suppose that gðxÞ be an enough smooth function in the interval ½0; 1 and P N ½gðxÞ is the approximate polynomial of gðxÞ in terms of Bernoulli polynomials and R N ½gðxÞ is the remainder term. Then, the associated formulae are stated for x 2 ½0; 1 as gðxÞ ¼ P N ½gðxÞ þ R N ½gðxÞ The augmented matrix for treating Eq. (25) with the collocation points x 0 ¼ À3; Table 2 the numerical results for this example with N ¼ 6; 10 are displayed together with the results obtained in [6] using transform method.
Conclusion
In this article, we introduced a new collocation method based on the Euler polynomials and used it for solving systems of high-order linear differential-difference equations with variable coefficients. One of the advantages of this method is that the proposed problem is transformed to a system of algebraic equations. Another considerable advantage of this method is to obtain the analytical solutions if the system has an exact solution that is a polynomial function. The numerical results show that the algorithm converges as the number of N terms is increased. The method proposed in this work can be extended to solve the important nonlinear partial differential equations investigated in [20, 21] , but some modifications are required. 
