The Lefschetz hyperplane section theorem asserts that an affine variety is homotopy equivalent to a space obtained from its generic hyperplane section by attaching some cells. The purpose of this paper is to describe attaching maps of these cells for the complement of a complex hyperplane arrangement defined over real numbers. The cells and attaching maps are described in combinatorial terms of chambers. We also discuss the cellular chain complex with coefficients in a local system and a presentation for the fundamental group associated to the minimal CW-decomposition for the complement.
Introduction
The Lefschetz hyperplane section theorem is a result concerning a topological relationship between an algebraic variety and its generic hyperplane section. A tremendous amount of effort has gone into generalizing this theorem. The following is a version of the Lefschetz theorem for affine varieties. Let g ∈ C[x 1 , . . . , x ℓ ] be a polynomial and M(g) := {x ∈ C ℓ | g(x) = 0} be a hypersurface complement defined by g. Theorem 1.0.1 (Affine Lefschetz Theorem [Ha, HL] ) Let F be a generic affine hyperplane in C ℓ . Then the space M(g) has the homotopy type of a space obtained from M(g) ∩ F by attaching a certain number of ℓ-dimensional cells.
The important part of the above Lefschetz theorem for affine varieties is that the cells attached to M(g) ∩ F all have equal dimension ℓ. This makes the situation relatively simple. An immediate corollary, obtained by induction on the dimension ℓ, is that M(g) is homotopy equivalent to an ℓ-dimensional CW-complex whose (ℓ − 1)-skeleton is homotopy equivalent to M(g) ∩ F , and we also conclude that the number of ℓ-cells is equal to dim H ℓ (M(g), M(g)∩F ).
The number of ℓ-cells is obviously greater than or equal to the Betti number b ℓ (M(g)). More precisely, we have the following exact sequence:
Another corollary is
Corollary 1.0.2 Let i p : H p (M(g) ∩ F, C) → H p (M(g), C) denotes the homomorphism induced from the natural inclusion i : M(g) ∩ F ֒→ M(g), then
i p is isomorphic for p = 0, 1, . . . , ℓ − 2 surjective for p = ℓ − 1.
As noted by A. Dimca, S. Papadima and R. Randell ([DP1] , [Ra] ), suppose i ℓ−1 is isomorphic, then the number of ℓ-dimensional cells attached would be equal to the Betti number b ℓ (M(g)). While in case of a hyperplane arrangement, that is, when g is a product of linear equations, i ℓ−1 is indeed isomorphic (see Prop. 2.3.1) , and hence the number of ℓ-cells is exactly equal to b ℓ (M(g)). Thus in contrast with the situation of general varieties, complements of hyperplane arrangements behave very nicely from the Lefschetz theorem point of view.
Repeating the same procedure inductively, we eventually obtain a minimal CW decomposition. Let L be a rank one local system on M(A). Then the minimal CW-decomposition yields a cellular chain complex (
. We call this the twisted minimal chain complex (or the universal chain complex). This kind of minimal complexes were first constructed by D. Cohen by using stratified Morse theory [Co1] . The minimal CW-decomposition and twisted minimal chain complex have been studied in many papers including [Co2, CO, DP2, PS] .
However, little is known about the attaching maps of the minimal CWcomplex and the boundary maps ∂ : C • → C •−1 . The purpose of this paper is to describe how ℓ-cells are attached to the generic hyperplane section M(A)∩ F for the complement M(A) of a real hyperplane arrangement A ( §5.2). Here, "real hyperplane arrangement" means that the defining polynomial g ∈ R[x 1 , . . . , x ℓ ] is a product of linear equations with real coefficients. Although we have not yet obtained a complete understanding of the minimal CWdecomposition for hyperplane complements, we have been able to describe explicitly the twisted minimal chain complex (C • (M(A), L), ∂).
The advantage of focusing our attention on real arrangements is that we can use structures of chambers, namely, the connected components of M(A)∩ R ℓ . The study of relationships between topology of M(A) and combinatorics of chambers is a classical topic in arrangement theory. We summarize some classical results related to chamber-counting problems in §2. The number of chambers are related to Betti numbers of M(A). Later, in §5.1, we give a more geometric interpretation to these numerical relations between chambers and Betti numbers: chambers can be thought of as stable manifolds for a certain Morse function. This interpretation will play a crucial role in this paper. By a well-known duality between stable and unstable manifolds, the set of chambers are indexing unstable cells which appear in the minimal CW-decomposition. Thus the basis of the associated cellular chain complex is also indexed by chambers.
In §3 we review the Salvetti complex and the Deligne groupoid. They relate combinatorial structures of chambers to topological structures of the complexified complements. In particular, for the purposes of this paper, we have to describe local systems in terms of chambers. The Deligne groupoid offers an appropriate language to deal with local systems in a combinatorial context. A local system can be interpreted as a representation of the Deligne groupoid.
In §4.1 we give a proof of the Lefschetz Theorem 1.0.1 for hyperplane complements. It is proved by applying Morse theory to a Morse function of the form |f /g| 2 , where f is a defining equation of the generic hyperplane F . Although the proof does not involve anything new, Morse theoretic consid-eration in the proof will be needed later. In particular, Morse theory tells us that, under Morse-Smale condition on the gradient vector field, the unstable manifolds can be viewed as the ℓ-cells attached to the generic section, and we have a homotopy equivalence
where W u p is the unstable manifold corresponding to a critical point p ∈ Crit(ϕ) of the Morse function ϕ. From the Morse-Smale condition, unstable and stable manifolds define "set-theoretic" dual bases of H ℓ (M(A)) and H lf ℓ (M(A)), respectively, that is,
The main result in §4 is that the set-theoretical duality between stable and unstable manifolds characterizes the homotopy type of unstable manifolds.
As noted above, in the case of real arrangements, a stable manifold is known to be equal to a chamber. The goal of §5 is to construct cells attached to the hyperplane section M(A) ∩ F which satisfy the set-theoretical duality condition with respect to the chambers. Thanks to the result in the previous section, the cells constructed in this section are homotopy equivalent to unstable manifolds. The special case when ℓ = 2 offers a new presentation for the fundamental group π 1 (M(A)), which is given in the appendix §7.
In §6, using the construction of the cells in the previous section, we determine the boundary map of twisted cellular complex of the minimal CWdecomposition. The essential ingredient is calculating twisted intersection numbers of the boundary of a cell and chambers. In §6.3, we introduce the concept of the degree map which associates to a pair of chambers (C, C ′ ) an integer deg(C, C ′ ). The degree map is required for both boundary maps of the twisted cellular chain complex and the presentation for the fundamental groups.
Combinatorics of arrangements
In this section we establish some relationships among generic subspaces, numbers of chambers and Betti numbers for complements of hyperplane arrangements.
Basic constructions
Let V be an ℓ-dimensional vector space. A finite set of affine hyperplanes A = {H 1 , . . . , H n } is called a hyperplane arrangement. Let L(A) be the set of nonempty intersections of elements of A. Define a partial order on L(A)
r(X) and we also define numbers b i (A) by the formula
We also define the β-invariant β(A) by
if A is an essential arrangement, the sign can be precisely enumerated as β(A) = (−1) ℓ π(A, −1). Given a hyperplane H ∈ A, we define other arrangements: the deletion of A with respect to H is A ′ = A\{H} and the restriction is A ′′ = {H ∩K | K ∈ A ′ }. Note that the restriction A ′′ is an arrangement in H. The Poincaré polynomials satisfy the following recursion:
Classical results
Let A be an arrangement in a real vector space V R . Then the complement
H i is a union of open, connected components called chambers. Let us denote the set of all chambers by ch(A) and the set of relatively compact, or bounded, chambers by bch(A). If A is an arrangement in a complex vector space V C , the complement is a connected affine algebraic variety and denoted by M(A).
The Poincaré polynomial defined above and geometric structure of the complement are related by the following theorem.
Theorem 2.2.1 [OS, Za] (i) Let A be an essential real ℓ-arrangement. The number of chambers and bounded chambers are given by
In particular, the absolute value of the topological Euler characteristic |χ(M(A))| of the complement is equal to β(A).
Generic flags
. A generic flag F is defined to be a complete flag (of affine subspaces) in V ,
where each F q is a generic q-dimensional affine subspace. For a generic subspace F q we have an arrangement on
The genericity provides an isomorphism of posets
In [OS] Orlik and Solomon gave a presentation for the cohomology ring H * (M(A), Z) in terms of the poset L(A) for a complex arrangement A. The next proposition follows from (2).
Propositon 2.3.1 Let A be a complex arrangement and F q be a q-dimensional generic subspace. Then the natural inclusion i :
for k = 0, 1, . . . , q.
In particular, the Poincaré polynomial of A ∩ F q is given by
where ( i≥0 a i t i ) ≤q = q i=0 a i t i is the truncated polynomial. These formulas and Theorem 2.2.1 prove the following result.
Propositon 2.3.2 Let A be a real ℓ-arrangement and F be a generic flag. Define
where M(A) is the complement of the complexified arrangement of A and A ∪ {F ℓ−1 } is the arrangement added with a hyperplane F ℓ−1 .
Proof. For any chamber C ∈ ch(A), the intersection C ∩ F q is either an empty set or a chamber in A ∩ F q . Hence we have a bijection
Counting number of chambers by using Theorem 2.2.1 (i) and (3),
Thus we have (i). The recursion formula (1) allows us to calculate the Poincaré polynomial of A ∪ F ℓ−1 :
Put t = −1 we may conclude (ii).
Example 2.3.3 Figure 1 shows an example of arrangement A of three lines in R 2 with a generic flag F : 
Let C be chamber. Using the inclusion V R ֒→ V C = V R ⊕ √ −1V R , C can be considered as a locally finite ℓ-dimensional cycle in M(A) and determines an element
Recall that C ∈ ch 
The Salvetti complex and the Deligne groupoid
In [Sa] Salvetti has given a finite regular CW-complex which carries the homotopy type of the complement M(A) in the case where A is a complexified real arrangement. In this section we review some results on the complexified complement M(A) of a real arrangement A.
Complexified real arrangements
Let A R be an arrangement in a real vector space V R . By definition each hyperplane H ∈ A R is defined by a real equation α H = 0 of degree one. The complexification A C is a set of hyperplanes in V C = V R ⊗ C defined by real equations α H = 0 for H ∈ A R .
Since V C ∼ = V R ⊕ √ −1V R , V C can be identified with the total space of the tangent bundle TV R . More precisely we identify as follows:
where
This identification (5) enable us to express a point in V C as a tangent vector on V R , and a path in V C can be expressed as a continuous family of tangent vectors along a path in V R , for simplicity we say a vector field along a path in V R . 
This proves the following.
Lemma 3.1.2 Let A be a real arrangement. For x ∈ V R we define A x to be the set {H ∈ A|H ∋ x} of all hyperplanes containing x. Then the complexified complement is
3.2 The Salvetti complex
The set of all faces is denoted by L. Define a partial order by
In this notation ch(A) is the set of maximal elements in (L, ≤). Given a face X ∈ L and a chamber C ∈ ch, the chamber X • C satisfying the following conditions is uniquely determined.
(1) X ≤ X • C and (2) If X is contained in a hyperplane H ∈ A, then C and X • C are lying in the same side with respect to H. Definition 3.2.2 The poset (P(A), ) is defined as follows: (0-cell) In P(A), a 0-cell is corresponding to (C, C), C ∈ ch(A).
(1-cell) Two chambers C and C ′ are adjacent ifC ∩C ′ is contained in a hyperplane and has nonempty interior in the hyperplane. The relative interior ofC ∩C ′ is called the wall separating C and C ′ . Let C and C ′ be adjacent chambers separated by a wall X. Then we have two 1-cells, (X, C) and (X, C ′ ), which connect between (C, C) and (C ′ , C ′ ). (2-cell) Let X ∈ L be a face of codimension two with a chamber C 1 ≥ X. We have a 2-cell (X, C 1 ). (Figure 4) 
The Deligne groupoid and its representation
In §6 we will discuss the chain complex with coefficients in a local system. For the purposes, the structure of the fundamental group π 1 (M(A)) is particularly important. The concept of "Deligne groupoid" Gal(A) for a real arrangement A, introduced by P. Deligne [De] see also [Pa2] , and its representations are A sequence C 0 , C 1 , . . . , C n of chambers is a gallery G of length n (from C 0 to C n ) if C i and C i+1 are adjacent for i = 0, 1, . . . , n − 1. Any continuous path in U = V R \ X∈L,codim X≥2 X which is transverse to one-codimensional faces determines a gallery and every gallery arises in this way. Any two chambers can be connected by galleries. The distance between two chambers C, C ′ is the length of a shortest gallery connecting them; equivalently, it is the number of hyperplanes separating C and C ′ . A gallery is said to be geodesic, or minimal, if its length is equal to the distance between the initial and terminal chambers.
Definition 3.3.1 [De] (
(2) Two galleries G and G ′ which have the same initial and terminal chambers are called equivalent, denoted by G ∼ G ′ , if there exists a sequence of galleries
where F and F ′ are geodesic galleries connecting the same initial and terminal chambers.
(3) Gal + (A) is defined to be the category whose objects are chambers ch(A) and morphisms are
Since a composition of galleries is compatible with ∼, compositions of Hom Gal + is well-defined.
(4) The Deligne groupoid is a category Gal(A) with a functor Q : Gal
is an isomorphism for all s ∈ Hom Gal + factors uniquely through Q.
See [Pa1] and [Pa2] more on the construction of Gal(A). The Deligne groupoid Gal(A) is, roughly, obtained from Gal + (A) by inverting all morphisms. If A is a simplicial arrangement, then the functor Q : Gal + (A) → Gal(A) is faithful [De] . However, in general, it is worth noting that Q is not necessarily faithful, moreover Gal + is not cancellative. For example, consider the following two galleries
in the arrangement illustrated in Figure 1 . Obviously G and
Let C, C ′ ∈ ch(A). It follows from the definition that any geodesic connecting from C to C ′ are equivalent to each other. So geodesics from C to C ′ determine an equivalence class. We denote this equivalence class by
, and its inverse by
Example 3.3.2 In Figure 4 galleries (C 4 , C 3 , C 2 , C 1 ) and (C 4 , C 5 , C 6 , C 1 ) are geodesics. Hence they determine the same element
Let G be a groupoid and x be an object. Then Hom G (x, x) is a group and called the vertex group at x. The vertex group of the Deligne groupoid Gal(A) at a chamber is actually isomorphic to the fundamental group of the complexified complement M(A) [Pa1, Pa2] :
Moreover we have, Recall that a representation Φ of a category C is a functor Φ : C → Vect K from C to the category of K-vector spaces. Φ is given by a vector space Φ x for each object x ∈ C and a linear map Φ ρ :
Let G be a groupoid with a vertex group G x = Hom(x, x), then the category of representations Rep(G) of G is equivalent to the category of group representations Rep(G x ). Since the category of representations of the fundamental group of a topological space is equivalent to that of local systems over the space, we have the following result. • Rep(Gal(A)) : the category of representations of the Deligne groupoid.
• Rep(π 1 (M(A))) : the category of representations of the fundamental group.
• Loc(M(A)) : the category of the local systems.
In §6, we will use representations of the Deligne groupoid instead of local systems to compute the boundary maps for cellular chain complexes. The following operator will be needed for the purpose of describing the cellular boundary map. Let Φ : Gal(A) → Vect K be a representation of the Deligne groupoid. Given two chambers C and C ′ , we have two extreme morphisms
Hence we have linear maps
Morse theory on the complement
Throughout this section, we investigate complex hyperplane arrangements which is not necessarily coming from real arrangements.
The Lefschetz theorem for hyperplane complements
In this section we give a proof of the Lefschetz theorem for M(A) following Hamm and Lê [HL] . Although this is just a version of Lefschetz theorem for affine varieties, Morse theoretic arguments and constructions in this section will be needed in §4.3.
There exists an obvious stratification Σ(A) of the union as follows. Given an intersection X ∈ L(A) of some hyperplanes in A, define
We have a partition {S X } X∈L(A) of P ℓ .
Lemma 4.1.1 For an arrangement A, the above stratification
there exist a neighborhood U ∋ p and a holomorphic function h on U with
The rest of this section is devoted to prove the following theorem ( [Ha, HL, DP1, Ra] ). (ii) Moreover the number of ℓ-cells is the ℓ-th Betti number b ℓ (M(Q)).
(ii) is proved in §1. The plan of the proof of (i) is to apply Morse theory for a Morse function of the form
where λ 1 , . . . , λ n ∈ Z >0 are appropriately chosen positive integers and λ 0 = λ 1 + · · · + λ n . Note that ϕ is a well-defined differentiable map from M(Q) to R ≥0 which has the bottom F ∩ M(Q) = ϕ −1 (0). The reason for considering this function is that the critical points are well studied, in particular, critical points are known to be nondegenerate for generic λ 1 , . . . , λ n . It was conjectured by Varchenko [Va] , and proved by and Silvotti [Si] .
Theorem 4.1.3 Let A be a complex essential affine arrangement in C ℓ with defining linear equations f 1 , . . . , f N and put
only finitely many critical points all of which are nondegenerate and number of critical points of Φ λ is |χ(M(A))|.
In our situation, since
there exist λ 1 , . . . , λ n ∈ Z >0 such that Φ λ has only nondegenerate critical points. Combining the above theorem with Proposition 2.3.2, the number of critical points is shown to be equal to the ℓ-th Betti number b ℓ (M(Q)) of the complement. From the next lemma, ϕ = |Φ λ | also has only finitely many critical points all of which are nondegenerate critical points of Morse index ℓ.
Lemma 4.1.4 Let f and g : U → C be holomorphic functions defined on a neighborhood U of 0 ∈ C n . We assume f(0), g(0) = 0. 
(Here we use
After a linear change of coordinates, we may assume f is expressed as
Consequently the Morse index of |f| 2 at 0 is equal to n.
Hence it is necessary to study the Morse theory for a nonproper Morse function. This difficulty is directly related to the fact that ϕ has points of indeterminacy: V (f, Q) = {f = Q = 0} = V (Q) ∩ F . To deal with the difficulty, we have to remove a neighborhood of V (Q) ∩ F for separating zero locus and poles of ϕ. The idea is to measure the distance from
≤t is transverse to each stratum S ∈ Σ and to F , moreover
Proof. We first observe that h V 1 is defined on P ℓ − V 1 with values in R >0 . It is clear that for a sequence p i ∈ P ℓ − V 1 converging to a point p ∈ V 1 , we have h V 1 (p i ) → ∞ as i → ∞. Recall that any real polynomial function on a semialgebraic set can have at most a finite number of critical values (see Milnor [Mi2, Cor. 2.8] ). Since any restriction h V 1 | S to a stratum S ∈ Σ has only finitely many critical values, we may choose t larger than any critical value. Suppose t 1 < t 2 are sufficiently large, then there exists an open neighborhood U of the compact set M [t 1 ,t 2 ] := {p; t 1 ≤ h V 1 (p) ≤ t 2 } such that the restriction of h V 1 to U ∩ S has no critical point for any stratum S ∈ Σ.
The gradient vector field − grad h V 1 does not preserve the stratification in general. We modify − grad h V 1 so that it preserves the stratification. Let p ∈ U and S denotes the stratum which contains p. Since p is not a critical point of h V 1 | S , there exists a tangent vector v ∈ T p S such that v · ϕ < 0. On a small neighborhood U p in U, not meeting any smaller stratum than S, we have a vector fieldṽ such that (i)ṽ is tangent to each stratum Σ ∩ U p , (ii)ṽ · ϕ < 0.
Note that since our strata are linear, we can takeṽ as a constant vector field in a certain open set.
Using a partition of unity, we have a vector fieldṽ on U satisfying the conditions (i) and (ii) above. Thenṽ/||ṽ|| defines a deformation retract between M <t 1 and M <t 2 , which preserves the structure of stratification. Now we consider the function ϕ on M ≤t and the restriction to its boundary
The following lemma plays a key role in the arguments below. The assumption that F is generic is used in the proof.
Lemma 4.1.6 For sufficiently large t ≫ 0, ϕ| ∂M ≤t \(V (Q)∪F ) has no critical points.
Proof.
Let p ∈ V 1 be a point in V ∩ F and S X ∈ Σ be the stratum containing p. Note that X ∈ L(A) is the smallest intersection containing p, and it is, by definition, transverse to F . We have coordinates (z 1 , . . . , z ℓ ) in a neighborhood U of p with the origin at p. The transversality of F to Σ allows as to assume that (1) F ∩ U is defined by a linear form z ℓ = 0.
(2) X ∩ U is defined by {z 1 = z 2 = · · · = z m = 0} with 1 ≤ m < ℓ.
(3) Let H 1 , . . . , H k be the set of all hyperplanes in A which contains p.
Each H i ∩ U is defined by a linear form of the form a 1 z 1 + · · · + a m z m .
For simplicity, set g 1 = α
ℓ . The assumptions imply that d|g 1 | and d|g 2 | are linearly independent at each point of U − (V (Q) ∪ F ). Now h V 1 and ϕ are expressed as
Now we prove there exists a neighborhood U ′ of p such that dh V 1 and dϕ are linearly independent at each point of
If U ′ is sufficiently small, then the last term of (7) is sufficiently small. Compare the sign of coefficients of d|g 1 | and d|g 2 |, we conclude that dh V 1 and dϕ are linearly independent.
Thus for any point p ∈ F ∩ V (Q), there exists a neighborhood U p in P ℓ C such that dϕ and dh V 1 are linearly independent at each point of
has no critical points.
The transversality F ⋔ ∂M ≤t is also shown by Eq. (7). Hence a small tubular neighborhood of F ∩∂M ≤t in ∂M ≤t is diffeomorphic to a disk bundle over F ∩ ∂M ≤t . Recall that the normal bundle of
and it is trivial on a affine open set F − V (Q). Thus we have:
Now we return to the proof of Lefschetz's Theorem 4.1.2. Fix a sufficiently large t ≫ 0 and set N = M ≤t ∩ M(Q). Consider the gradient vector field X = − grad ϕ. X is not tangent to the boundary ∂N in general, so we comb the vector field in order to make it neat as in the proof of Lemma 4.1.5. Lemma 4.1.6 means that dφ is not orthogonal to ∂N. Thus by an argument similar to that in the proof of Lemma 4.1.5, modifying X around ∂N, we have a vector field X on N which is tangent to ∂N. Moreover, there exists a vector field X which satisfies the following conditions ( Fig. 7): (a) There exists a neighborhood U of ∂N ∪ (N ∩ F ) such that X = X = − grad ϕ outside U and Crit(ϕ) ∩ U = ∅, where Crit(ϕ) is the set of critical points of ϕ in M(Q) − F .
(b) X is tangent to ∂N.
(c) X ϕ < 0 on N − (F ∪ Crit(ϕ)).
(d) Under the diffeomorphism (9), the vector field X coincides with the negative vertical Euler vector field −x 
Stable and unstable manifolds
Consider the flow of X :
If p ∈ N − F is a critical point of ϕ, we define the stable manifold and unstable manifold as
These are ℓ-dimensional (over R) submanifolds in N. Recall that the vector field X is said to satisfy the Morse-Smale condition if the stable and unstable manifolds intersect transversely. But in our case, since any critical point in N − F has the middle index ℓ, it seems reasonable to define as follows.
Definition 4.2.1 Let X be a vector field on N as in the previous section, it is said to satisfy Morse-Smale condition if there does not exist flow line connecting distinct points in Crit(ϕ). In other words, there does not exist x ∈ N − (F ∪ Crit(ϕ)) such that both lim t→∞ φ t (x) and lim t→−∞ φ t (x) are contained in Crit(ϕ).
Recall that for a critical point p ∈ Crit(ϕ), N ≤ϕ(p)+ǫ is homotopy equiv- 
.2 If X satisfies Morse-Smale condition, then M(Q) is homotopy equivalent to
Proof.
Let T be a tubular neighborhood of F C ∩ M(Q) in M(Q) as in Lemma 4.1.7. Since X is a complete vector field,
The condition (d) on X allows us to complete the proof.
Homotopy types of the unstable cells
Next we characterize the homotopy types of unstable manifolds {W u p ; p ∈ Crit(ϕ)}. The unstable manifold W u p corresponding to p ∈ Crit(ϕ) can be considered as an attached cell. There exists a continuous map
We now assume that our manifolds are oriented. Observe that σ p satisfies the following properties:
(ii) σ p (D ℓ ) intersects W s p at p transversally and positively.
Note that (iv) is equivalent to the Morse-Smale condition (W u p ∩W s q = ∅). Let us call these properties "set-theoretical duality" between cells {σ p } p∈Crit(ϕ) and stable manifolds {W 
ℓ and ǫ is a sufficiently small positive number. Take a tubular neighborhood T of F ∩N such that T = (F ∩N)×D 2 as in Lemma 4.1.7. Denote by π : 
Construction of the cells

Stable manifolds for real arrangements
The Lefschetz theorem (4.1.2) asserts that M(Q) has the homotopy type of a space obtained from M(Q) ∩ F C by attaching some ℓ-cells. The homotopy types of the attached cells are characterized by Theorem 4.3.1 under Morse-Smale condition. In the remainder of this paper, we investigate the complexified real case, i.e., each hyperplane H ∈ A is defined by a linear equation with real coefficients. Let us briefly recall the set-up.
Let A = {H 1 , . . . , H n , H ∞ } be an essential hyperplane arrangement in P ℓ C , α i be the defining linear form of H i which is assumed to have real coefficients. Let F = {f = 0} be a generic hyperplane defined by a real linear form f . From Theorem 4.1.3, there exist positive even integers λ 0 , λ 1 , . . . , λ n , λ ∞ ∈ 2Z >0 such that λ 0 = λ 1 + λ 2 + · · · + λ n + λ ∞ and
has only nondegenerate isolated critical points. P ℓ C − H ∞ is isomorphic to the affine space C ℓ . We also denote by A the induced affine arrangement {H 1 , . . . , H n } in C ℓ and by α i the defining equation (deg = 1, with real coefficients) of H i . Let ch(A) be the set of all chambers A ∩ R ℓ and ch F ℓ (A) be the set of all chambers which does not meet
, then ϕ| C is a positive real valued function and it has poles along the boundary ∂C. Hence ϕ| C has at least one critical point p C ∈ int(C) in the relative interior of C for each C. Then it follows from the Cauchy-Riemann equation that p C ∈ M(A) is indeed a critical point of the function ϕ : M(A) → C. Thus we obtain |ch In other words, the set of critical points Crit(ϕ) is parametrized by ch 
In particular, the closure of a chamber C ∈ ch Let C ∈ ch F ℓ (A) and p C ∈ C be the corresponding critical point. We denote the attaching map of the unstable manifold W
. By Poincaré duality we have the following result. Combining Theorem 5.1.2 with Theorem 4.2.3, we easily prove the following result which is well known for ℓ = 1 (Example 5.1.6).
Example 5.1.6 Assume ℓ = 1. Let {a 1 , a 2 , . . . , a n } ⊂ R be an arrangement in R (we assume a 1 < · · · < a n ). Take a generic hyperplane (in this case, just a point) F ∈ R such that a i < F < a i+1 . Then the set of chambers which does not meet F is
. . , (a n , ∞)}.
which is diffeomorphic to D 2 .
Construction of the Cells
Our next task is to construct the cells in M(A) explicitly. More precisely, for a chamber C ∈ ch F ℓ (A) with C ∩ F R = ∅ and fixed p ∈ C, we construct a continuous map
Let us choose coordinates (x 1 , x 2 , . . . , x ℓ ) such that F is defined by {x ℓ = 0} and p is at (0, 0, . . . , 0, 1). Recall that L ℓ−1 (A) is the set of all one-dimensional intersections of A. We can find a wide cylinder of height 1 which ties up affine lines L ℓ−1 (A). More precisely, since F is generic, each line X ∈ L ℓ−1 (A) intersects F R transversely. Hence
is finite and consider the cylinder of radius R
,
. The boundary ∂Cyl(R) of Cyl(R) is the disjoint union of two spheres S 0 and S 1 , where S t is a horizontal (ℓ − 1)-dimensional sphere of radius R
Figure 9: The cylinder S t ∩ A determines a hypersphere arrangement on S t for 0 ≤ t ≤ 1. Note that the combinatorial type of this arrangement is independent of t.
Since every H ∈ A contains at least one affine line X ∈ L ℓ−1 (A) and X intersects both D 0 and D 1 , there exists a non-horizontal tangent vector V q ∈ T q (Cyl(R) ∩ H) at each q ∈ Cyl(R) ∩ H. Using a partition of unity, we have a vector fieldṼ on Cyl(R) of the form
which is tangent to each hypercylinder Cyl(R) ∩ H. Now consider the oneparameter flow generated byṼ . The flow determines a diffeomorphism η t :
for 0 ≤ t ≤ 1 and x ′ ∈ S ℓ−2 (1). This determines a diffeomorphism η t :
The next lemma follows immediately from the construction.
Lemma 5.2.1 Suppose q ∈ S 0 ∩ H with H ∈ A, then the vectors − −− → qI(q), − → qp ∈ T q V R are lying on the same side with respect to the hyperplane H ⊂ T q V R . The same holds for
(1) (The core):
(2) (The northern hemisphere):
(3) (The southern hemisphere):
(4) (The low latitudes):
We also give an alternative description of ξ(v). Straightforward computation shows that the line p + t · v (t ∈ R) intersects the hyperplane F R at q = (−x ′ /(||x ′ || tan θ), 0). The point ξ(v) above divide the segment pq internally in the ratio pξ(v) : ξ(v)q = (||x ′ || − ) : (1 − ||x ′ ||). We will define σ i : A i → M(A), i = 1, . . . , 4, separately. We use the notation of §3.1 (5) to express points in the complexified space V C . 
because every straight line passing through p intersects each hyperplane H ∈ A transversely.
The definition of σ 4 on the low latitudes A 4 is somewhat complicated. Let us define an annulus T by
then the low latitudes A 4 can be expressed as
We extend η t and I :
Unfortunately, σ 123 and σ 4 does not coincide on their boundaries. However, we can paste the pieces together. Indeed, given a point v = (x ′ cos θ 0 , ||x ′ || sin θ 0 ) ∈ A 2 ∩A 4 , both σ 2 (v) and σ 4 (v) can be considered as elements in
Recall that v and
are lying in the same side with respect to a hyperplane H ⊂ V R from Lemma 5.2.3. We can continuously connect them by
thus we have a continuous map σ 1234 : D ℓ → M(A) which satisfies (i) and (iii). To glue the boundary ∂D ℓ to F C , we apply the following lemma. Let us set
Denote the composite map Cyl
(ii) and (iii). This completes the construction of the cell.
Example 5.2.5 We illustrate the above construction for ℓ = 2. Let us consider an arrangement A = {L 1 , L 2 } of two lines and a generic line F ,
p s
Twisted minimal chain complexes
The construction of cells in the previous section enable us to find an explicit presentation of the cellular chain complex associated with the minimal CW decomposition with coefficients in a local system. We demonstrate this point in this section.
Flags and orientations
In order to compute the boundary map of a cellular chain complex, we have to choose an orientation for each cell. First we recall some basic notation and terminology.
Let X be a differentiable manifold of dim R = n with boundary ∂X. Each orientation for X determines an orientation for ∂X as follows: Given x ∈ ∂X choose a positively oriented basis (v 1 , v 2 , . . . , v n ) for T x X in such a way that v 2 , . . . , v n ∈ T x (∂X) and that v 1 is an outward vector. Then (v 2 , . . . , v n ) determines an orientation on ∂X.
Let X, Y , and Z be oriented differential manifolds without boundary, and assuming X is compact, Z is a closed submanifold of Y , and dim X +dim Z = dim Y . Let f : X → Y be differentiable map transversal to Z, i.e., (df x )(T x X) + T y Z = T y Y holds at each point x such that y = f (x) ∈ Z. Then f −1 (Z) is a closed zero-dimensional submanifold of X, hence a finite set. Let x ∈ f −1 (Z) and choose positively oriented bases u = (u 1 , . . . , u m ) and v = (v 1 , . . . , v n ) for T x X and T f (x) Z, respectively. Under this assumption, we can define local intersection number I x (f, Z) for each x ∈ f −1 (Z) as follows:
And we also define I(f, Z) := x∈f −1 (Z) I x (f, Z). Let V = R ℓ be a real ℓ-dimensional vector space and
be a complete flag of affine subspaces.
Definition 6.1.1 An oriented flag is a flag F in V equipped with an orientation for each F i , i = 1, . . . , ℓ.
Given a point F 0 ∈ V and a basis v 1 , . . . , v ℓ of V determine an oriented flag, indeed, define
Conversely, any oriented flag can be obtained in this way. Define positive and negative half subspaces by
respectively. Next we define signature of a chamber sign :
Definition 6.1.3 Let v 1 , . . . , v ℓ be a basis of V R . We fix an orientation of
Note that this orientation is different by (−1) ℓ(ℓ−1)/2 from the canonical orientation defined by the complex structure V C ∼ = C ℓ .
Local systems and chambers
Recall that
is the cell corresponding to the chamber C ∈ ch F ℓ (A). We can choose an orientation of σ C so that the intersection number satisfies
Let Φ : Gal(A) → Vect C be a representation of the Deligne groupoid and L Φ be the associated local system. Since C is a connected and simply connected subset of M(A), the space of flat sections L Φ (C) is a finite dimensional vector space, and we have a natural isomorphism
From the fact that M(A) is homotopy equivalent to a space obtained from M(A) ∩ F C by attaching ℓ-cells {σ C ; C ∈ ch ℓ (A)}, we have also a natural isomorphism:
Definition 6.2.1 Let A, F
• and Φ as above. Define
From the general theory of cellular chain complexes, there exists a chain boundary map ∂ Φ : C k → C k−1 such that
We will give an explicit formula for ∂ Φ :
Let L be a local system on M(A). Let X be an oriented compact ℓ-dimensional C ∞ -manifold with boundary ∂X, possibly ∂X = ∅, and
be a smooth map. We denote the pull back local system on X by f * L. Fix x ∈ X and suppose S ⊂ M(A) is a connected and simply connected subset containing f (x), then there exists a natural isomorphism
Given a section α ∈ (f * L)(X) we have a morphism from the constant sheaf C X to f * L defined by t −→ t · α and it induces a homomorphism
Denote the image of the fundamental class
Thus we have the following lemma.
The degree map
For the purpose of describing the boundary map of the chain complex (20), we employ here an additional map, the degree map deg : ch
We shall consider only the case k = ℓ for simplicity and write
is, in any case, a convex closed set with piecewise smooth boundary ∂P(C ′ ). Next we consider vector fields on ∂P(C ′ ) tangent to F R .
) be a vector field on ∂P(C ′ ) tangent to F R . Then U is said to be directing to C ∈ ch F ℓ (A) if for any point x ∈ ∂P(C ′ ) and hyperplane H ∈ A with x ∈ H, U(x) / ∈ T x H (in particular, U(x) = 0) and U(x) and C are lying in the same half-space with respect to H. Moreover if x ∈ S 0 = ∂D 0 , then U(x) is assumed to be an inward vector. Now we define the degree map.
We need to prove the existence of a vector field U ∈ Γ(∂P(C ′ ), TF R | ∂P(C ′ ) ) directing to C and that deg(C, C ′ ) does not depend on the choice of U. From the genericity of F , there exists a tubular neighborhood T ⊂ V R of F R in V R with a diffeomorphism (see also Lemma 5.2.4)
Fix a point p ∈ C, then for x ∈ ∂P(C ′ ), the vector − → xp ∈ T x V R is obviously lying in the same half-space with C for any H ∈ A which contains x. The projection of this tangent vectors to F R satisfies the condition, more precisely,
determines a vector field on ∂P(C ′ ) tangent to F R directing to C, where Pr 1 is the first projection.
Suppose U and U ′ are vector fields directing to C. Let x ∈ ∂P(C ′ ). Consider the set A x of all hyperplanes in A containing x. Then both U(x) and U ′ (x) ∈ T x F R are contained in the same chamber of A x which is also contains C. Hence (1 − t)U + tU ′ (0 ≤ t ≤ 1) is a continuous family of vector fields directing to C, and the maps U/|U| and U ′ /|U ′ | : ∂P(C ′ ) → S ℓ−2 are homotopic. Thus the degree deg(C, C ′ ) is well-defined. 
The boundary map
Recall that an arrangement A with an oriented generic flag F = F • and a representation Φ : Gal(A) → Vect C of the Deligne groupoid determines a chain complex (C • , ∂ Φ ) defined by
In this section we describe the boundary map ∂ Φ explicitly.
Theorem 6.4.1 ∂ Φ : C k → C k−1 is expressed as follows:
Proof. We consider only the case where k = ℓ. Recall that D ℓ = {v ∈ R ℓ ; ||v|| ≤ 1} and the cell attaching map
So we have to investigate the element
Here we recall some properties of the attaching map ∂σ C :
where θ is the latitude of v, namely, v = (x 1 , . . . , x ℓ ) = (x ′ cos θ, ||x ′ || sin θ). And θ 0 is a small fixed latitude. Write (∂σ
In view of Lemma 6.2.2, we have to count intersections of the map is orientation preserving (resp. reversing) if sign(C) = 1 (resp. sign(C) = −1). (∂σ C ) 2 (v) can be expressed as
The vector field U τ is not zero on (A ∩ D 0 ) ∪ S 0 . Up to small perturbation we may assume that the zero locus of U τ consists of finite number of points. Intersections of (∂σ C ) 2 with P(C ′ ) ⊂ M(A) ∩ F ℓ−1 C can be thought of as a singular points of the vector field U τ . Hence the sum of local intersection numbers is equal to the degree of the map from the boundary ∂P(C ′ ) to the sphere S ℓ−2 . Thus we have I((∂σ C ) 2 , P(C ′ )) = (−1) ℓ−1 sign(C) deg(C, C ′ ).
Similarly, (∂σ C ) 3 (v) = −U τ (ξ(v)) ∈ T ξ(v) F R , and we have
By the definition of (σ C ) 2 :
Similarly, (∂σ C ) 3 * : Φ(C) → Φ(C ′ ) is equal to
The proof is then completed by employing Lemma 6.2.2.
Examples
Let A = {H 1 , . . . , H n } be a hyperplane arrangement in R ℓ . Fix a nonzero complex number q i ∈ C * for each i = 1, . . . , n. Then we can define a representation Φ of Gal(A) as follows. First we put
for each C ∈ ch(A). Given two chambers C, C ′ ∈ ch(A), suppose that {H i 1 , . . . , H i k } is the set of all hyperplanes separating C and C ′ . Then define
By the definition of Gal(A) (3.3.1 (4)) Φ determines a representation Φ : Gal(A) → Vect C , hence a rank one local system L Φ , such that the local monodromy around H i is q 2 i . Conversely any rank one local system can be obtained in this way. A vector field directing to C 6 is also drawn in Figure 12 .
Define the chain complex C k as in §6. The boundary map ∂ Φ : C 2 → C 1 is, for example, 
Appendix
From attaching maps for ℓ = 2, we obtain a presentation for the fundamental group π 1 (M(A)). Let A = {H 1 , . . . , H n } be a line arrangement in V = R 2 . Let F 0 ⊂ F 1 = F ⊂ V be an oriented generic flag. Note that F R is an oriented line. We may assume that the chambers are ordered as ch F 0 (A) = {C 0 } ch F 1 (A) = {C 1 , . . . , C n } ch F 2 (A) = {C n+1 , . . . , C n+b 2 }, and that the ordering C 1 , . . . , C n is adapting to the orientation, that is, the intervals C 1 ∩ F R , . . . , C n ∩ F R are ordered from a negative place to a positive 
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