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nquestionably, the content analysis which has emerged as part of Information
Retrieval Systems (IRS, e.g. literature databases) over the past 20 years has much in
common with the content analysis used by linguists or in the social sciences. However,
its intrinsic value stems from the special context in which it is used:
a) Close interdependencies link the selected content analysis with the retrieval situation.
The user’s retrieval strategies, which are intended to obtain information relevant to the
current problem situation, and the available aids (e.g. expansion lists or user-friendly
browsing tools) affect the efficacy of some analysis techniques (e.g. noun phrase analysis
from computer linguistics) to a considerable extent.
b) Normally, a commercial IRS handles mass data, thus necessitating the use of a re-
duced content analysis even today. Full morphological, syntactic, semantic and pragmatic
text analyses are unthinkable simply for efficiency reasons but also for knowledge rea-
sons. Content analysis in IRS is therefore a component part of a special type of restricted
system which obeys its own laws.
Against the backdrop of these considerations, forms of content analysis in present-day
commercial retrieval systems are studied and promising expansions and alternatives are
proposed.
 ,QWURGXFWLRQ
The objective is to show possible approaches for improving retrieval functions of IRS
based on the state of the art now attained in commercial systems and practice-oriented
U
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developments in research, and to determine the advantages and disadvantages of individ-
ual solutions. Since content analysis measures can be frequently exchanged with those on
the retrieval side, both the aspect of content analysis and retrieval will be examined. A
certain type of content analysis may therefore only be chosen to organize the retrieval
algorithm efficiently. A simple example is the retrieval function of truncation. It is
largely superfluous if compound splitting and basic form reduction are used in content
analysis. However, compound splitting and basic form reduction can also be replaced by
equivalent generation methods during research. In an ideal situation, the user does not
notice whether an algorithm expands the user’s search word to include all word forms or
whether the word forms of the document are reduced to basic forms when descriptors are
allocated.
Commercial text IRS are now primarily based on intellectually or automatically deter-
mined descriptors which are researched with or without additional thesaurus relations by
means of Boolean algebra. The following comments are restricted to this type of research
and the overcoming of its inherent weaknesses by computer-linguistic and quantitative-
statistical methods. In addition, information science is aware of other basic types of re-
trieval which each attract other or modified content analysis methods. The best-known
and most widespread additional types of search are:
a) Search path organized on a hierarchical basis
Due to an ever greater restriction on selected generic terms, the user is guided to his tar-
get data by means of a path specified by the system. All selection alternatives are pro-
vided on the user interface. Active noting features are not required. The user need not
search for his own terms, instead he (she) makes a selection from a displayed repertoire.
However, these advantages are accompanied by marked disadvantages: the low quantita-
tive limits of this solution must be taken seriously. If the hierarchical structure (especially
depth) increases, clarity on screen is quickly lost. It depends a great deal on the (normally
objective) conditions of the area of application whether a hierarchical system can be
considered. Hierarchical access alone is only adequate very seldom.
In the case of hierarchical systems, the advantage of content analysis primarily lies in the
intellectual construction of the flow chart and allocation of the individual documents to
the nodes.
b) Hypertext relations
Kuhlen (1991) extensively examined possibilities and limits of hypertext systems and
their realization forms. Hypertext realization should be regarded as an additive element
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of conventional descriptor systems in the same way as hierarchical access -
supplementary to special search situations - can improve descriptor systems.
In addition to a) and b), the information science discussion is aware of a number of other
types of research. In Bates (1989:412), for example, the traditional descriptor system is
only one of seven basic types which would all have to be supported in an ideal text
research system:
"1. )RRWQRWH FKDVLQJ (or ‘backward chaining’ ... ). This technique involves
following up footnotes found in books and articles of interest, and therefore
moving backward in successive leaps through reference lists...
2. &LWDWLRQVHDUFKLQJ (or ‘forward chaining’...). One begins with a citation, finds
out who cites it by looking it up in a citation index, and thus leaps forward.
3. -RXUQDOUXQ. Once, by whatever means, one identifies a central journal in an
area, one then locates the run of volumes of the journal and searches straight
through relevant volume years.
4. $UHDVFDQQLQJ Browsing the materials that are physically collated with mate-
rials located earlier in a search is a widely used and effective technique. Studies
dating all the way back to the 1940s confirm the popularity of the technique in
catalog use.
5. 6XEMHFW VHDUFKHUV LQ ELEOLRJUDSKLHV DQG DEVWUDFWLQJ DQG LQGH[LQJ $ 	 ,
VHUYLFH. Many bibliographies and most A & I services are arranged by subject.
Both classified arrangements and subject indexes are popular. These forms of
subject description (classifications and indexing languages) constitute the most
common forms of ‘document representation’ that are familiar from the classic
model of information retrieval discussed earlier.
6. $XWKRU VHDUFKLQJ. We customarily think of searching by authors as an
approach that contrasts with searching by subject. In the literature of catalog use
research, ‘know-item’ searches are frequently contrasted with ‘subject’ searches,
for example. But author searching can be an effective part of subject searching as
well, when a searcher uses an author name to see if the author has done any other
work on the same topic."
The expansion of the possible types of research in an IRS is an important subject for the
further development of current commercial approaches. Due to reasons of space, this
subject must unfortunately be omitted along with components of intelligent Information
Retrieval (IR) which were already discussed in Krause (1992).
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 3ULQFLSOHVRIFRQWHQWDQDO\VLVDQGLQIRUPDWLRQUHWULHYDO
By way of introduction, it is necessary to clarify some fundamental principles and prob-
lems of IR which are all ultimately rooted in an indistinct way at all system levels
(Krause, 1990). This generally occurs - although content analysis is a main subject - from
the viewpoint of search, as every problem appears to the user as a search and interaction
problem. He (she) also experiences all content analysis measures as indirect impacts on
his (her) search formulation, which is why conceptualization of the entire process should
be seen from this aspect.
 'HVFULSWRUVHDUFKXVLQJ%RROHDQDOJHEUDIRUGRFXPHQWUHWULHYDO
Boolean algebra can be used to establish a link between queried terms by means of the
logical operators AND, OR, NOT. These are often supplemented by formal additional
techniques such as truncation (right, left, inward truncation) or neighborhood search (for
closer definition of the AND operator) which function exclusively through exact-pattern-
match processes.
During document retrieval with Boolean algebra, the user can normally fall back upon
two types of descriptor regarding a document:
a) Aspect-related descriptors such as name (obligatory), organizational code, author and
(modification) date and
b) Free descriptors (= keywords) which can also be obtained from the already existing
stock of descriptors by marking the list entries (= connection with the model  character).
From the viewpoint of content analysis (indexing), the descriptors - irrespective of any
syntactic or hierarchical reference (more generally: without any relationing with each
other with the exception of some aspect statements) - will characterize the contents of the
document. Users utilize the same unrelationed, content-identifying terms in the search,
thus avoiding the mentioned difficulties with hierarchical access.
7KHVDXUL
Commercial descriptor systems normally permit a number of general connections
between individual terms (synonyms, associations, generic terms, subterms, etc.). Thanks
to these global relations, a list of descriptors turns into a thesaurus. If the thesaurus con-
tains generic terms and subterms, an attempt is made in a descriptor system containing no
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second search path to integrate the advantages of an hierarchical system in the list of de-
scriptors (cf. DIN 1463).
Nowadays, there is no longer any doubt concerning the general effectiveness of thesauri
which are generated intellectually or semi-automatically to improve the widest range of
IRS (see, for example, the Darmstadt indexing approach: Lustig, 1986; Fuhr, 1988;
Biebricher et al., 1986).
,QWHOOHFWXDOYHUVXVDXWRPDWLFGHVFULSWRUGHWHUPLQDWLRQ
The discussion concerning both these basic types is as old as the first IRS used in prac-
tice. For example, the Informationszentrum Sozialwissenschaften (IZ Bonn, 1994),
develops its literature databases fully intellectually on the basis of a thesaurus which is
organized partially according to a hierarchy. The indexer takes all allocated terms
(exception: additional field for "free" terms) from a thesaurus which must be constantly
updated. The terms contained in the thesaurus form an integrated semantic system. The
advantage of these terms is that the indexing depth can be controlled during generation of
the thesaurus and semantic standardization is enforced at the level of indexing. However,
the terms in the restricted, specified vocabulary can "lose" their colloquial semantics and
can be almost interpreted in formal language. This characteristic of controlled, intellec-
tual indexing becomes most apparent when an indexer does not find a desired term in the
thesaurus.
Purely intellectual indexing based on controlled thesauri produces excellent results in
some areas. However, this approach is hardly used any more in practice for large data
stocks since the costs of intellectual processing are regarded as too high. Users of these
systems also do not normally consult the list of keywords, but formulate their query di-
rectly. If the thesaurus is not constantly updated to include new (fashionable) terms in a
specialist area, this results in excessive discrepancies between the terms selected by the
users and the thesaurus structures.
Moreover, it has not yet been possible to the best of my knowledge to prove the postu-
lated advantage of intellectual analysis using a controlled thesaurus by means of corre-
sponding evaluation.
Intellectual processing has largely been replaced in commercial systems by automatic
free-text methods in which thesauri and, if necessary, computer-linguistic methods (e.g.
basic form tracing) are only still used in sub-areas to resolve the linguistic diversity of
the starting texts.
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3ULQFLSOHVRI&RQWHQW$QDO\VLVIRU,QIRUPDWLRQ5HWULHYDO6\VWHPV 
The DATEV databases are, for example, an extreme example of the "pure form" of tradi-
tional, automatic free-text systems (cf. DATEV, 1994). Except for some aspect-related
descriptors, only a stop word list regulates the selection of descriptors. The JURIS data-
bases (GOLEM/PASSAT base, cf. Möller, 1993) are another example. It is interesting to
note here that after more than fifteen years practical experience, intellectual analysis,
which was vehemently rejected at the start of development, is again regarded as a cure
for the empirically observed, poor retrieval performances of JURIS (cf. Wolf, 1992;
Möller, 1993).
6XPPDU\
With all of the above-mentioned methods, users often gather during their work extensive
heuristic knowledge on what descriptors can be formulated adequately or as search que-
ries. Users also become specialists regarding Boolean retrieval. The basic principle of the
inverted list also produces good response times because the actual data stock need only
be accessed when the user wants to examine document texts.
However, these advantages of conventional Boolean retrieval are contrasted by marked
disadvantages.
Before they are discussed in detail, the theoretical basis of the so-called standard model
will be explained more fully.
 6WDQGDUGPRGHORIWUDGLWLRQDOLQIRUPDWLRQUHWULHYDO
This is also called the Salton paradigm (cf. Belkin, 1993:57). Basically speaking, it re-
mained the starting point of any suggested improvement regarding IR up to the 1980s.
The central element in this model is the exact pattern match method which combines the
terms selected by the user with those in content analysis. As shown above, only the logic
operators AND, OR, NOT, brackets and formal additional techniques such as truncation
or neighborhood search are available (e.g. restricting AND to the sentence through the
corresponding context operator).
The methods described in the next sections improve the pattern match method by elim-
inating some obvious weak points (in particular, section 3) or replacing Boolean algebra
by quantitative-statistical procedures (cf. section 4), but do not affect the general validity
of the basic model.
Its main weaknesses become most apparent when the user modifies the query after the
system has supplied the initial results:
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"Concern with representation of the information need has typically arisen after
the process of judgement, which is typically to be performed by the user, as an
estimate of the potential relevance of the text to the information need. The results
of the judgement process are then used by the system to modify the query, or,
occasionally to modify the text representations. This process of... ‘relevance
feedback’, is perceived ... as an attempt to gain the ‘best’ possible representation
of the user’s query ... that is, to improve the representation so that the comparison
process will work most effectively. It is important to recognize that, in this model
of IR, the person involved in IR is seen as a user of the system, standing outside
of it. Involvement of the user with the IR system is minimal and interaction (in
the form of the judgement process) is seen as ancillary to, and only in support of,
the representation and comparison processes." (Belkin, 1993:56).
"The force of these assumptions is ... to devalue or even ignore the significance
of interaction of the ‘user’ with the texts; and to provide support for only one
form of information seeking behaviour, that associated with searching for some
well-specified item. Additionally, through the privileged position of comparison
and representation, and the assignment of responsibility for these activities to the
system, the standard view of IR leads to strong control by the system of the entire
IR process, and the consequent lack of power or control by the user" (Belkin,
1993:57).
In the discussion of the principles examined here, this global criticism is used more as a
general guideline to remedy the weaknesses of the standard mode by additional meas-
ures. Only the discussion - mainly omitted for reasons of space - concerning components




Improperly from the viewpoint of computer linguistics, traditional free-text retrieval re-
duces content analysis to a symbol-oriented analysis (cf. Knorz, 1994). Documents are
regarded as the stringing together of chains of symbols which are separated by blanks or
punctuation marks. Every morphological, syntactic or semantic item of information con-
tained in the text is classified as negligible, which is the reason why it is not analyzed.
The designers of these systems (hereinafter described by means of examples in German)
naturally know that the omitted morphology, syntax and semantics shorten content
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analysis, i.e. for the most part irreversibly: syntactic information in the documents is no
longer available - once erased during document recording - when the query is made (cf.
the classic example: 6XFKH QDFK JULHFKLVFKHQ 6FKLIIHQ GLH U|PLVFKH +lIHQ DQODXIHQ
(look for Greek ships which call at Roman ports versus U|PLVFKH 6FKLIIH GLH
JULHFKLVFKH+lIHQ EHVXFKHQ (Roman ships which visit Greek ports). The methods de-
veloped for this purpose are not dependent on language and can therefore be used inter-
nationally. Due to their simplicity, they can be developed in an extremely robust manner
for mass data. They are also fully automatic, quick and cheap. Symbol-oriented, general
methods on the query side will counter the lack of analysis depth at least in the area of
morphology and, at times, in syntax. Truncation and context operators are actually op-
erations without "linguistics", but the developers of the IRS are confident that the user
has this knowledge (e.g. +DXVfor all compound words such as +DXVWU+DXVYHUZDO
WXQJetc.) and uses it adequately in search strategies. By resorting to user knowledge,
retrieval-side truncation will therefore solve the problem of word form combination,
compound splitting and derivation combination, and intelligent use of context operators
will replace the lost references of sentence structure.
 0HWKRGVDYDLODEOH
The computer-linguistic argument assumes that the reduction of content analysis to a
purely symbol-oriented, non-language-dependent dimension is responsible for the major-
ity of research problems. The language-dependent rule systems researched by linguists
are therefore integrated. They replace the user’s linguistic skills which he (she) must
transfer during traditional free-text research to the symbol-oriented help operations
(truncation, context operators) which are by no means suitable for this purpose. The
quality of the exact pattern match method of traditional IR systems will be improved by:
a) returning the word forms in the text to their basic forms or expanding the word forms
of the user query to all related basic forms. The recognition of abbreviations can be
classified here as a special case.
e.g. 6WDOO6WDOOV6WlOOH6WlOOHQ7KHPD7KHPHQ7KHPDV7KHPDWD
b) Splitting compound words into their constituent parts
e.g. 'UXFNHU]HXJQLV'UXFN(U]HXJQLV versus 'UXFNHU=HXJQLV
c) Combination of derived terms
e.g. ADJ OLHEORV / NOUN /LHEORVLJNHLW (NHLW turns adjectives into nouns);
)RUPDWLHUXQJ)RUPDWIRUPDWLHUHQ
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5DQJHUQDFK/XIW: basic form 5DQJ or ULQJHQ
d) If the structure is given related terms (multi-word terms, complex descriptors, verb
prefixes such as JHK|UW]XVDPPHQ)
e.g. ILQJDQ: basic form IDQJHQ or DQIDQJHQKLHOWGHQ$WHPDQ
• natürliche und juristische Personen - kalter Kaffee (= Spezi) versus kalter und ab-
gestandener Kaffee
e) Hyphenated part-word deletions  e.g. +DXVXQG+RIZLUWVFKDIW
f) Phonological-graphematic translation of proper names and spelling checker
Spelling checkers are a standard feature of text-processing programs and are supplied by
special companies for a large number of languages. Curiously, most information systems
do not have a spelling correction feature for the search term. It should be as natural as a
check on the entered texts. This is especially important if computer-linguistic methods
supplement free-text search.
A special case in spell checking is verification of names: 0DLHU instead of 0HLHU is not
entered by the user within the meaning of a spelling mistake; he (she) does not know the
correct spelling. In many cases, pronunciation is the link between the different spelling
variants. The user often only remembers the sound of the name. It is therefore necessary
to provide an additional computer-linguistic function which first transforms the entered
term into a phonetic transcription from which all possible graphematic terms are gener-
ated (see, for example, Regensburg Phonology: Hitzenberger, 1987).
g) Standardization of spelling
Especially in the case of German texts, databases often contain standard deviations from
Duden spelling. These deviations lead to errors if the user is utilizing the "correct"
spelling during his (her) search.
• Umlauts or ablauts replaced by vowel + e: PXHLJPLJ
• Capitalization of words written with a small letter at the start of the sentence
•  stored as VV
Capitals as highlight in the text and mixed spelling:
DATEV: Datev; GmbH: GMBH
• Special without blank character: +HUU)UDX instead of +HUU)UDX
In the near future, attention will also have to be paid to the implementation of the moder-
ate spelling reform of German which will probably be adopted in 1995.
h) Stop word lists / negative lists
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Traditional stop words are all functional words in a language (aQGWKHDLI etc.) which
themselves do not have any semantic meaning, but define the relationships between
terms. During automatic free-text retrieval excluding computer-linguistic methods, they
therefore become "meaningless" because the relation system in the text is deliberately
regarded and deleted as irrelevant information (cf. Ruge, 1994b).
Stop word lists normally reduce the descriptor list by around 50%. However, they do not
affect the quality of research since users do not select them as search terms, only as
processing advantages. A problem occurs in that they often do not contain uncovered
homonyms (e.g. 1XUGLH)LUPD185
Additional computer-linguistic algorithms will mainly increase recall, but the different
types of word combinations will improve precision.
In the simplest (and most frequently implemented) case, computer-linguistic methods
work via an isolated symbol chain. This is generally possible in all cases except during
word combination and with hyphenated words. However, the reduction in basic forms
can be improved by means of context-sensitive heuristics (partial parsing).
• Syntactic level: (KHHU: the noun (KH is not a stop word as HU follows.
• Statistical probability: 7URW] YLHOHU 9RUNRPPQLVVH: YLHOHU is only used very
rarely after the noun 7URW]
• Semantic homography: 'DV*HOGDXIGHU%DQN: *HOG excludes the meaning of
%DQNDVVRPHZKHUHWRVLW.
Multi-word groups are generated in some systems (see, for example, the Saarbrücken
system CTX, Schneider, 1987) by means of complete syntactic analyses which can also
be interpreted as precise linguistic definition of context operators (in the same nominal
phrase, in the same sentence, etc.).
The limit of traditional free-text systems is attained when the algorithms require a
generally different type of contents representation. For example, CONTEXT (GMD IPSI,
cf. Haenelt, 1994) analyzes the text of the document along syntactic, semantic and prag-
matic lines, stores the thus retained complex contents structure as a conceptual network
and must analyze the user query using the same method.
The RELATIO/IR system by IBM uses an interesting temporary form (Rahmstorf, 1994).
In this system, the thesaurus itself is organized as a controlled, semantic network. The
semantic analysis of nominal phrases in the document reorganizes the user interface
structure of the search query in a subtree of the thesaurus network. Since all terms are
derived from the thesaurus and are therefore used as "controlled vocabulary" in the more
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complex form of the thesaurus, new contents cannot be indexed before the thesaurus is
extended intellectually.
Summary: there are a whole range of computer-linguistic modules which can be used to
improve content analysis of IRS further. Their use in commercial systems now no longer
poses a problem for more complex languages such as German.
Efficient algorithms with satisfactory performances are, for example, offered by
SOFTEX (cf. Zimmermann, 1993) or LINGSOFT (GERTWOL product; cf. LINGSOFT,
1994). GERTWOL was the winner of the 1994 MORPHOLYMPICS, a competition or-
ganized by the GLDV, in which the computer-linguistic methods being discussed here
were subjected to an (informal) comparative test (cf. the special publication of the LDV
forum in June 1994).
 (IIHFWLYHQHVVRIFRPSXWHUOLQJXLVWLFVXEDOJRULWKPV
After discussing the general options of integrating computer-linguistic methods, the
question remains as to whether the additional time and effort are really worthwhile. If
this question is examined, it is noticeable in particular that very clear opinions are
normally expressed here. In fact, almost everyone knows in advance what is produced by
a retrieval test. Unfortunately, everyone is convinced of the superiority of another
system.
This fact gives rise to spurious plausibilities with high superficial persuasiveness, which
largely prevent a more in-depth examination of the effectiveness of computer-linguistic
components.
*UDGXDWHGPRGHODGGLWLYHVXSSOHPHQWV
The arguments used in research literature and among practicians in favor of computer-
linguistic algorithms can best be illustrated by means of a graduated model of linguistic
components:
a) Objections are raised against the pure free-text solution because the formal options of-
fered in the retrieval language (for example, truncation and context operators) are insuf-
ficient to allow error-free recording of the various word forms of a term. The possibility
cannot be ruled out that the user will not think about individual word forms or fully un-
derstand the side-effects of truncation (ballast). The attention of the user will also be di-
verted. He (she) must deal with purely formal considerations, a situation which irritates
him (her) in his (her) task of finding the correct content descriptors.
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b) In the case of algorithms which are limited to morphological analysis and compound
splitting, objections are raised to the effect that they are inadequate. The content terms
are related structurally in the document. This becomes most apparent with nominal
phrases. For example, a user looking for the complex descriptor $XIQDKPHYRUULFKWXQJ
IU .HUQVSLQUHVRQDQ]VSHNWUHQ does not actually examine documents relating to
"Aufnahmevorrichtungen" or which have any connection with "Kernspinresonanz", but
documents which connect both terms with the factor IU, i.e. contains them in a special
relation in terms of contents.
c) Objections are raised against syntactically-oriented methods because they only depict
structural regularities but do not always agree with content relations. For example,
studies of patents in the PADOK-I project (cf. Krause, 1987, Womser-Hacker, 1989)
showed that the syntax analysis of the Saarbrücken system CTX only determined 75% of
the text relations which agree in terms of contents with the complex descriptor of the
search query (cf. Schneider, 1987).
d) Kuhlen argues as follows against the restriction to a)-c):
"The contribution of morphological, syntactic and semantic analysis to the overall per-
formance - "Provision of information" - may be minute. As a result, it is not worthwhile
to replace the dominant ad hoc methods - e.g. [...] context operators instead of syntactic
parsings [...] by linguistically justified methods." (Kuhlen, 1985:7).
It also corresponds to the general pattern of these arguments that the actual increase in
value will result from the component to be supplemented. The content analysis functions
of each lower level are classified as not effective enough.
If the linguistic subcomponents of the graduated model (morphology, syntax, semantics
and pragmatics) are analyzed as a whole from which no component emerges, there is no
sensible reason to agree with the idea behind this chain of arguments, i.e. the thesis that a
complete morphological, syntactic, semantic and pragmatic analysis promises the best re-
trieval results in terms of quality.
Nothing appears intuitively more plausible than to demand that all processes which can
be observed in data processing and generation by humans should be automated as far as
possible and in a 1:1 relation. At the same time, this is the simplest and most problem-
free way to determine the basic design of an information system. There is nothing more
undemanding from conceptualization and nothing more complicated than to take indi-
vidual components from this so understood simulation approach and to justify their se-
lection stringently.
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Consequently, there is also no reason not to proceed in this way unless - seen in quite
general terms - you do not ZDQW to (e.g. faced with a ‘morally’ judging background as in
Weizenbaum, 1976) or FDQQRW. Both cases mean that - for whatever reason - parts of the
individual components shown in the graduated model no longer apply. However, if the
complete chain of individual components is not implemented in full, 1:1 simulation of
human data processing and generation switches to the type of restricted systems. We are
therefore faced with the question of what components these restricted systems should
contain and how such a choice can be determined and justified.
With regard to current commercial IRS, it is relatively easy to answer the question of
whether all information-linguistic components of the graduated model can be realized.
No fully developed systems in a commercial sense are available for the components of
semantics and pragmatics. Even experimental systems such as CONTEXT or RELA-
TIO/R (cf. section 3) only cover part of the semantic references contained in a text. Con-
tent analysis must therefore by necessity be designed as a restricted system.
The following simple example will illustrate that more computer-linguistic algorithms
can not only have no effect in this context, but can also cause further damage (cf. Krause
& Womser-Hacker, 1990 for further results of empirical studies).
During the PADOK-I project, the following sequence came about during extensive re-
search tests involving data from the German Patent Office (text basis of the documents:
title + abstract, cf. Krause, 1987, Womser-Hacker, 1989) relating to recall (percentage of
relevant documents found):
a) Free text never attained the top position although it was clearly favored in the test de-
sign.
b) In the overall evaluation, PASSAT (for example, morphology, compound splitting)
led to better recall compared with CTX (additionally complex descriptors from a noun
phrase analysis). This result was statistically significant in a user group
(industry/technical information centers). However, better precision (percentage of bal-
last) was achieved during retrieval using the database connected to CTX.
An industrial user made the following comments based on his experience with CTX and
PASSAT:
"When working with the CTX database, I was irritated by having to think about the
complex descriptors during formulation of my own retrieval strategies. The CTX compo-
nent of the complex descriptors, behind which the additional syntax analysis of CTX
stands, meant that I had to consider constantly which text passages were recorded and
which were not by the complex descriptors. With PASSAT, however, the basic effect
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could be followed relatively easily and incorporated in the cognitive process of formulat-
ing a retrieval strategy."
The comments of the industrial user therefore refer to a side-effect of the use of CTX and
to additional cognitive stress which might interfere with a potentially positive effect. It is
important that this side-effect is not produced through the operation of functionality in
the user interface, but is based on the supplied functionality itself. It is not the actual
functionality that produces the result, but that what is triggered by this functionality in an
overall context.
Consequently, it must always be expected that computer-linguistic components induce
processes whose impacts can no longer be controlled analytically (see Krause &
Womser-Hacker (1990) for other, even more complex examples). The question of the
sequence of systems with different strengths of computer-linguistic components can
therefore only be answered empirically. This statement is the specific form of a general
information science rule: during a machine-supported information process, single
components do not achieve what their function description expresses, but what they
bring about in an overall context.
Every change in the text basis therefore calls for new empirical tests. The same applies to
a change in other parameters such as user groups, application object, etc.
It is impossible to maintain some widespread spurious plausibilities which assume that
an improved (linguistic) performance could at most have no effect, whereby poorer re-
sults for richer content analysis methods in terms of computer linguistics would be ex-
cluded from the outset. This attitude will at least remain incorrect as long as a complete
mechanical simulation of interpersonal cognitive information behavior is not available,
for whatever reason. The use of subcomponents, however, leads to the field of restricted
systems with their own laws.
 6WDWLVWLFDOO\RULHQWHGPHWKRGVLQLQIRUPDWLRQUHWULHYDO
Whereas computer-linguistic methods use traditional free-text systems when reducing
content analysis, but leave the standard model of IR largely untouched, quantitative-sta-
tistical methods (under designations such as best-match or nearest-neighbour methods
with or without relevance feedback) change the retrieval process in a more far-reaching
manner. They are primarily regarded as techniques against the following negative
properties of Boolean retrieval in which user-oriented and cognitive aspects (cf. section
2) are for the most part ignored.
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• Boolean retrieval divides the document set - without any interim stage - into two dis-
crete subsets: into documents which fulfill the "exact match" (= relevant documents) and
those which do not. Documents with three found terms are rejected in a search query
comprising four terms linked by the AND operator in exactly the same way as those with
0.
All outputted documents are equivalent from a system viewpoint. The last document on
the results list can best satisfy the information requirements of the user. At the descriptor
level, this corresponds to the impulse to use all descriptors as "equally important", some-
thing which users regard as an inadmissible simplification.
• Users often have problems in making adequate use of the logical operators AND, OR
and NOT. One reason for this is that the semantics of the logical operators do not agree
with the semantics of the natural language terms. The priorities of the Boolean operators
must also be known.
Commercial developments in statistical systems are only slowly starting to compete with
traditional methods on the market. One example is TOPIC (cf. Wood & Moore, 1993 for
an overview of commercially available IR software). There are also several experimental
system variants which are already being used at universities or scientific institutes for
real applications (e.g. the INQUERY system of the University of Massachusetts, Broglio
& Croft, 1994).
 %DVLF FRPPRQ IHDWXUHV UDQNLQJRI WKH UHVXOWV OLVW DQGGHVFULSWRU
VHTXHQFH
With regard to their theoretical background, non-Boolean retrieval models can be
divided into probabilistic (statistical probability theory), vectorial (vector space model)
and fuzzy retrieval models (theory of inexact quantities) which interpret the similarity
function in different ways. As the TREC studies (Harman, 1993) showed, the theoretical
differences have practically no effect on the retrieval results, which is why, in my
opinion, it is possible to make use of the basic architecture common to all approaches in
application development.
Best-match methods can be characterized by the fact that the user strings descriptors to-
gether during the query without using Boolean operators and the most relevant docu-
ments should come at the start of the results list. This so-called ranking is generated by
the system based on similarity criteria.
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 'HWHUPLQDWLRQRIVLPLODULW\EHWZHHQTXHU\DQGGRFXPHQW
The similarities determined by the system define the ranking of the document on the
results list. The most widespread similarity is the so-called "vector dot product" in which
the similarity is calculated from the product sum of the (weighting) of the terms which
appear in the query and the document. The higher the calculated value, the higher the
document on the results list.
Also used are the Cosine measure (normalized, including the document length), the Dice
coefficient and the Tanimoto measure (cf. Ruge, 1994a). A minimum similarity is often
determined by a certain threshold value or the number of required documents defined by
the user is utilized as a limitation criterion.
 :HLJKWLQJ
Weighting of the terms in the documents is normally included in the similarity scale.
Weighting is automatically determined for every term in a document in relation to certain
quantitative properties of the document or the collection of documents. For example, the
number of documents in database n and the frequency of the term t in the document col-
lection are included in the "inverse document frequency" weighting. The equation
G=log(N/F(t)) means that general terms (quantitative characteristic: high frequency) con-
tribute less to the relevance of a term than specific terms which seldom occur. The yard-
stick can also include the frequency of a term in a document (within term frequency). The
more often t occurs in a document, the higher its weighting, and the less often it appears
in other documents too, the better.
A possible connection with the computer-linguistic approaches is already apparent here.
All methods mentioned in section 3 can be defined as pre-determination of t. This en-
sures, for example, that singular and plural forms are not included as two different terms
in the calculations.
Some weighting measures also take account of the number of the different terms within a
document and/or specify limits for the occurrence frequency of a term (e.g. t must occur
at least three times in the data collection). It is also obvious to introduce weighting rules
relating to text types, e.g. to weight terms in headings higher than others. In these
variants which have to be determined according to their individual application and whose
impact on ranking must be verified empirically, there appears to be great potential for
improvement with approaches based on non-Boolean retrieval. Generally speaking, how-
ever, this applies both to all quantitative-statistical methods and computer-linguistic al-
gorithms. We must deal with restricted system whose real efficiency is exclusively
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empirical and can only be proved in relation to specific user groups and application
situations.
Wider use of automatic weighting methods in commercial mass databases is primarily
prevented by the fact that the term weightings must be recalculated with every change in
the data set.
Weightings cannot only be linked to the document terms. The query term can (also) be
weighted. As a rule, the user himself (herself) determines intellectually the weighting
which he (she) wants to give his query term in his (her) descriptor list (see, however,
relevance feedback).
 5HOHYDQFHIHHGEDFN
This method calls for a query with at least two stages and the cooperation of the user. He
(she) evaluates the results list by crossing the item in, for example INQUERY if an out-
put document was of "relevance" to him (her). The system therefore knows that it is
"correct" and uses this dynamic control knowledge from the current dialog situation to
"recalculate" the original query. Query terms, which occur frequently in documents
specified as "relevant", are given a higher weighting during this reformulation of the
query or they are added to the original query. As a result, the modified results list will
better satisfy the information requirements of the user (cf. Robertson & Sparck Jones,
1976).
 &OXVWHULQJDQGH[WHQVLRQOLVWV
The objective of cluster methods is to divide document sets or their descriptor lists into
classes whose members are closely related in terms of contents. The degree of relation-
ship is measured formally by means of the joint occurrence of the descriptors in the
document. Various mathematical methods are used in this case (cf. Salton & McGill,
1987). A document cluster therefore contains documents whose related descriptors agree
as far as possible with one another. A centroid is determined for every cluster and is re-
garded almost as the "most typical" representative of the cluster. Descriptor clustering is
based on the same basic idea: a descriptor t1 is regarded as closely associated with t2 in
terms of contents if it occurs as often as possible together with t1 in the documents in the
database. In both cases, the cluster is used to determine relevance. If a document d or a
descriptor t is regarded as relevant to the information requirements of the user, the mem-
bers of its cluster are also regarded as relevant (cf. Sparck Jones & Van Rijsbergen,
1973; Croft, 1980).
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Cluster techniques supplement the methods already discussed. Document clustering is
hardly used on account of the large amount of time spent on mathematical calculations,
especially for updating application-related systems. However, descriptor clustering is
used. This includes, for example, the extension list of REALIST (Ruge; 1992; Schwarz
& Thurmair 1986). Extension lists are networks of terms which correlate statistically
with the starting term. Figure 1 shows a simple example of the term &38 and how often
(in %) the term &38 occurs with other terms in documents (number).
Extension lists give rise to the following working method:
• The descriptors are extracted in an initial step (by means of any IR system such as
STAIRS or GOLEM/PASSAT).
• Extension tables are then drawn up based on terms and their occurrence, followed by
calculation of the correlations between the descriptors of a document and those of other
documents in the data set.
The extension lists may be made available to the user as an additional tool for independ-
ent strategy planning (research assistance) or may also act as a basis for automatic re-
search expansion as part of IR components (see, for example, Grefenstette, 1992).
The preparation of extension lists normally does not depend on language. In the
REALIST context, extension lists were prepared based on a representative subquantity of
the total document set and then transferred to the overall stock.
CPU in document: 105
correlation terms: 1817
correlation (%) Term correlation (%) Term
65.71 DATA 7.62 LOGIC
49.52 MEMORY 7.62 LOCATION
33.33 STORE 7.62 COMMUNICA-
TION
32.38 CENTRAL 7.62 CHIP
...
Figure 1: Use of term CPU
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 ([WHQGHG%RROHDQUHWULHYDO
As with computer-linguistic and quantitative-statistical methods, the best-match method
and Boolean retrieval also offer a mixed form. The main starting point for this con-
sideration were the empirical observations that both search methods lead to widely differ-
ing result quantities and that users of non-Boolean systems regarded the lack of Boolean
operators in certain situations as a handicap. They want, for example, to link synonyms
by OR. With extended Boolean retrieval, the user starts with a conventional Boolean
query which will, however, only determine a preliminary selection of potentially relevant
documents from the search strategy. A ranking method is then added to the query in or-
der to arrange the preliminary selection according to actual relevance (cf. Salton et al;
1983, Bookstein, 1981).
In order to ascertain the correctness of the basic conviction that the user’s objective -
"preliminary selection" - substantially reduces the disadvantages mentioned at the start of
section 4, empirical calculations would have to be made for specific application areas.
The advantage would have to be so great that it exceeds the higher cognitive burden on
the user, which is automatically produced due to concept doubling.
 'HYHORSPHQWSRWHQWLDO
According to the considerations in sections 1 to 4, content analysis produces three main
groups of potential starting points for improving the retrieval performance of current
commercial systems based on Boolean algebra which promise to be successful in a rela-
tively short space of time and with limited expenditure.
 $GGLWLRQDOFRPSXWHUOLQJXLVWLFPRGXOHV
Traditional free-text retrieval reduces content analysis to a symbol-oriented analysis.
Documents are regarded as the stringing together of chains of symbols which are sepa-
rated by blank spaces or punctuation marks. The erroneous matching processes thus pro-
duced can be reduced by using computer-linguistic methods. Even if empirical tests are
ultimately the only way to find out whether the retrieval performance of a specific appli-
cation area can be improved substantially by computer-linguistic methods, there are
many plus points as regards improved quality.
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Computer-linguistic components are now available as fully developed basic software
both in the scientific and commercial sectors (examples SOFTEX and GERTWOL).
 8VHRITXDQWLWDWLYHVWDWLVWLFDOPHWKRGV
Various individual components appear highly promising as regards short-term develop-
ment of current commercial systems based on Boolean algebra.
a) REALIST (Retrieval Aids by Linguistics and Statistics) contains statistical techniques
(extension lists) which lead to terms which correlate with a descriptor sought in the data-
base. The user can select or exclude additional terms from the extension list (to prevent
an unwanted reference of the selected descriptor) and thus specify his (her) information
requirements precisely. This method is well-suited conceptually to linguists and also
counters the restriction on Boolean queries, namely that the terms cannot be weighted.
b) Due to the anticipated performance problems with quantitative-statistical methods,
tests using an extended Boolean retrieval model appear promising. Thanks to this model,
the Boolean query can be carried out using a traditional system such as STAIRS. The
thesis is that Boolean logic would no longer be normally deployed by the user for com-
plicated links, but merely to determine a pre-selection. A ranking algorithm, which works
with weighted document terms, could then be added to the resulting results quantity. The
empirical calculation of specific parameters from the specific application context appears
to be a highly promising aspect. As additional "references", these parameters reveal the
significance of descriptors (e.g. highlighted position of a term in the title or basic princi-
ple of a document).
Based on the information in b), the entire Boolean query could be replaced experimen-
tally in a second development phase by a ranking method with relevance feedback
methods. Whether this will lead to improved quality in a specific application and what
calculation methods should be selected can only be determined by means of empirical
tests using suitable prototypes.
 6XPPDU\
The methods discussed in this paper therefore provide a sufficient number of detailed
approaches which could improve the information performances of current commercial
databases based on Boolean algebra without forcing a complete new start. It would be
possible to combine them by integrating additional research strategies, integrating appli-
cation-oriented components of an intelligent IR system and rearranging the user interface
of such a system. The latter aspects had to be excluded from this article due to reasons of
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space together with the increasingly urgent problems of connecting text and factual IR
systems.
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