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ABSTRACT
The ionization state of the gas plays a key role in the MHD of protoplanetary disks. However, the ionization
state can depend on the gas dynamics, because electric fields induced by MHD turbulence can heat up plasmas
and thereby affect the ionization balance. To study this nonlinear feedback, we construct an ionization model
that includes plasma heating by electric fields and impact ionization by heated electrons, as well as charging
of dust grains. We show that when plasma sticking onto grains is the dominant recombination process, the
electron abundance in the gas decreases with increasing electric field strength. This is a natural consequence of
electron-grain collisions whose frequency increases with electron’s random velocity. The decreasing electron
abundance may lead to a self-regulation of MHD turbulence. In some cases, not only the electron abundance but
also the electric current decreases with increasing field strength in a certain field range. The resulting N-shaped
current-field relation violates the fundamental assumption of the non-relativistic MHD that the electric field is
uniquely determined by the current density. At even higher field strengths, impact ionization causes an abrupt
increase of the electric current as expected by previous studies. We find that this discharge current is multi-
valued (i.e., the current–field relation is S-shaped) under some circumstances, and that the intermediate branch
is unstable. The N/S-shaped current–field relations may yield hysteresis in the evolution of MHD turbulence
in some parts of protoplanetary disks.
Keywords: accretion, accretion disks – instabilities – magnetohydrodynamics (MHD) – planets and satellites:
formation – plasmas – protoplanetary disks – turbulence
1. INTRODUCTION
How protoplanetary disks form and evolve is a key ques-
tion of planet formation studies. It is generally accepted
that magnetic fields play many important roles in these pro-
cesses. Coupling between a disk and a magnetic field in-
duces magnetorotational instability (MRI; Balbus & Hawley
1991), and turbulence driven by MRI provides a high effec-
tive viscosity that allows disk accretion (e.g., Hawley et al.
1995; Fromang & Nelson 2006; Flock et al. 2011). A large-
scale magnetic field threading a disk also drives outflows
from disk surfaces via the recurrent breakup of MRI modes
(Suzuki & Inutsuka 2009, 2014) and/or magnetocentrifugal
mechanism (e.g., Blandford & Payne 1982; Spruit 1996;
Lesur et al. 2013; Fromang et al. 2013; Bai & Stone 2013a).
These outflows can significantly affect disk structure and
planet formation in inner disk regions (Suzuki et al. 2010).
In protoplanetary disks, these magnetic activities are
strongly subject to non-ideal MHD effects simply because
the ionization fraction of the disk gas is low. Thermal ion-
ization is effective only in innermost disk regions where the
gas temperature exceeds 1000 K (Umebayashi 1983). Fur-
ther out, the disk gas is only weakly ionized by external ion-
izing sources including cosmic rays (Umebayashi & Nakano
1981) and stellar X-rays (Glassgold et al. 1997). The re-
sulting high ohmic conductivity yields an MRI stable “dead
zone” near the midplane (Gammie 1996; Sano et al. 2000).
Ambipolar diffusion also suppresses MRI near the disk sur-
face (Perez-Becker & Chiang 2011a; Bai 2011a; Simon et al.
2013b,a), and the combined effect of ohmic and ambipo-
lar diffusion can render MRI inactive at all altitudes in in-
ner disk regions (Bai & Stone 2013b; Bai 2013; Lesur et al.
2014). The high diffusivities also cause the loss of large-scale
magnetic fields that are required for magnetocentrifugal out-
flow (e.g., Lubow et al. 1994). Hall drift can either enhance or
suppress the magnetic activity of the disks depending on the
polarity of the large-scale magnetic field relative to disk’s ro-
tation axis (Wardle & Salmeron 2012; Lesur et al. 2014; Bai
2014).
At the same time, these magnetic activities can influ-
ence the ionization state of the disk gas. MRI turbulence
transports ionized gas to less ionized regions, and this pro-
cess revives MRI in dead zones under favorable conditions
(Inutsuka & Sano 2005; Turner et al. 2007; Ilgner & Nelson
2008). Joule heating by MRI turbulence can change the tem-
perature profile of the disks and even the location of the dead-
zone inner edge (Latter & Balbus 2012; Faure et al. 2014).
On smaller scales, strong current sheets produced by MRI
can locally heat up the disk gas, which can even affect the
ionization state if the background temperature is near the ther-
mal ionization threshold (Hubbard et al. 2012; McNally et al.
2013, 2014).
This study focuses on the role of strong electric fields in
the ionization balance. Since the electric conductivity of
the disk gas is finite, the coupling between the moving gas
and magnetic fields inevitably produces a nonzero electric
field in the comoving frame of the gas. The field induces
systematic drift motions of ionized gas particles, whose ef-
fect is expressed by the conventional Ohm’s law in which
the electric current is linearly proportional to the electric
field strength. However, what is largely unappreciated is
that in an weakly ionized plasma, an electric field also in-
duces random motion of plasma particles if the field is suf-
ficiently strong (Druyvesteyn & Penning 1940; Golant et al.
1980; Lifshitz & Pitaevskii 1981). In principle, the heating of
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plasmas affects the chemical reactions of the plasmas, thereby
affecting the ionization balance of the gas. This effect has
been ignored by all previous models of disk ionization.
Inutsuka & Sano (2005) first pointed out that this electric
plasma heating can occur in protoplanetary disks when MRI
drives disk turbulence. They noted that MRI-driven turbu-
lence produces a strong electric field in the neutral comov-
ing frame when the ionization degree is low (but not too low
for MRI to be active). They estimated the random energy of
electrically heated free electrons, and concluded that the en-
ergy can be high enough to cause electric discharge (or elec-
tron avalanche) in the disk gas. They suggested that MRI in
protoplanetary disks can be self-sustained: MRI turbulence
can provide sufficient ionization to keep MRI active even in
the conventional dead zones. This scenario has been recently
tested by Muranushi et al. (2012) using local MHD simula-
tions with a toy resistivity model that mimics electron dis-
charge at high electric field strengths. They found that self-
sustained MRI is realized when the work done by the turbu-
lence exceeds the energy consumed by Joule heating.
In this paper, we study in detail the effects of plasma heat-
ing by electric fields on the ionization balance of a weakly
ionized gas. While the discharge is only produced by very
high electric fields, weaker fields still can heat up plasmas and
can change the reaction balance. To reveal the consequences
of electric plasma heating over a wide range of electric field
strengths, we construct a charge reaction model properly tak-
ing into account the kinetics of weakly ionized plasmas under
an electric field (Druyvesteyn & Penning 1940; Golant et al.
1980; Lifshitz & Pitaevskii 1981). Our model also includes
plasma capture by small dust grains, which is essential to
study the ionization balance in dense protoplanetary disks
(e.g., Umebayashi 1983; Sano et al. 2000; Ilgner & Nelson
2006; Wardle 2007; Bai 2011a). As a first step, we neglect
the effects of magnetic fields on the kinetics of plasmas, which
means that we only treat ohmic conductivity and neglect am-
bipolar diffusion and Hall drift. An extension of our model to
the non-ohmic resistivities will be done in future work.
The paper is organized as follows. In Section 2, we present
an order-of-magnitude estimate of the electric field strength
in MRI-driven turbulence to highlight the potential impor-
tance of electric plasma heating in weakly ionized protoplan-
etary disks. Our charge reaction model is described in Sec-
tion 3, and results are presented in Sections 4 and 5. Section 6
discusses important implications for MHD in protoplanetary
disks. A summary is given in Section 7.
2. PLASMA HEATING BY MRI TURBULENCE IN
PROTOPLANETARY DISKS
Before presenting our charge reaction model, we briefly de-
scribe the basic physics of electric plasma heating in a weakly
ionized gas. We will then demonstrate by simple estimations
that the plasma heating can occur in protoplanetary disks un-
der realistic conditions.
Let us consider a weakly ionized gas in which neutral gas
particles are much more abundant than plasma particles. In
such a gas, plasma particles collide with neutral particles
much more frequently than with themselves. Therefore, if
there is no externally applied field, the plasma particles tend
to be thermally equilibrated with the neutrals, and their mean
kinetic energy approaches that of the neutrals, 3kBT/2, where
T is the neutral temperature and kB is the Boltzmann constant.
However, if there is an applied electric field, the field accel-
erates the plasma particles, and some part of the gained en-
ergy is converted to their random energy after collisions with
neutrals. This electric heating is particularly significant for
electrons because of their high mobility and low energy trans-
fer efficiency in collisions with neutrals. In equilibrium, the
random energy of electrons greatly exceeds that of neutrals
(3kBT/2) when E is well above the threshold
Ecrit ≡
√
6me
mn
kBT
eℓe
, (1)
where e is the elementary charge and me and mn
are the masses of an electron and a neutral, respec-
tively (Druyvesteyn & Penning 1940; Golant et al. 1980;
Lifshitz & Pitaevskii 1981). The electron mean free path ℓe
is determined by the collisions with neutrals and is given
by ℓe = 1/(nnσen), where nn is the neutral number density
and σen is the momentum-transfer cross section for electron–
neutral collisions. Equation (1) neglects energy losses due
to inelastic electron–neutral collisions (i.e., collisions that in-
volve electronic/vibrational/rotational excitation of the neu-
trals) and radiative energy losses upon collisions with positive
ions. The former is negligible at least at the onset of electron
heating (for details, see Section 3.1) and the latter is gener-
ally negligible in weakly ionized plasmas where electron–ion
collision are rare. The small factor
√
me/mn in Equation (1)
comes from the fact that electrons lose only a small fraction
(∼ me/mn) of their kinetic energy in a single elastic colli-
sion a neutral (for details, see Appendix A). For an H2 gas,
σen ≈ 10−15 cm2 at electron energies < 10 eV (Frost & Phelps
1962; Yoon et al. 2008), so we have
Ecrit ≈ 1 × 10−9
(
T
100 K
)(
nn
1012 cm−3
)
esu cm−2. (2)
Let us see whether MRI turbulence in protoplanetary disks
can provide such a strong electric field. We denote the mean
amplitude of the electric field in MRI turbulence, as measured
in the comoving frame of the neutral gas, by EMRI.1 To eval-
uate EMRI, we use the finding by Muranushi et al. (2012) that
the mean current density in MRI turbulence is insensitive to
the strength of the ohmic resistivity. They performed local un-
stratified resistive MHD simulation and found that the current
density in MRI turbulence has a mean amplitude
JMRI ≈ fsatJeqp, (3)
where fsat ≈ 10 is a numerical constant and
Jeqp ≡
√
ρg
2π
cΩ (4)
depends only on the gas mass density ρg = mnnn and orbital
frequencyΩ.2 The value of fsat is independent of the strength
1 Throughout this paper, we refer to electric fields as measured in the
comoving frame of the neutral gas. The electric field E in the comoving
frame is related to the field Eu in the frame where the gas moves at velocity
u as Eu = E − u × B/c, where B is the magnetic field.
2 Equation (3) can also be derived from an order-of-magnitude estimate
of Ampere’s law, J = (c/4π)∇ × B. Let us assume that the magnetic
field associated with MRI has the characteristic wavenumber kMRI and mean
amplitude BMRI. Then, an order-of-magnitude estimate of Ampere’s law
gives JMRI ∼ (c/4π)kMRI BMRI. For MRI-driven turbulence, kMRI is com-
parable to that of the most unstable MRI modes, kMRI ∼ Ω/vAz . Since
vAz ∼ Bz,MRI/
√
4πρg, where Bz,MRI is the vertical component of the fluc-
tuating magnetic field, we have JMRI ∼ (BMRI/
√
2Bz,MRI)Jeqp . This reduces
to Equation (3) if BMRI/
√
2Bz,MRI ∼ fsat .
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of the ohmic resistivity as long as sustained MRI turbulence is
realized.3 The criterion for sustained turbulence can be given
in terms of the Elsasser number
Λ ≡
v2Az
ηΩ
, (5)
where η is the ohmic resistivity and vAz is the Alfve´n speed
in the direction perpendicular to the disk’s midplane. MRI
grows when Λ > Λcrit, where Λcrit ≈ 0.1–1 (e.g., Sano et al.
1998; Turner et al. 2007; Muranushi et al. 2012).
Given JMRI, one can estimate EMRI by using Ohm’s law E =
(4πη/c2)J. Here it is useful to rewrite the ohmic diffusivity as
η = v2Az/ΛΩ = 2c2s/βzΛΩ, where βz = 2c2s/v2Az is the plasma
beta of the vertical magnetic field and cs =
√
kBT/mn is the
sound speed. If we use this expression, Ohm’s law can be
rewritten as
E =
8π
βzΛΩ
(
cs
c
)2
J. (6)
This expression is useful because βz ∼ 100–1000
for fully saturated MRI turbulence (e.g., Hawley et al.
1995; Miller & Stone 2000; Fromang & Papaloizou 2006;
Suzuki & Inutsuka 2009). From Equation (6), we obtain
EMRI=
8π
βzΛΩ
(
cs
c
)2
JMRI
≈ 2 × 10
−7
Λ
(
100
βz
)( fsat
10
)(
T
100 K
)(
nn
1012 cm−3
)1/2
esu cm−2.(7)
Thus, the ratio of EMRI to Ecrit is
EMRI
Ecrit
≈ 200
Λ
(
100
βz
)( fsat
10
)(
nn
1012 cm−3
)−1/2
. (8)
Note that the ratio is independent of the gas temperature T .
We find that EMRI exceeds Ecrit if
Λ . 200
(
100
βz
)( fsat
10
)(
nn
1012 cm−3
)−1/2
. (9)
At the same time, Λ & Λcrit is required for MRI turbulence to
be sustained. Combining these two criteria, we arrive at the
condition for plasma heating in MRI turbulence,
Λcrit . Λ . 200
(
100
βz
)( fsat
10
)(
nn
1012 cm−3
)−1/2
. (10)
Since Λcrit ≈ 0.1–1, both the criteria are satisfied when nn .
1014–1018 cm−3 for fsat ≈ 10 and βz ∼ 100–1000.
For protoplanetary disks, the neutral gas density at the mid-
plane is generally supposed to be 109–1015 cm−3. Therefore,
in the presence of MRI-driven turbulence, significant plasma
heating can occur in some parts of protoplanetary disks.
3. IONIZATION MODEL
In this section, we introduce a charge reaction model that
takes into account heating of plasmas by strong electric fields.
We consider a partially ionized dusty gas consisting of neu-
trals, singly charged positive ions, electrons, and dust grains.
The gas is assumed to be so weakly ionized that the neu-
tral number density nn can be approximated as a constant.
3 We note, however, that fsat can fall below 10 when ambipolar diffusion
is effective (see Figure 6 of Bai & Stone 2011).
The neutral gas temperature T is also assumed to be a con-
stant by neglecting the Joule heating of the neutral gas (see
McNally et al. (2014) for the possibility of significant local
heating and thermal ionization of the neutral gas in MRI cur-
rent sheets). We simplify the reaction network by represent-
ing the positive ions by a single dominant species (denoted by
i). This one-component approach allows us to compute the
ionization fraction of the gas without going into the details of
the chemical composition of the ions, and also with a good
accuracy in particular when dust dominates the recombina-
tion process (Okuzumi 2009; Ilgner 2012). We will assume
i = HCO+ in this study. Dust grains are spheres of single
radius a and are allowed to charge up by capturing plasma
particles. For simplicity, we do not consider size distribution
of the grains in this study, but it is straightforward to do so
because the charge reaction only depends on a handful of mo-
ments of the size distribution (see Okuzumi 2009).
Charge reactions in the gas–dust mixture depend on the ki-
netic states of ions and electrons, which are described by the
velocity distribution functions fi and fe, respectively. Un-
like previous resistivity models, we give the distribution func-
tions as a function of the electric field strength E in the neu-
tral rest frame. We assume a steady state where acceleration
by the electric field balances with energy/momentum losses
upon collision with neutrals. This assumption is valid for
protoplanetary disks because collisions with neutral gas parti-
cles are much more frequent than charge reactions (which are
collisions between plasma particles themselves or with dust
grains) and also than the evolution of the electric field (which
occurs on disk’s dynamical timescale). The velocity distribu-
tion functions will be presented in Section 3.1.
The charge reactions we consider are ionization by external
high-energy particles (e.g., cosmic rays and X-rays), impact
ionization by heated electrons, recombination of plasma par-
ticles in the gas phase, and plasma capture by dust grains.
The latter three reactions depend on the velocity distributions
of the plasmas and hence on the electric field strength E. In-
clusion of impact ionization is essential to study electric dis-
charge at high field strengths. The rate equations and rate co-
efficients for the charge reactions will be given in Section 3.2.
One goal of this study is to reveal how the conventional
Ohm’s law is modified by strong electric fields. This can be
done by calculating the current density as a function of the
electric field strength E, and we do this in the following way
(see Figure 1 and also Section 3.2). First, calculate the mean
drift velocities of plasma particles (denoted by 〈ui||〉 and 〈ue||〉)
and the charge reaction rates as a function of E. We then cal-
culate the ionization balance and obtain the number densities
ni and ne of ions and electrons and the charge Z of dust grains
in equilibrium. Finally, we obtain the current density as
J = Ji + Je, (11)
Jα ≡ qαnα〈uα||〉 (α = i, e), (12)
where qi = e and qe = −e are the charges of ions or electrons,
respectively. We have neglected the contribution of charged
grains to the ohmic conductivity because it is usually small
(see, e.g., Bai 2011b). Note that the resulting Ohm’s law is
nonlinear in E because both nα and 〈uα||〉 depend on E,
3.1. Velocity Distribution Functions and Their Moments
Here we describe the velocity distribution functions of
plasma particles and some averaged quantities (or “velocity
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Neutral Gas (n)
Electrons (e) Positive Ions (i)
External Ionization
(cosmic rays, X-rays,...)
Gas-phase
Recombination
Sticking
E-Field
Impact Ionization
Dust Grains (d)
Sticking
Electric field strength  E
Velocity distributions  fi, fe
Charge balance 
{ni, ne, Znd}
Drift velocities
 <vi||>, <ve||>
Current density   J = eni<vi||> - ene<ve||> 
Figure 1. Sketch of the charge reaction model presented in this study. The model gives the electric current density J as a function of the electric field strength E.
The plasma velocity distribution functions fi and fe used here take into account plasma heating by the electric field, and therefore the resulting J is nonlinear in
E.
moments”) that will be used in later steps. We denote the ve-
locity distribution functions for ions and electrons as fi(E, ui)
and fe(E, ue), respectively, where uα (α = i, e) is the velocity
of each ionized particle. The first- and second-order moments
of the distribution functions give the mean drift velocity par-
allel to the electric field, 〈uα||〉, and the mean kinetic energy,
〈ǫα〉, as
〈uα||〉 = ˆE
∫
( ˆE · uα) fα(E, uα)d3vα (13)
and
〈ǫα〉 =
∫
ǫα fα(E, uα)d3vα, (14)
respectively, where ˆE = E/E and ǫα = mαv2α/2 (vα = |uα|).
Note that the drift velocity perpendicular to E is zero in the
absence of magnetic fields (see, e.g., Nakano & Umebayashi
1986; Wardle 1999).
As mentioned earlier, we assume that acceleration by elec-
tric fields is balanced with energy/momentum losses upon col-
lisions with neutrals. In principle, a collision with a neutral is
either “elastic” or “inelastic,” depending on whether the ki-
netic energy in the center-of-mass frame of the colliding par-
ticles is conserved or not (note, however, that both types of
collisions can lead to energy loss of the charged particle in
the neutral rest frame). Inelastic energy losses are due to im-
pact excitation (rotational/vibrational/electronic) and ioniza-
tion of the neutrals. However, these inelastic losses only en-
hance the efficiency of energy transfer from plasmas to neu-
trals by a factor of . 10 (which is equivalent to increasing
the electron mass by the same factor; see Appendix A) as
long as the collision energy is . 1eV (e.g., see Figure 15 of
Engelhardt & Phelps 1963). This effect is particularly negli-
gible at the onset of plasma heating (i.e., E ∼ Ecrit) where the
collision energy is ∼ kBT ∼ 10−2 eV. For this reason, we
neglect all inelastic losses and only consider elastic collisions
in determining the velocity distributions of plasmas. This as-
sumption allows us to use analytic expressions for the velocity
distribution functions, which we will introduce below.
3.1.1. Electrons
Having neglected inelastic energy losses, one can analyt-
ically obtain the velocity distribution function for electrons
in a weakly ionized gas using the Fokker-Planck (diffusion)
approximation (see Golant et al. 1980; Lifshitz & Pitaevskii
1981). In the steady state, the distribution function is given
by (Davydov 1935)
fe(E, ue) =
(
1 − eEℓekBT
ǫe ˆE · uˆe
ǫe + χkBT
)
fe0(E, ve), (15)
χ ≡
(
E
Ecrit
)2
(16)
where uˆe = ue/ve and fe0 is the “symmetric” part of fe that
depends on the magnitudes of E and ue but not on the angle
between them (cos−1( ˆE · uˆe)). The exact expression of fe0 is
fe0 =
(
me
2πkBT
)3/2 (ǫe/kBT + χ)χ
W(χ) exp
(
− ǫekBT
)
, (17)
W(χ) ≡ χ3/2+χU( 32 , 52 + χ, χ), (18)
where U(x, y, z) ≡ Γ(x)−1
∫ ∞
0 t
x−1(1 + t)y−x−1 exp(−zt)dt is
the confluent hypergeometric function of the second kind
and Γ(x) ≡
∫ ∞
0 t
t−1 exp(−t)dt is the Gamma function. The
electron mean free path is given by ℓe = 1/(nnσen), where
we will take the momentum transfer cross section σen to be
σen = 10−15 cm2 by assuming that H2 dominates the gas
(Frost & Phelps 1962; Yoon et al. 2008). Equation (15) as-
sumes that ℓe (or σen) is independent of ve, which is a good
assumption when the electron energy is less than 10 eV (see,
e.g., Figure 2 of Frost & Phelps 1962). In the limit of weak
electric fields (E ≪ Ecrit), fe0 reduces to the familiar Maxwell
distribution
f (M)
e0 =
(
me
2πkBT
)3/2
exp
(
− ǫekBT
)
. (19)
In the opposite limit (E ≫ Ecrit), fe0 reduces to the
Druyvesteyn distribution (Druyvesteyn & Penning 1940)
f (D)
e0 =
1
πΓ( 34 )
(
3m3e
4mn(eEℓe)2
)3/4
exp
(
− 3meǫ
2
e
mn(eEℓe)2
)
. (20)
In Figure 2, we plot fe0 for E = 0 and 100Ecrit as a function
of ǫe/kBT .
Substituting Equations (15) and (17) into Equations (13)
and (14), the mean velocity and energy of electrons are ana-
lytically obtained as
〈ue||〉 = −
Γ(1 + χ, χ) expχ
W(χ)
eEℓe
3kBT
√
8kBT
πme
, (21)
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Figure 2. Electron energy distribution 4πv3e fe0(E, ve) as a function of the
electron energy ǫe for E = 0 (dashed curve) and E = 100Ecrit (solid curve).
The vertical ticks on the distributions indicate ǫe = 〈ǫe〉, where 〈ǫe〉 is the
mean electron energy (Equation (22)).
Figure 3. Mean kinetic energies of electrons and ions, 〈ǫe〉 (Equation (22))
and 〈ǫi〉 (Equation (28)), as a function of the normalized field strength E/Ecrit .
The neutral gas temperature T is assumed to be 100 K. The solid and dashed
vertical lines mark E = Ecrit and E = Ecrit,i (Equation (29)), respectively.
and
〈ǫe〉 =
χU( 52 , 72 + χ, χ)
U( 32 , 52 + χ, χ)
3kBT
2
, (22)
where Γ(x, z) ≡
∫ ∞
z
tx−1 exp(−t)dt is the incomplete Gamma
function. Figure 3 plots Equation (22) as a function of E/Ecrit
for T = 100 K.
For later convenience, let us see how 〈ue||〉 and 〈ǫe〉 behave
in the limits of weak and strong electric fields. Substituting
Equations (19) and (20) into Equations (13) and (14), we have
〈ue||〉 ≈

− eEℓe3kBT
√
8kBT
πme
, E ≪ Ecrit,
−
√
2π
33/4Γ( 34 )
√
eEℓe
(memn)1/4
ˆE, E ≫ Ecrit,
(23)
〈ǫe〉 ≈

3kBT
2
, E ≪ Ecrit,
Γ( 54 )
Γ( 34 )
√
mn
3me
eEℓe, E ≫ Ecrit.
(24)
We can see three important properties of the electron veloc-
ity distribution in the strong field limit. First, the drift speed
|〈ue||〉| is proportional to
√
E, not to E. The reason is that
the mean free time ∆te ∼ ℓe/
√
〈v2e〉 is inversely proportional
to
√
E in the strong field limit (this can be clearly seen by
looking at the momentum conservation law of electrons; see
Appendix A). We will see in the following section that the
nonlinearity of Ohm’s law partly comes from the nonlinear-
ity of |〈ue||〉|. Second, the mean electron energy is approx-
imately given by 〈ǫe〉 ≈ 1.04(E/Ecrit)kBT ≈ (E/Ecrit)kBT .
Thus, if T ∼ 100 K, a field of E ≈ 100Ecrit gives a mean
electron energy of 〈ǫe〉 ∼ 1 eV (see also Figure 3). Third, the
kinetic energy associated with the drift motion, me〈ue||〉2/2,
is smaller than the total kinetic energy 〈ǫe〉 by the factor
(me/mn)1/2 ∼ 0.01. This means that electrons’s random mo-
tion dominates over systematic motion even in the strong field
limit. Thus, in weakly ionized plasmas, electric fields “heat”
rather than “accelerate” electrons.
3.1.2. Ions
Unlike for electrons, there is no closed expression for the
velocity distribution function of ions at high electric fields.
The difference arises from the fact that ion’s momentum trans-
fer cross section depends on the ion–neutral collision veloc-
ity (instead, the mean collision time is approximately con-
stant) owing to the polarization force between ions and neu-
trals (Wannier 1953). For this reason, we approximate fi by
the offset Maxwell distribution (Hershey 1939)
fi(E, ui) =
(
mi
2πkBTi
)3/2
exp
(
−mi(ui − 〈ui||〉)
2
2kBTi
)
, (25)
where the ion drift velocity 〈ui||〉 and ion temperature Ti are
given by
〈ui||〉 = mi + mn
mimn
eE∆ti, (26)
3
2
kBTi =
3
2
kBT +
1
2
mn〈ui||〉2, (27)
respectively. The mean free time ∆ti is the inverse of the
frequency of collisions with neutrals, and is given by ∆ti =
1/Kinnn, where Kin is the momentum transfer rate coefficient
for ion–neutral collisions (assumed to be a constant). We take
Kin = 1.6 × 10−9 cm3 s−1 following Nakano & Umebayashi
(1986). From Equation (14), the mean kinetic energy is
〈ǫi〉= 32kBTi +
1
2
mi〈ui||〉2
=
3
2
kBT +
1
2
(mn + mi)〈ui||〉2
=
3
2
kBT +
(mn + mi)3(eE∆ti)2
2(mimn)2 . (28)
Although the distribution function given by Equation (25) is
approximate, Equations (26) and (28) are the exact expres-
sions for 〈ui||〉 and 〈ǫi〉 of ions having a constant mean free
time (Wannier 1953, see also Appendix A).
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As we will show below, electric heating is much less effi-
cient for ions than for electrons. In the second (or third) line of
Equation (28), the first and second terms account for heating
by neutrals and electric fields, respectively. The second term
dominates when E > Ecrit,i, where the threshold field strength
Ecrit,i is given by
Ecrit,i ≡ mimn
√
3kBT
(mi + mn)3/2e∆ti . (29)
However, Ecrit,i is much larger than Ecrit because
Ecrit,i
Ecrit
=
√
mn
2mekBT
Kinmimn
σen(mi + mn)3/2
∼ 300
(
mi
30 amu
)−1/2( T
100 K
)−1/2
, (30)
where we have assumed mi ≫ mn, as is the case for dominant
ions in protoplanetary disks like HCO+. Therefore, for T ∼
10–1000 K, ion heating becomes significant only at E & 100–
1000Ecrit. As an example, in Figure 3, we compare 〈ǫi〉 with
〈ǫe〉 at T = 100 K. We see that ions start to be heated up only
after electrons are heated to ∼ 1 eV.
3.2. Charge Reactions
We consider two ionizing mechanisms. One
is the conventional “external” ionization by high-
energy particles. The sources may include galac-
tic cosmic rays (Umebayashi & Nakano 1981),
stellar X-rays (Glassgold et al. 1997) and FUV
(Perez-Becker & Chiang 2011b), and/or γ rays from ra-
dionuclides (Umebayashi & Nakano 2009). This process
is characterized by a constant ionization rate ζ (the rate at
which a single neutral gas particle is ionized). The second
mechanisms is impact ionization by electrically heated
electrons. This is an “internal” ionization process in the
sense that its rate is proportional to the electron number
density ne. Its rate also depends on the energy distribution
of the electrons, and consequently on the strength E of the
applied electric field (see Section 3.2.3). We neglect impact
ionization by ions since electrons are always hotter than
ions (see Section 3.1.2). We also neglect thermal ionization
by assuming that the temperature T of the neutral gas is
much lower than 1000 K (Umebayashi 1983). Secondary
electron emission from dust grains is also neglected since it
becomes important only when the electron energy is above
100 eV (Chow et al. 1993; Walch et al. 1995). Photoelectric
emission from grains can become important when strong UV
irradiation is present (Spitzer 1941; Weingartner & Draine
2001), but we do not consider this in this study.
Ionized particles are removed from the gas through gas-
phase recombination and sticking to dust grains. By the latter
process, dust grains on average obtain a negative charge be-
cause electrons have a higher random velocity than ions. In
this study, we express the mean charge of the grains by eZ,
where Z < 0. We will also express the mean charge in terms
of the grain surface potential
φ =
eZ
a
, (31)
where a is the grain radius. Because of Coulomb interaction,
the plasma accretion rates of the grains depend not only on E
but also on φ (see Section 3.2.2).
The charge reactions mentioned above determine how ni,
ne, and Z evolve with time t. This is described by the rate
equations
dni
dt = ζnn − Kdi(E, φ)ndni − Krec(E)nine + K∗(E)nnne, (32)
dne
dt = ζnn − Kde(E, φ)ndne − Krec(E)nine + K∗(E)nnne, (33)
dZ
dt = Kdi(E, φ)ni − Kde(E, φ)ne, (34)
where Kdα (α = i, e), Krec, and K∗ are the rate coefficients
for plasma accretion by grains, gas-phase recombination, and
impact ionization by electrons, respectively. Plasma heating
affects the solution of these equations through the E depen-
dences of the rate coefficients.
The set of Equations (32)–(34) has a constant of integration,
ρc ≡ e(ni − ne + Znd), which is the net charge of the gas–dust
mixture. In this study, we assume ρc = 0 and obtain the charge
neutrality condition
ni − ne + Znd = 0. (35)
It is important to note here that the plasma gas is generally
nonneutral, i.e., ni , ne, because the grains contribute to the
overall charge neutrality of the gas–dust mixture. This is par-
ticularly true when the ionization rate is low and/or small dust
grains are abundant.
3.2.1. Gas-Phase Recombination
Gas-phase recombination is dissociative for molecular ions
like HCO+. For HCO+, Ganguli et al. (1988) provide an em-
pirical fit to the experimental data of the recombination rate
coefficient
Krec = 2.4 × 10−7
(
Te
300 K
)−0.69
cm3 s−1, (36)
where Te is the electron temperature. In this study, we use
Equation (36) but we replace Te by 2〈ǫe〉/3kB. If metal ions
like Mg+ are dominant, gas-phase recombination is radiative,
and therefore Krec becomes much lower than that given by
Equation (36). However, such a difference is unimportant
when plasma accretion by dust grains dominates over gas-
phase recombination.
3.2.2. Plasma Sticking to Dust Grains
The rate coefficient for plasma accretion by grains is given
by
Kdα(E, φ) =
∫
fα(E, uα)σdα(ǫα, φ)vαd3vα, (37)
whereσdα is the effective collision cross section. In this study,
we adopt σdα of the form (Spitzer 1941; Shukla & Mamun
2002)
σdα(ǫα, φ) =
 πa
2
(
1 − qαφ
ǫα
)
, ǫα > qαφ,
0, ǫα < qαφ.
(38)
It should be noted that the above expression assumes that
plasma particles perfectly stick to grains upon a collision.
Some ionization models in the astronomical literature (e.g.,
Umebayashi 1983; Nishi et al. 1991; Ilgner & Nelson 2006;
Bai 2011a) assume that the electron sticking probability
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rapidly decreases as the electron energy increases beyond
∼ 100 K ∼ 10−2 eV. However, such an assumption is in-
consistent with the results of laboratory experiments. There is
ample evidence that dust grains in plasmas are highly neg-
atively charged even if the electron temperature is as high
as 0.1–10 eV (e.g., Melzer et al. 1994; Barkan et al. 1994;
Walch et al. 1995; Ratynskaia et al. 2004), which is well re-
produced by models assuming perfect sticking (Khrapak et al.
2005). Therefore, perfect sticking is a more natural assump-
tion as long as the secondary electron emission from dust
grains is negligible (i.e., ǫe . 100 eV). Equation (38) also
neglects the polarization force between grains and charged
particles, which is valid for aT & 10 µm K (Draine & Sutin
1987).
For electrons, we use Equation (15) and obtain
Kde =πa2
√
8kBT
πme
1
W(χ)
[
(ψ + χ)1+χ exp (−ψ)
+ (1 − ψ) Γ (1 + χ, ψ + χ) expχ
]
, (39)
where ψ ≡ −eφ/kBT is the negative surface potential of the
grains normalized by kBT (note that we assume φ < 0 and
hence ψ > 0). In the absence of photoelectric and secondary
electron emissions, dust grains tend to be negatively charged
because electrons move much faster than ions. For neutral
grains (φ → 0), Kde is simply given by the product of grain’s
geometric cross section and electron’s mean speed,
Kde(E, φ = 0) = πa2〈ve〉, (40)
with
〈ve〉≡
∫
|ue| fe0d3ve
=
√
8kBT
πme
1
W(χ)
[
χ1+χ + Γ (1 + χ, χ) expχ
]
. (41)
Therefore, the dimensionless quantity
C(E, φ) ≡ Kde
πa2〈ve〉
(42)
measures how much the electron–grain collision rate is re-
duced by the Coulomb repulsion. We will call C the Coulomb
reduction factor fo electron–grain collisions. By using f (M)
e0
and f (D)
e0 instead of Equations (15), one can obtain the asymp-
totic expressions of 〈ve〉 and C in the weak and strong field
limits,
〈ve〉 ≈

√
8kBT
πme
, E ≪ Ecrit,
√
2
31/4Γ( 34 )
(
mn
me
)1/4 √
eEℓe
me
, E ≫ Ecrit,
(43)
and
C ≈

exp
(−e|φ|
kBT
)
, E ≪ Ecrit,
exp(−X2) − √πX erfc(X), E ≫ Ecrit,
(44)
where erfc(x) is the complementary error function and
X ≡
√
3me
mn
|φ|
Eℓe
. (45)
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Figure 4. Coulomb reduction factor C = Kde/πa2〈ve〉 (Equation (42)) as a
function of E/Ecrit for φ = 0 (solid curve), φ = −3kBT/e (dotted curve), and
φ = −2〈ǫe〉/e (dashed curve).
The form of C in the weak field limit is well known (Spitzer
1941; Shukla & Mamun 2002). Because e|φ|/kBT ≈
1.5e|φ|/〈ǫe〉 for E ≪ Ecrit and X ≈ 0.74e|φ|/〈ǫe〉 for E ≫ Ecrit,
Equation (44) indicates that C is determined by the ratio be-
tween the electric and kinetic energies e|φ|/〈ǫe〉. This can also
be seen in Figure 4, where we plot the exact form of C as a
function of E/Ecrit for three cases eφ = 0, −3kBT , and −2〈ǫe〉.
As we see, C is nearly constant for φ ∝ 〈ǫe〉, while C increases
toward unity for constant φ.
For ions, we use Equation (25) and obtain
Kdi =πa2

√
2kBTi
πmi
exp
(
−mi〈ui||〉
2
2kBTi
)
+|〈ui||〉|
(
1 +
kBTi + 2e|φ|
mi〈ui||〉2
)
erf
(√
mi
2kBTi
|〈ui||〉|
),(46)
where erf(x) is the error function. In the limits of E ≪ Ecrit,i
and E ≫ Ecrit,i, Equation (46) reduces to
Kdi ≈

πa2
√
8kBT
πmi
(
1 + e|φ|kBT
)
, E ≪ Ecrit,i,
πa2|〈ui||〉|
(
1 + 2e|φ|
mi〈ui||〉2
)
, E ≫ Ecrit,i,
(47)
where we have used mi ≫ mn for the high-field expression.
3.2.3. Impact Ionization
The impact ionization rate coefficient K∗ is given by
K∗(E) =
∫
fe(E, ue)σ∗(ǫe)ved3ve, (48)
where σ∗ is the impact ionization cross section of neutrals.
For σ∗, we adopt Thomson’s expression (Thomson 1912)
σ∗(ǫe) =

πN∗e4
ǫ2e
(
ǫe
IP
− 1
)
, ǫe > IP,
0, ǫe < IP,
(49)
where N∗ is the number of bound electrons in the outermost
shell of the neutrals and IP is the ionization potential of the
outermost bound electrons. Equation (49) well approximates
experimentally obtained ionization cross sections unless ǫe is
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Figure 5. Impact ionization rate coefficient K∗ (Equation (50)) for H2 as a
function of the mean electron energy 〈ǫe〉. The vertical line marks 〈ǫe〉 = IP.
much larger than IP (Lotz 1967). We only consider the im-
pact ionization of H2 molecules (IP = 15.4 eV) because they
dominate the gas of protoplanetary disks. However, if there
are a considerable number of metal atoms having a low ion-
ization energy (e.g., K and Ca) in the gas phase, they would
effectively lower the value of IP in Equation (49).
Since impact ionization is only important for E ≫ Ecrit, it
is sufficient to evaluate K∗ using the Druyvesteyn distribution
f (D)
e0 (Equation (20)). This allows us to analytically perform
the integration in Equation (48), yielding
K∗(E) =
√
2π3/2N∗e4
Γ( 34 )
√
me IP3/2
√
Y
(
erfc(Y) + Y√
π
Ei(−Y2)
)
(50)
with
Y ≡
√
3me
mn
IP
eEℓe
, (51)
where Ei(x) ≡ −
∫ ∞
−x t
−1 exp(−t)dt is the exponential inte-
gral. Note that K∗ is determined by the ratio 〈ǫe〉/IP because
Y ≈ 0.74IP/〈ǫe〉. Since the Druyvesteyn distribution neglects
inelastic losses, Equation (50) must be taken as a very crude
estimate for K∗.
Figure 5 shows K∗ for hydrogen molecules as a function of
〈ǫe〉. As we can see, K∗ abruptly increases before 〈ǫe〉 reaches
the ionization threshold IP = 15.4 eV. This means that elec-
trons at the high-energy tail of the energy distribution signifi-
cantly contribute to the impact ionization. This would remain
true, at least qualitatively, even if inelastic ionization losses
are included.
3.2.4. Charge Equilibrium Solution
In this study, we follow Okuzumi (2009) and calculate the
equilibrium solutions to the rate equations in an analytic way.
First we solve Equations (32) and (33) with respect to ni and
ne under the equilibrium condition dni/dt = dne/dt = 0. The
solution nα ≡ n(eq)α (α = i, e) is then a function of E and φ. It
is easy to show that the solution is given by
n
(eq)
α (E, φ) =
ζnn
Kdα(E, φ)nd

√
1
S +
(
1 − I
2
)2
+
1 − I
2

−1
,
(52)
Table 1
Model Parameters
Model ζ (s−1) fdg Impact ionization?
A 10−17 10−6 No
B, B∗ 10−17 10−4 No (B), Yes (B∗)
C, C∗ 10−17 10−2 No (C), Yes (C∗)
D 10−19 10−2 No
Note. — The other parameters are fixed to
mn = 2.3 amu, mi = 29 amu, T = 100 K,
nn = 1012 cm−3, IP = 15.4 eV, a = 1 µm, and
ρ• = 2 g cm−3.
where the dimensionless quantities S and I are defined by
S(E, φ) = Kdi(E, φ)Kde(E, φ)n
2
d
Krec(E)ζnn , (53)
I(E, φ) = K∗(E)nn
Kde(E, φ)nd . (54)
The parameter S indicates which of gas-phase recombination
and plasma sticking onto grains dominates (the latter domi-
nates if S > 1), while I indicates which of electron sticking
onto grains and impact ionization dominates (the latter domi-
nates if I > 1). In this paper, we will call S the grain recom-
bination parameter.
In order to determine φ as a function of E, we substi-
tute Equation (52) into the charge neutrality condition (Equa-
tion (35)) to obtain
n
(eq)
i (E, φ) − n(eq)e (E, φ) +
and
e
φ = 0, (55)
where we have used Equation (31) to rewrite Z as aφ/e. Equa-
tions (52)–(55) reduce to Equations (27)–(30) of Okuzumi
(2009) in the limit E → 0. As shown by Okuzumi (2009), one
can extend our Equations (52)–(55) for arbitrary grain size
distribution dnd/da (number of grains per unit grain radius)
if one replaces and in Equation (55) with
∫
a(dnd/da)da, and
πa2nd in Kdαnd with
∫
πa2(dnd/da)da.
We solve Equation (55) with respect to φ using the Newton–
Raphson method. If impact ionization is neglected (I = 0),
the left-hand side of Equation (55) monotonically increases
with φ, so Equation (55) has only one root for each value of
E. In this case, the Newton–Raphson procedure converges to
the single root with an arbitrary initial guess. With impact
ionization, Equation (55) can possess three roots for a certain
range of E (see Section 5). In this case, we search for all the
roots by varying the initial guess gradually from φ = −0.1 V
to −10 V.
3.3. Model Parameters
We consider four models (A, B, C, and D) without impact
ionization and two models (B∗and C∗) with impact ionization.
The external ionization rate ζ and dust-to-gas mass ratio fdg
for these models are listed in Table 1. We fix the neutral mass
mn = 2.3 amu, ion mass mi = 29 amu (which is the mass
of HCO+), neutral temperature T = 100 K, neutral gas den-
sity nn = 1012 cm−3, ionization potential IP = 15.4 eV, grain
size a = 1 µm, and grain internal density ρ• = 2 g cm−3.
The threshold field strengths for electron and ion heating are
Ecrit = 1.1 × 10−9 esu cm−2 and Ecrit,i = 3.3 × 10−7 esu cm−2
(in SI units, Ecrit = 3.3 × 10−5 V m−1 and Ecrit = 1.0 ×
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10−2 V m−1), respectively. If we compare our choices of T
and nn with the minimum-mass solar nebula model (Hayashi
1981), we find that our models correspond to the disk mid-
plane at 10 AU from the central star.
4. NONLINEAR OHM’S LAWS WITHOUT IMPACT
IONIZATION
Impact ionization is important only when the electric field
strength E is so high that the mean electron energy exceeds a
few eV. However, heating of electrons still occurs at lower E
and affects the rates of gas-phase recombination and electron
sticking to dust grains. To isolate the role of plasma heating
at relatively low E, we here ignore impact ionization (I = 0;
models A, B, C, D) and focus on how plasma heating changes
the ionization state at lower E. The effect of impact ionization
will be studied in Section 5.
4.1. Ionization State
Figure 6 shows the ionization state of the four models as a
function of E. Here we plot the abundances of plasma par-
ticles, xe(= ne/nn) and xi(= ni/nn), and the negative grain
charge −Z in the abundance form −Zxd (= −Znd/nn). From
the charge neutrality, xi is equal to the sum of xe and −Zxd.
Since impact ionization is not treated here, the equilibrium
ionization state is determined by the balance among exter-
nal ionization, gas-phase recombination, and charging of dust
grains. This balance can be characterized by two dimension-
less quantities. The first one is S already introduced in Sec-
tion 3.2.4 (Equation (53)). This quantity is a diagnostic of the
dominant recombination process: recombination mainly takes
place in the gas phase for S < 1, and in the “solid phase” (i.e.,
on dust grains) for S > 1. The second one is given by
P ≡ |Z|nd
ne
, (56)
which is known as the Havnes parameter (Havnes 1984) in
the field of dusty plasma physics. This is a diagnostic of the
charge neutrality in the gas–dust mixture. If P ≪ 1, gas-
phase free electrons dominate over negatively charged grains,
and the charge neutrality is approximately established within
the gas phase (i.e., ni ≈ ne). If P > 1, negatively charged
grains dominate, and the number of positive ions in the gas
approximately balances with the number of free electrons on
the grains (ni ≈ −Znd). The two dimensionless quantities
measure how strongly dust grains affect the ionization state.
Figure 7 plots these two diagnostics for the four models as a
function of E. By definition, S and P increase as the amount
of dust fdg is increased (see models A, B, and C). They also in-
crease as the ionization rate ζ is decreased (see models C and
D) because the presence of grains becomes more and more
important as the ionized degree decreases. For fixed fdg and
ζ, S and P increase with E, because more and more electrons
are transferred from the gas to grains as the random velocity of
electrons (≈ collision velocity between electrons and grains)
is increased.
Model A is characterized by the low dust-to-gas ratio fdg =
10−6 and is an example where S < 1 andP < 1 over the entire
range of E under consideration. In this model, the gas phase
dominates both recombination and charge neutrality, and dust
grains have essentially no effect on the ionization state of the
gas. The balance between external ionization rate ζnn and
gas-phase recombination rate Krecnine gives an approximate
expression for the plasma density ne (≈ ni) in the case of S ≪
1,
ne ≈
√
ζnn
Krec(E) . (57)
Note that ne increases with E because the gas-phase recom-
bination rate coefficient Krec is a decreasing function of 〈ǫe〉.
Since ne ≈ ni, the electron flux ne〈ve〉 is much higher than the
ion flux ni〈vi〉 (note that in general 〈ve〉 ≫ 〈vi〉), so individual
dust grains tend to be charged up so that Coulomb repulsion
between the grains and electrons becomes effective. This can
be seen in Figure 8, where we plot |φ| as a function of E.
In model A, |φ| increases with E in the way that the relation
e|φ| ∼ 2〈ǫe〉 is approximately satisfied, i.e., in the way that
the Coulomb repulsion energy between a grain and an elec-
tron upon collision is comparable to their collision energy. As
a result, the Coulomb reduction factor C is much less than
unity (C < 0.1) for all E as shown in Figure 9.
Model B is a more dusty case where fdg is 100 times larger
than in model A. As a result, S now exceeds unity (i.e., solid-
phase recombination becomes the dominant recombination
process) at E & 10Ecrit ≈ 10−8 esu cm−2. In the case of
S ≫ 1, ne is determined by the balance between external
ionization rate ζnn and electron capture rate Krecndne, i.e.,
ne ≈ ζnnKdend
=
ζnn
πa2nd〈ve〉C(E, φ) . (58)
Note that ne decreases with increasing E because both 〈ve〉
and C increase with E (for C, see Figure 9). If P < 1, as is the
case in model B, ni is also given by Equation (58).
Model C is an even more dusty case where the dust-to-gas
ratio is interstellar. In this model, S > 1 over the entire range
of E. In addition, at high E, P exceeds unity, i.e., dust grains
become the dominant negative charge carriers. We can see
that ne rapidly decreases when P crosses unity. This is a pos-
itive feedback effect of grain’s negative charging on electron
depletion. As P exceeds 1, ne becomes smaller than ni, and
the electron-to-ion flux ratio ne〈ve〉/ni〈vi〉 becomes closer to
unity. For this reason, individual dust grains tend to be less
negatively charged than in the case of P ≪ 1. This can be
seen in Figure 8, where we see that e|φ| falls below 〈ǫe〉 after
P exceeds unity. As a result, the Coulomb repulsion between
the grains and electrons become ineffective (C ≈ 1), leading
to a further decrease in the electron number density according
to Equation (58). Note that ni is constant at P > 1 as long
as ion heating is insignificant (i.e., E ≪ Ecrit,i). This constant
value is given by ni ≈ ζnn/πa2vi,T , where vi,T =
√
8kBT/πmi
is the mean thermal speed of ions at Ti = T .
In model D, ζ is decreased by a factor of 100 from model
C, and we see that S > 1 and P > 1 over the entire range of
E. The electron abundance decreases at E > Ecrit, but more
slowly than in model C since the Coulomb repulsion factor C
is already close to unity from the beginning (see Figure 9).
4.2. Current Density
Figure 10 show the magnitude of the current density J = |J |
as a function of E for models A, B, C, and D. This is the
sum of the ion and electron currents, Ji = |Ji| = eni|〈ui||〉| and
Je = |Je| = ene|〈ue||〉|, which are also plotted in Figure 10.
As mentioned earlier, the J–E relations are nonlinear in E
because the plasma heating changes nα and |〈uα||〉| (α = i, e) at
high E. The nonlinearity is, however, weak in model A. In this
model, the electric current is dominated by Je, which is pro-
portional to the product of ne and |〈ue||〉|. At E ≫ Ecrit, |〈ue||〉|
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Figure 6. Ion abundance xi (dotted curve), electron abundance xe (dashed curve), and grain charge abundance −Zxd (solid curve) as a function of the electric
field strength E for models A, B, C, and D. The dot-dashed curve shows xe and xi in the grain-free limit (S ≪ 1; Equation (57)). The solid and dashed vertical
lines mark E = Ecrit and E = Ecrit,i , respectively.
increases more slowly than at E ≪ Ecrit due to the enhanced
frequency of electron–neutral collisions (see Equation (23)).
Meanwhile, ne increases with E because the recombination
rate coefficient Krec decreases with ǫe (see Equations (36) and
(57)). These two opposing effects partially cancel out in the
product ne|〈ue||〉|.
In model B, J behaves in the same way as in model A as
long as S < 1. The behavior changes when S crosses unity
because ne becomes a decreasing function of E (see Sec-
tion 4.1). We see that the current is approximately constant
(precisely speaking, decreases very slowly with E) at S > 1.
This trend can be explained as follows. When S ≫ 1, ne
is inversely proportional to the mean electron speed 〈ve〉 (see
Equation (58)), which is, at E ≫ Ecrit, proportional to the
electron drift speed 〈ue||〉. Equations (23) and (43) imply that
the ratio of the two velocities is
|〈ue||〉| ≈
√
πme
3mn
〈ve〉. (59)
Therefore, in Je ∝ ne|〈ue||〉|, the dependence on 〈ve〉 is canceled
out, resulting in
Je ≈
Je,∞
C , (60)
where Je,∞ is a constant defined by
Je,∞≡
√
πme
3mn
ζenn
πa2nd
≈5 × 10−5
(
10−4
fdg
)(
a
1 µm
)(
ζ
10−17 s−1
)
esu cm−2 s−1.(61)
Hence, if C is independent of E, so is Je. As we have already
seen in Section 4.1, C varies only slowly with E unless P
crosses unity. This explains why in model B the current is
approximately constant at S > 1.
The result for model C is more complex, but can also be
explained in a similar way. We see that Je starts to decrease
with E at the point where P crosses unity. This is because the
Coulomb reduction factor C increases from 0.025 to unity as
P goes from ≪ 1 to ≫ 1. This leads to a 40-fold decrease in
Je across P = 1 as predicted by Equation (60). By contrast,
the ion current Ji continues increasing with E because ni is
approximately constant for S > 1. As a consequence, the
net current J = Je + Ji forms an N-shaped curve in the J–E
diagram.
In model D, Je immediately approaches Je,∞ at E > Ecrit
since C ≈ 1 from the beginning. The net current monoton-
ically increases with E because of the presence of Ji. At
E & Ecrit,i, Ji also gets saturated at a constant value.
5. NONLINEAR OHM’S LAWS WITH IMPACT
IONIZATION
We now include impact ionization (models B∗ and C∗) and
see how it changes the ionization balance at very high electric
field strengths.
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Figure 7. Lower panel: grain recombination parameter S (Equation (53)) as
a function of the electric field strength E for models A, B, C, and D. The solid
and dashed vertical lines mark E = Ecrit and E = Ecrit,i, respectively. Gas-
phase recombination dominates for S < 1, while plasma sticking dominates
for S > 1. Upper panel: Havnes parameter P (Equation (56)) versus E for
the four models. P < 1 corresponds to the ion–electron plasma state (xi ≈ xe)
while P > 1 to the ion–dust plasma state (xi ≈ |Z|xd ).
Figure 11 shows the plasma abundances xi and xe and
current density J as a function of E for models B∗ and
C∗. As expected by previous studies (Inutsuka & Sano
2005; Muranushi et al. 2012), impact ionization dramatically
changes the ionization state at large E. In both models, we ob-
serve an “electric discharge,” an abrupt increase in the plasma
abundance, when the mean electron energy 〈ǫe〉 reaches ≈
3 eV. This is due to the rapid increase in the impact ionization
rate coefficient K∗ around that electron energy (see Figure 5).
It is interesting to see that the discharge current appears much
earlier than 〈ǫe〉 reaches the ionization potential IP = 15.4 eV.
This means that the high-energy tail of the energy distribution
function is responsible for this ionization. At lower E, impact
ionization has no effect on the ionization state, so the curves’
left ends in models B∗ and C∗ are identical to those in models
B and C, respectively.
However, the nature of the discharge current is much more
complex than assumed in the previous studies. In model C∗,
we find that Equation (55) has three equilibrium solutions for
a single value of E when the mean electron energy falls within
the narrow range 3.0 eV . 〈ǫe〉 . 3.3 eV. The triple solution
forms an S-curve in the J–E space as shown in the small panel
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Figure 8. Grain surface potential −φ = −eZ/a as a function of the electric
field strength E for models A, B, C, and D. The solid and dashed vertical
lines mark E = Ecrit and E = Ecrit,i, respectively. The dotted curve shows the
relation −eφ = 2〈ǫe〉.
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Figure 9. Coulomb reduction factor C for grain–electron collisions (Equa-
tion (44)) for models A, B, C, and D as a function of E. The solid and dashed
vertical lines mark E = Ecrit and E = Ecrit,i, respectively.
of Figure 11. By contrast, in model B∗, the discharge current
is single-valued for all E. In the following subsections, we
analyze the structure of the equilibrium solutions in more de-
tail.
5.1. Classification of Equilibria
First let us see how the reaction balance is changed by
impact ionization. In Figure 12, we plot the rates (per
unit volume) of external ionization (ζnn), impact ionization
(K∗nnne), gas-phase recombination (Krecnine), and electron
sticking onto grains (Kdendne) as a function of E. In the limit
of low E, external ionization balances with plasma sticking
onto grains (i.e., ζnn ≈ Kdendne), and impact ionization is
negligible as well as gas-phase recombination. In the oppo-
site limit, impact ionization balances with gas-phase recom-
bination (i.e., K∗nnne ≈ Kdendne), and external ionization and
plasma sticking are subdominant (in general, gas-phase re-
combination becomes more and more important as the ion-
ization degree is increased). In the following, we will refer
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Figure 10. Current density J (solid curve) as a function of the electric field strength E for models A, B, C, and D. The dashed and dotted curves show the
contributions from electrons and ions, Je and Ji , respectively. For models A and B, the curves for J and Je are indistinguishable. The vertical lines mark
E = Ecrit .
to the former ionization state as the low state, and to the lat-
ter as the high state. In model B∗, the low state is smoothly
connected to the high state at E ≈ 300Ecrit.
In model C∗, we can see the third type of ionization
state. Of the three equilibrium solutions appearing at 340 .
E/Ecrit . 360, the top and bottom solutions are merely an ex-
tension of the low and high states, respectively, but the mid-
dle solution is characterized by the balance between impact
ionization and plasma capture by dust grains (i.e., K∗nnne ≈
Krecnine). We will call this the middle state.
5.2. Emergence of Multiple Equilibria
It is easy to explain why no multiple equilibrium solution
appears in model B∗. We first note that the grain surface po-
tential φ in equilibrium must satisfy the relation
Kdi(E, φ)ni = Kde(E, φ)ne (62)
(see Equation (34)). In model B∗, gas-phase electrons are so
abundant that ni ≈ ne (or equivalently, P ≪ 1) even before
the onset of impact ionization. For fixed E, Kdi is a decreas-
ing function of φ, while Kde is an increasing function of φ.
Therefore, in the case of ni ≈ ne, Equation (62) uniquely spec-
ifies φ, and in turn ne (≈ ni), for each value of E. In fact, if
we look at φ of model B∗, there is no appreciable change in
φ before and after the onset of impact ionization (see the left
panel of Figure 13). This is the reason why no multiple so-
lution emerges in model B∗. By contrast, in model C∗, the
condition ni ≈ ne is violated (or equivalently, P ≫ 1) before
the onset of impact ionization. In this case, Equation (62) can
allow more than one value for φ, because the ratio ne/ni can
vary with φ and hence the monotonicity of Equation (62) in φ
is not ensured. This argument suggests that multiple solutions
emerge only when the condition P > 1 is satisfied before the
onset of electric discharge.
5.2.1. Instability of the Intermediate (Middle) State
Emergence of a triple equilibrium or an S-shaped equilib-
rium curve can be seen in many physical systems. In most
cases, two extreme equilibria are stable, while the middle
equilibrium is unstable against perturbation. We find that this
is also the case for our multiple solutions. We numerically
solved the time-dependent rate equations (Equations (32)–
(34)) for various initial conditions and looked at which of the
equilibria is reached at late times. An example of such tests
is shown in Figure 14. Here we plot the time evolution of
the electron abundance xe for different initial conditions in
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Figure 11. Charge abundances (upper panels) and current density (lower panels) as a function of the field strength E for models B∗ (left panels) and C∗ (right
panels). The narrow panels zoom in on the discharge current at E ≈ 260–440Ecrit . The dotted curve segments indicate the unstable middle solutions.
the case of model C∗ with E = 350Ecrit. The low, middle,
and high equilibrium states correspond to xe ≈ 1 × 10−15,
2 × 10−12, and 2 × 10−7, respectively. As we can see, all
the time-dependent solutions converge toward either the high
or low state, while the middle state is never reached even if
the initial state is very close to it. For completeness, in Ap-
pendix B, we perform a linear stability analysis of the mid-
dle state by using simplified rate equations, and show that the
middle solution is indeed unstable. From these facts, we con-
clude that the middle equilibrium of the discharge current is
never realized in real systems.
6. IMPLICATIONS FOR MHD IN PROTOPLANETARY
DISKS
In this section, we discuss important implications of our
model calculations for the MHD of protoplanetary disks.
6.1. Negative Differential Resistance and its Instability
Negative differential resistance refers to the property of
some electric circuits (e.g., Gunn diodes) that an increase
in the applied voltage causes a decrease in the electric cur-
rent. Interestingly, some of our model calculations yield
J–E relations that have negative differential resistance (i.e.,
dJ/dE < 0) in some range of E. For example, in model C,
we see that J decreases by an order of magnitude when going
from E ≈ 3Ecrit to E ≈ 30Ecrit. As we will discuss below,
negative differential resistance has many important implica-
tions for the evolution of electric fields and for the MHD of
protoplanetary disks.
The most important consequence of negative differen-
tial resistance is that the displacement current neglected in
Ampe`re’s law ceases to be negligible. To see this, let us con-
sider the Maxwell–Ampe`re equation
∂E
∂t
= c∇ × B − 4πJ (63)
with J = J(E) ˆE, where J is a nonlinear function of the elec-
tric field strength E = |E|. Note again that all the quantities
are defined in the comoving frame of neutrals. We assume
that the background electric field E0 is imposed by external
sources and is approximately steady over a long timescale.
Then, the background magnetic field B0 is related to E0 by
the classical Ampe`re’s law
c∇ × B0 = 4πJ(E0). (64)
We examine the stability of this relation by considering a per-
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Figure 12. Reaction rates of external ionization (ζnn; dotted curves), impact ionization (K∗nnne; solid curves), gas-phase recombination (Krecnine; dot-dashed
curves), and electron sticking onto grains (Kdendne; dashed curves) for models B∗(left panel) and C∗(right panel) as a function of E. In model C∗, J is triple-valued
at 340 . E/Ecrit . 360. The unstable middle solution is indicated by the thin curves.
Figure 13. Grain surface potential φ in equilibrium (Equation (55)) for mod-
els B∗ (left panel) and C∗ (right panel) as a function of E. The dotted line
indicates the unstable middle solution.
turbation E(t) = E0 + E1(t), where |E1| ≪ |E0|. For simplic-
ity, we drop the perturbation of the c∇ × B term by assuming
that the wavelength of the perturbed field is sufficiently long.4
Substituting this into Equation (63) we obtain
∂E1
∂t
= −4πσdiffE1, (65)
where
σdiff ≡ dJdE (|E0|) (66)
is the differential conductivity evaluated at E = |E0|. To or-
4 It can be shown, by using Equation (63) and Faraday’s law, that the
assumption made here is valid if the wavelength of the perturbed field is much
longer than c/|σdiff |, where σdiff is the differential conductivity defined by
Equation (66).
Figure 14. Stability check of the triple equilibrium solution in model B∗at
E = 350Ecrit . The thin curves show the time evolution of the electron abun-
dance xe obtained by integrating the rate equations (Equations (32) and (33))
with various initial abundances. The thick line segments on the right show
the three equilibrium solutions (‘L’: low state; ‘M’: middle state; ‘H’: high
state). No time-dependent solution approaches the middle state, indicating
that the middle state is unstable.
der of magnitude, |σdiff |−1 ∼ E/J, which is ∼ 10−4–10−2 s for
models B∗ and C∗ in the region of negativeσdiff . If σdiff is pos-
itive, as is the case for the conventional linear Ohm’s law, the
perturbation in E decays on a timescale of (4πσdiff)−1 (which
is known as the Faraday time). However, if σdiff is negative,
the perturbation grows exponentially with time, meaning that
the Ampe`re’s law (Equation (64)) is unstable.
Figure 15 summarizes the instabilities of the nonlinear
Ohm’s law identified in this study. As already seen in Sec-
tion 6.1, the middle branch of the discharge current has, when-
ever present, an unstable ionization balance. In Figure 15, the
unstable middle branch is indicated by the dotted line, and the
instability by the vertically diverging arrows. In addition to
this, we have found here that a current with a negative dJ/dE
is unstable to perturbations in E. A negative dJ/dE can ap-
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stable
unstable
Figure 15. Summary of the stability of the nonlinear Ohm’s law. The black
curve schematically shows the equilibrium J–E relation for model C∗. The
dashed line indicates negative differential resistance, and the dotted line the
middle branch of the discharge current. The open (filled) arrows indicate that
the equilibrium is stable (unstable) against perturbations in the direction of
the arrows. Note that whether the negative differential resistance and triple-
valued discharge appear depends on the model parameters.
pear at E & Ecrit and at the discharge current as shown by the
dashed and dotted line segments in Figure 15, respectively.
The associated instability is represented by the horizontally
diverging arrows.
The instability of negative differential resistance has a sig-
nificant impact on the MHD of the system. The fundamental
assumption of the standard non-relativistic MHD is that the
displacement current is negligible (i.e., Ampe`re’s law approx-
imately holds) on a dynamical timescale. As shown above,
this assumption is always valid for linear Ohm’s laws, but not
for nonlinear Ohm’s laws that exhibit negative differential re-
sistance over some range of E. In the latter case, one must in
principle treat the dynamics of the system by using the fully
time-independent Maxwell-Ampe´re’s law (Equation (63)) in-
stead of the quasi-steady Ampe´re’s law. Of course, such a
task is computationally challenging since one then needs to
treat unwanted electromagnetic modes that appear at the same
time.
It should be noted, however, that the linear analysis pre-
sented above does not directly apply to real protoplanetary
disks. In a typical disk environment, the predicted timescale
of the instability (≪ 1 s) is much shorter than the relaxation
timescales of the velocity distributions and charge reactions of
the plasmas. This invalidates the use of the relation J = J(E),
which assumes that both nα and 〈u||α〉 (α = i, e) instanta-
neously reach an equilibrium for given E. To go further, we
need to consider non-equilibrium evolution of J instead of
using the quasi-equilibrium relation J = J(E). Such a task is
beyond the scope of this paper, but will be addressed in our
future work.
Nevertheless, we may argue that inclusion of the displace-
ment current is essential to treat the dynamics of the system
with negative differential resistance. When we neglect the dis-
placement current, we lose the ability to treat the electric field
E as an independent dynamical quantity since the displace-
ment current is responsible for the time evolution of E. This
is not an issue when J is monotonic in E, because E is then
uniquely determined as a function of J . However, in the pres-
ence of negative differential resistance, E becomes multival-
ued as a function of J , and therefore cannot be determined by
instantaneous relations. In this case, the state of the system
depends on the history of E, and this can only be determined
by Maxwell-Ampe´re’s equation with the ∂E/∂t term. In a
forthcoming paper, we will show that the displacement cur-
rent naturally solves this issue by allowing hysteresis for the
relation between J and E.
6.2. Implications for MRI Turbulence
One important finding of this study is that plasma heat-
ing reduces the electric conductivity J/E before the onset
of impact ionization. This was not considered in our previ-
ous studies (Inutsuka & Sano 2005; Muranushi et al. 2012),
which only assumed that plasma heating enhances the con-
ductivity via impact ionization. The reduction of the conduc-
tivity might lead to self-regulation of the magnetohydrody-
namic motion of the gas: coupling between the moving gas
and a magnetic field generates an electric field in the comov-
ing frame, but this causes a reduction of the conductivity and
hence the coupling between the gas and magnetic field.
Such an effect is of particular importance to MRI turbulence
in protoplanetary disks as it could limit or even determine the
saturation level of the turbulence. However, in order to prove
this, we would have to perform a resistive MHD simulation
including the effect of plasma heating on the resistivity, which
is clearly beyond the scope of this paper. Below, we shall only
speculate, by using two illustrative examples, how MRI tur-
bulence will develop in a protoplanetary disk under the effect
of plasma heating.
As mentioned in Section 2, fully saturated MRI turbulence
is characterized by the universal average current density JMRI
(Equation (3)). Therefore, MRI tends to grow until the cur-
rent density J reaches this saturation value. However, MRI
does not grow but decays when the Elsasser numberΛ (Equa-
tion (5)) is less than the critical value Λcrit ∼ 0.1–1. Taken to-
gether, we may assume that MRI grows until either J reaches
JMRI or Λ falls below Λcrit.
Let us map these criteria onto the J–E diagrams presented
in this study. From Equations (3), JMRI can be evaluated as
JMRI ≈ 2 × 10−3
( fsat
10
)(
nn
1012 cm−3
)1/2(30 yr
tK
)
esu cm−2 s−1,
(67)
where tK is the local orbital period. The MRI stability crite-
rion Λ < Λcrit can be rewritten as the condition for the con-
ductivity J/E,
J
E
.
βzΛcritΩ
8π
(
c
cs
)2
≈2 × 104Λcrit
(
βz
100
)(
100 K
T
)(
30 yr
tK
)
s−1. (68)
The orbital period of tK = 30 yr corresponds to the distance of
≈ 10 AU from a solar-mass star. Below we assume fsat = 10
and Λcrit = 1.
In Figure 16, we plot the equilibrium J–E relations for
models B∗ and C∗ together with the saturation criterion J =
JMRI and stability criterion Λ < 1. Here we assume tK =
30 yr, so that the parameter set (nn, T , tK) approximately cor-
responds to the orbital distance of 10 AU in the minimum-
mass solar nebula. The value of βz is taken to be 100,
which corresponds to strong turbulence induced by a large
net poloidal flux (see, e.g., Hawley et al. 1995). For compar-
ison, the conventional linear Ohm’s law is also plotted. In
both models, the instability criterion Λ > 1 is satisfied at
E < Ecrit (≈ 10−9 esu cm−2), so MRI is active at least in its
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Figure 16. J–E diagrams (black curves) for models B∗ (left panel) and C∗ (right panel), mapped with the MRI current JMRI (Equation (67); long-dashed lines)
and MRI stability criterion Λ < 1 (Equation (68); shaded regions) for tK = 30 yr and βz = 100. The gray lines show the conventional linear Ohm’s laws. The
short-dashed and dotted portions of the black curves indicate unstable branches (see Figure 15).
early growth stages. However, at E > Ecrit, J starts to de-
crease and cross the Λ = 1 line before it reaches JMRI. Since
MRI grows at Λ > 1 and decays at Λ < 1, we expect that the
turbulence will saturate on the Λ = 1 line. In particular, the
saturation level in model B∗ is expected to be much lower than
that of fully developed MRI turbulence because the value of
J at Λ = 1 is two orders of magnitude smaller than JMRI (i.e.,
the value of fsat introduced in Section 2 is as small as 0.1). Of
course, a quantitative estimate of the saturation level requires
MHD simulations.
7. SUMMARY AND CONCLUSIONS
MRI generates strong electric fields, and such fields can sig-
nificantly heat up plasmas in weakly ionized protoplanetary
disks. To study how this affects the ionization state and MHD
of the disks, we have formulated a charge reaction model that
takes into account plasma heating and impact ionization by
heated electrons as well as plasma accretion onto dust grains.
The output of our model is the electric current density J as a
function of the electric field strength E as measure in the co-
moving frame of the neutral gas. Because the plasma heating
changes the ionization degree of the gas, the resulting Ohm’s
law is nonlinear in E.
We have presented some model calculations to illustrate the
effects of plasma heating on the ionization balance of a dusty
gas. The key findings are summarized as follows.
1. When impact ionization is negligible, the ionization
states are characterized by (1) which of gas-phase re-
combination and plasma sticking to grains (“solid-
phase recombination”) dominates the reaction balance,
and by (2) which of gas-phase electrons and charged
grains are the dominant negative charge carriers. These
two conditions are quantified by the dimensionless
grain recombination parameter S (Equation (53)) and
Havnes parameter P (Equation (56)), respectively. For
both conditions, the presence of dust becomes more and
more important (both S and P increase) as the number
of small dust grains increases, the external ionization
rate ζ decreases, and/or the electric field strength E in-
creases (Figure 7). The field strength is relevant be-
cause electrons hit and stick to dust grains more and
more frequently as they are heated up.
2. When plasma accretion by dust grains dominates over
gas-phase recombination (S > 1), the electron abun-
dance decreases with increasing E (Section 4.1, Fig-
ure 6) because of the electron–grain collisions facili-
tated by the electron heating. The current density J also
decreases until the electron current is taken over by the
ion current (Section 4.2 and Figure 10). In particular,
J rapidly decreases when charged grains replace free
electrons as the dominant negative charge carriers of
the system (i.e., when P crosses unity). These results
have very important implications for the MHD of the
system. First, the decrease of the electron abundance
implies that MRI turbulence can be self-regulating: as
MRI grows, the magnetic resistivity increases, which
prevents further growth of MRI (Section 6.2). Further-
more, the N-shaped J–E curve violates the fundamental
assumption of the standard non-relativistic MHD that
a single value of J corresponds to a single value of
the comoving field strength E. In fact, our simple lin-
ear analysis suggests that the negative differential resis-
tance (dJ/dE < 0) should destabilize the electric field
via the displacement current, which implies that the dy-
namical evolution of the system should depend on the
history of the electric field (Section 6.1).
3. Impact ionization by hot electrons sets in when the
mean electron energy exceeds a few eV. This results
in an abrupt increase in the electric current as pre-
viously investigated by Inutsuka & Sano (2005) and
Muranushi et al. (2012) (Section 5). We find that this
discharge current is triple-valued as a function of E
(i.e., the J–E curve is S-shaped) when charged dust
grains dominate the charge neutrality (P > 1) at low E.
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Furthermore, the middle branch of the S-shape current
is found to be unstable to perturbations to the ioniza-
tion balance. Therefore, the MHD near the discharge
current could be more complex than self-sustained tur-
bulence as envisaged by Inutsuka & Sano (2005) and
Muranushi et al. (2012).
Plasma heating could also have a significant influence on
the collisional growth of dust grains. Since grains in a plasma
have a nonzero (and negative) mean charge, their collisional
cross section is on average smaller than their geometric cross
section. This “charge barrier” can slow down the growth of
small dust grains even in weakly ionized protoplanetary disks
(Okuzumi 2009; Okuzumi et al. 2011; Matthews et al. 2012).
The maximum value of the grain negative surface potential
−φ is given by the energy balance −eφ ∼ 〈ǫe〉 (see also our
Figure 8). The maximum negative potential is ∼ −10 mV
in a cool gas of T ∼ 100 K, but can exceed ∼ −1 V when
the plasma is heated by a strong electric field. Because the
Coulomb repulsion energy between two grains is ∝ φ2, the
heating can lead to a ∼ 104-fold enhancement of the repulsion
energy. Therefore, in a disk region where plasma heating is
effective, the growth of dust grains could be more strongly
suppressed than previously thought.
A major limitation of this study is that the velocity distri-
bution functions adopted here neglect the effects of magnetic
fields on the kinetics of the plasmas. In terms of non-ideal
MHD, we have only considered ohmic diffusivity and ne-
glected ambipolar diffusion and Hall drift. Such a treatment
is only valid in dense gases where the frequency of plasma–
neutral collisions is much higher than the gyration frequency
of the plasmas (e.g., Nakano & Umebayashi 1986; Wardle
1999). If the neutral drag is weak, plasma particles undergo
gyromotion, which prevents plasma heating when the elec-
tric field is perpendicular to the magnetic field (Golant et al.
1980). This effect is non-negligible over a wide region of pro-
toplanetary disks where Hall drift or ambipolar diffusion dom-
inates over ohmic diffusion (Balbus & Terquem 2001; Wardle
2007; Bai 2011a). Our future modeling will take into account
this effect.
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APPENDIX
A. KINETICS OF WEAKLY IONIZED PLASMAS
UNDER AN ELECTRIC FIELD
In this section, we briefly review the kinetics of weakly ion-
ized plasmas under an applied electric field. A more com-
prehensive review can be found in Wannier (1953) and in
Golant et al. (1980).
We consider the motion of charged particles in a neutral
gas in the presence of an applied E-field. We assume that
the number density nα of the charged particles are so low that
collisions between the charged particles are rare. In this case,
the charged particles gain and lose their momentum mαuα and
kinetic energy ǫα through collision with neutrals and acceler-
ation by the electric fields. The equations of momentum and
energy balance are given by (e.g., Hershey 1939)
mα
〈〈
∆uα
∆tα
〉〉
+ qαE = 0, (A1)
〈〈
∆ǫα
∆tα
〉〉
+ qαE · 〈uα||〉 = 0. (A2)
Here, ∆uα and ∆ǫα are the change in the changes in uα and ǫα
upon individual collisions averaged over the scattering angle,
respectively, ∆tα is the mean free time of the charged par-
ticles, and the double brackets 〈〈· · ·〉〉 stand for the average
over the charged and neutral particle velocities. Note that ∆tα
is generally a function of the relative speed |uα − un|. If the
collision with neutrals is elastic and isotropic, ∆uα and ∆ǫα
can be written as (e.g., Golant et al. 1980)
∆uα = −λαn(uα − un), (A3)
∆ǫα = −καn
[
ǫα − ǫn −
1
2
(mα − mn)uα · un
]
, (A4)
where
λαn ≡
mn
mα + mn
, (A5)
καn ≡ 2mαmn(mα + mn)2 (A6)
are the momentum and energy transfer efficiencies for the
elastic collisions, respectively. Note that λαn ≪ 1 for heavy
charged particles (mα ≫ mn), while λαn ≈ 1 for intermediate-
mass and light charged particles (mα . mn). By contrast,
καn ≪ 1 for both light and heavy charged particles, and
καn ∼ 1 only for mα ∼ mn. For electrons (ne ≪ mn), a sin-
gle collision perfectly isotropizes the velocity distribution of
the electrons but hardly affects their energy distribution. For
heavy ions (mi ≫ mn), a single collision with a neutral hardly
changes the momentum and energy of the ions.
It is known that the mean free time of ions is approximately
constant (i.e., independent of |uα−un|) because of the polariza-
tion force acting between ions and neutrals (see, e.g., Wannier
1953). In this case, Equations (A1) and (A2) are closed with
respect to 〈uα||〉 and 〈ǫα〉, and we obtain
− mαλαn〈uα||〉 + qαE∆tα = 0, (A7)
καn
(
3kBT
2
− 〈ǫα〉
)
+ qαE · 〈uα||〉∆tα = 0, (A8)
where we have used that 〈un〉 = 0 and 〈ǫn〉 = 3kBT/2. Solving
these equations for 〈uα||〉 and 〈ǫα〉, we obtain
〈uα||〉 = qαE∆tα
mαλαn
=
mα + mn
mαmn
qαE∆tα, (A9)
〈ǫα〉= 32 kBT +
(qαE∆tα)2
mακαnλαn
=
3
2 kBT +
(mα + mn)3
2(mαmn)2 (qαE∆tα)
2. (A10)
In Equation (A10), the first term comes from the collisional
heating with neutrals, while the second term from the field
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heating. Equation (A10) implies that the field heating domi-
nates when
E >
mαmn
√
3kBT
(mα + mn)3/2|qα|∆tα ≡ Ecrit,α. (A11)
If we eliminate qαE∆tα in Equation (A10) by using Equa-
tion (A9), we obtain an interesting relation
〈ǫα〉 = 32kBT +
1
2
mn〈uα||〉2 + 12 mα〈uα||〉
2. (A12)
Since the third term in Equation (A12) is the energy associ-
ated with the mean drift motion, the sum of the first and sec-
ond terms represents the energy of random motion. It follows
that, in the limit of high E (or low T ), the random energy
is exactly mn/mα times the drift energy, and the ratio of the
root-mean-squared speed to the drift speed approaches
〈v2α〉1/2
|〈uα||〉|
→
√
1 + mn
mα
(E ≫ Ecrit,α). (A13)
If ∆tα depends on |uα− un|, Equations (A1) and (A2) are not
closed with respect to 〈uα||〉 and 〈ǫα〉. For example, electrons
have a mean free time that is nearly inversely proportional
to |ue − un|, because its momentum-transfer cross section (or
equivalently, its mean free path ℓe = |ue − un|∆te) depends on
|ue − un| very weakly (e.g., Frost & Phelps 1962; Yoon et al.
2008). Nevertheless, one can use Equations (A7) and (A8)
(and hence Equations (A9) and (A10)) for electrons to a good
approximation if one approximates the electron mean free
time ∆te as ℓe/
√
〈v2e〉 = ℓe/
√
2〈ǫe〉/me (Wannier 1953). The
approximate equations can be solved with respect to 〈ue||〉 and
〈ǫe〉; in the limit of high fields, the result is
〈ue||〉 ≈ −
(
κen
2
)1/4 √
eEℓe
me
ˆE ≈ −
√
eEℓe
(memn)1/4
ˆE, (A14)
〈ǫe〉 ≈ eEℓe√2κen
≈ 1
2
√
mn
me
eEℓe, (A15)
where we have used that λen ≈ 1 and κen ≈ 2me/mn. Com-
paring Equation (A15) with the weak-field expression 〈ǫe〉 ≈
3kBT/2, we find that significant electron heating occurs when
E ≫
√
κenkBT
eℓe
∼ Ecrit. (A16)
Equations (A14) and (A15) agree with the asymptotic expres-
sions of 〈ue||〉 and 〈ǫe〉 in the limit of E ≫ Ecrit (Equations (23)
and (24)) within an relative error of only 11% and 17%, re-
spectively. Equation (A13) also holds within an error of only
3% (see Equation (59)).
B. STABILITY ANALYSIS OF THE MIDDLE SOLUTION
Here, we prove the instability of the middle solution us-
ing a standard linear perturbation theory. The middle solu-
tion is characterized by the balance between the ionization by
high-energy electrons and the sticking of ions and electrons
onto grains. With this fact in mind, we may simplify Equa-
tions (32) and (33) as
dni
dt = −Kdi(Z)ndni + K∗nnne, (B1)
dne
dt = −Kde(Z)ndne + K∗nnne, (B2)
respectively. The equilibrium conditions dni/dt = 0 and
dne/dt = 0 give
Kdindni = K∗nnne, (B3)
Kdend = K∗nn, (B4)
respectively.
To analyze the stability of the equilibrium solution, we con-
sider perturbations δni, δne, and δZ around the equilibrium
values ni, ne, and Z. Up to the first order in the perturbations,
Equations (B1), (B2), and (35) are written as
d
dt δni = −Kdindδni − K
′
dindniδZ + K∗nnδne, (B5)
d
dt δne = −K
′
dendneδZ, (B6)
δni − δne + ndδZ = 0. (B7)
where K′dα ≡ dKdα(Z)/dZ. In deriving Equation (B6), we
have used Equation (B4) to eliminate (−Kdend + K∗nn)δne.
Substituting δni, δne, δZ ∝ exp(st) into Equations (B5)–(B7),
we obtain the equation for s,
s2 + s(Kdind + K′dene − K′dini) + (Ki − K∗)K′denend = 0. (B8)
The equilibrium solution is stable against the charge pertur-
bations if the roots of Equation (B8) are all negative. How-
ever, Equation (B3) and (B4) imply that
Ki
K∗
=
ne
ni
, (B9)
Since the charge neutrality condition with Z < 0 requires
ne < ni, Equation (B9) suggests Ki − K∗ < 0. Furthermore,
K′de is generally positive because the collisional cross section
between grains and electrons increases with increasing Z (or
decreasing −Z). Since Ki − K∗ < 0 and K′de > 0, the third
term in Equation (B8) is negative, implying that the equation
has one positive and one negative root. The existence of a
positive s means that the middle solution is unstable.
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