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INTRODUCTION 
In this paper, one is given a unit that is to be tested for malfunctions and a 
set of tests that may be performed on it to determine whether or not mal- 
functions are present. The total duration of all tests must not exceed a given 
time constraint and it is desired to select a subset of the tests and an order in 
which to perform them such that if all of them are completed successfully 
(i.e., no malfunction indicated), the probability of the unit containing a mal- 
function is minimized. This subset and order is based on certain character- 
istics of the tests that reflect the stress they put on the unit, their ability to 
determine correctly the status of the unit, and their expected completion 
times. It will be shown later on that the sequencing problem may be solved 
independently of the selection problem. This allows one to order the tests 
initially and then use dynamic programming to solve the selection problem. 
The check-out procedure is adaptive in the sense that if a test’s actual dura- 
tion is longer or shorter than its expected duration, the subset for the remain- 
ing tests may change. 
PROBLEM FORMULATION 
This study assumes that a unit must undergo a series of checkout tests. 
It is desired to find a testing schedule whose expected time duration does not 
exceed a given quantity and which does the most to insure that the unit will 
be in an operating condition if such is indicated by the test results. 
If the results of a test indicate that no malfunctions are present, it will be 
said that the test has passed. But in some cases a test may pass when a 
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malfunction actually is present or fail when one is not. In fact, the perform- 
ance of a test may itself introduce a malfunction. It is assumed that the prob- 
ability of one of these undesirable things happening is not great, but is 
great enough to be a matter of concern. These features for a particular test, i, 
are summed up in the following parameters: 
psi = probability Test i introduces a malfunction, given that no malfunc- 
tion is present before the test is performed; 
pri = probability Test i passes given that no malfunction is present before 
it is performed and none is introduced when it is performed; 
pai = probability Test i passes given that no malfunction is present before 
it is performed but one is introduced when it is performed; 
pai = probability Test i passes, given that a malfunction is present before 
it is performed. 
Figure 1 depicts the way in which these probability parameters affect the 
outcome of testing. In addition, Test i has another parameter, T, , equal to 
the expected time it takes to perform it. 
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FIG. 1. Possible outcomes resulting from the performunce of test ion a unit whose 
initial malfunction probability is p. 
It is assumed that pri > pai > paj . Any sensible interpretation of the 
outcome of Test i would yield pri > psi and the restriction on pai is reason- 
able since an introduced malfunction is present during part, but not all, of a 
test’s performance. 
If the probability of the presence of a malfunction in the subsystem prior 
to the performance of Test i is p, then the probability of passing the test is: 
P3iP + P3iPoiU - P) + PI20 - Pd ( 1 - PI 
and if it does pass the test, the resulting malfunction probability is: 
P3iP + P,iPoiU - P) 
P3ip + [&iP,i + PIi(l - Poi)] (1 ~ P) =‘(” ” ’ pi)’ 
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where 
Fi = **i*,i + $1 - *oi) 
f(* p 3) = PI + m -P) 9 , 
PP + (1 -P) * 
(14 
Note that 0 < & < 1 and 0 < pi < 1. Note also that pi and pi are pro- 
portional to the probability that a unit initially containing a malfunction 
will pass Test i (ps,) and the probability that a unit not initially containing a 
malfunction will pass Test i with an introduced malfunction (~~~p,,~). Thus 
a low value of pi indicates that Test i is good at detecting malfunctions, while 
a low value of pi indicates that Test i has a low propensity to introduce 
malfunctions. To put it another way, pi is a measure of how well or how 
poorly Test i tests the subsystem, while pi is a measure of the stress it puts on 
the subsystem. 
If a test does not pass, it is assumed that the probability of the presence of a 
malfunction is high enough to cause the unit to be set aside for diagnosis and 
repair, or to be discarded. Thus the unit will be judged to be in operating 
condition if, and only if, all tests pass and the analysis can be confined to 
uninterrupted sequences. 
Hence a precise formulation of the problem is as follows. A set of tests, 
1 ,...1 12, are being considered for testing a unit whose malfunction probability 
is p. Test i has an expected completion time, Ti , and four probability param- 
meters, p,; , pIi , pzi , pai , from which parameters pi and pi may be calculated. 
Subject to the constraint that the total expected completion time of all tests 
performed cannot exceed T, it is required to find a set of tests and an order 
in which to perform them such that the resulting malfunction probability due 
to their successful passage is a minimum. A set of tests together with an 
ordering that accomplishes this, will be referred to as an optimal sequence of 
tests for (p, T). 
SEQUENCING TESTS 
From an intuitive point of view, if one were to perform a set of tests on a 
unit, one would want to perform first those tests that put the greatest 
stress on it. This will tend to cause introduced malfunctions to occur early, 
leaving more tests with a chance to discover them. Similarly, one would want 
to save the most accurate tests for the last, after all introduced malfunctions 
have occurred. This indicates one would want to perform the tests with high 
216 WOLLMER 
values of pi and pi first, and those with low values last. In practice this is true 
and a sequence that minimizes malfunction probability at launch time pro- 
vided all tests pass must be one which is decreasing in 
Pi 
1. 
A proof of this follows in Lemma 1 and Theorem 1. 
(3) 
LEMMA 1. The function 
f(p jj 3) = pp + PC1 - P) 
3 > 
PP+u-P) ’ 
where p, j5 E (0, 1) is strictly increasing in p, where p E (0, 1). 
Proof. Expression (2) may also be written 
(4) 
Now suppose S > 0 and p + 8 < 1. Then multiplying the numerator and 
the denominator of the fractional part of the above quantity by 
(1 - p - S)/( 1 - p) yields 
f (P, P; P) < f (P + 6, ix P). Q.E.D. 
Suppose p is the probability a malfunction is present, and one performs 
Test i followed by Test j. If both tests pass, then from (2) the probability of a 
malfunction after Test i is: 
Pip + Pi(l ~ P) _ Pi - P(P, - pi) 
pip + (1 -P) - 1 -P(l -pi) ’ 
and after test j is: 
[ 
p,-Pi-P(~i-&) - , 
1 -PU -FJ 
(pj Ppj)]/[l - ‘; 1:::;; (1 
= PA1 - P(l - Pi)1 - [Pi - p@i - Fi)] (pj - pj) 
l - PC1 - Pi) - [pi - P($i - pj)] (1 -pi) 
= PA1 - P) (I - Pi) + pi[Pi -p@, - pi)] 
(1 - P) (1 - P,) + mi - p@, - p;] 
C1 -Fj)(l -P)(l -Pi) 
= l - (l - P) (l - Pi + FjFj) + ppjpi ’ 
m] 
(5) 
SELECTING AND SEQUENCING TESTS 217 
Of course, if Test j is done before Test i and both pass, i and j are reversed 
in (5), and the resulting malfunction probability is 
The above expressions differ only in the second factor of the first term in 
the denominator. Thus, performing Test i first results in the smaller mal- 
function probability if, and only if, 
or equivalently if, and only if, 
THEOREM 1. Suppose a set of tests, l,..., n, are performed on a unit with 
malfunction probability p. A sequence resulting in lowest terminal malfunction 
probability, given that all tests are successful, is any one that is non-increasing 
in the quantity $J(l - pi). 
Proof. Let g(p, a, ,..., ak) be the resulting malfunction probability of a 
system whose initial malfunction probability is p and that has passed tests 
a, ,..., ak in that order. We are, of course, looking for the minimum value of 
g(P, al ,..., a,). Suppose some sequence that lacks the above property gives a 
minimum value for g(p, a, ,..., a,). Assume without loss of generality that this 
sequence is ai = i all i. Then there is an i such that 
Pi Pi+1 
1 -pi < I - pi+r . 
Consider the sequence l,..., i - 1, i + 1, i, i + 2 ,..., n. From the above 
discussion, 
g(p, l,..., i + 1) =gk(P, l,..., i - l), i, i + l] > g(p, I,..., i - 1, i + 1, i). 
Repeated application of Lemma 1 then yields 
g(p, I,..., 4 > g(P, l,..., i - 1, i + 1, i, i + 2 ,..., n), 
contradicting our assumption. Thus a sequence giving a minimum value of 
g(P, al ,..., a,) must be one that is in order of nonincreasing $,/(I - &). 
That any such sequence will do can be seen by noting that switching two 
consecutive tests for which the quantities in (3) are equal does not effect 
terminal malfunction probability and any one sequence of the above type 
can be obtained from any like sequence by a series of such switches. 
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The above sequencing procedure has an interesting property, significant 
both practically and mathematically: it is independent of the set itself, in that 
if Test i precedes Test j for one particular set and value of p, it will precede 
Test j for all values of p and all sets of tests that include both i and j. The 
practical significance is that while one may change his mind as to the selection 
of tests to perform during checkout, he will never change his mind as to the 
sequence in which to perform them. The mathematical significance is that 
the sequencing problem can be solved without solving the selection problem. 
Thus the tests may be ordered initially and dynamic programming used to 
solve the selection problem. 
SELECTING TESTS 
Expression (5), the resulting malfunction probability after performing Test 
i followed by Test j may be rewritten: 
1 _ (1 -P>(l -P> = PP +Pu -P) 
(1 -PI +PP PP + (1 -P) ’ 
where 
(94 
p = 1 _ (1 - Pi) (1 - A) 
l - Pi + RPj 
(9b) 
= Pd l - Pi) f Pipi 
1 -pi + pipi . 
Note that 0 < p < 1, since p’s numerator is less than pj and its denominator 
greater than J?~ . Also 0 < p < 1 since the first term of j’s numerator, 
pj(l - pi), is less than the first two terms of its denominator, 1 - pi . Thus, 
performing these two tests is equivalent to perforr&g one test with the above 
parameters. It follows inductively that performing a sequence of K tests is 
equivalent to performing one test with corresponding parameters. 
Assume without loss of generality that the tests are numbered l,..., II and 
such that the quantity pi/(1 - pi) is an increasing function of i. It follows 
that any group of tests should be performed in order of decreasing i. Let 
f,(p, t) be the resulting malfunction probability of an optimal sequence of 
tests for (p, t) if the tests must be selected from I,..., i, and must be completed 
within a period of time t, and the initial malfunction probability is p. Let 
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&(p, t) and pi@, t) be the equivalent one-test parameters for such an optimal 
sequence. It follows from (2) that 
If i > 2 and t > Ti , it also follows by definition thatf& t) is the mini- 
mum of the smallest possible terminal malfunction probability when test i 
is not performed and such a probability when test i is performed. Conse- 
quently, 
where 
h(p, 4 = min[h-0, t),fj-&, t - Tdl (11) 
j = &P + Pi0 - P) 
PiP + (1 -P) * 
(12) 
If fj&, t> <f&i t - Td, (i.e., test i should not be performed), the 
one test parameters p and p are identical to those obtained for i - 1. Thus, 
However, if the reverse inequality holds, these quantities must be calculated 
in accordance with (8) to yield 
PiPi-I($, t - Ti) 
pi(py t, = 1 - pi + pip;.&, t - Ti) (144 
pj(p, t) = PiPi-,(ii t - Ti) + Pi-dh t - Ti) (1 - di) 
1 - fit + pipi-,(fi, t - Ti) . (14b) 
Of course, if t < Ti , test i cannot be performed under any circumstances 
and fi(p, t) =fi-,(p, t) with similar results holding for pi&, t) and pi@, t). 
It will be proven in Theorems 2 and 3 that the optimal subset of tests to 
perform, and consequently the one test parameters, pi@, t) and pi@, t), 
are two dimensional step functions in p and t. f$(p, t) is also a step function in 
t but is continuous in p. 
The number of increments (or steps) of t for Tests I,..., i will be denoted 
by n(i) and the number of increments of p in the interval tij < t < t,,j +r for 
Tests l,..., i by n(i, j). Figure 2 is a pictorial explanation. 
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FIG. 2. Form of solutions. All (p, t) in the same box (i.e., shaded area) have the 
same optimal subset of tests. For t < t,, this subset is empty. 
There is an intuitive explanation of why the solution should be of the 
form shown in Fig. 2. First, suppose t is greater than or equal to the sum of 
the expected times of the tests, l,..., i. Then any set of tests from among 
1 ,***, i may be chosen. Of course, for p = 0 no tests will be performed. As p 
is increased a point is reached where some nonempty subset of tests becomes 
profitable and optimal. Asp is increased further a point is reached where it is 
more profitable to use some other subset, presumably one better at detecting 
malfunctions though having a higher propensity to introduce malfunctions. 
The process continues, giving the set of tests and P,(p, t) and pi@, t), but not 
fi(p, t) as a step function in p. These solutions hold provided there is enough 
time to perform each of the optimal sets of tests (i.e., t 3 ti,n(i)). If not 
enough time is available, a new set of optimal solutions must be calculated as a 
step function in p. These solutions hold until there is not enough time to 
perform one of the subsets of tests from among the new optimal sets 
(ti(n(i)-l) < f < tinfi)). The process continues, giving the optimal set of 
tests andf& t) as a step function in f. 
When only one test is considered for performance and t > Ti , the test 
will be performed if, and only if, p > f(p, j?i , 3,) which occurs when 
PI 
P>rz. (15) 
Thus for i = 1, the test is not performed when t < Ti , and when t 3 r, , 
is performed if and only if p > fir/(1 - pi). 
THEOREM 2. -4~. optimal test subset, and consequently P;p, t) and pi(p, t) 
are step functions in t, the steps identical for all p. Furthermore, if the lower 
bounds on the “steps” for the$rst i tests are 0, tij , j = l,..., n(i), then 0, Tj+, , 
tij , tij + Ti+, @ice as lower bounds on the steps for the Jirst i + 1 tests. 
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Proof, Suppose the theorem holds for i and the lower bounds on the 
steps are 0, tij , i = l,..., n(i). Order the numbers 0, T,+l , tij , tij + Ti+l , 
j = I,..., n(i) to get 0, ti+lej . Suppose t, t + 6 E [t,+l,j , ti+l,j+l]. Then 
fi(P, q = fi(P, t + 6) and fi(jl t - Ti,,) =fi($, t + 6 - Ti,,). 
Thus 
Pi+,(P, 9 = A+,(P, f + a>, Pi*l(P, j) = Pi+l(P, i + s), 
and 
Di+l(P~ i) = Di+l(p, t + &)* 
Since the quantities in questions are step functions in t for i = 1, the theorem 
follows from induction. 
It should be noted that ti+l,j in Theorem 2 may define a finer grid than is 
necessary since it is possible that two successive intervals may have the same 






Proof. From (4) 
(1 -PA (1 - P) > (1 - $2) (1 -P) 
1 -PU -31) 1 -PU -32) * 
(1 -A) P -PC1 -&)I 2 (1 -PA 11 -PU -ml. 
Also, from (16), 
-S(l -A)(1 -A) 2 -S(l -A)(1 -A) 
(1 -A) [l - (P + 6) (1 - &)I 3 (1 -A) [1 - (P + 6) (1 - An 
Thus 
f (P + 6, A 9 A) < f (P + 6, pz 9 A)- 
Remark. Note that equality follows if, and only if, 
f (P, A 9 A) = f (Pt & 9 A) 
and equality holds in (16) which follows if, and only if, (A , p,) = ($a , &). 
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LEMMA 3. A4ssume without loss of generality that f (p, PI , p,) < f (p, pZ , j$J 
for p = 0 and p = - 6, where S > 0. The-n if (PI , p,) # (pZ , &), either 
f(p, PI ,$,) < f(p, p2 ,A) all p E [0, 1) or there exists j E [0, 1) such that 
f (p, A y A) < f (PI Pz I A) for P E 10, B) and f (p, h , A) > f (p, Pz T A) for 
p E (j, 1) with equality for p = j.* 
Proof. Solving for p in 
AP + A(1 -P) = P2P + Ml -P) 
PIP f (1 -P) &P + (1 -P) ’ 
(17) 
one obtains p = 1 and p = $ where 
I 32 -A 
p = PA1 -A) -A(1 -&) - (A -A) . 
If p $ [0, l), then f (p, jr , 3,) < f (p, pZ , pa) for all p E [0, 1) due to continuity 
of the two functions and the assumption that f (p, A , p,) <f (p, & , j5,) for 
p=Oandp=-S.IfB~[O,l)thenf(p,p,,p,)<f(p,p,,y,)forp<d 
and it follows that (16) does not hold for if not, the equality at p = $ con- 
tradicts the remark to Lemma 2. It then follows from the remark to Lemma 6 
that f (p, h , A) > f (p, A y PJ for P E 0, 1). 
THEOREM 3. For fixed t, the pi(p, t), pi(p, t), and consequently an optimal 
test subset, is a step function in p. 
Proof. Consider -4, the set of (j, p) corresponding to all feasible test sub- 
sets, and B, the set of p’ E [0, 1) for which there exists two members of A that 
produce identical values for f (p, P; p). By Lemma 3 B is finite. Let pi’ and 
p;+r be two consecutive members of B and (j& , p,) a member of -4 which, 
among all members minimizing f (pi’, P; p), has the smallest value for the 
quantity in expression (16). By Lemmas 2 and 3, (pi , pi) minimizes f (p, p,$) 
for all p E [pi’, P;+~), thus proving the theorem. 
Since optimal test subsets are two dimensional step functions in (p, t), 
output may be expressed in tabular form in accordance with the formats of 
Figs. 3 and 4. 
Each P(i, j, k) is a three-component vector whose components are denoted 
p(i, j, h), F(i, j, k), and B(i, j, h). D(i, j, A) is a number equal to one or zero. 
Using the convention that tj,n(i)+l = co and p(i,j,n(i,j) + 1) = 1, the 
meaning of these tables is that for 
fij < t < ti,j+l and P(i, j, h) < P < P(i, j, h + 1) 
the set of tests to be performed in order to attainfi(p, t) is equivalent to one 
* If j = 0 then [O,$) is vacuous, but the lemma still holds. 
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t,2 I 
OUtpUt for t,z S t < t,s i 
t,“(t) 
Output for t,,(,) G t ~ 
FIG. 3. Overall output format. 
I PG, i, 3, D(i, i, 2) 
P(i, j, n(i, j)), D(i, i, di, j)) 
FIG. 4. Detailed output format for tcj < t < ,.++l . 
test with p = p(i, j, k) and p = p(;, j, k). Test i is in this set and should be 
performed if D(i, j, k) = 1, but not if Qi, j, k) = 0. 
The quantity p(;, j, 1) = 0 f or all i, j and the optimal sequence for 
0 < p < p(;, j, 2) occurs when no tests are performed. If no tests are per- 
formed, thenp(i, j, 1) = 1 and $(i, j, 1) = 0 since not testing at all is equiv- 
alent to performing a test that always passes and never introduces a mal- 
function. 
With such tables, the checkout procedure may be carried out by the simple 
table look-up procedure described below. 
(1) Set i = n, p = malfunction probability, t = time remaining for 
check-out. 
(2) If t < ti, , terminate. Otherwise, go to Step 3. 
(3) Let j be such that tij < t < ti,j+i and k such that 
p(i, j, k) < P ,< P@, j, k + 11, 
where 
ti.n(i)+l = O” and P[i, j, n(t j) + 11 = 1 
by convention. Then D(i, j, k) = 1, go to 4. Otherwise, go to 5. 
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(4) Perform Test i. If Test i does not pass, terminate as the unit is con- 
sidered to be malfunctioning. Otherwise, set t = t - (time taken to perform 
Test i), 
pJ<P+Piu -P) 
PiP + (I -P) ’ 
(5) If i = 1, terminate. Otherwise, decrease i by one and go to 2. 
Note that in step 4, t is not necessarily replaced by t - Ti , since actual 
performance time often differs from expected performance time. 
Selection Algorithm 
The test selection algorithm calculates the Fig. 3 output format for 
i = l,..., n. This is done by first determining the tij and then calculating the 
detailed Fig. 4 output for each time interval. Except for i = 1, the latter is 
done by a subroutine which, because of its complexity, is deferred to the 
next section. Whenever two successive intervals defined by the fij possess 
the same detailed outputs, they are combined into one. Formally, the algo- 
rithm is given below. 
(1) Calculate Fig. 3 output for i = 1 by setting t,, = Tl , n(I) = 1, 
n(1, 1) = 2, P(1, 1, 1) = (0, 1, O), D(1, 1, 1) = 0, 
Then set i = 2. 
(2) Consider the set of numbers Ti , t,-1.j , t,-l,j + Ti ,j = l,..., n(i - 1). 
Order these in increasing magnitude to obtain tjj , j = l,..., n(i). 
(3) Set j = 1. 
(4) Calculate Fig. 4 outputs for tjj < t < ti.j+l using the subroutine of 
the next section. 
(5) If j > 2, and outputs from step 4 are identical to those for 
t,,j-l < t < tjj , combine these into one interval by setting tjk = tj,k+, for 
h =j,..., n(i) - 1 and then decreasing n(i) and j by one. Otherwise, leave 
outputs unchanged. 
(6) Ifj = n(i), go to 7. Otherwise, increase j by one and go to 4. 
(7) If i = n, terminate. Otherwise, increase i by one and go to 2. 
Selection Subroutine 
The Test Selection Subroutine calculates the Fig. 4 table for 
tjj < t < tj,j+l 7 P rovided all P(i - 1, j, k) and tj-,,j, are known. 
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For tij < Ti , the outputs are identical to those when tests are to be 
selected for l,..., i - 1 since there is not sufficient time to perform Test i. 
For tij > Ti , outputs are calculated first under the assumption that Test i 
is not to be performed and then under the assumption that it will be per- 
formed. The results are then compared over the zero-one range of p. 
If Test i were never to be performed, outputs would be identical to those 
of i - 1 for the time ti-l,c, where ti-l,e < tij < ti-l,c+l except that 
qi, j, K) = 0. 
If Test i were always to be performed, D(i, j, k) = 1 and the other param- 
eters may be calculated from those of i - 1 at time ti-l,a where 
9-1 a < tij - Ti < t,-1 a+1 - Specifically, if the latter parameters are denoted 
Ly 'Pnl = (Pm , Pm , Fmj, m = l,..., n(i - 1, a), then from (8) one obtains 
i.e., the resulting malfunction probability is p(; - 1, a, m) if the initial mal- 
function probability is P,,, and Test i is performed and passes. The above 
may be solved for Pm and P,,, and p,,, can be expressed by direct substitution 
in (9). Thus one obtains for m = l,..., n(i - 1, a), 
[P(i - 1, a, m) - Pi] 
‘771 = [ji - pi + fJ(i - 1, CZ, m) (1 - pi)] 
--. 
PiP(z - 1, a, m) 
pm = [l - pi + p,j5(; - 1, a, m)] 
(184 
(18b) 
p = [PiPG - 19 a, m) + P(i - 1, a, 4 (1 - Pdl m 
Note that the above set of Pm is overly complete in that some Pm < 0. 
From the above discussion, it follows for tij < t < ti,j+l , that if 
p(i-l,c,z)<p~p(i-l,c,Z+1) and pm <PdPnl+19 
then 
fi(p, t) = min[f(P, pm ,pr,,),f(P,F(i - l,j, O,P(i - l,.i O>l. 
Thus for the interval defined by Z1 < p < Ia , where 
Zi = max[P,, , p(i - 1, c, Z)] and I2 = min[P,,+, , P(i - 1, c, 1 + 111, 
the search for an optimal subset of tests may be restricted to two test subsets. 
From (17), f(P, P,, , F,J = f(P, P(i - l,i, Z), P(i - l,i, 0) where 
I 
1 jq- l,c,Z) -Pm 
p={~~‘-P(i-l,c,z)-~P,[l-P(i-l,C,Z)]+p(i-l,c,Z)(l -P,)}’ 
(19) 
Thus, from Lemmas 2 and 3, if at Z, 
f(p, p(i - 1, C, Z), P(i - 1, c, 1)) <f(P, rj, > RJ 
or if 
(20) 
f(p, jqi - 1, c, 11, P(i - 1, c, 4) = f(P, pm I RI, (214 
1 -P(i- l,c,Z) I - F,,, 
1 - P(i - 1, c, 1) 
d-7 
1 - F,,, @lb) 
then fi(p, t,J =f(p, p(z - 1, c, l), P(i - I, c, I)) for all P E (II ,I,) if 
P 4 (Zi , 1s); and, within this intervalf,(p, tdj) =f(P,P(i - I, c, I), p(i - 1, c, I)) 
for p <P and fi(P, t,J =f(P, P, , H,) for P 3 P if P E (Zi , 1s). Similar 
results hold if the reverse relationships, (22) or (23), hold. 
f(p, F,,, Rn) <f(P, P(i - A c, 0, P(i - 1, CT 0) (22) 
f(p, Pm , Fm) =f(p, p(; - 1, c, 1), p(i - 1, c, I)) (234 
-Fm 1 
1 -pm 
< 1 -P(i- Lc,O 
1 -P(i-l,c,Z)’ (23b) 
This forms the basis of the selection subroutine which is flow charted in 
Fig. 5 and described below. It should be remembered throughout that Z1 , Is , 
1, and m are defined such that I, = min[P,+, ,P(i - 1, c, 1 + l)] and for 
P E (4 , 41, fi(P, Gj) = min[f(P, pni ,Pm), f(P,S - 1, C, 0, P(i - 1, C, 1))l. 
Also, Zi equals the last calculated p(i, j, k) value. During steps 4 through 7, 
Z1 also equals p(; - 1, c, I) and (20) or (21) holds. Thus, while attempting to 
find P(i,j, k) in steps 6 and 7, it is known that P(i, j, k - 1) = P(i - 1, c, I). 
Similarly, (22) or (23) holds in steps 8 through 11 and during steps 10 and 11, 
P(i, j, k - 1) = P”. 
For convenience, the convention will be used throughout the remainder 
of this section that P(;, j, n(;, j) + 1) = 1 for all i and j. 
(1) If tij < Ti, set n(i,j) = n(i - l,j), P(i,j, k) = P(i - 1, j, k), 
D(i,j, k) = 0 forj = l,..., n(i,j), and terminate. Otherwise, go to step 2. 
(2) Let a be such that ti-l,a < tij - Ti < tipl,,+i and calculate 
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Fig. 5 
Pm = (Pm , Pm , F,), m = I,.. ., n(i - 1, a) in accordance with (18). Let c 
be such that ti-rse < tij < ti-l,c+l . 
(3) Let K = I = 1 and define m such that P,+ < 0 < P. 
(4) IfZ=n(i-l,c)fl, set n(& j) = K - 1 and terminate. Otherwise, 
set P(i, j, k) = P(r’ - 1, c, I), D(i, j, k) = 0, Zi = p(i - 1, c, Z), and 
1a = min[p(i - 1, c, 1 + l), Pm+i]. 
(5) Increase k by one. 
(6) Solve for $ in expression (19). 
(7) Case 1. # E (I1 , Za). Replace the value of P, by $, increase 1 by 
one and go to 8. 
Case 2. $ = I, . 
(a) I, f p(; - 1, c, 1 + 1). Increase m by one, set 
4 = min[(P - 1, c, I+ l), Pm+J, 
and go to 6. 
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(b) 4 1 Pm+1 . Increase 1 by one. Then if (21) holds, increase m by one 
and go to 4. If it does not hold, increase 1 by one again and go to 8. 
(c) p(i - 1, c, I + 1) = P,,,+i (i.e., both equal I,). Increase m and 1 by 
one. Then if (21) h o Id s, increase m by one again and go to 4. Otherwise, 
increase 1 by one again and go to 8. 
Case 3. j c$ (II, f2]. 
(a) If + p(i - 1, c, E + 1). Increase m by one, set 
4 = min[p(i - 1, c, 1 + 11, P,,+J, 
and go to 6. 
(b) I2 =p(i - 1, c, 1 + 1). Increase 1 by one and go to 4. 
(8) If m = n(i - 1, a) + 1, set n(;, j) = k - 1 and terminate. Otherwise, 
set 
P&j, k) = P, D&j, k) = 1, 4 = pm , 
and 
1a = min[p(i - 1, c, I + 1, P,n+,]. 
(9) Increase k by one. 
(10) Solve for j in expression (19). 
(11) Case 1. $ E (I1 , z). Replace the value of p(i - 1, c, I) by j, increase 
m by one and go to 4. 
Case 2. j = I, . 
(a) lz f p(i - 1, c, 1 + 1). Increase m by one. Then if (23) holds, 
increase 2 by one and go to 8. Otherwise, increase m by one again and go to 4. 
(b) 4 f Pm+1 . Increase I by one, set I, = min[p(; - 1, c, E + l), Pm+J 
and go to 10. 
(c) P(i - 1, c, l + 1) = P,,&fl . Increase m and I by one. Then if (23) 
holds, increase 1 by one again and go to 8. Otherwise, increase m by one again 
and go to 4. 
case 3. j5 $f (II , IJ. 
(4 4 + Ppn+l . Increase 1 by one, set I, = min[p(i - 1, c, 1 + l), Pnz+J, 
and go to 10. 
(b) 4 = pm+, . Increase m by one and go to 8. 
When there is not sufficient time to perform Test i, step 1 trivially cal- 
culates outputs. However, when time is sufficient, step 2 finds outputs that 
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would apply if Test i were always performed and step 3 initializes the 
counters. The Fig. 4 table is then generated by steps 4 through 11. 
Step 4 outputs the P(i, j, K) and D(i, j, K) when the latter quantity is known 
to be zero (i.e., Test i is not to be performed forp(i, j, K) < p < p(i, j, k + 1)). 
Step 5 increments K and steps 6 and 7 find the value for the next p(i, j, A). 
Step 8 performs the same operation as step 4 when it is known that 
D(i, j, K) = 1. Then steps 9 through 11 perform operations identical to 
steps 6 through 8. 
In justifying the latter steps (4 through 1 l), it is sufficient to show induc- 
tively, that during the performance of steps 6 and 7, the following hold, 
(Ia) The outputs so far calculated are as required for the Fig. 4 table. 
(Ib) Ii =p(i, j, K - 1) =p(i - 1, c, I), 1a = min[p(i - 1, c, I + l), PVn+i], 
and (20) or (21) holds. 
(Ic) For p E (I1 , Is], an optimal sequence is either that with the one test 
parameters of (p(i - 1, c, 1) p(i - 1, c, 1)) or (p, , P,), and analogously 
for steps 10 and 11, 
(IIa) Same as (Ia). 
(IIb) 1, =p(i, j, k - 1) = P, , I, = min[p(i - 1, c, 1 + I), P,n+l], and 
(22) or (23) holds. 
(11~) Same as (1~). 
The following Lemmas, 4 through 6, which are of necessity somewhat 
detailed and tedious, show that if I holds at the start of step 7, then appro- 
priately, I or II holds the next time step 7 or step I1 is started. 
LEMMA 4. If I holds and case 1 occurs in step 7, then II holds the next time 
step 11 is started. 
Proof. From Lemmas 2 and 3, the one test parameters correspond to 
(p(i - 1, c, I), $(i - 1, c, 1)) for p E (Ii ,$J] and to (pm , P,,,) for p E ($, I,]. 
Thus, after the performance of this step followed by steps 8, 9, and 10, 
conditions II hold. 
LEMMA 5. If I holds and case 2 occurs in step 7, then, appropriately, I or II 
holds the next time step 7 or 11 is started. 
Proof. Suppose a occurs. From I and Lemmas 2 and 3, 
f(P,# - 1, c, q,P(i - 1, c, 4) <f(P, P, 9 en) 
for all p E (Ii , Ia]. Thus after completing this step (and consequently after 
completing 7), I holds with optimal one-test parameters being 
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@(i - 1, c, I), p(i - 1, c, I)) for p E (I1 , P,J. Second, suppose b occurs. Then 
(p(i - 1, c, I), p(i - 1, c, I)) correspond to an optimal subset for all 
p E (I1 , I,]. After increasing 2 by 1, f(Za , tij) = f(la , p(i - 1, c, I) 
p(i - 1, c, 1)) = f(la , p,,,, , p,). Thus, the choice for the new P(i, j, K) depend 
on which is best for p > I, . If (21) holds, Lemmas 2 and 3 assure that after 
increasing m by one and performing steps 4 and 5, (Ia, c) holds for the newly 
defined (II , Za] and Ib follows trivially. Similarly, if (21) does not hold, then 
after increasing Z by one and performing steps 8 and 9, II holds. Finally, 
suppose c occurs. Again (fi((i - 1, c, Z), p(i - 1, c, 1)) are optimal one-test 
parameters for p E (Zr , Ia]. After increasing m and 1 by one, both 
(p(i - 1, c, Z), $(i - 1, c, I)) and (p,,, , F,,J qualify as optimal one-test param- 
eters for p = 1a . Hence, the choice for the next P(i, j, K) depends on which 
is better for p > I, . If (21) holds, L emmas 2 and 3 assure that after increasing 
m by one again and performing steps 4 and 5, I holds. Similarly, if (21) does 
not hold after increasing 1 by one again and performing 8 and 9, II holds. 
LEMMA 6. If I holds and case 3 occurs in step 7, then I holds the next time 
step 7 is started. 
Proof. In this case (jJ(i - 1, c, Z), jT(i - 1, c, 1)) are optimal one-test 
parameters for all p E (I1 , Ia]. Suppose now that a occurs. Then increasing nz 
by one and increasing 1a as shown assures that I still holds with 
(p(i - 1, c, I), p(i - 1, c, 1)) being optimal one-test parameters for 
p E (Zr , P,,,-J. Suppose now that b occurs. Then atp = 1a , @(i - 1, c, Z + I), 
p(i - 1, c, 1 + 1)) takes over as optimal one-test parameters. Thus, increasing 
1 by one and performing 4 and 5 assure that I still holds. 
Similar lemmas which follow show that if II holds at the start of step 11, 
then, appropriately, I or II hold the next time step 7 or 11 is started. Since 
their proofs are analogous to those of Lemmas 4 through 6, they will 
merely be started. 
LEMMA 4’. If II holds and case 1 occurs in step 11, then I holds the next 
time step 7 is started. 
LEMMA 5’. If II holds and case 2 OCCUYS in step 11, then, appropriately, I 
or II holds the next time step 7 OY 11 is started. 
LEMMA 6’. If II holds and case 3 occurs in step 11, then II holds the next 
time step 11 is started. 
The final justification for the selection subroutine is summed up in Theo- 
rem 4. 
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THEOREM 4. The table produced by the selection subroutine is that defined 
byFigm4fort=tij. 
Proof. For tii < Ti , the theorem follows trivially. For tij 2 Ti , note 
that if p = 0, a sequence of no tests yields a final malfunction probability of 
zero and must be optimal. Thus P(i, j, 1) = P(i - 1, c, 1) as is always yielded 
by the subroutine in step 4. The rest follows from Lemmas 4 through 6, 
Lemmas 4’ through 6’, and induction, with termination occurring when the 
table is complete up to p = 1. 
EXTENSIONS 
Two simple modifications that may be desirable are to (1) compute the 
Fig. 4 table only up to a given value of p, max p, and (2) require that test i 
be considered only if the gain in confidence from the successful passage is at 
least K times its probability of introducing a malfunction. 
In practice, one would assume the unit to be malfunctioning when p is 
higher than a certain value and therefore set it aside to be diagnosed and 
repaired or to be discarded. When this certain value is max p, the first modi- 
fication avoids unnecessary calculations. It can be accomplished by terminat- 
ing the selection subroutine in step 4 or 8 whenever I1 > max p. 
The second modification merely requires that the positive benefits derived 
from performing Test i be sufficient to offset its negative effects in order for 
it to be used. It is equivalent to requiring 
P -f (P, Pi 9 Pi) 2 kPOi(l -P) 
which, from (2), occurs when 
(24) 
(25) 
This essentially can be taken care of in the selection subroutine by out- 
puting Fig. 4 parameters such that P(i, j, k) = P(i - 1, c, Z) up to the value 
of the right side of (25) and then starting the comparing of P(i - 1, c, I) and 
Pm. In the selection algorithm, step 1 must be modified so that p(1, 1.2) 
equals the right side of (25) rather than pi/(1 - P;). 
The details for both modifications are given in (6). 
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