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The Wigner-crystal phase of two-dimensional electrons interacting via the Coulomb repulsion and
subject to a strong Rashba spin-orbit coupling is investigated. For low enough electronic densities
the spin-orbit band splitting can be larger than the zero-point energy of the lattice vibrations. Then
the degeneracy of the lower subband results in a spontaneous symmetry breaking of the vibrational
ground state. The 60◦−rotational symmetry of the triangular (spin-orbit coupling free) structure is
lost, and the unit cell of the new lattice contains two electrons. Breaking the rotational symmetry
also leads to a (slight) squeezing of the underlying triangular lattice.
PACS numbers: 73.20.Qt,75.70.Tj
1. Introduction. The Wigner crystal [1], the insu-
lating companion of a two-dimensional metal, is pre-
dicted to appear in an electron gas of ultra-low den-
sities formed in semiconductor heterostructures when
the Coulomb repulsion-induced ordering wins over the
zero-point quantum fluctuations [2, 3]. Low densities
amount to very clean samples. That is why experimen-
tally Wigner crystals were observed either in naturally
clean systems, like electrons on the surface of liquid He-
lium [4], or in two-dimensional semiconductors when the
kinetic energy is suppressed by a strong magnetic field [5],
or due to a large mass of the charge carriers [6]. However,
lowering the electronic density not only enhances the
electronic correlations, but also tends to increase the rel-
ative importance of the spin-orbit interaction, generically
present in low-dimensional systems [7]. Thus attempting
to increase the role of electronic repulsion may lead one
into a regime in which quantum fluctuations around the
classical equilibrium sites of the Wigner crystal are dom-
inated by the spin-orbit interaction. Such crystals, as we
show, demonstrate a number of unexpected properties,
having no analogue hitherto.
The structure of a crystal is usually determined by
the interaction between particles which oscillate slightly
around their static equilibrium positions. For electrons
subject to the Rashba spin-orbit interaction [8], which
we consider in this paper, this picture is modified, since
in this case even the notion of the “static particle posi-
tion” requires a clarification. The spin-orbit interaction
splits the electron spectrum, leading to a Mexican hat
shaped lower subband with a circle of degenerate minima.
However, in an interacting quantum-mechanical system,
different minima of the single-particle spectrum are not
equivalent. Picking up one of these minima breaks the ro-
tational symmetry in momentum space, and then, via the
uncertainty relation, the spatial motion and the Coulomb
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FIG. 1: Schematic visualization of the electronic density in
a two-dimensional electron crystal. a - the ring of minima
in momentum space for the lower Rashba subband Ep− =
(p − mλ)2/(2m). The colored ellipse shows the electronic
density (for structure b). The density is centred around a
particular minimum, but is strongly elongated along the line
of minima, ∆px ≪ ∆py ≪ mλ, which helps to lower the
interaction energy. b, c, d - three possible periodic configura-
tions (see text). The dark ellipses indicate the directions of
electrons’ oscillations. Structure c has the lowest zero-point
energy of the lattice vibrations. The arrows in b indicate the
in-plane spin orientations.
interaction of the electrons are affected. It has been
even recently shown [9] that the Rashba spin-orbit inter-
action stabilizes a strongly asymmetric Wigner crystal
when the interaction potential is short-range, V ∼ 1/rα
with α > 2. Such a crystal would have been otherwise
unstable for any small electronic density. In this paper
we analyze the crystal created by electrons interacting
2via the unscreened Coulomb repulsion, V = e2/r. Then
the triangular lattice of the crystal [10] remains stable
on the classical level. However, breaking the symmetry
in momentum plane changes drastically the fluctuation
properties and the electronic density distribution.
We consider strong spin-orbit interactions, such that
the effective Hilbert space is reduced to include only elec-
tronic states of momenta close to the ring of minima in
the lower subband (see Fig. 1a). Each electron in the
crystal picks up only one of those minima. However, since
the electron’s displacement in momentum space along the
line of minima costs no kinetic energy, one may effectively
freeze its spatial vibrations in this direction. Freezing
the spatial vibrational mode reduces the average poten-
tial energy, since now the electron never leaves its classi-
cal equilibrium location in this direction. The vibrations
along the direction perpendicular to the ring of minima
have the same effective mass as in the absence of the
spin-orbit interaction. Hence the electrons’ fluctuations
when the spin-orbit coupling is strong enough are equiva-
lent to vibrations of particles having anisotropic masses.
Here though, the light and the (infinitely) heavy masses
directions are chosen for each electron individually.
As different minima of the Rashba Hamiltonian are
classically equivalent, the proper choice of the electrons’
configuration should be the one minimizing the zero-
point fluctuation energy of the crystal. Finding the min-
imum of the zero-point energy for general directions of
the oscillations is a difficult task which will not be fully
accomplished in this paper. Instead, we adopt a step-by-
step approach, considering a series of configurations de-
pending on 1, 2, 3, . . ., angles with respect to which one
would minimize the energy functional. The first three
steps in this scheme are illustrated in Figs. 1b, c, and
d. The dark ellipses there indicate the directions along
which the electrons vibrate. First, one requires all elec-
trons to vibrate in unison, and minimizes the energy with
respect to a single angle. Figure 1b shows the best con-
figuration of such a one-parameter family. At the next
step one allows two neighboring electrons on the trian-
gular lattice to vibrate along independent directions and
then repeats this configuration periodically. The unit cell
now contains two electrons. Figure 1c shows the config-
uration realizing the minimum of the vibrational energy
for such a two-parameter family of crystals. One may
consider similarly a lattice with more independent vibra-
tional directions, see Fig. 1d. Among all crystal config-
urations which we have analyzed, the one in Fig. 1c has
the smallest vibrational energy. Different crystal con-
figurations have also a very different vibrational spectra
[Fig. 2 below] which can be exploited to distinguish them
experimentally.
2. Wigner crystal with spin-orbit coupling. The Hamil-
tonian of the system under consideration is
H =
∑
i
H0i +
∑
i<j
e2/|Rij + rij | , (1)
with Rij ≡ Ri − Rj . At equilibrium, the electrons are
located at sites Ri on a triangular lattice [10] of spac-
ing a. The oscillations around those sites are described
by expanding the interaction in the small displacements
|ri| ≪ a up to second order [11]. This expansion yields a
single-electron harmonic potential and a (bi)linear in the
displacement electron-electron interaction [see Eq. (7)
below]. The former allows to introduce the frequency [12]
ω0 =
√
γe2/(ma3) , (2)
with γ =
∑
i6=0 a
3/(2R3i ) = 5.5171 and m being the effec-
tive mass. The single-electron part of the Hamiltonian
(1) reads
H0 = p2/(2m) + λ(σxpy − σypx) +mλ2/2 , (3)
where λ denotes the Rashba spin-orbit coupling strength
and σx,y are the Pauli matrices. The spectrum of H0
consists of two subbands, Ep± = (p±mλ)2/(2m), which
correspond to electrons with in-plane spins directed nor-
mal to the momentum, and pointing to its left or right,
respectively. We focus on the regime where the spin-orbit
energy exceeds the one due to the zero-point motion of
the electrons around their equilibrium sites,
mλ2 ≫ ~ω0 ∼
√
e2~2/(ma3) , (4)
which means that the electrons are always confined to the
lowest subband. The relative strength of the Coulomb in-
teraction compared to the kinetic energy is characterized
by the dimensionless parameter rs, related to the elec-
tronic density n and the Bohr radius aB = ~
2/(me2) as
πr2s = 1/(na
2
B) [13]. Obviously, in the case of a strong
Rashba spin-orbit interaction the large value of the same
parameter ensures the existence of the Wigner crystal:
rs ≫ 1 here means that the gain in the Coulomb energy
per electron in the ordered phase exceeds the energy rise
due to the zero-point fluctuations of electrons in the lat-
tice, e2/a ≫ ~ω0. (Quantum Monte-Carlo simulations
indicate that in the absence of spin-orbit coupling the
Wigner crystal exists at rs > 35 [2, 3].)
Once the electrons reside in the lower Rashba subband,
their (ground-state) momenta lie within a narrow ring
in momentum plane of radius mλ and width ∆p, deter-
mined by the zero-point energy
(p−mλ)2 . ∆p2 ∼
√
e2~2m/a3 ≪ (mλ)2 . (5)
However, in the crystal different parts of this ring are not
equivalent and each electron may choose its own small
sector. Imagine a much-elongated wave packet built from
the lower Rashba subband solutions, such that
|px −mλ| . ∆px, |py| . ∆py, ∆px ≪ ∆py ≪ mλ, (6)
3as in Fig. 1a. The two spatial dimensions of this wave
packet are very different, ∆x ≫ ∆y, and hence the
minute displacement along the y−direction gives a neg-
ligible correction to the interaction energy. The expec-
tation value of H0, which has an eigenvalue E− = 0 at
|p| = mλ, is determined by the smaller momentum ex-
tension of the packet, 〈H0〉 ∼ ∆p2x/(2m). This implies
that the system may choose an anisotropic pattern where
around each lattice site the density forms a narrow el-
lipse of length ∆x ∼ [a3~2/(me2)]1/4. The orientations
of these ellipses will be determined by the zero-point en-
ergy of the vibrations pertaining to a specific pattern.
3. Vibration spectrum. We begin with the config-
uration shown in Fig. 1b. In this structure the elec-
trons oscillate along x, and (since the Hilbert space
is reduced to that of the lower Rashba subband) are
strongly spin-polarized along y, 〈σy〉 ≃ 1. To find
the excitation spectrum around this particular structure,
we shift the x−component of the momentum, px →
mλ + px, multiplying the many-electron wave function
by exp[(i/~)
∑
imλxi]. The reduced Hamiltonian con-
tains only the term quadratic in px, while py appears at
higher orders in py/(mλ) and may be discarded. The
uncertainty principle then imposes no restrictions on the
displacements along the y−direction, allowing to choose
yi ≡ 0. This results in a single-coordinate effective
Hamiltonian,
Heff =
∑
i
[p2xi/(2m) +mω
2
0x
2
i /2] + e
2
∑
i<j
xixjuij , (7)
where uij = 1/R
3
ij − 3X2ij/R5ij , Xij is the x−component
of Rij and ω0 is defined in Eq. (2). Hamiltonian Eq. (7)
contains half of the degrees of freedom of the original one,
since it allows for a single vibrational direction per elec-
tron. In the regime given by Eq. (4), the missing degrees
of freedom pertain to low energy non-phonon excitations,
whose analysis is beyond the scope of this paper.
Exploiting the Bogoliubov transformation
ck ≡
∑
i
e−ik·Ri
mω0xi + ipxi√
2Nmω0~
= coshukdk + sinhukd
†
−k,
(8)
where N is the number of lattice sites, transforms the
Hamiltonian into
Heff =
∑
k
~ωk(d
†
kdk +
1
2
) , ωk = ω0
√
1 + 2v(k) . (9)
Here, tanh 2uk = −v(k)/[1 + v(k)] and v(k) =∑
i6=0 e
ik·R0i [a3/(2γR30i)]
(
1− 3X20i/R20i
)
. In particular,
at small wavevectors the dispersion law becomes
ωk = [4πe
2/(
√
3ma2)]1/2|kx|/
√
k . (10)
The
√
k−dependence of the low frequencies is expected
for a two-dimensional plasmon gas. The striking feature
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FIG. 2: The vibration density of states as a function of the
frequency (scaled by ω0) for the Wigner-crystal configuration
of Fig. 1b (dashed line) and of Fig. 1c (solid line). Though the
spectrum extends all the way down to ω = 0 for 1b the average
frequency turns out to be smaller for 1c. Note the linear
vanishing of the density (characteristic of a Dirac cone) in the
middle of spectrum for 1c and especially the inverse square-
root divergence of the density at the lower edge, ω ≈ 0.36ω0.
though is the angular dependence of the dispersion law
(10), with vanishing frequency along the y−direction. It
signals a spontaneous symmetry-breaking caused by the
degeneracy at the bottom of the lower Rashba subband.
The vibration spectra for the structures with several
electrons per unit cell, like in Figs. 1c and d are found
similarly. Details of this calculations are given in Ref. 14.
4. Minimizing the zero-point energy. We have in-
vestigated numerically all possible configurations of the
Wigner crystal with vibrational directions depending on
1, 2, and 3 angles, as described in the introduction. Im-
portant examples representing these families of configura-
tions are shown in Figs. 1b, 1c, and 1d. The ground-state
energy is determined by the frequency ωk averaged over
the Brillouin zone, which in the case of Fig. 1 gives
〈ωbk〉
ω0
= 0.951 ,
〈ωck〉
ω0
= 0.939 ,
〈ωdk〉
ω0
= 0.971 . (11)
Quite unexpectedly, among the examined configurations
the one with two electrons per unit cell shown in Fig. 1c
has the smallest zero-point energy. Configuration 1b has
the smallest 〈ωk〉 for the families with 1 and 3 electrons
per unit cell, but is not the global minimum of the vi-
brational energy. The highly-symmetric configuration 1d
has the largest zero-point energy in the family with 3
independent vibrational directions.
All phonon frequencies coincide independent of the di-
rection of vibration, ωk ≡ ω0, upon exploiting the Ein-
stein approximation, in which each electron is confined
to a harmonic potential created when the locations of all
other electrons are frozen [11]. In all considered crystal
configurations the average frequency was always close to
the Einstein approximation, like in Eq. (11).
4One way to probe experimentally the structure of a
crystal is to measure the vibration spectrum. Figure 2
shows the density of states (DOS) as a function of the
frequency for the structures in Figs. 1b and 1c. Several
interesting features can be observed there (but unfortu-
nately, none explains which structure is energetically fa-
vorable, and why the resulting 〈ωk〉’s are so close to each
other). For the configuration 1b the DOS is finite all the
way down to zero frequency due to the plasmon mode
Eq. (10). The spectrum has a step singularity at the
high-frequency end, and two logarithmic van Hove singu-
larities. Though the modes describing global translations
for the full Hamiltonian Eq. (1) always have zero energy,
it is only for the structure 1b that one of these modes is
reproduced by the effective Hamiltonian Eq. (7).
The vibration spectrum of the crystal phase shown
in Fig. 1c is gapped (the solid line in Fig. 2). The
DOS has several step singularities and logarithmic di-
vergences. The linear vanishing of the DOS at ω ≈ ω0
corresponds to a conical crossing of the two bands (a
Dirac point). Surprisingly enough, we observe an almost
perfectly inverted square-root singularity at low frequen-
cies, ρ(ω) ∼ [ω − 0.36ω0]−1/2; such a divergence usually
characterizes one-dimensional systems. Careful numer-
ical investigation shows that the dispersion law around
these frequencies has the form
[ωck/ω0]|kx≈0 ≈ 0.3584
+ 0.564× 10−3 cos(
√
3aky) + f(ky)(akx)
2 , (12)
with f(ky) ∼ 1. These modes correspond to a horizontal
displacement of every second row in the configuration
of 1c. The small coefficient of the second term in Eq. (12)
implies that different electron rows “see” each other as
a continuous charge lines. This is surprising, since the
distance between the rows is only
√
3-times larger than
the interval between electrons within each row.
5. Squeezing the crystal. The crystal structures of
Figs. 1b and 1c have a preferential axis, violating the
60◦ symmetry of the triangular lattice. This opens the
possibility for a (slight) squeezing of the lattice, caused
by an interplay of the classical Coulomb repulsion and
the quantum vibrations (cf. the strong squeezing in the
case of a short-range interaction [9]).
The ‘density preserving’ squeezing is defined as Ri →
R˜i = [(1+α)Xi, Yi/(1+α)], where α is a small but finite
parameter. We may also write the energy per electron
in a crystal as a power series in the Plank’s constant,
E(α) = ǫ0(α) + ~ ǫ1(α) + · · · . The first term is the elec-
tron’s electrostatic energy,
ǫ0(α) = (e
2/a)(c0 + αc1 + α
2c2 + . . .) , (13)
and the second comes from the average zero-point energy,
ǫ1(α) = ω0(d0 − αd1 + . . .) , (14)
where ci and di are numerical coefficients. The coeffi-
cients c0 and d0 [the latter is found in Eq. (11)] are of no
interest. Since the triangular lattice is the minimum of
the electronic Coulomb energy [10], one has c1 ≡ 0 and
c2 > 0. The linear in α term in the quantum correction
to the energy, d1, would also vanish due to the crys-
tal symmetry in the absence of the spin-orbit coupling,
or e.g. for the 120◦−rotational symmetric configuration
Fig. 1d, but is allowed for the configurations Figs. 1b and
c. Numerically we found c2 ≈ 0.527, db1 ≈ 0.245 and
dc1 ≈ 0.425. Minimizing the energy, E(α), results in
αc =
~ω0
2e2/a
d1
c2
=
√
γaB
4a
d1
c2
∼
√
aB
a
. (15)
The value of the squeezing parameter, αc, grows with
the density as a−1/2 ∼ n1/4. This increase is limited,
however, by the inequality (4),
6. Summary. As we have shown, the possibility of
the electrons to occupy different minima in momentum
space leads to a complicated ground-state of the Wigner
crystal. We found the ground state by considering an ef-
fective Hamiltonian, which accounts for a single energetic
vibrational mode per electron, leaving untouched a num-
ber of non-phonon excitations from the low-energy sector
of the full problem. These soft modes would correspond
to a small displacement of the electron wave packet in
momentum space along the circle of degenerate minima
(see Fig. 1a), or to spin flips associated with the 180◦
jumps of the electron to the opposite side of the circle
of minima (see Refs. [12] and [15] for a discussion of the
spin structure of a Wigner crystal.)
Although we expect the true ground state of the crystal
to be the structure in Fig. 1c, other configurations may
exist as metastable states. If the configuration 1b would
be realized experimentally, one will be able to probe the
angular-dependent plasmon modes, Eq. (10).
Finally, the existence of the spin-orbit dominated
phase of the Wigner crystal described in this paper re-
quires the validity of the inequality (4). This may be
rewritten as m∗λ2 ≫ Ry/r3/2s , where Ry = m∗e4/2~2ǫ2
and m∗ and ǫ are the effective mass and dielectric con-
stant, respectively. For InAs [16], m∗λ2 ≈ 0.2meV and
Ry ≈ 2.5eV. Assuming that in the presence of spin-orbit
interactions the crystal stability still requires the large
value of rs ∼ 35, we expect our results to be always ap-
plicable for Wigner crystals in such materials.
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APPENDIX: VIBRATION SPECTRUM FOR SEVERAL ELECTRONS PER UNIT CELL
We first show how to obtain the phonon spectrum belonging to configuration 1c (Fig. 1 in the paper). This is an
example of a lattice with two electrons per unit cell (which turns out to be our best candidate for the ground state).
We then sketch briefly the derivation of the spectrum in the case of three electrons per unit cell, vibrating along three
arbitrary directions.
The configuration of Fig. 1c
When there are two electrons within each unit cell, it is convenient to introduce two sublattices, a and b. The
effective vibration Hamiltonian for the configuration of Fig. 1c is then
Heff =
∑
i∈a
(
p2xi
2m
+
mω20x
2
i
2
)
+ e2
∑
i<j∈a
xixj
R3ij
(
1− 3X
2
ij
R2ij
)
+
∑
i∈b
(
p2yi
2m
+
mω20y
2
i
2
)
+ e2
∑
i<j∈b
yiyj
R3ij
(
1− 3 Y
2
ij
R2ij
)
− 3e2
∑
i∈a,j∈b
xiyj
XijYij
R5ij
. (16)
Introduction of the creation/annihilation operators
a =
√
mω0
2~
(x+
i
mω0
px), b =
√
mω0
2~
(y +
i
mω0
py) , (17)
leads to the Hamiltonian
Heff = ~ω0

∑
i∈a
(a†iai +
1
2
) +
∑
i<j∈a
vxij(ai + a
†
i )(aj + a
†
j)
+
∑
i∈b
(b†i bi +
1
2
) +
∑
i<j∈b
vyij(bi + b
†
i )(bj + b
†
j) +
∑
i∈a,j∈b
wij(ai + a
†
i )(bj + b
†
j)

 , (18)
where
vxij =
a3
2γR3ij
(1− 3X2ij/R2ij) , vyij =
a3
2γR3ij
(1− 3Y 2ij/R2ij) , wij = −3
a3XijYij
2γR5ij
. (19)
6x
y
a
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A
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2
1
FIG. 3: Definition of the basis vectors for the original triangular lattice, a1 and a2, and for the superlattice with three electrons
per unit cell, A1 and A2. Electrons from the three different sublattices are shown by different colors.
In Fourier space, this Hamiltonian takes the form
Heff = ~ω0
∑
k
[(a†kak + 1/2) +
vx(k)
2
(ak + a
†
−k)(a−k + a
†
k)
+ (b†kbk + 1/2) +
vy(k)
2
(bk + b
†
−k)(b−k + b
†
k) + w(k)(ak + a
†
−k)(b−k + b
†
k)] , (20)
with
vx(k) = vx(−k) =
∑
0∈a,i6=0∈a
vx0ie
ik·Ri , vy(k) = vy(−k) =
∑
0∈a,i6=0∈a
vy0ie
ik·Ri ,
w(k) = w(−k) =
∑
0∈a,i∈b
w0ie
ik·Ri . (21)
An important point to note here is that vy(k) 6= vx(k). In the next step one decouples the two vibration polarizations,
ck = cos(τk)ak + sin(τk)bk , dk = − sin(τk)ak + cos(τk)bk , (22)
with tan(2τk) = 2w(k)/[v
x(k)− vy(k)], to obtain
Heff = ~ω0
∑
k
[(c†kck + 1/2) +
v1(k)
2
(ck + c
†
−k)(c−k + c
†
k)
+ (d†kdk + 1/2) +
v2(k)
2
(dk + d
†
−k)(d−k + d
†
k)] , (23)
where
v1,2(k) =
1
2
[vx(k) + vy(k)±
√
(vx(k)− vy(k))2 + 4w2(k)] . (24)
Each polarization can be now Bogoliubov transformed exactly as is carried out in the main text.
7Phonon spectrum for superlattices with three electrons per unit cell
The triangular lattice of a usual Wigner crystal is defined by two lattice vectors, a1 = (a, 0) and a2 = (a/2,
√
3a/2).
The superlattice with three atoms per unit cell is defined by the lattice vectors A1 = (3a/2,
√
3a/2) and A2 =
(3a/2,−√3a/2), such that |A1| = |A2| =
√
3a, as is shown in the figure. The electrons on this lattice naturally form
three sublattices whose sites coordinates are iA1 + jA2, (a, 0) + iA1 + jA2, and (−a, 0) + iA1 + jA2. Here i and j
are two arbitrary integer numbers.
Let the displacement vectors for the three sublattices be ui, vi, and wi, where u = unu, v = vnv, and w = wnw,
with the three unit vectors nu, nv, and nw pointing along the directions of the allowed vibrations for each sublattice.
For example, for the electronic configuration shown in Fig. 1d of the main text one has nu = (0, 1), nv = (
√
3/2,−1/2),
and nw = (−
√
3/2,−1/2). However, our derivation below does not assume any specific orientation of nu, nv, and nw.
The Hamiltonian takes the form
H = hu + hv + hw + Vu + Vv + Vw +Wuv +Wuw +Wvw , (25)
where, for example,
hu =
∑
i∈u
(
p2ui
2m
+
mω2u2
2
)
, (26)
and
Vu = e
2
∑
i<j∈u
uiuj
(
1
R3ij
− 3(nu ·Rij)
2
R5ij
)
,
Wuv = e
2
∑
i∈u,j∈v
uivj
(
1
R3ij
− 3(nu ·Rij)(nv ·Rij)
R5ij
)
. (27)
Let
ui =
√
3
N
∑
k
eik·Riuk , vi =
√
3
N
∑
k
eik·Rivk , wi =
√
3
N
∑
k
eik·Riwk , (28)
where N is the total number of electrons and Rj is the true coordinate of the corresponding N -electron lattice site.
Similarly we introduce the Fourier transformed momenta puk , pvk , pwk , so that [pk, xq] = −iδk+q. It follows that
huk =
∑
k
(
pu
−k
puk
2m
+
mω2u−kuk
2
)
, (29)
Vu → V (k)u =
e2
2
∑
k
u−kukVu(k), Vu(k) =
∑
j
eik·R0j
(
1
R30j
− 3(nu ·R0j)
2
R50j
)
, (30)
and
Wuv →W (k)uv = e2
∑
k
u−kvkWuv(k) ,
Wuv(k) =
∑
j
eik·R0j
(
(nu · nv)
R30j
− 3(nu ·R0j)(nv ·R0j)
R50j
)
. (31)
Next we perform a unitary rotation of the coordinates uk, vk, and wk, in order to diagonalize the matrix
e2
2

 Vu(k) Wuv(k) Wuw(k)Wvu(k) Vv(k) Wvw(k)
Wwu(k) Wwv(k) Vw(k)

 , (32)
which we do numerically. After that the Bogoliubov transformation for each polarization is carried out similar to the
way it is done in the main text.
