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Abstract
Treating divergent series properly has been an ongo-
ing issue in mathematics. However, many of the prob-
lems in divergent series stem from the fact that di-
vergent series were discovered prior to having a num-
ber system which could handle them. The infinities
that resulted from divergent series led to contradictions
within the real number system, but these contradic-
tions are largely alleviated with the hyperreal number
system. Hyperreal numbers provide a framework for
dealing with divergent series in a more comprehensive
and tractable way.
1 The Problem of Infinite Series
Historically, infinities have led to many problems
in mathematics. Infinities, when not handled care-
fully, easily lead to contradictions and indeterminacies.
Therefore, caution has always been urged when dealing
with infinite series.
This is especially true with divergent infinite series.
Convergent infinite series generally behave unproblem-
atically similar to the value that they converge to.
Given a series that converges to 2 and another series
that converges to 3 then the sum of the values of the
series will be 5 and their product will be 6. Therefore,
the nature of these series can be summarized into a
single number.
With divergent series, this is not so straightforward. A
lack of agreement on the rules for handling infinities
had led to numerous problems with handling divergent
series. If a series diverges to infinity, is it greater than
or equal to some other series that diverges to infinity?
Can the terms of the series be rearranged? Can their
spacing be modified? Is 1 + 1 + 1 + . . . equivalent to
1 + 0 + 1 + 0 + 1 + 0 + . . .?
Lack of answers to questions like this have stifled work
in divergent series, and have caused many mathemati-
cians to think of divergent series as invalid entities to
work with rigorously.
2 Working with Infinities
Many paradoxes exist with infinities. For instance, are
there the same number of positive even integers as pos-
itive integers? There are an infinity of them, but does
that make them the same? It seems pretty obvious
that, on a number line, positive integers occur twice as
often. However, there are an infinite amount of both.
Cantor’s solution to this problem is to separate out the
final quantity of a set (the cardinality) from the arrang-
ment of a set (its ordinality). The cardinal numbers do
not behave in any way similar to real numbers. The or-
dinals, on the other hand, behave in many ways similar
to real numbers. However, Cantor’s own system for or-
dinal arithmetic is difficult to use, and doesn’t translate
well between transfinite and regular real arithmetic.
The hyperreal number line has many similarities to
Cantor’s ordinals, operating essentially at the level of
“ordinal” in Cantor’s system. However, the hyperreal
number line offers a way to do arithmetic with infini-
ties in a way that very closely matches real arithmetic
through the use of the transfer principle [1]. The trans-
fer principle states that any first-order proposition that
is true for the reals is also true for the hyperreals. This
means that the standard arithmetic principles for deal-
ing with real numbers will apply to hyperreal numbers
1
as well.
The hyperreal number line operates with an infinite
unit, ω, that represents an order of infinity.1 The way
it is usually handled, ω isn’t a specific number in the
typical sense, but rather more of a benchmark of infin-
ity.
Previous work has shown that hyperreal numbers could
be a potential solution to how values of divergent series
can be represented [3].2 The present paper will build
on this original idea and establish a system for using
hyperreal numbers to assign values to infinite series.
3 Hyperreals and Partial Sums
The vast majority of issues with divergent series comes
with the transition from partial sums to infinity. As
long as a series remains a partial sum, arithmetic with
the series is unproblematic. Therefore, it would be ben-
eficial to develop a system which matched the partial
sum behavior of finite sums, but allowed the result to
be generalized to infinity.
The value of a partial sum of a given length is sensi-
tive to the order of the terms in the infinite sequence.
Imagine summing the first n terms of an infinite series.
The result will not be the same with different order-
ings of terms. If the extent of the partial summation is
unknown, then it is also unknown the extent to which
numbers can be reordered.
Additionally, tacking on zeroes to the beginning of the
series can potentially change the partial sum. There-
fore, although adding zeroes to the beginning of a series
has the appearance of being a null operation, because
doing so modifies the value of finite partial sums, it can
also lead to long-term changes in behavior.
Therefore, just as ordinal infinities differ because of
order-dependent properties, so too will infinite series
exist as heavily order-dependent entities.
To understand many of the rules that will be developed
for infinite series, imagine that the rules are being built
for merely doing partial sums to an unknown parameter
1The choice of character/typography for the unit varies with
the author. For instance, Keisler uses H [2]. ω was chosen
because of its historical connection with ordinal-type infinities.
2Other work worth mentioning in this area are [4] and [5]. In
the current work, we will use a notation similar to [2] to notate
hyperreal values, and show how infinite series can be simplified
to them. Paterson did the opposite, by notating hyperreal values
with the infinite sum that represents them.
k, where k at least acts like a particular finite value,
but is larger than any particular list index referenced
by any finite manipulation of the series.
Some of these formulas will be further reducible due
to the nature of the hyperreals, as will be discussed in
Section 7.
4 Pinning Down ω
Since ω operates as a benchmark instead of a number,
the first task is to identify the benchmark to associate
ω with. This is actually to some extent an arbitrary
decision. Any infinitely large value could be used to
establish a baseline ω.
However, the value that seems most natural for ω (es-
pecially for summation) is the size of the set of positive
integers. Therefore, ω will be used to refer to the total
quantity of positive integers.
Because of this, the notation used will be more specific
when writing summations. Instead of summing to the
ambiguous infinity, ∞, a summation to the specific in-
finity of all positive integers, ω, will be used. Therefore,
the series 1 + 2 + 3 + . . . will be written as
ω∑
i=1
i (1)
This will establish the starting benchmark for relation-
ships among the different series.
5 The Standard Summation
Because ordinal infinities are so order-dependent, it
is important to establish an official standardization of
summation. That is,
∑
ω
1
will be different from
∑
ω
0
.
Even though it looks like series with these types of sums
will have an identical number of terms (after all they
both have infinite terms), using this methodology the
latter one will actually have more elements than the
former.
This is due to the principle established in Section 3. If,
instead of ω being infinite, pretend that ω was just an
ordinary finite integer parameter.
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Examine the series
ω∑
i=1
1. (2)
If ω represented an integer (say, 5) instead of ∞, it
would be obvious that this sum represents a different
value from the series
ω∑
i=0
1. (3)
Equation 2 would represent the value 5 while Equa-
tion 3 would represent the value 6. Therefore, it is
clear that having matching indices matters.
In fact, our ability to sum divergent series will some-
times depend on having summations with equivalent
numbers of terms. Therefore, a “standard” starting
point for summation will need to be established in or-
der to ensure that like entities are being compared and
reasoned about. In computations it technically winds
up not mattering whether the starting point is 1 or 0,
though the formulas would have to be reworked based
on the starting index. However, since ω has been de-
fined as being the size of the set of all positive integers,
it makes sense to start at 1. For the purposes of this
paper, the “standard” way of summing will be to start
with 1 and proceed to ω.
6 Simple Arithmetic and Geo-
metric Series
6.1 Arithmetic Series
Arithmetic series take the form
n∑
i=1
a + (i − 1)d. (4)
The sum of an arithmetic series, given a starting value
a, the number of elements n, and distance between el-
ements d, can be given by the formula
n∑
i=1
a + (i − 1)d =
n
2
(2a + (n − 1)d) . (5)
To find the sum of an infinite arithmetic series, ω is
used for n, forming a hyperreal value. That reduces
the formula to
ω∑
i=1
a + (i − 1)d = ωa +
ω
2d
2
−
ωd
2
. (6)
Therefore, to find the summation of the series 1+1+1+
. . ., one must only substitute in the correct parameters.
Since the starting value is 1 and the distance between
terms is 0, this yields
ω∑
i=1
1 = ω · 1 +
ω
2 · 0
2
−
ω · 0
2
(7)
= ω + 0 − 0 (8)
= ω. (9)
It is intuitively obvious that since there are ω 1s added
together that the sum of them would add up to ω, as
would be true for any finite value as well.
The arithmetic series 1 + 2 + 3 + . . . can be calculated
using hyperreals as well.
ω∑
i=1
i = ω · 1 +
ω
2 · 1
2
−
ω · 1
2
(10)
=
ω
2
2
+
ω
2
. (11)
The next arithmetic series to examine is 1+ 3+ 5+ . . .,
which can be similarly calculated.
ω∑
i=1
(2i − 1) = ω · 1 +
ω
2 · 2
2
−
ω · 2
2
(12)
= ω
2
. (13)
Thus, the value of 1+3+5+ . . . is equal to (1+1+1 . . .)2.
Interestingly, as noted in Section 3, there is nothing in-
trinsically infinite about the behavior of ω in these se-
ries. For instance, if ω was replaced with 5, the results
would hold. That is, (1+1+1+1+1)2 = (1+3+5+7+9) =
25.
Even though the sums are divergent, summing them
has a very well-defined behavior within the combined
hyper-real/partial sum methodology presented here.
6.2 Geometric Series
Geometric series take the form
n∑
i=1
ari−1, (14)
where n is the number of terms, a is the starting term,
and r is the common ratio.
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A value for a geometric series can be given by the for-
mula
n∑
i=1
ari−1 = a
1 − rn
1 − r
. (15)
Because an infinite series will have ω terms, n can be
replaced with ω.
Let us begin by looking at the series 1 + 2 + 4 + 8 + . . ..
The value of this series can be given by the formula
ω∑
i=1
2i−1 = 1 ·
1 − 2ω
1 − 2
(16)
= 2ω − 1. (17)
Divergent geometric series will generally have the same
form.
Convergent series are also interesting. The series 1 +
1
2
+
1
4
+ . . . can be plugged into the formula to yield
ω∑
i=1
1
2
i−1
= 1 ·
1 − 1
2
ω
1 − 1
2
(18)
= 2 − 2 ·
(
1
2
)
ω
(19)
7 Generalizing to the Principal
Value
In most discussions of hyperreal numbers, the halo of
a number is considered the hyperreal values which are
infinitely close to a standard real number. However,
this definition is too focused on real numbers.
We will consider the order of a hyperreal value to be
its largest exponent of ω. This is the most significant
term of the hyperreal value. We will call this most sig-
nificant term the principal value of the hyperreal. The
halo (also known as a monad) of a hyperreal consists
of all of the hyperreals which have the same principal
value.3 We will use the ≃ operator to denote two hyper-
3Most texts on hyperreal numbers define the halo or monad of
x to be all of the values y for which x−y is infinitesimal [6, pg. 21]
[7, pg. 52]. However, defined in such a way, the infinitesimals ω−1
and 2ω−1 are within a monad. Using principal values, ω−1 and
2ω−1 are in the same galaxy, but not the same monad. You
would have to have a term of lower-order infinity to be within
a monad, such as ω−1 and ω−1 + ω−2. This seems to be the
essence of what the other texts are getting at, but, since most
mathematics focuses on the reals, their definitions were entirely
based on using reals as a starting point. Here, since we will have
results in the hyperreals, we need definitions that are equally
useful when the final result is a hyperreal number.
reals which share the same principal value.4 Therefore,
the halo of a hyperreal number consists of all of those
numbers which share the same principal value.
Many people use “infinitely close” as a colloquialism to
describe two hyperreals which share the same princi-
pal value. However, technically it is not correct, since,
when dealing with infinities, two hyperreals which dif-
fer by multiple infinities can be considered “infinitely
close.” That is, if d , 0, then ω2 + 5ω, ω2 − 12ω, and
ω
2
+ 23 all share the same principal value, ω2. They
are infinitely apart, yet, colloquially, they can be con-
sidered “infinitely close” because their differences are
infinitely less significant than their similarities.
When dealing with hyperreals, the principal value is the
main one of concern. So, for instance, while 1+2+3+. . .
is exactly described by ω
2
2
+
ω
2
, its principal value is just
ω
2
2
. Therefore, the formula given in (6) can actually be
simplified to
ω∑
i=1
a + (i − 1)d ≃
ω
2d
2
(20)
if d , 0.5
Interestingly, we can see that, while the exact value of
the hyperreal associated with a series depends on the
starting point, the principal value depends only on the
distance chosen, provided that d , 0.
Geometric series can use similar considerations. You
may have noticed that the hyperreal given for the series
1+ 1
2
+
1
4
+ . . . in Section 6 is 2−2 ·
(
1
2
)
ω
. Typically, this
series is thought to converge to 2. In fact, its principal
value is 2, because
(
1
2
)
ω
is an infinitesimal.
The use of principal values allows for a great amount
of simplification for hyperreal values and formulas.
As an example, the ratio between two given arithmetic
4In practice, ≃ can be replaced with =, as it denotes equality
to the extent normally practiced in mathematics. For instance,
the differential d (xy) is often stated as being equal to x dy +
y dx, but really it is just the principal value. The actual value is
x dy + y dx + dy dx. The dy dx term is always discarded because
it is infinitely less significant than the other pieces. Even when
discarding this term, the equality sign is used. Therefore, while
the present paper will be pedantic about asserting exact equality
or mere principal value, for most general purposes equality can
be asserted even when only stating the principal value.
5When d = 0, then the ω2 term goes to zero, and the series
simplifies to a ·ω instead.
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series can be solved for very simply.
S1 =
ω∑
i=1
a1 + (i − 1)d1 ≃
ω
2(d1)
2
S2 =
ω∑
i=1
a2 + (i − 1)d2 ≃
ω
2(d2)
2
S1
S2
≃
ω
2(d1)
2
ω
2(d2)
2
=
d1
d2
(21)
In other words, the principal value of the ratio of two
arithmetic series is simply the ratio of the distances.
8 Series Manipulation Rules for
Finite Subsets
Many attempts to manipulate divergent series have re-
sulted in contradictions, to the extent that many sug-
gest that it is best to not attempt to do so. The reason
for these contradictions, however, lies in the treatment
of the infinite nature of the number of values.
In the real system, ∞ is considered a boundless num-
ber. That is, there is not ∞ + 1 that is distinct from
∞. Likewise, ∞ − 1 is also infinity. Essentially, within
the real numbers, ∞ is used largely like an ambiguous
infinite value, essentially saying that “the real numbers
can’t handle this value.”
If, instead, the hyperreal numbers are used, then ω
and ω + 1 are distinct quantities, despite the fact that
they are both infinite. The rules for manipulating series
come from these ideas.
8.1 Finite Term Addition
To begin with, it is possible to easily add a scalar value
to a series, provided that it is added to one of the par-
ticular terms of the series. In other words, suppose the
value A is added to the series 1 + 2 + 3 + . . .. This can
be written as
A +
ω∑
i=1
i (22)
or as
A + (1 + 2 + 3 + . . .). (23)
To integrate A into the series, A can be added to any
distinct position. The series could read as
(A + 1) + 2 + 3 + . . . (24)
or
1 + 2 + (A + 3) + . . . . (25)
All of these yield the same value for the final series, as
long as partial sums are taken starting after the index
where A is added.
Additionally, A can be spread across multiple finite
terms. For instance, half of A could be added to each
of the first two terms, yielding
A+ (1+ 2+ 3+ . . .) =
(
1 +
A
2
)
+
(
2 +
A
2
)
+ 3+ . . . . (26)
In fact, there is no reason why the same amount would
have to be distributed to each position.
A+ (1+2+3+ . . .) =
(
1 +
2
5
A
)
+
(
2 +
3
5
A
)
+3+ . . . (27)
8.2 Finite Term Insertion and Removal
Because this method of summation is based on par-
tial sums, it should be apparent that inserting and re-
moving terms will in fact alter the summation. For in-
stance, let’s begin with the arithmetic sum 1+1+1+. . ..
It may seem intuitive that one should be able to freely
add or remove a 1 from this sum without affecting the
sum. In this particular series, the exact hyperreal value
does change, but not the principal value.
Again, remember that, as mentioned in Section 3, this
conception of summation will be based on partial sums.
So, let us begin by considering the partial sum
k∑
i=1
1. (28)
If k is a finite number, then adding one to this sequence
will in fact alter its value. Additionally, removing a 1
from this sequence will also alter its value. Therefore,
k∑
i=1
1 , 1 +
k∑
i=1
1. (29)
Likewise,
k∑
i=1
1 ,
k∑
i=0
1 ,
k∑
i=2
1. (30)
Because performing these operations will change the
value for any partial sum of k terms for a finite k, they
will also change the value for a hyperreal k such as ω.
However, for these particular series, the principal value
will be the same, because ω ≃ ω + 1 ≃ ω − 1.
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Additionally, a more surpising fact is that removing a
term from a sequence also changes its value if it does
not also change the number of terms being summed.
Consider the series
1 + 2 + 3 + . . . =
ω∑
i=1
i. (31)
This series is not equal to the series
1 +
ω∑
i=1
(i + 1). (32)
although it does have the same principal value in this
case. In other words,
(1 + 2 + 3 + . . .) , 1 + (2 + 3 + 4 + . . .) (33)
but
(1 + 2 + 3 + . . .) ≃ 1 + (2 + 3 + 4 + . . .). (34)
The reason for this is readily apparent when consider-
ing how these work in terms of partial sums. If the
parameter k was used instead of ω, then it is appar-
ent that the value of (32) actually has an extra term
compared to (31). That is, it is obvious that
5∑
i=1
i , 1 +
5∑
i=1
(i + 1). (35)
This can also be seen in the results of applying the
arithmetic series formula to the two series. For (1 +
2 + 3 + . . .) the formula yields ω
2
2
+
ω
2
. However, for
(2 + 3 + 4 + . . .) the formula yields ω
2
2
+
3
2
ω.
Now, terms can be removed without even affecting the
exact hyperreal value if they are replaced by zeroes in
the sequence, or if the sequence starting index is moved
appropriately. In other words,
(1 + 2 + 3 + . . .) = 1 + (0 + 2 + 3 + . . .) = 1 +
ω∑
i=2
i. (36)
This can be easily proved using the principle derived in
Section 8.1. For instance, to move the 1 outside of the
series, 1 + −1 can be added to the series.
1 + −1 + (1 + 2 + 3 + . . .)
= 1 + ((1 + −1) + 2 + 3 + . . .)
= 1 + (0 + 2 + 3 + . . .) (37)
8.3 Finite Term Rearrangement
As can be deduced from Sections 8.1 and 8.2, any num-
ber of finite terms in a series can be rearranged in posi-
tion. That is, for any given series member with a value
of A, A− A can be added to the series, applying the −A
such that it cancels out the value of the series member.
After doing this to several series members, the inverse
operations can then be applied to move these values to
any finite position in the series.
Doing this will preserve the partial summing behav-
ior of the series for all partial sums after the members
which have been manipulated.
9 More Advanced Series
While basic formulas for divergent series of arithmetic
and geometric series can be established using the stan-
dard formulas, more advanced series require the use of
discrete integral calculus to establish the formulas for
series. Doing so leads to very interesting results.
9.1 Cesa`ro Sums and Oscillating Series
Oscillating series have an interesting history of treat-
ment within mathematics. The standard series to con-
sider is Grandi’s series: 1 − 1 + 1 − 1 + . . .. Or, written
more formally,
∞∑
i=1
(−1)i+1. (38)
Partials sums for this series can be found by performing
a discrete integral.
n∑
i=1
(−1)i+1 =
1
2
(−1)n+1 +
1
2
. (39)
What is particularly interesting about this formula is
that the Cesa`ro sum of the infinite series (1
2
) is present
in the formula.
Now, consider the oscillating series −1+1−1+ . . .. This
series has the formula
∞∑
i=1
(−1)i. (40)
A discrete integral of the partial sums yields the for-
mula
n∑
i=1
(−1)i =
1
2
(−1)n −
1
2
. (41)
Note that in this as well, − 1
2
is the Cesa´ro summation
of the infinite series.
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This leads to the conjecture that, in evaluating infinite
series using integral formulas,
(−1)∞ = 0, (42)
at least for additive offsets of ω. For instance, in the
case of Grandi’s series, using the ω notation, the infinite
series would include (−1)ω+1. The other series includes
(−1)ω. According to the present conjecture, both of
these simplify to 0, at least for the purpose of creating
formulas for infinite series based on partial sums.
This can be understood probabilistically. Since we have
no information about what sign −1ω will have, we can
say that
− 1ω = ±1. (43)
Since both of these possibilities are equally probable,
the limit towards infinity resolves to their average, or
zero. Also, since we have no information about the
sign of −1ω, we have equally little information about
the sign of −1ω+1, or any other variation on ω which is
not biased towards evenness (e.g., 2ω).
The expression −1x has an oscillation pattern very sim-
ilar to sin(x). Since [4] showed that sin(ω) = 0 in the
surreal numbers, it is possible that a similar proof may
be found for −1ω = 0 along similar lines in the hyper-
reals.
9.2 Other Oscillatory Behavior
Because (a) discrete integration can be used to find
formulas for series involving partial sums, and (b) the
behavior of (−1)∞ (for infinities without bias towards
evenness) is conjectured to be zero, the behavior of a
wide variety of oscillatory behaviors can be deduced.
Raising −1 to the ith power can produce all sorts of
oscillatory behavior. As has been seen with Grandi’s
series, this can produce a series of values that go back-
and-forth across a mean value (the mean value can
be changed by adding, and the back-and-forth can be
changed by multiplying).
However, (−1)i can also be expanded to blank out mem-
bers of a series. For instance, to blank out every other
member of a series, the formula
((−1)i + 1)
2
(44)
can be used. This simplifies to 1 where i is even and
0 when i is odd. Therefore, by multiplying a given
formula by (44), pieces of the given formula will be
zeroed out.
For instance, take the series 1 + 2 + 3 + . . .. This series
can be converted to the series 0 + 2 + 0 + 4 + 0 + 6 + . . .
by applying (44). This gives the series
ω∑
i=1
i ·
(
((−1)i + 1)
2
)
. (45)
The discrete integral yields
n∑
i=1
i ·
(
((−1)i + 1)
2
)
=
1
8
(
2n2 + 2n(−1)n + 2n + (−1)n − 1
)
(46)
When n = ω the formula runs into a problem with
simplifying this through the conjecture (42) because it
yields an indeterminate form. The term 2n(−1)n be-
comes an indeterminate form of the type ω · 0. This
can be resolved, however, through L’Hospital’s Rule.
lim
n→∞
2n
(−1)−n
=
2
− ln(−1)(−1)−n
= −
2
ln(−1)
(−1)n. (47)
Now (42) can be applied without ambiguity, simplifying
it to zero.
Therefore, for n = ω, (46) simplifies to
n∑
i=1
i ·
(
((−1)i + 1)
2
)
=
1
8
(
2n2 + 2n − 1
)
. (48)
This means that the value of this sum in the hyperreals
is 1
4
ω
2
+
1
4
ω − 1
8
≃ 1
4
ω
2.
Interestingly, this is a different result than for the sim-
ple series 2+ 4+ 6+ . . .. Since 2+ 4+ 6+ . . . is a simple
arithmetic series, we can determine the hyperreal sum
using (6).
ω∑
i=1
2 + (i − 1)2 = ω2 + ω ≃ ω2. (49)
This is a different result than what was obtained for
0+2+0+4+0+6+ . . ., which was 1
4
ω
2, indicating that
the two series have different behaviors.
9.3 1 − 2 + 3 − 4 + . . .
Euler’s sum for the series 1 − 2 + 3 − 4 + . . . can be
confirmed using this method as well. This series can
be given the value
n∑
i=1
i(−1)i−1 =
1
4
(
−2n(−1)n + (−1)n+1 + 1
)
. (50)
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Using (42) and (47) this simplifies to 1
4
.
Interestingly, this is one of the few functions that is
not changed even in its exact hyperreal by prepending
a zero to the function.
n∑
i=1
(i − 1)(−1)i =
1
4
(
2n(−1)n + (−1)n+1 + 1
)
. (51)
Likewise, (42) allows this to reduce to 1
4
.
10 Whole Series Manipulation
Rules
In addition to manipulation of finite partial sums of a
series, certain operations can (and can’t) be performed
to the series as a whole. In this section, some of these
operations will be considered.
10.1 Scalar Multiplication
Because of the distributivity of multiplication, multi-
plication of a series by a scalar value will distribute the
scalar multiplication to every term.
2(1 + 2 + 3 + . . .) = (2 · 1 + 2 · 2 + 2 · 3 + . . .). (52)
Or, written as a formula,
n
ω∑
i=1
f (i) =
ω∑
i=1
n f (i). (53)
10.2 Whole Series Addition
Adding two series together is equivalent to a term-by-
term addition of the series. Since the method presented
here is based on partial sums, term-by-term addition
only works when the lower and upper bounds of the
terms are identical.
Therefore,(
ω∑
i=1
f (i)
)
+
(
ω∑
i=1
g(i)
)
=
ω∑
i=1
f (i) + g(i). (54)
However,(
ω∑
i=0
f (i)
)
+
(
ω∑
i=1
g(i)
)
,
ω∑
i=1
f (i) + g(i) (55)
because the limits of summation differ. Again, to see
why this is the case, imagine replacing ω with a fixed
scalar such as 5. In (55), the left-hand addend would
have a different number of terms than the right-hand
addend.
10.3 Series Spacing
As noted in Section 8.2, adding or removing elements of
a series, even if they are zero, has an effect on the sum
of the resulting series. This effect can be calculated
using the considerations discussed in Section 9.
For instance, the series 1 + 1 + 1 + . . . can be spaced
out by adding in zeroes, to make 1 + 0 + 1 + 0 + . . .. A
variation of the oscillatory pattern in (44) can be used
to give the series the formula
n∑
i=1
((−1)i+1 + 1)
2
. (56)
The discrete integral of this yields the formula
1
2
n +
1
4
(−1)n+1 +
1
4
(57)
Using conjecture (42) this reduces to the hyperreal
value 1
2
ω +
1
4
≃ 1
2
ω.
This is a slightly different value (but with the same
principal value) than for the series 0 + 1 + 0 + 1 + . . ..
This series can be represented as
n∑
i=1
((−1)i + 1)
2
=
1
2
n +
1
2
(−1)n −
1
4
. (58)
Using conjecture (42), the hyperreal value for this is
1
2
ω − 1
4
≃ 1
2
ω.
If (57) and (58) were added, it should be equivalent
whether they are added term-by-term (Section 10.2) or
by summing their relevant values.
Summing term-by-term it is apparent that
(1 + 0 + 1 + 0 + . . .)
+ (0 + 1 + 0 + 1 + . . .)
= (1 + 1 + 1 + 1 + . . .). (59)
The value of this series was deduced to be ω in (2).
Likewise, if the values for each series are added the
result is (
1
2
ω +
1
4
)
+
(
1
2
ω −
1
4
)
= ω. (60)
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11 Conclusion
Here a method of summation was presented that uses
the structure of the hyperreal numbers to represent val-
ues for divergent series. This methodology was shown
to be stable across a variety of different scenarios. One
unproven, but seemingly correct, conjecture was relied
upon for this formulation. Future work will focus on
proving (42).
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