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In this paper we propose a new class of optimization problems on oriented
graphs with weight, which are called nearest route problems. A nearest problem
has a target value, which generates an error function in a sense. Which route is
nearest to the designated value? The nearest route problem includes both the
shortest route problem and longest one. We give an invariant imbedding solution
through both forward-backward and backward-forward approaches. A typical near-
est problem is solved by both approaches.  2000 Academic Press
1. INTRODUCTION
The so-called short route problem is one of the most important discrete
optimization problems. It has been extensively analyzed from the viewpoint
 of theory, application, and algorithm 1, 2, 47, 15 .
In this paper we present a broad class of multi-stage optimization
problems which is called a nearest route problem. A nearest route problem
has a target value. Which route is nearest to the designated value? If we
take a small value, e.g., zero, the nearest route problem reduces to a
shortest route problem. On the other hand, for a relatively large number,
 it becomes a longest route problem 13 . Thus, the nearest route problem
reduces to both the shortest route problem and longest one, because of its
wide adjustability of the designated value.
In Section 2, we formulate a general optimization problem on a directed
graph with weight. We present a forward-backward approach to the
 optimization problem through invariant imbedding 2, 3, 12, 14 . The
forward-backward approach consists of two phases. The first phase is a
1 This research was partially supported by Grants-in-Aid for Scientific Research 11440033
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forward generation of an additional family of parameters called past-value
sets. The second is a derivation of the so-called backward recursive
formula for the parametrised optimal value functions.
In Section 3, we in turn present a backward-forward approach which
consists of a backward generation of a family of future-value sets and a
derivation of the forward recursive formula.
In Section 4, as a typical optimization problem, we take a nearest route
problem. The nearest route to a target value is illustrated through both
forward-backward and forward-backward approaches.
2. OPTIMIZATION PROBLEM
Ž .Throughout the paper, let G X, A be a directed graph with weight
function g. For simplicity, we impose a multi-stage structure upon the
directed graph as follows. The node set X is a finite disjoint union of the
 4node subsets X :n 1 n N1
X X  X  X .1 2 N1
Each arc x x is from one node x in X to another x in then n1 n n n1
Ž .right-neighboring X for some n 1 nN . This directed arc has an1
Ž . 1weight g x , x . Thus the arc set A and the weight function g : A Rn n n1
are decomposed stage by stage into
A : X  X node-to-node-set valued functionn n n1
A x  X non-empty node-set 1 nNŽ . Ž . Ž .n n n1
g : X  X  R1 arc-length function.n n n1
 Further the following additional data are given 9 :
k : X  R1 terminal-value functionN1
l : X  R1 initial-value function1
o : R1  R1 R1 associative binary operations with left-identity
1Ž .˜and right-identity elements ,  , respectively˜
 : R1  R1 R1 composite function.
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Now, let us consider the optimization of composite function:
optimize
 g x , x  g x , x   g x , x k xŽ . Ž . Ž . Ž .Ž .P x :Ž . 1 1 2 2 2 3 N N N1 N11 1
subject to i x 	 A x , 1 nN.Ž . Ž .n n1 n n
2Ž .
Ž . Ž .Let u x denote the optimum value of P x . Throughout the remainder1 1 1 1
in this section, we present a forward-backward approach which yields
Ž .through an invariant imbedding the desired value u x .1 1
We define the past-alue functions up to state x on the nth stage,n
˜ x 
 Ž .1 1
˜ x , x , . . . , x , x 
  g x , x   g x , x , 3Ž . Ž . Ž . Ž .n 1 2 n1 n 1 1 2 n1 n1 n
2 nN 1
and the past-alue set up to there,
˜ 4 x 
 Ž .1 1
˜ x 
  g x , x   g x , x Ž . Ž . Ž .n n 1 1 2 n1 n1 n
4Ž .
feasible x , x , . . . , x 	 X  X   X ,Ž . 41 2 n1 1 2 n1
2 nN 1,
where the feasibility means that
i x 	 A x , 1m n 1.Ž . Ž .m m1 m m
Then we have the forward recursive formula between two adjacent set-val-
 Ž .4ued functions   :n
Ž .LEMMA 2.1 Forward Recursion for Past-Value Sets .
˜ 4 x   , x	 XŽ .1 1
 y   g x , y  	 x , y	 A x 5 4Ž . Ž . Ž . Ž . Ž .n1 n n n
y	 X , 1 nN.n1
Proof. Trivial.
Ž .Now let any feasible route x , x , . . . , x , x be given. Then we1 2 N N1
 4define the sequence of real parameters  byn 1 n N1
˜ 
 1
6Ž .
˜ 
  g x , x   g x , x , 2 nN 1.Ž . Ž .n 1 1 2 n1 n1 n
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Ž .The condition 6 is equivalent to
˜  1 7Ž .
    g x , x , 1 nN.Ž .n1 n n n n1
Ž .Thus the condition 7 implies the equalities
g x , x  g x , x   g x , x k xŽ . Ž . Ž . Ž .1 1 2 2 2 3 N N N1 N1
˜  g x , x  g x , x   g x , x k xŽ . Ž . Ž . Ž .1 1 2 2 2 3 N N N1 N1
   g x , x  g x , x   g x , x k xŽ . Ž . Ž . Ž .1 1 1 2 2 2 3 N N N1 N1
   g x , x   g x , x k xŽ . Ž . Ž .2 2 2 3 N N N1 N1
...
   g x , x   g x , x k xŽ . Ž . Ž .n n n n1 N N N1 N1
...
  k x 8Ž . Ž .N1 N1
which yields the equivalent forms of the original objective function in
Ž .P x ,1 1
 g x , x  g x , x   g x , x k xŽ . Ž . Ž . Ž .Ž .1 1 2 2 2 3 N N N1 N1
    g x , x  Ž .Ž n n n n1
 g x , x k x , 1 nNŽ . Ž . .N N N1 N1
   k x . 9Ž . Ž .Ž .N1 N1
Ž .Now we imbed P x into the family of one-dimensionally augmented1 1
 Ž .4subproblems P P x ;  ,n n n
P x ;  : optimizeŽ .n n n
   g x , x   g x , x k xŽ . Ž . Ž .Ž .n n n n1 N N N1 N1
msubject to i x 	 A x , nmNŽ . Ž .m1 m m
x 	 X ,  	 x , 1 nN 1. 10Ž . Ž .n n n n n
SEIICHI IWAMOTO164
Ž .We remark that P x ;  is also expressed as a terminal problem,n n n
optimize   k xŽ .Ž .N1 N1
subject to i x 	 A xŽ . Ž .m m1 m mP x ;  :Ž .n n n ii     g x , x , nmNŽ . Ž .m m1 m m m m1
iii  	 x .Ž . Ž .m m m m
11Ž .
Ž . Ž .Let u x ;  denote the optimum value of P x ;  . Then we haven n n n n n
the backward recursive relation:
Ž .THEOREM 2.1 Backward Recursive Formula .
u x ;   Opt u y ;  g x , y ,Ž . Ž .Ž .n n1 n
Ž .y	A xn
x	 X , 	 x , n 1, 2, . . . , N 12Ž . Ž .n n
u x ;    k x , x	 X , 	 x . 13Ž . Ž . Ž . Ž .Ž .N1 N1 N1
Proof. It is straightforward.
˜Ž . Ž . Ž .The optimum value u x of P x is given by u x ;  ,1 1 1 1 1 1
˜u x  u x ;  .Ž . Ž .1 1 1 1
 Ž . Ž . Let  x;  be the set of all optimizers in 12 . Then the policy  n
   4    , , . . . , generates an optimal route x  x    x  x1 2 N 1 2 N N1
as
  ˜ ˜ x   x ;  ,    g x , xŽ .Ž .2 1 1 2 1 1 2
x  x ;  ,     g x , xŽ . Ž .3 2 2 2 3 2 2 2 3
... 14Ž .
x   x ;  ,     g x , xŽ . Ž .N N1 N1 N1 N N1 N1 N1 N
x    ;  .Ž .N1 N N N
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3. BACKWARD-FORWARD APPROACH
In this section we consider the optimization of composite function,
optimize
 l x  g x , x  g x , x   g x , xŽ . Ž . Ž . Ž .Ž .Q x :Ž . 1 1 1 2 2 2 3 N N N1N1 N1
subject to i x 	 A x , 1 nN.Ž . Ž .n n1 n n
15Ž .
We introduce the future-alue functions from state x on the nth stage,n
 x 
 Ž . ˜N1 N1
 x , . . . , x 
 g x , x  Ž . Ž .n n N1 n n n1 16Ž .
 g x , x  , 1 nNŽ . ˜N N N1
and the future-alue set from there,
 4 x 
 Ž . ˜N1 N1
 x 
 g x , x   g x , x   feasibleŽ . Ž . Ž . ˜n n n n n1 N N n1
17Ž .
x , x , . . . , x 	 X  X   X ,4Ž .n n1 N1 n N1 N1
1 nN ,
where the feasibility denotes
i x 	 A x , nmN.Ž . Ž .m m1 m m
 Ž .4Then we have the backward recursion for the future-value sets   :n
Ž .LEMMA 3.1 Backward Recursion for Future-Value Sets .
 4 x   , x	 XŽ . ˜N1 N1
 x  g x , y   	  y , y	 A x , 18 4Ž . Ž . Ž . Ž . Ž .n n n1 n
x	 X , 1 nN.n
Proof. Straightforward.
Ž .Now let us take any feasible route x , x , . . . , x . Then the sequence1 2 N1
 4 satisfiesn 1 n N1
  ˜N1
19Ž .
  g x , x   g x , x  , 1 nNŽ . Ž . ˜n n n n1 N N N1
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if and only if
  ˜N1
20Ž .
  g x , x  , 1 nN.Ž .n n n n1 n1
Ž .Thus the condition 20 implies the equalities
l x  g x , x   g x , xŽ . Ž . Ž .1 1 1 2 N N N1
 l x  g x , x   g x , x Ž . Ž . Ž . ˜1 1 1 2 N N N1
 l x  g x , x   g x , x  g , 1 nN 1Ž . Ž . Ž .1 1 1 2 n1 n1 n m
21Ž .
which yields the equivalent expressions of the objective function,
 l x  g x , x   g x , xŽ . Ž . Ž .Ž .1 1 1 2 N N N1
  l x  g x , x   g x , x  ,Ž . Ž . Ž .Ž .1 1 1 2 n1 n1 n n
2 nN 1
  l x  . 22Ž . Ž .Ž .1 1
Ž .Now we imbed Q x into the family of augmented subproblemsN1 N1
 Ž .4Q Q x ;  ,n n n
Q x ;  :Ž .n n n
optimize  l x  g x , x   g x , x Ž . Ž . Ž .Ž .1 1 1 2 n1 n1 n n
subject to i x 	 A xŽ . Ž .m m1 m m
ii   g x , x  , 1m n 1Ž . Ž .m m m m m1 m1
iii  	  xŽ . Ž .m m m m
x 	 X ,  	  x , 1 nN 1. 23Ž . Ž .n n n n n
Ž .We remark that Q x ;  is also expressed as an initial problem,n n n
optimize  l x Ž .Ž .1 1Q x ;  : 24Ž . Ž .n n n subject to i , ii , iii , 1m n 1.Ž . Ž . Ž .m m m
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Ž . Ž .Let  x ;  denote the optimal value of Q x ;  . Then we haven n n n n n
the forward recursion:
Ž .THEOREM 3.1 Forward Recursive Formula .
 x ;    l x  , x	 X , 	  x 25Ž . Ž . Ž . Ž .Ž .1 1 1
 y ;   Opt  x ; g x , y  ,Ž . Ž .Ž .n1 n n
Ž .x ; y	A xn
y	 X , 	  y , n 1, 2, . . . , N. 26Ž . Ž .n1 n1
Proof. Straightforward.
Ž . Ž .The optimum value of Q x is given by  x ;  . Let˜N1 N1 N1 N1
Ž . Ž . y;  be the set of all optimizers in 26 . Then the policy ˜ ˜n1
 4 , , . . . , generates an optimal route x  x    x ˜ ˜ ˜ ˜ ˜2 3 N1 N1 N 2
x as1˜
x   x ;  ,   g x , x Ž . Ž .˜ ˜ ˜ ˜ ˜N N1 N1 N N N N1
x   x ;  ,   g x , x Ž .˜ ˜ ˜ ˜ ˜Ž .N1 N N N N1 N1 N1 N N
...
x   x ;  ,   g x , x Ž .˜ ˜ ˜ ˜ ˜Ž .2 3 3 3 2 2 2 3 3
x   x ;  .Ž .˜ ˜ ˜1 2 2 2
Ž .27
Here x  x reads that x should come from x and so on.˜ ˜N1 N N1 N
4. NEAREST ROUTE PROBLEM
Let us consider the problem of finding the route whose additive value is
nearest to a target value on graph	nearest route problem. The graph is a
Ž .directed network. Each arc is assumed to be from left-side to right Fig. 1 .
Ž   .For the shortest route problem, see 8, p. 2; 10; 11 .
 4Let us divide state space X A, B, . . . , N into six subsets:
 4  4  4X  A , X  B , C , D , X  E, F , G ,1 2 3 28Ž . 4  4  4X  H , I , J , K , X  L, M , X  N .4 5 6
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FIG. 1. Nearest route problem.
Ž .Further let A x denote the set of all states to which x directly leadsn n n
for 1 n 5,
 4  4  4A A  B , C , D , A B  E , A C  E, F , G ,Ž . Ž . Ž .1 2 2
 4  4  4A D  F , G , A E  H , I , . . . , A L  N ,Ž . Ž . Ž . 29Ž .3 3 5
 4A M  N .Ž .5
4.1. Forward-Backward Approach
Now let us take 24 as a target value. So we find the route whose additive
value is nearest to 24,
minimize g A , x  g x , x  g x , N  24Ž . Ž . Ž .1 2 2 2 3 5 4B A :Ž .1 subject to i x 	 A x , 1 n 5.Ž . Ž .n n1 n n
30Ž .
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Then the resulting past-value sets
 4 A  0Ž .1
 x  0 g A , x  g x , x Ž . Ž . Ž .n n 1 2 n1 n1 n
feasible A , x , . . . , x 	 X  X   X , 314Ž . Ž .2 n1 1 2 n1
2 n 6
are generated by the forward relation:
Ž .COROLLARY 4.1 Forward Recursion for Past-Value Sets .
 4 A  0Ž .1
 y   g x , y  	 x , y	 A x , 32 4Ž . Ž . Ž . Ž . Ž .n1 n n n
y	 X , 1 n 5.n1
In the case, we have the past-value sets
 4 A  0Ž .1
 4  4  4 B  5 ,  C  2 ,  D  3Ž . Ž . Ž .2 2 2
 4  4  4 E  10, 16 ,  F  6, 9 ,  G  9, 11Ž . Ž . Ž .3 2 3
 4  4 H  13, 14, 17, 19 ,  I  12, 17, 18, 20 ,Ž . Ž .4 4 33Ž . 4  4 J  11, 14 ,  K  13, 15, 18Ž . Ž .4 4
 4 L  15, 18, 20, 21, 22, 23, 26, 28 ,Ž .5
 4 M  18, 19, 20, 22, 23, 24, 26Ž .5
 4 N  19, 21, 22, 23, 24, 25, 26, 27, 29, 30, 32 .Ž .6
 Ž .4 Ž .Each past-value set  X is attached near X in Fig. 1 Fig. 2 .n
Ž .Let u x ;  denote the optimum value of the augmented subproblem,n n n
minimize   g x , x  g x , N  24Ž . Ž .n n n n1 5 5B x ;  :Ž .n n n subject to i x 	 A x , nm 5.Ž . Ž .m m1 m m
34Ž .
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FIG. 2. Nearest route problem with past values.
Then the nearest value function satisfies the backward recursive relation:
Ž .COROLLARY 4.2 Backward Recursive Formula .
u x ;   min u y ;  g x , y ,Ž . Ž .Ž .n n1 n
Ž .y	A xn
x	 X , 	 x , n 1, 2, . . . , 6 35Ž . Ž .n n
 u N ;    24 , 	 N . 36Ž . Ž . Ž .6 6
Ž . Ž .  4Solving 35 , 36 , we have the nearest value functions u , u , . . . , u1 2 6
    4and optimal policy    , , . . . , in Table I.1 2 5
 Ž . Ž .The direct nearest node  X ;  at X ;  is specified by issuing boldn
 Ž .line form X to  X ;  in Fig. 3.n
   Ž . Ž .4Thus, applying the optimal policy    x;  ; 	 x at then n
Ž . Ž . Žinitial state s  x ;   A; 0 , we have the optimal behavior alternat-1 1 1
.ing sequence of state and decision as
 A; 0  CŽ .1s  A; 0  Ž .1 ½ 5    g A , C  0 2 2Ž .2 1 1
 C ; 2  FŽ .2s  C ; 2  Ž .2 ½ 5    g C , F  2 4 6Ž .3 2 2
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TABLE I
Optimal Solution for Backward Approach
Stage Node Past-value Nearest value Direct nearest-to-node
Ž . Ž .n X  u X ;   X ; n n
1 A 0 0 C
2 B 5 1 E
C 2 0 F
D 3 1 F
3 E 10 2 H
16 1 I
F 6 0 I
9 1 J
 G 9, 11  12 K
Ž .  4 H 	 H  11 L4
 I 12  15 M
 17, 18, 20  17 L
 J 11, 14  13 M, L
 K 13, 15, 18  16 M
Ž .  5 L 	 L  20 N5
Ž .  M 	 M  21 N5
Ž .  6 N 	 N  24 	6
Ž .FIG. 3. Nearest route from X ;  to N.
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 F ; 6  IŽ .3s  F ; 6  Ž .3 ½ 5    g F , I  6 11 17Ž .4 3 3
 I ; 17  LŽ .4s  I ; 17  Ž .4 ½ 5    g I , L  17 3 20Ž .5 4 4
 L; 20 NŽ .5s  L; 20  Ž .5 ½ 5    g L, N  20 24 24Ž .6 5 5
s  N ; 24 .Ž .6
Ž .Therefore, we have the desired nearest route to 24
2 4 11 3 4
ACF ILN
with the just designated value 24 2 4 11 3 4.
We remark that the forward-backward approach generates the nearest
Ž . Ž .route from any X ;  with 	 X , where nearest means nearest ton
24. For instance we get the nearest routes as follows:
Ž . Ž .1 The nearest route from E; 16 is
2 3 4
E; 16  I ; 18  L; 21  N ; 25Ž . Ž . Ž . Ž .
namely
16 2 3 4
AE ILN
   with minimum value 16 2 3 4 24 25 24 1, where 
does not mean the optimality.
Ž . Ž .2 The nearest routes from D; 3 are
Ž .L; 21
47

56 Ž . Ž . Ž . Ž .D ; 3 F ; 9 J ; 14 N ; 25
8
3
Ž .M ; 22
namely
L
47

3 6 5  
A D F J N

8
3
M
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  with minimum value 3 6 5 7 4 24 3 6 5 8 3
  24 25 24 1.
4.2. Backward-Forward Approach
Now we consider the backward-forward approach to the nearest route
problem to 24,
minimize g A , x  g x , x  g x , N  24Ž . Ž . Ž .1 2 2 2 3 5 5F N :Ž .6 subject to i x 	 A x , 1 n 5.Ž . Ž .n n1 n n
37Ž .
Ž . Ž .Let  N denote the minimum value of F N . Then the future-value6 6
sets
 4 N  0Ž .6
 x  g x , x  g x , N  0 Ž . Ž . Ž .n n n n n1 5 5
feasible x , . . . , x , N 	 X   X  X , 384Ž . Ž .n 5 n 5 6
1 n 5
are backward generated by
Ž .COROLLARY 4.3 Backward Recursion for Future-Value Sets .
 4 N  0Ž .6
 x  g x , y    	  y , y	 A x , 39 4Ž . Ž . Ž . Ž . Ž .n n n1 n
x	 X , 1 n 5.n
In this case, we have the future-value sets
 4 N  0Ž .6
 4  4 L  4 ,  M  3Ž . Ž .5 5
 4  4  4  4 H  13 ,  I  7, 9 ,  J  11 ,  K  8Ž . Ž . Ž . Ž .4 4 4 4
 4  4  4 E  9, 11, 16 ,  F  16, 17, 18, 20, 21 ,  G  12Ž . Ž . Ž .3 3 3
 4  4 B  20, 22, 27 ,  C  17, 19, 20, 21, 22, 24, 25 ,Ž . Ž .2 2
 4 D  18, 22, 23, 24, 26, 27Ž .2
 4 A  19, 21, 22, 23, 24, 25, 26, 27, 29, 30, 32 .Ž .1
40Ž .
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 Ž .4 Ž .The family of future-value sets  X is imprinted on Fig. 1 Fig. 4 .n
Ž .Let  x ;  denote the minimum value of the parametric subproblem,n n n
minimize g A , x  g x , x    24Ž . Ž .1 2 n1 n1 n nF x ;  :Ž .n n n subject to i x 	 A x , 1m n 1.Ž . Ž .m m1 m m
41Ž .
Then we have the forward recursive formula:
Ž .COROLLARY 4.4 Forward Recursive Formula .
  A;    24 , 	  A 42Ž . Ž . Ž .1 1
 y ;   min  x ; g x , y   ,Ž . Ž .Ž .n1 n n
Ž .x ; y	A xn
y	 X , 	  y , n 1, 2, . . . , 5. 43Ž . Ž .n1 n1
Ž . Ž .Then the desired nearest value  N is given  N; 0 ,6 6
 N  N ; 0 .Ž . Ž .6 6
FIG. 4. Nearest route problem with future values.
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 Ž . Ž .4Thus, backwardly applying the optimal policy   x;  ; 	  x˜ ˜n n
Ž . Ž .at the terminal state s  x ;   N; 0 , we have the optimal behavior6 6 6
as
 N ; 0  LŽ .˜6s  N ; 0  Ž .6 ½ 5  g L, N    4 0 4Ž .5 5 6
 L; 4  IŽ .˜5s  L; 4  Ž .5 ½ 5  g I , L    3 4 7Ž .4 4 5
 I ; 7  FŽ .˜4s  I ; 7  Ž .4 ½ 5  g F , I    11 7 18Ž .3 3 4
 F ; 18  CŽ .˜ 3s  F ; 18  Ž .3 ½ 5  g C , F    4 18 22Ž .2 2 3
 C ; 22  AŽ .˜ 2s  C ; 22  Ž .2 ½ 5  g A , C    2 22 24Ž .1 1 2
s  A; 24 .Ž .1
Finally we have the desired nearest route
4 3 11 4 2
NL IFC A
namely
2 4 11 3 4
CF ILN
with the just designated value 24. Of course, both the backward approach
and forward approach yield the same nearest route.
The backward-forward approach yields the nearest route from A to any
Ž . Ž .X ;  with 	  X , where nearest means nearest to 24. For instancen
we have the following nearest routes:
Ž . Ž .1 The nearest route to G; 12 is
9 2
G; 12  C ; 21  A; 23Ž . Ž . Ž .
namely
2 9 12
ACGN
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TABLE II
Optimal Solution for Backward-Forward Approach
Stage Node Future-value Nearest value Direct nearest from-node
Ž . Ž .n X   X ;   X ; ˜n n
Ž .  1 A 	  A  24 	1
Ž .  2 B 	  B  19 A2
Ž .  C 	  C  22 A2
Ž .  D 	  D  21 A2
 3 E 9, 11  8 B
 11, 16  14 C
 F 16  15 D
 17, 18, 20, 21  18 C
 G 12  13 C
4 H 13 2 E
 I 7, 9  7 F
J 11 1 F
K 8 1 F, G
5 L 4 0 I
M 3 1 J, K
6 N 0 0 L
Ž .FIG. 5. Nearest route from A to X ;  .
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   with minimum value 2 9 12 24 23 24 1, where  does
not mean the optimality.
Ž . Ž .2 The nearest route to M; 3 is
Ž .G; 12
4 9
5 9 4 2   Ž . Ž . Ž . Ž . Ž .M ; 3 K ; 8 F ; 17 C ; 21 A; 23 8
5 6 3  Ž . Ž . Ž . Ž .J ; 11 F ; 16 D ; 22 A; 25
namely
G

49

32 4 9 5    
A C F K M N

8563

JD
  with minimum value 2 9 4 5 3 24 2 4 9 5 3
  24 3 6 5 8 3 24 1.
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