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Resumen Las l´ıneas de productos software son familias de productos
que esta´n ı´ntimamente relacionados entre s´ı, normalmente formados por
combinaciones de un conjunto de caracter´ısticas software. Generalmente
no es factible testar todos los productos de la familia, ya que el nu´mero de
productos es muy elevado debido a la explosio´n combinatoria de carac-
ter´ısticas. Por este motivo, se han propuesto criterios de cobertura que
pretenden probar al menos todas las interacciones entre caracter´ısticas
sin necesidad de probar todos los productos, por ejemplo todos los pares
de caracter´ısticas (pairwise coverage). Adema´s, es deseable testar prime-
ro los productos compuestos por un conjunto de caracter´ısticas priori-
tarias. Este problema es conocido como Prioritized Pairwise Test Data
Generation. En este trabajo proponemos una te´cnica basada en progra-
macio´n lineal entera para generar este conjunto de pruebas priorizado.
Nuestro estudio revela que la propuesta basada en programacio´n lineal
entera consigue mejores resultados estad´ısticamente tanto en calidad co-
mo en tiempo de computacio´n con respecto a las te´cnicas existentes para
este problema.
Palabras clave Pruebas de interaccio´n combinatoria, l´ıneas de productos soft-
ware, prioridades, programacio´n lineal entera
1. Introduccio´n
Las l´ıneas de productos software (SPL) son familias de sistemas software re-
lacionados, las cuales poseen diferentes combinaciones de caracter´ısticas [1]. La
gestio´n efectiva de la variabilidad es crucial para obtener beneficios de las SPLs
como el incremento en la reutilizacio´n, la personalizacio´n ra´pida, y la reduccio´n
del tiempo de llegada al mercado. Debido al gran nu´mero de combinaciones de
caracter´ısticas que es t´ıpico en las SPLs, los modelos con alta variabilidad su-
ponen un desaf´ıo para el campo de las pruebas de programas. Recientemente se
han propuesto muchos enfoques de pruebas [2–5]), sin embargo, todav´ıa hay po-
tencial de mejora ya que la mayor´ıa de enfoques ya propuestos son aproximados
y no suelen conseguir la solucio´n o´ptima. Por contra, nosotros proponemos un
enfoque basado en Programacio´n Lineal Entera (en ingle´s Integer Linear Pro-
gramming - ILP) para la generacio´n del conjunto mı´nimo de productos de prueba
en SPLs. Aunque la resolucio´n de programas lineales enteros es un problema NP-
dif´ıcil en general, con un coste computacional exponencial en el peor caso, los
resolutores actuales, como CPLEX3 o Gurobi4, incluyen sofisticadas estrategias
de bu´squeda que les permiten resolver una gran cantidad de instancias de ILP
en pocos segundos. Hasta donde llega nuestro conocimiento, esta te´cnica no se
ha aplicado anteriormente a este problema.
En este art´ıculo presentamos un algoritmo A´vido basado en Programacio´n
Lineal Entera (APLE) que genera un conjunto priorizado de pruebas para SPLs
usando el criterio de cobertura pairwise, en el cual se deben cubrir todos los pares
de caracter´ısticas existentes en la SPL. APLE recibe como entrada un modelo
de caracter´ısticas (en ingle´s Feature Model - FM) y un conjunto de productos
ponderados. Su objetivo es generar un conjunto de productos que cubren los
pares de caracter´ısticas deseados siguiendo diferentes esquemas de asignacio´n
de prioridades, con los que se van a generar diferentes ponderaciones para las
caracter´ısticas. Este esquema ha sido propuesto en [3] y ha sido recientemente
aplicado de forma satisfactoria en la industria.
En nuestra experimentacio´n validamos nuestra propuesta frente a dos algo-
ritmos del estado del arte, un algoritmo a´vido que genera soluciones competitivas
en poco tiempo, llamado prioritized-ICPL (pICPL) [3] y un algoritmo gene´tico
llamado Prioritized Pairwise Genetic Solver (PPGS) [6] que obtiene solucio-
nes de mejor calidad que pICPL pero generalmente usando un tiempo mayor.
Nuestra comparativa abarca un total de 235 FMs con un amplio rango de carac-
ter´ısticas y productos, usando tres me´todos de asignacio´n de prioridades a los
productos y cinco estrategias de seleccio´n de productos.
Nuestro estudio ha revelado que APLE obtiene conjuntos de pruebas prioriza-
das ma´s pequen˜os en un tiempo menor para diferentes porcentajes de cobertura
ponderada, con respecto a los resultados obtenidos con PPGS y pICPL. Estos re-
sultados muestran que el uso de te´cnicas exactas en combinacio´n con algoritmos
a´vidos constituye una estrategia muy efectiva para la generacio´n de conjuntos
de productos de prueba para SPLs. Nuestras principales contribuciones en este
art´ıculo son las siguientes:
Propuesta de un algoritmo constructivo a´vido basado en ILP.
Evaluacio´n del rendimiento de APLE en comparacio´n con PPGS e pICPL.
El resto del art´ıculo se organiza de la siguiente manera. En la Seccio´n 2 pre-
sentamos los modelos de caracter´ısticas. En la Seccio´n 3 se formaliza el problema
de la generacio´n de conjuntos de productos de prueba priorizados en SPL. La
Seccio´n 4 describe nuestra propuesta algor´ıtmica. En la Seccio´n 5 presentamos
los dema´s algoritmos objeto de la comparacio´n, los me´todos de asignacio´n de
3 http://www-03.ibm.com/software/products/es/ibmilogcpleoptistud
4 https://www.gurobi.com
prioridades y las instancias usadas en la experimentacio´n. La Seccio´n 6 esta´
dedicada al ana´lisis estad´ıstico de los resultados y la Seccio´n 7 a describir las
amenazas a la validez del estudio. Por u´ltimo, en la Seccio´n 8 ofrecemos las
conclusiones obtenidas y los siguientes pasos de nuestra investigacio´n.
2. Modelos de Caracter´ısticas
Los modelos de caracter´ısticas son un esta´ndar de facto para modelar las
caracter´ısticas comunes y variables de un sistema (representadas por cajas eti-
quetadas) y sus relaciones (representadas con l´ıneas) formando una estructura
de tipo a´rbol, especificando as´ı un conjunto de combinaciones de caracter´ısticas
que dan lugar a mu´ltiples configuraciones diferentes [7]. Cada caracter´ıstica dis-
tinta de la ra´ız tiene una sola caracter´ıstica padre y puede tener un conjunto de
caracter´ısticas hijas. No´tese que una caracter´ıstica hija so´lo puede ser incluida
en una configuracio´n si y so´lo si, su padre es incluido tambie´n. Para ilustrar estos
conceptos vamos a usar un FM (Figura 1) extra´ıdo del repositorio SPLOT [8].
Hay cuatro tipos de relaciones jera´rquicas entre caracter´ısticas:
Caracter´ısticas opcionales: son representadas con un c´ırculo vac´ıo e indica
que esta caracter´ıstica puede o no ser seleccionada si su padre es seleccionado.
En nuestra instancia de ejemplo ser´ıa la caracter´ıstica Engine.
Caracter´ısticas obligatorias: son representadas con un c´ırculo relleno, y de-
ben ser seleccionadas si su padre es seleccionado. En nuestra instancia de
ejemplo ser´ıan obligatorias: Wing y Materials.
Relaciones Or-inclusivas: son representadas como arcos independientes re-
llenos que abarcan un conjunto de l´ıneas que conectan la caracter´ıstica padre
con las caracter´ısticas hijas. Indican que al menos una caracter´ıstica debe
ser seleccionada si el padre es seleccionado. En nuestra instancia de ejemplo,
la relacio´n de Wing o Materials con sus hijos es de este tipo.
Relaciones Or-exclusivas: son representadas como arcos independientes vac´ıos
que abarcan un conjunto de l´ıneas que conectan la caracter´ıstica padre con
las caracter´ısticas hijas. Indican que exactamente una caracter´ıstica debe ser
seleccionada si el padre es seleccionado. En nuestra instancia de ejemplo la
relaciones de Engine con sus respectivos hijos son Or-exclusivas.
Adema´s de las relaciones padre-hijo, las caracter´ısticas se pueden relacionar
tambie´n con otras ramas del modelo de caracter´ısticas, son las restricciones co-
nocidas como Cross-Tree Constraints (CTC) [9]. Estas restricciones, as´ı como
las impuestas por las relaciones jera´rquicas entre caracter´ısticas, son expresadas
y comprobadas usando lo´gica proposicional (para ma´s detalles consultar [9]).
3. Formalizacio´n del Problema: Prioritized Pairwise
Test Data Generation
En esta seccio´n proporcionamos una descripcio´n formal del problema de la
generacio´n de conjunto de pruebas priorizados por pares y del esquema de priori-
dades implementado por las propuestas algor´ıtmicas estudiadas en este trabajo.
Figura 1. Modelo de caracter´ısticas de Aircraft
Definicio´n 1. Lista de Caracter´ısticas (LC) es la lista de caracter´ıstica del
modelo de caracter´ısticas.
Definicio´n 2. Conjunto de Caracter´ısticas (CC) es un par (sel, sel) donde sel
y sel son respectivamente los conjuntos de caracter´ısticas seleccionadas y no
seleccionadas de un producto. Sea LC una lista de caracter´ısticas, entonces sel,
sel ⊆ LC, sel ∩ sel = ∅, y sel ∪ sel = LC. Si p es un producto, los te´rminos
p.sel y p.sel son el conjunto de caracter´ısticas seleccionadas y no seleccionadas
del producto p, respectivamente.
Definicio´n 3. Un conjunto de caracter´ısticas cc es va´lido en un modelo de ca-
racter´ısticas fm, es decir, valido(cc, fm) es verdadero, si y solo si cc no contra-
dice ninguna restriccio´n introducida por fm.
Las pruebas de interaccio´n combinatorias son un enfoque que construye con-
juntos de pruebas (test suites) que nos llevan a probar de forma sistema´tica todas
las configuraciones de un sistema [10]. En este trabajo vamos a utilizar el enfoque
pairwise, que es el ma´s utilizado en pruebas combinatorias y esta´ basado en la
suposicio´n de que la mayor´ıa de errores originados en un para´metro es causado
por la interaccio´n de dos valores [11]. Este criterio se satisface si para cada par de
caracter´ısticas f1 y f2, podemos encontrar cuatro productos en el conjunto gene-
rado que contengan las cuatro posibles combinaciones de presencia/ausencia de
dichas caracter´ısticas: (f1, f2), (f1, f2), (f1, f2) y (f1, f2). Cuando se aplica esta
te´cnica a FMs, la idea es generar un conjunto de productos va´lidos, donde los
errores posibles se manifiestan con alta probabilidad, sin tener que probar de
forma exhaustiva todas las posibles configuraciones. Adema´s, gracias a la priori-
zacio´n, vamos a testar en primer lugar los productos con aquellas caracter´ısticas
que son ma´s frecuentes o importantes en nuestros sistemas.
Definicio´n 4. Un producto priorizado pp es un par (cc, w), donde cc representa
un conjunto de caracter´ısticas va´lido en un modelo e caracter´ısticas fm y w ∈ R
representa su peso. Sean ppi y ppj dos productos priorizados. Decimos que ppi
tiene prioridad ma´s alta que ppj cuando el peso de ppi es ma´s alto que el peso
de ppj, es decir, ppi.w > ppj .w.
Definicio´n 5. Una configuracio´n por pares pc es un par (sel, sel) que repre-
senta un producto parcialmente configurado, definidos por la seleccio´n de dos
caracter´ısticas de LC, es decir, pc.sel ∪ pc.sel ⊆ LC, pc.sel ∩ pc.sel = ∅ y
|pc.sel ∪ pc.sel| = 2. Decimos que pc se cubre con un conjunto de caracter´ısticas
cc cuando pc.sel ⊆ cc.sel y pc.sel ⊆ cc.sel.
Definicio´n 6. Una configuracio´n por pares ponderada wpc es un par (pc, w)
donde pc es una configuracio´n por pares y w ∈ R representa su peso calculado de
la siguiente manera. Sea PP un conjunto de productos priorizados y PPpc ⊆ PP ,
tal que PPpc contiene todos los productos priorizados de PP que cubren wpc.pc,
es decir, PPpc = {pp ∈ PP |pp.cc cubre wpc.pc}. Entonces w =
∑
p∈PPpc p.w.
Dada una coleccio´n de conjuntos de caracter´ısticas ppCA y un conjunto de
configuraciones por pares ponderadas WPC, definimos la cobertura de ppCA,
denotada por cob(ppCA), como la suma de los pesos de las configuraciones por
pares ponderadas de WPC cubiertas por alguna configuracio´n de ppCA dividida








El problema de optimizacio´n en el que estamos interesados consiste en en-
contrar una coleccio´n de conjuntos de caracter´ısticas va´lidos, ppCA, que mini-
mice el nu´mero de conjuntos de caracter´ısticas |ppCA| y maximice la cobertura
cob(ppCA). Este es un problema de optimizacio´n bi-objetivo con objetivos con-
trapuestos. Por tanto, la solucio´n no sera´ u´nica, nuestro objetivo sera´ encontrar
un conjunto de soluciones eficientes (no dominadas).
4. Algoritmo A´vido basado en Programacio´n Lineal
Entera
Para resolver el problema proponemos usar un algoritmo a´vido que, en cada
iteracio´n, busca un producto que maximice la cobertura con respecto a la actual.
Una vez encontrado, an˜ade dicho producto al conjunto solucio´n, elimina los pares
de caracter´ısticas cubiertos por el producto y continu´a su bu´squeda de un nuevo
producto. El algoritmo se detiene cuando no es posible aumentar la cobertura,
lo cual sucede cuando todos los pares de caracter´ısticas con peso mayor que cero
han sido cubiertos.
Antes de presentar el algoritmo, describiremos el programa lineal entero que
se utiliza como base en cada iteracio´n de APLE.
Sea f el nu´mero de caracter´ısticas de nuestro modelo fm. Usaremos las
variables de decisio´n xj ∈ {0, 1} con j ∈ {1, 2, . . . , f} para indicar si debemos
incluir la caracter´ıstica j en el siguiente producto (xj = 1 o no (xj = 0). No
todas las combinaciones de caracter´ısticas forman productos va´lidos. Siguiendo
a Benavides et al. [9], podemos utilizar una fo´rmula de lo´gica proposicional para
expresar la validez de un producto en un determinado FM. Para poder incluir
esas restricciones en nuestro programa lineal, esta fo´rmula se expresara´ en forma
normal conjuntiva (CNF) y se transformara´n en desigualdades que se an˜aden al
programa lineal.
A continuacio´n veremos co´mo se transforma cada cla´usula de la fo´rmula.
Definamos los vectores binarios v y u como sigue:
vj =
{
1 si la caracter´ıstica j aparece en la cla´usula,
0 en otro caso,
uj =
{
1 si la caracter´ıstica j aparece negada en la cla´usula,
0 en otro caso.
Con la ayuda de u y v podemos escribir transformar la cla´usula en la siguiente
desigualdad para nuestro programa lineal:
f∑
j=1
vj(uj(1− xj) + (1− uj)xj) ≥ 1. (2)
Por otro lado, necesitaremos variables de decisio´n para modelar las configu-
raciones por pares que se cubren con un producto. Las variables las denotaremos
con cj,k, cj,k, cj,k o cj,k, dependiendo de la combinacio´n de presencia/ausencia
de caracter´ısticas en la configuracio´n, y tomara´n valor 1 si el producto cubre la
configuracio´n y 0 en caso contrario. Los valores de las variables c dependen de
los valores de las variables x. Para reflejar esta dependencia en nuestro progra-
ma lineal, necesitamos an˜adir las siguientes restricciones para todos los pares de
caracter´ısticas 1 ≤ j < k ≤ f :
2cj,k ≤ (1− xj) + (1− xk), (3)
2cj,k ≤ (1− xj) + xk, (4)
2cj,k ≤ xj + (1− xk), (5)
2cj,k ≤ xj + xk. (6)
En realidad no es necesario an˜adir todas las variables c posibles, sino solo
aquellas que se correspondan con una configuracio´n que no haya sido cubierta
anteriormente. Llamemos al conjunto de configuraciones no cubiertas U . En-
tonces, la funcio´n objetivo (a maximizar) de nuestro programa lineal, que es la





donde, abusando de notacio´n, usado j y k para representar caracter´ısticas del
modelo y su presencia/ausencia, y hemos expresado el peso de las configuracio´n
(j, k) con wj,k.
En el Algoritmo 1 presentamos nuestra propuesta APLE. En la l´ınea 1 inicia-
liza la lista de productos ppCA, que por el momento esta´ vac´ıa. A continuacio´n
entra en un bucle en el que busca el producto que maximiza la cobertura con
Algoritmo 1. Algoritmo A´vido basado en Programacio´n Lineal Entera (APLE)
Entrada: U //conjunto de configuraciones con peso mayor que cero
Salida: ppCA // lista de productos
1: ppCA← []
2: while U 6= ∅ do
3: z ← resolver (mı´n f(x) sujeto a (2)-(6))
4: ppCA← ppCA + z
5: U ← U/cob(z) // Elimina las configuraciones cubiertas por z
6: end while
respecto a las configuraciones que quedan por cubrir, U (l´ınea 2). El nuevo pro-
ducto es an˜adido a la lista de productos y las configuraciones cubiertas por el
producto son eliminadas de U .
5. Evaluacio´n
Esta seccio´n describe como fue llevada a cabo nuestra evaluacio´n. Empezamos
describiendo los algoritmos PPGS y pICPL objeto de la comparacio´n, seguido
de los me´todos usados para asignar prioridades, los modelos de caracter´ısticas
usados como instancias y la configuracio´n de los experimentos.
5.1. Algoritmo PPGS
El algoritmo llamado Prioritized Pairwise Genetic Solver (PPGS) es un algo-
ritmo gene´tico constructivo que sigue un modelo maestro-esclavo para paralelizar
la evaluacio´n de los individuos. En cada iteracio´n, el algoritmo an˜ade un nuevo
producto al conjunto de pruebas en construccio´n hasta que todas las combina-
ciones de caracter´ısticas se hayan cubierto. Este algoritmo considera como mejor
producto para ser an˜adido aquel que cubra un conjunto de pares de caracter´ısti-
cas (au´n por cubrir) que aporten mayor cobertura al conjunto de productos
priorizados.
La configuracio´n de para´metros utilizada para PPGS es la siguiente: torneo
binario como operador de seleccio´n, cruce de un punto con probabilidad 0, 8,
mutacio´n con probabilidad 0, 1, poblacio´n de 10 individuos y condicio´n de parada
1000 evaluaciones de fitness para la generacio´n del siguiente mejor producto. La
condicio´n de parada del algoritmo es conseguir cobertura total. Para ma´s detalles
consultar [6].
5.2. Algoritmo pICPL
pICPL es un algoritmo a´vido que genera matrices de cobertura con fortaleza
n (n-wise covering arrays) desarrollado por Johansen et al. [3]. Este algoritmo no
genera covering arrays con cobertura total sino que cubre so´lo aquellas combina-
ciones que aparecen en al menos un producto priorizado. El resultado obtenido
con este enfoque es equivalente al que se persigue resolviendo este problema, ya
que el conjunto de pares por cubrir va a ser el mismo en todos los algoritmos
utilizados en este art´ıculo. Debemos destacar que pICPL usa ejecucio´n paralela
a nivel de datos. Este paralelismo viene de las operaciones realizadas sobre un
conjunto amplio de datos. Para ma´s detalles consultar [3]. Queremos remarcar
que existe una versio´n muy conocida de este algoritmo para testar SPLs, desa-
rrollado por los mismos autores, llamado ICPL [12]. Sin embargo, esa versio´n no
contempla prioridades en la computacio´n del conjunto de pruebas.
5.3. Me´todos de Asignacio´n de Prioridades
Consideraremos tres me´todos de asignacio´n de pesos a productos:
Valores Medidos Los pesos esta´n derivados de propiedades no funcionales ob-
tenidas de 16 sistemas SPL reales. Estos modelos pertenecen a dominios de
problema diferentes, estando implementados usando diferentes tecnolog´ıas, y
fueron medidos utilizando SPL Conqueror [13]. El resultado son estimaciones
reales de propiedades medibles no funcionales como consumo de memoria o ren-
dimiento. Se calculan mediciones para un conjunto de productos, usualmente un
subconjunto de aquellos que denota el FM. Esta opcio´n de asignacio´n de pe-
sos nos permite emular escenarios de pruebas ma´s realistas donde los ingenieros
de pruebas deben realizar mayor esfuerzo en los productos que demuestran ma´s
rendimiento, por ejemplo. Para nuestro trabajo tomamos los valores reales de los
productos considerando las interacciones de pares de caracter´ısticas. La Tabla 1
resume los sistemas SPL evaluados, su propiedad medida (Prop), el nu´mero de
caracter´ısticas o features (NF), el nu´mero de productos (NP), nu´mero de configu-
raciones medidas (NC), y el porcentaje de productos priorizados (PP%) usados
en nuestra comparativa, como explicaremos en breve.
Valores Basados en Rango Para esta asignacio´n de pesos seleccionamos los
productos a priorizar basados en co´mo de diferentes son comparados con otros
productos de la SPL y se les asigna un peso basado en su rango de valores.
La intuicio´n bajo esta estrategia de asignacio´n es dar un peso similar a dos
productos muy diferentes. De esta manera los pesos altos esta´n esparcidos entre
un nu´mero alto de pares de caracter´ısticas haciendo que el conjunto de pruebas
priorizado sea ma´s dif´ıcil de computar. Adema´s, esto nos da la posibilidad de
seleccionar diferentes porcentajes de productos usados en el ca´lculo final de los
pesos de las caracter´ısticas, como explicaremos a continuacio´n.
Valores Aleatorios Esta asignacio´n de pesos se consigue generando valores
aleatorios dentro del rango obtenido en el enfoque anteriormente explicado (Va-
lores Basados en Rango).
Vamos a seleccionar los productos para priorizar basa´ndonos en los me´todos
de asignacio´n. Para el me´todo de Valores Medidos, todos los productos medidos
SPL Name Prop NF NP NC PP%
Prevayler F 6 32 24 75.0
LinkedList F 26 1440 204 14.1
ZipMe F 8 64 64 100.0
PKJab F 12 72 72 100.0
SensorNetwork F 27 16704 3240 19.4
BerkeleyDBF F 9 256 256 100.0
Violet F 101 ≈ 1E20 101 ≈ 0.0
Linux subset F 25 ≈ 3E24 100 ≈ 0.0
LLVM M 12 1024 53 5.1
Curl M 14 1024 68 6.6
x264 M 17 2048 77 3.7
Wget M 17 8192 94 1.15
BerkeleyDBM M 19 3840 1280 33.3
SQLite M 40 ≈ 5E7 418 ≈ 0.0
BerkeleyDBP P 27 1440 180 12.50
Apache P 10 256 192 75.0
Tabla 1. Resumen de los Valores Medidos para los Casos de Estudio
fueron usados como productos priorizados. Para los me´todos Basados en Rango y
Aleatorio, so´lo un porcentaje de los productos denotados por cada FM fue usado
como producto priorizado. Los porcentajes usados fueron: 5 %, 10 %, 20 %, 30 %
y 50 %.
5.4. Casos de Estudio
Vamos a usar tres grupos de instancias basados en el nu´mero de productos
denotados por el FM y como fueron asignadas las prioridades, como se muestra en
la Tabla 2. El grupo G1 esta´ compuesto por 160 FMs, cuyo nu´mero de productos
oscila entre 16 y 1000 productos, y fueron evaluados usando los me´todos Basados
en Rango y Aleatorio. El grupo G2 esta´ compuesto por 59 FMs con rango de
productos entre 1000 y 80000 productos, y fueron evaluados usando estos mismos
dos me´todos de asignacio´n. El grupo G3 esta´ formado por 16 FMs reales, con
un nu´mero de productos entre 16 y ≈3E24, que fueron evaluados usando el
me´todo de valores medidos. En este estudio analizamos un total de 235 FMs
que fueron extra´ıdos de varias fuentes: SPL Conqueror, Johansen et al. [3], y
el repositorio SPLOT [8]. Para G1 y G2 las instancias son calculadas usando
para cada FM dos me´todos de asignacio´n de prioridades a los productos y tres
porcentajes diferentes de seleccio´n de productos priorizados. Mientras que en
G3, so´lo usamos el me´todo de asignacio´n de valores medidos. Esto hace un
total de 1330 instancias analizadas para cada uno de los tres algoritmos de la
comparacio´n.
G1 G2 G3 Resumen
NFM 160 59 16 235
NP 16-1K 1K-80K 32- ≈3E24 16- ≈3E24
NC 10-56 14-67 6-101 6-101
MA R,A R, A M
PP% 20,30,50 5,10,20 ≈0.0 – 100
IP 960 354 16 1330
NFM: Nu´mero de FMs, NP: Numero de Productos, NC: Numero de
Caracter´ısticas, MA: Me´todo Asignacio´n, R: Rango, A: Aleatorio, M: Medido,
PP%: Porcentaje de Productos Priorizados, IP: Instancias del Problema
Tabla 2. Resumen de los Casos de Estudio
5.5. Configuracio´n de los Experimentos
PPGS y pICPL son algoritmos no deterministas, por tanto hemos ejecutado
30 veces estos algoritmos para realizar una comparacio´n justa entre ellos. Por
otra parte, nuestro enfoque APLE es un algoritmo determinista y fue ejecutado
una sola vez por cada instancia. Como medida de rendimiento de los algoritmos
hemos analizado el nu´mero de productos requerido para alcanzar un porcentaje
de cobertura ponderada dada y el tiempo de computacio´n requerido. En ambos
casos queremos minimizar los objetivos, ya que queremos conjuntos de prueba
ma´s pequen˜os obtenidos en el menor tiempo posible.
Las ejecuciones de PPGS y pICPL se ejecutaron en un clu´ster con ma´quinas
Intel Core2 Quad processors Q9400 de 4 nu´cleos por procesador, por tanto su
nivel de paralelismo es de 4 hebras para cada ejecucio´n independiente. APLE
fue ejecutado en un so´lo nu´cleo ya que no es un algoritmo paralelo, esto debe ser
teniendo en cuenta en la interpretacio´n de los tiempos de ejecucio´n obtenidos.
6. Ana´lisis de los Resultados
En este trabajo usamos dos te´cnicas estad´ısticas para medir diferentes aspec-
tos de la comparativa.
6.1. Test de Kruskal-Wallis
Para comprobar si las diferencias entre los algoritmos son estad´ısticamente
significativas hemos aplicado el test no parame´trico Kruskal-Wallis usando la
correccio´n de Bonferroni. En las tablas destacamos con un gris oscuro que un
valor es estad´ısticamente significativo con respecto a los otros dos algoritmos
y con gris claro cuando existen diferencias con so´lo uno. El nivel de confianza
utilizado es el habitual 95 % (p-value menor que 0, 05).
En la Tabla 3 resumimos los resultados obtenidos para el grupo 1 de FMs con
hasta 1000 productos. Cada columna corresponde a un algoritmo y en las filas
mostramos el nu´mero de productos necesarios para alcanzar desde 50 % a 100 %
de cobertura ponderada. Los datos de cada celda son la media y la desviacio´n
t´ıpica de todas las ejecuciones de las instancias de G1. Podemos observar que
los resultados de APLE son estad´ısticamente diferentes para todos los valores de
cobertura y tiempo de ejecucio´n con respecto a al menos uno de los otros algo-
ritmos. Concretamente en 7 ocasiones es estad´ısticamente diferente con respecto
a los otros dos algoritmos. Aparentemente los resultados son estad´ısticamente
mejores cuando las diferencias existen, hecho que confirmaremos en la siguiente
subseccio´n aplicando otro test estad´ıstico. Queremos destacar tambie´n la gran
ventaja con respecto al tiempo de computacio´n de PPGS.
Cobertura APLE PPGS pICPL Cobertura APLE PPGS pICPL
50% 1, 190,39 1, 200,40 1, 200,40 96% 3, 981,21 4, 001,23 4, 371,42
75% 1, 910,51 1, 920,51 1, 980,58 97% 4, 351,31 4, 381,32 4, 711,54
80% 2, 130,58 2, 150,59 2, 250,68 98% 4, 801,42 4, 831,46 5, 181,74
85% 2, 440,71 2, 470,72 2, 580,81 99% 5, 531,64 5, 581,71 5, 871,99
90% 2, 860,85 2, 880,86 3, 131,03 100% 7, 492,79 7, 562,85 7, 563,03
95% 3, 701,13 3, 721,14 4, 061,33 Tiempo 15622026 2389728669 1011618842
Tabla 3. Media y desviacio´n esta´ndar para las instancias del grupo G1. El tiempo esta´
medido en milisegundos.
La Tabla 4 muestra los resultados para el grupo G2 de FMs de entre 1000 y
80000 productos. En este caso las diferencias significativas siempre existen entre
APLE y PPGS con respecto a pICPL. En otras palabras, ambos algoritmos son
mejores que pICPL en la calidad del conjunto de pruebas generado. Nuevamente
APLE es significativamente mejor que los otros dos algoritmos en 7 ocasiones.
Con respecto al tiempo de computacio´n, APLE es ma´s ra´pido que los otros
algoritmos con una amplia diferencia. En este caso su media de tiempo empleado
es de 5 segundos, frente a los alrededor de 6 minutos para pICPL y los ma´s de
10 minutos empleados por PPGS.
Cobertura APLE PPGS pICPL Cobertura APLE PPGS pICPL
50% 1, 160,37 1, 160,36 1, 360,83 96% 4, 960,97 4, 980,97 5, 833,14
75% 2, 080,41 2, 090,42 2, 471,65 97% 5, 501,08 5, 551,10 6, 433,27
80% 2, 360,54 2, 390,52 2, 861,79 98% 6, 271,26 6, 341,34 7, 233,48
85% 2, 730,62 2, 730,59 3, 272,08 99% 7, 481,74 7, 661,88 8, 594,11
90% 3, 320,80 3, 360,76 3, 982,38 100% 13, 899,85 14, 5710,65 13, 799,98
95% 4, 550,92 4, 590,90 5, 423,12 Tiempo 49006,7E+3 2737287,2E+5 6381642,1E+6
Tabla 4. Media y desviacio´n esta´ndar para las instancias del grupo G2. El tiempo esta´
medido en milisegundos.
En la Tabla 5 se muestran resultados del grupo de instancias G3, donde las
diferencias significativas que existen son algo menores, pero las conclusiones son
similares a las obtenidas con los anteriores grupos de instancias, en la mayor´ıa
de los casos existen diferencias entre APLE y pICPL. Con respecto a PPGS,
los resultados en calidad de la solucio´n esta vez son similares, pero el tiempo de
computacio´n sigue siendo mucho menor para APLE.
Cobertura APLE PPGS pICPL Cobertura APLE PPGS pICPL
50% 1, 560,51 1, 580,49 1, 560,50 96% 5, 691,19 5, 861,18 6, 381,58
75% 2, 630,81 2, 660,77 2, 750,75 97% 6, 131,26 6, 241,38 6, 751,39
80% 2, 810,83 2, 810,73 3, 250,97 98% 6, 811,47 6, 981,55 7, 441,66
85% 3, 440,89 3, 460,87 3, 810,95 99% 7, 751,69 7, 921,87 8, 752,08
90% 4, 061,06 4, 121,04 4, 561,27 100% 11, 695,69 12, 086,50 12, 195,68
95% 5, 381,09 5, 451,14 6, 061,44 Tiempo 182621,0E+4 20487197,6E+6 243305,9E+4
Tabla 5. Media y desviacio´n esta´ndar para las instancias del grupo G3. El tiempo esta´
medido en milisegundos.
Como conclusio´n general de este primer ana´lisis podemos decir que APLE
nunca es estad´ısticamente peor que ninguno de los otros algoritmos de la compa-
rativa, siendo claramente mejor en muchos de los casos estudiados y en tiempo
de computacio´n. Para los grupos de instancias estudiados siempre es aconsejable
el uso de APLE para la computacio´n de conjuntos de pruebas priorizadas.
6.2. Estad´ıstico Aˆ12
La interpretacio´n de los test estad´ısticos puede ser engan˜osa en alguno de los
casos, por eso es siempre aconsejable reportar una medida del taman˜o del efecto.
Para este propo´sito hemos usado el estad´ıstico Aˆ12 como recomiendan Arcuri y
Briand [14]. Dada una medida de rendimiento M , Aˆ12 mide la probabilidad
de que un algoritmo A consiga valores ma´s altos para M que otro algoritmo
B. Si los dos algoritmos son equivalentes, entonces Aˆ12 = 0, 5. Si Aˆ12 = 0, 3
entonces vamos a obtener valores ma´s pequen˜os en el 70 % de las ocasiones con
el algoritmo A.
A continuacio´n mostramos los valores del estad´ıstico Aˆ12 para medir la sig-
nificancia pra´ctica de los resultados. Las tablas comparan los resultados de los
algoritmos dos a dos para los tres grupos de instancias. En estas tablas un valor
menor a 0, 5 indica mejores resultados para el primer algoritmo de la compara-
cio´n, siendo las tablas las comparaciones de APLE-pICPL y APLE-PPGS.
En la Tabla 6 podemos observar como en ninguna ocasio´n pICPL tiene una
probabilidad mayor que APLE de obtener un mejor conjunto de pruebas. En
el peor caso, para el grupo G3 y 50 % de cobertura tenemos un empate en
probabilidad. En 32 combinaciones de grupo y cobertura es ma´s probable que
APLE consiga una mejor solucio´n, siendo el porcentaje ma´s favorable un 79,7 %.
Este estad´ıstico no deja duda de que las diferencias significativas son en favor
de APLE.
Grupo 50 % 75 % 80 % 85 % 90 % 95 % 96 % 97 % 98 % 99 % 100 %
G1 0,4953 0,4693 0,4380 0,4370 0,3672 0,3417 0,3286 0,3526 0,3526 0,3865 0,4870
G2 0,4492 0,4096 0,3588 0,3573 0,3121 0,2641 0,2669 0,2387 0,2288 0,2133 0,3446
G3 0,5000 0,4375 0,3125 0,3438 0,3125 0,2812 0,3125 0,2812 0,3438 0,2812 0,3750
Tabla 6. Resultado del estad´ıstico Aˆ12 entre APLE-pICPL para todos los grupos
La Tabla 7 muestra nuevamente que la probabilidad de obtener conjuntos de
pruebas mı´nimos es mayor para APLE que para PPGS. Tan so´lo en dos ocasiones
la probabilidad es mayor para PPGS, son las celdas G2-50 % y G3-80 %, aunque
las diferencias son muy escasas, 50,26 % y 50,42 % respectivamente. En el resto
de las 31 combinaciones de grupo y cobertura las probabilidades son favorables
a APLE. Sin duda, esta prueba estad´ıstica tambie´n confirma que las diferencias
significativas existentes entre APLE y PPGS son favorables a APLE.
Grupo 50 % 75 % 80 % 85 % 90 % 95 % 96 % 97 % 98 % 99 % 100 %
G1 0,4970 0,4967 0,4881 0,4912 0,4921 0,4936 0,4924 0,4889 0,4918 0,4910 0,4810
G2 0,5026 0,4943 0,4868 0,4936 0,4750 0,4745 0,4832 0,4738 0,4653 0,4288 0,3693
G3 0,4938 0,4854 0,5042 0,4917 0,4750 0,4708 0,4188 0,4479 0,4354 0,4417 0,4146
Tabla 7. Resultado del estad´ıstico Aˆ12 entre APLE-PPGS para todos los grupos
7. Amenazas a la Validez
Hemos identificado dos amenazas a la validez de este trabajo. La primera es
que la seleccio´n de los modelos de caracter´ısticas que forman parte de nuestro
experimento puede afectar a los resultados obtenidos. Para combatir esta ame-
naza hemos usado tres fuentes diferentes para obtener un gran nu´mero de FMs,
con un amplio rango tanto de nu´mero de caracter´ısticas como de nu´mero de
productos que denotan. La segunda es la seleccio´n de los me´todos de asignacio´n
de prioridades. Para aliviar este problema hemos utilizado tres me´todos diferen-
tes de asignacio´n de prioridades y diferentes porcentajes de productos tenidos
en cuenta. Adema´s, para el grupo G3 estas prioridades esta´n calculadas sobre
propiedades no funcionales del propio co´digo fuente, por lo que la distribucio´n
de pesos utilizada para ponderar las caracter´ısticas es realista.
8. Conclusiones y Trabajo Futuro
En este art´ıculo hemos presentado un enfoque novedoso que hibrida un algo-
ritmo a´vido con un resolutor ILP. Nuestra propuesta algor´ıtmica se ha evaluado
con 235 FMs con diferentes caracter´ısticas y usando diferentes criterios de selec-
cio´n para la ponderacio´n de los productos. Hemos comparado APLE con PPGS
y pICPL, siendo APLE siempre superior manifiestamente en rendimiento, tanto
en tiempo de ejecucio´n como en calidad de la solucio´n, especialmente frente a
pICPL. Por tanto, nuestra recomendacio´n es usar APLE para el ca´lculo de con-
junto de pruebas priorizadas para SPLs, ya que consigue mantener la tasa de
deteccio´n de fallos usando menos productos de prueba.
Nuestra propuesta, APLE, no asegura que vaya a obtener el frente de Pare-
to del problema bi-objetivo que pretendemos resolver, ya que en cada iteracio´n
solo decide cua´l sera´ el siguiente producto a an˜adir. Para obtener el frente de
Pareto ser´ıa necesario buscar un conjunto de productos en cada iteracio´n. Al-
gunos resultados preliminares que hemos obtenido en esta l´ınea sugieren que el
nu´mero de variables y restricciones de las instancias ILP necesarias para resol-
ver el problema crecen muy ra´pido con el nu´mero de productos, y esto repercute
negativamente en el tiempo de requerido por el resolutor ILP para resolver el pro-
blema. Ser´ıa interesante analizar este incremento del nu´mero de variables para
buscar alternativas para obtener el frente de Pareto en un tiempo razonable.
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