Abstract-We propose a distributed solution for a constrained convex optimization problem over a network of clustered agents each consisted of a set of subagents. The communication range of the clustered agents is such that they can form a connected undirected graph topology. The total cost in this optimization problem is the sum of the local convex cost of the subagents of each cluster. We seek a minimizer of this cost subject to a set of affine equality constraints, and a set of affine inequality constrains specifying the bounds on the decision variables if such bounds exist. Our proposed distributed algorithm is a novel continuous-time algorithm that is linked to the augmented Lagrangian approach. It converges asymptotically when the local cost functions are convex and exponentially when they are strongly convex and have Lipschitz gradients. For efficient communication and computation resource management, we only require the agents that are coupled through an equality constraint to form a communication topology to address that coupling in a distributed manner. We use an -exact penalty function to address the inequality constraints, and drive an explicit lower bound on the penalty function weight to guarantee convergence to -neighborhood of the global minimum value of the cost. We demonstrate our results via an optimal resource allocation problem for power generators, and an optimal multi-sensor deployment problem.
I. INTRODUCTION
We consider a group of N agents V = {1, · · · , N } with communication and computation capabilities, whose communication range is such that they can form a connected undirected graph topology, see Fig. 1 . These agents aim to solve, in a distributed manner, the optimization problem
where
In this setting, each agent i ∈ V is a cluster of local 'subagents' l ∈ {1, . . . , n i } whose decision variable is topology. In the physical layer plot, a cluster agent can communicate with another cluster if it is inside the other cluster's communication disk. The aim is to solve the optimal resource allocation problem (32) in a distributed manner. The subgraphs G1(V1, E1) and G2(V2, E2) are associated, respectively, with the equality constraints (32b) and (32c). Here, V1 = {1, 2, 3, 4} and V2 = {3, 4, 5, 6}. Agent 4 acts as a connectivity helper node in G2. ] by interacting only with a subset of the agents that are in its communication range. Problem (1) explicitly or implicitly, captures various innetwork optimization problems. One family of such problems is the optimal in-network resource allocation, which appears in many optimal decision making tasks such as economic dispatch over power networks [2] - [4] , optimal routing [5] - [8] and network resource allocation for wireless systems [9] - [11] . In such problems, a group of agents with limited resources (e.g., a group of generators in a power network) add up their local resources to meet a demand in a way that the overall cost is optimum for the entire network. Another family of problems that can be modeled as (1) is the in-network model predictive control over a finite horizon for a group of agents with linear dynamics [12] - [14] .
In recent years, there has been a surge in design of distributed algorithms for large-scale in-network optimization problems. The major developments have been in the uncon-strained convex optimization setting where the global cost is the sum of local costs of the agents (see e.g. [15] - [19] for algorithms in discrete-time, and [20] - [23] for algorithms in continuous-time). In-network constrained convex optimization problems have also been studied in the literature. For example, in the context of the power generator economic dispatch problem, [24] - [26] offer distributed solutions that solve a special case of (1) with local quadratic costs subject to bounded decision variables and a single demand equation, p = 1 and w i = 1 for i ∈ V. Distributed algorithm design for more general special cases of (1) are presented in [12] , [27] , [28] in discrete-time form, and [1] , [29] - [32] in continuoustime form. Except for [28] , all these algorithms consider the case that the local decision variable of each agent i ∈ V is a scalar. Moreover, with the exception of [1] , [12] , [28] , these algorithms only solve (1) when the equality constraint is the unweighted sum of local decision variables, i.e., p = 1 and w i = 1 for i ∈ V. Also, only [31] and [32] consider local inequality constraints, which are in the form of local box inequality constraints on all the decision variables of the problem. Lastly, the algorithms in [27] , [31] , [32] require the agents to communicate the gradient of their local cost functions to their neighbors. Such requirement can be of concern for privacy-sensitive applications.
In this paper, we propose a novel distributed algorithm to solve the optimization problem (1) . We start by considering the case that B i =B i = {} for i ∈ V, i.e., when there is no inequality constraint. For this problem, we propose a continuoustime distributed primal-dual algorithm. To induce robustness to our solution and also to yield convergence without strict convexity of the local cost functions, we adapt an augmented Lagrangian framework [33] . Augmented Lagrangian method has been used in [34] , [35] , and [28] to improve transient response of the distributed algorithms for, respectively, an unconstrained convex optimization, an online optimization, and a discrete-time constrained optimization problems. Different than the customary practice of using a common augmented Lagrangian penalty parameter as in [28] , [34] , [35] , in our design to eliminate the necessity for coordination among the agents, we allow each agent to choose its own penalty parameter locally. The structure of our distributed solution is inspired by the primal-dual centralized solution of [36] (see (6) ), where the coupling in the differential solver is in the dual state dynamics. In decentralizing primal-dual algorithms, e.g. [30] , [37] , [38] , the adopted practice is to give every agent a copy of the dual variables and use a consensus mechanism to make the agents to arrive eventually at the same dual variable. We follow the same approach but in our design, we pay a particular attention to the computation and communication resource management by adapting a cluster-based approach. First, we consider the sparsity in the equality constraints, and give only a copy of a dual variable to an agent if a decision variable of that agent is involved in the equality constraint corresponding to that dual variable. Then, only the cluster of the agents that have a copy of the dual variable need to form a connected graph and use a consensus mechanism to arrive at agreement on their dual variable, see Fig. 1 . Next, in our design we only assign a single copy of the dual variable to an agent i regardless of how many subagents it has. We note that if we use the algorithms in [1] , [12] , [27] - [32] to solve problems where
of an agent i ∈ V is a vector (n i > 1), we need to treat each component of the i as an agent and assign a copy of a dual variable to it. Such a treatment, increases the local storage, computation and communication costs of agent i. Our convergence analysis is based on the Lyapunov and the LaSalle invariant set methods. We also use the semistability analysis [39] to show that our algorithm is guaranteed to converge to a point in the set of optimal decision values when the local costs are convex. When the local cost functions are strongly convex and their local gradients are globally Lipschitz the convergence guarantees of our proposed algorithm over connected graphs is exponential and can also be extended to dynamic graphs.
To address scenarios where all or some of the decision variables are bounded in (1), we use a variation of exact penalty function method [40] , called -exact penalty function method [41] . This method uses a smooth differentiable penalty function to converge to the -neighborhood of the global minimum value of the cost. The advantage of exact penalty function methods is in the possibility of using a finite penalty weight to arrive at a practical and numerically well-posed optimization solution. However, as shown in [40] , [41] , the penalty function weight is lower bounded by the bounds on the Lagrange multipliers. Many literature that use penalty function methods generally state that a large enough value for the weight is used [42] , [43] , with no guarantees on the feasibility of their choice. To the best of our knowledge, only [32, Lemma 5 .1] and [38, Proposition 4] address the problem of establishing an exact upper-bound on the size of the Lagrange multipliers, which can be used to obtain a lower bound on the size of the valid penalty function weight. These solutions are developed specifically for the resource allocation problem described by (1) when there exists only one equality constraint (p = 1) with w i = 1, i ∈ V and all the decision variables have boxed inequality. As part of our contribution in this paper, we discuss the conditions for the boundedness of the Lagrange multipliers for problem (1) , and establish a well-defined upper bound on the size of the Lagrange multipliers, which can be used to determine the size of the suitable penalty function weight for both exact and -exact penalty function methods.
II. PRELIMINARIES
Let R, R ≥0 , Z, and Z >0 be, respectively, the set of real, nonnegative real, integer, and positive integer numbers. For a given i, j ∈ Z, i < j, we define
We denote the cardinality of a set A by |A|. For a matrix A = [a ij ] ∈ R n×m , we denote its transpose matrix by A , k th row by [A] k , k th column by [A] k , and its element wise max-norm with A max = max ij |a ij |. We let 1 n (resp. 0 n ) denote the vector of n ones (resp. n zeros), and I n denote the n × n identity matrix. We let Π n = I n − 1 n 1 n 1 n . When clear from the context, we do not specify the matrix dimensions. For a vector x ∈ R n we denote the standard Euclidean and infinity norms by, respectively, x =
. Given a set of vectors we use [{p i } i∈M ] to indicate the aggregate vector obtained from staking the set of the vector {p i } i∈M whose indexes belong to the set M ⊂ Z >0 . In a network of N agents, to distinguish and emphasis that a variable is local to an agent i ∈ {1, . . . , N }, we use superscripts, e.g., f
i (x i ) is the local function of agent i ∈ {1, . . . , N } evaluated at its own local value
Blkdiag(p) =
For a differentiable function f :
Next, we briefly review basic concepts from algebraic graph theory following [44] . A weighted graph, is a triplet G = (N , E, A), where N = {1, . . . , N } is the node set, E ⊆ N × N is the edge set, and A = [a ij ] ∈ R N ×N is a weighted adjacency matrix such that a ij > 0 if (i, j) ∈ E and a ij = 0, otherwise. An edge from i to j, denoted by (i, j), means that agent j can send information to agent i. A graph is undirected if (i, j) ∈ E anytime (j, i) ∈ E. An undirected graph whose weights satisfy a ij = a ji for all i, j ∈ N is called a connected graph if there is a path from every node to every other node in the network. . The (out-)Laplacian matrix of a graph is L = Diag(A1 N ) − A. Based on the structure of L, at least one of the eigenvalues of L is zero and the rest of them have nonnegative reals. Note that L1 N = 0. A graph is connected iff 1 T N L = 0, and rank(L) = N −1. Therefore, for a connected graph zero is a simple eigenvalue of L. For a connected graph, we denote the eigenvalues of L by λ 1 , . . . , λ N , where λ 1 = 0 and λ i ≤ λ j , for i < j.
III. DISTRIBUTED CONTINUOUS-TIME SOLVERS
In this section, we present our distributed algorithm to first solve the constrained optimization problem (1) when there is no inequality constraint, i.e., B i =B i = {} for i ∈ V. Then, we extend our results to solve the constrained optimization problem (1) with inequality constrains. Our standing assumptions are given below.
of each agent i ∈ V is locally Lipschitz. Also,
is full row rank and the feasible set
is non-empty for strict local inequalities (1c) and (1d). Lastly, the optimization problem (1) has a finite optimum
A. Problem subject to only equality constraints
To solve the optimization problem (1) when we only have the equality constraints, we consider the augmented cost function with a penalty term on violating the affine constraint, i.e.,
Here ρ ∈ R is the penalty parameter. This augmentation results in the so-called augmented Lagrangian formulation of iterative optimization algorithms. As stated in [17] , augmented Lagrangian methods were developed in part to bring robustness to the dual ascent method, and in particular, to yield convergence without assumptions like strict convexity or finiteness of the cost function (see also [33] ). As shown below, such positive effects are valid also for the continuous-time algorithms we study in this paper. Augmenting the cost with the penalty function as in (4a) however presents a challenge in design of distributed solutions as the total cost in (4a) is no longer separable. Nevertheless, we are able to address this challenge in our distributed solution as we describe below. The KKT optimality conditions give the following necessary and sufficient conditions to characterize the solution set of the convex optimization problems (4) for any ρ ∈ R ≥0 .
Lemma III.1. (Solution set of (4) (see [45] for proof)): Consider the constrained optimization problem (4). Let Assumption III.1 hold and
be a differentiable and convex function on R. For any ρ ∈ R ≥0 , a point x ∈ R m is a solution of (4) iff there exists a ν ∈ R p , such that, for i ∈ V,
Moreover, ν corresponding to every x is unique and finite. If the local cost functions are strongly convex, then for any ρ ∈ R ≥0 the KKT equation (21) has a unique solution (ν , x ), i.e., the optimization problem (4) has a unique solution.
be the augmented Lagrangian of the optimization problem (4). Then, following [36] , a central solver for the optimal resource allocation problem (4) iṡ
where k ∈ Z p 1 , and i ∈ V. The algorithm studied in [36] is for un-augmented Lagrangian, i.e., ρ = 0, and the guaranteed convergence holds only for strictly convex cost function f (x). However, we can show that the central solver (6) with ρ > 0 is guaranteed to converge for convex cost function f (x), as well (the details are omitted for brevity). A numerical example demonstrating this positive role is presented in the Appendix.
The source of coupling in (4) is the set of the equality constraints (4b), which shows up in the central solver (6), as well. To design our distributed algorithm, we adapt the structural constitution of (6), but aim to create the coupling
, in a distributed manner. We note that for every equality constraint k ∈ Z p 1 , the coupling is among the set of agents
To have an efficient communication and computation resource management, we seek an algorithm that handles every coupled equality constraint among only those agents that are involved. In this regards, for every equality constraint k ∈ Z p 1 , we let G k (V k , E k ) be a connected undirected subgraph of G that contains the set of agents C k (see Fig. 1 for an example). We assume that V k ⊂ V is a monotonically increasing ordered set. It is very likely that the agents coupled through an equality constraint are geographically close, and thus in the communication range of each other. Nevertheless, Fig. 1 for an example). We let
In our distributed solution for (4), we also seek an algorithm that allows each agent to use a local penalty parameter ρ i ∈ R >0 , so we can eliminate the need to coordinate among the agents to choose the penalty parameter ρ. In what follows, we define
With the right notation at hand, our proposed distributed algorithm to solve the constrained optimization problem (4) iṡ
with β k ∈ R >0 and ρ i ∈ R ≥0 for i ∈ V, k ∈ Z p 1 and l ∈ V k . We note here that there is a close connection between the structure of algorithm (7) and the centralized dynamical solver (6) . We refer the reader to our preliminary work in [1] for further discussions on this connection.
Using a set of simple algebraic manipulations, the equilibrium points of algorithm (7) when every G k , k ∈ Z p 1 is a connected graph is given by
We note that when
, is a connected graph, it follows from (7a) that l∈V kẏ l k = 0, and consequently,
) satisfies the KKT equation (5). The following theorem shows that indeed under the stated initialization, the algorithm (7) converges to a minimizer of optimization problem (4) . To establish the proof of this theorem we use the following notations. We let A ∈ R N ×N be the adjacency matrix of G. Then, the the adjacency matrix of G k ⊂ G, k ∈ Z p 1 , is A k , which is the submatrix of A corresponding to the rows and the columns associated with the agents in V k , i.e.,
) being the normalized eigenvectors of L k . Note here that we have
The eigenvectors are ordered such that λ 2k and λ N k are, respectively, the smallest and the largest non-zero eigenvalues of L k .
Theorem III.1. (Asymptotic convergence of (7) over connected graphs when the local costs are convex): Let every
) is a point satisfying the KKT conditions (5) of problem (4).
, ν ) satisfy the KKT equation (5) and
For convenience in our analysis, we apply the change of variables
to write the algorithm (7), under the stated initialization conditions, in the equivalent forṁ
.
where we used
. Under the given initial condition, for any t ∈ R ≥0 we obtain
To study the stability in the other variables, we letq k (t) = 0 in (11c) and (11d), and consider the radially unbounded candidate Lyapunov function
Taking the derivative of V along the trajectories of (11b)-(11d) giveṡ
Convexity of the local cost functions ensures χ i (∇f
The connectivity of the sub-graph
Thus,V ≤ 0, and consequently the trajectories of (11b)-(11d) starting from any initial condition are bounded. Next, we invoke the invariant set stability results to prove that the trajectories of (11b)-(11d) converge to a point in its set of equilibrium points.
Let
Consequently, the points in S satisfy ∇f
) of (11b)-(11d) belonging to S for all t ≥ 0, must satisfy (
. Therefore, the largest invariant set in S is the set of equilibrium points of (11b)-(11d). Then, invoking the La Salle invariant theorem [39, Theorem 3.4], we conclude that the trajectories of (11b)-(11d) converge asymptotically to the set of its equilibrium points. Next, we show that the convergence is indeed to a point in the equlibia set. For that, by virtue of semi-stability theorem [39, Theorem 4.20] , we show that every equilibrium point of (11b)-(11d) is Lyapunov stable.
be an equilibrium point of (11b)-(11d) (recall thatq k (t) = 0 due to (12) 
Next, consider the Lyapunov function (13) where
). Following the same argument as used to showV ≤ 0 in (14), we can show that the derivative of
) along the trajectories of (11b)-(11d), when (12) holds, is also negative semi-definite. Thus, any equilibrium point (12)). Therefore, since the trajectories of (11b)-(11d) are approaching to the set of stable equilibrium points, starting from any initial condition, the trajectories of (11b)-(11d) converge to a point in its equilibrium set. Consequently, given the change of variables (10), we conclude that starting from stated initial conditions in the statement, the trajectories of (7) converge, as t → ∞, to a point in its set of equilibrium points (8) , where ({v
. Therefore, under the stated initial condition, as t → ∞, the limit point ({v
) is a point satisfying the KKT conditions (5) of problem (4) (we note that this point is not necessarily the point used in the change of variable (10)).
The asymptotic convergence guarantee for algorithm (7) in Theorem III.1 is established for local convex cost functions. For such cost functions, similar to the centralized algorithm (6), (7) fails to converge when ρ i = 0 for all i ∈ V. Next, we show that if the local costs are strongly convex and have Lipschitz gradients then the convergence is in fact exponentially fast for ρ i ∈ R >0 i ∈ V. Recall that for strongly convex local cost functions, the minimizer of (4) is unique.
Theorem III.2. (Exponential convergence of (7) over connected graphs when the local costs are strongly convex and have Lipschitz gradients ): Let every G k , k ∈ Z 
) is the unique solution of the KKT conditions (5) of problem (4). Moreover, when ρ i = 0 for an i ∈ V, the convergence to the unique solution of the KKT conditions (5) is asymptotic.
Proof. Our proof follows the proof of Theorem III.1 until the choice of the candidate Lyapounv function where we use a different candidate function consisted of V in (13) plus an extra positive quadratic term as described in
where φ k ∈ R >0 satisfies
] and E > 0 is the obvious matrix describing the coefficients of the quadratic terms ofV . When every G k , k ∈ Z p 1 is a connected graph,V is a radially unbounded and positive definite function. To compute the Lie derivative ofV along (11b)-(11d), note that the derivative of
When ρ i ∈ R >0 for all i ∈ V, we can writė
Here, we used the M i l -Lipschitzness property of local gradients to write h(χ k ) (
2 }, we haveV < 0. Next, note that we can boundV by a negative definite quadratic upper bound aṡ 2λmax(E) , where λ min (F) is the minimum eigenvalue of F and λ max (E) is the maximum eigenvalue of E. Consequently, we conclude that starting from any initial condition given in the statement, the trajectories makes
) converge exponentially fast with the rate given above to
Next, we note that since R k is a full column rank matrix, given (12), the only trajectory
). Therefore, using a LaSalle invariant set analysis of [46, Corollary 4.1] , and recalling the change of variable (10) and also (12), we can conclude that t → ({v
) of (7) converges exponentially fast
). Remark III.1 (The convergence of (7) over dynamically changing connected graphs). The proof of theorem III.2 relies on a Lyapunov function that is independent of the systems parameters, and its derivative for ρ i ∈ R >0 , i ∈ V, is negative definite with a quadratic upper bound. Hence, we can also show that the algorithm (7), when ρ i ∈ R >0 for i ∈ V, converges exponentially fast to a unique solution of the KKT conditions (5) of problem (4) over any time-varying topology G k , k ∈ Z p 1 that is connected at all times and its adjacency matrix is uniformly bounded and piece-wise constant.
B. Problem subject to both equality and inequality constrains
To address inequality constraints in our distributed solution for (1), we use a penalty function method to eliminate the local inequality constraints (1c) and (1d). That is, we seek solving
with
i ∈ V, where γ ∈ R >0 is the weight of the smooth penalty function p defined as (see [41] )
2 ), y ≥ , for some ∈ R >0 . This approach allows us to use algorithm (7) to solve the optimization (1) by using f
is a convex function in R n i . Following this penalty method approach, when the global cost function of (1) is evaluated at the limit point of algorithm (7), it is in -order neighborhood of the global optimal value of the optimization problem (1) (see Proposition III.1 below). In what follows, we investigate when the penalty function weight γ has a finite value and give a well-defined admissible range for it.
Given Assumption III.1, the so called Slater condition [45] is satisfied and thus the KKT optimality conditions below give a set of necessary and sufficient conditions that characterize the solution set of the convex optimization problem (1).
Lemma III.2. (Solution set of (1) [45] ): Consider the constrained optimization problem (1) under Assumptions III.1. A point x ∈ R m is a solution of (1) iff there exists ν ∈ R p and {µ
If the local cost functions are strongly convex, then the optimization problem (1) has a unique solution.
Let X fe be the -feasible set of optimization problem (1),
The following result states that for some admissible values of γ, the minimizer of (19) belongs to -feasible set X fe and optimal value of optimization problem (1) is in order neighborhood of the optimal value of the original optimization problem (1). The proof of this result can be obtained in a straightforward manner from [41, Propositions 5 and 6].
Proposition III.1. (relationship between the optimal solution of (1) and
) be any solution of the KKT equations (21) . Let x p be a minimizer of optimization problem (19) 
, then
where f = f (x ) is the optimal value of the optimization problem (1).
We note that if → 0, we have p i (y) → p(y) = max{0, y}, where p(y) is the well-known non-smooth penalty function with exact equivalency guarantees when γ > γ in Proposition III.1 (see [40] ).
Given the results in Proposition III.1, a practical and numerically well-posed solution via the penalty optimization method (19) is achieved when the Lagrange multipliers are bounded. In what follows we develop a set of results that establish an upper bound on any set of Lagrange multipliers corresponding to the inequality constraints of the optimization problem (1), i.e., we find µ bound in
These results enable us to choose a penalty function weight γ that satisfies the condition set by Proposition III.1 by setting γ ≥ andĀ i ⊂B i respectively be the set of indices of the active lower bound and the active upper bound inequality constraints of agent i ∈ V. We note that A i ∩Ā i = {}. Recalling that for inactive inequalitiesμ
Therefore, to find µ bound , it suffices to find an upper bound on max max{µ
. As known, the set of the Lagrange multipliers of a constrained optimization problem of the form (1) is nonempty and bounded if and only if the Mangasarian-Fromovitz constraint qualification (MFCQ) holds (see e.g., [48] ). It is straightforward to show that the MFCQ condition is satisfied for a resource allocation problem of the form (1) with one equality constraint (i.e., p = 1) and upper and lower bounded decision variables (i.e.,
). For such a problem the following result specifies a µ bound that satisfies (24) . 
be an arbitrary solution of the KKT conditions (21) for this problem. Then, µ bound in (24) satisfies
, we note that the KKT conditions (21) can be written as
Since {w
, it follows from Assumption III.1, which states that the feasible set is non-empty for strict local inequalities, that the upper bounds (similarly the lower bounds) for all decision variable cannot be active simultaneously. Therefore, for any given minimizer, we have either (a) at least for one subagent k ∈ Z 
w . On the other hand, if (b) holds, then there exists at least an agent k ∈ V withĀ k = {} and an agent j ∈ V with A j = {} (k = j is possible). Therefore, for l ∈Ā k it follows from (27b) that ν = 
w . Given the analysis above, we conclude that for any given (x , ν , {µ
w .
Consequently, it follows from (27b) thatμ It is worth noting that for an economic dispatch problem where p = 1 and w i l = 1, l ∈ {1, · · · , n i } and i ∈ V, our result in Proposition III.2 recovers µ bound that is established in [32, Lemma 5.1] .
Evaluating the MFCQ condition generally is challenging for other classes of optimization problems. A common sufficient condition for the MFCQ is the linear independence constraint qualification (LICQ), which also guarantees the uniqueness of the Lagrange multipliers for any solution of the optimization problem (1) [49] (see [20] and [50] for examples of the optimization solvers that are developed under the assumption that the LICQ holds). For a constraint optimization problem we say that the LICQ holds for the optimal solution x ∈ R m if the gradient of the equality constraints and the active inequality constraints at x are linearly independent. The following result finds a µ bound for problem (1) when LICQ condition holds at the minimizers. (21) for this problem. Then, the bound µ bound in (24) satisfies µ bound ≤ 1+w ω max max
, and ω = min{σ min (W c ) W c ∈ Q (W ) }. Here, Q (W ) is the set of all the invertible p × p sub-matrices of W ∈ R m×p (recall (2)).
i ∈ V. Under the LICQ assumption, the gradients of the equality constraints (set of p vectors in R m ) and the active inequality constraints (set of
at the minimizer should be linearly independent. This necessitates that
Therefore, the number of KKT equations of the form (29a) is q ≥ p. As a result, we can write all these q equations as
where W e ∈ R p×q is a sub-matrix of W ∈ R p×m . Recall that under the LICQ assumption (ν ∈ R p , {µ i l } l∈B i , {μ i l } l∈B i ) corresponding to every x is unique. Thus, we can conclude that rank(W e ) = p and there always exist a sub-matrix W se ∈ R p×p of W e ∈ R q×p such that
where J is the corresponding components of
] associated with the rows of W se . Therefore, we can write
where ω is defined in the statement. Here, we used |∇f
On the other hand, given (29b) and (29c) we can write
wherew is defined in the statement. Therefore, given (31) we have the guarantees that (28) holds.
IV. NUMERICAL EXAMPLES
In what follows, we demonstrate the performance of algorithm (7) via two numerical examples. In this problem, generators in clusters {1, 2, 3, 4} are providing a demand b 1 = 450 M W and generators in clusters {3, 5, 6} are providing another demand b 2 = 700 M W . This demand should be met with the least possible cost for the group. The objective of each agent is to interact with its neighbors to find its corresponding component of x in
To solve this problem, we consider two cyber-layer communication graphs G 1 and G 2 as shown in Fig. 1 . G 1 corresponds to equality constraint (32b), and G 2 corresponds to equality constraint (32c). We note that cluster 4 is included in G 2 as a connectivity helper. Figure 2 shows the time history of x i l 's generated by implementing the distributed optimization algorithm (7) (using f MATLAB's constraint optimization solver 'fmincon'. As expected the decision variable x i of each agent i ∈ {1, . . . , 6} converges closely to its corresponding solution of the optimization problem (32), using = 0.001. Figure 3 depicts the equality constraint violation time history, which as shown vanishes over the time. Example 2-Distributed self-localizing sensor deployment: we consider the optimal deployment of 3 sensors labeled S i , i ∈ {1, 3, 5} on a line to monitor a set of events that are horizontally located at P = [{p i } (resp. i ∈ {2, 4}) is the horizontal position of sensor S i (resp. relay node R i ). To transform problem (33) to the standard form described in (1) we introduce slack variables x 2 ) = 0. To solve this algorithm in a distributed manner we need to form 4 cyberlayers G k , k ∈ {1, 2, 3, 4}, where V 1 = {1, 2}, V 2 = {2, 3}, V 3 = {3, 4} and V 4 = {4, 5}. We note here that our proposed approach to form the cyber-layers in correspondence to the equality constraints leads to an efficient communication topology here. Figure 5 shows the time history of the trajectory of the distributed optimization algorithm (7) (using f i p (x i ) as defined in (20) in place of f i (x i ) in (7c)) for the problem (34) . As shown the location of the sensors remain in their communication range and converge to optimum values during execution of the algorithm (the optimal solution is shown by the thin lines, and is obtained by MATLAB's constraint optimization solver 'fmincon'). Our choice of smooth penalty function (20) is obtained by γ = 200 and = 0.01 which satisfies the condition of Proposition III.1.
V. CONCLUSIONS
We proposed a novel cluster-based distributed augmented Lagrangian algorithm for a class of constrained convex optimization problems. In this optimization problem a group of clustered agents interact with their neighboring agents to find the optimal decision value that minimizes the total cost consisted of sum of their local costs subject to a set of affine equality constraints and limits on some or all of their decision variables. In design of our distributed algorithm we paid a special attention to the efficient communication and computation resource management, and required only the agents that are coupled through an equality constraint to form a communication topology to address that coupling in a distributed manner. We showed that if the communication topology corresponding to each equality constraint is a connected graph, the proposed algorithm converges asymptotically when the local cost functions are convex, and exponentially when the local cost functions are strongly convex and have Lipschitz gradients. We invoked the -exact penalty function method to address the inequality constraints, and obtained an explicit lower bound on the penalty function weight to guarantee convergence to -neighborhood of the global minimum value of the cost. Simulations demonstrated the performance of our proposed algorithm. As future work, we will study the event-triggered communication implementation of our proposed algorithm, and characterize its privacy preservation properties.
