Abstract. We present an approach to adaptively adjust the spectral window sizes for optical spectra feature extraction. Previous studies extracted features from spectral windows of a fixed width. In our algorithm, piecewise linear regression is used to adaptively adjust the window sizes to find the maximum window size with reasonable linear fit with the spectrum. This adaptive windowing technique ensures the signal linearity in defined windows; hence, the adaptive windowing technique retains more diagnostic information while using fewer windows. This method was tested on a data set of diffuse reflectance spectra of oral mucosa lesions. Eight features were extracted from each window. We performed classifications using linear discriminant analysis with cross-validation. Using windowing techniques results in better classification performance than not using windowing. The area under the receiver-operating-characteristics curve for windowing techniques was greater than a nonwindowing technique for both normal versus mild dysplasia ͑MD͒ plus severe high-grade dysplasia or carcinama ͑SD͒ ͑MD+ SD͒ and benign versus MD+ SD. Although adaptive and fixed-size windowing perform similarly, adaptive windowing utilizes significantly fewer windows than fixed-size windows ͑number of windows per spectrum: 8 versus 16͒. Because adaptive windows retain most diagnostic information while reducing the number of windows needed for feature extraction, our results suggest that it isolates unique diagnostic features in optical spectra.
Introduction
Cancer is a major health problem throughout the world. 1 Early diagnosis of precancerous neoplasia has been shown to reduce mortality dramatically. Thus, there is a pressing need for accurate and low-cost screening and diagnostic techniques to identify curable precancerous sites. Epithelial precancers are characterized by a variety of architectural and morphological features, including increased nuclear size, increased nuclearcytoplasmic ratio, hyperchromasia, and pleomorphism. Currently, the architectural and morphological changes related to carcinogenesis are assessed by biopsy, which is invasive. Moreover, biopsy is not able to monitor real-time dynamic changes associated with the disease, which are important for assessing treatment response. In contrast, several studies have shown that optical technologies hold great promise for noninvasive and real-time assessment of precancers. [2] [3] [4] [5] [6] [7] [8] [9] [10] [11] [12] [13] [14] This study concerns diffuse reflectance spectroscopy for epithelial cancer diagnosis. Reflectance spectroscopy captures optical scattering and absorption of epithelial tissue, which are altered when precancerous abnormalities exist. Although optical spectroscopy has been demonstrated to capture properties that are, on average, different between normal and cancerous tissues, variation in the spectral response between patients makes accurate diagnoses difficult to achieve. Therefore, clinicians will need decision support tools to help them predict cancer status from optical spectroscopy with acceptable sensitivity and specificity.
Spectral feature extraction and selection are critical in designing clinical decision support systems. There are four major categories of feature extraction methods in spectral signal processing: principal component analysis ͑PCA͒, model-based feature extraction, spectral feature extraction, and hybrid feature extraction. 15 Quantitative features are extracted from optical spectra to describe different spectral patterns, while feature selection aids in the identification of those optically derived features that are diagnostically relevant and the elimination of redundant features that are strongly related to selected features. Minimizing the number of features is important to reduce computation complexity, processing time, and to prevent overtraining. PCA is a linear transformation technique for reducing the dimensionality of data. Spectral feature extraction describes spectral signatures without prior knowledge of the tissue's physical nature, while model-based extraction requires prior knowledge of the tissue's properties. Most previous studies processed spectroscopy signals by employing spectral intensity signals directly as extracted features, and performed PCA for feature reduction ͑e.g., Refs. 5, 10, and 16-20͒, but some use model-based features ͑e.g., Refs. 13 and 21-28͒. The second category of feature extraction methods is model-based feature extraction. Model-based methods analyze the wavelength or angle-dependence optical signals to determine physical properties of cells and tissues. 12, 14, 29 These properties are generally believed to relate to disease status; hence, they can be indications of disease. The current trend leans more toward model-based feature extraction and hybrid feature extraction. Hybrid feature extraction, the fourth category of feature extraction methods, is a mixture of statistical features and model-based features. 29, 30 These approaches utilize model-based preprocessing of spectra, based on underlying biology to extract input parameters, and analyze these parameters with statistical methods.
The method we utilize is a variation on statistical feature extraction, which is a more heuristic approach to find the correlation between statistics from spectroscopy and known pathology status. In prior studies, spectral features of optical spectroscopy were extracted from the entire spectrum; however, that may not be optimal. Some groups investigated dividing the entire spectrum into smaller spectral regions for feature extraction. When extracting features from a spectral region, how large should the spectral region be? Take the maximum intensity feature, for example. Should we use global maximum of the entire spectrum? Or is a local maximum more meaningful? It is widely accepted that some wavelengths may be more discriminatory than others 7, 31, 32 because light of different wavelengths behaves differently when interacting with tissues. Features extracted from spectral regions help us understand the underlying morphology and optical properties of the tissue. Undoubtedly, the choice of a spectral region for feature extraction makes a difference in the performance of the extracted features. 7, 31, 32 A study by Bigio et al. employed spectral features extracted by dividing the spectra into several spectral windows of a fixed width of 20 nm. 5 In addition to the average intensities of spectral windows, slopes of these spectral windows were also extracted as features because it was discovered that broad ͑large-spectral-range͒ slope changes were observed for malignant conditions due to enlarged and denser nuclei. 5 Mourant et al.'s study on spectroscopic diagnosis of bladder cancer with elastic light scattering 31 used a similar method of dividing the spectrum into smaller spectral bands ͑20 nm͒ and searching for the most discriminatory one. However, the choice of spectral window size was arbitrary in both of these prior studies.
In this study, we present an approach for adaptively adjusting the spectral window sizes for feature extraction from optical spectra. This approach uses simple linear regression to make a piecewise model of the measured optical spectra. Features such as average intensity and the slope and intercept of the piecewise linear regression were investigated. By adaptively adjusting the spectral window sizes, the trends in the data are captured more succinctly than when a small fixed window size is used. In other words, this method reduces the feature redundancies that exist when fixed-size windows are used for feature extraction. The results of this study show that windowing techniques have better diagnostic performance than no windowing. Also, adaptive windowing have similar diagnostic power to fixed-size windowing; however, adaptive windows require significantly less windows than fixed-size windows. This shows that adaptive windowing technique preserves the information needed for diagnosis with fewer windows used. The main contribution of this adaptive window approach is in statistical feature extraction. In addition, when choosing what features to use, adaptive windowing is most appropriate when the statistical features have linear relationships across windows, as theoretically illustrated in Sec. 2.
Theoretical Derivation
Within every spectral window, eight spectral features are extracted to describe the signal ͑Table 1͒. In this section, we derive how adaptive windows can reduce the redundancies from fixed-size windows. In particular, we use an example where the adaptive window is exactly twice the size of a fixed-size window ͑see Fig. 1͒ ; a proof under general conditions is not applicable because adaptive windows are variable across spectra and can start and end anywhere. In Fig. 1 , we can see an illustration of adaptive and fixed-size windows. The dashed line is the real spectrum, and solid line is the fitted line. Windows 1 and 2 are fixed-size windows while window 3 is the adaptive window. For theoretical explanations, we assume that the dashed line ͑measured signal͒ can be represented using the fitted line ͑solid line͒. Table 1 lists the features that we explored. Column 2 references other researchers that have used the given feature for diagnostic purposes. The eight features are defined as follows: Features 1 and 2 are the slope and intercept extracted from performing linear regression within each spectral window, which remain the same between smaller fixed window sizes and larger windows for a linear signal within the window. Features 3-6 are, respectively, minimum, average, medium, and maximum intensities. These are intensities within the window and can vary with different window sizes. However, the variation is linearly proportional. For example, in Fig. 1 , feature 3, the minimal intensity, extracted from windows 1 and 2 differs only by an offset value. Therefore, there is a linear relationship in feature 3 extracted from fixed-size windows ͑windows 1 and 2͒ and adaptive windows ͑window 3͒. Likewise, the values of features 4-6 for fixed-size windows ͑windows 1 and 2͒ and adaptive windows ͑window 3͒ are linearly proportional. Feature 7 is the standard deviation of the intensities in the window. The standard deviation in windows 1 and 2 can be written as
where I͑i͒ is the intensity at the i'th wavelength point and N is the number of points in the window. The mean intensity is given by
, and
In window 3, the standard deviation can be written as
We rewrite Eq. ͑1͒ as
Thus, equating Eq. ͑10͒ ,
Substituting Eq. ͑8͒ with Eq. ͑11͒, we get 
where N is the number of spectral points inside the spectral window ͑i.e., the number of wavelengths͒ and I͑i͒ is the intensity at the i'th point in the spectral window. This can be rewritten as From the derivation above, we conclude that features extracted from larger windows identified by the adaptive windowing technique are linearly related to features extracted from smaller, fixed-size windows. Thus, the adaptive windowing technique should enable the use of a smaller number of windows, with little loss of diagnostic information.
Materials and Methods

Overview
We compare three windowing techniques: ͑i͒ No windowing is performed ͑i.e., features are extracted from all wavelengths 400-725 nm͒, ͑ii͒ fixed window size of 20 nm ͑window size adopted from Ref. 5͒, and ͑iii͒ adaptive spectral window sizes determined by the novel algorithm presented in this paper.
Data Collection
This analysis used a diffuse reflectance spectroscopy data set obtained in a previous investigation of oblique polarization reflectance spectroscopy ͑OPRS͒ of oral mucosa lesions. 30 In this study, we used only the diffuse reflectance subset of the OPRS data set because diffuse reflectance spectroscopy is more commonly used than polarized reflectance spectroscopy. Moreover, the purpose of this study is to demonstrate the effectiveness of a new windowing method that can be used with a broad range of spectral data; thus, the selection of a particular spectroscopy technique as an exemplar is arbitrary.
The data set was acquired at The University of Texas M. D. Anderson Cancer Center ͑UT MDACC͒ in Houston, Texas, as previously described. 30 Briefly, 27 patients over the age of 18 years were referred to the Head and Neck Clinic at UT MDACC with oral mucosa lesions suspicious for dysplasia or carcinoma. 30 Spectroscopic measurements were typically performed on one or two visually abnormal sites and one visually normal site. Biopsies were taken of all measured tissue sites. We measured a total of 57 sites, of which 22 were visually and histopathologically normal ͑Normal͒, 13 sites were visually abnormal but histopathologically normal ͑Benign͒, 12 were visually abnormal sites that proved to be mild dysplasia ͑MD͒ on histopathology, and 10 were visually abnormal sites that proved to be severe high-grade dysplasia or carcinoma ͑SD͒ on histopathology. The resulting data set consisted of 618 diffuse reflectance spectroscopy data points within the wavelength range of 400-725 nm for 57 measurements. The resolution of the spectra is one data point every 0.5 nm.
We used MATLAB R14 ͑The MathWorks, Natick, Massachusetts͒ and its statistics toolbox for data analysis in this study.
Preprocessing
The spectra were normalized to remove interpatient variation. As suggested by our previous study. 30 the spectra were dark subtracted, then divided by the diffuse reflectance from a white standard ͑Labsphere, SRS-99͒ to correct for the spectral response of the system and spectral profile of the source. Then each spectrum was normalized by dividing each intensity value by the intensity at 420 nm. No downsampling was performed in this study because detailed data were needed for piecewise linear regression.
Piecewise Linear Regression for Spectral Feature Extraction
We developed an algorithm to adaptively adjust the spectral window size for feature extraction from optical spectra. The spectral window sizes are maximized given defined acceptable linear fits on the spectrum. Our method first sets an initial spectral window size of 5 nm. The choice of this initial spectral window size is based on the spectral resolution ͑5 nm͒ of our measured spectra. The spectral window size is iteratively increased by 5 nm, and simple linear regression is performed within the spectral window. A stopping criterion of R 2 of 0.8 is applied to ensure the goodness of each fit. The spectral window size and stopping criterion can be adjusted if other spectroscopy data, such as fluorescence spectra, are used. This algorithm ensures each piece of the linear model achieves the largest possible window size to fit a linear regression line with an R 2 value of 0.8 or greater. Once the R 2 value falls below 0.8, the iteration ends and the starting position of the next window is set at the ending position of the current window. The new window size is re-initialized to 5 nm, and the calculation for R 2 is repeated.
Feature Extraction
Within every spectral window, eight spectral features are extracted to describe the signal ͑Table 1͒. Six features have been used previously by others to capture diagnostic information to detect cancer. These features were used to detect cancer in various organ sites: oral, 12, 19 breast, 5 and bladder, 31 with diffuse reflectance spectroscopy, 5, 12, 19, 31 and fluorescence spectroscopy. 12 Features 1, 2, 4, 7, and 8 are adopted from literature. 5, 12, 19, 31 In these previous studies, the features were extracted and fed to classifiers or clustering methods as inputs. In our study, we try to leverage this by extracting similar features to investigate the effect of adaptive windowing.
We contribute novel features 3, 5, and 6, which are the minimum, median, and maximum intensities, respectively, within each spectral window. These extreme points ͑maxi-mum, minimum͒ provide additional information not represented by other summary features, such as the slope and intercept.
Performance Evaluation
In this study, and generally in spectroscopy data processing, performance is evaluated based on individual windows. In other words, performances of wavelength bands are evaluated separately. This step is necessary for two reasons. First, the number of features is very large if all of the wavelengths are involved in the analysis, especially with fixed-size windows. Second, this method can provide important insights for instrument development. Analyzing different wavelength bands enables measurements only at certain wavelengths, making it inherently suitable for filter-based imaging instrumentation design.
The wavelength-based performance analysis uses all eight features extracted from a window to predict to which of the two diagnostic categories each spectrum belongs. We consider only two of the possible diagnostic tasks in order to simplify the analyses, as follows:
1. Normal versus MD+ SD 2. Benign versus MD+ SD Task 1 is very commonly studied in the literature because it is assumed to be, pathologically, the most distinct comparison. 30 Task 2 is arguably the most important task clinically, because distinguishing disease cases from visually abnormal but pathologically benign cases is the key challenge faced by the physician.
In our analyses, three windowing techniques are evaluated, as described earlier in Sec. 4.1, ͑i͒ no windowing, ͑ii͒ fixedsize windowing, and ͑iii͒ adaptive windowing. For each window throughout the spectrum, the eight features listed in Table 1 are extracted. A two-class linear discriminant analysis ͑LDA͒ classifier is used to combine the eight features. A leave-one-out cross-validation strategy is employed, and the area under the receiver-operating-characteristic ͑ROC͒ curve ͑AUC͒ is used as an evaluation metric for the diagnostic power of each wavelength. The features are extracted from each window, but the AUCs are evaluated per wavelength because the window definitions vary across spectra.
One AUC value is reported for each window. Therefore, in the adaptive and fixed-size windowing methods, the wavelength space is divided into fixed-size or adaptive size windows; thus, each window results in one AUC value. In comparison, in the no-windowing method, only one set of features is extracted; thus, there is only one AUC value for the entire wavelength space.
Classification and ROC Analysis
The classification task in this study is carried out using LDA, which is a linear classifier that searches for a hypersurface in the feature space that has an orientation to effectively discriminate between the two classes of data. The choice of this classifier is based on both its high computational efficiency and the previous success of LDA with this type of data set. In our previous study, we used LDA exhaustively to search for the most discriminatory features and identified that LDA can achieve high AUC on this task. 30 The purpose of this study is to compare the different windowing techniques in feature extraction; thus, the same classifier is used throughout this paper.
ROC analysis is used to quantify performance for twoclass classification tasks. 33 Sensitivity and specificity indicate the ability of the diagnostic method to distinguish between two groups ͑e.g., healthy and diseased͒. By varying the threshold, an ROC curve of sensitivity versus ͑1-specificity͒ is generated. However, the AUC is often used as a metric to quantitatively summarize the performance of a clinical decision support system. Therefore, we use AUC as the metric to evaluate performance. The higher the AUC metric is, the better the performance is. An AUC value of 1 represents perfect discrimination, while an AUC value of 0.5 represents performance expected by chance alone.
Denoising
Noisy data can interfere with classifier training. We used two procedures for denoising: ͑i͒ Thresholding on classifier outputs and ͑ii͒ outlier removal. These two procedures are described as follows.
Thresholding on classifier outputs uses the classifier output values to identify situations where the classifier has not been properly trained. Specifically, if all of the normalized classifier outputs fall in the range 0.4 to 0.6 ͑0 being negative cases and 1 being positive cases͒, the classifier has not been effectively trained to distinguish between the target groups. Likewise, if the mean classifier output for the positive cases is smaller than the mean classifier output for negative cases, then the classifier has not been effectively trained to distinguish between the two classes. If either of these two criteria is met, then we consider the predictive LDA model to be too noisy to make a proper prediction and we remove this LDA and its corresponding AUC from our analysis.
Unlike thresholding of classifier outputs, outlier removal is performed to identify a particular spectrum as distinct from all other spectra. Outlier removal is performed in the feature space and is based on the Mahalanobis distance ͑MDist͒ measure. 34 The MDist is a multivariate measure ͑in square units͒ of the separation of an unknown data set from a known Mdist of a data set, when applied to itself, can be used to find outliers. It has been shown that for a large sample of multivariate normal data, the MDist follows approximately a 2 distribution with the degrees of freedom being the number of the variables. 34 We consider a spectrum to be an outlier if its
MDist is larger than the critical point ͑significance level ␣ = 0.001͒ of the 2 distribution with the degrees of freedom being the number of variables participating in the MDist. The denoising of the data is different from the preprocessing step described in Sec. 4.3. The denoising of the data is necessary because it removes unwanted information from the feature space, while the data preprocessing rescales the data from the spectroscopic space.
Statistical Comparison of AUC Values
A bootstrapping technique was used to estimate the significance of the observed difference in the AUC between LDA models.
35 P values below the conventional threshold of 0.05 were regarded as statistically significant. In some comparisons in this study, a few cases were removed by the outlier identification algorithm for one windowing method but not the other. For example, case 19 is removed in adaptive windowing in Normal versus MD+ SD, but not removed in the fixed windows' analysis. In order to compare the two windowing techniques, we remove all of the cases that are defined as outliers in either of the two methods under study.
Studying Effects of Different Initialization Points
In principle, the initialization point of the first spectral window in piecewise linear regression may be a factor that affects performance. In other words, different starting points may cause the entire spectrum to be adaptively divided into different windows. To investigate this possibility, we experimented with multiple initialization points to determine if different initialization points result in different piecewise linear regression models.
Three different experiments were conducted:
͑1͒ Small-range variations of initialization points: Several initialization points were used: 400, 405, 407, 410, 415, and 420 nm. Because these changes are small, we start the windows from these initialization points and discard the data points before the initialization points. We then visually assess these regression models and the window definitions. ͑2͒ Large-range variations of initialization points: three initialization points were tested: 400, 562, and 725 nm. These points represent the smallest, middle, and largest wavelengths in our data. Because these variations are too large to discard any data, as in our first experiment, we modified the window growing direction. For 400 nm, we start from the left and grow to the right. For 562 nm, we start at the middle of the spectra and grow both to the left and the right. For 725 nm, we start from the right and grow solely to the left. We then visually assess these regression models and the window definitions. ͑3͒ For all those window definitions obtained from steps 1 and 2, we extract features from these windows with different initialization points and evaluate the AUC to see whether the initialization point is an important factor for the adaptive windowing technique.
Results
Piecewise Linear Regression Models
Sample results of our piecewise linear regression model are shown in Fig. 2 . These four examples show diffuse reflectance spectra measured on four sites with different histopathology statuses ͑solid curves͒. These measured spectra are fitted by our piecewise linear regression models to iteratively search for maximum window sizes with acceptable goodness of fit ͑dashed curves͒. These fitted piecewise linear models define different sizes of spectral windows for feature extraction. These fitted spectra are not intended to replace measured signals. On the contrary, features are extracted from the measured spectra.
A qualitative look at these piecewise linear regression models reveals that the regression models capture most of the variability within each spectrum; thus, most of the spectral information is retained while the number of windows needed in feature extraction is reduced relative to using a smaller fixed window size. For example, Fig. 2͑a͒ has a window that starts at 425 nm and ends at 500 nm-a window size of 175 nm, which is about nine times the size of the 20-nm fixed windows. This larger spectral window captures the relevant features necessary for classification that are also contained in several smaller windows, but using one large window has less redundancy. The features slope ͑features 2͒ and intercept ͑fea-ture 3͒ are the same with large or small windows. The intensities features ͑features 4-7͒ may change for larger windows, but they are linearly proportional as shown in previous theoretical derivations ͑Sec. 2͒ such that the classifier will compensate for it. Therefore, this piecewise linear regression method decreases the redundancies in feature extraction relative to a fixed window size. An important finding of this study is that the adaptive windowing technique uses fewer windows to cover regions that behave similarly. In other words, several fixed-size windows may cover a wide range of the spectrum that could instead be represented equally effectively in a single window. Adaptive windowing, on the other hand, preserves diagnostic information while decreasing the redundancy.
Feature Extraction
After defining the adaptive windows, eight features are extracted from each window. In this section, we evaluate the three windowing techniques ͑no windowing, fixed-size windowing, and adaptive windowing͒ by looking at the AUC performances and the feature redundancies of each windowing technique.
In Table 2 , we compare the predictive power of the three windowing techniques. For each window, all eight features were used to train a LDA classifier via leave-one-out cross validation to obtain the AUC. Because there are multiple windows involved in windowing techniques ͑fixed-size, adaptive windows͒, multiple AUCs are reported. In Table 2 , the maximum and median AUCs of each windowing method are listed. The complete list of AUCs ͑not only maxium and median͒ are shown in Table 3 . The classifiers based on features extracted from adaptive or fixed-size windows outperform the classifier based on features extracted from the entire spectrum ͑no windowing͒. This same trend is apparent for both the normal versus MD+ SD and benign versus MD+ SD classification tasks. Specifically, the maximum AUC of classifiers trained on features extracted from adaptive windows ͑max AUC= 0.73͒ is statistically significantly ͑p = 0.04͒ larger than that of the classifier based on features extracted from the entire spectrum ͑no windowing, AUC= 0.61͒ for normal versus MD+ SD. Likewise, the maximum AUC of the classifiers trained based on features extracted from fixed windows ͑max AUC= 0.73͒ is statistically significantly larger ͑p = 0.04͒ than that of the classifier based on features extracted from the entire spectrum ͑no windowing, max AUC= 0.61͒ for normal versus MD+ SD and also for benign versus MD+ SD with adaptive ͑max AUC 0.79 versus AUC 0.68, p = 0.04͒ and fixed windows ͑max AUC 0.83 versus AUC 0.68, p = 0.01͒. From these statistical analyses, we found that the maximum AUCs by windowing techniques are all higher than nowindowing techniques, in both normal versus MD+ SD and benign versus MD+ SD, and these AUCs are significantly higher ͑p Ͻ 0.05͒ in all of four comparisons.
Because the maximum AUCs represent the best diagnostic power of the spectrum across all wavelengths, we showed that windowing techniques provide better diagnostic accuracy than no windowing. Moreover, the classifiers based on adaptive windows are as good as those based on fixed windows in both normal versus MD+ SD and benign versus MD+ SD.
On the other hand, the median AUCs for both normal versus MD+ SD and benign versus MD+ SD did not show a statistically significant improvement over the no-windowing technique. The results tell us that the median AUCs of windowing and those of no windowing are similar. This is equivalent to comparing a group of mediocre performers to the average of all performers. Therefore, comparison of median performance does not predict which window has the most diagnostic power.
In addition to evaluating the windowing techniques based on the resulting classifier efficacy, we also investigated the efficiency of the classifiers. Specifically, we examined the number of unique features extracted, the average number of windows used per spectrum, and the total number of windows used ͑Table 4͒. The unique features are calculated by simply removing repeated features extracted in our program. These repeated features are commonly seen in fixed-size windows. For both the normal versus MD+ SD and benign versus MD+ SD diagnostic tasks, the adaptive windowing technique requires fewer windows ͑8 windows instead of 16͒ but produces more unique features ͑60 unique features instead of 17͒ relative to the fixed windowing method. This comparison demonstrates that adaptive windowing is able to maximize the information obtained in one window and consequently reduce the number of windows needed to maintain the diagnostic power. In other words, adaptive windowing avoids the use of redundant windows that are employed by the fixed-size windowing method. Likewise, while reducing the number of data points used for feature extraction, the number of unique features remains high in adaptive windows. The adaptive windowing technique is able to retain the variability of data while reducing the data dimensionality in feature space.
This observation agrees with our theoretical assessment in Sec. 2 that adaptive windowing preserves information by using a larger adaptive window to cover the region where fixedsize windows behave similarly and extract similar and redundant features.
Effect of Different Initialization Points
As described in Sec. 3.10, there are three experiments conducted. First, the adaptive windowing technique was applied with different initialization points: 400, 405, 407, 410, 415, and 420 nm ͑Fig. 3͒. In Fig. 3 , we selected one spectrum of category SD to visualize the window definitions of different initialization points. It is visually apparent that the adaptive window definitions are only slightly shifted from each other. Table 2 Statistics from three windowing techniques. The maximum and median AUCs for LDA classifiers trained using all eight features from each spectral window. Pairwise comparison of the windowing techniques found that the maximum AUC for both the adaptive and fixed window technique perform significantly better ͑p = 0.04͒ than the no-windowing method for the classification task normal versus MD+ SD. Both the adaptive and fixed window techniques also showed improved performance ͑p = 0.04 and 0.01͒ over the no-windowing technique for the classification task benign versus MD+ SD. For both classification tasks, the median AUC did not show statistically better performance over the no-windowing technique. The results demonstrate the value of windowing, as adaptive/fixed windowing higher maximum AUCs than no windowing. It also suggests that the adaptive windowing technique yields classifiers as effective as the fixed windowing technique. Table 3 Supplementary data. A list of all the AUCs generated using LDA classifiers trained using all eight features from each spectral window. The maximum and median values of these AUCs are shown in Table 2 . The number of AUCs is higher for adaptive windows because they have more unique ͑nonrepeated͒ features. Repeated features are commonly seen in fixed windows; they are removed here. The nowindowing technique takes the entire spectrum to do feature extraction and classification; therefore, only one AUC is calculated. For a range of 20-nm changes in initialization points, the window definitions are only shifted within 10 nm. Compared to the wavelength span of 325 nm ͑400-725͒ of the spectra, the shift is very small. Hence, from our first experiment, because the window definitions are similar, the features extracted from windows identified with different initialization points should be similar. We further investigated this in the third experiment.
Normal versus MD+ SD
In the second experiment, we investigated a larger range of the initialization points. Because the ranges are larger, we modified the algorithm such that we do not discard the spectral data to the left of the initialization point ͑as we did in the previous experiment͒. The modified version of the algorithm "grows" windows to the left or right side of the initialization point. Three initialization points were tested: 400 ͑the smallest wavelength͒, 562 ͑the median of the wavelengths͒, and 725 ͑the largest wavelength͒. The results are shown in Fig. 4 . Similar to Fig. 3, in Fig. 4 , the same spectrum is used to visualize the window definitions of different initialization points. By visually assessing the window definitions, we can see that the initialization point of 400 and 562 nm have more similar window definitions; whereas the ones with 725 nm have larger variations from those of 400 and 562 nm.
In the third experiment, we tested the performance of these different initialization points. We calculated the AUCs for the classifiers based on features extracted from the adaptive windows defined by these different initialization points. All eight features are used to train an LDA classifier using leave-oneout cross validation. The maximum AUC ranges from 0.65 to 0.82 ͑Table 5͒ based on the choice of initialization point. 3 Adaptive window technique applied on a spectrum with variable initialization points within a small range. This is one example out of the 57 spectra in the data set. The patient belongs to SD pathology group. The solid black curve is the measured spectrum, and the dashed straight lines are the windows. This example shows that the variable initialization points do not affect the window definitions very much ͑i.e., the changes are within 10 nm, which is 1.4% of the entire spectrum͒.
Similarly, the median AUC ranges from 0.56 to 0.66 based on the choice of the initialization point. Conversely, the AUCs for fixed windows do not change at all with different initialization points. These results in Table 5 give us two interesting perspectives: first, the adaptive windowing technique has flexibility to achieve higher AUC ͑0.82͒ to outperform fixed windowing ͑0.73͒. However, this also raises the concern that the adaptive windowing has variability where it is not guaranteed to have the optimum performance and consistency in terms of the initialization points. In other words, the initialization point needs to be optimized to produce the best performance. Second, while the window definitions of initialization points 400 and 725 nm may seem very different, their AUCs are not that different. The AUCs for the 725 and 405 nm initialization points are the same ͑AUC= 0.78͒. Therefore, optimizing the AUC from adaptive window does not require running through all the possible wavelengths. Instead, running a number of initialization points in a small range and looking for the best AUC may be sufficient; in our example, we considered 6 points in 20 nm. This 20-nm range is adjustable and needs to correspond with the starting window size of the adaptive window-defining algorithm.
Discussion
We investigated the impact on classifier performance of using three different windowing techniques: adaptive windowing or fixed-size windowing, compared to using no windowing. The results in Table 2 show that significant differences in the AUCs ͑p Ͻ 0.05͒ were observed using classifiers trained on features extracted when windowing techniques were employed and classifiers trained on features extracted from the entire spectrum ͑i.e., no windowing͒ for two diagnostic tasks ͑normal versus MD+ SD and benign versus MD+ SD͒. In other words, from the observations in maximum AUCs, either windowing technique is better than no windowing in terms of providing accurate diagnostic information. This result agrees with previous studies on different optical spectroscopy data sets 7, 18 that chose fixed-size windowing techniques. Bigio et al. 5 divided the measured spectrum into fixed-size wavelength bands of 20 nm from 330 to 750 nm, followed by feature extraction of average intensity within the wavelength band, and then PCA to reduce dimensionality for the input of artificial neural network. In addition, Johnson et al. 18 also used PCA to select only the wavelength regions with large variabil- Fig. 4 Adaptive window technique applied on a spectrum with variable initialization points within a large range. This is one example out of the 57 spectra in the data set. The patient belongs to SD pathology group. The solid black curve is the measured spectrum, and the dashed straight lines are the windows. In this experiment, the initialization points differ ͑in a larger range͒ from the previous experiment ͑Figure 3͒; Windows "grow" to either the left or right side of the initialization point-they grow to the right with 400 nm initialization, to both left and right with 562 nm, to left side with 725 nm. This example shows that the window definitions are visually similar for 400 and 562 nm, but the ones with 725 nm are visually distinguishable. Table 5 AUCs calculated from different initialization points. It is shown that the AUCs of adaptive windows differ when the initialization point is varied, whereas the AUCs from fixed windows remain the same. Some of these AUC changes are statistically significant ͑0.82 compared to 0.65͒. This shows that adaptive windowing has a dependency on where the window definition starts, which gives the adaptive windows flexibility to achieve higher accuracy to predict the disease ͑AUC= 0.82͒. However, this also shows that fixed windows have better robustness because adaptive windows depend on their initialization points. ity. These studies divide spectra into wavelength bands under the assumption that some wavelength bands have more diagnostic power. The statistically significant AUCs observed in our study verify this hypothesis. We also found that significant differences were not observed between adaptive and fixed-size windowing, suggesting that these two windowing techniques perform equally well in the two diagnostic tasks explored. This underscores the main focus of this study-that adaptive windows capture piecewise linear information in a more adaptive and flexible fashion. From the comparison of classifiers based on fixedsize windows and adaptive-size windows, we conclude that adaptive windowing more efficiently captures diagnostically relevant spectral features without a statistically significant decrease in classifier performance.
Our adaptive window technique defines spectral feature extraction regions using linear regression ͑Fig. 1͒. We utilize features that capture the linearity of the spectrum. Therefore, it is intuitive that this adaptive windowing technique captures regional changes more efficiently than fixed-size windowing. To further support this intuition, we also showed both theoretically ͑Sec. 2͒ and experimentally ͑Sec. 4͒ that the adaptive windows have less redundancy than fixed windows. The purpose of our theoretical derivations is to prove that features extracted from two fixed-size windows can be replaced by features extracted from a single adaptive window. To achieve this, we examined a common situation ͑Fig. 1͒, where the signal in two fixed-size windows ͑windows 1 and 2͒ and one adaptive-size window ͑window 3͒ share the same regression line ͑solid line͒. In this case, we demonstrated that the adaptive-size window has all the information that the fixedsize windows can provide, while reducing the data size by half. In our derivation, we successfully showed that all the features we chose have a linear relationship, proving that the adaptive-size window can completely represent the fixed-size windows. Adaptive windows can be viewed as linear "combinations" of smaller and potentially redundant fixed-size windows.
We further showed a reduction of redundancy in diagnostic information in Table 4 . The average and total number of windows used is lower for adaptive windows than fixed-size windows. Furthermore, adaptive windows provide more unique features extracted from the overall data set. While the dimensionality of the feature space was reduced, there were no significant AUC differences observed between adaptive windows and fixed-size windows. Therefore, adaptive windowing is capable of teasing out unwanted redundancies that are inherent in fixed-size windowing methods.
To investigate the uniqueness of the adaptive windows, we applied different initialization points to adaptive windowing. In an effort to minimize computation time, we restricted optimization of the initialization point to the range 400-420 nm. We also investigated two initialization points within a larger range ͑562 nm, 725 nm͒. The results of visual assessment showed that, with a variation of 20 nm in initialization points, the resulting adaptive windows only have a 10-nm range shift. The highest AUC ͑0.82͒ was found for an initialization point of 407 nm. An exhaustive search over the entire wavelength range may provide better AUC. However, while larger variations in the initialization points ͑562 and 725 nm͒ show detectable differences of window definitions, their AUCs do not show significant improvement for this data set. These results demonstrate that the choice of initialization point is important and can affect AUC. AUCs for fixed windows do not change with different initialization points. Depending on the initialization point, the adaptive window AUCs can have better performance than both the no-window technique and the fixed-window method. Consequently, the adaptive window method has flexibility to achieve higher accuracy to predict the disease.
Decreasing redundancies in features can be very beneficial. In practical instrumentation design, memory can be an important concern when trying to implement rapid diagnostic analysis of patient spectra. Adaptive windowing has fewer features extracted; thus, less computational memory is required. In addition, a large number of features with limited number of subjects often leads to overtraining of classifiers. Reducing the dimensionality of feature space helps alleviate overtraining. In previous studies we surveyed, overtraining concern is dealt with by applying PCA to reduce the dimensionality. However, PCA removes all physical property information, limiting understanding of underlying biophysical processes during disease progression. Therefore, the adaptive windowing technique is preferred over PCA for reducing the dimensionality. A further benefit of adaptive windowing is that it permits the isolation of unique diagnostic features without a priori knowledge of tissue properties. This unbiased perspective can be used as a complement to physical models of light tissue interaction, aiding the elucidation of the biophysical processes underlying disease development.
In this study, we tested an adaptive windowing algorithm on a diffuse reflectance spectroscopy data set. We note that our adaptive method may be suitable for other spectroscopy signals if the spectra have a smooth pattern similar to that found in diffuse reflectance spectroscopy or fluorescence spectroscopy. In other words, when the tendency of spectrum is smooth ͑not having too many peaks in a short wavelength range͒, the adaptive windowing technique significantly reduces the number of windows used relative to a fixed-size windowing approach. When the signal has high variation in one specific wavelength band, such as in a Raman spectrum, the number of adaptive windows becomes larger than that of fixed windows. However, in that situation, adaptive windows might be beneficial for segmentation of peaks.
Conclusion
In recent years, there has been a debate on which diagnostic algorithm to use for bio-optical cancer-detection modalities. 29 Various analysis methods have been used, including modelbased analysis, statistics-based analysis, and hybrid analyses. This paper focuses on providing a new aspect for statisticsbased analysis. First, we verified the hidden assumption by Bigio et al. 5 and Johnson et al. 18 that wavelength bands ͑de-fined by fixed-size windows͒ need to be separated in analyses because they have different diagnostic power. Second, we proposed a new adaptive windowing technique that avoids the feature redundancies from fixed-size windows feature extraction. Because adaptive windows retain most diagnostic information while reducing the number of windows needed for feature extraction, our results suggest that it is useful for data compression in optical spectra feature extraction.
