Reconstruction of spectral images from camera responses is investigated using an edge preserving spatiospectral Wiener estimation. A Wiener denoising filter and a spectral reconstruction Wiener filter are combined into a single spatio-spectral filter using local propagation of the noise covariance matrix. To preserve edges the local mean and covariance matrix of camera responses is estimated by bilateral weighting of neighboring pixels. We derive the edge-preserving spatio-spectral Wiener estimation by means of Bayesian inference and show that it fades into the standard Wiener reflectance estimation shifted by a constant reflectance in case of vanishing noise. Simulation experiments conducted on a six-channel camera system and on multispectral test images show the performance of the filter, especially for edge regions. A test implementation of the method is provided as a MATLAB script at the first author's website.
INTRODUCTION
Reconstructing high-dimensional spectral reflectances from relatively low-dimensional camera signals is generally an ill-posed problem. In recent years various spectral reconstruction methods were developed supporting technical advances in multispectral camera research. A common strategy of tackling the ill-posed character of reflectance estimation is to utilize additional information of the underlying acquisition process to obtain reasonable results. These are typically measured by spectral root mean square (RMS) distances or, for color-related applications, by color differences (e.g., CIEDE2000 [1] ). In this introduction we will give a survey of some general approaches alongside a short and less than exhaustive overview of spectral reconstruction methods.
One distinct class of approaches treats the camera system as a black box and uses captured targets with known reflectances to fit parameters of predefined response-toreflectance transformations [2] [3] [4] . These transformations are used to reconstruct spectral images captured under the same acquisition conditions. The performance of these target-based methods in terms of estimation errors is, by construction, highly dependent on the training target [5] . Preparing an appropriate target for a specific original is sometimes extremely costly or nearly impossible if the spectral composition of the original is not known in advance. Therefore, many approaches try to avoid employing targets and use independent or, at least, more general information of spectral reflectances instead.
Such prior knowledge widely employed in reflectance estimation methods is, for instance, the spectral power distribution of the acquisition illuminant, the camera channel sensitivities, the noise behavior of the acquisition system, or properties of natural surface reflectances. In a case where the acquisition illuminant is unknown a captured white reference patch is used as additional information to normalize illuminant-biased estimations to illuminant CIE E.
Depending on the application, spectral estimation methods can utilize different levels of prior knowledge of the source reflectances. Universal properties of nonfluorescent natural reflectances are positivity, boundedness, and smoothness. Furthermore, various databases of natural reflectances show a relatively small effective dimension [6] . This is the reason why many methods utilize a low-dimensional linear reflectance model, such as proposed in this context by Maloney and Wandell [7] .
In addition to a low-dimensional linear reflectance model some methods pick the smoothest reflectance from the set of device metameric reflectances (reflectances that result in the given sensor response) [8] [9] [10] . Other methods use nearest-neighbor type approaches within higherdimensional linear models [11] or adaptive principle component analysis (PCA) [12] . An additional accuracy gain could be observed by combining different methods [13] . DiCarlo and Wandell extended the linear reflectance model as a result of the observation that a submanifold may describe the set of captured reflectances more accurately [14] .
If additional information of the captured spectra is known, e.g., by a low-resolution spectral sampling of the image [15] or by capturing printed images knowing the model of the printing device [16, 17] , the accuracy of the spectral reconstruction can be further improved.
Not only source, dimensionality, or geometric features of reflectances are used by spectral estimation methods.
Statistical properties of reflectances and system noise are also utilized. One important and widely used linear reconstruction method is the Wiener estimation, which assumes a multivariate normal distribution of reflectances and noise as well as their statistical independence. Based on these assumptions the reflectance-reconstructing Wiener filter is the optimal linear filter in terms of the minimum mean square error. We will give more details on the Wiener filter in Subsection 1.B, since it is strongly related to the proposed filter.
All of the previously described reflectance reconstruction approaches treat a pixel sensor response independently of its neighborhood. This disregards the spatial correlation in a pixel neighborhood of natural images that can be considered as additional knowledge to improve the estimation accuracy. Especially the influence of noise can be attenuated utilizing this information. Such spatiospectral approaches are relatively new. Murakami et al. [18] recently proposed a spatio-spectral Wiener filter that will be described in Subsection 1.C. We proposed in a recent publication a spatially adaptive-reflectancereconstructing Wiener filter [19] . The filter that will be derived in this paper is a modification of that one. It further reduces the error rates and simultaneously preserves edges. To our knowledge this is the first edge preserving spatio-spectral approach in spectral image reconstruction.
A. Model of a Linear Acquisition System
In this paper we use vector representations of spectra. The vectors can be derived by sampling continuous spectra at N equidistant wavelengths within the sensitivity range of the camera system. In this form a linear acquisition system with n channels can be modeled as
where c ͓0,1͔ n is the sensor response, r ͓0,1͔ N is the captured surface reflectance, ⑀ is additive noise, and ⍀ is an n ϫ N-dimensional system matrix. This matrix is the product of the n ϫ N-dimensional matrix D containing the system sensitivities as row vectors, and the N ϫ N-dimensional diagonal matrix L containing the spectral power distribution of the illuminant as diagonal elements. The ith row of the system sensitivity matrix D corresponds to the ith channel of the system and is a product of the spectral sensitivity of the sensor and the spectral transmittance of the system's optical components, particularly lens and ith color filter.
The noise term can be decomposed into a signaldependent and a signal-independent part. The signalindependent part includes dark current noise, reset noise, and amplifier noise and can be well modeled by a normal distribution with zero mean. The signal-dependent part is called photon shot noise and results from the detection uncertainty caused by the quantum nature of light. Shot noise follows a Poisson distribution, which can be well modeled by a signal-dependent normal distribution in case the number of photons detected by the device is large. The noise model used in this paper can be expressed as
where
models the signal dependency, and ⑀ 1 ϳ N͑0,K 1 = 1 2 I͒ and ⑀ 2 ϳ N͑0,K 1 = 2 2 I͒ follow normal distributions with zero mean. ⑀ 1 and ⑀ 2 can be assumed to be statistically independent. The N-dimensional vectors 1 , . . . , n used in Eq. (3) are row vectors of the system matrix ⍀. Since the standard deviation of the photon shot noise is proportional to the square root of the signal the function g can be set to g͑x͒ = ͱ x.
B. Reflectance-Estimating Wiener Filter
The reflectance-estimating Wiener filter is the matrix
where K r is the covariance matrix of reflectance spectra and K ⑀ the noise covariance matrix. The Wiener reflectance estimation is Wc.
As mentioned above the reflectance-estimating Wiener filter is the optimal linear filter in terms of the minimum mean-square error under the assumption of a normal distribution of reflectances and noise and their statistical independence. It needs to be mentioned that there are several factors that prevent the Wiener filter from performing optimally. Natural reflectances, for instance, do not follow a normal distribution but rather a beta distribution or mixture of normal distributions [20] . Furthermore, noise is not statistically independent from reflectances as described in Subsection 1.A. The Wiener reflectance estimation may also violate the properties of natural reflectances such as positivity and boundedness. Nevertheless, many practical examples show that the reflectance-estimating Wiener filter could be successfully used for spectral reconstruction [21] [22] [23] .
C. Spatio-Spectral Wiener Filter of Murakami et al.
The spatio-spectral Wiener filter of Murakami et al. [18] is applied on all pixels in an m ϫ m rectangular window, where m is an odd number. The pixels are grouped to a nm 2 -dimensional vector using lexicographic order and multiplied with the N ϫ nm 2 -dimensional filter matrix to obtain the spatio-spectral reflectance estimation. The filter matrix can be calculated by
where the operator denotes the Kronecker product, I m 2 is an m 2 ϫ m 2 -dimensional unity matrix, K r is the spatiospectral Nm 2 ϫ Nm 2 covariance matrix of reflectances, K ⑀ is the diagonal nm 2 ϫ nm 2 -dimensional noise covariance matrix, and P is an N ϫ Nm 2 -dimensional matrix defined by ͕P͖ ij = 1 for j = N͑m 2 −1͒ /2+i and ͕P͖ ij = 0 otherwise. The spatio-spectral covariance matrix K r can be written as follows if the spectral and spatial correlation are assumed to be separable:
where K r is the N ϫ N-dimensional covariance matrix of reflectances and K x is an m 2 ϫ m 2 -dimensional matrix that can be composed by the Kronecker product of two Toeplitz matrices
and 1 , 2 are the correlation coefficients in horizontal and vertical direction, respectively. Murakami et al. [18] also investigated the performance of subsequently applying a channel-wise spatial denoising filter and a spectral-estimating Wiener filter. The second filter is applied after globally estimating the noise variance from the resulting noise-reduced image. Experimental results for images with low signal-to-noise ratio (SNR) show much higher error rates than for the Murakami et al. spatio-spectral Wiener filter. Therefore, we consider in our experiments only the better performing spatiospectral filter for comparison.
EDGE PRESERVING SPATIO-SPECTRAL WIENER FILTER
In contrast to the Murakami et al. filter the edge preserving spatio-spectral Wiener filter is an adaptive filter. It is a combination of an edge preserving denoising Wiener filter and a reflectance-estimating Wiener filter obtained by locally propagating the noise covariance matrix. We will derive the filter by means of Bayesian inference (see e.g. [24] ).
A. Edge Preserving Noise Reduction in the Camera Response Domain
In a first stage we derive an edge preserving denoising Wiener filter by Bayesian inference. Hence we need some reasonable assumptions about the distribution p͑ć͒ of noiseless sensor responses ć and a likelihood model p͑c ͉ ć͒ of noisy sensor responses c given a noiseless sensor response ć. These prior distributions are then used to calculate the posteriori distribution p͑ć ͉ c͒ by Bayes theorem. We use the maximum a posteriori (MAP) value for the noise-reduced image pixel. We make the following three assumptions about the prior distributions.
Prior Distribution p͑c ͉ ć ͒ of a Noisy Sensor Response Given a Noiseless Sensor Response
Our likelihood model is based on the simplified assumption
where ć is the noiseless sensor response and ⑀ is additive noise following a normal distribution with zero mean and diagonal covariance matrix ⑀ ϳ N͑0,K ⑀ = 2 I͒. This noise model neglects the signal dependency of noise as described in Eq. (2), but agrees with the noise model used by the reflectance-estimating Wiener filter shown in Subsection 2.B. The noise covariance matrix can be estimated using captured targets [22] .
The resulting likelihood model is also normally distributed and has the form
Prior Distribution p͑ć ͒ of a Noiseless Sensor Response
We assume a normal distribution of noiseless sensor responses. This distribution varies at different image regions depending on their content. To estimate mean and covariance matrices, we use an m ϫ m rectangular window C͑i , j͒ centered on the pixel location of interest ͑i , j͒.
We could simply use all image pixels within such window without any distinction to estimate the parameters of the normal distribution. This leads to unsatisfactory results, especially in regions with edges where the spatial samples generally do not follow a normal distribution. Estimating the prior normal distribution from the spatial neighborhood in this way results in a blurry denoised image. Even if the error rates can be reduced [19] , preserving edges in spectral image reconstruction is an important attribute of overall image quality.
To model the parameters of the normal distribution p͑ć͑i , j͒͒ we assume that the noise-free pixel value at position ͑i , j͒ is a linear combination of all observed (noisy) pixel values within the window C͑i , j͒, that is,
where w͑i , j͒ is the m 2 -dimensional weight vector and M͑i , j͒ is the n ϫ m 2 -dimensional matrix that contains the window's noisy pixel values as column vectors. We will indirectly model the distribution of noiseless sensor responses p͑ć͑i , j͒͒ by means of the distribution of the weight vector w͑i , j͒. We assume that w͑i , j͒ follows a normal distribution p͑w͑i , j͒͒ = N͑w ͑i , j͒ , K w ͑i , j͒͒. As a consequence p͑ć͑i , j͒͒ = N͑M͑i , j͒w ͑i , j͒ , M͑i , j͒K w ͑i , j͒M͑i , j͒ T ͒ is also normal in full agreement with our previous assumption. Our remaining aim is to model the distribution p͑w͑i , j͒͒ so that the final Wiener denoising filter preserves edges.
Inspired by the idea of bilateral filters [25] we want to construct weights so that the contribution of each window-pixel arranged in M͑i , j͒ depends on its spatial and range difference to the pixel at position ͑i , j͒. The weight parameters can be calculated similarly to bilateral filters. For the widely used Gauss kernel the spatial and range weight factors are given as
where ͑k , l͒ and ͑i , j͒ identify spatial pixel positions within the image, c͑k , l͒ and c͑i , j͒ are the corresponding noisy sensor responses, and the parameters spatial 2 and range 2 control the decay of the two weight factors. The joint weight of a bilateral filter is the product of spatial and range weights normalized to all pixels c͑k , l͒ within the window C͑i , j͒ (see Fig. 1 
͑13͒
To preserve edges we set the mean value w ͑i , j͒ of p͑w͑i , j͒͒ equal to the weight vector of the bilateral filter, that is, ∀͑k,l͒ C͑i,j͒: w ͑k,l͒ ͑i,j͒ = w bilateral ͓͑k,l͒,͑i,j͔͒, ͑14͒
where the index ͑k , l͒ of the m 2 -dimensional vector w ͑k,l͒ ͑i , j͒ indicates the component that will be multiplied with the corresponding pixel in the linear combination shown in Eq. (10) . As a result the mean value of p͑ć͑i , j͒͒ equals the image at position ͑i , j͒ after convolving it by the bilateral filter, that is,
To model the covariance K w ͑i , j͒ of p͑w͑i , j͒͒, different approaches are reasonable. We believe that the variance of weight values corresponding to pixels that are similar to c͑i , j͒ and located closer to ͑i , j͒ should be larger than that of different and far-off pixels. In other words, we want to reduce the chance of a pixel that is different and far away from the pixel at position ͑i , j͒ having large influence within the linear combination (10) . At the same time, the contribution of pixels that are similar and closer to the center pixel is allowed to vary more. For this reason and considering uncorrelated weights the covariance matrix K w ͑i , j͒ is set to be diagonal with the component-wise square of w ͑i , j͒ in the diagonal.
These choices of mean w ͑i , j͒ and covariance matrix K w ͑i , j͒ allow a simple calculation of the corresponding parameters of p͑ć͑i , j͒͒: Each pixel within the window area C͑i , j͒ is weighted by the bilateral filter weight č͑k,l͒ = w bilateral ͓͑k,l͒,͑i,j͔͒c͑k,l͒. ͑16͒
Using these weighted pixels the mean and covariance matrix can be calculated as
where Č ͑i , j͒ is an n ϫ m 2 matrix that contains the weighted pixels~͑k , l͒ , ͑k , l͒ C͑i , j͒ as column vectors.
The considerations above yield the distribution of noiseless sensor responses at each position ͑i , j͒ of the image as p͑ć͑i,j͒͒ = N͑c͑i,j͒,K͑i,j͒͒. ͑19͒
Posterior Distribution p͑ć ͑i , j͉͒c͑i , j͒͒ of a Noiseless Sensor Response Given a Noisy Sensor Response
To denoise the image we want to estimate the noiseless sensor response ć at each pixel position from the given noisy sensor response c. For this reason we use Bayes theorem to calculate the posteriori distribution p͑ć ͉ c͒. This distribution is again normal and has the following form at a pixel position (i,j) (see e.g. [24] ):
͑21͒
is the denoising Wiener filter. The MAP estimate is the mean W d ͑i , j͓͒c͑i , j͒ − c͑i , j͔͒ + c͑i , j͒ of the posteriori distribution. Based on the assumptions this value is also the minimum mean-square estimator of the noiseless sensor response ć͑i , j͒.
B. Reflectance Estimation from Noise-Reduced Pixels
In a second stage we will derive the Wiener reflectance estimation from the already noise-reduced pixels by means of Bayesian inference. For this reason we need some reasonable assumption regarding the prior distribution of reflectances p͑r͒ and the likelihood model p͑ć͑i , j͉͒r͑i , j͒͒, which is the distribution of a noise-reduced pixel ć͑i , j͒ given the reflectance r͑i , j͒ at image location ͑i , j͒. We make the following assumption regarding these prior distributions: 
Prior Distribution p͑ć ͑i , j͉͒r͑i , j͒͒ of a Noise-Reduced Sensor Response Given a Reflectance
Our likelihood model is based on the simplified camera model described in Subsection 1.A,
where r͑i , j͒ is the reflectance spectrum corresponding to image location ͑i , j͒, ⑀ is the remaining noise already attenuated by the Wiener filter shown in Eq. (21), and ć͑i , j͒ is the noise-reduced sensor response. Based on the assumption of Subsection 2.A the remaining noise ⑀ follows a normal distribution with zero mean and a covariance matrix similar to the covariance matrix of the posteriori distribution shown in Eq. (20) . Hence the likelihood model is also normally distributed and has the form
where K͑i , j͒ is defined in Eq. (18) and W͑i , j͒ is the Wiener denoising filter defined in Eq. (21).
Prior Distribution p͑r͒ of Reflectance Spectra
We assume a normal distribution of reflectances. As mentioned in Subsection 1.B a beta distribution or mixture of normal distributions would be more appropriate [20] . However, using such prior distributions the complexity of the resulting posteriori distribution would increase drastically, and its maximization would become much more difficult and time-consuming. Therefore, our choice is a tradeoff between accuracy and complexity and agrees furthermore with the assumptions on which the reflectanceestimating Wiener estimation is based.
We make a small modification to these assumptions by not using a zero mean but estimating the mean r from a representative set of reflectances. This allows us to consider additional information to improve the estimation accuracy. In case reflectances of paintings have to be estimated, spectrophotometric measurements of palette colors typically employed by artists [26] can be used as a representative set, for instance. The covariance matrix K r can be estimated by a Toeplitz matrix [27] or by using a set of representative reflectances as well. The final prior normal distribution of reflectance has the form p͑r͒ = N͑ r ,K r ͒. ͑24͒
Posterior Distribution p͑r͑i , j͉͒ć ͑i , j͒͒ of a Reflectance Given a Noise-Reduced Sensor Response
Applying Bayes theorem on the prior distributions results in the posteriori distribution, which is again normal (see e.g. [24] ),
is the reflectance-estimating Wiener filter from the already noise attenuated pixel at position ͑i , j͒. The filter is similar to the standard reflectance-estimating Wiener filter shown in Eq. (4) except that the noise covariance matrix is replaced by the noise covariance matrix after Wiener denoising [see Eq. (20)]. The MAP estimate is the mean W r ͑i , j͓͒ć͑i , j͒ − ⍀ r ͔ + r of the posteriori distribution. Based on our assumptions this value is also the minimal mean-square estimator of the actual reflectance at image position ͑i , j͒.
C. Edge Preserving Spatio-Spectral Wiener Estimation
In the final step we insert the mean of the posteriori distribution [Eq. 
where the denoising Wiener filter W d ͑i , j͒ is defined in Eq. (21), the reflectance-estimating Wiener filter W r ͑i , j͒ for the already denoised pixel is defined in Eq. (26) , and the weighted average c͑i , j͒ is defined in Eq. (17) . As a combination of edge preserving noise reduction and spectral reconstruction that does not require additional spatial information, the joint reflectance estimation preserves edges. In the case of vanishing noise another property of this estimation is that it reduces to the standard Wiener estimation described in Subsection 1.B shifted by a constant spectrum. For this hypothetical case K ⑀ = 0 applies and Eq. (27) reduces to ͑28͒ which equals the standard Wiener reflectance estimation shifted by a constant reflectance. By setting the mean reflectance r to zero in Subsection 2.B.2 as assumed by the Wiener reflectance estimation the constant reflectance is also zero and the edge preserving spatio-spectral Wiener estimation reduces to the standard Wiener reflectance estimation for the noise-free case.
EXPERIMENTS
The aim of the experiments is to investigate the accuracy of the Edge Preserving Spatio-Spectral Wiener estimation (EPSSW) for different noise levels. As reference methods the standard Wiener estimation (W) described in Subsection 1.B and the Murakami et al.
Spatio-Spectral
Wiener estimation (SSW) described in Subsection 1.C are used. In addition to the spectral RMS accuracy of the methods we are especially interested in their edge preserving behavior. We used for our experiments two spectral images from the Joensuu Spectral Image Database [28] (see Fig. 2 ) and the METACOW image [29] (see Fig.  3 ). All images are freely available on the Internet. The Joensuu images are used as examples of natural images. The METACOW image was selected because it is completely noise free and contains distinct edges and spectra that are adjusted to be metameric under illuminant CIED65 and have a large color difference under illuminant CIE A as shown in Fig. 3 . By rendering the reconstructed spectral images for illuminant CIE D65 any color difference between the front and rear of a cow indicates some degree of relative spectral reconstruction error. To visualize the edge behavior of each method we also used a simple image consisting of two nested rectangles (see Fig. 4 ) Using the camera model described in Subsection 1 we virtually captured each of the test images and disturbed it by different magnitudes of signal-dependent and signalindependent noise according to the noise model shown in Eq. (2) . For this reason we calculated noise for each combination of 1 , 2 = 0 , 0.002, . . . , 0.02 and added it to the noise-free camera image. For each considered spectral image this results in a set of 121 different noisy camera images that were used as the input of the spectral reconstruction methods. For rendering the camera images we used the spectral sensitivity measurements of a modified Sinar-based six-channel camera (i.e., n = 6) shown in Fig.  5 and CIE D65 as well as CIE F11 for the acquisition illuminant. All spectra are sampled in the range from 400 nm to 700 nm in 5 nm steps resulting in a sampling number of N = 61.
To estimate the reflectance covariance matrix K r we used spectral reflectances of 1269 Munsell color chips freely available at the Information Technology Dept., Lappeenranta University of Technology, Finland. The noise covariance matrix K ⑀ is set to K ⑀ = ͑ ͱ 0.5 1 + 2 ͒ 2 I. Since the covariance matrices K r and K ⑀ are utilized by every considered method in a similar way any estimation errors of these matrices have similar impact on the results. In this context it is helpful to emphasize that the SSW method reduces to the standard W estimation in the case of vanishing noise. To estimate the mean reflectance r utilized by the EPSSW method we used the same 1269 Munsell reflectances.
The parameters 1 and 2 that model the spatial correlation in the SSW estimation are set to 0.97. The decay parameters of the bilateral weights introduced in Eqs. (11) and (12) are set to spatial =2, range = 0.1 for all experiments. For the spatio-spectral methods a 5 ϫ 5 pixel window was chosen, i.e., m = 5. Table 1 summarizes all method parameters.
RESULTS AND DISCUSSION
Mean spectral RMS errors for signal-dependent and signal-independent noise are shown in Fig. 6 for the investigated images and for both acquisition illuminants. Table 2 shows some colorimetric and spectral RMS results for the acquisition illuminant CIE D65 and distinct noise levels. For the spatio-spectral methods the error rates increase much more slowly with increasing noise levels compared with the Wiener estimation. Especially for high noise levels the spectral reconstruction accuracy of the spatio-spectral methods is significantly higher than that of the W estimation. For the image youngគgirl at high noise levels the spectral errors of the spatio-spectral methods are nearly half the size of those of the W estimation. It seems to be a real advantage to add spatial information in the reconstruction process especially if the noise level is high. Figure 7 illustrates these reconstruction error differences. In the case of noise the reconstructed images rendered for illuminant CIE D65 show a much larger hue shift for the W estimation than for the spatio-spectral methods. This can be seen from the METACOW cutout image shown in Fig. 8 as well. Using the W estimation the spectral reconstructions from images with low SNR show large color differences between the cow's front and rear when rendered for illuminant CIE D65. This indicates a large reconstruction error of the original CIE D65-based metameric spectra. Such distinct color shifts cannot be observed for the spatio-spectral methods even if the SNR is very low. The examples indicate that for color-related applications additional spatial considerations could also increase the reconstruction accuracy perceptibly. However, it should be mentioned in this context that the objective of all investigated methods is to minimize the average spectral RMS error and not to minimize the color error. Especially for dark colors spectral RMS differences do not correlate well with color differences, and small spectral RMS errors might result in huge color errors. Therefore, the colorimetric results shown in Table 2 should be understood as a supplement to give the reader a rough idea of the magnitude of perceived differences for the conducted experiments.
For the unlikely case of a noise-free system the error rates of all methods are nearly similar. In that special case the difference between the EPSSW method and the other methods in terms of the average spectral RMS error results from the choice of a nonzero mean spectrum r of the prior distribution p͑r͒ as described in Subsection 2.C. For natural images and small noise levels a mean spectrum that is also derived from natural reflectances achieves smaller average spectral RMS differences. This can be seen in Table 2 for the images fruitandflowers and youngគgirl. A zero mean spectrum of the prior distribution p͑r͒ as used by the W and SSW method performs better in case of the synthetic METACOW image with a background reflectance that equals zero as well.
In our experiments the average RMS error rates of the spatio-spectral methods are at the same level. For most of the investigated images, noise levels, and acquisition illuminants, the EPSSW method achieves slightly smaller error rates than the SSW method. However, there are exceptions where the SSW method performs better in terms of the average spectral RMS error, e.g., for the METACOW image captured under illuminant CIE F11 (see Fig. 6 ).
If we focus on the edge preserving behavior of the methods the situation is different. Since the W estimation is a pixel-wise estimation, edges are preserved by construction. Therefore, we are more interested in the behavior of the spatio-spectral methods. We can see in Figs. 7 and 8 that the SSW estimations for low SNR become blurry. This is especially noticeable in Fig. 8 at the specular highlights. In contrast the EPSSW-based spectral image reconstructions show sharp edges and validate our effort to construct an edge preserving estimation method. To show the different edge behavior of the methods we utilize the simple test image shown in Fig. 4 . It can be seen in Fig. 9 that the edges of the centered rectangle are blurred by the SSW method. Pixels on one side of the edge are influencing the reconstruction on the other side of the edge. Such halo effects are distracting in many imaging applications (e.g., in high-dynamic-range tone mapping), and we believe they also reduce the quality of the reconstructed spectral images. As intended by our statistical modeling using bilateral weights of neighboring pixels the EPSSW-based reconstruction in Fig. 9 also shows sharp edges.
The halo effects observed in the SSW-based reconstructions result from the global choice of the spatial correlation parameters 1 and 2 . On one hand the global parameter choice is an advantage since the estimation matrix can be calculated also globally, and it is possible to reduce the computational effort significantly. On the other hand such global-based correlation assumption is usually invalid in many image areas. To avoid the resulting halo effects the correlation parameters 1 and 2 or even the whole matrix K x [see Eq. (6)] need to be adapted locally (e.g., by also using bilateral weighting). Unfortunately, this requires the inversion of an nm 2 ϫ nm 2 -dimensional matrix as shown in Eq. (5) for each pixel. For our sixchannel camera ͑n =6͒ and 5 ϫ 5 window ͑m =5͒ this means the inversion of a 150ϫ 150 matrix for each image pixel.
This leads us to some concluding words regarding computational complexity of the investigated methods:
The W estimation is global with a fixed N ϫ n dimensional filter matrix, where N describes the spectral sam- pling number. For each pixel location this matrix needs to be multiplied with the pixel's sensor response. For our experimental setup these are N · n = 366 multiplications. The global SSW method as described in Subsection 1.C requires for each pixel position the multiplication of the N ϫ nm 2 -dimensional filter matrix with a nm 2 -dimensional vector. In our experiments these are N · nm 2 = 9150 multiplications. In contrast to the W and SSW method the EPSSW method is locally adaptive. For each pixel the main computational effort is needed for the following:
• Calculating m 2 weights [see Eq. (13) • Inverting an n ϫ n-dimensional matrix and multiplying two n ϫ n-dimensional matrices to calculate the Wiener denoising filter [see Eq. (21)];
• Multiplying the denoising n ϫ n-dimensional Wiener filter matrix with the n ϫ n-dimensional local covariance matrix of sensor responses to update the noise covariance matrix, inverting an n ϫ n-dimensional matrix, and multiplying an N ϫ n-dimensional matrix with an n ϫ n-dimensional matrix to calculate the Wiener reflectance estimating filter matrix [see Eq. (26)];
• Multiplying an n-dimensional vector with the n ϫ n-dimensional Wiener denoising matrix and multiplying an n-dimensional vector with the N ϫ n-dimensional reflectance-estimating Wiener filter matrix [see Eq. (27)] In addition, to calculate the m 2 -dimensional weight vector, which requires the evaluation of exponential functions, nm 2 + n 2 m 2 +4n 3 + Nn 2 + n 2 + Nn = 4512 multiplications are necessary at each pixel location in our experiments. Using nonoptimized MATLAB code the required run time of the EPSSW method was approximately twice that of the SSW method.
Therefore, the decision to favor the EPSSW method over the W or SSW estimation depends on the special application and factors such as noise level, reconstruction accuracy needs, importance of preserving image edges, and run time requirements.
CONCLUSION
An edge preserving spatio-spectral Wiener estimation method was derived by Bayesian inference. Edge preserving is ensured by statistically modeling the local prior distribution of sensor responses by means of bilateral weights. The noise covariance matrix is updated after Wiener denoising and propagated to the spectral reconstruction Wiener filter. This allows the combination of denoising and spectral reconstruction in a single operator. Simulation experiments on a six-channel camera system utilizing different test images, signal-dependent and signal-independent noise, and two different acquisition illuminants validate the performance of the method. Especially for images with small SNR the proposed method reduces the average spectral RMS reconstruction error significantly compared with the widely used W estimation. Simultaneously it preserves edges and avoids halo effects. We provide a test implementation of the method as a MATLAB script on the first author's website (www.idd.tu-darmstadt.de/color/papers). This can serve as a starting point for performance-optimized implementations.
