Abstract. Given an elliptic diffusion operator L defined on a compact and connected manifold (possibly with a convex boundary in a suitable sense) with an L-invariant measure m, we introduce the non-linear p−operator Lp, generalizing the notion of the p−Laplacian. Using techniques of the intrinsic Γ2-calculus, we prove the sharp estimate λ ≥ (p − 1)π p p /D p for the principal eigenvalue of Lp with Neumann boundary conditions under the assumption that L satisfies the curvature-dimension condition BE(0, N ) for some N ∈ [1, ∞). Here, D denotes the intrinsic diameter of L. Equality holds if and only if L satisfies BE(0, 1). We also derive the lower bound π 2 /D 2 + a/2 for the real part of the principal eigenvalue of a non-symmetric operator L = ∆g + X · ∇ satisfying BE(a, ∞).
Introduction
Estimating the principal eigenvalue of second-order operators is an important topic for various reasons. In numerical analysis, the principal eigenvalue corresponds to the convergence rate of numerical schemes, and good estimates can lead to an optimization of these schemes. On the other hand, the first eigenvalue often corresponds to the optimal constant of Poincaré-type inequalities. While a good understanding of such constants is important for numerical purposes, it can be useful for purely mathematical reasons too (see for instance the solution of the Yamabe problem [15] ). Finally, in quantum mechanics, the principal eigenvalue describes the energy of a particle in the ground state (see for instance [10] ), whereas in thermodynamics, it gives a lower bound on the decay rate of certain heat flows (see [25] ).
Given its physical and mathematical importance, the first eigenvalue of the Laplace-Beltrami operator on compact Riemannian manifolds with Neumann boundary conditions has been studied in various articles: one of the first remarkable results was [20] in 1960, where Payne and Weinberger showed the sharp estimate λ ≥ π 2 /D 2 for the first eigenvalue of the Laplacian defined on a convex and bounded open subset of R n with diameter D. In 1970, by relating the principal eigenvalue of L to the isoperimetric constant of a Riemannian manifold, Cheeger showed in [8] that the principal eigenvalue can be estimated by a quantity depending only on the diameter, the Ricci-curvature and the dimension. In 1980, assuming non-negative Ricci-curvature, Li and Yau ( [16] ) showed the estimate λ ≥ π 2 /4D 2 for any compact Riemannian manifold, possibly with convex boundary, using a gradient estimate technique. In 1984, Zhong and Yang finally derived the sharp estimate λ ≥ π 2 /D 2 using a barrier argument (see [27] ). Afterwards, Chen and Wang ( [9] ), and also Kröger ([13] ), recovered this result independently by comparing the principal eigenvalue to the first eigenvalue of a one-dimensional model space. While Chen and Wang used a variational formula, Kröger used a gradient comparison technique. Meanwhile, more general linear elliptic operators have been studied, and in [5] , Bakry and Emery introduced intrinsic objects like a generalized metric Γ, a Hessian H, a diameter D, and Ricci curvature R related to a so-called diffusion operator L. They also introduced a curvature dimension condition solely depending on L, which is now known as BE(κ, N ), where κ is a lower bound for the curvature and N an upper bound for the dimension. In general, N does not coincide with the topological dimension of the manifold. In the year 2000, Bakry and Qian used techniques similar to [13] to obtain the sharp estimate λ ≥ π 2 /D 2 for the principal eigenvalue of L assuming the condition BE(0, N ) for some N ∈ [1, ∞) and ellipticity (see ( [7] ). Thereby, they also obtained sharp results for positive or negative lower bounds on the Ricci-curvature. It is worth remarking that positive bounds are a lot easier to deal with and that Lichnerowicz already obtained the sharp estimate λ ≥ κN in 1958, where κ > 0 is a lower bound for the Ricci-curvature and N the dimension of the manifold (see [17] ).
Recently, the attention has turned towards non-linear operators, especially the so-called pLaplacian whose applications range from the description of non-Newtonian fluids (see [4] ) to non-linear elasticity problems ( [19] ). Remarkably, the principal eigenvalue of the p-Laplacian could also be linked to the Ricci flow (see [26] ). In 2003, Kawai and Nakauchi showed the lower bound λ ≥ 1 p−1 π p p (4D) p for the principal eigenvalue of the p−Laplacian with Neumann boundary conditions assuming non-negative Ricci-curvature and p > 2. Here, π p denotes one half of the period of the so-called p-sine function. Similarly to [7] , they used a gradient comparison technique which they proved with a maximum principle involving the p-Laplacian. In 2007, Zhang improved this result to λ ≥ (p − 1)π p p /(2D) p for any p > 1, assuming non-negative Riccicurvature and at least one point with positive Ricci-curvature. In 2012, assuming non-negative Ricci-curvature, Valtorta finally obtained the sharp estimate λ ≥ (p − 1)π p p /D p valid for the first eigenvalue of the p−Laplacian for any p ∈ (1, ∞). The first improvement in his proof was a generalization of the celebrated Bochner formula to the linearization of the p-Laplacian, which yielded an improved gradient comparison with a one-dimensional model space using a maximum principle argument. The second improvement was a better estimate for the maximum of the eigenfunction, motivated by the techniques in [7] . In [18] , these results were extended to negative lower bounds for the Ricci-curvature using similar techniques with a slightly more complicated model space.
In this paper, we combine the approaches of [7] and [24] and define a non-linear p-operator L p , which arises from a generic elliptic diffusion operator L defined on a compact differentiable manifold which is allowed to have a convex boundary (in a suitable sense). More precisely, we define L p u := Γ(u) p−2 2 (Lu + (p − 2)H u (u, u)/Γ(u)), where Γ is the so-called Carré du Champ operator, which can be seen as a metric on T * M induced by L. Using intrinsic objects similar to [7] and constraints which solely depend on the operator L, we generalize the approach by [24] . In particular, we prove the following theorem: Theorem 1.1. Let M be a a compact and connected smooth manifold with an elliptic diffusion operator L with a smooth and L-invariant measure m and let λ be the principal Neumanneigenvalue of the p−operator L p u := Γ(u)
and if the boundary of M is either empty or convex, then the sharp estimate We emphasize that the constraints are satisfied by a much larger class than the LaplaceBeltrami operators. For instance, every operator, which satisfies the condition BE(κ, N 0 ) for some κ > 0 and N 0 < ∞, satisfies BE(0, N ) for some large N > N 0 if M is compact. In particular, our result applies to certain Bakry-Emery Laplacians in the form of L = ∆ g + ∇φ · ∇.
The rest of this paper is organized as follows: in section 2, we briefly review the definitions of Γ 2 -calculus introduced by Bakry, Emery, and Ledoux ( [5] , [6] ), define the p-operator and discuss the existence of the first eigenvalue. In section 3, we prove Theorem 1.1. More precisely, we prove a generalized p-Bochner formula for the linearization L u p of L p and use a self-improvement property of the BE(0, N ) condition similar to [7] to obtain a good estimate for L u p (Γ(u) p 2 ). Next, we use a maximum principle argument in the fashion of [24] to compare the gradient of the eigenfunction with a suitable one-dimensional model space. This also yields a maximum comparison similar to [24] and allows us to obtain a sharp estimate for the principal eigenvalue. In the case N = ∞ the maximum comparison breaks down and we obtain a weaker estimate, which we expect not to be sharp. We will also address the question of equality: While the estimate is sharp regardless of the dimension, equality can only be attained if dim(M ) = 1 and L = ∆ g for some Riemannian metric g. In particular, L must satisfy the condition BE(0, 1), which is in line with the results obtained by Hang and Wang in [12] and Valtorta in [24] . Similarly to the p-Laplacian, we expect the introduced p-operator to be useful to model various non-linear problems in physics.
In section 4, we turn our attention towards non-symmetric operators of the form L = ∆ g +X·∇ for some Riemannian metric g, that is, operators that might not possess an invariant measure. Non-symmetric operators are important in quantum mechanics (see [?] ) and can be used to describe damped oscillators. It is a well known fact that such operators have a discrete and typically complex spectrum. Only recently, in [3] , Andrews and Ni proved a lower bound for the first eigenvalue of the so-called Bakry-Emery Laplacian, which is symmetric with respect to a conformal measure. The main ingredient in their proof is a comparison theorem for the modulus of continuity of solutions of the heat equation with drift, which is a variation of the argument in the celebrated proof of the fundamental gap conjecture by Andrews and Clutterbuck (see [1] ). In 2015, Wolfson proved a generalized fundamental gap conjecture for non-symmetric Schrödinger operators. In the same spirit, we generalize the results obtained in [3] to nonsymmetric operators; that is, we do not require the first order part to be the gradient of a function. Here, we restrict ourselves to the linear case p = 2. More precisely, we will prove the following theorem: Theorem 1.2. Let (M, g) be a compact and connected Riemannian manifold, possibly with a strictly convex boundary together with a non-symmetric diffusion operator L = ∆ g + X · ∇ satisfying BE(a, ∞). Let λ be a non-zero eigenvalue of L with Neumann Boundary conditions. Then one has the estimate
where D is the diameter of the Riemannian manifold.
The main difference to the result in [3] is that we do not impose any additional constraints on the first order term X, whereas [3] requires X to be the gradient of a function φ. Such operators are called Bakry-Emery Laplacians and have the invariant measure e −φ dV ol, which implies that the spectrum is real. If X is not a gradient, then even the principal eigenvalue is generally complex.
We follow [3] to prove the theorem: indeed, we compare the decay of a heat flow associated with the operator L to the decay of the heat flow in a one-dimensional model space, and the estimate is obtained by using a maximum principle argument. Contrary to the proof of the first theorem, the argument relies heavily on the Riemannian geometry induced by the operator L. The distortion of the geometry induced by the first order term X will only play a minor part. Although the eigenvalue comparison with the model space is sharp, we prefer to state the lower bound π 2 /D 2 + a/2, which is not sharp, but more useful. A better lower bound can be obtained through a better understanding of the model function.
For the non-linear case p = 2, it is not even clear if an eigenvalue exists. Even if the existence could be established, our methods would not be applicable: the approach we used to obtain the sharp estimate for the principal eigenvalue of the non-linear p-operator explicitly exploits that L is self-adjoint with respect to the invariant measure m, particularly that λ is real, whereas the argument in our second approach relies heavily on the linearity of L. Hence, it does not seem that they could be generalized to the non-symmetric, non-linear case.
2. Preliminaries 2.1. The geometry of diffusion operators. We repeat the basic definitions of Γ 2 -calculus in the setting of a smooth manifold and refer to [6] for a good introduction. Let M denote a connected smooth manifold, which is allowed to have a boundary.
is defined to be an elliptic diffusion operator if for any smooth function ψ : R r → R, any f, f i ∈ C ∞ (M ) and at every point x ∈ M one has
and Γ(f, f ) ≥ 0 with equality if and only if df = 0. Here, Γ denotes the so-called Carré du Champ operator; that is,
One easily verifies that diffusion operators are exactly all linear, possibly degenerate elliptic differential operators depending only on the first and second derivatives but not on the function itself. If L is elliptic, then the operator Γ induces a Riemannian metric g which satisfies Γ(f, f ) = |∇ g f | 2 and L = ∆ g + X · ∇ g for some vector field X. If C = ∇ g φ for some smooth function φ then L is called Bakry-Emery Laplacian and one easily verifies that L is the Laplace-Beltrami operator of some metricg if and only if φ is constant.
In order to view the pair (M, L) as a metric measure space we need the following definitions:
Definition 2.2. We say that a locally finite Borel measure m is L-invariant if there is a generalized function ν such that
holds for all smooth f, g. ν is called the outward normal function and is defined to be a set of pairs
Furthermore, we say that m is smooth if the pushforward of m by any chart of M has a smooth density with respect to the Lebesque measure.
and the diameter of M by D := sup{d(x, y)|x, y ∈ M }.
The above definitions can be iterated to produce the Hessian and Γ 2 -operator. These operators will then induce a geometry on (M, L). Definition 2.4. For any f, a, b ∈ C ∞ (M ), we define the Hessian by
and the Γ 2 −operator by
The Hessian only depends on the second order terms of L and thus can be seen as the Hessian of some Riemannian metric g. On the other hand, Γ 2 also depends on first order terms of L and thus induces a geometry which in general cannot be seen as a Riemannian object.
and the Ricci-curvature by R := R ∞ , where we use the convention 1/∞ = 0.
We say that L satisfies BE(k, N ) (the Bakry-Emery curvaturedimension condition) if and only if
for any f ∈ C ∞ (M ). This inequality is called the curvature dimension inequality.
Remark 2.1. The Bochner-formula implies that ∆ g satisfies BE(κ, N ) if and only if ric ≥ κ and dim(M ) ≤ N , but in general, the curvature-dimension condition does not have such an intuitive meaning. For instance, one can easily show that the Ornstein-Uhlenbeck operator L(f ) := ∆f − x · ∇f on M = R N induces the Euclidean distance and satisfies BE(1, ∞). However, one has R N ≡ −∞ for all N ∈ [1, ∞). So we see that the geometry induced by L is very different from the geometric situation in R N equipped with the standard inner product.
In spite of such unexpected behaviour, the Ricci curvature turns out to be computable in an easier way. Indeed, in [22] , Sturm showed a generalized Bochner formula: Theorem 2.1. For any diffusion operator defined on a Riemannian manifold, we have
HS denotes the square of the Hilbert-Schmidt norm of the Hessian, that is,
When studying the principal eigenvalue, the geometry of ∂M will also play an important part, hence we make the following definition. Definition 2.6. Let ν be the outward normal function, U ⊂ M be an open set, and φ, η ∈ C ∞ (U ), such that Γ(ν, η), Γ(ν, φ) ≡ 0 on U ∩ ∂M . Then we define the second fundamental form on ∂M by
If for any φ ∈ C ∞ (U ) as above with Γ(φ) > 0 on ∂M ∩ U we have that II(φ, φ) ≤ 0 on ∂M ∩ U , then we say that ∂M is convex or that M has a convex boundary. If the inequality is strict, we say that M has a strictly convex boundary.
As an example, we consider the Bakry-Emery Laplacian L = ∆ḡ + ∇ḡφ · ∇ḡ for some Riemannian metricḡ and a smooth function φ. We define the conformal metric g := e − 2 N φg and let m = dV ol g ,m = dV olḡ. Obviously, we have e φ m =m. Using the divergence theorem one can easily see that m is L-invariant. Furthermore, one can show that the Ricci-curvature of L is the Ricci-curvature ofḡ plus a first-order perturbation of the metricḡ which can be controlled by the C 2 -norm of φ. So if ricḡ ≥ κḡ and φ is not too big with respect to its C 2 norm, we obtain R ≥ κ ′ Γ for some 0 < κ ′ < κ. Now the Bochner formula, the inequality ∆g = (tr H) 2 ≤ dim(M )|H| 2 HS , and the Cauchy-Schwarz inequality imply that L satisfies BE(κ ′ , N ) for some finite N > dim(M ).
p-operators.
In this section, we will assume that M is a closed manifold and L an elliptic diffusion operator with a smooth L-invariant measure m. The measure m induces the space W 1,p (M ) and we can use the Riemannian metric induced by L to define the spaces C k,α (M ). We define the p−Operator to be the natural generalization of the p-Laplacian.
and the main part of its linearization at f by
Lψ + (p − 2)
The p−operator can often be seen as a first order perturbation of a p−Laplacian: Let L = ∆g + ∇φ · ∇ for some Riemannian metricg. Then we have Γ(f ) = |∇f | 2 g and H = Hg. Hence, we have
Next we would like to define an eigenvalue of L. Adjusting for scaling factors, we expect an eigenfunction u with eigenvalue λ to satisfy
in a suitable sense. Since L p u will not be defined everywhere, we have to integrate the equation. We start with the following lemma which can easily be deduced from the invariance of m.
This formula suggests the following weak eigenvalue equation. Homogeneous Neumann boundary conditions will arise naturally from this definition if M has a non-empty boundary.
Definition 2.8. We say that λ is an eigenvalue of L p if there is a u ∈ W 1,p (M ), such that for any φ ∈ C ∞ (M ) the following identity holds:
By density, this also holds for all φ ∈ W 1,p (M ).
Choosing φ ≡ 1, we see that M u|u| p−2 dm = 0 unless λ = 0. This a priori constraint allows us to show the existence of the principal eigenvalue using standard variational techniques. Lemma 2.2. Let M be a compact and smooth Riemannian manifold with an elliptic diffusion operator L and a smooth L-invariant measure m. Then the principal eigenvalue of L p (with Neumann boundary conditions) is well-defined and the eigenfunction u is in C 1,α (M ) for some α > 0. u is smooth near points x ∈ M satisfying Γ(u)(x), u(x) = 0, and in C 3,α and C 2,α for p > 2 and p < 2, respectively, near points with Γ(u)(x) = 0 and u(x) = 0.
Proof. This follows from using the direct method of the calculus of variations to compute the quantity
The regularity statement follows from [23, Theoem 1] and standard Schauder estimates.
Remark 2.3. Near interior points where Γ(u) does not vanish, we have L p (u) = −λu|u| p−1 and one easily shows that Γ(u, ν) |∂M ≡ 0. Since M u|u| p−2 dm = 0, u must change its sign and the eigenvalue equation is invariant under rescaling, so we can assume without loss of generality that min u = −1 and max u ≤ 1.
Eigenvalue Estimate for the p-Operator
In this section, we prove a sharp estimate for the principal eigenvalue of L p . Throughout this section, we will assume that M is compact and connected and L an elliptic diffusion operator with invariant measure m = dV ol. If M has a non-empty boundary, we assume it to be convex. We define λ to be the principal eigenvalue of L p with Neumann boundary conditions and u the corresponding eigenfunction, with min u = 1 and max u ≤ 1. Finally, we assume that L satisfies
and the p-sine function is defined implicitly for
It is natural to think that this operator minimizes the principal eigenvalue amongst all admissible operators. However, they do not always turn out to be suitable comparison models. Given a model function w, we would like to use the function u • w −1 to estimate the diameter from below. This will only be optimal if max u = max w. If max u = 1, the one-dimensional eigenvalue equation will be a good comparison model, otherwise, we will consider a relaxed equation dampening the growth of w to give max w = max u. More precisely, we follow [24, section 5] and consider for any n ∈ (1, ∞) the equation
where a ≥ 0 and T is a solution of the differential equation T 2 /(n − 1) = T ′ , that is, either T = −(n − 1)/t or T ≡ 0. If T ≡ 0, this is simply the eigenvalue equation, otherwise, it can be seen as a relaxed eigenvalue equation. For any n ∈ (1, ∞), we will denote the solution corresponding to T = −(n − 1)/t and a ≥ 0 by w a and for ease of notation we define w ∞ to be the solution corresponding to T ≡ 0.
We define α := (λ/(p − 1)) 1 p and note that the differential equation implies that for any t > a which is close to a, one has w ′′ a (t) > 0, so there exists a first time b = b(a) such that w ′ a (b(a)) = 0 and w ′ a > 0 in (a, b(a)). In particular, the restriction of w a to [a, b(a)] is invertible and we identify w a = w a | [a,b(a)] . Finally, we define δ(a) := b(a) − a to be the length of the interval and m(a) = w a (b(a)) to be the maximum of w a . As we have seen, δ(∞) = π p /α and m(∞) = 1 for any λ > 0.
In order to compare the maximum and gradient of an eigenfunction u and w a , we need to understand the behaviour of the solutions of Equation (2) and the asymptotic behaviour of the functions m and δ. This is done in the following two theorems.
Theorem 3.1. For any λ > 0, equation (2) has a solution w a ∈ C 1 (0, ∞) which is also in
The solution depends continuously on n, λ, and a in terms of local uniformal convergence of w a and w ′ a in (0, ∞). Additionally, for each solution there is a sequence t i ∈ (0, ∞) with t i → ∞ and w a (t i ) = 0.
Proof. This follows from basic ODE theory (see [24, section 5] ).
Theorem 3.2. For any n > 1, the function δ(a) is continuous on [0, ∞) and strictly greater than π p /α. Furthermore, for any a ∈ [0, ∞) we have
Proof. Continuity just follows from continuous dependence of the data. The rest of the proof is a bit technical, but straightforward: The statement is true for a = ∞, hence it suffices to show that δ is decreasing and m is increasing (see [24, section 5] ).
Gradient comparison.
In this subsection, we compare the gradient of the eigenfunction with the gradient of the model function in the one-dimensional model space. Following [24] , we will prove the gradient comparison using a maximum principle involving the linearization L u p . The first step to generalize the p-Bochner formula:
where
Proof. We can assume that Γ(u)(x) = 1, since both sides scale in the same way. In an environment of x we have that u ∈ C 3,α , so we can perform all of the following computations. Since L is a diffusion operator, we have
For the next calculation we use the chain rule (see Lemma 3.2 below)
Finally,
Now, using that A u = H u (u, u) for Γ(u) = 1 and the fact that (p−2)(p−4)−(p−2) 2 +p(p−2) = (p − 2) 2 for the A u terms on the right-hand side, the claim follows.
In the proof, we have used Lemma 3.2. Let a, b, c ∈ C 2 (M ) and f : R → R be smooth, then
Furthermore, we have
and
Proof. This follows directly from the diffusion property of L.
To apply the maximum principle argument, we will have to estimate the term L u p (Γ(u) p 2 ) from below. Afterwards, we will rewrite the inequality in terms of a model function which satisfies a certain differential equation and can be expressed in terms of u. We can replace the L p (u) terms by −u|u| p−1 and bearing in mind that the first derivatives of a function vanish at a maximum point, we will be able to replace the A u terms, too. Hence, the last ingredient is a good estimate for the Γ 2 term. 
where we use the convention 1/∞ = 0 and ∞/∞ = 1. For n = 1, we get
Proof. Since Γ(u)(x) = 0, it holds that u ∈ C 2,α near x, so all of the following calculations can be performed. Since both sides scale in the same way, we can assume that Γ(u)(x) = 1. The condition BE(0, N ) implies BE(0, n), so we can assume that n = N . If N = 1, then the condition BE(0, N ) implies BE(0, dim(M )) which gives A u = tr H u = Lu and the result follows immediately by using the estimate Γ 2 (u) ≥ (Lu) 2 . If N = ∞, we use the trivial estimate Γ 2 (u) ≥ |H u | 2 HS ≥ A 2 u , so we can assume that 1 < N < ∞. The idea is that the curvaturedimension inequality has a self-improvement property (see [7] for the linear case): Let v be an arbitrary smooth function. Since L satisfies BE(0, N ), we have at x
Now we define the quadratic form
and let φ ∈ C ∞ (R) be a smooth function. By assumption, we have B(φ(u), φ(u))(x) ≥ 0. Using that Γ(u)(x) = 1 and H u (u, u)(x) = A u (x), we have the following identities at x:
This gives
Now for any a, we can choose a function φ such that φ ′ (u(x)) = a and φ ′′ (u(x)) = 1, so equation (3) becomes a non-negative, quadratic polynomial in a and hence must have a non-negative discriminant, that is:
This, however, is equivalent to
where the last equality can be verified by direct computation.
Remark 3.1. The advantage of the self-improvement property is that it automatically gives a sharp estimate which is not immediate if we chose a local framework and discard certain terms. Although the estimate for N = 1 seems slightly weaker, it is in fact just as strong since
2 A u ≡ 0 in one dimension. Before we prove the gradient comparison, we summarize the results we have obtained so far:
Corollary 3.1. Let u be an eigenvalue of L p , x ∈ M and Γ(u)(x) = 0 and let n ≥ N and n > 1.
Proof. This follows directly from Lemma 3.1, Lemma 3.3, and the strong eigenvalue equation
We are now able to prove the gradient comparison with a suitable one-dimensional model function. The proof is motivated by [24, Theorem 4.1]. 
Proof. We can assume that [min(u), max(u)] ⊂ (w(a), w(b)) by replacing u by ξu and letting ξ ր 1 afterwards. The regularity theory for ordinary differential equations gives that w is smooth on (a, b). Using the chain rule we see that it is equivalent to prove
for all x ∈ M . In order to prove this, let φ(u(x)) := w ′ (w −1 (u(x))) p and ψ ∈ C 2 (R) be a positive function which will be specified later. Define
It suffices to show that F ≤ 0. Since M is compact, F attains its maximum in x ∈ M . Furthermore, we have φ(u) > 0, so it suffices to consider the case Γ(u)(x) > 0. If p > 2, then we have u ∈ C 3,α around x and all the following computations can be performed. We will explain below how to modify the proof in the case 1 < p < 2. At the point x, we have
. This is obvious if x lies in the interior: Γ is induced by a Riemannian metric on T * M so we get Γ(F, ·)(x) = 0, which implies the first identity. On the other hand, L u p is elliptic away from critical points of u and the first-order derivatives of F vanish, which implies the inequality L u p (F )(x) ≤ 0. If x lies on the boundary, we need to be more careful: it is immediate that Γ(F, ·)(x) vanishes in all directions tangent to the boundary, in particular, Γ(F, u)(x) = 0 since Γ(u,ν)| ∂M ≡ 0. Moreover, the Neumann boundary conditions and the convexity of ∂M imply at x
whereν is the outward normal function at x. This gives Γ(F,ν)(x) = 0 and since x is a maximum point, this implies that the second derivative in normal direction must be non-positive. Obviously, all the second-order derivatives in tangent directions must be non-positive as well, so the ellipticity yields L u p (F )(x) ≤ 0, as desired. Now the identity Γ(F, u)(x) = 0 and the product and chain rule imply at x that
which yields
Next, we would like to take a closer look at the inequality L u p (F )(x) ≤ 0. We compute at x, using the diffusion property of L, that
On the other hand, using the product and chain rule Lemma 3.2, we compute
Using these two identities as well as (4), the strong eigenvalue equation and Γ(u)
Now the idea is to use Corollary 3.1 to estimate L u p (F ) further and express the resulting inequality in terms of w. Since w satisfies a differential equation, an appropriate choice of ψ will enforce F ≤ 0. If n = ∞ and T ≡ 0, the proof stays the same with the conventions ∞/∞ = 1 and 1/∞ = 0. Noting that we have excluded the case Γ(u) = 0 and using Corollary 3.1, equation (4) as well as Γ(u)
On the other hand, we easily verify that
Combining these identities and summing up the u|u| p−2 terms, we get that
The last part of the proof is similar to [24, Theorem 4.1] and we only include it for the convenience of the reader. We consider the function φ(s) := w ′ (w −1 (s)) p and the chain rule gives
On the other hand, by our assumption there exists t ∈ (a, b) with w(t) = u(x), so we obtain at x or t respectively that
Now since T is one of the solutions of T
In order to treat the terms b and c, we define
for some h which is still to be determined. Using that w solves (2), we compute
Now we recall that by definition
such that (7) and a direct computation give
On the other hand, we have
which is again verified by direct computation. Now according to Lemma 3.4 below, f can be chosen such that b, c > 0, that is, 0 ≥ bF + cF 2 ≥ bF which implies F ≤ 0 as desired (choosing f rather than h does not make a difference since w is invertible and w ′ > 0).
In the proof, we have used Lemma 3.4. Let α, β be defined as in (8), (9) . Then for every ǫ > 0 there exists a smooth
Proof. The proof relies on properties of the model function w and uses the Prüfer transformation (see [24, Lemma 5.2] ).
Remark 3.2. If 1 < p < 2 and u(x) = 0, it only follows that u ∈ C 2,α near x. If this happens, the p-Bochner formula is not directly applicable. However, since the gradient of u does not vanish in an environment U of x, the set U ′ := U ∩ {u = 0} is dense and open in U . u is smooth in U ′ and thus satisfies the strong eigenvalue equation, and hence we can replace the term Γ(u,
, and these two terms cancel out because φ ′′ (u) includes a −λu|u| p−2 term as well. So we have for x ′ ∈ U ′ that L u p (F )(x ′ ) converges as x ′ → x and we also denote the limit by L u p (F )(x). We easily verify that 0 ≥ L u p (F )(x) is still valid. By definition of L u p (F )(x), the identity (6) still holds with the two diverging terms canceled out. Now we can proceed as in the normal proof.
Maximum comparison.
In this subsection, we use the gradient comparison to compare the maximum of the eigenfunctions and the model functions. Again, our approach is to generalize the idea of [24] . Let u be an eigenfunction of L p with Neumann boundary conditions satisfying min u = −1 and max u < 1. We assume that L satisfies the condition BE(0, N ) for some N ∈ [1, ∞) where we emphasize that we have excluded the case N = ∞. Let n ≥ N and n > 1. By Theorem 3.2, there exists a solution w a to (2) 
where a ∈ [0, ∞). For ease of notation, we will write w := w a unless specified. The differential equation implies that w ′′ stays positive until the first root of w, so w has a unique root t 0 ∈ (a, b). By Theorem 3.3, the gradient comparison
holds. We will obtain the maximum comparison by comparing the volumes of small balls with respect to certain measures. In order to do that, we let g := w −1 • u and define the measure
The first step in our volume comparison is the following theorem, which can be seen as a comparison theorem for the density of µ. This result can also be stated in a more convenient way, as we will soon see: b) ) with H ≥ 0 and consider the ordinary differential equation
Since H has compact support, the singularities at the boundary are avoided, so after rewriting the equation, existence follows by the Picard-Lindelöf theorem (w(t) can be seen as a coordinate change). We therefore have 2 . So using that K ′ = G, we obtain at points where u is in C 2,α , that is, at non-critical points,
Now we consider the closed (hence compact) set C := {p ∈ M |Γ(K(u)) = 0}. If dim(M ) = 1, we can just integrate between critical points. So we assume that dim(M ) ≥ 2 and choose a cut-off
Using the partial integration formula Lemma 2.1 together with Γ(u,ν) ≡ 0 and (11), we get
The right-hand side of (11) is integrable on M and the second term vanishes on C. Since u ∈ C 1,α (M ), |C| = 0 is only possible if C contains open points. Near such a point, we either have G(u) ≡ 0 or Γ(u) ≡ 0. In the latter case, the weak eigenvalue equation implies u ≡ 0 near such points, so the first term vanishes on C up to a set of measure 0, too. Hence, letting ǫ → 0, the left-hand side of (12) converges to
On the other hand, the right-hand side of (12) is identically zero on C, and we can estimate using the Cauchy-Schwarz inequality
Here, the last statement is implied by the Bishop-Gromov volume growth theorem, valid for the metric measure space (M, d, m) with the dimension upper bound N ≥ dim(M ) ≥ 2 (see [21, Theorem 4] , an elliptic operator cannot satisfy a condition BE(0, N ′ ) for N ′ < dim(M ), which is easily seen since this would also imply tr H = L). Since Γ(φ) ≡ 0 on M \ B 2ǫ (C), we finally obtain
Now using the gradient comparison Theorem 3.3 and the definition of µ, we get
With the identities (10), this reads
On the other hand, using Fubini's theorem and
Combining this with (13), we obtain
Since this is valid for any non-negative function H ∈ C ∞ c ((a, b) ), we get
for any s ∈ (a, b), where g is the density of µ. Multiplying by w|w| p−2 /(w ′ |w ′ | p−2 ), we get
But this is exactly the derivative of E, so the theorem is proven.
In order to prove the maximum comparison, we want to compare the volumes of small balls near critical points. Therefore, we need the following lemma: Lemma 3.5. For ǫ sufficiently small, the set u −1 [−1, −1 + ǫ) contains a ball with radius r ǫ , where
Proof. Let x 0 ∈ M be a minimum point, that is, u(x 0 ) = −1 and x ∈ M be another point. By the gradient comparison, we have Γ(w −1 (u)) ≤ 1, so by the definition of the distance function
and since w is increasing, we must have u(x) < −1 + ǫ, which proves the claim. Now we are able to prove the following volume comparison: Proof. This proof is in spirit of [24, Theorem 6.5] . We define the measure γ := t n−1 dt on [0, ∞). Let ǫ > 0 be small enough such that Lemma 3.5 is applicable and that −1 + ǫ ≤ −1/2 1 p−1 . Hence, for u ≤ −1 + ǫ we have −u|u| p−2 ≥ 1/2. Also, the point in time t, where w 0 (t) = −1 + ǫ, occurs before the first zero of w 0 , so Theorem 3.5 implies E(t) ≤ E(t 0 ) =: C. Multiplying this inequality by − s a w 0 |w 0 | p−2 dγ > 0, we get
On the other hand, with r ǫ from Lemma 3.5, we get
since for a = 0, we have w 0 (r ǫ ) = −1 + ǫ.
This finally allows us to prove the desired maximum comparison which will always provide a suitable model function:
Proof. This is obvious if max(u) = 1, so we can assume that max(u) < 1. Assuming the assertion were wrong, then by the continuous dependence of the data there would exist a solution of the differential equation (2) with the same λ, a = 0, and n ′ > n, in particular n ′ > N , whose first maximum would still be bigger than max u. By Lemma 3.3, the gradient comparison would still hold and so would the volume comparison Theorem 3.6, that is, for r sufficiently small,
This, however, contradicts the Bishop-Gromov theorem (see [21, Theorem 4] ): since the metric measure space (M, d, m) satisfies BE(0, N ) and thus also CD e (0, N ), we get for small r and some constant c ′ > 0 m(B x 0 (r)) ≥ c ′ r N which contradicts the first estimate for small values of r.
Sharp estimate.
We can now combine the estimates for gradient and maximum with the theory of the one-dimensional model. As we have seen, in the one-dimensional case with L = ∆, the first eigenvalue is (p − 1)π p /D p where D is the diameter, so the next result is sharp.
Theorem 3.7. Let M be compact and connected and L be an elliptic diffusion operator with invariant measure m. We assume as well that L satisfies BE(0, N ) for some N ∈ [1, ∞) and if the boundary is non-empty, we assume it to be convex. Let λ be the principal eigenvalue of L p with Neumann boundary conditions. Then we have the sharp estimate
where D is the diameter associated with the intrinsic metric d.
Proof 
Since δ a = π p /α if and only if a = ∞, we obtain that max(u) = 1 is a necessary, but, as we will see, not sufficient condition for equality to hold.
and notice that P is locally uniformally elliptic in the open set M \ {Γ(u) = 0}. The firstorder term P 0 is made in a way such that P(e) ≥ 0. Indeed, the chain rule gives
Combining this with the p−Bochner formula, the strong eigenvalue equation, some algebraic manipulations as well as the identity p(p − 2) − (p − 1) 2 = −1, we obtain 
by the equality assumption. Now by the intermediate value theorem, we have
In particular, the function w −1 • u attains the maximum in the definition of the distance to some boundary point, so we obtain that there is a point z ′ ∈ C 1 with Γ(w −1 • u)(z ′ ) = 1. Hence, e ≡ λ/(p − 1) in C 1 , and since this holds on E anyway, we get that e ≡ λ/(p − 1) on M . Now by the regular value theorem, the level sets {u = t} are smooth submanifolds of dimension dim(M ) − 1 for any|t| < 1, and so are the sets D t := C 1 ∩ {u = t)}. In order to get a useful frame, we define the map Φ :
This is well-defined by the standard theory for ordinary differential equation since u is regular in D 0 , and because the differential equation enforces Φ(x, t) ∈ D t so the solution cannot blow up. In particular, we get Im(Φ) ⊂ C 1 . Smooth dependence on the data implies that Φ is smooth. Uniqueness gives that Φ is a bijection onto C 1 : surjectivity follows, since we can solve the differential equation backwards from a point x ∈ D t , and if Φ(x, t) = Φ(y, t ′ ), then we first have t = t ′ and also x = y because otherwise we could solve the differential equation backwards and obtain two distinct solutions starting at Φ(x, t) contradicting uniqueness. Now we would like to use the parametrization Φ to get a better understanding of the geometry of C 1 : given a smooth functionṽ, we define v(t, x) :=ṽ(0, x) and note that v is smooth, too. Since the differential of a function is perpendicular to its level sets we have
We remark that this also implies Γ(u, ·) = Γ(u) ∂ ∂t since ∂ ∂t u = 1 in the chosen coordinate frame. Now the important observation is that since P(e) ≡ 0, we have A 2 u = |H u | 2 HS and this implies H u (a, b) = ηΓ(u, a)Γ(u, b) for a smooth function η, which we do not need to determine. This gives
where we used that Γ(u, v) identically vanishes on the level sets of u. This implies that Γ(v)(x, t) = Γ(x, 0) which forces M to be one-dimensional: if we assume that D 0 has more than two points, say x and y, then we can find a smooth functionṽ withṽ(x, 0) −ṽ(y, 0) > 0 and Γ(ṽ) ≤ 1. We define v(x, t) :=ṽ(x, 0) and rescale by a constant c, such that Γ(v)| D 0 ≤ 1. Then we have v(x, t) − v(y, −t) = c(ṽ(x, 0) −ṽ(y, 0) > 0 for any t ∈ [0, D/2) and the above consideration gives that Γ(v) ≤ 1 on D 0 × (−D/2, D/2). We have also seen that Γ(u, v) = 0, so using the chain rule, we can directly compute
If we definev(x, t) := v(x, t) − v(y, −t), we get that Γ(v) = Γ(v) and similarly for w −1 • u, so we have
for t sufficiently close to D/2, a contradiction. Thus, it follows that the level sets are discrete and hence dim(M ) = 1. On the other hand, we have P(e) = 0 since e is constant, so it follows that R(u, u) ≡ 0 and since M is one-dimensional, we have that R ≡ 0.
Finally, we would like to check if the necessary conditions derived in Theorem 3.8 are sufficient. We consider the one-dimensional manifold with boundary M := [−D/2, D/2] and a general diffusion operator L(u) = ∆ g u + bu ′ for some smooth function b and metric g. Since all Riemannian manifolds in one-dimension with the same diameter are isometric, we can assume that g is the Euclidean metric, hence Lu = u ′′ + bu ′ and Γ(u) = u ′ u ′ . Let λ be the principal eigenvalue of L p and assume that equality holds in the eigenvalue estimate (14) , that is, λ coincides with the principal eigenvalue of ∆ p . Let u be the first eigenfunction of L p and w be the first eigenfunction of ∆ p on [−D/2, D/2]. Theorem 3.8 implies that equality holds in the gradient comparison, that is,
But this ODE is also solved by w and w satisfies the same boundary conditions as u at −D/2 which implies w ≡ u. On the other hand, we have
Hence equality is attained by all Laplace Beltrami operators in onedimension or equivalently, all operators which satisfy BE(0, 1). If M does not have a boundary, we can proceed in a similar fashion so we have proven Theorem 1.1. We end this section by demonstrating that although equality can only be attained for dim(M ) = 1, the estimate is still sharp if we restrict ourselves to an arbitrary integer dimension. Let N ∈ N with N ≥ 2 and D > 0. The idea is to construct a thin tube which collapses to the onedimensional model space. Precisely, we choose D ′ , such that πD ′ < D and define the product
but does not satisfy BE(0, N ′ ) for any N ′ < N . Now let w D ′ be the first eigenfunction of (∆g) p on S 1 with metricg := D ′ g S 1 . Let λ D ′ be the eigenvalue of w D ′ , then we have
Since the diameter depends continuously on a we can chose a = a(D ′ ) in a way such that
p /D p so the estimate cannot be improved.
Non-symmetric operators
In this section, we extend our methods to non-symmetric diffusion operators, that is, operators without an invariant measure, more precisely, we prove Theorem 1.1. We restrict ourselves to the linear case p = 2 as it does not seem like our approach could be generalized to the non-linear case.
We consider a smooth manifold M with dim(M ) = N and an elliptic diffusion operator L which satisfies BE(a, ∞) for some a ∈ R. We equip T * M with the metric Γ and use the distance function d induced by L, and (M, g) thus becomes a Riemannian manifold, where g is the metric on T M coming from the metric Γ on T * M . As described in Section 2, using the metric g we can write L = ∆ g + X · ∇ for a suitable vector field X. We consider the Neumann eigenvalue problem
where we require ∂M to be strictly convex. We emphasize that contrary to [3] , X does not have to be the gradient of a function and hence L might not possess and invariant measure. N now denotes the extrinsic dimension of L which at least coincides with the intrinsic dimension of ∆ g .
Eigenvalues of non-symmetric operators with Neumann boundary conditions can be shown to exist by standard methods but apart from the trivial eigenvalue λ = 0, they are generally complex (see for instance [14, Theorem 3.2, Chapter 3, Section 3]). Still, the standard Schaudertheory gives smoothness of the eigenfunctions.
Again, we will compare the principal eigenvalues of the operator and a one-dimensional model space. Since the principal eigenvalue of the model space is hard to compute, the result in Theorem 1.1 is not sharp. By using the principal eigenvalue rather than π 2 /D 2 + a/2 as a lower bound, it becomes sharp but less useful. Furthermore, the lower bound π 2 /D 2 + a/2 is the best among all linear functions in a (see [3] ), which is enough for most applications.
4.1. Modulus of continuity comparison principle. Similar to [3] , we show a comparison theorem for the decay of a heat equation with drift. Since every eigenfunction of L with eigenvalue λ corresponds to a solution of a heat equation with decay-rate Re(λ), this will be a suitable eigenvalue comparison, too. For the next theorem, we define the operatorL on
where L x , L y act on the first or second component, respectively. This also induces a metricΓ = Γ x + Γ y . For the first-order vector field we get the decompositioñ X = X x + X y . We recall that given a metric space M with diameter D and distance d a continuous function ϕ : [0, D/2] → R + is called a modulus of continuity of a function u :
Γ y (r, r) ≡ 1, which implies X(Γ y (r, r)) = 0. Now for any s, we choose a normal coordinate frame involving the orthonormal base e i (s), and since γ is a geodesic we have that
where we used that all Christoffel symbols vanish at s and that in the chosen chart, we have γ ′ (s) = ∂ N . On the other hand, we have dr = γ ′ which gives
again since γ is a geodesic and all the Christoffel symbols vanish. We proceed to prove the lemma. Bearing in mind the asymmetry of the e N andẽ N derivative, we define
where we use the metric to produce the dual vectors e * i (s) := g(e i (s), ·) ∈ T * γ(s) M . A is obviously symmetric, and as a sum of non-negative matrices, it is non-negative itself. Since {e i |1 ≤ i ≤ N } is an orthonormal base, we have with equality if r = 0. Similarly as above, γ i is an orthogonal variation of the length minimizing geodesic γ, so the first derivative of L(γ i (r, ·)) is zero. On the other hand, using the second variation formula, we get R(r, r)
where we used that L satisfies BE(a, ∞) and Γ(r, r) ≡ 1. The claim follows.
4.2.
A lower bound for the principal eigenvalue. We are now in the position to prove Theorem 1.1. The idea is, as usual, to compare the eigenfunction of L with an eigenfunction of a one-dimensional model space. M is compact), φ(s, 0) is a modulus of continuity of Re(u) and Im(u) for C sufficiently large. Furthermore, v, and hence also Re(v) and Im(v), satisfy a heat equation with drift. φ obviously satisfies the other constraints of Theorem 4.1, so we get that φ(·, t) is a modulus of continuity of the real and imaginary part of v(·, t) for any t ∈ R + . Since v is non-constant, this can only happen if v has more decay than φ, that is, Re(λ) ≥λ. This proves the theorem sincẽ λ →λ asD ց D. BE(a, ∞) . Therefore, the result in Theorem 4.2 is sharp. By constructing collapsing warped product manifolds similar to the previous section, one can see that the estimate is sharp even if we restrict ourselves to an arbitrary dimension. However, as can be seen in [3] , Theorem 1.1 is not sharp, even in the smaller class of operators which can be written as a Bakry-Emery Laplacian. The reason is that there is no good understanding of the principal eigenvalue of the model function.
Proof

