Abstract-Identifying cohesive subgroups in networks, also known as clustering is an active area of research in link mining with many practical applications. However, most of the early work in this area has focused on partitioning a single network or a bipartite graph into clusters/communities. This paper presents a framework that simultaneously clusters nodes from multiple related networks and learns the correspondences between subgroups in different networks. The framework also allows the incorporation of prior information about potential relationships between the subgroups. We have performed extensive experiments on both synthetic and real-life data sets to evaluate the effectiveness of our framework. Our results show superior performance of simultaneous clustering over independent clustering of individual networks.
I. INTRODUCTION
Clustering of network data [14] , [15] , [18] , [10] , [20] , [19] has been an active research area in data mining and machine learning, spurred by the availability of rich collection of relational data in biological, social, and bibliographic network domains. The objective of clustering is to partition a network into cohesive groups of nodes in such a way that the nodes within a group are highly connected with each other and are mostly disconnected from nodes in other groups. Identifying closely-knit groups in a network has many practical applications, such as for functional module identification in biological networks, community finding in online social network users, and subgroup detection in criminal and terrorist networks.
Network data are typically represented as graphs and most of the early research in this area has focused on clustering nodes in a single graph [14] , [15] , [21] , [20] . There have been recent efforts to extend the problem to clustering multiple graphs. For example, Tang et al. [17] proposed a linked matrix factorization approach for fusing information from multiple graph sources. However, their approach was designed to cluster multiple graphs in which each graph represents a specific type of proximity relation between the same set of nodes in a given multi-mode network. Lin et al. [11] also investigated a similar problem using a relational hypergraph factorization approach to detect communities of users based on various social contexts and interactions. The focus of this paper is to simultaneously cluster multiple networks of heterogeneous nodes, taking into consideration the correspondences between the subgroups. Our formulation differs from previous studies in co-clustering [4] , [1] and k-partite graph clustering [12] , [3] in that it incorporates the connectivity between nodes of the same type into the clustering process (unlike k-partite graph clustering which considers only links between nodes of different types). The distinction between the various clustering problems is illustrated in Figure 1 .
Our work on clustering multiple networks of heterogenous nodes is motivated by its many potential applications. For example, it can be used to simultaneously find clusters of scientific papers and clusters of authors working in the same research areas. Similarly, it can also be used to perform joint clustering on Wikipedia articles and editors of the Wikipedia pages. The multiple networks may also represent relational data from different domains. For example, one could perform joint clustering of Wikipedia editors and Digg 1 users, where the links between Wikipedia editors and Digg users are established based on the content similarity between the edited Wikipedia pages and the submitted news stories in Digg. The advantages of multi-network clustering are that
• Attribute set of nodes in individual networks may not be rich enough for the purpose of clustering.
• An individual network may have noisy or partially observed links. In such a case the link structure may be enhanced by considering information from other associated networks. A naive approach for multi-network clustering is to partition each network separately. Such an approach is useful when the link structure and subgroup information in different networks are independent of each other. However if the networks are related to each other, then the link structures in the individual networks are not only characteristic of the respective networks but often contains implicit information about the underlying clusters of other related networks. In such a scenario, we expect a joint clustering would enhance the performance of the clustering algorithm.
Our contribution in this paper is to present a framework for simultaneous clustering of multiple networks by jointly factorizing their adjacency matrices to obtain the clusters. Our framework is equally applicable to clustering multiple networks created from heterogeneous nodes of the same source (e.g., Wikipedia articles and editors) or nodes from different sources (e.g., Wikipedia editors and Digg users) as long as the corresponding links between nodes in different networks can be established. Another important contribution is that the framework can be extended to incorporate prior knowledge about the potential correspondences between subgroups in different networks. We have performed extensive experiments on both synthetic and real-world data to compare the performance of joint clustering against independent clustering. Our results assert the superior performance of joint clustering over independent graph clustering, especially when prior information is used.
The remainder of this paper is organized as follows. Section II presents the related work on clustering network data. Section III formalizes the multi-network clustering problem. Section IV describes the proposed framework along with formal proofs of convergence and correctness. Section V presents the experimental results, followed by conclusions and suggestions for future work in Section VI II. RELATED WORK Clustering of nodes in a network [14] , [15] , [20] has been studied for a long time as a graph partitioning problem. The general goal is to partition the graph in such a way that the intra-cluster links (links within each partition) are maximized and inter-cluster links (links between partitions) are minimized. To this extent, several approaches have been successfully applied, including techniques based on spectral clustering [2] , [16] , multi-level graph partitioning [6] , [7] , and matrix factorization approaches [21] . All of these algorithms focused on partitioning a homogeneous set of nodes into clusters or communities. There has also been considerable research towards identifying multiple overlapping clusters in networks [19] and finding evolving communities in a dynamic network [11] , [18] .
Recent research has also focused on simultaneous clustering of bipartite graphs constructed from related sets of heterogeneous data, such as documents-words, productsusers, blogs-bloggers, etc. Such clustering problems are often referred to as co-clustering or multi-way clustering in the literature. Long et al. [13] investigated the problem of co-clustering as a matrix factorization problem and derived multiplicative update formulas for identifying the clusters. Dhillon et al. [4] presented a framework for co-clustering that minimizes the loss in mutual information between the original joint distribution of related data and the corresponding joint distribution of the clustered data. The essence of different co-clustering algorithms has been captured in [12] where inter-related data types are represented as a k-partite graph and clusters are learned using Bregman's divergence as the objective function.
Other learning problems on multiple networks such as classification and ranking have recently attracted the attention of the research community. Kato et al. [8] developed a label propagation algorithm on multiple networks that automatically integrates structure information brought in by multiple networks. Ding et al. [22] has combined information from multiple graphs for document recommendations. Cheng et al. [3] also developed a recommendation algorithm based on performing a query dependent random walk on a kpartite graph. In summary, the past work can be categorized into clustering on single network, co-clustering k-partite graphs and learning problems such as classification and ranking on multiple networks. To the best of our knowledge, there has been no work on jointly identifying related communities using prior information from multiple heterogenous networks.
III. PRELIMINARIES
For brevity, we consider a multi-network clustering problem for a given pair of networks. Our formulation can be extended to more than two networks.
Let
be a pair of graphs associated with two networks, where V i is the set of nodes associated with graph G i and E i ⊆ V i × V i is the corresponding set of edges between the nodes. The objective of multi-network clustering is to create sets of partitions
, where each c j ∈ [0, 1] is the degree of membership node v j belongs to cluster partition P ij .
In the independent clustering approach, the cluster membership functions g 1 and g 2 are learnt separately using their corresponding adjacency matrices. To simplify the notation, let A be the adjacency matrix associated with graph G 1 , where
is the adjacency matrix for graph G 2 , where
In addition, we assume there is a third set of edges E 3 ⊆ V 1 × V 2 connecting the nodes between G 1 and G 2 . We denote the adjacency matrix for these edges as C, i.e.,
In this study, the cluster partitions are obtained by decomposing the adjacency matrix representation of a graph into a product of its latent factors. In particular, we seek to minimize the distance function D(A B) between the adjacency matrix A and the product of latent factors B, where:
Note that if ij A ij = ij B ij = 1, the distance function reduces to Kullback-Leibler divergence measure. Depending on the application domain, the adjacency matrix C is either readily available as part of the data or needs to be estimated from the data. For example, consider the document-document network (A) and author-author network (B). Both networks are naturally linked by a documentauthor bipartite graph C. In another example, consider two networks constructed from Wikipedia editors and Digg users. Suppose we want to simultaneously cluster these two user networks such that each cluster represent users with interest in certain topics like science, sports, entertainment, etc. Here there is no natural link matrix C that is readily available to perform joint clustering. Nevertheless, it can be estimated from the data. Two users from different networks are linked if the Wikipedia pages one of them have edited has high similarity value to the news stories submitted by the Digg user.
IV. PROPOSED FRAMEWORK
This section outlines our proposed framework for identifying cohesive subgroups in multiple networks. Our framework uses the non-negative matrix factorization technique given in [9] , [5] . Let A ∈ R n×n + and B ∈ R m×m + be the adjacency matrices of the graphs G 1 and G 2 , respectively, whereas C ∈ R n×m + be the adjacency matrix for the links between nodes in G 1 and G 2 . Here R + represents set of non negative real numbers. Note that our framework is applicable to both directed and undirected graphs.
A. Joint Clustering of Multiple Networks
To simultaneously cluster the networks, we minimize the following objective function:
where X ∈ N ×k1 + and Y ∈ M ×k2 + are the corresponding cluster membership matrices for the two networks. The decomposition of A into a 3-factor XU X t instead of a 2-factor XX t enables the framework to deal with directed links [23] , [5] . The matrix V reflects the correspondence between the subgroups derived from the two networks.
The objective function can be written as follows:
Taking the partial derivatives of J with respect to X and Y yield the following( We omit the partial derivatives with respect to U, V and W due to lack of space)
Given the objective function (2) and its partial derivatives, one can solve for X, Y, U, V and W using a gradient descent approach. Here, we give a converging iterative matrix factorization based update formulas for the unknown factors:
The proofs of correctness and convergence of the update formulas are given in the Appendix section. 
B. Incorporating Prior Information
where the rows are the article clusters and the columns are the author clusters.
To incorporate prior, we first need to interpret the role of the V matrix in the objective function. As mentioned earlier, V is the between network cluster correspondence matrix. The elements of V matrix reflect the relationship between the clusters between the two networks.
The user supplied prior information P can be incorporated into the objective function (2) as
where λ is a parameter provided by the user. We call V = λV + (1 − λ)P as the adjusted correspondence matrix. The λ parameter in V controls the tradeoff between fitting V directly to the data and fitting V to the prior matrix P . If λ = 0, then the correspondence between clusters is given by the prior matrix. If λ = 1, then the formulation reduces to the joint clustering framework given in Equation (2) . In situations where the proportion of data scattered between the clusters in two networks is unknown, we can use a noninformative prior where P ij is 0 or 1 indicating whether the i th article cluster is related to j th author cluster (see Example 1).
V. EXPERIMENTAL EVALUATION
We have evaluated the effectiveness of proposed algorithm on both synthetic and real world network data.
Algorithm 1 Multi-network Clustering Algorithm
Input 
A. Synthetic Dataset
Our synthetic dataset is generated as follows. First, the number of nodes and number of clusters (k) in each network are given. In our experiment, the number of clusters in each network is fixed to be 4 with 1000 data points in each cluster. Within each cluster i, a link is created between any two nodes with probability p 1 . On the other hand, an inter-cluster link is created between a node in cluster i and nodes in other clusters in the network with probability p 2 . In addition, links are also created between nodes from different networks. We create links between networks G 1 and G 2 with probabilities q 1 and q 2 , where the former is the probability of link between corresponding clusters and the latter is the probability of noisy link between non-corresponding clusters. For example, if networks G 1 and G 2 have 4 clusters each, q 1 is probability of link between cluster i in network G 1 and cluster i in network G 2 . q 2 is the probability of link between cluster i in G 1 and cluster j in G 1 with i = j.
B. Real-world data set
Real-world data differs significantly from the synthetic data set in that it has varying cluster size, varying proportion of intra and inter cluster links and noise. To study the performance of the algorithm on a real-life data set, we downloaded data from Wikipedia and digg, a popular online social bookmarking Web site.
1) Wikipedia Dataset:
We use the Wikipedia dump from Oct-09-2009 for our experiments. We have chosen four topics as the ground truth clusters-Biology, Natural Science, Computer Science and Social Science. Each of the four topics are further divided into subtopics which are shown in Table I . We collected roughly 20K articles, with 5K articles in each category. After removing stubs and other smaller articles we were left with 10K articles and 53K editors (who have edited the articles). We removed articles/editors that do not have sufficient links (less than 3 links) with other articles/editors in our corpus. Our final data set contains 6403 articles and 5361 editors. A visual representation of the adjacency matrices of the article and editor networks is shown in Figure 2 . Our goal of clustering is to identify the 12 sub-categories in the article network and relate them to 4 categories in the editor network. The Wikipedia data set is particularly challenging. Firstly, the editors do not seem to have a fixed domain of interest. As seen in the spy plot in Figure 2 , a good proportion of editors have edited articles in all the four categories. We assign a ground truth label to each user based on the category for which the user has made the most number of contributions. Secondly, although each editor has his/her own Wikipedia page, many of these pages do not contain enough useful features that can be used to identify the cluster of an editor. Thirdly, the links between articles tend to be noisy. The article-article spy plot in Figure 2 shows 9 visually distinct groups even though there are 12 article clusters. This is because, in our sample, articles in Algorithms are highly connected to two other computer science topics.
2) Digg Data set: The digg dataset is used in conjunction with a sample of the Wikipedia dataset to illustrate the applicability of our framework to multiple networks from different domains. We first sampled 1938 digg users who have bookmarked URLs on three topics: Politics, Computer Science, and Natural Science. Our sample contains only those users whose bookmarked URLs are mostly in one topic to avoid assigning multiple topics to each user. We formed a user-user adjacency matrix from the URL-user matrix. Two users are linked if they have at least τ URLs in common.
Each URL bookmarked at digg.com has a title and a short description about the content of the web site. The digg urlword matrix and Wikipedia article-word matrix are then used to form a digg url -Wiki article matrix (G) where the entry G ij is the cosine similarity between i th URL and j th wiki article. Note that we considered only those Wikipedia users who have edited articles in the three topics mentioned above.
C. Clustering Results
In this section we discuss the results of joint clustering on both synthetic and real-world data sets.
1) Experiments with Synthetic Data:
Here we compare the performance of joint vs independent clustering by varying the inter-cluster link probability (p 2 ) in each network. These inter-cluster links can be interpreted as noisy links that confuse the clustering process. For network G 1 , we fix p 1 = 0.5 and vary p 2 from 0.05 to 0.45 with step size 0.1. The parameters for network G 2 are set to p 1 =0.6 and vary p 2 ∈{0.25,0.45}. We fix q 1 = 0.6 and q 2 = 0.5.For each step size, we ran the algorithm 20 times and report the average cluster purity for each network (see Figure  3 ). Clearly the joint clustering gives higher purity than independent clustering. 
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We also investigated the effect of noisy links between two networks. The parameters for network G 1 are (p 1 = 0.6, p 2 = 0.25) and network G 2 are (p 1 = 0.6, p 2 = 0.3). We set the probability of establishing a link between two related clusters in the different networks as q 1 =0.45. The probability of a noisy link between two clusters from the different networks (q 2 ) is varied from 0.05 to 0.45. As shown in Figure 4 , at low and medium noise levels joint clustering significantly outperforms independent clustering. when the noise level is high the independent clustering is as good as joint clustering.
2) Wikipedia: Independent Vs Joint Clustering: We first clustered the article network and user network independently and used it as our baseline result. As shown in Table II , independent clustering gives a purity of 0.36 and 0.42 for articles and users respectively. There are smaller isolated sub clusters within each cluster. In other words, the network data is such that each cluster is a forest with many connected components. There are no features to combine these connected components into one logical unit. On the other hand, the joint clustering gives a purity of 0.47 and 0.59 for articles and users respectively. This is because, the users act as intermediary features that join many of the sub clusters in the article network.
3) Wikipedia: Incorporating Prior:
In this section we analyze the effect of incorporating the prior matrix into the model. Figure 5 shows the estimated cluster correspondence matrix V = λV + (1 − λ)P for different λs. Notice that when λ = 1, we do not use any prior information and the algorithm wrongly associates the first user cluster with five article clusters (large V ij ). Similarly, it has predominantly associated the user cluster 2 (Natural Sciences) with single article cluster (Physics). When λ = 0, the clustering results are purely based on the non-informative prior P . When λ = 0.5, the algorithm can still correctly identify the corresponding clusters from the two networks. In addition, the clustering results using prior (with λ = 0.5) gives higher purity for user clusters than without using prior (λ = 1). 
4) Wikipedia and Digg:
Here, We linked the digg users with Wikipedia editors based on the similarity between words in the bookmarked URLs and words in the edited Wikipedia articles. There are three clusters in each network. Independent clustering of Wikipedia users gave an average purity of 0.43 whereas joint clustering gave an improved purity of 0.66. For Digg dataset, independent clustering gave a purity of 0.60 which marginally improved to 0.61.
VI. CONCLUSIONS
In this paper we have discussed the problem of learning cohesive subgroups and their correspondences in multiple related networks. Our experiments reveal that the joint clustering of multiple networks gives better results in terms of cluster purity. We have also introduced the idea of using a prior to guide the clustering process. Scalability of the formulation to networks having millions of nodes is a potential direction for future research. Towards this end, we plan to investigate online matrix factorization methods for joint partitioning of multiple related networks.
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