Abstract. In sensor network the coverage problem is very important to topology control, energy saving, routing and et al. Compared to the well known sensor model and exposure model, a modified sensor model and a modified exposure model are used to analyze the critical parameters for coverage. The modified sensor model can deal with more general conditions, and the modified exposure model is more reasonable than the known ones. Based on these models, the sensor physical characteristics and the target properties, we analyze the coverage problem mathematically and identify two critical speeds and two critical radii of influence of the sensor node. Using these results, it is easy to estimate the critical sensor density or the critical number of sensor nodes required to cover a given area.
Introduction
Recent technological advances in distributed embedded systems have prompted significant research efforts in both the industry and the academia. Among such systems, wireless ad-hoc sensor networks are particularly noteworthy due to their potentially numerous, economically attractive applications and their ability to bridge the interface between the user, and the physical world [1, 2] . Unlike traditional embedded systems, the new wireless sensor network nodes have remarkable computational and storage capabilities.
An important problem receiving increased consideration recently is the sensor coverage problem, centered on a fundamental question: How well do the sensors observe the physical space? In some ways, it's one of the measurements of the quality of service (QoS) of sensor networks. The coverage concept is subject to a wide range of interpretations due to a variety of sensors and applications. Different coverage formulations have been proposed, based on the subject to be covered (area versus discrete points) [3, 4] , the sensor deployment mechanism (random versus deterministic), as well as other wireless sensor network properties (e.g. network connectivity and minimum energy consumption).
For example, in the battlefield, the sensor nodes are randomly deployed to detect enemy movement. Upon detection, nodes transmit the information to the user via multi-hop communication. An important question in such scenarios is to determine the number of sensors to be deployed so that the entire area is covered and probability of detection is high. Deploying small number of nodes might leave blind spots or sensing holes, which can allow the enemy to pass through. Thus knowing the sensing capacity as a function of number of nodes to be deployed is crucial for design of sensor networks. Density of nodes is also a crucial parameter in scenarios where network is deployed to monitor environmental variables. Leaving blind spots in such cases can reduce the accuracy of the results obtained.
In the example described above, typically the target is a signal source, and the nodes receive the signal via a channel. Depending upon the strength of the signal received, the node detects the target. Thus the sensing capacity of the sensor network would depend upon the target characteristics as well as sensor sensitivity and calibration. Thus the density evaluation must take into account the nature and characteristics of both the sensor as well as the target.
In this paper we focus on the area coverage with random sensor deployment. All sensors have the same characteristics. Compared to the well known sensor model and exposure model in [3] [4] [5] [6] [7] , a modified sensor model and a modified exposure model are used to analyze the critical parameters for coverage. The modified models can deal with more general conditions. Based on the sensor physical characteristics and the target properties, we analyze the coverage problem mathematically and identify two critical speeds: the undetectable speed and partial detectable speed. When the target speed is greater than undetectable speed it can't be detected, and when the target originates from a sensor and its speed is greater than partial detectable speed, it can't be detected. We also identify two critical radii: the radius of complete influence and radius of no influence. The target within the radius of complete influence can be detected and the target beyond the radius of no influence can escape from the detection. Using these results, it is easy to estimate the critical sensor density or the critical number of sensor nodes required to cover a given area.
The remainder of the paper is organized as follows. In the next section we summarized the related work. Section 3 gives various models which are used to analyze the coverage problem. In section 4 we analytically evaluate the critical speeds and radii, and thus estimate the critical sensor density and number required to cover a given area. Section 5 gives the simulations which verify the theoretical result. The last section concludes the paper.
Related Work
The computational geometry method is often used to solve the coverage problems. The Art Gallery Problem [8] deals with determining the number of observers necessary to cover an art gallery room such that every point is seen by at least one observer. It has found several applications in many domains such as the optimal antenna placement problems for wireless communication. The Art Gallery problem was solved optimally in 2D and was shown to be NP-hard in the 3D case. Reference [8] proposes heuristics for solving the 3D case using Delaunay triangulation. Sensor coverage for detecting global ocean color where sensors observe the distribution and abundance of oceanic phytoplankton [9] is approached by assembling and merging data from satellites at different orbits.
It seems that Meguerdichian et al. [4] were among the first several researchers to identify the importance of using Delaunay triangulation and Voronoi diagram in sensor network coverage. Given a wireless sensor network, it is interesting in designing a localized algorithm that finds a path connecting a point s and a point t which maximizes the smallest observability of all points on the path. It is called the best coverage problem [4] . Meguerdichian et al presented a centralized method using the Delaunay triangulation to solve the best coverage problem. Their algorithm has the best possible time complexity among centralized algorithms. Compared to the best coverage problem, the worst coverage problem is to find the path that maximizes the distance of the path to all sensor nodes. Meguerdichian et al. presented a centralized method using the Voronoi diagram to solve the worst coverage problem.
Several related problems were also studied recently. The minimum exposure problem [5, 6] is to find a path connecting two points in the domain that minimizes the integral observability over the time traveled from the source point to the destination point. Using a multiresolution technique and Dijkstra and/or Floyd-Warshall shortest path algorithms, Meguerdichian et al. [5, 6] presented an efficient and effective algorithm for minimal exposure paths for any given distribution and characteristics of sensor networks. The algorithm works for arbitrary sensing and intensity models and provides an unbounded level of accuracy as a function of run time.
Adlakha et al [7] researched the critical density thresholds for coverage in wireless sensor networks. In [7] , Adlakha et al evaluated the critical number of nodes required for target detection in a sensor network. They used physical characteristics of sensors and target to derive an equation for effective sensor radius. Using this effective radius they estimated the critical density for coverage in sensor network. They incorporated physical characteristics of sensor and target in evaluating the sensing capacity of sensor networks. Such modeling enables sensor network design, where the user can decide the density of nodes to be used depending upon the target characteristics it is trying to detect as well the nature of sensor deployed.
The sensor models used in [4] [5] [6] [7] has no definition when the sensor and the target at the same position, and when the target is very close to the sensor, the value received by sensor can be greater than any given positive real number which isn't reasonable. Having these in mind, we can understand why the result in [7] is wrong when the sensor is very close to the target. Compared to the result in [7] , ours is more general and understandable.
Sensor Model
Sensing devices generally have widely different theoretical and physical characteristics. Thus, numerous models of varying complexity can be constructed based on application needs and device features. However, for most kinds of sensors, the sensing ability diminishes as distance increase. Given a sensor s and a target located at point p, Meguerdichian et al. [5, 6] defined the sensor model as
where d(s,p) is the Euclidean distance between the sensor s and the point p, the positive constants is the signal amplitude and k is sensor technology-dependent parameter.
From (1), one can easily find the shortages of the sensor model as following.
So when the target and the sensor at the same position, model (1) has no definition. On the other hand, given a sensor, the value that the sensor can read has an upper bound, denoting which as F max . From (2), one can easily find that the value S has no upper bound. It is infeasible.
In order to overcome those shortages we give a modified sensor model:
where denotes the signal amplitude, and for simplicity, we only consider the signal which has a positive constant value. When the sensor and target at the same position, using (3), we can get S= which is the signal original value. Since each sensor requires certain signal to noise ratio (SNR) to detect the signal, beyond a certain noise figure F min , the signal would not be detected. This is because the signal strength would fall below the noise floor. Thus if S(s, p) < F min, the sensor would not detect the signal. Thus the domain of S is F min <S(s, p) < F max , so we have:
Exposure Model
Depending upon the type of detection and the application, Meguerdichian et al. [5, 6] and Adlakha et al [7] identified two kinds of exposure model: integrator model and derivative model. Those models determine how the signal received from the target is processed to make a decision. For example, an acoustic sensor can sense the target for a fixed period of time, integrate the acoustic energy and if the energy exceeds the threshold, it declared that the target is detected. This was the integrator model and it was first introduced in [5, 6] .
Suppose an object O is moving in the field F from point p(t 1 ) to point p(t 2 ) along the curve (or path) p(t). Meguerdichian et al. [5, 6] define the integrator model as
where |dp(t)/dt| is the element of the arc length. For example, if p(t)= (x(t), y(t)), then ( ) ( ) ( )
Exposure (5) depends on the arc length, which also means that the exposure depends on the target speed. In real world the exposure model sometimes has no relationship with the target speed. For example, for an acoustic sensor, when the target's trace is a circle around the sensor, in spite of the target speed, the signal strength received by sensor is not changed (see figure 1) . Fig. 1 . The target runs along a circle around the sensor So in this paper we only consider the exposure model (see (7)) which doesn't depend on the target speed. Note that the integrator model pertains to sensors that are energy detectors. Thus when the total signal energy or exposure (which is the total signal strength over the time) exceeds a threshold, the sensor declared the target as detected.
In this paper, each sensor makes its own decision separately and detection occurs if E>Et (E threshold ).
Target Model
The sensor networks have various applications and different applications has different target model. In this paper we only consider the cases in which the sensor network is used to detect the moving target. The target can be a person, a soldier, or a vehicle. We sensor target assume the target moves in a straight-line path with constant speed v for a time T. The time T also can be considered as the sensor detecting time.
Finding the Critical Parameters
First, we give two critical speeds associated with a given sensor network.
Definition 1: the undetectable speed v c1 . When the target speed is greater than v c1 , the sensor network can't detect the target.
Definition 2: the partial detectable speed v c2 . When the target speed is greater than v c2 , the target originating from a sensor can't be detected by the sensor.
Second, we give two critical radii associated with a given sensor. Definition 3: the critical radius r c1 . It is also named as Radius of complete influence by Adlakha et al [7] . The targets originating within this radius are surely detected.
Definition 4: the critical radius r c2 . It is also named as Radius of no Influence by Adlakha et al [7] . The targets originating beyond this radius can't be detected.
In following subsections we will derive analytical result for the critical radii and speed.
We use the senor model (4), the exposure mode (7) to analyze the relationship between a target and a sensor. The target moves in a straight-line path with speed v and travels distance during time T. The signal amplitude is a constant. The effective value of S(s,p) is between F min and F max . 
The Biggest Exposure Direction (BED) and Least Exposure Direction (LED)
The gradient of f is
From (10), we get that the vector (x,y)-(x s ,y s ) is just the direction from the sensor to
Thus we can get a set of contour lines which are circles centered on the sensor. It is well known that the gradient is perpendicular to those contour lines (see figure 2 ) and thus the line on which the gradient is passes the sensor. For function f, the gradient direction f ∇ is its fastest increasing direction and f −∇ is its fastest decreasing direction. So for function
S, f
∇ is its fastest decreasing direction and f −∇ is its fastest increasing direction. (x o ,y o ) , we can calculate the LED and BED. When the target moves along the LED, the sensor can get the minimal exposure value, when the target moves along the BED, the sensor can get the maximal exposure value, and when the target moves along the other direction, the exposure value received by sensor is between the minimal and maximal exposure.
The benefit of theorem 1 is that when we consider the coverage problem we only need to analyze the LED and BED cases. So for simplicity, in the remainder of this paper, we place the sensor at the origin position and limit the target original position (x o ,y o ) and its path to x axis. And we let k=2, so we get 
The Critical Speeds
Because the effective value of S(s,p) subjects to F min <S(s, p) < F max , keeping d>0 in mind, we can get effective distance as
We let <F max . Note that when the target and sensor at the same position and the target speed v=0, the sensor can get the maximal exposure, which is
When E t > T, the sensor network can't detect the target. To ensure the sensor can detect the target, we let
Lemma 1. Given the threshold E t , the amplitude , the target speed v and the moving time T, when the target path passes the sensor and is symmetric to y axis (see figure 3) , the sensor can get maximal exposure. Intuitively, the lemma is right, but the proof is very trivial. In this paper we don't show the proof. Note that when the target speed v>v c2 , the target originating from origin can't be detected by the sensor.
The Critical Radii
In this subsection we assume that the target speed v<=v c2 .
Given the threshold E t , the amplitude , the target speed v and the moving time T, based on the definition of critical radius r c1 , we get that the critical radius r c1 satisfies the following equations The r c1 is the positive root of (25) or (26). Note that the targets originating within r c1 are surely detected.
Given the threshold E t , the amplitude , the target speed v and the moving time T, based on the definition of critical radius r c2 , we get that the critical radius r c2 satisfies the following equations Note that the targets originating beyond r c2 can't be detected.
Based on the critical radii, we define two critical densities as 
Simulations
In order to verify our result, we develop two simulations using MATLAB software. The first simulation is to verify the critical sensor numbers and it verifies the critical radii indirectly. The second is to verify the critical sensor speed. In the simulations, we consider random uniform deployment of sensors over a square area and the target moves in a straight-line path with constant speed v for a time T.
In the first simulation, we let L=300, =1, k=2 The sensors are deployed on the 300*300 square randomly. The target original position and direction are randomly selected. We let the sensors number change from 1 to 2*N c1 . Under each given sensor number, we let the target present 100 times and the detection probability is the average detected times over the target presenting times. Figure 4 shows one of our simulations result.
The simulations tell us when deploying N c1 sensor nodes randomly the detection probability is about 90%, and when deploying N c2 sensor nodes randomly the detection probability is about 40%. When deploying more sensors than N c1 the probability converges at 1.
In the second simulation, we let L=100, =1, k=2 Fig. 4 . Probability of detection Vs. number of nodes speed, we let the target present 100 times and the detection probability is the average detected times over the target presenting times. Figure 5 shows the simulations result. Figure 5 shows that when the speed turns greater the probability turns less. When the speed greater than the v c1 , the sensor network can't detect the target. However, we can't explain why the probability increases when the speed increases before it reaches 20. 
Conclusions
In this paper we use modified sensor model and exposure model which are more reasonable than known models to analyze the coverage problem in the sensor network mathematically. We find the biggest exposure direction and least exposure direction which simplify the analytical process. We also identify several critical parameters, such as speed, radius, number and density. These parameters are very important when
