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1　まえがき
　データベース・システムにおいては，複数のトランザクションカミ同時に並行
してデータを読み書きする。したがって，データベースの論理的一貫性を保つ
ために，同時実行制御（Concurrency　Control）を行う必要がある。実際のデ
ータペース・システムで最も広く用いられるのはロックによる同時実行制御で
ある5）6）7）。すなわち，トランザクションはデータベース内のデータをアクセス
するに先立って当該データのロックを取得しなければならない。いったんロッ
クを取得すると，トランザクションは通常その実行完了までこれを保持し続け
る。もしそのロックが既に他トランザクションにより取得されておりこれを取
得できない場合，当該トランザクションはロック保持トランザクションが実行
完了し目的のロックを解放するまで待ち状態となる。
　データペースにおいて，ロックをかける単位はグラニュールと呼ばれる。グ
フニュール・サイズは，ひとつのロックに対応するデータの量で表わされる。
一般に，グラニュールを細かくしグラニュール・サイズを減少させるにしたが
って，ロックをかける処理のオーバヘッドは増大するが，一方，並行に処理さ
れるトランザクションの数すなわち実効多重度も増大する。この二つの要因は
それぞれシステム・スループットを低下，向上させるので，理論的にはシステ
ム゜スループットを最大化するグラニュール・サイズ最適値が存在しうること
になる。
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　RiesとStonebrakerはシミュレーションによりこの問題に考察を加え
た1）2）。そして，最適グラニュール・サイズはトランザクションのアクセスす
るデータ量の関数であり，データ量の減少とともに最適グラニュール・サイズ
も減少すると論じた。（なお，この結論はトランザクションによるデータのアク
セスがランダムな場合であり，シーケンシャルな場合にはアクセス・データ量
の少ない短小トランザクションでも粗いグラニュールの方がシステム・スルー
プットが向上すると報告されている。ただし，実際のデータベース・システム
では，オンライン・トランザクション等の短小トランザクションはランダムに
データをアクセスする場合が大半である。したがって本論文ではトランザクシ
ョンのデータ・アクセスはランダムであると仮定する。）RiesとStonebraker
の結論にしたがえば，データベースの使用者が専ら少量データをアクセスする
短小トランザクションのとき細かいグラニュール，多量データをアクセスする
長大トランザクションのとき粗いグラニュールで，データベースのロックを設
定することが望ましいことになる。これはTayとSuriの解析的な検討結果4）
とも一致しており，直観的にも納得できる議論である。
　しかし近年，アプリケーションの複雑化にともなって，データベースをアク
セスするトランザクションの規模は多様化しつつある。実際のデータベース・
システムでは，少量データをアクセスするオンライン・トランザクションや多
量データをアクセスするバッチ・トランザクションが混在する場合が多い。し
たがって最適なグラニュールを定めることが困難となる。この困難を解決する
ために提案されたのが階層ロック方式である6）7）。階層ロック方式のもとでは，
同一のデータベースにおいて，短小トランザクションは細かいグラニュール，
長大トランザクションは粗いグラニュール，でロックをかけることが可能とな
る。すなわち階層ロック方式においては，ページ等の下位のレベルのロック
と，ページ群からなるエリア等の上位レベルのロックとが共存する。長大トラ
ンザクションは上位レベルで直接アクセス権のあるロックをかけるが，短小ト
ランザクションは上位レベルでは単に防衛的な意図ロック（intention　lock）
のみをかけ，アクセス権のあるロックは下位レベルで取得する（階層ロック方
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式の詳細については，参老文献6）を参照されたい）。
　RiesとStonebrakerは，大小様々なトランザクションが混在する条件下で
階層ロック方式がシステム・スループットを向上させるというシミュレーショ
ン結果を報告した2）。またCareyとStonebrakerは，階層ロック方式が効果
を発揮するのはロック処理のオーバヘッドがある程度大きい場合であると述べ
た3）。
　この様な背景のもとに，実際のデータベース・システムでも階層nック方式
が広く採用されつつある。しかし，従来の階層ロック方式の評価は二つの点に
おいて必ずしも十分とは言い難い。第一に，全てシステム・スループットのみ
の評価である。データベース・システムの性能の要因として，この他に個々の
トランザクションの応答性がある。トランザクションの規模が一様な場合には
システム・スループット向上が応答性向上に一致するが，大小様々なトランザ
クションが混在する場合には両者は一般に一致しない。具体的に言えば，短小
なオンライン・トランザクションの応答性評価を抜きにして，オンラインとバ
ッチが混在する実際のデータベース・システムの性能を論ずることは意味が無
い。第二に，従来の評価では短小，長大にかかわらず全てのトランザクション
が排反（X）モードのロックを取得して更新処理（データの書込み処理）を行
うと仮定している。しかし実際には，短小オンライン・トランザクションと共
存する長大バッチ・トランザクションは，共用（S）モードのロックを取得し
て参照処理（デ・一・一タの読込み処理）を行う場合が多い。また更新処理を行う場
合にも，アクセス・データのうち一部のみを更新し，残りは参照のみ実行する
可能性が高いと考えられる。このような周囲条件のもとでの評価結果は，筆者
の知る限り報告されていない。　　．
　上記考察に鑑み，本論文においては以下の諸点に留意して階層ロック方式の
シミュレーション評価を行う。第一に，大小トランザクションの混在する周囲
条件のもとで，システム・スループットのみならず短小トランザクションの応
答性評価をもあわせて実行する。なおこのとき，短小トランザクションに長大
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トランザクションより優先的にロックを与える優先制御の効果についても検討
　　　　　　　　　　　　　　　　一89一
する。第二に，短小トランザクション，長大トランザクション，いずれについ
ても，そのデータ処理形態が参照，更新の両者の場合について検討する。すな
わち，階層ロック方式において，排反（X），共用（S）など各種のロック・モ
ードでのロック競合効果について評価を実行する。
11　評価モデル
1．周囲条件
　階層ロック方式のシミュレL－一ション評価モデルの全般的特徴，および仮定し
た周囲条件を述ぺる。
　データベースは10，000個のエンティティからなる。10個のエンティティの
データがそれぞれ1ページを構成し，全エンティティのデータがエリアを構成
する。すなわち，データベース・システム内には1，000個のページがあり，各
ページに対してページ・ロックが設けられる。また，1，000ページからなる唯
一個のエリアに対してエリア・ロックが設けられる。上位レペルのエリア・ロ
ックと下位レベルのページ・ロックは階層ロックをなす。データベース内の或
るエンティティをアクセスするためには，トランザクションはアクセス権のあ
るモードでエリア・ロックを取得するか，もしくはまず意図（intention）モー
ドでエリア・ロックを取得し，しかる後にそのエンティティのデータが格納さ
れているページについてアクセス権のあるモードでページ・ロックを取得しな
ければならない。なお，エリア・ロック，ページ・ロックいずれについても，
nックをかけるためにはCPUlmsのオーバヘッド処理を要するものとする
（ロックは全てメモリ内にあり，1／0処理は不要とする）。
　トランザクションは，短小なオンライン・トランザクションと長大なバッチ
・トランザクションの2種類からなる。システム内には50個の端末がありx各
端末は思考時間が終了することにオンライン・トランザクションを発生する。
思考時間の長さは平均20秒の指数分布にしたがう。ひとっのオンライン・トラ
ンザクションがアクセスするエンティティ数は5であり，参照処理の場合は5
エンティティのデータの読込み，更新処理の場合は5エンティティのデータの
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書込みを実行する。また，バッチのジョブ多重度は2であり，それぞれが連続
してバッチ・トランザクションを発生する。ひとつのバッチ・トランザクショ
ンがアクセスするエンティティ数は300であり，参照処理の場合は300エンティ
ティのデータの読込みを行う。また更新処理の場合は240エンティティのデー
タの読込みと，60エンティティのデータの書込みを実行する（書込みのみを行
うバッチ・トランザクションカミオンライン・トランザクションと同時処理され
る可能性は低いので，更新率は20％とした）。なお，オンライン，バッチいず
れのトランザクションについても，そのアクセス特性はランダムとする。すな
わち，アクセスするエンティティの番号は1～10，000の一様分布にしたがう。
また，ひとつのエンティティあたりのデータ処理時間は，参照処理，更新処理
ともにCPU10ms，1／010msであるとする。
　トランザクションがロックを取得する方式としてはClaim　as　Needed方式
を仮定する。これは，トランザクションがエンティティを1個アクセスするこ
とに，必要なロックを逐次取得していく方式であり，実際のデータベース・シ
ステムで多用されている。ただし，Claim　as　Needed方式の欠点として，デ
ッドロック5）が発生する可能性があり，実システムではデッドロックの発生の
有無を常に看視し，これが発生するといずれかのトランザクションを棄却して
デッドロックを解消しなければならない。しかし，デッドロックの看視／発生
／解消の機構を組込むと，シミュレーション・モデルが余りに複雑となり，本
論文で目的とする検討結果を得るためには天文学的なシミュレーション時間が
必要となる。したがってここでは，ひとつのトランザクション内でのエンティ
ティのアクセスに順序づけを行い，デッドmックが生じない状況を仮定した。
実システムではこの様な順序づけが困難な場合もあるので，結果の検討を行う
際にはデッドロックの影響をも考慮する必要がある。（なお，Claim　as　Needed
方式以外のものとしてPreclaim方式がある。これは，トランザクション実行
開始直後にアクセスする全エンティティに関するロックを一括取得する方式で
ある。．Preclaim方式の利点は，決してデッドロックが生じないことである。
しかし，アプリケーションによってはアクセスしたデータの内容にもとついて
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次にアクセスするエンティティを決定する場合もあり，実現が難しいことか
ら，実際のデータベース・システムではPreclaim方式は余り採用されていな
い。）
　評価は，バッチ・トランザクション，オンライン・トランザクションのそれ
ぞれが専ら参照処理もしくは更新処理を行うとし，四つの場合の組合せについ
て実行する。エリアとページの階層ロック方式と，ページのみの非階層ロック
方式とを比較する。なお，階層ロック方式のもとで，バッチ・トランザクショ
ンがエリア・ロックを取得するとき，そのモードとしてX（Exclusive）モー
ドとSIX（Share　and　Intention　Exclusive）モードの二種類が考えられる。
この両者の比較をも実行する。また，オンライン・トランザクションの応答性
向上の方策として優先制御の効果について検討するが，このとき，全てのロッ
クについてオンライン・トランザクションはバッチ・トランザクションよりプ
ライオリティが高いとする。ただし，優先制御はノン・プリエンプティブ方式
とし，いったんロックを取得したトランザクションは，よりプライオリティの
高いトランザクションが到着してもロックを奪われることはない。
　評価項目としては，有効CPU利用率とオンライン・トランザクションの平
均応答時間とする。ここで，有効CPU利用率とは，全CPU利用率からロッ
ク・オーバヘッド（ロック処理にともなうCPU利用率）を減じた値である。
また，オンライン平均応答時間とは，オンライン・トランザクションが発生し
てから実行完了するまでの経過時間の平均値である。
2．　トランザクションの動作モデル
　図1にもとついて，トランザクションの動作を述べる。
く1）オンライン・トランザクション
　①　5個のアクセスするエンティティの番号を1～10，000の一様分布にもと
　　ついて決定する。
　②　非階層ロック方式なら③に進む。階層ロック方式のとき，エリア・ロッ
　　ク（参照ならIS（lntention　Share）モード，更新ならIX（Intention
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図1　シミュレーション・モデル
　Exclusive）モード）を要求する。要求が受けつけられれば，ロック処理
　のためCPUキューに並び，　CPUサービス1msを受けてから③に進む。
　要求が受けつけられなければ待ち状態となり，優先制御無しならエリア・
　ロック・キューの末尾に並ぶ。優先制御有りならエリア・ロック・キュー
　上でバッチ・トランザクションより前に並ぶ。（なお以下同様であるが，
　図1では簡単化のため全てのロック処理にともなうCPU処理の機構は省
　略してある。）
③　アクセスするエンティティのデータが格納されたページのロック（参照
　なら（Share）モード，更新ならX（Exclusive）モード）を要求する。要
　求が受けつけられれば，ロック処理のためのCPUキューに並び，　CPU
　サービス1msを受けてから④に進む。要求が受けつけられなければ待ち
　状態となり，優先制御無しならページ・キューの末尾，優先制御有りなら
　バッチ・トランザクションを飛び越してページ・キューに並ぶ。
④アクセス・エンティティのデータ処理をするため，CPUキューに並ん
　だ後，CPUサービス10msを受ける。
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⑤　アクセス・エンティティのデータ処理をするため，1／0キューに並ん
　だ後，1／0サービス10msを受ける。
⑥　エンティティ5個を処理完了するまで上記③～⑤を繰り返す。
⑦　エンティティ5個の処理が完了すると保持していた全てのロックを解放
　する。ロックはロック・キューで待ち状態のトランザクションに与えら
　れ，そのトランザクションは処理を進める。
⑧　平均20秒の指数分布にしたがう思考時間を経たのち，①に戻る。
②　バッチ・トランザクション
　①　300個のアクセスするエンティティの番号を1～10，000の一様分布にも
　　とついて決定する。
　②　非階層ロック方式なら③に進む。階層ロック方式のとき，エリア・ロッ
　　ク（参照ならS（Share）モード，更新ならX（Exclusive）モードまたは
　　SIX（Share　and　lntention　Exclusive）モード）を要求する。要求が受
　　けつけられれば，ロック処理のためcpueeユ・一一に並び，　CPUサービス
　　1msを受けてから④に進む（ただし，　SIXモードでエリア・ロックを取
　　得し，かつアクセス・エンティティのデータを更新するときは③に進む）。
　　要求が受けつけられなければ待ち状態となり，エリア・ロック・キューの
　　末尾に並ぶ。
　③　’アクセスするエンティティのデータが格納されたページの『ック（参照
　　ならSモード，更新ならXモード）を要求する。要求が受けつけられれ
　　ば，ロック処理のためのCPUキューに並び，　CPUサービス1msを受
　　けて④に進む。要求が受けつけられなれば待ち状態となり，当該ページ・
　　ロック・キューの末尾に並ぶ。
　④　アクセス・エンティティのデータ処理をするため，CPUキューに並ん
　　だ後，CPUサービス1msを受ける。
⑤　アクセス・エンティティのデータ処理をするため，1／0キューに並ん
　　だ後，1／0サービス10msを受ける。
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　⑥　エンティティ300個を処理完了するまで，非階層ロック方式なら上記③
　　～⑤，階層ロック方式なら上記④～⑤を繰り返す。（ただし階層ロック方
　　式でも，SIXモードでエリア・ロックを保持している場合，アクセス・
　　エンティティのデータを更新するならば④でなく③に戻る。）
　⑦　エンティティ300個の処理が完了すると保持していた全てのロックを解
　　放する。ロックはロック・キューで待ち状態のトランザクションに与えら
　　れ，そのトランザクションは処理を進める。
　⑧　ただちに①に戻る6
皿　シミュレーション結果と検討
1．バッチ参照処理
　バッチ・トランザクションが専ら参照処理を行う場合のシミ＝レーション結
果を表1と表2に示す。表1は有効CPU利用率とロック・オーバヘッドの比
較結果であり，表2はオンライン・トランザクションの平均応答時間と平均ロ
ック待ち時間の比較結果である。
　表1より，階層ロック方式のもとでは，オンライン・トランザクションボ参
照処理，更新処理いずれの場合にも，有効CPU利用率が増大しシステム・ス
表1　バッチ参照処理における有効CPU利用率。
　　　　　　　　　括弧内はロック・オーバヘッド。（単位：％）
非階層ロック
非優先制御
階層ロック
非優先制御
階層ロック
優先制御
オンライン参照処理 ・…5（…）1 98．4（1．5） 98．4（1．5）
オンライン更新処理 85．5（　9．2） ・…（・・5）／ 96．9（1．6）
表2　バッチ参照処理におけるオンライン平均応答時間。
　　　　　　　　　　　括弧内は平均ロック待ち時間。（単位：秒）
オンライン参照処理
オンライン更新舛理
非階層ロック
非優先制御
0．24（0．00）
2．00（1。58）
階層ロック
非優先制御
0．22（0．00）
階層ロック
優先制御
0．22（0．00）
3．34（2．77） 3。02（2．42）
一95－：一一一
ループットが向上することがわかる。これはバッチ・トランザクションがペー
ジ単位でなくエリア単位でロックをかけることによるロック・オーバヘッド削
減効果のためである。いま，fをロックの両立性関数5）とするとき，エリア・
ロックについて式（1）が成立するので，バッチ・トランザクションの実効多重度
は2となりうる（なお，ロックの両立性に関する詳細は，参考文献の5），6）を
参照されたい）。
　　　　f（S，　S）：＝1　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　（1）
　したがって，システム・スループットはほぼバッチ・トランザクションのみ
によって左右される。
　一方，オンライン応答性については，表2に示すように，オンライン・トラ
ンザクションが参照処理を行う場合には階層ロック方式の適用により応答性低
下はみられない。しかし，オンライン・トランザクションが更新処理を行う場
合には応答性低下があらわれる。いまエリア・ロックに関して，オンライン・
トランザクションが参照処理，更新処理のとき，それぞれ式②，㈲が成立す
る。
　　　　f（S，IS）＝1　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　（2）
　　　　f（S，IX）＝0　　　　　　　　　　　　　　　　　　　　　　　　　（3）
　式（2）は，オンライン・トランザクションとバッチ・トランザクションとがエ
リアを共用できること，すなわち，オンライン・トランザクションがバッチ・
トランザクションとエリア・ロックを競合せず，その実行完了によるロック解
放を待つ必要がないことを表わす。一方，式（31は逆に，オンライン・トランザ
クションがバッチ・トランザクションとエリア・ロックを競合し，後者の実行
完了まで待たされる可能性があることを示す。オンライン更新処理における応
答性低下は，このエリア・ロック待ちによるものである。
　表1，表2には，階層ロック方式に加え，オンライン・トランザクションに
バッチ・トランザクションより優先的にロックを与える優先制御を行った結果
をも示してある。オンライン参照処理においては，全てのトランザクションが
共用モードのロックしか取得しないのでロック競合は発生せず，優先制御の効
　　　　　　　　　　　　　　　　一96一
果は無い。一方，オンライン更新処理においては，エリア・ロック待ちの減少
により，オンライン・トランザクションの応答性がやや改善されている。しか
し，この場合でも優先制御はノン・プリエンプティブ方式なので，いったんバ
ッチ・トランザクションがSモードのエリア・ロックを取得すると，オンライ
ン・トランザクションはその実行完了まで待たされる。したカミって，オンライ
ン応答性は非階層ロック方式の場合より低下する。一方，副次的な効果とし
て，オンライン・トランザクションの実効多重度の増大とバッチ・トランザク
ションのロック・オーバヘッド減少の相乗効果によって，有効CPU利用率の
向上がみとめられる。
2．バッチ更新処理
　バッチ・トランザクションが専ら更新処理（アクセス・エンティティのデー
タの20％を更新，80％を参照）を行う場合のシミュレーション結果を表3と表
4に示す。表3，表4において，階層ロック（X），階層ロック（SIX）とは，
階層ロック方式において，バッチ・トランザクションがそれぞれXモード，
SIXモードのエリア・ロックをとる場合を示す。まず前者，すなわち階層ロッ
ク（X）の場合の適用効果について考える。
　　　　　　　　表3　バッチ更新処理における有効CPU利用率。
　　　　　　　　　　　　　　　　　括弧内はロック・オーバヘッド。（単位：％）
非階層ロック
非優先制御
階層ロック
　（X）
非優先制御
階層ロック
（SIX）
非優先制御
階層ロック
（SIX）
優先制御
オ・ライ・参照処倒・8・・（6・・）1…（…）｝・5・・（2・・）1・9・・（2・・）
オ・ライ・更新処馴・7・・（6・・）・4・・（…）1・3・・（2・・）…（2・・）
表4　バッチ更新処理におけるオンライン平均応答時間。
　　　　　　　　　　　　括弧内は平均ロック待ち時間。（単位：秒）
非階層ロック
非優先制御
階層ロック
　（X）
非優先制御
階層ロック
（SIX）
非優先制御
階層ロック
（SIX）
優先制御
わライ・参照処理i・54（・27）｝・68（5…）2・・88（2・・22）i…43（・…）
オ・ライ・ewpa　1…54（…8）5・・76（5…）15・・95（5…）2・・94（2・・29）
・－ X7一
　表3に示したように，階層ロック方式の適用により，ロック・オーバヘッド
は削減されるが有効CPU利用率も減少し，システム・スループットはむしろ
低下している。この理由は次のように考えられる。まず，バッチ・トランザク
ションの要求するエリア・ロックについて，
　　　　f（X，X）＝0　　　　　　　　　　　　　　　　　　　　　　　　　　（4）
なので，バッチ・トランザクションの実効多重度は1以下に抑えられる。この
ため，バッチ・トランザクションのロック・オーバヘッド削減によるシステム
・スループット向上効果は，表1のバッチ参照処理の場合に比べて半減する。
さらに，オンライン・トランザクションの要求するエリア・ロックのモードは
ISモード（参照処理）かIXモード（更新処理）であるが，
　　　　f（X，IS）＝f（X，　IX）＝0　　　　　　　　　　　　　　　　　　　　（5）“
なので，バッチ・トランザクションとのエリア競合によってオンライン・トラ
ンザクションの実効多重度は減少する。この結果，非階層ロック方式に比較し
てシステム・スループットが低下すると考えられる。ただし，この結果はその
まま現実のシステムに適用できるとは限らない。本シミュレーション評価はデ
ッドロックが生じないと想定しているが，実際には多重度が余りに増大すると
デッドロックが多発する恐れがある。したがってこの影響により，非階層ロッ
ク方式のもとでのシステム・スループットはより低下すると予想される。
　むしろ階層ロック（X）方式の著しい欠点はオンライン応答性にある。オン
ライン・トランザクションが参照処理，更新処理いずれの場合も，式（5）によリ
バッチ・トランザクションとのエリア競合が発生し，表4に明らかなようにオ
ンライン・トランザクションの平均応答時間の顕著な増大がみられる。
　この問題は，階層ロック（SIX）方式のもとではやや改善される。既述のよ
うに，バッチ・トランザクションはアクセス・エンティティのうち80％のデー
タは参照するのみである。したがって階層ロック（SIX）方式では，エリア・
ロックとしてSIXモードのロックを取得し，アクセス・エンティティのデー
タを更新する場合のみXモードのページ・ロックを取得する。Xモードのエリ
ア・ロックを取得する階層ロック（X）1方式と比較すると，この方式の欠点は
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ロック・オーバヘシドが増大することである。しかしその利点として，オンラ
イン更新処理の場合，　　　　　　　　　　　　　　　　　　’　　　『．
　　　　f（SIX，　IS）＝1　　　－　　　　　　　　　　　　　　　　　　　　〔6）
なので，オンライン・トランザクションとバッチ。トランザクションとのエリ
ア・ロック競合がなくなることがあげられる。したがって表3に示すように，
有効CPU利用率はやや改善される。特にオンライン応答性については，表4
から明らかなように，エリア待ちの削減により階層ロック（X）方式の場合に
比べ平均応答時間の短縮がみられる。ただし，非階層ロック方式に比べるとな
お大きな差異がある。また，このtt果はオンライン参照処理の場合のみであ
り，オンライン更新処理の場合には，　　　『　　　・．
　　　　f（SIX，　IX）ニ0　　　　　　　　　　　　　　　　　　　　　　　　　（7）
なので，オンライン・トランザクションとバッチ・トランザクションとのエリ
ア・ロック競合は階層n．ック（X）方式と同様に発生し，問題は解決されな
いo
　階層ロック（SIX）方式にさらに優先制御を付加すると，階層ロック方式適
用によるオンライン応答性低下をかなり防止することができる。特にオンライ
ン参照処理の場合には，表4に示すように応答性低下は全くみられない。オン
ライン更新処理の場合にも，い？たんバッチ・トランザクションがエリア・ロ
ックを取得してしまうとその実行完了まで待たされるが，キュー上ではバッチ
’トランザクションより優先されるのでロック待ち時間が減少し，平均応答時
間の顕著な改善がみられる。また，表3に示すように，有効CPU利用率につ
いても・階層ロックの三方式の中で比較的優れた結果が得られている。
】V　む　す　び
　ぼアータベースの同時実行制御のために広く用いられる階層ロック方式の性能
上の効果をシミュレーションによって評価した。この結果，次の三つの結論を
得た。
　第咄一に，階層ロック方式により，非階層ロック方式に比べてロック処理にと
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もなうオーバヘッドは削減される。この結果，全般的傾向としてCPU有効利
用率は増大し，システム・スループット向上が達成される。ただし，エリア・
ロック等の上位レベルのロックの競合によって実効多重度が抑制されるため，
この影響が強い場合にはむしろシステム・スループットが低下する恐れもあ
る。
　第二に，階層ロック方式のもとでは，オンライン等の短小トランザクション
の応答性が著しく低下する可能性が高い。これは，上位レベルのロックを長大
トランザクションと短小トランザクションとが競合するためである。この傾向
は長大トランザクションが更新処理を行うとき顕著となる。
　第三に，階層ロック方式に優先制御を付加することは，その問題点である短
小トランザクションの応答性低下を防止するために有効である。すなわち，短
小トランザクションに長大トランザクションより優先的にロックを与えること
により，その応答性低下を防ぎつつ，階層ロック方式の特長であるシステム・
スループット向上を達成することができる。
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