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Nonnegative HMM for Babble Noise Derived from
Speech HMM: Application to Speech Enhancement
Nasser Mohammadiha, Arne Leijon
Abstract—Deriving a good model for multitalker babble noise
can facilitate different speech processing algorithms, e.g. noise
reduction, to reduce the so-called cocktail party difficulty. In the
available systems, the fact that the babble waveform is generated
as a sum of N different speech waveforms is not exploited
explicitly. In this paper, first we develop a gamma hidden Markov
model for power spectra of the speech signal, and then formulate
it as a sparse nonnegative matrix factorization (NMF). Second,
the sparse NMF is extended by relaxing the sparsity constraint,
and a novel model for babble noise (gamma nonnegative HMM)
is proposed in which the babble basis matrix is the same as the
speech basis matrix, and only the activation factors (weights)
of the basis vectors are different for the two signals over
time. Finally, a noise reduction algorithm is proposed using the
derived speech and babble models. All of the stationary model
parameters are estimated using the expectation-maximization
(EM) algorithm, whereas the time-varying parameters, i.e. the
gain parameters of speech and babble signals, are estimated
using a recursive EM algorithm. The objective and subjective
listening evaluations show that the proposed babble model and
the final noise reduction algorithm significantly outperform the
conventional methods.
Index Terms—Babble noise, hidden Markov model, nonnega-
tive matrix factorization, speech enhancement.
I. INTRODUCTION
Multispeaker babble noise is one of the frequently encoun-
tered interferences in daily life that greatly degrades the quality
and intelligibility of a target speech signal. The problem of
understanding the desired speech in the presence of other
interfering speech signals and background noise (also known
as the “cocktail party problem”) has received great attention
since it was popularized by Cherry in 1953 [1]. Different
auditory aspects of this problem are investigated (e.g. [2], [3]),
and the intelligibility of speech in the presence of multitalker
babble noise is examined (e.g. [4]). In addition, there have
been few studies that have addressed some babble-specific
signal processing techniques to improve speech perception in
the presence of background babble noise. In [5], considering
a single-channel observation of the babble noise, a framework
was proposed to characterize the underlying babble signal.
Also, the effect of the number of conversations and speakers
was investigated, and a system was proposed to identify the
number of speakers in a presented babble noise; moreover,
it was shown that this information is beneficial for speaker
recognition.
On the contrary, little attention has been paid to develop
mathematical babble-specific models that can also be used in
signal processing algorithms, e.g. speech enhancement. The
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goal of speech enhancement algorithms is to improve the qual-
ity and intelligibility of the noisy speech, e.g., [6]–[11], and
among different applications, it is very beneficial for hearing
aid users [12]. Various classes of single channel model-based
speech enhancement approaches have been proposed in the
literature. In these methods, for each type of signal (speech
or noise) a model is considered and the model parameters
are obtained using the training samples of that signal. Then,
the task of the speech enhancement is done by defining an
interactive model between the speech and noise signals. Some
examples of this class of algorithms include the codebook-
based approaches [13] and HMM-based methods [14]–[16].
However, none of these methods exploit the fact that the
babble is generated by adding different speech signals, and
hence the structure of the considered model for babble noise
is similar to that of other noise types. In this paper, we derive a
statistical model for babble noise, which takes into account the
fact that the babble is generated by adding speech signals of
M independent speakers. Then, we propose a single-channel
speech enhancement framework that utilizes the derived babble
model to enhance the noisy speech signal.
The proposed babble model is based on the nonnegative ma-
trix factorization (NMF). NMF is a technique to approximate a
nonnegative matrix X by a nonnegative linear combination of
some basis vectors [17], i.e. X ≈ TV. In speech processing:
X is the spectrogram of the signal with short-time spectral
vectors stored as columns in X, T is the basis matrix or basis
spectral vectors, and V is called the NMF coefficient matrix.
NMF has been used successfully in different fields including
blind source separation [18]–[20], and speech enhancement
[21]–[25]. The “pure addition” property of NMF makes it a
powerful technique to be used whenever some nonnegative
quanta are added to each other. In the case of babble noise,
spectral vectors of different speech signals can be added to
generate a spectral vector of babble.
The basic idea of NMF-based speech enhancement algo-
rithms is that, for each signal, an NMF model is considered
and its parameters are obtained using the training data. Then,
a mixing model is defined, which usually involves the assump-
tion that the spectrograms of the noise and speech signals are
additive, and speech enhancement is carried out by a Wiener-
type filtering approach. Two important shortcomings of NMF
have to be considered when designing NMF-based speech
enhancement systems:
1) The correlation between consecutive time-frames is not
handled directly in a standard NMF. To overcome this prob-
lem, several approaches have been proposed [21]–[25]. For
instance, a semi-supervised approach (where the noise type is
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not known a priori) was proposed in [22], which was based
on a nonnegative hidden Markov model (NHMM) where the
correlation of the signals were taken into account by the
transition probability matrix of the underlying HMM. In [25],
a Bayesian NMF based speech enhancement algorithm was
proposed in which the temporal correlation of the underlying
speech and noise signals was exploited through the informative
prior distributions.
2) For some noise signals, the noise basis matrix is quite
similar to the basis matrix of the speech signal, e.g. the basis
matrix of the babble noise should be quite similar to the basis
matrix of the speech signal. As a result, the performance of
the noise reduction algorithms is usually worse in the case of
babble noise [21], [24]. This issue has not been addressed in
the available systems and is one of the main focuses of this
study.
In this paper, first we derive an ergodic gamma-HMM model
for the power spectral coefficients of the speech signal. Next,
we formulate the speech model as a sparse NMF. Then, by
relaxing the sparsity constraint, we derive a gamma nonnega-
tive hidden Markov model (gamma-NHMM) for babble noise
in which the basis matrix is identical to the speech basis
matrix, and only the activity of the basis vectors segregates
the speech from the babble signal. Moreover, an expectation-
maximization (EM) algorithm is proposed to estimate the
model parameters. In addition, to employ the derived bab-
ble model for speech enhancement, an HMM-based speech
enhancement framework in the time-frequency domain is
proposed where each power spectral vector of the power
spectrogram of speech and babble signals are modeled by the
gamma-HMM and gamma-NHMM models, respectively. The
proposed framework differs from the state-of-the-art HMM-
based approaches [14]–[16] as we directly model the spectral
vectors with HMM. In the available HMM-based methods,
the waveform signal is modeled as an autoregressive (AR)
process, and hence the waveforms of speech and noise signals
are modeled by HMM. Thus, this new framework facilitates
a new class of HMM-based speech enhancement algorithms.
Similar to [16], the interaction model for the noisy speech
signal is constructed by considering a prior distribution over
the long-term energy levels of the speech and noise signals.
A recursive EM algorithm [26], [27] is developed to estimate
the time-varying parameters of these distributions online. The
excellence of the proposed babble model and noise reduction
scheme is demonstrated through objective evaluations and a
subjective listening test.
The rest of the paper is organized as follows: The gamma-
HMM speech signal model is developed in Section II. In Sec-
tion III, the gamma-NHMM model of babble noise is derived.
In Section IV, the mixed signal model and noise reduction
algorithm is constructed. The estimation of the stationary
model parameters and time-varying parameters is described
in Section V. The objective and subjective examination of the
noise reduction algorithms are presented in Section VI. Finally,
Section VII concludes the study.
II. SPEECH SIGNAL MODEL
A. Single-voice Gamma HMM
We model the magnitude-squared DFT coefficients (pe-
riodogram coefficients) of the speech signal using an N¯ -
state HMM with gamma distributions as output probability
density functions. Throughout this paper, random variables
are represented with capital letters, e.g. X = [Xkt] denotes
the matrix of random variables associated with the DFT
coefficients of the clean speech, where k is the frequency
bin and t denotes the time-frame index. The corresponding
realizations are shown with small letters, e.g. x=[xkt]. Also,
let |·|2 represents the element-wise magnitude-square operator.
The conditional distribution of |Xkt|2 is given as:
f
(
|xkt|2 | S¯t = i, Gt = gt
)
=(
|xkt|2
)αk−1
(gtbki)
αk Γ (αk)
e−|xkt|
2/(gtbki), (1)
where the conditional density fX|Y (x | Y = y) is simply
shown as f (x | Y = y) to keep notations uncluttered, and
Γ (·) is the Gamma function. Here, S¯t is the random hidden
state of the speech signal, αk is the shape parameter, bki is
the scale parameter, and Gt is the stochastic gain parameter,
which is discussed later. The expected value and variance of
Xkt are defined as: E(|Xkt|2 | S¯t = i, Gt = gt) = αkgtbki,
and var(|Xkt|2 | S¯t = i, Gt = gt) = αk (gtbki)2.
The gamma assumption for a magnitude-squared DFT
coefficient in (1) is motivated by the super-Gaussianity of
the speech DFT coefficients [9], [11]. Denote the real and
imaginary parts of the DFT coefficient by Re{Xkt} and
Im{Xkt}, respectively. Assuming that Re{Xkt} and Im{Xkt}
have a two-sided generalized gamma distribution is equivalent
to assuming that |Re{Xkt}| and |Im{Xkt}| have a general-
ized gamma distribution. Then, it can be easily shown that
|Re{Xkt}|2 and |Im{Xkt}|2 have a gamma distribution if the
γ parameter of the generalized gamma distributions equals
2 (see [11] for a general discussion and definition of γ).
We use the standard assumption that Re{Xkt} and Im{Xkt}
are independent and identically distributed. Since the sum of
two independent gamma random variables (RV) with equal
scale parameters is a gamma RV, |Xkt|2 = |Re{Xkt}|2 +
|Im{Xkt}|2 will have a gamma distribution.
In general, state-conditional densities can describe different
parts of the speech signal depending on the total number of
states. For example, when 50∼60 states are available, each
state roughly corresponds to one phoneme.
The short-term stochastic gain parameter Gt in (1) is con-
sidered to model the long-term changes in the speech energy
level over time. Since Gt is nonnegative, we choose to have
a gamma distribution to govern Gt in order to simplify the
resulting algorithm:
f (gt) =
gφ−1t
θφt Γ (φ)
e−gt/θt , (2)
where φ and θt are the shape and scale parameters, respec-
tively. In this model, the long-term speech level is modeled
by the time-varying scale parameter θt, while relative signal-
energy levels for different states are modeled by bki (see
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Fig. 1: A schematic representation of the HMM with gain
modeling. a¯ dentes the transition probability matrix.
Fig. 1). Also, we have: E (Gt) = φθt, and var (Gt) = φθ2t .
Since
√
var (Gt)/E (Gt) =
√
φ, by using (2) we assume that
in the log-domain the standard deviation of outcomes of Gt
from its mean value is approximately constant, independent
of the long-term level of speech. Considering that E (Gt) is
updated for different speech levels, the above assumption of
gamma distribution for Gt is reasonable.
The complete HMM output density functions can now be
expressed as:
f
(
|xt|2 | S¯t = i, Gt = gt
)
=
K∏
k=1
f
(
|xkt|2 | S¯t = i, Gt = gt
)
,
(3)
where we have assumed that DFT coefficients at different
frequency bins are conditionally independent [6], [9], [11]. The
state-conditional probability of the observed power spectral
coefficients of the speech signal (which will be used for
parameter estimation) can now be computed by integrating
out the gain variable. Using the properties of the generalized
inverse Gaussian distribution (see Appendix B), this can be
obtained in a closed form as:
f
(
|xt|2 | S¯t = i
)
=
∫ ∞
0
f
(
|xt|2 | S¯t = i, Gt = gt
)
f (gt) dgt
=
2τν/2Kϑ
(
2
√
ρτ
)
ρν/2θφt Γ (φ)
K∏
k=1
|xkt|2(αk−1)
bαkki Γ (αk)
,
where we have defined ρ = 1/θt, ν = φ −
∑K
k=1 αk,
τ =
∑K
k=1 |xkt|2 b−1ki , and Kϑ (·) denotes a modified Bessel
function of the second kind.
The sequence of hidden states is characterized by a first-
order Markov model, with the transition probability matrix a¯,
and with the elements a¯ij = f(S¯t = j | S¯t−1 = i). As we are
modeling speech in general, and not a specific utterance, the
state Markov chain is considered to be fully connected, and
hence ergodic, with the time-invariant state probability mass
vector p¯, and with the elements p¯i = f(S¯t = i).
B. Gamma-HMM as a Probabilistic NMF
Instead of denoting the hidden state by its index number,
as S¯t = i, we can denote the random discrete state by a
one-of-N¯ indicator column vector S¯t, where S¯it = 1 and
S¯jt = 0, j 6= i. Using this notation, the selected state-
conditional set of scale parameters bi = (b1i, . . . , bKi)
>,
given a particular state S¯t with S¯it = 1, can be simply
expressed by bS¯t, where all of the N¯ state-conditional scale
parameter vectors have been collected as columns in the
“basis” matrix b = (b1,b2, . . . ,bN¯ ) .
The complete sequence of scale parameter
vectors for the complete spectrum sequence
|X|2 = (|X1|2 , |X2|2 , . . . , |Xt|2 , . . .) can then be expressed
as bS¯ where S¯ = (S¯1, S¯2, . . . , S¯t, . . .) is the random sequence
of the state indicator vectors. The probability of the complete
sequence |x|2 of the observed short-time spectra, given any
state sequence s¯ and gain factors g = (g1, g2, . . . , gt, . . .),
can now be obtained as:
f
(
|x|2 | s¯,g
)
=
∏
t
f
(
|xt|2 | s¯t, gt
)
, (4)
f
(
|xt|2 | s¯t, gt
)
=
∏
k
(
|xkt|2
)αk−1
(gt [bs¯t]k)
αk Γ (αk)
e−|xkt|
2/(gt[bs¯t]k),
(5)
where [·]k denotes the kth element of the vector, and we have:
E(|Xkt|2 | s¯t, gt) = αkgt [bs¯t]k. Eq. (5) can be used to
derive an NMF representation of any observed nonnegative
matrix |x|2. In order to show this, we approximate an observed
sequence by its expected value, under the model assumptions,
and show that the expected value is the product of two nonneg-
ative matrices. To compute the expected value, the posterior
distribution of the state and gain variables are employed. That
is, an NMF approximation ̂|xt|2 of an input vector |xt|2 is
given as: ̂|xt|2 =∑
s¯t
∫
E
(
|Xt|2 | s¯t, gt
)
f
(
s¯t, gt | |x|2
)
dgt. (6)
Let us define bˆ with elements bˆki = αkbki. Noting from (5)
that E(|Xt|2 | s¯t, gt) = gtbˆs¯t, (6) can be written as:̂|xt|2 =
bˆ
∑
s¯t
∫
gts¯tf
(
s¯t | |x|2
)
f
(
gt | s¯t, |x|2
)
dgt. (7)
Here, the conditional state probabilities f(s¯t | |x|2) can be
calculated using the forward-backward algorithm [28]. Since
gt depends only on the current observation, f(gt | s¯t, |x|2) =
f(gt | s¯t, |xt|2). The posterior distribution of the gain variable
is a generalized inverse Gaussian distribution (this is derived
in Appendix B and will also be used in Subsection V-A). Thus,
the required integration in (7) is available in a closed form (Eq.
(48)). Denoting E(gt | s¯t, |xt|2) =
∫
gtf(gt | s¯t, |xt|2)dgt,
and ut =
∑
s¯t
s¯tf(s¯t | |x|2)E(gt | s¯t, |xt|2), we can write:̂|xt|2 = bˆut. Hence, the proposed gamma-HMM model can be
used to factorize a nonnegative matrix |x|2 into a nonnegative
basis matrix bˆ and an NMF coefficients matrix u as: |x|2 ≈
bˆu. In an extremely sparse case where f(s¯′t | |x|2) = 1 only
for one state s¯′t, depending on time t, and all of the other states
have a zero probability, this model reduces to: |x|2 ≈ bˆu′ with
u′t = s¯
′
tE(gt | s¯′t, |xt|2).
III. PROBABILISTIC MODEL OF BABBLE NOISE
We model the waveform of the babble noise as a weighted
sum of M i.i.d. clean speech sources. Therefore, the expected
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value of the short-time power spectrum vector (periodogram)
of babble at time t, |Vt|2, is given by:
E
(
|Vt|2
)
=
M∑
m=1
E
(
|Xmt|2
)
, (8)
where each random vector |Xmt|2 is independently generated
by an instance of the gamma-HMM described in Section
II. Note that in (8) different weights are used for different
speakers as a consequence of the gain modeling in Section
II. That is, there is a hidden speaker-dependent gain (gmt) in
(8) (see also (1)). Eq (8) provides a simplified model of real-
life babble noise because we are not modeling reverberations
here. There might also be additional noise with a recorded
babble, which is not considered in (8). However, it must be
mentioned that all of the babble model parameters will be
estimated given a babble training data set, with no information
about M . Therefore, the estimated parameters will be such that
the model explains the considered babble as well as possible.
In this view, the babble noise is still described by an HMM
with discrete states defined by the combination of the states for
each of the M sources. Since the speech signal has N¯ states,
there are N¯M possible discrete states for the babble. As the
discrete HMM for the clean speech is already an approxima-
tion, and speech should probably rather be modeled with a
continuous-state HMM, it would be preferable to describe the
babble sequence with a continuous-state HMM. On the other
hand, an exact implementation of the EM algorithm for HMMs
with a continuous-state is generally not possible, except for
some very few specific cases, e.g. Gaussian linear state-space
models, and simulation-based methods have to be used instead
[29]. Hence, it would be preferable to avoid a continuous-
state structure whenever it is possible. Furthermore, in a real
babble noise only a finite number of states (say representative
states) would be sufficient for practical purposes to model the
normalized spectral shape of the signal; this is indicated, for
example, by the success of the vector quantization techniques
to quantize continuous signals with a limited number of
centroid vectors effectively. Based on these reasons, in the
following we model the babble noise with a discrete-state
HMM.
Using the text following (5), (8) can be written as:
E
(
|Vt|2 | s¯1t, g1t, . . . s¯Mt, gMt
)
=∑M
m=1E
(
|Xmt|2 | s¯mt, gmt
)
=∑M
m=1 gmtbˆs¯mt = bˆ
∑M
m=1 gmts¯mt, (9)
where bˆki = αkbki as before. In the babble HMM, we will now
approximate the sum over m in (9) by the babble hidden state
vectors and the gain variables. Let us denote the babble hidden
state vector at time t by S¨t (as opposed to the speech state
indicator shown by S¯t) and its realizations by s¨t that can take
one of the N¨ possible state value vectors {s¨′1, s¨′2, . . . s¨′N¨}. Note
that N¨ is different from the number of speakers in the babble,
which is shown by M in (9). Also, denote the stochastic babble
gain by random variable Ht and its realizations by ht.
The power spectrum values of the babble, as defined by (8),
(9) are not exactly gamma-distributed1, given the hidden state.
However, our informal simulations showed that the babble
DFT coefficients also have super-Gaussian distributions. This
is understandable, considering the similarity of speech and
babble. Hence, the same argument that was used for the
speech model in Subsection II-A can be used here to motivate
that gamma distribution is a good approximation for the
distribution of the babble spectra. We now extend the clean-
speech model in (5), just slightly, to model the density of the
babble short-time power spectrum as:
f
(
|vt|2 | s¨t, ht
)
=
∏
k
(
|vkt|2
)βk−1
(ht [bs¨t]k)
βk Γ (βk)
e−|vkt|
2/(ht[bs¨t]k),
(10)
here, the main new feature is that the hidden state vectors s¨ are
not indicator vectors (columns of s¯ were one-of-N¯ indicator
vectors in (5)). This is a result of (8). More specifically, if
we set βk = αk and s¨t =
∑
m gmts¯mt, then (10) leads
to the same expected value as in (9) with ht = 1. In this
context, s¨t is the weighted sum of the M indicator vectors. The
shape parameters βk are still assumed to be independent of the
hidden states, but may be different from the shape parameters
αk of the clean speech model. In this approach, the babble
signal is generated as a weighted sum of different clean speech
waveforms, thus, the “basis” matrix b is assumed to be the
same and only the weights of the basis vectors are different for
the speech and the babble signals. The short-term stochastic
gain Ht in (10) is assumed to have a gamma distribution as:
f (ht) =
hψ−1t
γψt Γ (ψ)
e−ht/γt . (11)
In (11), the scale parameter γt represents the long-term energy
level of the babble signal, and ψ is the shape parameter. An
EM-based algorithm is proposed in Subsection V-B to estimate
N¨ babble state value vectors, s¨′i for i = 1, . . . N¨ , the state
transition probabilities a¨ij = f(S¨t = s¨′j | S¨t−1 = s¨′i), βk, ψ,
and γt given the recorded babble noise. Eq. (10) is referred as
gamma-NHMM since the described model performs an NMF
on the scale parameters of the HMM output distributions,
which are gamma distributions.
IV. SPEECH ENHANCEMENT METHOD
A noise reduction scheme is proposed in this section to
enhance the speech signal that is degraded by the babble noise.
The mixed signal model is described in Subsection IV-A,
which is used later in Subsection IV-B to derive an MMSE
estimator for the speech signal.
In the proposed models, the power spectra of the clean
speech and the babble noise are conditionally gamma-
distributed. Even though a gamma distribution might be a
good approximation for the power spectra of the mixed signal,
obtaining the MMSE estimator for the clean speech signal
is difficult for this case ( [30] proposes a solution uing this
approximation). Therefore, in this part of the paper (which pro-
vides an application of the developed babble model) we limit
1Eq. (9) is defined for the expected values; to obtain the exact distribution
of the babble power spectral vectors, given the hidden states for all of the
speakers, both the summation of individual gamma distributions and the
distribution of the cross terms have to be considered.
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the models to use exponential distributions for the speech and
the babble power spectral coefficients (αk = 1 in (1), βk = 1
in (10)). This corresponds to the assumption that speech and
babble DFT coefficients have complex Gaussian distributions,
which have been used successfully in the literature (e.g. [6],
[31]). In the experimental section, we show that even with
this additional simplification the proposed noise reduction
method outperforms the competing algorithms. To keep the
generality of the speech and babble models for potential future
applications, the proposed parameter estimation algorithm in
Section V will be given for the general gamma case.
A. Clean Speech Mixed with Babble
Assuming that the DFT coefficients of the clean speech and
babble noise are complex Gaussian, DFT coefficients of the
mixed signal Y,
Yt = Xt + Vt,
will also have complex Gaussian distribution. Let us represent
the composite state of the mixed signal by St that can take
one of the N = N¯N¨ possible outcomes. Defining σ2Ykt =
E(|Ykt|2 | st, gt, ht) = E(|Xkt|2 | s¯t, gt) + E(|Vkt|2 | s¨t, ht)
we have:
f (ykt | gt, ht, st) = 1
piσ2Ykt
e
−|ykt|
2
σ2
Ykt , (12)
and also
f (yt | gt, ht, st) =
K∏
k=1
f (ykt | gt, ht, st) . (13)
The state-conditional distribution of the mixed signal can be
obtained by integrating out the gain variables as:
f (yt | st) =
∫ ∫
f (yt | gt, ht, st) f (gt, ht) dgtdht. (14)
The required expectations to calculate σ2Ykt in (12) are obtained
considering the models given in (5) and (10). The analytical
evaluation of (14) turns out to be difficult; although numerical
methods can be used to calculate the required integrations, we
approximate the integrand by its behavior near to its maximum
by applying Laplace approximation [32, Sec. 4.4]. Hence, we
first derive an EM algorithm to obtain the state-dependent
Maximum a-Posteriori estimates g′t and h
′
t in Appendix A
based on the following optimization problem:
{g′t, h′t} = arg max
gt,ht
f (yt | gt, ht, st) f (gt, ht) , (15)
then (14) is approximated by
f (yt | st) ≈ f (yt | g′t, h′t, st) f (g′t, h′t)
2pi√
det (Ast)
, (16)
where det (Ast) is the determinant of the negative Hessian
of ln f (yt, gt, ht | st) with respect to gt, ht, evaluated at the
maximum point. The expression for the Hessian matrix is also
given in Appendix A. It should also be mentioned that in
[16] an EM algorithm was developed to find the mode of
the joint distribution and then f (y | st) was approximated by
f (y, g′t, h
′
t | st) .
B. Clean Speech Estimator
The posterior distribution of the clean speech DFT coef-
ficients given the noisy observations can be written as [14],
[16]:
f
(
xt | yt1
)
=
∑
st
ηt (st) f (xt,yt | st)
f
(
yt | yt−11
) , (17)
where yt2t1 ={yt1,yt1+1, . . . ,yt2}, and ηt (st)=f
(
st | yt−11
)
is the probability of being in the composite state st at time
t given all of the noisy observations until time t − 1, and is
calculated as:
ηt (st) = f
(
st | yt−11
)
=
∑
st−1
ast−1,stf
(
st−1 | yt−11
)
, (18)
with ast−1,st = f (St = st |St−1=st−1) = a¯s¯t−1 ,¯st a¨s¨t−1 ,¨st
because of the independency of the speech and the noise
Markov chains, and f(st−1 | yt−11 ) is the scaled forward
variable obtained using the forward algorithm [28]. The joint
distribution of Xt and Yt can also be written as:
f (xt,yt | st) =
∫ ∫
f (xt,yt, gt, ht | st) dgtdht ≈
f (xt | yt, g′t, h′t, st)
∫ ∫
f (yt, gt, ht | st) dgtdht ≈
f (xt | yt, g′t, h′t, st) f (yt, g′t, h′t | st)
2pi√
det (Ast)
, (19)
where the second line is obtained using a point approximation
for f(xt | yt, gt, ht, st) (similarly to [16]), and the last line is
obtained by using approximation (16). We can also write:
f
(
yt | yt−11
)
=
∑
st
∫
ηt (st) f (xt,yt | st) dxt (20)
≈
∑
st
ηt (st) f (yt, g
′
t, h
′
t | st)
2pi√
det (Ast)
.
Denoting ζt (st,yt) = ηt (st) f (yt, g′t, h
′
t | st) 2pi√det(Ast ) , and
using (19) and (20), (17) can be written as:
f
(
xt | yt1
)
=
∑
st
ζt (st,yt) f (xt | yt, g′t, h′t, st)∑
st
ζt (st,yt)
. (21)
Because of the Gaussian assumption, calculating the state-
conditional posterior distribution of the clean speech DFT
coefficients is straightforward and is given by a complex
Gaussian distribution with the mean value obtained via the
Wiener filtering:
E (Xkt | yt, g′t, h′t, st) = CXkt (CXkt + CVkt)−1 ykt, (22)
and the covariance matrix given as:
E
(
|Xkt − E (Xkt | yt, g′t, h′t, st)|2 | yt, g′t, h′t, st
)
= CXkt − CXkt (CXkt + CVkt)−1 CXkt , (23)
where CXkt = E(|Xkt|2 | g′t, st) = αkg′t [bs¯t]k and CVkt =
E(|Vkt|2 | h′t, st) = βkh′t [bs¨t]k. By using (22) and (21),
the MMSE estimator of the clean speech DFT coefficients
is derived as:
xˆt = E
(
Xt | yt1
)
=
∑
st
ζt (st,yt)E (Xt | yt, g′t, h′t, st)∑
st
ζt (st,yt)
, (24)
or equivalently as xˆkt = κktykt where the gain parameter is
given by:
κkt =
∑
st
ζt (st,yt)CXkt (CXkt + CVkt)
−1∑
st
ζt (st,yt)
. (25)
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V. PARAMETER ESTIMATION
A. Speech Model Training
The EM-based Baum-Welch algorithm is followed to train
speech and noise models [28], [33]. The parameters of the
speech model are denoted by λ = {a¯,b,α, φ, θ} . Letting the
training data consist of R speech utterances, it is assumed that
the time-dependent scale parameter of the stochastic gain, θ,
remains constant during each utterance for simplicity, hence,
denoted by θr in the following.
Denote the whole training set by o¯ =
{(o¯1,1 . . . o¯1,T1) , . . . (o¯R,1 . . . o¯R,TR)} where o¯r,t = [o¯r,kt]
represents the speech power spectral vector of the rth
sentence at time t. Similarly, let Z¯ = {S¯,G} represent
the hidden variables in the model, which are not observed.
Then, the maximization step in the EM algorithm consists of
maximizing
Q
(
λˆ, λ
)
=
∑
s¯
∫
f (z¯ | o¯, λ) ln
(
f
(
z¯, o¯ | λˆ
))
dg, (26)
w.r.t λˆ, where λ is the estimated parameters from the previous
iteration of the EM algorithm. Q(λˆ, λ) can be written as:
Q
(
λˆ, λ
)
= Qˆ
(
λˆ, λ
)
+
∑
r,t,i
ωt,r (i)
∫
f
(
gr,t | o¯r,t, S¯r,t = i, λ
) ·(
ln f
(
gr,t | λˆ
)
+ ln f
(
o¯r,t | gr,t, S¯r,t = i, λˆ
))
dgr,t, (27)
for r = 1 . . . R, t = 1 . . . Tr, and i = 1 . . . N¯ . Here, Qˆ(λˆ, λ)
includes the terms for optimizing the transition matrix ˆ¯a and
is maximized using the standard Baum-Welch algorithm. The
posterior state probabilities
ωt,r (i) = f
(
S¯r,t = i | o¯, λ
)
,
are obtained by the forward-backward algorithm [28]. To
obtain the new parameters, (27) is differentiated w.r.t the
parameters of interest, and the result is set to zero. The
objective function in (27) is separable for on the one hand
{bˆ, αˆ}, and on the other hand {φˆ, θˆ}. First, consider {bˆ, αˆ};
obtaining the gradient w.r.t. bˆki and setting it to zero yields
the following estimate:
bˆki =
∑
r,t ωt,r (i) o¯r,ktEGr,t|S¯r,t,λ
(
G−1r,t
)
αˆk
∑
r,t ωt,r (i)
=
µoki
αˆk
, (28)
where EGr,t|S¯r,t,λ (·) is the expectation w.r.t. the posterior
distribution of the gain variable f
(
gr,t | o¯r,t, S¯r,t = i, λ
)
, and
µoki is defined as:
µoki =
∑
r,t ωt,r (i) o¯r,ktEGr,t|S¯r,t,λ
(
G−1r,t
)∑
r,t ωt,r (i)
. (29)
Inserting (28) into (27), and setting the gradient of the objec-
tive function w.r.t. αˆk to zero yields:
ϕ (αˆk)− ln (αˆk) = 1∑
r,t,i ωt,r (i)
×∑
r,t,i
ωt,r (i)
(
ln o¯r,kt − EGr,t|S¯r,t,λ (lnGr,t)− lnµoki
)
, (30)
where ϕ (u) = ddu ln Γ (u) is the digamma function, and µ
o
ki
is defined in (29). Hence, (30) is solved first, e.g. by Newton’s
method, and the obtained αˆk is inserted into (28) to estimate
bˆki. Similarly, φˆ and θˆ can be obtained by first estimating the
shape parameter φ as:
ϕ
(
φˆ
)
− ln
(
φˆ
)
=
1∑
t,r,i ωt,r (i)
×∑
t,r,i
ωt,r (i)
(
EGr,t|S¯r,t,λ (lnGr,t)− lnµgr
)
, (31)
with µgr defined as:
µgr =
∑
t,i ωt,r (i)EGr,t|S¯r,t,λ (Gr,t)∑
t,i ωt,r (i)
,
and then using φˆ to obtain θˆr = µgr/φˆ. Since the gamma
probability density function given in (1) is log concave in
αk and bki around the stationary points bˆki, αˆk, these update
rules are guaranteed to increase the overall log likelihood
score of the parameters [34]. To perform the updates, it is
required to calculate the posterior expected values of the
functions of the gain variables. The posterior distribution of
the gain variable, f
(
gr,t | o¯r,t, S¯r,t = i, λ
)
, is obtained in
Appendix B and is a generalized inverse Gaussian. The re-
quired expected values EGr,t|S¯r,t,λ (Gr,t), EGr,t|S¯r,t,λ
(
G−1r,t
)
,
and EGr,t|S¯r,t,λ (lnGr,t) are given with (48), (49), and (50),
respectively.
B. Babble Model Training
The parameters of the babble model are denoted by λ =
{a¨, s¨′,β, ψ, γ} where s¨′ = {s¨′1, s¨′2, . . . s¨′N¨} is the set of the N¨
babble state value vectors. These vectors are in principle the
weighting factors associated with the basis matrix b. Letting
the training data consist of R different recordings of babble
noise, similar to the speech model, it is assumed that the time-
dependent scale parameter of the stochastic gain H remains
constant during each recording, hence, denoted by γr in the
following.
Denote the whole training set by o¨. The main difference
between noise training and speech training is that for the
babble training we must also update the babble state value
vectors s¨′i for i = 1, . . . N¨ simultaneously with the other
parameters. The update rules for a¨, γ, and ψ are similar to
the update rules of a¯, θ, and φ, respectively. The estimation
of β and s¨′ are coupled. Hence, it is easier to optimize the
EM help function Q(λˆ, λ) w.r.t. these parameters separately,
given the previous estimates of them. Obtaining the derivative
of Q(λˆ, λ) w.r.t. βk and setting it to zero yields the following
estimate for βk:
ϕ
(
βˆk
)
=
∑
r,t,i ωt,r (s¨
′
i)∑
r,t,i ωt,r (s¨
′
i)
×(
ln o¨r,kt − ln [bs¨′i]k − EHr,t|S¨r,t,λ (lnHr,t)
)
. (32)
The update rule for s¨′i cannot be obtained in a closed form.
Here, we present an approach based on the concave-convex
procedure (CCCP) [35], [36] to iteratively maximize the EM
help function Q(λˆ, λ). CCCP is a procedure to find a local
minimum of a nonconvex function and is often used to
minimize a cost function that can be written as a difference
of convex functions. The core idea of this procedure is that
the nonconvex function is approximated by a convex function,
which can be easily minimized, and then the procedure is
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iterated until a local minimum is found. The negative EM
help function for the babble model is given as:
−Q
(
λˆ, λ
)
= Q′+
∑
t,r,i
ωt,r (s¨
′
i)
∑
k
 o¨r,ktEHr,t|S¨r,t,λ (H−1r,t )[
b ̂¨s′i]
k
+ βˆk ln
[
b ̂¨s′i]
k

= Q′ +
∑
i
(
P1
(̂¨s′i)+ P2 (̂¨s′i)) , (33)
where Q′ is independent of the state variables s¨′. Due to
the summation, it is optimal to minimize (33) w.r.t. each ̂¨s′i
independently. It can be easily shown that P1 is a convex
function where P2 is a concave function. Using the CCCP
procedure, a convex problem is generated as:̂¨s′i (l + 1) = arg min
x
P1 (x) + x
>∇P2
(̂¨s′i (l)) , (34)
s.t. x ≥ 0
where ∇P2 (s) represents the gradient of P2 evaluated at
s, and l is the iteration number. This constrained problem
can be solved by usual convex optimization tools, e.g. the
interior-point methods [37, ch.11]. This procedure is followed
iteratively until a locally optimal solution ̂¨s′i is obtained. Even
though the CCCP procedure does not lead to a closed form
solution, it makes the solution faster and more robust. The
required derivatives to solve the above problem are given in
Appendix C. In summary, the following algorithm is pursued
to find the optimal babble state value vectors:
1) Initialize ̂¨s′i (1) using the solution obtained in the pre-
vious iteration of the EM algorithm for i ∈ {1, . . . N¨},
set l = 1.
2) For each i, iterate between the following steps until
convergence (usually 2–3 iterations are enough):
a) Calculate ∇P2( ̂¨s′i (l)) (51).
b) Solve problem (34) using the interior-point meth-
ods.
c) l = l + 1.
Since the parameter estimation framework is based on
the EM, initialization of the algorithm is important. To
assign the initial values for s¨′i (before the first iter-
ation of the EM), we generated two minutes of 10-
person babble noise using the TIMIT database (2f+2m +
1f−1.25dB+1f−3dB+1f−6dB+1m−1.25dB+1m−3dB+1m−6dB), and
the gamma-HMM (Subsection II-B) was applied indepen-
dently to each speaker’s spectrogram to find the NMF weight-
ing vector ut. Then, all of the ten ut vectors were summed
together to obtain ubabblet . At the end, a K-means clustering
procedure was applied to cluster all of the columns of ubabble
into N¨ groups whose mean values were used to initialize the
state value vectors (s¨′i) for the babble training.
C. Updating Time-varying Parameters
The scale parameters of the stochastic gains are time-variant
and, thus, for the purposes of noise reduction they have to be
estimated online given only the noisy signal. In the following,
the parameters λt = {θt, γt} are updated in a recursive manner
after the estimation of the clean speech signal. Therefore, given
the noisy signal, a correction term is calculated and is added
to the current estimates to obtain the new estimate of the pa-
rameters. In the remainder of this section, this correction term
is obtained and is used to update the time-varying parameters
(Eq. (40) and (41)). An algorithm was presented in [27] to
estimate the HMM parameters online, that was based on the
recursive EM algorithm and the stochastic approximation [26],
[38]. Here, we follow a similar procedure as described in [16],
[27] to update λt. The recursive EM algorithm is a stochastic
approximation in which the parameters of interest are updated
sequentially. To do so, the EM help function is defined as the
conditional expectation of the log likelihood of the complete
data until the current time w.r.t. posterior distribution of the
hidden variables. Then, this help function is maximized over
the parameters by a single-iteration stochastic approximation
in each time instance. Denote the hidden random variables
of the EM algorithm as Zt = {St, Gt, Ht}. Given a noisy
observation at time t, yt, a new estimate of the parameters λˆt
is obtained by solving:
λˆt = arg max
λt
Qt
(
λt, λˆ
t−1
1
)
, where
Qt
(
λt, λˆ
t−1
1
)
=
∑
st1
∫ ∫
f
(
zt1 | yt1, λˆt−11
)
×
ln f
(
yt1, z
t
1 | λt
)
dgt1dh
t
1, (35)
where λˆt−11 =
{
λˆ1, . . . λˆt−1
}
, zt1 = {z1, z2, . . . , zt}. As it is
shown in [27], the objective function in (35) can be simplified,
up to an additive constant, as:
Qt
(
λt, λˆ
t−1
1
)
= const. +
t∑
τ=1
Lτ |t
(
λt, λˆ
τ−1
1
)
,
with
Lτ |t
(
λt, λˆ
τ−1
1
)
=
∑
sτ
∫ ∫
f
(
zτ | yt1, λˆτ−11
)
×
(ln f (gτ | sτ , λt) + ln f (hτ | sτ , λt)) dgτdhτ . (36)
The parameters of interest can be updated as [27]:
λˆt= λˆt−1 +
−∂2Qt
(
λt, λˆ
t−1
1
)
∂λ2t
−1 ∂Lt|t
(
λt, λˆ
t−1
1
)
∂λt
∣∣∣∣∣∣∣
λˆt−1
.
(37)
Using the Bayes rule, the posterior probability of the hidden
states can be written as:
f
(
zτ | yt1, λˆτ−11
)
=
f
(
zτ ,yτ | yτ−11 ,ytτ+1, λˆτ−11
)
f
(
yτ | yτ−11 ,ytτ+1, λˆτ−11
) =
f
(
sτ | yτ−11 ,ytτ+1, λˆτ−11
)
f
(
yτ , hτ , gτ | sτ , λˆτ−11
)
f
(
yτ | yτ−11 ,ytτ+1, λˆτ−11
) , (38)
where the standard Markov chain property (independency
of the observations given the hidden states) is used to get
the second line. To reduce the computation effort, (38) is
approximated as (this is also done implicitly in [16]):
f
(
zτ | yt1, λˆτ−11
)
≈
f
(
sτ | yτ−11 , λˆτ−11
)
f
(
yτ , hτ , gτ | sτ , λˆτ−11
)
f
(
yτ | yτ−11 , λˆτ−11
) . (39)
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For t = τ , the above approximation is exact. Using (16), (20),
and (39) in (36) yields:
Lτ |t
(
λt, λˆ
τ−1
1
)
≈
∑
sτ
ωτ (sτ ,yτ )×
(ln f (g′τ | sτ , λt) + ln f (h′τ | sτ , λt)) ,
where ωτ (sτ ,yτ ) =
ζτ (sτ ,yτ )∑
sτ
ζτ (sτ ,yτ )
is the scaled forward
variable, and ζt (st,yt) = ηt (st) f (yt, g′t, h
′
t | st) 2pi√det(Ast )
as in Subsection IV-B. Evaluating (37) for θt and γt yields:
θˆt = θˆt−1 +
1
It
(
θˆt−1
)∑
st
ωt (st,yt)
(
−φ
θˆt−1
+
g′t
θˆ2t−1
)
,
(40)
It
(
θˆt−1
)
=
t∑
τ=1
∑
sτ
ωτ (sτ ,yτ )
(
−φ
θˆ2t−1
+
2g′t
θˆ3t−1
)
.
and
γˆt = γˆt−1 +
1
It (γˆt−1)
∑
st
ωt (st,yt)
( −ψ
γˆt−1
+
h′t
γˆ2t−1
)
, (41)
It (γˆt−1) =
t∑
τ=1
∑
sτ
ωτ (sτ ,yτ )
( −ψ
γˆ2t−1
+
2h′t
γˆ3t−1
)
.
To ensure the required positivity of the step sizes 1/It(θˆt−1)
in (40) and 1/It(γˆt−1) in (41) [27], [38], and to take care of
the time-variant parameters, we can modify It(λˆt−1) slightly
by adding a restriction and forgetting factors to reduce the
effect of the previous observations as [16], [27]:
It
(
θˆt−1
)
= ξθIt−1
(
θˆt−2
)
+ (42)
max
(
βθ,
∑
st
ωt (st,yt)
(
−φ
θˆ2t−1
+
2g′t
θˆ3t−1
))
,
It (γˆt−1) = ξγIt−1 (γˆt−2) + (43)
max
(
βγ ,
∑
st
ωt (st,yt)
( −ψ
γˆ2t−1
+
2h′t
γˆ3t−1
))
,
with 0 < ξθ, ξγ < 1, and 0 < βθ, βγ .
VI. EXPERIMENTS AND RESULTS
The capability of the proposed models and the performance
of the developed noise reduction algorithm is investigated in
various ways. In Subsection VI-A, the details of the imple-
mentation of the proposed system is explained. In Subsection
VI-B, the developed noise reduction scheme is evaluated and
compared to state-of-the-art methods using different objective
measures and a subjective listening test. The performance of
the developed system is compared to that of the Bayesian
NMF (BNMF) based approach [25] and the ETSI (European
Telecommunications Standards Institute) front end Wiener
filtering [39].
In the BNMF approach, to utilize the temporal correlation
of the underlying speech and noise signals, the posterior
distributions of the NMF coefficients at the past time instances
were widened and applied as the new prior distribution through
the Bayesian framework to obtain an MMSE estimator for the
speech signal [25]. A comparison to the BNMF method has
been motivated by the analogy of the proposed babble model
and nonnegative matrix factorization. Also, as it is reported in
[25], the BNMF-based noise reduction approach outperforms
different competing algorithms. On the other hand, the ETSI
two-stage Wiener filter is carefully tuned for good performance
in denoising speech [39], and it is considered here to compare
the performance of the model-based approaches to a standard
approach that does not benefit from trained noise-specific
models.
A. System Implementation
The proposed models for speech and babble signals were
trained using the TIMIT and NOISEX-92 databases, respec-
tively. All of the signals were down-sampled to 16-kHz and the
DFT was implemented using a frame length of 320 samples
with 50% overlapped windows using a Hann window. For
speech, 600 sentences from the training set of the TIMIT were
used as training data, and for babble noise the first 75% of
the signal was used for training while the rest of the signal
was used for the test purposes. To investigate the performance
of the algorithms as a function of the number of speakers
in the babble noise, a different set of babble training and
testing data was used, which is explained in Subsection VI-B3.
Also, the core test set of the TIMIT database (192 sentences)
was exploited for the noise reduction evaluation. The signal
synthesis was performed using the overlap-and-add procedure.
For the speech model, N¯ = 55 states were trained in order
to roughly identify these states by different phonemes. For the
babble model, a discrete HMM with N¨ states was considered.
As a result, the final mixed signal model includes N = N¯N¨
states. To carry out the speech enhancement and calculate the
final speech gain κkt (25), the weighted sum of the state-
conditional Wiener filters has to be calculated while for each
of the N states, the MAP estimate of the stochastic gain
variables has to be performed, which is time consuming in
general. Although a large value for N¨ may approximate the
underlying continuous state-space of the babble model better,
it will result in a computationally more expensive system and
for N¨ larger than 50 a pruning algorithm [15], [16] has to be
implemented to keep the level of complexity practical. In our
experiments, we set N¨ = 10 (except Subsection VI-B3) since
the performance was quite similar for N¨ in the range of 10
to 200. Moreover, we observed that a high shape parameter
(5∼30) for the stochastic gain variables makes the MAP esti-
mation faster while the performance remains similar. Hence,
in our simulations the shape parameters of both the stochastic
gain variables were set to 15 although the data-driven estimate
of the shape parameter of the speech stochastic gain variable
was less than one (this is an indication of a high variation
in the state-conditioned energy level of the signal). For this
setup, our Matlab implementation runs in approximately 5-
times real time2 using a PC with 3.8 GHz Intel CPU and 2
GB RAM. The online parameter estimation (42,43) was done
using ξθ = 0.99, ξγ = 0.98, and βθ = βγ = 100, which were
set experimentally.
Additionally, motivated by our previous work [24], an expo-
nential smoothing was performed as κ¯kt = 0.4κ¯k(t−1)+0.6κkt
2By real time, we mean that the processing of the current frame finishes
before the next frame arrives.
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and the speech signal was estimated as xˆkt = κ¯ktykt. This
smoothing slightly improves the quality of the estimated
speech signal by smoothing out the gain fluctuations. For
the BNMF approach [25], 60 basis vectors for speech and
100 basis vectors for babble were trained using the same
training material as explained above. For this method, an
informative prior was only used for babble NMF coefficients
since applying informative prior for speech NMF coefficients
did not result in better noise reduction performance, as also
mentioned in [25].
B. Evaluations
In this section, we evaluate the proposed system and com-
pare its performance with that of BNMF [25] and ETSI
front end Wiener filtering [39]. First we present a general
comparison of methods, and then some specific aspects are
highlighted. Finally, the results of the subjective listening tests
are given.
1) Objective Evaluation of the Noise Reduction: Five dif-
ferent objective measures were considered for the evaluation:
(1) source to distortion ratio (SDR) [40] that represents the
overall quality of speech; (2) long-term signal to noise ratio
(SNR); (3) segmental SNR (SegSNR) [41, ch. 10], which was
limited to the range [−10 dB, 30 dB]; (4) spectral distortion
(SD) [42], for which the time-frames with powers 40 dB
less than the long-term power level were excluded from
the evaluations; (5) perceptual evaluation of speech quality
(PESQ) [43]. The evaluation is performed at three input SNRs:
0, 5, and 10 dB.
The results are presented in Fig. 2. For SDR, SNR, and
SegSNR the improvements in dB (e.g. 4SDR = SDRenhanced−
SDRnoisy) are shown in this figure for readability. For PESQ
and SD the actual values for the enhanced signals and for the
noisy input signal are shown. A high degree of consistency
can be seen between the different measures. The results show
that the two model-based approaches lead to much better
improvements than the Wiener filtering. The proposed method
outperforms the BNMF in all of the input SNRs in the sense
of SDR, SNR, SegSNR, and SD. For PESQ, gamma-NHMM
results to slightly better PESQ improvement at 0 dB input
SNR, while BNMF leads to slightly better improvements at
5 and 10 dB SNRs. However, the difference between PESQ
values for two algorithms is marginal in all three SNRs.
2) Effect of Systems on Speech and Noise Separately:
A desired feature of a noise reduction system is that the
speech signal remains undistorted. In order to compare this
aspect of the algorithms, segmental speech SNR (SNRseg-sp),
and segmental noise reduction (SegNR) [44] were measured in
a shadow filtering framework. Hence, the enhancement filter
was obtained using the input noisy signal (as it was done
in VI-B1), and it was applied to the clean speech and noise
components of the input noisy signal, separately. The output
speech and noise signals were compared to the corresponding
inputs to compute these two measures. For both measures a
high value is desired, and SNRseg-sp is inversely proportional
to the speech distortion.
The results are shown in Fig. 3. As it can be seen in the
figure, the proposed system leads to a higher segmental speech
0 dB 5 dB 10 dB
0
1
2
3
4
5
4
S
D
R
(d
B
)
Input SNR
0 dB 5 dB 10 dB
0
2
4
6
4
S
N
R
(d
B
)
Input SNR
0 dB 5 dB 10 dB
0
1
2
3
4
5
4
S
eg
S
N
R
(d
B
)
Input SNR
0 dB 5 dB 10 dB
1.5
2
2.5
P
E
S
Q
(M
O
S
)
Input SNR
0 dB 5 dB 10 dB
6
8
10
12
S
D
(d
B
)
Input SNR
 
 
Proposed
BNMF
Wiener filtering
Input noisy signal
Fig. 2: Objective evaluation of the application of the proposed
babble model in noise reduction. 4 is used to show the
improvements gained by the noise reduction algorithms, e.g.,
4SDR = SDRenhanced − SDRnoisy.
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Fig. 3: Stacked presentation of the segmental speech SNR
(SNRseg-sp, bottom), and the segmental noise reduction (SegNR,
top).
SNR (less distortion) in all of the input SNRs. Also, the sum
of the SNRseg-sp and SegNR is the highest for the proposed
method.
3) Effect of the Number of Speakers in Babble: It is
well known that the performance of the model-based noise
reduction systems that are trained for a specific signal de-
grades when there is a mismatch between training and testing.
Therefore, in the case of a mismatch, the standard Wiener filter
might outperform the model-based approaches since it is not
restricted to any specific noise type. In this part, we investigate
the performance of the noise reduction algorithms as a function
of the number of speakers in the babble. For the experiments,
an artificial babble was generated by adding waveforms of
different speakers from the TIMIT database, with equal speech
level for all of the speakers. The number of speakers in
generating babble were chosen as M ∈ {4, 6, 10, 20, 50, 100}.
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Moreover, the babble noise from NOISEX-92 is also consid-
ered in the evaluation for comparison.
For the proposed method and BNMF, two babble models
were trained using (1) only the NOISEX-92, (2) both the
NOISEX-92 and 10-person babble noise (different from the
test signal). Also, for the proposed system, we trained N¨ = 50
states for the babble for both of the models since a pilot
experiment indicated that N¨ = 10 was insufficient in this case
because of the high non-stationarity of the noise.
Improvements gained in the source to distortion ratio
(4SDR) are shown in Fig. 4 for two input SNRs, 5 and
10 dB. Fig. 4a shows the results using the babble model
that is trained on only the NOISEX-92. Looking at the 5
dB input SNR scenario (left-hand side of Fig. 4a), it can be
seen that even though the performance of the model-based
approaches is much better when exposed to the NOISEX-92
babble noise, the ETSI Wiener filter gives a better result in the
other types of babble noise. Fig. 4b shows the results using
the babble model that is trained using both the NOISEX-92
and 10-person artificial babble noise. Here, the performance
of the model-based approaches is slightly reduced for the
NOISEX-92 babble noise, but in general their performance is
significantly improved (especially for the proposed method).
This also implies that if the proposed method is combined with
another system that estimates the number of the speakers from
the observed babble signal (for example [5]), the performance
might be improved further.
4) Cross-predictive Test for Model Fitting: A cross-
predictive test was carried out in which both of the speech and
babble models from the proposed and the BNMF frameworks
were applied to the speech and babble signals (as separate
inputs) in a predictive way. Here, the goal is to investigate
whether the babble (speech) model fits to the babble (speech)
signal better than the speech (babble) model. Two measures
were computed to compare the input and the estimated sig-
nals. To compare the signals in the spectral domain, spectral
distortion (SD) [42] was measured. To compare the input
and estimated waveforms, segmental SNR (SegSNR) [41, ch.
10] was measured. To reconstruct the output waveforms, the
NMF representations of the spectrograms together with the
phase information from the input signal were fed into the
inverse DFT. For the proposed method, the gamma-NHMM
representation (similar to Subsection II-B) was used to obtain
the NMF approximation, and for the BNMF that was achieved
by multiplying the mean values of the posterior distributions
of the basis matrix and the coefficients matrix.
The results of this predictive test are shown in TABLE I
in the form of confusion matrices. If a model is good then
for each type of signal (each row in the table), the best result
should be found in the element on the main diagonal. Both
of the measures point in the same direction, and show that
in the proposed framework a better score is obtained for the
speech and babble signals using the speech and babble models,
respectively. However, for the BNMF, the speech model gives
a better score to the babble signal than the babble model itself
(shown in a red color in the table). This is because the babble
spectrogram can be approximated quite well by combining the
speech basis vectors freely. The result of this test is another
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(a) Babble models trained using only NOISEX-92. The results are shown
for two input SNRs 5 dB (left) and 10 dB (right).
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(b) Babble models trained using both the NOISEX-92 and 10-person babble
(different from the testing signals). The results are shown for two input SNRs
5 dB (left) and 10 dB (right).
Fig. 4: Performance of the noise reduction algorithms as a
function of the number of speakers in the babble.
TABLE I: A cross-predictive test for the different models. The
specified signal is fed as the input signal to the given model
and the quality of the reconstructed signal is measured. The
results are averaged over the test set explained in Subsection
VI-A.
(a) Spectral distortion (SD, lower value is desired) in dB.
Proposed Speech BabbleModel Model
Speech Sig. 3.9 6.7
Babble Sig. 3.2 2.4
BNMF Speech BabbleModel Model
Speech Sig. 6.3 9.4
Babble Sig. 2.2 2.8
(b) Segmental SNR (SegSNR, higher value is desired) in dB.
Proposed Speech BabbleModel Model
Speech Sig. 3.2 -2.1
Babble Sig. 4 5.3
BNMF Speech BabbleModel Model
Speech Sig. 9.1 -2.2
Babble Sig. 9.2 6.5
indication of the excellence of the proposed babble model, and
provides an additional explanation for the achieved results in
the previous subsections.
5) Subjective Evaluation of the Noise Reduction: To as-
sess the subjective quality of the estimated speech signal,
a subjective listening test was carried out. The test setup
was similar to the ITU recommendation ITU-R BS.1534-
1 MUSHRA [45]. Six experienced and four inexperienced
listeners (ten in total) participated in the test. The subjective
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Fig. 5: Results of the MUSHRA test at 3 input SNRs: 0 dB,
5 dB, 10 dB (top to down) with a 95% confidence interval.
evaluation was performed for three input SNRs (0, 5, 10 dB),
and for each SNR seven sentences from the core test set of the
TIMIT database (4 males and 3 females) were presented to the
listeners. In each of the 21 listening sessions, 5 signals were
compared by the listeners: (1) reference clean speech signal,
(2) noisy speech signal, (3,4) estimated speech signals using
the gamma-NHMM and BNMF, and (5) a hidden anchor signal
that was chosen to be the noisy signal at a 5 dB lower SNR
than the noisy signal processed by the systems (as suggested
in [10]). The listeners were allowed to play each sentence as
many times as they wanted, and they always had access to the
reference signal. They were asked to rate the signals based
on the global speech quality. Also, some sample signals were
presented, and the graphical user interface was introduced to
the listeners prior to the test procedure. The order of the signals
was randomized with respect to the algorithm and input SNR.
Each listener took around 30 minutes on average to complete
the listening test.
The results of this listening test, averaged over all of the
participants, with a 95% confidence interval are presented
in Fig. 5. At all of the three SNRs the gamma-NHMM was
preferred over the BNMF algorithm. For 0 dB, the difference
is 9.5 MOS units, whereas for 5 dB and 10 dB, the preference
is around 5 on a scale of 100. Also, both of the algorithms
were preferred over the noisy input signal by at least 20 units.
According to the spontaneous comments by the listeners, the
remaining noise and artifacts in the enhanced signal by the
gamma-NHMM is more like a natural babble-noise while
the artifacts introduced by the BNMF are more artificially
modulated.
To verify the statistical significance of the preference of the
gamma-NHMM algorithm, a one-tailed t-test was performed.
This statistical analysis shows that the gamma-NHMM leads
to a significantly better performance than the BNMF at all
three SNRs. For 0 dB, the significance level was p ≈ 9.10−5,
for 5 dB it was p ≈ 0.013, and finally for 10 dB we obtained
p ≈ 0.014.
VII. CONCLUSION
As babble noise is generated by adding some different
speech signals, improving the intelligibility and quality of
the speech signal degraded by the babble noise has been a
challenging task for a long time. In this paper, a gamma
nonnegative HMM was proposed to model the normalized
power spectra of babble noise in which the babble basis vectors
were identical to the speech basis vectors. In the proposed
models, the time-varying energy levels of speech and babble
signals were modeled by gamma distributions whose scale
parameters were estimated online.
The simulations show that the proposed system achieves
better model recognition (i.e. babble signal gets a better
score with the babble model rather than the speech model)
compared to the Bayesian NMF approach. Also, the objective
evaluations and the subjective MUSHRA listening test ver-
ify the excellence of the proposed noise reduction system.
For instance, at 0 dB input SNR, the enhanced speech of
the currently developed system was preferred by around 10
MOS units to the enhanced speech of the closest competing
algorithm (Bayesian NMF) and by 27 to the input noisy
signal in the scale of 100. Moreover, the simulations show
that the proposed noise reduction scheme is less sensitive to
a mismatch (varying number of speakers in babble) compared
to the other competing model-based approach.
APPENDIX A
MAP ESTIMATE OF THE GAIN VARIABLES
Problem (15) is a MAP estimator that can be solved by
the standard EM algorithm. Let the hidden variables for
EM be Z = {Xt,Vt}, and λ = {g′t, h′t} be the param-
eters of interest. Thus, the EM help function is written to
Q(λˆ, λ) = EZ|Yt,λ(ln f(yt,xt,vt | st, λˆ) + ln f(λˆ)). The
terms containing gˆ′t can be gathered into
Q
gˆ′t
(
λˆ, λ
)
= EZ|Yt,λ
(
ln f
(
xt | gˆ′t, S¯t = i
)
+ ln f
(
gˆ′t
))
.
(44)
Taking the derivative of (44) and setting it to zero yields the
solution:
gˆ′t=
− (Kθt − θt (φ− 1))+
√
(Kθt − θt (φ− 1))2 +4θtCX
2
,
(45)
where K is the number of frequency bins, dimension of yt,
and CX =
∑K
k=1
E(|Xkt|2|Yt,λ)
αkbki
. The posterior expected value
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of |Xkt|2 is calculated using (22,23). The update rule for hˆ′t
is also given as:
hˆ′t=
− (Kγt − γt (ψ − 1))+
√
(Kγt − γt (ψ − 1))2 +4γtCV
2
,
(46)
where CV =
∑K
k=1
E(|Vkt|2|Yt,λ)
βk[bs¨t]k
. In very rare cases in
practice, the above algorithm may get stuck at a non-maximum
stationary point in which the EM algorithm has to be repeated
from a different initial point to obtain a local maximum of the
likelihood.
The negative Hessian matrix in (16) is defined as:
Ast(1, 1) = −
∂2 (ln f (yt, gt, ht | st))
∂gt∂gt
=
(φ− 1)
g2t
−
K∑
k=1
(gtαkbki)
2(
gtαkbki + htβk [bs¨′i]k
)2
(
1− 2 |ykt|
2(
gtαkbki + htβk [bs¨′i]k
)),
Ast(1, 2) = Ast(2, 1) = −
∂2 (ln f (yt, gt, ht | st))
∂gt∂ht
= −
K∑
k=1
(gtαkbki)
(
htβk [bs¨
′
i]k
)(
gtαkbki + htβk [bs¨′i]k
)2
(
1− 2 |ykt|
2(
gtαkbki + htβk [bs¨′i]k
)),
Ast(2, 2) = −
∂2 (ln f (yt, gt, ht | st))
∂ht∂ht
=
(ψ − 1)
h2t
−
K∑
k=1(
htβk [bs¨
′
i]k
)2(
gtαkbki + htβk [bs¨′i]k
)2
(
1− 2 |ykt|
2(
gtαkbki + htβk [bs¨′i]k
)).
APPENDIX B
POSTERIOR DISTRIBUTION OF THE GAIN VARIABLES
The posterior distribution of the stochastic gain variable of
the speech signal in Subsection V-A, given the hidden Markov
state and the observation is given by:
f
(
gr,t | o¯r,t, S¯r,t = i, λ
)
=
f
(
o¯r,t | gr,t, S¯r,t = i, λ
)
f(gr,t | λ)
f
(
o¯r,t | S¯r,t = i, λ
) ,
where λ = {a¯,b,α, φ, θ} is the estimated parameters from
the previous iteration of the Baum-Welch algorithm. Since the
denominator is constant, using (3) and (2) we get:
ln f
(
gr,t | o¯r,t, S¯r,t = i, λ
) ∝
K∑
k=1
(
−αk ln gr,t − o¯r,kt
gr,tbk,i
)
+
(φ− 1) ln gr,t − gr,t
θr
=
− 1
θr
gr,t +
(
φ− 1−
K∑
k=1
αk
)
ln gr,t −
(
K∑
k=1
o¯r,kt
bk,i
)
1
gr,t
.
(47)
Eq. (47) corresponds to a generalized inverse Gaussian (GIG)
distribution [46] with parameters ϑ = φ−∑Kk=1 αk, ρ = 1θr ,
and τ =
∑K
k=1
o¯r,t
bk,i
. The GIG distribution is generally defined
as:
ln GIG (g;ϑ, ρ, τ) = −ρg + (ϑ− 1) ln g − τ
g
+
ϑ
2
ln ρ− ln 2− ϑ
2
ln τ − lnKϑ (2√ρτ) ,
for g ≥ 0, ρ ≥ 0, and τ ≥ 0. Here, Kϑ (·) denotes a modified
Bessel function of the second kind. The required expectations
are given as [46]:
E (G) =
Kϑ+1
(
2
√
ρτ
)√
τ
Kϑ
(
2
√
ρτ
)√
ρ
, (48)
E
(
G−1
)
=
Kϑ−1
(
2
√
ρτ
)√
ρ
Kϑ
(
2
√
ρτ
)√
τ
, (49)
E (lnG) =
∂Kv(2√ρτ)
∂v |v=ϑ
Kϑ
(
2
√
ρτ
) + ln√τ
ρ
. (50)
The posterior distribution of the stochastic gain variable of the
noise signal can be obtained similarly.
APPENDIX C
GRADIENT AND HESSIAN FOR BABBLE STATES
The gradient of P2 evaluated at ̂¨s′i, which is used in the
CCCP procedure in Subsection V-B, is simply given as:
∇P2
(̂¨s′i) =
∂P2
(̂¨s′i)
∂̂¨s′mi
 = ∑
r,t,k
ωt,r (s¨
′
i) b
>
k.
 βk[
b ̂¨s′i]
k
 ,
(51)
where bk. denotes the kth row of the basis matrix b, and ′>′
denotes the transpose. Denoting C (x) = P1 (x)+x>∇P2( ̂¨s′i),
the gradient and the hessian of the cost function in (34) are
also given as:
∇C (x) =
[
∂C (x)
∂xm
]
= ∇P2
(̂¨s′i)−∑
r,t,k
ωt,r (s¨
′
i) b
>
k.
(
o¨r,kt
[bx]
2
k
EHr,t|S¨r,t,λ
(
H−1r,t
))
, (52)
∇2C (x) =
[
∂2C (x)
∂xm∂xn
]
=
∑
r,t,k
ωt,r (s¨
′
i) b
>
k.bk.
(
2o¨r,kt
[bx]
3
k
EHr,t|S¨r,t,λ
(
H−1r,t
))
. (53)
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