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Hybrid Inflation is a two-field model where inflation ends by a tachyonic instability, the duration
of which is determined by stochastic effects and has important observational implications. Making
use of the recursive approach to the stochastic formalism presented in Ref. [1], these effects are
consistently computed. Through an analysis of back-reaction, this method is shown to converge in
the valley but points toward an (expected) instability in the waterfall. It is further shown that quasi-
stationarity of the auxiliary field distribution breaks down in the case of a short-lived waterfall. It is
found that the typical dispersion of the waterfall field at the critical point is then diminished, thus
increasing the duration of the waterfall phase and jeopardizing the possibility of a short transition.
Finally, it is found that stochastic effects worsen the blue tilt of the curvature perturbations by an
O(1) factor when compared with the usual slow-roll contribution.
PACS numbers: 98.80.Cq, 98.70.Vc
I. INTRODUCTION
Inflation is currently the leading paradigm attempting
to shed light on the physics of the very early Universe. It
describes a phase of accelerated expansion, which solves
many problems of the hot big bang scenario [2–9]. It
further provides a causal mechanism for generating fluc-
tuations on cosmological scales, and predicts that their
spectrum should be almost scale invariant, with small de-
viations from scale invariance which can be traced back
to the precise microphysics of inflation [10–15]. This pre-
diction is consistent with the current astrophysical ob-
servation such as the CMB, including the measurement
of the cosmic microwave background anisotropies. For
this specific observable, the latest results [16–18] give a
slightly red tilted spectral index nS ≃ 0.96, ruling out
exact scale invariance nS = 1 at over 5σ and allowing
to constrain the inflationary models still allowed by the
data [19].
With the ever-increasing precision of the experiments
probing this window into the early Universe, it is now
very important to develop robust and self-consistent
methods for calculating inflationary predictions. For ex-
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ample, in the context of multi-field inflation, it is com-
plicated to disentangle the gravitational and matter de-
grees of freedom when describing fluctuations produced
in the scalar fields using traditional methods. Typically,
approximations are made to make the problem tractable
which ignore back-reaction, that is, the effects of these
very fluctuations on the background spacetime and fields
trajectory. Restoring or even assessing the importance
of these neglected effects then becomes extremely non-
trivial, and it has been shown that such effects can have
crucial impacts on the inflationary dynamics [20–23] (see
also Ref. [24] for a review of early work).
One way to re-sum these effects, at least partially, is
to make use of the stochastic inflation formalism [25–35].
The basic strategy is to derive an effective theory for
the long-wavelength part of the fields, which are “coarse
grained” at a scale larger than the Hubble radius. In this
framework, the small-scale quantum fluctuations play the
role of a “bath”, and are collected in classical noise terms
which affect the dynamics of the coarse-grained fields.
The super-Hubble physics can thus be described by a
stochastic classical theory.
The corresponding equations can be derived making
use of the Schwinger-Keldysh closed time path formal-
ism [36–39], where the strategy is to split the degrees of
freedom of the full quantum fields in momentum space
through a window function, and perform the path inte-
gral over the small scale fluctuations. In Ref. [1], this
Lagrangian formulation of the theory is used to develop
2a recursive method for solving the stochastic equations
when the background space-time is taken to be dynamic.
It is this recursive method which we now wish to apply to
models of multi-field inflation, and specifically to hybrid
inflation.
At the energy scale of inflation (typically around
1015 − 1016 GeV), particle physics remains elusive, leav-
ing room for a large variety of different inflationary sce-
narios. However, the supersymmetry- and supergravity-
based extensions of the standard model of particle physics
yield a well motivated model, hybrid inflation [40, 41],
which can be realized in various ways in the context of
F -term or D-term inflation [42–45]. Hybrid Inflation is
a two-field model where inflation is driven by a light in-
flaton field in a valley, where the potential is dominated
by a vacuum constant, and where the inflaton vev tunes
the mass of an auxiliary field that becomes imaginary
at some critical point, triggering the end of inflation by
a “waterfall” phase. This auxiliary field is thus called
“waterfall field”. This model is known to lead, in the
valley, to a blue spectrum nS > 1 for the cosmological
fluctuations, a prediction which is strongly disfavored by
current observations.
However, it was shown [46, 47] that, in some regions
of parameter space, a significant number of e-folds can
occur in the waterfall regime. In this case, it was also
demonstrated that the spectral index becomes red, elim-
inating this tension. Since the duration of the waterfall
phase is determined by the stochastic dispersion of the
waterfall field at the critical point, it is therefore cru-
cial to compute this quantity accurately, and to properly
include the stochastic effects in the description of the
model.
Moreover, in Ref. [48], it was shown that stochastic
effects can significantly alter the inflationary background
dynamics in the context of hybrid inflation, especially
close to the critical point where the two-field potential is
very flat and where one enters a regime of stochastically-
driven saddle-point inflation. Back-reaction is therefore
expected to be important there, and the associated mode
coupling effects were investigated in Ref. [49].
In the current paper, these issues are addressed by ap-
plying the new recursive method developed in Ref. [1]
to the specific example of two-field hybrid inflation po-
tentials, to illustrate how this formalism can be imple-
mented, and how it yields new results when compared
with standard techniques for computing observables of
inflation beyond the leading order. The outline of the
strategy is to first calculate the background evolution in
the presence of a free noise, then the corrected quantum
noise on this shifted background, to finally come back to
the background, coarse-grained dynamics shifted in light
of the fluctuations, and so on until the process converges.
We demonstrate the convergence of this method in the
valley region, where the usual QFT methods of pertur-
bation theory are known to be under control. Doing so,
we calculate modified predictions emerging from a con-
sistently implemented non-perturbative method for cos-
mological observables such as the tilt of the CMB power
spectrum. Most interestingly, we identify regimes of hy-
brid inflation where stochastic effects dominate over reg-
ular perturbative corrections.
One of the main interests of this program of research
is however the waterfall phase, where back-reaction and
mode coupling effects are expected to be important. We
discuss important implications of the findings of the cur-
rent work for this phase, but plan to pursue a more thor-
ough study of the waterfall phase in the future.
The paper is organized as follows. In section II, the
background classical dynamics of valley hybrid inflation
is computed, and the recursive approach to stochastic
inflation of Ref. [1] is presented. A first-step massless
de-Sitter solution, valid up to O(~) and to zeroth order
in slow-roll, is presented.
In section III, we move on to calculate the value of
the noises up to O(~2) and to leading order in slow-roll.
To do so, we make use of the fact that solving for the
propagators of the bath fields at this order is equivalent
to solving the linearized quantum mode functions in a
shifted background. We compute the amplitude of these
linear perturbations in both fields, and identify different
regimes for the waterfall field fluctuations evolution.
In section IV, the corresponding modified amplitudes
of the noise terms are implemented in the stochastic
equations. Their effect on the mean deviation in the wa-
terfall direction is carefully computed. Short-lived water-
falls are shown to be unlikely, since the quasi-stationary
time behavior of the auxiliary field distribution breaks
down in this regime, reducing its quantum dispersion at
the critical point, hence lengthening this stage. Further-
more, an analysis of back-reaction show that the recur-
sive process converges in the valley but blows up in the
waterfall, suggesting perturbative instability there.
In section V we study how the classical inflation per-
turbations beyond zeroth order in the slow-roll expansion
are influenced by stochastic effects, in particular when it
comes to the curvature perturbations spectral tilt. We
obtain that the stochastic effects worsen the blue tilt
problem, by a factor O(1) compared to the usual slow-
roll contribution. Finally in section VI, we summarize
our main findings and suggest possible further investiga-
tions.
II. VALLEY HYBRID INFLATION
The potential of hybrid inflation in the field space
(Φ,Ψ), where Φ is the inflaton and Ψ the waterfall field,
is given by:
V (Φ,Ψ) =
1
2
m2Φ2 +
λ
4
(Ψ2 − v2)2 + g
2
2
Φ2Ψ2 . (1)
The true minima of the potential are located at Φ = 0
and Ψ = ±v, while the instability point is given by
Φ2c =
v2λ
g2
, Ψc = 0 . (2)
3It is usually assumed that hybrid inflation occurs in
the vacuum dominated regime, for which Φc < Φ ≪
λ1/2v2/m and Ψ ≪ v. In this approximation, the first
slow-roll parameter in the valley (Φ > Φc, Ψ = 0) is
given by ε1 ≃ 8m4φ2M2Pl/(λ2v8), hence for the slow-
roll approximation to be satisfied in the valley, one must
assume that λv4 ≫ m2ΦcMPl, MPl being the reduced
Planck mass. In the same manner, the smallness of the
second slow-roll paramter ε2 ≃ −8M2Plm2/(λv4)≪ 1 im-
plies the more stringent condition λv4 ≫ m2M2
Pl
(one
then has ε1 ≪ ε2). In this case, the total energy den-
sity is dominated by the constant term of the potential
ρ ≃ V ≃ λv4/4. Motivated by the supersymmetric ver-
sion of the model, we also take Φc ≃ v, or, using the
definition of Φc in terms of the potential parameters,
λ1/2 ≃ g. Finally, in order for the model to be con-
sistently derived, inflation must proceed at small values
of the fields (compared to the Planck mass), and one can
consider that Φc, v ≪ MPl. The constraints on the po-
tential parameters coming from these considerations and
the ones following below are collected in appendix A, to-
gether with a summary of the notations used throughout
the paper.
Taken literally, this model produces a blue tilt for the
spectrum of cosmological perturbations [50] when infla-
tion is realized in the valley,
ns ≃ 1− ε2 ≃ 1 + 8M
2
Pl
m2
λv4
. (3)
Recently, to alleviate this problem, it has been suggested
to realize the last 60 e-folds of inflation in the waterfall
phase [51]. In order to do so, one must choose the pa-
rameters of the potential in order for a sufficiently large
number of e-folds to be realized in the waterfall phase,
making the model behaving in a fashion effectively simi-
lar to a (multi-field) hill-top model. The duration of this
stage being determined by the mean stochastic shift of
the waterfall field at the critical point, an accurate cal-
culation of the preceding stochastic effects in the valley
is crucial to determine whether such a scenario is viable
or not.
Note that one could also choose to glue a different po-
tential for the inflaton in the valley phase, chosen specifi-
cally in order to produce the desired tilt, and then use the
symmetry breaking shape of the hybrid potential for the
sole purpose of ending inflation (see, e.g. Refs. [52–54]).
However, as we will see, when choosing the potential, one
has to be careful that stochastic effects do no re-introduce
the blue tilt. In any case, m2φ2 is the simplest choice for
the inflaton potential, and in the absence of special sym-
metries (e.g. conformal symmetry) such a term will be
present and will dominate at small field values. Thus, as
a toy model for multi-field inflation, the terms included
in our potential are the lowest order terms one would
expect to find.
A. Classical Dynamics
In this subsection, we study the classical behavior of
the inflaton and waterfall fields at the background level,
which represents the first step of the recursive method
presented below. The slow-roll equations controlling the
evolution of the classical background fields ϕ(0) and χ(0)
can be expressed as
3H2
dϕ(0)
dN
≃ −m2ϕ(0)
(
1 +
g2χ(0)
2
m2
)
, (4)
3H2
dχ(0)
dN
≃ −λv2χ(0)
(
ϕ(0)
2 − Φ2c
Φ2c
+
χ(0)
2
v2
)
, (5)
with
H2 =
1
3M2
Pl
ρ ≃ λv
4
12M2
Pl
. (6)
The superscript (0) denotes a background, homogeneous
quantity and H = a˙/a is the Hubble parameter with a
dot standing for a derivative with respect to cosmic time
t. The quantity N is the number of e-folds, N ≡ ln(a/ai),
where1 ai is the scale factor at an initial reference point.
If inflation starts beyond the critical line Φ = Φc, the
system very quickly reaches the region where χ(0) ≪ v
and inflation is driven by the inflaton ϕ(0) which slowly
rolls down towards the critical point, while the water-
fall field χ(0) first undergoes damped oscillations at the
bottom of the valley, before experiencing a short simple
damping regime. Defining
ω (N) =
3
2
√√√√1− 16
3
M2
Pl
v2
ϕ(0)2(N)
Φ2c
− 1
1 + 2m
2
λv4 ϕ
(0)2 (N)
, (7)
the homogeneous time evolution of these two fields is
given by
ϕ(0) = ϕin exp
(
−4M
2
Pl
m2
λv4
N
)
, (8)
χ(0) =


χin
e−3N/2√
2ω(N)
[
C1e
I(N) + C2e
−I(N)]
if ϕ
(0)
Φc
> 1 + 332
v2
M2Pl
,
χin exp
[
−4M2PlM2
(
ϕin
Φc
− 1
)
N
]
if ϕ
(0)
Φc
< 1 + 332
v2
M2Pl
,
where ϕin and χin are the initial inflaton and waterfall
values, C1 and C2 are integration constants, and where
1 The cosmological scale factor is denoted by a(t).
4I (N) is given by
I(N) ≃ −
√
3
MPl
λv3
2m2
[√
ϕ(0)
2
Φ2c
− 1− arctan
(√
ϕ(0)
Φ2c
− 1
)
−
√
ϕ2in
Φ2c
− 1 + arctan
(√
ϕ2in
Φ2c
− 1
)]
. (9)
From the previous equations, the total number of e-folds
spent in the valley is
Nc =
λv4
4m2M2
Pl
ln
(
ϕin
Φc
)
. (10)
It is typically a large number because of our assumption
λv4/(2m2) ≫ M2
Pl
. Finally, the value of χ at the end of
this stage reads
χ(0)c = χin exp
[
−2λv
2
m2
(
ϕin
Φc
− 1
)
ln
(
ϕin
Φc
)]
. (11)
With the assumptions made above on the potential pa-
rameters, this value is typically so small that it is com-
pletely washed by the quantum noise that we calculate
in the rest of the paper. The number of e-folds spent
during the waterfall phase is given by [48, 55]
Nend −Nc ≃ λ
1/2v3
4mM2
Pl
ln1/2
(
m
gχc
)
. (12)
From this, if one is interested in the regime where the
required ∼ 60 e-folds of inflation take place during the
waterfall phase, one needs to work with λ1/2v3 ≫ mM2
Pl
.
Note that a more detailed description of the waterfall
phase is reviewed in appendix B.
Finally, inflation stops when ε1 = 1 and the system
starts oscillating around one of the two true minima of
the potential, triggering a phase of (p)reheating [56–59].
B. Stochastic Formalism and Recursive Strategy
The previous subsection details the dynamics of two
classical fields ϕ(0) and χ(0), each obeying a homogeneous
Klein-Gordon equation. The system we are interested in
studying, however, is a system consisting in two inho-
mogeneous four-dimensional quantum fields, Φ and Ψ.
Solving the full Heisenberg field equations they obey in
curved spacetime is in general impossible with current
techniques, and so different approximation schemes are
typically applied to make the calculations tractable.
One such strategy is to derive an effective theory for
the classicalized, long wavelength part of the fields, which
can be shown [60, 61] to behave as a classical stochas-
tic system. The super-Hubble Fourier modes of the full
quantum fields, corresponding to scales with k < ǫaH
(ǫ < 1 being a small dimensionless parameter setting
the averaging scale and collecting only the super-Hubble
sufficiently-squeezed and decohered modes) are collected
into “coarse-grained” fields ϕ and χ. These coarse-
grained fields evolve in the presence of a quantum bath
made of the remaining, sub-Hubble modes with k > ǫaH ,
which are collected using a window function WH(k, t) in
the Fourier expansion of the corresponding full quantum
fields. The fields of the quantum bath and the coarse
grained fields are thus given by
φ> =
∫
d3k
(2π)3
WH (k, t)
[
φkaˆke
−ix·k + φ∗
k
aˆ†
k
eix·k
]
,
(13)
ϕ ≡ Φ− φ> ,
ψ> =
∫
d3k
(2π)3
WH (k, t)
[
ψkbˆke
−ix·k + ψ∗kbˆ
†
k
eix·k
]
,
(14)
χ ≡ Ψ− ψ> ,
where the quantum bath fields have been written in terms
of their linearized mode functions φk and ψk, and the
creation and annihilation operators aˆ†
k
, aˆk, bˆ
†
k
, bˆk.
Because Fourier modes constantly cross the Hubble ra-
dius during inflation, leaving the quantum bath to join
the coarse-grained fields, the quantum bath sources the
coarse-grained part of the fields. This effect adds to their
equations of motion a stochastic noise term, yielding, to
leading order2 in ~:
3H2
dϕ
dN
= −m2ϕ
(
1 +
g2χ2
m2
)
+ 3Hξφ (N) , (15)
3H2
dχ
dN
= −λv2χ
(
ϕ2 − Φ2c
Φ2c
+
χ2
v2
)
+ 3Hξψ (N) ,
(16)
where ξφ and ξψ are two uncorrelated white Gaussian
noises with zero mean and variance given by
〈ξφ (N) ξφ (N ′)〉 =
ǫ3H5
2π2
a3 |φk|2k=ǫaH (1− 2ε1) δ (N −N ′) , (17)
〈ξψ (N) ξψ (N ′)〉 =
ǫ3H5
2π2
a3 |ψk|2k=ǫaH (1− 2ε1) δ (N −N ′) . (18)
Here, ψk and φk are evaluated at the time when they
join the coarse grained scales.
In principle other noise terms arise in Eqs. (15-16),
which are either suppressed by factors of ε1 ≪ 1, or come
from higher order contributions of the loop expansion in
2 We work in units where ~ = 1 all along the paper, and will not
write explicitly the factors of ~ to avoid making the notation
heavier. However, the power counting from the expansion in ~
should be straightforward to restore from the text.
5the quantum piece of the fields, and are therefore sup-
pressed by higher (i.e. at least two) powers of ~. The
latter contribution mainly implements mode coupling ef-
fects, which are not taken into account in the current
paper.
Notice that the time variable used in these equa-
tions is the number of e-folds N , since it was shown
in Refs. [62, 63] that this time gauge must be used to
decribe the stochastic dynamics of the gauge-invariant
Mukhanov variables for the fields. Other choices of
time variable would in principle correspond to differ-
ent stochastic processes. However, note that, under the
vacuum-domination approximation (which we are assum-
ing here), the mapping between number of e-folds, cosmic
time and conformal time is non stochastic and one can
equivalently work in different time gauges.
These equations (15) and (16) are Langevin equations
which describe Markovian processes, which means that
instead of having to solve a single equation of motion
(single “realization”), one now has to calculate a whole
probability distribution ρ (ϕ, χ,N) over many realiza-
tions, through a Fokker-Planck equation. Expectation
values of functionals of the stochastic fields, in particular
their correlation functions, can be calculated by averag-
ing over realizations using ρ as an integral kernel [35].
One can see that the noise amplitudes appearing in
Eqs. (17-18) at a given time N are computed from the
amplitudes of the linearized Fourier modes of the bath
fields crossing the ǫ-scaled Hubble radius at time N . This
simple form holds only if one chooses the window func-
tion entering the definition of the quantum fields to be
a Heaviside step-function, with a transition at k = ǫaH
(for a discussion of the influence of the choice of the win-
dow function, see e.g. Refs. [64, 65]). Regardless of the
choice of window function, one needs to solve the lin-
earized Fourier mode function equations for each fields
and evaluate the solutions, φk and ψk, at Hubble cross-
ing in order to obtain the noise amplitudes.
We therefore obtain a system of two coupled sets of
equations: on one hand, the set of Langevin equations
for the two stochastic processes ϕ and χ, and, on the
other, the set of linearized mode function equations for
φk and ψk. This is where the recursive strategy of Ref. [1]
comes into play. Let us see how it proceeds. One should
keep in mind that the Langevin equations (15-16) arise
from a Lagrangian theory, in which the small wavelength
fluctuations are integrated out to yield an effective theory
for the coarse-grained field. Such fluctuations are evolved
by equations of motion that involve coarse-grained - or
“background” - quantities, the dynamics of which is it-
self shifted by these small wavelength fluctuations. This
forms a closed system of equations that is in general very
difficult to solve. Indeed, at each time N , one needs to
compute the amplitude of the modes that are crossing
the Hubble radius, which depends on the previous his-
tory of the background, which is itself determined by the
amplitude of all the modes that previously crossed the
Hubble radius.
Considered as a whole in this manner, the process stops
to be Markovian since the amplitudes of the noise at a
given time N depend on all the realizations of the noises
at previous times N ′ < N , and one needs to assign a so
called “prescription” α ∈ [0, 1] to the Langevin equations
(which sets at which point N + αdN the noises must be
calculated when the fields are incremented between N
and N + dN , when defining the Langevin dynamics as
a limit of a discrete stochastic process). The resulting
integro-differential equation becomes in practice impos-
sible to solve.
However, as argued in Ref. [1], a perturbative solu-
tion can be obtained by recursively solving a sequence of
Markovian processes. To this end, one first evolves the
linearized Fourier mode functions for each field to zeroth
order in the slow-roll parameters and to first order in
~. This means evolving the mode equations truncated
as if they were massless equations over exact de Sitter
space. This enables one to calculate the (zeroth order)
noise amplitudes at each time N , and to obtain the cor-
responding driving term at every time in Eqs. (15-16),
giving us the leading ~ quantum effects to the coarse-
grained equations. Solving the latter now keeping only
terms to zeroth order in slow-roll and leading order in
~ then provides one with the shifted (or renormalized)
associated background fields.
One can then solve again the equations of motion
for the linearized mode functions of the quantum fields,
this time in the presence of a “mean” background cal-
culated from averaging over many realizations of the
coarse-grained system described by the Langevin equa-
tions at this order (or using the pdf obtained by solving
the Fokker-Planck equation). This enables one to calcu-
late new noise amplitudes which include corrections of
leading order in slow-roll and second order in ~ (note,
however, that at this point one cannot yet make predic-
tions about the classical spectrum of perturbations).
From these noise amplitudes valid to higher order, one
can go back to the Langevin system for the coarse-grained
fields, Eqs. (15-16), and find new, corrected solutions.
These will now be valid up to next-to-leading order in
~ and to leading order in slow-roll parameters. From
these corrected solutions to the classical system, one can
study classical perturbations of the coarse-grained fields
and make predictions beyond zeroth order in slow-roll,
for example, for the spectral index.
One can keep solving recursively the linearized mode
functions (describing the quantum bath and required to
calculate the noise amplitudes) and the Langevin equa-
tions (describing the coarse-grained classical fields) until
one reaches the required level of accuracy. If such a pro-
cess converges towards a limit point, it should be close
to the actual solution of the implicit closed equations. If,
on the contrary, it does not possess any fixed point, this
should be interpreted as the sign that the back-reaction
effects may be out of control and that the whole model is
under pressure. In any case, performing such a program
is of interest and we now carry it out for the model being
6considered in this paper.
C. Coarse-grained system up to zeroth order:
Massless de-Sitter solution
As a first step, let us assume that the linearized mode
functions for the bath fields, φk and ψk with k > ǫaH ,
are free and massless and evolving in a de-Sitter back-
ground. Since the potential is vacuum dominated in the
valley phase, the de-Sitter approximation seems to be
well justified. The inflaton perturbations φk also need
to be very light with m ≪ H in order for slow-roll in-
flation to proceed, as already mentioned. However, the
waterfall perturbations ψk can a priori be very massive
(it is precisely the mass of the waterfall field that quickly
brings the system to the bottom of the valley), and thus
the approximation of masslessness may be totally unjus-
tified for this field. This is the object of the calculation
and discussion of section IV. For now, we will assume
that since inflation proceeds as Φ approaches the critical
point, and Ψ becomes lighter and lighter, the approxima-
tion correspondingly becomes better and better, so that
close enough to the critical point, the following calcula-
tion is a reliable first step result.
The standard massless de-Sitter solution gives
|φk|2k=ǫaH = |ψk|2k=ǫaH =
H2
2(ǫaH)3
, (19)
so that, to leading order, we obtain the correlators:
〈ξφ (N) ξφ (N ′)〉 = H
4
4π2
δ (N −N ′) , (20)
〈ξψ (N) ξψ (N ′)〉 = H
4
4π2
δ (N −N ′) , (21)
hence the well known H/2π noise amplitude commonly
used in stochastic inflation. Let us now try to assess
the typical dispersion acquired by the field distributions
when subjected to the influence of these stochastic ef-
fects.
The importance of the stochastic effects in the Φ di-
rection can be estimated through the ratio, which we call
∆Φ, of the mean magnitude of the quantum kick H/(2π)
during a typical time interval of one e-fold, to the typical
classical change in the inflaton value ≃ M2 (∂V/∂ϕ) /V
during the same time interval. In the valley close to the
critical point, one obtains
∆Φ =
1
16
√
3π
λg
v5
m2M3Pl
. (22)
If ∆Φ ≪ 1, the inflaton dynamics in the valley phase
is dominated by its classical drift so that the classical
solution (8) can be used in Eq. (16). We will restrict our
attention to this case. In particular, we will not consider
the eternal version of hybrid inflation which is obtained
if the mass is chosen to be so small that ∆φ ≫ 1. Letting
x ≡ e−8
M2Plm
2
λv4
(N−Nc) , (23)
the χ equation of motion (16) can be rewritten as:
dχ
dx
=
λv2
2m2
x− 1
x
χ−
√
3
2x
ξψ(x)
m
, (24)
where ξψ(x) shares the same statistical properties (18) as
ξψ(N), replacing N by x in the delta function argument.
The solution to this equation is given by:
χ (x) = C exp
[
λv2
2m2
(x− lnx)
]
−
√
3
2
exp
[
λv2
2m2
(x− lnx)
]
×∫ x
∞
exp
[
− λv
2
2m2
(x′ − lnx′)
]
ξψ (x
′)
m
dx′√
x′
,
(25)
where C is a constant of integration. It is set to C = 0
provided one assumes an initial delta distribution for χ
at ϕ≫ Φc (i.e. x→∞). In this case, using Eq. (21), the
two-point correlation function can be calculated to be:
〈
χ2
〉
=
1
384π2
λ2v8
m2M4
Pl
(
m2ex
λv2x
)λv2
m2
Γ
(
λv2
m2
,
λv2
m2
x
)
,
(26)
where Γ is the upper incomplete gamma function. There-
fore, the dispersion of the distribution for χ is found to
be:
σχ ≡
√
〈χ2〉 − 〈χ〉2
=
λv4
8
√
6πmM2Pl
(
m2ex
λv2x
) λv2
2m2
Γ
1
2
(
λv2
m2
,
λv2
m2
x
)
.
(27)
This analytical formula is compared with a numerical
integration of the Langevin equations in Fig. 1, where the
matching appears to be very good in the valley (i.e. for
N < Nc). At the critical point where x = 1, in the
limit λv2/m2 ≫ 1, one can make use of the asymptotic
behavior (e/y)yΓ(y, y) ≃
√
π/(2y) when y → ∞ , and
the previous expression reduces to
σχc ≃
(
λ
2π
)3/4 ( v
3m
)1/2 v3
8M2
Pl
. (28)
In the supersymmetric version of the model, where Φc =
v, one then has σχc/v ∝
√
m/MPl∆Φ, where ∝ signals
the presence of a numerical O(1) factor. Since we are
working under the ∆Φ ≪ 1 assumption, for light infla-
ton fields compared to the Planck mass, this means that
σχc ≪ v. Therefore one can safely use the approximation
χ≪ v in Eq. (15), even when the stochastic diffusion in
the χ direction is taken into account. So one can now
integrate Eq. (15). If the initial condition for ϕ is chosen
7FIG. 1: Dispersion of the inflaton field (left panel) and of the waterfall field (right panel) during inflation. The values of Nc
and N2 are given by Eq. (10) and Eq. (B8), respectively. The constant dispersion in the valley σϕvalley (blue dotted line) and
the time-dependent dispersion σχvalley (blue solid line) correspond to the values given by Eq. (30) and Eq. (27), respectively,
while the dispersion in the ϕ direction σϕ2 and in the χ direction σχ2 (blue dotted lines) at the end of the sub-phase 2 of the
waterfall phase correspond to the value given by Eq. (32) and Eq. (31), respectively. The black lines correspond to numerical
results coming from solving ∼ 107 realizations of the Langevin equations.
to be a delta distribution, this leads to:
ϕ = exp
[
−4m
2M2
Pl
λv4
(N −Nin)
][
ϕin + 2
√
3
λ
MPl
v2
×
∫ N
N in
exp
(
4
m2M2Pl
λv4
n
)
ξφ (n) dn
]
,
(29)
from which one gets a distribution for ϕ centered around
its classical counterpart 〈ϕ〉 = ϕ(0), with a constant dis-
persion given by:
σϕ =
λv4
8
√
6πmM2Pl
, (30)
where Eq. (21) has been used to obtain the above. In
Fig. 1, the dispersion given by this formula is compared
with the dispersion obtained numerically, from solving
∼ 107 realizations of the Langevin equations. The fig-
ure confirms that σϕ is indeed constant during the valley
phase (i.e. for N < Nc), and shows the good agreement
between numerical and analytical methods.
Let us now say a few words about the waterfall phase.
The classical dynamics of this phase is reviewed in ap-
pendix B, where the notations of Ref. [55] are adopted,
dividing this stage into three sub-phases, labeled 0, 1 and
2. At the classical level, the sub-phase 2 ends up with the
values of the fields given by Eqs. (B6) and (B7), which
implies that χ2/v ≪ 1 and that ϕ2 ≃ Φc. Therefore
the approximation scheme used for the calculation of the
diffusion in the χ-direction in the valley is still roughly
valid, as can be confirmed by comparing with the numer-
ical results displayed in Fig. 1.
On the other hand, a straightforward way to estimate
the dispersion of the distribution for χ at the end of the
sub-phase 2 is to use the following qualitative argument.
The stochastic diffusion in the valley phase randomizes
which minimum of the potential is eventually taken on
by the coarse-grained field, in such a way that half of the
Langevin realizations end up in each minimum. If the
classical estimation of χ2 given by Eq. (B6) is roughly
correct, the typical dispersion should be twice this value,
namely:
σχ2 ≃
2m
g
. (31)
This expression obtained from a heuristic argument is
showed to agree with the numerical calculation in Fig. 1.
Eq. (B7) and the fact that χc is a stochastic quantity
both lead to the conclusion that the value ϕ2 of the in-
flaton at the end of Phase 1 of the waterfall is also a
stochastic quantity. Going back to Eq. (B7), we see that
σχc and σϕ2 can be related to each other. Using the
Gaussianity of the distribution for χc, one obtains:
σϕ2 = Φc
{
exp
[
− 2m
λ1/4v
∣∣∣∣ln
(
m
gσψc
)∣∣∣∣
1
2
]
− exp

− 2m
λ1/4v
∣∣∣∣∣ln
(
m
√
2π
gσψc
)∣∣∣∣∣
1
2




1
2
. (32)
Again, this value is compared with a numerical calcula-
tion in Fig. 1 which confirms the validity of this approach.
This calculation provides a leading-order result for the
field dispersions σϕ and σχ. To go beyond this ap-
proximation, we now proceed to step 3 of our recursive
method.
8III. LINEARIZED MODE FUNCTION
CALCULATION
We now go back to the mode function equations for
the bath fields, and solve them again, this time in the
presence of the “shifted” background calculated in the
previous subsection (this now represents keeping correc-
tions up to O(~2)) and keeping corrections up to leading
order in slow-roll.
As shown in Ref. [1], at this order in ~, the mode func-
tions we need to solve for correspond to the linear pertur-
bations equations for the scalar fields in a shifted back-
ground. We can therefore apply here the usual methods
from the theory of linearized cosmological perturbations.
This also means that one needs not to worry about mode
coupling effects at this order, at least for what concerns
the calculation of the bath propagators and noise ampli-
tudes3.
From the split of the full fields into bath and system
in (14) and (15), one can think about this as performing
the following expansion in the bath fields:
φ> (x,N) = δφ
(1)
> (x,N) + δφ
(2)
> (x,N) + · · · ,
ψ> (x,N) = δψ
(1)
> (x,N) + δψ
(2)
> (x,N) + · · · ,
(33)
where the zero mode of the bath fields is zero, by defini-
tion. The background quantities are given by the homo-
geneous coarse-grained fields ϕ(0) and χ(0), and we aim
at solving for the first order fluctuations, δφ
(1)
> and δψ
(1)
> .
The different notations refering to the different quantities
derived from the quantum fields Φ and Ψ are summed up
in appendix A. Following the recursive scheme presented
above, in the equations of motion driving these quanti-
ties, all the occurrences of the coarse grained quantities
ϕ(0) and χ(0), which are stochastic quantities, shall be
replaced by their stochastic means, namely
F
[
ϕ(0), χ(0)
]
→
〈
F
[
ϕ(0), χ(0)
]〉
, (34)
where F is any functional of the two fields. Moreover,
in order for this expansion to be consistent, we also need
to include metric perturbations. In the following, we will
only be interested in the scalar mode and will therefore
neglect the tensor modes. We choose to work in the uni-
form curvature gauge at linear order in metric perturba-
tions.
3 However, technically, at this order in ~, we should include the
loop corrections to the Langevin equations calculated in Ref. [1],
which would come in at the fourth and last stage of the recursive
method applied in the present paper. Despite this, since these
effects represent mode coupling between bath and system fields,
we expect them to be negligible in the valley phase of inflation.
We therefore neglect them at this order and plan on coming back
to this calculation in a future focused on the waterfall phase of
inflation, where those effects are known to be important (see e.g.
Ref. [49])
A. First-Order Metric Perturbations
For the Friedman - Lemaˆıtre - Robertson - Walker
(FLRW) metric at linear order, scalar, vector and tensor
metric perturbations decouple (see Refs [66–69] and ref-
erences therein for a review of the theory of cosmological
perturbations). We therefore need only to consider scalar
perturbations at this order. For a flat FLRW space-time,
they are parametrized by:
ds2 = −(1 + 2α)dt2 − aB,idtdxi
+a2[δij(1− 2β) + E,ij ]dxidxj . (35)
Using the conventions of Ref. [70], in the following we
work in the spatially-flat, or uniform curvature, gauge,
which is defined by making the scale factor of the metric
homogeneous choosing β = E = 0:
ds2 = −(1 + 2α)dt2 − aB,idtdxi + a2dx2 . (36)
This choice uniquely fixes the gauge. The Einstein equa-
tions then reduce to:
3H2α+
k2
2a2
(aHB) = − δρ
2M2Pl
, (37)
Hα = −4πGδq , (38)
Hα˙+ (3H2 + 2H˙)α =
1
2M2Pl
(
δp− 2
3
k2δΣ
)
, (39)
(∂t + 3H)
B
2a
− α
a2
=
δΣ
2M2Pl
, (40)
where Σ stands for the anisotropic stress, which we set
to zero from now on since it cannot be seeded by scalar
field matter to linear order in perturbation theory, and
the total density and momentum perturbations are given
by:
δρ = ˙ϕ(0)
(
δφ˙
(1)
> − ϕ˙(0)α
)
+ χ˙(0)
(
δψ˙
(1)
> − χ˙(0)α
)
+V,Φ(ϕ, χ)δφ
(1)
> + V,Ψ(ϕ, χ)δψ
(1)
> , (41)
δq = ϕ˙(0)δφ
(1)
> + χ˙
(0)δψ
(1)
> , (42)
where V,Φ and V,Ψ stand for the derivatives of the poten-
tial with respect to the fields Φ and Ψ, evaluated at their
coarse-grained values. In order to obtain equations for
φ> and ψ> only, one just needs to consider the first two
of the Einstein’s equations in Eqs. (37-40), that is the G00
and the G0i equations, which can be expressed as:
−H
a
k2B = 8πG
[
ϕ˙(0)δφ˙
(1)
> + V,Φδφ
(1)
>
+χ˙(0)δψ˙
(1)
> + V,Φδψ
(1)
> + 2V α
]
=
8πG
H
{
ϕ˙(0)
2 d
dt
[
Hδφ
(1)
>
ϕ˙(0)
]
+χ˙(0)
2 d
dt
[
Hδψ
(1)
>
χ˙(0)
]}
, (43)
α,i =
4πG
H
[
ϕ˙(0)δφ
(1)
>,i + χ˙
(0)δψ
(1)
>,i
]
, (44)
9whereG = 1/(8πM2
Pl
) is the gravitational constant. Also,
since we are assuming the absence of anisotropic stress,
we have the extra constraint B˙ +2HB = 2α/a (which is
the equivalent of the usual Φ = Ψ equality in the longi-
tudinal gauge).
B. Inflaton Fluctuations δφ(1)
Following the recursive strategy presented above, let us
now write down [71] the equation of motion for the first
order inflaton fluctuations δφ
(1)
> , replacing the functions
of the background fields ϕ(0) and χ(0) by the stochastic
mean values of the same functions of the coarse grained
quantities ϕ and χ:
δφ¨
(1)
k
+ 3Hδφ˙
(1)
k
+
(
k2
a2
+m2 + g2
〈
χ2
〉)
δφ
(1)
k
+2g2 〈ϕχ〉 δψ(1)
k
= 2α 〈ϕ¨〉+ 〈ϕ˙〉
(
α˙+ 6Hα+
k2
2a
B
)
. (45)
The notation “>” has been dropped for notational sim-
plicity. As derived above, the distribution for ϕ is cen-
tered around its classical counterpart 〈ϕ〉 = ϕ(0) and
therefore, one can replace 〈ϕ˙〉 = ϕ˙0 and 〈ϕ¨〉 = ϕ¨0.
Then, for ∆Φ ≪ 1, assumption under which we are cur-
rently working, the noise effects in the ϕ direction do
not affect much the inflaton dynamics, i.e. σϕ/ϕ ≪ 1.
Assuming independence of the two coarse-grained field
probability density functions, one can then approximate
〈ϕχ〉 ≃ 〈ϕ〉 〈χ〉 = ϕ(0) 〈χ〉 = 0, the last approximation
justified by the fact that the χ distribution is quickly
centered around 0 in the valley phase4. Replacing finally〈
χ2
〉
by σ2χ, one obtains
δφ¨
(1)
k
+ 3Hδφ˙
(1)
k
+
(
k2
a2
+m2 + g2σ2χ
)
δφ
(1)
k
= 2αϕ¨(0) + ϕ˙(0)
(
α˙+ 6Hα+
k2
2a
B
)
. (46)
One can see that, in general, the inflaton and the wa-
terfall fields also couple through the metric perturbations
on the right hand side. Indeed, since there really are only
two degrees of freedom in the problem, it is possible to
replace the metric fluctuations in favor of the fields using
the constraint equations (43-44). In this process, we set
terms with odd powers of χ(0) to zero, while terms with
4 This approximation is no longer valid in the waterfall phase.
a quadratic power of χ(0) to 〈χ2〉 = σ2χ. We obtain:
δφ¨
(1)
k
+ 3Hδφ˙
(1)
k
+ (47)[
k2
a2
+m2 + g2σ2χ −
8πG
a3
d
dt
(
a3ϕ˙(0)
2
H
)]
δφ
(1)
k
= 0.
(48)
Here, the last term is clearly identifiable as coming from
gravitational interactions since it is proportional to the
gravitational constant. One also sees that, written in this
way, the waterfall field seems to decouple from the infla-
ton field. Indeed, this same equation would have been
obtained for a single scalar field (with a stochastically-
shifted mass) coupled to the metric perturbations.
This equation can also be rewritten in a way that
makes explicit of what order in slow-roll the gravitational
corrections are, and let the corrections coming from σχ
appear clearly:
δφ¨
(1)
k
+ 3Hδφ˙
(1)
k
+
[
k2
a2
+m2 + g2σ2χ + 2
H˙
H
×
(
ϕ¨(0)
ϕ˙(0)
− H˙
H
+ 3H
)(
1 +
1
ϕ˙(0)2/σ˙2χ + 1
)]
δφ
(1)
k
= 0 .
(49)
From Eq. (27), one can calculate the time variation of σχ
at the critical point
dσχ/dN |c = (2π)5/4 λ1/4
√
mv/3 . (50)
From this one obtains a typical value
ϕ˙(0)
2
/σ˙2χ ≃ 192
√
2π5/2m3M4
Pl
/
(
g2λ3/2v7
)
(51)
which is typically very big (e.g. for the parameters values
used in Fig. 1, one obtains≃ 0.5×106). One can therefore
approximate the second parenthesis term of the previous
equation to be ≃ 1.
In Eq. (49) also, the H factors should be understood as
〈H (ϕ, χ)〉ξϕ,ξχ and similarly for any function ofH (H˙/H ,
etc), and more generally any function of coarse grained
quantities. However, in the valley H is assumed to
be vacuum dominated, and its time-dependence mostly
comes from ϕ ≃ ϕ(0). The Hubble parameter can there-
fore be treated in the standard way without impacting
much on the result. This is why a lighter notation is
adopted for this parameter.
Since
(
ϕ˙(0)
)2
dominates the contribution to H˙ , one
finds that the corrections due to χ are negligible and
recovers that the metric perturbations cause a shift in
the mass of a single field coupled to the metric. The
effective mass for the inflaton can therefore be rewritten
in terms of the first slow-roll parameter:
m2 + g2σ2χ + 2
H˙
H
(
ϕ¨(0)
ϕ˙(0)
− H˙
H
+ 3H
)
(52)
≈ m2 + g2σ2χ − 6H2
(
ε1 − 1
3
ε21 +
ε˙1
3H
)
.
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Upon the standard field redefinition to obtain the
canonically normalized field
δφ
(1)
k
= a−1vk (53)
and the change of the time coordinate to conformal time
dτ = a−1dt, one obtains an equation analogous to the
usual mode function for a single scalar field in de-Sitter
space:
v′′k +
{
k2 − a
′′
a
(54)
+a2
[
m2 + g2σ2χ − 6H2
(
ε1 − 1
3
ε21 +
ε˙1
3H
)]}
vk = 0 ,
where the prime denotes a derivative with respect to the
conformal time τ . Or, to first order in slow-roll (which
we assume is sufficient in the valley), aH = −τ−1(1−ε1),
and
v′′
k
+
[
k2 − 2−m
2/H2 − g2σ2χ/H2 + 9ε1
τ2
]
vk = 0 . (55)
We can then quantize the modes by promoting vk to
an operator
vˆk(τ) = vk(τ)aˆk + v
⋆
k
(τ)aˆ†−k (56)
and imposing the usual commutation relations[
ak, a
†
−k′
]
= (2π)3δ(3)(k + k′) . (57)
Noticing that, from Eq. (27), one has
d/dN
(
σ2χ/H
2
)∣∣
c
= 1/(4π2) (58)
at the critical point, the time variation of the σ2χ in the
above equation is suppressed by a g2 factor and can be
neglected in the adiabatic limit, allowing us to express
the solution to the mode function in terms of Hankel
functions:
vk = −iei(ν+ 12 )pi2
√
π
2
(−τ)1/2H(1)ν (−kτ), (59)
where
ν2 = 9/4− (m2 + g2σ2χ)/H2 + 9ε1
≈ 9
4
+
3
2
ε2 +
g2σ2χ
H2
+ 9ε1 . (60)
In the second line, we have re-introduced the second slow-
roll parameter to make explicit which corrections in slow-
roll we are keeping. This term is the term which prop-
agates to yield the well-known classical blue tilt for the
canonical hybrid inflation model. The last term is the
correction from metric fluctuations which induces a red
tilt. The second-to-last term, however, is a new term
which is induced by stochastic effects and which tends to
increase the blue tilt.
The mode functions have been normalized so that deep
inside the Hubble radius, when the k2-term dominates
the mass in Eq. (55), one recovers the Bunch-Davies vac-
uum:
vk → e
−ikτ
√
2k
, τ → −∞ . (61)
Here a few comments are in order. First, note that what
we have calculated so far are only the linearized mode
functions of the bath quantum fields, not the perturba-
tions that will arise in the coarse-grained system once we
perturb the Langevin equations, and which are the ones
giving rise to the classical curvature perturbations. As so,
to be technically correct we are not allowed yet to predict
the modified spectral index (even though we can suspect
that the result we obtain here should propagate to the
final answer). We first have to use this corrected ampli-
tude of linearized mode functions to calculate a shifted
noise through Eq. (17), and then use the latter to source
a new solution to the Langevin equation (15). Linear
perturbations around this classical system will allow us
to predict ns to leading order in slow-roll.
Second, note that the effect of σ2χ on δφ
(1)
k
is to make
each mode more massive. Therefore, having the sub-
Hubble modes evolve in a background that has been
shifted by the integration to first order of all modes which
have already frozen out has the effect of making the tilt of
the inflaton modes bluer when they freeze out. It should
be highlighted that this conclusion does not depend on
the specific value of σχ, and will remain true when its
calculation is refined in section IV. Moreover, for typical
values of the potential (and in particular in the super-
symmetric version of the model Φc ∼ v), one has
g2σ2χ/H
2 ∼ ε−1/41
λv3
Φ
3/2
c M
3/2
Pl
≫ 9ε1 . (62)
Therefore, the blue tilt induced by the stochastic back-
ground will always overcome the tendency of metric per-
turbations to make the spectrum of quantum fluctuations
red.
This result is not a priori obvious since the two effects
are antagonist (the coupling to metric perturbations ren-
dering the spectral tilt redder and the stochastic shift
of the background rendering it bluer). It is necessary
to rigorously work out the two contributions in order to
conclude that the latter wins over the former, yielding a
shifted and a blue-tilted spectrum of the quantum noise
sourcing the Langevin equations once the mode functions
are plugged back in equations (17) and (18).
We once again insist that whether this blue shift
and time dependence in the noise amplitude also yields
a worsened blue tilt problem, by translating into a
bluer spectrum of classical curvature perturbations of the
coarse-grained field ϕ (which are the observable ones), is
a different question which requires further calculation.
To provide a satisfactory answer, we shall wait until we
feed this new quantum noise amplitude back into the
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Langevin equations (15) and (16) and calculate the spec-
trum.
As a second remark, note that if the collective effect
of the inflaton mass and σχ is a small enough correc-
tion, i.e. if (m2 + gσ2χ)/H
2 − 9ε1 ≤ 9/4, then as the
modes vk cross their Hubble radius, their oscillations
stop and they freeze out as one would expect. However
the modes of the original field δφ
(1)
k
also contain a decay
factor a−1(−kτ)−ν+1/2 ∼ τ(−kτ)−ν+1/2 as −kτ → 0,
which indicates that they eventually roll back down to
zero. (Recall that the observable quantity here is the
curvature perturbation, R = H
φ˙
δφ). This means that the
modes become over-damped after horizon exit. The full
solution in this limit is given by:
vk →
{
−ei(ν+ 12 )pi2 2ν−1√
π
Γ(ν) (−τ)
−ν+1/2
kν 0 < ν ≤ 3/2
ei
pi
2 (−τ)1/2 ln(−kτ) ν = 0
(63)
The kν factor shows the deviation from scale invariance,
and we therefore recover that the mass of the inflaton
causes the spectrum to be blue-tilted in the valley (scale
invariance has k3/2, which is the massless case). The
power of τ shows the time dependence, and in the mass-
less case one recovers τ−1, which is canceled by multiply-
ing by a−1 to recover δφ(1)
k
.
C. Waterfall Fluctuations δψ(1)
1. Mode function evolution equation
Let us now proceed with δψ(1), similarly expanding
the equations of motion to first order, once again in the
flat-slicing gauge. One obtains:
δψ¨
(1)
k
+ 3Hδψ˙
(1)
k
+
(
k2
a2
+ 3λχ2 − λv2 + g2ϕ2
)
δψ
(1)
k
+2g2ϕχδφ
(1)
k
= α˙χ˙− 2αV,Ψ (ϕ, χ)− ϕ˙ k
2
2a
B . (64)
As in the previous subsection, on the left hand side,
one replaces χ2 by σ2χ, ϕ
2 by
〈
ϕ2
〉 ≃ ϕ(0)2, and ϕχ by
〈ϕχ〉 = 0. On the right hand side, using the linearized
Einstein equations to replace the metric fluctuations by
field perturbations, and setting to zero all terms with
stochastic mean values with an odd powers of χ (remem-
bering that the distribution of χ is even), one obtains:
δψ¨
(1)
k
+ 3Hδψ˙
(1)
k
+
[
k2
a2
+ 3λσ2χ − λv2 + g2ϕ(0)
2
−8πG
a3
d
dt
(
a3
〈
χ˙2
〉
H
)]
δψ
(1)
k
= 0 , (65)
where again, H is approximated by its classical value
H(ϕ(0), χ = 0). Note that, as opposed to what would
have been obtained using perturbations theory around
a classical background for Ψ, the stochastically shifted
background causes the δψ
(1)
k
perturbations not to decou-
ple completely. Indeed, in the case of a classical back-
ground, unless the trajectory is turning in field space, the
perturbations reduce to those of a scalar field in an unper-
turbed FLRW space-time [71]. This is not the case here:
the field space trajectory is straight, but the stochastic
dispersion of the waterfall allows for non-vanishing cor-
rections due to gravity.
We again rewrite the term coming from gravitational
interactions in terms of the slow-roll parameters:
2 H˙H
(
χ¨
χ˙
− H˙
H
+ 3H
)(
1 +
1
σ˙2χ/ϕ˙
(0)2 + 1
)
≃
4
H˙
H
(
− H˙
H
+ 3H
)
= 12H2
(
ε1 − 1
3
ε21
)
. (66)
As above, one proceeds to the field redefinition
δψ
(1)
k
= a−1uk (67)
and changes coordinates to conformal time, dt = adτ , to
find the mode function expressed in terms of the canon-
ical variable uk:
u′′
k
+
{
k2 − a
′′
a
+ a2
[
3λσ2χ − λv2 + g2ϕ(0)
2
(68)
+12H2
(
ε− 1
3
ε2
)]}
uk = 0 .
Using the explicit expression for a during inflation to
first order in slow-roll, aH = −τ−1(1 − ε1), and under
the assumption of vacuum domination, this gives rise to
u′′
k
+
[
k2 − 1
τ2
× (69)
(
2− 3λσ
2
χ
H2
+
12M2
Pl
v2
− g
2ϕ(0)
2
H2
+ 15ε1
) ]
uk = 0 .
In contrast to what happens for the fluctuations of the
rescaled inflaton field, the correction terms in the mode
equation for the fluctuations of the waterfall field are
large. This is a reflection of the tachyonic instability
in the direction of the waterfall field. More specifically,
the mass term of this equation contains terms of differ-
ent orders of magnitude. Indeed, in the vacuum dom-
inated regime, under the slow-roll approximation, and
since σ2χ < σ
2
χc in the valley, one has
15ε1 , 3
λσ2χ
H2
≪ 2≪ 12M
2
Pl
v2
,
g2φ(0)
2
H2
. (70)
Moreover, for typical parameter values, one also has:
15ε1 ≪ 3
λσ2χ
H2
, (71)
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although it would in principle be possible to find a range
of fine tuned parameters for which this inequality does
not hold.
Finally, one can use Eq. (10) to rewrite ϕ
(0)
in in terms
of Φc and the total number of e-folds of inflation Nc pro-
duced in the valley when ϕ crosses the critical point, and
one obtains
g2ϕ(0)
2
H2
=
12M2Pl
v2
ϕ(0)
2
Φ2c
(72)
≃ 12M
2
Pl
v2
[
eNc−N(τ)
]8M2Plm2/(v4λ)
, (73)
where at first order in ε1 one has
N(τ) = ln [−(1 + ε1)/(Hτ)] ≈ − ln(−Hτ) + ε1 , (74)
if one initializes N to 0 when τ = −(1 + ε1)/H .
2. Qualitative mode evolution analysis
Let us now try to gain some qualitative insight about
the time-evolution of the k-modes. First of all, one can
see that there is some explicit τ -dependence in the time-
dependent mass of the uk’s (through the φ
(0)2) in addi-
tion to the usual 1/τ2 dependence. One needs to make
sure that this term goes to zero at early times, i.e. when
the limit kτ → −∞ is formally taken, so that the Bunch-
Davies vacuum initial condition can be recovered in that
limit. That is, one needs to make sure that at arbitrary
early times (as kτ → −∞), any given mode is at small
enough scales so that it feels a Minkowski flat space-time
and lies in the Bunch-Davies state.
Bearing this in mind, since 8M2Plm
2/(v4λ) ≪ 1, from
our assumption of vacuum-domination of the Hubble con-
stant in the valley, one is safe since
(−Hτ)
8M2
Pl
m2
v4λ
τ2
→ 0 as (−kτ)→∞ . (75)
One can therefore quantize the mode functions as usual
using the Bunch-Davies vacuum solution as a limiting
initial condition at early times.
Also, the ϕ(0)-dependence of the mass was written in
the form (72) in order to get a better insight on the qual-
itative behavior of the modes after they exit the Hubble
radius. Inserting this expression into the mode functions
equations of motion, one obtains:
u′′
k
+
[
k2 −m2u (τ)
]
uk = 0 , (76)
where the effective mass mu is defined as
m2u(τ) ≡
2−m2ψ/H2
τ2
(77)
=
1
τ2
[
2 + 15ε1 − 3
λσ2χ
H2
− 12M
2
Pl
v2
(
ϕ(0)
2
ϕ2c
− 1
)]
.
(78)
FIG. 2: Sketch of the time evolution of the squared mass m2u
appearing in Eq. (76), as a function of the number of e-folds.
As a comparison, the dashed line represents the massless sit-
uation where mψ = 0 and m
2
u = 2/τ
2. For N < Nv (re-
spectively N > Nv), one has m
2
u < 0 (respectively m
2
u > 0).
The first time a mode k crosses the squared mass scale is
given by NHeff (k). Its behavior then depends on whether
NHeff (k) < Nv or NHeff (k) > Nv (see discussion in the text).
The separation between these two regimes is given by kv.
The time evolution of the squared mass m2u is sketched
in Fig. 2. Very small scales for which k2 ≫ m2u(τ) are still
oscillating in their Bunch-Davies state. However when a
mode crosses the value k2Heff = m
2
u(τ), its qualitative be-
havior changes. We call this point the crossing of the
“effective” Hubble radius (since in standard massless-
single-field inflation this corresponds to the point where
every mode crosses the Hubble radius and then freezes
out). The evolution of modes with wavelength larger
than this effective Hubble crossing scale, i.e. satisfying
k2 < k2Heff = m
2
u(τ), will be driven according to the be-
havior of m2u(τ).
Let us see in more detail how the evolution proceeds.
The time of “effective” Hubble radius crossing NHeff (k)
is defined by k2 = m2u [NHeff (k)]. This happens during
the valley phase if NHeff < Nc, i.e. for modes such that
k < kc, where
k2c = m
2
u (τc) ≃ 2H2e2Nc . (79)
The comoving wave-number kc thus corresponds to the
wavelength that freezes out when ϕ = Φc. Now, for
k < kc, two different behaviors form
2
u right after effective
Hubble radius crossing can occur, which we now investi-
gate. Recall that typically one has
12M2Pl
v2 ≫ 2 ≫ 3
λσ2χ
H2 .
Therefore the modes such that m2u < 0, when they cross
13
their effective Hubble radius, are such that
Nc −NHeff (k) >
v4λ
8M2Plm
2
ln(1 +
v2
6M2Pl
)
=
v2H2
4M2
Pl
m2
+O( v
4
M4
Pl
) .
This means that it happens at long wavelength, for k <
kv, where
k2v = m
2
u (τv) ≃
H2v2
6M2
Pl
e
2Nc− v2H2
2M2
Pl
m2 . (80)
From this formula it is very easy to check that kv < kc,
since v/MPl ≪ 1 for this model to proceed at small fields.
If k < kv, the modes do not freeze out as they escape
their effective Hubble radius, but rather continue their
oscillations until the time Nv given by
Nc −Nv = v
2H2
4M2
Pl
m2
(81)
when the distance between ϕ2 and its critical value be-
comes such that ϕ2 −Φ2c . (v2/6M2Pl)Φ2c , at which point
they freeze out. Mapping back to δψ
(1)
k
= a−1uk, this
oscillation period for the uk modes corresponds to a fast
under-damping of the perturbations δψ
(1)
k
. This means
that those modes do not undergo squeezing and therefore
do not experience classicalization.
From Fig. 2, one can see that between NHeff and Nv,
these modes actually experience a very brief stage during
which k2 dominates over m2u again. Since this period
is very short in time, we will neglect its effect for now
(and this approximation will be shown to be consistent
a posteriori ). Finally, in the N ≪ Nv limit, one has
m2u ≃ −12/τ2M2Pl/v2ϕ(0)
2
/Φ2c , which leads to
NHeff ≃
log
(
v2
M2Pl
k2
12H2
)
2
(
1− 4m2M2Plλv4
) − 4
λv4
2m2M2Pl
− 2Nc
≃ 1
2
log
(
v2
M2
Pl
k2
12H2
)
− 8m
2M2
Pl
λv4
Nc , (82)
the second expression being simplified using the slow-roll
condition ε1 (Φc,Ψ = 0)≪ 1.
On the other hand, if kv < k < kc, the modes freeze out
and cease to oscillate right after effective Hubble cross-
ing. They consequently undergo squeezing, which allows
for classicalization. This phase typically extends over
much more than 60 e-folds before the inflaton reaches
its critical value, which makes it the most important one
to study. Close to the inflaton critical value, m2u(τ) is
dominated by the 2/τ2 term, and therefore modes freez-
ing out and growing in this range of conformal time be-
have very similarly to the perturbations of a light scalar
field in de-Sitter space, with a slight positive mass given
by 3λσ2χ/H
2 − 15ε + 12M2
Pl
/v2
(
ϕ(0)
2
/Φc
2 − 1
)
, which
gives the spectrum a blue tilt. In this limit where
Nv ≪ N < Nc, one has
NHeff (k) ≃
[
log
(
k√
2H
)
+ 2
m2
v2
k2M2
Pl
H4
Nc
]/
(
1− 2m
2
v2
k2M2
Pl
H4
)
. (83)
3. Quantitative mode evolution analysis
Now that we have analyzed qualitatively the behavior
of the mode function as they cross their “effective” Hub-
ble radius, let us move on to massaging the equation for
the mode function into a more practical form for calcula-
tions. Considering the form (73) of writing the last term
appearing in m2u(τ), one has
m2u(τ) =
2 + 15ε− 3λσ
2
χ
H2 −
12M2Pl
v2
{
e[Nc−N(τ)]
2m2
3H2 − 1
}
τ2
.
(84)
Now, since we are interested in the late-time behavior
of the mode functions, that is, after they exit their effec-
tive Hubble radius, we use an asymptotic approximate
solution for the scaling of their amplitude. To do this,
let us define a differential equation for an “effective” scale
factor a:
a
′′
a
= m2u(τ) . (85)
We call this quantity the “effective” scale factor because
it allows us to rewrite the equation for the mode func-
tions in the standard form for a massless field in de-Sitter
space:
u′′k +
(
k2 − a
′′
a
)
uk = 0 . (86)
Moreover, for a single massless scalar field in de-Sitter
space, on super-Hubble scales, the mode functions (call
them zk) scale as the scale factor a if one waits long
enough for the decaying mode to become negligible. This
means that for small k2 < min
(
2/τ21 , 2/τ
2
2
)
, one has
a(τ1)/a(τ2) ≈ zk(τ1)/zk(τ2) (neglecting an overall irrel-
evant constant phase), provided τ1 and τ2 are chosen to
be long enough after the Hubble-crossing of the k-mode
(which usually means only a few e-folds).
Here we are facing a similar situation. Qualitatively,
once the modes uk cross their effective Hubble radius
(technically a few e-folds after the crossing), they scale
as the effective scale factor a(τ) (if the modes are under-
damped after their effective Hubble-crossing, i.e. for the
modes such that k < kc, one simply needs to be somehow
more careful about the matching of the sub- and super-
Heff scalings, but the same argument essentially still
holds). Since a is basically given by the background equa-
tion of motion with a non-vanishing σχ, one finds that the
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uk’s evolve asymptotically as the linearized background
after Heff crossing.
This argument provides one with the asymptotic be-
havior for the evolution of the norm of the super-Heff
δψ
(1)
k
modes:
δψ
(1)
k
(τ) = a−1(τ) |uk(τ)|
≃ a−1(τ) a(τ)
a(τHeff )
|uk(τHeff )|
≃ a−1(τ) a(τ)
a(τHeff )
|uk(τi)| . (87)
Here, τHeff is defined as the conformal time at which the
k mode crosses its effective Hubble radius. As before,
an overall irrelevant phase factor is neglected. Also, in
the last step we use the fact that before effective Hubble
crossing one has mu ≪ k2 and the modes just oscillate
with constant amplitude. Then |uk(τi)| can be evaluated
in the Bunch-Davies initial vacuum. A more precise cal-
culation would consist in finding the exact sub-Hubble so-
lution, given in terms of Hankel functions of the first kind
(once the Bunch-Davies initial conditions are imposed),
and evaluating it at effective Hubble-crossing. However,
not much accuracy would be gained by doing so.
This being said, one is only left with the problem of
solving the differential equation for the effective scale fac-
tor a and inverting the relation k2 = m2u [τHeff (k)] to
obtain τHeff (k).
The first problem is an easy one since it just corre-
sponds to solving the linearized background equation of
motion. Expressed in terms of the number of e-folds, it
is given by
d2a
dN2
+
da
dN
− a
(
2 + 15ε1 − 3
λσ2χ
H2
−12M
2
Pl
v2
{
e[Nc−N(τ)]
2m2
3H2 − 1
})
= 0 .
(88)
As before, d/dN
(
σ2χ/H
2
)
= 1/(4π2) and the time vari-
ation of the σχ term in the above equation is suppressed
by a λ factor. It can therefore be neglected, allowing the
solution to be approximated in terms of Bessel functions
of the first and second kind:
a = e−
N(τ)
2 [C1Jν(x) + C2Yν(x)] , (89)
where ν =
3H2
m2
√
9
4
+ 15ε1 − 3
λσ2χ
H2
+
12M2
Pl
v2
and x =
3H2
m2
2
√
3MPl
v
e(Nc−N)
m2
3H2 ,
where C1 and C2 are integrating constants. To fix them,
one first notices that an overall constant in a bears no
physical meaning, since only the ratio a(τ)/a(τi) enters
in the quantities to be computed. Therefore one only
needs to fix the ratio in which the two independent so-
lutions enter in the mode function. To do so, one notes
that in the formal limit kτ → −∞, the positive mode
function starts out in the Bunch-Davies vacuum and its
evolution deep inside its effective Hubble radius is given
by a Hankel function of the first kind. It is therefore natu-
ral that its approximate behavior after the crossing of its
effective Hubble radius be also mapped to another Han-
kel function of the first kind. One can therefore choose
the constants C1 and C2 so that the solution is written
in the form of a Hν(x) function.
To give another, maybe more convincing, argument to
fix C1 and C2, we note that if k < kv, that is, if the
mode is still under-damped and continues its oscillations
outside its Hubble radius for a (more or less long) time
before freezing out at N = Nv, the requirement of having
oscillations damped by the factor of e−N/2 in Eq. (89)
basically fixes the constants to C1 = 1 and C2 = i, up
to an overall irrelevant constant phase. This is precisely
the choice that allows to recover the Hankel function of
the first kind discussed above.
If on the contrary, kv < k < kc, i.e. if the k-mode of
interest crosses its effective Hubble radius late enough so
that it is over-damped and freezes out immediately after
the crossing, then, provided the mapping is done a few
e-folds after the crossing, the decaying mode Jν of the
fundamental solution (89) has completely decayed and
the positive mode-function is exclusively mapped to the
growing mode Yν to great accuracy. This corresponds
to only using the Bessel function of the second kind Yν
as a solution, which is also approximately what using
a Hankel function of the first kind would mean in the
relevant range of values for ν and x.
However it might be cumbersome to work in terms of
Bessel or Hankel functions, mainly because for the regime
of parameters ν and x one is interested in, none of the
asymptotic forms of theses functions are good approxima-
tions when the mode function freezes out and is mapped
to the growing mode. Indeed, the small-argument form
holds if x ≪ √ν, which here is not the case since one
works under vacuum domination, and the large-argument
expansion is valid provided x≫ ν2, which is not the case
either, again because of vacuum domination.
It is therefore useful to note that, since 2m
2
3H2 ≪ 1,
one can Taylor expand to first order the exponential in
Eq. (88), in order to obtain a simpler differential equation
which can be solved in terms of Airy functions:
d2a
dN2
+
da
dN
− a
{
2 + 15ε− 3λσ
2
χ
H2
(90)
−8M
2
Pl
m2
v2H2
[Nc −N(τ)]
}
= 0 ,
which is solved by:
a = e−
N
2 [Ai (x)C1 +Bi (x)C2] , (91)
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with
x =
(
v6λ
96m2M4Pl
) 2
3
[
96m2M4Pl
v6λ
(N −Nc)
−3λσ
2
χ
H2
+ 15ε1 +
9
4
]
, (92)
where C1 and C2 are integration constants which are not
necessarily the same as before. For the k-modes such that
k < kv, which are under-damped when they cross their
effective Hubble radius, one has x ≪ 0 and the asymp-
totic forms of the Airy functions for large and negative
arguments in terms of sine and cosine can be used. Since
oscillations are expected, one can choose C1 = i and
C2 = 1. Then, deep inside the valley when these modes
cross their effective Hubble radius, one obtains:
a =
x→−∞
e−N/2√
π
|x|−1/4ei 23 |x|3/2+ i4π . (93)
The modes that freeze out in that limit evolve according
to
δψ
(1)
k
≈ e 12 (NHeff−3N)
∣∣∣∣ x(N)x(NHeff )
∣∣∣∣
− 14 ei
2
3 |x(N)|
3
2
ei
2
3 |x(NHeff )|
3
2
× |uk(NHeff )| (94)
≈ e 12 [NHeff−3N]−i 23
[
|x(NHeff )|
3
2−|x(N)|32
]
×
∣∣∣∣x(NHeff )x(N)
∣∣∣∣
1
4 1√
2k
(95)
for x(N), x(NHeff )≪ 0 (and k2 < m2u) .
In the first line of this equation one can see the previously
mentioned oscillations, which were expected to be found
since in that limit one has m2u(N) < 0. One also finds
the decay factor e−3N/2. Recall that in order to express
NHeff in terms of k in that regime, one needs to solve
|k2Heff | = |m2u(NHeff )|.
If k > kv, m
2
u(NHeff ) becomes positive, the oscilla-
tions cease and the modes freeze out. To see this, one
can equivalently examine x, which becomes positive as
x→ constant× [9/4+15ε−3λσ2χ/(H2)]−, and the above
approximation for the Airy functions breaks down. How-
ever, to find how the behavior of the modes k < kv
changes when N > Nv, and to derive the behavior of the
modes with kv < k < kc which cross their effective Hub-
ble radius in that limit, one can assume a long waterfall
to take place (which we recall to be necessary in order to
evade the blue tilt problem) and suppose v6λ ≫ m2M4
Pl
[see Eq.(12)], to use the large argument expansion of the
Airy functions and proceed as above. In this limit, one
obtains a growing mode and a decaying mode, and keep-
ing only the former in the asymptotic solution, one gets
a =
x→+∞
e−
N
2√
π
|x|−1/4e 23x3/2 . (96)
Using this asymptotic expression, one obtains, for the
under-damped modes k < kv, once frozen out (for N >
Nv),
δψ
(1)
k
≃ e 12 (NHeff−3N)
∣∣∣∣x(NHeff )x(N)
∣∣∣∣
1
4 e
2
3x(N)
3
2
e
2
3x(Nv)
3
2
1√
2k
for x(N)≫ 0, x(NHeff )≪ 0 (and k2 < m2u) , (97)
and where a constant irrelevant phase factor is neglected.
For modes k > kv freezing out in that regime [for which
x(NHeff ) > 0], one has
δψ
(1)
k
≃ e 12 (NHeff−3N)
∣∣∣∣∣ x(N)x(NNHeff )
∣∣∣∣∣
− 14
e
2
3x(N)
3
2
e
2
3x(NHeff )
3
2
× |uk(NHeff )| (98)
≃ e 12 [NHeff−3N]+ 23
[
x(N)
3
2−x(NHeff )
2
3
]
×
∣∣∣∣x(NNHeff )x(N)
∣∣∣∣
1
4 1√
2k
(99)
for x(N), x(NHeff )≫ 0 (and k2 < m2u) .
The formulae derived above for the amplitude of the
first order perturbations in the ψ direction are collected
in Appendix C, see Eqs. (C2-C6), for practical conve-
nience.
Before proceeding, since several approximations have
been performed, it seems useful to first check their va-
lidity by comparing them with the full numerical inte-
grations of Eq. (69). We also check the validity of the
commonly-used so-called adiabatic approximation. This
scheme is defined as follows: since the inflaton field is
slowly rolling down the bottom of the valley, the effec-
tive mass for the waterfall field mψ , defined as m
2
u ≡
(2 −m2ψ/H2)/τ2 in Eq. (77) (mu is sketched in Fig. 2),
is varying slowly and therefore its time dependence can
be neglected. Hence, when solving Eq. (69), the usual
constant-mass mode function solution
uk ≃ −iei(ν+ 12 ) pi2
√
π
2
(−τ)1/2H(1)ν (−kτ) , (100)
can be used with ν now given by the time varying
quantity ν ≡
√
9/4−m2ψ/H2, which is complex when
N < Nv. This approximate solution is referred to as the
adiabatic one since it is derived under the approximation
of a slowly-varying mass. We check its validity in Fig. 3,
where results from an exact integration of Eq. (69) are
compared to the analytical approximations (C2-C6) and
to the adiabatic solution Eq. (100).
Let us comment on what has been obtained. The case
k > kv is similar to the standard well known massless
case, where |uk| is constant on sub-Hubble scales and
|δψ(1)
k
| is constant on super-Hubble scales. The match-
ing between the analytical expressions (C2-C6) and the
numerical solution is excellent. The adiabatic approx-
imation also holds during the whole evolution of such
modes.
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FIG. 3: Time evolution of the first order perturbation amplitudes of the waterfall field |δψ(1)
k
| (left panels) and its scaled
counterpart uk (right panels) in the cases k > kv (top panels) and k < kv (bottom panels). The black solid lines are numerical
results from an exact integration of Eq. (69). The red solid lines represent the analytical approximated results Eqs. (C2-C6).
The blue dotted lines represent the adiabatic solution Eq. (100). When k > kv the modes evolve in the standard well known
way, |uk| being constant on sub-Hubble scales and |δψ(1)k | being constant on super-Hubble scales. When k < kv however, there
is a intermediate phase NHeff (k) < N < Nv during which the adiabatic evolution of the effective mass of the waterfall breaks
down and the fluctuations are over-damped.
If k < kv, there is an intermediate regime when
NHeff (k) < N < Nv where the field fluctuations are over-
damped and oscillations continue to take place. As no-
ticed in Fig. 2, during that phase, at some point, such
modes experience a short period during which k2 dom-
inates over m2u again. Since this period is very short
in time, it was not taken into account when deriving the
analytical expressions Eqs. (C2-C6) and checking this as-
sumption was postponed to later. One can now check
that it indeed leads to rather reliable expressions. How-
ever, this short phase of rapid evolution of m2u obviously
breaks the adiabatic approximation and one can indeed
see that the adiabatic formula stops being valid at this
point. The subsequent evolution is therefore also differ-
ent from the one one expects under the adiabatic approx-
imation. When N > Nv, the field fluctuations continue
to experience over-damping.
The validity of the analytical expressions derived above
is thus confirmed, as well as the schematic description
previously sketched, and the adiabatic method is shown
not to be valid for the modes such that k < kv, when N
approaches Nv and afterward.
IV. CALCULATION OF σχ AND THE
BACK-REACTION PROBLEM
So far we have calculated to leading order in the slow-
roll parameters the amplitude of the linearized quantum
fluctuations in both fields in the presence of a shifted
background. These are the O(~2) mode functions de-
fined in Eqs. (13) and (14) up to leading order in slow-
roll which enter in the bath fields propagators evaluated
at the time when a given mode of the quantum fields
joins the coarse-grained fields. We can therefore use these
results to directly calculate a shifted classical noise for
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equations (15) and (16), which will now be valid to O(~2)
and to leading order in slow-roll.
This higher accuracy calculations does bear some im-
portance. Indeed, the typical deviation in the water-
fall direction acquired during the valley phase sets typi-
cal initial conditions for the subsequent waterfall phase,
hence determining how many e-folds this tachyonic pe-
riod should last. One should therefore calculate σχc as
accurately as possible.
A first estimate was given in section II C using the
standard massless de-Sitter solutions for the modes δφ(1)
and δχ(1) to calculate the amplitude of the noises, see
Eq. (27). This was a first step towards a more accurate
calculation, carried out mainly to obtain qualitative re-
sults. We now wish to include the higher-accuracy noises
derived from the mode amplitude results of the previous
subsection, and study how this impacts on the stochastic
dispersions of the coarse grained fields, which we do here,
and on the statistics of the inflaton perturbations, which
we do in the next section.
For the coarse-grained inflaton field, ϕ, we expect the
solution of Eq. (15) including higher noise accuracy to
closely follow the noiseless, classical solution. This is
because we already assumed the values of the potential
parameters to be such that the dynamics of the inflation
in the valley phase is dominated by its classical drift at
O(~). We can convince ourselves that this assumption
is preserved at O(~2) and to leading order in the two
first slow-roll parameter by looking at the corrected in-
flaton noise auto-correlation, which shows a suppressed
correction compared to its O(~, ǫ01, ε02) value:
〈ξφ (N) ξφ (N ′)〉 = H
4
4π2
δ (N −N ′)×[
1 +
2
3
(
m2 + gσ2χ
H2
− 9ε1
)
(ln 2ǫ+ γ − 2)
]
. (101)
Here γ ≃ 0.577 is the Euler-Mascheroni constant, and
recall that ε2 ≈ − 23 m
2
H2 . The correction to the de-Sitter
massless formula (20) is indeed small for a light inflaton
field, and one does not expect important effects on the
background trajectory coming from a better calculation
of σφ. Important effects concerning the inflaton, how-
ever, are to be expected when it comes to the statistics
of the fluctuations of the coarse-grained field, and will be
calculated in the next section.
As a final remark concerning the background inflaton
coarse-grained field, it is interesting to remember that in
spite of the fact that the condition ǫ≪ 1 was required in
order to only collect the squeezed super-Hubble modes
in the coarse-grained part of the field, the splitting pa-
rameter ǫ cannot be arbitrarily small if one wants the
deviations from the free massless case to remain small.
More precisely, from the previous equation, one can see
that the condition exp(−H2/m2)≪ ǫ≪ 1 should be im-
posed. This is exactly the condition that was obtained
by Starobinsky and Yokoyama in their first paper [35] on
the subject [see Eq. (81) there], requiring ǫ-independent
results for the two point equilibrium correlation function
of test scalar fields in de-Sitter. Here we make the origins
of such a condition rather clear.
On the other hand, the waterfall field is significantly
massive far enough in the valley. Therefore, important
effects on its dispersion coming from a higher-order cal-
culation of the noise sourcing its coarse-grained evolution
are expected to arise in this region. We shall investigate
this question in detail in what follows. Whether these
effects can lie in the observational window or not is also
a question which shall be answered.
Concretely, the higher-order white Gaussian noise
ξψ (N) sourcing the Langevin equation (16) for the
coarse-grained waterfall field is given by
〈ξψ (N) ξψ (N ′)〉 ∝
∣∣∣δψ(1)k ∣∣∣2
k=ǫaH
δ (N −N ′) , (102)
with |δψ(1)
k
| now evaluated using Eqs. (C2-C6).
Before proceeding to this evaluation, a verification
is in order. In the computational program described
above, one should remember that vertδψ
(1)
k
| takes differ-
ent forms depending on whether N ≶ Nv, NHeff and one
needs to know which piece of the function should be used.
Furthermore, ǫ is usually taken to be such that ǫ ≪ 1
in order to keep only the super-Hubble highly squeezed
modes in the coarse grained field (squeezing being the
condition for classical behavior, see Refs. [60, 61, 72]).
However, here, the effective Hubble radius H−1eff inter-
venes rather than the Hubble radius itself and there-
fore one first needs to be sure that no modification to
the standard picture arises from this fact. In Ref. [73],
the original analysis of Guth and Pi [72] is generalized
to heavy fields and it is found that there is no emer-
gence of classical correlations for ν2 < 0 (recall that
ν2ψ = 9/4−m2ψ/H2). Such classical correlations, usually
obtained through turning of quantum oscillators upside-
down or by rapid squeezing of upside-right oscillators,
are a key point of the stochastic inflation formalism as
they enable to treat the dynamics of large wavelength
fluctuations as following a stochastic classical evolution.
For our purpose, it means that when N < Nv, the
stochastic equations driving the evolution of the coarse
grained field are questionable, and that a full field theo-
retic approach should be used instead. Therefore in the
following, one should be careful when interpreting the
results derived for N < Nv.
Recalling that
Nc −Nv = λv6/
(
48m2M4
Pl
) ∝ (Nend −Nc)2 (103)
[see Eq. (12)], this means that such a “problematic” pe-
riod happens long before the critical point if the waterfall
lasts for a long number of e-folds. In this case, it does
not affect fluctuations in the observational window. In
the opposite case (short-lived waterfall), it is on stage
almost until the critical point crossing right before the
end of inflation, and the interpretation of the stochastic
formalism is problematic. Here we only study long-lived
waterfall scenarios.
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FIG. 4: Right hand side of Eq. (104), namely
4pi2|δψ(1)|2σ2χmassless/H4 (blue solid line), normalized toM2Pl,
as a function of σ2χ, for v = 0.1503MPl , m = 7 × 10−5MPl,
g =
√
λ = 0.885, computed one e-fold before crossing the
critical point. These values may not be physical (espe-
cially for g and λ) but they have been chosen for display
convenience. The black solid line is the left hand side of
Eq. (104), namely σ2χ, normalized toM
2
Pl, so that the solution
of Eq. (104) lies at the intersection of these two lines. The
green dotted lines and the arrows indicate how an iterative
(perturbative) process leads to this solution, hence showing
that the “classical” guess lies in the attraction basin of the
solution. The meaning of the red circles and the associated
labels 1, 2 and 3 is detailed in the text body.
A. Quasi-Stationary Approximation
Let us now turn to the concrete calculation of σχ. One
first notices that Eq. (25) is completely general and is
correct whatever the amplitude of the ξψ noise is. How-
ever, Eq. (26) makes use of the specific de-Sitter massless
statistics (21) and the lower incomplete gamma function
solution arises when the amplitude of the noise 〈ξ2ψ〉 is
time independent. It is not true in general. However,
the relaxation time of the statistical distribution (25) is
extremely small since λv4/(mM2Pl)≫ 1, which means in
practical terms that the mass of Ψ decreases so slowly
that at each given time, the χ distribution swiftly ac-
quires its “stationary” local dispersion. This kind of adi-
abatic scheme should not be confused with the adiabatic
approximation mentioned in section III C in the calcu-
lation of δψ(1). The former describes quasi-stationary
stochastic distributions while the latter relies on fluctua-
tion modes crossing the relevant scales faster than their
mass typical variation times. This is why to avoid confu-
sion, we may refer to the former as the “quasi-stationary”
frame in what follows. Under this quasi-stationary ap-
proximation, on has σ2χ/ σ
2
χ
∣∣
massless
≃ 〈ξ2ψ〉/〈ξ2ψ〉massless =
|δψ(1)|2/|δψ(1)|2massless, so that one has
σ2χ ≃
∣∣δψ(1)∣∣2
H4/(4π2)
σ2χ
∣∣
massless
, (104)
where σ2χ
∣∣
massless
is given by Eq. (27).
It is of particular interest to notice that Eq. (104) is
actually an implicit relation involving σχ, since
∣∣δψ(1)∣∣
involves σχ itself [see Eqs. (C2-C6)]. In some sense, the
whole recursive strategy presented in section II B is now
summarized in a single implicit equation for σχ. The sit-
uation is summarized in Fig. 4, where the left hand side
and the right hand side of Eq. (104) are displayed, as a
function of σ2χ. The solution of Eq. (104) lies at the inter-
section of these two curves, the location of which can be
calculated using a recursive scheme which exactly trans-
lates the one presented in section II B. The red circle
labeled “1” in Fig. 4 represents the solution of Eq. (104)
when setting σχ = 0 in the right hand side. This is the
solution calculated in section II C (where one has also
neglected the mass of Ψ). This corresponds to evolving
the perturbations δψ(1) on a “classical” unshifted back-
ground. Then one can source the equation of motion
for these perturbations with a background shifted by the
value of σχ just calculated. This new solution is rep-
resented by the red point labeled “2” in Fig. 4. This
iterative procedure can be continued until obtaining the
exact solution labeled by the red circle “3”.
One can remark that the “classical” guess (labeled “1”)
lies in the attraction basin of the exact solution (labeled
“3”). This is an indication that the perturbative expan-
sion is under control, since at each step, one gets closer
to the exact solution and decreases the absolute value of
its displacement. This is a direct consequence of the fact
that the right hand side of Eq. (104) is a decreasing func-
tion of σχ, which is always true since as σχ increases, the
mass “seen” by the perturbations δψ(1) increases, hence
the amplitude of the noise decreases, and so does the re-
sulting σψ . However, it may be not the case during the
waterfall, where this mass becomes more negative as σχ
increases, rendering the amplitude of the noise more im-
portant. This signals a tachyonic breakdown of the per-
turbative expansion which indicates that the model may
face serious issues when carefully studied in the waterfall
(especially if this phase is long). We will come back to
this point later, explaining how the waterfall start can be
delayed.
Let us now see how these different estimations of σχ
evolve in time. In Fig. 5 are displayed the free massless
result (27), the result of a calculation taking into account
the mass of Ψ but no back-reaction (corresponding to
the point labeled “1” in Fig. 4), and the exact solution
of Eq. (104) (corresponding to the point labeled “3” in
Fig. 4), as a function of time. When N ≪ Nc (remember
that N < Nv is not obvious to interpret), the inclusion of
the mass of Ψ significantly decreases the value obtained
for σχ, since a positive mass better confines the distri-
bution for χ. In this regime σχ remains small and the
19
FIG. 5: Stochastic dispersion in the χ direction σ2χ, rescaled
by its value (28) at the critical point in the free massless case,
as a function of time labeled by (N −Nv)/(Nc −Nc) (which
is 1 at the critical point and 0 at the point N = Nv). The
black solid line represents the free massless result (27). The
blue dashed line takes the mass of Ψ into account but does not
include back-reaction. Technically, it corresponds to the right
hand side of Eq. (104) setting σχ = 0, i.e. the value at the
point labeled “1” in Fig. 4. The red solid line represents the
exact solution of Eq. (104), i.e. the value at the point labeled
“3” in Fig. 4. The parameter values used are v = 0.1503MPl,
m = 2.24 × 10−4MPl, g =
√
λ = 4.2. These values may not
be physical (especially for g and λ) but they have been chosen
for display convenience. The grey dotted line represents the
value of N⋆c defined in Eq. (106) (see text body).
inclusion of back-reaction does not alter much the re-
sult. As the system gets closer to the critical point, σψ
increases and a discrepancy due to back-reaction starts
to be visible, which decreases the actual value of σχ (in
agreement with what is noticed in Fig. 4 where the point
labeled “3” lies below the point labeled “1”). At the crit-
ical point itself, one can see that there is no difference due
to taking the mass of Ψ into account, since in the quasi-
stationary approximation, the result only depends on the
instantaneous value of the mass, which vanishes precisely
at the critical point. We will come back to this point in
the next subsection.
After the critical point, the calculations performed in
the present work may be extrapolated for a few e-folds
and one can see that the inclusion of the mass effects
increases the value of σχ, which makes sense since the
fluctuation modes become tachyonic during the waterfall,
hence the amplitude of the noise increases. However,
when looking at the exact solution of Eq. (104), one can
see that the actual value of σψ remains smaller. This
can be understood as a time delay in the waterfall start.
Indeed, when the fields system crosses the critical point,
two minima in the Ψ direction appear at
Ψ2± = v
2
(
1− Φ
2
Φ2c
)
. (105)
In between these two minima, the curvature of the poten-
tial in the Ψ direction is negative whereas it is positive
elsewhere. This is why when no back-reaction is taken
into account, the fluctuations δψ(1) become tachyonic as
soon as the critical point is crossed. On the other hand,
if back-reaction is “switched on” and if the fluctuations
evolve about a σχ-shifted background, the fluctuations
keep on “seeing” a potential with positive curvature in
the Ψ direction as long as σψ > |Ψ±|. This means that
the waterfall begins at a delayed time N⋆c instead of Nc,
where N⋆c is defined by
σχ (N
⋆
c ) = |Ψ± (N⋆c )| = v
√
1− Φ
2 (N⋆c )
Φ2c
. (106)
This “effective” critical time is displayed as the grey dot-
ted line in Fig. 5. One can check that it coincides with
the moment when the exact solution of Eq. (104) starts
to strongly increase, i.e. with the beginning of the “ef-
fective” waterfall phase. One could ask whether such an
effect could save the model from the tachyonic breakdown
of the perturbative expansion mentioned above. Indeed,
if the waterfall start is sufficiently delayed so that it some-
how “never” occurs, the effective potential curvature felt
by the fields system is always positive and no pathological
growth of the fluctuations occur.
This can be rephrased as the following. Once the criti-
cal point crossed, the χ-distribution splits into two pieces,
each moving towards each minimum of the potential at
Φ = 0, Ψ = ±v. This is confirmed e.g. by the numerical
simulations of Ref. [48] (see Fig. 10 there). Now, if one
extends the quasi-stationary treatment presented above
in the valley and assumes that the inflationary trajectory
constantly tracks the local minimum in the χ-direction,
it implies that each piece of the distribution is centered
over one of the two instantaneous minimums Ψ± (Φ), so
that most of the distribution settles over a positive po-
tential curvature region. Obviously, this can occur only
if the waterfall is sufficiently slowly driven by ϕ so that
a quasi-stationary distribution settles in the χ-direction.
This means that stochastic effects, combined with a long
waterfall, may protect the hybrid model from the tachy-
onic issues mentioned above.
B. Beyond the Quasi Stationary Approximation
As already mentioned and as can be seen e.g. in
Eq. (12), the number of e-folds realized in the waterfall
phase depends on the typical dispersion in the χ-direction
at the critical point, σχc . In the previous subsection,
one has made use of a quasi-stationary approximation
where σχ only depends on the instantaneous value of the
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FIG. 6: Stochastic dispersion in the χ direction σ2χ at the
critical point when ϕ = Φc, normalized by the Hubble scale
H2, as a function of the number of e-folds spent between Nv
and the critical point. The black dotted line corresponds to
the massless formula (28), which is the expected result in
the quasi-stationary approximation where the dispersion in
the χ direction only depends on the instantaneous mass of
χ, which vanishes at the critical point. The blue solid line
corresponds to the exact integral (107). The parameters are
chosen as follows. If one defines α = λv2/(2m2), the calcu-
lation can be shown to depend only on the two parameters
α and v/MPl. More precisely, the quantities appearing in
Eqs. (28) and (107) are α, αv2/M2Pl [which roughly corre-
sponds to the typical number of e-folds one can spend in the
valley, see Eq. (10)], and αv4/M4Pl [which both corresponds
to the squared number of e-folds spent in the waterfall phase,
see Eq. (12), and to the number of e-folds spent between Nv
and the critical point, see Eq. (81)]. In the figure, α is fixed to
α = 106 and v is varied below the Planck mass, and labeled
by Nc −Nv. One can check that the qualitative behaviour is
independent on the chosen value for α.
Ψ-mass. At the critical point itself, this mass vanishes,
hence no correction coming from the mass and its dynam-
ical variation can be accounted for in this framework, and
the obtained result coincides with the massless one (28).
To check that this approximation scheme is reliable, and
to identify the typical corrections appearing when it is
not, the value of σχc is calculated in this section beyond
the quasi-stationary approximation. Combining Eq. (18)
and Eq. (25), one obtains the general formula
σ2χc =
9
8π2
H4
m2
e
λv2
2m2 × (107)
∫ ∞
1
e−
λv2
2m2
(x−lnx) (ǫaH)3
∣∣∣δψ(1)
k
∣∣∣2
k=ǫaH
H2
dx
x
,
where one recalls that the argument of the integral is to
be evaluated at x ≡ exp [−8M2
Pl
m2 (N −Nc) /
(
λv4
)]
.
Making use of Eqs. (C2-C6), this integral can be com-
puted numerically. The result is displayed in Fig. 6, as
a function of the number of e-folds spent between Nv
and the critical point. It is compared with the quasi-
stationary formula, which coincides with the massless
equation (28). The parameters are chosen according to
what is explained in the caption of the figure. Three
regimes of interest appear, that can easily be understood
and described, keeping in mind the evolution of the ef-
fective mass mu of the waterfall perturbations displayed
in Fig. (2).
When Nc−Nv ≫ 1, a large number of e-folds is spent
between Nv and the critical point, which means that
the effective mass of the waterfall perturbations varies
slowly. In this case the quasi-stationary approximation
is valid, the modes contributing the most to σ2χc are the
ones that crossed their effective Hubble radius right be-
fore the critical point, which is far after Nv. In Fig. (2),
one can correspondingly check that the effective massmu
is well approximated by the one of a massless field in this
regime, and accordingly in Fig. 6, the quasi-stationary
formula and the exact integral match perfectly. One con-
cludes that the quasi-stationary approximation holds for
parameters such that Nc − Nv ≫ 1, which is equivalent
to requiring a long lasting waterfall.
When Nc − Nv ≪ 1, a very small number of e-folds
is spent between Nv and the critical point. Remember-
ing that mu vanishes at Nv, this means that the effective
mass of the waterfall perturbations varies very quickly
and one expects the quasi-stationary approximation to
break. More precisely, in this case σ2χc is still dominated
by the modes that crossed their effective Hubble radius
during, say, the last e-fold before turning the critical
point, but because Nv ∼ Nc, they did so far before Nv.
In this regime the potential curvature in the Ψ-direction
is not negligible anymore, and one can indeed check in
Fig. (2) that the effective mass of the waterfall pertur-
bations becomes much larger than the one for a massless
field. The larger the potential curvature, the stronger it
“holds” the field at its bottom, hence a decreased disper-
sion σχ. This is exactly what is noticed in Fig. 6, where
for Nc − Nv ≪ 1, the dispersion is much smaller than
what is predicted by the quasi-stationary formula.
Finally, these two cases are connected by the regime
Nc − Nv ∼ 1 where a more singular behavior occurs.
In this case, σ2χc is again dominated by the modes that
crossed their effective Hubble radius during the last few
e-folds before turning the critical point, that is exactly
around Nv since Nc − Nv ∼ 1. Remembering that the
effective mass of the waterfall perturbations vanishes at
Nv, one can check in Fig. (2) that there is a small time
interval around Nv during which mu is suppressed, and
much smaller than its massless counterpart. During this
short period χ diffuses almost freely, hence the peak
noted in Fig. 6. This regime is, however, rather fine
tuned, since there is a priori no reason why Nc−Nv ∼ 1.
In conclusion, the quasi-stationary approximation
which enables to develop the calculations and the results
of the previous subsection holds in the regime of param-
eters for which a long waterfall occurs (or equivalently
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Nc − Nv ≫ 1), and when it is not the case, the actual
dispersion in the χ-direction is decreased. However, since
the number of e-folds spent in the waterfall precisely de-
pends on this typical dispersion at the critical point, one
can see that even in this regime, this number of e-folds
may not be that small.
V. INFLATON PERTURBATIONS BEYOND
ZEROTH ORDER IN SLOW-ROLL
Let us now recapitulate our progress so far. The for-
malism of stochastic inflation has allowed us to split the
full quantum system formed by the two scalar fields in
quasi-de Sitter space into a quantum bath and a coarse-
grained, classical system, and to integrate out the bath
to obtain an effective theory for the coarse-grained sys-
tem. In this effective theory formalism, the quantum
effects are modeled through a classical stochastic noise
term in the equation of motion for each field, which can
be calculated from the propagator of the quantum fields.
Assuming propagators valid up to zeroth order in slow-
roll, we have obtained a first approximation for the
coarse-grained fields dynamics, valid to O(~) and zeroth
order in slow-roll in section II. However, many cosmo-
logical observables are known to depend primarily on
higher order quantities, for example the spectral index
of curvature perturbations, ns. To increase the order of
precision of our answer, we had to calculate the noise
sourcing the Langevin equations to higher order. This
is what we did in section III, where we calculated the
linearized mode functions for the quantum fields in the
presence of a stochastically shifted background, which al-
lowed us to obtain shifted noise amplitudes valid to lead-
ing order in slow-roll and up to O(~2). Note that it did
not allow us, however, to calculate the corrected classical
observables, such as the spectral index, because in the
stochastic formalism these are quantities which must be
calculated from perturbations of the classical stochastic
system, rather than the quantum bath.
We then moved on to calculate the classical effects
of a shifted noises on the one-point statistics of the
coarse-grained waterfall field in section IV, insisting in
particular on its dispersion as the critical point is ap-
proached. Now that we have developed a good under-
standing of the coarse-grained waterfall field behaviour
beyond O(~, ε01, ε02), we can turn to the question of how
stochastic effects will affect the details of the statistics of
the coarse-grained inflaton field to leading order in slow-
roll (and to O(~2)). In particular, we will be interested
in calculating how stochastic effects modify the tilt of the
curvature perturbations power spectrum.
First, we need to incorporate the shifted noise from
section III in the Langevin equation. This is the noise
amplitude we already wrote in Eq. (101) and which we
re-write here for clarity:
〈ξφ (N) ξφ (N ′)〉 = H
4
4π2
δ (N −N ′)×[
1 +
2
3
(
m2 + gσ2χ
H2
)
(ln 2ǫ+ γ − 2)
]
. (108)
Note that, in the following, we will only keep the lead-
ing contribution from the second slow-roll parameter ε2,
since we want to capture the leading effect in magnitude
and ε22 ≫ ε1 for the values of parameters we are consider-
ing. Since we are neglecting all powers of ε2 higher than
one, we have neglected the factor of ε1 in the derivation
presented bellow.
From there, to address the question of the classical
coarse-grained inflaton spectrum, one would technically
need to solve the Fokker-Planck equations correspond-
ing to Eqs (15)-(16) with the noises calculated from the
results of section III through equations (17)-(18). How-
ever, this turns out to be a rather difficult task analyti-
cally, and the result not readily useable to get concrete
observable predictions.
Fortunately, we can perform a simpler calculation
which circumvents the difficulties of solving the Fokker-
Planck equations. From the previous section, we already
obtained a solution of Eq. (16) to derive the mean and
dispersion of χ, which holds provided that 〈ϕ〉 remains
close to the classical, noiseless solution (we have verified
this is indeed the case for the regime of parameters we are
considering in the current work, i.e. ∆φ ≪ 1). We could
perform a similar analysis for ϕ, but this would not be
of much help since we are really interested in separating
the power in ϕ coming from the “mean” uniform back-
ground classical evolution, and the one coming from the
fluctuations in ϕ which give rise to the power spectrum
in the CMB.
The strategy we adopt is therefore to expand Eq. (15)
as follows5:
ϕ = ϕ0 + δϕ
(1) + .... (109)
Our goal here is to find the average power in the linear
inflaton classical fluctuations squared 〈(δϕ(1))2〉, analo-
gously to what is done in Ref. [62], and then take its
time-derivative to recover the k-dependence of its power
spectrum. Using that the noises should be treated per-
turbatively, we obtain the usual dϕ0N = −
−Vφ
3H2 for the
equation of motion of the classical mean ϕ0 field, while
for the linear perturbations δϕ(1) we obtain:
dδϕ(1)
dN
+ 2M2
Pl
(
H,Φ
H
)
,Φ
δϕ(1) =
ξφ
H
, (110)
5 Note, however, that even though we are splitting the classical
fields into ‘mean’ classical field and classical perturbations, the
mean background felt by the quantum fields is still 〈ϕ = ϕ0 +
δϕ(1) + ...〉, and similarly for higher powers.
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where, as before, ξφ is the contribution of the stochastic
noise in ϕ. Here, the occurrences of χ in H are the full
coarse-grained fields since we are not doing an expansion
in the coarse-grained waterfall field, only in the coarse-
grained inflaton field. Multiplying this equation by δϕ(1)
and taking the average, we obtain:
d〈(δϕ(1))2〉
dN
+ 4M2
Pl
(
H,Φ
H
)
,Φ
〈(δϕ(1))2〉 =
H2
4π2
(
1 +
2
3
A
H2
)
, (111)
where we have defined A = m˜2(ln 2ǫ + γ − 2), with
m˜2 = (m2 + g2σ2χ), and where we assumed δϕ
(1) and
χ are mutually independent and used 〈χ〉 = 0, as well
as 〈χ2〉 = σ2χ, which have already been calculated at
the required order. We have also used the relation6
〈ξφδϕ(1)〉 = H3
(
1 + 23
A
H2
)
/(8π2).
Integrating and using the zeroth order equation to re-
write the solution in terms of an integral over ϕ, we get
the solution:
〈(δϕ(1))2〉 = (112)(
H,Φ
H
)2
1
8M2Pl
∫ ϕ0,in
ϕ0
(
H5
H3,Φ
)(
1 +
2
3
A
H2
)
dϕ .
Using the solutions for ϕ0 and H0, this integral can easily
be performed keeping expressions for H to leading order
in m2. We obtain (by analogy to e.g. Ref. [63]):
〈(δϕ(1))2〉 ≈ 3H
4ϕ20
8π2m˜2
[
1− ϕ
2
0
(ϕ0)2in
](
1 +
2
3
A
H2
)
. (113)
This result is sensible since at the beginning of inflation,
when ϕ20 = (ϕ0)
2
in, there is no power in the inflaton fluc-
tuations. As inflation proceeds and the classical back-
ground inflaton rolls downs its potential, there is more
and more power (qualitatively because modes are joining
the coarse-grained field, and doing so adding power to the
classical fluctuations) and at sufficiently late times the
system approaches a “quasi-equilibrium” average power
in the fluctuations7. If were to carry through and calcu-
late the tilt induced by this piece of the time-dependence
of 〈(δϕ(1))2〉, we would obtain a contribution to the fi-
nal tilt which is subdominant8. We therefore neglect the
6 This relation can be obtained plugging a formal solution of
Eq. (111), δϕ(1) =
∫
dN
[
f/H − 2M2Pl(H,Φ/H),Φδϕ
(1)
]
, into
〈ξφδϕ
(1)〉, and using Eq. (108) as well as the identity
∫ x0
a
δ(x−
x0)f(x)dx = f(x0)/2.
7 This picture holds given our assumption that H is truly constant.
In a more realistic scenario, this is only approximately true but
can still provide intuition on what is actually happening.
8 More specifically, its contribution to the tilt is blue, but initially
less by a half than the contribution to the tilt we calculate in
what follows, and it has a decaying pre-factor which becomes
negligible as this “quasi-equilibrium” is approached.
time-dependence coming from ϕ20/(ϕ0)
2
in in the remaining
of this calculation.
Comparing with the usual QFT methods, we know
that the general formula for massive modes far outside
the Hubble radius is given by [70]:
φk =
1
a3/2
(
πλ
4H
)1/2 [
H(tk)
H(t)
]2
H
(1)
3/2
[
k(1 + ε)
ǫaH
]
,
(114)
with H(tk) = Hin
√
1 + 2
H˙in
H2in
ln
[
(1 + εin)k
Hinνin
]
.
(115)
Therefore, when one is interested in the average power
in the fluctuations, one needs to calculate the following
integral:
〈φ2k〉IR =
1
4π2
(
Hin
H
)2
H2in
(1 + ε)2
∫ ǫaH
l
D2(k) , (116)
where we have defined the function D(k) to have only
k/aH and ν dependence and no other time dependence
(all the modes’ time dependence has been brought to the
front of the integral).
Therefore, we find that:∫ ǫaH
l
dk
k
k3
∣∣∣δϕ(1)k ∣∣∣2 (117)
∼ 4π2(1 + ǫ)2 H
6
H4in
ϕ20
m˜2
3
8π2
[
1− ϕ
2
0
(ϕ0)2in
](
1 +
2
3
A
H2
)
≈ 3H
4
2m˜2
(
1 +
2
3
A
H2
)[
1− ϕ
2
0
(ϕ0)2in
]
(118)
where in the last line we have used that at this order
in m, H is a constant. From the leading coefficient, we
recognize the standard result for the blue-tilted spectrum
of a massive field. We therefore obtain:
dk
k
k3
∣∣∣δϕ(1)k ∣∣∣2 ∝ dkk
(
k
aH
) 2m˜2
3H2
1
(1+23 AH2 ) (119)
⇒ k3
∣∣∣δϕ(1)k ∣∣∣2 ≈
(
k
aH
) 2m˜2
3H2
− 49 m˜
2
H2
(
m˜2
H2
)
(ln 2ǫ+γ−2)
(120)
Here the second term in the exponent is the one com-
ing from the modified amplitude of the noise sourcing
the δϕ(1) equation of motion, while the fact that we took
the full χ field to source the mass of ϕ0 is the reason
why m˜2 appears instead of the usual m2. Even though,
at this order, the conceptually different methods of, on
one side, perturbing the classical coarse-grained inflaton
to obtain its classical spectrum and, on the other side,
reading it off from the spectrum of quantum mode func-
tions directly give the same result, there is no guaran-
tee that this will indeed be the case when one computes
higher order corrections in slow roll. One should there-
fore be careful when it comes to taking short cuts to
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obtain observables in stochastic inflation, as this expan-
sion strategy separates the bath and the coarse-grained
system into distinct theories sourcing each other.
Note that the shifted noise has a contribution which
is higher order in m˜2/H2, in such a way that it actu-
ally gives rise to a correction which is higher order in ~.
Thus, we cannot retain it whilst neglecting contributions
of similar order coming from different sources. Hence, we
find as our final result that the spectral index to leading
order in slow-roll is:
nS = 1 +
2(m2 + g2σ2χ)
3H2
= 1 +
2g2σ2χ
3H2
− ε2 . (121)
This result (which is the main result of this section) can
be understood as being the standard one provided that
one performs the replacement m2 → m˜2 for the mass
of the inflaton, which comes from using the shifted χ
rather than the zeroth order background value χ(0) = 0.
The interesting point here is that this modification of the
standard spectral index formula shows an example of re-
summed quantum corrections competing with the usual
slow-roll corrections. Indeed, since g2σ2χ can be compa-
rable to m2, mainly close to the critical point, there is
a region of parameter space where stochastic corrections
can dominate over slow-roll effects.
Finally, and more importantly, since m˜2 > m2, the
stochastic dispersion of χ makes the inflaton more mas-
sive. Therefore, as suspected by looking at the spectrum
of the quantum fluctuations causing the noise, the spec-
trum becomes bluer due to stochastic effects. Moreover,
we obtain that the tilt is modified by an O(1) factor com-
pared to an estimate based solely on slow-roll parameters.
This is one of the main results of the paper.
Note that this effect is however not expected to occur
in all models of inflation, since it is due to the particular
way various mass scales are set in hybrid inflation. In
particular, the reason why metric perturbations cannot
overcome the tendency of the mass of the inflaton m to
make the tilt blue is because the first slow-roll parame-
ter is set by the vacuum energy dominating H , which is
independent of the adiabatic direction in the potential.
In other words, the ratio m2/H2 is proportional to the
second slow-roll parameter, rather than the first as is the
case in single field inflation. As the system approaches
the critical point, the waterfall field becomes lighter, and
its dispersion approaches that of a light field, i.e. be-
comes comparable to that of the inflaton, allowing the
two corrections to the tilt to be comparable in size if the
transition is sufficiently slow.
VI. CONCLUSION
In this paper we have investigated the effects of a re-
cursive stochastic approach to the valley phase of hybrid
inflation, making use of the method presented in Ref. [1],
where the noise amplitude is calculated from the scalar
perturbations evolving about a background continuously
shifted by the modes sourcing the coarse-grained fields.
This paper therefore presented an illustration of how to
implement consistently this recursive method of stochas-
tic inflation in multi-field cases, and applied it to derive
novel interesting results. In particular, it provided a con-
crete example where leading corrections to observables
can be dominated by stochastic effects rather than slow-
roll parameters. In the valley of the hybrid potential, it
was found that this consistent calculation yields a blue
tilt problem which is worse by an O(1) factor compared
with the usual slow roll contribution. This indicates that
if one wishes to modify the valley potential to generate
a red tilt, it is crucial to take into account the stochastic
contribution to the spectral index.
It was also demonstrated how to obtain the correct dis-
persions at a given order for both the inflaton and the
waterfall fields. The latter sets the length of the water-
fall, which in turn can potentially determine the viabil-
ity of the model, and must therefore be computed accu-
rately. Short-lived waterfalls were shown to be unlikely,
since the quasi-stationary time behavior of the auxiliary
field distribution breaks down in this regime, reducing its
quantum dispersion at the critical point, hence lengthen-
ing this final stage. Besides, short-lived waterfalls imply
that the long wavelengths of the auxiliary field do not
experience quantum squeezing, in which case the usual
interpretation of the stochastic formalism is problematic.
Furthermore, an analysis of back-reaction showed that
the recursive process converges in the valley but fails dur-
ing the waterfall, suggesting the presence of an expected
perturbative instability.
Even though to find a regime where the spectral tilt
nS is compatible with current constraints a long wa-
terfall phase containing the observational window may
seem like an attractive solution, the tachyonic growth of
the waterfall field and the exponential growth of entropy
scalar perturbations make a traditional perturbative ap-
proach unstable and out of control in this final stage.
If at all, a solution may be found if the stochastic ef-
fects combined with a long and slow waterfall phase allow
for the fields distribution to continuously settle over the
two local Ψ-minimums in a quasi-stationary way. This
is why it becomes crucial to be able to consistently com-
pute the physical predictions of such a genuine two field
phase, properly including the stochastic contribution on
the background. This shall be the purpose of future work.
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Appendix A: Notations and Assumptions on the
Parameters
In this appendix we summarize the notations used in
this paper, as well as the assumptions made on the po-
tential parameters. The potential of hybrid inflation is
given by
V (Φ,Ψ) =
1
2
m2Φ2 +
λ
4
(Ψ2 − v2)2 + g
2
2
Φ2Ψ2 ,
where Φ and Ψ are the inflaton and waterfall fields, g
and λ are supposedly small coupling constants, m is the
mass of the inflaton, and v is the vev of the waterfall at
the global minima of the potential Φ = 0, Ψ = ±v. The
critical point is located at Φ = Φc ≡ v
√
λ/g, Ψ = 0, and
the “valley” corresponds to Φ > Φc, Ψ ≃ 0. If the model
is derived in the framework of supersymmetry, one has
Φc = v ⇒ λ = g2 . (A1)
For inflation to proceed at “small field” values, these pa-
rameters Φc and v must be small compared to the Planck
mass
Φc, v ≪MPl . (A2)
The vacuum dominated regime corresponds to vevs of
the fields for which the potential is dominated by its con-
stant term V ≃ λv4/4, that is Ψ ≪ v, and Φc < Φ ≪
λv2/m. The former is well verified in the valley, even if
one starts from sizable values of Ψin/v (in which case the
bottom of the valley is reached very quickly), and even
in the presence of stochastic effects, as shown e.g. after
Eq. (28), while the later implies that
gv ≫ m. (A3)
It is also assumed that a slow roll regime of inflation takes
place in the valley. The smallness of the first slow roll
parameter ε1 ≪ 1 implies that
λv4 ≫ m2ΦcMPl , (A4)
while the smallness of the second slow roll parameter
ε2 ≪ 1 implies the more stringent condition
λv4 ≫ m2M2
Pl
. (A5)
Finally, to avoid the blue tilt problem one may wish to
realize the last ∼ 60 e-folds of inflation in the waterfall
stage. From Eq. (12) this is the case only if
√
λv3 ≫ mM2
Pl
. (A6)
We now explain the notation employed to refer to dif-
ferent quantities associated with each quantum field. In
Eq. (1), the potential was written in terms of the full
quantum operator fields Φ and Ψ. Their classical homo-
geneous background counterpart are denoted by ϕ(0) and
χ(0). Φ and Ψ are Fourier expanded in terms of the clas-
sical mode functions φk and ψk (and the creation and
annihilation operators aˆ†
k
, aˆk, bˆ
†
k
, bˆk).
One collects the small wavelength modes of the full
quantum fields to define the quantum bath φ> and ψ>,
with their linearized counterparts denoted by δφ
(1)
> and
δψ
(1)
> . The large wavelength-modes collectively form the
classical stochastic coarse-grained system fields ϕ and χ,
formally defined by ϕ = Φ−φ> and χ = Ψ−ψ>. Classical
linearized fluctuations around the coarse-grained fields
are denoted δϕ(1) and δχ(1).
Appendix B: Classical Dynamics of the Waterfall
Phase
Following the terminology used in Ref. [55], this phase
can be divided into three consecutive sub-phases.
“Phase-0” consists in neglecting the last term in the in-
flaton slow-roll equation (4) and the first one on the right
hand side of the waterfall equation (5) (on the ground
that, initially ϕ = Φc). The slow-roll solutions read
ϕ(0)(N) = Φc exp
[
−4M
2
Pl
m2
λv4
(N −Nc)
]
, (B1)
χ(0)(N) = χc
[
1 +
8M2
Pl
χ2c
v4
(N −Nc)
]−1/2
, (B2)
where Nc denotes the number of e-folds at the critical
point, i.e. at the onset of the waterfall phase. This phase
ends when ϕ = ϕ1 and χ = χ1, with
ln
ϕ1
Φc
≃ m
2
4λχ2c
(
1−
√
1 +
4λχ4c
m2v2
)
,
χ1 ≃ v
√
−2 ln ϕ1
Φc
. (B3)
If we are in the regime where 4λχ4c/(m
2v2) ≪ 1, then
the number of e-folds realized in this phase is given by
N1 −Nc ≃ λv
2χ2c
8M2Plm
2
≪ 1, (B4)
where N1 denotes the number of e-folds at the end of
phase-0. In practice, χc/v is so small that N1 − Nc is
always very small. In this case, we conclude that the
phase-0 is unimportant since it lasts a negligible number
of e-folds and since the values of ϕ and χ remain almost
unchanged during that phase.
We now proceed with Phase-1, where the second term
on the right hand side of the waterfall equation (5) can be
neglected. During this phase, the solution for the inflaton
field is unchanged, but the waterfall field evolution now
reads
χ(0) = χ1 exp
{
16m2M4
Pl
λv6
[
(N −Nc)2 − (N1 −Nc)2
]}
.
(B5)
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The Phase 1 stops when the first term on the right hand
side of the waterfall field equation becomes important,
i.e. when χ ≡ χ2 and ϕ ≡ ϕ2, where
χ22 =
Φ2cm
2
λv2
=
m2
g2
, (B6)
ln2
ϕ2
Φc
≃ m
2
λv2
ln
(
m
gχc
)
. (B7)
Finally, the number of e-folds produced during Phase-1
is given by
N2 −Nc ≃ λ
1/2v3
4mM2Pl
ln1/2
(
m
gχc
)
. (B8)
Therefore, if one were interested in the regime where the
required 60 e-folds of inflation take place during the wa-
terfall phase, one needs to work in the λv
6
m2M4Pl
≫ 1 regime.
Finally, let us now briefly mention Phase-2, where one
needs to keep the last term in the inflaton equation of
motion (4), hence equations (4) and (5) become fully
coupled. The slow-roll trajectory in field space obeys
χ2 = χ22 + ϕ
2 − ϕ22 − 2Φ2c ln
ϕ
ϕ2
. (B9)
During Phase-2, inflation quickly stops and the system
starts oscillating around one of the two true minimums
of the potential.
Appendix C: Formulas for δψ
(1)
k
In this appendix we sumarize, for practical conve-
nience, the derived formula for the amplitude of the first
order perturbations in the Ψ direction δψ
(1)
k
. Defining
x (N) =
[
v2H2
8m2M2Pl
] 2
3
[
8m2M2Pl
v2H2 (N −Nc)− 3
λσ2χ
H2 + 15ε1 +
9
4
]
,
(C1)
one has
If k < kv =
Hv√
6MPl
e
Nc− v2H2
4M2
Pl
m2 ,
if N < NHeff ≃
1
2
log
(
v2
M2Pl
k2
12H2
)
− 8M
2
Plm
2
λv4
Nc ,
∣∣∣δψ(1)
k
∣∣∣ ≈ e−N√
2k
, (C2)
if NHeff < N < Nv = Nc −
v2H2
4M2
Pl
m2
,
∣∣∣δψ(1)
k
∣∣∣ ≈ e 12 [NHeff−3N]
∣∣∣∣x(NHeff )x(N)
∣∣∣∣
1
4 1√
2k
, (C3)
if Nv < N < Nc ,∣∣∣δψ(1)
k
∣∣∣ ≈ e 12 (NHeff−3N) ∣∣∣∣x(NHeff )x(N)
∣∣∣∣
1
4 e
2
3x(N)
3
2− 23x(Nv)
3
2
√
2k
, (C4)
If kv < k < kc =
√
2HeNc ,
if N < NHeff ≃
[
log
(
k√
2H
)
+
24m2M4Pl
λv6
k2
H2
Nc
]/(
1− 24m
2M4Pl
λv6
k2
H2
)
,
∣∣∣δψ(1)
k
∣∣∣ ≈ e−N√
2k
, (C5)
if NHeff < N < Nc ,∣∣∣δψ(1)
k
∣∣∣ ≈ e 12 [NHeff−3N]
∣∣∣∣x(NHeff )x(N)
∣∣∣∣
1
4
e
2
3
[
x(N)
3
2−x(NHeff )
3
2
]
1√
2k
. (C6)
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