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This paper proposes three possible definitions of context-free languages over infinite al- 
phabets. These are proved to be non-equivalent and, in fact, of increasing wwer. For each of 
them, the classical results about CFL’s as well as the usual closure properties we looked at. This 
work will be followed by two forthcoming papers using these notions: one for defining 
Languages’ Form (similar to Grammars Form), the other for beginning the study of limits of 
languages which plays an important role in the theory of formal languages. 
De tous temps, & c&t& des efforts men&s pour developper sa problematique 
propre, la th6orie des langages. et plus particulierement celle des langages 
algkbriques, s’est enrichie des travaux des nombreux auteurs qui se sont tour& 
vers elle en vue de r&so&e dans un cadre adequat des problemes de l’lnformati- 
que. Ce fut tout d’abord l’analyse syntaxique qui amena B etudier les langag;s 
JX( k) [ 131. L’etude des schemas de programmes uscita [9] une etude fine des 
langages deterministes; aux Aeaux de Petri furent associ@s [17] des langages 
intersection de langages B compteur. Recemment, des problemes de synchronisa- 
tion de processus paraMes faisant intervenir des calculs non born& (problemes 
de verrou mortel (deadlock) et de famine (fairness)) rendirent necessaire une 
theorie des mots infinis et langages de mots infinis [14, 15, 5, 161. De maniere 
analogue, la volontb de d&rire des ph&tomenes dynamiques (gestion dynamique 
de la mbmoire dans les nouveaux systemes d’exploitation, par exemple) am&e 
naturellement B &udier des langages ur des alphabets infinis: si on veut analyser 
le comportement d’un systeme de s6curite par exemple, on peut considerer la 
suite des appels des objets du systeme, au cows du Eroulement d’un calcul, 
comme un mot sur l’alphabet constitu6 des objets du systeme t ainsi associer B ce 
systeme de &uriti? le langage ensemble des mots correspondants aux calculs 
autoris&. Or on s’aperGoit que, puisqu’a chaque instant de nouveaux objets 
peuvent &re cr& dans le systeme, l’alphabet ne peut Gtre a priori borne. Les 
langages formels que l’on utilise dans l’etude des systemes de securite sont done, 
par essence, Ccrits sur des alphabets infinis. 
Cet aspect justifier& B lui seul l’ktude des langages ur des alphabets infinis que 
nous allons mener ici. Or, il apparait que cette etude est interessante a deux 
autres points de vue. 
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Le premier est qu’elle permet d’introduire une nouvelle notion de forme de 
grammaires, plus fine que celle de Cremers et Ginsburg [S]. En effet, les forms de 
grammaires ont et6 introduites dans le but d’unifier certaines propi’ibtb SOUS- 
jacentes de familles bien connues de grammaires, et de foumir B 1’6tude des 
relations entre grammaire et langage engendre un outil comparable B celui que 
four-nit la theorie des AFL a l’etude des relations entre machine et langage 
accept& Or, avec S. Greibach [12], on peut reprocher aux formes de grammaires 
de ne pas relier avec suffisamment de precision les pr’opri&& algkbriques des 
langages aux proprietes syntaxiques des grammaires. Ainsi, le cbne rationnel 
engendre par le langage de Dyck II&*, qui n’est autre que la famille des langages B 
compteur, n’est pas pris en compte par la classification induite par les formes de 
grammaires. La notion de langage sur un alphabet infini que nous pr&entons ici 
permet de donner des formes (selon notre definition) pour chacune des familles 
classiques de langages algebriques, y compris celle des langages ZI compteur. 
Le second point de vue, B nos yeux le plus interessant, sur les langages sur des 
alphabets infinis, est la possibilite d’enoncer dans un cadre p&is des probl&mes 
de limire et d’approximations de langages sur des alphabets finis, et de les 
resoudre. 
L’interet de l’etude de tels problemes de limite de langages est confinmg par le 
fait que ces problemes interviennent plus ou moins directement dans plusieurs 
conjectures significatives. Citons, par exemple, les trois conjectures uivantes: 
Conjecture 1 [l]. Le c6ne rationnel des langages algebriques qui ne sont pas 
generateur du cone des langages algebriques n’est pas principal. 
Conjecture 2 [l]. Le plus petit cone rationnel principal contenant la famille des 
langages quasirationnels est la famille des langages algdbriques tout entiere. 
Conjecture 3 [l]. Le cylindre des langages algebriques non ambigus n’est pas 
principal. 
Dans cet article, nous etudions done les langages ur des alphabets infinis d’un 
point de vue nai’f et elementaire, prelude a deux autres etudes, la premiere plus 
particulierement axee sur les formes de grammaires [2], la seconde portant sur les 
limites de llangages [3]. Nous introduisons les dkfinitions et propriMs de base des 
langages lur des alphabets infinis qui generalisent les notions de langages ration- 
nels et algebriques. Par exemple, si l’on consid&re la suite des langages de Dyck 
0; pour pt = 1,2,. . . qui sont engendres par les grammaires 
Grpj : S + UiSiiiS i” 1 V’i E [PI], 
cette suite: admet pour limite naturelle le langage de Dyck sur un alphabet infini 
Dk engendre par la pseudo-grammaire (iil y a une infinite de rkgles) G,:S+ 
UiSGS + I., W E IV, et dont on aimerait pouvoir dire qu’il est algebrique. De msme, 
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on peut souhaiter exprimer que sont des langages algebriques SW des alphabets 
infinis: 
E,, le langage des expressions arithmetiques completement parenthesees 
engendd par la “grammaire” 
ViEN s 3, a$b&+d. 
Sar le langage sym&ique engenddi par la “grammaire” 
t,, le langage de Luckasiewicz engendre par la “grammaire” 
VkN S --, a,SS+b~. 
K,, g&&tlisation sur un alphabet infini du “hardest context-free language” de 
S.A. Greibach [ 181: 
H = {&cy$z~ &*cy,cz* d l l l dxpcypczp 1 p E Iv, 
ViEIP]:yiE~~,~etZiE(Z~U{C})*e?y~y,oo’y,ED~.}. 
NOUS passons en revue plusieurs definitions envisageables. Trois d’entre elles 
presentent un inter&. Chacune des trois premieres parties en introduit une, et 
&die les prop&&s de fermeture des familles asso&es. Dans une quatrieme 
partie, nous dtudions ce que deviennent les th6oremes les plus classiques de la 
theorie des langages algebriques, pour chacune de ces generalisations: theoremes 
de Chomsky-Schiitzenberger, Shamir, Ogden et Parikh. Le lecteur decouvrira, 
par exemple qu’un analogue du th&or&me de Chomsky-Schiitzenberger st vala- 
ble pour chacune des familles alors qu’un analogue du theoreme d’Ogden ne peut 
he prouve que pour certaines d’entre elles. 
Nous renvoyons systematiquement aux ouvrages de M. Harrison [13] et de J. 
Bertsel [4] pour les notions classiques de theorie des langages. 
Nous commencons par poser quelques definitions. Dans toute la suite, I3 
designe un alphabet infini denombrable. 
D&inition 1 (Langages reconnaissables). Une partie L de Z* est dite recor?isaissa- 
ble s’il existe une partie R d’un monoi’de fini M et un homomorphisrrai=: (x : c* -+ t’ 
Ad tels que L = a-‘(R). On dksignera par Ret(E) la famille des langages 
reconnaissables de Z*. Cette famille est fermee pour les operations boolkennes. 
D6Gnition 2 (Langages N-rationnels). Une partie L de C* est dite IV-rationnelie 
(IV pour “naturel”), si elle peut etre obtenue a partir des parties de C par une suite 
finie d’operations rationnelles (c’est-a-dire produit, union et 6toile). 
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On designera par N-Rat (Zj la famille des langages N-rationnels de Z?. On a 
alors ‘un theoreme de Kleenc. 
Propositi~on 1. Ret (2) = N-Rat (2). 
meuve. Elle consiste & repkter celle du theoreme de Kleene SW les langages 
habituels. Les pal-ties de 2 sont clairement, dans Ret (s) qui est fen&e pour les 
operations booleennes. 11 reste a verifier que Ret (2) est fern&e par produit et 
etoile (propre) pour montrer l’inclusion: N-Rat (2) c Ret (Z). La demonstration 
de l’inclusion Ret (Z) c N-Rat (2) est egalement recopiee de celle de Kleene. 
Proposition 2. La famille N-Rat (Z) est exactement lafamille des langages qwi som 
images dans un homomorphisme alphab&yue inverse d’un langage rationnel SW un 
alphabet fini. 
Preuve. Soit cp! : 2” + X* un homomorphisme alphabetique, X &ant un alphabet 
fini. Si K est un langage rationnel, clairement @(K)E Ret (Z). 
Soit L 1~ c* un langage N-rationnel. L appartient & Ret (Z). C’est & dire qu’il 
existe urn homomorphisme cp :Z* --) M, 06 k? est un monoIdle fini, tel que 
L = q?(R). On d6finit l’alphabet X comme l’ensemble des classes de 
l’tiquivalence sur C definie par: 
X est un alphabet fini. 
Si (Y est l’homomorphisme (alphabktiquej de Z’* dans X* qui % chaque lettre de 
Z, associe sa classe dans l’equivalence t si 4 est l’homomorphisme de X* dans M 
defini par: Vx c X, q(x) = ~(a,) e ai E x, clairement: I. = a-‘(K) oil K = e“(R). 
a est alphabetique t K c X* est un largage reconnaissable, done rationnel sur 
un alphabet fini. 
De fagon analogue, on peut poser: 
Didhition 3 (Langages N-algebriquesj. La famille 
langages qui sont image dans un homomorphisme 
langage ailgebrique sur un alphabet fini. 
N-Alg est la famille des 
alphabetique inverse d’un 
Ceci signifie qu’il existe une partition de C d’index fini et que si l’on designe par 
(Y l’application de C dans l’ensemble X des classes, prolong&e n un homomor- 
phisme, le langage L c Z* consider6 s’ecrit L = a-‘(A), oh A est un langage de 
X*, algebrique si L est N-algebrique. 
Notons tout de suite que les trois langages D&, E, et S, que nous awns 
introduits ne sont pas N-algebriques (et que cette definition ne permet done pas 
d’obtenir ce qu’on en attend). En effet, il existe certainement, deux entiers i et 
j# ! tels que &(a,) = at(aj) et, par consequent, on aurait: &a&) = ar(a&) alors que 
a& E L)L et aitij$ Dk. 
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A contrario de cette faGon de prockier: prendre les images dans un homomor- 
phisme inverse d’objets sur des alphabets finis, on peut songer B prendre les 
objets dont les images par homomorphismes directs sur des alphabets finis ont 
telle ou teUe propriM. Ceci conduit B poser la definition suivante: 
Un langage E c f3* est algebrique (resp. rationnel) si et seulement si, pour tout 
alphabet fini X et pour tout homomorphisme Q, :z1*-* X* on a cp(L) E Alg (resp. 
cp(L)~ Rat). Cette definition se r&Ye inadequate. En effet, si l’on considke 
l’homomorphisme q :x*-3 (0, 1)” defini par: 
vi EN q(q) = 01’01’01’0, 
la nonalg&bricite st contenue dans l’image des lettres et aucun langage sur un 
alphabet infini ne stxa algebrique (ni rationnel) dans ce sens. Pour Cviter cela, on 
peut songer B imposer la condition supplementaire que ~(2) est un ensemble 
rationnel. Cela n’est pas sufhsant, comme le montre le cas suivant. Soit r) 
l’homomorphisme q : 2? + (0, l)* defini par: 
ViEN &i,)=Ol’. 
On a bien 
Dans ces conditions, le langage {a” 1 i EN) ne serait pas algebrique, de meme que 
le langage Em. 
Dans la suite, nous appellerons homomorphisme de type fini un homomor- 
phisme cp S* --, X” tel que q(Z) soit fini. Nous obtenons alors une notion 
beaucoup plus interessante n posant: 
D66nitim 4. Un langage L c 2” est H-algebrique (resp. H-rationnel) si et 
seulement si, pour tout alphabet fini X et pour tout homomorphisme de type fini 
q : s* --) X*, on a (g(L) E Alg (resp. Q(L) E Rat). 
Lemum On obtient une d@nition &piva?ente en hivant homomorphisme 
alphab&ique au lieu de homomorphisme d  type fini. 
En effet, d’une part un homomorphisme alphabetique cst de type fini et, d’zutre 
part, un homomorphisme de type fini est la composition d’un homomorphisme 
alphabetique t d’un homomorphisme usuel (entre alphabets finis). 
Remaque. On obtient itgalement une definition equivalente si l’on s’autorise des 
homomorphismes avec “zero” (certains elements n’ont pas d’image). 
On a la: 
Proposition 3. Recc H-Rat. 
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pmwe. Cinclusion Ret c N-Rat est tout B fait Claire: si L E Ret (Z), L = a-*(R), 
oB R est une partie d’un monoi’de fini A4 et cu WI homomorphisme de 2” dans A& 
Pour tout homomorphisme g de type fini cp :Z*-, X*, on d&nit l’homomor- 
phisme (Y, :X* * 2% par: 
VXEX (u,(x)={a(~)~cp(~)=x). 
ZM muni du produit induit de kf est un monoi’de fini et at, est un homomor- 
phisme qui est tel que: 
c;p(L)=cr,‘(P) oti P={ucM( unR#Q)}. 
q(L) est do nc un langage reconnaissable sur un mono’ide libre engendr6 par 
alphabet fini; c’est done un langage rationnel. 




Proposition 4. La famille H-Rat (resp. la fumille ?f-Mg) n’est pas feftde pat 
intersection (resp. par intersection H-rationnelle). 
Preuve. Soit RI le langage 
JR1 = {a2iUzi+l 1 i E IV}“. 
et soit Rx le langage 
I?*= uO{cL2i+lu*i+2 1 i E N)* ’ {%i+* I i E N)- 
Ces deux langages sont H-rationnels (pour tout homomorphisme de type fini 
<p : C* ---) X*, il n’y a qu’un nombre fini de mots de la forme p(U2ia2i+l) et de la 
forme cP(&i+Ia2i+2)?* 
Par cormtre, le langage RI n R2, qui skit: 
I?, fT R2 = {u~u~QZ l l l azi+lI i E N} 
n’est pas H-algbbrique, comme le prouve la consid&ation de l’homomorphisme 
alphabetique g : X* --3 {a, b, c}* dkfini par: g(q) = nom de la lettre de rang i dans 
la suite de Morse [lS]. 
Pro@&6 1. Soient L1 c 27 et L2 c Z$ et cy un homorphisme alphabbtique, 
a : XT+ XT. Pour tout homomorphisme p : (& U X2)*-+ Jf$ on a: 
YG u L2) = 443 ‘J (PC&), 
V(L* l L2) = 40(L) l 4a2) 
dG J = (&A)*. 
Pour tout homomorphisme $:J$ + p, @a! est un homomorphisme de 27 dans 
x*. 
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La preuve est immediate. 
On obtient comme corollaires les propositions uivantes. 
S. L4a farnile tks hngages fationmk &ant fmn6e put unio& prod&, 
Ctoile et homomorphisme alphab&iqu~ la farniNe H-Rat Pest aussi. 
w 5’. La famiN e d 1 es angages algi?briques &ant fmn&e par union, produit, 
&oiZe t homomorphisme alphabdique, la familre H-Alg l’est aussi. 
proposition 6. La fan& H-Alg (resp. H-Rat) est fern&e par homomoqhisme 
alphabhque inverse (entre alphabets infinis d6nombrub!es\. 
PRMV~. Soit a : fi --, 2: un tel homomorphisme alphabdtique t soit L c Zj un 
langage appartenant B H-Alg (resp.. H&Rat). Soit cp un homomorphisme de type 
fini, q, :2$-*X’! On partitionne l’alphabet & en classes formkes d’Wments 
ayant la m&me image par a. 
Vi, &yE& =3 a(x)=a(y), 
Vi,Vj,VxE&VyEq ifi 3 aW#aW. 
On considere l’ensemble des images par p de ces ensembles &, Y = {cp(G)}. 
(9 &ant de type fini, Y est fini et constituera notre nouvel alphabet. On definit 
un nouvel homomorphisme $ : Cf --) p par: 
(9 Qbi) = GPW I a(x) = ai) si 3x E & tel que a(x) = a,, 
(ii) q n’a pas d’image sinon. 
Appelons u la substitution finie o : p + X* qui associe B une lettre y = *(ai) de 
Y l’ensemble {q(x) 1 a(x)= q}.On a alors c@(L))= q(a-l(L)). En effet: 
(a) Soit f~ cp(a”(L)). Alors, il existe g tel que a(g)c L et q(g) = f. Si g = 
X1X2 l l . xp, air 3 6 &, posons aj = a(%), done &) E a(+(@). Par cons&went, 
(P(x,xzma l Xp)E daw, . l l %)I, dt f = dg) E 44Mg))) c +W. 
(b) Sdit fEa(q(L)), Alors, il csiste h appartenant & L tel que fe a($@~)). Si 
h=a~cl~~“ak,f=fifZ..* fk avec, Vif, E O(f$(Uj 1'). Done, pour tout j, il existe une 
let&e 3 telle que cp($) = fi et a@) = t+. Done, il existe un mot g = x1x2 l l = xk tel 
que a(g) = h et <p(g)=j’. Done f~ cp(a”‘(L)). 
t@(L) est un langage algebrique (resp. rationnel) sur l’alphabet Y, done o@(L)) 
est un langage algebrique (resp. rationnel) sur l’alphabet X, ce langage &ant 
obtenu par substitution finie B partir du pr&%dent; rp(a-‘(L)) \‘est aussi. 
Nous allons maintenant montrer la: 
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Proposition 78 La famille des langages H-alggbriques est femde par intersection 
avec les langages reconnaissables. 
Prewe. Soit L E H-Alg et K E Rec. Alars K = a"(R). Nous devons montrer que, 
pour iout homomorphisme alphabetique A, h(L fhvl(R)) est un langage 
algkti : due. 










Considerons l’homomorphisme y : 2” 4 (XX Y)” defini par 
Vi EN r(ai) = Wai), Mai)). 
11 s’agit d’un homomorphisme alphabetique. On a K = y“(y(K)). Done 
y(LnK)=y(Ln r-wm = y(L) n y(K) 
(d’apres une remarque classique). Or, puisque L E H- Alg, y(L) E Alg et puisque 
K E H-Rat, y(K) E Rat. Done, y(L n K) E Alg. Il suffit de remarquer maintenant 
que: 
(ou q2 dksigne la projection canonique q2 : (XX Y)* --i) Y*). Done, h(L n K) E Alg 
et la proposition est demontree. 
Les trois langages D’,, E, et S, sont des langages H-algbbriques. On peut obtenir 
une classe encore plus importante de langages ur x en prenant la: 
Di%nition 5. Un langage L c 2,* est dit w-algebrique (resp. wrationnel) si et 
senlement si, pour tofJte partie finie X de C, w, designe la projection de s sur X, 
TV E Alg (resp. We E Rat). 
Clairement, H-A&: q w-Alg (resp. H-Rat 9 n-Rat). L’inclusion est Cvidente, 
puisque les projections sont des homomorphismes particuliers. Le caractere strict 
de cette inclusion est fourni par l’exemple suivant: 
1, = {a? 1 12 0 et pi designe le i5me nombre premier}; 
clairement, L est rr-rationnel sans 2tre H-algebrique. 
Ce dernier langage ne peut etre, & notre s-c=ns, une gerkralisation raisonnabte de 
langages algebriques et, a fortiori, rationnels. Aussi ne signalons nous cette classe 
qu’g titre indicatif. 
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Nous voudrions maintenant associer B de tels langages des grammaires. Nous 
d&ignerons sous le vocable de peudo-grammaire un triple (2, V, P), ou C est un 
alphabet infini denombrable, V est un alphabet infini denombrable disjoint de E 
et P est un ensemble inhi denombrable de regles. Une pseudo-grammaire 
permettant d’engendrer n’importe quel langage de S* (il suRt d’utiliser un 
non-terminal et une r&gle par mot de I’ensemble choisi), nous nous refuscrons B 
manipuler un tel concept. Dans ce qui suit, now appellerons “pseudo-grammaire 
malgr6 tout acceptable” ou, plus commodement, p-grammaire un triple G = 
(2, V, P), ou P est un ensemble infini denombrable de rkgles dont tous les 
membres droits ont une longueur born&e. 
T,,emme pm&mhth. Si G = (S, V, P) est une p-gmmmaire, alors, pour tout 
homomorpC&me d type fini Q : Z* + P, on a 
VVEV Q&(d) = k@(G)(V) 
oiir Q(G) d&igne Za pseudo-grammaire Q(G) = (X, V, P’), P’ &ant Z’ensemble de 
tigzes d@ni par 
oii 4 est I’extension de Q en un homomorphisme de (2 U V)* dans (XU V)* d$nie 
Par 
vtxv 9iu) = Q 
VXEC q(X) = Q(X)- 
fE Q&(U)) e 3gELg’ tel que Q(g)=f, 
@U %‘g et Q(g)=fi 
a 3k v+ g et Q(g)= f, 
ev,csl,-g2G “‘,&=g et Q(g)=f, 
H v = Q(V) e(G1: Q(&) --&’ Q(&) -+ ’ ’ l z Q&d = ‘dg) = f, 
e v% fi soit f d.p(Oj (0). 
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Uile p-grammaire G = (23: V, P) sera dite algCbrique si et seulement si, pour 
tout homomorphisme de type fini q :s* --) X*, la pseudo-grammaire rp(G) = 
(X, V, P’)l engendre un langage algebrique (P’ &ant l’ensemble de rhgles, dbfini 
comme ci-dessus). On a alors la: 
Prop&&i 2. Un langage est H-algebrique si et seulement si il est engendrh par une 
p-grammaire algebrique. 
Preuve. Si G est une p-grammaire algebrique, d’apr&s le lemme, k(u) E H-Alg 
est trivial,. 
Dans l’autre sens, si L est un langage H-algebrique, nous allons construire une 
is-grammaire algebrique qui l’engendre. Soit L C_ z‘* un langage H-algebrique, O& 
r={Q(),a!,,a,,...,&... } On considere, pour tout entier oz, I’homomorphisme 
g, : C* + {a,, a,, . . . , u,,}* defini par 
L &ant hl-algebrique, Vmp,,(L) E Alg. 
Soit G, une grammaire algebrique quadratique ngendrant 9JL). Cette gram- 
maire a un ensemble fini de con-terminaux V’ et un ensemble fini de regles P,. 
On supposera les V, disjoints deux 21 deux et soit (t un nouveau symbole. Soit 
enfin u,,, I’axiome de la grammaire G,, = ({uO, a,, . . . , u,,}, Vn, P,) 
(P”(L) = LG” b*.,h 
On considere alors la pseudo-grammaire G = (2, V, P) oh 
‘V={U}U U Vi et P= U Pi U{O + 2)o.i 1iEN}* 
isPi iEN 
Clairement, G est une p-grammaire qui est telle que Z.&F) = L. D’apres le 
lemme, G est une p-grammaire algebrique. 
Une p- grammaire algebrique G = (Z, V, P) sera dite lineaire (lineaire gauche, 
droite) si,. pour toute regle (IJ --) m) E P, on a: 
1’72 E Z*Vzl*(resp. m E Vz” nt E Z*V). 
hop&t6 3. Un hguge est H-rutionnel si et seulement si iI est engendti par w?x 
p-gmnmaire ulg6brique gauche (droite). 
Breuve. Imm6diat\? au vu du lemme et de la propried 2. 
Si l’on regarde les pseudo-grammaires qui engendrent les langages Df, $, et 
IZoo, on s’ apercoit que ce sont des p-grammaires d’un type t&s particulktr: le 
nombre de non-terminaux y est fini. Ceci am&e B poser la: 
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6. Un langage L C= 2!? sera dit Zklgebrique (resp. Z-rationnel) si et 
seulement si if existe une p-grammaire algebrique (resp. une p-grammaire 
algebrique tinCake gauche) G = (Z, V, P), oii V est un @habet fini, qui l’en- 
gendre. 
Une teI#e ornate sera appehk une &grammaire. 
Par d~fini~Qn~ on a %-Afgs El-Alg (resp. C-Rat z H-Rat). 
Nous awns not6 que D&, S, et E&e %Alg. 
Notons que les langages RI et R2 deja 6voques appartiennent ii &Rat. II.s sont 
ndr6s respeetivement par: 
plt#ava, L’inclusion e peut etre que stricte puisque C-Rat n’est pas fern&e par 
intention. 
L”inclusion se montre directement. Soit L E Ret (2). D’apres la propositiork 2, il 
existe un laugage rationnel K et un homomwphisme alphabetique Q tels que 
jl, = a-‘(K). K est engendre par une grammaire lineaire unilatere G = (X, V, P) 
air P c V x (XV U X U (I}). On considke alors la p-grammaire G = {Z, V’, P’). On 
s&de C en deux, G = zlI Us2 air a(&) = (1) et cr(&> = X et l’ou pose V’= 
V U(o)U v, oti P est un ensemble de lettres bar&es en bije~t~~n avec V. P’ est 
d&hi par 
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et enfin: 
Si K = I&), clairement L = L&I). 
~ropo~itio~~ 10. X-Alg q H-Alg (resp. C-R q H-Rat). 
Preuve. I1 n’est a montrer que le caractere strict de ces inclusions. Considkms le 
langage suwant L = Ui&J a”. Ce langage est H-rationnel (engendre pae 
Vi E N S + Si ; Si + UiSi + 1) 
mais il dest pas X-algebrique. 
Nous allons montrer que la famille &Alg jouit des m$mes propriMs de ferme- 
ture que I a famille H-Alg. 
Prop&t6 4. Une pseudo-grammaire G =(X, V, P) est une Sgrammaire 
algebrique si et seulement si, quelque wit q homomorphisme de type fini, p(G) 
est une grammaire algebrique. 
Preuve. Si 6 est une Z1-grammaire algebrique, la longueur des membres droits 
des r&gles de G est bornee et Ie nombre d’images par cp de ces membres droits 
est fini. <p(G) a done un nombre fini de regles; c’est done une grammaire 
algebrique. 
Si, pour tout homomorphisme cp de type fini, q(G) est une grammaire 
algebrique, c’est vrai en particulier pour l’homomorphisme (pa : J$* --, u” d&ini par 
We E 2, g,(ai) = Q. La longueur des membres droits des regles d’une grammaire 
algebrique est bornee, par consequent ceux de G egalement puisque c~a conserve 
les longueurs. Comme, d’autre part, il y a un nombre fini de non-terminaux dans 
une grammaire algebrique et que dans q(G) les non-terminaux sont inchangbs par 
rapport a G, G a un nombre fini de non-terminaux. G est done une Z-grammaire. 
Comme, pour rout homomorphisme Q de type fini, p(G) est une grarnmaire 
algebrique, q(G) engendre done evidemment un langage algebrique. G est done 
we Z-gralmmaire algebrique. 
Propdtia~n 11. La fumille l$Alg (resp. X-Rat) es? fermk!e par union, pro&it, 
&ode, honzomorphisme dphabdtique t homomorphisme dphabtitique inoerse. 
Pretrve. La preuve est la m$me que celle sur les grammaires alghbriques (resp. 
grammaires algebriques lineaires droites) usuelles [ 131. 
PHpositiar 12. La famille X-Ng (rep. X-Rat) est female par intersection recon- 
naissable. 
Rewe, FZlle st dgalement lameme que pour les grammaires algebriques usuelles 
1131 . 
4. Extemhsdes&- 
Langages H-alghiques et hultats ckassiqies 
Avant de commences B s’assurer que les principaux resultats classiques de la 
th&wie des langages valent aussi dans la famille des langages H-algebriques, nous 
rappelons \e resultat elementaire fort utile: 
Lemme, Bant donn4 un langage H-alg&Gqw, il peut 2tre engendr6 par une 
p-grammaire alggbrique qui est la tiunion (ou la somme) de grammaires 
algt!bn(ques Gi disjointes. 
CM&&&e. Etant don& un langage H-azgdbrique, il existe we p-grammaire 
alg6bM quadratique qui I’engendre. 
II e&e une p-gmmmaire algibrique sous fwme normale de Greibach qui 
I’en;;endre. 
11 exisle utae p-grammaire aZg&brique sous forme normale quadratique de 
Gteibach qui Z’engendre. 
Le tMo&me de Chomsky-Schiitze*berger 
‘IMK&M. A tout langage H-alggbrique L SW E, on peut associet un morphisme cp 
de 2% dGns c* et un kmgage H-rationnel K SW Zm tel que L = (4(D%K). 
Resnaque 1. On ne peut stirement pas imposer B K d%tre reconnaissable, car 
a\ors L wait X-algebrique, comme De. 
Remrnpe 2. On ne peut pas non plus enoncer ainsi une condition necessaire t 
suffisante, puisque les H-dgebriques ne sont pas clos par intersection H-rationnelle. 
La preuvs, de ce th&oreme consiste uniquement B recopier une preuve classique 
du theor&ne de Chomsky-Schiitzenberger pour les langages algebriques [6]. 
Le tMo&ne de Pa&h 
Ilh60rhw. L’image commutative d’un langage Walg6brique est H-rationnelle. 
La preuve est immediate. Si c(L) dbnote l’image commutative de L et si cy est un 
morphisme alphabetique, on a 
ar(c(L)) = c(atL) 
et le r&&at provient du theoaeme de Parikh pour les langages algibriques [ 181. 
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Le lemme d’Ogden 
Nous nous proposons de montrer que l’on ne peut pas enoncer de lemme 
d’lOgden dans la famille des langages H-dgebriques. Considerons C = 
(a, c, d} U {bi 1 i E N) et definissons L comme engendre par: 
S + U(Sbi)'(Sb)*SC MU. 
(1) L est H-algebrique. Si at est un homomorphisme strictement alphabetique 
de Z* dans X*, on partitionne X en 
Xfin = {x 1 Ila-‘(x)ll est fini}, 
Xj,, = x - x,,. 
Si i, est le plus grand entier tel que (Al&) E X,,, on associe 21 chaque x de Xinf le 
plus petit entier i, supkrieur B i,, tel que a(IIil) = x. 
On verifie alors que 
tw(L)=a(h) avec j;=Max{j, (XEX,f3 
et avec 
iLj=Lf121~= I..n (44, C, d, bl, bZ, . . . , bj}*s 
(2) 11 existe des mots sans paire it&ante aussi longs qu’on veut dans L, 
f - = LL (dbi)’ dc, dont la longueur croit avec i. 1 
Le thidime de Shamir 
Thbor~mce. Le Zunguge L SW .E est H-ulgt!brique si et seulement si il existe un 
homomocphisme d type fini A de C* duns les parties de 27: tel que: 
La preuve est tout B fait semblable B celle donnee pour les langages classiques 
[20]. On considere une grammaire G sous forme normale quadratique de 
Greibach engendrant L. A chaque lettre a, de X, on associe 
la&: = {6w*wII 2, + qwlw*}u{o 1 u -+ a,). 
On vCrifie alors lqu’a une reecriture p&s (bijection entre VU v et Z,,J on obtient 
le resultat cherche, car: 
1Reroargne. On ne peut pas deduire de ce resultat que H, soit un “hardest 
language” pour la famille H-*Alg. 
Lungages sur de9 ulphfakts injinis 15 
Langages Z-algh$tpes et r&ultats class&4es 
Nous reprenons maintenant les questions du paragraphe pr&dent pour les 
Qrammaires algebriques et les langages &lgebriques. 
proposttion 13. II existe &s Zangages Saig&briques qui ne sont pas engendr& par 
une Z-grammoire qwui~atique. 
On peut m6me montrer plus; appelons -maire de degr6 2 une grammaire dont 
chaque membre droit fle regle contient au plus deux non-terminaux. On a alors: 
Prup~&W 13’. II existe des langages Z-alg6briq.w qui ne peuvent pas &e 
engendtis par une Z-grammoire aZg&ique de d&r6 2. 
Nous prouverons (13’) dont, bien sur, (13) resulte. Soit G = (X, V, P) donnee par 
S --+ @b&SC, iEN, 
S + d. 
E3.m = L(G, S) est &algi$brique. Nous allons monter ~u’il n’existe pas de gram- 
maire de de& 2 qui I’engendre. 
Supposons done qu’une telle grammaire xiste. On peut bien sur supposer que 
chaque non-terminal de cette grammaire G2 = (Z, W, 8) engendre un langagc 
infini et que G2 ne contient aucune rkgle w --j, w’. Si w. en est I’axiome, on a bien 
sur 
Si f est assez long, la premiere regle appliquee ne peut pas faire apparaitre & la 
fois les deux occurrences de 21~. Il existe done dans cette rkgle fin non-terminal au 
moins qui engendre un facteur de f’ contenant une occurrence de bi. Ce non- 
terminal ne peut alors engendrer que des mots contenant une telle occurrence, 
SOUS peine d’engendrer B partir de w0 des mots n’ayant qu’une occurrence de bi, 
mots qui ne peuvent Qtre dans E3.,,. 
On peut done, B chaque i, associer au moins un non-terminal w[i], tel que tout 
mot engendre par w[i] contient au moins une occurrence de bi. Clairement, on se 
trouve en contradiction avec le caractere fini de W (il suffit de considerer, pour 
chaque w E W les mots les plus courts engendrks; I’un au moins devrait contenir 
une infinite de bi). 
Rerprarque, On demontrera sans peine que Ekam engendr6 par 
S + @(s&Y&, S+d 
ne peut &tre engendre par une Z-grammaire algebrique de degrk k: - 1. 
Concernant le probleme des formes normales de Greibach, on peut enuncer 
deux resultats. 
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#?rqmsiti~~n 14, N existe des Zangages SaZg6briques qui ne sont pas engendrables 
par une &grammaire alg6brique sous fome nomale de Greibach. 
11 s&lit de reprendre ELf,= pour etablir, par le m$me type de raisonnement, 
qu’aucune Sgrammaire algebrique sous forme normale de Greibach n’engendre 
E 3*- 
Cependlant, si I’on definit une forme faible de Breibach comme suit: la 
grammaire G est sous forme faiblc de Greibach si et seulement si toute regle de 
G commence par une lettre de’ s, (i.e. (o + m E P* m E x(X U V)*, au lieu de 
m E ZV* pour la forrne normale de Greibach). On peut montrer: 
Proposition 14’. Tout langage Z-algbbrique pope peut 2tre engetiti par une 
Z-grammaire algibrique sows fome faible de 6reibach. 
Preuve. Soit done G = (Z, V, P) une Sgrammaire algebrique propre (i.e. sans 
regle u 4 1 ou 2) 4 o’), engendrant le langage propre t. (On peut Mdemment 
supposer G propre; les algorithmes classiques rendant une grammaire propre 
fonctionnent ici sans probleme). Pour chaque non-terminal u, on considere les 
regles issues de tl et on les partage en deux classes: celles dont le membre droit 
commence par 2) et les autres, soit: 
r~ ---, vp+q ou p et q sont de longueur bomee. 
On substitue & cet ensemble de regles, les regles: 
is 4 pd +p oh 6 est un nouveau non-terminal. 
On substitue alors (q + q6) B chaque occurrence de o en t&e d’un membre droit 
de regle. It&rant ce processus, on obtient une Z-grammaire algbbrique G’= 
(S, VU V, P’) engendrant L et sous forme normale faible de Greibach (cf. 
algorithme classique [lo]). 
Le th6or&ne de Chomsky-Schiitzenberger 
Thkkme. A tout langage X-alggtvique L SW 2, on peut associer un homomor- 
phisme q de 22 dans Z* et un langage C-rationnel K SW Z tels que L = 
cp(w! n ic). 
Remaque 1. On ne peut pas imposer B K d%tre reconnaissable car, alors, tout 
langage X-algebrique serait engendrable par une X-grammaire algebrique de 
degre 2 (comme DC), ce qui n’est pas (Proposition 13’). 
Remarque 2. On ne peut pas enoncer de condition necessaire et suffisante 
puisque les langages Salgebriques ne sont pas clos par intersection C-rationnelle. 
Langages sw des a@wbets infinis 
A chaque r&gIe non-terminale de G, 
03 i est le “num6ro” de la r&gle. A chaque r&gle terminale de G, 2r + U, on 
associe dans G’, u- b&, otr i est le “numko” de la rkgle. On d&nit alors 
Qbi) = Ul, (p(xq)= 1 lSf&k- 1, 
Q&4) = uj+t lsjsk-1, 
Q(iii)=%+w Q(bi)= U, Q(h) = 1. 
On v&Se maintenant sans peine que 
VUE\ir, Q(L(G-‘, u)) = L(G, v). 
DHnissons maintenant les langages C-ration&s K&I E V). A chaque variable v 
de V, on associe ses “d&buts“: 
Q =+i&* l l l q, 1 la i5me rkgle dz G’ s&it v -3 ~ixi,_,xp~ l . l , ul E V} 
U {bj 1 la j&me rkgle de G’ s&it o + b&) 
et ses “fins”: 
F" = {i& 1 la i&me rkgle de G’ s’Ccrit u + mu&} 
U { 6 1 la j&me rkgle de G’ s’kit u + bjh}. 
On se donne alors la Sgrammaire algbbrique 1inCaire B droite, G”, ci-dessous: 
(si bi,a, E &A 
(vij E NJ, 
On note 
L(G’, 0) = Ix! n L(G”, s,) i 
d’oh le rkultat. 
(si u,_ &,ur est facteur de la ihe rkgle de G et 6 (resp. iii) E F,, ,). 
alors que 
Le th6or2me de Par&h 
TMor&me. L’image commutative Sun langage Salg6brique est C-rationnelle. 
18 L-M. Autebert, J. Beauquier, L. Boasson 
Preuve. On recopie la preuve de Parikh [18, pp. 573475). Soit G = (Z, V, P) une 
C -grammaire algebrique d’axiome u o. On designe par A la famille des arbres de 
derivation de G ne contenant jamais plus de IiVll occurrences du m&me non- 
terminal dans un chemin. Clairement, le produit des arbres de A est de longueur 
bornee. A chaque non-terminal 1) de V, on associe 
& = (f I il existe un arbre de d&ivation dans A de racine TV 
dont le produit soit fi avec fe Z*&*}. 
H chaque non-terminal V de u et sow-ensemble VI de V, on associe 
T,VI=(f(fEz*, ‘1 1 existe un arbre de d6rivation de o en f qui 
soit dans A, utilisant chaque variable de VI au moins une 
fois et n’utilisant que des variables de Vi}. 
A chaque sous-ensemble V, de V, on associe aussi 
L( V,) = (f I f E L et il existe un arbre de derivation de u. en f 
n’utilisant que des variables de V, et les utilisant toutes}. 
(Notons que si u,$ V1, L(V,) = 8). 
11 suffit evidemment de montrer que, quelque soit Vi, l’image commutative de 
L( V,) est C-rationnelle. 
Construisons done, pour un sous-ensemble VI fix&, la X-grammaire G’ lineaire 
B droite: 
s --, fS+f 32~ E VI tel que frfi =f et f&E R, 
s,+ h+hS hET,Vol. 
Quelque soit h E L( V,), ii existe k E L(G’, So) ayant meme image commutative 
(c(h)= c(k)). La preuve se fait par r6currence sur h. 
(a) Si h est assez court, un arbre de derivation de u. en h fait de h un mot de 
Tr; et So + h est une regle de G’. 
(b) Considerons done un mot h dont l’arbre de derivation contient un 
chemin avec plus de IIql occurrences d’un m8me non-terminal. On peut alors 
factoriser cette derivation en 
de telle sorte que: 
(1) l’arbre de derivation de v. en cry@ contienne toutes les variables de VI (et 
done cw~$3 E L( V,)) 
(2) l’arbre de derivation de ul en xo,y ne contienne aucun chemin avec plus de 
11~41 occurrences d’un non-terminal (et done xy E I?,,,). Comme cvy@ est plus court 
que h, il existe un mot k’ tel que: 
So *-r k’ et c(k’) = c(cw@). 
19 
11 en rksulte que 
S++k’S et SAxy 
car xy tz ZQ, soit 
k=k’xytX et c(k)=c(h). 
Rkiproquement, si k E K, il existe un mot h E L(VJ tel que c(h) = c(k). En 
effet, si l’on a SO* k, alors k E Tz et done k E L(V,). 
Si SO a klS + k,f = k, alors il existe un mot hl E L( VI) tel 
(En effet, si So (‘) * k,S, alors SoA k, et le Aultat vaut par 
alors si: 
(1) hl E UV,), 
que c(h,) = c(k,). 
Hkurrence). Mais 
on sait que h = h;h’,h$ et voA h&h$Lh;h$h’, (puisque h, E L(V,)), soit 
* aussi vo-w h’,xh$yh$= h et l’on v&ifie que c(h) = c(k). 
Le lemme d’Ogden 
LeRnme. Si L est un langage Salg6bfique, il exisfe un entier No tel que, si, dans un 
mot f de L, on maque au moins No occurrences de lettres, f se factorise en cruflvy 
avec: 
(1) aun&Py E L, Wn 2 0. 
(2) a, u et @ ou @, v et y contiennent des occurrences marqu6es. 
(3) U&I contient mobs de No occunences marqu6es. 
Preuve. Elle est identique ii celle du lemme classique [173. 
Le thtio&ne de Shamir 
I1 n’est pas possible de trouver ici un equivalent simple de ce resultat classique: 
en effet, la Proposition 14 interdit tout espoir de reprise des preuves classiques et 
le simple Qnonc6 du thkorkme de Shamir pour les langages H-algkbriques montre 
bien que des conditions techniques spkiales seraient Girement nkcessaires (rappe- 
lons que D$,? est, lui, X-algebrique). 
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