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I. IN TRODUCTION
In these proceedings an overview of the strategy and per formance of the different trigger selections for the ATLAS detector [1] during the 20 11-20 12 run is given. We also discuss the trigger evolution and redesign put in place to cope with the continuously rising luminosity and in particular the challenges of processing the higher than design number of collisions per bunch crossing using the specific examples of the missing transverse energy (MET) and the T triggers. Distributions of selection variables used by the different trigger selection are shown and compared with the offline reconstruction. Examples of trigger efficiencies with respect to offline reconstructed signals are presented and compared to simulation and as a function of luminosity.
II. OVERV IEW OV ER THE AT LAS TRIGGER SYS TEM
The trigger must be sensitive to a large number of different final state processes. The vast majority of the interesting physics processes produce trigger topologies with one or more high transverse energy (ET) particles of various types such as leptons, photons, quarks (which generate jets) and undetected particles (which produce events with high MET). For each of these types or topologies, one or more trigger objects are defined: J-l, T, e, " jet, b-jet and MET. The event topologies arising by the trigger objects are commonly called trigger signatures.
At the design LHC luminosity of 10 3 4cm-2 s-1 and design bunch crossing frequency of 40 MHz. This is called in time pileup. The three level trigger system is designed to filter out all but 300 Hz of the bunch crossings, while maintaining high efficiency for physics processes of interest. The Ll trigger, realized as a hardware trigger, is required to reduce the event rate from up to 40 MHz down to � 75 kHz based solely on muon and calorimeter information with a latency of 2.5 J-lS. In addition to the trigger selection, the Ll trigger also provides Regions of Interest (RoI) for each trigger object which supply geometric information (7] and ¢, but with coarser granularity than the detector cells), ET estimates and object type information to L2. Combinations of these RoIs are called Ll items.
The following two software-based higher level steps collec tively known as the High Level Trigger (HLT) containing the level 2 (L2) and the event filter (EF). L2 takes the Ll trigger items and associated RoIs as input improves the resolution of the trigger objects and adds the information from the tracking system. L2 requests only a limited amount of information based on the projective geometry of the RoIs and thus saves 98% of the data flow which would be needed for a full event build. A positive L2 trigger decision initiates the readout of the full event record and transfers it to a node of the EF farm. The design allows for a L2 output rate of about 3. 5 kHz and an average latency of about 40 ms. The EF applies optimized offline like analysis algorithms to the trigger objects identified and refined by L2. Events accepted by the EF are routed to permanent storage. The design assumes an average latency of about 4 seconds. The trigger chains in the HLT each derive certain trigger objects. They are defined as a sequence of steps taken to produce the trigger decision starting from a particular input trigger item. An event can be discarded at any step of the trigger chain, thus avoiding the execution of the subsequent steps. All trigger chains dedicated to the same trigger object are then collected within the trigger signature group.
Each trigger signature runs dedicated algorithms during the trigger chain to identify candidate events. The physics-like objects such as jets, in the candidate events have to pass certain thresholds, e.g. a transverse momentum threshold of 6 Ge Vic, LOGeV/c, etc. , to be accepted by the corresponding trigger chain, e.g. at four jet-like object with a transverse momentum threshold of LOGeV/c is named Ll_ 41 10 and a MET object with a threshold of 50 Ge Vic is called L LXE50 and a forward jet like object (17]1 > 3.2) of 75 GeV/c is called Ll_FJ75.
The chains are assigned to output streams e. g. physicsjets. In addition to the trigger streams special events are sent to dedicated monitoring and calibration streams. In order to keep the output rates at a tolerable level, the output of each chain can be reduced or totally discarded by a prescale factor. The most important trigger chains run without prescale, they are called primary chains. When the luminosity drops below a certain limit supporting trigger chains are invoked to fill up the available output rate. Ty pically a pre scale is applied to the supporting trigger chains.
Ty pically there are up to 500 chains running at the same time. In order to handle the complex trigger set up a so-called trigger menu is defined which stores all configurations of the chains at L2 and EF, their connection to the trigger items from L1 and the prescales running at the same time. The menu is identified by a Super Master Key (S MK) defining the trigger configuration, a L1 prescale key (LIPS) and a HLT prescale key (HLTPS ). A certain complete trigger configuration is described by the conditions, the release of the trigger software and the trigger menu uniquely.
ATLAS divides the data taking periods into runs [2] . Within a run, a certain detector configuration and condition as well the trigger configuration are fixed. Mostly, a run coincides with a LHC fill. During a fill, the beam conditions change with respect to periods of stable and unstable beam, luminosity and background. To cope with changing circumstances the trigger prescales, but not the configuration, can be changed during an ongoing run. To accurately record these changes a run is split up into luminosity blocks. This allows activation or deactivation of particular trigger chains as appropriate for the phase of the run. For DQ and the trigger decisions only the periods when LHC declares stable beams, i. e. when all detectors are in data taking mode, are taken into account. More information on the trigger configuration can be found at [3] .
III. CHALLENGE OF THE LHC LUMINOSI TY CHANGES FOR THE TRIGGER SYSTEM
The ATLAS operation started end of 2009. In the first half of 2010 the HLT was run in monitoring and transparent mode, i. e. executing L2 and EF chains but saving all L1 events regardless of the outcome. Thus it was possible to debug the trigger algorithms and test the selectivity of the topologies applied. In August 2010 the HLT was finally put into operation with a 7 TeV centre of mass energy of proton-proton collisions. The instantaneous luminosity increased from 3 x 10 30 cm-2 s-1 in August 2010 to almost 8 x 10 33 cm-2 s-1 in October 2012, i. e. by three orders of magnitude as can be seen in Fig. 1 . In total about 20 fb-1 of luminosity have been collected. Up to 38 mean collisions per beam crossing are recorded. In 2012 the centre of mass energy of the collisions increased to 8 TeY. The number of colliding bunches increased to over 1000 bunches resulting in a bunch crossing frequency of about 20 MHz and a bunch spacing of 50 ns. Thus remaining detector pulses from particles in previous bunch crossings influence the trigger decisions, this is called out of time pileup. Due to this enormous luminosity increase the criteria of the trigger decision were constantly changing and strengthened. The HLT algorithms were optimized reflecting the growing experience operating the detector and could be kept stable due to the application of appropriate menu.
As mentioned before the whole trigger menu consists typ ically of around 500 trigger items. To summarise the main points of a trigger menu for an instantaneous luminosity of 7 x 10 33 cm-2 s-1 all trigger rates for the trigger items belonging to a trigger signature are shown in Table I . For such high luminosities the optimal distribution of bandwidth for the items is critical. It is driven by physics requirements and priorities. To simplify the trigger menu and ensure smooth operation most bandwidth is given to generic triggers such as lepton triggers. It is important to keep the primary trigger items of the trigger menu stable, because frequent trigger changes complicate physics analyses. In 2012 there were only three base menus for the proton-proton collisions. The recorded data are streamed in several different output streams: the physics streams, the express stream, the debug stream, the calibration streams, configuration and other special streams. The main output is sent to the Muon, Jet/TaulMissing Energy and the E/Gamma streams as can be seen in Fig. 2(a) . The average event size of raw data is about 1.2 MB. During 2012 an increasing rate of data is stored. This is due to improvements in the trigger data network allowing to store a higher data stream rate than in 2011 and due to the introduction of delayed streams for Bphysics and Hadrons. The delayed stream data is recorded during data taking but will be reconstructed during the time periods without data taking, e. g. during the LHC shutdown in 2013 and 2014. In total about 200 million events were recorded from March to October 2012. The total amount of data stored for physics is about 2 PB in 2012. As can be seen in Fig. 2(b) the Jet/TaulMissing Energy stream rate decreases during a run. This indicates that there is a dependency of one of the Jet, T or MET trigger items on the luminosity. The prescale factors are not adjusted to account for this. Fig. III show the L1 based trigger items based on the muon chambers ( Fig. 3(a) ) and the calorimeter (Fig. 3(b) ). decreases in the special high luminosity run are due to the long gap between colliding bunches.
The rate of the muon based trigger items do not show any dependency on the trigger rates whereas there are calorimeter based trigger items like the Ll_ 4110 and Ll_XE50 and LLFJ75 showing a non-linear dependence on the interactions per bunch crossing. Thus either the thresholds for the non linear trigger items need to be adapted or the algorithms used by the trigger items have to be improved.
IV. MISSING TRANSVERSE ENERG Y TRIGGERS
As an example on how to improve the pileup dependence of the trigger system the MET Triggers are described. Va rious improvements on the MET triggers at Ll, L2 and EF were introduced in 2012.
The goal of the MET triggers is to select events with an imbalance in the total measured momentum due to the 
Trigger Operations
�-r. ,,; . 10' �""""""""""""""""""""""""" The falls in rate for XE50 and FJ75 triggers between 2011 and 2012 runs are due to trigger noise cut increases in the forward regions of Ll Calo. All other rate changes (increases) are due to the increased centre-of-mass energy. EM16VH is an electron-photon trigger with an hadronic layer energy veto and varied thresholds across the calorimeter, with typically 16 GeV thresholds. XE50_BGRP7 is an XE50 trigger with a veto on the first three bunches of a bunch train. production of particles invisible to the detector. These events include Standard Model processes in which neutrinos are produced or processes beyond the Standard Model which include non-interacting particles. For particles with energy large compared with their mass and with fine calorimeter segmentation, the negative of the vector sum of calorimeter cell energies projected onto the plane transverse to the beam direction provides a good approximation of the measurable missing total transverse momentum.
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The increasing luminosity and thus the increasing number of events per bunch crossing effects the MET in various ways. The increase of the number of events per bunch crossing results in an increase of both the average energy deposit in the calorimeter and the energy-measurement fluctuations. Fig. 4(b) . Thus raised and hi dependent noise cuts in the FCAL region are needed to suppress the MET rates. These cuts prove to have minimal impact on the trigger efficiencies. Fig. 5 show the effect of the noise cuts on the trigger rates. Thus allowing to reduce the MET thresholds compared to the 2011 thresholds.
The decrease of the bunch spacing means that the signal pulses in the detector which are longer than the bunch spacing will be measured in the following event. The calorimeter pulses are shaped by differentation and integration. This pro duces a quickly rising pulse with a positive amplitude lasting threshold of lOGe Y. The L1_XE25 trigger has a significantly higher rate near the start of bunch trains due to the unbalanced overlaying of bipolar calorimeter signal shapes from neighbouring bunches. The lower rate in the first bunch for Ll_MU 10 is due to a contribution to rate in later bunches from delayed hits in the /-l trigger chambers.
for about 150 f..L s and a long opposite-sign tail. For calorimeter signals from bunch crossings in the middle of a bunch train, the average effects of the signal from events at the same bunch crossings and out-of-time pileup roughly cancel. However this cancellation does not occur for the first bunches of a train, which therefore have positive energy bias that increases as the luminosity increases. Fig. 6 shows the number of trigger rates versus bunch crossing id for MET, eh and f..L Ll trigger items. It can be seen that both the eh and the f..L trigger items do not show a dependency on the bunch crossing id, the MET item has a very high trigger rate in the first bunch crossing. Thus the MET items get disabled for the first bunch crossing ids, e. g. in the trigger items XE50_BGRP7. As can be seen in Fig. 3 (b) this trigger item is much more stable against increases in luminosity and decreases the overall trigger rate compare to XE_50.
In 2011 only coarse Ll information was used in the L2 MET algorithms. This is due to bandwidth limitations. In 2012 the L2 algorithm could access the summed cell information with higher granularity. Modifications applied to the data system at the end of 2011 allowed a parallel line of data access to request summary information for L2. Noise suppression could also be applied at the front end, so the final results are much closer to the EF where full cell granularity is available. In total the resolution at L2 improved by about 50 %. In the EF cluster based algorithms and hadronic calibration were deployed. This resembles the offline algorithm except that the local weight calibration for the cell energy corrections is not dependent on the bunch crossing. The introduction of the cluster based algorithms at EF leads of another 40 % improvement on the resolution. The resolution is shown in Fig. 7 . The improvement of the MET triggers at all trigger levels has lead to a reduction of the trigger thresholds in 2012 compared to 2011 at all levels and thus the opportunity to take interesting physics data with the MET triggers.
V. TAU TRIGGER
All single-object Ll Tau triggers were well behaved in 2011 and 2012. They scale linearly with luminosity as can be seen in Fig. 8 . In 2011 the L2 and EF efficiency drops with high luminosities though. In order to avoid further performance degradation in 2012, several measures have been taken. The L2 algorithms evaluate the calorimeter cells in a cone centred around the position of the cluster RoI identified at Ll. The shower radius has been reduced, thus reducing the amount of pile up picked up. Only tracks compatible with the vertex in beam direction of the leading track has been considered. Track and calorimeter based isolation variables have been defined. In the EF a boosted decision tree (BDT) has been used. Fig. 8(b) show the improved performance of the tau triggers. The rates remain linear up to the highest luminosity. Thus allowing to keep the trigger thresholds low for physics analyses. Further information can be found at [9] .
VI. Q UALITY OF DELIVERED DATA
The offline data quality (DQ) assessment is implemented in the Data Quality Monitoring Framework (DQMF) which is described elsewhere [10] . The DQ assessment is based on an analyses of appropriate histograms created and filled during the standard raw data reconstruction. If there is any issue reported with the trigger algorithms a defect needs to be set.
Only 3% of data collected in 2011 and none in 2012 had an intolerable defect causing the data not be used by physics analysis, see Fig. 9 . The percentage of the tolerable defects is much higher. The high percentage reflects the fact that tolerable defects were used to document information about the trigger performance in the DQ defects. They are available for use in lists of good data taking periods for physics analyses if required and can safely be ignored in most cases. Luminosity weighted relative relative fraclion of good trigger data quality delivery during 2011 stable beams in pp collisions at -.ls=7 TeV between 13 March and 30 October (in %). Fig. 9 . Luminosity weighted relative fraction of good quality data delivery by the various components of the ATLAS trigger system during LHC fills with stable beams in proton-proton collisions, and after switching the tracking detectors on. Data taking period between March 13th and October 30th, 2011. The slight inefficiency in the HLT jet trigger is due to a misconfiguration associated with specific calorimeter conditions that occurred during two short data taking periods. However, all high PT jets were still successfully triggered and recorded [11] .
VII. CONCLUSION
The ATLAS trigger system is being operated successfully since 2010. It handles a challenging instantaneous luminosity increase of the LHC. Therefore it is necessary to constantly strenghten the trigger algorithms. In this note the improve ments in 2012 are shown at the example of the MET and the T triggers. The algorithms and selections are retuned for high pileup conditions and use more advanced HLT selection algo rithms. Thus the trigger thresholds are raised only minimally with respect to the threshold in 2011 delivering excellent data for the physics analyses.
