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Abstract
“Quasi-elliptic” functions can be given a ring structure in two different ways,
using either ordinary multiplication, or convolution. The map between the corre-
sponding standard bases is calculated and given by Eisenstein series. A related
structure has appeared recently in the computation of Feynman integrals.
1 Introduction
1.1 Motivation
In this paper we calculate iterated convolutions of Weierstrass elliptic functions taken
in the direction of the real period. Such integrals appear in two-dimensional confor-
mal field theories. The resulting functions are quasi-elliptic. We call a meromorophic
function with period 1 quasi-elliptic if it is quasi-periodic along the complex period in
the sense that it lies in the kernel of some power of the difference operator. A standard
example is the modified Weierstrass zeta function due to Eisenstein [4], whose second
iterated difference is zero.
The motivation for this paper arises from computations of N-point functions in ra-
tional conformal field theories on compact Riemann surfaces. The N-point function
of the holomorphic Virasoro field depends on N marked points and is meromorphic as
a function of their positions. For the flat torus, N-point functions also have modular
properties. Since they depend only on the torus and not on a specific choice of peri-
ods they yield modular functions and forms. N-point functions for any genus can be
encoded in a list of graphs. For genus one, an edge joining two vertices is represented
by the value of the Weierstrass ℘ function at the difference of their respective positions
[2]. Composition of edges translates into convolutions (of the corresponding values)
of ℘. Loops give rise to quasimodular forms. In order to actually compute iterated
convolutions of the Weierstrass ℘ function a description of the algebra of quasi-elliptic
functions is desirable, which we provide here.
Another recent application is related to the computation of Feynman integrals,
where quasi-elliptic functions turn up in the calculation of elliptic polylogarithms [1].
1.2 Kronecker’s modified zeta function
Unless otherwise stated, we choose once and for all τ ∈ h, the complex upper half
plane. Let K1 be the set of elliptic functions w.r.t. the lattice Λ = Z + τZ.
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For k ≥ 1, let Ek(x) and ek be the Eisenstein function and series, respectively [4,
Ch. III, §2 resp. §7],
Ek(x) =
∑
m,n
e 1
(x + mτ + n)k
, e2k =
(
E2k(x) − x
−2k
)
|x=0 ,
and e2k+1 = 0. (That is, we have e2k = 2G2k in the conventions of [6].) The little index
e attached to
∑
indicates that double Eisenstein summation is used (required for E1
and E2) [4, Chapt. III, §2, eq. (2)]. In order to relate the Eisenstein functions to the
Weierstrass elliptic functions, set α = 2ζ(1/2) = e2, and β = 2ζ(τ/2). E1(x) equals the
modified zeta function
Z(x) := ζ(x) − αx ,
and
E2(x) = −
d
dx
Z(x) = ℘(x) + α .
For k ≥ 3, we have
Ek(x) =
(−1)k
(k − 1)!
dk−2
dxk−2
℘(x) .
For m, n ∈ Z, Legendre’s relation implies
Z(x + m + nτ) − Z(x) = −2πin . (1)
1.3 Notations
Let CN have the basis eℓ for ℓ ∈ N. Let f : C → C ∪ {∞} be a meromorophic function
of period 1 with poles only in Λ. For m ∈ Z, we write the Laurent series expansion of
f at x = mτ in the form
f (x) =
∑
ℓ∈N
fℓ(m)
(x − mτ)ℓ
+ reg.
where for ℓ ∈ N, fℓ ∈ Map(Z,C). We denote the singular part of f by σ( f ) ∈
Map(Z,CN),
σ( f ) =
∑
ℓ∈N
fℓeℓ .
The subspace of polynomial maps in Map(Z,C) will be denoted by P or C[m], and
the corresponding subspace of Map(Z,CN) by PN. We write PN = ⊕∞
ℓ=1
P[ℓ] where for
ℓ ≥ 1, P[ℓ]  P.
Let f : C → C ∪ {∞} be a meromorophic function of period 1. We define the
forward difference operator on f by
∆ f (x) := f (x + τ) − f (x) , ∀x ∈ C .
In the case where f has poles only on Λ, and fℓ ∈ Map(Z,C), we define the forward
difference operator on fℓ by
∆1 fℓ(m) := fℓ(m + 1) − fℓ(m) . (2)
We have
σ ◦ ∆ = ∆1 ◦ σ . (3)
σ and ∆ descend to the space of meromorphic functions modulo additive constants,
where to f corresponds the class fˆ . By abuse of notation, we use the same letter σ and
∆, respectively, for the corresponding maps on classes of such functions.
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2 Special quasi-elliptic functions
2.1 The vector space of special quasi-elliptic functions
Let f : C → C ∪ {∞} be a meromorophic function of period 1. For k ≥ 0, let
Kk = ker∆
k
where ∆k denotes the k-fold application of ∆ (in particular, ∆0 is the identity operator).
f will be called quasi-elliptic (w.r.t. the lattice Λ) if f ∈ Kk for some k ≥ 0.
For k = 0, we have K0 = {0}. K1 is isomorphic to the field of elliptic functions
C(X, Y)/〈ε(X, Y)〉 ,
where ε(X, Y) := Y2−4(X3−15e4X−30e6). The forward difference defines a K1-linear
map ∆ : Kk+1 → Kk. The set of quasi-elliptic functions on C has the structure of a
filtered algebra
K = ∪k≥0Kk
over the field K1 w.r.t. pointwise multiplication. (So if f ∈ Kr , g ∈ Ks with r + s ≥ 1
then f g ∈ Kr+s−1.) Since ∆ descends to K/C, the latter has a filtration by the quotient
spaces Kk/C for k ≥ 1. The multiplicative structure is spoiled in the process ( fˆ gˆ , f̂ g
in general, where fˆ denotes the equivalence class of f modulo addition of a constant),
however, the quotient has the convenient feature that for k ≥ 1, Ẑk ∈ Kk/C.
For the purpose of this paper, f ∈ K will be called special (w.r.t. the lattice Λ) if all
poles of f are located on points of Λ. In this case we write f ∈ SK.
Since σ descends to K/C, the terminology also makes sense for the corresponding
classes of functions modulo C. Let SKk = SK ∩ Kk. The special elliptic functions form
the ring
SK1 = C[X, Y]/〈ε(X, Y)〉 .
Theorem 1. (Structure theorem for SK functions)
a) The ring of special quasi-elliptic functions is a polynomial ring in one variable
over SK1, namely
SK = SK1[Z] .
Moreover, SK is a free module over SK1 with basis {Z
k | k ≥ 1}.
b) We have
im(σ) ⊆ PN .
c) The map
σ : SK/C → PN (4)
is an isomorphism.
Proof. Part a) For z ∈ C, set B0(z) = 1 and B1(z) = z, and for k ≥ 1,
Bk+1(z) =
1
k + 1
zk+1 − 12zk +
k+1∑
m=2
(
k + 1
m
)
Bm z
k+1−m

where Bm for m ≥ 2 are the Bernoulli numbers. We define accordingly
An(x) := (∆Z)
nBn
(
Z(x)
∆Z
)
.
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So A0 = 1, A1 = Z and for n ≥ 1,
An+1 =
1
n + 1
Z
n+1 −
1
2
(∆Z)Zn + O(Zn−1) . (5)
In our situation, ∆Z = −2πi. By the fact that
Bn+1(z + 1) − Bn+1(z) = z
n ,
we have
∆−1 ((∆Z)Z(x)n) = An+1(x) + K1 . (6)
We show that
SKk = spanC{Z
k′ | k′ ≤ k − 1} · SK1 (7)
by induction on k. For k = 1 there is nothing to show. Because of eq. (6),
SKk+1 = spanC{Ak′ | k
′ ≤ k} · SK1 .
By eq. (5), this implies
SKk+1 ⊆ spanC{Z
k′ | k′ ≤ k} · SK1 .
On the other hand, Zk
′
∈ SKk′+1. Thus eq. (7) holds for k + 1.
The Zk for k ≥ 1 are linearly independent over SK1. Otherwise, suppose for
k ≥ 1, ∃ ε0, . . . , εk ∈ SK1 with ε0 . 0 such that
ε0Z
k + ε1Z
k−1 + . . . + εk−1Z = 0 .
Since for ℓ ≥ 1, Zℓ ∈ Kℓ+1, it follows that ε0∆
k
Z
k = 0, contradiction.
Part b) The operator ∆ on SK gives rise to an operator ∆1 on the respective Laurent
coefficients, cf. eq. (2). If f ∈ SKk then for each ℓ, ∆
k
1
fℓ = 0. As in part a),
(replacing ∆Z by ∆1m = 1), it follows from eq. (6) that fℓ is a polynomial, of
order ≤ k−1. So either fℓ ≡ 0 or ∃m ∈ {0, 1, . . . , k} such that fℓ(m) , 0. Suppose
fℓ . 0 for infinitely many ℓ ∈ N. Then ∃m ∈ {0, 1, . . . , k} such that fℓ(m) , 0 for
infinitely many ℓ. So f is not meromorphic, contradiction.
Part c) We show that the map (4) is injective. Indeed, suppose f ∈ SK has no sin-
gularities. By part a), we have f =
∑k
ℓ=0 aℓZ
ℓ with a0, . . . , an ∈ SK1. If k = 0
then f = a0 ∈ SK1, so its image in SK/C vanishes. Suppose k ≥ 1, and suppose
ak , 0. Since Z
ℓ ∈ SKℓ+1, ∆
k f = ak∆
k
Z
k is regular by assumption on f , so
ak = const. It follows that ∆
k−1 f = aZ + b with a ∝ ak and b ∝ ak−1. But ∆
k−1 f
is regular, so ak−1 has a single simple pole, contradiction to ak−1 ∈ SK1. We
conclude that f ∈ C, so σ is injective.
PN has basis {mkeℓ| k ≥ 1}. Differentiation in SK/C gives rise to an operator
D : PN → PN with
σ ◦
d
dx
= D ◦ σ .
On the direct summands, it is given by the family of operators
Dℓ : P
[ℓ] → P[ℓ+1] , ℓ ≥ 1 ,
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which map pℓeℓ ∈ P
[ℓ] to −ℓpℓeℓ+1 ∈ P
[ℓ+1]. Since σ(Z) = e1, we have for ℓ ≥ 1,
σ(
dℓ
dxℓ
Z) = (−1)ℓℓ!eℓ+1 . (8)
So it suffices to consider ℓ = 1 and the basis in P[1]. Suppose that for 1 ≤ k ≤ N,
∃ fˆ (k) ∈ SK/C such that
σ
(
fˆ (k)
)
= mke1 .
Then ∃ fˆ (N+1) ∈ SK/C such that
∆ fˆ (N+1) = fˆ (N) .
By eq. (3), we have
∆1(σ( fˆ
(N+1))) = mNe1 .
By eq. (6) (with Z replaced by m, where ∆1m = 1), there exist c1, c2, . . . ∈ C
such that
σ( f (N+1)) = BN+1(m)e1 +
∑
ℓ≥1
cℓ eℓ .
By the induction hypothesis, ∃ fˆ (1), . . . , fˆ (N) ∈ SK/C such that
BN+1(m)e1 =
mN+1
N + 1
e1 +
N∑
i=0
hi σ( fˆ
(i)) .
Using eq. (8), we conclude that
mN+1
N + 1
e1 = σ
 fˆ (N+1) −
N∑
i=0
hi fˆ
(i) −
∑
ℓ≥1
cℓ (−1)
ℓ−1(ℓ − 1)!
dℓ−1
dxℓ−1
Z
 ,
so σ is surjective.

For a ∈ C, let Ta be the backward translation by a, Ta f (x) := f (x − a) for f ∈ K.
Corollary 1. For k ≥ 1, TaSKk/C is defined for a ∈ C/Λ, and we have
Kk/C = ⊕a∈C/ΛTaSKk/C .
Proof. Let a ∈ C lie in the unit cell of Λ. For the translated lattice a + Λ, Theorem 1
yields TaSK = TaSK1[TaZ], where
TaSK/C  P
N . (9)
(Note that the isomorphism does not depend on the specific representative of a modulo
Λ.) A monomorphism
⊕a∈C/ΛTaSKk/C → Kk/C (10)
is given by replacing the direct sum of elements in TaSKk/C ⊆ K/C by their sum. (10)
is also an epimorphism: The restriction map C → a + Λ induces a projection πa from
the set of the Laurent series expansions of elements fˆ ∈ Kk/C at x ∈ C to those at a+Λ.
By identifying a meromorphic function with the set of its Laurent series expansions, πa
maps fˆ ∈ Kk/C to a meromorphic function modulo C, which we denote by fˆ
(a). Since
πa ◦ ∆ = ∆ ◦ πa ,
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we have fˆ (a) ∈ TaSKk/C. In particular, by the isomorphism (9), the Laurent coefficent
fˆ
(a)
ℓ
of fˆ (a) for a pole of order ℓ ≥ 1 is a polynomial of order ≤ k − 1. Since fˆ (a) is
meromorphic, the argument employed in the proof of Theorem 1, part b) shows that
for every ℓ ≥ 1, fˆ
(a)
ℓ
≡ 0 for almost all a in the unit cell. Since there are no nonconstant
regular functions on C, it follows that fˆ (a) ≡ 0 for almost all a in the unit cell of Λ. We
conclude that to every fˆ ∈ K/C is associated an element in ⊕a∈C/ΛTaSKk/C. So (10) is
surjective. 
Any function in SK can be characterised by its class in SK/C together with its value
under contour integration ∮
: SK → C
along the real period. Note that ∮
◦
d
dx
= 0
so that it suffices to treat functions with first order poles only.
2.2 Convolutions on the complex torus
Definition 2. Let f , g : C → C ∪ {∞} be meromorphic, 1-periodic functions having
poles only in Λ. For 0 < ℑ(x) < 2ℑ(τ), we define
( f ©∗+ g)(x) :=
∮
ℑ(z)=
ℑ(x)
2
f (x − z)g(z)dz . (11)
By Cauchy’s Theorem, f ©∗+ g has a unique analytic continuation, which is mero-
morphic on C and has period 1. By abuse of notation, we also write f ©∗+ g for the
analytic continuation of f ©∗+ g.
Propos. 3. For f , g ∈ SK, we have the product rule (for the convolution ©∗+)
∆( f ©∗+ g)(x) = (∆ f ©∗+ g)(x) + 2πiResz=τ
[
f (z)g(x + τ − z)
]
, x ∈ C \ Λ . (12)
Proof. Suppose ℑ(x) = ε with 0 < ε < ℑ(τ). We have
∆( f ©∗+ g)(x) =
∮
ℑ(z)=
ℑ(τ)
2
+ ε
2
f (x + τ − z)g(z)dz −
∮
ℑ(z)= ε
2
f (x − z)g(z)dz .
By deforming the contour of the first integral into that of the second, the imaginary part
of the argument of f changes from a value < ℑ(τ) to a value > ℑ(τ), so f crosses a
singularity for ℑ(z) = ℑ(x), while g remains regular throughout. This yields∮
ℑ(z)=
ℑ(τ)
2
+ ε
2
f (x+τ−z)g(z)dz =
∮
ℑ(z)= ε
2
f (x+τ−z)g(z)dz−2πiResz=x
[
f (x + τ − z)g(z)
]
.
The variable transformation z 7→ x + τ − z yields
Resz=x
[
f (x + τ − z)g(z)
]
= −Resz=τ
[
f (z)g(x + τ − z)
]
.
This proves the equation for 0 < ℑ(x) < ℑ(τ). By analytic continuation, it holds for
x ∈ C \ Λ. 
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Lemma 2. The set of special quasi-elliptic functions modulo C defines a filtered alge-
bra
SK/C = ∪k≥0 SKk/C
w.r.t. the convolution ©∗+. (So if fˆ ∈ SKr/C and gˆ ∈ SKs/C then fˆ ©∗+ gˆ ∈ SKr+s/C.)
Proof. For i = 1, 2, let fˆi ∈ SKki/C. We have to show that
fˆ1 ©∗+ fˆ2 ∈ SKk1+k2/C . (13)
We may assume that both k1, k2 ≥ 1 since the inclusion (13) is trivial otherwise. We
proceed by induction on k1 + k2. Suppose that for 2 ≤ k1 + k2 ≤ N, (13) holds. Let
k1 + k2 = N + 1. Since ∆ fˆ1 ∈ SKk1−1/C, we have (∆ fˆ1) ©∗+ fˆ2 ∈ SKN/C by hypothesis,
and by eq. (12) it remains to show that Resz=τ[ fˆ1(z) fˆ2(x + τ − z)] ∈ SKN/C for x < Λ.
Denote by o fˆ1(z) the pole order of fˆ1 at the point z. If o fˆ1(τ) = 0, the proof is com-
plete. For o fˆ1(τ) = 1, the residue is a constant multiple of fˆ2(x) ∈ SKN/C. If o fˆ1(τ) > 1,
the residue is a complex polynomial in z − τ whose coefficients are derivatives of fˆ2 of
order ≤ (o f (τ) − 1), at position x. But ∆ commutes with differentiation,
∆ ◦
d
dx
=
d
dx
◦ ∆
so residue lies in SKN/C again. We conclude that ∆( fˆ1 ©∗+ fˆ2) ∈ SKN/C, so the proof of
(13) is complete. 
Theorem 3. The convolution©∗+ defines a C-bilinear product SK ×SK → SK with the
following properties: For f , g, h ∈ SK we have
1. (Commutativity:) f ©∗+ g = g ©∗+ f .
2. (Associativity:) ( f ©∗+ g) ©∗+ h = f ©∗+ (g ©∗+ h).
3. (Regularity:) Suppose for n,m ∈ N, f is regular on 0 < ℑ(x) < mℑ(τ), and g is
regular on 0 < ℑ(x) < nℑ(τ). Then f ©∗+ g is regular on 0 < ℑ(x) < (m+ n)ℑ(τ).
Proof. From eq. (12) follows f , g ∈ SK ⇒ f ©∗+ g ∈ SK. C-bilinearity is manifest from
the defining eq. (11).
1. Let δ(x) be the Dirac delta distribution on R. After substitution x1 = ℜ(x − z),
y1 = ℑ(x − z) and x2 = ℜ(z), y2 = ℑ(z), eq. (11) reads
( f ©∗+ g)(x) =
∫ 1
0
∫ 1
0
f (x1 + iy1)g(x2 + iy2)δ(x1 + x2 −ℜ(x)) dx1dx2 (14)
for y1 = y2 =
ℑ(x)
2
, so the product is symmetric. More generally, we can put
0 < y1, y2 < ℑ(τ) and y1 + y2 = ℑ(x).
2. For f , g, h ∈ SK, and for 0 < y < 2ℑ(τ), we have
(( f ©∗+ g) ©∗+ h)(x + iy) =
∫ 1
0
∫ 1
0
( f ©∗+ g)(za)h(zb) δ(xa + xb − x) dxadxb
where for ι = a, b, we have zι = xι + iyι with xι ∈ R and yι = y/2. But
(( f ©∗+ g) ©∗+ h)(x + iy) =
∫ 1
0
∫ 1
0
∫ 1
0
f (z1)g(z2)h(zb) δ(x1 + x2 − xa)×
δ(xa + xb − x) dx1dx2dxb ,
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where for j = 1, 2, we have z j = x j + iy j with x j ∈ R and y j =
yb
2
= y/4, and
so y1 + y2 + yb = y (with the corresponding equation for the real parts). The
range can be symmetrised to y1 = y2 = yb =
y
3
without the intergrand crossing a
singularity, since f , g, h are special and 0 < y1, y2, yb < ℑ(τ).
3. This follows from eq. (14). Indeed, f ©∗+ g can be analytically continued to
0 < ℑ(x) < (n + m)ℑ(τ) without the integral acquiring residue terms.

Corollary 4. Let n ≥ 2 and let f1, . . . , fn ∈ SK. For x, y ∈ R with 0 < y < nℑ(τ), we
have
( f1©∗+ . . .©∗+ fn)(x+ iy) =
∫ 1
0
. . .
∫ 1
0
f1(x1 + iy1) . . . fn(xn + iyn) δ(
n∑
i=1
xi − x)dx1 . . .dxn
with y1 = · · · = yn =
y
n
.
For f ∈ SK and the product f ©∗+ . . . ©∗+ f (with n ≥ 2 factors), we shall also write
f ©∗+n. We set f ©∗+0 = 1 and f ©∗+1 = f . Thus for m, n ≥ 0, we have f ©∗+n ©∗+ f
©∗+m =
f ©∗+(n+m).
Another useful identity is d
dx
( f ©∗+ g) = (
d
dx
f ) ©∗+ g = f ©∗+ (
d
dx
g).
Theorem 4. Let f , g : C → C∪{∞} be meromorphic and 1-periodic functions. Define
a meromorphic function f ©∗ g by the integral in eq. (11).
a) Let aI = {ai}i∈I and bJ = {b j} j∈J be the pole sets of f and of g, respectively. The
pole set of f ©∗ g is aI + bJ = {ai + b j|ai ∈ aI , b j ∈ bJ}.
b) If f and g have maximal pole order o f and og, respectively, where o f + og ≥ 1,
then the integral in eq. (11) has maximal pole order
o f©∗g ≤ o f + og − 1 .
c) The set K of quasi-elliptic functions has the structure of a filtered algebra over
C w.r.t. ©∗ , defined by the pole order.
Proof. Part a) f (x − z)g(z) has poles at x − z ∈ aI and at z ∈ bJ, so the pole set of
( f ©∗ g)(x) equals aI + bJ.
Part b) In the notations from part a), suppose that I, J = N and that for n ≥ 1, we have
ℑ(an) < ℑ(an+1) and ℑ(bn) < ℑ(bn+1). Let x, y ∈ R. ( f ©∗ g)(x + iy) is regular on
ℑ(a1) + ℑ(b1) < y < ℑ(a2) + ℑ(b2) . (15)
Let y = ya + yb where ℑ(a1) < ya < ℑ(a2) and ℑ(b1) < yb < ℑ(b2). We have
( f ©∗ g)(x + iy) =
∫ 1
0
f (x − x′ + iya)g(x
′ + iyb)dx
′ .
For ε > 0 small enough, the integral is regular for ya = ℑ(a2) − ε and yb =
ℑ(b2) − ε , and we have
( f ©∗ g)(x + iy) =
∫ 1
0
f (x − x′ + i(ya − 2ε))g(x
′ + i(yb + 2ε))dx
′
+ 2πi Resx′+iyb=b2
[
f (x − x′ + iya)g(x
′ + iyb)
]
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Since y = ya + yb = ℑ(a2) + ℑ(b2) − 2ε as before, inequality (15) holds and the
integral is regular. Moreover, it can be analytically continued to y < ℑ(a2) +
ℑ(b3).
By induction, σ( f ©∗ g) is given by the poles of its residues. It suffices to show
that for f , g with o f + og ≥ 1, we have
oResw=w0 [ f (z−w)g(w)] ≤ o f + og − 1 .
This follows from the proof of Lemma 2.
Part c) This is a direct consequence of part b).

There is another variant of a convolution on SK, which is regular on R though it is
non-commutative and non-associative. For f , g ∈ SK and for x ∈ R, we define
( f ∗+ g)(x) = lim
εց0
∮
ℑ(z)=−ε
f (x − z)g(z)dz .
By abuse of notation, we continue to write f ∗+ g for the analytic continuation.
Propos. 5. Let f , g ∈ SK. For ℑ(x) > 0 sufficiently small, we have
( f ∗+ g)(x) − ( f ©∗+ g)(x) = 2πiResz=0[ f (x − z)g(z)] .
Proof. Let ℑ(x) = 2ε, where 0 < ε <
ℑ(τ)
3
. Then the argument of f in the integrand
of ( f ∗ g)(x) and of ( f ©∗+ g)(x) has an imaginary part equal to 3ε and ε, respectively.
The two can be moved into one another without f crossing a singularity. On the other
hand, by changing ℑ(z) from −ε to
ℑ(x)
2
= ε, g crosses a singularity at z = 0. 
2.3 The subspace of functions in SK of pole order at most one
Theorem 5. Let V = { f ∈ SK| o f ≤ 1}, where o f is the maximal pole order of f .
a) V is a complex vector space, and we have
V/C = spanC{Ẑ
©∗+n| n = 0, 1, . . .} . (16)
b) For n ≥ 1, and for m ∈ N0, the residue of Z
©∗+n(x) at x = mτ is
f
[n]
1
(m) = (−∆Z)n−1
(
m − 1
n − 1
)
. (17)
Proof. Part a) Clearly V is a C linear space. We show that Z©∗+n for n ≥ 0 define
elements of V . By 1-periodicity, it suffices to consider the poles in τZ. For n = 0
there is nothing to show. For n = 1, we have Z ∈ SK2 and by eq. (1), the simple
pole of Z at x = 0 gives rise to a simple pole on every lattice point. For n ≥ 2,
Z
©∗+n is regular at x = mτ for 1 ≤ m ≤ n − 1, by Corollary 4. By part b) of
Theorem 4, we have oZ©∗+n ≤ 1. Thus for n ≥ 0, Z
©∗+n ∈ V . Conversely, we show
that the corresponding classes of functions modulo C span V/C. Let fˆ ∈ V/C
satisfy ∆k fˆ = 0. The case k = 0 is trivial. For k = 1, eq. (6) (with n = 0) yields
fˆ = aZˆ for some a ∈ C. Suppose that for N ≥ 1,
(V ∩ KN)/(V ∩ KN−1) = spanC{Ẑ
©∗+N } . (18)
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By eq. (12), for n ≥ 1,
∆Z
©∗+(n+1)(x) = (∆Z)
{
1 ©∗+ Z
©∗+n − Z
©∗+n(x)
}
. (19)
For f = Z and g = 1©∗+Z
©∗+n, the product rule ∆( f g) = (∆ f )g+ f (∆g)+(∆ f )(∆g)
yields (∆ f )g = ∆( f g). So ∆−1
(
(∆Z)Ẑ©∗+N
)
∈ ̂Z©∗+(N+1)+CẐ. This proves eq. (16).
Part b) By Theorem 1 and by part a), the Laurent coefficient of the first order pole of
Z
©∗+n at position mτ equals
f
[n]
1
(m) = a
[n]
0
n−1∏
k=1
(m − k) = a
[n]
0
(n − 1)!
(
m − 1
n − 1
)
,
for some a
[n]
0
∈ C, which we now specify. From eq. (19) follows by induction
that for n ≥ 1, ∆n−1Ẑ©∗+n(x) = (−∆Z)n−1Ẑ, so
Resx=τ
[
∆n−1Z
©∗+n(x)
]
= (−∆Z)n−1 .
On the other hand, for m ≥ 0 ∆m =
∑m
k=0
(
m
k
)
(−1)m−kT−kτ, so
Resx=τ
[
∆n−1Z
©∗+n(x)
]
= Resx=0
[
Z
©∗+n(x + nτ)
]
= f
[n]
1
(n) .
We conclude that a
[n]
0
= (−∆Z)n−1/(n − 1)!.

For n ≥ 2, we have ∆Z©∗+(n+1) = ∆Z©∗+n ©∗+ Z by eq. (12), so by comparison with eq.
(19), we obtain (1 ©∗+ Z
©∗+n) = (1 ©∗+ Z)
n, which is Fubini’s Theorem.
Corollary 6. The ring SK/C is generated by any of the following classes of functions
modulo C:
a) ̂d
n
dxn
Z©∗+k
b) d̂
n
dxn
Zk
c) Ẑk, ̂Zk d
n
dxn
℘
d) ̂Ak−1
dn
dxn
℘
where in either case, k = 1, 2, 3 . . . and n = 0, 1, 2, . . .
Proof. Part a) is a consequence from Theorem 5. Part c) is a reformulation of part a) in
Theorem 1, and part b) follows from it. Part d) follows from part c) and from the fact
that SK = span
C
{Ak | k ≥ 0} · SK1, cf. the proof of Theorem 1. 
3 Applications
3.1 Relation to a certain set of integration kernels relevant for con-
structing elliptic polylogarithms
We have E1(x) ∈ SK2 and Ek(x) ∈ SK1 for k ≥ 2. For x, y ∈ C we define [5, 3]
F(x, y) =
1
y
exp
−∑
k≥1
(−y)k
k
(Ek(x) − ek)
 .
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We shall fix y < Λ and consider F(x, y) as a function of x. F(x, y) is 1-periodic and
satisfies
F(x + τ, y) = F(x, y) exp ((∆Z)y) .
F(x, y) has a simple pole at x = mτ + s (m, s ∈ Z) of residue exp((∆Z)my) and is
holomorphic on C \ Λ [5]. Related to F(x, y) is the Eisenstein-Kronecker series of
weight 1, 2πi exp
(
2πix
ℑ(y)
ℑ(τ)
)
F(x, y) [4, p. 70, eq. (3)] and [3]. Let g(n) be a generating
sequence of F(x, y),
F(x, y) =
1
y
∑
n≥0
g(n)(x)yn .
The propertiesmentiond for F(x, y) imply that g(n) is for n ≥ 0 is 1-periodic and satisfies
∆g(n)(x) =
n∑
k=1
(∆Z)k
k!
g(n−k)(x) . (20)
Moreover, for n ≥ 1 and m ∈ Z, the residue of g(n)(x) at x = mτ is
g
[n]
1
(m) =
mn−1
(n − 1)!
(∆Z)n−1 . (21)
Note that g(n) is regular on R, except for n = 1.1 The first few functions are given by
g(0)(x) = 1
g(1)(x) = Z(x)
g(2)(x) =
1
2
Z(x)2 −
1
2
℘(x)
g(3)(x) =
1
6
Z(x)3 −
1
2
℘(x)Z(x) −
1
6
d
dx
℘(x) .
The functions g(n) form a set of linearly independent integration kernels for construct-
ing elliptic polylogarithms as iterated integrals [1].
Theorem 6. For n ≥ 0, g(n) define elements in V ∩ SKn+1. For n ≥ 1, we have
Z
©∗+n(x) =
n∑
k=0
c
[n]
k
g(k)(x) .
The coefficients are obtained recursively for 1 ≤ k ≤ n + 1 by
c
[n+1]
k
= (∆Z)c
[n]
k
−
k − 1
n
c
[n]
k−1
, (22)
(here c
[n]
k
= 0 for k > n, and c
[1]
1
= 1), while for k = 0,
c
[n]
0
=
(
∆Z
2
)n
−
n+1∑
k=1
c
[n+1]
k
(∆Z)k−1
k!
. (23)
1We use the convention 00 = 1.
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Proof. We have F(x, y) ∈ V , so g(n) ∈ V for n ≥ 0. The degree w.r.t. ∆ follows from the
comparison with Z©∗+n, which we first consider modulo C. Thus we have an equation
between the residues,
f
[n]
1
(m) =
n∑
k=1
c
[n]
k
g
[k]
1
(m) . (24)
given by eqs (17) and (21). In terms of
d
[n]
k
= (−1)n−1(∆Z)k−n
(n − 1)!
(k − 1)!
c
[n]
k
, n ≥ 1 ,
eq. (24) reads
(m − 1) . . . (m − n + 1) =
n∑
k=1
d
[n]
k
mk−1 .
Thus d
[n]
k
= 0 for k < 1 and for k > n. Replacing n with n + 1 yields
n+1∑
k=1
d
[n+1]
k
mk−1 =
n+1∑
k=2
d
[n]
k−1
mk−1 − n
n∑
k=1
d
[n]
k
mk−1 .
So for 2 ≤ k ≤ n, we have d
[n+1]
k
= d
[n]
k−1
− nd
[n]
k
. Moreover, d
[n+1]
1
= −nd
[n]
1
and
d
[n+1]
n+1
= d
[n]
n . This yields eq. (22) and determines
∆Z
©∗+(n+1)(x) =
n+1∑
k=1
c
[n+1]
k
∆g(k)(x) . (25)
In particular, for n = 1 we obtain (1 ©∗+ Z) = (∆Z)/2 by comparison with eq. (19).
Solving the latter equation for Z©∗+n and using eqs (25) and (20), yields
Z
©∗+n =
n∑
j=0

(
∆Z
2
)n
δ j0 −
n+1∑
k= j+1
c
[n+1]
k
(∆Z)k− j−1
(k − j)!
 g( j) ,
which proves eq. (23). 
For the converse transformation, it is convenient to introduce, for x, y ∈ C,
G(x, y) :=
x · exp(y)
1 − x + x · exp(y)
.
Let pn(x) be a generating sequence forG(x, y),
G(x, y) =
1
y
∑
n≥1
pn(x)y
n .
Propos. 7. For n ≥ 1, we have pn(x) =
∑n
k=1 a
[n]
k
xk, where the coefficients are defined
recursively by
a
[n]
1
=
(∆Z)n−1
(n − 1)!
, a
[n]
k+1
= −
n−k∑
ℓ=1
a
[n−ℓ]
k
ℓ!
, 1 ≤ k ≤ n − 1 . (26)
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Proof. By eq. (26),
G(x, y) =
∞∑
n=0
n+1∑
k=1
a
[n+1]
k
xkyn = x
∞∑
n=0
 1n! −
∞∑
k=1
n+1−k∑
ℓ=1
a
[n+1−ℓ]
k
ℓ!
xk
 yn .
Using a diagonal summation argument (noting that a
[m]
k
= 0 for k > m), we find
G(x, y) − xey =
∞∑
ℓ=1
yℓ
ℓ!
∞∑
n=1
∞∑
k=1
a
[n−k]
k
xkyn−k−1 = (ey − 1)G(x, y) ,
so the claim follows. 
Theorem 7. For n ≥ 0, we have
g(n)(x) =
n∑
k=0
a
[n]
k
Z
©∗+k(x) , (27)
where the a
[n]
k
for 1 ≤ k ≤ n are given by the recursion relations (26), and
a
[n]
0
=
(∆Z)n
n!
2Bn(1 − 2
n−1)δn1 , n ≥ 0 .
(Here B0 = 1 and for n ≥ 2, Bn is the n
th Bernoulli number.)
Proof. By the fact that g(n) ∈ V∩Kn+1 and by part a) of Theorem 5, there exist numbers
a
[n]
k
with the property eq. (27). We have a
[1]
1
= 1. Applying ∆ on both sides, using eqs
(19) resp. (20), and going over to equivalence classes modulo C, yields
n∑
ℓ=1
1
ℓ!
n−ℓ∑
m=1
a[n−ℓ]m Ẑ
©∗+m = −
n∑
k=2
a
[n]
k
̂Z©∗+(k−1)
Now Ẑ©∗+k ∈ Kk/C by eq. (18), and the argument in part a) of Theorem 1 proving
linearly independence of Zk for k ≥ 1 also proves that of Ẑ©∗+k for k ≥ 1. Therefore we
can compare equal order terms w.r.t. ©∗+ in the above equation and obtain the recursion
formulae (26). It remains to determine a
[n]
0
: From eq. (27) follows
n∑
k=1
a
[n]
k
(
Z
©∗+k − lim
εց0
∫ 1+iε
iε
Z
©∗+k(x)dx
)
= g(n) − lim
εց0
∫ 1+iε
iε
g(n)(x)dx .
For k ≥ 1, the Z©∗+k integral equals (∆Z/2)k. (This also settles the g(n) integral for
n = 1.) We have p1(∆Z/2) = (∆Z)/2. We argue that for n ≥ 2,
pn
(
∆Z
2
)
= (∆Z)n
(2n − 1)
n!
Bn . (28)
We have G (1/2, y) = ey/(1 + ey), which we split into the sum of
ey − 1
ey + 1
= tanh
y
2
= 2
∞∑
n=1
(22n − 1)
(2n)!
B2ny
2n−1
13
and
1
1 + ey
=
1
2
∞∑
n=0
En(0)
yn
n!
.
Here En(x) is the Euler polynomial, which is related to the Bernoulli numbers for n ≥ 1
by
−
1
2
En(0)
n!
= (2n+1 − 1)
Bn+1
(n + 1)!
while E0(x) = 1. We conclude that
G
(
1
2
, y
)
= 2
∞∑
n=1
(22n − 1)
(2n)!
B2ny
2n−1 −
∞∑
n=1
(2n − 1)
Bn
n!
yn−1 ,
which proves eq. (28). Since Z has residue equal to one at x = 0, we have for 0 < ε <
ℑ(τ), ∫ 1−iε
−iε
Z(x)dx = −
(∆Z)
2
. (29)
We prove ∫ 1
0
g(ℓ)(x)dx =
(∆Z)ℓ
ℓ!
Bℓ , ℓ ≥ 2 , (30)
by referring to the recursion relation for the Bernoulli numbers
k−1∑
ℓ=0
(
k
ℓ
)
Bℓ = 0 , k ≥ 2 , (31)
(for k = 1, we have B0 = 1). For k ≥ 1, we have by eq. (20),
k!
(∆Z)k
∆g(k)(x) =
k−1∑
ℓ=0
(
k
ℓ
)
ℓ!
(∆Z)ℓ
g(ℓ)(x) .
Moreover, for k ≥ 2,∫ 1−iℑ(τ)/2
−iℑ(τ)/2
∆g(k)(x)dx = 2πiResx=0
[
g(k)(x)
]
= 0
by 1-periodicity and regularity of g(k)(x) on R. So for k ≥ 2, we have the recursion
relation
0 =
k−1∑
ℓ=0
(
k
ℓ
)
ℓ!
(∆Z)ℓ
∫ 1−iℑ(τ)/2
−iℑ(τ)/2
g(ℓ)(x)dx .
(For k = 1, the summand for ℓ = 0 equals 1.) By comparison with the rescursion
relation (31) and because of the identity (29), where B1 = −
1
2
, we conclude that eq.
(30) is true. This determines the additive constant in eq. (27). 
Alternatively, the coefficients a
[n]
k
for 1 ≤ k ≤ n satisfy
a
[n]
k
=
(−1)k−1(∆Z)n−k
(n − 1)!
k−1∑
t=0
(−1)t(k − t)n−1
(
k − 1
t
)
.
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The first few functions are given by
Z = g(1)
Z
©∗+2 = − g(2) + (∆Z)g(1) −
(∆Z)2
6
Z
©∗+3 = g(3) −
3
2
(∆Z)g(2) + (∆Z)2g(1) −
(∆Z)3
4
Z
©∗+4 = − g(4) + 2(∆Z)g(3) −
11
6
(∆Z)2g(2) + (∆Z)3g(1) −
103
360
(∆Z)4
Z
©∗+5 = g(5) −
5
2
(∆Z)g(4) +
35
12
(∆Z)2g(3) −
25
12
(∆Z)3g(2) + (∆Z)4g(1) −
43
144
(∆Z)5
and by
g(1) = Z
g(2) = − Z
©∗+2 + (∆Z)Z −
1
6
(∆Z)2
g(3) = Z
©∗+3 −
3
2
(∆Z)Z
©∗+2 +
1
2
(∆Z)2Z
g(4) = − Z
©∗+4 + 2(∆Z)Z
©∗+3 −
7
6
(∆Z)2Z
©∗+2 +
1
6
(∆Z)3Z +
7
360
(∆Z)4
g(5) = Z©∗+5 −
5
2
(∆Z)Z©∗+4 +
25
12
(∆Z)2Z©∗+3 −
5
8
(∆Z)3Z©∗+2 +
1
24
(∆Z)4Z
respectively.
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