In spatial sampling, we collect observations in a two-dimensional framework. Careful attention is paid to the quantity of the samples, dictated by the budget at hand, and the location of the samples. A sampling scheme is generally designed to maximize the probability of capturing the spatial variation of the variable under study. Once initial samples of the primary variable have been collected and its variation documented, additional measurements can be taken at other locations. This approach is known as second-phase sampling and various optimization criteria have recently been proposed to determine the optimal location of these new observations. In this chapter, we review fundamentals of spatial sampling and second-phase designs. Their characteristics and merits under different situations are discussed, while a numerical example illustrates a modeling strategy to use covariate information in guiding the location of new samples. The chapter ends with a discussion on heuristic methods to accelerate the search procedure.
1 Introduction
Context
Spatial or two-dimensional sampling has been applied to many disciplines such as mining, soil studies, telecommunications, ecology, geology and geography, to cite a few (see Haining 1990 for a summary). When collecting spatial data, scientists are usually constrained by available budget and time to acquire a certain number of samples instead of trying to obtain information everywhere (see, e.g.; Mueller 1998, Thompson 2002 and Delmelle 2009 for various summaries).
It is generally desirable to find so called optimal samples that are as representative as possible from the real data. Not only the cost of a complete census is prohibitive, it is time-consuming (Haining 1990 ) and it may result in redundant data when data is spatially autocorrelated (Griffith 2005) . The autocorrelation function is defined as the similarity of the values of the variable of interest as a function of their separating distance (Gatrell 1979) . This similarity decreases as the distance among sample points increases. Positive autocorrelation occurs when nearby observations are more alike than samples collected further away. Sparse sampling is less costly, but the variability of the variable of interest may go unnoticed. Consequently, not only the quantity of the samples is important, but also their locations.
One-dimensional sampling
Initial work on sampling was devoted to one-dimensional problems (see, e.g., Cochran 1946; Madow 1946 Madow , 1953 Madow and Madow 1949) . Cochran documented the efficiency associated with random sampling, systematic sampling and stratified sampling. A random sampling scheme ( Figure 1a ) allocates n sample points randomly within a population of interest. Each location has the same probability (is equally likely) to be selected. In a systematic random sampling (Figure 1b ), the population is partitioned into a pre-specified number of intervals. For each interval, a number of samples is collected, and the total of all samples is of size n. In a systematic sampling scheme (Figure 1c ), the population of interest is divided into n intervals of similar size. The first element is chosen within the first interval, starting at the origin, and the remaining n − 1 elements are aligned according to the same, fixed interval. A discussion of these configurations to the field of natural resources can be found in Stevens and Olsen (2004) .
Two-dimensional sampling
Necessary and common to both spatial and non-spatial sampling strategies are (i) the size of the sampling set, which is dictated by the budget at hand, (ii) the configuration of the sampling design, (iii) an estimator to characterize the population and (iv) an estimation of the sampling variance to compute confidence intervals. Das (1950) 
Figure 1: One dimensional sampling schemes for n = 10. The x-axis is partitioned in 10 intervals for cases (b) and (c). The random sampling locations have been generated using MATLAB rand function.
ure 2(a)) randomly selects a set of m sample points in a study region, generally denoted D,
where each location has an equal opportunity to be sampled. In a systematic sampling design, A centric systematic sampling occurs when the first point is chosen in the center of the first interval. The resulting scheme is a checkerboard configuration. The most common regular geometric configurations are the equilateral triangular grid, the rectangular (square) grid, and the hexagonal one (Cressie, 1991) . The benefits of a systematic approach reside in a good spreading of observations across D, guaranteeing a maximized sampling coverage, and preventing sampling clustering and redundancy. This design however presents two inconveniences:
a. the distribution of separating distances in D is not represented well because many pairs of points are separated by the same distance, b. If the spatial process shows evidence of recurrence, periodicities there is a risk that the variation of the variable will remain uncaptured, because the systematic design coincides in frequency with a regular pattern in the landscape (Overton and Stehman 1993) .
A systematic random method addresses the second concern since it combines both systematic and random procedures (Dalton et al., 1975) . One observation is randomly selected within each cell. However, sample density needs to be high enough in order to document the strength of the the spatial relationship (e.g. variogram) among observations. From Figure 2 (b), some patches of D remain undersampled, while others regions show evidence of clustered observations. A systematic unaligned scheme prevents this problem from occurring by imposing a stronger restriction on the random allocation of observations (King, 1969) . In stratified sampling (Delmelle 2009 ), the population (or D) is partitioned into nonoverlapping strata. A set of samples is collected for each stratum, where the sum of the samples over all strata must equal m (strata may be of different size, for instance a census tract). The knowledge of the underlying process is a determining factor in defining the shape and size of each stratum. Smaller strata are preferred in non-homogeneous subregions.
Evaluation of sampling strategies. Following Quenouille's approach of a linear autocorrelation model, stratified random sampling is generally considered to yield a smaller variance than a systematic design. However, if the autocorrelation function is not linear (for instance exponential), systematic sampling is the most efficient technique, followed by stratified random sampling and random sampling. Overton and Stehman (1993) presented some numerical results illustrating the magnitude of the differences of the three aforementioned designs under various population models. When sampling a phenomenon characterized by a regular pattern in the landscape, a systematic unaligned configuration is preferred.
Geostatistical sampling.
An essential commonality of many natural phenomena is its spatial continuity in the geographical space. The field of geostatistics (Matheron 1963) 
where d(h) is the number of pairs of points for a given lag value, and y(s i ) the observation value at location s i . The semivariogram is characterized by a nugget effect a and a sill σ 2 where γ(h) levels out. The nugget effect reflects the spatial dependence at micro scales, caused by measurement errors at distances smaller than sampling distances (Cressie 1991) . Once the lag distance exceeds a certain value r, called the range, there is no spatial dependence between the sample sites anymore. The semivariogram function γ(h) becomes constant at a value called the sill σ 2 . A model γ(h) is fitted to the experimental variogram, for instance an exponential model.
In the presence of a nugget effect a, Eq.(2) becomes:
Eq. (4) denotes the corresponding covariogram C(h), that summarizes the covariance between any two points.
The interpolated, kriged value at a location s in space is given as a weighted mean of surrounding values, where each value is weighted according to the variogram model:
where W is the set of neighboring points that are used to estimate the interpolated value at location s, and w i (s) is the weight associated with each surrounding point, which is a function of the semivariogram function. The weight of each sample can be determined by an exponential function (Eq. (2)). Usually, kriging is performed on a set of grid nodes s g (g = 1, 2, . . . , G).
Kriging yields an associated variance that measures the prediction uncertainty. The kriging variance at a location s is given by:
where c T is the transpose of the covariance matrix C based on the covariogram function and C −1 its inverse. The overall kriging variance (σ 2 k ) is obtained by integrating Eq. (6) over the region D. Computationally, it is easier to perform a spatial of D and sum the kriging variance over all grid points s g .
The kriging variance can be calculated with an estimated variogram and the known location of existing sampling points. The kriging variance solely depends on the spatial dependence and configuration of the observations (Cressie 1991) . Van Groenigen et al. (1998 Groenigen et al. ( , 1999 suggest that initial sampling schemes should be optimized for a reliable estimation of the variogram function, which can either be used for the prediction of the variable under study or to help designing additional sampling phase(s). For the former, two strategies have been suggested in the literature:
a. a geometric coverage of sample points over the study region is generally desirable to guarantee enough pairs of points at different distances.
b. points need to be distributed in the multivariate field to capture as much variation as possible.
Moreover, optimal sampling strategies exist to reduce the kriging variance associated with the interpolation process. The next paragraphs illustrate three common objectives in spatial sam-pling: variogram estimation, minimization of the kriging variance and sampling in a multivariate field.
Designs for variogram estimation.
Traditional ways to evaluate the goodness of a sampling scheme do not incorporate the spatial structure of the variable. The increasing use of geostatistics as a least-squares interpolation technique, however, has fostered research on optimizing sampling configurations to maximize the amount of information obtained during a first sampling phase. Matérn (1960) and Yfantis et al. (1987) have suggested that the use of an equilateral triangular sampling grid (Figure 4) can yield to a very reliable estimation of the variogram and predict the mean over a study region, assuming radially symmetric, decreasing covariances. no nugget effect, the benefits of the optimization procedure are somewhat restrained. In the presence of a nugget effect, a random sampling configuration will score poorly, because of the limited information offered by random sampling for small distances.
The reliability of the variogram function depends on the number of pairs of points within each distance band. Russo (1984) and Warrick and Myers (1987) have proposed some strategies to reproduce an a priori defined ideal distribution of pairs of points, based on a given variogram function. The procedure allows to account for the variation in distance and direction (anisotropy * ). Corsten and Stein (1994) (MMSD) requires all sampling points spread evenly to ensure that unsampled locations are never far from a sampling point. The second criterion suggested by the authors of deterministic nature, resulting an even spreading pairs of points across the study area, which is similar in nature to a systematic pattern.
Optimal designs to minimize the kriging variance
The Kriging procedure generates a minimum-error estimate of the variable of interest. This uncertainty is minimal -or zero when there is no nugget effect-at existing sampling points and increases with the distance to the nearest samples. One approach suggested in the literature is to design a sampling configuration to minimize this uncertainty. Since continuous sampling is not feasible, seeking the best sampling procedure must be carried out on a discretized grid.
Using an a priori variogram model (Eq. (4)), it is possible to design an initial sampling scheme S to minimize the overall kriging variance (Eq. (8)), or the maximum kriging variance (Eq.
( 9)).
Minimize {s 1 ,...,sm}
Minimize {s 1 ,...,sm} Burgess et al. (1981) estimate kriging variances for different scenarios of sampling densities, nugget effects and size of study regions. The strategy attempts to identify the minimum number of samples necessary to reach a certain level of kriging variance. General findings are the increase * Anisotropy is a property of a natural process, where the autocorrelation among points changes with the distance and direction between two locations. We talk about an isotropic process however when there is no effect of direction in the spatial autocorrelation of the primary variable.
of the prediction error as the nugget effect increases, or when the sampling density is reduced.
An equilateral triangular configuration of sampling points (Figure 4(c) ) is best under isotropic conditions, but a square grid at the same density is nearly as good, and is preferred for data collection convenience. An equilateral triangle design will keep the variance to a minimum, because it reduces the farthest distance from initial sample points to non sample points. A square grid performs well, especially in case of isotropy (McBratney et al. 1981a (McBratney et al. , 1981b .
When directional discontinuities are present, a square grid pattern is preferred to an hexagonal arrangement (Olea 1984 , Yfantis et al. 1987 .
2.3 Sampling in a multivariate context. McBratney and Webster (1983) have discussed the importance of spatial sampling to multivariate fields. Sample data can be very difficult to collect, and very expensive, especially when monitoring air or soil pollution for instance (Haining, 1990) . Secondary data can be a valuable asset if they are available continuously over a study area and combined within the primary variable (Hengl, Rossiter and Stein, 2003) . Secondary spatial data sources can include maps, digital elevation models, national, socioeconomic and demographic census data. Cross- Secondary variables should be used to reduce the sampling effort in areas where their local contribution in predicting the primary variable is maximum (Delmelle, 2009) . If a set of covariates predicts accurately the data value where no initial sample has been collected yet, there is little incentive to perform sampling at that location. On the other hand, when covariates perform poorly in estimating the primary variable, additional samples are necessary.
Second-phase sampling
Second-phase spatial sampling is defined as the addition of new observations to improve the overall prediction of the variable of interest. A set M of m initial measurements has been collected, and a variogram that summarizes the spatial structure of the variable of interest will help to determine the location and size for an additional set and location of their samples. It is generally agreed in the literature that the objective function aims to collect new samples to reduce the prediction error (kriging variance) by as much as possible.
Mathematical expression for minimizing of the kriging variance in a second phase.
We add a set of n new sample points to the initial sample set of size m. Using the variogram function from the first sample set, the change in kriging variance △σ 2 k is over all grid points s g :
where σ old k is the mean kriging variance calculated with the set of [m] initial sample points and σ new k is the mean kriging variance with the [m + n] additional set of points. From Eq.( 10):
The objective function helps to locate the set of additional n points that will maximize this change in kriging variance (Christakos and Olea 1992 , Van Groenigen et al. 1999 , Rogerson et al. (2004 ). The n additional points are to be chosen from a set of size (N − m), i.e. all possible sample sites in D except the m ones selected during the first sampling phase. In that case, there are N −m n possible combinations and it is almost impossible to find the optimal using .
The objective function is formulated as:
Incorporating secondary information in a second sampling phase. New samples can be collected in areas where secondary variables do not provide good estimates of the primary variable. Consider the situation where the primary data is supplemented by k additional secondary variables X i (∀i = 1, . . . , k) available at G grid nodes s g (g = 1, 2, . . . , G). Local regression techniques such as Geographically Weighted Regression (Brundson et al. 1996) provide locally linear regression estimates at every point i, using distance weighted samples. Our goal is to sample in those areas characterized by low local r 2 , since it is in those areas that covariates are not performing well in predicting the outcome of the primary variable. A local r 2 can be conceived as how well covariates predict the main variable locally, for instance from a GWR model.
Formulating the second-phase sampling problem. This approach proposed by Cressie and has been applied by Rogerson et al. (2004) and Delmelle and Goovaerts (2009) to weight the kriging variance by suitable weighting function w(·), where the importance of a location to be sampled is represented by a weight w(s), that is location-specific.
The weight should reflect the importance provided locally by covariates, but could also account for the rapid change in spatial structure of the primary variable at s g (Delmelle and Goovaerts 2009).
Numerical example
A numerical example is provided to gain insight into the sampling problem structure. The goal is to maximize the change in the weighted kriging variance. As an hypothetical example,
we simulated a synthetic snowfall data in a 10 × 10 kilometers bounding box. Minimizing the kriging variance. Figure 5 displays the initial set of 50 measurements and the associated interpolated map, based on an exponential semivariogram with a range of 3000 meters, a nugget effect C(0) = 0 and sill a = .025. The amount of snowfall is simulated to be minimal in the upper Northwestern corner and increases steadily South-Eastwards. Figure 6 on the left is an interpolated contour map of the prediction error. The variance increases away from the existing data points, to reach maximum values in the corner of the study area. The right figure displays the discretized study area, generating a set P = 51 × 51 potential points. If the goal is to maximize the change in kriging variance only (Eq. (13)), the location of the new points would be far away from existing ones. sample point that would optimize Eq. (14). To find the point that would maximize the change in kriging variance, summed over all grid points, an iterative procedure is necessary which evaluates the score of each candidate sample point to the objective function. Such an enumeration can be very time-consuming, and for computational purposes, it is less demanding to select a point where the weighted kriging variance value is maximum. From Figure 7 , the location of the point exhibiting the maximum weighted kriging variance was [670600; 4718200]. Once an optimal (or near optimal) point has been added, it is possible to recompute the objective function. It is also desirable to adapt the constraints as the iteration continues.
Search strategies
The set of candidate sampling locations may be large, and it is often desirable to rely on heuristic techniques to return an acceptable solution in a limited time frame. A heuristic guides the search towards a sample set S that is optimal (or near optimal) to a predefined objective function, for instance the set S * is optimal to the objective function J defined in Eq. ( Specifically, the three first methods usually remain stuck in a local optimum while the last three -also called metaheuristics-may find the optimal solution s * . Greedy leads to a unique solution S + 0 and does not explore the entire set of candidate samples. Simulated annealing authorizes to occasionally decrease the objective function (in our case to be maximized) in order to continue exploring for better solutions. Note that the simulated annealing algorithm does not always converge. Both tabu search and genetic algorithm techniques have not been applied to sampling optimization. They both lead to an optimal solution, yet the tabu search algorithm tend to cycle.
Conclusion
Accurate and effective spatial sampling strategies are very important when researchers are limited by their available budget (or time). A careful design is crucial to identify the main features of the phenomenon under study, and avoid that its spatial characteristics are remaining unnoticed. For instance, incorporating some randomness in a systematic sampling design may be useful to document patterns with periodicities. Once initial samplings have been collected, a variogram can be built, which can ultimately help designing a second phase sampling survey (away from existing samples and where the variation is maximum). When the set of candidate locations is large and the objective non-linear, heuristic methods may be necessary to find a set optimal to some sampling criteria. The methods illustrated in this chapter may easily be extended to areal data (for instance census tracts or socio-economic strata). Some areas may be deemed more important for sampling, and the proposed objectives are flexible to reflect sampling priorities.
