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I. Introduction.
In this paper we describe certain remarkable connections that exist between
mathematical developments in quantum field theory (and euclidean field theory)
and filtering theory (and in general,system theory). Roughly speaking, the
Kalman filter is the mathematical analog of a free quantum field (in a precise
sense) and the study of non-linear filtering is the analog of the study of inter-
acting quantum fields. Due to lack of space we only sketch this theory in this
paper and the details of this work will be presented elsewhere. Some of these
ideas were presented in an earlier paper of this author (MITTER [11).
II. The Free Quantum Field (after I.E. Segal).
We shall assume that the reader is familiar with the theory of gaussian
measures on infinite dimensional spaces as developed by Segal and Gross (cf.
SEGAL [1] and GROSS [1]).
Let H' be a given real Hilbert space and let g denote the weak probability
distribution on H' known as the centred isotropic normal distribution. This may
be defined as follows:
A cylinder set in H' can be described in
C = {x £ H'I(<x, y1>. . . , <x, y >) * Al
where yl, . . . , y are orthonormal, A £ B(R ) and <.,-> denotes the scalar pro-
duct on H'. Let P : H' - span (Y1,.', yn) denote the orthogonal projection.
Then
C = {x £ H'IPx £ DI where D = C nRange (P)
For each a > 0, let 2
(2.1) 1o(C) = (27a)-n 2f dx
D
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where n = dim (Range (P)) and dx = Lebesque measure on Range (P). (The centred
isotropic normal distribution corresponds to taking a = 1).
The measure as defined above is countably additive on the o-ring SK (collec-
tion of cylinder sets based on K = span (Y1,..., Yn)), but is only finitely addi-
tive on R, the ring of all cylinder sets. Also V as defined above does not have
a countably additive extension on H'.
An integration theory over (H',g) can be developed and the space L 2(H',g)
can be constructed using appropriate completion arguments (cf. SEGAL [2] for a
survey of these ideas).
Definition: The Free Boson field over a given complex Hilbert space H may be
defined as O(H) = (K, W, r, v) consisting of
(1) a complex Hilbert space K
(2) a Weyl system W on H, that is, a strongly continuous mapping z ' W(z) :
H -+ U(K) (the space of unitary operators on K) satisfying the Weyl relations
(2.2) W(z)W(z') = exp(Q Im<z,z'>)W(z+z'), Vz, z' c H
(3) A continuous representation r : U(H) - U(K)
(2.3) (U)W(z) (U)- = W(Uz) VU U(H) Vz £ H
(4) a unit vector v £ K s.t. r(U)v = v and v is a cyclic vector for W
(5) r is positive in the sense that if A £ L(H), A > 0 and self-adjoint, then
dr(A) = self-adjoint generator of the one-parameter unitary group.
[r(e )It S RI is also non-negative.
Using appropriate standardizations SEGAL [3] has proved
Theorem 1. There exists a unique Weyl system W and a representation r of U(H)
such that (L 2(H',g), W F, v) represents the free Boson field.
Remark: In terms of the above notation from Stone's theorem W(z) = eilP(Z) where
4 is a mapping from H to the self-adjoint operators on K. Now if Hr is any real
r
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subspace of H such that H = H r iH (over the real field) then the restriction
r r
map 6H ) relative to the expectation values defined by the functional
E(A) =<Av,v> for any operator A in the ring of operators generated by ei4(x),
x £ H is upto an isomorphism the centred isotropic normal process over H .
This may be seen as follows. The 9(x) for x £ H are mutually commutative and
determine a maximal abelian ring of operators and hence may be identified with
the multiplication operators associated with certain real measurable functions
acting on L2 (M,m) for a suitable measure space (M,m). Now (e i(x) = e 4
E (e ) where $ is the weak-distribution corresponding to white noise
(centred isonormal process) and E denotes expectation. Hence Q may be chosen as
the probability space of white noise such that expection values for operators in
K and for random variables on Q are equal. This isomorphism is due to SegaL,
The generator dr(A) as defined previously is the "number operator" of quantum
mechanics. It is best studied not on L 2(H',g) but on the isomorphic Fock space
H o
e = H R H E H AS H $ . . . . considered as a direct sum of tensor products ofS
Hilbert spaces. Here H = C and H is the complexification of H'. The action of
dr(A) on e is essentially the action of A $ ... A on the Hermite polynomials,
H
which span e . If we take A = I then dr(I) essentially represents the dynamics
of an infinite number of harmonic oscillators.
Now the free Boson field could also be interpreted as a unitary representa-
tion of the Heisenberg group and this interpretation will be important in the sequel.
Before we close this section we shall state a theorem of Shale (SHALE [1]).
We have now constructed the free field starting with a Guassian measure on H'
with covariance | x j12 Let A : H' + H' be a bounded positive operator with bounded
inverse and let g' denote Gauss measure on H' with covariance 2 I|Axi2 . We can
now construct the corresponding quantum field where the representation space K is
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L (H',g'). We can ask the question whether the two fields are unitary equivalent.
This is really a question on relative absolute continuity of measures and the answer
is provided completely:
Theorem 2. A necessary and sufficient condition for the two fields to be unitary
equivalent are that A - I be Hilbert Schmidt.
III. Kalman Filtering and the Free Quantum Field.
Let (Q, A, P) be the probability space on which all random variables are
defined. Consider the linear filtering problem
(Yt = z ds + t
(3.1) = (h, xs)
i St j i · sds+ 
xt = Fx ds + gdW
o o
In the above, y is the scalar observation process, z is the scalar signal
process, x is an Rn-valued state process, F is an n x n matrix and g is an n-vector.
n and W are independent standard Wiener processes.
We first consider the linear filtering problem of recursively obtaining
E(xtFY) where FY is the a-field generated by {ys, 0 < s < ti. As is well
t tt t
known the innovation process
t
(3.2) Vt = Yt - (h, x)ds
is standard Brownian motion. Now, from standard theory
x = jks(T)dyT ,where k (-) £ L2 (0, s; Rn).
Hence equation (3.2) can be written as
(3.3) Vt = Yt (h, k (T)dyT)ds, which we write in obvious operator form asf fs
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(3.4) v = (I - K) y, where we regard y as an element of H (0, 1; H ) and v as
an element H (0, 1; iP) (H is the space of absolutely continuous functions with
derivatives in L2 and ly is the Gauss measure corresponding to the y-process
and Pv is the Gauss measure corresponding to the V process). The
operator K is obviously Hilbert-Schmidt. The Kalman filter is essentially the action
of the operator I - K on the observation process y to produce the innovation process
V. By the Segal-Feldman theorem Py and pv are equivalent and by Theorem 2 (Shale) the
quantum field's corresponding to the Gaussian measures Py and pV are unitarily
equivalent. Hence the Kalman filter is isomorphic to the free quantum field ob-
tained from the innovations process V.
A different view of this fact can be obtained by considering the partia±l dtier-
ential equation describing the unnormalized conditional density. For this purpose
take
z = x , 0 and g 1 in (3.1).
Then the unnormalized conditional density pt(x,w) (given y , O < s < t) is given
by the stochastic partial differential equation
1 2 t >0.(3 5) dpt (X,W ) 2 2 Pt(X ,) dt + xpt(x,w) dyt t > 0
This equation may be written in Stratanovich form as the ordinary partial differ-
ential equation
(3.6) t 1 a 2 2) (3.6)
It has been emphasized by BROCKETT [1] and the author (cf. MITTER [1]) that the
oscillator algebra has an important role to play in explicitly integrating this
equation. If we denote by 1 2 1 2 d
H = - + - x = x and by P = then we2 x2 2 d
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can compute (on some common dense invariant domain say C (]R))
[H, Q] =P
(37) [H, P] = -Q
[P, Q] =I
The abstract Lie algebra represented by (3.7) is known as the oscillator
(1)
algebra. All its unitary irreducible representations can be obtained, for ex-
ample, using the theory of AUSLANDER-KOSTANT [1]. On some common invariant do-
main S C L2(]R) it may be represented by
P d- 
dx
Q h- - ix
I ho_ i
i
H - - - (P +Q ) , which is the Harmonic oscillator representation of
quantum physics. This representation can be considered to be a unitary dilation
of the Kalman filter representation. Equation (3.6) can thus be justifiably
called an assembly of (euclidean) forced harmonic oscillators, one for each w.
We can show rigorously that the Lie algebra (3.7) can be integrated and this
specifies the filter.
IV. Other Applications.
The isomorphism exhibited between Kalman filtering and the free quantum field
has other applications.
Fock space ideas have applications to certain non-linear filtering problems
(cf. MARCUS-MITTER-OCONE).
Suppose A : H' + H' is a contraction. Then r(A) is a contraction from L(H ' )
to LP(H') for 1 < q < p < - provided IIAJI < q
(1) after complexificatp-lon
(1) after complexification
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This is a theorem of Nelson (NELSON [1]). This theorem has applications to obtain
estimates on the product of Ito multiple integrals and to expansion of non-linear
functionals of white noise. These ideas have been exploited in obtaining expan-
sions for filter representations (cf. MITTER-OCONE [2]).
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