Background: Many systematic reviews of randomized clinical trials lead to meta-analyses of odds ratios (ORs). The customary methods of estimating an overall OR involve weighted averages of the individual trials' estimates of the logarithm of the OR. That approach, however, has several shortcomings, arising from assumptions and approximations, that render the results unreliable. Although the problems have been documented in the literature for many years, the conventional methods persist in software and applications. A well-developed alternative approach avoids the approximations by working directly with the numbers of subjects and events in the arms of the individual trials.
M
any disciplines synthesize evidence on research questions that can be stated in terms of a numerical measure of effect for an intervention (eg, the rate of myocardial infarction in a comparison of drugs). The process of synthesizing evidence involves specifying the question, searching for all studies that reported relevant evidence, retaining those that have adequate quality, extracting their reported data on the focal effect, and, finally, analyzing those data to assess the available evidence on the research question. 1 The term "meta-analysis" is sometimes applied to the entire process of research synthesis. More often, however, it refers to the statistical analysis of the assembled data. One goal of meta-analysis is to estimate the overall effect of the intervention by combining data from individual studies. This article focuses solely on randomized controlled trials (RCTs).
Often the data on the effect of the intervention are the frequencies of an event (eg, myocardial infarction or death) in the intervention group and the control group of each study (Table 1) . Among the measures of effect calculated from these frequency data, perhaps the most common is the odds ratio (OR = ad/bc). Meta-analyses have used various statistical techniques to estimate an overall effect that summarizes the effect sizes from the individual studies. The majority of these methods involve approximations that rely on the assumption that each study has a large sample size, but actual sample sizes are often not large. Alternative methods have been developed that do not use those approximations.
Using a dataset from the literature, this article demonstrates the use of an alternative method and conventional methods (for comparison) when the available data are the number of events and the number of subjects in each arm of each RCT. We show how to carry out the analysis in SAS, Stata, and R.
In the sections that follow we introduce an example involving 19 randomized trials that studied endoscopic sclerotherapy for the prevention of first bleeding and reduction of mortality in patients with cirrhosis and esophagogastric varices; briefly review the 2 main categories of modeling approaches (fixed-effect and random-effects models) in meta-analysis; discuss conventional statistical methods that use studylevel ORs (and hence assume that the individual studies have large samples) to estimate the overall effect; discuss an established alternative statistical method that directly uses the studies' numbers of events and numbers of subjects to estimate the overall effect; apply both the conventional methods and the alternative method to the data from the studies of sclerotherapy; describe programming of the alternative statistical method in SAS, Stata, and R, with attention to choices of options other than the defaults for some commands; and provide recommendations and some concluding discussion.
METHODS Example
To make the details of the approaches concrete, we use data from Pagliaro et al, 2 who used meta-analysis to assess the effectiveness of endoscopic sclerotherapy in the prevention of first bleeding and reduction of mortality in patients with cirrhosis and esophagogastric varices. The data came from 19 randomized trials. For the treatment and control groups in each trial Table 2 lists the total number of subjects, the number of deaths, and the number of subjects with bleeding. The number of trials (19) is moderate. The numbers of subjects in each of the groups in those trials are also not large. Except for 143 in 1 trial, the number in the treated group ranges from 13 to 73; the corresponding numbers in the control group are 138 and 16 to 72. Two studies have 0 events in one of the groups. A number of other authors have used these data in examples, including Higgins and Whitehead, 3 Thompson et al, 4 Thompson and Sharp, 5 Whitehead, 6 Lu and Ades, 7 and Simmonds and Higgins. 8 
Statistical Methods

Approaches: Fixed Effect and Random Effects
Approaches to meta-analysis generally separate into 2 categories, according to their assumption about the studylevel effects. Fixed-effect methods assume that a single overall effect underlies all of the studies and that the observed study-level effects differ from that true effect only because of sampling variation within each study. This assumption may be appropriate when the studies have essentially the same design, intervention, patient population, and outcome measures. Usually, however, designs, patients' characteristics, and details of the intervention vary among studies; and it is more realistic to account for variation in the true effects by regarding them as coming from a distribution of study-level effects. Thus, random-effects methods focus on estimating the mean of that distribution and also the distribution's variance (as a summary of the heterogeneity of the study-level effects).
Conventional Methods Using Study-level Effect Sizes
When the outcome for each subject is binary, the common methods of meta-analysis (both fixed-effect and random-effects models) use the logarithm of OR as the effect size in each study, along with an estimate of its variance (usually
Those estimated variances are usually assumed to be equal to the true variances. In practice this assumption is made routinely, regardless of the sample sizes, with the consequence that the results of the meta-analysis may be unreliable. Technically, the formula
cannot be correct: whenever any of a, b, c, and d has a positive probability of being 0, the true variance of log(OR) is not finite. The formula corresponds to the variance of the normal distribution that the distribution of log(OR) approaches as n I and n C become large. Adding a positive constant to the count in each cell avoids nonfinite variance, but hardly any empirical evidence is available on how closely the distribution of the modified log(OR) resembles a normal distribution.
To describe the conventional methods for fixed-effect and random-effects models more specifically, we denote the estimated effect from Study i [such as log(OR)] by y i and its estimated variance by s The conventional fixed-effect estimate of the overall effect, m, is a weighted mean with
It is customary to estimate the variance of y w by 1/ Sw i , but this approach relies heavily on the assumption that s 2 i is the true variance of y i (which we denote by s 2 i ) or the assumption that the number of subjects in each group is large.
In the conventional random-effects model each observed study-level effect has 2 sources of variation: withinstudy (s The conventional random-effects estimate of m is a weighted mean, with weights that reflect both sources of variation, w 2 ). The random-effects approach summarized above is the basis for the procedure described by DerSimonian and Laird. 9 They obtain an estimate of t 2 by using the method of moments: setting Q ¼ Sw i y i À y w ð Þ 2 equal to an expression for its expected value and solving to producê
(the max operation avoids negative estimates of betweenstudy variance, butt 2 ¼0 is still possible; then w
Unfortunately, the derivation of the expected value of Q assumes that s
A number of studies, using extensive simulations, have found that the resulting 1/ Sw Ã i tends to underestimate the variance of y Ã w and leads to confidence intervals (CIs) (based on a normal distribution) that have lower than nominal coverage (eg, at the 95% level) of m. [10] [11] [12] Also, some studies have found substantial bias in y Ã w as an estimate of m. 11, 13 Despite these shortcomings, the DerSimonian-Laird procedure (DL) is the default method in many meta-analysis software programs. We discuss software further below.
Methods have been developed to address the shortcomings of the DL method. To estimate the variance of y Ã w , Hartung and Knapp and, separately, Sidik and Jonkman developed an alternative method (the HKSJ method). The HKSJ CI has been shown to perform better than DL even when the number of studies is small and sample sizes are unequal. 12 However, the HKSJ method uses the same estimate of m as DL.
Hardy and Thompson 14 proposed the profile-likelihood method to estimate m and t 2 and also a 95% CI for t 2 . By assuming a normal distribution for each y i and a normal distribution (with mean m and variance t 2 ) for the random effects, they obtain a joint likelihood and thus maximumlikelihood estimates for m and t 2 . They use profiles of the likelihood surface to determine a 95% CI for m and a 95% CI for t 2 , each of which reflects the fact that the other parameter is being estimated. Also, those CIs are not forced to be symmetric about the point estimates. Against these favorable properties one must consider that the s 2 i (which usually are only approximate) are still used as if they were the s 2 i and that a normal distribution for each y i is a strong assumption, especially when y is log(OR).
For log(OR) and some other measures of effect, all of these conventional methods do not take into account correlation between the y i and the s 2 i , which violates one of their assumptions (that, in the random-effects model, the m i and the e i are independent). From the expressions given earlier, log(OR) and its estimated variance are both functions of a, b, c, and d. Tang shows, mathematically and graphically, the relation between the underlying risk in the treated group and the study's fixed-effect weight (ie, the reciprocal of s 2 i ). 15 
Alternative Methods Using Number of Events and Number of Subjects in Each Group
When the numbers of events (and the sample sizes) in the intervention and control groups can be extracted for each of the studies, the meta-analysis can use those data directly and avoid the difficulties associated with using the studies' sample log(OR) and its estimated variance. 8 Letting n Ii denote the sample size in the intervention group of Study i and p Ii denote the probability of an event for an individual in that group, the analysis models the number of events, x Ii , as an observation from the binomial distribution bin(n Ii ,p Ii ). Similarly, the number of events in the control group, x Ci , is modeled as an observation from bin(n Ci ,p Ci ). For a fixed-effect meta-analysis a straightforward logistic regression model uses the logit transformation, logit(p) = log e [p/(1 À p)], to connect binomial probabilities with effects:
Here g i is the log-odds for the control group in Study i, and m is the common (ie, overall) log-odds-ratio. The data enter through the binomial likelihoods for x Ci and x Ii . This approach incorporates the possibility that Z1 of the cell counts in Table 1 equal 0.
Turner et al 16 approach the corresponding randomeffects meta-analysis as a multilevel model (a type of generalized linear mixed model); the 2 levels are within-study variability and between-study variability. When the measure of effect is log(OR), the result is also known as a mixedeffects logistic regression model:
(as in the fixed-effect model, the g i are nuisance parameters). Stijnen et al 17 survey approaches to random-effects metaanalysis of event outcomes and discuss the disadvantages of the conventional approach.
The approach of using a generalized linear mixed model does not readily extend to the log of the rate ratio, log(RR) = log(p I )À log(p C ), or to the risk difference (RD), p I À p C . Complications arise because the calculations must ensure that estimated values of p I and p C remain between 0 and 1. Research on alternative approaches is ongoing.
One can also consider a Bayesian approach to metaanalysis, as described, for example, by Dias et al. 18 For log(OR) the Bayesian analysis uses the same basic model as the mixed-effects logistic regression. It also requires prior distributions for m and t 2 (or t). Markov chain Monte Carlo calculations then yield entire posterior distributions for m, t 2 , and other quantities. At present a Bayesian analysis requires specialized (but freely available) software and more programming than a mixed-effects logistic regression. The assistance of a statistician who has experience with Bayesian meta-analysis is likely to be essential.
Software
Fixed-effect and random-effects meta-analyses based on the study-level sample log(OR) and s 2 i are available in a number of software environments, including the Cochrane Collaboration's Review Manager (RevMan, tech.cochrane.org) and the Stata user-contributed commands metan and metaan. 19 For random-effects meta-analysis the DL procedure is often the default (as in RevMan) or the only option. In view of the documented shortcomings of DL, this situation is unfortunate. The profile-likelihood method is an option for the command metaan in Stata. To analyze the example dataset by the conventional approach, we used metan and metaan in Stata to fit the fixed-effect model by the weightedmean method and to fit the random-effects model by the DL and profile-likelihood methods. These 2 commands add 0.5 to all 4 cells for a study when at least 1 cell count is 0.
For working directly with the numbers of events and the sample sizes in the studies' 2 groups, a fixed-effect meta-analysis can use ordinary software for logistic regression (most software accepts either binomial data or individual binary data). Random-effects meta-analysis based on a mixed-effects logistic regression model, however, requires more-complex software, because estimation involves integrating out the random effect (u i ). Current software handles the numerical integration using several approximation methods, including Laplace approximation and adaptive Gauss-Hermite quadrature (AGHQ), and offers sophisticated users a variety of options to control the process. Because the software is designed to fit many types of mixed-effects logistic regression models, the default options may not be satisfactory for meta-analysis. Thus, we offer advice on expressing random-effects meta-analyses as mixed-effects logistic regression models in several software environments and on choosing the appropriate options.
We use the software packages SAS, Stata, and R to demonstrate fitting the mixed-effects logistic regression model for meta-analysis of the sclerotherapy data, using the numbers of events and numbers of subjects in each trial. We used the procedure glimmix in SAS and the commands melogit in Stata and glmer in R. Each has the necessary options, but a different default method. Maximum likelihood (ML) with AGHQ is the default for melogit in Version 14 of Stata and also for glmer in R. The default number of quadrature points is 7 in melogit; in glmer; however, it is 1, which reduces to the Laplace approximation. Higher numbers of quadrature points provide better approximation of the likelihood function, but the improvement levels off. 20 The SAS procedure glimmix has many more options, and its default is restricted maximum likelihood (REML) using Taylor-series expansions. 21 To obtain estimates of the variance parameters of the random effects, REML maximizes the likelihood that has the fixed effects subtracted off (called residual or restricted likelihood). The estimates obtained via ML are biased when the samples are small, whereas REML estimates are more nearly unbiased. Therefore REML is a good alternative to ML when the sole focus is on estimation of the variance components. 22 For consistency we use the same estimation method, ML and AGHQ with 7 quadrature points, in the 3 software procedures/commands to demonstrate the use of mixed-effects logistic regression for meta-analysis. The AGHQ method usually provides a good approximation to the likelihood and is considered the most reliable approximation method for single-level random-effects models. The Appendix, Suppemental Digital Content 1 (http://links.lww.com/ MLR/B335) lists the coding for this analysis in the 3 software packages. Other procedures and commands, such as PROC nlmixed in SAS and glm and meglm in Stata, can also be used to fit fixed-effect and mixed-effects logistic regression models for meta-analysis.
and Figure 2 (bleeding outcome). In Table 3 (death outcome) and Table 4 (first bleeding outcome) the top panel shows the results for the random-effects model, and the bottom panel shows the results for the fixed-effect model; each panel includes conventional meta-analysis approaches using studylevel log(OR) and its estimated variance and meta-analyses based directly on the numbers of subjects and the numbers of events. We first compare the results from conventional versus alternative methods in the random-effects model. We then compare those results with the results of the fixed-effect model for both conventional and alternative methods. The area of each square is proportional to the sample size of the study. On the basis of t distribution (df = 18) AGHQ indicates adaptive Gauss-Hermite quadrature; ML, maximum likelihood; NA, not available (from either the estimation method or the software).
Death Outcome
Random-effects Model
For the direct random-effects meta-analysis that uses mixed-effects logistic regression, Stata, R, and SAS produced the same estimates (to 3 decimal places) of the overall treatment effect, m [expressed as log(OR)], and its SE (Table 3). However, the 95% CI produced by Stata is based on the normal distribution, whereas SAS uses a t distribution (on k À 1 = 18 df, to reflect the uncertainty in estimating t 2 ). The estimate of m obtained from the mixed-effects logistic regression model differs from those obtained from the DL and profile-likelihood methods (À 0.374 vs. À 0.349 and À 0.342). Further, the 95% CIs from the mixed-effects logistic model (À 0.683 to À 0.065 and À 0.706 to À 0.042) do not contain 0, whereas the CIs from the conventional approaches do (DL: À 0.704 to 0.007, profile likelihood: À 0.704 to 0.000).
Mixed-effects logistic regression in Stata, R, and SAS also produced the same estimate of the between-study variance, t 2 . This estimate is substantially smaller than those obtained from the conventional random-effects meta-analysis based on study-level summaries (0.191 vs. 0.324 and 0.258). PROC glimmix in SAS and melogit in Stata gave the same estimated SE of t 2 , but glmer in R does not provide an estimated SE. Stata also provided a 95% CI for t 2 (0.053 to 0.680). The conventional method using profile likelihood also provided a 95% CI of t 2 (0.000 to 0.781).
Fixed-effect Model
The fixed-effect logistic regression model produced an estimate of the overall treatment effect slightly different from that produced by the conventional meta-analysis approach (À 0.287 vs. À 0.260). Both of these estimates differ substantially from the corresponding random-effects estimates. As the 95% CIs for the between-study variance do not include 0, these differences are to be expected. Usually, a random-effects model is more appropriate than a fixed-effect model.
First Bleeding Outcome
Random-effects Model
Similar to the death outcome, fitting a mixed-effects logistic regression model in Stata, R, and SAS produced the same estimates (to 2 decimal places) of the overall treatment effect, m, and its SE for the bleeding outcome (Table 4) . These estimates differ slightly from those produced by the DL method (m: À 0.649 vs. À 0.610, SE(m): 0.276 vs. 0.270).
Mixed-effects logistic regression in SAS, R, and Stata also produced the same estimate (to 2 decimal places) of the between-study variance, t 2 , and its SE. Although this estimate of t 2 is quite similar to that produced by the profilelikelihood method (1.06 vs. 1.04), the two 95% CIs are quite different (0.421 to 2.684 vs. 0.000 to 2.651).
Fixed-effect Model
For the bleeding outcome the fixed-effect logistic regression model produced a different estimate of the overall treatment effect, m, than that from the conventional approach (À 0.564 vs. À 0.487). Again, the results of the fixed-effect model are very different from those of the random-effects model. The forest plot in Figure 2 shows substantial variation in the study-level treatment effects (expressed as OR). The random-effects model is more appropriate than the fixedeffect model for the bleeding outcome as well.
DISCUSSION
We have demonstrated an alternative approach for meta-analysis of paired binomial outcomes that does not rely on the assumption of known within-study variances. The approach uses the numbers of events and subjects in the 2 groups in the studies to fit logistic regression models (fixedeffect or mixed-effects). We applied the method to data from 19 randomized trials of endoscopic sclerotherapy, using SAS, Stata, and R. Most of the results from the alternative approach are quite different from those produced by the conventional meta-analysis approaches, which use studylevel summaries that reduce the data to log-odds-ratio and its estimated SE. Those approaches also assume that withinstudy variances are known.
In some, perhaps many, instances the conventional approaches and the alternative approach may give similar results. Such anecdotal evidence, however, is outweighed by extensive simulation results showing that the conventional approaches are unreliable. Unfortunately, no criteria are yet available that characterize situations in which those methods are safe to use.
The alternative approach is straightforward and can be easily implemented in 2 commonly used commercial software packages, SAS and Stata, and 1 free software package, R. The Appendix, Suppemental Digital Content 1 (http:// links.lww.com/MLR/B335) includes the commands for the example. Some other alternative approaches, such as Bayesian methods, are available.
Additional care is needed for meta-analyses of rare events, when some studies report 0 events in 1 or, especially, both groups. Kuss reviewed and compared the available methods for handling "double-zero" studies. 23 On the surface our comparison of the results from several models resembles an approach advocated by Stoto 24 for meta-analyses of the risk of rare adverse events of drugs. He recommends that analysts use multiple statistical models for a meta-analysis (preferably by random effects) to assess the sensitivity of the results to the choice of model (and associated assumptions). Such an approach may be instructive, but criteria for making an objective choice among models require careful attention. We would start by excluding models that are known to be unreliable or are generally considered inappropriate for the particular meta-analysis. Some of the examples cited by Stoto include such models. Interestingly, none of those examples include the alternative approach that we recommend, although it would avoid or mitigate some of the difficulties that arise with rare events.
Although the randomization in an RCT generally produces groups that are balanced on patient-level covariates (both measured and unmeasured), studies sometimes report ORs that have been adjusted for selected covariates. Before using adjusted ORs (and their SEs) in a meta-analysis, it is important to consider the covariates involved in the adjustment in each study. If studies adjusted for different sets of covariates, their adjusted ORs are not comparable, and it may not be appropriate to combine them. Adjustment for differences in study-level characteristics, however, may offer a way of accounting for some of the heterogeneity that would otherwise be summarized in the between-studies variance (t 2 ). By incorporating study-level covariates, mixed-effects logistic regression models can readily handle such a meta-regression.
Recommendations
(1) When the number of events and the sample size of each study group in the studies are available, we recommend alternative approaches based on fitting logistic regression models (fixed or mixed) directly to those data. This choice avoids the approximations and assumptions in the conventional meta-analysis approach adopted by commercial software such as RevMan and the metan and metaan commands in Stata; for ORs, the conventional approach should be discontinued. summaries such as OR and rate ratio, and conventional meta-analysis approaches must be used (eg, the rate ratio is not compatible with logistic regression), methods that account for the sampling variation in the estimate of the between-study variance (eg, profile likelihood) are preferable. The method used by RevMan and by another commercial system, Comprehensive Meta-Analysis (Biostat Inc. www.Meta-Analysis.com,) is inappropriate. (4) Because studies generally have some degree of heterogeneity, meta-analyses should use a random-effects model, in the absence of clear reasons for using a fixed-effect model (eg, all studies had the same design and the same population). Formal tests for homogeneity based on the statistics Q and I 2 are problematic. 25 If studies are actually homogenous, the results from a random-effects model will be similar to those from a fixed-effect model. "Describe statistical methods with enough detail to enable a knowledgeable reader with access to the original data to verify the reported results."
