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Анотація. Наведено базові положення критерію ефективності для алгоритмів паралельної обро-
бки масивів даних. Виконано порівняльний аналіз паралельних алгоритмів багатооперандного під-
сумовування. Показано переваги позрізової обробки векторних масивів даних. 
Ключові слова: критерій ефективності, коефіцієнт узгодженості, позрізова обробка, векторний 
масив даних. 
 
Аннотация. Приведены базовые положения критерия эффективности для алгоритмов парал-
лельной обработки массивов данных. Выполнен сравнительный анализ параллельных алгоритмов 
многооперандного суммирования. Показаны преимущества посрезовой обработки векторных мас-
сивов данных. 
Ключевые слова: критерий эффективности, коэффициент согласованности, посрезовая обра-
ботка, векторный массив данных. 
 
Abstract. The basic provisions of the efficiency criterion for the parallel processing of data algorithms are 
presented. A comparative analysis of parallel algorithms of multi-operand summation is conducted. The 
advantages of the multi-sliced processing of vector data set are shown. 
Keywords: the criterion of effectiveness, consistency factor, sliced processing, a vector data set. 
 
1. Введение 
Среди методов повышения производительности вычислительных средств, в частности, в 
составе интеллектуальных систем, например, в интеллектуальных робототехнических си-
стемах [1], среди первоочередных задач необходимо выделить создание адаптивных и па-
раллельных методов обработки больших массивов данных, а также их адекватное отобра-
жение на параллельные архитектуры вычислительных средств. 
Для сравнительного анализа известных и разрабатываемых параллельных методов 
обработки массивов данных обязательным является выбор показателей эффективности, 
которые учитывают характерный для конкретной задачи параллелизм, а также адекват-
ность предложенной для нее структуры [2, 3]. 
 
2. Актуальность 
Одной из наиболее часто используемых операций в процедурах обработки и анализа сиг-
налов и изображений, а также при распознавании образов [4–7], является операция много-
операндного суммирования или свертки элементов вектора [5], которая, в свою очередь, 
является наиболее сложной при аппаратном распараллеливании [6–8]. Широко известны 
два способа ускорения (распараллеливания) многооперандного суммирования: древовид-
ный алгоритм или алгоритм логарифмического суммирования [5] и алгоритм рекурсивного 
суммирования или алгоритм рекурсивного удвоения [6]. Основные характеристики этих и 
последовательного алгоритма приведены в табл. 1. 
Дальнейшее продвижение в процессе распараллеливания многооперандного сумми-
рования возможно только при использовании распределѐнной обработки, в данном случае 
векторного массива данных. Одним из таких подходов к распараллеливанию является ме-
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тод обработки векторного массива по разностным срезам [8−11], основные показатели ко-
торого также приведены в табл. 1. 
При сравнительном анализе трех приведенных способов параллельной обработки 
векторных массивов в качестве критерия эффективности как наиболее приемлемый вы-
бран коэффициент согласованности φА, основные сведения о котором изложены в работе 
[12]. Этот критерий эффективности позволяет учесть не только алгоритмический уровень 
параллелизма, но и соответствующие аппаратные затраты. 
 
Таблица 1. Основные характеристики алгоритмов многооперандного  суммирования 
Параметры 
Алгоритмы реализации оператора  
многооперандного суммирования 
Последова-
тельный  
алгоритм 
Алгоритм  
логарифмичес-
кого  
суммирования 
Алгоритм  
рекурсивного  
суммирования 
Алгоритм с 
посрезовой 
обработкой 
Количество 
тактов, t  
1n  2log n  2log n  цNn  
Количество 
процессоров 
(блоков), p  
1 / 2 1n p n  2log/ 2 / 2] [nn p n  n  
Общее количе-
ство операций 
алгоритма,  
( 1)L n  ( 1)L n  2( log )/ 2] [L nn  
23 3n n  
Время выпол-
нения алгорит-
ма, 
n
pT  
( 1)n  
2log n  2log n  
2n
pn T n  
Количество 
операций, L  
1 1 1 4 
Тип операций 
Суммирова-
ние 
Суммирование Суммирование 
Суммирова-
ние, 
вычитание, 
умножение, 
нахождение 
минимально-
го элемента 
 – время выполнения одного такта алгоритма, цN  – количество циклов,  
n  – размерность векторного массива 
 
Таким образом, целью данной работы является анализ эффективности способов па-
раллельной обработки векторного массива данных на примере многооперандного сумми-
рования его элементов. 
 
3. Базовые положения критерия эффективности 
Для коэффициента согласованности A  характерно следующее соотношение [12]: 
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,                                          (1) 
где C  – цена структуры по формуле 
                                                                    
1
S
i i
i
C c N ,                                                             (2) 
ic  – цена i -го блока, iN  – количество i -х блоков структуры, S  – количество блоков в 
структуре, 
i
 – коэффициент использования i -го блока, который можно представить сле-
дующим образом: 
                                                                  
1
1 L
i i l i l
lA
p
T
,                                                      (3) 
где 
AT  – время выполнения алгоритма, i l  – время реализации на i -м блоке операции l -го 
типа, i lp  – количество операций l -го типа, которые реализуются за время AT  на i -м бло-
ке, L  – количество типов операций алгоритма. 
В дальнейшем для упрощения расчетов примем, что цена каждого i-го блока одина-
кова, то есть 
                                                                   constcci
' .                                                            (4) 
Кроме того, для алгоритмов логарифмического и рекурсивного суммирования при 
условии 1L  (табл. 1), учитывая, что время il  реализации операции суммирования на 
каждом i -м блоке одинаково и равно в среднем времени  выполнения одного такта алго-
ритма суммирования, имеем 
                                                                   constil .                                                            (5) 
Итак, можно выполнить следующие преобразования для коэффициента 
i  
(3) ис-
пользования i -го блока: 
                                                    ii
A
p
p
T t
,                                            (6) 
где t  – количество тактов, AT t , ip  – количество операций, которые реализуются i -м 
блоком за время AT , причем 
                                                                         ,ip
p
                                                                (7) 
где  – общее количество операций алгоритма, p  – количество параллельных процессо-
ров, в данном случае, параллельно функционирующих блоков (табл. 1). 
В результате имеем 
                                                                       
i
t p
,                                                                (8) 
что приведет соотношение (1) для коэффициента согласованности A  
с учетом выражения 
(2) для величины С к виду 
1
1 L
i i l i l
lA
p
T
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1
1
0,5 '
'
S
A
i
t p
c
c S t p
,                                                  (9) 
а с учетом количества S  одинаковых блоков имеем  
                                                          0,5A
t p
t p
.                                                      (10) 
 
4. Сравнительный анализ параллельных алгоритмов многооперандного суммирова-
ния 
Составляющие коэффициента согласованности 
A
 (10) для трех рассматриваемых алго-
ритмов приведены в табл. 2. 
Для алгоритмов логарифмического и рекурсивного суммирования рассчитаны по 
два варианта коэффициента согласованности соответственно: а) с учетом максимального 
количества параллельных блоков S  (процессоров р) – )(1 n , )(3 n ; б) с учетом их мини-
мального количества – )(2 n , )(4 n  (табл. 2). Графики зависимостей )(1 n  − )(4 n  при-
ведены на рис. 1 для размерностей массива чисел 64...,,2n . 
Первоначальный упрощенный вариант расчета коэффициента согласованности φА 
для алгоритма с посрезовой обработкой приведен в работе [13]. В настоящей работе более 
детально учтены особенности посрезовой обработки векторного массива данных, а имен-
но: количество параллельно функционирующих блоков S  одинаково, но в этом случае 
варьируется количество F  реализованных одновременно алгоритмов за время AT . Поэто-
му в дальнейшем рассматриваются два варианта: а) с учетом совмещенных алгоритмов 
)4(F , а именно, алгоритма параллельного суммирования, сортировки, пороговой обра-
ботки и формирования матрицы F и вектора q для дальнейшего восстановления элементов 
исходного массива – )(5 n  [10]; б) без учета совмещенных алгоритмов )(6)1( nF  
(табл. 2). 
Кроме того, примем, что общее количество операций для алгоритма с посрезовой 
обработкой (табл. 2) составляет 
                                                                       3 цn N ,                                                           (11) 
где цN  – количество циклов обработки )1( nNц , а также учтем, что среди четырех опе-
раций )4(L , выполняемых в каждом цикле, операцией бинарного умножения можно 
пренебречь, поскольку она реализуется в процессе коммутации соответствующих данных, 
и время ее реализации comt  значительно меньше, чем время других операций, то есть  
                                                            com sm sub mint t t t ,                                                      
 (12) 
где ,  ,  sm sub mint t t  
– время суммирования, вычитания и определения минимального числа 
(min) соответственно [10]. Тогда время выполнения алгоритма составляет 
                                                               2A цT n N ,                                                             (13) 
где учтен последовательный характер выполнения операций min и суммирования частич-
ных сумм для n операндов, но количество операций, выполняемых в каждом цикле, равня-
ется двум, поскольку, уже начиная с первого цикла, можно совместить последовательное 
выполнение двух операций: min и суммирование частичных сумм [10]. 
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С учетом количества F реализованных одновременно алгоритмов c посрезовой об-
работкой, коэффициент 
i  
(3) использования i -го блока в общем случае можно предста-
вить так: 
                                                                 
1
1
/
L
i il il
lA
p
T F
.                                                    (14) 
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А после преобразований этот коэффициент 
i  
с учѐтом выражения (8) примет вид 
                                                                         i
F
t p
,                                                             (15) 
где, по данным табл. 2, цNnL , цNnе 2 , np . 
В результате коэффициент согласованности A  для данного алгоритма имеет вид 
                                                             0,5A
t p F
F t p
,                                                   (16) 
а с учетом данных табл. 1 и 2 имеем  
                                                                  
2
0,5
2
A
n F L
F L n
.                                                 (17) 
Графики зависимостей )(5 n  и )(6 n  также приведены на рис. 1. 
 
5. Анализ результатов моделирования 
Полученные математические модели для трех алгоритмов параллельной обработки век-
торных массивов данных в виде соответствующих коэффициентов согласованности )(1 n  
– )(6 n  (табл. 2) позволяют показать их графическую интерпретацию для любого значе-
ния размерности n векторного массива чисел (рис. 1). 
Кроме того, выражение (17) позволяет определить оптимальную разрядность onmn
массива чисел, которая обеспечивает оптимальное значение коэффициента согласованно-
сти 1A  [12] при определенных величинах F  и L , а именно: 
                                                                    
2
опт
F L
n ,                                                            (18) 
что при 4F  и 3L  (табл. 2) составляет 6onmn  для алгоритма с посрезововй обработ-
кой. Полученный результат совпадает с графиком для зависимости )(5 n  )4(F  на 
рис. 1. 
Из анализа полученных графиков (рис. 1) вытекает, что наиболее оптимальным по 
коэффициенту согласованности A  является алгоритм рекурсивного суммирования с ми-
нимальным количеством процессоров, для которого зависимость )(4 n  совпадает с опти-
мальным значением 1A  для всех значений n . Следующим по оптимальности является 
алгоритм логарифмического суммирования с минимальным количеством процессоров, для 
которого зависимость )(2 n  медленно возрастает, не превышая значения 4A  на отрез-
ке n  от 2 до 64. Для обоих приведенных алгоритмов с максимальным количеством процес-
соров зависимости )(1 n  и )(3 n  совпадают, возрастая на отрезке n  от 2 до 64 без превы-
шения значения 6A . 
Для алгоритма с посрезовой обработкой без учета количества реализованных одно-
временно алгоритмов )1(F  зависимость )(6 n  резко возрастает уже на отрезке n  от 2 
до 20, что свидетельствует о неэффективном использовании в данном случае значительно-
го количества блоков (процессоров). 
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Рис. 1. Графики зависимости коэффициента согласованности от размерности  
векторного массива для параллельных алгоритмов суммирования 
 
Другая картина наблюдается для этого алгоритма с учетом количества реализован-
ных одновременно алгоритмов )4(F , где зависимость )(5 n  резко спадает к значению 
1A  на отрезке n  от 2 до 6, что подтверждает расчеты n опт из выражения (18), а потом 
начинает возрастать, но при этом на отрезке n от 6 до 28 )(5 n  не превышает значений 
)(2 n , а на отрезке n  от 6 до 60 – значений )(3)(1 nn . 
 
6. Выводы 
Итак, можно считать, что предложенный многофункциональный метод посрезовой обра-
ботки может быть реализован на соответствующей многопроцессорной структуре с прием-
лемой эффективностью, аналогичной для известных параллельных алгоритмов суммиро-
вания в пределах размерности n  входного массива данных от 4 до 28. При этом надо заме-
тить, что для алгоритмов логарифмического и рекурсивного суммирования с минималь-
ным количеством процессоров p  не учитываются аппаратные и временные затраты на 
перекоммутацию данных между процессорами, что в результате может увеличить обосно-
ванно приемлемую размерность n  входного массива (больше 28) для суммирования с по-
срезовой обработкой. 
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