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a b s t r a c t
A mixture of skew-t factor analyzers is introduced as well as a family of mixture models
based thereon. The particular formulation of the skew-t distribution used arises as a spe-
cial case of the generalized hyperbolic distribution. Like their Gaussian and t-distribution
analogues, mixtures of skew-t factor analyzers are very well-suited for model-based clus-
tering of high-dimensional data. The alternating expectation–conditionalmaximization al-
gorithm is used for model parameter estimation and the Bayesian information criterion is
used formodel selection. Themodels are applied to both real and simulated data, giving su-
perior clustering results when compared to a well-established family of Gaussian mixture
models.
© 2014 The Authors. Published by Elsevier B.V. This is an open access article under the CC
BY-NC-ND license (http://creativecommons.org/licenses/by-nc-nd/3.0/).
1. Introduction
Model-based clustering employs finite mixture models to estimate the group memberships of a given set of unlabeled
observations. A finite mixture model has density of the form f (x | ϑ) = Gg=1 πg fg(x | θg), where πg > 0, withGg=1 πg
= 1, are the mixing proportions, ϑ = (π1, . . . , πG, θ1, . . . , θG) is the vector of parameters, and fg(x | θg) is the gth
component density. Traditionally, model-based clustering has been performed with the component densities taken to be
multivariate Gaussian. However, there has recently been significant interest in non-Gaussian approaches tomixturemodel-
based clustering (e.g., Peel and McLachlan, 2000; McLachlan et al., 2007; Karlis and Meligkotsidou, 2007; Lin, 2009; Browne
et al., 2012; Lee andMcLachlan, 2012; Morris andMcNicholas, 2013; Morris et al., 2013; Vrbik andMcNicholas, 2012, 2014;
Franczak et al., 2014).
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Table 1
Nomenclature and covariance structure for the members of the PMSTFA family.
ID Loading matrix Error variance Isotropic Free scale parameters
CCC Constrained Constrained Constrained [pq− q(q− 1)/2] + 1
CCU Constrained Constrained Unconstrained [pq− q(q− 1)/2] + p
CUC Constrained Unconstrained Constrained [pq− q(q− 1)/2] + G
CUU Constrained Unconstrained Unconstrained [pq− q(q− 1)/2] + Gp
UCC Unconstrained Constrained Constrained G[pq− q(q− 1)/2] + 1
UCU Unconstrained Constrained Unconstrained G[pq− q(q− 1)/2] + p
UUC Unconstrained Unconstrained Constrained G[pq− q(q− 1)/2]+G
UUU Unconstrained Unconstrained Unconstrained G[pq−q(q−1)/2]+Gp
Browne andMcNicholas (2013) introduced amixture of generalized hyperbolic distributionswithmodel density f (x | ϑ)
=Gg=1 πgξ(x | ϑg), where
ξ(x | ϑg) =

χg + δ(x,µg |Σg)
ψg + α′gΣ−1g αg
(λg−p/2)/2 [ψg/χg ]λg/2Kλg−p/2[ψg + α′gΣ−1g αg ][χg + δ(x,µg |Σg)]
(2π)p/2 | Σg |1/2 Kλg (

χgψg) exp

(µg − x)′Σ−1g αg
 (1)
is the density of the generalized hyperbolic distribution, ϑg = (λg , χg , ψg ,µg ,Σg ,αg) is a vector of parameters, and
δ(x,µ | Σ) = (x − µ)′Σ−1(x − µ) is the squared Mahalanobis distance between x and µ. As we will
discuss herein (Section 3.2), the skew-t distribution can be obtained as a special case of the generalized hyperbolic
distribution (cf. Barndorff-Nielsen and Shephard, 2001; Aas and Haff, 2006).
Several alternative formulations of the multivariate skew-t distribution have appeared in the literature (e.g., Sahu et al.,
2003; Branco and Dey, 2001; Jones and Faddy, 2003; Ma and Genton, 2004). The formulation of the distribution arising from
the generalized hyperbolic distribution is chosen for this work because of its particularly attractive form, i.e., because its
form is particularly conducive to the development of skew-t factor analyzers (cf. Section 3.2). Furthermore, this form of
the multivariate skew-t distribution has computational advantages (cf. Section 3.3) and it has not previously been used for
model-based clustering.
In this paper, we use this formulation of the skew-t distribution to introduce a skew-t analogue of the mixture of factor
analyzersmodel, aswell as a family of parsimoniousmodels based thereon. The remainder of this paper is laid out as follows.
In Section 2, we go through some important background material. Then we introduce our methodology (cf. Section 3), and
illustrate our approach on real and simulated data (Section 4). The paper concludes with a discussion and suggestions for
future work (Section 5).
2. Background
2.1. Mixtures of factor analyzers
The factor analysis model (Spearman, 1904) assumes that a p-dimensional vector of observed variables can be modeled
by a q-dimensional vector of latent factors, where q ≪ p, making it useful in the analysis of high-dimensional data. We
can write the factor analysis model as X = µ + ΛU + ϵ, where Λ is a p × q matrix of factor loadings, U ∼ N(0, Iq) is the
vector of factors, ϵ ∼ N (0,Ψ)withΨ =diag(ψ1, ψ2, . . . , ψp), andU and ϵ are independent. Under thismodel, themarginal
distribution of X isN (µ,ΛΛ′ + Ψ).
Ghahramani and Hinton (1997) introduced amixture of factor analyzers model, the density of which is that of a Gaussian
mixture model with component covariance structure Σg = ΛgΛ′g + Ψ . Tipping and Bishop (1999) developed the closely
related mixture of probabilistic principal component analyzers model (Σg = ΛgΛ′g + ψg Ip), and McLachlan and Peel
(2000) used a more general mixture of factor analyzers model (Σg = ΛgΛ′g + Ψ g ). Building on this work, McNicholas
andMurphy (2008) introduced a family of eight parsimonious Gaussian mixture models (PGMMs). The PGMM family arises
by considering themore generalmixture of factor analyzersmodel (Σg = ΛgΛ′g+Ψ g ) and allowing the constraintsΛg = Λ,
Ψ g = Ψ , and the isotropic constraint Ψ g = ψg Ip. Like the mixture of factor analyzers model, all members of the PGMM
family are suitable for clustering high-dimensional data (e.g., McNicholas and Murphy, 2010b). In addition to introducing a
mixture of skew-t factor analyzers model herein, we also implement a family of mixtures of skew-t factor analyzers that is
analogous to the PGMM family (Table 1). We refer to this family as the parsimonious mixtures of skew-t factor analyzers
(PMSTFA) family.
2.2. AECM algorithm
The expectation–maximization (EM) algorithm (Dempster et al., 1977) is commonly used for parameter estimation in
model-based clustering. This iterative algorithm facilitates maximum likelihood estimation for incomplete data, making it
well-suited for clustering problems. In brief, the expectation (E-) step of the algorithm consists of computing the expected
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value of the complete-data log-likelihood, and themaximization (M-) stepmaximizes this expected valuewith respect to the
model parameters. The EM algorithm iterates between these two steps until some convergence criterion is met. Extensive
details on the EM algorithm and several variants thereof are given by McLachlan and Krishnan (2008).
The expectation–conditionalmaximization (ECM) algorithm (Meng and Rubin, 1993) is a variant of the EMalgorithm that
replaces theM-step bymultiple conditional-maximization (CM) steps and is usefulwhen the complete-data log-likelihood is
relatively complicated. The alternating expectation–conditional maximization (AECM) algorithm (Meng and van Dyk, 1997)
is a further extension that allows the complete-data to change between stages. An AECM algorithm is used for parameter
estimation formembers of the PGMM family because there are two sources of unobserved data: the componentmembership
labels z1, . . . , zn and the latent factors u1g , . . . ,ung , for g = 1, . . . ,G. Note that we define zi = (zi1, . . . , ziG) such that
zig = 1 if observation i is in component g and zig = 0 otherwise, for i = 1, . . . , n and g = 1, . . . ,G. The AECM algorithm is
used for parameter estimation for the members of our PMSTFA family (Section 3.3).
3. Methodology
3.1. Generalized inverse Gaussian distribution
We write Y v GIG(ψ, χ, λ) to indicate that the random variable Y follows a generalized inverse Gaussian (GIG)
distribution (Good, 1953; Barndorff-Nielsen and Halgreen, 1977; Blæsild, 1978; Halgreen, 1979; Jørgensen, 1982) with
parameters (ψ, χ, λ). The density of Y is given by
p(y | ψ, χ, λ) = (ψ/χ)
λ/2 yλ−1
2Kλ
√
ψχ
 exp−ψy+ χ/y
2

, (2)
for y > 0, where ψ, χ ∈ R+, λ ∈ R, and Kλ is the modified Bessel function of the third kind with index λ. The generalized
inverse Gaussian distribution has some attractive features, including the tractability of the following expected values:
E[Y ] =

χ
ψ
Kλ+1(
√
ψχ)
Kλ(
√
ψχ)
, (3)
E[1/Y ] =

ψ
χ
Kλ+1(
√
ψχ)
Kλ(
√
ψχ)
− 2λ
χ
, (4)
E[log Y ] = log

χ
ψ

+ 1
Kλ(
√
ψχ)
∂
∂λ
Kλ

ψχ

. (5)
3.2. A mixture of skew-t factor analyzers
The density of a skew-t distribution can be obtained as a special case of the generalized hyperbolic distribution by setting
λ = −ν/2 and χ = ν, and letting ψ → 0. A p-dimensional skew-t random variable X arising in this way has density
ζ (x | µ,Σ,α, ν) =

ν + δ(x,µ | Σ)
α′Σ−1α
(−ν−p)/4 νν/2K(−ν−p)/2[α′Σ−1α][ν + δ(x,µ | Σ)]
(2π)p/2 | Σ |1/2 Γ (ν/2)2ν/2−1 exp{(µ− x)′Σ−1α} , (6)
where µ is the location, Σ is the scale matrix, α is the skewness, and ν is the value for degrees of freedom. We write
X ∼ GSt(µ,Σ,α, ν) to denote that the random variable X follows the skew-t distribution such that it has the density given
in (6). Now, X ∼ GSt(µ,Σ,α, ν) can be obtained through the relationship
X = µ+ Yα+√YV, (7)
where V ∼ N (0,Σ) and Y ∼ IG(ν/2, ν/2), where IG(·) denotes the inverse Gamma distribution. We have X | y ∼
N (µ+ yα, yΣ) and so, from Bayes’ theorem, Y | x ∼ GIG(α′Σ−1α, ν + δ(x,µ | Σ),−(ν + p)/2).
Our skew-t factor analysis model arises by setting
V = ΛU+ ϵ, (8)
where Λ is a matrix of factor loadings, U ∼ N(0, Iq) is the vector of factors, and ϵ ∼ N (0,Ψ) with Ψ =
diag(ψ1, ψ2, . . . , ψp). From (7) and (8), we can write our skew-t factor analysis model as
X = µ+ Yα+√Y (ΛU+ ϵ). (9)
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The marginal distribution of X arising from the model in (9) is GSt(µ,ΛΛ′ + Ψ ,α, ν). Accordingly, our mixture of skew-t
factor analyzers model has density
fGSt(x | ϑ) =
G
g=1
πgζ (x | µg ,ΛgΛ′g + Ψ g ,αg , νg), (10)
where ϑ again denotes all model parameters.
3.3. Parameter estimation
Suppose that we observe p-dimensional data x1, . . . , xn from a mixture of skew-t factor analyzers model, i.e., (10).
Parameter estimation is carried out within the AECM algorithm framework. In all, there are three sources of unobserved
data: uig , yig , and zig , for i = 1, . . . , n and g = 1, . . . ,G. Because
Yig | xi, zig = 1 ∼ GIG(α′gΣ−1g αg , νg + δ(xi,µg | Σg),−(νg + p)/2),
we can utilize the results in (3)–(5) to compute the expectations
E[Yig | xi, zig = 1], E[1/Yig | xi, zig = 1], and E[log Yig | xi, zig = 1].
We also need the expected value of the component labels, i.e.,
E[Zig | xi] =
πgζ (xi | µg ,ΛgΛ′g + Ψ g ,αg , νg)G
h=1 πhζ (xi | µh,ΛhΛ′h + Ψ h,αh, νh)
=: zˆig ,
as well as the following conditional expectations, which are similar to those used by McNicholas and Murphy (2008)
and Andrews and McNicholas (2011):
E[Zig(1/Yig)Uig | xi, 1/yig ] = (1/yig)βg(xi − µg),
E[Zig(1/Yig)UigU′ig | xi, 1/yig ] = Iq − βgΛg + (1/yig)βg(xi − µg)(xi − µg)′β′g ,
where βg = Λ′g(ΛgΛg + Ψ g)−1.
In the first stage of our AECM algorithm, the complete-data consist of the observed xi, the group membership labels zig ,
and the latent yig , for i = 1, . . . , n and g = 1, . . . ,G. Hence, the complete-data log-likelihood at this stage is
lc(ϑ | x, y, z) =
n
i=1
G
g=1
zig

logπg + logφ(xi | µg + yigαg , yig(ΛgΛ′g + Ψ g))+ log h(yig | νg/2, νg/2)

.
Maximizing the expected value of this complete-data log-likelihood leads to the parameter updates:
πˆg = ngn , µˆg =
1
mg
n
i=1
xi(agbig − 1), and αˆg = 1mg
n
i=1
xi(bg − big),
where aig = E[Yig | xi, Zig = 1], big = E[1/Yig | xi, Zig = 1], cig = E[log Yig | xi, Zig = 1], ng = ni=1 zig , ag =
(1/ng)
n
i=1 zigaig , bg = (1/ng)
n
i=1 zigbig , andmg =
n
i=1 agbig − ng . Note that these are analogous to the updates given
by Browne and McNicholas (2013). The update for degrees of freedom does not exist in closed form and the equation
log

νˆg
2

+ 1− ϕ

νˆg
2

− 1
ng
n
i=1
zig

cig + big
 = 0
must be solved numerically to obtain the updated value of νˆg .
At the second stage, the complete-data consist of the observed xi, the group membership labels zig , the latent yig ,
and the latent factors uig , for i = 1, . . . , n and g = 1, . . . ,G. The expected value of the resulting complete-data
log-likelihood is maximized to find updates for the parameters Λ1, . . . ,ΛG and Ψ 1, . . . ,ΨG. The exact nature of this
complete-data log-likelihood and the resulting parameter estimateswill depend onwhich of the eightmodels in the PMSTFA
family is under consideration. These parameter updates are analogous to those given by McNicholas andMurphy (2008) for
the Gaussian case; however, now the ‘sample covariance’ matrix for component g takes the more complicated form
Sg = 1ng
n
i=1
zˆigbig(xi − µˆg)(xi − µˆg)′ − αˆg(x¯g − µˆg)′ − (x¯g − µˆg)αˆ′g + ag αˆg αˆ′g ,
where x¯g = (1/ng)ni=1 zˆigxi.
We employ a convergence criterion based on the Aitken acceleration (Aitken, 1926) to stop our AECM algorithms. The
Aitken acceleration at iteration t is
a(t) = l
(t+1) − l(t)
l(t) − l(t−1) ,
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where l(t) is the log-likelihood at iteration t . At each iteration, we estimate the asymptotic maximum of the log-likelihood;
at iteration t + 1, this is
l(t+1)∞ = l(t) +
1
1− a(t) (l
(t+1) − l(t)),
and we stop the algorithm when l(t+1)∞ − l(t) < ϵ, provided that this difference is positive (Böhning et al., 1994; Lindsay,
1995).
Note that the form of the skew-t distribution used in Section 3.2 has a computational simplicity not present in other
versions of the skew-t distribution that have beenused formodel-based clustering (cf. Lee andMcLachlan, 2013). The elegant
parameter estimation for our skew-t distribution arises because of the properties of the GIG distribution (Section 3.1). Note
that, in the same way described by McNicholas et al. (2010), theWoodbury identity (Woodbury, 1950) can be used to avoid
inverting any non-diagonal p× pmatrices. This latter trick is particularly useful with dealing with high-dimensional data.
3.4. Model selection
The Bayesian information criterion (BIC; Schwarz, 1978) is used to select the best PMSTFAmodel in terms of the number
of mixture components, the number of latent factors, and the structure of the component scale matrices (cf. Table 1). The
BIC is defined as BIC = 2l(x, ϑˆ) − ρ log n, where l(x, ϑˆ) is the maximized log-likelihood, ϑˆ is the maximum likelihood
estimate of the model parameters ϑ, ρ is the number of free parameters in the model, and n is the number of observations.
Support for the use of the BIC inmixturemodel selection is given by Campbell et al. (1997) and Dasgupta and Raftery (1998),
while Lopes andWest (2004) provide support for its use in selecting the number of latent factors in a factor analysis model.
3.5. A note on other mixtures of skewed factor approaches for clustering
After a preprint of the present paper appeared on arXiv.org (Murray et al., 2013a), other work on clustering using
mixtures of skewed factor analyzers appeared and we mention this work here for completeness. Lin et al. (2013) develop a
mixture of skew-normal factor analyzers model. Franczak et al. (2013) introduce a mixture of shifted asymmetric Laplace
factor analyzers as well as an analogue of the PGMM family based thereon. Murray et al. (2013b) use a mixture of
‘unrestricted’ skew-t factor analyzers model, and Azzalini et al. (2014) detail why the word ‘‘unrestricted’’ should not be
used in this context. Tortora et al. (2013) develop a mixture of generalized hyperbolic factor analyzers model, and Murray
et al. (2014) introduce a mixture of common skew-t factor analyzers.
4. Illustrations
4.1. Performance assessment
Although all of our illustrations are carried out as bona fide cluster analyses, i.e., no knowledge of labels is assumed,
the true labels are known and can be used to assess the classification performance of our PMSTFA models. The adjusted
Rand index (ARI; Hubert and Arabie, 1985) is used to assess classification performance herein. The ARI indicates the pair-
wise agreement between the true and predicted group memberships and in doing so, accounts for the fact that random
classification would classify some observations correctly by chance. An ARI value of 1 indicates perfect classification, a value
of 0 would be expected under random classification, and a negative ARI value indicates classification that is worse than one
would expect under random classification.
4.2. Initialization
Unless otherwise specified, k-means clustering is performed and the resulting cluster memberships are used to initialize
the zˆig for the analyses herein. The degrees of freedom are initialized at νg = 50 and the skewness parameters are initialized
to be close to zero. The estimated component means µˆg and the Sg are initialized based on the initial zˆig values, and the
matrices Λˆg and Ψˆ g are initialized following McNicholas and Murphy (2008).
4.3. Simulation studies
Simulation studies are conducted to illustrate the ability of ourAECMalgorithm to recover the trueunderlyingparameters
for our mixture of skew-t factor analyzers model. We consider low- and high-dimensional data for G = 2 and G = 3
components, resulting in four distinct simulation experiments. For each of the four experiments, we generate 100 data sets
from a mixture of multivariate skew-t distributions. In the first experiment, we consider four-dimensional data, i.e., p = 4,
with G = 2 and n1 = n2 = 250. The set-up for the second experiment is similar to the first except that now p = 100. In the
third experiment, we consider p = 4, G = 3, and n1 = n2 = n3 = 150. The set-up for the fourth experiment is similar to
the third except that now p = 120.
True and estimated parameter values for our simulation studies are given in Tables 2–5. Note that we use 1p to denote
the (column) vector of length p with all entries equal to 1, Ip to denote the p-dimensional identity matrix, and⊗ to denote
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Table 2
Model parameters as well as means and standard deviations of the associated parameter estimates from the 100
runs for the first simulation experiment.
True values Means Standard deviations
µ1 (0, 0, 0, 0)′ (−0.63,−0.82,−1.17,−0.97)′ (0.73, 0.75, 0.91, 0.8)′
µ2 (15, 15, 15, 15)′ (14.71, 14.91, 14.87, 14.85)′ (1.91, 1.92, 1.91, 1.91)′
α1 (2, 2, 2, 2)′ (2.27, 2.41, 2.72, 2.54)′ (0.69, 0.70, 0.82, 0.74)′
α2 (0, 0, 0, 0)′ (0.29, 0.08, 0.13, 0.14)′ (1.87, 1.89, 1.88, 1.88)′
ν1 7 6.75 0.89
ν2 7 7.49 6.02
Σ1
 4 0.1 0.2 0.10.1 3 0.4 0.30.2 0.4 2.5 0.5
0.1 0.3 0.5 1

 3.27 −0.10 −0.11 −0.10−0.10 2.32 0.02 0.02−0.11 0.02 1.66 0.02
−0.10 0.02 0.02 0.56

0.46 0.30 0.28 0.250.30 0.32 0.05 0.040.28 0.05 0.22 0.04
0.25 0.04 0.04 0.13

Σ2
 3 0.3 0.5 0.60.3 2 0.2 0.10.5 0.2 4 0.1
0.6 0.1 0.1 1.5

2.23 0.05 0.37 0.060.05 1.54 0.16 0.020.37 0.16 3.15 0.08
0.06 0.02 0.08 1.14

0.33 0.10 0.27 0.160.10 0.21 0.17 0.050.27 0.17 0.42 0.16
0.16 0.05 0.16 0.15

Table 3
Model parameters and the norms of the associated biases from the 100 runs for the second simulation experiment.
True ∥Bias∥
µ1 (0, 0, 0, 0)′ ⊗ 125 0.37
µ2 (15, 15, 15, 15)′ ⊗ 125 0.21
α1 (2, 2, 2, 2)′ ⊗ 125 3.20
α2 (0, 0, 0, 0)′ ⊗ 125 0.19
ν1 10 0.86
ν2 10 0.69
Σ1
 4 0.1 0.2 0.10.1 3 0.4 0.30.2 0.4 2.5 0.5
0.1 0.3 0.5 1
⊗ I25 1.90
Σ2
 3 0.3 0.5 0.60.3 2 0.2 0.10.5 0.2 4 0.1
0.6 0.1 0.1 1.5
⊗ I25 2.40
Table 4
Model parameters as well as means and standard deviations of the associated parameter estimates from the 100 runs
for the third simulation experiment.
True Means Standard deviations
µ1 (−20,−20,−20,−20)′ (−19.89,−21.25,−22.88,−21.99)′ (3.13, 3.41, 4.32, 3.76)′
µ2 (0, 0, 0, 0)′ (−1.56,−1.22,−0.76,−0.84)′ (1.81, 1.84, 1.98, 1.95)′
µ3 (20, 20, 20, 20)′ (20.19, 19.86, 19.68, 19.79)′ (3.26, 3.27, 3.30, 3.26)′
α1 (2.5, 2.5, 2.5, 2.5)′ (2.35, 3.66, 5.25, 4.38)′ (3.07, 3.34, 4.22, 3.68)′
α2 (5, 5, 5, 5)′ (6.22, 5.90, 5.48, 5.51)′ (1.84, 1.87, 1.99, 1.98)′
α3 (0, 0, 0, 0)′ (−0.17, 0.15, 0.31, 0.20)′ (3.21, 3.23, 0.31, 0.20)′
ν1 40 43.3 10.5
ν2 25 21.68 3.87
ν3 50 41.77 10.53
Σ1
 4 0.1 0.2 0.10.1 3 0.4 0.30.2 0.4 2.5 0.5
0.1 0.3 0.5 1

3.90 1.14 0.16 0.130.14 2.59 0.15 0.160.16 0.15 1.93 0.19
0.13 0.16 0.19 0.74

0.23 0.48 0.48 0.380.48 0.68 0.52 0.350.48 0.52 0.52 0.21
0.38 0.35 0.21 0.23

Σ2
 3 0.3 0.5 0.60.3 2 0.2 0.10.5 0.2 4 0.1
0.6 0.1 0.1 1.5

2.14 0.07 0.21 0.260.07 1.84 0.36 0.230.21 0.36 2.96 0.40
0.26 0.23 0.40 3.86

0.69 0.14 0.49 0.420.14 0.57 0.48 0.420.49 0.48 0.67 0.37
0.42 0.42 0.37 0.39

Σ3
 3 0.2 0.1 0.150.2 2.0 0.25 0.10.1 0.25 2.5 0.01
0.15 0.1 0.01 3.5

2.73 0.18 0.07 0.140.18 1.70 0.04 0.070.07 0.04 2.11 0.02
0.14 0.07 0.02 3.34

0.46 0.35 0.30 0.300.35 0.31 0.09 0.290.30 0.09 0.37 0.30
0.30 0.29 0.30 0.13

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Table 5
Model parameters and the norms of the associated biases from the 100 runs
for the fourth simulation experiment.
True ∥Bias∥
µ1 (−20,−20,−20,−20)′ ⊗ 130 0.85
µ2 (0, 0, 0, 0)′ ⊗ 130 0.81
µ3 (20, 20, 20, 20)′ ⊗ 130 0.76
α1 (2.5, 2.5, 2.5, 2.5)′ ⊗ 130 0.86
α2 (5, 5, 5, 5)′ ⊗ 130 2.90
α3 (0, 0, 0, 0)′ ⊗ 130 0.74
ν1 40 0.42
ν2 25 0.65
ν3 50 4.59
Σ1
 4 0.1 0.2 0.10.1 3 0.4 0.30.2 0.4 2.5 0.5
0.1 0.3 0.5 1
⊗ I30 1.83
Σ2
 3 0.3 0.5 0.60.3 2 0.2 0.10.5 0.2 4 0.1
0.6 0.1 0.1 1.5
⊗ I30 2.05
Σ3
 3 0.2 0.1 0.150.2 2.0 0.25 0.10.1 0.25 2.5 0.01
0.15 0.1 0.01 3.5
⊗ I30 1.25
Table 6
Cross-tabulations of true and predicted group memberships for the selected
PMSTFA and PGMMmodels, respectively, for the AIS data.
PMSTFA PGMM
1 2 1 2 3
Male 97 5 82 16 4
Female 5 95 1 9 90
the Kronecker product. Where the estimated parameter values are too large to report, we give the norm of the bias of the
model parameters. The results for each of the four simulation experiments (Tables 2–5) illustrate that our AECM algorithm
is effective at parameter recovery for our mixture of skew-t factor analyzers for low- and high-dimensional data, in the
presence and absence of skewness, and for lower and higher values of degrees of freedom. Although the purpose of this study
was not to demonstrate clustering ability, it is noteworthy that each experiment consistently returned perfect clustering
results.
4.4. Australian institute of sport data
The Australian Institute of Sport (AIS) data contains measurements on 102 male and 100 female athletes. We consider
body fat percentage (Bfat) and body mass index (bmi), taking gender to be unknown. The PMSTFA models were fit to the
AIS data for G = 1, . . . , 5 with the number of latent factors fixed at q = 1. The model with the highest BIC (−2224.33) was
the G = 2 component CCC model (ARI = 0.811). The classification results for this model are given in Table 6.
The PGMMmodels were also fit to the AIS data. The model with the highest value of the BIC (−2234.55) was the G = 3
component UUC model (ARI = 0.685). Comparing the true and predicted classifications (Table 6), we see that merging
components still results in inferior classification performance when compared to the results from the best PMSTFA model
(Table 6). The scatter plots in Fig. 1 reinforce this point; here, we can see that the best PGMM model has effectively fitted
a noise component (i.e., the green component) to pick up points that do not neatly fit into one of the other components.
While Gaussianmixtures can sometimes sensibly usemultiple components tomodel a single asymmetric cluster, a different
situation has emerged here. The PGMM solution on our AIS example illustrates that the imposition of a Gaussian component
density is ipso facto a stringent constraint that can lead to classification results that are not sensible in any practical sense.
Note that this real data example was chosen to illustrate our PMSFTAmodels outperforming their Gaussian analogues in
a fashion that cannot be overcome by merging Gaussian components. Our chosen model, using q = 1 latent factor, has the
samenumber ofmisclassifications obtained by Lee andMcLachlan (2012) usingmixtures of skew-t distributions. As reported
by Vrbik and McNicholas (2012), this number may decrease if deterministic annealing (Zhou and Lange, 2010) is used.
4.5. Yeast data
The PMSTFA models were applied to data containing information on cellular localization sites of 1484 yeast proteins.
The data contain several variables, including the McGeoch’s method for signal sequence recognition (mcg), the score of the
P.M. Murray et al. / Computational Statistics and Data Analysis 77 (2014) 326–335 333
Fig. 1. Scatter plots illustrating clustering results for the best PMSTFA (left) and PGMM (right) models on the AIS data, where symbols represent true class
(i.e., gender) and colors reflect predicted classifications.
Fig. 2. Pairs plots illustrating clustering results for the best PMSTFA (left) and PGMM (right) models on the yeast data, where symbols represent true class
(i.e., site) and colors reflect predicted classifications.
Table 7
Cross-tabulations of true and predicted group memberships for the selected
PMSTFA and PGMMmodels, respectively, for the yeast data.
PMSTFA PGMM
1 2 1 2 3
CYT 453 10 391 64 8
ME3 13 150 16 4 143
ALOM membrane spanning region prediction program (alm), and the score of discriminant analysis of amino acid content
of vacuolar and extracellular proteins (vac). The data are available in the UCI Machine Learning Repository and a detailed
description of the data is given by Nakai and Kanehisa (1991, 1992). For this analysis, we considered two localization sites,
CYT and ME3, and clustered the data based on the three aforementioned variables.
The PMSTFA models were applied for G = 1, . . . , 5 groups with q = 1 latent factor. The best model in terms of BIC
(4226.78) was the G = 2 component CCC model (ARI = 0.85). The PGMMmodels were also fit to the data. The model with
the highest BIC (4213.12) was the G = 3 component UUC model (ARI = 0.60). Cross-tabulations of the true and estimated
classifications for both the PMSTFA and PGMMmodels are given in Table 7. Note that for the yeast data analysis, as for the
AIS data analysis, the best possible merging of Gaussian components still fails to outperform our PMSTFAmodels (cf. Table 7
and Fig. 2).
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Table 8
A cross-tabulation of true (ALL, AML) versus predicted (1, 2) group
memberships for the best PMSTFA model for the leukemia data.
1 2
ALL 47 0
AML 1 24
4.6. Leukemia data
To illustrate the ability of the PMSTFA family to model high-dimensional data, we applied the models to the well-known
leukemia data introduced by Golub et al. (1999). These data contain gene expression values for 7129 genes from 47 acute
lymphoblastic leukemia (ALL) tissue samples and 25 acute myeloid lymphoblastic leukemia (AML) tissue samples. This
data set was previously analyzed by McLachlan et al. (2002) and McNicholas and Murphy (2010b). The reduced data set
used by McNicholas and Murphy (2010b) is available in the pgmm package (McNicholas et al., 2011) for R (R Core Team,
2013). We further reduced this data set by eliminating genes if the difference between the maximum and minimum
log-scaled expression values across all samples was less than a value of 2.5. A total of 433 genes remained after this step and
model-based clustering was carried out based on these genes.
In analogy with McNicholas and Murphy (2010b), we applied the PMSTFA models for G = 2 components and q =
1, . . . , 6 latent factors. Our models were initialized from five k-means starts. The best model in terms of BIC was the UCU
model (BIC = −81090.44) with q = 3 latent factors (ARI = 0.94, Table 8).
The best model reported byMcNicholas andMurphy (2010b) had an associated ARI value of 0.738. Notably, they showed
their result was superior to that of k-means clustering, k-medoids clustering via partitioning around medoids (cf. Kaufman
and Rousseeuw, 1990, Chapter 2), MCLUST (cf. Fraley and Raftery, 1999), and hierarchical clustering. Consequently, our best
PMSTFA model outperforms a variety of popular clustering methods for these leukemia data.
5. Conclusion
We have introduced a mixture of skew-t factor analyzers model as well as a family of mixture models based thereon,
i.e., the PMSTFA family. This is the first use of a mixture of skewed factor analyzers for clustering within the literature.
Members of the PMSTFA family were developed using a form of the skew-t distribution that had not previously been
used for model-based clustering. This form of the skew-t distribution arises as a special case of the generalized hyperbolic
distribution and offers a natural representation for skew-t factor analyzers. Furthermore, borrowing attractive features of
the GIG distribution, the form of the skew-t distribution we use lends itself to elegant parameter estimation via an AECM
algorithm.
We illustrated our PMSTFA models on real and simulated data, including both low- and high-dimensional examples.
The real data examples illustrate our PMSTFA family outperforming their Gaussian analogues, i.e., the PGMM family, in
ways that cannot be mitigated by merging Gaussian components. As illustrated by their remarkable performance on the
famous leukemia data set of Golub et al. (1999), our PMSTFAmodels are well-suited to high-dimensional applications. Their
suitability for such analyses arises by dint of the fact that the number of scale parameters is linear in data dimensionality
for all eight models.
Although used for clustering herein, our PMSTFAmodels can also be used formodel-based classification (seeMcNicholas,
2010, for the PGMM analogue) or discriminant analysis (Hastie and Tibshirani, 1996). Developing a mixture of skew-t
distributions approach to the analysis of longitudinal data, after the fashion of McNicholas and Murphy (2010a)
and McNicholas and Subedi (2012), can be achieved using the formulation of the skew-t distribution used herein and is
a subject of ongoing work. Detailed comparisons of our PMSTFA family to other skewedmixture approaches (cf. Section 3.5)
will be a subject of future work. Finally, a skew-t factor analysis model can be obtained as a special case of our mixture of
skew-t factor analyzers model, i.e., with G = 1, and comparing it to the skew-normal factor analysis model of Montanari
and Viroli (2010) will also be a focus of future endeavor.
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