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Abstract
We introduce the decision-aware time-series conditional generative ad-
versarial network (DAT-CGAN) as a method for time-series generation.
The framework adopts a multi-Wasserstein loss on structured decision-
related quantities, capturing the heterogeneity of decision-related data
and providing new effectiveness in supporting the decision processes of
end users. We improve sample efficiency through an overlapped block-
sampling method, and provide a theoretical characterization of the gen-
eralization properties of DAT-CGAN. The framework is demonstrated on
financial time series for a multi-time-step portfolio choice problem. We
demonstrate better generative quality in regard to underlying data and
different decision-related quantities than strong, GAN-based baselines.
1 Introduction
High fidelity time-series simulators are highly desirable across many domains,
either due to a lack of data or because there are high-stakes in regard to the de-
ployment of automated decision methods. A good simulator can improve sample
efficiency for training models and be used to evaluate different decision meth-
ods. Consider, for example, the use of a simulator for fine-tuning strategies in
financial portfolio choice (simulating asset returns) or to support the design of
insurance products (simulating risk outcomes).
A gap with current GAN-based approaches is that they are not decision-
aware, but focus instead on generating the underlying data distribution [KFT19,
YJvdS19]. With high fidelity this can support good decisions, but without
this, these current methods prove to be insufficient. In a financial portfolio
choice problem [Mar52], a risk-neutral portfolio manager will be sensitive to the
first order moment of the portfolio return distribution, and cares about mis-
specification error in regard to this moment. A risk-sensitive portfolio manager
will care more about mis-specification error in regard to the higher moments of
the return distribution. Thus, a decision-aware simulator should be designed by
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tailoring to specific kinds of end users. In capturing a specific kind of decision
maker, this requires the simulator to be trained with a loss function that relates
to different, decision-related quantities.1
A particular challenge with time-series data arises when decisions are made
over time and based on inference across multiple steps. A simulator needs good
fidelity in regard to multiple look-ahead steps. Data scarcity is another challenge,
either because of a limited sample size or as the result of non-stationarity.2
Previous work has made use of bootstrap methods to improve sample efficiency
of estimators [B0¨2]. However, these methods generally provide no finite-sample
guarantees on generalization error.
The problem of exposure bias is another challenge when training sequential
generative models [RCAZ16]. First studied in the context of language mod-
els, this bias arises when models are trained to predict one-step forward using
previous ground truth observations, whereas at test time models are used to
generate an entire sequence; i.e., the model is trained on a different distribu-
tion than the generated data distribution, and errors accumulate. The problem
has received attention in natural language processing [BVJS15, RMM+17], but
remains present in recent papers in application to finance [LWL+20, e.g.], and
where, with noisy data, the accumulation of error can lead to poor generation
quality.
Our Contributions. To address these issues, we propose a novel, decision-
aware time-series conditional generative adversarial network (DAT-CGAN). We
make the training procedure decision aware by imposing a multi-Wasserstein
loss structure, with loss terms on multiple, decision-related quantities, in ad-
dition to data. We align training and evaluation by using the same number of
look-ahead steps and using generated quantities, rather than ground-truth quan-
tities, when handling look-ahead during training. This addresses the problem
of exposure bias. The design of the generator and discriminator is non-trivial,
since the generator needs to capture the structural relationship between differ-
ent decision-related quantities. We provide the discriminator with access to the
same amount of conditioning information as the generator to avoid it being too
strong relative to the generator. In improving sample efficiency, we adopt an
overlapped block-sampling mechanism.
We provide a theoretical characterization of the generalization properties of
DAT-CGAN. Specifically, for our framework involving decision-related quanti-
ties, we provide non-asymptotic bounds for Conditional GANs for time series
with overlapping block sampling. In experimental results, we evaluate the frame-
work on a financial portfolio choice problem where a decision-maker cares about
decision-related quantities (e.g., the precision matrix and portfolio weights). The
1In the context of portfolio choice, these quantities may include estimated mean, estimated
co-variance, estimated precision matrix of returns, and for a given strategy, quantities such as
portfolio weights, portfolio return, or utility to the end-user.
2This is especially apparent in applications to financial data. In asset pricing, for example,
the daily equity price time series provides only around 250 samples per year, and pooling across
multiple years is not effective when distributions shift over time. Even with high-frequency
data, the structure of market participants will tend to change over time, with the effect that
the distribution shifts, again limiting the effective sample size.
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results demonstrate that defining loss on both utility (to the decision-maker)
and asset returns, the DAT-CGAN framework achieves better performance than
strong, GAN-based baselines, considering both simulated and real-data scenar-
ios (ETFs).
Related Work. The literature on GANs for time-series data does not con-
sider decision awareness or provide theoretical guarantees for decision-related
quantities, or for conditional GANs with overlapped-sampling schemes. Yoon et
al.[YJvdS19] study GANs for general time series problems, combining a super-
vised and an unsupervised paradigm. They use a bidirectional RNN as the dis-
criminator, which is forward-looking when providing conditioning variables and
unsuitable for financial time series due to its strength relative to the generator.
In the context of financial markets, Li et al. [LWL+20] introduce the stock-GAN
framework for the generation of order streams (we study asset prices), and evalu-
ate their approach on stylized facts about market micro-structure. Koshiyama et
al.[KFT19] use GANs for the calibration and aggregation of trading strategies,
generating time-series asset returns for fine tuning trading strategies. They do
not consider decision-related quantities, and provide no theoretical guarantees
for sampling schemes. In a different economic setting, Athey et al.[AIMM19]
use a Wasserstein GAN (WGAN) to systematically generate synthetic data for
studying causal treatment effects.
2 Wasserstein GANs for Time Series Genera-
tion
A Wasserstein GAN uses the Wasserstein distance as the loss function. The
Wasserstein distance between random variables r and r′, distributed according
to Pr and Pr′ , is
W (P(r),P(r′)) = infΓ∈Π(P(r),P(r′))E(r,r′)∼Γ[‖r − r′‖],
where ‖ · ‖ is L2 norm, and Π(P(r),P(r′)) is the set of all joint distribu-
tions Γ(r, r′) whose marginals equals to P(r) and P(r′). According to the the
Kantorovich-Rubinstein duality [Vil09], the dual form can be written as:
sup‖h‖L≤1Er∼P(r)[h(r)]− Er′∼P(r′)[h(r′)],
where h is 1-Lipschitz function. For Wasserstein GANs, the goal is to minimize
the Wasserstein distance between the non-synthetic data and synthetic data.
Following Mirza et al.[MO14], we work with Conditional GANs, allowing for
conditioning variables. For functions Dθ and Gη, parameterized by θ and η,
the discriminator and generator respectively, and conditioning variable x, the
CGAN problem is
minηmaxθEr∼P(r|x)[Dθ(r, x)]− Ez∼P(z)[Dθ(Gη(z, x), x)],
where P(r|x) and P(z) denote the distribution of non-synthetic data and the
input random seed, respectively. Here, the synthetic data comes from the gen-
erator, with r′ = Gη(z, x) for conditioning x.
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3 Decision-Aware Time Series Conditional Gen-
erative Adversarial Network
In this section, we will discuss the framework of DAT-GAN. Let (r1, . . . , rT )
denote a multivariate time series, where rt is a d-dimensional column vector.
Let xt denote an m-dimensional multivariate time-series information vector,
summarizing relevant information up to time t, including information that could
affect the data after t. Let Rt,k = (rt+1, . . . , rt+k) denote a k-length block after
time t, where k ∈ {1, . . . ,K}, and K is the number of look-ahead steps to
generate. The Rt,k blocks can overlap with each other for different t and k.
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To model the decision process of an end user, let fj,k(Rt,k, xt) denote the
decision-related quantity (a scalar, vector, or matrix), for j ∈ {1, . . . , J} and J
quantities in total, and define, for each look-ahead period k,
fk(Rt,k, xt) = (f1,k(Rt,k, xt), . . . , fJ,k(Rt,k, xt))
ᵀ. (1)
Eq. (1) represents the J decision-related quantities at look-ahead period k
given data Rt,k and information xt.
4
Multi-Wasserstein loss. Let r′t,k denote the synthetic data generated based
on information vector xt and for look-ahead period k, for k ∈ {1, . . . ,K}.5 For
all t, all k, we want the conditional distribution on synthetic data, P(r′t,k|xt),
to match the conditional distribution on the non-synthetic data, P(rt+k|xt).
Similarly, for all t, all k, we want the conditional distribution on decision-related
quantities for synthetic data, P(fj,k(R′t,k, xt)|xt), where R′t,k = (r′t,1, . . . , r′t,k),
to match the conditional distribution, P(fj,k(Rt,k, xt)|xt). It will be convenient
to write P(R′t,K |xt) for {P(r′t,k|xt)}k∈{1,...,K}. Adopting a separate loss term for
each quantity and each k, we define the following multi-Wasserstein objective
(written here for conditioning xt):
infP(R′t,K |xt)
K∑
k=1
ωkL
r
k +
K∑
k=1
J∑
j=1
λj,kL
f
j,k, with (2)
Lrk= W(P(rt+k|xt),P(r′t,k|xt)),
Lfj,k= W(P(fj,k(Rt,k, xt)|xt),P(fj,k(R′t,k, xt)|xt)).
Lrk denotes the loss for data at k steps forward and L
f
j,k denotes the loss for
decision-related quantity j at k steps forward. Values ωk > 0 and λj,k > 0 are
weights.6
3In finance, rt could be the asset returns at day t. Since asset returns are affected by
the past information of the market, xt could be the past asset returns, volatility, and other
technical indicators. Rt,k could be the k-days forward asset returns.
4In financial applications, fj,k(Rt,k, xt) could be the estimated co-variance of asset returns
or portfolio weights using the information up to time t + k.
5We use notation r′t,k rather than notation r
′
t+k because there is a difference, for example,
between r′9,3 and r
′
10,2.
6An alternative formulation would impose the Wasserstein distance on a vector concate-
nating all quantities. We justify our design choice in the experimental results section.
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Surrogate loss. Let Dγk denote the discriminator for the data at look-ahead
period k, defined for parameters γk. Let r
′
t,k = Gη(zt,k, xt) denote the synthetic
data at look-ahead period k, where Gη is the generator, defined for parameters η,
and where noise zt,k ∼ N(0, Id). Let Dθj,k denote the discriminator for decision-
related quantity j at look-ahead period k, defined for parameters θj,k. Let Zt,k =
(zt,1, . . . , zt,k) denote a k-length block of random seeds after t. We define the
following in-expectation quantities:
Erk = Ert+k∼P(rt+k|xt)[Dγk(rt+k, xt)] (3)
EGηk = Ezt,k∼P(zt,k)[Dγk(r
′
t,k, xt)] (4)
Ef,Rj,k = ERt,k∼P(Rt,k|xt)[Dθj,k(fj,k(Rt,k, xt), xt)] (5)
Ef,Gηj,k = EZt,k∼P(Zt,k)[Dθj,k(fj,k(R
′
t,k, xt), xt)] (6)
To formulate the DAT-CGAN training problem, we use the Kantorovich-
Rubinstein duality for each Wasserstein distance in (2), and sum over the dual
forms [Vil09]. This provides a surrogate loss, upper bounding the original ob-
jective. The surrogate problem is a min-max optimization problem, with the
discriminator loss defined as:
inf
η
sup
γk,θj,k
K∑
k=1
ωk(Erk − EGηk ) +
K∑
k=1
J∑
j=1
λj,k(Ef,Rj,k − Ef,Gηj,k ).
The generator loss is
inf
η
−
∑
k
ωkE
Gη
k −
∑
k,j
λj,kE
f,Gη
j,k .
We also write L˜rk = Erk−EGk and L˜fj,k = Ef,Rj,k −Ef,Gηj,k to denote the discrim-
inator loss for the underlying data and decision-related quantities, respectively.
Training procedure. See Algorithm 1 for the training procedure. Lines 2-3 pre-
pare the data from the decision process as well as conditioning variables. Lines 5-
11 train the discriminators. Lines 6 perform K consecutive time block sampling.
Lines 7-8 generate synthetic block samples for each time block, conditioning
on the information vector. Lines 9-11 update the discriminators. Lines 12-15
train the generators. Lines 13-14 generate synthetic block samples for each time
block, conditioning on the information vector. Line 15 updates the generators.
We define sample estimates for expectations (3), (4), (5), (6), as Eˆrk, Eˆ
Gη
k , Eˆ
f,R
j,k
and Eˆf,Gηj,k , respectively. Quantities (rti+k, fk(Rti,k, xti), xti),∀i are obtained by
an overlapped block sampling scheme (see Figure 1), where different blocks
of samples can overlap with other blocks in terms of consecutive samples. We
characterize the generalization property of the procedure under suitable mixing
conditions. This type of sampling scheme is commonly used in literature for
CGANs [KFT19, e.g.].
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Figure 1: The Overlapped Block Sampling Scheme.
4 Simulator for Financial Portfolio Choice
We study the DAT-CGAN in application to a financial portfolio choice problem.
The end user we have in mind is a portfolio manager who wants to understand
the properties of a particular portfolio selection strategy.
A good simulator should not only generate high fidelity synthetic asset re-
turns data, but also produce data that generates high fidelity, decision-related
quantities, as are relevant to the portfolio selection problem. These decision-
related quantities may include (1) estimated mean asset returns uˆt,k, (2) esti-
mated co-variance of asset returns Σˆt,k, (3) estimated precision matrix of asset
returns Hˆt,k, (4) portfolio weights wt,k, and (5) the portfolio return pt,k and util-
ities Ut,k of the corresponding portfolio. These decision-related quantities need
to be generated based on conditioning variables, reflecting the current market
conditions.
Let rt+k denote the asset return vector at time t + k, where 1 ≤ k ≤ K.
Let xt denote the conditioning variables at time t. We assume the end user
is a mean-variance portfolio manager, and solving the mean-variance portfolio
optimization problem in deciding the portfolio weights. For non-synthetic data,
the corresponding portfolio optimization problem at time t+k−1 can be written
as:
max
w>t,k1=1
w>t,kuˆt,k − φw>t,kΣˆt,kwt,k.
The analytical solution for this investment problem is
wt,k =
2Hˆt,k
φ
(uˆt,k − 1
>Hˆt,kuˆt,k1− 2φ1
1>Hˆt,k1
),
with Σˆ−1t,k replaced by Hˆt,k = ((1− τ)Σˆt,k + τΛ)−1 using the shrinkage methods
and Λ is the identity matrix. wt,k are portfolio weights decided at time t+k−1
and traded on at time t + k and φ > 0 is the risk preference parameter. Here,
uˆt,k and Σˆt,k are estimators for the mean and co-variance of the asset return at
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Algorithm 1 . Learning Rate α = 1e − 5, ωk = λj,k = 0.8k, sD = 1, sG = 5,
clipping lb = −0.5, ub = 0.5, T = 2048, look ahead step K = 4, batch size
I = 32, number of batches N = 1e6.
1: Require: γk,0 and θj,k,0, initial discriminator parameters; η0, initial gener-
ator parameters.
2: for t = 1, k = 1 to T,K do
3: Compute Rt,k and fj,k(Rt,k, xt),∀j
4: while nepoch < N do
5: for s = 0 to sD do
6: Make I samples of K-size time blocks.
The ith sample (1 ≤ i ≤ I) ranges from time ti + 1 to ti + K, and
consists of data (rti+k, fk(Rti,k, xti), xti)
K
k=1
7: for i = 1, k = 1 to I,K do
8: Sample zti,k ∼ P(zti,k); Compute r′ti,k = Gη(zti,k, xti); Compute
fj,k(R
′
ti,k
, xti),∀j
9: for k = 1 to K do
10: γk ← clip(γk + αωk∇γk
∑K
k=1[Eˆrk − EˆGηk ], lb, ub)
11: θj,k ← clip(θj,k + αλj,k∇θj,k
∑K
k=1[Eˆ
f,R
j,k − Eˆf,Gηj,k ], lb, ub),∀j
12: for s = 0 to sG do
13: for i = 1, k = 1 to I,K do
14: Sample zti,k ∼ P(zti,k); Compute r′ti,k = Gη(zti,k, xti); Compute
fj,k(R
′
ti,k
, xti),∀j
15: η ← η − αωk∇η
∑K
k=1[Eˆ
Gη
k − Eˆf,Gηj,k ],∀j
time t+ k, defined as
uˆt,k= fu,k(Rt,k−1, xt) = MAζ(rt+k−1)
Σˆt,k= fΣ,k(Rt,k−1, xt)=MAζ(rt+k−1r>t+k−1)− uˆ2t,k
where MAζ(rt+k−1) = ζMAζ(rt+k−2) + (1 − ζ)rt+k−1 is a moving average
operator and ζ a smoothing parameters. The portfolio manager evaluates the
portfolio on the basis of the realized portfolio return, pt,k = w
>
t,krt,k, and the
realized utility of the portfolio return given the risk preference, i.e., Ut,k = pt,k−
φp2t,k. We show the relationship between these quantities in Figure 2. For the
synthetic data, the entire workflow is the same as with the non-synthetic data.
The asset return r′t,k is generated by a GAN, where zt,k is the random seed.
Similar to the non-synthetic data, we define uˆ′t,k = fu,k(R
′
t,k−1, xt), Σˆ
′
t,k =
fΣ,k(R
′
t,k−1, xt), Hˆ
′
t,k, w
′
t,k, p
′
t,k and U
′
t,k.
5 Theoretical Results
Arora et al. [AGL+17] have shown that training results for GANs that appear
successful may be far from the target distribution in terms of standard metrics,
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such as Jensen-Shannon (JS) divergence and Wasserstein distance. Reconciling
this with their good performance comes from recognizing that the Wasserstein
GAN optimization is
minηmaxθEr∼P(r)[Dθ(r)]− Ez∼P(z)[Dθ(Gη(z))],
where Dθ and Gη are instantiated as neural networks, parameterized by θ
and η. Arora et al. [AGL+17] consider the following, weaker metric:
Definition 1 (Neural Net Distance for WGAN). Given a family of neural net-
works {Dθ : θ ∈ Θ} for a set Θ, for two distributions µ and ν, the corresponding
neural network distance for Wasserstein GAN is defined as
DΘ(µ, ν) = sup
θ∈Θ
{Ex∼µ[Dθ(x)]− Ex∼ν [Dθ(x)]}.
With this, Arora et al. [AGL+17] build a generalization theory for WGANs
under the following generalization property:
Definition 2. Let Pdata denotes the distribution of non-synthetic data and PG
denotes the generated distribution, and let Pˆdata and PˆG denote the correspond-
ing empirical versions, the generalization gap for WGAN is defined as
|DΘ(Pˆdata, PˆG)−DΘ(Pdata,PG)|.
As long as the training is successful, i.e. DΘ(Pˆdata, PˆG) is small, and the
generalization gap mentioned above is small, we have that DΘ(Pdata,PG) is
small.
A natural question in our setting is the following:
Question: for DAT-CGAN, is there any similar generalization prop-
erty guarantee?
To build such a theory for DAT-CGAN, instead of dealing with i.i.d. data as
in [AGL+17], we need to deal with time series and overlapping block sampling
as well as the conditioning information. In this section, we will show how to
conquer such issues and provide a theoretical guarantee.
Instead of considering a multi-step multi-loss, it is WLOG to consider the
case when k = K and for a single decision-related quantity (the underlying data
can also be viewed as decision-related quantity, where the corresponding f is
the mapping picking the last element in Rti,K). For multiple but finite values
of k, and multiple but finite decision-related quantities, we can use a uniform
bound to obtain the corresponding generalization bounds.
We can simplify notation: let PˆR(I) and PˆGη,Z(I) denote the empirical distri-
bution induced by {(f(Rti,K , xti), xti)}Ii=1 and{(f(R′ti,K , xti), xti)}Ii=1, respec-
tively (recall R′ti,K = (Gη(zti,1, xti), . . . , Gη(zti,K , xti))), and define
DΘ(PˆR(I), PˆGη,Z(I)) = sup
θ∈Θ
[Eˆf,R − Eˆf,Gη ], (7)
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where
Eˆf,R = (1/I)
I∑
i=1
[Dθ(f(Rti,K , xti), xti)]
Eˆf,Gη = (1/I)
I∑
i=1
[Dθ(f(R
′
ti,K , xti), xti)]
Here, Θ and Ξ are parameter sets. Before formally stating the theoretical
results, we need to understand what DΘ(PˆR(I), PˆGη,Z(I)) converges to. Notice
that for the surrogate loss, taking expectation with respect to P(rt+K |xt), for
any realization of xt, i.e. xt = c for constant vector c, we need enough samples
for rt+K given xt = c so that the empirical distribution Pˆ(rt+K |xt = c) can well
represent the ground-truth distributionP(rt+K |xt = c). However, in applica-
tion, we would not normally have enough samples for any arbitrary value c, and
especially considering that xt may be a continuous random vector instead of a
categorical one. It is even possible that for all {ti}Ii=1, the {xti}Ii=1 values are dif-
ferent from each other. Thus, we need to understand what DΘ(PˆR(I), PˆGη,Z(I))
converge to as I →∞.
We show that DΘ(PˆR(I), PˆGη,Z(I)) converges to a “weaker” version for a
given η under certain conditions, i.e., that it converges to
DΘ(PR,PGη,Z) = sup
θ∈Θ
[Ef,R − Ef,Gη ], (8)
where PR and PGη,Z are the distribution of (f(Rt,K , xt), xt) and (f(R′t,K , xt), xt),
respectively, and
Ef,R= ExtERt,K∼P(Rt,K |xt)[Dθ(f(Rt,K , xt),xt)],
Ef,Gη = ExtEZt,K∼P(Zt,K)[Dθ(f(R
′
t,K , xt), xt)].
Compared with the surrogate loss mentioned previouly such as Eq.(3), there
is an extra expectation over xt in DΘ(PR,PGη,Z), which comes from sampling
over different {xti}’s. We can view this as an average version of the surrogate
losses under different realization of xt’s. Now we are ready to state a general-
ization bound regarding |DΘ(PˆR(I), PˆGη,Z(I)))−DΘ(PR,PGη,Z)|.
In order to conquer the issues with non-i.i.d. data and overlapping sampling,
we introduce a framework for defining suitable mixing conditions. This kind of
framework is commonly used in time series analysis [Bra07].
Mixing condition framework. LetXi ∈ S for some set S, andX = (X1, , · · · , Xn).
We further denote Xji = (Xi, Xi+1, · · · , Xj) as a random vector for 1 ≤ i < j ≤
n. Correspondingly, we let xji = (xi, xi+1, · · · , xj) be a subsequence for the re-
alization of X, i.e. (x1, x2, · · · , xn). We denote the set C = {y ∈ Si−1, w, w′ ∈
S : P(Xi1 = yw) > 0, P(Xi1 = yw′) > 0}, and write
η¯i,j({Xi}ni=1) = supC ηi,j(y, w, w
′),
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where ηi,j(({Xi}ni=1,y, w, w′) denotes
TV
(
P(Xnj |Xi1 = yw),P(Xnj |Xi1 = yw′)
)
.
Here, TV is the total variation distance, and P(Xnj |Xi1 = yw) is the condi-
tional distribution of Xnj , conditioning on {Xi1 = yw}.
Assumptions and implications. First, we make a number of natural, bound-
edness assumptions. We assume the time series data are of bounded support, i.e.
there exists a universal Br, such that max{‖ri‖∞, ‖ri‖} ≤ Br, where the bound-
edness of ‖ri‖ is implied by the boundedness of‖ri‖∞ since the dimension of ri is
finite. We also assume boundedness of conditioning information {xt}t, i.e. there
exists a universal Bx, such that max{‖xt‖∞, ‖xt‖} ≤ Bx. For the discriminators
Dγ and Dθ, where θ ∈ Θ ⊆ Rp, we assume w.l.o.g. that Θ is a subset of unit
balls with corresponding dimensions.7 Similarly, for the generative model Gη,
η ∈ Ξ, we assume Ξ is a subset of unit ball.
We also need L-Lipschitzness of Dθ and Gη with respect to their param-
eters, i.e. ‖Dθ1(x) − Dθ2(x)‖ ≤ L‖θ1 − θ2‖ for any x (similar for Gη), as
well as the boundedness of the output range of G, i.e. that there exists ∆
such that max{‖Gη(x)‖, ‖Gη(x)‖∞} ≤ ∆ for any input x. To characterize the
mixing conditions, we assume there exists a universal function β, such that
max{η¯i,j({(ri, xi)}Ti=1), η¯i,j({xi}Ti=1)} ≤ β(|j−i|)), and with ∆β =
∑∞
k=1 β(k) <
∞, where β’s are the mixing coefficients. Lastly, and as holds for the Wasserstein
GAN, there exists a constant L˜, such that ‖Dθ(x)−Dθ(x′)‖ ≤ L˜‖x−x′‖ for all
θ.
We first claim the boundedness of the decision-related quantities in DAT-
CGAN. We defer the proofs of Lemma 1 and Theorem 1 to the supplemental
material.
Lemma 1 (Boundedness of decision-related quantities). Under the assumptions
above, the decision-related quantities we considered in financial portfolio choice
problem are all bounded, where the bounds are universal and only depend on Br.
Let Bf denote the bound of the decision-related quantity, i.e.
max{‖f(Rti,K , xti)‖, ‖f(R′ti,K , xti)‖} ≤ Bf for all i. By Lemma 1, we obtain the
following generalization bound for |DΘ(PˆR(I), PˆGη,Z(I)))−DΘ(PR,PGη,Z)|, for
each iteration of the training process (referring to each round of the mix-max
optimization of CGANs).
Theorem 1. Under the assumptions above, suppose Gη1 , Gη2 , · · · , GηM be the
M generators in the M iterations of the training, let B∗ =
√
B2f +B
2
x(K+∆β),
then
sup
j∈[M ]
|DΘ(PˆR(I), PˆGηj ,Z(I)); η)−DΘ(PR,PGηj ,Z)| ≤ ε,
7We can always rescale the parameter properly by changing the parameterization as long
as Θ is bounded. The boundedness of Θ is naturally satisfied since the training algorithm of
the Wasserstein GAN requires weight clipping.
10
Figure 2: Decision-Related Quantities in the financial portfolio selection prob-
lem.
with probability at least
1− C exp
(
p log(
pL
ε
)
)
(1 +M) exp
(
− Iε
2
L˜2B2∗
)
.
for some constant C > 0.
Theorem 1 provides, whether for underlying data or one of the decision-
related quantities, that the distribution on non-synthetic data is close to the
generated distribution at every iteration in the training process. As with Arora
et al. [AGL+17], we obtain an exponential tail bound, but in our case this has
a constant that also involves the mixing coefficient as well as the sampling block
size.
6 Experimental Results
We study two different financial environments. The first is a simulated environ-
ment, and the second is real, and based on a basket of ETF time series. To avoid
ambiguity, in this section we use the phrase “simulated” to refer to the simu-
lated ground-truth model, and “synthetic” to refer to the data generated by the
DAT-GAN and other baselines (whether in a simulated or real environment).
Experimental setup. Assume the risk-preference parameter of the portfolio
manager is φ = 1, and with a shrinkage parameter τ = 0.01 for use in estimating
the precision matrix (to avoid issues with a degenerate co-variance matrix).
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Figure 3: Wasserstein Distance between non-synthetic and synthetic data for
simulated time series. 3a and 3d asset returns; 3b and 3e estimated precision
matrix; 3c and 3f estimated portfolio weights.
(a) step 1 asset re-
turns
(b) step 1 precision ma-
trix
(c) step 1 portfolio
weights
(d) step 4 asset re-
turns
(e) step 3 precision ma-
trix
(f) step 3 portfolio
weights
We use the DAT-GAN simulator with asset returns as underlying data and
with the realized utility of the portfolio as the decision related quantity. Thus,
we also call this a Ret-Utility-GAN. We adopt utility as the decision related
quantity in the loss, using this in addition to data (asset returns). The use of
utility controls all the decision-related quantities, since it comes at the end of
the decision chain. We find in our experiments that this provides good fidelity
for the synthetic distribution. For the conditioning variables for each asset, we
use five features: the asset return of the last day and four rolling-average based
features, computed by taking the average of asset returns in the past a few days.
We perform an ablation study, and compare against:
• (Ret-GAN) A GAN with only asset return loss, which is a typical model
used in the literature [KFT19, ZPH+18].
• (1Step-GAN) A GAN with one-step look ahead asset return and utility,
which is designed to represent an approach similar to that used by [LWL+20].
• (Single-GAN) A GAN that imposes a single loss on stacked, return and
utility quantities, and is designed to test this approach compared with the multi-
loss approach.
• (Utility-GAN) A GAN with only the utility loss, designed to test the
necessity of adding loss with respect to the underlying data distribution.
For the generator, we use a two-layer feed-forward neural network for each
asset. The output are asset returns, and these are used to compute decision-
related quantities, which are then fed into the discriminators. We make use
of multiple discriminators, each corresponding to a particular quantity (e.g.,
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underlying data, or a decision-related quantity). For each discriminator, the
architecture is a two-layer feed-forward neural network.8 We train on an Azure
GPU standard NV6 instance, which has one Tesla M60 GPU.9
Figure 4: Wasserstein Distances between non-synthetic and synthetic data for
U.S. ETFs. 4a and 4d for asset returns; 4b and 4e for estimated precision matrix;
4c and 4f for estimated portfolio weights.
(a) step 1 asset re-
turns
(b) step 1 precision ma-
trix
(c) step 1 portfolio
weights
(d) step 4 asset re-
turns
(e) step 3 precision ma-
trix
(f) step 3 portfolio
weights
For evaluation, we calculate the Wasserstein distances with respect to under-
lying asset returns, the estimated precision matrix, and the portfolio weights,
and for both the first- and last forward-looking step (this is steps 1 and 3 for
the estimated precision matrix and portfolio weights, and steps 1 and 4 for the
underlying data).
Results: simulated time series. We first present results on a simulated time
series. The data-generating process is given by rt+1 = b0rt+
∑4
i=1 biMAζi(rt) +
, where rt is the asset return vector, MAζi(rt) moving average operator, ζi
smoothing parameter, bi coefficient, and  noise. We use a multivariate t-distribution
to model the noise, with location parameter µ = [0, 0, 0, 0]>, shape matrix
Σ = [1, 0.6, 0, 0; 0.6, 1, 0.6, 0; 0, 0.6, 1, 0.6; 0, 0, 0.6, 1], and d.o.f. ν = 100. The t-
distribution simulates the heavy-tail behavior of asset returns [Bol87].
8For the generator, the neural network has dimension (5+8), 4, and 1 for input, hidden and
output layer. At the input, 5 nodes are based on the hand-crafted conditioning variables and 8
nodes provide random seeds. For the discriminator, the neural networks have dimensions M ,
8, 1 from input to output, where M matches the dimensions of each of the quantities. Both
networks use ReLU units.
9The approach is computationally intensive, requiring around one month of training time
for a single generative model. The main reason is that we need to compute decision-related
quantities, and also solve a series of optimal transport optimization problems to allow for
accurate evaluation (using solvers from [FC17]). We stop some runs early to save on compute
time.
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Figures 3a to 3f confirm that Ret-Utility-GAN is the best in terms of Wasser-
stein distance for asset returns, estimated precision matrix, and portfolio weights
for simulated time series. That the Ret-Utility-GAN performs better than Ret-
GAN for returns confirms that making use of utility within the loss function
provides useful controls on the distribution of the synthetic data. In other com-
parisons, the performance of the Ret-Utility-GAN is (1) better than Utility-
GAN for the portfolio weights comparison, which shows that considering loss
with respect to underlying data also helps; (2) better than the Single-GAN,
which shows that imposing loss for each quantity is more effective than a single
loss in accounting for the heterogeneity of different types of quantities; (3) bet-
ter than the 1step-GAN, which shows that the Ret-Utility-GAN is effective in
addressing exposure bias.
Results: Real ETF time series. We use daily price data for each of four
U.S. ETFs, i.e. Material (XLB), Energy (XLE), Financial (XLF) and Industrial
(XLI) ETFs, from 1999 to 2016. The data includes end of day price information
for each ETF. The entire dataset has more than 17,400 data points (17 years
× 250 days × 4 ETFs). We divide the data into training and evaluation, where
the training set contains data from 1999–2006, and the evaluation set contains
data from 2007–2016. As a reference, some other papers [YJvdS19] have 4,000
data-points for their financial experiment.
Figures 4a and 4d illustrate that the Single-GAN and 1step-GAN perform
better than the Ret-Utility-GAN in terms of Wasserstein distance on underlying
return. However, from Figures 4b4e4c4f, for decision-related quantities such as
the estimated precision matrix and the portfolio weights, the performance of
the Ret-Utility-GAN is far better than the other baselines. This provides clear
support for the ability of the Ret-Utility-GAN to provide superior performance
for these decision-related quantities.
7 Conclusion
We proposed a novel, decision-aware time series conditional generative adver-
sarial network (DAT-CGAN) for the multi-step time series generation problem.
The method is decision-aware through the incorporation of loss functions re-
lated to decision related quantities, which provides high-fidelity synthetic data
not only for the underlying data distribution, but also in supporting decision
processes by end users. The DAT-CGAN makes use of a multi-loss structure,
avoids exposure bias by aligning look-ahead periods during training and test,
and alleviate problems with data scarcity through an overlapped-block sam-
pling scheme. Moreover, we characterize the generalization properties of DAT-
CGANs for both underlying data generation and decision-related quantities. In
an application to portfolio selection, we demonstrated better generative quality
for decision-related quantities such as estimated precision matrix and portfolio
weights than other strong, GAN-based baselines. In future work, we will study
the robustness of the simulator when applied to the end users with a mildly
different risk preference.
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