ABSTRACT Collecting sufficient labeled electroencephalography (EEG) data to build an individual classifier for each subject is extremely time-consuming and labor-intensive, especially for the disabled patients. A feasible way is to use labeled EEG data from other subjects (source domains) to train a model for classifying EEG data from the new subjects (target domains). However, the model trained using other subjects EEG data may degrade the classification performance of the target subject, when there exists the substantial inter-subject variability of EEG data. In this paper, to account for the domain shift between different subjects, we propose a novel deep domain adaptation network (DDAN) for cross-subject EEG signal recognition. Specifically, a special end-to-end convolutional neural network (CNN) is firstly adopted to automatically extract deep features from the raw EEG data. Then, maximum mean discrepancy (MMD) is used to minimize the distribution discrepancy of deep features between source and target subjects. Finally, a center-based discriminative feature learning (CDFL) method is used to force the deep features closer to their corresponding class centers and make the inter-class centers more separable, so that it is possible to further improve the recognition performance of target domain EEG data. Experiments on public EEG datasets prove the effectiveness of the proposed method. This study may promote the practical use of EEG signal processing technology and expand its application range.
I. INTRODUCTION
Among various measurements of brain cognitive activity, electroencephalography (EEG) is widely used to record the electrical activity of the human brain due to its characteristic of non-invasive, simplicity and high temporal resolution [1] . Accurate recognition of brain cognitive activities by decoding EEG signals can not only establish the brain-computer interface (BCI) systems to help disabled people to restore
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environmental control capabilities, but also greatly improve the quality of life of healthy people, such as emotion recognition [2] and brain-controlled games [3] .
So far, researchers have adopted a variety of traditional machine learning methods to identify EEG signals, which includes support vector machine (SVM) [4] , linear discriminant analysis (LDA) [5] , extreme learning machine (ELM) [6] and so on. Despite the great success of these methods, traditional machine learning methods require sufficient manually labeled EEG data, making the construction of individual classifiers for each subject very time-consuming and VOLUME 7, 2019 This work is licensed under a Creative Commons Attribution 4.0 License. For more information, see http://creativecommons.org/licenses/by/4.0/ labor-intensive. More specifically, a calibration session of 20-30 minute is typically required before recording EEG data, which is more inconvenient and fatiguing for people with disabilities. An alternative approach is to build the existing model using the abundant labeled EEG data from other subjects, and apply it to classify EEG data for the target subject. However, due to the substantial variabilities of inter-subject EEG data, direct use of models trained from other subject data may reduce the classification performance of the target subject.
To solve above problem, domain adaptation methods have been developed by leveraging the sufficient labeled EEG data from source subject to help the modeling of target subject. Most of current domain adaptation methods concentrate on learning shared feature representation by minimizing the distribution discrepancy between source and target subjects. For the cross-subject EEG pattern classification, the commonly used domain adaptation methods can be divided into the following three categories.
The first category is established on the basis of the common spatial pattern (CSP) [7] . This type of domain adaptation method is to learn the shared feature space of EEG data from different subjects by modifying the covariance matrix [8] , [9] or the CSP optimization function [10] , [11] . The typical characteristics of these CSP-based domain adaptation methods are parametric correlation hypothesis [12] , [13] or parametric sharing hypothesis [14] . Specifically, the CSP-based domain adaptation methods implement the feature extraction of target subject EEG data by adding the parametric relationship into the model training process. It can be seen that the performance of such methods depends to a large extent on the effectiveness of CSP for the target subject EEG data.
The second category refers to the classical domain adaptation methods, which belong to the shallow domain adaptation methods [15] - [17] . Classical domain adaptation methods aim at learning a shared feature representation by minimizing the distance metric of distribution discrepancy between the handcrafted EEG features (e.g., CSP features) from different subjects [15] , [16] . For example, transfer component analysis (TCA) [15] has been used to realize the cross-subject EEG patterns classification. Although these domain adaptation methods result in significant improvements for crosssubject EEG classification, their performance is primarily dependent on the quality of the handcrafted EEG features. As we all know, they often require considerable field experiences to design a suitable feature extractor, may sometimes be prohibitive.
The aforementioned two mainstream paradigms have several drawbacks. Firstly, the classification performance of such shallow domain adaptation methods highly depends on the form of the selected classifier. Once a specific classifier is picked up, how to efficiently determine the optimal classifier parameters remains a challenge. Secondly, these shallow domain adaptation methods applied in EEG signal recognition predominantly utilize the human-designed feature to match different subject distributions, which require considerable field experience. If the extracted features were inaccurate, the obtained model might degrade the classification performance. Inspired by the powerful feature representation capability of deep learning, researchers have attempted to introduce this technique [19] into domain adaptation methods.
This paper focuses on the third category, i.e., the deep adaptation methods to solve the cross-subject EEG pattern classification problem. Recent studies have shown that deep neural networks can learn much more transferable features for domain adaptation [20] , [21] . Recently, some exploited deep domain adaptation methods have been widely applied in many real-world scenarios, such as image processing [22] , [23] and speech recognition [24] . The cornerstone of most current deep domain adaptation methods is to explicitly reduce the domain discrepancy through incorporating the distribution adaptation strategy to the task-specific layer of deep neural network [22] . However, these deep domain adaptation methods can only reduce but not remove the domain shift between source and target subjects. In this case, the classification hyperplane obtained from the source EEG data is highly likely to misclassify the target samples located far away from their corresponding class centers. In addition, existing deep domain adaptation methods were usually established on the basis of domain-specific deep neural networks, such as AlexNet [25] or ResNet [26] for the image classification. For the cross-subject EEG patterns recognition, however, few deep domain adaptation methods have developed based on the EEG-specific deep neural network.
In this paper, we propose a novel deep domain adaptation network (DDAN) for cross-subject EEG signal recognition, which simultaneously uses specific deep neural network based on the intrinsic characteristics of EEG data to automatically extract their features, and learning more transferable and discriminative EEG features to eliminate the domain shift between different subjects. Firstly, we adopt a specific endto-end deep neural network to be more suitable for learning EEG features. Then, maximum mean discrepancy (MMD) is used to minimize the distribution discrepancy of the deep features from source and target subject. Besides, a center-based discriminative feature learning (CDFL) method is further adopted to make the deep features closer to theirs corresponding class centers while the inter-class centers more separable. In this way, the probability of misclassification of target samples that are far from their corresponding class centers will decrease. The motivation of DDAN is shown in Figure 1 . As in subplot Figure 1(a) , we present the learned features of the source labeled EEG data and that of the target unlabeled EEG data by applying the specific end-to-end deep neural network. It can be seen that the hyperplane trained using the source EEG feature cannot distinguish the target EEG features due to the existence of the substantial distribution difference. In subplot Figure 1(b) , we minimize the distribution discrepancy of deep features from source and target subject by using the MMD, the sample moments of two domains are pulled closer but the target features located far away from their respective class centers are still easily misclassified. Finally, CDFL can bring the deep features closer to their own class centers while making the inter-class centers more separable, as show in Figure 1(c) .
Overall, the proposed DDAN can effectively address the cross-subject EEG pattern classification issue by carrying out the feature extraction, distribution adaptation and discriminative feature learning simultaneously. The contributions of this paper are summarized as follows:
1) We propose a novel deep neural network called DDAN for the cross-subject EEG signal classification instead of the traditional domain adaptation methods.
2) A special end-to-end deep convolutional neural network is adopted for the automatic extraction of deep features from the original EEG data, which can enhance the reliability of EEG features.
3) The distribution matching and the discriminative feature learning modules are integrated into the deep neural network simultaneously, which can accordingly benefit the classification performance and significantly enhance the feature transferability.
This article is structured as follows. In section II, we briefly review some related works. In section III, we introduce the proposed DDAN and its learning algorithm in detail. In section IV, the experimental results on EEG datasets is presented. Besides, we conduct the relevant analysis to justify our method. Finally, we summarize the work of this paper.
II. RELATED WORKS
In this section, we will briefly introduce the previous works on domain adaptation that can be potentially suitable for cross-subject EEG signal recognition.
A. SHALLOW DOMAIN ADAPTATION METHODS
Classical domain adaptation methods, most of which belong to the shallow methods, aim to learn the shared feature representation by minimizing the distribution discrepancy between domains. Fernando et al. [27] proposed an unsupervised domain adaptation method based on the subspace alignment (SA), which can seek a domain invariant feature space by aligning the source subspace with the target subspace. Besides, Pan et al. [15] proposed a domain adaptation method called TCA, which maps data from two domains to a high-dimensional reproducing kernel hilbert space (RKHS). To achieve the purpose of learning transferable features, they simultaneously minimized MMD between source and target domains in RKHS. Based on TCA, Long et al. [16] proposed another domain adaptation method, called transfer joint matching (TJM). This method can jointly implement feature matching and instance reweighting during the dimensionality reduction procedure. In addition, Long et al. [17] also proposed a joint distribution adaptation (JDA), which can simultaneously match the marginal and conditional distributions of source and target domains. Wang et al. [18] proposed a balanced distribution adaptation (BDA) that can adaptively adjust the importance of marginal distribution and conditional distribution. The shallow domain adaptation methods can be applied in cross-subject EEG patterns classification [15] . However, these methods predominantly take the handcrafted feature as input, which requires considerable field experience. Furthermore, the classification performance of aforementioned shallow domain adaptation methods depends on the form of the chosen classifier, thus limiting their practicality in the real-world scenarios.
B. DEEP DOMAIN ADAPTATION METHODS
It has been shown that deep neural networks can learn much more transferable features for domain adaptation [20] , [21] . Specifically, Yosinski et al. [21] investigated the transferability of deep networks through a series of experiments. The conclusion of their research work reveals that the deep features always transition from general to specific along the network. In addition, the feature transferability drops substantially in higher task-specific layers. In other words, the features that deep neural network learn in the shallow layer are generic, and they can be safely transferred between different domains. However, the features of higher task-specific layers are domain-specific, and transferring them directly to target domain will lead to a degradation of classification performance. To alleviate this issue, Ghifary et al. [22] proposed a domain adaptive neural network (DANN) that regularizes the deep neural network by adding an adaptation layer behind the task-specific layer. Tzeng et al. [23] proposed a deep domain confusion (DDC) by introducing an adaptation layer and an additional domain confusion loss. The confusion loss can be used to learn the shared representation of the domain invariant. Besides, Sun and Saenko [24] integrated the correlation alignment (CORAL) into the deep neural network and proposed a Deep CORAL for domain adaptation. Compared with CORAL, deep CORAL is more powerful because it can learn the non-linear transformations.
To the best of our knowledge, most of current deep domain adaptation methods are developed for machine vision or natural language processing tasks. The successful application of deep domain adaptation methods for cross-subject EEG pattern classification is still limited. In this paper, we propose a novel deep domain adaptation network for cross-subject EEG signal classification. We firstly adopted an EEG-specific deep neural network to extract more satisfying features from original data. Then, the MMD principle and the CDFL strategy were used to minimize the distribution discrepancy and learn the discriminative features of the task-specific layer, respectively. In the following section, we will introduce the proposed DDAN in detail.
III. DEEP DOMAIN ADAPTATION NETWORK
We firstly introduce the notations that will be used in the following. Assuming that we are given a set of from the target subject. x s i ∈ R E×T and x t j ∈ R E×T denote the ith and jth trial of EEG signals from source and target subject respectively. E denotes the number of recording electrode channels. T denotes the number of time points. y s i denotes the label of the ith EEG trial of source subject. We are motivated to propose a deep domain adaptation network to predict the label of target subject EEG data with the given labeled of source subject EEG data. Figure 2 shows the framework of the proposed DDAN. Firstly, the raw EEG data are fed to an end-to-end convolutional neural network for automatically learning the deep features. Then, we apply a maximum mean discrepancy term to minimize the distribution discrepancy between source and target deep features of the fully connected layer. Meanwhile, the discriminative feature learning strategy is introduced, so that the shared feature representation will have better intraclass compactness and inter-class separability, which can further enhance the classification performance on the target subject.
A. DEEP CNN FOR FEATURE EXTRACTION
In this paper, a special end-to-end convolutional neural network (ConvNet) [28] is adopted to conduct the feature learning for EEG data. Different from original ConvNet as demonstrated in [28] , we replace its dense layer with fully connected layer, i.e., task-specific layer, as shown in Figure 3 . Then, we match the different subject distributions and learn the discriminative features in the task-specific layer. Enlightened by the classical filter bank common spatial patterns (FBCSP) [29] , ConvNet can be used to end-to-end EEG decoding. The transformation process of ConvNet is also similar to that of FBCSP. As illustrated in Figure 3 , the first two layers of ConvNet are used to perform the temporal convolution and spatial convolution, which was analogous to the bandpass and CSP spatial filter in FBCSP. The first layer is used to extract temporal information of the EEG data, and the kernel size of the first two layers are set to 25×1 and 1×E (E is the number of recording electrode channels) respectively. The stride of all convolutional layers in the network is set to 1, and each convolution layer is followed by a dropout and normalization layer. Then, ConvNet uses a squaring nonlinearity, a mean pooling layer and a logarithmic activation function to simulate the trial log-variance computation in FBCSP. The kernel size and stride size of the mean pooling layer is set to 75 × 1 and 15 × 1 respectively. Compared to FBCSP, ConvNet can optimize all computational steps jointly which were embedded in a single network. Besides, ConvNet can benefit from pooling layers and fine-tuning, which has been shown to help classification [30] .
Denote the source classifier by f , which can be obtained by minimizing the following loss function L C on the labeled source EEG data.
where L (·,
B. DEEP DOMAIN ADAPTATION
Recent literatures have shown that the feature transferability drop significantly in the fully connected layer with domain discrepancy enlarged [21] . In other words, the features extracted in the fully connected layer (task-specific layer) will highly depend on the specific tasks, which cannot be transferred safely from source subject to target subject.
To alleviate this issue, we minimize the distribution discrepancy of source and target features of fully connected layer. Specifically, we use the maximum mean discrepancy (MMD) to measure the distribution distance of deep features. The domain discrepancy loss L M measured by the MMD can be formulated as:
where
and
represent the deep features in the fully connected layer of source and target subjects, respectively. ϕ (·) is the nonlinear mapping function that induces RKHS H. Eq. (2) can be reformulated as:
where k z, z = ϕ (z) , ϕ z denotes the kernel function. By minimization Eq. (3), we can learn a shared feature representation across source and target subjects, such that the domain discrepancy can be maximally diminished.
Although MMD can reduce the domain discrepancy, it cannot be removed, as demonstrated in Figure 1 . In other words, the target samples located far away from their corresponding class centers may still be misclassified by the classification hyperplane obtained from the source EEG data. To solve this problem, there has been a growing interest in enhancing the performance of deep neural networks through learning more discriminative features in recent years. The discriminative features learning methods, such as contrastive loss [31] and additive margin softmax (AM-Softmax) [32] , can significantly enhance the performance of deep neural networks.
Inspired by these methods, we try to leverage the discriminative feature strategy to improve the performance of the crosssubject EEG pattern classification.
However, in the unsupervised scenario, the target EEG data is generally unlabeled so that it is really impossible to obtain the category information. Fortunately, source and target subjects in the shared feature space have similar distributions. A feasible alternative is to make the source features to be more discriminative in the shared feature space, so that the target features maximally aligned with source features will become more discriminative automatically. In this paper, we adopt the center-based discriminative feature learning (CDFL) method to make the deep features closer to theirs corresponding class centers and the inter-class centers more separable. The center-based discriminative loss L D can be formulated as:
where c y i represents the y i th class center of the deep features, It is notably that the class center c y i needs to be calculated by averaging the deep features of the entire training dataset. Since we train the network based on the mini-batch SGD, it is difficult to average the deep features by the entire training dataset. Therefore, the following modification is made for the training process. First, the second term in Eq. (4) measures the inter-class separability through the class centers c i and c j . For convenience, we use the class centers of the current batch to represent c i and c j . Second, the c y i used to measure intra-class compactness, which should be closer to the global class center. The global class center is initialized as the class centers of the current batch and update in each iteration as:
where γ is the learning rate to update the class centers.
So, Eq. (4) can be reformulated as:
denotes the distance between z s i and its corresponding class center. M ij = c i − c j 2 2 denotes the distance between the class centers c i and c j . denotes the elementwise multiplication operation. VOLUME 7, 2019 C. OPTIMIZATION By combining classification loss with respect to the source data L C , domain discrepancy loss L M and the discriminative loss L D , the objective function of DDAN can be expressed as follows:
where λ 1 and λ 2 are the tradeoff parameters for the domain discrepancy loss and the discriminative loss, respectively. Eq. (8) can be easily optimized by using mini-batch SGD. Specifically, the update rule of the lth layer's parameter θ l can be expressed as:
where b s is the batch size and µ is the learning rate.
IV. EXPERIMENTAL STUDY
To verify the effectiveness of the proposed DDAN for crosssubject EEG classification tasks, we conduct experimental evaluation on two public EEG datasets: Dataset IVa of BCI Competition III and Dataset IIa of BCI Competition IV. In this section, we firstly describe the EEG datasets and the experiment settings. Then, we compare and discuss the classification performance of DDAN and the other six comparison methods.
A. EEG DATA DESCRIPTION 1) DATASET IVA OF BCI COMPETITION III
The Dataset IVa of BCI Competition III [33] were recorded from 5 healthy subjects, i.e., aa, al, av, aw, and ay. In the experiment, each subject performed 2-class motor imagery tasks (i.e., right hand or foot) according to the visual cue of BCI system. EEG signals were captured by using 118 channels with the sampling frequency of 100 Hz. This dataset contains 280 trials for each subject. In our experiment, we randomly select two of the subjects as source and target domain, respectively. Furthermore, we switch the source/target subject pair to generate another classification task, and thereby obtain a total of A 2 5 = 20 subsets.
2) DATASET IIA OF BCI COMPETITION IV
The Dataset IIa of BCI Competition IV [34] consists of 22-channels EEG signals from 9 subjects (denoted as B01-B09) involving 4-class motor imagery tasks related to left hand, right hand, feet and tongue. This dataset contains 576 trials for each subject. The sampling frequency of EEG signals is 250Hz.
Due to the limitation of space, we randomly select two subjects from the remaining B01~B05 to form source and target domain. Similar to the experimental setup on dataset IVa, we can totally obtain A 2 5 = 20 subsets.
In this paper, we consider the time interval of [0.5, 3.5]s after trail start cue in each trial for BCI III IVa, and [1, 4] s for BCI IV IIa. Following the same experimental settings in [28] , we remove the unrelated artifacts using a causal third-order Butterworth filter with a certain frequency band (4-38 Hz).
B. EXPERIMENTAL SETTINGS 1) BASELINE METHODS
We compare the proposed DDAN with the following stateof-the-art domain adaptation and deep learning methods:
• CNN for EEG Decoding (ConvNet) [28] • Subspace Alignment (SA) [27] • Transfer Component Analysis (TCA) [15] • Transfer Joint Matching (TJM) [16] • Deep Domain Confusion (DDC) [23] • Deep Correlation Alignment (D_CORAL) [24] 2) IMPLEMENTATION DETAILS For the traditional domain adaptation methods, i.e., SA, TCA and TJM, we take the EEG feature learned from the fully connected layer of ConvNet as input to the classifier. Here, we use SVM as the base classifier. ConvNet [28] is the baseline deep learning method. For deep domain adaptation methods, i.e., DDC, D_CORAL and the proposed DDAN, the learning rate is set to 10 −3 and the batch size is 72. For DDC, the trade-off parameter λ is used to balance the domain discrepancy loss and the source loss. Instead of fixing the adaptation parameter λ, we update it from 0 to 1 through a progressive procedure during training: λ = 2 1+exp(−ηp) − 1, where η = 10, and p is the training progress linearly varying from 0 to 1. Similarly, we take the same setting for trade-off parameter λ 1 in DDAN. This progressive procedure can significantly reduce the parameter sensitivity of the model [35] . For the discriminative loss, we set the hyper parameter λ 2 to 0.01, the margin threshold D 1 = 0, D 2 = 100, and the learning rate of the global class center is set to 0.1. In addition, for MMD-based domain adaptation methods TCA, TJM, DDC and DDAN, we use the RBF kernel, i.e. k x i , x j = e − x i −x j 2 σ , and the kernel width σ is set to the median squared distances between the training instances, i.e. the median heuristic [36] . For the rest parameters of comparison methods, we follow the original settings for each model in the literature.
The classification accuracy is used to evaluate the performance of all methods. All methods in this paper are implemented via Python, and the deep learning methods are implemented in PyTorch, with a single workstation running Windows 10 with an Inter(R) Xeon(R) Silver 4110 CPU, an NVIDIA 1080Ti GPU with 11GB memory, and 64GB RAM memory. The values in boldface indicates the best performance. The last row value in the table shows the average performance of all tasks. It can be found that DDAN outperforms other comparison methods in most cases. The average classification accuracy of DDAN on 20 tasks is 75.93%, which achieves the improvement of 1.6% compared to the best comparison algorithm D_CORAL. This indicates that DDAN can effectively learn the discriminative features for improving the cross-subject classification performance. From the experimental results in the table, the following observations can be made.
C. PERFORMANCE COMPARISON 1) RESULTS ON DATASET IVA OF BCI COMPETITION III
Firstly, traditional domain adaptation methods, i.e., SA, TCA and TJM, can achieve better classification accuracy when the deep feature is used as their input, in contrast to ConvNet. This phenomenon demonstrates the importance of mitigating the domain discrepancy when there is a significant difference between the training EEG data (source domain) and testing EEG data (target domain) distributions.
Secondly, deep domain adaptation methods, i.e., DDC, D_CROAL and DDAN, outperform shallow domain adaptation methods in most cases. This proves that by incorporating domain adaptation modules into the deep neural network, the domain discrepancy can be further reduced and the better feature transferability can be achieved. Different from deep domain adaptation methods DDC and D_CROAL, DDAN can adjust the EEG data distribution across subjects in task-specific layer while learning the discriminative feature. So that the classification performance of DDAN for the target subject EEG data can be improved.
2) RESULTS ON DATASET IIA OF BCI COMPETITION IV
We further evaluate the classification performance of the proposed DDAN and other comparison methods on the Dataset IIa of BCI Competition IV, as shown in Table 2 . Similarly, the values in boldface represent the best performance and the values in the last row show the average performance of all the tasks. From the experimental results, we have the following observations. On average, deep domain adaptation methods outperform shallow domain adaptation methods. In most case of 20 subsets, DDAN outperforms other deep domain adaptation methods. In terms of the average classification accuracy in table 2, DDAN achieves an absolute classification accuracy increase of 8.6% and 1.8% against the deep method ConvNet and the best comparison method D_CROAL, respectively. The promising results are mainly attributed to the joint consideration of distribution matching and discriminative feature learning. 
D. EMPIRICAL ANALYSIS 1) FEATURE VISUALIZATION
To present the feature transferability, we respectively visualize the t-SNE [20] embedding of target subject EEG data in domain adaptation task aa→al with the deep features learned by using ConvNet, DDC, D_CORAL and DDAN, as shown in Figure 4 . The following observations can be obtained. The target features learned by ConvNet are difficult to classify, as shown in Figure 4 (a). Although DDC and D_CORAL can mitigate the domain shift by using MMD and correlation alignment, as shown in Figure 4 (b) and Figure 4 (c), there still exists many scattered samples distributed on the interclass gap after MMD and correlation alignment. This result validates that DDC and D_CORAL can reduce, but not remove the domain shift. The target subject EEG data located far from their corresponding class centers are easily to be misclassified. As shown in Figure 4(d) , the features learned by DDAN are easier to distinguish than that learned by DDC and D_CORAL. The above observations validate that DDAN can learn more discriminative deep features to improve the classification performance of cross-subject EEG data.
2) STATISTICAL SIGNIFICANCE TESTING
We further investigate whether the improvement in classification performances of the proposed DDAN is at a significant level. Table 3 gives the pairwise two-tailed t-test of DDAN 
3) PARAMETER SENSITIVITY
The DDAN models have two tradeoff parameters, which are the domain discrepancy loss λ 1 and the discriminative loss λ 2 . For analyzing the influence of the two parameters on the DDAN classification performance, we conduct parameter sensitivity experiment for domain adaptation task aa→al, as shown in Figure 5 . Figure 5 
V. CONCLUSION
This paper presents a novel DDAN method for cross-subject EEG signal recognition. We firstly adopt ConvNet to automatically learn deep features from the original EEG signal. The distribution adaptation module is then embedded into the task-specific layer of ConvNet to learn the shared feature representation. We empirically show that DDAN can effectively achieve the domain adaptation learning with the capability of substantially enhancing the feature transferability by simultaneously considering distribution matching and discriminant feature learning. The experimental results on public EEG datasets show that the proposed DDAN has achieved the satisfactory classification performance against several stateof-the-art methods. Future researches may focus on how to further learn more effective deep features of EEG data by using other advanced deep architectures. 
