Abstract
I. INTRODUCTION
Digit recognition is needed in many applications such as bank checks, custom declaration and automatic reading. Several methods were proposed to recognize handwritten Hindi digits [1] . The recognition accuracy is the parameter used to meaure the effectiveness of each method.
The database used in the experiments is handwritten samples collected from 48 different persons [2] . A sample of the handwritten digits is shown in Figure 1 .
II. PRINCIPAL COMPONENTS ANALYSIS
Principal components analysis (PCA) is a statistical technique that is used for pattern recognition applications such as face recognition, image compression and character recognition, and for finding patterns in data of high dimension. PCA is a way of identifying patterns in data, and expressing the data in such a way as to highlight their similarities and differences. It is a powerful tool for analyzing data and representing it with less loss of information in a reduced number of dimensions. For more information see [3] . 
III. PROPOSED ENORM AND EEUCLIDEAN
To classify a pattern with the nearest neighbor, a measurement is needed to say whether this pattern is similar to one pattern or dissimilar to another. First and second norm (Euclidean) were applied and another two norms proposed named ENorm and EEculidean which are derived from the first and second norm. the following shows the equations for each norm [4] . The input samples are first converted into a binary form. After that, two noise removal techniques are applied: Median filter and Morphological operations opening and closing. Then, normalization for the data input is done against size, translation and rotation.
After preprocessing, the most important features are extracted that represent the input patterns. So in this step, two jobs are performed at the same time, feature extraction and selection as features are extracted and then select from these features the most important which better represent the original data with less number of parameters to deal with. PCA is applied on the data samples for feature extraction and selection. Before applying the PCA, each input sample should be converted from two-dimensional matrix into a row vector matrix. After that, all input samples are stacked together in one matrix such that all input patterns for a specific pattern is put down each other and so on for all patterns.
PCA is applied on the training matrix to produce a feature matrix containing features ordered by column from the most important feature to the least important. The features have been extracted for every pattern of sub-words in the dataset.
V. RESULTS AND DISCUSSION
The most important attribute in pattern recognition applications is the recognition accuracy. It is the ratio of the number of correctly recognized test data over the total number of test data. In this approach, the recognition accuracy is measured for Arabic handwritten numerals.
The cross validation technique has been used with 8-folds. The data contains 48 samples where it is further divided into 8 sets of 6 samples each. The system is run 8 times, where each time with 7 different sets for training and one set for testing. The nearest neighbor algorithm is applied using 1st Norm, ENorm, Euclidean and EEuclidean. Table 1 illustrates the results where for every fold, the cross validation technique is applied. The results show that the best recognition rate achieved is by using the Euclidean and the maximum recognition rate achieved is 98.33% on fold no. 7, and the minimum recognition rate is 88.33% on fold no. 2. Figure 2 shows a comparison between the traditional 1st Norm and the proposed ENorm applied on digits. It is show that the ENorm achieves a higher recognition rate than 1st Norm, as the ENorm achieves in average a recognition rate of 94.79% and the Norm achieved in average a recognition rate of 93.54%. A difference of 1.25% has been achieved. This proportion may be significant if the data recognized is huge as if the number of data to be recognized is 100 that means there will be one digit more to be recognized, but if the number of data increases, the number of data to be recognized also increases. This appears more clearly in Figure 3 .
A comparison between 2nd Norm (Euclidean) and the proposed Norm EEuclidean appears in Figure 4 . In average, the recognition rate for the Euclidean is higher than the EEuclidean. As with the Euclidean, a recognition rate of 95% is achieved while EEuclidean achieves a recognition rate of 94.79%. The traditional Euclidean in this situation gives a better recognition rate than the proposed Norm. 
VI. CONCLUSION
In this paper, a recognition system is proposed for Hindi digits. A preprocessing is implemented including noise removal that may occur, and normalization for the digit against size, translation and rotation. PCA is applied after that to extract the most important features, then the digit is recognized. Four different distance measurement were experimented with the nearest neighbour. The 1st Norm, 2nd Norm and another proposed norms named ENorm and EEuclidean derived from the 1st and 2nd Norm. An average recognition accuracy achieved is 93.5% when applying the 1st Norm and 94.7% when applying the ENorm, and 95% when applying the Euclidean and 94.79% when applying the EEculidean. It may be concluded that by applying different distance measurements that may affect the recognition accuracy. 
