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Abstract 
This paper applies techniques of algebraic approximation to provide effective algorithms to 
determine the validity of universally quantified implications over lattice structures. We generalize 
the known result which states that any semilattice is approximated in the two element lattice. We 
show that the validity of a universally quantified implication + over a possibly infinite domain 
can be determined by examining its validity over a simpler domain the size of which is related 
to the number of constants in $. Both the known as well as the new results have high potential 
in providing practical automated techniques in various areas of application in computer science. 
1. Introduction 
This paper applies techniques of algebraic approximation to provide effective algo- 
rithms to determine the validity of universally quantified implications between identities 
over lattice structures. Approximation is one of the main methods in the scientific pro- 
cess and is common practice also in various branches of mathematics and computer 
science. The basic idea in approximating one (mathematical) structure by another is 
that properties of the objects from a perhaps complex structure may be investigated 
by examination of a simpler structure which preserves some important features of the 
first structure. The methods of approximation in algebra are developed in the works 
of Maicev [19,21] and Birkhoff [3,4]. In computer science, approximation is applied 
in the context of semantic-based program analysis as formalized in terms of Galois 
connections [26,22] by Cousot and Cousot [ 121. 
Given a universally quantified formula II/ of the form (V) (p + q) and a domain D 
which is a structure which obeys the axioms of some theory (e.g. set theory, propo- 
sitional logic, group theory, etc.), we are familiar with two general approaches which 
can be applied when trying to determine if IJ is true in D. The proof theoretic ap- 
proach, in which a suitable system of axioms is used to reduce I++ to some solved 
form; and the model theoretic approach in which interpretations are enumerated and 
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every interpretation which satisfies p is checked to determine if it satisfies also q. 
Both approaches are, in general, computationally hard, even in the case of a finite 
domain. The proof theoretic approach generally seeks a proof in an exponential search 
space. The number of interpretations examined in a naive model theoretic approach may 
grow exponentially with the number of variables occurring in the formulae. Of course 
both approaches may also support efficient algorithms. For example, when the search is 
guided by a specific strategy in the proof theoretic approach or when it is not necessary 
to examine all interpretations in the model theoretic approach. From a programmer’s 
perspective, the model theoretic approach is attractive because it is straightforward in 
almost any programming language to enumerate interpretations. Examples 1 and 3 be- 
low illustrate an almost trivial implementation in Prolog. On the other hand, the proof 
theoretic approach is attractive because it enables the consideration of search strategies 
and heuristics. 
To show that an implication $ is valid in a given class of algebraic structures X, we 
do not need to check all substitutions of variables in $ to elements of these structures or 
for all structures in X. It follows from results of algebraic approximation [4,21], that it 
is sufficient to check the validity of $ for the so-called subdirectly irreducible structures 
which generate the given ones and which are much less complicated. For example, the 
only subdirectly irreducible Boolean algebra is the 2-element Boolean algebra. Often 
the required subdirectly irreducible structures are substructures of members of X and in 
this case the validity of a II/ in X is exactly defined by its validity in the corresponding 
subdirectly irreducible structures. In other words $ is valid in X if and o&y if it is 
valid in the corresponding subdirectly irreducible structures. 
We know the description of subdirectly irreducible structures for many subclasses of 
classical algebraic structures: semigroups, groups, lattices and so on (see e.g. 
[4,14,27]). But if we want to apply these results to determine the validity of im- 
plications for specific structures which contain constants (the names of elements of 
the structure), we run into problems. In the classical algebraic theories, formulae do 
not explicitly reference arbitrary elements of the underlying structures. For example, in 
lattice theory, we may mention only the top or bottom elements of a given lattice, but 
we do not usually refer explicitly to other elements. The signature consists of a few 
special symbols. For example, in the case of lattices: I, T, U, n. 
In contrast, when proving theorems in the context of specific applications, it is 
common to refer explicitly to arbitrary elements of the underlying structure. This means 
that we want to prove properties of a given structure and not necessarily about the 
general class of objects of that structure. For example, consider a lattice of types in 
the context of a programming language with type declarations. In this context it is 
natural to ask if a given program is well-typed with respect to a type declaration. 
Namely, if particular program constructs belong to corresponding declared types in 
the specific underlying lattice of types. Consequently, we may question the validity of 
an implication which contains explicit reference to elements of the underlying lattice 
of types. To express or validate theorems which refer to explicit constants from the 
underlying structure we must enrich the signature of our language. This is done by 
M. Codish, G. Mashevitzkyl Theoretical Computer Science 165 (1996) 57-74 59 
including the names of constants as additional 0-ary functions in the signature. Hence, 
the models constructed for the signature have marked elements which correspond to 
the constants of the signature. In particular, if we wish to discuss lattice structures with 
explicit constants, we are no longer within the classic lattice theory. Instead, we are 
dealing with a structure consisting of marked elements. It is worthwhile to notice, that 
the addition of even one constant to the signature can change crucially the properties of 
its models. The set of quasi-identities of any non-trivial Boolean algebra coincides with 
the set of quasi-identities of the class of all Boolean algebras. Of course this property is 
not true for the Boolean algebra with marked elements. We shall give some additional 
examples of this in the following. 
Note that to determine the validity of a given formula we do not need to consider 
all of the elements of the underlying domain as marked elements. It is suficient to 
consider as marked only those elements which correspond to the constant symbols in 
the given formula. 
In this paper we investigate a practical approach to determine the truth of implications 
in a (possibly infinite) semilattice or distributive lattice D. For any such formula $ 
with less than three constants, we identify a minimal class of objects X such that the 
validity of $ over X implies the validity of $ over D. The size of the objects in X is 
related to the number of constants from D occurring in $. In particular, if $ contains no 
constants then X contains a single object: the two-valued Boolean lattice. In this case, 
the result is well-known and it provides a decision procedure for implications even if 
the underlying structure of D is infinite. Even in this case, a naive approach based 
on enumeration is, of course, exponential. However, the number of cases is reduced 
from IDI” to 2” (where IDI is the size of the domain and n is the number of variables 
in the formula). Moreover, in many cases there exist efficient techniques to determine 
the validity of the specific types of propositional formula. Examples include the use of 
Binary Decision Diagrams in circuit design [6,7] and the use of propositional formulae 
in program analysis [ 17,11,9]. These techniques have been shown to remain effective 
when the domain is extended to contain a small number of additional constants [ 111. 
Lattices (semilattices) play a central role in domain theory and provide the founda- 
tion for denotational semantics and various formal techniques in computer science. The 
need to determine the validity of an implication is also common in various application 
areas of computer science and hence also the general applicability of our results. In 
particular, these results are of importance in: (a) the context of static program anal- 
ysis (e.g. [23]), where for example a central question is to determine if a program 
state implies the precondition of a conditional statement [15]; (b) type analysis, where 
set constraints and implications between set constraints often arise (e.g [l]); and (c) 
semantic-based techniques for program analysis (e.g [12]), where successive approxi- 
mations to a solution are evaluated as long as the next approximation is not implied by 
the previous. Another potential area of application is in the context of constraint-based 
languages where constraint satisfaction is one of the basic operations in computations. 
The main contribution of this paper is the formal justification which enables us to 
provide effective algorithms to determine the validity of universally quantified implica- 
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tions, possibly containing less than three constants, in the spirit of the examples of the 
next section. It is important to consider the case with constants as this is a common 
case in practical applications. Our approach becomes quickly impractical as the num- 
ber of constants increases. Consequently, the approach is mainly applicable in cases 
where the number of constants which appear in formulae is small. This is the case, for 
example, in the context of polymorphic-type analysis recently investigated in [8] which 
involves implications of the form illustrated by Example 3 (below). An implementation 
for this application based on the principles described here has illustrated considerable 
improvements. The only other application we are aware of is the zero-one principle 
as described in Example 2 (below), which does not involve marked elements. We be- 
lieve that the results described here are of general interest and have high potential for 
applications in computer science. 
The rest of this paper is organized as follows. The next section illustrates several 
motivating examples. Section 3 provides the necessary preliminary background. Sec- 
tion 4 provides our main contribution. Section 5 describes an application and Section 
6 presents a short conclusion. A preliminary version of this paper can be found in [lo] 
where an unsuitable notion of homomorphism was used. The current paper refines the 
notion of homomorphism making explicit the mapping between elements as implicitly 
assumed in the proofs. 
2. Motivating examples 
The following examples illustrate the spirit of the results presented in this paper. 
Example 1. To determine the truth of an equality of the form, 
E~~(AnB)U(CnD)=(AuC)n(BUC)n(‘4uD)u(BuD); OY 
E2=AnB=SiuB 
in a (possibly infinite) Boolean algebra of sets, it is sufficient to test the equality for 
values of A, B, C, D ranging over { 0, 1) viewing set union, intersection and completion, 
respectively, as propositional disjunction, conjunction and negation. This in itself is not 
surprising as it is well-known that a Boolean algebra of sets is approximated by the 
two element Boolean algebra. However, it is interesting to observe that the following 
concise Prolog program can be used to prove or disprove equations of this form: 
prove(and(O,O,O)). prove(or(O,O,O)). prove(neg(O,l)). 
prove(and(i),l,O)). prove(or(O,l,l)). prove(neg(l,O)I. 
prove(and(l,O,O)). prove(or(i,O,l)). 
prove(and(l,l,l)). prove(or(l,l,l)). 
prove((Fl,F2)):- prove(Fl), prove(F2). 
imply(A,B):-not((prove(A),not(prove(B)))). 
equiv(A,B):-imply(A,B), imply(B,A). 
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The predicate prove/l specifies what can be proven about conjunctions of formula 
specified using the relations and (A, B , C) , or (A, B , C> and neg (A, B) . The program 
defines these relations to correspond to the equations: A A B = C, A V B = C and 
lA=B. 
The clause imply (A, B) : - not ( (prove (A) , not (prove(B) 11) specifies how an 
implication of the form A + B can be verified. This definition is based on the simple in- 
tuition that A --f B is logically equivalent to +A 4 B) and hence to 7(AA-B). How- 
ever, the Prolog program expresses this in terms of provability and substitutes logical 
negation by non-provability (negation by failure). Hence, the relation implies(A,B) 
should be interpreted as follows: it should not be the case that a truth assignment makes 
A true while B is not true. Observe that A is true if it is provable as defined above 
and that executing prove(A) constructs (by backtracking) every truth assignment that 
makes A true. None of these should make B false, or otherwise stated, make the goal 
prove(B) fail. 
The clause equiv(A,B) :- imply(A,B), imply(B ,A) specifies that the equiva- 
lence of A and B is determined by checking that A implies B and that B implies 
A. 
The knowledgeable Prolog programmer will observe that the use of negation by 
failure in this context is only correct for queries of the form imply(A,B) for which 
all variables in B are also in A. We may assume without loss of generality that this is 
always the case: If A does not contain a variable X we can replace A by A A (X V 11). 
To determine the truth of the equation Et, we query the program with the goal: 
?- equiv(prove(a.nd(A,B,TlJ, and(C,D,T2), or(Tl,T2,T3)), 
prove(or(A,C,T4), or(B,C,T5), or(A,D,TG), or(B,D,T7), 
and(T4,T5,T8), and(T6,T7,T9), and(T8,T9,T3))). 
To check E2 we query the program with the goal: 
?- equiv(prove(and(A,B,TlJ, neg(Tl,T2)), 
prove(neg(A,T3), neg(B,T4), or(T3,T4,T2))). 
Example 2. A comparison etwork is a network constructed from wires and compara- 
tors with n inputs and n outputs. A comparator is a device with two inputs x and y 
and two outputs min(x, y) and max(x, y). We typically refer to the sequences of inputs 
and outputs of a comparison network. A sorting network is a comparison network for 
which the output sequence is monotonically increasing for every input sequence. The 
zero-one principle (cf. [16]) states that a comparison network is a sorting network if 
and only if it correctly sorts all 2” sequences of O’s and 1 ‘s. Namely if the network 
correctly sorts O’s and l’s then it correctly sorts any numeric inputs. 
We can generalize the notion of comparison network to accept inputs from any 
distributive lattice. A comparator is then a device with two inputs x and y and two 
outputs x u y and x n y. It follows that if such a comparison network transforms all 
sequences of O’s and I’s to an ordered chain, then it transforms any sequence of inputs 
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to an ordered chain. To see this consider a comparison network which transforms the 
inputs xi,..., x,, to the outputs xi,. . . , x;. Each output xi can be expressed as a formula 
wi involving the inputs {xi,. . . , xn} and the two operators LI and fl (exercise 5.3.4-28 
in [ 161). To prove that the comparison network transforms its inputs to a chain we 
must prove that wi u wi+i = Wi+i for 1 <i < n. This paper illustrates that if this is true 
for inputs ranging over (0, 1) then it is true for inputs ranging over any distributive 
lattice. In particular, this proves the zero-one principle for sorting networks. 
A less known application which will be justified by our results involves implications 
which contain constants from the underlying domain and is illustrated by the following. 
Example 3. Consider an arbitrary (possibly infinite) semi-lattice L which contains an 
element ‘a’. We will show that to determine the truth of the implication 
~~(DUE=G)r\(FuD=C)A(EUB=F)A(aUB=B) 
+(aUC=C) 
in L, it is sufficient to test the implication over the three-element chain 0 < a < 1. 
A Prolog program which implements a theorem prover for implications involving a 
constant ‘a’ and the least upper bound operation is obtained by adding the following 
facts to the program from Example 1. 
prove(lub(O,O,O)). prove(lub(a,l,l)). prove(lub(O,a,a)). 
prove(lub(l,O,l)). prove(lub(O,l,l)). prove(lub(l,a,l)). 
prove(lub(a,O,a)). prove(lub(l,l,l)). prove(lub(a,a,a)). 
where lub(A,B, C> corresponds to A U B = C. The Prolog query to determine if Ic/ is 
valid is 
?- imply( prove(lub(D,E,G) ,lub(F,D,C) ,lub(E,B,F) ,lub(a,B,B)), 
prove(lub(a,C,C))). 
We also prove that in order to prove implications of this kind, it is sufficient to test 
the implication over two two-element chains 0 < a and a < 1 instead of over a three- 
element chain. For an implication with n variables, this reduces the cost of a naive 
enumeration from O(3”) to O(2”). Moreover, since the two two-element chains are 
dual we may consult a single two-element chain twice replacing the above definition 
of lub(A,B,C) by 
prove(lubl(O,O,O)). prove(lub2(0,0,0)). 
prove(lubl(O,a,a)). prove(lub2(0,a,O)). 
prove(lubl(a,O,a)). prove(lub2(a,O,O)). 
prove(lubl(a,a,a)). prove(lub2(a,a,a)). 
To prove $ we check the following two (dual) queries: 
?- imply(prove(lubl(D,E,G~,lubl~F,D,C~,lubl~E,B,F~,~ub~~a,B,B~~, 
prove(lubl(a,C,C))). 
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?- impiy( prove(lub2(D,E,G) ,lub2(F,D,C) ,lub2(E,D,F) ,lub2(a,D,D)) 9 
prove(lub2(a,C,C))). 
In some cases the given implication can also be verified without considering marked 
elements. For example, II/ is valid over the two element chain 0 < 1 (viewing the 
constant a as a universally quantified variable). As a consequence, the techniques of 
Example 1 suffice to determine its validity. On the other hand, our results show that 
the invalidity of an implication in a semilattice with a marked element cannot be 
determined by testing over the two element chain 0 < 1. Consider the implication 
cp=: (D~E=G)A(FuD=C)A(EUB=F)A(UUB=B) 
--,(aLlE=E) 
It is easy to verify that cp is not valid over the two element chain 0 < 1 and hence 
the previous approach is not applicable. However, by testing its validity over the two 
two-element chains 0 < a and a < 1 we can determine that cp is valid in a semi-lattice 
L if and only if a is the bottom element of L. 
Consider now the implication 
x- (DuE=G)A(FuD=C)A(EUB=F)A(UUB=B) 
+(uUE=EAuUD=u) 
which is not valid over the two element chain 0 < 1. Hence we should test its validity 
over the the two two-element chains 0 < a and a < 1. From the fact that x is invalid 
over both chains we can determine that it is invalid in any semilattice with marked 
elements. 
3. Preliminaries 
We review here the basic algebraic concepts which are used to obtain our results. 
For a more detailed discussion see e.g. [13, 141. 
3.1. Semilattices and lattices 
A lattice is an algebra (9, U, ll) with two binary operations which are associa- 
tive, commutative, idempotent and satisfy the axioms: QO,bEz. a fl (a U b) = u and 
Q a,bEY. a U (a fl b) = a. If we add also the axiom of distributivity, a U (b n c) = 
(a U b) n (a u c) (or its dual which is equivalent), then we obtain a distributive lattice. 
A semiluttice is an algebra (S?,U) with a single binary operation which is associa- 
tive, commutative and idempotent. In this paper when we write “semilattice” we refer 
to an upper semiluttice in which the binary operation corresponds to a least upper 
bound operator. All results can be equally stated also for a lower semiluttice in which 
the binary operation corresponds to a greatest lower bound operator. The identity be- 
tween lattices (semilattices) and partially ordered sets in which every pair of elements 
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has a least upper bound and a greatest lower bound (a least upper bound) is well- 
known. The correspondence between the operations U and n and the partial order C 
is characterized by: va,bEY. a C b H a U b = b and vG,bEY. a & b # a r? b = a. 
Let x and y be different elements of a (semi) lattice. Then, either x g y or y 55 x. 
That is why we may assume without loss of generality that x g y. 
3.2. barbed elements 
When we consider a concrete structure such as L = (9, U) (for example in computer 
science applications) we usually assume that every element of _!Z has a name in the 
language (of formulae). Typically, the formulae of interest contain explicitly referenced 
constants from 9. Of course, ground formula pose no problem, as each symbol has 
a unique inte~retation in the given domain. In the case, when a formula contains 
some variables and some constants we are confronted with a problem when a~empting 
to determine the validity of the formula in a non-classical object. That is, the given 
structure L with the additional 0-ary operations - marked elements, which correspond 
to the constants of the formula. 
As mentioned above, adding even one 0-ary operation to a signature may change 
greatly the properties. For example, it is obvious, that the implication from Example 3 
is not valid in any two-element lattice. Other examples are non-trivial: (1) The well- 
known fact, that every finite group has a finite basis of identities [25] turns out to be 
wrong for finite groups with one marked element [5]; and (2) The well-known result 
of Tarsky [2, Part 31, that the elementary theory of the ordered field of real numbers is 
decidable turns out to be wrong for the ordered field of real numbers with one constant 
(corresponding to any non-recursive real number) [24]. 
A lattice with marked elements is a lattice (9, U, n,E), together with the set E & 2’ 
of additional 0-ary operations, namely the set of names of the marked elements. For the 
purposes of this paper we may assume that there are finitely many marked elements. 
This is because we are reasoning about the validity of a given formula which may 
contain only finitely many constants. For any (semi) lattice L with marked elements E
we denote by La the sub(semi) lattice of L generated by E. We denote the unit of LO 
by e = UE. 
3.3. Homomorphisms and congruences 
Let LI = (91, U, 17, Bi ) and LZ = (92, U, n, Ez) be two lattices with marked elements 
-6 = {ai,az,as , . . .} and EZ = {bl, bZ,bJ, . . .}. A mapping cp : 91 + 9~ is called a 
homomorphism, if 
1. q : El -+ E2 satisfies &ai) = bj for i>l; 
2. %#ZZ,. V(X LI Y) = p(x) u F(Y); and 
3. tlr,y~_IZ,. 9(x fl Y) = cp(x) n cp(Y)* 
Note that we do not add any new axioms with marked elements to the definitions of 
classical structures. Homomorphisms of structures with marked elements are required to 
preserve marked elements (condition 1). For semilattices we have the same definition 
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but without the third condition. It follows from the definition that L1 and L2 have the 
same number of marked elements and that a homomorphism preserves not only the 
marked elements but also any element from the sub(semi) lattice, generated by the 
marked elements. 
We associate with a homomorphism cp : L1 --+ L2 the binary relation No on 221 
defined by a w’P b H q(a) = q(b). It is well known that -q is a congruence on L1 
(cf. [13]). Namely, ‘c’~:,~,~~L,. x ~~ y -+ ZUX w’P zUy. This congruence is named the 
kernel of the homomorphism cp. We say that a congruence N on L1 is trivial if VX,YE~, . 
x-yex=y. 
3.4. Ideals, $lters and closed jilters 
Let L = (Y,LI) be a semilattice. If L is an upper or lower semilattice we refer to 
its filters or ideals, respectively. A filter P will be named a closed jilter if VX,yE~. 
x U y E 9 + x E Y V y E 9. One can observe, that a filter 8 is closed if and only 
if L \ 9’ is subsemilattice. 
If cp : L1 + L2 is a homomorphism of semilattices and 1 is the unit of L2 which 
is join-irreducible then cp-‘( 1) is a closed filter. If L2 is non-trivial, 1 is the unit 
of L2 which is join-irreducible and B is a closed filter of L1, then there exists a 
homomorphism rp : L1 + L2 such that q-‘(l) = 9. 
For every e E L, we denote the ideal and the jilter of e by 
9(={xlxce} and FL = {x 18 C x} . 
Let x E L. Let us denote by 9’ the maximal filter of L which does not contain x. 
One can observe, that P = L \ Y, and that YX is a closed filter. Let y E L, such 
that x p y, then y E Y. 
Let x,y E L. Let us denote by Y o-X,Y the maximal filter of L which does not contain 
x and y. Observe that P,Y = 9”I” n 9-J’. 
3.5. Algebraic approximation 
We say that a universal algebra %! is approximated in a class of universal algebras 
.X if for every a, b E @ such that a # b there exists a homomorphism cp of @ onto 
an algebra from X such that q(a) # q(b). Such a homomorphism is said to separate 
the elements a and b. 
Let L be a lattice with marked elements approximated in a class X of lattices. It 
follows from the definition of approximation that the intersection of all congruences 
corresponding to the homomorphisms separating elements of L is trivial. 
3.6, Quasi-identities 
Let CL and 9” denote the signature of an algebra L and a set of variable symbols. 
Then, FL(V) denotes the term algebra over CL and V which is the corresponding 
66 M. Codish, G. Mashevitzkyi Theoretical Computer Science 165 (1996) 57-74 
free algebra. Any mapping cp : V” + L can be uniquely extended to a homomorphism 
FL(V) + L which is also denoted cp. 
A quasi-identity of L is a universally quantified formula of the form 
I) = (V)(q = q A.. . A un = u, + UrJ = vo) 
where Ui, vi E FL(Y) (O<i<n). We say that II, is valid in L, denoted L /= cp, if for 
every homomorphism q : TL(Y) + L, cp(lc/) is true. 
It is well-known that the validity of a quasi-identity z is preserved by direct products 
and subsystems. In particular, if Li k z for a class of semilattices L< with marked 
elements (i E I) and L is a subsemilattice of the product &, Li, then L k z. 
4. Approximating (semi) lattices 
Let Ic/ be a quasi-identity over a semilattice L. In this section we show that the 
validity of $ in L can be determined by inspection in a smaller (sub) semilattice L’ 
of L the size of which is determined by the number of constants from L occurring in 
I++. It is well known that any semilattice is approximated in the class of isomorphic 
copies of the two-element semilattice. We show that any semilattice L with marked 
elements (constants) is approximated in the class of semilattices which are constructed 
from the semilattice L’ generated by the marked elements. We distinguish several cases 
depending on the number of marked elements: none, one and two. We also show that 
the result is minimal with respect to the size of L’. Ongoing research addresses the 
general result. All of the results given below hold for distributive lattices as well as 
for semilattices. The proofs are similar. 
Our approach to the problem of determining the validity of a quasi-identity is based 
on the following proposition which follows from Birkhoff s well-known theorem on 
subdirect decomposition [4]. 
Proposition 4.1. Let L be a semilattice with marked elements approximated by a 
class K of semilattices with marked elements. If a quasi-identity z is valid in every 
semilattice from K then it is valid in L. 
Proof. As stated in Section 3, the validity of a quasi-identity is preserved by direct 
products and subsystems. As L is approximated by K, it follows from the defini- 
tion of algebraic approximation that the intersection of the kernels of homomorphisms 
of L onto semilattices from K which separate elements of L is trivial. Thus, it fol- 
lows from Birkhoff s Theorem [3,4] that L can be represented as a subdirect product 
of semilattices from K. Hence, if r is valid in every semilattice from K then it is 
valid in L. 0 
Remark 1. Let L be a semilattice with marked elements approximated by a class K 
of subsemilattices of L. Then Proposition 4.1 can be reformulated as follows: A quasi- 
identity r is valid in L if and only if it is valid in K. 
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Remark 2. The word “semilattice” in Proposition 4.1 can be replaced by the word 
“universal algebra”. In particular, the result is true for distributive lattices with marked 
elements as well. 
Remark 3. Malcev [21] proves that for an axiomatizable class K of universal alge- 
bras the quasivariety generated by K coincides with the prevariety generated by K. A 
class Ko, consisting of a finite number of finite (semi)lattices with marked elements 
is axiomatizable. Consequently, every quasi-identity which is valid in Ko is valid in a 
(semi)lattice A if and only if A is approximated in Ko. 
Remark 4. If a semilattice contains the elements 0 or 1 then these elements are pre- 
served by any homomorphism and hence may also be viewed as marked elements. In 
this paper by “marked elements” we mean additional elements besides 0 and 1. 
4.1. Semilattice with no marked elements 
The results for this case are known and are included here for completeness. Let Cz 
be a two element chain 0 C 1. 
Proposition 4.2 (Birkhoff [4]). Every distributive lattice is approximated by {CZ}. 
Proposition 4.3 (Folklore). Every semilattice is approximated by {CZ}. 
4.2. Semilattice with one marked element 
Let L = (9, LI, E) be a semilattice with one marked element and C, a three-element 
chain: 0 C a C 1. If possible we consider the semilattices by which we approximate 
L as subsemilattices of L. In particular, we denote the marked element of Cs by the 
same letter as in L. 
Proposition 4.4. A semilattice L with one marked element is approximated in the 
class of subsemilattices of C,. 
Proof. Let X, y E L, x g y, that is y 6 %X. That is why x E %J’. Let us consider two 
cases: 
1. a $ %Y. In this case let us consider the mapping cp : L --+ Cj defined by 
cp(z) = 
{ 
1 ifzE%y 
a ifzEL\%Y. 
2. a E %Y. In this case let us consider the mapping cp : L + C3 defined by 
cp(z) = 
{ 
a ifzE%-Y 
0 ifzEL\%Y. 
In both cases rp is a homomorphism which separates x from y. 0 
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Remark 5. A three-element chain 0 C a C 1 is approximated by two two-element 
chains 0 C a and a C 1. Let $ be a formula containing n variables and 1 marked 
letter (constant). To examine the validity of $ in a three-element chain we are to fulfill 
3” examinations. To examine the validity of 9 in two two-element chains we are to 
fulfill 2”+l examinations. Thus, the approximation of a semilattice L with one marked 
element by two two-element chains is usually more efficient. 
In some cases L does not contain a subsemilattice which is isomorphic to Cs. More- 
over, some semilattices with one marked element can be approximated by a two-element 
chain. We prove that we can always use for approximation a subsemilattice of L which 
is minimal in the number of elements. Let us assume that L contains more than one 
element. In this case L contains a subsemilattice which is isomorphic to Cz. 
Proposition 4.5. Let L be a semilattice with one marked element ‘a’. Then, L is 
approximated in {Cz} if and only if Yn or 9, contains exactly one element. That 
is,a=Oorar=l. 
Proof. 
+ The proof of this direction is analogous to the proof of the Proposition 4.4; 
+ To prove this direction we observe the following: 
_ to separate an element x such that x C a from a we need a two-element chain 
0 C a; 
- to separate an element x such that x 7 a from a we need a two-element chain 
aC 1; 
_ these two chains are not approximated one by another. 0 
Remark 6. We can change in the previous statements the word “semilattice” for the 
word “distributive lattice”. The proofs are the same. This is because we can define FX 
for a distributive lattice as well and also in this case YX will be a closed filter. 
4.3. Semilattice with two marked elements 
Let L be a semilattice with two marked elements a and b. Without loss of generality 
we assume that a 2 b. If a 2 b we switch their names. Let us denote the three-element 
chains a C b C 1 and 0 C a C b by Es and &, respectively, and the the three-element 
semilattice {a, b, c} where b = a u c by Vs. The four-element lattice {a, b, c, 0} denoted 
S4 is obtained by adding a bottom element to I’3 and the lattice 8s is obtained by 
adding a top element to &. These semilattices are illustrated in Fig. 1. 
Proposition 4.6. A semilattice L with two marked elements is approximated in the 
class of five semilattices: C,, c3, .L13, V, and S4. 
Proof. Let x, y E L, x g y, that is y 4 9x and hence x E FJ’. Let us consider three 
cases: 
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A 
avc 
0 
1 
b 
A 
avc 
0 
Fig. 1. The semilattices c3, C3, V3, S4 and Ss. 
a @ FJ’ and b # FJ’. In this case consider the mapping cp : L -+ ??3 defined by 
i 
1 ifzE9-Y 
V(Z)= b ifzEP\;Fy, 
a otherwise . 
To prove that rp is a homomorphism we have to show that for any zi,z2 E L 
cp(z1 L. z2 1 = cp(Zl) LJ (P(z2 1. (1) 
We consider three cases: 
(a) If one of the elements zi ,z2 is in k rY then so is (zt LJ ~2) and consequently (1) 
true. Let us assume that zi ,z2 $ 9Y. 
(b) If both of elements zi,zz are in .F’\FY or in L\ (FYUab) then so is (~1 Uzz) 
and consequently (1) is true. 
(c) The remaining case is zi E (Fb \ FJ’), z2 E L \ (FY U Fb). In this case 
(zi Uz2) E (Yb \ y*ly), consequently (1) is true. 
Hence, cp is a homomorphism and it separates x from y. 
2.aEF-YandbEBY. 
We consider three subcases: b !Z a L. y, a g b u y, and b C a u y & a C b u y, that 
isaUy=bUy. 
In the first case we consider the mapping cp : L --+ C3 defined by 
1 
a ifzE9a,uynFY, 
q(z) = b if z E 9-Y \ YaUy , 
0 ifL\FY. 
Let us prove, that q is a homomorphism: let zi ,z2 E L and consider the following 
three cases. 
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(a) If one of the elements zi , z2 is in %r \ 9aUy then so is (zi ~22) and consequently 
(1) is true. Let us assume that z1,z2 # %Y \ XaUy. 
(b) If both of the elements zi,z2 are in 9aUy fl %J’ or in L \ %Y then so is (zi L. z2) 
and consequently (1) is true. 
(c) Ifz1 E YaUy n%J’, z2EL\%Ythen(ziUz2)ESaUyn%J’sinceziUz2~y 
and zi U zz L a U y and consequently (1) is true. 
Hence, cp is a homomorphism and it separates x from y. 
The second case is similar to the first. 
To examine the third case, b L aU y & a E buy, we consider the mapping q : L + ,S4 
defined by 
( 
b if z E %“l”,Y 
o(z) = 
0 ifzEYO”>y, 
a ifzEYa\Yy, 
c ifzE_Fy\&. 
Let us prove that cp is a homomorphism. Consider the following five cases: 
(a) If one of the elements zi,z2 is in & U-W then so is (zi U ~2) and consequently (1) 
is true. 
(b) If both of the elements zi,z2 are in & n YY or in Ya \ .Yy or in Y,, \ sJ~ then so 
is (zi U ~2) and consequently (1) is true. 
(c) If zi E X0 n 9Y, z2 E 9a \ 9Y then (zi U ~2) E 90 \ YY and consequently (1) is 
true. 
(d) If zi E $a n Yy, z2 E Sy \ Y0 then (zi U 22) E 9y \ _& and consequently (1) is 
true. 
(e) If z~ E Cal, \ _aY, z2 E Yy \ & then (zi U ~2) g y and (zi U ~2) g a. That is, 
(a Uz2) E 4 -,y and consequently (1) is true. 
Hence, cp is a homomorphism and it separates x from y. 
One can observe that if Y0 n Yy is empty then we have obtained a homomorphism 
cp:L+ v3. 
3. a 6 %-Y and b E %Y. In this case consider the mapping cp : L + C2 defined by 
cp(z) = 1 1 ifzE%-Y 0 ifzEL\%Y. 
It is obvious that cp is a homomorphism which separates x from y. 0 
Corollary 4.7. A quasi-identity is valid in the class of all semilattices with two 
marked elements if and only if it is valid in the class of four semilattices: C2, C3, 
c3 and S4. 
Remark 7. One can observe that none of the semilattices mentioned in Proposition 
4.6 is approximated by the others. All of these semilattices except C3 are subsemilat- 
tices of S_,. Consequently, to determine the truth of a quasi-identity $ with less than 
three constants in a semilattice it is stdficient to determine its validity in C3 and SJ. 
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Sometimes it is convenient to present these semilattices as subsemilattices of & and 
to determine the validity of II/ in & only. 
Remark 8. It is worthy to notice that the statement of Proposition 4.6 does not depend 
on the relationship between the elements a and b. That is, in general we can not 
simplify the class of semilattices in which we approximate even in the case when 
a<b or in the case a 6 b and b 6 a. 
Proposition 4.0. A distributive lattice with two marked elements is approximated in 
the class of the following distributive lattices: C2, C3, c3 and &. 
Proof. The proof is similar to that of Proposition 4.6. 0 
Corollary 4.9. A quasi-identity is valid in the class of all distributive lattices with 
two marked elements if and only if it is valid in the class of four distributive lattices: 
C2, C3, c3 and SJ. 
5. An application 
In [8], Codish and Demoen describe a polymorphic-type analysis for logic programs. 
In this context a domain of types is a lattice such as that depicted in Fig. 2. The ordering 
on the lattice reflects the inclusion of the sets of terms described by each type. In [8] 
types are represented using the so-called lub clauses of the form h +- body where 
body is a conjunction of atoms of the form lub(tl, t2, t3) and each such atom specifies 
a least upper bound of the form tl U t2 = t3 over the underlying domain of types. For 
any 
/ 
list(any) 
/\ k 
list(char) list(rea1) list(int) char real int 
Fig. 2. A simple domain of types. 
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example, the lub clause 
append(li.st(A), list(B), list(C)) c Zub(A,B, C) 
specifies a type for the append/3 relation in which the three arguments are, respectively, 
lists of type A, B and C such that A u B = C. A type of this form can be applied to 
determine that the result of concatenating a list of real numbers with a list of int 
(integer) numbers is a list of numbers. 
While performing a type analysis, the inference engine repeatedly adds new lub- 
clauses to the current approximation of a type until no new information is added. At 
each stage in the analysis the current approximation of the type is a set T of lub- 
clauses and a candidate lub-clause c E h + Zubs is considered. The analysis must 
determine if c contains new information. An approximation is obtained by checking if 
for some clause h c Zubs’ in T, (Qlubs’ -+ Zubs). In practice, there are more details. 
However, this is the topic of another paper. At the bottom line we need to determine 
the validity of an implication of the form Zubs’ + lubs in which lubs’ and lubs are 
conjunctions of least upper bound operations which typically contain a small number 
of marked elements. The application of the principles described in this paper have led 
to substantial (2-3 orders of magnitude on the examples we have tested) gains in the 
efficiency of the type analysis described in [S]. 
6. Conclusion 
We have addressed the question of determining the validity of universally quantified 
implications over algebraic structures such as semilattices and distributive lattices. We 
start out with the goal of determining the truth of a quasi-identity 1+9 in a given structure 
D. The goal is achieved by determining the validity of 1+9 in the general class X of 
objects to which D belongs, enriched by marked elements which correspond to the 
constants in II/. Consequently, we obtain a stronger result, Namely, we determine the 
truth of Ic/ for any structure of elements D’ in X. This observation has an important 
practical consequence. Assume, that we are given a simple domain of types T such as 
that depicted in Fig. 2 and that we have determined based on the techniques of this 
paper that a program P is well-typed. Now, assume that we change the underlying 
domain of types, perhaps by adding a new type to represent complex numbers. If the 
new domain contains at least the marked elements of P, then we do not have to check 
that P is well-typed in the new domain. The previous result still holds. 
Our approach is based on the fact that the validity of a quasi-identity I,$ in a uni- 
versal algebra 9 is preserved under direct products and subalgebras. That is why it is 
sufficient to decompose 9 into a subdirect product and to determine the validity of $ 
on the components of this decomposition. This paper applies techniques of algebraic 
approximation to obtain such decompositions. 
Birkhoff [4] proves that every universal algebra 9 can be decomposed into the 
subdirect product of subdirectly irreducible universal algebras and that all subdirectly 
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Fig. 3. A family of subdirectly irreducible lattices 
irreducible components belong to the variety generated by 9. For example, it is well- 
known [14] that the only subdirectly irreducible Boolean algebra is a two-element 
Boolean algebra and that the only subdirectly irreducible Stone algebras are two- 
element and three-element Stone algebras. Hence to determine the validity of a quasi- 
identity (without constants) in any Boolean or Stone algebra it is sufficient to determine 
the validity for the two-element Boolean algebra or the two- and three-element Stone 
algebras. The corresponding results for these algebras with a signature enriched by 
marked elements and for quasi-identities with less than three constants follow from the 
results of this paper. 
Let us mention, that for some other classes of lattices the approach described in this 
paper fails and the proof theoretic approach should be preferred. For example, it is 
easily verified that each of the lattices depicted in Fig. 3 are subdirectly irreducible. 
Such domains cannot be simplified when trying to determine implications (even in 
the case with no constants). On the other hand, in the proof theoretic approach it is 
straightforward to observe that for any two distinct elements a, b (not including 0 or 
l), c1 u b = 1 and a n b = 0. Observe that if the structures in Fig. 3 are viewed as 
semi-lattices then they are obviously subdirectly reducible. 
The results of Bid&off are generalized by Maicev [ 181 who proves, under very 
general assumptions on the class of models, that models can be decomposed into 
subdirect products of subdirectly irreducible models. Hence we might apply the same 
approach to determine the validity of quasi-identities of the general form 
which are also known as definite Horn clauses. Of particular interest is to consider 
the predicates of set inclusion and set membership instead of the predicate of equality. 
However, in this case it is still not clear (even for the case with no marked elements) 
how to decompose the given algebraic structure and still obtain useful results. This is 
the topic of ongoing research. 
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