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1. INLEIDING 
In nota 805 werden vier methoden van multikriteria-analyse voor-
gesteld, die ongevoelig zijn voor de keuze van de beoordelingsschalen. 
Hierbij stond de scorematrix centraal. Door op verschillende manieren 
paarsgewijze vergelijking van alternatieven toe te passen, ontstonden 
de verschillende scorematrices overeenstemmend met de vier methoden. 
Elk rijtotaal werd hierbij beschouwd als een waarderingscijfer voor 
het alternatief dat met de matrixrij overeenkomt. 
In het volgende wordt ingegaan op de vraag of het mogelijk is 
de informatie die bevat is in een scorematrix vollediger te gebruiken 
dan het geval is bij het eenvoudig sommeren der rijen. Door toepas-
sing van matrixtheorie wordt deze mogelijkheid theoretisch geopend. 
Het gebruik van de computer leidt vervolgens tot praktische bruik-
baarheid van de te bespreken rekenwijze. 
De scorematrix zal wederom centraal staan. Enkele wiskundig inte-
ressante eigenschappen ervan zullen worden afgeleid. Voor een gedeel-
te worden deze eigenschappen slechts vermeld voor eventuele latere 
referentie; een ander gedeelte ervan is nodig als hulpstellingen bij 
het bewijzen van de stelling in par. 5 waaraan men een eenvoudige 
rekenwijze kan ontlenen voor het ordenen der alternatieven. De 
paragrafen 4 en 5 geven de wiskundige behandeling. Praktisch ge-
oriënteerde lezers kunnen deze in eerste instantie overslaan. Aan 
de hand van het probleem van de vliegveld-lokatie uit nota 805 wordt 
een en ander toegelicht (par. 6). Verder wordt een veralgemening 
van het resultaat uit par. 5 bewezen, waardoor het mogelijk wordt 
een elegante procedure voor de ordening van alternatieven op te 
stellen, die geen wezenlijke beperkingen stelt aan de scorematrix 
(par. 6). In de paragrafen 7 en 8 wordt de theorie ontwikkeld die 
uitmondt in de zojuist genoemde gegeneraliseerde rekenwijze. 
2. HET GEBRUIKEN VAN MEER INFORMATIE UIT EEN SCORE-MATRIX 
Stel dat een scorematrix S gegeven is. Voor elk element geldt 
dat s..>0. Verder veronderstellen we nu en in het vervolg dat de 
ij 
hoofddiagonaal 1 is, dus s.. =1 voor i=l,2,...,n. Dit kan altijd 
worden bereikt door in de oorspronkelijke matrix elk element te 
delen door de constante waarde der hoofddiagonaal-elementen. Zoals 
zal blijken zullen de af te leiden eigenschappen van S in dezelfde 
verhouding veranderen. 
Bij het opstellen van S, hetzij volgens een of meer der methoden 
2,3,4 of 5 in nota 805, hetzij op andere wijze, worden de alterna-
tievenparen (i,j) beschouwd. Wegens het normeren tot s..=l, is 
s..+s..=2, en dus 0<s..<2. Stel nu dat in S slechts paarsgewijze 
Ij jl Ij 
preferenties, of het ontbreken ervan tot uitdrukking worden gebracht. 
Dus s..=0,l of 2. De scorematrix is dan een 'preferentiematrix' zoals 
deze wordt behandeld in KENDALL (1955). Is er nu een volgorde van 
alternatieven aan te wijzen waarbij S slechts elementen ongelijk 
aan nul bevat boven de hoofddiagonaal, dan is er sprake van een 
absolute volgorde, de ideale situatie dus. Een voorbeeld vormt de 
preferentiematrix (alternatieven: a,b,c overeenkomend met rijen en 
kolommen 1,2 en 3) 
/l 2 2\ 
0 1 0 voor (a,b,c) 
\0 2 1/ 
Hieruit ontstaat door verwisseling van de tweede en derde rij, 
gevolgd door verwisseling van de tweede en derde kolom, de matrix 
/l 2 2\ 
0 12 voor (a,c,b) 
\° ° •/ 
waarin de rijen (kolommen) overeenkomen met de alternatieven a,c en b. 
Omdat in de laatstvermelde matrix s.. =2 is a beter dan b, omdat 
s.. =2 is a beter dan c, omdat s„=2 is c beter dan b. Andere prefe-
renties zijn er niet, zodat a beter dan c is en c beter dan b. De 
volgorde is: a,c,b. 
Een dergelijke absolute volgorde zal in het algemeen niet voor-
komen. Dan ligt het voor de hand die volgorde te kiezen, die de 
matrix zoveel mogelijk doet overeenstemmen met een 'rechterboven-
driehoeksmatrix'. Dit principe kan men ook accepteren voor wille-
keurige scorematrices. Omdat de som der elementen van een score-
matrix van n alternatieven met 1 in de hoofddiagonaal gelijk is aan 
2 
n.1 + £n(n-l).2 = n is het voldoende de volgorde der alternatieven 
zo te kiezen dat de som van de elementen boven de hoofddiagonaal 
zo groot mogelijk wordt. Dit is een veralgemening van de suggestie 
die in BERNARD et BESSON (1971, par. 3.4) voorkomt. 
Een bezwaar van een dergelijke methode betreft de praktische 
uitvoerbaarheid. Want in principe moet bij elke mogelijke permutatie 
van de n alternatieven de som der elementen rechtsboven worden be-
rekend. Na enig onderzoek is wel gebleken, dat men zich bij het 
rekenen kan beperken tot een gedeelte van alle mogelijke rangschik-
kingen. Maar ook dit gedeelte levert bij matig grote n (ongeveer 10) 
reeds zoveel te onderzoeken permutaties, dat ook bij gebruik van 
een snelle computer de berekeningen kostbaar gaan worden. Daarbij 
komt nog dat het opbouwen van permutatiereeksen reeds bij tamelijk 
geringe n veel computertijd en -geheugenruimte vergt. 
Het totale aantal permutaties bedraagt bij n alternatieven n! = 
1.2.3 n; bij n = 10 is dit reeds circa 3,6 millioen. Tot nu 
toe is dan ook de indruk dat de permutatiemethode slechts bij kleinere 
aantallen alternatieven bruikbaar is. 
Een theoretisch bezwaar is, dat soms meer volgorden de 'bovensom' 
maximaal maken, een praktisch bezwaar is dit nauwelijks. Een voordeel 
is dat geen verdere speciale eisen aan de scorematrix S worden ge-
steld. Is S uit multikriteria-analyse ontstaan, dan komt, bij het 
aanwezig zijn van een alternatief a. dat ten aanzien van alle 
kriteria beter is dan de overige alternatieven, deze a. bij de 
permutatiemethode als beste naar voren. Deze eigenschap kan als 
volgt worden aangetoond. 
In het geval van een absoluut beste alternatief komt er een 
rij i voor, overeenstemmend met a. waarin elke plaats uitgezonderd 
s.. het getal 2 bevat. De kolom i bevat dan nullen, behalve s..(=l). 
11 11 
Laat de gewenste ordening der alternatieven nu zo zijn, dat het 
beste alternatief overeenkomt met de eerste rij, en dus ook met de 
eerste kolom in S. Als a. niet bovenaan staat, kan a. met a, (die 
1 i l 
bovenaan staat) worden verwisseld in S. Dit komt neer op verwisse-
ling van de rijen i en 1, naar keuze voorafgegaan of gevolgd door 
verwisseling der kolommen i en 1. 
Zoals aan een voorbeeld kan worden afgelezen heeft de verwisse-
ling van de rijen i en 1 het volgende effect op de som rechtsboven. 
rechts van kolom i: som onveranderd 
in kolom i : s.. wordt 1 i.p.v. 0, verder onveranderd-*som 1 hoger 
links van kolom i : s . (j<i) wordt 2 ->som niet 
J
 kleiner 
Per saldo wordt de bovensom dus groter. 
Door de verwisseling der kolommen 1 en i hierna wordt kolom i welke 
de getallen (1,0,0, ... 0) bevat, vervangen door (2, .., , ..) 
zodat de bovensom zeker toeneemt. Na rij- en kolomverwisseling is de 
bovensom dus groter. Elke permutatie waarin a. niet bovenaan staat is 
blijkbaar voor verbetering vatbaar, zodat in de optimale permutatie 
a. zeker als eerste zal optreden. 
Ten koste van het doorwerken van een wellicht groot aantal 
permutaties wordt aldus aanzienlijk intensiever gebruik gemaakt van 
de informatie die de scorematrix biedt dan het geval is bij het 
eenvoudige sommeren der rijen van S. 
Een methode die niet het bezwaar van de vele permutaties heeft 
en formeel zeer overzichtelijk is, komt in de volgende paragraaf 
ter sprake. 
3. HET PRINCIPE VAN HERSCORING; INDIREKTE VERGELIJKING VAN ALTER-
NATIEVEN 
De analysemethoden 2,3,4 en 5 zoals beschreven in nota 805 zijn 
bij het samenstellen van de scorematrix gebaseerd op paarsgewijze 
vergelijking van alternatieven onderling. Het zal nu blijken dat 
het mogelijk is te komen tot een meer algemene vorm van vergelijking. 
Het basis-idee wordt vermeld in KENDALL (1955) en is afkomstig van 
WEI (1952). 
Ter inleiding beschouwen we een scorematrix die in nota 805 werd 
verkregen voor het geval van het luchthaven-lokatieprobleera. Met 
behulp van methode 2, toegepast op de gewichtenset C ontstond de 
volgende matrix. 
j=l 2 3 4 5 rijtotalen 
i=l 1 1.36 1.24 1.56 1.04 6.20 
2 0.64 1 1.44 1.28 0.72 5.08 
3 0.76 0.56 1 0.76 0.40 3.48 
4 0.44 0.72 1.24 1 0.56 3.96 
5 0.96 1.28 1.60 1.44 1 6.28 (1) 
De alternatieven 1 en 5 hebben hierin vrijwel gelijke rijtotalen 
en kunnen als de twee besten beschouwd worden. Het valt hierbij wel 
op dat alternatief 1 de vergelijking met 2 en 4 beter doorstaat dan 
alternatief 5; men vergelijke s =1.36 met s__=1.28 en ook s =1.56 
met sc/=1.44. Doordat sc„ aanzienlijk groter is dan s.„ ontstaat 54 53 13 
toch evenwicht tussen de rijtotalen 1 en 5. Omdat s__(=1.60) veel 
groter is dan 1, kan gesteld worden dat alternatief 5 gunstig af-
steekt bij alternatief 3. Dit laatste alternatief echter is volgens 
de rijtotalen het slechtste, zodat het volledig meetellen van s,.-, 
wat overdreven lijkt bij het bepalen van de vijf alternatief-beoor-
delingen. 
In verband hiermee lijkt het danook billijker gewogen rijtotalen 
te berekenen. Men kan ook zeggen: de kolommen der scorematrix 
lineair te combineren tot een kolomvektor die de alternatief-
beoordelingen voorstelt. De n(=5) gewichts-coëfficienten moeten 
echter nog gekozen worden. Een redelijke mogelijkheid is ze gelijk 
aan of evenredig met de (ongewogen) rijtotalen te nemen. De hiermee 
gevormde lineaire combinatie van kolomvektoren is een vektor die 
op haar beurt weer coëfficiënten kan leveren voor een andere lineaire 
combinatie van kolomvektoren, enz. Immers: welke redenen, anders dan 
praktische zouden er bestaan om met het lineair combineren op 
te houden? In par. 5 zal worden aangetoond dat dit proces van her-
berekening van de alternatief beoordelingen onder zekere voorwaarden 
leidt tot beoordelingen die een stabiele volgorde van grootte hebben. 
Het bovenstaande kan zeer eenvoudig in termen van matrices en 
vektoren worden weergegeven. Als eerste benadering van de n alter-
natief-beoordelingen worden n onderling gelijke getallen genomen, die 
we eenvoudshalve gelijk aan 1 kiezen. Deze kolomvektor (v ) bestaande 
uit n gelijke getallen, wordt voor-vermenigvuldigd met de score-
matrix S. Voor matrix-operaties zie men bijvoorbeeld AYRES (1962). 
Dit levert"de vektor v. welke de rijtotalen bevat. We hebben dan 
v.=Sv . Vervolgens ontstaat er bij gebruik van de getallen in de 
kolomvektor v. als coëfficiënten een volgende vektor v„ waarvoor 
2 
v =Sv.=S(Sv )=(SS)v =S v volgens de associatieve wet bil matrix-2 1 v o / v / o o 6
 2 
vermenigvuldiging. Zo is v =Sv =S(S v )=(SS )v = S v . 
Er geldt dan ook 
vk = Svk-] voor k = 1,2,3, ... 
en dus algemeen \ (2) 
/. - Skv k o v, =  voor k = 0,1,2 
waarbij S de eenheidsmatrix voorstelt die in de hoofddiagonaal 
getallen 1 bevat en verder uitsluitend nullen, terwijl v de ge-
noemde beginvektor is. 
De beginvektor v is een 'positieve vektor', waarmee bedoeld 
wordt dat elke component van v positief is. Op dit moment wordt 
voor v een enen-vektor gekozen. Later in onze beschouwingen komt 
het voor dat voor v een willekeurige positieve of niet-negatieve 
vektor gekozen wordt. Dit zal dan nadrukkelijk vermeld worden. De 
enen-vektor v die we nu gebruiken is positief, de matrix S bevat 
in elke rij i minstens 1 positief getal, namelijk de waarde s..=l. 
Dus v,=Sv is een positieve vektor en dus v =Sv, ook, enzovoort. 1 o 2 1 
Alle vektoren v, die het rekenproces (2) oplevert bevatten blijk-
baar uitsluitend positieve componenten. Wanneer nu vanaf een zekere 
k geldt dat de vektoren v. , v, , een vaste volgorde van 
k k+1 
grootte der componenten vertonen, dan wordt deze als definitieve 
volgorde van de alternatieven aanvaard. 
Ter verduidelijking nu eerst een voorbeeld. Hiervoor kiezen we 
de scorematrix (1). Deze wordt hieronder opnieuw vermeld, evenals 
enkele vektoren v, die uit het rekenproces (2) worden verkregen. 
1 
0.64 
0.76 
0.44 
0.96 
1.36 
1 
0.56 
0.72 
1.28 
1.24 
1.44 
1 
1.24 
1.60 
1.56 
1.28 
0.76 
1 
1.44 
1.04 
0.72 
0.40 
0.56 
1 
"1 
6.20 
5.08 
3.48 
3.96 
6.28 
v2 
30.13 
23.65 
16.56 
18.18 
30.00 
De vektor v heeft als eerste component 
l x l + 1.36x1 + 1.24x1 + 1.56x1 + 1.04x1 = 6.20 
De vektor v heeft als eerste component 
1 x 6.20 + 1.36x5.08 + 1.24x3.48 + 1.56x3.96 + 1.04x6.28 = 30.13 
De onderstreepte getallen zijn de componenten der vektoren v en 
v , de niet onderstreepte zijn de elementen van de eerste rij van de 
scorematrix. De tweede en volgende componenten der vektoren v , v„, 
v. worden op analoge wijze berekend met behulp van respectieve-
lijk de tweede en volgende rijen van de scorematrix. 
Omdat het in feite gaat om de volgorde der vektorcomponenten in 
het rekenproces (2) mag elke vektor v, genormeerd worden, bijvoorbeeld 
door per vektor elke component te delen door de som der componenten. 
Dit levert vektoren die evenredig zijn met de vektoren zoals die 
oorspronkelijk uit (2) ontstaan. Genoemde eenvoudige normering zal 
in het vervolg meer worden toegepast; ze maakt de vektoren v beter 
K. 
vergelijkbaar. Enkele resultaten uit het voorbeeld, nu genoteerd in 
rijen, zijn: 
v : 0.248 0.203 0.139 0.158 0.251 
0.254 0.200 0.140 0.153 0.253 
0.254 0.199 0.140 0.153 0.253 
0.254 0.199 0.140 0.153 0.253 
'2' 
'4' 
In dit voorbeeld convergeren de vektoren v naar een vaste vektor. 
Dit is meer dan we wensen, daar we voldoende hebben aan het verschijn-
sel dat de componenten van v, een vaste volgorde van grootte gaan 
vertonen. 
Bovenstaande berekening leverde weinig verschuiving in de volg-
orde der alternatieven. Een wat spectaculairder voorbeeld wordt ver-
meld in KENDALL (1955, par. 10 en 11). Het gaat hierbij om een 
'preferentiematrix' die bij onze afspraken omtrent de vorm van de 
scorematrix uitsluitend de waarden 0, 1 en 2 bevat, men zie KENDALL, 
pag. 49. Het convergentie-bewijs van WEI heeft betrekking op dit 
soort matrices, het bewijs dat KENDALL levert geldt wel voor meer 
algemene scorematrices, maar is onvolledig. In par. 5 wordt daarom 
aangetoond dat de convergentie naar een vaste volgorde in het reken-
proces (2) kan worden verkregen voor een algemene scorematrix en 
onder vrij ruime voor-onderstellingen. 
De relatie v, = Sv, _ defini'éert in feite het gevolgde reken-
proces (2). De andere betrekking die in (2) voorkomt, namelijk v, = 
k . 
S v , laat ook een interessante interpretatie toe. Stelt men k=o dan 
is de volgorde-vektor v : de alternatieven worden zonder meer als 
onderling gelijkwaardig beschouwd. Als k=l heeft men v als volgorde-
vektor, zodat de alternatieven worden geordend overeenkomstig de 
grootte van de rijtotalen. Omdat v, =S v , geldt voor elke niet-
negatieve gehele waarde van k dat de vektor v, de rijtotalen van 
k . 
de matrix S bevat, want v is een enen-vektor. Noteren we het 
k ° (k) 
element van S dat in rij i en kolom j staat als s:. , en de i-de 
component van v, als v. , dan geldt v. = s.. . Voor het geval 
j=i 1J 
k=2 volgt dan uit de regels der matrixvermenigvuldiging, zie AYRES 
(1962), voor de i-de component van de vektor v„ 
(2) n 
v. =Y s._s . voor i = l,2,...,n (3) 
1 . i , it tj J,t=l J 
Houdt men i en j op een zekere waarde en varieert men t van 1 
tot en met n, dan staat er feitelijk dat alternatief i met alle 
alternatieven (t) wordt vergeleken (s. ), en deze weer met alterna-
tief j (s^.)- Door middel van het product s. s . wordt dan als het 
tj' * it tj 
ware i met j vergeleken'via alternatief t'. 
Omdat in (3) zowel i=t als t=j kan zijn, waarbij s. =1 en/of 
s .=1, treden in (3) ook termen op die overeenkomen met paarsgewijze 
tJ
 . . . (2) 
en dus direkte vergelijking van alternatieven. Men kan daarom v. 
opvatten als een beoordelingscijfer voor alternatief i, gebaseerd 
zowel op direkte vergelijking van alternatief i met de andere 
alternatieven als op indirekte vergelijking van i met de overige, 
via een derde alternatief. Voor k=2 werd'vergelijking in drietallen' 
verkregen en in het algemeen voor k>l vergelijking in (k+1)-tallen, 
voor k=3 levert de produkt-regel voor matrices 
n 
i^ "J Sit Stp Spj VOOr i=1'2 n 
J,P,t=l 
(3) 
v. = 
(k) Voor k=l,2,3,.... is v. de som der produkten van steeds k waarden 
L(k) 
uit de scorematrix S; v. is het beoordelingscijfer toegekend aan 
alternatief i dat gebaseerd is op direkte onderlinge vergelijking 
van alternatief i met de overige alternatieven maar ook gebaseerd 
op indirekte vergelijking van i via drietallen, viertallen, , 
(k+1)-tallen, waarin i voorkomt. 
4. EIGENSCHAPPEN VAN DE SCOREMATRIX 
Gedeeltelijk als voorbereiding van de volgende paragraaf worden 
nu in enkele subparagrafen een aantal eigenschappen van de score-
matrix afgeleid. 
4.1. Een fundamenteel begrip is de 'eigen-vektor' van de scorematrix S. 
Dit is een zodanige vektor x dat daarbij een constante X bestaat 
zodat in termen van matrixvermenigvuldiging geldt 
S.x = Ax (4) 
De constante À waarmee alle componenten van x worden vermenig-
vuldigd om de vektor Xx te verkrijgen, is de 'eigenwaarde' die be-
hoort bij de eigen-vektor x. Men zie AYRES (1962, chapter 19). 
Noteert men nu de elementen van S wederom als s., en de compo-
ij 
nenten van vektor x als x , x„ x dan kan (4) worden uitge-
schreven tot 
Y s., x. = Ax. voor î = 1.2....,n 
j = l J J 
Worden nu voor elke i zowel linker als rechterlid met x. ver-
î 
menigvuldigd en de hieruit ontstane n vergelijkingen gesommeerd dan 
blijkt 
y s . . x. x. = x y x. 
. h
 n ij i l .L. i 
l.J-1 1-
(5) 
In de linkersom van (5) komt, als i en j niet gelijk zijn, naast 
de term s., x. x. de term s., x. x. voor. Omdat s..+s.. = 2 bedraagt 
ij i J Ji J i ij Ji 
de som van genoemd paar termen x.x. + x.x.. En daar verder s..=l kan 
i J J i il 
het linker lid van (5) vereenvoudigd worden tot r> Dit laatste 
- Z -^ï ^  * * 
is gelijk aan (£x.) . Wanneer dus de score- i,j = 1 
matrix een reële eigen_vektor x bezit waarvan niet elke component nul 
is, geldt het volgende eenvoudige verband tussen eigen-vektor en 
eigenwaarde 
(IV2 
X \ - (6) 
L
 i 
Hieruit volgt: bij elke reële eigen-vektor van de scorematrix 
die niet een nullen-vektor is, behoort een niet-negatieve eigenwaarde. 
Vervolgens schrijven we (4) in de vorm van het stelsel vergelijkingen 
(AI-S)x = 0 (7) 
waarin I de vierkante eenheidsmatrix is die in de hoofddiagonaal de 
getallen 1 bevat en verder nullen. Het rechter lid van (7) is een 
vektor van n nullen. Volgens de theorie der matrices hebben de 
vergelijkingen slechts dan een reële oplossingsvektor x die niet 
samenvalt met een nullen-vektor, wanneer voor À een reële waarde ge-
kozen kan worden die maakt dat de determinant van de matrix XI-S 
10 
gelijk aan nul is. Bij een dergelijke X heeft de vergelijking (7) 
een reële vektor x als niet-nullen oplossing, zodat uit (6) blijkt: 
elke reële eigenwaarde van een scorematrix is niet-negatief. 
Voor het vinden van de eigenwaarden van S moet dus opgelost 
worden de vergelijking 
det (XI-S) = 0 (8) 
Het uitschrijven van deze determinant leidt tot de welbekende 
'karakteristieke vergelijking' 
Xn + a, Xn_1 + a0 Xn"2 + + a = 0 (9) 
1 l n 
ter bepaling van de eigenwaarden der matrix. De coëfficiënten a. 
zijn sommen van produkten van matrixelementen, het zijn dus continue 
funkties van matrixelementen. Deze continuïteit zal in par. 8 benut 
worden. 
4.2. Het geval waarmee we te maken krijgen, is de situatie waarin 
sprake is van het bestaan van ëën'dominante eigenwaarde' van 
de scorematrix. Zo'n eigenwaarde is per definitie in absolute 
waarde groter dan de overige (reële of complexe) eigenwaarden. 
Ze is dus enkelvoudig. Nu is het zo dat wanneer een reële matrix 
de complexe eigenwaarde a + bi bezit waarin b 4 o, deze matrix 
ook de eigenwaarde a - bi heeft. Deze twee waarden hebben beide 
V~~2 2 a + b . Dus : de dominante eigenwaarde kan 
niet complex zijn. Ze is volgens par. 4.1 niet negatief en wegens 
de dominantie niet nul, zodat geldt: de dominante eigenwaarde van 
een scorematrix is positief. 
4.3. De scorematrices behoren tot de 'niet-negatieve matrices', 
waarvoor s..»o. Een bijzondere klasse van niet-negatieve 
matrices vormen de 'niet deelbare' matrices. Deze worden gekenmerkt 
door de eigenschap dat het niet mogelijk is de alternatieven zo-
danig hernummerd in de scorematrix op te nemen dat deze in deel-
matrices uiteenvalt volgens 
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waarin S., en S „ vierkante deelmatrices voorstellen en linksonder 
in S een nullenmatrix ontstaat. 
Voor niet-deelbare matrices met niet-negatieve elementen kan 
uit WIELANDT (1950) de volgende stelling worden afgeleid: 
Een niet-negatieve ondeelbare matrix met positieve elementen 
in de hoofddiagonaal heeft een dominante (en dus positieve) eigen-
waarde. De bijbehorende eigen~vektor heeft reële componenten die 
geen van alle nul zijn en hetzelfde teken hebben. 
In het bijzonder scorematrices voldoen aan deze stelling, want 
s.. >o en s..=l. Omdat de eigen~vektor behorend bij een enkelvoudige ij ' 11 ° J 
eigenwaarde bepaald is op een constante faktor na, kunnen we de 
componenten van de eigen-vektor bij de dominante eigenwaarde positief 
veronderstellen. Verder is het volgens WIELANDT (1950) zo, dat 
uitsluitend de d o m i n a n t e eigenwaarde een eigen-vektor 
met uitsluitend positieve componenten kan leveren. Dit maakt de 
overige eigenwaarden al bij voorbaat oninteressant in het her-
scoringsproces (2). 
4.4. Een eigenschap van scorematrices die in par. 7 zal worden 
toegepast, is als volgt te formuleren: 
Een meervoudige reële eigenwaarde ^ o van een scorematrix 
levert slechts één (reële) eigen-vektor. 
Als basis voor het bewijs dient (6). De reële eigenwaarde die 
meer reële eigen-vektoren zou leveren zij A, en twee verschillende 
reële eigen-vektoren die hierbij behoren x en y, met componenten 
x. en y., i=l,2,...n. Deze twee eigen~vektoren denken we ons genor-
meerd door elk der componenten x. en y. te delen door respectievelijk 
VTx^enX^yl E x . env E . . Voor deze genormeerde vek toren u en v g e l d t 
2 2 2 2 
Zu. = Ev. = 1, t e r w i j l X = (Eu.) = (Ev.) volgens ( 6 ) . En dus i s 
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Eu. = + Ev. . Door nu de vektoren u en v met +1 of -1 te vermenig-
î — i 
vuldigen kan worden bereikt dat Eu. = Ev., en dus X= Eu..Ev.. 
° i l i l 
Bovendien is het zo dat naast u en v, ook de vektor u+v eigen-vektor 
is. Dit volgt uit (4): S(u+v) = Su + Sv = Xu + Xv = X(u+v). Wegens 
(6) geldt dan 
( E u . + v . ) 2 = X E ( u . + v . ) i l i l 
dus 
( E u . ) 2 + ( E v . ) 2 + 2 E u . . E v . = X E u 2 + X E v 2 + 2X E u . v . 
i ' v 1 i l 1 1 i l 
zodat 
X + X + 2X = X + X + 2 X E u . v . 
ï 1 
waaruit blijkt 
Eu.v. = 1 
ï ï 
2 2 Samengevat geldt: Eu. •= Ev. = 1 en Eu.v. = 1, zodat 
E(u.-v.)2 = EuT + Ev. - 2 Eu.v. = 1+1-2 = 0 
i l 1 1 i l 
Omdat u en v reële vektoren zijn, is dus u.-v. = 0 en zijn 
de vektoren u en v identiek, zodat de oorspronkelijke vektoren 
x en y evenredig zijn, en dus dezelfde eigen-vektor voorstellen. 
5. CONVERGENTIE NAAR EEN VASTE VOLGORDE BIJ HERSCORING 
5.1. Bij het bewijs dat het rekenproces (2) onder bepaalde voor-
waarden convergeert naar een vaste volgorde, wordt hier ge-
bruik gemaakt van de kanonieke vorm volgens JORDAN. Deze komt 
erop neer dat elke matrix, en in het bijzonder een scorematrix S, 
kan worden geschreven in de produktvorm 
S = HCH-1 (10) 
Hierin stelt C een vierkante matrix voor, waarvan slechts twee 
diagonalen niet nul kunnen zijn, namelijk de hoofddiagonaal en de 
nevendiagonaal daar juist boven. De hoofddiagonaal van C bevat de 
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eigenwaarden van S, die door een geschikte nummering zo geplaatst 
kunnen worden dat onderling gelijke eigenwaarden aansluitend voor-
komen. De nevendiagonaal van C bevat getallen 0 of 1, afhankelijk 
van andere eigenschappen van de uitgangsmatrix S. Deze eigenschappen, 
zie AYRES (Chapter 26), zijn voor ons doel niet van belang; het is 
voldoende te weten dat een matrix C van het zojuist beschreven type 
bestaat waarbij een niet-singuliere matrix H voorkomt, zodanig dat 
bij een gegeven reële matrix S wordt voldaan aan (10). Zowel C als 
H kunnen complexe elementen bevatten, hoewel S reëel is. 
In verband met (2) volgt nu uit (10) bijvoorbeeld 
S = (HCH~1)(HCH~1) = HC (H_1H) CH_I = HCl CH_1 = HC2H_1 
Door induktie naar k blijkt 
Sk = HCkH_1 voor elke gehele k ^ 0 (11) 
In het volgende zal de belangstelling in het bijzonder gericht 
. k 
zijn op de matrices C omdat deze bij toenemende k bepalen hoe het 
gedrag van S en van de vektoren v zal zijn in het rekenproces (2) 
k 5.2. We nemen bij het bestuderen van C in het vervolg voorlopig 
aan dat de scorematrix S de dominante eigenwaarde X. bezit, 
terwijl de overige verschillende eigenwaarden X~ , X., elk 
meervoudig kunnen voorkomen. Deze beperking is weinig essentieel 
zoals in het vervolg zal blijken, en sluit beter aan bij de uit-
eindelijke formulering van de convergentie-stelling. Volgens 
paragraaf 4.1 is X reëel en dus positief en is X >|x I voor i>l. 
! ' ' i 
Ter verduidelijking van de struktuur van een matrix C wordt 
een voorbeeld met een enkelvoudige X , tweevoudige X en een drie-
voudige X hieronder vermeld. Een mogelijkheid is, onder weglating 
van de meeste nullen 
C = 
0 
X
~2 
L_ 
1 > 
x2; 'o 
- - - 1 — i 
x3 1 
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De twee wel vermelde nullen geven weer dat algemeen voor C geldt, 
dat naast de meest rechtse der venschillende X, uitsluitend 0 kan voor-
komen. In het voorbeeld is C in vier deelmatrices gesplitst. De alge-
mene methode volgens welke dat gebeurt is: neem elk getal in de 
hoofddiagonaal dat boven zich en naast zich geen 1 bevat als afzonder-
lijke deelmatrix, en beschouw de resterende aaneensluitende getallen-
blokken als de overige deelmatrices. In het voorbeeld ontstaan aldus 
twee matrices van 1 getal, namelijk J =X en J =X en twee matrices 
van 2 rijen, namelijk 
en 
De hierbij betrokken 4 Jordan matrices zijn van de algemene gedaante 
J = 
XI 
XI 
XI 
X 
of J - X 
In deelmatrices genoteerd komt er in het voorbeeld 
C = 
Volgens de algemene matrixtheorie heeft C een overeenkomstige 
struktuur als C: men behoeft slechts J te vervangen door J 
k p ï 
C uit C te verkrijgen, dus 
k 
om 
(12) 
In ons voorbeeld is J =X voor k=l,2,... . Blijkens de défini-
\r 1 
tie van de matrix C geldt algemeen J. =x. voor de indices i die 
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die betrekking hebben op enkelvoudige eigenwaarden van de 
scorematrix S. 
k k 5.3. De bestudering van S via C leidt via (12) blijkbaar tot 
het beschouwen van de k-de machten der J-matrices. Omdat 
k k bij J=X eenvoudig geldt J =A , is het interessanter de J-matrices 
met minstens 2 rijen te beschouwen. Voor zo'n matrix is (zie par. 
5.2) 
waarin blijkbaar U een 'nevendiagonaalmatrix' is en I een eenheids-
matrix. Dan is volgens de binomiaal-ontwikkeling voor elke natuur-
lijke k 
Jk = (U+XI)k = l lk\ Xk_j Uj met U°-I (13) 
waarin!. de welbekende binomiaalcoëfficient voorstelt, gedefini-
eerd door 
voor j = 0 :[.I = 1 
UI 
.
 n /k\ k(k-l)(k-2) (k-j + l) 
V O O r J
 * °
 :(j) = 1 . 2 . 3 • j 
k Door middel van (13) wordt de matrix J geschreven als gewogen 
som van machten van de matrix U. Nu is het zo dat U (=U) in de 
2 
eerste nevendiagonaal enen bevat en daarbuiten nullen, U bevat 
enen in de (tweede) nevendiagonaal daarnaast en verder nullen, 
enzovoort. Algemeen gesteld: U bevat overal nullen, uitgezonderd 
de j-de nevendiagonaal welke enen bevat. Als dus j minstens even 
groot is als de omvang van J is UJ een nullenmatrix; grotere waarden 
van j zijn in de sommatie (13) blijkbaar niet nodig. Hoe groot k 
ook gekozen wordt, de sommatie strekt zich in (13) per J-matrix 
feitelijk uit over een vast aantal waarden. Uit de gedaante der 
j k 
matrices U volgt via (13) dat J opgebouwd is uit nevendiagonalen. 
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I k\ k-j 
De j-de nevendiagonaal bevat het getal f -IX zoals af te lezen 
is uit (13), maar slechts voor zover j kleiner is dan de omvang 
der matrix J; de overige waarden in J zijn nul. De nulde neven-
/k\ k-o diagonaal komt hierbij overeen met de hoofddiagonaal omdatf IX = 
k k k °^' 
IX = X , het hoofddiagonaalelement van J zoals door direkte ver-
menigvuldiging van J-matrices is in te zien. 
Uit het voorgaande blijkt dat de verhouding van een willekeurig 
ent var 
gelijk aan 
k k 
element van J , p = 2,3, tot J. of gelijk is aan nul of 
v -U 
kx k"J 
x k 
Omdat het er nu om gaat aan te tonen dat lim |V| = 0, mag zonder 
bezwaar aangenomen worden dat k groter is dan de grootste der af-
metingen van de in C voorkomende J-matrices. Dan is k-j positief en 
k-i is X gedefinieerd als nul voor X=0, dus is V=0 als X=0. 
Het geval X^O geeft dan na uitwerking van ( .] 
v kkziJEZ2 t l H A } k r j ( 1 4 ) 
1 Z J J A. 
Omdat j begrensd is binnen de matrix C is | X | ook begrensd, 
dus |X |<b, waarin b een positieve constante is die slechts van C 
I X I 
afhangt. Stelt men r =|—r— [ , dan is 0<r<l omdat X de dominante 
1 
eigenwaarde van S is en X een andere eigenwaarde ^0. Uit (IA) leest 
men dan af 
0 < | v | < k . k . k k r k b = b k J r k (15) 
Verder is bk^rk = b{(vHoM k 
Omdat 
lim \/k =] is ook lim (v/'k") r = r omdat j begrensd is 
k-**> k-*°° 
Daarom bestaat er een constante 0<t<l zo dat bij voldoend 
grote k 
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zodat 
Voor k -»• °° volgt nu 
dus 
0<(fyk)3r<t<l 
ik k 0<bk r <bt voor voldoend grote k 
0 « lim bkJrk « lim btk = 0 
k-x» k-x» 
lim bkJrk = 0 
wegens (15) volgt hieruit 
limlvl = 0 en dus: lim V = 0 
k-x» k-*» 
Hiermee is aangetoond dat het quotiënt van een willekeurig 
k k k 
element van een matrix J , J_... met 2 of meer rijen en Xj of 
gelijk is aan nul of voor voldoend grote k in absolute waarde 
willekeurig klein gemaakt kan worden. Het geval dat een der matrices 
J , J ,... slechts één element À bevat, levert direct 
k 
lvl = = r -KLim|v[= 0 -* lim V = 0 
k-x» k-x» 
5.4. Teruggrijpend op (12) volgt nu uit lim V = 0 onmiddellijk 
-k k lim X C = constante matrix B (16) 
k-x» 
waarin B een nxn matrix voorstelt, die in elk element 0 is, uitge-
zonderd het element links boven dat 1 is. 
Dit resultaat werd verkregen op grond van de veronderstelling 
dat de scorematrix een dominante eigenwaarde bezit. Om (16) met 
vrucht te kunnen gebruiken bij de bestudering van het rekenproces 
(2) voeren we nu een iets verder gaande beperking in, die het 
bestaan van de dominante eigenwaarde impliceert, maar die in 
het kader van deze nota nauwelijks een wezenlijke beperking zal 
blijken te zijn. Om concreet te worden: in het vervolg wordt, tenzij 
anders vermeld, aangenomen dat de scorematrix ondeelbaar is, in de 
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betekenis van par. 4.3. Dan is er juist één positieve dominante 
eigenwaarde met bijbehorende positieve eigen-vektor. Om van het 
bestaan hiervan gebruik te kunnen maken zijn echter nog twee 
resultaten nodig, welke we afleiden uit de kanonieke vorm (10). 
Hiertoe wordt Q0) herschreven als 
SH = HC (17) 
De eerste kolom van H noemen we vervolgens H . Dan is SH de 
eerste kolom van SH. De eerste kolom van HC is ^,H.. Wegens (17) 
is dan SH = X H zodat H de dominante eigen-vektor van S is. 
Dus: de eerste kolom van H is de dominante positieve eigen-vektor 
van S, welke op een constante factor na bepaald is. 
Het tweede resultaat wordt verkregen door (10) te schrijven als 
H_1S = CH_1 (18) 
en vervolgens van de linker en rechter matrix de gespiegelde ten 
opzichte van de hoofddiagonaal te nemen, aan te duiden door accenten. 
Dan komt er 
S*(H"V = (H-1)'C' 
Stelt men R = (H~ )' dan wordt dit 
S'R = RC' (19) 
Het spiegelen (transponeren) is van belang om naast de uitspraak 
over de eerste kolom van H een uitspraak te verkrijgen over de eerste 
rij van H . Dit is het genoemde tweede resultaat. 
Als R de eerste kolom van R voorstelt, is de eerste kolom van 
S'R gelijk aan S'R en de eerste kolom van RC' gelijk aan ^ .R.» 
Wegens (19) is dus S'R = *iRi» z°dat R] een eigen-vektor van S' is. 
Echter: volgens de algemene theorie hebben een matrix S en zijn 
getransponeerde S' dezelfde eigenwaarden in dezelfde multipliciteit. 
Dus is X de dominante eigenwaarde van S' en R de dominante eigen-
vektor van S'. Verder voldoet S' evenals S aan de stelling uit par. 
4.3, zodat ook S' een dominante positieve eigen-vektor heeft. 
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R bevat dus uitsluitend positieve getallen. Wegens R' = H volgt 
1
 . -i 
hieruit dat de eerste rij van H uit positieve getallen bestaat. 
5.5. Hierna keren we terug naar het rekenproces (2) en herschrijven 
dit in verband met (10) als volgt 
XT Vk+1 = H<XIkck> H~\ 
Laat nu H v de vektor y zijn met componenten y ,y«, • 
is volgens (16) 
. . ,-k„k _ 0 lim X C y = By - y
 0 k
~° W 
zodat 
,-k lim X, v k + ] = y H 
k
"~ \0 
=
 y i H . 
y . Dan 
n 
(20) 
waarin H opnieuw de eerste kolom van H voorstelt. 
Geeft men alle componenten van de begin-vektor v willekeurige 
niet-negatieve waarden die niet alle nul zijn, dan is de eerste 
component van y = H v positief omdat de eerste rij van H uit 
positieve getallen bestaat. Dus y.>0 en omdat H. ook weer positieve 
componenten bezit, volgt uit (20) dat het rekenproces (2) leidt 
tot vektoren v, die in de limiet evenredig worden met een vaste 
vektor met positieve componenten. Deze limiet-vektor geeft de 
definitieve ordening der alternatieven weer. 
Vooral de niet-negatieve vektor (1,1 1) is een geschikte 
begin vektor, temeer omdat na één berekeningsronde de vektor v. = 
Sv de rijtotalen van de scorematrix levert. Kiest men hierna voor 
o 
het vervolgen van rekenschema (2) met k=2,3,... dan ontstaat de 
rekenwijze die door WEI werd voorgesteld. 
Zoals aanvankelijk gesuggereerd, is het niet strikt nodig voor v 
de enen-vektor te kiezen, immers in het bovenstaande is een niet-
negatieve vektor reeds geschikt om het herscoringsproces (2) te 
doen convergeren. 
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5.6. Na herleiding van S tot het algemenere geval S.. = p ^ 1 door 
vermenigvuldiging van alle s., met het constante positieve 
getal p worden de eigenwaarden p maal zo groot terwijl de eigen 
vektoren onveranderd blijven. Immers uit (4) volgt: (pS)x = (pX)x. 
Voor een algemene scorematrix kan derhalve de convergentie-stelling 
als volgt geformuleerd worden: 
Voor elke niet-negatieve vektor v waarvan niet alle componenten 
nul zijn, geldt bij elke niet-deelbare scorematrix S dat de rij vek-
toren v, = S v , k=0,l,2,... op den duur evenredig wordt met een 
vaste positieve vektor. Deze vektor is een eigen-vektor die behoort 
bij de dominante eigenwaarde van S. 
Hierbij kan worden opgemerkt dat het convergentiebewijs van 
WEI betrekking heeft op een bijzonder geval, namelijk de preferentie-
matrix waarbij éên beoordelaar per alternatievenpaar zijn voorkeur 
of het ontbreken daarvan weergeeft. Het in deze nota geleverde bewijs 
geldt voor een algemene scorematrix, waarvan de ontstaansgeschiede-
nis in het midden kan blijven. In KENDALL's bewijs is de scorematrix 
ook algemeen maar na toepassing van de stelling over het bestaan van 
de dominante eigenwaarde en bijbehorende positieve vektor wordt niet 
duidelijk gemaakt hoe de convergentie kan optreden, uitgaande van 
een w i l l e k e u r i g e niet-negatieve begin-vektor. 
6. DE WIJZE VAN TOEPASSING VAN HERSCORING 
Zoals werd bewezen leidt het 'herscoringsproces' (2) bij een 
niet-negatieve startvektor v en een 'niet-deelbare' scorematrix 
o 
S (zie voor definitie par. 4.3) tot een stabiele volgorde, weerge-
geven door de vektoren v, bij voldoend grote k. De ondeelbaarheid 
van S is dus een voorwaarde die zeker voldoende is voor convergentie. 
Is S echter deelbaar dan behoeft de herscoringsberekening niet 
onbruikbaar te zijn. Berekeningen met een ondeelbare en daarna met 
een deelbare matrix zullen een en ander illustreren. In par. 7 zal 
worden aangetoond dat de herscoringsberekening volgens (2) zelfs 
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voor elke deelbare scorematrix zinvol is, en dus voor elke score-
matrix. 
Als eerste voorbeeld grijpen we terug op de matrix (1) uit par. 
3. Volgens par. 4.3 is de matrix niet deelbaar omdat alle getallen 
erin niet nul zijn. De wijze waarop de vektoren v, werden verkregen 
is in die paragraaf aangegeven. De positieve limiet-vektor geeft een 
volgorde der alternatieven, die is af te lezen uit de uiteindelijke 
volgorde van grootte van de vektorcomponenten. 
Het tweede voorbeeld is ter wille van de overzichtelijkheid 
enigszins triviaal gekozen. Past men niet methode 2 toe om matrix (1) 
te verkrijgen, maar methode 3 waarbij elk getal groter dan 1 in 
matrix (1) wordt omgezet in 2 en elk getal kleiner dan 1 in 't getal 
0, dan ontstaat (zie par. 8 van nota 805) de volgende'preferentie-
matrix' 
(21) 
De alternatieven hebben hierbij dezelfde nummering als de rijen 
en kolommen van de matrix. Worden ze hernummerd door ze in de volg-
orde 1,5,2,4,3 in respectievelijk de rijen en kolommen 1,2,3,4,5 op 
te nemen, dan komt er 
Volgens de definitie in par. 4.3 is de oorspronkelijke preferen-
tiematrix deelbaar, en zelfs op meer manieren; een mogelijk verdeling 
in sub-matrices is aangegeven. Wordt nu met matrix (21) de herscorings-
berekening uitgevoerd, dan komt er 
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vo 
v l 
V2 
v 4 
V8 
v u 
0,200 
0,360 
0,482 
0,641 
0,786 
0,884 
0,200 
0,200 
0,153 
0,082 
0,031 
0,010 
0,200 
0,040 
0,012 
0,002 
0,000 
0,000 
0,200 
0,120 
0,059 
0,018 
0,004 
0,000 
0,200 
0,280 
0,294 
0,257 
0,179 
0,106 
Deze rij van vektoren convergeert naar de vektor 
v : 1 0 0 0 0 
Algemeen geldt dat bij het bestaan van een liraietvektor, het 
optreden van nullen hierin duidt op deelbaarheid van de scorematrix. 
Immers: bij een ondeelbare scorematrix bevat de dominante eigen vektor 
uitsluitend positieve componenten (par. 4.3) en dus is de limiet 
vektor positief. De nullen die in de limiet bij de herscoringsbere-
kening met een deelbare scorematrix dus wellicht optreden, bemoei-
lijken de ordening van de daarmee overeenkomende alternatieven: in 
ons voorbeeld kan uit de limietvektor v alleen worden afgelezen dat 
alternatief 1 de voorkeur verdient boven de andere, die onderling 
in v niet te onderscheiden zijn. 
In een volgende paragraaf zal worden bewezen dat ook bij deel-
bare scorematrices convergentie naar een limiet-vektor altijd op-
treedt, wanneer men uitgaat van een positieve beginvektor v~. Ook 
zal worden aangetoond hoe nullen in de genormeerde limiet-vektor v 
de weerspiegeling zijn van de deelbaarheid van een scorematrix. 
De componenten van v die positief zijn, duiden een groep onderling 
te rangschikken alternatieven aan, die als superieur ten opzichte 
van de groep alternatieven is te beschouwen die werdt weergegeven 
met componenten nul. De ordening van laatstgenoemde greep kan werden 
uitgewerkt door op juist dat gedeelte van de scorematrix dat met 
deze groep alternatieven overeenkomt het herscoringsproces opnieuw 
toe te passen, de eventuele nullen uit de dan verkregen limiet-vektor 
(met minder componenten) te selekteren, herscoring toe te passen, enz. 
Op de beschreven wijze komt men bij een ondeelbare scorematrix 
reeds na één toepassing van het herscoringsproces tot de stabiele 
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limiet-vektor v. Is de scorematrix deelbaar dan is het niet zeker maar 
wel mogelijk dat er een geheel positieve limietvektor optreedt. 
Bij preferentiematrices van het type (21) levert het herscorings-
proces altijd een stabiele limietvolgorde. Dat wil zeggen: of nu 
de limietvektor al of niet nullen bevat, de volgorde binnen de Vek-
toren v, wordt op den duur vast. Dit werd door WEI algemeen aange-
toond, een verificatie vormt de berekening met de deelbare matrix 
(21): uit de vektoren v , v , v is de uiteindelijke volgorde der 
alternatieven goed af te lezen. De convergentie naar de vektor v 
geeft in dit voorbeeld tevens een verdeling in twee groepen aan, 
zoals boven werd beschreven. De eerste groep bestaat hier uit 
alternatief 1 overeenkomend met de component 1 van vektor v, de 
tweede groep bestaat uit de overige alternatieven, overeenkomend 
met de nulcomponenten van v. Alternatief 1 is dus de beste en men 
zou in matrix (21) de corresponderende rij 1 en kolom 1 kunnen 
schrappen en de herscoring gaan toepassen om de overige alternatieven 
te ordenen. Gaat men op deze algemene wijze door dan komt men bij 
n alternatieven in hoogstens n-2 herscoringsprocessen tot de uit-
eindelijke volgorde. Telkens wordt immers minstens 1 alternatief 
als beste geselekteerd. Na ri-2 stappen zijn er dus nog hoogstens 
2 alternatieven over. De bijbehorende scorematrix telt hoogstens 
2 rijen. De herscoringsberekening in een 2 x 2 matrix kan echter 
achterwege blijven want ze geeft dezelfde volgorde als de verge-
lijking van het paar alternatieven in zo'n matrix; dit wordt 
in par. 7.2 aangetoond. Hieruit volgt dat hoogstens n-2 herscorings-
processen nodig zijn. In het voorbeeld wordt steeds 1 alternatief 
geselekteerd en wel achtereenvolgens de alternatieven 1, 5, 2 
waarna 3 en 4 overblijven. Omdat S, =2 komt alternatief 4 voor 3, 
zodat de volgorde wordt: 1, 5, 2, 4, 3. Dit triviale resultaat is 
zuiver illustratief bedoeld, een enigszins representatief voorbeeld 
zou aanzienlijk omvangrijker moeten zijn. 
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7. THEORIE OVER DEELBARE SCOREMATRICES 
7.1. Wanneer, zoals in de vorige paragraaf, de convergentie van de 
herscoring voorlopig wordt aangenomen, duidt het optreden van 
nullen op deelbaarheid. We hebben dan het geval dat het rekenschema 
(2) bij groeiende k leidt tot vektoren v, die evenredig worden met 
een vaste vektor v waarin een aantal componenten nul zijn en de overige 
componenten positief. Laten de componenten in v, die hetzelfde nummer 
hebben als de nulcomppnenten in v hier aangeduid worden met a., waarin 
i een willekeurig nummer van een nulcomponent voorstelt en laten de 
waarden a de overige componenten van v, aanduiden. 
Onafhankelijk van overwegingen waarin eigenwaarden zijn betrokken, 
beschouwen we nu bij de herscoring de stap v, = Sv, en bekijken 
hierbij een paar componenten van v, , namelijk één component met 
het nummer i=i overeenkomend met één der nulcomponenten in v en 
één component met het nummer p=p corresponderend met een niet-
nulcomponent in de vaste vektor v. Omdat beide componenten volgens 
paragraaf 3 positief zijn, is hun quotient Q, gelijk aan 
n n a . 
y s . . a. y s . . - J -
i = i x J J i=i V ap 
Q, = - - = - £-°- waarin a. en a van k afhangen 
k n n a. J P0 Y S . a. y S . -J-
• i P J J - 1 P j a 
J = l Fo J J J = l oJ p 
o 
Omdat bij k-*» de vektoren v, en v evenredig worden met v geldt 
voor elk paar i en p dat lim Q, =0; bovendien lim j „ zolang r
 o *o , Mc . —— = 0 k-x» k-*» a 
Po j m e t een nummer van een nulcomponent van v is. 
Er geldt dus 
a 
r _P_ 
> S. . lim a 
i P P 
l i m Q k = J L - ^ — 7 - i r - = 0 ( 2 2 ) 
k-x» y S . 1 im p 
P po p 'T 
Po 
waarin door middel van de lopende index p wordt gesommeerd over die 
componenten van v welke met niet-nulcomponenten van v overeenkomen. 
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Volgens veronderstelling is elk der limieten p positief en 
o 
dus voor te stellen door een positief getal c . p 
v a
 p o 
In de noemer van (22) treedt bij de sommatie het geval p=p op, 
immers p is gedefinieerd als een der waarden van p. Dit levert 
o 
in de noemer de term 
a 
s .lim po = 1.1=1 op. 
PoPo ~ 7 ~ 
Po 
Omdat de in (22) optredende scorematrix-elementen niet-negatief zijn, 
is de noemer positief, zodat de teller nul is, en dus: 
T c s. = 0 met c > 0, s. ^ 0 
P i P P L P 
p r or v or zodat 
s. = 0 voor alle p 
i P 
o 
Dit resultaat geldt voor alle i . Op de kruising van een rij in 
de scorematrix die hetzelfde nummer (i ) heeft als een nul in vektor 
o 
v, en een kolom met een nummer (p) overeenkomend met een positief 
getal in v, moet dus nul staan. Na een eventuele hernummering waarbij 
de niet-nul elementen in v de laagste nummers krijgen, ontstaat een 
nullenmatrix linksonder in de scorematrix als hiervan de rijen en 
kolommen overeenkomstig hernummerd zijn. De convergentie van de 
herscoringsberekening tot een vektor die nullen bevat, geeft dus 
deelbaarheid van de scorematrix aan en tevens een mogelijke wijze 
van deling. 
7.2. Zoals reeds beweerd werd, geeft de herscoringsberekening in een 
2 x 2 scorematrix dezelfde volgorde als de vergelijking van de 
twee betreffende alternatieven. Laat de matrix voorgesteld worden 
door 
S =| &A met a+b=2, a^O, b$.0 
De eigenwaarden volgen, zoals in par. 4.1, uit het feit dat 
de determinant van de matrix XI-S gelijk aan nul is, zodat 
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det (XI-S) = \X-hl x;, = (X-l)2-ab = O 
De grootste eigenwaarde is dus X = 1+vab. Dit ingevuld in de 
vergelijking (AI-S)x = 0 levert de eigen-vektor ( a, b). De compo-
nenten hiervan hebben de zelfde volgorde van grootte als de 
matrix elementen a en b. Als a of b niet nul zijn, is S niet deel-
baar en convergeert de herscoring naar een vektor die evenredig is 
met de eigen-vektor ( a, b) en wordt de volgorde die van a en b. 
Voor een ondeelbare 2 x 2 scorematrix is het beweerde dus juist. 
Is a=2, dan is b=0 en komt er in het rekenproces (2) 
(23) 
Immers voor k=l is dit juist. Als men de juistheid voor een wille-
keurige k aanneemt, geldt voor k+1: 
1 2k\ /l 2(k+l)\ 
» - 1° ' I 
zodat voor k+1 vergelijking (23) ook opgaat. Volgens het principe 
van de mathematische induktie geldt (23) daarom voor alle natuur-
lijke waarden van k. Uitgaande van een positieve begin-vektor v = 
(a,3) verkrijgt men in (2): 
v _ cK _/l 2(k+l)\ [a\_ la + 2(k+l)ß\ 
K o "(O 1 ](*}-[ ß j 
In de laatstgenoemde vektor is de eerste component in een met k 
toenemende mate groter dan de tweede; de vektoren v, leveren dus 
dezelfde volgorde als (a,b) = (2,0). 
Het geval dat a=0 en b=2 wordt uitgewerkt door de matrix in (23) 
te spiegelen, waarna blijkt dat er, uitgaande van dezelfde v , komt 
Vk = (2(k+l)a+ßj 
waarin de tweede component gaat domineren. 
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7.3. Voor niet-deelbare scorematrices geldt dat de dominante eigen-
waarde bestaat en positief is. De bijbehorende eigen-vektor 
heeft componenten die alle positief gekozen kunnen worden. Door 
een limietproces in te voeren, kan een meer algemeen resultaat 
worden verkregen, waaruit zal blijken dat het herscorings-proces 
ook op niet-deelbare matrices toepasbaar is. Een en ander werd 
reeds in de vorige paragraaf aangeduid. Een gevolg is bijvoorbeeld 
dat het niet nodig blijkt een deelbare scorematrix vooraf te ver-
delen in niet-deelbare deelmatrices en op elk daarvan herscoring 
toe te passen. Deze suggestie, afkomstig van KENDALL, kan worden 
vervangen door de methode uit de vorige paragraaf waarbij in 
hoogstens n-2 herscoringsberekeningen de alternatieven worden ge-
ordend. Dit lijkt vooral van belang te zijn in het geval dat men 
de score- of preferentiematrix door automatische berekening wil 
verkrijgen, bijvoorbeeld volgens een methode uit nota 805, en in 
één moeite door een ordening der alternatieven wil vaststellen. 
De stelling die als basis voor dergelijke berekeningen kan dienen 
luidt: 
Elke scorematrix heeft een positieve eigenwaarde X die niet 
kleiner is dan de absolute waarde van de overige eigenwaarden; X. 
kan slechts dan meervoudig zijn, als de matrix deelbaar is; bij 
X behoort juist één eigen-vektor waarvan de componenten alle n: 
negatief gekozen kunnen worden. Het bewijs volgt. 
De stelling voor niet deelbare scorematrices is hiervan een 
speciaal geval. De wijze waarop de veralgemening tot deelbare matrices 
is aan te tonen wordt in par. 8 gegeven. Nu al kan direct opgemerkt 
worden dat, wegens het in par. 4.4 bewezene, bij X één (reële) 
eigen-vektor behoort. Hoe genoemde algemenere stelling kan dienen 
om de convergentie bij herscoring ook bij deelbare scorematrices 
te bewijzen wordt in het volgende aangegeven. Hiertoe gaan we 
par. 5 nog eens bekijken, nu echter met een r-voudige positieve 
eigenwaarde X , welke in absolute waarde niet kleiner is dan de 
overige eigenwaarden. Dan is de Jordanmatrix J welke volgens (5.2) 
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in C optreedt niet zonder meer gelijk aan het getal X. , maar een 
matrix van r rijen en r kolommen, waarbij in de hoofddiagonaal r 
maal X voorkomt, in de eerste nevendiagonaal nullen en/of enen en 
verder nullen. Als r=l is J =X . In dit geval verloopt het conver-
gentiebewijs op dezelfde wijze als in par. 5, met dit verschil dat 
de eerste kolom van H en de eerste rij van H naast positieve 
getallen ook nullen kunnen bevatten. In genoemde kolom en rij staat 
minstens ëën positief getal, omdat anders H singulier zou zijn. 
Uitgaande van een willekeurige positieve begin-vektor v worden 
o 
de vektoren v, in de limiet evenredig met een vaste vektor met 
K. 
niet-negatieve componenten. Het geval dat X meervoudig is, dus 
r=2,3,... eist wat meer toelichting. 
Bij r>l is het in de eerste plaats zo, dat de matrix J in de 
eerste nevendiagonaal geen nullen kan bevatten. Alvorens dit aan 
te tonen, maken we de algemene afspraak dat van een matrix B de 
p-de kolom genoteerd zal worden als B . De p-de kolom van de 
produktmatrix AB is dan gelijk aan het produkt van de matrix A en 
de kolomvektor B en is dus AB . 
P P 
Kwam nu in bijvoorbeeld de p-de kolom van J. in de eerste neven-
diagonaal een nul voor, dan gold volgens (17): 
SH = HC = X,H 
P P lp 
terwijl bovendien reeds gold 
SH = HC = X H 
Dit houdt in dat zowel H als H eigen~vektor van S is bij de 
eigenwaarde X . Volgens par. 4.4 zijn dan H en H evenredig en de 
matrix H daarom singulier, wat strijdig is met het feit dat H juist 
niet-singulier gekozen werd (par. 5.1). Dus: J bevat X in elk 
hoofddiagonaal- element, 1 in elk eerste nevendiagonaal-element en 
verder 0. 
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Nu beschouwen we de verhouding Q van een element in de j-de neven-
diagonaal van J. (j» 0,],...,r-2) tot het element geheel rechtsboven 
in J . Dan komt er 
/kU k_j 
-U7 1 i r-j-l (r-p! . . . . . ... 1 
. k-r+1 j.' (1c-r+2)(k-r+3)...(k-j) 
waaruit voor elke j blijkt dat lim Q = 0. 
Definieert men vervolgens 
r-k-1 
\ 
Xl 
( - ) 
dan geldt wegens lim Q = 0 
lim a, J. = vaste matrix P (24) 
k-x» 
waarin P een rxr matrix is waarvan alle elementen 0 zijn, uitgezon-
derd het element geheel rechtsboven dat 1 is. 
Wat de overige Jordan-deelmatrices J (p=2,3,...) in de matrix 
P 
C uit par. 5 betreft, kan opgemerkt worden dat 
lim a, J = nullenmatrix Z (25) 
. k p k-x» v 
Immers, in par. 5.3 werd aangetoond dat de limiet voor k-*» van 
k k de verhouding van een willekeurig element van J tot X nul is, 
dus 
lim A, J = Z 
x r_1 
1 -k 
zodat wegens ot, -
 t u x X, geldt 
( ^ ' 
x r_1 
lim a, J = lim , . . (X, J ) • oZ « Z k p . / k \ 1 p k-x» r k-*» ' » R 
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Uit (24) en (25) volgt wegens (12) 
lim a, C = constante matrix B (26) 
k-x» 
waarin B een nxn matrix voorstelt waarvan alle elementen nul zijn, 
behalve het element in de eerste rij en de r-de kolom. Het resultaat 
(26) is een veralgemening van (16); bij invullen van r=l in 
(26) ontstaat namelijk (16). 
Het betoog verloopt nu analoog met de paragrafen 5.4 en 5.5 als 
volgt. Wegens (17) geldt 
SHj = HC = XJHJ 
zodat H eigen-vektor is van S bij de eigenwaarde X ; dus kan H 
niet-negatief genomen worden. Wegens (19) is 
S'R = R C' = X,R 
P p l P 
zodat ook R eigen-vektor is van S bij de eigenwaarde X ; dus kan 
de gehele vektor R niet-negatief genomen worden. Hieruit volgt, 
zoals in par. 5.4, dat in de p-de rij van H alle elementen niet-
negatief mogen worden verondersteld. Vervolgens wordt in analogie 
met par. 5.5 het herscoringsproces (2) geschreven als 
v \ + i • H ( \ c k ) H _ l vo= H ( a k c k ) y 
zodat volgens (26) 
lim a C y - By - y e 
waarin y de p-de component van de vektor y (=H v ) voorstelt en 
e een kolom vektor van n componenten waarvan de eerste 1 is en de 
overige nul. Hieruit volgt tenslotte 
lim a. v.
 J., = HBy = y He = y H. (27) 
k-*» k k + 1 P P ' 
Dit is een veralgemening van (20). 
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Zowel de eerste kolom van H als de p-de rij van H zijn niet-
negatief. Ze bevatten elk minstens éën positief getal omdat anders 
de matrix H singulier zou zijn, in strijd met het feit dat H niet-
singulier gekozen werd volgens par. 5.1. Uitgaande van een positieve 
willekeurige startvektor v bij de herscoringsberekening, heeft men 
in y=H v dus een positieve p-de component, zodat y >0. Daarom geeft 
(27) aan dat de herscoring leidt tot vektoren v, die in de limiet 
evenredig worden met een vaste vektor die naast positieve componenten 
ook nullen kan bevatten. Deze limietvektor is blijkbaar op een factor 
na, gelijk aan de eigenvektor van S behorend bij de eigenwaarde X , 
en dus onafhankelijk van de keuze der matrices H en C in de kanonieke 
vorm (10). De aanwezigheid van nullen in deze eigen-vektor weer-
spiegelt de deelbaarheid van de scorematrix, zoals in par. 6 ter 
sprake kwam. 
In het geval dat de scorematrix niet deelbaar is, convergeert 
de herscoringsberekening zeker wanneer de beginvektor v niet-negatief 
gekozen wordt, met minstens ëén positieve component. Bij een algemene 
scorematrix is convergentie gegarandeerd wanneer alle componenten van 
v positief gekozen worden. De waarden der componenten zijn verder 
vrij te kiezen. Een en ander volgt uit de convergentiebewijzen. 
Bij de scorematrices die tot nu toe ter sprake kwamen, werd 
de hoofddiagonaal op 1 gesteld. Bevat de hoofddiagonaal een wille-
keurige positieve constante c dan gaat de convergentiestelling 
betreffende de herscoring ook op. Immers: de scorematrix is c maal 
zo groot, de eigenwaarden ook en de eigen-vektoren blijven onver-
anderd. Dit blijkt direct uit (4) omdat (cS)x • c(Sx) » (cA)x. 
8. DE ABSOLUUT GROOTSTE EIGENWAARDEN VAN EEN ALGEMENE SCOREMATRIX 
8.1. In het algemene convergentiebewijs werd verondersteld dat elke 
scorematrix ëén of meer in absolute waarde grootste eigenwaarden 
bezit die positief zijn en waarbij de eigen-vektor niet-negatief 
genomen kan worden. Om dit aan te tonen wordt hier de volgende ge-
dachtengang ontwikkeld. De onderhavige matrix zij S. De matrix die 
wordt verkregen door elk element van S te vermeerderen met een 
32 
positief getal ô, wordt aangegeven door S_. Matrix S is niet deel-
o o 
baar want elk element is positief; S. bezit dus een positieve domi-
nante eigenwaarde X (Ô) en een bijbehorende positieve eigen-vektor 
v(<5). De in absolute waarde grootste eigenwaarden van S bestaan 
volgens FROBENIUS en zijn positief, zie BODEWIG (1959,IIB,chapter 
7.6). Deze waarden worden voor 6=0 verkregen uit S,, ze bedragen 
o 
dus X (0). De bijbehorende eigenvektor is v(0). Het is de bedoeling 
aan te tonen dat, afgezien van een evenredigheidsfactor, geldt 
lim v(6) = v(0) (28) 
Ô4-0 
Is dit bewezen, dan volgt uit het feit dat elke component van 
v(6) positief is indien 6>0, dat elke component van v(0) niet-
negatief is. Hiermee is de veronderstelling in het begin van deze 
paragraaf bewezen. 
8.2. Om tot (28) te komen wordt nu in de eerste plaats iets analoogs 
aangetoond, namelijk: 
lim X (Ô) = X (0) 
ô+0 
Hiertoe gebruiken we een andere stelling afkomstig van FROBENIUS, 
zij het in een aangepaste vorm. Deze komt er op neer dat X (6) voor 
alle 6>0 een monotoon stijgende functie van 6 is. Dit is direkt af 
te leiden uit BODEWIG (1959), uit het aldaar vermelde '2nd THEOREM'. 
Wegens X (6) >, X (0) is X (0) de grootste ondergrens der waarden 
X (6). Dit houdt in dat er bij elke waarde e>0 een positieve 6 bestaat 
waarvoor X,(6 ) < X,(0) + e. Omdat X, monotoon toeneemt met ô geldt l o l 1 ° 
voor alle 0<6<6 
o 
X,(0) < Xj(6) < Xj(0) + e 
Maar dit betekent 
lim X (6) = X (0) (29) 
ô+O 
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8.3. In par. 4.1 werd de karakteristieke vergelijking (9) ingevoerd. 
Voor de matrix S. geldt eenzelfde soort vergelijking, zij het 
dat dan alle grootheden in de vergelijking van 6 afhangen; dus voor 
S. is, in een passende notatie, de karakteristieke vergelijking 
X.n + a.(6) X.n-1 + a0(<5) X.n~2 + ... + a (6) - 0 (30) o 1 o l o n 
De coëfficiënten a.(6) zijn blijkens par. 4.1 continue funkties van 
elementen van S_; deze elementen zijn bij vaste S continu afhankelijk 
van <5 , zodat a. (6) als continue funktie van 6 beschouwd mag worden. 
Er geldt dus 
lim a.(ô) = a.(0) = a. voor i = l,2,...,n-l (31) 
6+0 x X X 
8.4. Een volgende stap om tot (28) te komen, bestaat uit het be-
schouwen van een 'gereduceerde karakteristieke vergelijking' 
van Sx. Is X (ô) de dominante eigenwaarde van S„ dan bevat het 
o l o 
linkerlid van (30) juist ëën faktor X. - X,(6), zodat dit linkerlid 
o 1 
van de volgende vorm is 
{Xô - X1(6)}.{X6n_1 + bj(6) X6n~2 + b2(6) X6Q~3 + ... + bn_j(ô)} (32) 
De laatste vorm tussen accoladen levert, gelijk aan nul gesteld, 
een gereduceerde karakteristieke vergelijking, die de overige n-1 
eigenwaarden van S» als wortels heeft. De coëfficiënten b.(<5) zijn 
te bepalen door (32) uit te werken tot de originele n-de graadsvorm 
(30), maar nu uitgedrukt in b.(<S). Omdat de linkerieden van (30) en 
(32) identiek zijn, zijn de coëfficiënten van gelijke machten van 
X6 in (30) en (32) gelijk. Hieruit blijkt 
bi(6) - ai(ô) + bi_](Ô).XJ(ô) voor i-1,2 n-1 (33) 
waarbij b (6) = 1. J
 o 
Voor i=l is bj(6) = a^ô) + X^ô) 
zodat 
lim b (ô) = a (0) + X (0) = b,(0) 
<H0 ' 
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Stel nu dat voor willekeurige i gold 
lim b.(fi) = b.(0) (34) 
6+0 
dan zou wegens (33) en in verband met (29) en (31) gelden 
lim b.+1(ô) = a.+](0) + b.(0).A](0) = b.+](0) 
<s+o 
Dit houdt in: (34) geldt voor i=l, en als (34) geldt voor wille-
keurige i, dan ook voor i+1. Volgens het principe der mathematische 
induktie geldt (34) voor elke i=l,2,...n-1. 
8.5. Nu volgt de laatste stap om tot (28) te geraken. We maken 
hierbij gebruik van een stelling, vermeld in BODEWIG (1959, I, 
Chapter 6.2), betreffende de berekening van eigen-vektoren. 
In een aangepaste vorm komt de stelling op het volgende neer. 
Laat w een willekeurige, verder vaste vektor met n componenten 
zijn, en laat vektoren w.(6) hierbij gedefinieerd zijn volgens 
w.(6) = S. w voor i=l,2,...,n-l ï o o 
dan geldt voor de eigen vektor v(<5) bij de dominante eigenwaarde 
A,(<5), afgezien van een evenredigheidsfactor 
v(6) = w (6) + b.(ô).wn „(6) + b.(6).w (6) + ... + bn ,(6).wn n_1 I n-/ z n-j n-1 o 
waarin b.(<5) de in par. 8.4 genoemde coëfficiënten van de geredu-
ceerde karakteristieke vergelijking van S voorstellen. De elementen 
van de matrices S. zijn sommen van produkten van elementen van S_. 
o . o 
Daarom zijn bij een vaste S de elementen van S. continue funkties 
o van 6, zodat lim w. (6) = S w = w.(0), 1 o 1 64-0 
In verband hiermee volgt 
lim v(6) = w ,(0) + b,(0)w „(0) + ... = v(0) 
610 n_1 -1 n"2 
Nu blijkt inderdaad (28) te gelden, en dus is elke component van 
v(0) niet-negatief. 
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9. SAMENVATTING 
In deze nota staat de scorematrix S centraal. Deze ontstaat 
door paarsgewijs vergelijken van een aantal alternatieve mogelijk-
heden. Het getal s.. in rij i en kolom j representeert de verge-
lijking van alternatief i met alternatief j. De getallen worden 
niet-negatief verondersteld. De wijze waarop paarsgewijze verge-
lijking plaatsvindt wordt in het midden gelaten. Het kan zijn, 
dat de scorematrix een zogenaamde preferentiematrix is. Hierin 
wordt slechts paarsgewijze voorkeur of het ontbreken daarvan tot 
uitdrukking gebracht, de mate van voorkeur wordt niet verder aan-
gegeven. Een voorbeeld is matrix (21) in par. 6, waarin s..=2 de 
preferentie van i boven j weergeeft en s..=l het ontbreken van 
voorkeur. Om de alternatieven een rangorde toe te kennen kan men 
volstaan met het bepalen van de rijtotalen. Dit is een gebruike-
lijke en eenvoudige methode. Deze kan echter leiden tot onbillijk-
heid. Het kan bijvoorbeeld gebeuren dat een qua rijtotaal slecht 
alternatief een hogere waardering verdient omdat het de vergelijking 
met een of meer goede alternatieven goed doorstaat. Of: de waar-
dering van een qua rijtotaal goed alternatief kan te hoog uitvallen 
doordat het slechts goede resultaten behaalde in de paarsgewijze 
vergelijking met slechte alternatieven. 
Om dit soort onbillijkheden tegen te gaan is in WEI (1952) 
een rekenwijze voorgesteld waarbij uit de rijtotalen nieuwe waar-
deringscijfers per alternatief worden berekend. Deze procedure 
wordt herhaald totdat een vaste volgorde van waarderingscijfers 
is verkregen. Door WEI wordt voor een preferentiematrix algemeen 
aangetoond dat convergentie naar een vaste volgorde optreedt. 
In een meer algemene scorematrix kan de paarsgewijze verge-
lijking der alternatieven verfijnder voorkomen, doordat men in 
de matrixelementen s.. een mate van paarsgewijze preferentie tot 
uitdrukking kan brengen. Een voorbeeld is matrix (1) uit par. 3. 
Hierin komt de 'neutrale waarde' 1 voor bij vergelijking van twee 
zelfde alternatieven; s^„=l,28 en s,. =1,60 zijn beide groter dan 1, 
zodat alternatief 5 de paarsgewijze vergelijking met de alternatieven 
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2 en 3 goed doorstaat, maar vooral de vergelijking met alternatief 3 
omdat ss„ groter is dan ss2. Onder een algemene scorematrix wordt in 
deze nota verstaan een matrix met niet-negatieve elementen, met in 
de hoofddiagonaal een vast positief getal c, waarbij voor i t j geldt 
s.. + s.. = 2c. In nota 805 werden voorstellen gedaan hoe de matrix-
elementen gevormd kunnen worden, wanneer men alternatieven wenst te 
vergelijken op basis van een verzameling van beoordelingsnormen 
(multi kriteria-analyse). Hierbij komen zowel de preferentiematrix 
als de algemene scorematrix ter sprake. 
In de theorie zoals KENDALL deze behandelt wordt onderscheid ge-
maakt tussen deelbare en niet-deelbare (algemene) scorematrices. 
Een matrix is deelbaar wanneer in een aantal rijen nullen voorkomen, 
in elke kolom die een ander nummer heeft dan genoemde rijen. In matrix 
(21) bijvoorbeeld komen in elk der rijen 3 en 4 nullen voor in kolom 
1,2 en 5: de alternatieven 3 en 4 zijn, als groep beschouwd, als 
inferieur ten opzichte van de groep der overige alternatieven te 
beschouwen. Voor niet-deelbare matrices geldt nu, dat het herscorings-
proces van WEI, zoals dat wordt beschreven in par. 3 convergeert naar 
een rij positieve scores. In deze nota wordt een volledig bewijs 
geleverd, in aanvulling op de theorie in KENDALL (1955). Bovendien 
is de bewijsvoering veralgemeend tot het geval waarin de scorematrix 
deelbaar kan zijn. Aangetoond kon worden, dat ook in het geval van 
deelbaarheid convergentie naar een vaste rij alternatiefscores 
optreedt, zij het dat dan naast positieve ook nulscores kunnen 
optreden. De opeenvolgende reeksen van alternatiefscores (zie de 
vektoren v , v,, v„, v., v0, v.r in par. 6 betreffende 5 alterna-o 1 2 4 8 16 
tieven) kunnen ondanks het feit dat nulscores gaan optreden een 
stabiele volgorde aanduiden. Is dat door de nullen niet het geval, 
dan geven de positieve waarden in ieder geval een gedeeltelijke 
ordening. Op de groep alternatieven overeenkomend met de nulscores 
kan het herscoringsproces opnieuw worden toegepast. Dit leidt tot 
een nieuwe groep positieve scores en dus een te ordenen groep 
alternatieven, die aan de reeds geordende groep kan worden toegevoegd, 
enz. Bij n alternatieven is na maximaal n-2 herscoringsprocessen een 
volledige ordening bereikt (par. 6). Ook kon worden aangetoond, hoe 
het uiteenvallen van de limietreeks in positieve en nulscores de weer-
spiegeling is van het deelbaar zijn van de gegeven scorematrix. 
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