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Three aspects of Subsynchronous Resonance (SSR) related problems in power
systems are addressed in this dissertation which aims at contributing to a better
understanding of these problems.
Subsynchronous Resonance (SSR) problems in series compensated steam-turbine
power systems co-exist with the beneficial effects provided by the series capacitors.
Since the early 1930s, numerous researchers have addressed issues relating to these
problems.
The development of a generalized frequency scan method for analyzing SSR in a
Single-Machine Infinite-Bus (SMIB) power system equipped with fixed series capacitor
compensation is presented. This method overcomes shortcomings present in the
traditional frequency scan technique which is widely used in power system analysis.
It has been noticed that there are nonlinear dynamic phenomena in power systems
which can not be explained by linear system theory. This includes limited oscillations in
a power system when it experiences SSR at a frequency close to one of the system
modes. The phenomenon can be explained by Hopf bifurcations. This dissertation
presents an analysis for a high dimensional model of a SMIB power system equipped
with fixed series capacitor compensation. The results obtained can lead to a more precise
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 ANALYSIS OF SUBSYNCHRONOUS RESONANCE IN POWER SYSTEMS
 
Chapter I

Introduction
 
1.1 Problem Definition 
It is well known that series capacitor compensation in AC transmission systems is 
an economical means to increase load capability, control load sharing among parallel 
lines and enhance transient stability. However, capacitors in series with transmission 
lines may cause Subsynchronous Resonance (SSR) that can lead to severe problems, e.g., 
shaft failure. Therefore, the effects of SSR should be fully analyzed and understood for 
the series compensated power systems, and appropriate SSR countermeasures should be 
applied [1]. 
SSR is a power system condition where the series compensated electric network 
exchanges significant energy with a turbine-generator following disturbances. This 
energy exchange is lightly damped, undamped, or even negatively damped [2], and, as 
indicated by the name, occurs at frequencies below line frequency (i.e., 50 or 60 Hz). 
Technically, SSR problems are divided into three categories: induction generator 
effect, torsional interaction, and torque amplification[1, 2]. 
For explanation, we consider a simple Single-Machine Infinite- Bus(SMIB) power 
system shown in Fig1.1, which consists of electrical and mechanical sub-systems. The 2 
mechanical sub-system has several natural frequencies corresponding to the mechanical 
shaft natural modes. The electric sub-system has a natural frequency fer where 
xi))1/2
fer = f0 (Xc/(X" 
in which f0 is the synchronous frequency of 60 Hz. Xc, Xt, X" are capacitor reactance, 
line reactance, and generator subtransient reactance. Since the series compensation level 
is normally less than 100%, it is seen that fer is subsynchronous. 
Fig.1.1 A SMIB power system with series capacitor compensation 
ra 
Rris 
Fig.1.2 Equivalent circuit of a synchronous generator with respect to subsynchronous armature currents 
ra- stator reactance and resistance, Xe Rr - effective rotor reactance and resistance 
Xm - magnetizing reactance, s - slip 3 
Three phase armature currents at frequency fer will flow for any small electrical 
disturbance. The positive sequence component of these currents will produce a rotating 
magnetic field at an electrical frequency of fer The currents induced in the rotor 
windings by this magnetic field are governed by the relative speed of the field and the 
rotor speed[1]. 
Considering the resonance in the electrical sub-system alone, and assume constant 
rotor speed at synchronous frequency. Since the rotor circuits are turning faster than the 
rotating magnetic field produced by the subsynchronous armature currents, the effect can 
be explained by the familiar induction generator circuit[1,3]. Viewed from the generator 
armature terminals, the equivalent circuit of the generator with respect to the 
subsynchronous frequency fer is as shown in Fig 1.2  .  Since slip s = (fer-60) / fer in Fig 
1.2, it is seen that s is negative, i.e., the rotor resistance to subsynchronous currents 
viewed from the armature terminals is negative. When this negative resistance exceeds 
the sum of the armature and the network resistance, the electrical sub-system is self 
excited. The phenomenon is called Induction Generator Effect. A rigorous derivation of 
the equivalent circuit for explaining an induction generator effect can be found in [4]. 
When the system is subject to the induction generator effect, the electric sub-system 
undergoes growing oscillations under the slightest disturbance. Since the armature 
currents affect the mechanical sub-system through the electrical torque applied to the 
shaft, the mechanical sub-system will go unstable with a delay. 
Small power system disturbances result in simultaneous excitation of all natural 
modes of the electrical and mechanical sub-systems. Oscillations of the generator rotor at 
one of its mechanical natural frequencies, fm, result in modulation of the generator 
voltage. The resulting subsynchronous three phase voltage component is at frequency fe 
= fo - fm . When this frequency is close to the natural frequency of the electrical sub­4 
system fez., the resulting armature currents produce a magnetic field which is phased to 
produce a torque which reinforces the aforementioned generator rotor oscillations. This 
phenomenon can result in sustained or growing oscillations, and is referred to as 
torsional interaction [1]. 
The interplay between the electrical and the mechanical sub-systems can result in 
shaft torques which are much larger under disturbances than those produced by similar 
disturbances in a system without series compensation. The effect is referred to as shaft 
torque amplification [1]. 
The three categories can also be explained from a small signal stability point of 
view. 
For explanation, consider the SMIB power system shown in Fig 1.1. The series 
compensation level can be considered as a changing parameter in the system. 
Linearization of the system yields the eigenvalues with one complex pair of 
corresponding to the electrical mode, and several complex pairs corresponding to the 
mechanical shaft modes. It is noticed that with changing compensation level, the 
electrical mode can become unstable at some series compensation levels, while all the 
mechanical modes remain stable. This indicates induction generator effect. 
It is noticed that one (or possibly more) of the mechanical modes is prone to 
becoming unstable when the series compensation level is such that the electrical mode (in 
the d-q domain) is close to the mechanical mode. When this happens, the system is 
vulnerable to torsional interaction. Since the two modes are close to each other, there 
will be a "beat" effect [5] in the system response to disturbances. This effect aggravates 
the unstable oscillations, since the amplitudes of the oscillations are larger due to the 5 
"beat" effect. This explains why torsional interaction is of most concern among the three 
categories of SSR problem. 
Due to the "beat" effect, the electric torques can become much larger under 
disturbances than in the system without torsional interaction. This occurs when the 
electrical mode is close to one of the shaft modes, as mentioned above, and the shaft 
mode is not necessarily unstable. This explains shaft torque amplification. 
From the above arguments, it is clear that the phenomena of induction generator 
effect and torsional interaction can be considered equilibrium stability problems, while 
shaft torque amplification can be considered a transient stability problem in power 
systems. In general, SSR is recognized as a power system dynamical problem, along 
with other dynamical problems, e.g., transient stability, dynamic stability, dynamic 
voltage stability. 
1.2 Literature Survey 
Investigations and reports of SSR problems started in the 1930s [6,7]. Early studies 
were centered around the induction generator effect. In 1971, two shaft failures caused by 
SSR occurred at the Mohave Generating Station in Southern Nevada[8]. Since then, 
many studies have been directed towards a complete understanding of the three SSR 
categories, with an emphasis on the understanding of torsional interactions [9-12]. In the 
literature, analysis and mitigation of SSR are two of the main topics, and most studies are 
based on linear system theory. 6 
1.2.1 Analysis of SSR 
The main linear SSR analysis methods include frequency domain methods [3, 4, 
13-20] and eigen-based methods [21-23]. Eigenvalue analysis is direct and accurate, but 
the results are not intuitive, and for multi-machine systems, the analysis is complicated 
and not cost effective. On the other hand, frequency domain methods give approximate, 
yet intuitive results. Also, frequency domain methods are easier to implement than eigen­
based approaches. Linear analysis contributes to the clarification of the problem and the 
prediction of certain system parameters and operating conditions, such as series capacitor 
compensation levels, transmission line and armature resistances, steady-state operating 
conditions etc., which are critical to the excitation of SSR. 
One category of popular frequency domain techniques derives equivalent induction 
generator circuits for analyzing the induction generator effect [3, 4, 13, 14, 17, 18]. To 
indicate the occurrence of torsional interaction, the techniques analyze the electrical 
damping torque coefficient, which is widely used in the analysis of dynamic stability 
problems in power systems [22]. The analysis investigates electrical torque frequency 
response to a small oscillation of generator rotor angle and speed at one of its shaft 
natural modes. The electrical damping torque coefficient is defined as the imaginary part 
of the ratio of the resulting electrical torque and the original rotor angle oscillation. A 
negative coefficient indicates torsional interaction at the shaft mode under consideration. 
Another important frequency domain technique is summarized in [19, 20], and 
addresses torsional interaction only. Both the electrical damping and synchronizing 
torque coefficients are involved in the process of analysis. A detailed explanation is 
presented in Chapter II. 7 
Each of the frequency domain approaches discussed above has distinct advantages. 
The first approach strictly follows the principles of analyzing electrical damping torque 
coefficients, which is a well accepted concept in power systems [22]. For analyzing 
torsional interaction, the approach results in individual electrical damping torque 
coefficients at shaft natural modes. The second technique yields results over a range of 
frequencies (including the vicinity of shaft modes), which enables a closer study of the 
danger of torsional interactions [20]. Since both the electrical damping and synchronizing 
torque coefficients are involved in the analysis, the second technique is not strictly based 
on analyzing the electrical damping torque coefficient, and implicitly assumes the 
decoupling of electrical and mechanical sub-systems. This has not been theoretically 
justified, though the process involved in the analysis appears to be intuitive. Also, the 
second technique can not explain induction generator effect. 
Both frequency domain approaches have been widely used for analyzing SSR 
problems. However, the problems associated with the second technique as discussed 
above seem to be neglected. In addition, there has not been an extensive discussion in the 
literature comparing eigen-based results to those based on frequency domain methods. 
In [24], a generalized frequency scan method has been developed based on the 
second frequency domain technique discussed above. This new method no longer 
assumes the decoupling of electrical and the mechanical sub-systems, and is also 
applicable to the analysis of induction generator effects. A close match of the results 
from this method with the eigen-based results is shown in [24] and discussed in Chapter 
II. 
Discussion of nonlinear analysis of SSR in the literature started in the late 1980s. 
Perturbation techniques have been used as a mathematical tool for conducting local 8 
nonlinear analysis [25-27]. Certain nonlinear phenomena have been studied, such as 
Hopf-Bifurcation, multivalueness, etc.. The dynamic models used in these analyses are 
highly simplified second-order models of power systems. 
Power systems involve a high degree of nonlinearity. Many phenomena can not be 
analyzed to a sufficient degree by relying on linear theory exclusively. A Hopf 
bifurcation phenomenon has been observed in the operation of the North-Western 
American Power System(NWAPS). While the phenomenon can not be explained by 
linear theory, it is not unexpected, since SSR defines a condition where with changing 
series compensation level, one or more of the system modes become unstable. If the 
analysis is confined to the instability of a single system mode, it addresses the most 
important condition for the occurrence of Hopf bifurcation in a system [28-30]. Since 
mathematical results of Hopf bifurcation analysis for high dimensional systems  are 
available, applying the results for the analysis of SSR may result in much more precise 
understanding of the Hopf bifurcation phenomenon accompanying SSR than the previous 
studies. In [31], this phenomenon has been analyzed by applying the Hopf bifurcation 
theorem illustrated in [28] to a 15th-order model of a SMIB power system. This work 
will be discussed in detail in Chapter III. 
1.2.2 SSR Countermeasures 
SSR countermeasures discussed in the literature may be grouped  as open-loop 
countermeasures, closed-loop countermeasures, and capacitor based countermeasures. 
Open-loop countermeasures include  filtering  (e.g.,  static  blocking), system 
switching and generator tripping, as well as generator and system modification [1]. Static 9 
blocking filters [32] block transmission line currents at resonant frequencies from 
entering the generator and interacting with the torsional modes. 
Closed-loop countermeasures include dynamic stabilizers,  excitation system 
damping, phase shift damping, etc.. Yu [22] suggests the use of the excitation control 
along with linear optimal control. Linear pole placement based excitation control is 
proposed to dampen the SSR modes of unidentical multimachine systems in [33]. The 
dynamic stabilizer [4, 32, 34] consists of thyristor modulated shunt reactors which are 
connected to the isolated phase bus of the protected turbine-generator unit. Control of 
subsynchronous oscillations is achieved by modulation of the thyristor switch firing 
angles around a normal operating point in response to measured oscillation of the 
turbine-generator units' rotor. In the absence of rotor oscillation, the normal operation of 
the stabilizer has a continuous reactive load. Reference [35] proposes the use of static 
phase shifters  in conjunction with rotor deviation measurements to damp SSR 
oscillations. 
Capacitor based SSR countermeasures are most attractive. Since the series 
capacitor directly influences SSR, countermeasures at the capacitor site are favored by 
the power industry over those at generating station sites. Reference [36] summarizes SSR 
countermeasures which make use of the protection schemes associated with series 
capacitors. The protection scheme for a series capacitor aims at limiting the voltage 
across the capacitor, and also can be used to limit transient torques caused by SSR by 
adapting settings and/or control schemes of the protection system. For example, the dual-
gap protection scheme can limit transient torque effectively and allow the capacitor to be 
reinserted  successfully  after being bypassed. One notable capacitor based SSR 
countermeasure is the NGH scheme, named after N.G. Hingorani. In its basic design [37­
39], the NGH device consists of a resistor and an antiparallel thyristor across a series 10 
capacitor segment with appropriate instrumentations and controls. The NGH device 
checks the capacitor voltage continuously. Subsynchronous currents are detected and the 
control system controls the firing of the thyristors to dissipate subsynchronous energy in 
the resistor [37]. 
TCSC (Thyristor Controlled Series Capacitor) based SSR countermeasures deserve 
mention. Due to the advances in power electronic components, thyristor controlled series 
compensation is replacing traditional mechanically controlled series compensators. 
TCSC benefits power systems in many ways, e.g., increasing dynamic and transient 
stability limits to higher levels, controlling load flows more flexibly and controlling loop 
flows. Also, when operated in a vernier mode, the TCSC can mitigate SSR [40-43]. This 
effect has been demonstrated by simulation studies[43], as well as by power system 
simulator tests[42]. Reference [43] demonstrates TCSC SSR mitigation in a simplified 
NWAPS model, via EMTP simulation studies, and explains the effect by interpreting the 
TCSC equivalent impedance with respect to different frequencies. A detailed discussion 
of these studies is presented in chapter IV. To date, no satisfactory theoretical results 
have been documented explaining the TCSC SSR performance. 
1.3 Dissertation Overview 
The preceding sections provide some background information on SSR in power 
systems, and introduce several of the main topics of this thesis. It should be emphasized 
that the thesis concentrates on several aspects of SSR analysis, aimed to an improved 
understanding of SSR in power systems, and its corrections with series capacitor 
compensation. 11 
Chapter II summarizes the development of a generalized frequency scan method 
for SSR analysis, which overcomes some short-comings of the traditional method on 
which it is based. Also, an evaluation of eigen-based results serves as a benchmark 
comparison for the newly developed method. 
Chapter III is devoted to Hopf bifurcation analysis for a SMIB power system 
experiencing SSR. The bifurcation phenomenon is predicted and the stability of the 
bifurcated periodic orbits is analyzed by applying the analytical results in the Hopf 
Bifurcation theorem [28]. The stability of the bifurcated periodic orbits also is analyzed 
by numerically solving two-point boundary value problems. Compared with the 
analytical study of applying the Hopf bifurcation theorem, the numerical study has 
several advantages which are shown in chapter III. It is shown that the analytical and the 
numerical results match well, and both results match those of simulations. 
Chapter IV discusses the modelling and simulation-based analysis of SSR 
mitigation effect provided by the TCSC operated in vernier mode in a simplified 
NWAPS, using EMTP. 
Chapter V concludes the contributions of the thesis. 12 
Chapter II
 
A Generalized Frequency Scan Method for the Analysis of Subsynchronous
 
Resonance
 
2.1 Introduction 
In chapter I, two important frequency scan techniques have been introduced. The 
first technique [3, 4] can be used to analyze both induction generator effect and torsional 
interaction. For indicating the occurrence of torsional interaction, the technique is strictly 
based on analyzing the electrical damping torque coefficient, which is an important tool 
for understanding a variety of dynamic power system problems. Negative damping 
torque coefficients at individual shaft natural frequencies indicate torsional interactions at 
these frequencies. The second technique [19, 20] is for analyzing torsional interaction. 
This frequency scan technique provides for the analysis over a range of frequencies 
(including the vicinity of shaft modes), which enables a closer study of the danger of 
torsional interactions [19]. Since the analysis involves both electrical damping and 
synchronizing torque coefficients, the technique is not based strictly on analyzing the 
electrical damping torque coefficient and implicitly assumes the decoupling of 
mechanical and electrical sub-systems, which has not been theoretically supported, 
although the process appears to be intuitive. 
For a more detailed explanation of the frequency scan technique, consider a SMIB 
power system as shown in Fig 2.1  .  Neglecting dynamics of the Automatic Voltage 
Regulator (AVR), and the turbine-governor, the coupling between the electrical and 
mechanical sub-systems is shown in Fig 2.2. 13 
v t  R  L C 
Fig.2.1 A SMIB power system with series capacitor compensation 
Electrical 
sub-system 
Te 
Mechanical 
sub-system 
Fig.2.2 Coupling between the electrical and mechanical sub-systems 
Fig.2.3 Motion of generator mass 14 
Assume that the mechanical shaft of the generator consists of several masses, one 
of which represents the generator. Motion of the generator mass is governed by the 
balances between the electrical and mechanical torques applied, as shown in Fig 2.3  . 
This can be modelled by the familiar second-order differential equation as follows: 
M d28/dt2 + D d8/dt = -Te + Tm 
which can be rewritten as 
Tm - M d28/dt2 - D d8/dt = Te  (2.1) 
In the above equations, Te and Tm represent electrical and mechanical torques. 8 
represents the relative generator rotor angle. M and D represent inertial and damping 
constants. 
Defining the left hand side of (2.1) as Ts, the frequency scan technique is based on 
analyzing the balances between the mechanical quantity Ts and the electrical torque Tv 
Assuming small sustained oscillations in the generator rotor angle of the form 
A cos 0.1 
the frequency scan technique calculates the frequency responses of Te and Ts to the 
disturbance, from the decoupled mechanical and electrical sub-system, respectively. The 
resulting Te and Ts are of the form: 
Te = Tec 0" + cc1, and Ts = Tse 0" + cc2 
where Tee and Tse are complex coefficients, and are functions of w. cc 1 and cc2 are 
complex conjugate of Tee ei" + cc1 and Tse eicix + cc2, respectively. Via a frequency 
scan, it may be found that at a given series compensation level and in the vicinity of one 
(or more) shaft natural frequency, the real parts of Tee and Tse are equal to each other, 
while the imaginary part of Tee is less than that of Tse. This indicates torsional interaction 
at the shaft frequency at which the equality holds. 15 
It can be seen that the idea of the technique closely resembles the concept of 
analyzing the electrical damping torque coefficient. However, it is not strictly based on 
this concept, since both electrical damping and synchronizing torque coefficients are 
involved. Rather, the process searches for torsionally unstable solutions for the system. 
Since no feedback is involved in the process, the technique implicitly assumes 
decoupling of the electrical and mechanical sub-systems while searching for torsionally 
unstable solutions for the coupled system as shown in Fig 2.2 . 
In this chapter, the development of a generalized frequency scan method based on 
the traditional frequency scan technique is discussed. In the developed method, the 
assumption of sustained oscillations in generator rotor angle is replaced by that of 
oscillations with an exponential coefficient, i.e., A eat cos wt. A trial and error process 
(which can be recognized as a feedback process) is included for searching for a proper a, 
such that at a certain series compensation level ap, and at certain torsional frequencies, 
there are matches between both the real parts of Tee and Tsc and the imaginary parts of 
Tec and Tsc. If aci > 0, torsional interactions are indicated at the frequencies where the 
equalities hold. The assumption of decoupling electrical and mechanical sub-systems is 
no longer involved in the developed method. Thus, the method can predict torsional 
interactions more precisely than the traditional frequency scan technique. Following the 
same process, induction generator effects can also be predicted. 
A comparative analysis of SSR in a SMIB power system using the developed 
method, the traditional frequency scan technique, and an eigen-based method is presented 
to verify the proposed technique. 16 
2.2 System Description 
The system used for the study is a SMIB power system, as shown in Fig 2.1, which 
is modelled by a set of 18th-order differential equations (2.2), (2.3), (2.4) [22], as shown 
in the following. Dynamics of the AVR and turbine-governor are neglected. For the 
SMIB power system, the electrical sub-system is expressed as 
(- xi -xd) did/dt + xad dif/dt = 0), [(ra+r) id - (xi+xq) iq + xaq iQ + eed 
- xq iqe 0) + vo cos&e 8]
 
-xad did/dt + xf dif/dt =  cob ( -rf if)
 
(2.2)  (-xi-xq) diq/dt + xaq diQ/dt = cobRxi + xd) id + (ra+r) iq - xad if + ecq 
+ (xdide-Xadife) 0) - vo sin8e 8] 
xaq diq/dt + xQ diQ/dt =  (.01, (-rQ 1Q) 
deed/dt =  cob xe id + cob eeq 
\ deeq/dt =  cob xe iq - cob ecd 
(2.3)  Te = [(xq-Xdiqe] id + Rxq-xd)ide + Xadifel iq + xad 1qe 1f  xaq 1de 1Q 
in which cob = 377 rad/sec . 
The mechanical sub-system is described by 
(2.4)  M d20/dt2 + D dO/dt + K 0 = [0 0 0 0 -Te 0]T 
where 
0 = [01 02 03 04 8 06]T, and superscript "T" indicates vector transpose, 
and 
M= M1  D=  Dm1 
Dm2 M2 
M3  Dm3 
Dm4 M4 
M5  Dm5 
Dm6­ M6­17 
K=  K12  -K12
 
-K23
 -K12  K12+1(23
 
-K23  K23+K34  -K34
 
-K34  K34-I-K45  -K45
 
-K45  K45+K56
  -K56 
-K56  K56 
Parameter values are taken from the First Bench Mark Model recommended by an 
IEEE committee for SSR analysis [22]. 
Parameters in per unit for the synchronous generator and the line are: 
xad = 1.660, xd = 1.790, xf = 1.700 
xaq = 1.580, xq = 1.710, x() = 1.695 
rf = 0.001, rQ = 0.0053, ra = 0.0015 , 
x1= 0.7, r = 0.001, 
where subscript "e" indicates the equilibrium operation condition, which is as follows in 
our study (the values are in p.u.): 
Pe = 0.9, Qe = 0.43, vt = 1.05 , ve = 1.0 
The mechanical damping, inertia and stiffness constants in p.u. are: 
Dmi = 0.25/cob  M1 = 0.1858/0)b 
Dm2 = 0.25/0b  M2 = 0.3112/0b  K12 = 19.303 
Dm3 = 0.10/(0b  M3 = 1.7173/0b  K23 = 34.929 
Dm4 = 0.10/43  M4 = 1.7684/0,  K34 = 52.038 
Dm5 = 0.10/(0b  M5 = 1.7370/(0b  K45 = 70.858 
Dm6 = 0.25/0,  M6 = 0.0684/cob  K56 = 2.822  . 
Subscripts 1, 2, 3, 4, 5 and 6 indicate HP (high-pressure turbine), IP (medium-pressure 
turbine), LAP (low-A-pressure turbine), LBP (low-B-pressure turbine), GEN (generator) 
and EX (exciter), respectively. 18 
The mechanical shaft natural modes in rad/sec are obtained approximately from 
the imaginary part of the eigenvalues of the system: 
mode 0 (or GEN mode): 9.469, 
mode 1 (or LAP mode): 99.35, 
mode 2 (or EX mode): 127.1, 
mode 3 (or LBP mode): 161.4, 
mode 4 (or IP mode): 202.9, 
mode 5 (or HP mode): 298.2 . 
2.3 Development of a Generalized Frequency Scan Method 
Assume that under small disturbances the generator rotor angle response is of the 
following form: 
8 = a en cos(at) + b eat sin(a0+ G6(t) 
or, 
8 = F8 eat dot + cc1 + G6(t)  (2.5) 
where cc1 indicates the complex conjugate of the first term in (2.5), F6 is a complex 
constant, a, b, a and 0 are real constants, and G6(t) is a function of time. Since d8/dt = 
cobw, the corresponding generator rotor speed response is expressed as 
co = (d8/dt)/cob 
Or, 
CO = (a +jcl) F6 en eiot / cob + cc2 + [dG8(t)/dt] / cob  (2.6) 
where cc2 indicates the complex conjugate of the first term in (2.6). 
If p=((y+A) / cob, then 
co = p F6 el Oat + cc2 + [dG6(t) /dt] / cob  (2.7) 19 
Since superposition holds for  linear systems, the  following two parts of the 
generator rotor angle and speed responses under small disturbances can be analyzed 
separately: 
[8(1) = F8 eat Oat + cci 
ail) = p F3 eat Om + cc2  (2.8) 
and 
8(2) = G3(t) 
o(2) = [dG3(t) /dt] / cob 
where 8 = 8(1) + W2), and co = o)(1) + co(2) . 
Of interest are the assumed oscillation components (2.8) of the generator rotor 
angle and speed responses under small disturbances. 
The traditional frequency scan method assumes generator rotor angle oscillations of 
the form 
F3 dot + cc 
where F3 is a complex constant, and cc indicates the complex conjugate of the first term. 
The distinguishing point of the generalized frequency scan method is the inclusion of the 
exponential section eat. 
Considering (2.8), it can be seen from the system description (2.2), (2.3) and (2.4) 
that the system is decoupled into electrical and mechanical sub-systems, with time 
functions (2.8) of the generator rotor angle and speed acting as forcing functions. 
Now, consider the second-order differential equation governing the motion of the 
generator mass: 
M5 d2o/dt2 + Dm5 c18/dt - K45 64 + (K45+K56) 8 - K56 66 = -Te  (2.9) 20 
Define the left-hand side of the above equation as Tv which is a mechanical quantity. 
From the decoupled mechanical sub-system, Ts can be calculated as a response to 
the forcing function (2.8). For this purpose, the mechanical sub-system can be expressed 
as follows: 
M' d20'/dt2 + D' d0' /dt + K' 0' = [0 0 0 K458]T  (2.10) 
M6 d206/dt2 + Dm6 d06/dt + K56 06 = k56 8  (2.11) 
Ts = -M5 d2o/dt2 - Dm5 d8/dt + K45 04 - (K45+K56) 8 + 1(56 06  (2.12) 
where 
0' = [01 02 03 04]T, with superscript "T" indicating vector transpose, 
M1  D' =  Dm' 
M2  Dm2 
M3  Dm3 
[  M4  1 ,  [  Dm4 1 , 
and 
IC =  K12  -K12 
-K12 K12-14(23
-K23 
-K23 
K23+K34 -K34 
-K34  K34+K45 
The problem can be restated as solving for Ts = Ts[O'p(t), 06p(t), 8(t), co(t)] from 
(2.12), where 0'p(t) and 06p(t) are particular solutions of (2.10) and (2.11) under forcing 
functions 8(0 and (o(t) as in (2.8). There can be obtained 
Ts = Tsc F6 em Oat + cc4  (2.13) 
where cc4 indicates the complex conjugate of the first term in (2.13), and Tsc is a 
complex coefficient, the derivation of which is shown in Appendix A. 
From the decoupled electrical sub-system, the response of the electrical torque Te 
to the forcing function (2.8) can be calculated. Then 
Te = Tee F6 eat eicit + cc3  (2.14) 21 
where cc3 indicates the complex conjugate of the first term in (2.14), and 'Fez is a 
complex coefficient, the derivation of which is shown in Appendix A. 
For the existence of the assumed oscillation components (2.8) in generator rotor 
angle and speed responses under small disturbances, the following condition must be 
satisfied: 
Te = Ts  (2.15) 
The assumption in (2.15) is equivalent to the following condition: 
Tec = Tsc  (2.16) 
Or, 
(Real[Tec] = Real[Tsc] 
IMag[rec] = Imag[Tsc]  (2.17) 
Further, the complex coefficients Tee and Tsc are functions of a, a and the series 
compensation level. For a given series compensation level, (2.17) can be solved for 
unique a = a0 and a = L. As illustrated in (2.8), the system undergoes oscillation at the 
frequency f2 = ao with exponential coefficient a = a0. If ao>0, the oscillation is unstable. 
Eqn(2.17) can also be solved approximately and directly via a frequency scan of 
Tex and Tse at different values of a. For a certain value a = a0 (obtained by a trial and 
error process), a common intersection of Real[Tec] with Real[Tse] and Imag[Tee] with 
Imag[Tse] at certain frequency a = Slo can be achieved. Examples will be given in the 
following section to illustrate the application of the proposed method. 
It should be noted that when a = 0, the generalized frequency scan method is 
equivalent to the frequency scan technique. The criterion for the indication of SSR is now 22 
when  Real[Tec] = Real[Tsc],
 
there is  Imag[Tec] < Imag[Tsc]  (2.18)
 
It is in this sense that the developed method is referred to as the generalized frequency 
scan method. 
2.4 Examples of Comparative Analysis of SSR in the SMIB Power System 
In this section, two examples of SSR analysis in the SMIB power system using 
the frequency scan technique, the generalized frequency scan method, and the eigen­
based method are presented. 
In the first example, an SSR problem in the SMIB power system with a 
compensation level of 41% of line reactance is examined. A frequency scanning of Tee 
and Tsc for different a values has been tried. Final results are shown in Figs 2.4(a) 
through (d). 
Figures 2.4(a) and (b) show the results obtained with the frequency scan 
technique, which can be recognized as a special case of the generalized frequency scan 
method with a = 0, as mentioned before. It can be observed from Fig 2.4(a) that an 
unstable oscillation at a frequency of around 202 rad/sec is predicted, which is close to 
shaft natural mode 4 of the system. Figure 2.4(b) shows an enlarged section of Fig 2.4(a), 
from which it can be observed that the frequency scan technique also predicts an unstable 
oscillation at a frequency of around 163 rad/sec, which is close to shaft natural mode 3 of 
the system. The result indicates that at a series compensation level of 41%, SSR at shaft 
natural modes 3 and 4 are predicted by the frequency scan technique. Figures 2.4(c) and 
(d)  show the results obtained with the generalized frequency scan method. From 23 
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Fig 2.4(c), it can be observed that when a = 0.15, Imag[Tec] and Imag[Tsc] intersect at 
the same frequency at which Real[Tec] and Real[Tsj intersect. The frequency is around 
202 rad/sec. This indicates an SSR problem at shaft natural mode 4 with an increasing 
exponential coefficient a = 0.15. Figure 2.4(d) shows the frequency scan result at a = 
0.41, from which it can be seen that the generalized frequency scan method predicts SSR 
at a frequency of around 163 rad/sec, which is close to shaft natural mode 3, with an 
increasing exponential coefficient a = 0.41. 
Table 2.1 shows the result of the eigenvalue analysis which concludes that at 
series compensation level of 41%, there are SSR problems at both shaft natural mode 3 
with increasing exponential coefficient a = 0.4061, and shaft natural mode 4 with 
increasing exponential coefficient a = 0.1063. 
Table. 2.1 Eigenvalues at 41% series compensation level 
-2.5858 ± j 589.7288  -2.3286 ± j 161.5245 
-0.4522 ± j 298.1713  -1.6649 ± j 127.0698 
0.1063 ± j 202.8489  -0.5614 ± j 99.3975 
0.4061 ± j 163.2150  -0.6854 ± j 9.9721 
-0.2842 
-3.4413 
It is shown that the results obtained with the generalized frequency scan method 
and from the eigenvalue analysis match well. It is also shown that the prediction of SSR 
by the frequency scan technique and the prediction by the eigenvalue analysis match in 
this case. 
It should be mentioned that both the frequency scan technique and the generalized 
frequency scan method can predict more than one SSR unstable modes at a given series 
compensation level. This is due to the superposition property of the linearized systems. 26 
It should be noted that a trial and error process is involved for fixing proper values 
of a in the generalized frequency scan method, while in the frequency scan technique, a 
is always set to be zero. The generalized method involves an iteration of the traditional 
technique. The assumption of decoupling the electrical and mechanical sub-systems, as 
implicitly assumed in the traditional technique no longer exists in the generalized 
method. 
In the second example, a series compensation level of 90% is considered. Figure 
2.5(a) shows the result obtained with the frequency scan technique. It can be seen that the 
frequency scan technique does not predict any SSR problem at the given compensation 
level. Figure 2.5(b) shows the result obtained with the generalized frequency scan 
method with a = 0.39. It is shown that the generalized frequency scan method predicts an 
SSR problem at a frequency of around 60 rad/sec, with an increasing exponential 
coefficient a = 0.39. Table 2.2 shows the result of the eigenvalue analysis. It can be  seen 
that the eigenvalue analysis predicts an SSR problem at the frequency 61.53 rad/sec, 
which corresponds to the network mode in the d-q domain, with an increasing 
exponential coefficient a=0.3937. 
It is shown in this case that the results from the generalized frequency  scan 
method and the eigenvalue analysis match well. It is also shown, however, that the 
traditional frequency scan technique does not accurately predict the unstable network 
mode, i.e., the induction generator effect. 
Table. 2.2 Eigenvalues at 90% series compensation level 
-2.6611 ± j 692.1584  -1.6299 ± j 126.9996 
-0.4522 ± j 2.981713  -0.0627 ± j 98.3622 
-0.0345 ± j 202.9330  0.3937 ± j 61.5270 
-0.3709 ± j 160.5545  -2.0515 ± j 16.3768 
-0.5401 
-4.9786
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2.5 Conclusion 
The development of a generalized frequency scan method for SSR analysis has 
been summarized and a comparative SSR analysis in a SMIB power system has been 
conducted using different analyzing methods. The study shows that the generalized 
frequency scan method can predict torsional interactions more precisely than the 
traditional frequency scan technique for the SMIB power system studied. Also, the 
generalized frequency scan method can predict induction generator effects, whereas the 
frequency scan technique can only predict torsional interactions. The results obtained 
with the generalized frequency scan method match well with the results of the eigenvalue 
analysis for the cases studied. The traditional frequency scan technique matches 
eigenvalue analysis for some cases, but does not accurately predict the unstable network 
mode, i.e., the induction generator effect. The usefulness of the developed method can be 
improved significantly after the application of the method is extended to multimachine 
power systems successfully. 29 
Chapter III
 
Hopf Bifurcations in a SMIB Power System Experiencing SSR
 
3.1 Introduction 
Power systems involve a high degree of nonlinearity. Many phenomena can not be 
analyzed by relying on linear theory exclusively. It has been noticed in the operation of 
North-Western American Power System (NWAPS) that the SSR oscillations at one of the 
mechanical shaft modes may be limited instead of increasing exponentially. This 
phenomenon can not be explained by linear system theory. Such behavior seems to be 
explained naturally by Hopf bifurcations. 
Limited oscillations in power systems experiencing SSR have been analyzed in [26, 
27]. Perturbation methods, e.g., multiscale method, have been used for conducting local 
nonlinear analysis in these studies. The models used in these studies are based on highly 
simplified second-order classical model of power systems. 
As is known, SSR defines a condition where one or more mechanical shaft and/or 
electrical modes of a series compensated power system becomes unstable with changing 
series compensation level of the system. If our investigation is confined to a single 
unstable system mode, the condition coincides with the most important condition for the 
occurrence of Hopf bifurcations [28, 29, 30]. When Hopf bifurcation occurs, the system 
may experience limited oscillations which may be analyzed by applying the appropriate 
bifurcation theory. This may result in more accurate explanation of the SSR dynamic 
phenomenon. 
In this chapter, an analysis of Hopf bifurcations [28] for a SMIB power system 
experiencing SSR is presented. The system models the BOARDMAN plant with respect 30 
to the rest of the NWAPS, representing the system by a 15th-order set of differential 
equations. A Hopf bifurcation in the system at a series compensation level of 61.85% is 
predicted, along with the stable bifurcated periodic orbits. The stability of the bifurcated 
periodic orbits in the Hopf bifurcation is also analyzed by a numerical method, the 
essence of which is solving a two-point boundary value problem. Compared with the 
analytical bifurcation analysis method of applying the Hopf bifurcation theorem, the 
numerical method is easier to implement, and can yield more information about the 
periodic orbits in the Hopf bifurcation. In particular, it can predict a series compensation 
level, greater than, but local to, the bifurcation value, at which the bifurcated periodic 
orbits change from stable to unstable. 
The Hopf bifurcation approach [28, 29, 30] followed in this thesis is often referred 
to as a "time-domain approach", since the analysis is entirely based on the differential 
equations [56]. In contrast to this, another Hopf bifurcation approach is based on 
harmonic balancing methods and is  similar to the generalized Nyquist stability 
analysis[45, 56]. This latter approach is often referred to as a "frequency-domain 
approach" [56], and is most attractive for analyzing feedback systems. Though it is 
possible to obtain a required feedback representation for the set of differential equations 
considered in this study, tremendous effort would be needed to accomplish the task. 
Thus, the time-domain approach is followed in this study, which seems to be more 
suitable for the problem considered. 
3.2 Introduction of Terms. Definitions and Theorem 
In this section, several terms, definitions, and a theorem are introduced, which are 
important for the study presented in this chapter. 31 
3.2.1 Stability of Nonlinear Autonomous Systems 
Since the study presented in this chapter addresses nonlinear SSR dynamical 
problems in a power system, it is important to introduce the concept of stability. The 
stability of a nonlinear dynamical system is often addressed in two sense, i.e., Liapunov 
stability (or, equilibrium stability), and orbital stability of the system. Both concepts are 
involved in Hopf bifurcations, and the latter is especially relevant. Consider the following 
nonlinear system 
dx / dt = f(x)  x E Rn  (3.1) 
The Liapunov stability and the orbital stability of the system are defined in the following 
[44]. 
Definition 3.1  Let Ot denote the flow of the differential equation (3.1) defined for all t E 
R. An equilibrium point x0 of (3.1) is stable if for all E > 0 there exists a 8 > 0 such that 
for all x E Ng(x0) (a 8 neighborhood of x0) and t  0 there is 
Ot(x) E N£(x0) . 
The equilibrium point x0 is unstable if it is not stable. And x0 is asymptotically stable if 
there exists a 8 > 0 such that for all x E 118(x0) there is 
limt>. (1)t(x) = xo 
It is an immediate consequence of the definition that if an equilibrium point x0 of (3.1) is 
asymptotically stable then x0 is stable. 
Definition 3.2 A cycle or periodic orbit of (3.1) is any closed solution curve of (3.1) 
which is not an equilibrium point of (3.1). A periodic orbit I" is called stable if for each e 
> 0 there is a neighborhood U of r such that for all x E U, d(4(t,x), r) < E. A periodic 
orbit F is called unstable if it is not stable; and I" is called asymptotically stable if for all 
points x in some neighborhood U of F 
limt_,... d(4 (t, x), n . 0 32 
where d(0(t, x), I') is defined as 
d(4)(t, x), r) = inf  la - bl  . a E 4(t,x), b e r 
3.2.2 Center manifold Theorem 1291 
The center manifold theorem, as introduced in the following [29], is used in the 
Hopf bifurcation theorem [28] to reduce the vector field of a high dimensional system to 
two dimensions. 
Theorem 3.1 (Center Manifold Theorem) Let f be a Cr vector field on R" vanishing at 
the origin (f(0) = 0) and let A = Df(0). Divide the spectrum of A into three parts, as, ae, 
cru with 
<0 if2L,E as 
ReA,  [= 0 ifXE cre 
> 0 ifXE au. 
Let the (generalized) eigenspaces of as, aC, and a" be Es, EC, and Eu, respectively. Then 
there exist Cr stable and unstable invariant manifolds Ws and Wu tangent to Es, and E" at 
0 and a Cr-1 center manifold We tangent to E' at 0. The manifolds Ws, wu, and We are 
all invariant for the flow of f. The stable and unstable manifolds are unique, but We need 
not be. 
Consider a system with empty unstable manifold, it is shown [29, 51] that the local 
stability at the origin of the system is determined by the local stability of its center 
manifold. 
3.2.3 The Poincare Map 1441 
The Poincare map is a basic tool for studying the stability of periodic orbits. The 
idea of the Poincare map is introduced in the following [44]. 33 
If r is a periodic orbit of the system 
dx / dt = f(x) x E Rn, f E C1(E)  (3.2) 
where E is an open subset of Rn and contains r, through the point xo, as shown in Fig 
3.1, and I is a hyperplane perpendicular to r at xo, then for any point x E I sufficiently 
near xo, the solution of (3.2) through x at t=0, Ot(x), will cross E again at a point P(x) near 
xo. The mapping x ---> P(x) is called the Poincare map, or first return map. The theorem 
and its proof on the existence of the Poincare map P(x) and its first derivative DP(x) can 
be found in [44]. The Poincare map P(x) is an (n-1) dimensional map, and DP(x0) at a 
point x0 E F is an (n-1) x (n-1) matrix. 
Fig.3.1 The Poincare map 
The stability of the periodic orbit F is completely described by its Poincare map 
P(x), where x is near an xo E F. If P(x) takes x closer to x0, the periodic orbit is 
attracting, otherwise, it is repelling. 
For a planar system, if the origin is translated to a point xo E F n I, the normal line 
I will be a line through the origin, as shown in Fig 3.2. The displacement function 34 
associated with the poincare map for the periodic orbit F of the planar system is defined 
as [44] 
d(s) = P(s)  s. 
Then 
d'(s) = P'(s) - 1. 
Fig.3.2 The Poincare map for a planar system 
It is shown that the stability of the periodic orbit r of the planar system is 
determined by the Poincare map (respectively, the displacement function) according to 
[44] 
if P'(0) > 1 (respectively, d'(0) >0), F is unstable; 
if P'(0) < 1 (respectively d'(0) < 0), r is stable. 
3.2.4 Local Bifurcations 
Hopf bifurcation approach belongs to local bifurcation analysis the idea of which is 
introduced in the following. 35 
As are many physical problems, power systems are generally modelled by sets of 
differential equations which involve high nonlinearity and depend on certain parameters, 
such as line reactance, resistance, mechanical damping, etc.. As the parameters are 
varied, qualitative changes may occur in the system dynamic behavior. For example, the 
stability of an equilibrium of a power system model can change from locally 
asymptotically stable to unstable at certain values of system parameters. These changes 
are called bifurcations and the parameter values at which the changes occur are called 
bifurcation values [29]. Particularly, consider bifurcations of isolated equilibria of a 
system. The analysis of such bifurcations considers the local behavior around an 
individual degenerating equilibrium or periodic orbit of the system, and the parameter 
values in a neighborhood of the bifurcation values. Thus, the analysis is referred to as 
local bifurcation analysis [29]. 
Now, consider the following system 
dx / dt = fg(x);  x E Rn, g E Rk  (3.3) 
where f is a Ck (i.e., the k-th derivative of f is continuous) (11) function and depends on 
the k-dimensional parameter p., and suppose that (3.3) has an equilibrium (x0, go). 
If the equilibrium is hyperbolic (i.e., none of the eigenvalues of Df(x0, go) lie on 
the imaginary axis, where D represents the partial derivative with respect to x), it can be 
seen that the local stability of (x0, go) of (3.3) is determined by the linearized system of 
(3.3), i.e., by the eigenvalues of Df(x0, go). Since Df(x0, go) is invertible, by the implicit 
function theorem, there thus exists a unique Ck function x(g), such that 
f(x(g), g) = 0 
for m. sufficiently close to go, with 
x(go) = xo . 36 
Now, by the continuity of the eigenvalues with respect to parameters, for t sufficiently 
close to .t0, 
Dxf(x, g) 
has no eigenvalues on the imaginary axis [51]. Therefore, for .t sufficiently close to go, 
the hyperbolic fixed point (x0, go) of (3.3) persists and its stability type remains 
unchanged [51]. Thus, for hyperbolic equilibria of (3.3), there are no local bifurcations 
[29]. 
Bifurcations in (3.3) may occur when the equilibrium (x0, go) is non-hyperbolic 
(i.e. Df(x0, go) has eigenvalues on the imaginary axis). In such cases, when g changes 
through mo locally, various nonlinear dynamics may occur, e.g., periodic, quasiperiodic, 
and chaotic behavior. 
Now, consider a simple class of bifurcations by assuming t e Ri in (3.3). The 
simplest bifurcations in the system (3.3) with k = 1 occur when the linearized system of 
(3.3) with k = 1 has a simple zero eigenvalue or a unique pair of pure imaginary 
eigenvalues. Particularly, the latter is of interest, which addresses Hopf bifurcations. 
3.3 Review of the Hopf Bifurcation Theorem [28. 29. 441 
Consider the nonlinear system 
dx / dt = fµ (x)  x E Rn, ii E R  (3.4) 
where the vector field f (x) depends on a parameter ii.
1-1,
Assume that 
(1) fg (x) E C"1 (E), where E is an open subset of Rn, and k  4, 
(2) ct (0) = 0 for all .t, 37 
(3) Dci(0) (Dfli(x) represents the partial derivative of f with respect to x) has a distinct 
pair of complex eigenvalues X(g) and X*(g). For some g < go, Re(? (go)) < 0; at g = go, 
Re(X(.10)) = 0, and d (Re(X(go))) / dp, > 0; for some g > go, Re(X(go)) > 0. The other 
eigenvalues of Df4(0) remain in the left half plane bounded away from the imaginary 
axis for both g < go and g  go with g local to go. 
Under these circumstances, bifurcations to periodic orbits occur for g E (10-8, 
go+8) for some 8  0. As investigated next, if d"'(0) * 0, the periodic orbits are unique 
local to the origin. Also, if the coefficient d"'(0) is negative, the periodic orbits occur for 
g > go and are attracting. If d"'(0) > 0, the orbits occur for g < go, and are repelling. The 
periods of the orbits are close to 27c/IX(g0)1, and the radius of the orbits increases with 
increasing I g - go I. go is called a bifurcation value. 
Computation of d"'(0) 
d(.) is the displacement function associated with the Poincare map for the orbit of 
the origin on a second-order center manifold of (3.4) [28]. The center manifold 
determines the local stability of the origin of (3.4) for some g local to the bifurcation 
value go, and is tangent at the origin to the subspace spanned by the eigenvectors of the 
complex pair [28]. The coefficient d"'(0) is the third derivative of d(.) with respect to its 
argument evaluated at the origin, which can be completely determined by the vector field 
of (3.4) and the associated derivatives up to third-order, evaluated at the origin of (3.4) 
[28]. The formulae for calculating the coefficient d"'(0) is shown in the following [28]. 
Assume coordinates, such that fp = [flgo, f21.10, (f3 0)T ]T, 
where 
Nilo (0) =  0  IX,(g0)1  0 
-1241.10)1  0  0 
0  0  DPI.to (0)  ] , 38 
and define x = [xl, x2, X3T ]T, where X3 = [x3, ..., x]T 
d"(0) =  37c/(4120.0)1) [ a3gigo (0) / ax13 + a3gitto (0) / axiax22 
+ a3g2pto (0) / ax12ax2 + a3g240 (0) / ax23 
+ 37t/(41200)12) [  (a2Pµ0 (0)  ax12) (a21-1,,0 (o)  axiax2) 
+ (a2f2,0 (0)  ax22)  (0) / axiax2) 
+ (a2f2,0 (o)  ax12)  (o)  axiax2) 
(a2v40 (0)  ax22) (a2p,,0 (o) / axiax2) 
+ (a2p,,0 (0)  ax12) (a2s,,o (o)  ax12) 
- (a2fip (o)  ax22) (a2f2,,0 (o)  ax22)  (3.5) 
where 
dtdkdi gig() (0) = dtdkdifigo (0) + d3difitto (0) ° dtdkh (0) 
+ d3dkfigo (0) ° dtdih (0) 
+ d3dtei.to (0) ° dkdih (0)  (3.6) 
for i, j, k, t = 1, 2, in which dm, m being integer, represents the operator of partial 
derivative with respect to xm, with xm being a scalar or a vector. " °" represents the 
operator of inner product, and 
d1d1h (0)
 
did2h (0)
 
d2d2h (0)
 
0-1	  2 1A,(10)12 Id + (d3f3go (0))2  -2 124110)1 d3f3110 (0) 
12414)1 d3Pg0 (0)  (d3f31.10 (0))2 
2 IX(.to)12 Id  2 1A,010)1 d3f31.10 (0) 
2 IX,(1.10)12 Id	  -didif3go (0) 
- 1a,(µ0)1 d3f3g0 (0)  -did2f3go (0)
 
2 1X(1.43)12 Id + (d3f3i.to (0))2  -d2d2f31.10 (0)  (3.7)
 
where 
A = [d3f3110 (0)] [(d3f3go (0))2 + 4 kilo) 12 Id ]	  (3.8) 
and Id is an identity matrix with the same dimension as d3f31.10(x). 39 
3.4 Power System Model and Verification of Hopf Bifurcation Conditions 
The configuration of the SMIB power system used in this study is shown in Fig 3.3. 
Model and parameters are chosen to represent the characteristics of the BOARDMAN 
generator  with  respect  to  the  rest  of  the  North-Western  American  Power 
System(NWAPS) [43], assuming heavy generator loading. The model is represented by a 
15th-order set of differential equations (3.9). The electrical sub-system is represented by 
a 5th-order set of differential equations, where the dynamics of the Automatic Voltage 
Regulator (AVR) and the damper windings are neglected. The mechanical sub-system is 
represented by a 10th-order set of differential equations, where the dynamics of the 
turbine-governor are neglected. The vector field of (3.9) depends on a parameter p, i.e., 
the series compensation level of the system. 
Fig.3.3 SMIB power system with series capacitor compensation 40 
( - (xd + x1) did/dt + xad dif/dt = cob [(ra+r) id - xL iq  xq iq + eed + ve sin 8 ] 
- xad did /dt + xf dif/dt = cob [rf Efd xad  rf if 
(xq + xi) diq/dt = cob [xt id + (ra+r) iq + co xd id ­ xad if + eeq + ve cos 8 ] 
decd/dt = cob [ p. xt id + ecq 
(3.9)  decq /dt = cub [ µ xt iq - eed 
dcui/dt = 1 /M1 [-D1 col - K12 01 + K12 02] 
dOi/dt = cob col 
d(02/dt = 1/M2 [-D2 (02 + K12 01  - (K12  K23)  02 -F K23 03]
 
d02 /dt = cob (02
 
d(03/dt = 1/M3 [ -D3 3  23 _2 (K 03 + K3,4 8]
 _3 + K23 0  - (K23 + K34) 
d03/dt = (0b (03 
(il(0/dt = 1/M4 [- Te + Tm - D4  + K34 03 - (K34 + K45) 8 + K45 05] 
clo/dt =cob (.0 
dcos/dt = 1 /M5 [ -D5 (05 + K45 8 - K45 05] 
d05 /dt = cob cos 
where Te = (xq-xd) id iq + xad if iq, and Tm is constant. 
Parameters of the system are as follows:
 
Parameters in p.u. for the synchronous generator and the line:
 
xad = 1.66, xd = 1.79,
 
xq = 1.71, xf = 1.70,
 
rf= 0.01, ra = 0.015,
 
x1= 0.30, r = 0.0165
 
The equilibrium operation condition (in p.u.) in this study:
 
Pe = 0.876, Qe = -0.115, vt = 1.09 , ve = 1.0
 41 
The mechanical damping, inertia and stiffness constants in p.u.: 
Dmi = 0.518  M1 = 0.6695 
Dm2 = 0.224  M2 = 1.4612  K12 = 33.07 
Dm3 = 0.224  M3 = 1.6307  K23 = 28.59 
Dm4 = 0.000  M4 = 1.5228  K34 = 44.68 
Dm5 = 0.145  M5 = 0.0903  K45 = 21.98 
Subscripts 1, 2, 3, 4 and 5 indicates HP(high-pressure turbine), IP (medium-pressure 
turbine), LP(low-pressure turbine), GEN(generator) and EX(exciter), respectively. 
In addition to a 2.2 Hz local swing mode, the BOARDMAN generator has the 
following 4 shaft modes: 
mode 1: 12.5 Hz, mode 2: 25.0 Hz, 
mode 3: 29.0 Hz, mode 4: 50.0 Hz 
Since the vector field of (3.9) is highly smooth within a certain region around the 
equilibrium representing steady-state operation of the system, (3.9) can be represented by 
its Taylor expansion around the equilibrium, which can be denoted as: 
dz / dt = pg(z),  z E R15, µ E R  (3.10) 
Note that .t appears in the linear coefficients of the state variables id and iq in (3.9). 
Thus, by taking the Taylor expansion, the equilibrium is transferred to the origin for all 
That is, 
pg(0) = 0,  for any given p, E R. 
It is shown that the vector field of (3.10) satisfies the assumption (2) in the Hopf-
Bifurcation Theorem. Also, because of the assumed smoothness of the vector field of 42 
(3.9) (as well as its Taylor expansion), within a certain region around the origin, the 
vector field of (3.10) satisfies the assumption (1) in the Hopf bifurcation theorem. 
So far, it has been verified that (3.10) satisfies conditions (1) and (2) in the Hopf 
bifurcation theorem for the occurrence of Hopf bifurcations. From the theorem, it  can 
also be seen that the third condition is determined entirely by the linearized system of 
(3.10). Specifically, the conditions state that the linearized system has all eigenvalues 
with negative real parts for g less than a particular value go, and when .t increases 
through go, there is a unique complex pair of eigenvalues passing through the imaginary 
axis with a non-zero speed, while the rest of the eigenvalues remain in the left half of the 
complex plane. 
As mentioned before, in power systems with series capacitor compensation, SSR 
defines a condition where with changing series compensation level,  one or more 
mechanical and/or electrical modes become unstable. In this study, the analysis is 
restricted to those cases where only one of the system modes becomes unstable. It can be 
seen that the physical features of this class of SSR problems fit the condition (3) in the 
Hopf bifurcation theorem naturally, if it is assumed that the complex pair passes the 
imaginary axis with a non-zero speed (This is usually satisfied and can be approximately 
verified by examining the plot of g versus the real part of the complex pair [30] for each 
studied case, which will be demonstrated in an example in section 3.6). 
3.5 Algorithms for the Computation of dw(0) 
In the previous section, it is demonstrated that at certain series compensation levels, 
the SMIB power system, modelled by (3.9), or equivalently by (3.10), satisfies the 
conditions for the occurrence of Hopf bifurcations. When a Hopf bifurcation occurs, the 43 
system may undergo sustained oscillations. Consequently, it is necessary to determine 
how a bifurcation occurs at a bifurcation value, and the stability of bifurcated periodic 
orbits. These can be resolved by computing d"'(0) for the SMIB power system using the 
formulae given in the Hopf bifurcation theorem, which is a more difficult task than 
verifying the satisfaction of the Hopf bifurcation conditions in the system. 
In this section, the development of a set of algorithms for computing the coefficient 
d"'(0) for (3.10) by applying (3.5) - (3.8) in the Hopf bifurcation theorem is presented. 
The developed algorithms can be implemented conveniently using software packages, 
such as MATLAB. 
First, it is necessary to transform (3.10) into a form for which (3.5) - (3.8) can be 
applied. 
Since the Hopf-Bifurcation Theorem indicates that the Hopf bifurcation analysis 
for (3.10) will not be influenced by higher than third-order terms (in case d'"(0) * 0) in its 
vector field [29], those terms may be truncated for this study. Denoting the equilibrium 
values of (3.9) by suffix "e", equation (3.11) (shown in the next page) is obtained which 
is the Taylor expansion of (3.9) including terms up to third order. 
Equation (3.11) can be denoted as in the following: 
dy / dt = bg (y)  y E WI, il E R  (3.12) 
where n = 15, 
y = [id, if, ig, ecd, ecq, col, 01, c2, 02, (03, 03, (0, 8, (05, 051T, 
and bil (y) depends on the series compensation level, or, ii, of the SMIB power system. 44 
( did/dt  = cob/Qi [(ra+r) xf id + rf xad if - (xt+xq) xf iq + xf eed 
- xq xf iqe w + xf ve cos8e 8] 
+ wb/Qi [ - xq xf iq  + xf ve (-1/2 sin 8e 82 - 1/6 cos Se 83 ) ] 
di1/dt  = (obi% [(ra+r)xad id + rf(xd + xt) if - (xt+x&xad iq 
+ xad ecd  xq Xad iqe  + xad vo cosSe 8] 
+ wb/Qi [ - xq xad iq  + xad vb (-1/2 sin 8e 82  1/6 cos Se 83 ) 
diq/dt	  = 0)b/Q2 [(xt+xd) id - xad if + (ra+r) iq  ecq
 
Vo sink 8]
 (Xdide-Xadife) 
+ cob/Q2 [xd id co - xad if w + ve (-1/2 cos 8e 82 + 1/6 sin Se 83)] 
deed/dt = cob [ µ xt id + eeq ] 
(3.11)  decq /dt = cob [ µ xt iq - eed 
dcoi/dt  = 1/M1 [-D1 0)1  K12 01 + K12 02]
 
d0 /dt  = (Ob COI
 
tho2/dt
  = 1/M2 [-D2 C°2 + K12 91  (K12 + K23) 92 + K23 93] 
d02/dt  = (013 (02 
do.)3/dt  = 1/M3 [-D3 (1)3 + K23 02 - (K23 + K34) 03 + K34 8] 
d03/dt  = (Ob (03 
dco/dt  = 1/M4 [(xd-xq) iqe id  xad iqe if + (xd  xq) ide iq 
Xad ife iq - D4 CO + K34 03 - (K34 + 1C45) 8 + K45 05] 
+ 1/M4 [(xd-xq) id iq - Xad if iq]
 
d8/dt  = 0.)b
 
d0)5/dt  = 1 /M5 [ -D5 5 _ 5 + K45 8 K45 0 1 __45 _  __45
 
d05/dt  = (01) (.05
 
where Qi = xad2  xf (xd  xt ), Q2 =  ( Xq + Xt ), and p. = xc / xt  . 45 
Now, transform the nonlinear system (3.12) into a form in which the vector field 
has its linear portion in real Jordan canonical form. Subsequently, Eqns (3.5)  (3.8) can 
be applied directly. 
Note that the vector field of (3.12) is expressed explicitly in the form: 
bg(y) = Ag y + b"g(y) 
where A y is the linear portion of the vector field, and bn (y) is the nonlinear portion, 
and y e R", bg(y) E Rn, bng(y) E R", Ag is an n x n matrix, and n=15. Thus, the 
linearized system of (3.12) is 
du / dt = A u  (3.13) 
Assuming a Hopf bifurcation occurs at g = go, and assigning  t = go in (3.12), 
change the coordinates of (3.12) according to the following 
x = P-1 y 
where P is composed of the real and imaginary parts of the eigenvectors of Ago. Thus, 
dx / dt = LID x + Q bn110 (Px)  (3.14) 
where Q = P-1, Lilo = Q Ago P. P and Q are chosen, such that Lgo is in the real Jordan 
canonical form: 
Lilo =  0  X(go)  0 
2(g0)  0  0 
0  0  L3g0  ]  , 
in which L3g0 is in real Jordan canonical form, resulting from the linear transformation. 
Assuming zgo (x) = Q bngo(Px), pij(115, 1j15) are entries of P, and 
1<j15) are entries of Q, it can be obtained 
zgo(x) = [zigo(x),  Zip(X),  Z15110)11., 
in which 46 
a(i) ( Ej.1,15 Pl,j xj )  4=1,15 P3,k Xk ) 
+ 13(i) (Ij=1,15 P2,j	  )  4=1,15 P3,k Xk ) 
Y(i)  1j=1,15 P2,j xj )  4=1,15 P12,k Xk ) 
+ p(i) (;=1,15 p3j xi ) (4.1,15 Pi2,k xk ) 
+1(1) (Ij =1,15 Pij xj )	  4=1,15 P12,k Xk ) 
1)(i)  Ej=1,15 P13,j xj )  Ik=1,15 P13,k Xk ) 
+ 4(i) (Zj=1,15 P13,j xj)(/k=1,15 P13,k xk)(11=1,15 P133 30, 
where 
a(i) =  qi,12844 (Xq  Xd) 
=  qi,12844 Xad 
7(i) =  - gi,3 COWQ2 Xad 
p(i) =  01" Xf Xq  cob/Q1 Xad xq 
i(i) =  qi,3 (1311Q2 Xd 
u(i) =  - 1/2 cio 0.)b/Qi xf vo sin Se - 1/2 qi,2 cob/Qi Xad vo sin Se 
- 1/2 qi,3 (b Q2 Vo COS Se 
- 1/6 qi,1 cob/Q1 xf vo cos Se -1/6 qi,2 ")b/Q1 Xad vo cos Se 
+ 1/6 qi,3 (.0b/Q2 Vo sin Se . 
Defining 
(1) X = [ X1, X2, X3T 1 ,T, in which X __3 = rx  ..., X15] T, 
(2) rio (x) = [rlp(x), r2tio(x), (r3g0(x))Trr, in which
 
r1go (x) = z1go (x)
 
r2go (x) = z2go (x)
 
r3t0 (x) = [ z3110(x),  z151.10(x)]T, and
 
[figo(x)] =  [  -X(1.10)  [ X1  [ ego (x) 
(3)  f2go(x)  2(110)  ()  x2  J  r240 (x)] , 
and Ptio(x) = L310 X3 + r3110(x) 47 
it is seen that 
dx / dt = fp (x)  (3.15) 
in which x = [ X1, X2, X3T 
and fp (x) = [flp(X), Pg0(X), (Pg0(X))TiT 
Based on (3.15), the algorithms for the computation of the coefficient d"'(0) can be 
derived by applying (3.5) - (3.8). The results are summarized in Appendix B. 
3.6 A Hopf Bifurcation in the SMIB Power System 
An example of Hopf bifurcations in the SMIB power system with series capacitor 
compensation modelled by (3.9) is presented in this section. Both an analytical prediction 
of stable periodic orbits, as well as nonlinear simulation results will be shown. 
3.6.1 Anatvtical Prediction of a Hopf Bifurcation 
It was observed from the eigenvalue analysis based on the linearized system (3.13) 
that a pair of complex eigenvalues corresponding to the generator shaft mode 3 of around 
29 Hz (or, 180.4 rad/sec) changes from stable to unstable when the series compensation 
level increases through 61.85% of line reactance. The remaining eigenvalues remain in 
the left half plane. Figure 3.4 shows how the complex pair crosses the imaginary axis 
with a non-zero speed while increasing the series compensation level through 61.85%. 
Table 3.1 shows the eigenvalues of the system with t = 0.6185. It is shown that the 
complex pair corresponding to shaft mode 3 has zero real part. 48 
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Table 3.1 Eigenvalues of the SMIB power system with series compensation level of 61.85% 
1.0e+02 * 
-0.0963 ± j 5.6444  -0.0049 ± j 1.5404 
-0.0073 ± j 3.1307  -0.0314 ± j 1.8390 
-0.0611 ± j 0.1260  0.0000 ± j 1.8039 
-0.0060 ± j 0.8106  -0.0239 
Based on the discussions presented in the previous sections, it can be seen that a 
Hopf bifurcation occurs at a series compensation level of 61.85%, and go = 61.85% is a 
bifurcation value. To investigate how the bifurcation occurs and the stability of the 
bifurcated periodic orbits, the coefficient d"'(0) is computed. Using the algorithms 
developed and summarized in Appendix B, the coefficient follows from 
d"'(0) = 37t/(4 IX(g0)1) (-0.39) + 37c/(41A,(g012) (-0.071) 
where A,(go) = 180.39 .
 
Since d"'(0) < 0, a Hopf bifurcation occurs for g > go. The bifurcated periodic orbits are
 
stable.
 
3.6.2 Simulation Cases at Several Series Compensation Levels 
Case I series compensation level of 61.5% 
Table 3.2 shows the eigenvalues when g = 0.615, which is less than go = 0.6185. It 
is shown that all the eigenvalues of the system have negative real parts. Figure 3.5 shows 49 
the simulation result based on the linearized model (3.13), which matches the eigenvalue 
analysis. Figure 3.6 shows the simulation result based on the nonlinear model (3.9). It is 
shown that the system is stable and there is no periodic orbit at the compensation level. 
Table 3.2 Eigenvalues of the SMIB power system with series compensation level of 61.5% 
1.0e+02 * 
-0.0962 ± j 5.6391  -0.0048 ± j 1.5402 
-0.0073 ± j 3.1307  -0.0311 ± j 1.8458 
-0.0609 ± j 0.1259  -0.0007 ± j 1.8031 
-0.0059 ± j 0.8105  -0.0239 
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Fig.3.5 System response after a 10% initial disturbance in generator rotor speed, 61.5% series 
compensation, linear model 
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Fig.3.6 System response after a 10% initial disturbance in generator rotor speed, 61.5% series 
compensation, nonlinear model 
Case II series compensation level of 62.5% 
Table 3.3 shows eigenvalues of the system when g = 0.625, which is greater than 
[to = 0.6185. It can be seen that the pair of eigenvalues corresponding to shaft mode 3 is 50 
Table 3.3 Eigenvalues at a series compensation level of 62.5% 
1.0e+02 * 
0.0963 ± j 5.6544  -0.0050 ± j 1.5409 
0.0073 ± j 3.1307  -0.0330 ± j 1.8266 
-0.0615 t j 0.1262  0.0022 ± j 1.8050 
-0.0060 ± j 0.8107  -0.0240 
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Fig.3.7 System response after a 1% initial disturbance in generator rotor speed, 62.5% series compensation, 
linear model 
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Fig.3.8 System response after a 1% initial disturbance in generator rotor speed, 62.5% series compensation, 
nonlinear model 51 
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Fig.3.8, Continued. System response after a 10% initial disturbance in generator rotor speed, 62.5% series 
compensation, nonlinear model 
unstable at the compensation level. Figure 3.7 shows the simulation result based on the 
linearized model (3.13), which indicates an exponentially increasing oscillation at shaft 
mode 3. Figure 3.8 shows the simulation results based  on the nonlinear model (3.9), 
which indicate limited oscillations at frequencies close to shaft mode 3, instead of 
exponentially increasing oscillations. Figure 3.8(a), (b) and (c) show the system response 
after a relatively small disturbance, and Fig 3.8(d) and (e) show the system response after 
a larger disturbance. Figure 3.8 (c) shows a section of Fig 3.8(a), which indicates that the 
frequency of the periodic orbit is close to shaft mode 3 of 29.0 Hz. The nonlinear 
simulations show a stable periodic orbit at the compensation level. 
Case III series compensation level of 63% 
Table 3.4 shows eigenvalues of the system when 11 = 0.63, which is greater than 
14=0.6185. It can be seen that the pair of eigenvalues corresponding to shaft mode 3 is 
unstable at the compensation level. Figure 3.9 shows the simulation results based on the 52 
nonlinear model (3.9), which indicate stable limited oscillations at frequencies close to 
shaft mode 3 at the compensation level. 
It is shown that the analytical prediction of the bifurcation of stable periodic orbits at 
series compensation level of 61.85% is supported by the nonlinear simulations for the 
cases studied. 
Table 3.4 Eigenvalues of the SMIB power system with series compensation level of 63.0% 
1.0e+02 * 
-0.0964 ± j 5.6621  -0.0051 ± j 1.5413 
-0.0073 ± j 3.1307  -0.0348 ± j 1.8179 
-0.0617 ± j 0.1263  0.0046 ± j 1.8050 
-0.0061 ± j 0.8109  -0.0241 
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Fig.3.9 System response after a 1% initial disturbance in generator rotor speed, 63% series compensation, 
nonlinear model 53 
3.7 Numerical Analysis of the Stability of Periodic Orbits in the Hopf Bifurcation 
In the previous sections, bifurcation behavior in a SMIB power system with series 
capacitor compensation is analyzed, by applying the Hopf bifurcation theorem. It has 
been shown that the system satisfies the Hopf bifurcation conditions when it is vulnerable 
to SSR at a particular mode of the system. A Hopf bifurcation at a series compensation 
level of 61.85%, and stable periodic orbits at series compensation levels greater than, but 
local to, the bifurcation value (i.e., t0 = 0.6185) are predicted and verified via nonlinear 
simulations. The stability of the bifurcated periodic orbits was determined by computing 
the coefficient d"'(0) for the studied case following a set of algorithms developed for the 
SNUB power system. 
Since the analysis follows the Hopf bifurcation theorem, the prediction of how the 
bifurcation occurs and the stability of bifurcated periodic orbits is quite accurate. 
However, since the model considered is high dimensional, the algorithm derivation is 
extremely complicated. Further, as mentioned before, Hopf bifurcation analysis is of 
local nature. The limited oscillation behavior in the Hopf bifurcation is local to the 
bifurcation value of the parameter the system depends on, i.e., the series compensation 
level in this study. Analytical studies applying the Hopf bifurcation theorem can not 
determine the parameter range, for which the stable property of the periodic orbits is 
sustained. That is, it can not determine a particular value g. = gp, which is greater than, 
but local to, go, at which the bifurcated periodic orbits change from stable to unstable. 
An alternative for analyzing the stability of the bifurcated periodic orbits is via a 
numerical method, the essence of which is solving a two-point boundary value problem 
[30]. The numerical method is easier to implement than the analytical method for high 
dimensional systems. In addition, the numerical analysis, as will be presented in the 54 
following sections, can yield the value of lip, at which the periodic orbits in the Hopf 
bifurcation change from stable to unstable. 
First, some theorems on the stability analysis of periodic orbits are reviewed. 
3.7.1 The Poincare Map and the Monodromy Matrix 
In section 3.2, the concept of the Poincare map for a periodic orbit is introduced. 
Also, it is shown that for a planar system, DP(x0) determines the stability of a periodic 
orbit F of the system, with x0 E F. It can be shown that similar results hold for higher 
dimensional systems [44]: 
dx / dt = f(x) x E R", f E Cl (E)  (3.16) 
where E is an open subset of R". 
Assume F is a periodic orbit of the system (3.16), it is shown [44] that the stability 
of the periodic orbit F is determined by the first derivative of the Poincare map, DP(x0) 
(an (n-1) x (n-1) matrix ), at an xo E F, as summarized in the following theorem [30]: 
Theorem 3.2 
(a) If the moduli of all eigenvalues of DP(x0) are smaller that 1, then r is attracting. 
(b) If the modulus of at least one eigenvalue of DP(x0) is larger than 1, then F is 
repelling. 
The (n-1) x (n-1) matrix DP(x0) is determined by a fundamental matrix for the 
linearized system of (3.16) about the periodic orbit F [44], which will be shown in the 
following. 55 
Assuming T is the period of r, and 
r: x = y(t), 0 5 t 5 T 
the linearization of (3.16) about F is defined as the following linear time-varying system 
[44, 45]: 
dx / dt = A(t) x  (3.17) 
with A(t) = Df(y(t)). 
The n x n matrix A(t) is a T-periodic function of t. A fundamental matrix for (3.17) is a 
nonsingular n x n matrix OW which satisfies 
d OW / dt = A(t) OM  (3.18) 
A solution of (3.17) satisfying the initial condition x(0) = xo is thus given by [44, 45] 
x(t) = OW sz-1(0) xo 
The monodromy matrix, which plays an important role in determining stabilities of 
periodic orbits, is closely related to the fundamental matrix OW,  as shown in the 
following definition [30]. 
Definition 3.3  The n x n monodromy matrix M of the periodic solution y(t) of (3.16) 
with period T is defined by 
M = (I)(T) 
where OW is a fundamental matrix for the linearized system (3.17), which satisfies 
(3.18) with initial condition 1(0) = I. 
Following the Floquet theorem [44, 45, 46], it can be found that  a fundamental 
matrix OW for (3.17) satisfies 
c(t) = Q(t) e Bt 
where Q(t) is a nonsingular, differentiable, T-periodic matrix, and B is a constant matrix. 
Further, if c(0) = I, then Q(0) = I. 56 
Consequently, it is easy to see that the monodromy matrix satisfies [44] 
M = eBT 
The eigenvalues of B are called characteristic exponents, and the eigenvalues of eBT,  or 
M, are called characteristic multipliers [44]. 
It can be shown [44] that the n x n monodromy matrix M for the periodic orbit F of 
(3.16) has unity as an eigenvalue. Also, it is proved [44] that the other n-1 eigenvalues of 
M are those of DP(x0), where x0 E F. Following theorem 3.2, it is clear that the 
characteristic multipliers of M are critical for determining the stability of the periodic 
orbit F. There can thus be following summary [30]: 
Summary 3.1: Let y(t) be a periodic solution of (3.16) with period T. The monodromy 
matrix M is defined by M = (NT), where OW solves the matrix initial value problem 
d OW / dt = Df(y(t)) 1(t), (1a(0) = I  . 
The matrix M has n eigenvalues µl, ... g. One of them is equal to unity, say t.t. The 
other n-1 eigenvalues determine (local) orbital stability by the following rule: 
y(t) is orbitally asymptotically stable if !mil < 1 for j=1, ... n-1; 
y(t) is unstable if Igil > 1 for some j. 
3.7.2 Statement of a Two-Point Boundary Value Problem 
It has been shown that the monodromy matrix M plays  an important role in 
determining the stability of a periodic orbit of a nonlinear system. Though it is generally 
difficult to obtain an analytical solution of the monodromy matrix M,  a numerical 
solution of the matrix can be achieved. 57 
If the periodic solution of (3.16) would be known apriori (which is normally not the 
case), M can be obtained by integrating the initial value problem (3.18), with an initial 
condition 0(0) = I. 
An alternative is to solve for the periodic solution and its monodromy matrix M 
simultaneously via solving a two-point boundary value problem [30, 47, 48]. 
Of interest is the following nonlinear system: 
dx(t) / (IT = f(x(t),  x E Rn,  E R,  0  (3.19) 
which has a periodic solution with period T. The vector field of (3.19) depends on a 
parameter p.. Note that for a periodic solution of the system, there is 
x(0) = x(T)  (3.20) 
Since T is not known apriori, it is desirable that T not appear in the boundary conditions. 
This can be achieved by linearly mapping the time interval [0 T] to [0 1]. Following the 
mapping [30], (3.19) and (3.20) are transformed into follows: 
dx(t) / dt = T f(x(t), p.) = g(x(t), T, p,)  (3.21) 
x(0) = x(1)  (3.22) 
where t = WT. 
The system (3.21) can be augmented to include T as an unknown constant by 
including the following equation: 
dT / dt = 0  (3.23) 
An additional boundary condition is needed for fixing the phase condition, so that a 
unique periodic solution can be obtained. Following phase condition can be posed [30]: 
xk(0) = c, for any 1 5 k 5 n  (3.24) 
where c should be a value between the minimum and maximum of the periodic 
oscillation xk(t), for 0  t 5 T. 58 
In summary, the two-point boundary-value problem (3.21)-(3.24) is obtained, 
which can be restated as in the following: 
dx(t) / dt = g(x(t), T, g)  (3.25) 
dT / dt = 0  (3.26) 
E x(0) + F x(1) =1)  (3.27) 
in which g(x(t), T, p.) = T f(x(t), g), and f is defined in (3.19). E and F are (n + 1) x n 
matrices, and 1) E Rn+1, as shown in the following: 
E= 
In 
0  1 0 
kth-column 
F= 
In 
0  0  o _ 
and 
= [0 0 ... 0 c]T 
in which In denotes an identity matrix of dimension n, and c is a real constant, as defined 
in (3.24). 
The problem can be solved by following the Newton-Fox method [48, 49], by 
which the  periodic  solution  and  its  monodromy matrix M can be obtained 
simultaneously. 
3.7.3 Newton-Fox Procedure [48, 49]
 
Consider the initial value problem for (3.25)-(3.27) in the following:
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dy / dt = g(y(t), T, p.)  (3.28) 
dT/dt= 0  (3.29) 
y(0) = s  (3.30) 
where y, s, g E Rn. 
Denoting 0(s, T, p) = E y( s,  0) + F y(s, T, II, 1) - u, it is desirable that s and T 
satisfy 
4)(s, T,  = 0  (3.31) 
Eqn (3.31) can be solved iteratively by the basic Newton-Raphson scheme  as 
following: 
Given so, To 
Sk +1 = Sk  Ask 
Tk+1 = Tk + iTk 
in which 
Q(sk, Tk, N-) [ Mk  = - (10k, Tk, µ) 
ATk 
and Q(s, T, p.) is defined as: 
Q(s, T,  = [d(1) / ds, d4 / di] 
= [E + F W(s, T,  1), F V(s, T, p, 1)] 
W (an n x n matrix, n=15) and V ( E Rfl, n=15) solve the following initial value 
problems: 
dW / dt = A(t, s, T, p,) W  (3.32) 
W(s, T, p., 0) = In, with In an identity matrix of dimension 15  (3.33) 
dV / dt = A(t, s, T, µ) V + G(t, s, T, p.)  (3.34) 
V(s, T, p., 0) = 0  (3.35) 
and 60 
A(t, s,  = dg(y(s,  t), T,  / dy 
=T J(y(s, T,  t), 1.) 
G(t, s, T, p.)  = dg(t, y(s, T,  t), T, u,) / dT 
= f(y(s, T,  t), 
where 
J = df(y(s, T,[t,  1.) / dy. 
For each iteration of sk, Tk, the initial value problems (3.28)-(3.30) and (3.32)­
(3.35) are integrated simultaneously. The iteration terminates either after a user-defined 
maximum iteration number, or when As and AT are small in some  norm sense, e.g. 
max(lAsil,j=1,...n, IATI) is less than a small pre-defined real number. 
Following the iterative Newton-Fox procedure, which can be recognized  as a 
shooting procedure [50], desirable initial conditions s* and T* for integrating the initial 
value problem (3.28)-(3.30) may be obtained, through which the periodic solution (either 
stable or unstable) of (3.19) can be obtained. 
Also, notice that A (respectively J)  is  actually the Jacobian matrix of g 
(respectively  along a solution path. Thus, provided that the iteration process converges 
(the periodic solution is achieved), W(s, T, p,, 1) is the monodromy matrix M [30, 48], 
whose eigenvalues decide the stability of the periodic solution. 
In summary, following the Newton-Fox method, a periodic solution of (3.18), and 
its monodromy matrix M can be obtained simultaneously. 61 
3.7.4 Stability of the Periodic Orbits in the SMIB Power System 
In section  3.6,  a Hopf bifurcation  in the SMIB power system at  series 
compensation level go = 61.85% of line reactance is presented. Stable periodic orbits 
bifurcated in the Hopf bifurcation were predicted for some g greater than, but local to, go 
by the analytical method and verified using nonlinear simulations. Following the Hopf 
bifurcation theorem, the periods of the bifurcated periodic orbits are predicted to be close 
to shaft mode 3 in the eigenvalue analysis at go. 
In this section, the numerical method presented is applied to the stability analysis of 
the bifurcated periodic orbits in the SMIB power system modelled by (3.9). 
Following the eigenvalue analysis, as discussed in section 3.6, it is assumed that the 
periodic orbits occur for g>go (if one can not succeed in obtaining a single periodic 
solution at this side of go, the other side can be tried). Consider a series of g ( which are 
greater than, but local to, go), and solve for a corresponding series of periodic solutions 
of (3.9) and their monodromy matrices using the numerical method presented. In each 
case, g is a fixed parameter. 
For applying the numerical procedure, following information is needed: 
(1) the vector field f; 
(2) the Jacobian matrix J of f; 
(3) the initial guess of so and To, 
(4) a phase condition by following (3.24) 
For the SMIB power system, f is given by (3.9), and the Jacobian of f is presented 
in Appendix C. The initial guess of s as shown in the following was found to be able to 
lead to good convergence: 62 
So = Xe  E Xe 
where the subscript "e" indicates the equilibrium of the system, and c is a small real 
number.
 
The initial guess To is taken to be the period corresponding to the shaft mode 3 in the
 
eigenvalue analysis at g = go.
 
For fixing a phase condition by (3.24), select an initial value of the generator speed 
to be 1.01 p.u. for the studied cases, which was observed to be appropriate. 
The results of the numerical solutions can be presented by a bifurcation diagram 
[29, 30], which contains a plot of  t versus a scalar measure [x] of the periodic 
oscillations of (3.9). For a periodic oscillation x(t) with period T, a scalar measure of x(t) 
can be defined as [30]: 
[x] = maximum and minimum values of xk(t) 
for 0  t  T, and any k, such that 1 <_k <_n. 
In this study, k is selected such that xk is the state variable representing the generator 
rotor angle, or speed. 
It was observed that the modulus of a pair of complex characteristic multipliers of 
the monodromy matrix M crosses the unit circle at a series compensation level gp 
between 63.8% and 64%. The rest of the multipliers of M were observed to remain in the 
unit circle for series compensation levels between 61.85% and 64.50%. Table 3.5 shows 
the modulus of the complex pair and the unit multiplier of M at several series 
compensation levels. The result indicates that at the series compensation level g = gp, the 
bifurcated periodic orbits in the Hopf bifurcation changes from stable to unstable. 63 
Table 3.5 Multipliers of the monodromy matrix M 
11  A  B 
0.620  1.0000  0.8161 
0.630  1.0000  0.9225 
0.635  1.0000  0.9751 
0.638  1.0000  0.9969 
0.640  1.0000  1.0094 
0.645  1.0000  1.0378 
series compensation level;
 
A - unit multiplier of M; B - modulus of the complex pair
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Fig.3.10 The bifurcation diagrams
 
[x]l = maximum and minimum of the generator rotor speed within a period; [x12 = maximum and
 
minimum of the generator rotor angle within a period
 
"*" indicates stable periodic orbits; "o" indicates unstable periodic orbits;
 
"  " indicates stable equilibria; "---" indicates unstable equilibria; "x" indicates bifurcation point
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Figures  3.10(a)  and  (b)  show the  resulting  bifurcation  diagrams  at  the 
compensation levels. Figure 3.10(a) shows the diagram in which the generator rotor 
speed is used for measuring the periodic oscillations; Figure 3.10(b) uses generator rotor 
angle. It can be observed that with increasing .t (locally to go), the stable periodic 
oscillations become larger. And at a particular value of p. = gp between 63.8% and 
64.0%, the periodic oscillations become unstable. The region of the series compensation 
levels within which the periodic orbits are stable, and beyond which they  are unstable in 
the Hopf bifurcation is shown clearly in the bifurcation diagrams. 
It also can be observed, from Fig 3.10(b), that the center of the periodic orbits of 
the generator rotor angle deviates from its equilibrium values obviously, which matches 
the nonlinear simulation results shown in section 3.6 (see Figs 3.8 and 3.9). 
Table 3.6 Periods of the periodic orbits 
in the Hopf bifurcation 
T (seconds) 
0.620  0.03484 
0.630  0.03490 
0.635  0.03492 
0.638  0.03493 
0.640  0.03494 
0.645  0.03496 
series compensation level; T - period 
Table 3.6 shows the orbit periods at the series compensation levels considered. It is 
seen that the periods are close to that of shaft mode 3 in the eigenvalue analysis at .t = p,o, 
i.e., 0.0348 second (= 27c / 180.39 rad/sec). 
The numerical analysis predicts stable periodic orbits for the series compensation 
level .t greater than, but local to, go. The results match those presented in section 3.6 for 
the analytical method. As illustrated, the analysis technique can yield the particular value 65 
gp of series compensation level, at which the periodic orbits in the Hopf bifurcation 
change from stable to unstable. It also results in numerical solutions of periodic orbits. 
Depending on how the characteristic multiplier(s) of the monodromy matrix for a 
periodic orbit crosses the unit circle, there are different kinds of unstable behavior. In 
particular, when [28, 29, 30, 51] (1) a multiplier crosses the unit circle along the positive 
real axis, then two periodic orbits may bifurcate from the unstable periodic orbit; (2) a 
multiplier crosses the unit circle along the negative real axis, then a period doubling may 
bifurcate from the unstable periodic orbit; (3) a pair of complex multipliers crosses the 
unit circle with the imaginary part of the multipliers different from zero, then a torus may 
bifurcate from the unstable periodic orbit. And it is known that all three routes may lead 
to chaotic behavior in the system [28, 29, 30, 51]. 
For the Hopf bifurcation in the SMIB power system, it was observed that a pair of 
complex multipliers crosses the unit circle at gp. This indicates that ton will bifurcate 
from the unstable periodic orbits when the series compensation level increases through 
PP' 
More detailed studies on the bifurcations from the non-hyperbolic periodic orbits 
and chaotic behaviors in the system are out of scope of this thesis, since there does not 
seem to be rather complete theory for analyzing strange attractors (observable chaotic 
behavior) for a general high dimensional nonlinear system. In the following, a simulation 
result at a series compensation level of 64.0% (greater than gp) is shown in Fig 3.11. It is 
shown that the stable periodic oscillations no longer exist at the compensation level, and 
the system response demonstrates 2-torus [51] behavior  . It is also shown that the system 
response is unstable, which indicates that the bifurcated torus is unstable at the given 
compensation level. 66 
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Fig.3.11 System response after a 1% initial disturbance in generator rotor speed at series compensation 
level of 64.0% 
3.8 Conclusion 
In this chapter, it has been shown that the limited oscillation behavior in a certain 
class of SSR problems (i.e., only one of the system modes becomes unstable  while 
varying the series compensation level) can be explained by Hopf bifurcations. This has 
been analyzed for a SMIB power system with series capacitor compensation,  which 
models the BOARDMAN generator with respect to the rest of the NWAPS. The model 
used for the analysis is represented by a 15th-order set of differential equations. A Hopf 
bifurcation at a series compensation level of 61.85% is predicted by applying the Hopf 
bifurcation theorem, and the stability of the bifurcated periodic  orbits is analyzed by 
applying the same theory. The stability of the bifurcated periodic  orbits has also been 
analyzed by a numerical method, the essence of which is solving a two-point boundary 
value problem. Stable periodic orbits in the Hopf bifurcation  at series compensation 
levels greater than, but local to, the bifurcation value j.to = 61.85% are predicted by both 
the analytical and the numerical study. Both results match those of the detailed nonlinear 67 
simulations. Compared with the analytical method, the numerical method is  less 
complicated to implement. In addition, it can result in more information about the 
bifurcated periodic orbits, e.g., a particular series compensation level value gp, at which 
the bifurcated periodic orbits change from stable to unstable, and numerical solutions of 
the periodic orbits. 68 
Chapter IV 
An EMTP Study of SSR Mitigation Effects Provided by the Thyristor Controlled 
Series Capacitor Operated in Vernier Mode 
4.1 Introduction 
The Thyristor Controlled Series Capacitor (TCSC) is one of the FACTS (flexible 
AC Transmission Systems) devices, which has received a lot of interest. It is known that 
series capacitor compensation benefits power systems in more than one way, such as 
enhancing transient stability limits, increasing power transfer capability, etc.[1]. It is also 
known that fixed series capacitor compensation may cause Subsynchronous Resonance 
(SSR) in steam-turbine power systems, which can lead to severe problems, such  as 
damage to the machine shaft[1]. However, it has been noted that the newly developed 
Thyristor Controlled Series Compensation (TCSC) operated in vernier mode benefits the 
mitigation of SSR[40,41]. This is among several TCSC benefits which include higher 
transient stability limits compared to fixed series compensation, flexible load flow 
control, and control of loop flows[40, 41]. A detailed simulation study of the SSR 
mitigation effect of TCSC vernier operation, compared with fixed series compensation 
case is necessary for each application. Also, it is desirable to base the simulation on 
realistic power system models and to use standard power system simulation  programs, 
such as EMTP. Moreover, analytic techniques to integrate and explain the underlying 
characteristics are needed. Assuming slow dynamics of SSR, one approximate method of 
analyzing the mitigation effect is to view the TCSC as an electrical element in the power 
system and study the frequency domain characteristics of the equivalent TCSC 
impedance for a typical level of excitation. In this chapter, the studies as mentioned are 
presented. The studies focus on the SSR mitigation effect of TCSC vernier operation 
compared with fixed series compensation. This phenomenon has been observed 
repeatedly in our simulation studies, and is supported by previous studies[40]. A field test 69 
of the TCSC device installed[41] is currently being planned by the Bonneville Power 
Administration (BPA) with a view to assessing TCSC performance of SSR mitigation. 
The analysis of SSR mitigation effects provided by the TCSC presented in this 
chapter is based on EMTP simulation studies. It is expected that satisfactory theoretical 
explanations of the beneficial effect follow the exploratory studies presented in this 
chapter, as well as in previous documents [40, 42]. 
4.2 Model Considerations 
The simulation studies discussed are based on a model representing the 500kV­
level network of the North-Western American Power System (NWAPS) and use the 
standard EMTP. 
A diagram of the power system model used is shown in Fig 4.1. The TCSC is 
installed between SLATT and BUCKLEY. It has been noted that when the generator at 
BOARDMAN, shown in Fig 4.1, is radialized to BUCKLEY and beyond, the generator is 
most vulnerable to the excitation of SSR at one or more of its shaft modes through the 
effect of the SLATT series compensation and the fixed series compensation beyond 
GRIZZLY in the NWAPS. Thus, in the model used, the BOARDMAN generator is 
modelled in detail by a system of differential equations while the remaining 21 
generators are modelled by voltage sources. The BOARDMAN generator is radialized to 
BUCKLEY and beyond by operating the breakers at SLATT and GRIZZLY Both 
transient and subtransient electrical sub-system dynamics of the BOARDMAN generator 
are represented. Five masses, namely, mass #1 through mass #5, are mounted on the shaft 
of the generator. Masses #1 through #5 represents high-pressure turbine, low-pressure-1 70 
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Fig.4.1 NWAPS model used in the SSR simulation study 71 
turbine, lower-pressure-2 turbine, generator, and exciter, respectively. The mechanical 
damping values used represent nominal values. The BOARDMAN generator field tests 
are needed to establish actual damping constants. In addition to a 2.2 Hz local swing 
mode, the BOARDMAN generator has the following 4 shaft modes: 
mode 1 - 12.5 Hz; mode 2  25.0 Hz; 
mode 3  29.0 Hz; mode 4 - 50.0 Hz 
The transmission lines are described by distributed parameters, while the fixed series 
compensation installations in the system are modelled accordingly. The load flow of the 
system is regulated such that it represents the heavy load condition of the NWAPS. The 
real and imaginary power output of the BOARDMAN generator is 540MW and 
- 62MVar, respectively. 
The simplified TCSC model used in this study is simulated using the "MODELS" 
feature of EMTP, which is loosely patterned after the TCSC model developed at 
Clarkson University under EPRI sponsorship. An earlier version of the model  was used 
in [52, 53]. Details regarding the EMTP implementation of the TCSC  are shown in 
Appendix D. As shown in Fig 4.2, the TCSC model used in this study is represented by 
an 8 ohm equivalent internal capacitor, in parallel with antiparallel thyristor switches and 
commutation inductance. The actual SLATT TCSC consists of six segments of 1.33 
ohms each. Also provided is a bypass breaker, as shown in Fig 4.2. The TCSC can be 
operated in three basic modes. In the bypassed mode, the thyristor path is conducting 
continuously, short circuiting the capacitor. In the blocked mode, the thyristor path is 
blocked continuously, which is equivalent to fixed series compensation at the capacitor 
reactance, i.e., 8 ohms in this study. Finally, in the vernier mode, the thyristor path is 
partially conducting to achieve a specified ohms order. In the vernier mode, partial 72 
thyristor firing results in a loop current flowing through the inductor in the opposite 
direction of the internal capacitor current[54, 55], as shown in Fig 4.2. This loop current 
results in an increase of the equivalent TCSC impedance over the internal capacitor 
reactance with respect to synchronous frequency. The term "ohms order", or "Xorder" is 
used to describe the series compensation capability of the TCSC [54, 42]. In this study it 
is defined as the ratio of the 60 Hz equivalent TCSC impedance to the internal capacitor 
reactance, i.e., 8 ohms in this study, under steady-state operating conditions. The larger 
the Xorder, the higher the series compensation level with respect to synchronous 
frequency in the steady state. Achievable Xorder values are limited by a number of 
practical considerations [54], mainly thyristor current rating considerations. This study 
considers Xorder values between 1.0 p.u. and 3.0 p.u., with a base value equal to the 
internal capacitor reactance, i.e., 8 ohms. 
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4.3 Simulation Results 
In this section, simulation results for three different cases are presented along with 
the effect of TCSC Xorder control. Post-disturbance system responses with the TCSC in 
vernier mode are compared with system performances using fixed series compensation. 
Case I 
A disturbance is applied by switching in the series compensation initially. The 
operational scenario is as follows: 
In the case of the TCSC, 
At t = 0-,  TCSC is bypassed; 
At t = 0+,  TCSC is switched into vernier mode, 
and in the case of the fixed series compensation, 
At t = 0-,  TCSC is bypassed; 
At t = 0+,  TCSC is blocked. 
Figures 4.3 through 4.6 show the speed responses of the BOARDMAN generator 
shaft elements after the disturbance. Figure 4.3 shows the post-disturbance system 
response with 8 ohms fixed compensation. It can be seen that SSR at shaft mode 4 (50.0 
Hz) is dominantly excited after the disturbance, as shown in the mass #4 and #5 speed 
responses. Also, oscillation at shaft mode 1 (12.5 Hz) can be observed in the mass #1 and 
mass #2 speed responses, and oscillation at shaft mode 2 (25.0 Hz) can be observed in the 
mass #3 speed response. Figures 4.4 through 4.6 show the post-disturbance speed 
responses with the TCSC at Xorder values of 1.5, 2.0, and 3.0 p.u., respectively. It is 
shown that with TCSC vernier operation at the studied Xorder values, the amplitude of 74 
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the dominant shaft mode 4 oscillation is reduced significantly compared with the fixed 
compensation. This can be explained by the changes in network characteristics due to 
TCSC vernier control, which affect system SSR modes. Figures 4.4 through 4.6 also 
show that shaft mode 1 and 2 oscillations are better mitigated with increasing Xorder, as 
seen by comparing the mass #1 through mass #4 speed responses in the figures. 
Figures 4.7 through 4.9 show the electrical responses of the system after the 
disturbance. Figure 4.7 shows the blocked TCSC (which is equivalent to 8 ohms fixed 
compensation) voltage of the system, after the disturbance. The electrical oscillation due 
to the interaction between the electrical and mechanical subsystems after the disturbance 
can be seen clearly from the response during the first 0.5 second simulation time. Figures 
4.8(a), (b), and (c) show the TCSC voltage of the system with the Xorder of 1.5, 2.0, and 
3.0 p.u., respectively. The increase of the TCSC voltage reflects the increase of Xorder. It 
is shown that the electrical oscillation is well mitigated in the cases of the TCSC vernier 
operation, in contrast to the case of the fixed series compensation. Figure 4.9 shows the 
thyristor currents when TCSC is in vernier mode at the studied Xorder values. 
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Case II 
In this simulation, the Case I disturbance is enlarged by switching out a small shunt 
impedance branch at SLATT initially. The operation scenario is as follows: 
At t = 0-,	  TCSC is bypassed and the shunt branch at SLATT is in the system; 
At t = 0+,	  TCSC is  either blocked (in the case of fixed compensation), 
or switched into vernier mode; and the shunt branch is switched 
out of the system. 
-8	  Ilf 
1111011111111,1,1,1, 
-2 
2 3 
0  1 2 
Time in seconds 
Fig.4.10 Post-disturbance system response, 8 ohms fixed compensation 
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As in Case I, shaft mode 4 is dominantly excited, which can be seen from the mass 
#5 speed response in Fig 4.10. Oscillation at shaft mode 1 can also be observed, as shown 
in the mass #1 speed response in Fig 4.10. Figure 4.11 shows the system response with a 
TCSC Xorder value of 1.5 p.u..  It can be seen that compared with fixed series 
compensation, TCSC vernier control provides significant mitigation of the shaft mode 4 
oscillations. However, although the magnitudes of shaft mode 1 oscillations for both 
fixed compensation and TCSC vernier operation, the oscillation is notably more active in 
the latter case, as seen by comparing the mass #1 speed responses shown in Figs 4.10 and 
4.11. Further investigation of the cause of this phenomenon is needed. 
Case III 
In this simulation, a 4 ohm internal capacitor reactance and an Xorder value of 2.0 
p.u. are considered. Thus, there is an 8 ohm TCSC effective reactance. The fault scenario
 
is as follows:
 
At t = 0-,  TCSC is bypassed;
 
At t = 0+,  TCSC (with an Xorder value of 2.0 p.u.) is switched into vernier mode
 
In this case, the shaft mode 4 oscillation is dominantly excited with 4 ohms fixed 
compensation, as shown in mass #3, #4 and #5 speed responses in Fig 4.12. Comparing 
Fig 4.12 with Fig 4.3 (in case I), it can be observed that the shaft mode 4 is excited much 
more severely  in the case of 4 ohms fixed compensation than 8 ohms fixed 
compensation. Fig 4.13 shows the system response with a TCSC Xorder value of 2.0 p.u.. 
It is shown that using the TCSC vernier control, oscillations at the dominant shaft mode 4 
is well mitigated compared with 4 ohms fixed compensation. Also, comparing Fig 4.13 
with Fig 4.3 (in case 1), it is shown that the dominant shaft mode 4 oscillation is 
significantly reduced in this case of TCSC vernier operation, compared with the case of 8 80 
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ohms fixed compensation. It is also shown that oscillations at shaft mode 1 and 2 remain 
small in this case of TCSC vernier operation, as in the case of 8 ohms fixed 
compensation. It can be seen that using TCSC vernier control, an effective 8 ohms series 
compensation can be achieved while significantly reducing the shaft mode 4 oscillations 
which is dominantly excited in the case of 8 ohms fixed compensation, without 
worsening small oscillations at other shaft modes. 
4.4 Frequency Domain Study of the Equivalent Impedance of TCSC 
An analysis of the equivalent TCSC impedance can offer an explanation for the 
effectiveness of the TCSC at different oscillation frequencies. In the following, the 
frequency domain characteristics of the equivalent TCSC impedance using a 1.33 ohm 
internal capacitive reactance (one segment at SLATT) is presented. 
A network including the TCSC in series with the network impedance and voltage 
sources at both synchronous and subsynchronous frequency is simulated in EMTP. The 
relationship between the voltage across the TCSC and the current through the TCSC at 
synchronous frequency and at different subsynchronous frequencies can be studied to 
determine the equivalent frequency-dependent TCSC impedance. The network for the 
simulation is shown in Fig 4.14, where the magnitudes of the subsynchronous voltage 
sources are chosen to be much smaller than the magnitude of the synchronous voltage 
source. 82 
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Fig.4.14 Network for the simulation study of the TCSC equivalent impedance 
As an example, voltage sources at frequencies of 60 Hz and 10 Hz are considered 
with a thyristor conduction time of 70 electrical degrees per half cycle. The simulated 
TCSC voltage is shown in Fig 4.15, with the corresponding square root of the Power 
Density Spectrum (PDS) characteristic illustrated in Fig 4.16. It can be seen that the two 
main frequency components of the response are at 60 Hz and 10 Hz. Similarly, the TCSC 
current, which is equal to the line current, has the two main frequency components at 60 
Hz and 10 Hz. The filtered 60 Hz and 10 Hz components are shown in Fig 4.17, where a 
Chebychev second-order filter was used. This analysis can be done conveniently using 
design packages, such as MATLAB. From the magnitude and phase angle relationship 
between voltage and current at a given frequency, the equivalent TCSC impedance at 
these frequencies for the excitation level used can be obtained. In this case, the equivalent 
TCSC impedances at 60 Hz and 10 Hz are 1.65L-90.0° ohms and 3.40L -8.5° ohms, 
respectively. The Xorder is 1.2 (=1.65/1.33) p.u., with a base value equal to the internal 
capacitor reactance, i.e., 1.33 ohms in this case. 83 
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Based on the simulation studies and the analysis procedure illustrated, values of the 
equivalent TCSC impedance for different frequencies and Xorder values are obtained. 
Fig 4.18 shows the resulting real and imaginary parts of the equivalent TCSC impedance. 
It can be seen that for the studied values of Xorder, the equivalent TCSC impedance has 
negative(capacitive) imaginary parts and positive (resistive) real parts, with respect to 
subsynchronous and synchronous frequencies. Thus, if the TCSC is viewed as an 
electrical element, it can be represented as a resistor in series with a capacitor as follows: 84 
Ze(co) = Re(co) + jXe(03), 
where the subscript "e" stands for "equivalent", and Re ?_ 0, Xe < O. 
Figure 4.18(a) shows that Re(u) tends towards zero at synchronous frequency for 
any studied Xorder. Figure 4.18(b) shows that the equivalent TCSC reactance at 
synchronous frequency is enlarged over the internal capacitor reactance, which reflects 
the increased series compensation capability. Thus, it can be reasoned that with respect to 
synchronous frequency, the TCSC in vernier mode behaves as a lossy capacitor in an 
average sense. 
Figure 4.18(a) shows that Re(co)  is nonzero and positive with respect to 
subsynchronous frequencies for any studied Xorder. Consequently, the TCSC provides 
resistive damping to SSR. Fig 4.18(b) shows that for any studied Xorder, the frequency 
domain characteristic of Xe(co) deviates from that of the TCSC internal capacitor 
reactance with respect to subsynchronous frequencies, as well as with respect to 
synchronous frequency. Thus, the TCSC operated in vernier mode avoids a resonant 
condition by changing the capacitive reactance at SSR frequencies and by introducing 
equivalent resistive damping. 
Figure 4.18 shows that for a given Xorder value, the value of Re(co) is somewhat 
larger and the deviation of Xe(co) from the internal capacitor reactance is somewhat more 
significant at lower network frequencies. Since the electrical frequencies of SSR are the 
complementary frequencies of the shaft modes[1, 2], it can be reasoned that the SSR 
mitigation effect of TCSC vernier operation may be more significant with respect to 
higher frequency shaft modes, e.g., shaft mode 4 of 50.0 Hz in the studied system. Note 
further that for network frequencies between 28 and 60 Hz, the value of Re(co) increases 
as Xorder is increased, as shown in Fig 4.18(a). This may indicate that higher Xorder 85 
introduces a larger effective resistance at relatively low shaft mode frequencies (high 
network frequencies), e.g., at shaft mode 1 of 12.5 Hz. 
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4.5 Conclusion 
An exploratory simulation study of SSR mitigation effects due to TCSC vernier 
operation has been performed using a model of the NWAPS and the standard EMTP 
simulation program. The frequency domain characteristics of the equivalent TCSC 
impedance obtained based on EMTP simulations has been used to give  an explanation of 
the issues involved. It is shown that TCSC vernier operation provides significant 
mitigation of the 50 Hz shaft mode which is dominantly excited with fixed series 
compensation. 
The equivalent TCSC impedance study shows that the TCSC in vernier mode no 
longer behaves as a pure capacitor in an average sense with respect to subsynchronous 
frequencies for the studied values of Xorders. TCSC vernier operation may benefit SSR 
mitigation in two aspects. One is that vernier control provides equivalent resistive 
damping to subsynchronous oscillations, and the other is that the equivalent TCSC 
reactance in vernier mode deviates from the internal capacitor reactance with respect to 
subsynchronous frequencies, as well as at synchronous frequency. These effects lead to a 
change of the system characteristics and suppression of SSR. 
The frequency domain analysis also shows that the SSR mitigation effects due to 
TCSC vernier operation may change with the dominant SSR frequencies. Both the 
simulation study (Case I) and the equivalent TCSC impedance consideration suggest that 
with respect to SSR at shaft modes of relatively low frequencies (e.g., shaft mode 1  of 
12.5 Hz in the studied system), the TCSC SSR mitigation effect increases with increasing 
Xorder. Small values of Xorders can provide good mitigation of SSR at shaft modes of 
relatively high frequencies, e.g., shaft mode 4 of 50.0 Hz in the studied system. 87 
As in any dynamic system studies, the results of the simulation studies presented 
can be influenced by a number of factors, such as system configuration, system 
parameters, TCSC operating conditions, etc. Thus, the conclusions presented are related 
to the specified problems studied and should not be taken out of context. Additional 
investigations are needed to account for the larger mode 1 amplitude with TCSC control 
(Fig 4.11). Moreover, the analysis of TCSC SSR mitigation effects, as presented in this 
chapter, is based on EMTP simulations. Further theoretical analysis is needed to verify 
the relationships suggested. 88 
Chapter V 
Conclusions 
Subsynchronous Resonance (SSR) problems in series compensated power systems 
co-exist with the beneficial effects provided by series capacitors. Since early 1930s, 
numerous researchers have addressed issues relating to these problems. 
Linear analysis of SSR has provided a fundamental understanding of the 
phenomenon, along with system parameters and operation conditions which are critical to 
excitation of SSR. Eigen-based methods and frequency domain techniques are two main 
linear methods of SSR analysis. Among the frequency domain techniques, there are two 
main categories. The techniques in the first category derive equivalent circuits for 
evaluating induction generator effects, and strictly follow the principles of analyzing 
electrical damping torque coefficient as related to torsional interactions. Extensive work 
on developing these techniques started in 1970s; and the investigations seem to have 
been concluded in 1982 [4]. The second frequency domain technique was proposed by 
Canay in 1982 [20, 21]. It only addresses analysis of torsional interactions, and does not 
strictly follow the principles of analyzing electrical damping torque coefficients. While 
the technique has some advantages (e.g., yielding analysis over a range of frequencies 
including vicinities of shaft modes, which enables a closer study of the danger of 
torsional interactions) over those in the first category, problems are apparent as pointed 
out in chapter 2 of this thesis. Maturity in the field of linear SSR analysis is evident in 
the literature in 1982 [4, 20, 21]. Since then, publications  on the subject are scarce. 
Problems relating to the second frequency domain technique seem to have been neglected 
by researchers previous of this dissertation. 
In chapter II,  these problems are pointed out and analyzed in detail. The 
development of a generalized frequency scan method is presented, which overcomes the 89 
shortcomings of the original technique, while maintaining its unique advantages. The 
new method is developed for a SMIB power system. Future work is needed to extend the 
results to multimachine power systems, which will significantly enhance the usefulness 
of the proposed technique. 
Nonlinear analysis of SSR has been reported since the late 1980s. Perturbation 
methods have been used as a main tool for analyzing several dynamic phenomena in 
power systems with SSR. Among the nonlinear dynamic phenomena analyzed is Hopf 
bifurcation. Since perturbation methods for high dimensional systems are either 
extremely complicated, or even impossible, published results have been restricted mostly 
to second-order power system models. 
It is noted that since the theory of Hopf bifurcation analysis in high dimensional 
systems is available,  its application may result in more accurate analysis of the 
phenomenon than possible previously. In chapter HI, the Hopf bifurcation phenomenon 
in a SMIB power system (modelled by a 15th-order set of differential equations) is 
analyzed by applying a Hopf bifurcation theorem. The stability of the bifurcated periodic 
orbits in the system is analyzed both analytically, and by a numerical method, the essence 
of which is solving a two-point boundary value problem. Compared with the analytical 
approach, the numerical study has several advantages. For example, it can result in  a 
series compensation value (which can not be obtained by the analytical study) greater 
than, but local to, the bifurcation value, at which the bifurcated periodic orbits in the 
Hopf bifurcation change from stable to unstable. It can also result in numerical solutions 
of the periodic orbits, which can not be obtained by the analytical study. Hopf bifurcation 
analysis is not new in many research fields, as such chemistry, biology, and even the 
voltage stability problems in power systems. The unique contribution of the study as 
presented in chapter HI of this thesis is the application of these methods to explaining the 90 
Hopf bifurcation phenomenon in a high dimensional SMIB power system with SSR. As 
presented, the work successfully handles situations of high complexity. It is hoped that 
the study leads to a more clear and better understanding of the SSR dynamic 
phenomenon in power systems. 
Compared with fixed series capacitors in power systems, Thyristor Controlled 
Series Compensation (TCSC) has several advantages, such as increasing the dynamic and 
transient stability limits to higher levels, controlling load flows more flexibly and 
controlling loop flows. It has been noticed that vernier mode operation of TCSC 
contributes to the mitigation of SSR, as demonstrated in [40-43], and in chapter IV of this 
thesis. The encouraging results have aroused a lot of interest in the power industry, since 
capacitor based SSR mitigation schemes are generally favored over the generator based 
methods. 
On the other hand, switching operation of TCSC adds nonlinearity and complexity 
to the power system analysis of SSR and associated problems and mitigation strategies of 
TCSC vernier control. In chapter N, the beneficial effect of TCSC vernier control is 
demonstrated by EMTP simulation studies, and verified via an equivalent impedance 
method. It is intended that satisfactory theoretical studies of the effect follow the 
exploring studies as presented in [40-43] and in chapter N of this dissertation. An EMTP 
model of the TCSC used is given in appendix D. It is intended to be useful to other 
interested researchers. 
The thesis addresses both linear and nonlinear perspectives of SSR analysis in 
SMIB power systems equipped with fixed series compensation, and analyzed the 
phenomenon of SSR mitigation  provided by  the  Thyristor  Controlled  Series 
Compensation  (TCSC).  The EMTP studies  presented  are  based on  realistic 91 
representation, such as the North-Western American Power System (NWAPS). The 
thesis aims at contributing to a better understanding of SSR related problems in power 
systems. 92 
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Appendix A Derivation of T  T 
1. Derivation of Tsc 
We solve for Tsc from the mechanical sub-system described by(2.10), (2.11) and 
(2.12), with 5 = F8 em eiflt + cc' and its derivatives d5/dt and d52/dt2 acting as forcing 
functions on the sub-system. 
First, we solve for the particular solution of (2.10) under the forcing function 5 of 
the time function(2.8). We assume that 
0' = S F8 eat ejot + cc5,  (A-1) 
where S = [si s2 s3 s4]T  ,  with "T" indicating vector transpose, and cc5 indicates the 
complex conjugate of the first term in (A-1). From (A-1), we can obtain 
dThlt = S F8 (a +jc) eat ejot + cc6 ,  (A-2) 
where cc6 indicates the complex conjugate of the first term in (A-2), and 
d012/dt2 = S F8 (citia)2 eat ejat + cc7  (A-3) 
where cc7 indicates the complex conjugate of the first term in (A-3). 
Substituting (A-1), (A-2) and (A-3) into (2.10), we obtain 
S = [MVs+ja)2 + D'(a+jo) + KT1	  0 
0 
0 
K45 
Now, solving for the particular solution of the differential equation(2.11), under 
the forcing function 5 of the time function(2.8), we obtain 
06 = s6 F5 em Out + cc8  (A-4) 
where 
S6 = K56 / [M6(0+41)2 + Dm6(0+.0) + K56], 
and ccg indicates the complex conjugate of the first term in eqn(A-4). 98 
Substituting (A-1), (A-4), 8 and its derivatives d8/dt and d82/dt2 into (2.12), we 
obtain 
Ts = Tsc F8 e61 OM + cc4  (A-5) 
where cc4 indicates the complex conjugate of the first term in (A-5), and 
Tsc = -M5 (a+ji1)2 - Dm5 (a+jil) + K45 54 - (K45+K56) + K56 s6  (A-6) 
2. Derivation of Tec 
The electrical sub-system (2.2) under the forcing functions 8 and co of the time 
function(2.8), can be expressed as following: 
H dx/dt = G x + B u,  (A-7) 
where 
x = [id if iq iQ ecd ecq]T, and "T" indicates vector transpose, 
H=  - xi-xd xad 
xad  xf 
-xl -xq  xaq 
-xaq 
3(4:2 
i 
1  ...  9 
G = cob ra+r  0  -(xi-Fxq) xaq  1  0 
0  -rf 0  0 0 0 
xi+xd  ra+r  0  0  1 -xad 
0  0 0  -r(2 0 0
 
x 0  0 0 1
 c 0 
_0 0 x 0 -1 0  , c 
B = o)b,  exqiqe)p+vbcos(8e)  (-xqiqe)p+vbcos(8e) 
(xdidexadife) p-vosin(8e)  (xdide-xadife)p-vosin(8e) 
0 0
 
_ o  0
 
cob = 377(rad/sec), which is synchronous speed, and 99 
[F5 eat eiat 
F6* eat elm  J, 
where F6* indicates the complex conjugate of F6. 
Subscript "e" indicates the equilibrium operation condition. 
In general, H has full rank. Thus, from (A-7), we obtain 
dx/dt = H-1 G x+H-1 B u 
or, 
dx/dt = A x+H-1 B u, where A=H-1G 
Supposing A = PAP-1, where 
A =  X1 
^2 
we have
 
P-1 dx/dt = A 13-1 x+P-1 H-1 B u
 
or
 
dz/dt = A z+B1 u,  (A-8)
 
where z = Fix, and B1 = 11-1H-1B  .
 
Suppose that the particular solution of (A-8) under the forcing function u is:
 
z = C F5 eat eiat + cc9  (A-9)
 
where
 
C = [c1 c2 c3 c4 c5 c6]T, and "T" indicates vector transpose.
 
From (A-9), we can obtain
 
dz/dt = C (a+jo) F8 eat eiat + cc lo  (A-10)
 
Substituting (A-9) and (A-10) into (A-8), we can obtain
 
C=  bi / (a + ja - X.1)
 
b2 / (a + ja - 2)
 
b3 / (a + ja - X3)
 
b4 / (a +  X4)
 
b5 / (a +  - X5)
 
b6 / (a + jc2  X6)  _
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Since x = Pz, we have the particular solution x of (A-7) under the forcing function u as
 
following:
 
x = P C F8 eat Oat + cc11  (A-11)
 
where cell indicates the complex conjugate of the first term in (A-11), or
 
x = L F6 eat eint  + cc 11  (A-12)
 
where
 
L = PC =  12 13 14 15 16F, while "T" indicates vector transpose.
 
Substitute (A-12) into (2.3), we have
 
Te = Tec F6 eat eiclt + cc3  (A-13)
 
where cc3 indicates the complex conjugate of the first term in (A-13), and
 
Tec = (xq-xd) iqe 11 + [(xq-xd)  ife.,1 13 + xad iqe 12 - xa- (A-14)
 ide  xad  ide 101 
Appendix B 
Algorithms for Computing dm(0) for the SMIB 
Power System Model (3.10) 
(1): Algorithm for implementing (3.8)
 
A = L340 [ L3110 L31.0 + 4174110)12
 
where Id represents the identity matrix with same dimension as L30.
 
(2): Algorithms for implementing (3.7)
 
d1d1h (0) =  0-1 [ - (2 I2 (j10)12 Id + L340 L3µ o) (didiPlo (0))
 
+ (2 I7,(10)1 L3p) (d1d2P1.10 (0))  2 1A,(µ0)12 (d2d2f31.10 (0)) ] 
d1d2h (0) =  [  (12401 L30) (didiPp (0)) 
- (L3110 L3p) (d1d2PA0 (0)) + (I2.(10)1 L3A0) (d2d2Pgo (0)) 1 
d2d2h (0) =  A-1 [ - 2 17.(µ.o)12 (d1d1f3g0 (0)) 
(2 IX(10)1 L3110) (d1d2f3go (0))  2 1A(µ0)12 (d2d2f3go (0)) 
- (L31.10 L3110) (d2d2f3go (0)) ], 
where
 
didiVi.to (0) =[a2z3110 (0) / ax12,  a2zip (0) / aX12, ...,  2Z15110 (0) / ax 12]T,
 
dId2f3110 (0) =[a2z3110 (0) / aXiaX2,  a2Zigo (0) / aXiaX2,  a2Z 15  (0)  aX IX2] T,
 
d2d2f340 (0) =[a2z3i.to (0) / ax22,  (0) / ax22,  a2z15  (0) / ax22F, 
in which 
a2zi  (0) / ax12 =  n  n  R(i) n  v(i) n  n
11,13  a(i) P1,1 P3,1 + v../ P2,1 r3,1 P3,1  iv./ P2,1 P12,1 
P(i) P3,1 P12,1 + 11(i) P1,1 P12,1 + 1)(i) P13,1 P13,1 
a2zi,o (0)  axiax2 =  (pi,i P3,2 + P1,2 P3,1) + 3(i) (P2,1 P3,2 + P2,2 P3,1) 
+ y(i) (P2,1 P12,2 + P2,2 P12,1) + P(i) (P3,1 P12,2 + P3,2 P12,1) 
+11(i) (P1,1 P12,2 + P1,2 P12,1) + 1)(i) (P13,1 P13,2 + P13,2 P13,1) 102 
a2zig0 (0) / ax22 = 
a(i) P1,2 P3,2 + OW P2,2 P3,2 + 1(1) P2,2 P12,2 
+ P(i) P3,2 P12,2 +11(i) P1,2 P12,2 + U(1) P13,2 P13,2 
(3): Algorithms for implementing (3.6) 
a3gigo (0) I ax13  , = a3p,,0 (o)  ax13 + 3 a2fiw, (o)  ax3ax,  did,h(o) 
a3gigo (0) / axiax22= a3flµo (o)  axiax22 
+ 2a2f1 0(o)/ax3ax2 ° d1d2h(0) + a2fip(o)/ax3ax,  d2d2h(0) 
a3g2,0 (0) / ax12ax2= a3f2w, (0)  ax12ax2 
+ a2f2w(o)/ax3ax2  did,h(o) + 2a2f2w(o)/ax3ax,  d1d2h(0) 
a3g2,0 (0) / ax23  = a3f20 (0)  ax23 + 3 D2f2110 (0) / aX3N2 ° d2d2h(0)  , 
where 
a3f1,0 (o)  ax13  = 4(1) P13,1 P13,1 P13,1 
a38g0 (0)  aXlaX22  = 3 4(1) P13,1 P13,2 P13,2 
a3f21.10 (0)  ax12ax2  = 3 4(2) P13,1 P13,1 P13,2 
a3f2,0 (0) / ax23  = 4(2) P13,2 P13,2 P13,2 
and 
a2figo (c)  ax3ax, = [a2f1,0 (0) / ax3axi,  a2f1,0 (o)  axiaxi,  a2fi,to (0) / axi,axiF , 
in which 
a2flio (o)  axiax, = a(1) (P1,i P3,1 +  P1,1 P3,1) +  13(1) (P2,1 P3,1 + P2,1 P3,1) 
Y(1) (P2,j P12,1 + P2,1 P12,i)  P(1) (P3,1 P12,1 + P3,1 P12,i) 
+ 1(1) (P1,i P12,1 + P1,1 P12,0 + 1)(1) (P13,i P13,1 + P13,1 P13,1) 
a2figo (0)  ax3ax2 = [a2fiw, (0)  ax3ax2,  (0)  axiax2,  a2fiw (0)  ax15ax2]T, 
in which 
a2figo (0)
 axiax2 = a(1) (P1,i P3,2 + P1,2 P3,1) +  13(1) (P2,i P3,2 + P2,2 P3,1) 
+ y(1) (P2,i P12,2 + P2,2 P12,1)  p(1) (P3,j P12,2 + P3,2 P12,i) 
i(1) (pi,i P12,2  P1,2 P12,0 + U(1) (P13,j P13,2 + P13,2 P13,i) 103 
a2f2o (c)  ax3ax2 = [a2f20 (o)  ax3ax2,  a2f20 (0)  a2f2,0 (o)  axl5ax2yr,
 
in which
 
a2f21.10 (0)
  axiax2 = a(2) (P1,i P3,2 + P1,2 P3,1) +  P(2) (132,i P3,2 + P2,2 P3,i) 
+ y(2) (P2,1 P12,2 + P2,2 P12,1) + p(2) (P3,1 P12,2 + P3,2 P12,1) 
+11(2) (P1,i P12,2 + P1,2 P12,0 + 1)(2) (P13,i P13,2 + P13,2 P13,1) 
a2f2,0 (o)  ax3axi = ta2f2p(o)mx3ax,,  a2f2p(o)/axiaxi,  a2f2p(o)/ax15ax1]T,
 
in which
 
a2f2p (0)  axixi =
  a(2) (p1,1 P3,1 + P1,1 P3,i) +  I3(2) (P2,1 P3,1 + P2,1 P3,1) 
+ 7(2) (132,i P12,1 + P2,1  + p(2) (P3,i P12,1 + P3,1 P12,i) 
+11(2) (pi,i P12,1 + P1,1 P12,1) + 1)(2) (P13,i P13,1 + P13,1 P13,i) 
To this  point,  the algorithms have been presented for implementing the 
computations of the first 4 terms in (3.5). The algorithms for computation of the last 6 
terms in (3.5) are more straight-forward, and are presented in the following. 
(4): Algorithms for the last 6 terms in (3.5) 
a2fio (0)  ax12 =  Ot\-, /11 n  r2,1 r3,1 +  n P3,1 + + R(11 n  n  n r2,1 P12,1 
+ P(1) P3,1 P12,1 + 1(1)131,1 P12,1 + o(1)  P13,1 P13,1 
a28p (0)  axiax2 =  a(1) (P1,1 P3,2 + P1,2 P3,1) + 13(1) (P2,1 P3,2 + P2,2 P3,1) 
+ y(1) (P2,1 P12,2 + P2,2 P12,1) + p(1) (P3,1 P12,2 + P3,2 P12,1) 
+ 1(1) (P1,1 P12,2 + P1,2 P12,1) + u(1) (P13,1 P13,2 + P13,2 P13,1) 
a2p,i0 (0)  ax22 =  11  + 
1111  n ak  r1,2  P2,2 P3,2 + P1,2  13(1)  P2,2 P12,2 
+ P(1) P3,2 P12,2 +1(1)P1,2 P12,2 + 1)(1) P13,2 P13,2 104 
I aX12 =  a,-, a2µ0  a(2) D 1,1 P3,1 + la(2) P2,1 P3,1 + 7(2) P2,1 P12,1 
+ 13(2) P3,1 P12,1 +11(2)P1,1 P12,1 + o(2) P13,1 P13,1 
a2f2go (o)  ax1ax2 = a(2) (P1,1 P3,2 + P1,2 P3,1) + 13(2) (P2,1 P3,2 + P2,2 P3,1) 
+ 7(2) (P2,1  P12,2 + P2,2 P12,1) + p(2) (P3,1 P12,2 + P3,2 P12,1) 
+11(2) (P1,1 P12,2 + P1,2 P12,1) + o(2) (P13,1 P13,2 + P13,2 P13,1) 
and 
D2f2p (0) / ax22 =  n  +  n elk-, r 1,2 r 3,2  + 1(2) n  D v.-. P2,2 r 3,2 +  r-2,2 r 12,2 
+ 13(2) P3,2 P12,2 + 11(2)P1,2 P12,2 + *2) P13,2 P13,2 
Now, the algorithms have been presented for obtaining all the terms in (3.5), and 
the coefficient d'"(0) follows. 105 
Appendix C The Jacobian Matrix Along a Solution Path of (3.9) 
A(t) = [ Ai(t) A2(t) A3(t) ] 
where 
_ 
A1(t) =  cob/Q1 (rail) Xf  cob/Q1 rf xad  cob/Q1 (- xf xt  xf xq co)  cob/Q1 xf  0  0 
cob/Q1 (ra+r)xad  cob/Q1 rf(xd + xt)  cob/Q1 (- xad xt - xq xad w)  cob/Q1 xad 0  0 
cob/Q2 (xt+xd (0)  c)b/Q2 (-xad (0)  (o Q2 (ra+r)  0  cob/Q2  0 
coot xt  0  0  0  cob  0 
0  0  cool xt  -cob  0  0 
0  0  0  0  0  -DI /mi 
0  0  0  0  0  oh 
0  0  0  0  0  0 
0  0  0  0  0  0 
0  0  0  0  0  0 
0  0  0  0  0  0 
1 /M4 (xd-xq) iq  1 /M4 (- xad iq)  1 /M4 [(Xd - xq) id- xad if]  0  0  0 
0  0  0  0  0  0 
0  0  0  0  0  0 
0  0  0  0  0  0 106 
A2(t) =  0  0  0  0  0  wb/Q1 ( - xq xf iq) 
0  0  0  0  0  wb/Q1 (- xad xq iq) 
0  0  0  0  0  (00:22 (Xd id  xad if) 
0  0  0  0  0  0 
0  0  0  0  0  0 
-KU/MI  0  K12/M1  0  0  0 
0  0  0  0  0  0 
K12/M2  -D2/M2  -(K12 + K23)/M2 0  K23/M2  0 
0  0.)b  0  0  0  0 
0  0  K23/M3  -D3/M3  -(K23 + K34)/M3  0 
0  0  0  cob  0  0 
0  0  0  0  K34/M4  - D4/M4 
0  0  0  0  0  Cl)t) 
0  0  0  0  0  0 
0  0  0  0  0  0 
and 
A3(t) =  wt" xf vo cosS  0  0 
cob/Q1 xad vo cos6 0  0 
cob/Q2 (- v, sins)  0  0 
O  0  0 
0  0  0 
O  0  0 
0  0  0 
O  0  0 
0  0  0 
K34/M3  0  0 
O  0  0 
(K34 + K45) /M4  0  K45/M4 
0  0  0 
K45/M5  -D5/M5  - K45/M5 
0  cob  0 107 
Appendix D An EMTP Modelling of the TCSC 
A detailed configuration and the parameters of the TCSC model is shown in Fig 
AD.1 
0.001  -j8 
N3  N11 
N31 
75-j2212 
parameters are 
in ohms 
Fig.AD.1 The TCSC model 
Modelling of the TCSC using the "MODELS" feature of EMTP is shown in the 
following: 
MODELS 
C 
C Getting the voltages of nodes N31 and N3 into MODELS for calculating 
C the current going through the TCSC. The current through N31 and N3 
C is same as that through the TCSC. 
C 
INPUT VN31A v(N31A)1 
INPUT VN3A v(N3A) } 
INPUT VN31B {v(N31B)} 
INPUT VN3B {v(N3B)} 
INPUT VN31C {v(N31C)} 
INPUT VN3C {v(N3C)} 
C 
C The following outputs control the switches simulating the 
C thyristors of the TCSC. For each phase, there is a pair of 
C switches for the TCSC. 
C 
OUTPUT GATE1A,GATE2A,GATE1B,GATE2B,GATE1C,GATE2C 
MODEL TC1 
INPUT vla,v2a,v1b,v2b,v1c,v2c 
VAR g 1 a,g2a,g 1 b,g2b,g 1 c,g2c,xc2 108 
VAR alpha,ONTIME
 
VAR ilinea,ilineb,ilinec
 
VAR ia,tt
 
VAR rampa,compa,dcmpa,dcmp 1 a,comp 1 a
 
VAR rampb,compb,dcmpb,dcmplb,comp lb
 
VAR rampc,compc,dcmpc,dcmp 1 c,comp 1 c
 
VAR rampan,compan,dcmpan,dcmp 1 an,comp 1 an
 
VAR rampbn,compbn,dcmpbn,dcmplbn,complbn
 
VAR rampcn,compcn,dcmpcn,dcmplcn,complcn
 
VAR vcont11,vcontl
 
OUTPUT gla,g2a,g lb,g2b,g1c,g2c
 
INIT
 
rampa:=0.
 
rampan:=0.
 
rampb:=0.
 
rampbn:=0.
 
rampc:=0.
 
rampcn:=0.
 
tt:=0.
 
ENDINIT
 
EXEC
 
tt:=tt+timestep 
C 
C "ONTIME (in electrical degrees)" is an important variable, which determines 
C thyristor conduction interval per 180 electrical degrees. 
C 
ONTIME:=100.
 
alpha:=(180.-ontime)/2.
 
vcontl:=1000.0*alpha/90.0
 
vcont11:=1000.0*(alpha+ontime)/90.0
 
C
 
C A resistor with resistance 0.001 ohms is connected between N31 and N3.
 
C Thus, by the following procedure, we can get the line current,
 
C which is also the current through the TCSC.
 
C
 
ilinea:=1000*(v1 a-v2a)
 
ilineb:=1000*(vlb-v2b)
 
ilinec:=1000*(v1c-v2c)
 
IF ilinea>=0.
 
THEN
 
rampa:=rampa+timestep*2.4e+5
 
compa:=bool(rampa-vcontl)
 
comp 1 a:= bool(rampa- vcontl 1)
 
dcmp 1 a:= nor(comp 1 a)
 
g 1 a:=- 0.5 +and(dcmp 1 a,compa)
 
g2a:=-0.5
 
ELSE
 
rampa:=0.
 
gla:=-0.5
 
ENDIF
 
IF ilinea<=0.
 
THEN
 
rampan:=rampan+timestep*2.4e+5
 
compan:=bool(rampan-vcontl)
 109 
comp 1 an:= bool(rampan- vcontl 1) 
dcmplan:=nor(complan) 
g2a:=- 0.5 +and(dcmp 1 an,compan) 
gla:=-0.5 
ELSE
 
g2a:=-0.5
 
rampan:=0.
 
ENDIF 
IF ilineb>=0.
 
THEN
 
rampb:=rampb+timestep*2.4e+5
 
compb:=bool(rampb-vcontl) 
comp1b:=bool(rampb-vcont11) 
dcmp lb:= nor(comp lb) 
glb:=-0.5+and(dcmplb,compb) 
g2b:=-0.5 
ELSE
 
rampb:=0.
 
g lb:=-0.5
 
ENDIF
 
IF ilineb<=0. 
THEN 
rampbn:=rampbn+timestep*2.4e+5 
compbn:=bool(rampbn-vcontl) 
comp lbn:= bool(rampbn- vcontl 1) 
dcmplbn:=nor(comp1bn) 
g2b:=-0.5+and(dcmplbn,compbn)
glb:=-0.5 
ELSE
 
g2b:=-0.5
 
rampbn:=0.
 
ENDIF
 
IF ilinec>=0. 
THEN 
rampc:=rampc+timestep*2.4e+5 
compc:=bool(rampc-vcontl) 
comp lc:= bool(rampc- vcontl 1) 
dcmplc:=nor(complc) 
glc:=-0.5+and(dcmplc,compc) 
g2c:=-0.5 
ELSE
 
rampc:=0.
 
glc:=-0.5
 
ENDIF
 
IF ilinec<=0. 
THEN 
rampcn:=rampcn+timestep*2.4e+5 
compcn:=bool(rampcn-vcontl) 
comp 1 cn:= bool(rampcn- vcontl 1) 
dcmplcn:=nor(complcn) 
g2c: = -0.5 +and(dcmp lcn,compcn) 
g lc:=-0.5 
ELSE 
g2c:=-0.5 110 
rampcn:=0.
 
ENDIF
 
C 
C following lines are for setting the initial switching time(if other than 0) 
C for the TCSC 
C 
C  IF tt<=0.0167 
C  THEN 
C  gla:=-0.5 
C  g2a:=-0.5 
C  glb:=-0.5 
C  g2b:=-0.5 
C  glc:=-0.5 
C  g2c:=-0.5 
C  ENDIF 
ENDEXEC 
ENDMODEL 
USE tcl AS tcl 
INPUT vla:=vn3la
 
v2a:=vn3a
 
vlb:=vn3lb
 
v2b:=vn3b
 
vlc:=vn3lc
 
v2c:=vn3c
 
OUTPUT gate 1 a: =g 1 a
 
gate2a:=g2a
 
gatelb:=g1b
 
gate2b:=g2b
 
gate 1 c:=g lc
 
gate2c:=g2c
 
ENDUSE 
C 
C Following lines are for asking for outputs if needed 
C 
C RECORD 
C  tcl.gla AS gla 
C  tcl.g2a AS g2a 
C  tcl.glb AS glb 
C  tcl.g2b AS g2b 
C  tcl.glc AS glc 
C  tcl.g2c AS g2c 
C  tcl.ilinea as is 
C  tcl.ilineb as ib 
C  tcl.ilinec as is 
C  tcl.vcontl as con 
C  tcl.vcontll as conl 
ENDMODELS 