Cortical sensitivity to the periodicity of speech sounds has been evidenced by larger, more anterior responses to periodic than to aperiodic vowels in several non-invasive studies of the human brain. The current study investigated the temporal integration underlying the cortical sensitivity to speech periodicity by studying the increase in periodicity-specific cortical activation with growing stimulus duration. Periodicity-specific activation was estimated from magnetoencephalography as the differences between the N1m responses elicited by periodic and aperiodic vowel stimuli. The duration of the vowel stimuli with a fundamental frequency ͑F0 = 106 Hz͒ representative of typical male speech was varied in units corresponding to the vowel fundamental period ͑9.4 ms͒ and ranged from one to ten units. Cortical sensitivity to speech periodicity, as reflected by larger and more anterior responses to periodic than to aperiodic stimuli, was observed when stimulus duration was 3 cycles or more. Further, for stimulus durations of 5 cycles and above, response latency was shorter for the periodic than for the aperiodic stimuli. Together the current results define a temporal window of integration for the periodicity of speech sounds in the F0 range of typical male speech. The length of this window is 3-5 cycles, or 30-50 ms.
I. INTRODUCTION
Speech sounds can be divided into two main categories, depending on the functioning of the human voice production mechanism. Voiced sounds are created by the periodic vibration of the vocal folds, while the excitation of unvoiced sounds originates from turbulent noise with no periodic structure. In everyday speech, voiced and unvoiced sounds alternate rapidly. Furthermore, important acoustic cues are conveyed by changes in the period length of voiced speech, a phenomenon that is typically characterized in the frequency domain as changes in fundamental frequency ͑F0͒ and which manifests itself perceptually as changes in pitch. Therefore, the auditory system must be able to extract cues for periodicity already from very short segments of the speech pressure waveform. Uncovering the auditory cortical processing of speech periodicity is crucial for understanding the perception of many communicatively significant features of speech such as voicing, intonation, and tonality.
To investigate how the human auditory cortex is able to process natural speech sounds, non-invasive measurement techniques that are both spatially and temporally accurate and are able to capture rapidly changing activity in distinct neural populations are needed. These requirements are met by magnetoencephalography ͑MEG͒, which is characterized by a millisecond temporal resolution and a spatial resolution that allows for the localization of brain activation on the millimeter scale. The most prominent transient event-related response of the human auditory cortex observable with MEG is the N1m, which peaks around 100 ms after sound onset and has an electroencephalographic ͑EEG͒ counterpart termed the N1 ͑Näätänen and Picton, 1987; May and Tiitinen, 2010͒. Previous research indicates that the N1m is sensitive to the periodicity of acoustic stimuli. This is evidenced by an amplification or anterior shift ͑Hertrich et al., 2000; Alku et al., 2001; Gutschalk et al., 2004 Gutschalk et al., , 2006 Soeta et al., 2005; Soeta and Nakagawa, 2008; Tiitinen et al., 2005; Lütken-höner et al., 2006; Yrttiaho et al., 2008 as well as by a͒ Author to whom correspondence should be addressed. Electronic mail: santeri.yrttiaho@tkk.fi. a decrease in the latency ͑Soeta and Nakagawa, 2008͒ of the N1m to periodic as opposed to aperiodic sound stimuli. Periodicity-sensitive transient cortical responses have also been observed to a change in the periodic structure of continuous auditory stimulation ͑Martin and Boothroyd, 1999; Krumbholz et al., 2003; Gutschalk et al., 2004; Ritter et al., 2005͒. With realistic speech stimuli, cortical sensitivity to vowel periodicity has been shown for stimulus durations of either 200 or 400 ms ͑Alku et al., 2001; Tiitinen et al., 2005; Yrttiaho et al., 2008 . In continuous speech, however, the durations of periodic sounds are often shorter than this: short vowels and sonorants have average durations of 60-80 ms with ca. 30-40 ms standard deviations ͑Crystal and House, 1982͒. Therefore, the studies of cortical processing of speech periodicity with relatively long stimulus durations leave open the question of how the sensitivity to speech periodicity evolves during the processing of brief natural speech sounds. More specifically, a critical sound duration required for the detection of speech periodicity at the cortical level remains to be established.
The process of combining acoustic cues over time for periodicity detection is here referred to as temporal integration of periodicity. While periodicity-sensitivity in the conditions of short speech sounds has, to our knowledge, not been investigated before, several studies have addressed the temporal integration properties of the N1͑m͒ response by measuring the dependence of this response on stimulus duration ͑Onishi and Davis, 1968; Joutsiniemi et al., 1989; Alain et al., 1997; Gage and Roberts, 2000; Ostroff et al., 2003; Ross et al., 2009͒ . The results of these studies indicate that the amplitude of the N1͑m͒ response increases as a function of stimulus duration until reaching an asymptotic level. This evidence could, in principle, be used to estimate how the generators of the N1m response are involved in the processing of short speech sounds. In particular, a temporal window of integration ͑TWI͒ of the N1͑m͒ response can be estimated as the minimum stimulus duration that yields the maximal, asymptotic response. As EEG and MEG studies typically imply a TWI of 20-50 ms ͑Onishi and Davis, 1968; Joutsiniemi et al., 1989; Gage and Roberts, 2000; Ostroff et al., 2003͒ , it could be suggested that the cortical processing of speech periodicity, as reflected by the N1͑m͒ response, would also be characterized by a TWI of this duration.
The above suggestion is, however, somewhat oversimplifying because it is known that the N1͑m͒ actually reflects the activation of multiple separate generator mechanisms ͑Näätänen and Picton, 1987; May and Tiitinen, 2010͒. Importantly, different TWIs for different generators of the N1 response have been observed by Alain et al. ͑1997͒ . Further, temporal integration up to 76 ms was reported by Ross et al. ͑2009͒ , suggesting a wider range of integration than the 20-50 ms observed in the previous studies ͑Onishi and Davis, 1968; Joutsiniemi et al., 1989; Gage and Roberts, 2000͒ . By using beamformer based source analyses, Ross et al. ͑2009͒ showed that an additional source is recruited when stimulus duration is extended beyond 34 ms. Also, the results of Krumbholz et al. ͑2003͒ suggest that the auditory integration window for periodicity might depend on the F0 of the stimulus. Thus, given the observed variability in temporal integration processes across different neural generators, the TWI for speech periodicity cannot be reliably determined based on the existing data.
The aim of the current study, therefore, was to estimate the cortical integration window for speech periodicity. This integration was operationalized here through changes in the N1m response due to increases in the duration of vowel stimuli. Because the N1m response reflects the activation of multiple cortical populations of which only some are sensitive to sound periodicity ͑Gutschalk et al., 2002 Schönwiesner and Zatorre, 2008͒ , the periodicity-specific TWI needs to be isolated from the compound of activity elicited in the auditory cortex. To this end, Krumbholz et al. ͑2003͒ measured feature-change responses to the onset of periodicity following continuous noise. While they were able to show that the minimum duration for periodicity detection can be estimated from the relationship between the latency of the feature-change response and stimulus F0, the controlled use of this paradigm with realistic speech sounds is very difficult. Therefore, in order to investigate the TWI for speech periodicity, the current study employed manipulations of the duration of periodic and aperiodic speech stimuli. The N1m responses elicited by these speech sounds were measured, and the effect of periodicity was determined as differences between the periodic and aperiodic conditions. In order to assess the relative contribution of periodicity-and intensity-sensitive generators of the N1m response, the N1m data were related to quantitative indices of stimulus periodicity and intensity. This procedure allows one to estimate the lengths of the time windows over which integration of these acoustical features occur in auditory cortex. To validate the results for conditions of natural speech communication, realistic vowel sounds characterized by an F0 in the range of typical male speech ͑around 100 Hz͒ were used as the stimulus material. The seven different durations of both periodic and aperiodic stimuli ranged approximately from 10 to 100 ms.
II. METHODS

A. Subjects
Fourteen healthy volunteers ͑average age 27 years; seven female͒ participated in the study with written informed consent. The experiment was approved by the Ethical Committee of Helsinki University Central Hospital. During MEG acquisition the subjects were instructed to concentrate on watching a silent movie and to avoid excessive eye movements and blinking. The subjects were also instructed not to pay attention to the auditory stimuli.
B. Stimuli
In the present stimulus syntheses, both the periodic structure and the duration of the speech sound stimuli were manipulated in a highly controlled manner. Semi-synthetic speech generation was used in order to manipulate these factors at the level of the origin of speech periodicity, the glottal excitation, independently of the transfer function cast by the vocal tract ͑Alku et al., 1999͒. The steps in stimulus preparation consisted of the extraction of the excitation by inverse filtering a naturally uttered vowel ͓a͔ with an all-pole vocal tract model, generating new excitation waveforms of different periodic structures and durations, and passing back the excitation through the original vocal tract function. The periodic and aperiodic excitations consisted of the natural glottal waveform and a uniformly distributed random noise sequence, respectively. An identical noise sequence was used for all aperiodic stimuli apart from manipulations in duration. Thus, the aperiodic excitation remained unchanging, or frozen, across all stimulation trials in the MEG experiment. The spectral envelopes of these two excitation waveforms were equalized with linear predictive coding. The durations of the excitation were set equal to 1-5, 7, and 10 cycles of the periodic vowel with a fundamental period of 9.4 ms ͑F0 = 106 Hz͒. These values also determined the durations ͑9. 4, 18.8, 28.2, 37.6, 47, 65.8 , and 94 ms͒ of the eventual vowel stimuli ͑Figs. 1 and 2͒, which were then gated on and off with a 5-ms Hann window. The stimuli were presented to the subjects through plastic tube earphones at a sound pressure level ͑SPL A͒ of 75 dB across all conditions as measured with a SPL meter from the tips of the tubes. In these measurements the integration time used by the SPL meter was set to 125 ms, corresponding to the standard fast F-weighting. The stimuli were presented to both ears of the subjects at inter-stimulus-intervals of 1500 ms.
C. MEG data acquisition
A 306-channel whole-head neuromagnetometer ͑VEC-TORVIEW™, Elekta Neuromag, Helsinki, Finland͒ was used for the recordings of the brain activity elicited by the vowel stimuli in a magnetically shielded booth. The data were collected with a recording bandwidth of 0.1-200 Hz and sampled at a rate of 600 Hz. The 14 stimuli were presented in separate sequences, which were counterbalanced across subjects with a Latin-square design. In each sequence, 150 artifact-free epochs were collected for averaging, and included a 100-ms pre-stimulus baseline and 300-ms of poststimulus activity. Trials contaminated by excessive magnetic field amplitudes ͑3000 fT/cm͒ or eye movement potentials ͑150 V͒ were rejected online and comprised less than 15% of the total number of trials presented.
D. MEG data analysis
The MEG waveforms were digitally low-pass filtered at 20 Hz. The N1m response was measured relative to the mean amplitude of the 100-ms pre-stimulus baseline. The amplitude and the latency of the N1m response were determined from the peak value of the response. The amplitude was calculated in fT/cm units as the magnitude of the vector sum from the pair of gradiometer channels, exhibiting the maximum response within an 85-140 ms post-stimulus time window. For each subject, the gradiometer channel pair yielding the maximum response across all experimental conditions was selected. These sensors were located over the temporal lobes in the vicinity of the auditory cortical areas. The source locations of the N1m response were estimated by equivalent current dipole ͑ECD͒ analyses carried out separately in the left and right hemispheres with the assumption of a single dipole in a sphere ͓see e.g., Hämäläinen et al. ͑1993͔͒ . The ECDs were fitted to the gradiometer data at the peak latencies of the N1m responses. Locations were expressed in terms of a coordinate system defined by lateral-medial, anterior-posterior, and superior-inferior axes, and where the center of the head is located at respective coordinates 0, 0, and 40 mm. An ECD was accepted for further analyses if it was located in the temporal cortex, was oriented posterioventrally, and provided a goodness of fit greater than 60%.
E. Statistical analyses
Amplitudes, latencies, and source locations of the N1m were analyzed by a repeated-measures analysis of variance ͑ANOVA͒ with factors hemispheres ͑left, right͒, periodicity ͑period, aperiodic͒, and duration ͑seven levels͒. The assumption of sphericity of the data was inspected with Mauchley tests. When this assumption did not hold, the probability values were corrected by multiplication of the degrees of freedom with a Greenhouse-Geisser . The response statistics given in the results section indicate mean values of the data. For post-hoc comparisons between the mean values Newman-Keuls tests were used. All statistically significant effects are reported.
F. Estimation of temporal integration windows from analyses of vowel intensity and periodicity
The N1m response reflects both intensity-and periodicity-dependent activations ͑Gutschalk et al., 2002 Schönwiesner and Zatorre, 2008͒ . Accordingly, while the N1m elicited by periodic stimuli is proportional to both intensity and periodicity of the stimulus ͑denoted in the following by I and P, respectively͒, the N1m elicited by aperiodic stimuli largely reflect only stimulus intensity. This conception is formally expressed in Eqs. ͑1͒ and ͑2͒ and was used as the basis for estimating the temporal integration windows for intensity and periodicity
where N1m per and N1m aper represent the predicted N1m amplitude in the periodic and in aperiodic conditions, respectively. In order to establish a mapping from I and P to the N1m, temporally integrated intensity and periodicity of the stimulus waveforms were quantified. As described below ͑Eqs. ͑3͒-͑6͒͒, these quantifications were set to depend on the lengths of integration windows, denoted by i and for intensity and periodicity, respectively. Therefore, the TWIs that characterize intensity-and periodicity-dependent neural activities can be estimated by searching for such i and values that yield I and P that match the N1m amplitude according to Eqs. ͑1͒ and ͑2͒. Importantly, can be estimated independently of i by substituting I in Eq. ͑1͒ with the experimentally obtained amplitude of the N1m to aperiodic stimulation.
Integrated intensity I:
In quantifying stimulus intensity, the non-linear compression of intensity by the auditory system ͑Moore and Oxenham, 1998͒ was modeled by transforming the stimulus waveform s͑n͒ at time-point n into a measure of compressed intensity i͑n͒ through i͑n͒ = ͱ r s͑n͒
. ͑3͒
Equation ͑3͒ introduces an adjustable parameter r, which enables the matching of intensity measures extracted from the stimulus waveforms to the N1m amplitude data. The timedomain function i͑n͒ now allows one to express integrated intensity I as a sum over a limited time window i
Thus, adjusting i to maximize the fit between N1m amplitude and I ͑in Eq. ͑2͒͒ yields an estimate of the TWI for intensity-dependent neural activation contributing to the N1m. Integrated periodicity P: Periodicity was quantified for each time instant n by computing the correlation coefficient ͑e.g., Loveday, 1969͒, denoted by ͑n͒, between waveforms of two consecutive fundamental periods copied from the original stimulus waveform s͑n͒ ͑n͒ = cov͓s 1 ͑n͒,s 2 ͑n͔͒ ͓s 1 ͑n͔͓͒s 2 ͑n͔͒ , ͑5͒
where cov is covariance, is standard deviation, and s 1 ͑n͒ and s 2 ͑n͒ are copies of s͑n͒, both with an equal duration of T =1/ F0, and with starting indices n −2T and n − T for s 1 ͑n͒ and s 2 ͑n͒, respectively. The time-domain function ͑n͒ measures similarity between the copied periods, yielding absolute values close to unity in the case of strong correlation, and values close to zero in the case of weak correlation. When the time index n grows, the value of ͑n͒ starts to increase because there are an increasing number of similar samples in s 1 ͑n͒ and s 2 ͑n͒. Importantly, ͑n͒ reaches a plateau of unity at index n =2T, which is roughly sustained until the end of the naturally quasi-periodic vowel waveform ͑Fig. 8͒. For the aperiodic stimulus, ͑n͒ remains around zero for all n ͑Fig. 8͒. Thus, ͑n͒ is a periodicity measure, which differentiates periodic and aperiodic waveforms and which can be temporally integrated. Again, the function ͑n͒ now allows the expression of integrated periodicity P as a sum over a limited time window
In its turn, adjusting to achieve a match with the N1m amplitude data ͑Eq. ͑1͒͒ yields an estimate of the TWI for the periodicity-sensitive generator of the N1m response.
In sum, the procedure described above allows one to gain estimates of the lengths of the time windows for intensity and periodicity integrations ͑ i and , respectively͒ underlying N1m generation. This estimation is based on analyzing the time-domain stimulus waveform and uses only one fitting parameter r describing intensity compression.
III. RESULTS
The subjects were presented with periodic and aperiodic vowels ͑frozen noise excitation͒ with durations ranging from 1 to 10 cycles of the periodic vowel with an F0 of 106 Hz. Prominent N1m responses, elicited in both cortical hemispheres ͑Fig. 3͒, were observed for all stimulus durations. Grand-averaged MEG waveforms along with data from individual subjects are shown in Fig. 4 . The ANOVA results on the amplitude, latency, and source location of the N1m response are indicated in Table I . As the current investigation focused on how cortical sensitivity to speech periodicity evolves over the course of stimulus presentation, the key effects here were the interactions between the duration and the periodicity of the stimuli in the elicitation of the N1m response.
The amplitude of the N1m response, elicited by stimuli of different durations and periodic structures, is shown in Fig. 5 . The difference in the amplitude between the periodic and aperiodic conditions depended on stimulus duration ͓F͑6,66͒ = 11.6; = 0.55; p Ͻ 0.001͔. No difference in the N1m amplitude between the periodic and aperiodic conditions was observed for the two shortest stimulus durations of 1 and 2 cycles. The amplitude in these conditions, aggregated over the two hemispheres, was in the 54-77 fT/cm range. For durations of 3 cycles and more, the N1m amplitude in the periodic condition was larger than in the aperiodic condition ͑p-values Ͻ0.01͒, the respective amplitude values being in the 80-92 and 54-75 fT/cm ranges. Thus, 3 cycles formed a threshold, with durations below this value yielding no amplitude differences between the periodic and the aperiodic conditions, and with durations above this value resulting in an amplitude divergence between the two conditions.
The main effects of periodicity ͓F͑1,11͒ = 40.0; p Ͻ 0.001͔ and duration ͓F͑6,66͒ = 8.1; = 0.40; p Ͻ 0.01͔ on the N1m amplitude were also statistically significant. The N1m amplitude in the periodic condition was overall larger than in the aperiodic condition with the amplitudes in these conditions being 71.5 and 55.3 fT/cm in the left hemisphere, and 88.6 and 73.9 fT/cm in the right hemisphere, respectively. As stimulus duration was lengthened, the N1m amplitude first increased and then declined, thus reaching a maximum when stimulus duration had a threshold value of 3 cycles.
As in the case of the N1m amplitude, the difference in the N1m latency ͑Fig. 5͒ between the periodic and aperiodic conditions depended on stimulus duration. This was evidenced by a significant interaction between periodicity and duration ͓F͑6,66͒ = 3.9; = 0.36; p Ͻ 0.05͔. In the conditions of 1-4 cycles, the latency averaged over the hemispheres was in the 111-114 ms range in both the periodic and aperiodic conditions. For stimulus durations of at least 5 cycles, the response latency in the periodic condition ͑110-112 ms͒ was shorter ͑p-values Ͻ0.05͒ than in the aperiodic condition ͑114-115 ms͒. Thus, a decrease in N1m latency with increased duration of the stimuli was observed in the case of periodic vowel stimuli, but not in the case of aperiodic stimuli. This difference in latency found between the two conditions did not increase further by increasing the duration of the vowel stimuli beyond 5 cycles. The source locations of the N1m responses are illustrated in Figs. 6 and 7. The cortical sensitivity to speech periodicity has been previously observed as an anterior shift in the ECD location in the periodic relative to the aperiodic condition ͑Alku et al., 2001; Gutschalk et al., 2004 Gutschalk et al., , 2006 Tiitinen et al., 2005; Yrttiaho et al., 2008 . Therefore, the dependency of the anterior-posterior difference between the periodic and aperiodic conditions as a function of stimulus duration is of specific importance in the current investigation. Such an interaction between periodicity and duration was evident in the anterior-posterior location of the ECDs ͓F͑6,54͒ = 5.9; = 0.63; p Ͻ 0.01͔. ECDs in the periodic condition were located anterior to those in the aperiodic condition ͑p-values Ͻ0.05͒ for stimulus durations of 3 cycles and above. The locations along the anterior-posterior axis, aggregated over the two hemispheres, in the conditions with 1 or 2 cycles of stimulus duration ranged from Ϫ7 to Ϫ3 mm irrespective of the periodic structure of the stimuli. For the conditions with vowel durations from 3 to 10 cycles, ECDs along this axis ranged from Ϫ3 to Ϫ2 mm, and from Ϫ8 mm to Ϫ6 mm in the periodic and aperiodic conditions, respectively. The maximum contrast between the periodic and aperiodic conditions was reached in the 3-cycle condition, and no further increases were observed at longer durations. The main effect of periodicity in anterior-posterior location was also statistically significant, the sources of the N1m in the periodic condition being anterior to those in the aperiodic condition ͓F͑1,9͒ = 10.0; p Ͻ 0.05͔. The right-hemispheric responses were also located anterior to their left-hemispheric counterparts ͓F͑1,9͒ = 7.8; p Ͻ 0.05͔. The N1m sources in the periodic and aperiodic conditions were located Ϫ7 and Ϫ10 mm, and 0 and Ϫ3 mm, relative to the center of the head in the left and right hemispheres, respectively.
The periodic condition yielded ECDs slightly medial to those obtained in the aperiodic condition ͓F͑1,9͒ = 19.1; p Ͻ 0.01͔ with the coordinates along the lateral-medial axis for the periodic and the aperiodic condition being, respectively, Ϫ53 and Ϫ55 mm in the left hemisphere, and 53 and 54 mm in the right hemisphere. No significant effects along the superior-inferior axis were found.
In order to estimate the temporal windows limiting the integration of intensity and periodicity, the N1m amplitudes were related to intensity and periodicity of the vowel stimuli ͑Figs. 8 and 9͒. Because the N1m amplitudes were similar in both cortical hemispheres, the estimates were derived from data aggregated over the hemispheres ͑Fig. 9͒. These analyses show that increasing the duration of periodic and aperiodic stimuli leads to equal increases in integrated intensity ͑Fig. 8, left panel: stimulus duration of 1-3 cycles͒. They also show that increasing the stimulus duration beyond the length of the integration window for intensity ͑denoted by i ͒ while keeping energy constant ͑as in the current case͒ leads to a drop in integrated intensity ͑Fig. 8, left panel: stimulus duration 4-10 cycles͒. The periodicity analyses, however, give very different results for the periodic as opposed to the aperiodic condition: for the periodic stimuli, instantaneous periodicity reaches a sustained plateau as stimulus duration is increased; for the aperiodic stimuli, it varies randomly around zero ͑Fig. 8, right panel͒. Consequently, the integral of periodicity increases with increasing stimulus duration up to the length of the integration window ͑denoted by ͒ for periodic stimuli only. The predictions from analyses of integrated stimulus intensity and periodicity are shown together with the N1m amplitude data in Fig. 9 .
The fitting of the parameters of the stimulus waveform analyses to the N1m amplitude data resulted in estimates of the TWI lengths of i = 20 ms for intensity integration and = 49 ms for periodicity integration. In this fitting process, the free parameter r ͑i.e., the root taken of the stimulus amplitude; Eq. ͑3͒͒ gained a value of ca. 2.5, which indicates that the function relating the acoustic intensity to neural activation is compressive. 
IV. DISCUSSION
Auditory cortical sensitivity to sound periodicity has been previously observed in the amplitude or the source location ͑Martin and Boothroyd, 1999; Hertrich et al., 2000; Alku et al., 2001; Gutschalk et al., 2002 Gutschalk et al., , 2004 Gutschalk et al., , 2006 Krumbholz et al., 2003; Soeta et al., 2005; Soeta and Nakagawa, 2008; Ritter et al., 2005; Tiitinen et al., 2005; Lütkenhöner et al., 2006; Yrttiaho et al., 2008 as well as in the latency ͑Krumbholz et Ritter et al., 2005; Soeta and Nakagawa, 2008͒ of event-related responses. In the current study, integration of speech periodicity was estimated by measuring the growth of the periodicity-sensitivity of the N1m response as a function of stimulus duration. Because the N1m reflects both periodicity-sensitive and -insensitive generators ͑e.g., Gutschalk et al., 2004; Schönwiesner and Zatorre, 2008͒ , the sensitivity of the response to the periodicity of auditory stimulation was determined in the current study by using the aperiodic condition as a reference. To this end, N1m responses were measured for periodic and aperiodic vowels with matched sound levels and spectral envelopes. Temporal integration of speech periodicity was reflected in all of the three dimensions characterizing the N1m response, namely, its amplitude, latency, and source location.
The amplitude of the N1m increased as a function of sound duration up to 30 ms, corresponding to 3 cycles of the For durations of 1 and 2 cycles, the amplitude in the periodic and aperiodic conditions was roughly equal, whereas with three to ten cycles, the amplitude in the periodic condition was larger than in the aperiodic condition. The latency was unaffected by the periodic structure of the vowel stimuli for stimulus durations up to four cycles. The latencies then diverged for the periodic and aperiodic conditions when the stimulus duration was at least 5 cycles. The error bars indicate standard error of the mean.
Left hemisphere Right hemisphere
Aperiodic Periodic Aperiodic Periodic
Number of cyclces FIG. 6 . ECDs fitted to the grand-averaged N1m responses elicited by the periodic and aperiodic vowels with durations corresponding to the number of cycles of the periodic vowel. At stimulus durations of 3 cycles and above, periodicity-sensitivity was reflected as an anterior shift of the N1m sources in the periodic condition, which was not observed in the aperiodic condition ͑see Fig. 7 for mean values͒. The arrows indicate the orientation and the magnitude ͑4 nAm/cm͒ of the ECDs. The isocontour lines ͑step= 15 fT͒ represent the magnetic field distribution measured at the peak latency of the N1m response and indicate the magnetic field entering ͑black͒ and exiting ͑gray͒ the scalp. For stimulus durations of 1 and 2 cycles, the source locations in the periodic and aperiodic conditions were roughly equal, whereas for durations of 3-10 cycles, the location in the periodic condition was more anterior than in the aperiodic condition. The error bars indicate standard error of the mean. periodic vowel stimulus, after which the amplitude decreased as a function of stimulus duration. Importantly, the N1m amplitude and source location for the periodic and aperiodic vowel conditions diverged at a durational limit of 3 cycles, or 30 ms. This observation of larger amplitudes and more anterior generator source locations of the N1m in the periodic than in the aperiodic condition conforms with previous reports of cortical sensitivity to sound periodicity ͑Alku et Gutschalk et al., 2004 Gutschalk et al., , 2006 Tiitinen et al., 2005; Yrttiaho et al., 2008 . Moreover, with durations of 5 cycles or 50 ms and above, the latency of the N1m decreased in the periodic but not in the aperiodic condition. This decrease of the response latency is similar to the previously observed latency effects observed in transient periodicityspecific responses of the human auditory cortex ͑Krumbholz et Ritter et al., 2005; Soeta and Nakagawa, 2008͒ . Thus, a temporal window of integration of speech periodicity of approximately 30-50 ms, or 3-5 cycles, could be suggested based on the current results. An important question is whether the TWI for sound periodicity is characterized by the number of stimulus cycles or by absolute time. Lending support to the possibility of periodicity integration in terms of the number of cycles are the psychoacoustic results of Wiegrebe ͑2001͒ and Krumbholz et al. ͑2003͒. Wiegrebe ͑2001͒ showed that pitch strength depended on both the F0 and the number of cycles, and was able to model this interaction with time windows for pitch extraction that scale with the period length of the stimuli. Similarly, the F0-discrimination thresholds reported by Krumbholz et al. ͑2003͒ were approximately invariant for different stimulus durations when expressed as the number of cycles in the F0-range of 63-250 Hz. The temporal integration of periodicity can also be estimated from the latency of brain responses elicited by the accumulation of periodicity after energetically matched baseline stimulation. Jones ͑2003͒ studied event-related potentials to the start of a steady-state four-tone complex after a period during which the frequencies of the partials were randomly varied at 16 changes/s. The latencies of the N1 and P2 elicited by the onset of the steady-state stimulation were shorter for harmonic than for non-harmonic stimuli. As the repetition cycle of the harmonic tones was shorter than that of the nonharmonic ones, these results may reflect temporal integration of periodicity by number of cycles. Further support for this view comes from Krumbholz et al. ͑2003͒ , who measured feature-change responses to the onset of periodicity following continuous noise. They observed these responses to be elicited after accumulation of a constant number of 4 periIntensity Periodicity The integration of compressed intensity is shown as the area outlined by the intensity waveform during first 20 ms ͑in black͒. This integral is also depicted as the height of the adjacent bars. Vowel periodicity was expressed as the correlation coefficients computed between two consecutive fundamental periods of the stimulus as shown in the periodicity column. The integration of periodicity was modeled by a cumulative sum of the correlation coefficients over 49 ms, and is shown by the area under the curve in the periodicity column and by the height of the adjacent bars. For the periodic condition this integral increased with increasing stimulus duration up to 5 cycles. For aperiodic stimuli this integral is close to zero for all durations. Stimulus duration in units corresponding to number of cycles of the periodic vowel stimuli is given numerically on the left. FIG. 9. The predictions of the N1m amplitude based on summation of energy-and periodicity-sensitive activations. The analyses of intensity and periodicity integration ͑Fig. 8͒ have been used to predict the behavior of the N1m amplitude as a function of stimulus duration separately for the periodic and aperiodic conditions. The gray and black curves represent the sum of intensity and periodicity windowed over approximately 20 and 49 ms, respectively. The N1m amplitude in aperiodic condition was proportional to the as sum of integrated intensity I, that is, N1m aper ϰ I. Containing no periodicity cues, the process of periodicity integration is negligible in the aperiodic condition. According to the prediction, the amplitude first increased up to the durations corresponding to the length of the intensity window and declined for longer durations where most stimulus energy is distributed subsequent to the integration window. The N1m in the periodic condition was predicted by the combination of intensity integration I, as in the aperiodic condition and periodicity integration P, that is, N1m per ϰ I + P. The N1m data, shown with markers, is aggregated over the hemispheres.
odic cycles irrespective of the period length of stimulation. Besides modulating the periodicity-sensitivity of the N1m response, stimulus duration had an independent effect on the N1m amplitude. This effect was manifested as an initial increase in the N1m amplitude for stimulus durations up to a limit of 30 ms followed by a decline in the amplitude with durations exceeding this limit. This decline was not paralleled in terms of the periodicity-sensitivity, which persisted after reaching its maximum level. Furthermore, as this effect of duration on the N1m was strongest for the aperiodic condition, it seems to reflect auditory processing that is largely independent of sound periodicity. Thus, the current results seem to reflect two separate temporal integration processes. Given that intensity integration takes place in the auditory system ͑e.g., Florentine et al., 1988͒ , the current changes in the N1m amplitude might reflect variations in the amount of integrated stimulus intensity arising from the use of stimuli with different durations. Specifically, integrated intensity might be determined by auditory non-linear compression of stimulus intensity on the one hand ͑Moore and Oxenham, 1998͒ and a limited temporal window of integration on the other. This hypothesis was tested by comparing measures of integrated intensity of the vowel stimuli to the variation of the N1m amplitude as a function of stimulus duration. This analysis revealed that a 20-ms TWI for intensity explains the initial rise and the subsequent decline in the N1m amplitude as a function of stimulus duration.
The intensity analysis alone, however, does not explain the emergence of cortical sensitivity to vowel periodicity observed for stimulus durations of 3 cycles or more. Instead, the difference in the N1m amplitude between periodic and aperiodic conditions was shown to be directly proportional to periodicity integrated over a window of 49 ms. Thus, the current changes in the N1m amplitude can be explained by a combination of integration of stimulus intensity and periodicity.
The current results have significant implications for the understanding of cortical processing of periodicity-related features in natural speech. They show that the cortical activity underlying the N1m response is sensitive to the periodicity of very short vowels lasting only 30 ms. This suggests a rate of processing that is rapid enough to encode the periodicity of voiced segments throughout the span of segmental durations that are found in communicative speech ͑Crystal and House, 1982͒ and agrees with the behavioral minimum duration for F0 discrimination of vowel sounds ͑Robinson and Patterson, 1995a͒. According to recent neuroimaging studies, speech sounds are processed in the brain both by auditory cortex and, higher up in the hierarchical chain of processing, by regions responding selectively to speech sounds ͑Uppenkamp et al., 2006͒. Based on the current results, it is difficult to make inferences about the hierarchical order in speech processing of the underlying periodicitysensitive generators of the N1m. However, it has been shown that this response is sensitive both to vowel periodicity ͑Her-trich et al., 2000; Alku et al., 2001; Tiitinen et al., 2005; Yrttiaho et al., 2008 and to the spectral envelope that defines vowel identity ͑Mäkelä et Shestakova et al., 2004 , Tiitinen et al., 2005 , Ogata et al., 2006 . Thus, it is evident that the N1m response indexes brain activation that is highly important for the processing of speech sounds.
The currently observed TWI for the periodicity of speech is, interestingly, of comparable length to the integration window describing the comprehension of speech ͑cf. Saberi and Perrott, 1999͒ . Such an integration window has been studied by dividing speech signals into locally timereversed segments. This kind of speech remains highly intelligible, provided that the segments are no more than 50 ms long ͑Saberi and Perrott, 1999͒. Thus, cues used for speech comprehension seems to be integrated over a window of 50 ms, which agrees with the TWI for speech periodicity observed in the current results. However, based on the currently available data, it is uncertain whether this agreement would hold if different F0 values or speaking rates were used. As these features were not varied in the current study or in the study by Saberi and Perrott ͑1999͒, it is difficult to predict how the integration windows of vowel periodicity and sentence comprehension scale with vowel F0 and speaking rate, respectively. Further, the integration time for speech comprehension may depend on the size of the linguistic unit in question: while listeners are able to identify single vowels that are too short to support equivalent pitch judgments ͑Robinson and Patterson, 1995a͒ , it has been shown that the intelligibility of spoken sentences depends on the variability of the F0 of the periodic segments ͑Laures and Weismer, 1999͒. Thus, more research is needed to clarify the interplay between speech periodicity and comprehension.
Perceptually, periodic sounds differ from aperiodic ones in that only the former produce the sensation of pitch. Therefore, one might consider the relationship that the duration of speech sounds has to the cortical sensitivity to periodicity on the one hand and to the perception of pitch on the other. The effect of stimulus duration on pitch perception has been studied through pitch discrimination and identification performance ͑Patterson et al., 1983; Patterson, 1995a, 1995b; Krumbholz et al., 2003͒ as well as through the salience of the perceived pitch ͑Wiegrebe, 2001͒. On a general level, all of these studies indicate that the accuracy and saliency of pitch perception increases as a function of stimulus duration. Typically, threshold performance or pitch salience for harmonic stimuli is achieved for stimulus durations of at least 2-4 cycles. Furthermore, periodicity seems to be integrated over a window length that exceeds this threshold because performance may be enhanced up to durations of 32 cycles ͑Robinson and Patterson, 1995a . Comparable effects were observed for both vowel ͑Robinson and Patterson, 1995a͒ and non-speech stimuli ͑Robinson and Patterson, 1995b͒. The current findings on the N1m response showed an initial threshold for periodicity-sensitivity at the duration of 3 cycles of the vowel stimulus. By modeling the changes in the N1m amplitude as a compound of periodicity and intensity integration, the current results suggest an integration of periodicity that continues beyond the initial threshold duration. Thus, within the limited scale of the initial 100-ms of post-stimulus time, the perception of pitch as a function of stimulus duration seems to parallel the increase in periodicity-sensitivity in cortex.
In summary, the duration of speech sounds affects several auditory phenomena including intensity integration, speech intelligibility, and pitch. The present study focused on the significance of the duration of vowel stimuli to the cortical sensitivity of their periodicity. As periodicity is defined by a stable repetition of a signal over time, the extraction of speech periodicity requires temporal integration of this acoustic repetition. A governing factor in such an integration process is the temporal window over which the acoustic cues are integrated. While the current results are indecisive on whether periodicity is integrated primarily with respect to the number of stimulus cycles or absolute time, this initial study using stimuli with an F0 of 106 Hz, typical to natural male speech, provides a justified estimate of the integration window for speech periodicity. In particular, the current results point to a temporal window of periodicity integration of 3-5 cycles of a vowel sound, or 30-50 ms in absolute time. Thus, the N1m response indexes rapid processing of speech periodicity that is likely to be used in the conditions of actual speech communication.
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