We consider the problem of testing for uniformity on high-dimensional unit spheres. We are primarily interested in non-null issues. To this end, we consider rotationally symmetric alternatives and identify alternatives that are contiguous to the null of uniformity. This reveals a Locally and Asymptotically Normality (LAN) structure, which, for the first time, allows to use Le Cam's third lemma in the high-dimensional setup. Under very mild assumptions, we derive the asymptotic non-null distribution of the high-dimensional Rayleigh test and show that this test actually exhibits slower consistency rates.
Introduction. Problems involving a number p of variables that is large compared
to the number n of individuals are of course very common in modern statistics. In various such problems, only the relative magnitude of the p variables is important, so that it may be assumed that the observations belong to the unit sphere S p−1 := {x ∈ R p : x = √ x x = 1}, with p large. This found applications in magnetic resonance, gene-expression, and text mining, among others; see Dryden (2005) , Banerjee et al. (2003) , and Banerjee et al. (2005) , respectively. Developing inference procedures for data on high-dimensional spheres, in an (n, p)-asymptotic framework, is therefore a legitimate objective, which was already considered, e.g., in Dryden (2005) , Cai and Jiang (2012) , Cai, Fan and Jiang (2013) , Paindaveine and Verdebout (2015) , and Ley, Paindaveine and Verdebout (2015) .
In this paper, we consider hypothesis testing for high-dimensional spherical data and restrict to the most fundamental problem in the field, namely the problem of testing for uniformity over the unit sphere. More precisely, we assume that observations take the form of a triangular array of random vectors X ni , i = 1, . . . , n, n = 1, 2, . . . , where, for any n, the X ni 's are mutually independent and share a common distribution on the unit sphere S pn−1 , and, as in Cai and Jiang (2012) , Cai, Fan and Jiang (2013) , and Paindaveine and Verdebout (2015) , we want to test the null hypothesis H 0n that the common distribution of the X ni 's, i = 1, . . . , n is the uniform over S pn−1 . We are primarily interested in the high-dimensional case (p n → ∞); yet some of our results will also apply to the low-dimensional case (the sequence (p n ) is bounded), hence to the classical fixed p-case (p n = p for n large enough).
This will allow us to compare the low-and high-dimensional cases.
Whenever p n -dimensional observations X in , i = 1, . . . , n are available, the most classical test of uniformity is the Rayleigh (1919) test, that rejects H 0n for large values of R n := np n X n 2 = p n + 2p n n 1≤i<j≤n X ni X nj , whereX n := 1 n n i=1 X ni . For fixed p, the test is based on the null asymptotic χ 2 p distribution of R n . In the high-dimensional setup, Paindaveine and Verdebout (2015) showed that, after appropriate standardization, the Rayleigh statistic is asymptotically normal under the null. More precisely, they established the following result. Theorem 1.1 ). Let p n be a sequence of positive integers converging to ∞ as n → ∞. Assume that X ni , i = 1, . . . , n, n = 1, 2, . . . , is a triangular array of random vectors such that, for any n, X n1 , X n2 , . . . , X nn are mutually independent and are all uniformly distributed on S pn−1 . Then
X ni X nj converges weakly to the standard normal as n → ∞.
The resulting high-dimensional Rayleigh test, that rejects H 0n at asymptotic level α whenever R St n exceeds the α-upper standard Gaussian quantile, has excellent asymptotic null properties. Quite remarkably, indeed, the asymptotic result above is "universal" in the sense that it does not impose any condition on the way p n goes to infinity with n, so that the test can be applied as soon as p n and n are large, without bothering about their relative magnitude. This is in sharp contrast with most results in high-dimensional statistics that typically impose conditions such as p n /n → c for some c > 0 (for another recent work that defines a universal high-dimensional test, see Wang, Peng and Li (2015) ). Moreover, a common asymptotic null distribution is obtained for each (n, p)-regime, unlike, e.g., for the tests proposed in Cai and Jiang (2012) and Cai, Fan and Jiang (2013) .
On their own, however, the asymptotic result stated in Theorem 1.1 is not sufficient to justify resorting to the Rayleigh test : the trivial test, that would discard the data and reject H 0n with probability α, is also "universally" asymptotically valid under the null, yet is a very poor test since its power function is uniformly equal to the nominal level α. Showing that the Rayleigh test is to be recommended therefore requires a careful investigation of its power behaviour, which is one of the main objectives of this paper.
Throughout, we will actually consider a specific, semiparametric, class of alternatives, associated with the so-called rotationally symmetric distributions; see Section 2 for a definition. While they may at first seem arbitrary, these alternatives are actually the analog, in the directional problem of testing for uniformity, of the "spiked" alternatives that are very often considered in the Euclidean case for tests on covariance matrices; see, e.g., Berthet
and Rigollet (2013), Hallin (2013, 2014) , and Wang, Berthet and Samworth (2014) . Our first main contribution is to identify sequences of rotationally symmetric alternatives that are contiguous to the null of uniformity. More : we actually show that Local and Asymptotical Normality (LAN) holds in the vicinity of uniformity, which, to the best of our knowledge, is the first instance of LAN in high-dimensional statistics.
This LAN result is universal, still in the sense that it does not impose any restriction on the way p n goes to infinity with n (throughout, we use the word universal in this sense).
As usual, the LAN structure allows to use sophisticated asymptotic results such as Le The outline of the paper is as follows. In Section 2, we define the class of rotationally symmetric alternatives and we identify the corresponding contiguous alternatives. There, we also provide the first LAN result in the high-dimensional setup. In Section 3, we describe some (infeasible) "oracle" tests that achieve Le Cam optimality, we explain their link with the Rayleigh test, and we apply Le Cam's third lemma to the latter. In Section 4, we derive the asymptotic distribution of the Rayleigh test statistic under general rotationally symmetric alternatives and study the resulting limiting powers. In Section 5, we illustrate our asymptotic results through simulations. We summarize the main findings of the paper in Section 6. Finally, the appendix collects most of the proofs (the remaining proofs, that require original bounds on modified Bessel functions ratios, are reported in the supplementary article Cutting, Paindaveine and Verdebout (2015) ).
2. Contiguous alternatives and local asymptotic normality. As already mentioned, we will consider specific alternatives to the null uniformity over the p-dimensional unit sphere S p−1 , namely rotationally symmetric alternatives. A p-dimensional vector X is said to be rotationally symmetric about θ θ θ(∈ S p−1 ) if and only if OX is equal in distribution to X for any orthogonal p × p matrix O satisfying Oθ θ θ = θ θ θ; see, e.g., Saw (1978) .
Such distributions are fully characterized by the location parameter θ θ θ and the cumulative distribution function F of X θ θ θ. The null of uniformity (under which θ θ θ is not identifiable)
is associated with 
, where I ν (·) is the order-ν modified Bessel function of the first kind and κ(> 0) is a concentration parameter (the larger the value of κ, the more concentrated about θ θ θ the distribution is on S p−1 ); see Mardia and Jupp (2000) for further details.
In this section, we will actually restrict to rotationally symmetric distributions that are absolutely continuous (with respect to the surface area measure on S p−1 ) and for which the corresponding densities, in the spirit of FvML distributions, involve a concentration parameter. More precisely, we consider densities of the form
where the location parameter θ θ θ belongs to S p−1 , the concentration parameter κ(> 0) plays the same role as for FvML distributions, and the function f : R → R + satisfies f (0) = 1 and admits a positive derivative at 0 (f (0) > 0). These restrictions on f guarantee identifiability of θ θ θ, κ and f . Irrespective of f , the boundary value κ = 0 corresponds to the uniform distribution over S p−1 . Finally, it is well-known that, if X has density (2.3), then X θ θ θ has density
(throughout I[A] stands for the indicator function of the set or condition A). This is compatible with the cumulative distribution functions in (2.1)-(2.2), and shows that
To address the high-dimensional case, we will consider triangular arrays of observations X ni , i = 1, . . . , n, n = 1, 2, . . . where the random vectors X ni , i = 1, . . . , n take values in S pn−1 . More specifically, for any θ θ θ n ∈ S pn−1 , κ n > 0 and f as above, we will denote as P (n) θ θ θn,κn,f the hypothesis under which X ni , i = 1, . . . , n are mutually independent and share the common density x → c pn,κn,f f (κ n x θ θ θ n ). In line with our interpretation of concentration parameters, larger values of κ n provide increasingly severe deviations from the null of uniformity, which is obtained as κ n goes to zero. Denoting the null hypothesis as P (n) 0 , it is then natural to wonder whether or not "appropriately small" sequences κ n make P (n) θ θ θn,κn,f and P Theorem 2.1. Let (p n ) be a sequence in {2, 3, . . .}. Let (θ θ θ n ) be an arbitrary sequence with θ θ θ n ∈ S pn−1 for all n, (κ n ) be a positive sequence such that κ 2 n = O( pn n ), and assume that f is twice differentiable in 0. Then, the sequence of alternative hypotheses P (n) θ θ θn,κn,f and the null sequence P (n) 0 are mutually contiguous.
This contiguity result covers both the low-and high-dimensional cases. In the lowdimensional case, the usual parametric rate κ n ∼ 1/ √ n provides contiguous alternatives, which implies that, irrespective of f , there exist no consistent tests for H 0n : {P
The high-dimensional case is more interesting. First, we stress that the contiguity result in Theorem 2.1 is universal, hence in particular applies when (a) p n /n → c for some c ∈ (0, ∞) or (b) p n /n → ∞. Interestingly, the result shows that contiguity in cases (a)-(b) can be achieved for sequences (κ n ) that do not converge to zero : a constant sequence (κ n ) ensures contiguity in case (a), whereas contiguity in case (b) may even be obtained for a sequence (κ n ) that converges to infinity in a suitable way. In both cases, there then exist no consistent tests for H 0n : {P (n) 0 } against the corresponding sequence of alternatives H 1n : {P (n) θ θ θn,κn,f }, despite the fact that the sequences (κ n ) are not o(1). This may be puzzling at first since such sequences are expected to lead to severe alternatives to uniformity; it actually makes sense, however, that the fast increase of the dimension p n , despite the favorable sequences (κ n ), makes the problem difficult enough to prevent the existence of consistent tests.
The next result states that the model considered is Locally and Asymptotically Normal (LAN), with contiguity rate κ n = O( p n /n). As Theorem 2.1, the result covers both the low-and high-dimensional cases. In low dimensions, it shows that the usual parametric contiguity rate κ n ∼ 1/ √ n is obtained. More importantly, it provides to the best of our knowledge, the first instance of the LAN structure in high dimensions (see Appendix A for a proof).
Theorem 2.2. Let (p n ) be a sequence in {2, 3, . . .}. Let (θ θ θ n ) be an arbitrary sequence with θ θ θ n ∈ S pn−1 for all n, κ n = τ n p n /n, where the positive sequence (τ n ) is O(1) but not o(1), and assume that f is twice differentiable in 0. Let
and that (ii) ∆ (n) θ θ θn,f is asymptotically normal with zero mean and variance Γ f . In other words, the model {P (n) θ θ θn,κ,f : κ ≥ 0} is locally and asymptotically normal (LAN) at κ = 0 with central sequence ∆ (n) θ θ θn,f , Fisher information Γ f , and contiguity rate p n /n.
As usual, local asymptotic normality paves the way to the construction of (locally and asymptotically) optimal tests. The corresponding asymptotic powers provide the natural benchmark to evaluate the performance of the Rayleigh test, both in the low-and highdimensional cases. These points are addressed in the next section.
Optimal testing and performances of the Rayleigh test against contiguous
alternatives. Fix (θ θ θ n ), (κ n ) and f as in Theorem 2.2, and consider the problem of
Denoting by Φ the cumulative distribution function of the standard normal, the test φ (n) θ θ θn that rejects the null whenever
is locally and asymptotically most powerful at level α. This test does not depend on f (whence the notation φ (n) θ θ θn ), hence is also locally and asymptotically most powerful at level α when testing {P
θ θ θn,κn,f }, where F stands for the collection of functions f : R → R + that are twice differentiable at 0 and satisfy f (0) = 1 and f (0) > 0. Le Cam's third lemma implies that, under P (n) θ θ θn,κn,f , with κ n = τ p n /n, ∆ (n) θ θ θn,f is asymptotically normal with mean Γ f τ and variance Γ f . Consequently, the corresponding asymp-
This applies both to the low-and high-dimensional cases.
Of course, the "oracle" test above is infeasible since θ θ θ n is unspecified in practice (all the more so that, under the null of uniformity, θ θ θ n is not identifiable). Of course, it is natural to replace θ θ θ n with an estimator, such as the so-called spherical meanθ θ θ n =X n / X n . The resulting test rejects the null of uniformity for large values of
or equivalently, for large values of the Rayleigh test statistic R n = np n X n 2 . This suggests that the Rayleigh test may be locally and asymptotically most powerful at level α when testing {P
θ θ θn,κn,f } We now investigate whether this is the case or not, both in the low-and high-dimensional cases.
We start with the low-dimensional case. We actually restrict to the fixed-p case, since it is needed that p n → p for the Rayleigh test statistic to have a non-trivial asymptotic distribution under contiguous alternatives. Consider then the contiguous alternatives P (n) θ θ θn,κn,f , with κ n = τ n p/n, where the sequence (τ n ) converges to some τ ∈ (0, ∞); compare with the local alternatives from Theorem 2.2. Denoting by χ 2 k (δ) the non-central chi-square distribution with k degrees of freedom and non-centrality parameter δ, Le Cam's third lemma allows to show that, as n → ∞ under the sequence of alternatives above,
where D → denotes weak convergence (for the sake of completeness, we provide a proof in Section 1 of the supplementary article Cutting, Paindaveine and Verdebout (2015)).
Consequently, the asymptotic power of the Rayleigh test under this sequence of alternatives
where Ψ p (·) denotes the cumulative distribution function of the χ 2 p distribution. This shows that, in the fixed-p case, the Rayleigh test has non-trivial asymptotic powers against the contiguous alternatives from Theorem 2.2, but that it is not locally and asymptotically most powerful at level α (it can indeed be checked that, irrespective of f (0)(> 0), τ (> 0), and α(∈ (0, 1)), the powers in (3.4) are strictly smaller than those in (3.2)).
The story for the high-dimensional case is very different, as it can be guessed from the fixed-p result in (3.3), by adopting the following heuristic reasoning. In view of (3.3), we have that, as n → ∞ under P (n) θ θ θn,κn,f , with κ n = τ n p/n, where the sequence (τ n ) converges to some τ ∈ (0, ∞),
where both chi-square terms are independent. When both n and p are large, it is therefore expected that, under the same sequence of alternatives,
where Z n ≈ L means "the distribution of Z n is close to L". Thus, in the high-dimensional case (where p = p n → ∞), R St n is expected to be standard normal under these alternatives, which would imply that the Rayleigh test has asymptotic powers equal to the nominal level α (Theorem 1.1 indeed states that the asymptotic null distribution of R St n is also standard normal).
Thanks to our high-dimensional LAN result in Theorem 2.2, this heuristics can be confirmed rigorously. Theorem 2.2 readily yields that, as n → ∞ under P (n) 0 , and with κ n = τ n p n /n (where τ n is O(1)),
so that Le Cam's third lemma implies that R St n remains -(n, p)-universally -asymptotically standard normal under P (n) θ θ θn,κn,f , where κ n = τ n p n /n, with τ n = O(1). This confirms that, unlike in the low-dimensional case, the Rayleigh test does not show any power under the high-dimensional contiguous alternatives from Theorem 2.2. Equivalently, this shows that the Rayleigh test fails to be rate-consistent in high dimensions.
This of course raises natural questions on the Rayleigh test : in the high-dimensional case, can this test asymptotically detect non-trivial alternatives? If the answer is positive, how close are these alternatives to the contiguous alternatives in Theorem 2.2? We thoroughly address these questions in the next section.
4. Asymptotic non-null behavior of the Rayleigh test. In this section, we derive the (n, p)-asymptotic distribution of the Rayleigh test under distributions that encompass those considered in Section 2, namely under general rotationally symmetric distributions.
We do not require that the rotationally symmetric alternatives considered are absolutely continuous with respect to the surface area measure on the unit sphere, nor that they involve a concentration parameter κ. Yet one of our objectives is to interpret the results we derive in this section in the light of the contiguity/LAN/rate-consistency results obtained in Sections 2 and 3.
More specifically, the sequences of alternatives we consider in this section are described by triangular arrays of observations X ni , i = 1, . . . , n, n = 1, 2, . . . such that, for any n, X n1 , X n2 , . . . , X nn are mutually independent and share a common rotationally symmetric distribution on S pn−1 . We will denote by P (n) θ θ θn,Fn the corresponding hypothesis in the case where X ni is rotationally symmetric about θ θ θ n and X ni θ θ θ n has cumulative distribution function F n . Since the Rayleigh test statistic is invariant under rotations, we will, without any loss of generality, restrict to the case for which θ θ θ n , for any n, coincides with the first vector of the canonical basis of R pn . The corresponding sequence of hypotheses will then simply be denoted as P Fn , the mean and variance of R St n are given by
and
where we let e n := E[(X ni θ θ θ n ) ] andẽ n := E[(X ni θ θ θ n − e n1 ) ] denote the th-order noncentral and central moments associated with F n and where
Note that, under P (n) 0 , we have e 1n = 0 andẽ 2n = e 2n = 1/p n , which provides the null values of E[R St n ] and Var[R St n ] stated above. Now, as soon as p n goes to infinity with n, the asymptotic variance in the previous result is equivalent to the simpler quantity
which we use in the sequel. Parallel to to the null case (see Theorem 1.1), it can be expected that, when properly standardized by using the mean and variance in Proposition 4.1 (or the asymptotically equivalent variance σ 2 n ), the Rayleigh test statistic will be asymptotically standard normal under a broad class of rotationally symmetric alternatives. This is confirmed in the following result (see Appendix B.2 for a proof).
Theorem 4.1. Let (p n ) be a sequence of positive integers converging to ∞ as n → ∞.
Assume that the sequence (P (n)
Fn ) is such that, as n → ∞,
converges weakly to the standard normal distribution as n → ∞.
This result applies under very mild assumptions, that in particular do not impose absolute continuity nor any other regularity conditions. The only structural assumptions are the conditions (i)-(iii) above. These, however, may only be violated for rotationally symmetric distributions that are very far from the null of uniformity (hence, for alternatives under which there is in practice no need for a test of uniformity). Indeed, a necessary -yet far from sufficient -condition for (i)-(iii) to be violated is that X ni θ θ θ n converges in probability to some constant c(∈ [−1, 1]), which is also quite pathological in the highdimensional context considered. Moreover, if one restricts to FvML rotationally symmetric distributions (see Section 2), then (i)-(iii) always hold, that is, they hold without any constraint on the concentration κ n nor on the way the dimension p n goes to infinity with n (the proof of this statement is very lengthy and requires original results on modified Bessel functions ratios, hence is provided in the supplementary article; see Section 2 of Cutting, Paindaveine and Verdebout (2015) ). This shows that the non-null asymptotic result in Theorem 4.1, parallel to the null one in Theorem 1.1, may be considered universal.
Convergence rates in the asymptotic normality in Theorem 4.1 can be obtained by deriving appropriate Berry-Esseen bounds. This relatively easily follows from a classical result from Heyde and Brown (1970) and the estimates provided in the proof of Theorem 4.1.
More precisely, we establish the following result in Appendix B.3.
Theorem 4.2. Let (p n ) be a sequence of positive integers converging to ∞ as n → ∞.
Fn ) satisfies the assumptions of Theorem 4.1. Then, there exist a constant C and a positive sequence (s n ) converging to one as n → ∞ such that
for n large enough (the exact expression of s n is given in the appendix; see (B.7)).
Theorems 4.1 and 4.2 allow to compute the asymptotic power of the Rayleigh test under appropriate sequences of alternatives. As mentioned above, the null of uniformity H 0n provides e 1n = 0 andẽ 2n = 1/p n . Here, we therefore consider "local" departures from uniformity of the form H 1n : P (n)
Fn : e n1 = 0 + ν n τ 1 ,ẽ n2 = (1/p n ) + ξ n τ 2 · A natural question is : in the high-dimensional case, what are the rates ν n and ξ n at which the Rayleigh test can discriminate between the null and these local alternatives? The following result is also proved in Appendix B.3.
Theorem 4.3. Let (p n ) be a sequence of positive integers converging to ∞ as n → ∞.
Consider a sequence (P (n)
Fn ) that satisfies the assumptions of Theorem 4.1 and provides
Then, under P (n)
Fn , the asymptotic power of the Rayleigh test is given by
Clearly, it is of interest to investigate how severe are the local alternatives in (4.2) compared to the contiguous alternatives in Theorem 2.2, under which the Rayleigh test does not show any power in the high-dimensional case; see Section 3. To do so, note that,
θ θ θn,κn,f , with κ n = τ n p n /n, where the positive sequence (τ n ) is o(
we have
where we used twice Lemma A.1. Under the same sequence of alternatives, we obtain similarly e 2n = c pn,κn,f
The contiguous alternatives in Theorem 2.2 are of the form P (n) θ θ θn,κn,f , with κ n = τ p n /n (for the sake of simplicity, we consider here the case τ n = τ for all n). For such alternatives,
which clearly corresponds to (slightly) less severe deviations from the null than the local alternatives in (4.2).
Interestingly, we might have guessed that, in the high-dimensional case, the local alternatives in (4.2) are those that can be detected by the Rayleigh test. Recall indeed that heuristic arguments in Section 3 suggested that, under P (n) θ θ θn,κn,f , with κ n = τ p/n, the distribution of R St n is close to N τ 2 / √ 2p, 1 + 2(f (0)τ ) 2 /p for n large. Consequently, to obtain, in the high-dimensional case, an asymptotic non-null distribution that is different from the limiting null (standard normal) one, we need to consider alternatives of the form P (n) θ θ θn,κn,f , with κ n = τ p 3/4 n / √ n, under which, the distribution of R St n should approximately be N τ 2 / √ 2, 1 for n large. At least if p n = o(n 2 ) (a constraint that is superfluous in the FvML case), these alternatives, in view of (4.3)-(4.4), lead to (4.6)
which coincides with the local alternatives in (4.2).
A Monte-Carlo study.
In this section, we present the results of a Monte Carlo study we conducted to check the validity of our asymptotic results. We performed two simulations. In the first one, we generated independent random samples of the form In both simulations, the value = 0 corresponds to the null hypothesis of uniformity, while = 1, 2, 3, 4 provide increasingly severe alternatives. The case j = 1 corresponds to the contiguous alternatives under which local asymptotic normality holds (see Theorem 2.2 and (4.5)), whereas j = 2 is associated with the alternatives under which the Rayleigh test shows non-trivial asymptotic powers in the high-dimensional setup (see (4.2) and the discussion above (4.6)).
For any (n, p) ∈ C × C, with C := {30, 100, 400}, any j ∈ {1, 2}, and any ∈ {0, 1, 2, 3, 4}, we generated M = 2, 500 independent random samples X ( ) i;j , i = 1, . . . , n, as described above, and evaluated the rejection frequencies of the following two tests, conducted at nominal level 5%: (i) the oracle test φ (n) θ θ θn in (3.1) and (ii) the high-dimensional Rayleigh test (that is, the test that rejects the null of uniformity whenever the statistic R St in (1.1) exceeds the 95%-quantile of the standard normal distribution). Rejection frequencies are plotted in Figures 1 and 2 , for FvML and "beta" alternatives, respectively.
In each figure, we also plot the corresponding asymptotic powers, obtained from (3.2), Theorem 4.3, and the facts that (i) the high-dimensional Rayleigh test does not show any asymptotic power against (j = 1)-alternatives and that (ii) the oracle test is consistent against (j = 2)-alternatives.
Clearly, for both simulations, rejection frequencies match extremely well the corresponding asymptotic powers, irrespective of the tests and types of alternatives considered (the only possible exception is the oracle test under ( = 1, j = 1)-alternatives; this, however, is obviously only a consequence of the lack of continuity of the corresponding asymptotic power curve). Quite remarkably, this agreement is also very good for relatively small sample size n and dimension p. Beyond validating our asymptotic results, this Monte Carlo study therefore also shows that these results are relevant for practical values of n and p. Rejection frequencies (dashed) and asymptotic powers (solid), under the null of uniformity over the p-dimensional unit sphere ( = 0) and increasingly severe "beta" rotationally symmetric alternatives ( = 1, 2, 3, 4), of the oracle test from Section 3 (red/orange) and the high-dimensional Rayleigh test (green). Light colors (orange and light green) are asociated with contiguous alternatives under which LAN holds, whereas dark colors (red and dark green) correspond to the more severe alternatives under which the Rayleigh test shows non-trivial (n, p)-asymptotic powers; see Section 5 for details.
6. Conclusions. We summarize the results derived in the paper. In the problem of testing uniformity on the unit sphere against rotationally symmetric alternatives, we identified contiguous alternatives and showed that the model considered is locally and asymptotically normal (LAN) in the vicinity of the null hypothesis. This LAN structure allows to determine the maximal local asymptotic powers that can be achieved and to define "oracle" tests achieving these. Oracle tests are infeasible since they require the location parameter θ θ θ n to be known. When replacing θ θ θ n with the spherical mean estimatorX n / X n , the oracle test actually reduces to the Rayleigh test. We thoroughly studied the asymptotic behaviour of the latter test under general rotationally symmetric alternatives.
Throughout, both the low-dimensional and high-dimensional cases are covered and actually lead to very different conclusions. In the low-dimensional case, the contiguity rate is the classical 1/ √ n rate and the Rayleigh test shows non-trivial asymptotic powers against the corresponding alternatives, even though it is not asymptotically optimal. In the highdimensional case, contiguity rates are of the form p n /n, irrespective of the speed at which p n goes to infinity with n. Under such local alternatives, the Rayleigh test has powers equal to the nominal level α, so that the cost of estimating θ θ θ n is more severe in the high-dimensional case than in the low-dimensional one. While the Rayleigh test
is not rate-optimal in high dimensions, we identified less severe local alternatives, with rate p
3/4
n / √ n, that can be detected asymptotically by this test. Simulation results are in remarkable agreement with our asymptotic results, even for moderate values of n and p.
APPENDIX A: PROOFS FOR SECTION 2
The proofs of Theorem 2.1 and Theorem 2.2 require the following preliminary result.
Lemma A.1. Let g : R → R be twice differentiable in 0. Let κ n be a positive sequence
Proof of Lemma A.1. Write first
Using the identity
and letting t = κ n s then provides
where h n is defined through
By using the fact that κ n = o( √ p n ), it is easy to check that the h n 's form an approximate δ-sequence, in the sense that
for any ε > 0. It follows that
where we used L'Hôpital's rule. This yields the result.
Proof of Theorem 2.1. In this proof, all expectations and variances are taken under the null of uniformity P (n) 0 and all stochastic convergences and o P 's are as n → ∞ under P (n) 0 . Consider then the local log-likelihood ratio
throughout, we write f,k := (log f ) k and E nk := E f,k (κ n X ni θ θ θ n ) (E nk actually depends on κ n , p n and f , but we simply write E nk to avoid a heavy notation).
Lemma A.1 readily yields n log c pn,κn,f c pn = −n log c pn
Similarly, for any positive integer k,
Combining (A.2) and (A.3), and using the identity f,1 (0) = f (0) − (f (0)) 2 readily yields
Turning to L n2 , write
where we wrote V n := Var log f (κ n X ni θ θ θ n ) . First note that (A.3) provides
Since the W ni , i = 1, . . . , n are mutually independent with mean zero and variance 1/n, we obtain that We may therefore assume that κ 2 n = τ 2 n p n /n, where the positive sequence (τ n ) is O(1) but not o(1). In this case, (A.5) rewrites as
Applying the Cauchy-Schwarz inequality and the Chebychev inequality, then using (A.3) and (A.4), provides that, for some positive constant C,
where we have used the fact that f,4 (0) = 0. This shows that n i=1 W ni satisfies the classical Levy-Lindeberg condition, hence is asymptotically standard normal (as already mentioned, W ni , i = 1, . . . , n are mutually independent with mean zero and variance 1/n).
For any subsequence (exp(Λ nm )) converging in distribution, we must then have
Mutual contiguity P 
It therefore remains to establish Part (i). Recall that, in the case where (τ n ) is O(1) but not o(1), we have obtained in the proof of Theorem 2.1 that
) is asymptotically standard normal. To establish the result, it is therefore sufficient to show that τ n [(
θ θ θn,f ] converges to zero in quadratic mean. To do so, write
which, letting g(x) := x(log f (x)), provides
Using Lemma A.1,
Plugging in (A.7) and using (A.4) then yields
as was to be showed.
APPENDIX B: PROOFS FOR SECTION 4
In this second appendix, we establish Proposition 4.1, and Theorems 4.1, 4.2 and 4.3.
We start with some preliminary results and the proof of Proposition 4.1.
B.1. Preliminary lemmas and proof of Proposition 4.1. Define the quantities u ni := X ni θ θ θ n and v ni := 1 − u 2 ni that are associated with the tangent-normal decomposition X ni = u ni θ θ θ n + v ni S ni of X ni , where
With this notation, e n = E[u ni ] and f n = E[v ni ] (see Proposition 4.1). We start with the following lemma.
Fn , we have that
n1 for any i < j and k < such that there are exactly three different indices in {i, j, k, }.
n1 for any i < j and k < such that there are exactly four different indices in {i, j, k, }.
Proof. The first part of the lemma directly follows from
For the remaining claims, write
which, for i < j and k < , entails Proof of Proposition 4.1. Since the expectation readily follows from Lemma B.1(i), we can focus on the variance. Using Lemma B.1(i) again, we obtain
In this sum, there are n 2 terms corresponding to Lemma B.1(ii). There are 6 n 4 terms corresponding to Lemma B.1(iv) (these terms do not contribute to the sum). Therefore,
terms corresponding to Lemma B.1(iii). Consequently,
which establishes the result.
Both following lemmas are needed to establish Theorems 4.1 and 4.2.
Proof. (i) Using the tangent-normal decomposition, we obtain
(ii)-(iv) The results readily follow from the fact that X ni θ θ θ n −e n1 = u ni −e n1 and X ni (
Fn , with ∆ i := (X ni − e n1 θ θ θ n ) (X n − e n1 θ θ θ n ) and i ≤ j ≤ r ≤ s < . Then
Proof. We start with the proof of (iii). Assume that j = r, so that we are not in case (ii). Since case (i) is excluded, we have i < j or r < s. In both cases, one of the four indices i, j, r, s is different from the other three indices. Since E[∆ i ] = 0, we obtain that c ijrs = 0, which establishes (iii). Turning to the proof of (i)-(ii), we use the tangentnormal decomposition again to write ∆ j as (u nj − e n1 )(u n − e n1 ) + v nj v n (S nj S n ). Since E[(S nj S n ) k ] = 0 for any odd integer k, this leads to decomposing c jjrr into
The result then follows from the identities E[(
B.2. Proof of Theorem 4.1. The proof is based on the following central limit theorem for martingale differences.
Theorem B.1 (Billingsley 1995, Theorem 35.12) . Let D n , = 1, . . . , n, n = 1, 2, . . . , be a triangular array of random variables such that, for any n, D n1 , D n2 , . . . , D nn is a martingale difference sequence with respect to some filtration F n1 , F n2 , . . . , F nn . Assume that, for any n, , D n has a finite variance. Letting σ 2 n = E D 2 n | F n, −1 (with F n0 being the trivial σ-algebra {∅, Ω} for all n), further assume that, as n → ∞,
(where P → denotes convergence in probability), and
Writing E n for the conditional expectation with respect to the σ-algebra F n generated by X n1 , . . . , X n , we have 
In the rest of the paper, C is a positive constant that may change from line to line.
Proof of Lemma B.4. (i) Note that
Using the fact that E X n − e n1 θ θ θ n X n − e n1 θ θ θ n =ẽ n2 θ θ θ n θ θ θ n + f n2 p n − 1 (I pn − θ θ θ n θ θ θ n ) (see Lemma B.2), we obtain (X ni θ θ θ n − e n1 )(X nj θ θ θ n − e n1 ) + 2(n − 1)e n1 −1 i=1 (X ni θ θ θ n − e n1 ) + (n − 1) 2 e 2 n1 + 2p n f n2 (p n − 1)n 2 σ 2 n −1 i,j=1
X ni (I pn − θ θ θ n θ θ θ n )X nj . (X ni θ θ θ n − e n1 )(X nj θ θ θ n − e n1 ),
(X ni θ θ θ n − e n1 ) and
X ni (I pn − θ θ θ n θ θ θ n )X nj . (1) as n → ∞. We start with A n , which we split into
(X ni θ θ θ n − e n1 ) 2 + 2p nẽn2 n 2 σ 2 n n =1 1≤i<j≤ −1 (X ni θ θ θ n − e n1 )(X nj θ θ θ n − e n1 ) = p nẽn2 n 2 σ 2 n n−1 i=1 (n − i)(X ni θ θ θ n − e n1 ) 2 + 2p nẽn2 n 2 σ 2 n 1≤i<j≤n−1 (n − j)(X ni θ θ θ n − e n1 )(X nj θ θ θ n − e n1 ) =: A which, by assumption, is o(1) as n → ∞. Since (X ni θ θ θ n − e n1 )(X nj θ θ θ n − e n1 ), i < j, and (X nk θ θ θ n − e n1 )(X n θ θ θ n − e n1 ), k < , are uncorrelated as soon as (i, j) = (k, ), we obtain Var A Finally, we consider C n . Proceeding as for A n , we split C n into
X ni (I pn − θ θ θ n θ θ θ n )X ni + 2f n2 n 2 σ 2 n n =1 1≤i<j≤ −1 X ni (I pn − θ θ θ n θ θ θ n )X nj
(n − i)X ni (I pn − θ θ θ n θ θ θ n )X ni + 2f n2 n 2 σ 2 n 1≤i<j≤n−1 (n − j)X ni (I pn − θ θ θ n θ θ θ n )X nj =: C
(1)
n , say. Clearly,
as n → ∞. Since X ni (I pn − θ θ θ n θ θ θ n )X nj , i < j, and X nk (I pn − θ θ θ n θ θ θ n )X n , k < , are uncorrelated as soon as (i, j) = (k, ), we obtain Var C (2) n = 4f 2 n2 n 4 σ 4 n 1≤i<j≤n−1 (n − j) 2 Var X ni (I pn − θ θ θ n θ θ θ n )X nj ≤ C f 4 n2 σ 4 n (p n − 1) ≤ C p n · Therefore, Var[C n ] is also o(1) as n → ∞, which establishes the result.
Proof of Lemma B.5. Using first Cauchy-Schwarz inequality and then Chebychev's inequality, we obtain (B.8)
Recalling that σ 2 n = E D 2 n | F n, −1 , (B.6) yields 2np n e 2 n1ẽ n2
