The mobile ad hoc network (MANET) with infrastructure networks (hybrid networks) has several practical uses. The utility of hybrid network is increased in real time applications by providing some suitable quality of service. The quality thresholds are imposed on parameters like end-toend delay (EED), jitter, packet delivery ratio (PDR) and throughput. This paper utilizes the extended ad hoc on-demand distance vector (AODV) routing protocol for communication between ad hoc network and fixed wired network. This paper also uses the IEEE 802.11e medium access control (MAC) function HCF Controlled Channel Access (HCCA) to support quality of service (QoS) in hybrid network. In this paper two simulation scenarios are analyzed for hybrid networks. The nodes in wireless ad hoc networks are mobile in one scenario and static in the other scenario. Both simulation scenarios are used to compare the performance of extended AODV with HCCA (IEEE 802.11e) and without HCCA (IEEE802.11) for real time voice over IP (VoIP) traffic. The extensive set of simulations results show that the performance of extended AODV with HCCA (IEEE 802.11e) improves QoS in hybrid network and it is unaffected whether the nodes in wireless ad hoc networks are mobile or static.
Introduction
Interconnection of mobile ad hoc networks (MANETs) to IP networks extends the coverage of mobile network, increases the network capacity, and finally, expands the communication and the application range of ad hoc networks. Nowadays this issue is acquiring major importance due to the possibility of extending the Internet beyond its traditional scope to remote inaccessible areas making web services available anytime and anywhere. To obtain connectivity between infrastructure network and ad hoc wireless network (hybrid network), it is necessary to introduce an Internet Gateway that provides the link to external hosts. Thus, a gateway acts as a bridge between a MANET and the infrastructure network. All communication between the two network domains must pass through gateway. This paper utilizes the modified version of ad hoc on-demand distance vector (AODV) routing protocol which is known as extended AODV. Extended AODV routing protocol is able to route packets not only within a mobile ad hoc network, but also to infrastructure network [1] . Although, the Internet Engineering Task Force (IETF) has proposed several routing protocols for pure MANETs, which were designed for communication within an autonomous MANET. Those routing protocols are unsuitable for MANET with infrastructure network or hybrid network.
The hybrid network's utility is enhanced by the support quality of service (QoS) requirements [2] . There are still more considerable research efforts to be done in this area. In order to support the QoS requirements to hybrid networks in terms of guaranteed bandwidth and bounded delay and jitter, the IEEE 802.11 Working Group for wireless local area network (WLAN) Standards has produced the release of the IEEE 802.11e amendment. The IEEE 802.11e amendment introduces traffic and service differentiation at the MAC layer so that it can deliver multimedia streams with the respect of their QoS and real-time requirements, in addition to regular best effort traffic [3] . The 802.11e introduces the hybrid coordination function (HCF) and defines two channel access mechanisms. The first one is enhanced channel distributed access (EDCA) based on contention-based distributed coordination function (DCF) channel access by introducing traffic prioritization [4] . The other is a controlled channel access referred to as HCF controlled channel access (HCCA). The controlled channel access is a polling-based scheme enhanced from point coordination function (PCF) of 802.11. The HCCA mechanism [5] uses a QoS-aware centralized coordinator, called hybrid coordinator (HC), and operates under some rules that are different from the point coordinator (PC) of the PCF. HCCA enhances the optimal Point Coordination Function (PCF) polling scheme with a parameterized traffic classification [6] [7] . This paper analyses the performance of extended AODV with 802.11e HCCA to support MANET with infrastructure networks. To achieve this aim, two simulation scenarios are considered in this paper: one is that when the nodes are mobile and the other is when nodes are static in wireless ad hoc network domain. The simulation results prove that extended AODV with IEEE802.11e HCCA is beneficial for both the scenarios in real time application.
The rest of the paper is organized as follows: Section 2 gives an overview of most relevant research work. Section 3 includes brief description of the extended AODV routing protocol [8] . In Section 3.1, we illustrate the IEEE802.11e MAC protocol. In Section 4, simulation scenarios with their parameters values are explained. Section 4.1 provides the performance metrics used for proposed simulation scenarios and detailed description of simulation results. Section 5 presents conclusion of the paper.
Related Work
There have been a lot of researches on providing QoS in MANET with infrastructure networks. The MANET with infrastructure network is supported by an Internet gateway that provides the necessary configuration parameters to the mobile nodes. Among the work that is based on the family of IEEE 802.11 standards and focus on distributed solutions and provide only service differentiation and not QoS guarantees. The work related to QoS guarantees through resource reservation in MANET with infrastructure networks is presented below.
A. Hamidian [1] utilizes the Extended AODV routing protocol to route packets, not only within a MANET but also between a wireless MANET and the wired Internet. The gateway nodes are used to communicate between the ad hoc wireless and the wired network. The reactive, proactive and hybrid gateway discovery method are implemented and compared. Therefore, the results presented are valid for the specific scenario. The author concludes that none of the gateway discovery methods is the best one for every possible scenario. Ali Hamidian et al. [2] proposed scheme, which is called EDCA with Resource Reservation (EDCA/RR), operates in a fully distributed manner. This scheme is compatible with IEEE 802.11, and provides both prioritized and paramete-rized QoS. The EDCA/RR is extended to handle reservation collisions. The simulation results reported that the proposed scheme can handle multiple reservations as well as uninformed stations that lie outside the transmission range of both the transmitter and the receiver while providing QoS guarantees. It has been also compare EDCA/RR with EDCA. The comparison results concludes that as the traffic in the network increases, EDCA/RR succeeds in providing the required service to QoS-demanding applications whereas EDCA fails in this task. It has been also proven that when the medium is lossy, EDCA/RR gives better service to real-time traffic and provides contention to non-real-time traffic. Ali Hamidian et al. [4] presented a distributed MAC scheme based on 802.11e for providing QoS guarantees in WLANs operating in ad hoc mode. One advantage with this solution is that it regulates the medium access with a distributed admission control algorithm. Moreover, there is a resource reservation mechanism allowing the stations wishing to send traffic with strict QoS requirements to reserve TXOPs. The proposed scheme has been compared to 802.11e's contention-free medium access method, the EDCA, which cannot provide any strict QoS guarantees. The simulation results verified that proposed scheme performs better than the EDCA except when the traffic load is very light.
Hua Liang et al. [7] analyzed quality of service (Qos) scheduling mechanism of IEEE802.11e and the simple scheduling algorithm (Simple Scheduler). It explore the Simple Scheduler deficiencies exist in supporting variable bit-rate service (VBR). Hence, the author proposed an improved algorithm which adapts to the real time VBR service. The algorithm can dynamically adjust the service interval (SI) and the transmission opportunity (TXOP) of per flow. The proposed algorithm is implementing and compared with existing HCCA. Simulation results show that proposed mechanism not only effectively improved the delay and transmission efficiency but also meets the need of real time QoS.
Shalini et al. [8] utilizes extended Ad hoc On Demand Distance Vector (AODV) for interconnection of MANET with Internet. An approach is presented to reduce the search cost; such as route discovery delay (RDD) and routing overhead (RO) based on modification in TTL value for network wide search. Moreover, this paper not only simulates and compares the existing and proposed approach for optimization in search cost but also derive search strategies (i.e. sequence of TTL values). By the use of dynamic programming approach, with which search strategies can be derived to minimize the search cost. The mathematical derivation for the class of TTL based search method also justifies the obtained simulation results for MANET with infrastructure network. This paper also concludes that there is no effect on the performance of extended AODV, whether the source mobile node uses the home domain gateway or foreign domain gateway to send the data packets to the wired domain.
Anna Lina Ruscelli et al. [9] presented novel local node scheduler, named Overboost. This Overboost is suitable for improving performance of HCCA schedulers of IEEE 802.11e networks by exploiting the EDCA function. This Overboost, uses HCCA to negotiate a minimum bandwidth and deals with traffic streams that require more bandwidth than the negotiated one by redirecting the excess bandwidth to the EDCA function. The analytical evaluation shows that it efficiently uses the wireless medium in presence of different types of traffic, and reduces the length of the HCCA queue. These results has been validated through simulations showing that Overboost improves the QoS support provided by the HCCA schedulers when variable bit rate traffic streams are transmitted. In particular it increases the algorithm efficiency expressed in terms of the null rate, throughput, access delay and queue length.
As the real-time applications in wireless networks, need some schemes to provide more suitable service for them [10] . The referenced scheduling scheme provided in IEEE 802.11e standard, does not perform well on traffic which is not strictly CBR. Therefore, it is required to design a more flexible scheme to dynamically adjust the estimation of TXOP allocated to QSTAs with different characteristics of applications. Hence, this paper presents a data rate estimation algorithm for the scheduler of the IEEE 802.11e HCCA and a simple queue-lengthbased weighted compensating time allocation. The aim of the proposed algorithm is to provide bounded delay for both VBR and CBR traffic. The simulation results show that the proposed scheme is good for both VBR and CBR traffic and is stable for various load conditions comparing with the referenced scheduling scheme and the contention-based access method. Therefore, the proposed scheme provides efficient way to estimate fluctuating data rate and provide delay, packet loss rate, and throughput guarantee in error free wireless environment. If the channel condition is varying with time, the proposed scheme needs to combine other techniques to lower the BER, like link adaptation. Finally, the polling-based scheme is much more suitable to operate under interference-free conditions, while contention-based scheme can still operate normally when there are other WLANs within the range.
Ali Hamidian et al. [11] described the functionalities of IEEE 802.11e EDCA and introduced EDCA/RR, which is a medium access scheme based on EDCA. The EDCA/RR offers Traffic Stream's (TSs) with QoS requirements and offers the opportunity to reserve Transmission Opportunity's (TXOPs) for deterministic and contention-free medium access. In other words, EDCA/RR extends EDCA by allowing for reservation of periodic TXOPs. The scheme uses a distributed approach for admission control, scheduling and reservation, making its implementation rather easy. Moreover, it is based on existing standards.
Extended AODV or AODV+
When a mobile node from ad hoc wireless network domain wish to communicate with infrastructure domain node (or Internet), mobile node searches its routing table for route towards destination node in infrastructure domain. If a route is found, the mobile node starts sending packets. Otherwise, the mobile nodestarts a route discovery process if it does not find a route to the infrastructure station (node) in its routing Table 1 ), the destination node is situated in infrastructure network. Otherwise, the destination is a mobile node or a gateway. Since neither the infrastructure node nor the mobile nodes in the MANET can reply to the RREQ, it is rebroadcasted until its TTL value reaches zero. When the timer of the RREQ expires, a new RREQ message is broadcasted with a larger TTL value. However, since the fixed node cannot receive the RREQ message (no matter how large the TTL value is) the source will never receive the RREP message it is waiting for. This problem has been solved by letting the source mobile node assume that the destination node is in infrastructure network if a network wide search has been done without receiving any corresponding RREP. In that case, the source must find a route to a gateway (if it does not have one already) and send its data packets towards the gateway, which will forward them towards the fixed node. A considerable amount of route discovery delay will occur with expanding ring search if the destination node is located in infrastructure domain. Modifying the parameters involved in the expanding ring search technique (such as TTL_START and TTL_THRESHOLD) can decrease the route discovery delay if the destination node is located in infrastructure domain. However, this modification can also result in increased routing overhead if the destination is a mobile station. Assuming the destination node is in infrastructure network, increasing TTL_START equal to the TTL_THRESHOLD value would result in less number of broadcasted RREQs and, consequently, delay in discovery process is considerably reduced. This modification in TTL value is known as network-wide search, which is beneficial to find the route from source mobile node in ad hoc wireless network to destination node in infrastructure network. The routing table should be updated after a network-wide search without receiving any corresponding RREP. Once the source has determined that the destination is fixed node in infrastructure network (Internet), it has to create a route entry for the fixed node in its routing table. The first entry of Table 1 tells the node that the destination is a fixed node since the next hop is specified by the default route. The second entry specifies which gateway the node has chosen for its Internet connection. The last entry gives information about the next hop towards the gateway. packets towards the gateway. Since the forward route entries are created for the gateway (the source of the RREP_I) and not for the fixed node, which is the final destination of the data packets. An IMN will not find any valid route for the fixed node when it receives data packets from the source mobile node. Therefore, it would normally drop the data packets because it does not know how to forward them. In extended AODV, if IMN does not find a valid route to the destination and if the destination is a fixed node, it creates a (or updates the) route entry for the fixed node in its routing table and forwards the data packets towards the gateway.
IEEE 802.11e HCCA
The traditional IEEE 802. 11MAC standard cannot provide real-time services and did not address the QoS issues sufficiently [12] . When the station is polled in IEEE 802.11 MAC, it can only send a frame once a time, and with no priority. Therefore, the 802.11 working group formed task group E, which is 802.11e [13] , an important enhancement of 802.11. IEEE 802.11e standard which introduces a new QoS mechanism: HCF (Hybrid Coordination Function), which contains two modes, namely EDCA (Enhanced Distributed Channel Access) [11] and HCCA (HCF Controlled Channel Access) [9] . EDCA can only be used in CP (Contention Period), while HCCA can be used both in CP and CFP (Contention-Free Period). EDCA is basically an improved mechanism for DCF, and HCCA is basically an improved mechanism for PCF [14] . EDCA cannot provide any QoS guarantees; only service differentiation. On the other hand, HCCA can provide QoS guarantees through resource reservation but it is a centralized and more complex scheme, which is useful in infrastructure networks only [10] . HCCA transfer protocol defines a time parameter which is called transmission opportunity (TXOP) [15] , which refers to a time duration during which a Quality of Service Station (QSTA) is allowed to transmit a burst of data frames. These bounded time intervals were introduced to solve the problem with unknown transmission times of polled stations in PCF. HCCA TXOP is calculated according to TSPEC (Traffic Specification) sent by each QSTA, then use the CF-Poll frame to transmit to each QSTA. Transmission different traffic classes called traffic streams (TSs) are introduced in HCCA. TSPEC (Traffic Specification) is added information element in IEEE 802.11e standard. The QoS request frame includes a Traffic Specification (TSPEC) element (see Table 2 ) that brings the information to notify the requirements of the traffic stream (TS). This simple scheduler uses the mandatory set of TSPEC parameters to generate a schedule. A TSPEC describes the QoS characteristics of a traffic stream (TS) by specifying parameters such as Mean Data Rate, Service Interval (SI), Delay Bound, Nominal SDU size etc. Each TS can either be unidirectional or bi-directional (or both of them), corresponds to a specific service level identified by the values of the Traffic Specification (TSPEC) protocol parameters. In order to control the delay, the maximum value of a TXOP is bounded by a value called TXOP Limit, which is determined by the Quality of Service Access Point (QAP). A QSTA can transmit multiple frames within its TXOP allocation. A QSTA never allowed exceeding the TXOP limit imposed by the QAP, including interframe spaces and acknowledgements. This new feature also tends to provide time-based fairness between QSTAs. The Service Interval (SI), which is the time interval between two successive polls of the node, and the transmission opportunity (TXOP) which is the node transmission duration, based on the mean application data rates of its TSs. Admission control is required to limit the amount of existing data traffic in the network and prevent the network to become overloaded. However, the task of implementing an admission control and scheduling scheme is not defined in the 802.11e standard. The standard only presents guidelines for the design of a simple scheduler and admission control unit (ACU). Therefore, some of researches are proposed enhancements to the reference design in IEEE 802.11e. In 802.11e, the scheduler and ACU use the mandatory set of TSPEC parameters to decide on admission and generate a schedule: -ρ: Mean Data Rate (from the negotiated TSPEC); -L: Nominal MSDU Size (from the negotiated TSPEC); -SImax: Maximum Service Interval or D: Delay Bound; -R: Physical Transmission Rate (equal to the Minimum PHY Rate negotiated in the TSPEC or the observed PHY Rate); 2. Calculate the number of MSDUs that arrive at the mean data rate during SI. For TS i, where L and ρ are given by the application, the number of arrived MSDUs during SI equals.
3. Calculate the TXOP duration. The scheduler calculates the TXOP duration as the maximum of (a) the time to transmit N i frames at R i plus overhead and (b) the time to transmit one maximum size MSDU at R i plus overhead. This way, the scheduler ensures that the station can transmit at least one maximum-sized MSDU during a TXOP. Thus, the TXOP duration for TS i equals max ,
4. Admit or reject the TS. Assuming that there are k admitted streams, a new stream (k + 1) can be admitted if it satisfies the following inequality:
Simulation Setup
Two simulation scenarios created to evaluate the performance of extended AODV with HCCA (IEEE 802.11e) and without HCCA (IEEE 802.11) for MANET with infrastructure network. The network simulator ns-2 (version 2.29) is used for simulation. The simulation scenario-1 shown in Figure 1 is for hybrid network. It consists of 18 static nodes in ad hoc wireless domain. Simulation scenario-2 shown in Figure 2 , which is different from scenario-1 in the context that it consist of 18 mobile nodes in ad hoc wireless domain. The rest of the simulation parameters for both the scenarios are same and given in Table 3 . The simulation scenario-1 & 2 contains a gateway, 3 FTP servers and 1 -7 real time CBR Sources in infrastructure wired domain. The topology area is 1000 m × 1000 m is taken for both simulation scenarios. All ad hoc wireless domain nodes can communicate directly with gateway and its direct transmission range is 250 meters. The simulation ran for 100 seconds and the first 20 seconds are considered as warm up time. To achieve this objective, some tests conclude that the first 20 seconds are the transient state of the network during which the connections are set up, so that the first 20 seconds are ignored in simulations. The interest is to study the steady state behavior of the proposed network scenario1 presented in Figure 1 .
In order to evaluate the effectiveness of HCCA, these scenarios use real time CBR traffic. The real time CBR traffic is modeled according to VoIP stream based on G.711 voice codec generating 160 bytes every 20 ms, resulting in 64 kbps data rate. This kind of traffic is given higher priority over the other traffic used in the proposed scenario. The another selected application is FTP, which represents a bulk data transfer of large size, sending TCP segments equal to 1024 bytes. FTP is given low priority and this application has always something to send and runs throughout the whole simulation. When CBR sources begin sending data, the QAP gives priority to CBR transmission over FTP data transmission. At that time FTP has to stop its transmission and give the priority to CBR traffic for transmission.
The simulation scenarios presented in Figure 1 and Figure 2 contain 1 to 6 nodes for VoIP communication and remaining three servers (or nodes) involved for FTP in the infrastructure wired domain. The purpose of selecting the varying number of real time VoIP calls was made to demonstrate and analyzed the ability of IEEE 802.11e HCCA.
The VoIP messages are encapsulated in UDP/IP packets while the FTP messages are encapsulated in TCP/IP packets. At the network layer, the extended AODV is used as ad hoc routing protocol with reactive gateway discovery to access the fixed network or vice versa through gateway. At the MAC and physical layer IEEE 802.11e HCCA or IEEE 802.11 without HCCA are used for the evaluation and comparison purpose. The simulation scenarios considered in this paper are influenced by the real time application, such as: where users sit in a cafe, university campus, conference hall, airport, or railway station and access the Internet using their laptops.
Performance Metrics
The following metrics are used in simulation scenarios shown in Figure 1 and Figure 2 for purpose of evalua- Packet Delivery Ratio (PDR) is calculated as the number of data packets received at the destination divided by the number of data packets generated at the source.
End -to-End Delay (EED) is calculated as the time when a packet is received at the destination minus the time when the packet was generated at the source.
Jitter is calculated as the variance of the end-to-end delay.
Throughput is calculated as the number of data bits received at the destination divided by the time the considered traffic type (VoIP, FTP).
Simulation Results
This section presents the simulation results for both the scenarios of the hybrid network. The performance of extended AODV is analyzed and compared with and without HCCA.
End to End Delay
The plots of end-to-end delay for scenario 1 (nodes are static in ad hoc wireless domain) are shown in Figure 3 and Figure 4 and for the scenario 2 (nodes are mobile in ad hoc wireless domain) are presented in Figure 5 and Figure 6 . The end-to-end delay metric is computed for extended AODV with IEEE 802.11 and 802.11e HCCA MAC. The result of simulation scenario 1 in Figure 3 shows that the end-to-end delay metric values are varying in between 0.02 to 0.12 seconds. This large variation is obtained from extended AODV with IEEE 802.11 MAC, which is unsuitable for real time application. On the other hand, Figure 4 shows that the end-to-end delay is almost constant (0.06 seconds) for extended AODV with IEEE 802.11e HCCA MAC. The end-to-end delay simulation results for scenario 2 are visualized in Figure 5 and Figure 6 are the same as scenario 1. This is because of the reservation to access the medium in IEEE 802.11e (HCCA) MAC for transmission of traffic stream (TS), based on QoS requirements. The Service Interval (SI) value and Transmission Opportunity (TXOP) are predefined by Quality of service Access Point (QAP) for the real time periodic traffic and contention free medium access for CBR traffic. Therefore, allocation of medium periodically to a specific traffic stream by QAP provides almost constant end-to-end delay as desired. An interesting observation that needs to be focused is the sharp increase of end-to-end delay as number of CBR sources increases. This is because that few stations are outside the transmission range of both transmitters and receivers. But with increase in CBR sources, end-to-end delay is very less in the case of IEEE 802.11e (with HCCA) comparing to IEEE 802.11 (without HCCA). The results are comparable for both the scenarios; i.e. whether the nodes in ad hoc wireless network are stationary with specific pattern (Figure 1) or moving in random manner (Figure 2) . 
Jitter
Jitter results for simulation scenario1 (when nodes are static in ad wireless domain) are given in Table 4 (a) and for simulation scenario 2 (when nodes are mobile in ad wireless domain) in Table 4 been examined that as the CBR sources are increasing, the jitter is quite low and almost constant with IEEE 802.11e HCCA MAC compare to the IEEE 802.11 MAC. This proves that the IEEE 802.11e HCCA is able to provide QoS to high priority traffic even during high traffic load in both the scenarios. In contrast to this, the nodes are either mobile or static in ad hoc wireless domain; jitter variation pattern is random and quite high with the IEEE 802.11 and does not provide QoS to the hybrid network. Since the jitter is related with end to end delay, therefore, the similar reason is here to get low jitter value with IEEE 802.11e HCCA MAC and hence is able to provide the QoS to the considered hybrid network scenarios. Therefore, the desirable results are unaffected by the nodes pattern (either static or dynamic) in ad hoc wireless domain in hybrid network.
Packet Delivery Ratio
The simulation results obtained for packet delivery ratio versus varying CBR traffic sources are compiled in Table 5 (a) and Table 5 (b) for simulation scenarios 1 and 2 respectively. As number of CBR sources are varying from 1 to 6, packet delivery ratio goes down (from 96.57% to 86.35%) and (from 96.42% to 83.59%) for scenario 1 and 2 respectively. On the other hand, the packet loss is negligible with IEEE 802.11e MAC (with HCCA) for CBR. It is clear from both tables that as the number of CBR sources are goes on increasing, but the values of packet delivery ratio are constant and near to 99.9% with IEEE 802.11e MAC (with HCCA) for CBR. Table 5 (a) and Table 5 (b) show that PDR results for FTP source is almost same with IEEE 802.11 MAC (i.e. without HCCA) and IEEE 802.11e MAC (i.e. with HCCA). From both the simulation scenarios, PDR values are remain high and unaffected by the varying number of CBR sources. This is due to the reliable delivery service provided by TCP. FTP use connection-oriented TCP, which retransmits dropped packets.
Therefore, it is proved from the simulation results that IEEE 802.11e MAC (with HCCA) providing QoS support to MANET with infrastructure network, either the nodes are mobile or immobile in ad hoc wireless domain. Table 6 (a) and Table 6 (b) are for throughput result analysis of the considered simulation scenario 1 and scenario 2 respectively. It is found that the throughput is slightly better with IEEE 802.11e HCCA compare to the IEEE 802.11 (without HCCA). Since the more number of traffic streams are contending to access the medium which implies the higher probability of collisions and retransmissions resulting in lower throughput for the case of without HCCA. Although, as the traffic streams increases, the throughput is almost consistent and very close to the actual value in case of IEEE 802.11e HCCA. It is visualized from both tables of throughput that IEEE 802.11 HCCA is able to provide required QoS in both the scenarios and has no effect of mobility and non-mobility of nodes in ad hoc wireless domain. 
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