Introduction and summary.
It is customary to consider that two random variables S and T are associated if Cov[S, TI = EST -ES E T is nonnegative.
If Covlf(S), g(T)] 2 0 for all pairs of nondecreasing functions f, g, then S and T may be considered more strongly associated. Finally, if Covlf(S, T), g(S, T)] 2 0 for all pairs of functions f, g which are nondecreasing in each argument, then S and T may be considered still more strongly associated.
The strongest of these three criteria has a natural multivariate generalization which serves as a useful definition of association: DEFINITION 1.1.We say random variables TI , .. . ;T, are associated if for all nondecreasing functions f and g for which Ef(T), Eg(T), Ef(T)g(T) exist.
(Throughout, we use T for (TI , .. , T,) ; also, without further explicit mention we consider only test functions f, g for which CovV(T), g(T)] exists.)
In Section 2 we develop the fundamental properties of association: Association of random variables is preserved under (a) taking subsets, (b) forming unions of independent sets, (c) forming sets of nondecreasing functions, (d) taking limits in distribution.
In Section 3 we develop some simpler criteria for association. We show that to establish association it suffices to take in (1.1) nondecreasing test functions f and g which are either (a) binary or (b) bounded and continuous.
In Section 4 we develop the special properties of association that hold in the case of binary random variables, i.e., random variables that take only the values 0 or 1. These properties turn out to be quite useful in applications. We also discuss association in the bivariate case. We relate our concept of association in this case to several discussed by Lehmann (1966) .
Finally, in Section 5 applications in probability and statistics are presented yielding results by Robbins (1954) , Marshall-Olkin (1966) , and Kimball (1951 ) . An application in reliability which motivated our original interest in association will be presented in a forthcoming paper.
(Pz) If two sets of associated random variables are independent of me another, then their union is a set of associated random variables.
PROOF. Let S = (XI, Sz , , S,) be associated, T = (TI, . . . , T,) be associated, and S and T be independent of each other. Let f, g be nondecreasing functions. Writing f for f(S, T), arid g for g(S, T), we have where Es denotes expectation over the distribution of S, ET expectation over the distribution of T, and E S ,~ expectation over the joint distribution of S and T. E S ,= T), g(s, T)]
EsET from the independence of S and T. We defer the proof until Section 3. Pz and PS imply THEOREM 2.1. Independent random variables are associated.
The case of independent random variables represents one extreme of association. An opposite extreme is represented by the case of random variables T taking values only along a nondecreasing curve t(0); i.e., ti(0) is nondecreasing in 0 ( i = 1, . ,n). The set containing only the random variable O defined by Ti = ti(@),i = 1, .. . ,n, is associated by P a . It follows that TI, Tz , . .. , T, are associated by P4 .
3. Equivalent criteria for association. In this section we show that association of random variables may be established by taking in (1.1) nondecreasing test functions f and g which are (a) binary, or (b) bounded and continuous. We also develop an alternate criterion for association under which it suffices to show association of indicator functions of the random variables.
We will need the following identity:
The identity is presented in Lehmann (1966) To show that it suffices to take bounded continuous functions in Definition (1.1), we must first prove PROOF. Let A = ( t / 9 (t ) = I ) , and d(t, A ) be the Euclidean distance from a point t to the set A.
Each function u'" is nonnegative, bounded above by 1, continuous, and nondecreasing. In a similar way we may define v' " in terms of +. Next we establish a criterion for association of TI , . , T, in terms of indicator functions Xi(t), defined to be 1for t < T i , 0 for t 2_ Ti . 
vergence EU'"(T) T Eu(T), EV'"(T) ? Ev(T), and EU'"(T)V'"(T) ?

Eu(T)v(T). Since by hypothesis, 0 5 COV[U'"(T), v'"(T)], it follows that Cov[u(T), v(T)]
Next, given bounded, continuous, nondecreasing functions u, v, by adding a sufficiently large constant to each, we can make them nonnegative. By the result obtained just above, we conclude Cov[u(T), v(T)] 2 0. By Theorem 3.3, TI ,-*-, T, are associated. 1 4. Special cases of interest. In this section we consider two special cases:
(1) association of binary random variables, (2) various concepts of bivariate dependence. 4.1. Association of binary random variables. In the special case of binary random variables, association leads to some interesting applications. We first obtain the intuitively reasonable property:
(BPI) If XI , .. ,X, are associated binary random variables, then 1 -XI , . , . X, . Repeated use of this argument yields EXl Xn 2 EX1 .-. EXn .
Since for a binary random variable X, EX = P[X = 1 1 , we obtain (4.1).
Using BPI and (4.1)) we obtain (4.2). 0 However, for binary random variables X, Y, conditions (4.3), (4.4), (4.5), (4.6) are equivalent. This is a consequence of the following two facts:
(1) As pointed out in Example 11 of Lehmann (1966) , binary X, Y satisfy (4.6) if and only if The inequality follows immediately from Theorem 5.1 by noting that independent random variables are associated, and that each Si is nondecreasing in T I , . . . , T,.
Order statistics. Let XI 5 . . 5 S, be the order statistics in a sample TI , . . . , T, .Then for every choice of 1 Iil < . . . < ik5 n and s,, < . < sik . Kimball (1951) considers the case of analysis of variance in which two hypotheses are tested using the same error variance for each test. As an example of particular importance, he cites the case in which the effects of both rows and columns are to be tested. As usually formulated, three quadratic forms, q, , q2, q3, are computed, independently distributed as x2 with n l , n 2 , n3 degrees of freedom respectively, ql representing the sum of squares between rows, q2 the sum of squares between columns, and q3 the sum of squares due to error. The likelihood ratio test statistics for testing the two hypotheses are Fl = (qllnl)/(qaln3> and F 2 = (qzln2)l(q3/n3). In other words, the assurance of no errors of the first kind is greater following the standard experimental procedure than if separate experiments had been performed.
Kimball's result is an immediate consequence of Theorem 5.1 if we note that ql , qz , q3-1 are associated (since independent), and Fl , F 2 are nondecreasing functions of ql , q2 , q3-1.
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