This paper proposes an efficient improved hybrid Jaya algorithm based on Time 
Introduction
The main goal of maximizing the Reliability-Redundancy Allocation Problems (RRAPs) includes a selection of the levels and redundancy of the components to maximize and improve the system reliability and performance. The RRAPs are beneficial for the design of the systems that are brought together on a large scale and produced in a large-scale industrial operation using off-the-shelf components. These days, as a consequence of increasing system complications and unpredictable behaviors, evaluating the reliability of the systems and the requirement for improving the reliability of the systems have become very interesting and significant (Zhang et al. 2013 ).
Various optimization programming and evolutionary techniques have been employed to optimize various types of RRAPs, such as: Genetic Algorithm (GA) (Hsieh, Chen, and Bricker 1998; He et al. 2013) , Particle Swarm Optimization (PSO) Zhang et al. 2013; Tan, Tan, and Deng 2013) , Simulated Annealing (SA) (Dohi et al. 2006; Suman 2003) ,
Harmony Search (HS) (Zou et al. 2010; Zou et al. 2011; dos Santos Coelho, Diego, and Mariani 2011) , Tabu Search (TS) (Jang and Kim 2011; Liu and Qin 2014) , a cold-standby redundancy strategy (Ardakan and Hamadani 2014a) , a combination search algorithm based on HookeJeeves pattern search and dynamic programming (Liu 2006) , the RRAP of parking facilities in the real system using a hybrid GA (Hamadani et al. 2013) , Ant Colony Optimizer (ACO) (Liang and Smith 2004) , Cuckoo Search (CS) ), Memetic Algorithm (MA) (Pourdarvish and Ramezani 2013) , Imperialist Competitive Algorithm (ICA) (Afonso, Mariani, and dos Santos Coelho 2013) , Artificial Bee Colony (ABC) (Yeh and Hsieh 2011) , a hybrid algorithm of space partitioning and tabu-genetic (SP/TG) (Ouzineb, Nourelfath, and Gendreau 2011) for non-homogeneous RRAP, Honey Bee Mating Optimization (HBMO) (Sadjadi and Soltani 2012 ), a new mixed strategy which uses coldstandby and active strategies with a proposed GA for reliability optimization of series-parallel systems (Ardakan and Hamadani 2014b) , compromise programming (Soltani, Sadjadi, and Tavakkoli-Moghaddam 2015) , binary equivalent models and Mixed Integer Nonlinear Programming (MINLP) for the cold standby RRAP (Feizollahi, Soltani, and Feyzollahi 2015) ,
Immune Algorithm (IA) (Chen and You 2005; Chen 2006 ), a multi-objective multi-stage reliability growth planning strategy (Li, Mobin, and Keyser 2016 ) using a modified nondominated sorting GA (NSGA-II) in the early product-development stage and also multiobjective reliability optimization using GA proposed by (Ardakan, Hamadani, and Alinaghian 2015) , Improved Bat Algorithm (IBA) (Liu 2016) , neighbourhood search heuristic method with nonlinear programming (Chatwattanasiri, Coit, and Wattanapongsakorn 2016) , and a Penalty Guided Stochastic Fractal Search (PSFS) (Mellal and Zio 2016) , a new interpretation and formulation of the RRAP (Ardakan Abouei et al. 2016 ) using the mixed new strategy and a modified version of the GA (MVGA), showing distinct advantages compared to traditional methods, and etc. A state of the art survey of optimization techniques for various types of RRAP to 2014 is presented in (Soltani 2014) .
Jaya algorithm (Rao 2016 ) is a new simple and efficient algorithm. Similar to the other algorithms, it only has the common parameters that will be determined by the user like population number and iterations of algorithm without need of any specific control parameters that would be determined by the user. This algorithm is based on the best and the worst candidate solutions in the iterations (Rao 2016) . It has good feasibility and performance in solving different engineering optimization problems such as complex constrained design optimization (Venkata Rao and Waghmare 2016), dimensional optimization of a micro-channel heat sink , and surface grinding process optimization (Rao, Rai, and Balic 2016) . To the authors' best knowledge, this is the first time that the Jaya algorithm is used for RRAPs in this study.It can be shown that the results obtained by Jaya algorithm for RRAPs are suitable and good.
RRAPs are an important requirement of various systems. In many systems, balance in weights, number of components in subsystems and/or low cost are desired. In various cases, the methods and optimization algorithms described provide solutions very close to optimality for RRAPs of various systems. In this study, an improved new optimization algorithm has been presented to meet these requirements to solve various RRAPs. This paper proposes a hybrid enhanced Jaya algorithm based on the learning phase of Teaching-Learning-Based Optimization (TLBO) algorithm introduced in (Rao, Savsani, and Vakharia 2011; Rao 2015; Rao and Patel 2012) with its applications (Rao 2015; Ghasemi 2014 Ghasemi , 2015 , and a new Time-
Varying Acceleration Coefficients (TVAC) proposed by (Ratnaweera, Halgamuge, and Watson 2004) for solving various types of nonlinear mixed-integer RRAPs. In the first phase of proposed Jaya-TVAC algorithm, a TVAC is added to the Jaya algorithm, and then in the second phase, a learning phase of the TLBO algorithm (Rao, Savsani, and Vakharia 2011; Rao 2015; Rao and Patel 2012 ) is added to the Jaya-TVAC algorithm (LJaya-TVAC algorithm) for finding the better final solutions with higher convergence rate compared with the original algorithm. The two new time-varying acceleration coefficients added to the Jaya algorithm increase the search power around the global optimal solution in the primary iterations for faster convergence. The added learning phase also increases the search power in the final iterations for finding the better final solutions with higher convergence rate through the increased local search of Jaya.
This study is arranged as follows: Section 2 provides a formulation and description of the RRAPs for test systems such as series, series-parallel, complex and overspeed protection system. In Sections 3 and 4, the Jaya and hybrid enhanced Jaya algorithms using TVAC and learning phase are presented. Section 5 shows performance of the proposed optimization algorithms in solving RRAPs for the various systems and also standard real-parameter test functions. We end this study with some conclusions for the hybrid enhanced Jaya algorithm in Section 6.
Reliability-Redundancy Allocation Problems (RRAPs)
The main purpose of optimization of the RRAPs is to enhance the reliability of these systems (maximization of the overall system reliability) by means of using component reliabilities allocation (r = (r1, r2, . . . , rm)) and redundancy allocation number (n= (n1, n2, . . . , nm)). The nonlinear mixed-integer programming model of these problems can be formulated by maximizing the reliability of the system as the objective function subject to multiple nonlinear constraints as the following equations:
where Rs is the reliability of the system, f(.,.) and g (.,.) are the objective function and constraints of the RRAPs, respectively; g(.) is usually associated with the system cost, volume and weight limitations. r = (r1, r2, . . . , rm) and n= (n1, n2, . . . , nm) are the component reliabilities and redundancy allocation number vectors for m subsystems, and also, l is the system resource limitation.
Four RRAPs including the series system (problem 1 (P1)), series-parallel system (problem 2 (P2)), complex (bridge) system (problem 3 (P3)) and overspeed protection system of a gas turbine (problem 4 (P4)) are evaluated in this paper as follows.
Series system (P1)
The series system with m=5 subsystems (for d=1:m) for nonlinear mixed-integer RRAP was presented in (Chen 2006; Hsieh, Chen, and Bricker 1998) . The block diagram of the series system with five subsystems is shown in Fig. 1 (Afonso, Mariani, and dos Santos Coelho 2013) .
The RRAP of the series system can be formulated as follows (Chen 2006 
Here, where, W is the upper limit on the weight of the system. The parameters of the series system (Chen 2006; Hsieh, Chen, and Bricker 1998) are given in Table A .1 in Appendix.
Series-parallel system (P2)
The series-parallel system (P2), with the same  
g r n and   3 , g r n constraints as those of P1, is shown in Fig. 2 (Chen 2006; Hsieh, Chen, and Bricker 1998) . The input parameters of this test system (P2) (Chen 2006; Hsieh, Chen, and Bricker 1998) are given in Table A .2 in Appendix.
The nonlinear mixed-integer RRAP of the series-parallel system can be formulated as follows (Dohi et al. 2006) :
g r n and   3 , g r n . 
Complex (bridge) system (P3)
The complex (bridge) system (P3) is shown in Fig. 3 which has the same non-linear constraints
  3 , g r n as those of the series and series-parallel systems optimization problems (Chen 2006) . The input parameters of this test system (P3) (Chen 2006; Hsieh, Chen, and Bricker 1998) are given in Table A .3 in Appendix.
The nonlinear mixed-integer RRAP of the complex (bridge) system (P3) can be formulated as follows: Maximize ,
Overspeed protection system of a gas turbine (P4)
The overspeed detection is constantly supplied by the mechanical and electrical systems. When an overspeed happens, it is essential to stop the fuel source by means of using control valves (V1 to V4). The overspeed protection system of a gas turbine for the fourth nonlinear mixedinteger RRAP is shown in Fig. 4 . The input parameters of the overspeed protection system (Chen 2006) are given in Table A 
Large scale RRAP (P5):
To clearly show the effectiveness of the proposed LJaya-TVAC algorithm for RRAP, a large scale system (Zhang et al. 2013 ) is used with the same non-linear constraints
as those of the overspeed protection test system (Mellal and Zio 2016) .
The formulation of this problem can be written as follows (Zhang et al. 2013 
The large-scale test system includes forty decisions variables (=m*2=40). The data and input parameters for the large-scale test system are given in (Zhang et al. 2013 ).
Jaya algorithm
Jaya algorithm (Rao 2016 ) is a recently proposed algorithm which is a powerful and simple optimizer for real-world optimization problems. The original flowchart of the optimization process for Jaya algorithm is shown in Fig. 5 (Rao 2016) . In the Jaya algorithm, each member of all population (N), has its own location (solution) in the i th iteration (i = 1:imax) of the algorithm. 
where, best 
Keep the previous solution
Accept the new solution and replace the previous solution
Yes
Select the best solution and end the process. 
The hybrid enhanced Jaya algorithm
In this section, the hybrid enhanced Jaya algorithms using TVAC and learning phase is presented. These algorithms increase the search power around the global optimal solution ( best X ) in the primary iterations for faster convergence, and also increase the search power in the latest iterations.
Jaya algorithm with time-varying acceleration coefficients (Jaya-TVAC)
In the first phase, two new time-varying acceleration coefficients 
Keep the previous solution
Accept the new solution and replace the previous solution Select any two solutions randomly and 
Yes
Select the best solution and end the process Fig. 6 . The optimization process of LJaya-TVAC algorithm.
Results and discussion

LJaya-TVAC algorithm for real-parameter problems
In the first phase of the study, in order to validate the performance of the LJaya-TVAC algorithm for the real-parameter test functions, various types of real-parameter test functions are chosen (Suganthan et al. 2005 indexes for the proposed Jaya algorithms of each real-parameter problems over 30 runs for d=30 and d=100 with imax =d*1000, and the population sizes of N=50 are given in Table 1 .
Also Fig. 7 shows the convergence plots of the proposed Jaya algorithms for the real-parameter functions. The proposed LJaya-TVAC algorithm obtains better optimal results with faster convergence characteristics compared to the original Jaya and Jaya-TVAC algorithms. The results show that the proposed LJaya-TVAC method has been successfully implemented to the real-parameter optimization problems with different dimensions. 
The optimization of RRAPs using LJaya-TVAC algorithm
In the second study, the proposed LJaya-TVAC method is implemented for solving different RRAPs in various test systems. The optimization process of the proposed LJaya-TVAC algorithm can be summarized as follows:
Step 1 Step 2: Produce the initial random population matrix (N×2*m) using the minimum and maximum limits of the variables.
Step 3 Step 4: Produce the new population of LJaya-TVAC algorithm using (15) (the first phase).
Step 5 Step 6: Produce the new population of the LJaya-TVAC algorithm using (18) (the second phase).
Step 7: Calculate the objective function   The best result of the series test system by LJaya-TVAC algorithm shown in Table 2 Table 2 , with the obtained results of 0.931682386, 0.9316823797 and 8.15e-22 respectively. It can be seen from Table 2 that, for PSSO (Huang 2015) , IA (Chen 2006) , IPSO , NIA (Hsieh and You 2011), AR-ICA (Afonso, Mariani, and dos Santos Coelho 2013), ICS , the corresponding improvements (MPI) made by the LJaya-TVAC algorithm are 1.288e-4, 6.423e-3, 3.554e-3, 7.026e-5, 4.388e-2, and 1.464e-6, respectively. The best results for the series-parallel test system by LJaya-TVAC algorithm compared with ICS , MPSO (Liu and Qin 2014) , IPSO , NIA (Hsieh and You 2011), AR-ICA (Afonso, Mariani, and dos Santos Coelho 2013) , NAFSA (He et al. 2015) are shown in Also, the best results for the complex (bridge) test system and overspeed protection system by different algorithms are summarized in Tables 4-5 . The comparison of the best results shows that the proposed LJaya-TVAC obtains the better results than all the other algorithms. It can be seen from Table 4 for complex (bridge) test system that, for IA (Chen 2006) , EGHS , IPSO , AR-ICA (Afonso, Mariani, and dos Santos Coelho 2013) , PSFS (Mellal and Zio 2016) , NAFSA (He et al. 2015) , the corresponding improvements (MPI) made by the LJaya-TVAC algorithm are 3.858e-01, 3.398e-02, 6.815e-03, 6.815e-03, 1.087e-05, and 1.370e-03, respectively.
Also, it can be seen from Table 5 for the overspeed protection system test system that, for IA (Chen 2006) , EGHS , PSSO (Huang 2015) , AR-ICA (Afonso, Mariani, and dos Santos Coelho 2013), NAFSA (He et al. 2015) , GA-PSO (Sheikhalishahi et al. 2013) , the corresponding improvements (MPI) made by the LJaya-TVAC algorithm are 21.853, 9.847e-02, 1.03e-02, 3.699e-03, 1.496e-05, and 1.03e-02, respectively. Table 6 shows that the best solution for a large-scale test system is related to the proposed LJaya-TVAC which is compared with the solution reported by PSFS (Mellal and Zio 2016) .
The best results are 0.89051730902 and 0.891136424677689 by PSFS (Mellal and Zio 2016) and the proposed algorithm, respectively, and the result provided by the LJaya-TVAC is better than PSFS (Mellal and Zio 2016) . The results show that the LJaya-TVAC algorithm is very reliable for the real large-scale optimization problems. In Table 6 , for the best result obtain by the PSFS (Mellal and Zio 2016) , the corresponding improvement (MPI) made by the LJaya-TVAC algorithm is 5.655e-01.
Conclusion
In this paper, a hybrid enhanced Jaya algorithm based on TVAC and learning phase, called LJaya-TVAC has been proposed to efficiently solve various types of nonlinear mixed-integer RRAPs. The series, series-parallel, complex (bridge) and overspeed protection systems have been considered as RRAPs. The effectiveness of proposed LJaya-TVAC algorithm to achieve the optimal solutions of the standard real-parameter uni-modal and multi-model benchmark, as well as various RRAPs, was tested and compared with original Jaya algorithm and other optimal solutions reported in the recent literature.
In RRAPs, in addition to the reliability objective function, some other objective functions can be considered such as the overall cost (Ardakan, Hamadani, and Alinaghian 2015) . The obtained optimal results of the paper have provided evidence for better and effective optimization performance of the proposed LJaya-TVAC algorithm in comparison with optimal solutions reported in the recent literature. Note that although the proposed algorithm is very reliable for the large-scale optimization problems in practice which is successfully tested for different systems in the paper, it adds some complexity to the simple Java algorithm.
Addressing this problem is beyond the scope of this paper and would be the focus of our future work. Also in the future work, the proposed LJaya-TVAC algorithm can be considered for multi-objective optimization problems and compared with other algorithms such as NSGA-II and so on in the literature. 
