INTRODUCTION
The incorporation of dissipative effects is often crucial m obtaimng good agreement between expérimental observations and the prédiction of theoretical models describmg the propagation of waves in nonlmear dispersive media (cf Bona et al [14] for an example from watei-wave theory) To take account of dissipative mechamsms, a Burgers-type teim is often appended to nonlmeanty and dispersion m these models (cf Johnson [22, 23] for an early suggestion in this direction) Two such models are the well-known BBM-Burgers équation u t + u x + u v u x -uu xx -a 2 u xxt = 0 (11) and the (generahzed) Korteweg-de Vnes-Burgers équation (GKdV-Burgers équation)
Ut-\-u x + u p u x -vu xx + u xxx -0, (1 2) where u = u(x,t) is a real-valued function of two real variables x and t, p > 1 is an integer, v > 0 and a > 0 are real numbers Numerous numerical simulations and analytical studies have been carried out to détermine the effect of such a term m these models (cf [4, 7, 8, 12, 13, 15, 16, 21, [27] [28] [29] ) Laboratory studies show (1 1) with p ~ 1 and a suitably chosen value of v has good prédictive power m cases where nonlmear effects are not too stiong (eg the Stokes number is not too large m a water-wave context [14] ) It is the purpose of this aiticle to mvestigate theoietically aspects of the dissipative effects mheient m these two models when u > 0 Considération will also be given to a more gênerai class of models of the form where M and L are Fourier multiplier operators with non-negative symbols and F is a polynomiai. say with dk £ M, k = 1,2, ••• ,p (see Bona [5] and Dix [21] ). Interest will mainly focus on the pure initial-value problem (IVP) for these équations wherein u(x, 0) = uo(x), is specified for xGl;
however, the initial-and boundary-value problem (IBVP)
u(x : 0) = u o (x), for x € R + ,
u(0,t) = g(t),
for t E M + ,
for the BBM-Burgers équation will also be examined. In this article, particular interest is directed toward the behavior of solutions in the zero dissipation limits.
In the limit as v tends to zero, équations (1.1, 1.2) and (1.3) formally reduce to the BBM équation, the GKdV équation and a class of équations of KdV-type in generalized form, u± + u x + vPu x -u xxt = 0, ut + u x + u p u x + u xxx = 0,
respectively. This suggests comparing solutions u to one of these équations with dissipation to the solution v of the corresponding équation without dissipation. It is expected that for varions spatial norms || • ||,
\\u(;t)~v(;t)\\^0 (1.4)
as v -• ö, uniformly for t > U. Theory will be developed showing (1.4) is valid in certain circumstances. Moreover, we will be able to détermine the rate at which \\u(-,t) -v(-} t)\\ approaches zero. A crucial step in proving such convergence results is to obtain ^-independent bounds on solutions to the dissipative équations and very often these are not available in the literature. Précise statements are provided presently. The paper is organized as follows. Section 2 contains the relatively straight forward analysis of the zerodissipation limits for the IVP and the IBVP for the BBM-Burgers équation. In Section 3 we establish vindependent bounds on solutions to the GKdV-Burgers équation in H k for all integers k > 0 (the Hilbert space
is the L 2 -based Sobolev class of functions whose derivatives to order k are all square integrable). This result is interest ing in its own right and crucial in obtaining the zero-dissipation limit results for the GKdVBurgers équation in Section 4. The relation (1.4) is determined to hold in || • \\ Hk and the convergence is shown to be O[y) as v -> 0. Section 5 is devoted to the équations of gênerai type depicted in (1.3). Zero-dissipation limit theory in this section relies upon growth conditions on the symbols of the dispersion and dissipation operators L and M, respectively.
ZERO-DISSIPATION LIMIT FOR THE BBM-BURGERS ÉQUATION
This section is divided into two parts. The first part is devoted to the zero-dissipation limit for the IVP for the BBM-Burgers équation while the second part deals with the zero-dissipation limit for the associated IBVP. Consider first the IVP 
Remark 1. In the proof that follows, and frequently in the rest of the paper, intermediate calculations are made that use regularity in excess of that assumed on the data and hence in excess of that which the solution possesses. The final inequalities do not suffer from this defect, however. Such calculations are easy to justify in the présence of a strong continuous dependence result. Simply regularize the initial data, make the calculation securely for the resulting smooth solution, and then in the final inequality pass to the limit as the regularization weakens to the identity. This standard procedure underlies much of the theory developed here, but we will not constantly remind the reader of its invocation. 
-Y(t) < A(t)Y(t) + B(t)
where Xext. attention is given to the zcro-dissipation limit of solutions to the initial-and boundary-value problem (IBVP)
(2.16) 
in which 52(0) = ^o(O).
The well-posedness of both the IBVP (2.16-2.17-2.18) and the IBVP (2.19-2.17-2.18) has been established by Bona. Bryant and Luo (cf. [6, 10] ). The following resuit suffices for our purposes. 
(M+) and g 2 e C^O.T) with g 2 (0) = v Q (0)). Then the IBVP (2.16-2A7-2.18) (respectively, the IBVP (2J9-2.20-2.21)) has a unique solution u such that, for any finite
The terms in line (2.23) may be estimated as in the proof of Theorem 2.3 and, due to the bounds for ||u||# 2 and \\v\\ H 2 (see Proposition 2.4), 
Intégrât ing équation (2.22) over [0,t) and combining the outcome with (2.26) and the last set of estimâtes for the terms arising from lines (2.24) and (2.25), the inequality
obtains, where T(w)(t) = H^O,Ollia + (1 + a2 )ll™x(*,£)|||2 + « 2 ||^xx(-; 0lli 2 -Tne d esire d result follows after application of Gronwall's inequality to (2.27).
^-INDEPENDENT i^f c -BOUNDS FOR THE GKDV-BURGERS EQUATION
This section focuses on the IVP of the G KdV-Burgers équation
where p > 1 and v > 0. The GKdV-Burgers équation and its dissipationless counterpart
have been the subject of numerous investigations {cf. Bona et al. [8] , Kenig et al. [24, 25] ). There is an adequate theory of well-posedness for both the IVP (3.1-3.2) and the IVP (3.3-3.2). The following results of Bona et al [8] and Kenig et al. [24] serve our purpose nicely. Jö i-00 depend only on p and e. Formula (3.9) suggests a natural trichotomy.
(i) If p G [1,4), then | < 2 and we can apply Lemma 3.4 below to inequality (3.9), whereafter the desired result (3.4) follows.
(ii) When p = 4, we insist that e is sucli that and then (3.8) implies a 2 (t) < (1 -Cs)"
3^.
(iii) For p > 4, if e is small enough that and since a(t) is a continuous function of t y it follows from (3. 
then Y is bounded by Y :
A simple proof of this lemma is provided in [31] .
We now proceed to the case k = 2. A crucial step in establishing the uniform bound in this case is the dérivation of a particular intégral identity valid for smooth solutions of (3.1-3.2). This result is the subject of the next proposition. Proof. We write ƒ ƒ for J Q /^ and omit da; and ds for simplicity of reading and writing. Collect the estimâtes (3.15, 3.16, 3.18) and the desired identity (3.12) follows. This complètes the proof of Proposition 3.5.
Proposition 3.5. Let v > 0 (respectively, u = 0) and u 0 € H s with s > 2. Then the associated solution u of the GKdV-Burgers (respectively, GKdV) équation with initial data UQ satisfies the formula
The v-independent bounds in H 2 are now stated and proved. The case p = 1 and 2 are special because in these cases, when v = 0, there are higher-order invariant functionals and these may be used to obtain (3.19) with Ce -0. The case p = 1 is worked out hère, but the case p -2 is entirely similar. The crux of the matter is to use rather than (3.10), the more spécifie identity Attention is now turned to the inductive step which corresponds to the cases k > 3. Only the last term needs attention. Integrate by parts further to obtain
The last two identities enable us to argue successfully for the bound (3.22) as in the proof of Theorem 3.6. The argument for arbitrary k is similar.
As in Theorem 3.6, for the cases p = 1 and 2, a more elaborate argument can be mounted which leads to bounds that are independent of both v and t. The argument relies upon the hierarchy of conservation laws that obtain in case v = 0. 
These f act s follow direct ly from the original analysis of the KdV-and mKdV-conservation laws given by Miura et al [26] .
When v > 0, the formula A k (u)(u t + uu x + u xxx -vu xx ) = 0 may be put into the form
The second term on the left-hand side of (3.28) may be written as
where Q k is a linear combination of the other monomials of index k + 3. Intégration of (3.28) with respect to x over R, and after imposing zero boundary conditions on u, u x , • • •, at ±oo, leads to the relation
where
The stage is now set for an induction on k. Assume that (3.22) is valid for ail k < m and that C& does not depend on v and t. We then use (3.30) to show that, provided g E i? m+1 , then (3.22) is valid for k -m + 1. As it is already established that (3.22) is true for k < 2, this will finish the proof. It suffices to bound the right-hand side of (3.30) Neither of these gives trouble since ||ii(',£)||#2 is already known to be bounded, independently of v and t on account of Theorem 3.6, and so ||IA(-, t)||x,°° &nd ||^oe(*, £)||L°° are bounded, independently of v and t. Thus the terms in (3.32) are bounded by CiG^ and C2C% l _ l , respectively. Thus, for k -m + 1, the right-hand side of (3.30) is seen to be bounded, independently of t > 0 and v > 0. The inductive step is completed and the desired resuit follows.
ZERO-DISSIPATION LIMIT FOR THE GKDV-BURGERS EQUATION
The uniform bounds derived in Section 3 lead directly to the zero-dissipation limit results for the GKdVBurgers équation. It is shown in this section that for each nonnegative integer fe, the solution of the IVP (3.1-3.2) converges in H k to the solution of the IVP (3.3-3.2) with the sharp rate of order v. Our approach is again inductive and the focus is on the cases k = 0 and k = 1, which correspond to the results in L 2 and H 1 . The first resuit is the zero-dissipation limit in case k = 0. A familiar bootstrap argument allows us to extend the convergence results to higher values of k. TheCombining these estimâtes, applying Gronwall's inequality and using the zero-dissipation limit result in L 2 establishes (4.9). This complètes the proof of the theorem.
ZERO-DISSIPATION LIMIT FOR THE ÉQUATION WITH MORE GÉNÉRAL FORMS OF NONLINEARITY, DISPERSION AND DISSIPATION
This section is concerned with the more gênerai IVP The goal of this section is to establish zero-dissipation limits (the limit as v ->• 0) of solutions to the IVP (5. 1-5.2) . Guided by what has gone before, the approach is to compare the solution to the IVP (5.1-5.2) with the solution to the IVP for the corresponding équation without dissipative efïects, namely
The well-posedness of the two initial-value problems (5. We illustrate the application of the zero-dissipation limit results obtained here for the équation in gênerai form in the context of several well-known wave models. We start with the generalized KdV-Burgers équation Attention is now turned to the version of these types of wave équations originally proposed by Ott & Sudan [29] and Ostrovsky [28] . 
