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Abstract
In this paper, we establish an analytic framework for studying Set-Valued Backward
Stochastic Differential Equations (SVBSDE for short), motivated largely by the current
studies of dynamic set-valued risk measures for multi-asset or network-based financial
models. Our framework will be based on the notion of Hukuhara difference between
sets, in order to compensate the lack of “inverse” operation of the traditional Minkowski
addition, whence the vector space structure, in traditional set-valued analysis. We shall
examine and establish a useful foundation of set-valued stochastic analysis under this
algebraic framework, and study the well-posedness of a class of SVBSDEs.
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1
1 Introduction
Set-valued analysis, both deterministic and stochastic, has found many applications over
the years. Most of these applications are in optimization and optimal control theory, but
recently more applications have been found in economics and finance. The problem that
particularly motivated this work is the so-called set-valued dynamic risk measures, which
we now briefly describe.
The risk measure of a financial position ξ at a specific time T , often denoted by ρT (ξ),
is defined as a convex functional of the (bounded) real-valued random variable ξ satisfy-
ing certain axioms such as monotonicity and translativity (cash-additivity) (cf. e.g., [4]).
A dynamic risk measure is a family of risk measures {ρt(·)}t∈[0,T ], such that for each fi-
nancial position ξ, {ρt(ξ)}t∈[0,T ] is an adapted stochastic process satisfying the so-called
time-consistency, in the sense that the following “tower property” holds (cf. [6, 8, 32]):
ρs(ξ) = ρs(−ρt(ξ)), ξ ∈ L∞FT (Ω,R), 0 ≤ s ≤ t ≤ T, (1.1)
where L∞FT (Ω,R) is the space of FT -measurable essentially bounded random variables with
values in R. A monumental result in the theory of dynamic risk measures is that, any co-
herent or even convex risk measure satisfying certain “dominating” conditions can be repre-
sented as the solution of the following Backward Stochastic Differential Equation (BSDE):
ρt(ξ) = −ξ +
∫ T
t
g(s, ρs(ξ), Zs)ds−
∫ T
t
ZsdBs, t ≤ T, (1.2)
where g is determined completely by the properties of {ρt(·)}t∈[0,T ] (see [8, 26, 32]).
There has been a tremendous effort to extend the univariate risk measures to the case
when the risk appears in the form of a random vector ξ = (ξ1, . . . , ξd) ∈ L∞FT (Ω,Rd) with
d ∈ N, typically known as the systemic risk in the context of default contagion (see, e.g.,
[11] for another application in the context of multi-asset markets with transaction costs).
For example, one can consider the contagion of (default) risks in a financial market with
large number of institutions as a network, in which each institution’s future asset value
can be viewed as a “random shock”, to be assessed by its ability to meet its obligations to
other members of the network. As a result, it is natural to evaluate these random shocks
collectively, which leads to a multivariate setting of a risk measure, often referred to as
“systemic risk measures” (cf., e.g., [1, 5, 10]).
One way to characterize a systemic risk measure is to consider it as a multivariate
but scalar-valued function. In a static framework, one can define an aggregation function
2
Λ: Rd → R, so as to essentially reduce the problem to a one-dimensional risk measure. For
example, a systemic risk measure can be defined as (cf. [5])
ρsys(ξ) = ρ(Λ(ξ)) = inf{k ∈ R : Λ(ξ) + k ∈ A}, (1.3)
where ξ ∈ L∞FT (Ω,Rd) is the wealth vector of the institutions, A is a certain acceptance
set, and ρ is a standard risk measure. Such a definition of a systemic risk measure is
convenient but have some fundamental deficiencies, especially when one seeks a dynamic
version. For example, it would be almost impossible to define the tower property (1.1), due
to the mis-match of the dimensionality. Furthermore, in practice one is often interested in
the individual contribution of each institution, and assess the risk for each institution, thus
a more ideal way would be to allocate risks individually, so that the value of a systemic risk
measure is defined as a set of vectors.
It is worth noting that the set-valued risk measure for a random vector ξ ∈ Rd (d ≥ 2)
can no longer be defined as the “smallest” capital requirement vector, as it may not exist,
for instance, with respect to the componentwise ordering of vectors. One remedy is to define
it as the set R0(ξ) (say, at t = 0) of all the risk compensating portfolio vectors of ξ so that
the risk measure R0 is a set-valued functional (see, e.g., [9]). Similarly, one can also define
a dynamic set-valued risk measure {Rt}t≤T . The tower property (1.1) can be defined by
Rs(ξ) =
⋃
η∈Rt(ξ)
Rs(−η) =: Rs[−Rt(ξ)], 0 ≤ s ≤ t ≤ T. (1.4)
However, the availability of a BSDE-type mechanism to construct or characterize time-
consistent dynamic risk measures as in the univariate case is a widely open problem, and is
the main purpose of this paper.
The theory of set-valued stochastic differential equations (SVSDE) and the related
stochastic analysis is not new. Measurability and integration of set-valued functions can
be traced back to as early as 1960s. The commonly used notion of integral is provided by
the celebrated work of Aumann [3], where the (Aumann) integral of a set-valued function
is defined as the set of all (Lebesgue) integrals of its integrable selections. On the other
hand, stochastic integrals of set-valued functions (with respect to Brownian motion or other
semimartingales) are relatively new in the literature [17]. The theory of SVSDEs, whose so-
lutions are set-valued stochastic processes (as opposed to Stochastic Differential Inclusions
(SDIs), whose solutions are vector-valued processes), was established recently (cf., e.g.,
[24, 27]). While the Backward SDIs have been around for some time (see, e.g., [18, 19]), to
the best of our knowledge, the systematic study of the set-valued BSDEs, especially in the
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general form:
Yt = ξ +
∫ T
t
f(s, Ys, Zs)ds −
∫ T
t
Z ◦ dB, t ∈ [0, T ], (1.5)
is still widely open. (Here,
∫
Z ◦ dB is a special type of set-valued stochastic integral, see
§3 for details).
We should point out that the main difficulty for the set-valued analysis is the lack
of vector space structure. More precisely, the space of sets, under the usual Minkowski
addition and scalar multiplication, is not a vector space, for lack of “subtraction”. Namely,
A+ (−1)A 6= 0(!). Thus even in the simple case when f is free of Z, the equivalence of the
BSDE (1.5) and its more popular form (cf. e.g., [18, 19])
Yt = E
[
ξ +
∫ T
t
f(s, Ys)ds
∣∣∣Ft
]
, t ∈ [0, T ], (1.6)
is actually not clear at all.
To overcome this difficulty and lay a more generic foundation for the study of BSDEs
of type (1.5), in this paper we shall explore the notion of the so-called Hukuhara difference
between sets, originated by M. Hukuhara in 1967 [15]. We shall first establish some funda-
mental results on stochastic analysis using Hukuhara difference, and then try to prove the
the well-posedness of a class of BSDEs of the form (1.5). It turns out that the seemingly
simple additional algebraic structure causes surprisingly subtle technicalities in all aspects
of the necessary stochastic analysis, we shall therefore focus on the most basic properties
and some key estimates, which will be useful for further development.
The rest of the paper is organized as follows. In §2, we give the preliminaries of the set-
valued analysis, introduce the notion of Hukuhara difference and its properties, and extend
the existing results (mostly in the book [21]) to those that involve Hukuhara difference.
In §3, we revisit set-valued stochastic analysis, again with an eye on these that involve
Hukuhara difference. In §4, we establish some key estimates, and in §5, we study the well-
posedness of a class of BSDEs of the form (1.5) in the case when f is free of Z and compare
it to the BSDE of the form (1.6).
2 Basics of Set-valued Analysis
In this section, we give a brief introduction to set-valued analysis and all the necessary
notations associated to it. The interested reader is referred to the books [21, 23] for many
of the definitions but we shall present all the results in a self-contained way.
4
2.1 Spaces of Sets
Although our discussion applies to more general Hausdorff locally convex topological vector
space, throughout this paper we let X be a Banach space with norm | · |. We shall denote
P(X) to be the set of all nonempty subsets of X, C (X) to be the set of all closed sets in
P(X), and K (X) the set of all compact convex sets in P(X), with respect to the norm
topology on X. We further denote Kw(X) to be the set of all weakly compact convex sets
in P(X) with respect to the weak topology on X.
Algebraic Structure on K (X). Let A,B ∈ K (X) and α ∈ R. We define
A+B := {a+ b : a ∈ A, b ∈ B}; αA := {αa : a ∈ A}. (2.1)
We note that the operations in (2.1) are often referred to as the Minkowski addition and
scalar multiplication. It can be checked that K (X) is closed under these operations. It is
important to note that the so-called cancellation law (cf., e.g., [30, 34]) holds on K (X),
namely, for A,B,C ∈ K (X),
A+ C = B + C =⇒ A = B. (2.2)
Clearly, multiplying A by α = −1 gives the “opposite” of A, as −A := (−1)A, which
leads to the “Minkowski difference”
A−B := A+ (−1)B = {a− b : a ∈ A, b ∈ B}. (2.3)
But in general, A+ (−1)A 6= {0}, that is, the opposite of A is not the “inverse” of A under
the Minkowski addition (unless A is a singleton). Consequently, these operations do not
establish a vector space structure on K (X). An early effort to address the inverse operation
of Minkowski addition, often still referred to as the Minkowski difference, is the so-called
“geometric difference” or “inf-residuation” (see [12] and [13]), defined by
A−B := {x ∈ X | x+B ⊂ A} ,
with x+ B := {x} + B. Such a difference satisfies A−A = {0}, and can be defined for all
A,B ∈ K (X). However, one only has (A−B) +B ⊂ A; the reverse inclusion usually fails.
In 1967, M. Hukuhara introduced a definition of set difference that has since been
referred to as Hukuhara difference (cf. [15]) as follows: for A,B ∈ K (X),
A⊖B = C ⇐⇒ A = B + C. (2.4)
5
As we shall see below, this definition has many convenient properties, but the only subtlety
is that the Hukuhara difference does not always exist(!). The following result characterizes
the existence of Hukuhara difference and gives an explicit expression of A ⊖ B, which will
be used frequently in our future discussions. Recall that, for A ∈ K (X) and a ∈ A, a is
called an extreme point of A if it cannot be written as a strict convex combination of two
points in A, that is, for every x1, x2 ∈ A and λ ∈ (0, 1), we have a 6= λx1 + (1 − λ)x2. We
denote ext(A) to be the set of all extreme points of A.
Proposition 2.1. Let A,B ∈ K (X). The Hukuhara difference A⊖B exists if and only if
for every a ∈ ext(A), there exists x ∈ X such that a ∈ x + B ⊂ A. In this case, A ⊖ B is
unique, closed, convex, and we have
A⊖B = A−B = {x ∈ X | x+B ⊂ A} . (2.5)
Proof: Since this is an infinite-dimensional version of [15, Proposition 4.2] combined
with a simple application of the Krein-Milman theorem, we omit the proof.
The Hukuhara difference facilitates set-valued analysis greatly, without the vector space
structure on K (X). We list some properties that will be used often in this paper.
Proposition 2.2. Let A,B,A1, A2, B1, B2 ∈ K (X), then the following identities hold when
all the Hukuhara differences involved exist:
(i) A⊖A = {0}, A⊖ {0} = A;
(ii) (A1 +B1)⊖ (A2 +B2) = (A1 ⊖A2) + (B1 ⊖B2);
(iii) (A1 +B1)⊖B2 = A1 + (B1 ⊖B2) = (A1 ⊖B2) +B1;
(iv) A1 + (B1 ⊖B2) = (A1 ⊖B2) +B1; and
(v) A = B + (A⊖B).
Proof: (i) A⊖A = {0} is immediate since A = A+ {0}. Suppose X := A⊖ {0}. Then
by definition (2.4), A = {0} +X = X.
(ii) Denote X := (A1 +B1)⊖ (A2 +B2), Y := A1 ⊖A2, and Z := B1 ⊖B2. That is,
A1 +B1 = A2 +B2 +X; A1 = A2 + Y ; B1 = B2 + Z. (2.6)
Adding the last two identities above, we get A1+B1 = A2+Y +B2+Z = A2+B2+Y +Z.
Comparing this with the first identity in (2.6) and using the cancellation law (2.2), we see
that X = Y + Z = (A1 ⊖A2) + (B1 ⊖B2), proving (ii).
(iii) Let A2 = {0} in (ii). By the second equality in (i), we obtain the first equality in
(iii). The second equality in (iii) follows by switching the roles of A1 and B1.
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(iv) Denote X := B1 ⊖B2 and Y := A1 ⊖B2. That is, B1 = X +B2 and A1 = Y +B2.
Then, A1 +X = Y +B2 +X = Y +B1. This is exactly (iv).
(v) This follows immediately by taking B1 = B2 = B in (iv).
Topological Structure on K (X). We note that since X is a Hausdorff locally convex
topological vector space under both strong and weak topologies, both K (X) and Kw(X)
are closed under the Minkowski addition and multiplication by scalars. Moreover, the
cancellation law (2.2), Proposition 2.1 and Proposition 2.2 are valid for both spaces.
Let us now recall the Hausdorff distance between two sets in K (X): for A,B ∈ K (X),
h(A,B) := max{sup
x∈A
d(x,B), sup
x∈B
d(x,A)} = inf{ε > 0 : A ⊂ Vε(B), B ⊂ Vε(A)}, (2.7)
where, for C ∈ K (X), x ∈ X and ε > 0, d(x,C) := d(C, x) := inf{|x− y| : y ∈ C}, and
Vε(C) := {x ∈ X : d(x,C) ≤ ε}. The second equality in (2.7) is well-known (cf. [21,
Corollary 1.1.3]). It is known that (K (X), h) is a Polish space (cf. [7, Theorem II.14]).
For A ∈ K (X), let us now define
‖A‖ := h(A, {0}) = sup{|a| : a ∈ A}. (2.8)
We have the following easy results.
Proposition 2.3. (i) The mapping ‖ · ‖ : K (X)→ R+ satisfies the properties of a norm.
(ii) If A,B ∈ K (X) and A⊖B exists, then h(A,B) = ‖A⊖B‖.
Proof. (i) Clearly, ‖A‖ = 0 implies A = {0}, and for any λ ∈ R we have ‖λA‖ =
h(λA, {0}) = sup{|λy| : y ∈ A} = |λ| sup{|y| : y ∈ A} = |λ|‖A‖. Finally, the “triangle
inequality”, in the sense that ‖A+B‖ ≤ ‖A‖ + ‖B‖, is trivial by definition of ‖ · ‖.
(ii) Since A,B ∈ K (X), applying the translation invariance property of Hausdorff dis-
tance (cf. [16, Proposition 1.3.2]), we see that
‖A⊖B‖ = h(A⊖B, {0}) = h((A ⊖B) +B, {0}+B) = h(A,B), (2.9)
whenever A⊖B exists.
Remark 2.4. It should be noted that the fact that ‖ · ‖ satisfies the properties of a norm
does not imply that (K (X), ‖ · ‖) is a normed space, since K (X) is not a vector space. It
is particularly worth noting that, although the Hausdorff metric is symmetric, the identity
(2.9) does not render (A,B) 7→ ‖A ⊖ B‖ a metric on K (Rd) in the usual sense, since the
existence of A⊖B by no means implies that of B⊖A. In fact, it can be checked that both
A⊖B and B⊖A exist if and only if A is a translation of B (i.e., A = B+{c}). Nevertheless,
the relation in Proposition 2.3-(ii) is quite useful, and is sufficient for our purposes.
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To end this subsection, we prove a new stability result for Hukuhara difference in the
case when X = Rd, which will be extremely useful in the discussion of the well-posedness of
the set-valued BSDEs in §5.
Proposition 2.5. Let {An}n≥1 be a sequence in K (Rd), and assume that h(An, A) → 0,
as n → ∞. Assume also that there exists B ∈ K (Rd) such that the Hukuhara difference
An ⊖B exists for each n ≥ 1. Then, A⊖B exists.
To prove Proposition 2.5, we first prove a lemma. Recall the set of all the extreme points
of A, ext(A), and denote Br(x) ⊂ Rd to be the ball centered at x ∈ Rd with radius r > 0.
Lemma 2.6. Assume that {An}n≥1 ⊂ K (Rd), and h(An, A) → 0, as n → ∞. Then, for
any a ∈ ext(A) and any ε > 0, there exists n > 1, such that, Bε(a) ∩ ext(An) 6= ∅.
Proof: First note that, since h(An, A)→ 0 and {An, A}n≥1 ⊂ K (Rd), the set U1(A) :=
cl
{⋃
h(A′,A)≤1A
′} is a bounded and closed set in Rd, whence compact.
Now suppose that the lemma is not true. Then, for some a ∈ ext(A) and ε0 > 0,
Bε0(a) ∩
{ ⋃
n≥1
ext(An)
}
= ∅. (2.10)
But on the other hand, since limn→∞ h(An, A) = 0, for any m ≥ 1, we can find anm ∈
B ε0
m
(a) ∩ Anm , for sufficiently large nm > 1. Since A1, A2, . . . are compact convex sets in
R
d, by virtue of Minkowski-Carathe´odory Theorem (see, e.g., [33, Theorem 8.11]), each anm
can be written as a convex combination of (at most) d+ 1 points in ext(Anm), that is,
anm =
d+1∑
k=1
λkma
k
nm , a
k
nm ∈ ext(Anm), λkm ∈ [0, 1],
d+1∑
k=1
λkm = 1; m ≥ 1. (2.11)
Note here that, by virtue of (2.10), all aknm ’s are outside the ball Bε0(a).
Now note limn→∞ h(An, A) = 0. For large m, we may assume that aknm ∈ Anm ⊂
U1(A), k ∈ {1, · · · , d + 1}. Since U1(A) is compact, by Bolzano-Weierstrass theorem,
there exists a subsequence, we may assume itself, that converges in U1(A). Similarly,
{(λ1m, . . . , λd+1m )}m≥1 ⊂ ∆d, where ∆d is the d-dimensional unit simplex in Rd+1, which
is also compact. Hence, we may assume that {(λ1m, . . . , λd+1m )}m≥1 converges in ∆d. That
is, there exist a¯k ∈ U1(A), k ∈ {1, . . . , d+ 1}, and (λ¯1, . . . , λ¯d+1) ∈ ∆d such that
lim
m→∞ a
k
nm = a¯
k, lim
m→∞λ
k
m = λ¯
k, k ∈ {1, . . . , d+ 1}.
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But since anm ∈ B ε0
m
(a) and limm→∞ h(Anm , A) = 0, it is readily seen that all a¯k ∈ A
and limm→∞ anm = a. Sending m→∞ on both sides of (2.11) we have
a =
d+1∑
k=1
λ¯ka¯k, a¯k ∈ A, λ¯k ∈ [0, 1], k ∈ {1, . . . , d+ 1}. (2.12)
Finally, noting that
∑d+1
k=1 λ¯
k = 1, and that d(aknm , a) ≥ ε0, for k ∈ {1, . . . , d + 1}, we have
a¯k /∈ Bε0(a), k ∈ {1, . . . , d + 1} (thus λ¯k > 0 for all k). Hence, (2.12) contradicts the fact
that a ∈ ext(A), proving the lemma.
Proof of Proposition 2.5. We shall make use of Proposition 2.1. That is, we show that
for any a ∈ ext(A), there exists x ∈ Rd such that a ∈ x + B. To this end, for a ∈ ext(A),
and any ε > 0, we first apply Lemma 2.6 to find an ∈ Bε(a) ∩ ext(An), for some n > 1.
Since An ⊖B exists, by Proposition 2.1, there exists xn ∈ Rd, such that an ∈ xn +B.
We now claim that a ∈ ⋃y∈Bε(xn){y + B}, which would then imply that a ∈ y + B for
some y ∈ Rd and the proposition follows. But
⋃
y∈Bε(xn)
{y +B} = {z = y + b : d(y, xn) < ε, b ∈ B} = {z ∈ Rd : d(z, xn +B) < ε}.
Since an ∈ Bε(a) and an ∈ xn + B, we have d(a, xn + B) ≤ |a − an| < ε. In other words,
a ∈ ⋃y∈Bε(xn){y +B}, proving the proposition.
2.2 Set-Valued Measurable Mappings and Selections
We now consider set-valued mappings. Let (E, E) be a measurable space. If E is a topolog-
ical space, we take E = B(E), the Borel σ-algebra on E. We shall make use of the following
definition of set-valued “measurable” mapping (cf. [21, Section 2.2]).
Definition 2.7. A set-valued mapping F : E → C (X) is said to be measurable if, for any
closed set B ⊂ X, it holds {e ∈ E : F (e) ∩B 6= ∅} ∈ E.
When E is topological, we also use the following “continuity” for a set-valued mapping.
Definition 2.8. Suppose that E is topological space and let e ∈ E. A mapping F : E →
C (X) is said to be lower semicontinuous at e if, for any open set B ⊂ X such that F (e)∩B 6=
∅, there exists an open neighborhood A ⊂ E of e such that F (e′) ∩ B 6= ∅ for every e′ ∈ A.
F is said to be lower semicontinuous if it is lower semicontinuous at each e ∈ E.
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For a set-valued mapping F : E → C (X), we can define the “graph” of F as usual:
Graph(F ) := {(e, x) ∈ E × X : x ∈ F (e)}. (2.13)
Since F is set-valued, Graph(F ) ⊂ E × X is a set such that each “section” Graph(F )e :=
F (e), e ∈ E, is a subset of X. It is then interesting to ask if we can select functions
f : E → X, such that f(e) ∈ F (e), e ∈ E, so that f has some desired measurability or
continuity (when E is topological), as a usual function. The following selection theorems
for set-valued functions can be found in, e.g., [21], and will be useful in later sections.
Theorem 2.9 (Michael). Let (Y, ρ) and (X, | · |) be a metric and Banach space, respectively,
and let F : Y→ C (X) be a lower semi-continuous mapping with convex values. Then, there
exists a continuous function f : Y→ X such that f(y) ∈ F (y) for each y ∈ Y.
Theorem 2.10 (Kuratowski and Ryll-Nardzewski). Suppose that X is a Banach space.
If F : E → C (X) is measurable, then F admits a measurable selection, i.e., there exists
f : E → X, such that it is E/B(X)-measurable, and f(e) ∈ F (e) for each e ∈ E.
Theorem 2.11 (Castaing). Suppose that X is a Banach space. Then F : E → C (X) is
measurable if and only if there exists a sequence {fn}∞n=1 of measurable selections of F such
that F (e) = cl{fn(e) : n ∈ N}, e ∈ E.
We now consider a set-valued mapping F : E×Y→ C (X), where (E×Y, E⊗B(Y)) is the
product measurable space. Thanks to Definition 2.7, we can talk about the measurability
of F . Furthermore, we say that a selection f : E ×Y→ X of F is a Carathe´odory selection
if (i) for each e ∈ E, f(e, ·) is continuous, and (ii) for each y ∈ Y, f(·, y) is measurable. The
following selection theorem is useful.
Theorem 2.12. Let F : E×Y→ C (X) be a measurable, convex-valued mapping. If F (e, ·)
is lower semicontinuous for each e ∈ E, then F possesses a Carathe´odory selection.
2.3 Set-Valued Integrals
We shall now assume X = Rd and (E, E , µ) is a finite measure space, and define the notion
of integral for a set-valued function F : E → C (Rd) through its measurable selections.
To begin with, let us denote L0(E,Rd) = L0(E, E , µ;Rd) to be the set of all Rd-valued
measurable functions on E distinguished up to µ-almost everywhere (a.e.) equality. For
p ∈ [1,+∞), let Lp(E,Rd) be the set of all f ∈ L0(E,Rd) such that ∫E |f(e)|pµ(de) < ∞.
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Together with the norm f 7→ (∫E |f(e)|pµ(de)) 1p , the set Lp(E,Rd) is a Banach space. For
p ∈ (1,+∞), Lp(E,Rd) is also reflexive.
We denote L 0(E,C (Rd)) = L 0(E, E , µ;C (Rd)) to be the space of all measurable set-
valued mappings F : E → C (Rd) distinguished up to µ-almost everywhere equality. For
F ∈ L 0(E,C (Rd)), we consider the set
S(F ) = {f ∈ L0(E,Rd) : f(e) ∈ F (e) a.e. e ∈ E} (2.14)
of its measurable selections, which is nonempty by Theorem 2.10. Moreover, by Theo-
rem 2.11, two measurable set-valued functions F and G are identical if and only if S(F ) =
S(G). An interesting and crucial question in set-valued analysis is whether a given set
of measurable functions in L0(E,Rd) can be seen as the set of measurable selections of a
measurable set-valued function. It turns out that this is a highly non-trivial question, for
which the following notion is fundamental.
Definition 2.13. A set V ⊂ L0(E,Rd) is said to be decomposable with respect to E if for
any f1, f2 ∈ V and D ∈ E, it holds 1Df1 + 1Dcf2 ∈ V .
Given a set V ⊂ Lp(E,Rd) with p ∈ [1,+∞), we define the decomposable hull of V ,
denoted by dec(V ), to be the smallest decomposable subset of Lp(E,Rd) containing V . It
can be checked that dec(V ) precisely consists of functions of the form f =
∑m
i=1 1Difi,
where {D1, . . . ,Dm} is a measurable partition of E with m ∈ N and f1, . . . , fm ∈ V . We
shall often consider dec(V ), the closure of dec(V ) in Lp(E,Rd). It is readily seen that
dec(V ) is the smallest decomposable and closed subset of Lp(E,Rd) containing V .
For p ∈ [1,+∞), we define Sp(F ) := S(F )∩Lp(E,Rd). It is easy to check that Sp(F ) is
a closed decomposable subset of Lp(E,Rd). But for given F , it is possible that Sp(F ) = ∅.
We thus consider the set
A
p(E,C (Rd)) := {F ∈ L 0(E,C (Rd)) : Sp(F ) 6= ∅}. (2.15)
and say that a given F is p-integrable if F ∈ A p(E,C (Rd)). By [21, Corollary 2.3.1], for
F,G ∈ A p(E,C (Rd)), F and G are identical if and only if Sp(F ) = Sp(G). Moreover, we
have the following important theorem (see [21, Theorem 2.3.2]).
Theorem 2.14. Let V be a nonempty closed subset of Lp(E,Rd), where p ∈ [1,+∞). There
exists F ∈ A p(E,C (Rd)) such that V = Sp(F ) if and only if V is decomposable.
We now define the Aumann integral of a set-valued function. As a preparation, for a
function f ∈ L1(E,Rd), define I(f) := ∫E f(e)µ(de) and for a set M ⊂ L1(T,Rd), define
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I[M ] := {I(f) : f ∈M}. Then, one can check (see [21]) that I[M ] is a convex subset of Rd
whenever M is decomposable. Now, for a set-valued function F ∈ A 1(E,C (Rd)), we define∫
E
F (e)µ(de) := cl(I[S1(F )]) = cl
{∫
E
f(e)µ(de) : f ∈ S1(F )
}
. (2.16)
Clearly, the “integral”
∫
E F (e)µ(de) is a nonempty closed convex set, and is called the
(closed version of the) Aumann integral of F .
Let p ∈ [1,+∞). For a given F ∈ L 0(E,C (Rd)), we say that it is p-integrably bounded
if there exists ℓ ∈ Lp(E,R+) such that ‖F (e)‖ = h(F (e), {0}) ≤ ℓ(e) a.e. e ∈ E. Let
L p(E,C (Rd)) be the set of all p-integrably bounded set-valued functions in L 0(E,C (Rd)).
It is readily seen that L p(E,C (Rd)) ⊂ A p(E,C (Rd)). Moreover, by [21, Theorem 2.4.1-
(ii)], a set-valued function F ∈ A p(E,C (Rd)) is p-integrably bounded if and only if Sp(F )
is a bounded subset of Lp(E,Rd). In this case, it is even true that Sp(F ) = Sp
′
(F ) = S(F )
for every p′ ∈ [1, p] (cf. [29, Proposition 2.1.4]). In what follows, we shall consider mostly
the cases p = 1 and p = 2; and say that F is integrably bounded if F ∈ L 1(E,C (Rd)), and
square-integrably bounded if F ∈ L 2(E,C (Rd)). Clearly, L 2(E,C (Rd)) ⊂ L 1(E,C (Rd)).
We have the following result (see [21, Theorem 2.3.4]). For a subset A of a vector space,
co(A) denotes the convex hull of A.
Theorem 2.15. Let F ∈ L 1(E,C (Rd)). Then, ∫E F (e)µ(de) = ∫E co(F (e))µ(de).
In view of Theorem 2.15, in the integrably bounded case, it is enough to consider the
Aumann integrals of convex-valued functions. On the other hand, if F ∈ L p(E,C (Rd)),
it is immediate that F (e) is a bounded (hence compact) set for a.e. e ∈ E. In what
follows, we mostly restrict our attention to the case F : E → K (Rd) and define the spaces
A p(E,K (Rd)), L p(E,K (Rd)), and so on in an obvious manner.
Let F ∈ L p(E,K (Rd)), p ≥ 1. By [29, Theorem 2.1.18], we have Sp(F ) = S(F ) ∈
Kw(L
p(E,Rd)). Moreover, since I is a (weakly) continuous linear mapping on Lp(E,Rd),
I[Sp(F )] = I[S(F )] is a nonempty compact convex set and one can remove the closure in
(2.16), that is,
∫
E F (e)µ(de) = I[S(F )] ∈ K (Rd).
The following lemma will be helpful in some later calculations.
Lemma 2.16. Let F1, F2 ∈ L p(E,K (Rd)), p ≥ 1. Then, F1 + F2 ∈ L p(E,K (Rd)) and
S(F1 + F2) = S(F1) + S(F2). (2.17)
Furthermore, if F1 ⊖ F2 exists, then F1 ⊖ F2 ∈ L p(E,K (Rd)). In this case, we have
S(F1 ⊖ F2) = S(F1)⊖ S(F2). (2.18)
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Proof. The relation (2.17) is known (see, e.g., [21, Lemma 2.4.1]). In particular, Sp(F1+
F2) 6= ∅ so that F1+F2 ∈ A p(E,K (Rd)). Moreover, since Sp(F1+F2) is clearly bounded,
we have F1 + F2 ∈ L p(E,K (Rd)) and Sp(F1 + F2) = S(F1 + F2).
We work on the properties of F1 ⊖ F2 assuming that it exists. First, let us check
the measurability of F1 ⊖ F2. For e ∈ E and x ∈ Rd, it is easy to check that (cf. [12,
Proposition 4.16]) x ∈ F1(e)⊖ F2(e) holds if and only if
〈w, x〉 ≥ sup
x1∈F1(e)
〈w, x1〉 − sup
x2∈F2(e)
〈w, x2〉 , w ∈ Rd. (2.19)
Note that supx1∈F1(e) 〈·, x1〉, supx2∈F2(e) 〈·, x2〉 are continuous functions as support functions
of compact convex sets. Further, x ∈ F1(e) ⊖ F2(e) is also equivalent to having (2.19) for
every w ∈ D, where D is a countable dense subset of Rd. Hence,
F1(e)⊖ F2(e) =
⋂
w∈D
{x ∈ Rd : 〈w, x〉 ≥ sup
x1∈F1(e)
〈w, x1〉 − sup
x2∈F2(e)
〈w, x2〉}. (2.20)
Furthermore, supx1∈F1(·) 〈w, x1〉, supx2∈F2(·) 〈w, x2〉 are measurable real-valued functions by
[31, Example 14.51]. Hence, for each w ∈ D, the halfspace-valued mapping in the in-
tersection in (2.20) is measurable. By [31, Proposition 14.11-(a)] on the preservation of
measurability under countable intersections, the measurability of F1 ⊖ F2 follows.
Next, note that ‖F1(e)⊖ F2(e)‖ ≤ ‖F1(e)‖ + ‖F2(e)‖ for every e ∈ E. Since F1, F2
are p-integrably bounded, we see that ‖F1(·)⊖ F2(·)‖ ∈ Lp(E,R) and F3 := F1 ⊖ F2 is p-
integrably bounded. Finally, since F2, F3 ∈ L p(E,K (Rd)) and F1 = F2 +F3, (2.17) yields
S(F1) = S(F2) + S(F3), which then implies that S(F1 ⊖ F2) = S(F3) = S(F1)⊖ S(F2).
3 Set-Valued Stochastic Analysis Revisited
In this section, we review some basics of set-valued stochastic analysis, and establish some
fine results that will be useful for our discussion but not covered by the existing liter-
ature. Throughout the rest of the paper, we shall consider a given complete, filtered
probability space (Ω,F ,P,F = {Ft}t∈[0,T ]), on which is defined a standard m-dimensional
Brownian motion B = {Bt}t∈[0,T ], where T > 0 is a given time horizon. Given a sub-
σ-field G of F and p ∈ [1,+∞), we shall denote LpG(Ω,Rd) to be the space of all G-
measurable elements of Lp(Ω,Rd). We shall denote Lp
F
([0, T ] × Ω,Rd) to be the space of
all F-progressively measurable d-dimensional processes {φt}t∈[0,T ] with E[
∫ T
0 |φt|pdt] < +∞.
The space Lp
F
([0, T ] × Ω,Rd×m) of matrix-valued processes can be defined similarly.
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3.1 Set-Valued Random Variables
A set-valued random variable X : Ω → C (Rd) is an F-measurable set-valued function.
If X ∈ A 1(Ω,C (Rd)), then we define its expectation, denoted by E[X] as usual, by its
Aumann integral
∫
ΩX(ω)P(dω). Given p ≥ 1, if X ∈ A p(Ω,C (Rd)), then Sp(X) is a closed
decomposable subset of Lp(Ω,Rd) and Sp(co(X)) = co(Sp(X)) (see [21, Lemma 2.3.3]).
Further, X is p-integrably bounded if and only if Sp(X) is a bounded set in Lp(Ω,Rd), that
is, E[‖X‖p] = ∫Ω sup{|x|p : x ∈ X(ω)}P(dω) = ∫Ω hp(X(ω), {0})P(dω) < ∞. In particular,
if X ∈ L p(Ω,K (Rd)), then Sp(X) = S(X) is a weakly compact convex subset of Lp(Ω,Rd).
For a sub-σ-field G ⊂ F , we denote L 0G (Ω,K (Rd)) to be the set of all G-measurable
random variables with values in K (Rd). For any Φ ∈ L 0G (Ω,K (Rd)), we denote SG(X)
to be the set of all G-measurable selections of X. Also, for p ≥ 1, we define SpG(X) :=
SG(X)∩LpG(Ω,Rd); and denote L pG (Ω,K (Rd)) to be the set of all G-measurable p-integrably
bounded random variables with values in K (Rd).
Conditional Expectations. For a sub-σ-field G ⊂ F and X ∈ A 1F (Ω,C (Rd)), the
conditional expectation of X given G is defined as the (almost surely) unique set-valued
random variable E[X|G] ∈ A 1G (Ω,C (Rd)) that satisfies
S1G(E[X|G]) = cl{E[f |G] : f ∈ S1(X)}, (3.1)
where the closure is evaluated in L1G(Ω,R
d). The existence of E[X|G] follows by Theo-
rem 2.14 since the set on the right in (3.1) is decomposable. Moreover, for p ≥ 1, if
X ∈ L p(Ω,K (Rd)), then it can be shown that the closure in (3.1) is not needed and
E[X|G] ∈ L pG (Ω,K (Rd)). In this case, E[X|G] satisfies the usual identity∫
D
E[X|G](ω)P(dω) =
∫
D
X(ω)P(dω), D ∈ G. (3.2)
Moreover, it can be easily checked that E[·|G] satisfies all the natural properties of a con-
ditional expectation, except that the “linearity” should be interpreted in terms of the
Minkowski addition and multiplication by scalars. Furthermore, we note that the con-
ditional expectation of a set V ⊂ L1(Ω,Rd) of random variables can also be defined in a
generalized sense even if it is not the set of selections of a set-valued random variable. To
be more precise, if V ⊂ L1(Ω,Rd) is a nonempty closed decomposable set, then there exists
a unique E[V |G] ∈ A 1(Ω,C (Rd)) (by a slight abuse of notation) such that
S1G(E[V |G]) = cl{E[f |G] : f ∈ V }. (3.3)
The following is a seemingly obvious fact regarding set-valued conditional expectations.
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Corollary 3.1. Let X1,X2 ∈ L p(Ω,K (Rd)) with p ∈ [1,+∞). Let G ⊂ F be a sub-σ-field.
Suppose that X1⊖X2 exists. Then, E[X1⊖X2|G] exists in L pG (Ω,K (Rd)) and it holds that
E[X1 ⊖X2|G] = E[X1|G]⊖ E[X2|G]. (3.4)
Proof. By Lemma 2.16, X1 ⊖ X2 ∈ L p(Ω,K (Rd)) so that E[X1 ⊖ X2|G] exists in
L
p
G (Ω,K (R
d)). By the definition of conditional expectation and repeated applications of
Lemma 2.16, we have
SG(E[X1 ⊖X2|G] + E[X2|G]) = SG(E[X1 ⊖X2|G]) + SG(E[X2|G])
= {E[f1|G] : f1 ∈ S(X1 ⊖X2)}+ {E[f2|G] : f2 ∈ S(X2)}
= {E[f |G] : f ∈ S(X1 ⊖X2) + S(X2)}
= {E[f |G] : f ∈ S((X1 ⊖X2) +X2)} = SG(E[X1|G]).
This is equivalent to having E[X1|G] = E[X1 ⊖X2|G] + E[X2|G], whence (3.4).
3.2 Set-Valued Stochastic Processes
A set-valued stochastic process Φ = {Φt}t∈[0,T ] is a family of set-valued random variables
taking values in C (Rd). We call Φ measurable if it is B([0, T ])⊗F-measurable as a single
set-valued function on [0, T ]×Ω. The notions such as “adaptedness” or “progressive measur-
ability” can be defined accordingly in the obvious ways. We denote L 0
F
([0, T ]×Ω,C (Rd)) to
be the space of all set-valued, F-progressively measurable processes taking values in C (Rd).
For Φ ∈ L 0
F
([0, T ] × Ω,C (Rd)), we denote SF(Φ) to be the set of all F-progressively mea-
surable selectors of Φ, which is nonempty by Theorem 2.10. For p ∈ [1,+∞), we define
Sp
F
(Φ) := SF(Φ) ∩ LpF([0, T ] × Ω,Rd) and denote L pF ([0, T ] × Ω,C (Rd)) to be the set of
all F-progressively measurable, C (Rd)-valued processes Φ with E[
∫ T
0 ‖Φt‖p dt] < +∞ (i.e.,
p-integrably bounded). The notations L p
F
([0, T ]×Ω,K (Rd)),L p
F
([0, T ]×Ω,K (Rd×m)) for
set-valued processes with compact convex values are defined similarly for p = 0 and p ∈
[1,+∞). It is worth pointing out that the space L 2
F
([0, T ]×Ω,K (Rd)) is not a Hilbert space,
but only a complete metric space, with the metric dH(Φ,Ψ) := (E[
∫ T
0 h
2(Φt,Ψt)dt])
1/2.
Martingales. Using the notion of conditional expectation in §3.1, one can define set-
valued martingales as follows. A set-valued process M = {Mt}t∈[0,T ] is called a set-valued
F-martingale if M ∈ L 0
F
([0, T ] × Ω,C (Rd)), Mt ∈ A 1Ft(Ω,C (Rd)), and Ms = E[Mt|Fs]
for all 0 ≤ s ≤ t. We say that M is square-integrable if Mt ∈ A 2Ft(Ω,C (Rd)) for all
0 ≤ t ≤ T , and uniformly square-integrably bounded if there exists ℓ ∈ L2(Ω,R+) such that
supt∈[0,T ] ‖Mt(ω)‖ ≤ ℓ(ω) a.e. ω ∈ Ω.
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We note that, if M is a square-integrable set-valued martingale, then for each t ∈ [0, T ],
the set of square-integrable selectors, S2Ft(Mt), is decomposable. On the other hand, we
consider the set of all square-integrable martingale selectors, that is, all d-dimensional F-
martingales f = {ft}t∈[0,T ] such that ft ∈ S2Ft(Mt), t ∈ [0, T ], and denote it by MS(M). If
M is convex-valued, then it is known thatMS(M) 6= ∅ (cf. [22, §3]). For t ∈ [0, T ], consider
the t-section ofMS(M), defined as Pt[MS(M)] := {ft : f ∈MS(M)} ⊂ L2Ft(Ω,Rd). We re-
mark that the two sets S2Ft(Mt) (the selectors of the t-section) and Pt[MS(M)] (the t-section
of the selectors) are quite different. In particular, the former is known to be decomposable,
but the latter is not. However, the following relation holds (see [22, Proposition 3.1]):
S2Ft(Mt) = decFt(Pt[MS(M)]), t ∈ [0, T ], (3.5)
where decFt denotes the closed decomposable hull with respect to L2Ft(Ω,R
d). This fact is
important for our discussion below.
3.3 Set-Valued Stochastic Integrals
Let us consider the two linear mappings J : L2
F
([0, T ] × Ω,Rd) → L2FT (Ω,Rd), and J :
L
2
F
([0, T ] × Ω,Rd×m)→ L2FT (Ω,Rd) defined by
J(φ) :=
∫ T
0
φtdt, J (ψ) :=
∫ T
0
ψtdBt, (3.6)
for φ ∈ L2
F
([0, T ]×Ω,Rd), ψ ∈ L2
F
([0, T ]×Ω,Rd×m), respectively. For K ⊂ L2
F
([0, T ]×Ω,Rd)
(resp. K ′ ⊂ L2
F
([0, T ]×Ω,Rd×m)), the set J [K] (resp. J [K ′]) is defined in an obvious way.
Let Φ ∈ L 0
F
([0, T ] × Ω,C (Rd)) and Ψ ∈ L 0
F
([0, T ] × Ω,C (Rd×m)) such that S2
F
(Φ) 6=
∅, S2
F
(Ψ) 6= ∅. Then, one can show that there exist unique set-valued random variables∫ T
0 Φtdt ∈ A 2FT (Ω,C (Rd)) and
∫ T
0 ΨtdBt ∈ A 2FT (Ω,C (Rd)) such that
S2FT
(∫ T
0
Φtdt
)
= dec(J [S2F(Φ)]), and S
2
FT
(∫ T
0
ΨtdBt
)
= dec(J [S2F(Ψ)]). (3.7)
We call
∫ T
0 Φtdt and
∫ T
0 ΨtdBt set-valued stochastic integrals. As usual, for t ∈ [0, T ], we
define the indefinite stochastic integrals as
∫ t
0 Φsds :=
∫ T
0 1(0,t](s)Φsds and
∫ t
0 ΨsdBs :=∫ T
0 1(0,t](s)ΨsdBs. Equivalently, one can define them via the relations S
2
Ft(
∫ t
0 Φsds) =
decFt(J t0[S
2
F
(Φ)]), S2Ft(
∫ t
0 ΨsdBs) = decFt(J t0 [S2F(Ψ)]), where J0,t(φ) :=
∫ t
0 φsds, J0,t(ψ) :=∫ t
0 ψsdBs. The integrals
∫ T
t Φsds and
∫ T
t ΨsdBs, and the mappings J
T
t , J Tt can be defined
similarly for t ∈ [0, T ].
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Remark 3.2. The set-valued Itoˆ stochastic integrals have many interesting properties, we
refer the interested reader to the books [21, 23] for the exhaustive explorations. Here we
mention a few that will be useful for our discussion.
(i) The definition in (3.7) means that both
∫ T
0 Φtdt and
∫ T
0 ΨtdBt are FT -measurable
set-valued random variables. However, there are examples showing that neither of the
sets J [S2
F
(Φ)],J [S2
F
(Ψ)] ⊂ L2FT (Ω,Rd) is decomposable (see [21, p.105]) which, by virtue
of Theorem 2.14, shows that they cannot be seen as the sets of selections of some FT -
measurable set-valued random variables.
(ii) One can actually show that E[J (S2
F
(Ψ))] = {0}, and J (S2
F
(Ψ)) is decomposable if
and only if it is a singleton(!).
(iii) By [21, Theorem 3.1.1], it is shown that dec(J [S2
F
(Ψ)]) = L2FT (Ω,R
d) if and only
int[dec(J [S2
F
(Ψ)])] 6= ∅.
(iv) If Φ and Ψ are convex-valued, then so are
∫ T
0 Φtdt and
∫ T
0 ΨtdBt. If Φ ∈ L 2F ([0, T ]×
Ω,K (Rd)), then it is known that
∫ T
0 Φtdt ∈ L 2FT (Ω,K (Rd)), that is, the stochastic time
integral of a square-integrably bounded process is a square-integrably bounded set-valued
random variable (see [20, Theorem 3.2]). However, the Itoˆ integral
∫ T
0 ΨtdBt fails to be
square-integrably bounded in general even if Ψ ∈ L 2
F
([0, T ] ×Ω,K (Rd×m)) (see [28]).
(v) As the set-valued stochastic integrals
∫ t
0 Φsds,
∫ t
0 ΨsdBs are defined for each t ∈ [0, T ]
separately, it is natural to ask if the adapted processes {∫ t0 Φsds}t∈[0,T ], {∫ t0 ΨsdBs}t∈[0,T ]
have progressively measurable modifications. Indeed, when Φ ∈ L 2
F
([0, T ] × Ω,K (Rd)),
by [25, Theorem 2.4], the process {∫ t0 Φsds}t∈[0,T ] has a continuous (with respect to h),
hence, progressively measurable modification. On the other hand, when Ψ ∈ L 2
F
([0, T ] ×
Ω,K (Rd×m)), by [22, Theorem 2.3], one can find a sequence {gn}n∈N in L2F([0, T ]×Ω,Rd×m)
such that {∫ t0 ΨsdBs}t∈[0,T ] is a modification of (t, ω) 7→ cl{(∫ t0 gns dBs)(ω)}n∈N, which is pro-
gressively measurable by [2, Theorem 8.2.4]. Hence, we always treat (indefinite) stochastic
integrals as progressively measurable set-valued processes.
The following lemma shows that the additivity holds for both integrals, which also allows
to calculate the integrals of the Hukuhara difference of two processes.
Lemma 3.3. Suppose that P is a nonatomic probability measure. Let Φ1,Φ2 ∈ L 2
F
([0, T ]×
Ω,K (Rd)) and Ψ1,Ψ2 ∈ L 2
F
([0, T ] ×Ω,K (Rd×m)). Then, for every t ∈ [0, T ],
∫ t
0
(Φ1s +Φ
2
s)ds =
∫ t
0
Φ1sds+
∫ t
0
Φ2sds,
∫ t
0
(Ψ1s +Ψ
2
s)dBs =
∫ t
0
Ψ1sdBs +
∫ t
0
Φ2sdBs (3.8)
hold almost surely. If Φ1 ⊖ Φ2 and Ψ1 ⊖ Ψ2 exist (dt × dP-a.e.), then we have Φ1 ⊖ Φ2 ∈
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L 2
F
([0, T ] × Ω,K (Rd)), Φ1 ⊖ Φ2 ∈ L 2
F
([0, T ]× Ω,K (Rd×m)) and, for every t ∈ [0, T ],
∫ t
0
(Φ1s ⊖ Φ2s)ds =
∫ t
0
Φ1sds⊖
∫ t
0
Φ2sds,
∫ t
0
(Ψ1s ⊖Ψ2s)dBs =
∫ t
0
Ψ1sdBs ⊖
∫ t
0
Φ2sdBs (3.9)
hold almost surely.
Proof: The relations in (3.8) are given in [20, Theorem 3.1-3.2]. Suppose that Φ1 ⊖ Φ2
exists. It is clear that Φ1 ⊖ Φ2 takes values in K (Rd). Since ∥∥Φ1t ⊖ Φ2t∥∥ ≤ ∥∥Φ2t∥∥+ ∥∥Φ2t∥∥,
E
[∫ T
0
∥∥Φ1t ⊖ Φ2t∥∥2 dt
]
≤ 2E
[∫ T
0
∥∥Φ1t∥∥2 dt
]
+ 2E
[∫ T
0
∥∥Φ2t∥∥2 dt
]
< +∞.
This and Lemma 2.16 imply that Φ1 ⊖ Φ2 ∈ L 2
F
([0, T ] × Ω,K (Rd)). We have Φ1 =
Φ2+ (Φ1⊖Φ2). Let t ∈ [0, T ]. By the first relation in (3.8), we obtain ∫ t0 Φ1sds = ∫ t0 Φ2sds+∫ t
0 (Φ
1
s ⊖ Φ2s)ds. By the definition of Hukuhara difference, the first relation in (3.9) follows.
The proofs of the claims related to Ψ1 ⊖Ψ2 are similar, hence omitted.
Corollary 3.4. Suppose that P is a nonatomic probability measure. Let Φ ∈ L 2
F
([0, T ] ×
Ω,K (Rd)), Ψ ∈ L 2
F
([0, T ] × Ω,K (Rd×m)). For each t ∈ [0, T ],
∫ T
0
Φsds =
∫ t
0
Φsds+
∫ T
t
Φsds,
∫ T
0
ΨsdBs =
∫ t
0
ΨsdBs +
∫ T
t
ΨsdBs
and ∫ T
t
Φsds =
∫ T
0
Φsds⊖
∫ t
0
Φsds,
∫ T
t
ΨsdBs =
∫ T
0
ΨsdBs ⊖
∫ t
0
ΨsdBs.
hold almost surely.
Proof: This is immediate from Lemma 3.3 and the definitions of the integrals since
1(0,T ](s)ξs = 1(0,t](s)ξs + 1(t,T ](s)ξs, ξ ∈ {Φ,Ψ}, for all s ∈ [0, T ].
The notion of stochastic integral can be extended to the case where the integrand is
only a set of processes, instead of a set-valued process. We briefly describe the idea (cf.
[22]). Let Z ∈ P(L2
F
([0, T ] × Ω,Rd×m)) be a nonempty set and consider the sets Jt[Z] =
{∫ t0 gtdBt : g ∈ Z}, t ∈ [0, T ]. Due to lack of decomposability, Jt[Z] is not equal to the set
of square-integrable selections of a set-valued random variable, in general. But similar to
the stochastic integral discussed above, one can show that, for each t ∈ [0, T ], there exists
a unique
∫ t
0 Z ◦ dBt ∈ A 2Ft(Ω,C (Rd)) such that S2Ft(
∫ t
0 Z ◦ dBt) = decFt(Jt[Z]). We call∫ t
0 Z ◦ dBt the generalized (indefinite) stochastic integral of Z with respect to B (cf. [22]).
If Z is convex, then ∫ t0 Z ◦ dBt is convex-valued (see [22, Theorem 2.2]). We note that,
similar to Remark 3.2(v), the process {∫ t0 Z ◦ dBs}t∈[0,T ] has a progressively measurable
modification whenever Z ∈ Kw(L2F([0, T ] × Ω,Rd×m)), the set of weakly compact convex
subsets of L2
F
([0, T ]× Ω,Rd×m). Moreover, we have the following analogue of Lemma 3.3.
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Lemma 3.5. Assume that P is nonatomic, and let Z1,Z2 ∈ Kw(L2F([0, T ] × Ω,Rd×m)).
Then, the following statements are true:
(i) Z1 + Z2 ∈ Kw(L2F([0, T ]× Ω,Rd×m)) and for every t ∈ [0, T ], it holds that∫ t
0
(Z1 + Z2) ◦ dBs =
∫ t
0
Z1 ◦ dBs +
∫ t
0
Z2 ◦ dBs, P-a.s. (3.10)
(ii) If Z1⊖Z2 exists, then Z1⊖Z2 ∈ Kw(L2F([0, T ]×Ω,Rd×m)) and for every t ∈ [0, T ],∫ t
0
(Z1 ⊖Z2) ◦ dBs =
∫ t
0
Z1 ◦ dBs ⊖
∫ t
0
Z2 ◦ dBs, P-a.s. (3.11)
(iii) If Z1 ⊖ Z2 exists and ∫ t0 Z1 ◦ dBs = ∫ t0 Z2 ◦ dBs, P-a.s., for all t ∈ [0, T ], then
Z1 = Z2 as subsets of L2
F
([0, T ] ×Ω,Rd×m).
Proof: (i) The additivity result (3.10) is given in [22, Theorem 2.2]. (ii) Since Z1,Z2
are bounded subsets of L2
F
([0, T ] × Ω,Rd×m), it can be checked that Z1 ⊖ Z2 is also
bounded. Moreover, Z1 ⊖ Z2 is convex and closed as a Hukuhara difference. Since
L
2
F
([0, T ]×Ω,Rd×m) is reflexive, we may conclude that Z1⊖Z2 is weakly compact. Hence,
Z1 ⊖ Z2 ∈ Kw(L2F([0, T ] × Ω,Rd×m)). The proof of the identity (3.11) follows from the
additivity of integral as in the proof of Lemma 3.3.
It remains to prove (iii). We first note that by the property of the Hukuhara difference
and the assertion (ii), it suffices to show that
∫ t
0 Z ◦ dBs = 0, P-a.s. , for all t ∈ [0, T ],
implies Z = {0}. To see this, we observe that, for a fixed t ∈ [0, T ], the general stochastic
integral
∫ t
0 Z ◦ dBs = 0, P-a.s., amounts to saying, by definition, that S2Ft(
∫ t
0 Z ◦ dBs) =
decFt(Jt[Z]) = {0}, which is obviously equivalent to Jt[Z] = {0}. In other words, we
have
∫ t
0 gsdBs = 0, P-a.s., for all g ∈ Z. But since this holds for any t ∈ [0, T ], and since
the integral Mgt :=
∫ t
0 gsdBs, t ∈ [0, T ], is a continuous martingale, we can conclude that
P{Mgt = 0 for all t ∈ [0, T ]} = 1 for each g ∈ Z. This leads to that g ≡ 0, P-a.s., for all
g ∈ Z, that is, Z = {0}.
In the proof of Lemma 3.5(iii), the existence of the Hukuhara difference Z1⊖Z2 is needed
in order to obtain the conclusion Z1 = Z2, and henceZ1⊖Z2 = {0}, by using Lemma 3.5(ii).
To remove this assumption, we will pass to a quotient space of Kw(L
2
F
([0, T ] × Ω,Rd×m))
in which two sets of processes are considered identical if they yield the same Itoˆ integral.
To make this idea precise, let us define a relation ∼= on Kw(L2F([0, T ] × Ω,Rd×m)) by
Z1 ∼= Z2 ⇔
∫ t
0
Z1 ◦ dBs =
∫ t
0
Z2 ◦ dBs P-a.s. for all t ∈ [0, T ]. (3.12)
It is easy to see that ∼= is an equivalence relation on Kw(L2F([0, T ] × Ω,Rd×m)); let us
denote Kw(L
2
F
([0, T ] × Ω,Rd×m)) to be the set of all equivalence classes of ∼=. For a class
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Z ∈ Kw(L2F([0, T ] × Ω,Rd×m)), we define its stochastic integral {
∫ t
0 Z ◦ dBs}t∈[0,T ], as the
stochastic integral of any member of Z, which is uniquely defined up to modifications.
Hence, for Z1,Z2 ∈ Kw(L2F([0, T ] × Ω,Rd×m)), if
∫ t
0 Z1 ◦ dBs =
∫ t
0 Z2 ◦ dBs P-a.s., for all
t ∈ [0, T ], then Z1 = Z2 in Kw(L2F([0, T ] × Ω,Rd×m)).
For future use, let us extend the definition of Minkowski addition for the new space. For
Z, Zˆ ∈ Kw(L2F([0, T ]× Ω,Rd×m)), we define
Z + Zˆ := {Z1 + Zˆ1 | Z1 ∈ Z, Zˆ1 ∈ Zˆ}, (3.13)
which is well-defined since Z1+Zˆ1 ∼= Z2+Zˆ2 whenever Z1,Z2 ∈ Z and Zˆ1, Zˆ2 ∈ Zˆ. Then,
⊖ has an obvious definition on Kw(L2F([0, T ] × Ω,Rd×m)) by (2.4). With these definitions,
Lemma 3.5 can be rewritten for Kw(L
2
F
([0, T ]×Ω,Rd×m)) except that in (iii), the existence
of the Hukuhara difference is not needed.
Corollary 3.6. Suppose that P is a nonatomic probability measure. Let Z ∈ Kw(L2F([0, T ]×
Ω,Rd×m)) be a nonempty set of processes. Then, for each t ∈ [0, T ], it holds almost surely
that
∫ T
0
Z ◦ dBs =
∫ t
0
Z ◦ dBs +
∫ T
t
Z ◦ dBs,
∫ T
t
Z ◦ dBs =
∫ T
0
Z ◦ dBs ⊖
∫ t
0
Z ◦ dBs.
Proof: This is a version of Corollary 3.4 for generalized integrals and can be checked
similarly using Lemma 3.5.
3.4 Set-Valued Martingale Representation Theorem
The fundamental building block of the theory of Backward SDE is the celebrated Mar-
tingale Representation Theorem, which states that under the Brownian filtration, every
square-integrable martingale can be written, uniquely, as a stochastic integral against the
underlying Brownian motion, hence it is continuous. More precisely, if M = {Mt}t∈[0,T ] is
an FB-martingale in L2
F
([0, T ] × Ω,Rd), where B = {Bt}t∈[0,T ] is an Rm-valued Brownian
motion, then there exists a unique g ∈ L2
F
([0, T ],Rd×m), such that Mt =
∫ t
0 gsdBs, t ≥ 0,
P-a.s. There is a similar result for set-valued martingales (see §3.2), which we now describe.
Now assume F = FB, for some Rm-valued Brownian motion B (with the standard aug-
mentation), and letM be a convex-valued set-valued F-martingale that is square-integrable,
i.e., Mt ∈ A 2Ft(Ω,C (Rd)) for each t ∈ [0, T ]. Then for each f ∈ MS(M), there ex-
ists unique gf ∈ L2
F
([0, T ],Rd×m), such that ft =
∫ t
0 g
f
s dBs, t ∈ [0, T ], P-a.s. Denote
GM := {gf : f ∈MS(M)} ∈ P(L2
F
([0, T ],Rd×m)).
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Remark 3.7. We should note that while a set-valued martingale always gives rise to a
set of vector-valued martingales, i.e., stochastic integrals, not every set of vector-valued
martingales can be realized as MS(M) for some set-valued martingale M .
The following Set-valued Martingale Representation Theorem is due to [22].
Theorem 3.8 (Kisielewicz [22, Theorems 4.2, Proposition 4.1]). Assume F = FB, where B
is a Rm-valued Brownian motion. Then for every convex-valued square-integrable set-valued
martingale M = {Mt}t∈[0,T ], with M0 = {0}, there exists GM ∈ P(L2F([0, T ] × Ω,Rd×m))
such that Mt =
∫ t
0 GM ◦ dBs, P-a.s. t ∈ [0, T ]. If M is also uniformly square-integrably
bounded, then GM is a convex weakly compact set, that is, GM ∈ Kw(L2F([0, T ]×Ω,Rd×m)).
Remark 3.9. (i) We should note that, in the set-valued martingale representation, the
“martingale integrand” GM may not be a set-valued process. In fact, it is by no means
clear that it is decomposable. Thus, the stochastic integral is only in the generalized sense.
This fact will be important for our study of set-valued backward SDEs.
(ii) However, if Ω is separable, then there exists a sequence {gn}n≥1 ⊂ L2F([0.T ],Rd×m)
such that Mt = cl{
∫ t
0 g
n
s dBs}n≥1, and S2Ft(Mt) = decFt{
∫ t
0 g
n
s dBs}n≥1 for all t ∈ [0, T ] (see
[22, Theorem 4.3]).
(iii) IfM is a uniformly square-integrably bounded martingale and P is nonatomic, then
there exists a sequence {gn}n≥1 ⊂ L2F([0.T ],Rd×m) such that Mt = co{
∫ t
0 g
n
s dBs}n≥1 for all
t ∈ [0, T ] (see [22, Theorem 4.3]). In this case, M has a continuous modification by [23,
Remark 5.5.1]. Hence, we assume a continuous modification for such martingales.
(iv) In light of the equivalence relation ∼= in (3.12), in the last part of Theorem 3.8, we can
easily conclude that such GM is unique inKw(L2F([0, T ]×Ω,Rd×m)). Indeed, if there exist GM1
and GM2 in Kw(L2F([0, T ]×Ω,Rd×m)) such that
∫ t
0 GM1 ◦dBs =
∫ t
0 GM2 ◦dBs =Mt, t ∈ [0, T ],
then GM1 ∼= GM2 , that is, they correspond to the same element of Kw(L2F([0, T ] × Ω,Rd×m))
and we may denote this element by GM with a slight abuse of notation.
(v) Unlike usual stochastic integrals, set-valued stochastic integrals do not always gener-
ate set-valued martingales. In fact, given a nonempty set Z ∈ Kw(L2F([0, T ]×Ω,Rd×m)) (or
Z ∈ Kw(L2F([0, T ]×Ω,Rd×m))) of processes, the set-valued process {
∫ t
0 Z ◦dBs}t∈[0,T ] forms
a set-valued submartingale in the sense that
∫ u
0 Z◦dBs ⊂
∫ t
0 Z◦dBs for every 0 ≤ u ≤ t ≤ T
(see [25, Theorem 4.2]). Nevertheless, the stochastic integrals that appear in Theorem 3.8
are naturally martingales; hence, it makes sense to introduce the collection
G :=
{
Z ∈ Kw(L2F([0, T ] × Ω,Rd×m)) :
{∫ t
0
Z ◦ dBs
}
t∈[0,T ]
is a martingale
}
(3.14)
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for future use. In particular, using the martingale property, Corollary 3.6 and the cancella-
tion law, it is easy to check that
E
[ ∫ T
t
Z ◦ dBs
∣∣∣ Ft
]
= {0}, t ∈ [0, T ], (3.15)
whenever Z ∈ G.
4 Some Important Estimates
In this section we establish some important estimation regarding set-valued stochastic in-
tegrals and their conditional expectations. These estimates, albeit conceivable, need justi-
fications given the special natures of the set-valued stochastic analysis, as well as the lack
of a vector space structure in general. Some of the arguments are following those in [21]
closely, but we nevertheless provide the details for the sake of completeness.
Recall the set K (Rd), the collection of all nonempty convex compact subsets of Rd. For
p ∈ [1,+∞) and X1,X2 ∈ L pF (Ω,K (Rd)), define
Hp(X1,X2) := (E[hp(X1,X2)])
1
p . (4.1)
It was shown in [21, Theorem 2.4.1] that, for any sub-σ-algebra G ⊂ F and X1,X2 ∈
L 1F (Ω,K (R
d)), it holds H1(E[X1|G],E[X2|G]) ≤ H1(X1,X2). We now prove a slightly
stronger result in the L2 sense.
Lemma 4.1. Let X1,X2 ∈ L 2F (Ω,K (Rd)), and G ⊂ F be a sub-σ-algebra. Then, one has
h2(E[X1|G],E[X2|G]) ≤ E[h2(X1,X2)|G], P-a.s. (4.2)
In particular, the following inequalities hold:
H2(E[X1|G],E[X2|G]) ≤ H2(X1,X2); (4.3)
‖E[X1|G]‖2 ≤ E[‖X1‖2 |G], P-a.s. (4.4)
Proof. Let us introduce the notation E[ξ : D] := E[ξ1D] for ξ ∈ L1F(Ω,R) and D ∈ F .
Note that (4.2) is equivalent to
E
[
h2(E[X1|G],E[X2|G]) : D
] ≤ E[h2(X1,X2) : D], D ∈ G. (4.5)
For A,B ∈ K (Rd), recall that their Hausdorff distance is given by h(A,B) = h¯(A,B) ∨
h¯(B,A), where h¯(A,B) := supa∈A d(a,B) and d(a,B) = infb∈B |a − b|. Let us fix D ∈ G,
and define the event
C := {ω ∈ Ω : h¯(E[X1|G](ω),E[X2|G](ω)) ≥ h¯(E[X1|G](ω),E[X2|G](ω))}.
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Clearly, by the definition of conditional expectation, C ∈ G. Now we can write
E[h2(E[X1|G],E[X2|G]) :D] = E[h¯2(E[X1|G],E[X2|G]) : D ∩ C]
+E[h¯2(E[X1|G],E[X2|G]) : D ∩ Cc]. (4.6)
Repeatedly applying [21, Theorem 2.3.1] (see also [14, Theorem 2.2]), we obtain
E
[
h¯2 (E [X1|G] ,E [X2|G]) : D ∩ C
]
=
∫
D∩C
sup
x∈E[X1|G](ω)
d2(x,E [X2|G] (ω))P(dω)
= sup
η∈S(E[X1|G])
E
[
d2(η,E [X2|G]) :D ∩ C
]
= sup
η∈{E[ϕ|G]:ϕ∈S(X1)}
E
[
d2(η,E [X2|G]) :D ∩ C
]
= sup
ϕ∈S(X1)
E
[
d2(E [ϕ|G] ,E [X2|G]) :D ∩ C
]
= sup
ϕ∈S(X1)
∫
D∩C
inf
y∈E[X2|G](ω)
|E[ϕ|G](ω) − y|2P(dω)
= sup
ϕ∈S(X1)
inf
ψ∈S(X2)
E
[
|E [ϕ|G] − E [ψ|G]|2 :D ∩ C
]
= sup
ϕ∈S(X1)
inf
ψ∈S(X2)
E
[
|E [ϕ− ψ|G]|2 : D ∩C
]
≤ sup
ϕ∈S(X1)
inf
ψ∈S(X2)
E
[
E
[
|ϕ− ψ|2 | G
]
:D ∩ C
]
= sup
ϕ∈S(X1)
inf
ψ∈S(X2)
E
[
|ϕ− ψ|2 : D ∩ C
]
= E
[
h¯2(X1,X2) : D ∩ C
] ≤ E [h2(X1,X2) : D ∩ C] . (4.7)
Here in the above, the inequality is due to the conditional version of Jensen’s inequal-
ity. Similarly we also have E
[
h¯2 (E [X1|G] ,E [X2|G]) : D ∩Cc
] ≤ E [h2(X1,X2) : D ∩ Cc].
Combining the two inequalities with (4.6), we obtain (4.5) and hence (4.2). Then, (4.3) is
immediate from (4.2). Finally, (4.4) follows from (4.2) by taking X2 ≡ {0}.
Next, we present a Ho¨lder-type of inequality regarding the Aumann integral.
Proposition 4.2. Let Φ1,Φ2 ∈ L 2
F
([0, T ] × Ω,K (Rd)), and t ∈ [0, T ]. Then, it holds that
h2
(∫ T
t
Φ1sds,
∫ T
t
Φ2sds
)
≤ (T − t)
∫ T
t
h2(Φ1s,Φ
2
s)ds, P-a.s. (4.8)
Proof. Recalling the definition of the Hausdorff metric h, it suffices to show that

h¯2
(∫ T
t
Φ1sds,
∫ T
t
Φ2sds
)
≤ (T − t)
∫ T
t
h¯2(Φ1s,Φ
2
s)ds,
h¯2
(∫ T
t
Φ2sds,
∫ T
t
Φ1sds
)
≤ (T − t)
∫ T
t
h¯2(Φ2s,Φ
1
s)ds,
P-a.s. (4.9)
By symmetry, we shall check only the first inequality in (4.9). To begin with, we first note
that the statement is equivalent to showing, for every D ∈ FT , that
E
[
h¯2
(∫ T
t
Φ1sds,
∫ T
t
Φ2sds
)
: D
]
≤ (T − t)E
[ ∫ T
t
h¯2(Φ1s,Φ
2
s)ds : D
]
. (4.10)
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To see (4.10), we first note that, similar to (4.7), we have
E
[
h¯2
( ∫ T
t
Φ1sds,
∫ T
t
Φ2sds
)
: D
]
= sup
η1∈decJTt (S2F (Φ1))
inf
η2∈decJTt (S2F (Φ2))
E[|η1 − η2|2 : D]. (4.11)
Next, by the standard Ho¨lder’s inequality we have
sup
η1∈JTt (S2F (Φ1))
inf
η2∈JTt (S2F (Φ2))
E[|η1 − η2|2 : D]
= sup
ϕ1∈S2
F
(Φ1)
inf
ϕ2∈S2
F
(Φ2)
E
[∣∣∣JTt (ϕ1)− JTt (ϕ2)
∣∣∣2 : D] (4.12)
≤ (T − t) sup
ϕ1∈S2
F
(Φ1)
inf
ϕ2∈S2
F
(Φ2)
E
[ ∫ T
t
|ϕ1s − ϕ2s|2ds : D
]
.
Now, for given D ∈ FT , we consider the probability space (D,FDT ,PD), where FDT :=
{C ∩D : C ∈ FT }, and PD(C) = [P(C)/P(D)]1{P(D)>0}, C ∈ FDT . We also define the
filtration FD = {FDt }t∈[0,T ] in a similar way. Applying [21, Theorem 2.3.1] again, we have
sup
ϕ1∈S2
F
(Φ1)
inf
ϕ2∈S2
F
(Φ2)
E
[ ∫ T
t
|ϕ1s − ϕ2s|2ds : D
]
= sup
ϕ1∈S2
F
(Φ1)
inf
ϕ2∈S2
F
(Φ2)
E
PD
[ ∫ T
t
|ϕ1s − ϕ2s|2ds
]
= sup
ϕ1∈S2
FD
(Φ1)
inf
ϕ2∈S2
FD
(Φ2)
∫
D×[t,T ]
∣∣ϕ1s(ω)− ϕ2s(ω)∣∣2 PD(dω)ds (4.13)
=
∫
D×[t,T ]
sup
x∈Φ1s(ω)
inf
y∈Φ2s(ω)
|x− y|2PD(dω)ds =
∫
D×[t,T ]
h¯2(Φ1s(ω),Φ
2
s(ω))P
D(dω)ds
= EP
D
[ ∫ T
t
h¯2(Φ1s,Φ
2
s)ds
]
= E
[ ∫ T
t
h¯2(Φ1s,Φ
2
s)ds : D
]
.
Let αD := (T − t)E
[ ∫ T
t h¯
2(Φ1s,Φ
2
s)ds : D
]
. Combining (4.12) and (4.13), we have
sup
η1∈JTt (S2F(Φ1))
inf
η2∈JTt (S2F(Φ2))
E[|η1 − η2|2 : D] ≤ αD. (4.14)
Next, we show that (4.14) implies that
sup
η1∈dec JTt (S2F(Φ1))
inf
η2∈JTt (S2F (Φ2))
E
[
|η1 − η2|2 : D
]
≤ αD, (4.15)
For any η1 ∈ dec JTt (S2F(Φ1)) we write η1 =
∑m
i=1 1Diη1,i for some D1, . . . ,Dm ∈ FT par-
titioning Ω, and η1,1, . . . , η1,m ∈ JTt (S2F(Φ1)). Then, for η2 ∈ JTt (S2F(Φ2)) we can apply
Jensen’s inequality to get
E[|η1 − η2|2 : D] = EPD
[∣∣∣
m∑
i=1
1Di(η1,i − η2)
∣∣∣2] ≤ EPD[
m∑
i=1
1Di |η1,i − η2|2
]
=
m∑
i=1
E
[
1D∩Di |η1,i − η2|2
]
. (4.16)
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Since η1 and η2 are arbitrary, we deduce from (4.16) and (4.14) that
sup
η1∈dec JTt (S2F (Φ1))
inf
η2∈JTt (S2F(Φ2))
E[|η1 − η2|2 : D]
≤
m∑
i=1
sup
η1,i∈JTt (S2F (Φ1))
inf
η2∈JTt (S2F(Φ2))
E
[|η1,i − η2|2 : D ∩Di] ≤
m∑
i=1
αD∩Di = α.
This proves (4.15). Noting that decJTt (S
2
F
(Φ2)) ⊃ JTt (S2F(Φ2)), (4.15) implies that
sup
η1∈dec JTt (S2F(Φ1))
inf
η2∈decJTt (S2F (Φ2))
E
[
|η1 − η2|2 : D
]
≤ αD. (4.17)
Finally, we claim that (4.17) implies
sup
η1∈decJTt (S2F (Φ1))
inf
η2∈decJTt (S2F (Φ2))
E
[
|η1 − η2|2 : D
]
≤ αD, (4.18)
which, together with (4.11), would lead to (4.10). Indeed, let η1 ∈ decJTt (S2F(Φ1)), and let
{ηn1 }n∈N ⊂ decJTt (S2F(Φ1)) be a sequence that converges to η1 (strongly) in L2FT (Ω,Rd).
Let ε > 0. For each n ∈ N, thanks to (4.17), we may find ηn2 ∈ decJTt (S2F(Φ2)) such that
E[|ηn1 − ηn2 |2 : D] < αD + ε. (4.19)
By Remark 3.2, {ηn2 }n∈N is a bounded sequence in L2FT (Ω,Rd); hence, by Banach-Saks theo-
rem, it has a subsequence {ηnk2 }k∈N for which the sequence {ηk2}k∈N converges to some η2 ∈
L
2
FT (Ω,R
d) strongly, where ηk2 :=
1
k
∑k
ℓ=1 η
nℓ
2 is the Cesa`ro average, for k ∈ N. Moreover,
since decJTt (S
2
F
(Φ2)) is a closed convex set, all Cesa`ro averages and their limit η2 belong to
decJTt (S
2
F
(Φ2)). The strong convergence of {ηn1 }n∈N implies that {ηk1}k∈N ⊂ decJTt (S2F(Φ1))
converges to η1 strongly in L
2
FT (Ω,R
d), where ηk1 :=
1
k
∑k
ℓ=1 η
nℓ
1 , k ∈ N. By (4.19), we have
E[|ηk1 − ηk2 |2 : D] ≤
(1
k
k∑
ℓ=1
(
E[|ηnℓ1 − ηnℓ2 |2 : D]
) 1
2
)2
< αD + ε, k ∈ N.
Thus,
(E[|η1 − η2|2 : D])
1
2 ≤ (E[|η1 − ηk1|2 : D])
1
2 + (E[|ηk1 − ηk2 |2 : D])
1
2 + (E[|ηk2 − η2|2 : D])
1
2
≤ (E[|η1 − ηk1|2])
1
2 + (αD + ε)
1
2 + (E[|ηk2 − η2|2])
1
2 ,
and letting k →∞ yields
inf
η2∈decJTt (S2F (Φ2))
E[|η1 − η2|2 : D] ≤ E[|η1 − η2|2 : D] ≤ α+ ε.
Since ε > 0 and η1 ∈ decJTt (SF(Φ1)) are arbitrary, (4.18) follows, concluding the proof.
25
5 Set-Valued BSDEs
We are now ready to study the set-valued BSDEs. Assume from now on that (Ω,F ,P,F) is
a filtered probability space on which is defined a m-dimensional standard Brownian motion
B = {Bt}t∈[0,T ]. We assume further that F = FB , the natural filtration generated by B,
augmented by all the P-null sets of F so that it satisfies the usual hypotheses. In particular,
we may assume without loss of generality that (Ω,F) = (C([0, T ]),B(C([0, T ]))) is the
canonical space with Ft = σ{ω(· ∧ t), ω ∈ Ω}, t ∈ [0, T ], and P is the Wiener measure on
(Ω,F). Hence, Ω is separable and P is nonatomic.
In this paper, we shall focus on the following simplest form of BSDE:
Yt +
∫ T
t
Z ◦ dBs = ξ +
∫ T
t
f(s, Ys)ds, t ∈ [0, T ], (5.1)
where ξ ∈ L 2FT (Ω,K (Rd)), f : [0, T ]×Ω×K (Rd) 7→ K (Rd) is a set-valued function to be
specified later, and the second term on the left is a generalized stochastic integral. Clearly,
BSDE (5.1) amounts to saying that
Yt =
[
ξ +
∫ T
t
f(s, Ys)ds
]
⊖
∫ T
t
Z ◦ dBs, t ∈ [0, T ]. (5.2)
We shall look for a pair (Y,Z) ∈ L 2
F
([0, T ]×Ω,K (Rd))×G such that it satisfies (5.1)
(or (5.2)), where G is defined by (3.14). Since {∫ t0 Z ◦ dBs}t∈[0,T ] is a martingale in this
case (see Remark 3.9(v)), taking conditional expectation on both sides of (5.1) and using
the linearity of conditional expectation yields that
Yt = E
[
ξ +
∫ T
t
f(s, Ys)ds
∣∣∣Ft
]
, t ∈ [0, T ]. (5.3)
It is worth noting that since the set-valued random variables under Minkowski addition and
scalar multiplication is not a vector space, and the Hukuhara difference is not the “inverse”
operation of the addition. Thus the seemingly simple equivalence between (5.1) and (5.3)
actually requires justification.
Remark 5.1. We should note that by the properties of Hukuhara difference (Proposition
2.2), the right side of (5.2) can also be written as
Yt = ξ +
[ ∫ T
t
f(s, Ys)ds ⊖
∫ T
t
Z ◦ dBs
]
, t ∈ [0, T ]. (5.4)
Therefore we shall often simply write the equation (5.1) as
Yt = ξ +
∫ T
t
f(s, Ys)ds ⊖
∫ T
t
Z ◦ dBs, t ∈ [0, T ], (5.5)
which can be either understood as (5.2) or (5.4).
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We now give the definition of the solution to the set-valued BSDE (5.1) (or (5.5)).
Definition 5.2 (set-valued BSDE). A pair (Y,Z) ∈ L 2
F
([0, T ] × Ω,K (Rd)) × G is called
an adapted solution to the set-valued BSDE (5.1) (or (5.5)), if
Yt +
∫ T
t
Z ◦ dBs = ξ +
∫ T
t
f(s, Ys)ds, P-a.s. , t ∈ [0, T ]. (5.6)
We begin our discussion for the well-posedness of BSDE (5.5) with a simple lemma.
Lemma 5.3. Let ξ ∈ L 2FT (Ω,K (Rd)) and Φ ∈ L 2F ([0, T ]×Ω,K (Rd)). Then, there exists
a unique pair (Y,Z) ∈ L 2
F
([0, T ] × Ω,K (Rd))×G such that
Yt = ξ +
∫ T
t
Φsds⊖
∫ T
t
Z ◦ dBs, P-a.s. , t ∈ [0, T ]. (5.7)
Proof. Let us define the process M = {Mt}t∈[0,T ] by
Mt := E
[
ξ +
∫ T
0
Φsds|Ft
]
, t ∈ [0, T ].
It is easy to check that M is a square-integrable set-valued martingale. Moreover, since
ξ,
∫ T
0 Φsds ∈ L 2FT (Ω,K (Rd)), by the additivity of set-valued conditional expectations,
Proposition 2.3 and the L1-version of Lemma 4.1, we have
‖Mt‖ =
∥∥∥E[ξ +
∫ T
0
Φsds
∣∣∣Ft
]∥∥∥ = ∥∥∥E[ξ|Ft] + E
[ ∫ T
0
Φsds
∣∣∣Ft
]∥∥∥
≤ ‖E[ξ|Ft]‖+
∥∥∥E[
∫ T
0
Φsds
∣∣∣Ft
]∥∥∥ ≤ E[‖ξ‖ |Ft] + E
[∥∥∥
∫ T
0
Φsds
∥∥∥∣∣∣Ft
]
for each t ∈ [0, T ]. Hence,
sup
t∈[0,T ]
‖Mt‖2 ≤ 2
(
sup
t∈[0,T ]
E[‖ξ‖ |Ft]
)2
+ 2
(
sup
t∈[0,T ]
E
[∥∥∥
∫ T
0
Φsds
∥∥∥∣∣∣Ft
])2
.
Taking expectations and applying Doob’s L2-maximal inequality gives
E
[
sup
t∈[0,T ]
‖Mt‖2
]
≤ 8E[‖ξ‖2] + 8E
[∥∥∥
∫ T
0
Φsds
∥∥∥2] < +∞
since ξ,
∫ T
0 Φsds are both square-integrably bounded. Hence,M is uniformly square-integrably
bounded and we may assume that it is also continuous by Remark 3.9(iii). By Theorem
3.8, we know that there exists Z := GM ∈ G (see (3.14)) such that
Mt = M0 +
∫ t
0
Z ◦ dBs, P-a.s. , t ∈ [0, T ]. (5.8)
27
By Corollary 3.6,∫ T
0
Z ◦ dBs =
∫ t
0
Z ◦ dBs +
∫ T
t
Z ◦ dBs,
∫ T
t
Z ◦ dBs =
∫ T
0
Z ◦ dBs ⊖
∫ t
0
Z ◦ dBs(5.9)
for t ∈ [0, T ]. Similarly, by Corollary 3.4, ∫ Tt Φsds = ∫ T0 Φsds⊖ ∫ t0 Φsds, t ∈ [0, T ].
On the other hand, let us also define the process Y = {Yt}t∈[0,T ] by
Yt = E
[
ξ +
∫ T
t
Φsds
∣∣∣Ft
]
, t ∈ [0, T ].
By the linearity of set-valued conditional expectation, we have
Mt = E
[
ξ +
∫ T
0
Φsds
∣∣∣Ft
]
= E
[
ξ +
∫ t
0
Φsds+
∫ T
t
Φsds
∣∣∣Ft
]
(5.10)
= E
[
ξ +
∫ T
t
Φsds
∣∣∣Ft
]
+
∫ t
0
Φsds = Yt +
∫ t
0
Φsds.
Now, combining (5.8) and (5.10) we have
MT =M0 +
∫ T
0
Z ◦ dBs =Mt +
∫ T
t
Z ◦ dBs = Yt +
∫ t
0
Φsds +
∫ T
t
Z ◦ dBs. (5.11)
But by the definition of M and the property of conditional expectation we have
MT = ξ +
∫ T
0
Φsds = ξ +
∫ T
t
Φsds+
∫ t
0
Φsds. (5.12)
Comparing (5.11) and (5.12) and recalling the property of Minkowski addition, we get
Yt +
∫ T
t
Z ◦ dBs = ξ +
∫ T
t
Φsds, t ∈ [0, T ], (5.13)
which is clearly equivalent to (5.7). In particular, since each indefinite integral in (5.13)
is square-integrably bounded and has a continuous modification, we may assume that Y ∈
L 2
F
([0, T ] × Ω,K (Rd)) and it is continuous.
To see the uniqueness, let (Y 1,Z1), (Y 2,Z2) ∈ L 2
F
([0, T ] × Ω,K (Rd)) × G be two
solutions to (5.7). Then, we have
Y 1t +
∫ T
t
Z1 ◦ dBs = Y 2t +
∫ T
t
Z2 ◦ dBs, P-a.s. , t ∈ [0, T ].
By (3.15), taking conditional expectation E[ · |Ft] on both sides, we obtain Y 1t = Y 2t P-a.s.
for every t ∈ [0, T ]. Since, Y 1, Y 2 are measurable set-valued processes on [0, T ] × Ω, it
follows from Fubini’s theorem that Y 1 = Y 2, dt × dP-a.e. Then, applying the cancellation
law, and using the relation (5.9) and the definition of ∼= in (3.12), we can conclude that
Z1 ∼= Z2. In other words, the solution (Y,Z) is unique in L 2F ([0, T ] ×Ω,K (Rd))×G.
We now move on the prove the existence and uniqueness of the the general BSDE (5.6).
We shall make use of the the following assumptions on the coefficient f .
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Assumption 5.4. The function f : [0, T ] × Ω × K (Rd) → K (Rd) enjoys the following
properties:
(i) for fixed A ∈ K (Rd), f(·, ·, A) ∈ L 0
F
([0, T ] × Ω,K (Rd));
(ii) f(·, ·, {0}) ∈ L 2
F
([0, T ] ×Ω,K (Rd)), that is,
E
∫ T
0
‖f(t, {0})‖2dt = E
∫ T
0
h2(f(t, {0}), {0})dt <∞; (5.14)
(iii) for fixed (t, ω) ∈ [0, T ]×Ω, and A,B ∈ K (Rd), the Hukuhara difference f(t, ω,A)⊖
f(t, ω,B) exists whenever A⊖B exists;
(iv) there exists K > 0, such that
h(f(t, ω,A), f(t, ω,B)) ≤ Kh(A,B), A,B ∈ K (Rd). (5.15)
In particular, (iii) and (iv) imply that ‖f(t, ω,A)⊖f(t, ω,B)‖ ≤ K‖A⊖B‖ whenever A⊖B
exists. Here, ‖A‖ = h(A, {0}) = supa∈A |a|, A ∈ K (Rd); see (2.8).
Remark 5.5. Note that a multifunction f satisfying Assumption 5.4 must be a Carathe´odory
multifunction (see Section 2.2), which requires only continuity on the spatial variable.
Remark 5.6. By Assumption 5.4, it is easy to check that {f(t, Yt)}t∈[0,T ] ∈ L 2F ([0, T ] ×
Ω,K (Rd)) whenever {Yt}t∈[0,T ] ∈ L 2F ([0, T ]× Ω,K (Rd)).
We shall consider the following standard Picard iteration. Let Y (0) = {0},Z(0) = {0},
and for n ≥ 1, we define (Y (n),Z(n)) recursively by
Y
(n)
t +
∫ T
t
Z(n) ◦ dBs = ξ +
∫ T
t
f(s, Y (n−1)s )ds, t ∈ [0, T ]. (5.16)
By Lemma 5.3 and Remark 5.6, we can argue inductively that for each n ≥ 1, the pair
(Y (n),Z(n)) ∈ L 2
F
([0, T ] × Ω,K (Rd))×G is uniquely defined. Let us denote
M
(n)
t :=
∫ t
0
Z(n) ◦ dBs and M (n)t,T :=
∫ T
t
Z(n) ◦ dBs =
∫ T
0
1[t,T ]Z(n) ◦ dBs.
We first prove this important lemma.
Lemma 5.7. Assume Assumption 5.4. Then for each n ∈ N, ∆Y (n)t := Y (n)t ⊖ Y (n−1)t ,
∆Z(n) = Z(n) ⊖Z(n−1) and ∆M (n)t,T =M (n)t,T ⊖M (n−1)t,T exist P-a.s. for each t ∈ [0, T ].
Proof. We shall first consider the case of ∆Y (n), and prove the existence by induction.
For n = 1, it is trivial since Y (0) = {0}.
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Assume that the assertion is true for n − 1, where n ∈ N. That is, Y (n−1) ⊖ Y (n−2)
exists. By Assumption 5.4, f(t, Y
(n−1)
t ) ⊖ f(t, Y (n−2)t ) exists, for all t ∈ [0, T ]. Moreover,
by Remark 5.6, {f(t, Y (n−1)t )}t∈[0,T ], {f(t, Y (n−2)t )}t∈[0,T ] ∈ L 2F ([0, T ] × Ω,K (Rd)). Thus,
by Lemma 3.3, we have {f(s, Y (n−1)s )⊖ f(s, Y (n−2)s )}s∈[0,T ] ∈ L 2F ([0, T ] × Ω,K (Rd)) and
∫ T
t
f(s, Y (n−1)s )ds ⊖
∫ T
t
f(s, Y (n−2)s )ds =
∫ T
t
[f(s, Y (n−1)s )⊖ f(s, Y (n−2)s )]ds.
By Remark 3.2(iv), all three integrals above are square-integrably bounded, that is, they
are elements of L 2FT (Ω,K (R
d)). Then, by Corollary 3.1, E
[ ∫ T
t f(s, Y
(n−1)
s )ds
∣∣∣Ft
]
⊖
E
[ ∫ T
t f(s, Y
(n−2)
s )ds
∣∣∣Ft
]
exists in L 2Ft(Ω,K (R
d)), and
E
[ ∫ T
t
f(s, Y (n−1)s )ds
∣∣∣Ft
]
⊖ E
[ ∫ T
t
f(s, Y (n−2)s )ds
∣∣∣Ft
]
= E
[ ∫ T
t
[f(s, Y (n−1)s )⊖ f(s, Y (n−2)s )]ds
∣∣∣Ft
]
.
Now, thanks to Proposition 2.2(i,ii),
∆Y
(n)
t = Y
(n)
t ⊖ Y (n−1)t = E
[
ξ +
∫ T
t
f(s, Y (n−1)s )ds
∣∣∣Ft
]
⊖ E
[
ξ +
∫ T
t
f(s, Y (n−2)s )ds
∣∣∣Ft
]
also exists, proving the case for Y .
To see the case for M , we recall from (5.10) that by construction of the Picard iteration
each M (n) is defined by M
(n)
t = E
[
ξ +
∫ T
0 f(s, Y
(n−1)
s )ds
∣∣∣Ft
]
, t ∈ [0, T ]. Thus the same
argument as above shows that ∆M
(n)
t exists in L
2
Ft(Ω,K (R
d)), and
∆M
(n)
t = E
[ ∫ T
0
[f(s, Y (n−1)s )⊖ f(s, Y (n−2)s )]ds
∣∣∣Ft
]
, t ∈ [0, T ]. (5.17)
It remains to prove the case for Z. We first note that (5.17) implies that ∆M (n)
is a martingale. As in the proof of Lemma 5.3, it can be checked that ∆M (n) is also
uniformly square-integrable. So by Theorem 3.8, there exists Z˜(n) ∈ G such that ∆M (n)t =∫ t
0 Z˜(n) ◦ dBs, t ∈ [0, T ]. We claim that Z˜(n) = Z(n) ⊖Z(n−1). Indeed, since ∆M (n) exists,
∫ t
0
Z(n) ◦ dBs = M (n)t =M (n−1)t +∆M (n)t =
∫ t
0
Z(n−1) ◦ dBs +
∫ t
0
Z˜(n) ◦ dBs
=
∫ t
0
[Z(n−1) + Z˜(n)] ◦ dBs, t ∈ [0, T ]. (5.18)
Then, we can then conclude that Z(n) = Z(n−1) + Z˜(n) in Kw(L2F([0, T ]×Ω,Rd×m)). That
is, Z(n) ⊖Z(n−1) exists, and is equal to Z˜(n). The proof is now complete.
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Now by the version of Lemma 3.5 for Kw(L
2
F
([0, T ] × Ω,Rd×m)), we have ∆M (n)t,T =∫ T
t Z˜(n) ◦ dBs, and by Proposition 2.2-(ii) and equation (5.16) we have
∆Y
(n)
t +∆M
(n)
t,T = (Y
(n)
t +M
(n)
t,T )⊖ (Y (n−1)t +M (n−1)t,T )
=
(
ξ +
∫ T
t
f(s, Y (n−1)s )ds
)
⊖
(
ξ +
∫ T
t
f(s, Y (n−2)s )ds
)
(5.19)
=
∫ T
t
∆f (n−1)s ds,
where ∆f
(n−1)
s := f(s, Y
(n−1)
s )⊖ f(s, Y (n−2)s ). Consequently, applying Proposition 4.2 and
Assumption 5.4, we obtain
E‖∆Y (n)t +∆M (n)t,T ‖2 = E
∥∥∥
∫ T
t
∆f (n−1)s ds
∥∥∥2 ≤ TE[
∫ T
t
‖∆f (n−1)s ‖2ds
]
≤ TK2E
∫ T
t
‖∆Y (n−1)s ‖2ds. (5.20)
In order to proceed from (5.20) to derive the desired recursive estimates on {∆Y (n)}n∈N,
we need the following lemma. We note that unlike the vector-valued BSDEs, this lemma is
non-trivial because of the lack of standard tools, in particular a set-valued Itoˆ’s formula.
Lemma 5.8. Let n ∈ N. Then, we have
E‖∆Y (n)t ‖2 ≤ TK2
∫ T
t
E‖∆Y (n−1)s ‖2ds, t ∈ [0, T ]. (5.21)
Proof. First, recall that ‖A‖ = supa∈A |a|. Next, by the definition of Minkowski addition,
for P-a.e. ω ∈ Ω, we can write
‖∆Y (n)t (ω) + ∆M (n)t,T (ω)‖2 = sup{|y + z|2 : y ∈ ∆Y (n)t (ω), z ∈ ∆M (n)t,T (ω)}.
Furthermore, since ∆M
(n)
t,T =
∫ T
t ∆Z(n) ◦ dBs, and by the approximation of set-valued
stochastic integrals as recalled in Remark 3.9(ii), we may find a sequence {gk,n}k∈N in
∆Z(n) (free of the choice of t) such that ∆M (n)t,T (ω) = cl{(
∫ T
t g
k,n
s dBs)(ω) : k ∈ N} for P-a.e.
ω ∈ Ω. Then, due to the nature of “sup” we can remove the “closure” part and write
‖∆Y (n)t (ω) + ∆M (n)t,T (ω)‖2 = sup
{
|y + z|2 : y ∈ ∆Y (n)t (ω), z ∈
{(∫ T
t
gk,ns dBs
)
(ω)
}
k∈N
}
.
In particular, for every f ∈ S2Ft(∆Y
(n)
t ) and k ∈ N, we have
∣∣∣f(ω) + (
∫ T
t
gk,ns dBs
)
(ω)
∣∣∣2 ≤ ‖∆Y (n)t (ω) + ∆M (n)t,T (ω)‖2
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for P-a.e. ω ∈ Ω; hence,
E
∣∣∣f +
∫ T
t
gk,ns dBs
∣∣∣2 ≤ E‖∆Y (n)t +∆M (n)t,T ‖2
However, for each f ∈ S2Ft(∆Y
(n)
t ) and k ∈ N, E[〈f,
∫ T
t g
k,n
s dBs〉] = E[〈f,E[
∫ T
t g
k,n
s dBs|Ft]〉] =
0; we thus have
E|f |2 ≤ E
[
|f |2 +
∣∣∣
∫ T
t
gk,ns dBs
∣∣∣2] = E∣∣∣f +
∫ T
t
gk,ns dBs
∣∣∣2 ≤ E‖∆Y (n)t +∆M (n)t,T ‖2. (5.22)
Now for any ε > 0, we choose a selector f ε ∈ S2Ft(∆Y
(n)
t ) such that |f ε|2 ≥ ‖∆Y (n)t ‖2−ε.
Using this f ε in (5.22) and combining it with (5.20), we deduce that
E‖∆Y (n)t ‖2 ≤ TK2
∫ T
t
E‖∆Y (n−1)s ‖2ds + ε. (5.23)
Finally, sending ε→ 0 we obtain (5.21), proving the lemma.
We are now ready to prove the main result of this paper.
Theorem 5.9. Assume that Assumptions 5.4 is in force. Then, the set-valued BSDE (5.6)
has a unique solution (Y,Z) ∈ L 2
F
([0, T ]× Ω,K (Rd))×G.
Proof. Recall that (L 2
F
([0, T ] × Ω,K (Rd)), dH) is a complete metric space, where the
metric is defined by dH(Φ,Ψ) = (E[
∫ T
0 h
2(Φt,Ψt)dt])
1
2 for Φ,Ψ ∈ L 2
F
([0, T ] × Ω,K (Rd)).
We shall argue that the sequence {Y (n)}n∈N of the Picard iteration is Cauchy in L 2F ([0, T ]×
Ω,K (Rd)). To this end, for fixed t ∈ [0, T ], we note that Y (0)t = {0}. Thus, by repeatedly
applying Lemma 4.1, we have
E‖∆Y (1)t ‖2 = Eh2(∆Y (1)t , {0}) = Eh2
(
E
[
ξ +
∫ T
t
f(s, {0})ds|Ft
]
, {0}
)
(5.24)
≤ Eh2
(
ξ +
∫ T
t
f(s, {0})ds, {0}
)
≤ 2
[
E‖ξ‖2 + Eh2
( ∫ T
t
f(s, {0})ds, {0}
)]
≤ 2
[
E‖ξ‖2 + T
∫ T
0
E‖f(s, {0})‖2ds
]
=: C.
Note that C is free of the choice of t. We claim that, for n ≥ 1 it holds that
E‖∆Y (n)t ‖2 ≤
C(TK2)n−1(T − t)(n−1)
(n− 1)! . (5.25)
Indeed, for n = 1, (5.25) is just (5.24). Now assume that (5.25) holds for n − 1, then by
Lemma 5.8 we have
E‖∆Y (n)t ‖2 ≤ TK2
∫ T
t
E‖∆Y (n−1)s ‖2ds ≤ TK2
∫ T
t
C(TK2)n−2(T − s)(n−2)
(n− 2)! ds
=
C(TK2)n−1(T − t)(n−1)
(n− 1)! ≤
CK2(n−1)T 2(n−1)
(n − 1)! =: a
2
n. (5.26)
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Note that if A1, A2, B ∈ K (Rd), then by Proposition 2.2(iii,iv), we have
A2 ⊖A1 = (A2 + (B ⊖B))⊖A1 = ((A2 ⊖B) +B)⊖A1 = (A2 ⊖B) + (B ⊖A1), (5.27)
provided both A2⊖B, B⊖A1 exist. Now repeatedly applying (5.27), we have the following
“telescoping” expansion:
Y
(m)
t ⊖ Y (n)t =
m−1∑
k=n
(Y
(k+1)
t ⊖ Y (k)t ) =
m−1∑
k=n
∆Y
(k+1)
t , t ∈ [0, T ], 0 ≤ n < m.
Here in the above, the summation is obviously in the sense of Minkowski addition. Let us
now denote, for η ∈ L 2FT (Ω,K (Rd)), ‖η‖H := H2(η, {0}) = (E‖η‖2)1/2 = (Eh2(η, {0}))1/2 ;
see (4.1). Since ‖ · ‖ satisfies the triangle inequality, the same argument as the Minkowski
inequality also shows that ‖η + ζ‖H ≤ ‖η‖H + ‖ζ‖H. The estimate in (5.26) then yields:
‖Y (m)t ⊖ Y (n)t ‖H ≤
m−1∑
k=n
‖∆Y (k+1)t ‖H ≤
m−1∑
k=n
ak+1, (5.28)
where ak =
√
CK(k−1)T (k−1)√
(k−1)! , k ≥ 1, by (5.26). Hence,
dH(Y
(m), Y (n)) =
∫ T
0
‖Y (m)t ⊖ Y (n)t ‖2Hdt ≤ T
(m−1∑
k=n
ak+1
)2
. (5.29)
Now note that
ak+1
ak
=
√
CKkT k√
k!√
CK(k−1)T (k−1)√
(k−1)!
=
TK√
k
→ 0, as k →∞.
By ratio test,
∑∞
k=1 ak converges. That is, {Y (n)}n∈N is a Cauchy sequence in L 2F ([0, T ] ×
Ω,K (Rd)), thanks to (5.28); whence converges to some Y ∈ L 2
F
([0, T ] × Ω,K (Rd)).
Next, we show that the limit process Y = {Yt}t∈[0,T ] indeed leads to a solution to the
BSDE (5.6). Since dH(Y, Y
(n)) → 0 as n → ∞, there exists a subsequence {Y (nℓ)}ℓ∈N
such that h(Yt(ω), Y
(nℓ)
t (ω)) → 0 as ℓ → ∞ for dt × dP-a.e. (t, ω) ∈ [0, T ] × Ω. For each
t ∈ [0, T ], note that Y (ni)t ⊖ Y (nℓ)t exists for all i ≥ ℓ ≥ 1 P-a.s. By the measurability of
these set-valued processes and Fubini’s theorem, it follows that Y
(ni)
t (ω) ⊖ Y (nℓ)t (ω) exists
for dt × dP-a.e. (t, ω) ∈ [0, T ] × Ω. Hence, by Proposition 2.5, Yt(ω) ⊖ Y (nℓ)t (ω) exists for
dt× dP-a.e. (t, ω) ∈ [0, T ]× Ω. By Proposition 2.3(ii) and Corollary 3.1, we have
Eh2
(
E
[ ∫ T
t
f(s, Ys)ds
∣∣∣Ft
]
,E
[ ∫ T
t
f(s, Y (nℓ)s )ds
∣∣∣Ft
])
= Eh2
(
E
[ ∫ T
t
f(s, Ys)ds
∣∣∣Ft
]
⊖ E
[ ∫ T
t
f(s, Y (nℓ)s )ds
∣∣∣Ft
]
, {0}
)
(5.30)
= Eh2
(
E
[ ∫ T
t
[f(s, Ys)⊖ f(s, Y (nℓ)s )]ds
∣∣∣Ft
]
, {0}
)
= Eh2
(
E
[ ∫ T
t
δf (nℓ)s ds
∣∣∣Ft
]
, {0}
)
,
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where δf
(nℓ)
s := f(s, Ys) ⊖ f(s, Y (nℓ)s ). By Lemma 4.1, Proposition 4.2, and Assumption
5.4(iii,iv), we have
Eh2
(
E
[ ∫ T
t
δf (nℓ)s ds
∣∣∣Ft
]
, {0}
)
≤ Eh2
( ∫ T
t
δf (nℓ)s ds, {0}
)
≤ (T − t)E
[ ∫ T
t
h2(δf (nℓ)s , {0})ds
]
≤ TE
[ ∫ T
t
‖δf (nℓ)s ‖2ds
]
(5.31)
≤ TK2
∫ T
t
‖Ys ⊖ Y (nℓ)s ‖2Hds ≤ TK2
∫ T
0
‖Ys ⊖ Y (nℓ)s ‖2Hds.
By the construction of the limit Y , we have
∫ T
0 ‖Ys ⊖ Y
(nℓ)
s ‖2Hds → ∞ as ℓ → ∞. Now,
(5.30) and (5.31) show that
sup
t∈[0,T ]
Eh2
(
E
[ ∫ T
t
f(s, Y (n)s )ds
∣∣∣Ft
]
,E
[ ∫ T
t
f(s, Ys)ds
∣∣∣Ft
])
→ 0, as n→∞.
It follows that Y satisfies the BSDE
Yt = E
[
ξ +
∫ T
t
f(s, Ys)ds
∣∣∣Ft
]
, t ∈ [0, T ]. (5.32)
In fact, a similar argument as above (using Assumption 5.4(iv)) also shows that Y is actually
unique, as the solution of (5.32) in the space L 2
F
([0, T ]×Ω,K (Rd)). Now, by Lemma 5.3,
there exists unique Z ∈ G such that (5.6) holds. This proves the theorem.
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