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MODULI OF CURVES AS MODULI OF A∞-STRUCTURES
ALEXANDER POLISHCHUK
Abstract. We define and study the stack Uns,a
g,g
of (possibly singular) projective curves
of arithmetic genus g with g smooth marked points forming an ample non-special divisor.
We define an explicit closed embedding of a natural Gg
m
-torsor U˜ns,a
g,g
over Uns,a
g,g
into an
affine space and give explicit equations of the universal curve (away from characteristics
2 and 3). This construction can be viewed as a generalization of the Weierstrass cubic
and the j-invariant of an elliptic curve to the case g > 1. Our main result is that in
characteristics different from 2 and 3 the moduli space U˜ns,a
g,g
is isomorphic to the moduli
space of minimal A∞-structures on a certain finite-dimensional graded associative algebra
Eg (introduced in [18]). We show how to compute explicitly the A∞-structure associated
with a curve (C, p1, . . . , pg) in terms of certain canonical generators of the algebra O(C \
{p1, . . . , pg}) and canonical formal parameters at the marked points. We study the
GIT quotients associated with our representation of Uns,a
g,g
as the quotient of an affine
scheme by Gg
m
and show that some of the corresponding quotient stacks give modular
compactifications ofMg,g in the sense of [45]. We also consider an analogous picture for
curves of arithmetic genus 0 with n marked points which gives a new presentation of the
moduli space of ψ-stable curves (also known as Boggi-stable curves) and its interpretation
in terms of A∞-structures.
Introduction
The idea to study algebraic varieties in terms of their derived categories of coherent
sheaves goes back at least to the work of Bondal-Orlov [8]. An example that stimulated
the present work is the fact that a smooth projective curve of genus g ≥ 2 can be recovered
from the corresponding derived category. In the subsequent development of the theory
of derived categories it has been realized that a more flexible framework is obtained by
considering their enhancements to dg-categories or A∞-categories (see [7], [48]). The main
goal of our work, continuing [18], is to get a computable invariant of a curve from the
corresponding enhanced derived category. The immediate motivation was the fact that
one can recover the j-invariant of an elliptic curve by studying the A∞-algebra associated
with the generator O ⊕ L of the derived category, where L is a line bundle of degree
1 (see [16, Sec. 5, Thm. 3], [27, Prop. 9], [28, Sec. 5, Thm. C]). To get an analogous
picture in the higher genus case we considered in [18] the A∞-algebra coming from a
certain generator of the derived category for a curve of genus g that depends on a choice
of g generic points (see (0.0.1) below). We showed that already triple products in this
A∞-algebra give a computable invariant which distinguishes generic curves for g ≥ 6.
In the present paper we push this analysis further by considering the entire A∞-algebra
structure, by comparing the corresponding moduli space with the moduli space of curves,
and by extending this picture to singular curves.
Supported in part by NSF grant.
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In the first part of this paper (Sections 1 and 2) we study by classical methods (not
involving A∞-structures) the moduli stack Uns,ag,g of non-special curves, parametrizing (not
necessarily nodal) projective curves C of genus g with g smooth marked points p1, . . . , pg,
such that the divisor p1 + . . . + pg is non-special and ample. The main idea is to study
the algebra O(C \ {p1, . . . , pg}) equipped with the filtration recording the information
about the poles at the marked points. We show (assuming the characteristic is not 2 or
3) that this algebra has a canonical set of generators, so that the defining equations can
be written explicitly, generalizing the Weierstrass cubic equation in genus 1. Thus, one
can view the coefficients of these defining equations (that can be rescaled by elements of
Ggm) as the higher genus analog of the j-invariant. Note that this picture is reminiscent
of Petri’s analysis of the equations of the canonical curve (see [35]), however, we need
fewer genericity assumptions and there are fewer coefficients in our defining equations.
More precisely, the number of coefficients in our picture is a quadratic polynomial in g,
whereas the number of coefficients in Petri’s relations is a cubic polynomial in g. Note
that Petri’s analysis has been extended to some singular canonical curves in [41] and to
some noncanonical divisors in [3]. One feature of our approach is that we impose no
apriori restrictions on singularities of the curve (except that it should be reduced). Also,
we are able to represent the relevant stack of pointed curves as a global quotient by the
torus action and study the corresponding GIT stability conditions (see Section 2.4).
Now let us formulate our main result in more detail. We start with a projective curve
C over k (where k is a field) of arithmetic genus g with g smooth marked points p1, . . . , pg
such that h0
(
C,OC(p1 + . . .+ pg)
)
= 1, i.e., the divisor D = p1 + . . .+ pg is non-special.
As in [18], we consider the algebra Ext∗(G,G) for
G = OC ⊕Op1 ⊕ . . .⊕Opg (0.0.1)
The condition that D is non-special implies that the algebra Ext∗(G,G) can be identified
with the graded associative algebra Eg (in [18] we called this algebra Eg,g) defined as
follows:
Eg = k[Q]/J, (0.0.2)
where k[Q] is the path algebra of the quiverQ with g+1 vertices marked asO, Op1 , . . . ,Opg
that has for each i = 1, . . . , g one arrow Ai of degree 0 going from Opi to O and one arrow
Bi of degree 1 going from O to Opi . The ideal J is generated by the elements
AiBiAi, BiAiBi, AiBj ,
where i 6= j. More precisely, the isomorphism Ext∗(G,G) ≃ Eg depends on a choice of triv-
ializations of the tangent spaces at the marked ponts. Thus, the A∞-enhancement of the
derived category provides a minimal A∞-structure on Eg associated with (C, p1, . . . , pg).
In fact, as we showed in [18], any such A∞-structure is determined (up to an equivalence)
by mi with i ≤ 6, provided g ≥ 2.
On the other hand, working over a field k, we define the moduli stack of all minimal A∞-
structures on Eg, compatible with its algebra structure, viewed up to a gauge equivalence,
and show that it is actually an affine scheme of finite type over k (provided char(k) 6= 2, 3).
The above construction of A∞-structures associated with curves works well in families
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over any affine base. Our main result compares the moduli of non-special curves with the
moduli of A∞-structures on Eg.
Theorem A. Assume that g ≥ 1. The algebraic stack Uns,ag,g × Spec(Z[1/6]) is equivalent
to the quotient stack (U˜ns,ag,g × Spec(Z[1/6]))/G
g
m, where U˜
ns,a
g,g × Spec(Z[1/6]) is an affine
scheme of finite type over Z[1/6]. Furthermore, for any field k of characteristic 6= 2, 3,
the affine scheme U˜ns,ag,g ×Spec(k) is naturally isomorphic to the moduli scheme of minimal
A∞-structures on the algebra Eg up to a gauge equivalence.
Note that in genus 1 this result is very close to Theorem C in [28] (and we use some
ideas of [28] in the proof of our result). The ampleness condition in the definition of
Uns,ag,g for g = 1 becomes equivalent to the irreducibility of the curve. For arbitrary g ≥ 1
the construction of the A∞-structure on Eg associated with (C, p1, . . . , pg) works even if
p1+ . . .+ pg is not ample, however, the ampleness condition is needed in order to have an
isomorphism of moduli spaces in Theorem A (see Remark 4.3.2).
The proof of Theorem A consists of two parts. First, we construct an explicit embedding
of U˜ns,ag,g into an affine space, using a canonical basis in the algebra O(C \{p1, . . . , pg}) for
each curve in our moduli space. Then we study the formal neighborhood of the point in
U˜ns,ag,g corresponding to the most singular curve in it, the cuspidal curve of genus g, which
is the union of g usual cuspidal curves of genus 1, joined at their cusps (see Section 4.4).
We prove that the relevant deformation functors (for curves and for A∞-structures) are
isomorphic and then use the Gm-action, where Gm ⊂ Ggm is the diagonal, to deduce the
result.
Thus, any minimal A∞-structure on Eg corresponds to some (possibly quite singular)
curve. Since smoothness can be characterized intrinsically in terms of the dg-category of
perfect complexes (see [30, Prop. 3.13]), we get the following compact description of the
derived categories associated to smooth curves.
Corollary B. Assume that k is a perfect field of characteristic 6= 2, 3. Let (E∞, m•) be a
minimal A∞-algebra such that (E
∞, m2) ≃ Eg. Then E∞ is smooth as an A∞-algebra if
and only if there exists a smooth projective curve C of genus g such that
Db(C) ≃ Perf(E∞),
where Perf(E∞) is the perfect derived category of E∞.
The above characterization of the perfect derived categories associated to smooth curves
could be useful in trying to establish the homological mirror symmetry connecting such
categories with appropriate Fukaya categories (the other direction of the homological mir-
ror symmetry involving the Fukaya categories of higher genus curves has been established
in [43], [12]). However, at present there is no proposal for what should be considered on
the symplectic side.
The equivalence of Theorem A is quite explicit and computable: we show how to
calculate the higher products of the A∞-structure associated with a curve using explicit
homotopies in a natural dg-model. The answer is given in terms of the coefficients of
expansions of the canonical generators of the algebra O(C \ {p1, . . . , pg}) in terms of
certain canonical formal parameters at the points p1, . . . , pg (these same coefficients define
an affine embedding of the moduli space U˜ns,ag,g ).
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The representation of the moduli space Uns,ag,g , in the form U˜
ns,a
g,g /G
g
m allows to construct
birational models of the coarse moduli space Mg,g by taking a GIT quotient U˜ns,ag,g / χ G
g
m
and considering the component of smoothable curves. More precisely, we show that we
get a projective birational model of Mg,g whenever the character χ of G
g
m belongs to a
certain explicit cone in Rg (see Proposition 2.4.2). Furthermore, we show that for χ inside
a smaller cone all the points of U˜ns,ag,g , such that the corresponding curve is smooth, are
χ-stable. It would be interesting to study the natural birational maps from M g,g to these
GIT quotients, and for small g compare them to the birational models considered in [14].
Of independent interest could be our study of the moduli functor for minimal A∞-
structures up to a gauge equivalence. We prove (see Theorem 4.2.4 and Corollary 4.2.5)
that for any finite-dimensional graded associative k-algebra E such that HH1(E)<0 = 0,
where HH i(E)j denotes Hochschild cohomology (see Section 4.1 for our conventions on
the bigrading), this moduli functor is representable by an affine scheme over k.
Our explicit embedding of the moduli space U˜ns,ag,g into an affine space leads us to an
explicit description of the hyperelliptic locus, which is simply the set of fixed points of
the natural involution changing the sign in the trivializations of the tangent spaces at the
marked points (see Theorem 2.6.3). Note that the open part of this locus corresponding
to smooth curves is a Ggm-torsor over the configuration space of 2g + 2 distinct points in
P1, g of which are ordered.
We also consider an analogous picture for curves of arithmetic genus 0 with n marked
points. We consider the moduli stack of ψ-prestable curves (this condition means that each
component of a curve contains at least one marked point), and give a natural presentation
of the moduli space as a quotient of the explicit affine scheme by Gnm (see Theorem 5.1.4),
as well as an interpretation in terms of moduli of A∞-structures (in Theorem 5.2.1).
We show that among the corresponding GIT quotients is the moduli scheme M 0,n[ψ]
of ψ-stable curves, also known as Boggi-stable curves (see [6], [15, Sec. 4.2.1], [19, Sec.
7.2]). This moduli space was first constructed by Boggi in [6], following a topological
construction by Kontsevich [25]. In [19] it was realized as a GIT quotient with respect to
an action of SL(n) on a certain Chow variety. Our approach to M 0,n[ψ] is quite different
and leads to its presentation by explicit equations in (Pn−3)n (see Corollary 5.3.2).
The paper is organized as follows. In Section 1 we introduce the moduli stacks Uns,ag,g and
U˜ns,ag,g and study their relation with marked algebras of genus g (which arise as algebras
of the form O(C \ {p1, . . . , pg})). We prove the equivalence of the corresponding moduli
problems over Spec(Z[1/6]) and show that it leads to an explicit embedding of U˜ns,ag,g into
an affine space (see Theorem 1.2.4).
In Section 2 we find a minimal set of generators of the algebra of functions on U˜ns,ag,g and
some relations between them. Note that some parts of Section 2 are quite computational,
however, the results of this Section are not used in the proof of Theorem A. Then in 2.4
we study the GIT picture for the Ggm-action on U˜
ns,a
g,g , and in 2.6 we study the hyperelliptic
locus. In Section 2.7 we work out the relation between our approach and Petri’s analysis
of equations for the canonical embedding of a non-hyperelliptic curve. In particular, for
a generic curve C we determine the quadratic equations of C in its canonical embedding
in terms of some of the affine coordinates on U˜ns,ag,g (see Proposition 2.7.5).
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In Section 3 we give a method for computing A∞-structures associated with curves,
using a version of Cech resolutions (where open neighborhoods of pi’s are replaced with
the formal neighborhoods). The explicit formulas for the triple products are quite simple.
Those for m4 and m5 are more involved and are given in the Appendix.
In Section 4 we establish an isomorphism between U˜ns,ag,g and the moduli space of A∞-
structures stated in Theorem A. First, in 4.2 we prove the criterion of representability of
the moduli functor of minimal A∞-structures. Then in 4.4 we study the geometry of the
cuspidal curve of genus g. In 4.5 we compare the deformation theories for our two moduli
problems at the point corresponding to the cuspidal curve, which allows us to finish the
proof in 4.6. In 4.7 we point out some consequences for the Hochschild cohomology of Eg
and for the normal forms of An-structures on Eg for small n.
Finally, in Section 5 we consider an analogous picture for the moduli of ψ-prestable
curves of genus 0.
Acknowledgments. I am grateful to Robert Fisette for useful discussions of normal
forms of An-structures on Eg and to Nick Proudfoot for answering my questions about
toric GIT quotients.
1. Moduli of non-special curves
1.1. Non-special curves and marked algebras. Our main object of interest is the
moduli stack Uns,ag,g classifying (not necessarily smooth) projective curves C of genus g
with g marked points p1, . . . , pg, forming a non-special ample divisor.
1 Here is a more
precise definition.
Definition 1.1.1. The stack Uns,ag,g associates with a noetherian scheme S the groupoid
of the following data and their isomorphisms: a flat proper morphism π : C → S together
with n disjoint sections p1, . . . , pg : S → C of π, such that the following conditions hold
for each geometric fiber Cs (where we denote still by pi the induced points on Cs):
(i) Cs is a connected reduced curve of arithmetic genus g, smooth at each marked point
pi;
(ii) one has H1
(
Cs,O(p1 + . . .+ pg)
)
= 0;
(iii) the divisor D = p1 + . . .+ pg on Cs is ample.
Note that since χ
(
OCs(p1+ . . .+ pg)
)
= χ(OCs)+ g = 1, the condition (ii) is equivalent
to h0(Cs, p1 + . . .+ pg) = 1. The condition (iii) is equivalent to requiring that there is at
least one marked point on each irreducible component of C. By the base change theorem,
this implies that the natural map
OS → Rπ∗
(
OC(D)
)
, (1.1.1)
where D = im(p1) + . . . + im(pg), is an isomorphism. Note that in the case of an affine
base S = Spec(R), (1.1.1) becomes an isomorphism
R ≃ H∗
(
C,O(D)
)
.
Below we will often denote the relative divisors im(pi) ⊂ C simply by pi.
1The superscripts ns and a stand for non-special and ample, since this is what we require of the divisor
p1 + . . .+ pg.
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Definition 1.1.2. We define U˜ns,ag,g → U
ns,a
g,g to be the G
g
m-torsor corresponding to choices
of nonzero tangent vectors at the marked points. In terms of families π : C → S this corre-
sponds to choosing a trivialization of each line bundle Li := p
∗
iOC(pi) = π∗
(
OC(pi)/OC
)
.
In other words, for a family in U˜ns,ag,g we have in addition to the data (C, p1, . . . , pn) as
in Definition 1.1.1, global sections vi of π∗
(
OC(pi)/OC
)
, for each i = 1, . . . , g, inducing
isomorphisms
OS ≃ π∗
(
OC(pi)/OC
)
. (1.1.2)
We are going to show (away from characteristics 2 and 3) that U˜ns,ag,g is an affine scheme
of finite type by relating it to a different kind of data.
For a base commutative ring R consider the algebra Rg = R × . . . × R (the direct
product of g copies of R). We denote by ei ∈ R
g, i = 1, . . . , g, the natural idempotents.
For g ≥ 1 let us consider the subalgebra
CR,g ⊂ R
g[t]
consisting of polynomials with coefficents in Rg with no linear term in t and with constant
term in R ⊂ Rg. We view CR,g as a graded R-algebra, where deg t = 1.
Let Sg denote the semigroup {0}∪ (Z>0)g. We denote elements of Sg as formal effective
divisors n1p1 + . . . + ngpg with ni ∈ Z>0 or n1 = . . . = ng = 0 (where pi are formal
symbols). We also view Sg as a lattice with respect to the partial order
n1p1 + . . .+ ngpg ≤ n
′
1p1 + . . .+ n
′
gpg if n1 ≤ n
′
1, . . . , ng ≤ n
′
g.
Definition 1.1.3. A marked algebra of genus g over R is a commutative R-algebra A
equipped with the following data:
(i) an exhaustive Sg-valued R-algebra filtration (F•A) on A such that F0A = R and the
map
n1p1 + . . .+ ngpg 7→ Fn1p1+...+ngpgA
is a morphism of lattices, i.e.,
Fmin(n,n′)A = FnA ∩ Fn′A, Fmax(n,n′)A = FnA+ Fn′A. (1.1.3)
(ii) Consider an increasing filtration on A given by
F nA = FnDA for n ≥ 0, where D = p1 + . . .+ pg.
Then there should be fixed an isomorphism of graded R-algebras
gr•
F
A ≃ CR,g (1.1.4)
where gr•
F
A is the associated graded algebra with respect to F •A. In addition, we require
that for i = 1, . . . , g and any n ≥ 1 the image of the embedding
FnD+piA/FnDA →֒ F(n+1)DA/FnDA
gets identified under (1.1.4) with Reit
n+1 ⊂ (CR,g)n.
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Note that for any marked algebra A for each m ≥ 1 we get an identification
FnD+mpiA/FnD+(m−1)piA
∼
✲ F(n+m−1)D+piA/F(n+m−1)DA ≃ Reit
n+m,
(1.1.5)
where the first isomorphism is induced by the natural inclusions.
As the reader might have anticipated, marked algebras of genus g arise from non-special
curves.
Lemma 1.1.4. For a flat proper family of curves π : C → Spec(R) with g marked points
pi : Spec(R)→ C, where π is smooth along pi’s, and trivializations (1.1.2), such that the
map (1.1.1) is an isomorphism, consider the algebra A := H0(C \D,O) with the filtration
Fn1p1+...+ngpg = H
0
(
C,OC(n1p1 + . . .+ ngpg)
)
.
Then the isomorphisms (1.1.2) induce an isomorphism (1.1.4) making A into a marked
algebra of genus g over R.
Proof. The vanishing of H1
(
C,OC(D)
)
implies the vanishing of H1
(
C,OC(n1p1 + . . . +
ngpg)
)
for any n1 ≥ 1, . . . , ng ≥ 1. Hence we have exact sequences
0→ F
n
→ F
n+pi → H
0
(
C,OC((ni + 1)pi)/OC(nipi)
)
→ 0 (1.1.6)
for every n = n1p1 + . . . + ngpg ∈ Sg, where the third term is isomorphic to R. In
particular, for every n ∈ Sg with ni > 1 the natural map
F
n
→ H0
(
C,OC(nipi)/OC((ni − 1)pi)
)
≃ R
is surjective. Using this we can check the conditions (1.1.3). Namely, the first condition
follows from the fact that if we choose N bigger than all ni’s then Fn is the kernel of the
natural map
FNp1+...+Npg →
g⊕
i=1
H0
(
C,OC(Npi)/OC(nipi)
)
.
The second condition follows from the equality
F
n
=
g∑
i=1
F
n
(i) ,
where n(i) has ni as ith component and 1’s as other components. The latter equality is
deduced by induction using (1.1.6).
Next, for every n > 1 we have an exact sequence
0→ F(n−1)D → FnD → H
0
(
C,OC(nD)/OC((n− 1)D)
)
→ 0,
while FD = R. Together with the isomorphisms (1.1.2) this leads to an identification of
gr•
F
A with CR,g, satisfying the required properties. 
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1.2. Canonical generators for marked algebras and the moduli spaces.
Lemma 1.2.1. Let A be a marked algebra of genus g over R. Assume that 6 is invertible
in R.
(i) There exist unique elements fi ∈ FD+piA and hi ∈ FD+2piA, where i = 1, . . . , g, called
canonical generators of A, such that
fimodFDA = eit
2, himodF2DA = eit
3,
h2i − f
3
i ∈ F3DA, fih
2
i − f
4
i ∈ F4DA.
(ii) The elements (fni , f
n
i hi)i=1,... ,g;n≥0 form an R-basis in A.
(iii) The algebra A is generated over R by (fi) and (hi) and has defining relations of the
form
fifj = αjihi + αijhj + γjifi + γijfj +
∑
k 6=i,j
ckijfk + aij , (1.2.1)
fihj = dijf
2
j + tjihi + vijhj + rjifi + δijfj +
∑
k 6=i,j
ekijfk + bij , (1.2.2)
hihj = βjif
2
i + βijf
2
j + εjihi + εijhj + ψjifi + ψijfj +
∑
k 6=i,j
lkijfk + uij,
(1.2.3)
h2i = f
3
i +
∑
j 6=i
gjihj + πifi +
∑
j 6=i
kji fj + si, (1.2.4)
where i 6= j (the coefficients are some elements of R).
(iv) If (fi, hi)i=1,... ,g is a collection of elements, such that fi ∈ F2DA, hi ∈ F3DA,
fimodFDA = eit
2, himodF2DA = eit
3,
and such that relations of the form (1.2.1)–(1.2.4) are satisfied, then (fi, hi) are the canon-
ical generators of A.
(v) Let A and A′ be marked algebras of genus g over R, where 6 is invertible in R. Then
any isomorphism of R-algebras A
∼
✲ A′, sending the canonical generators of A to those
of A′, is an isomorphism of marked algebras.
Proof. (i) Let f˜i ∈ FD+piA and h˜i ∈ FD+2pi be some liftings of eit
2 and of eit
3, respectively
(with respect to identifications (1.1.5)). Then we have
f˜ 3i ≡ eit
6 ≡ h˜2i modF5DA.
Hence,
h˜2i − f˜
3
i ∈ F5DA ∩ F3D+3piA = F3D+2pi .
The isomorphism (1.1.5) shows that h˜i projects to a generator of FD+2piA/FD+piA ≃ R.
Hence, FD+2piA (resp., FD+pi) has an R-basis
1, f˜i, h˜i (resp., 1, f˜i).
Thus, any other liftings of eit
2 and eit
3 have form
fi = f˜i + ai, hi = h˜i + bif˜i + ci.
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We have
h2i − f
3
i ≡ h˜
2
i − f˜
3
i + 2bih˜if˜i + (b
2
i − 3ai)f˜
2
i modF3DA.
Using (1.1.5) we see that the elements (h˜if˜i, f˜
2
i ) project to a basis of F3D+2piA/F3DA. It
follows that we can choose ai and bi uniquely so that h
2
i − f
3
i ∈ F3DA. There still remains
an ambiguity in adding a constant to hi. We claim that the condition fih
2
i − f
4
i ∈ F4DA
uniquely resolves this ambiguity. Indeed, if we replace hi by hi+c then fih
2
i−f
4
i ∈ F4D+piA
modulo F4DA changes to
fih
2
i − f
4
i + 2cfihimodF4DA.
Now our claim follows from the fact that fihi projects to a generator of F4D+piA/F4DA ≃
R.
(ii) This follows immediately from the fact that the initial parts of these elements with
respect to the filtration F form a basis in gr•
F
A.
(iii) By (ii), A is generated by (fi) and (hi). To see that relations of the form (1.2.1),
(1.2.2) and (1.2.3) hold for any i 6= j, we just observe that
fifj ∈ F2D+pi+pjA, fihj ∈ F2D+pi+2pjA, hihj ∈ F2D+2pi+2pjA
and use the fact that the g + 5 elements
1, f1, . . . , fg, hi, hj, f
2
j , f
2
i
form an R-basis of F2D+2pi+2pjA with the first g + 4 (resp., g + 3) giving an R-basis
of F2D+pi+2pjA (resp., F2D+pi+pjA). Similarly, the condition h
2
i − f
3
i ∈ F3DA implies a
relation of the form
h2i − f
3
i = cihi +
∑
j 6=i
gjihj + πifi +
∑
j 6=i
kji fj + si.
Further, we have
0 ≡ fih
2
i − f
4
i ≡ cifihimodF4DA.
Since fihi projects to the basis element eit
5 in F5DA/F4DA, this implies that ci = 0.
Let A′ be the quotient of the polynomial algebra R[f1, . . . , fg, h1, . . . , hg] by the rela-
tions (1.2.1)–(1.2.4). We claim that the elements of
B = {fni , f
n
i hi | i = 1, . . . , g;n ≥ 0}
span A′ as an R-module. Indeed, let us consider the degree lexicographical order on
monomials in (fi), (hi), given by
deg fi = 2, deg hi = 3, h1 > . . . > hg > f1 > . . . > fg. (1.2.5)
Then our relations show that any monomial except for the elements of B can be expressed
in A′ in terms of smaller ones, which proves our claim. Since the natural homomorphism
A′ → A sends elements of B to an R-basis of A, it follows that this homomorphism is an
isomorphism.
(iv) The relation (1.2.4) immediately shows that h2i −f
3
i ∈ F3DA. We also see from (1.2.2)
that fihj ∈ F4DA for i 6= j. Hence, using (1.2.4) again we see that fi(h2i − f
3
i ) ∈ F4DA.
It remains to check that hj ∈ FD+2pjA for each j. Let (f
can
i , h
can
i ) be the canonical
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generators of A. It is enough to show that hj − hcanj ∈ FD+pjA. Since we already know
that hj − hcanj ∈ F2DA, it suffices to check that the ith component of
hj − h
can
j modFDA ∈ F2DA/FDA ≃ (CR,g)2 =
g⊕
i=1
R · eit
2
vanishes for every i 6= j. Since fi projects to eit2 ∈ (CR,g)2, it is enough to check that
fi(hj − hcanj ) ∈ F3D+pjA for each i 6= j. But (1.2.2) shows that fihj ∈ F3D+pjA and
similarly f cani h
can
j ∈ F3D+pjA. Since fi differs from f
can
i by a constant, we also have
fih
can
j ∈ F3D+pjA. Hence, fihj − fih
can
j ∈ F3D+pjA, as required.
(v) It is enough to show that the filtration F•A can be recovered from the canonical gen-
erators (fi, hi). By the lattice property it is enough to recover the submodules FnD+mpiA
for all n ≥ 1, m ≥ 0.
Let us rename the elements of the basis B, different from 1, as follows:
bi[n] :=
{
f
n/2
i , n is even,
f
(n−3)/2
i hi, n is odd,
(1.2.6)
where n ≥ 2, i = 1, . . . , g. Note that bi[2k] ∈ FkD+kpiA while bi[2k + 1] ∈ FkD+(k+1)piA.
First, as in (ii) we see that (1, bi[m]), where m ≤ n, i = 1, . . . , g, is an R-basis of FnDA.
Next, using the isomorphisms (1.1.5) we see that the elements bi[n + 1], . . . , bi[n + m]
project to a basis of FnD+mpiA/FnDA, provided m ≤ n. Thus, we recovered FnD+mpiA
from the canonical generators, in the range m ≤ n. For general (m,n) and any N > 1 we
claim that
FnD+mpiA = {x ∈ F(n+m)DA | x · FNDA ⊂ F(N+n)D+mpiA}.
Then taking N ≥ m would allow to recover FnD+mpiA from the canonical generators.
To prove the claim we use the induction on m. The case m = 0 is a tautology. For
m > 0 let x ∈ F(n+m)DA be such that xFND ⊂ F(N+n)D+mpiA. Considering the image
of x in F(n+m)DA/F(n+m−1)DA and using (1.1.4), we see that x ∈ F(n+m−1)D+piA. Using
the isomorphism (1.1.5) we can choose x′ ∈ FnD+mpiA such that x ≡ x
′modF(n+m−1)DA.
Then
(x− x′)FNDA ⊂ F(N+n)D+mpiA ∩ F(N+n+m−1)DA = F(N+n)D+(m−1)piA.
By the induction assumption, this implies that x − x′ ∈ FnD+(m−1)piA, hence x ∈
FnD+mpiA, as claimed. 
Lemma 1.2.2. Let R be a commutative ring.
(i) A commutative R-algebra B generated by f1, . . . , fg, h1, . . . , hg with defining relations
(1.2.1)–(1.2.4) has elements (fni , f
n
i hi)i=1,... ,g,n≥0 as an R-basis if and only if the coeffi-
cients
(αij , βij, γij, δij, εij, ψij , πi, dij, tij , vij, rij, c
k
ij, e
k
ij , l
k
ij, g
j
i , k
j
i , aij, bij , uij, si)
(1.2.7)
satisfy certain universal polynomial relations with integer coefficients.
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(ii) For an R-algebra B satisfying the equivalent conditions in (i) the R-submodules
F nB := R +
∑
m≤n,i=1,... ,g
R · bi[m],
where bi[m] are given by (1.2.6), define an algebra filtration, i.e., F nB · F n′B ⊂ F n+n′B.
Proof. (i) Note that the property in question holds if and only if the four types of
elements in R[f1, . . . , fg, h1, . . . , hg], given by the difference of the left and right sides
in (1.2.1)–(1.2.4), form a Gro¨bner basis of the ideal they generate with respect to the
degree lexicographical order defined by (1.2.5). By Buchberger’s Criterion, to get the
corresponding relations between the coefficients one has to look at two ways to apply the
relations to
fifjfk, fifjhk, fifjhj , fih
2
j , fihjhk, fihihj, hihjhk, hih
2
j
and then compare the coefficients of the elements (fni , f
n
i hi) (see e.g, [13, Thm. 15.8]).
(ii) It is enough to check that for any n ≥ 2 and any i, j one has fjbi[n] ∈ F n+2B and
hjbi[n− 1] ∈ F n+2B (for n ≥ 3). For n ≤ 3 this follows from the relations (1.2.1)–(1.2.4).
For n > 3 we have bi[n] = fibi[n − 2]. Hence, expressing fjfi, where i 6= j, via (1.2.1)
and using the induction assumption we get
fjbi[n] = fjfibi[n− 2] ∈ F n+1B
(note that for j = i we have fibi[n] = bi[n + 2] ∈ F n+2B).
Now let us check that hjbi[n− 1] ∈ F n+2B. If n = 4 then hjbi[3] = hjhi is in F 6B by
(1.2.3), (1.2.4), so we can assume that n > 4. For j 6= i we write bi[n − 1] = fibi[n − 3]
and express hjfi in terms of f
2
j and (fk, hk), using (1.2.2). Note that by the induction
assumption,
f 2j bi[n− 3] ∈ fjF n−1B ⊂ F n+1B.
Hence, we derive that hjfibi[n − 3] ∈ F n+2B, as required. It remains to check that
hibi[n− 1] ∈ F n+2B. If n is odd then hibi[n− 1] = bi[n + 2] ∈ F n+2B. Now assume that
n is even. Then we have hibi[n − 1] = h2i bi[n − 4]. The relation (1.2.4) expresses h
2
i in
terms of f 3i and (fk, hk). By the induction assumption, we have
f 3i bi[n− 4] ∈ f
2
i F n−2B ⊂ fiF nB,
which is in F n+2B, as we just proved. Thus, we deduce that hibi[n − 1] ∈ F n+2B, as
required. 
Definition 1.2.3. We define Sg to be the affine scheme over Z[1/6] defined by the uni-
versal polynomial relations of Lemma 1.2.2 between the coordinates (1.2.7).
Theorem 1.2.4. The following three stacks over Spec(Z[1/6]) are isomorphic:
(i) U˜ns,ag,g × Spec(Z[1/6]);
(ii) the moduli stack MAg of marked algebras of genus g (over Spec(Z[1/6])); and
(iii) the affine scheme Sg.
Moreover, the isomorphisms are compatible with the following Ggm-actions:
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(i) on U˜ns,ag,g — by rescaling the tangent vectors vi at the marked points by
vi 7→ λ
−1
i vi;
(ii) on MAg—by composing the isomorphism (1.1.4) with the R-automorphisms of CR,g
sending tei to λitei;
(iii) on Sg—by rescalings of the structure constants induced by the substitutions
fi 7→ λ
−2
i fi, hi 7→ λ
−3
i hi. (1.2.8)
Proof. Let R be a Noetherian commutative ring such that 6 is invertible in R. By Lemma
1.1.4, we have a functor of groupoids
H0 : U˜ns,ag,g (R)→MAg(R) (1.2.9)
associating with a family of curves π : C → Spec(R) in U˜ns,ag,g (R), the marked algebra
H0(C \ {p1, . . . , pg},O). Also, the construction of the canonical generators (see Lemma
1.2.1) gives a functor
can :MAg(R)→ Sg(R). (1.2.10)
Next, we are going to construct a functor (really a map, since Sg(R) has only identity
morphisms)
Proj : Sg(R)→ U˜
ns,a
g,g (R). (1.2.11)
An R-point of Sg corresponds to anR-algebra A with defining relations of the form (1.2.1)–
(1.2.4), such that (1, bi[n])n≥2,i=1,... ,g (see (1.2.6)) is an R-basis in R. Let us consider the
algebra filtration (F •A) defined in Lemma 1.2.2(ii). The relations (1.2.1)–(1.2.4) imply
that we have a natural isomorphism
gr•
F
A ≃ CR,g,
sending the image of fi (resp., hi) to eit
2 (resp., eit
3). Now let us consider the Rees
algebra associated with the filtration (F nA):
RA :=
⊕
n≥0
F nA.
This is a graded algebra, so we can consider the corresponding projective scheme
C := Proj(RA)
over Spec(R). Let T denote the element 1 ∈ F 1A = (RA)1. Then the open subset T 6= 0
in C = Proj(RA) is the affine scheme Spec(A), while the complementary closed subset is
the subscheme Proj(gr•
F
A) which is isomorphic to Proj(CR,g). We have natural sections
pi : Spec(R)→ Proj(CR,g), i = 1, . . . , g, such that Proj(CR,g) is the disjoint union of the
images of p1, . . . , pg.
Let Fi (resp., Hi) be the element fi ∈ F 2A = (RA)2 (resp., hi ∈ F 3A = (RA)3).
The algebra RA is generated by the elements (Fi, Hi, T ), where i = 1, . . . , g, with the
following defining relations, which are homogeneous versions of relations (1.2.1)–(1.2.4):
FiFj = αjiHiT + αijHjT + γjiFiT
2 + γijFjT
2 +
∑
k 6=i,j
ckijFkT
2 + aijT
4,
(1.2.12)
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FiHj = dijF
2
j T + tjiHiT
2 + vijHjT
2 + rjiFiT
3 + δijFjT
3 +
∑
k 6=i,j
ekijFkT
3 + bijT
5,
(1.2.13)
HiHj = βjiF
2
i T
2 + βijF
2
j T
2 + εjiHiT
3 + εijHjT
3 + ψjiFiT
4 + ψijFjT
4 +
∑
k 6=i,j
lkijFkT
4 + uijT
6,
(1.2.14)
H2i = F
3
i +
∑
j 6=i
gjiHjT
3 + πiFiT
4 +
∑
j 6=i
kjiFjT
4 + siT
6, (1.2.15)
where i 6= j. On the image pi we have T = Fj = Hj = 0 for j 6= i and Fi 6= 0,
Hi 6= 0. Hence, the section Hi/Fi trivializes OC(1) near the image of pi. On the other
hand, the section T trivializes it on the subset (T 6= 0). Hence, the sheaf OC(1) is
invertible. Similarly we see that OC(n) ≃ OC(1)⊗n, so OC(1) is ample. Thus, the divisor
(T = 0) = D = im(p1) + . . .+ im(pg) on C is ample.
Next, we want to check that the projection π : C → Spec(R) is flat of relative dimension
1 and smooth near the images of p1, . . . , pg. We have C \D = Spec(A), and A is a free
R-module, so π is flat on C \ D. To see that π is flat near D consider the open subset
FiHi 6= 0. Let Ai be the degree 0 part in the localization (RA)FiHi . On this open subset
D is given as the vanishing locus of the function
ti := TFi/Hi ∈ Ai,
which is not a zero divisor in Ai, since T is not a zero divisor in RA. We already know
that the localization (Ai)ti is flat over R. On the other hand, we have an isomorphism
Ai/(ti) ≃ R. This implies that Ai is flat over R by Lemma 1.2.5 below. This also shows
that π has relative dimension 1 near p1, . . . , pg. Next, let us show that π : C → Spec(R)
is smooth near p1, . . . , pg. Consider the open subset FiHi 6= 0 which is a neighborhood of
pi in C. Then pi is the intersection of D with this open subset, so ti generates the ideal of
pi on this open subset. Since ti is a nonzerodivisor, this implies the required smoothness
near pi.
Next, we claim that viewing elements of the algebra A as functions on C \ D and
considering the maximal order of poles at p1, . . . , pg we recover the filtration (F •A).
Indeed, as we have seen above we can use ti = TFi/Hi as a local parameter near pi. The
equation
T 2
Fi
= t2i ·
H2i
F 3i
shows that fi = Fi/T
2 has a pole of order 2 near pi. Since h
2
i /f
3
i = H
2
i /F
3
i is invertible
near pi, it follows that hi has a pole of order 3 near pi. Note that fj/fi = Fj/Fi vanishes
at pi while hj/hi = Hj/Hi ∈ (ti)2 (the latter follows from (1.2.13)). Hence, fj and hj for
j 6= i have poles of order at most 1 at pi. Next, the equation (1.2.15) implies that
h2i
f 3i
(pi) =
H2i
F 3i
(pi) = 1,
so we deduce that the Laurent decompositions of fi and hi in terms of the parameter
ti start with t
−2
i and t
−3
i , respectively. Since (f
n
i , f
n
i hi) form an R-basis of A, this gives
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an identification of the filtration (F •A) with the filtration given by polar conditions at
p1, . . . , pg.
Since we can characterize H0
(
C,O(nD)
)
inside the algebra A by polar conditions at
p1, . . . , pg, we deduce that R = H
0(C,O) = H0
(
C,O(D)
)
and that H0
(
C,O(nD)
)
is a
free R-module of rank (n − 1)g + 1 for n ≥ 1. By flatness of the family the analogous
assertion is true for geometric fibers Cs over Spec(k) (with R replaced by k). It follows
that these fibers Cs are projective curves of arithmetic genus g (since O(D) is ample),
and hence they have H1
(
Cs,O(D)
)
= 0. Finally, the local parameters t1, . . . , tg induce
the required trivializations (1.1.2), so our family is an object of U˜ns,ag,g (R). This finishes
the construction of the map (1.2.11). Note that this construction also equips A with the
structure of a marked algebra, and Lemma 1.2.1(iv) implies that (fi, hi) are the canonical
generators with respect to this structure. Thus, we deduce that the composition
can ◦H0 ◦ Proj : Sg(R)→ Sg(R)
is the identity.
On the other hand, if the algebra A is associated with a family of curves (C, p1, . . . , pg)
in Uns,ag,g (R) then we claim that the above construction recovers the original family of
curves. Indeed, we have RA =
⊕
nH
0(C,O(nD)), where D = p1 + . . . + pg. Since D is
ample, the natural morphism C → Proj(RA) is an isomorphism. One can easily check
that it is compatible with the marked points. Thus, we get that the composition
Proj ◦ can ◦H0 : Uns,ag,g (R)→ U
ns,a
g,g (R)
is isomorphic to the identity functor.
Finally, we observe that by Lemma 1.2.1(v), the functor can : MAg(R) → Sg(R) is
fully faithful. Hence, we deduce that the composition
H0 ◦ Proj ◦ can :MAg →MAg
is also the identity. Thus, all three functors H0, can and Proj are equivalences.
The compatibility with the Ggm-actions is a straightforward check. 
We have used the following result.
Lemma 1.2.5. Let A be a commutative R-algebra, and let t ∈ A be a nonzero divisor.
Assume that At and A/(t) are flat over R. Then A is also flat over R.
Proof. Consider the exact sequence
0→ A
t
✲ A ✲ A/(t)→ 0.
Let M be any R-module. Since A/(t) is a flat R-module, the long exact sequence of
Tor(?,M) shows that the multiplication by t induces an isomorphism TorRi (A,M) →
TorRi (A,M) for any i ≥ 1. Since At = lim−→(A
t
→ A
t
→ A → . . . ), this implies the
isomorphism
TorRi (A,M) ≃ Tor
R
i (At,M) = 0
for i ≥ 1 since At is flat over R. 
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Remarks 1.2.6. 1. We normalize our Ggm-actions so that the induced action of the
diagonal Gm ⊂ Ggm has non-negative weights on the algebra of functions on Sg, where the
action on functions is given by the operators (λ−1)∗. This diagonal Gm-action will play
an important role in the proof of Theorem A.
2. Let C be the universal curve over U˜ns,ag,g . The action of G
g
m on C \D given by (1.2.8)
extends to a Ggm-action on C, compatible with the G
g
m-action on the moduli space, so
that the projection and the sections pi are G
g
m-equivariant.
3. It is easy to see from the proof of Theorem 1.2.4 that for any (C, p1, . . . , pg) ∈ Uns,ag,g (k)
the divisor 3D is actually very ample on C.
Definition 1.2.7. Let k be a field. We define the cuspidal curve of genus g over k, Ccuspg
as the union of g usual (projective) cuspidal curves Ci of arithmetic genus 1, glued along
their singular points qi ∈ Ci in such a way that the local ring of Ccuspg at the singular
point is the subring of
∏g
i=1OCi,qi consisting of (fi) such that fi(qi) = fj(qj).
This curve can be viewed as the k-point of the moduli space U˜ns,ag,g corresponding to the
marked algebra Acusp over k with generators f1, . . . , fg, h1, . . . , hg and defining relations
h2i = f
3
i , fifj = fihj = hihj = 0, i 6= j.
Note that Acusp is the algebra of functions on the affine part of Ccuspg obtained by deleting
points at infinity p1, . . . , pg, where pi ∈ Ci (as in Theorem 1.2.4, we can recover Ccuspg
from Acusp as Proj of the Rees algebra of Acusp). We will refer to this point of U˜ns,ag,g as
the point corresponding to the cuspidal curve Ccuspg and denote it by [C
cusp
g ]. Note that
under the isomorphism U˜ns,ag,g ≃ Sg it corresponds to the point where all the coordinates
(1.2.7) vanish. In particular, this point is invariant under Ggm, and we obtain the induced
Ggm-action on C
cusp
g preserving the g points at infinity.
2. Further analysis of the algebra of functions on U˜ns,ag,g
2.1. Canonical parameters near marked points and expansions. Let (C, p1, . . . , pg)
be a family of non-special curves in U˜ns,ag,g (R), where R is a commutative ring, and let
vi ∈ H0
(
OC(pi)/OC
)
be the corresponding trivializations of normal bundles to sections
pi. For example, we could take the universal family over Z[1/6] (see Theorem 1.2.4).
By a parameter of order N ≥ 1 at pi, compatible with vi, we understand an element
ti ∈ H0
(
C,OC(−pi)/OC(−(N + 1)pi)
)
such that 〈vi, timodOC(−2pi)〉 = 1. Note that
since H1
(
C,OC(−2pi)/OC(−(N + 1)pi)
)
= 0, we have an exact sequence
0→ H0
(
OC(−2pi)/OC(−(N + 1)pi)
)
→ H0
(
C,OC(−pi)/OC(−(N + 1)pi)
)
→
H0
(
C,OC(−pi)/OC(−2pi)
)
→ 0
which implies the existence of parameters of any order N ≥ 1 at pi. For any such
parameter the induced map
R[ti]/(t
N+1
i )→ H
0
(
C,OC/OC(−(N + 1)pi)
)
is an isomorphism. We also have the induced isomorphism
t−Ni R[ti]/tiR[ti]
∼
✲ H0
(
C,OC(Npi)/OC(−pi)
)
,
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so for a section f ∈ H0
(
C,OC(Npi)/OC(−pi)
)
we can define a polar part at pi as the
corresponding element of t−Ni R[ti]/R[ti].
Set D = p1 + . . .+ pg ⊂ C, Di = D − pi. We have the following relative version of [18,
Lem. 4.1.3].
Lemma 2.1.1. Assume that N > 1 is such that N ! is invertible in R. Then there exist
unique parameters ti of order N at pi, for i = 1, . . . , g, compatible with vi and such that
for every n, 1 < n ≤ N , there exists a section
fi[n] ∈ H
0(C,O(Di + npi)) with the polar part t
−n
i at pi.
Proof. The argument is essentially the same as in [18, Lem. 4.1.3]. We start by picking
arbitrary parameters ti at pi and then improve them step by step. SinceH
1
(
C,O(D)
)
= 0,
we have an exact sequence
0→ R = H0
(
C,O(D)
)
→ H0
(
C,O(Di + 2pi)
)
→ H0
(
C,O(2pi)/O(pi)
)
→ 0.
Thus, we can choose fi[2] ∈ H0
(
C,O(Di + 2pi)
)
with the polar part at pi of the form
1
t2i
+ c
ti
for some c ∈ R. Thus, replacing ti by ti+
c
2
t2i we obtain that the polar part of fi[2]
becomes just 1/t2i . Then we proceed by induction as in [18, Lem. 4.1.3]. 
Assume that (n + 2)! is invertible in R. Then using the parameters of order n +
2 constructed in the above lemma we get partial Laurent expansions of sections of
OC(npi)/OC(−3pi) in t
−n
i R[ti]/t
3
iR[ti]. In particular, for each i the section fi[n] ∈ H
0(C,O(Di+
npi)) defined in Lemma 2.1.1 has expansions
fi[n] =
1
tni
+ cii[n] + lii[n]ti + qii[n]t
2
i mod t
3
i ,
fi[n] =
pij[n]
tj
+ cij[n] + lij[n]tj + qij[n]t
2
j mod t
3
j
at pi and pj (where j 6= i) respectively, for some constants pij[n], cij [n], lij[n] and qij[n]
in R. Note that fi[n] are determined uniquely up to adding a constant, hence, all of
these constants except for cij [n] are determined uniquely (and cij [n] can be modified by
cij [n] 7→ cij [n] + ci for some collection of constants (ci)). Note that if we only need
expansions up to linear terms in ti then it is enough to consider the canonical parameters
of order n+ 1, defined whenever (n+ 1)! is invertible.
Now assume that char(k) 6= 2 or 3, and let us apply the construction of Lemma 2.1.1
for N = 4, which gives canonical parameters ti of order 4 and the corresponding sections
fi[2], fi[3] and fi[4]. Let us fix a choice of such fi[2], fi[3], fi[4] (there is a freedom in
adding a constant to each). Let us set fi = fi[2], hi = fi[3]. We will see below that fi
and hi can always be adjusted by adding constants so as to satisfy conditions of Lemma
1.2.1(i) for the marked algebra A = H0(C−D,O). We are going to express the structure
constants in the defining relations (1.2.1)–(1.2.4) of the marked algebra A in terms of
some of the constants (pij[n], cij [n], lij [n], qij[n]) (see Proposition 2.3.2 below).
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2.2. Some relations. As we have observed above, the expansions of fi = fi[2] up to
quadratic terms (resp., of hi = fi[3] up to linear terms, and of fi[4] up to constant terms)
at all the marked points are well defined, so the following constants are well defined.
αij := pij[2],
γij := cij [2], βij := pij[3],
δij := lij [2], εij := cij [3], ηij := pij[4],
πij := qij [2], ϑij := lij [3], ζij := cij[4].
(2.2.1)
For i 6= j we have fifj ∈ H
0
(
C,O(2D + pi + pj)
)
, and analyzing the polar parts at pi
and pj (we only need to look at the terms
1
tni
and 1
tnj
for n ≥ 2) we get the following more
precise version of (1.2.1) (see [18, (4.1.4)]):
fifj =
∑
k 6=i,j
αikαjkfk + αjihi + αijhj + γjifi + γijfj + aij, (2.2.2)
for some constants aij = aji. By comparing the polar parts of both sides at pj and pk
with k 6= i, j we get (see [18, (4.1.5), (4.1.6)])
δij =
∑
k 6=i,j
αikαjkαkj + αjiβij + (γji − γjj)αij , (2.2.3)
αik(γjk − γji) + αjk(γik − γij) =
∑
l 6=i,j,k
αilαjlαlk + αjiβik + αijβjk.
(2.2.4)
By comparing the constant terms in (2.2.2) at pk with k 6= i, j we get (see [18, (4.1.7)])
αikδjk + αjkδik + γikγjk =
∑
l 6=i,j
αilαjlγlk + αjiεik + αijεjk + γjiγik + γijγjk + aij .
(2.2.5)
In addition, comparing the constant terms in (2.2.2) at pj we get
αijδjj + πij =
∑
k 6=i,j
αikαjkγkj + αjiεij + αijεjj + γjiγij + aij. (2.2.6)
Finally, comparing the linear terms in (2.2.2) at pk, where k 6= i, j, and at pj we get
πikαjk + πjkαik + (γik − γij)δjk + (γjk − γji)δik =
∑
l 6=i,j
αilαjlδlk + αjiϑik + αijϑjk,
(2.2.7)
ρij + δijγjj + αijπjj =
∑
k 6=i,j
αikαjkδkj + αjiϑij + αijϑjj + γjiδij , (2.2.8)
where ρij is the coefficient of t
3
j in the expansion of fi at pj .
Similarly, for i 6= j we have fihj − αijfj [4] ∈ H0
(
C,O(2D+ pi + pj)
)
, so analyzing the
polar parts we deduce the identity
fihj = αijfj [4] + γijhj + δijfj + βjihi + εjifi +
∑
k 6=i,j
αikβjkfk + bij
(2.2.9)
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for some constants bij . By comparing the polar parts of both sides at pi and pk, where
k 6= i, j, we get
ϑji =
∑
k 6=i,j
αikβjkαki + (γij − γii)βji + δijαji + αijηji, (2.2.10)
αik(εjk − εji) + (γik − γij)βjk =
∑
l 6=i,j,k
αilβjlαlk + βjiβik + δijαjk + αijηjk.
(2.2.11)
Comparing the constant terms in (2.2.9) at pk, where k 6= i, j, we get
αikϑjk + γikεjk + δikβjk =
∑
l 6=i,j
αilβjlγlk + βjiεik + γijεjk + εjiγik + δijγjk + αijζjk + bij .
(2.2.12)
Comparing the polar and constant terms in (2.2.9) at pj we get
πij = βjiβij + (εji − εjj)αij +
∑
k 6=i,j
αikαkjβjk, (2.2.13)
αijϑjj + ρij = αijζjj + δijγjj + βjiεij + γijεji +
∑
k 6=i,j
αikβjkγkj + bij .
(2.2.14)
Let us denote by νji the coefficient of t
3
i in the expansion of hj at pi. Looking at the linear
terms in (2.2.9) at pi we get
νji + γiiϑji + πiiβji = αijlji[4] + γijϑji + δijδji + βjiϑii +
∑
k 6=i,j
αikβjkδki.
(2.2.15)
Let us fix the unique choice of fi[4] (by adding a constant) so that we have
f 2i = fi[4] +
∑
j 6=i
α2ijfj + 2γiifi. (2.2.16)
From this, looking at the polar and constant parts at pi and pj we get
2δii =
∑
j 6=i
α2ijαji, (2.2.17)
2πii =
∑
j 6=i
α2ijγji + γ
2
ii + ζii, (2.2.18)
ηij = 2αij(γij − γii)−
∑
k 6=i,j
α2ikαkj, (2.2.19)
γ2ij + 2αijδij = ζij +
∑
k 6=i
α2ikγkj + 2γiiγij. (2.2.20)
In addition, looking at the linear parts at pj we get
2αijπij + 2γijδij = lij[4] +
∑
k 6=i
α2ikδkj + 2γiiδij. (2.2.21)
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Next, comparing the polar parts of h2i and f
3
i we get the relation
h2i = f
3
i − 3γiifi[4] + (2εii − 3δii)hi + (2ϑii − 3πii − 3γ
2
ii)fi
−
∑
j 6=i α
3
ijhj +
∑
j 6=i(β
2
ij − 3α
2
ijγij)fj + si (2.2.22)
for some constant si. Considering the polar and constant terms at pj we get
2βijεij = 3α
2
ijδij + 3αijγ
2
ij − 3γiiηij + (2εii − 3δii)βij + (2ϑii − 3πii − 3γ
2
ii)αij−∑
k 6=i,j α
3
ikβkj +
∑
k 6=i,j(β
2
ik − 3α
2
ikγik)αkj, (2.2.23)
ε2ij + 2βijϑij = 3α
2
ijπij + 6αijγijηij + γ
3
ij − 3γiiζij + (2εii − 3δii)εij
+(2ϑii − 3πii − 3γ
2
ii)γij −
∑
k 6=i α
3
ikεkj +
∑
k 6=i(β
2
ik − 3α
2
ikγik)γkj + si. (2.2.24)
Next, considering the product hihj for i 6= j we get
hihj = βijfj[4] + βjifi[4] + εijhj + εjihi + ϑijfj + ϑjifi +
∑
k 6=i,j
βikβjkfk + uij
(2.2.25)
for some constants uij = uji. Looking at the polar and constant terms at pk, where
k 6= i, j, we get
βik(εjk − εji) + βjk(εik − εij) = βijηjk + βjiηik + ϑijαjk + ϑjiαik +
∑
l 6=i,j,k
βilβjlαlk,
(2.2.26)
βikϑjk + βjkϑik + εikεjk = βijζjk + βjiζik + εijεjk + εjiεik + ϑijγjk + ϑjiγik+∑
l 6=i,j βilβjlγlk + uij. (2.2.27)
Also, comparing the constant terms at pj in (2.2.25) we get
νij + εijεjj + βijϑjj = βijζjj + βjiζij + εijεjj + εjiεij + ϑijγjj + ϑjiγij +
∑
k 6=i,j
βikβjkγkj + uij
(2.2.28)
(recall that νij is the coefficient of t
3
j in the expansion of hi at pj).
2.3. Minimal set of generators. We have seen that the constants (elements of R)
introduced in the previous section, such as the constants (2.2.1), as well as aij , bij , uij
and si, satisfy many polynomial relations with integer coefficients. We are going to use
these relations to find a minimal set of generators of the algebra of functions on U˜ns,ag,g .
First, we will relate the constants (2.2.1) to the coefficients (1.2.7) that determine the
equations of the affine curve C \D over R.
Lemma 2.3.1. Assume that 6 is invertible in R.
(i) Let us normalize (by adding constants) fi = fi[2] and hi = fi[3] so that γii = 0 and
2εii = 3δii. Then the elements (fi, hi)i=1,... ,g are the canonical generators of the algebra
O(C\D) considered in Lemma 1.2.2. One has the following relations between the constants
(2.2.1), defined using canonical parameters of order 4 at pi as in Lemma 2.1.1, and the
coefficients (1.2.7):
πi = 2ϑii − 3πii. (2.3.1)
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dij = αij , tji = βji, vij = γij , c
k
ij = αikαjk, g
j
i = −α
3
ij ,
rji = εji − αijα
2
ji,
δij = αjiβij + αijγji +
∑
k 6=i,j
αikαjkαkj ,
ekij = αikβjk − αijα
2
jk,
ψij = γjiβij + 3αijαjiγij +
∑
k 6=i,j
βikαjkαkj +
∑
k 6=i,j
αik(αijαjkαki − αjiαkjαik),
lkij = βikβjk − βijα
2
jk − βjiα
2
ik,
kji = β
2
ij − 3α
2
ijγij.
(ii) Assume that g ≥ 2 and that fi and hi are normalized as in (i). Let us denote by
R[C] ⊂ R the Z[1/6]-subalgebra generated by αij, βij, γij, εij, and πi (where 1 ≤ i, j ≤ g,
i 6= j). Let us also denote by R[C]1 ⊂ R[C] the similar subalgebra where we do not allow
to use πi, and by R[C]0 ⊂ R[C]1 the subalgebra generated by αij, βij and γij. Then we
have
δij , δii, ηij, ϑij , ζij ∈ R[C]0,
πij , aij ∈ R[C]1,
bij , si, uij ∈ R[C],
where i 6= j. If g ≥ 3 then uij ∈ R[C]1.
Proof. (i) With the given normalization of fi and hi, the equations (2.2.2), (2.2.9), (2.2.22),
(2.2.25), together with the expression (2.2.16) for fi[4], give the following equations:
fifj = αjihi + αijhj + γjifi + γijfj +
∑
k 6=i,j
αikαjkfk + aij, (2.3.2)
fihj = αijf
2
j + γijhj + βjihi + δijfj + (εji − αijα
2
ji)fi +
∑
k 6=i,j
(αikβjk − αijα
2
jk)fk + bij ,
(2.3.3)
h2i = f
3
i + (2ϑii − 3πii)fi −
∑
j 6=i
α3ijhj +
∑
j 6=i
(β2ij − 3α
2
ijγij)fj + si,
(2.3.4)
hihj = βijf
2
j + βjif
2
i + εijhj + εjihi + (ϑij − βjiα
2
ij)fj + (ϑji − βijα
2
ji)fi+∑
k 6=i,j(βikβjk − βijα
2
jk − βjiα
2
ik)fk + uij. (2.3.5)
Note that these equations have the same form as in Lemma 1.2.1(iii). Hence, by Lemma
1.2.1(iv), the elements (fi, hi) are the canonical generators of the marked algebraO(C\D).
Thus, all the coefficients in these equations should match. From this we get most of the
required equations. For ψij we get
ψij = ϑij − βjiα
2
ij
which we have to transform further using (2.2.10) and using the formula (2.2.19) for ηij .
(ii) First, relations (2.2.3), (2.2.17) and (2.2.19) give the inclusions
δij , δii, ηij ∈ R[C]0.
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It follows that εii = 3δii/2 is also in R[C]0. Now relations (2.2.13), (2.2.10) and (2.2.20)
give
πij ∈ R[C]1 and ϑij , ζij ∈ R[C]0.
Thus, (2.2.6) and (2.2.24) (as well as (2.3.1)) give
aij ∈ R[C]1 and si ∈ R[C],
Next, we want to show that bij is in R[C]. First, we note that (2.2.18) implies that
ζii − 2πii ∈ R[C]0,
while (2.2.8) gives
ρij + αij(πjj − ϑjj) ∈ R[C]0.
Hence, we have the following congruence modulo R[C]0:
ρij + αij(ϑjj − ζjj) ≡ αij(2ϑjj − πjj − ζjj) ≡ αij(2ϑjj − 3πjj) = αijπj modR[C]0,
and so, ρij + αij(ϑjj − ζjj) is in R[C]. Now (2.2.14) implies that bij is in R[C].
It remains to express uij . In the case g ≥ 3 using (2.2.27) we get uij ∈ R[C]1. In the
case g = 2 we have to take a longer route. First, (2.2.21) shows that lij [4] ∈ R[C]1. Next,
(2.2.15) shows νij + βij(πjj − ϑjj) ∈ R[C], and finally, (2.2.28) gives
uij ≡ νij + βij(ϑjj − ζjj) ≡ βijπj modR[C]1,
and so, uij is in R[C]. 
Recall that we have constructed an isomorphism of the moduli space of non-special
curves (with tangent vectors at the marked points) U˜ns,ag,g × Spec(Z[1/6]) with the affine
scheme Sg over Z[1/6] parametrizing algebras with defining relations (1.2.1)–(1.2.4) (see
Theorem 1.2.4).
Proposition 2.3.2. Assume g ≥ 2.
(i) The algebra of functions on the affine scheme U˜ns,ag,g × Spec(Z[1/6]) ≃ Sg is generated
over Z[1/6] by the elements
αij , βij, γij, εij, πi (2.3.6)
(where 1 ≤ i, j ≤ g, i 6= j), defined for the universal curve.
(ii) Let k be a field of characteristic 6= 2, 3. Let [Ccuspg ] ∈ Sg(k) be the point at which all
the coordinates (1.2.7) vanish. Let m be the corresponding maximal ideal in the ring of
functions on Sg × Spec(k). Then the elements (2.3.6) project to a basis in m/m2.
Proof. (i) Note that this algebra is generated by the coefficients (1.2.7) defining equations
of the universal affine curve C \D. Hence, the assertion follows from Lemma 2.3.1.
(ii) We have to calculate the fiber of Sg
(
k[u]/(u2)
)
→ Sg(k) over [Ccuspg ] ∈ Sg(k). In other
words, we have to look at the condition of associativity for the relations (1.2.1)–(1.2.4),
where all the coordinates (1.2.7) belong to the ideal (u) ⊂ k[u]/(u2). As we have seen in
Lemma 2.3.1, these relations have form
fifj = αjihi + αijhj + γjifi + γijfj,
fihj = αijf
2
j + γijhj + βjihi + εjifi,
h2i = f
3
i + πifi,
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hihj = βijf
2
j + βjif
2
i + εijhj + εjihi.
It is easy to check that in fact these relations define an associative algebra over k[u]/(u2)
with the basis (fni , hif
n
i ) for arbitrary αij, βij, γij, εij, πi ∈ (u) ⊂ k[u]/(u
2), which implies
the result. 
The above Proposition shows that (2.3.6) are minimal generators of the ring of functions
on Sg.
We have the following geometric interpretation of the vanishing of the functions αij
and βij on Sg.
Lemma 2.3.3. Assume that g ≥ 2. Let (C, p1, . . . , pg) ∈ U˜ns,ag,g (k), where k is a field of
characteristic 6= 2, 3. Let us consider the functions αij , βij on U˜ns,ag,g (k) ≃ Sg(k).
(i) One has αij(C, p1, . . . , pg) = 0 if and only if h
0(2pi+Di−pj) = 2, where Di = D−pi.
(ii) One has αij(C, p1, . . . , pg) = βij(C, p1, . . . , pg) = 0 if and only if h
0(3pi+Di−pj) = 3.
(iii) If C is smooth then for every i either there exists j 6= i such that αij 6= 0 or there
exists j 6= i such that βij 6= 0.
Proof. (i) We use the interpretation of αij as the coefficient of t
−1
j in the Laurent series
of fi at pj (see Section 2.2). Thus, αij = 0 means that fi in fact is regular at pj, i.e.,
H0(C,O(2pi +Di)) = H
0(C,O(2pi +Di − pj)) = 0.
Since h0(2pi +Di)=2, the assertion follows.
(ii) We use in addition the interpretation of βij as the coefficient of t
−1
j in the Laurent
series of hi at pj. Thus, αij = βij = 0 if and only if both fi and hi are regular at pj. Since
1, fi, hi is a basis of H
0(C,O(3pi +Di)), this is equivalent to having
H0(C,O(3pi +Di)) = H
0(C,O(3pi +Di − pj)),
and the assertion follows.
(iii) By part (i), if for some i we have αij = 0 for all j 6= i then fi is a nonconstant section
of H0(C,O(2pi)), so C is hyperelliptic and pi is a Weierstrass point. Let f : C → P1 be
the double covering. Then f∗OC(pi) = OP1 ⊕OP1(−g), so
H0
(
C,O(3pi)
)
= H0
(
P1,
(
f∗O(pi)
)
(1)
)
≃ H0
(
P1,O(1)⊕O(1− g)
)
has dimension 2. Hence, the result follows from part (ii). 
Remark 2.3.4. The interpretations of αij and βij from Section 2.2 imply that αij are
exactly the functions defined in [18, Sec. 2.4] as triple Massey products, while the values
of βij , in the situation when αij = 0 for all j 6= i, are given by the quadruple Massey
products considered in [18, Sec. 2.5].
2.4. GIT quotients and weakly modular compactifications of Mg,g. In this section
we work over Z[1/6]. In particular, we denote by An the affine space over Z[1/6]. We use
the version of GIT over general base schemes as developed in [4].
We would like to consider GIT quotients with respect to the Ggm-action on the affine
scheme Sg (see Theorem 1.2.4 for the definition of this action). Such a quotient is deter-
mined by a nontrivial character χ : Ggm → Gm (as a linearized ample line bundle on Sg we
22
take the trivial line bundle with the Ggm-action twisted by χ) and is given by the scheme
Sg / χ G
g
m := Proj
(⊕
n≥0
H0(Sg,O)χn
)
,
where the subscript χn denotes the subset of functions f such that (λ−1)∗f = χ(λ)nf for
λ ∈ Ggm.
We have a closed embedding
Sg →֒ A
4g2−3g, (2.4.1)
where A4g
2−3g is the affine space with coordinates corresponding to the minimal generators
αij , βij , γij, εij and πi of O(Sg) (see Proposition 2.3.2).
Note that the minimal generators (2.3.6) are semihomogeneous for the Ggm-action on
Sg. Namely, if we define the action of λ ∈ Ggm on O(Sg) by f 7→ (λ
−1)∗f then the elements
(2.3.6) transform under the action of λ = (λ1, . . . , λg) as follows:
αij 7→ λ
2
iλ
−1
j αij , βij 7→ λ
3
iλ
−1
j αij, γij 7→ λ
2
iγij , εij 7→ λ
3
i εij, πi 7→ λ
4
iπi.
Thus, the embedding (2.4.1) is Ggm-equivariant, and for every character χ we can check
χ-semistability (resp., stability) of a point in Sg by viewing it as a point of A4g
2−3g. In
particular, we have a closed embedding of the corresponding GIT quotients
Sg / χ G
g
m →֒ Pg,χ := A
4g2−3g / χ G
g
m.
Let us consider for a moment the general situation when an algebraic torus T acts on
an affine space AN via a homomorphism ρ : T → GNm, so that the coordinates on A
N
are semihomogeneous for the T -action of weights ω1, . . . , ωN ∈ X(T ), where X(T ) is the
character lattice of T . Assuming in addition that ρ has finite kernel, let us recall a well
known description of the walls in X(T )⊗R, so that the GIT quotients change only when
crossing a wall (see e.g., [11, Sec. 14.3, 14.4]; for the reader’s convenience we will give a
direct proof in Lemma 2.4.1 below).
Let us set Ω := {ω1, . . . , ωN} ⊂ X(T ). The assumption that ρ has finite kernel is
equivalent to the fact that the set Ω spans X(T )⊗ R. For every finite subset S ⊂ X(T )
we denote by CS ⊂ X(T ) ⊗ R the closed cone generated by S, i.e., the set of linear
combinations of elements of S with nonnegative real coefficients. In the case when CS
is of full rank we denote by int(CS) the interior of this cone. Note that an element of
X(T ) ⊗ Q belongs to CS if and only if it is a linear combination of elements of S with
coefficients in Q≥0.
Let us define the subset Σ ⊂ CΩ by
Σ = ∪Ω′⊂Ω:dimspan(Ω′)<dimX(T )⊗RCΩ′ . (2.4.2)
Note that Σ is the union of closed subcones of codimension 1 in CΩ (the walls). The
characters in CΩ \ Σ are called generic. The connected components of CΩ \ Σ are called
chambers. For a character χ ∈ X(T ) let (AN )sχ and (A
N)ssχ denote the subsets of χ-stable
and χ-semistable points in AN , respectively.
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Lemma 2.4.1. (i) For x ∈ AN let Ω(x) ⊂ Ω be the set of T -weights of all the coordinates
that do not vanish at x. Then x ∈ (AN)ssχ if and only if χ ∈ CΩ(x). In particular, if
χ 6∈ CΩ then (AN)ssχ = ∅.
(ii) If for a point x ∈ AN the set Ω(x) spans X(T ) ⊗ Q over Q, then for any χ ∈
int(CΩ(x)) ∩X(T ) the point x is χ-stable.
(iii) For any character χ such that χ 6∈ Σ one has (AN )sχ = (A
N)ssχ .
(iv) If χ and χ′ belong to the same chamber of C \ Σ then (AN)ssχ = (A
N)ssχ′, hence, the
corresponding GIT quotients are the same.
Proof. (i) By definition, a point x is χ-semistable if and only if there exists a monomial
M in coordinates of a weight proportional to χ, such that M does not vanish at x. Such
a monomial exists if and only if χ ∈ CΩ(x).
(ii) For x ∈ (AN)ssχ let S ⊂ {1, . . . , N} be the set of all the coordinates that do not vanish
at x, so that Ω(x) is the set of weights of coordinates in S. Consider the open subset
Ux = {(y1, . . . , yn) ∈ A
N |
∏
i∈S
yi 6= 0}.
Note that by (i), for every y ∈ Ux we have χ ∈ CΩ(x) ⊂ CΩ(y), so all the points of Ux are
χ-semistable. On the other hand, since χ is an interior point of CΩ(x), we can write χ as
a linear combination of elements of Ω(x) with positive rational coefficients. Hence, there
exists a monomial M =
∏
i∈S x
ni
i with ni > 0, of a weight proportional to χ, so that Ux
coincides with the open subset M 6= 0. Furthermore, the assumption that Ω(x) generates
the sublattice of full rank in X(T ) implies that all the points of Ux have finite stabilizers.
Hence, T acts on Ux with closed orbits, so all the points of Ux are χ-stable.
(iii) Since χ is generic, any subset S ⊂ Ω, such that χ ∈ CS, spans X(T ) ⊗ R. In
particular, for any such S one has χ ∈ int(CS). Now if x is χ-semistable then χ ∈ CΩ(x),
so using (ii) we derive that x is χ-stable.
(iv) Assume there exists a point x ∈ (AN)ssχ such that x 6∈ (A
N)ssχ′. Then we have
χ ∈ CΩ(x) and χ
′ 6∈ CΩ(x). But this implies that the segment connecting χ and χ
′ in
X(T )⊗R intersects the boundary of CΩ(x), which is contained in Σ. This contradicts the
assumption that this segment is contained entirely in C \ Σ. Thus, the semistable loci
for χ and χ′ are the same. This implies that the GIT quotients are also the same, as the
categorical quotients of the semistable loci. 
Now let us return to our situation with the action of T = Ggm on Sg ⊂ A
4g2−3g. We
identify the lattice of characters of Ggm with the standard lattice Z
g ⊂ Rg, where the basis
vector ei corresponds to the projection G
g
m → Gm to the ith factor. The set Ω ⊂ Z
g of
Ggm-weights of the coordinates on A
4g2−3g consists of the vectors 2ei − ej , 3ei − ej, for
i 6= j and vectors 2ei, 3ei and 4ei. For g ≥ 2 we denote by C ⊂ R
g the cone generated
by the vectors 2ei − ej, i 6= j. For g = 1 we simply set C = R≥0. Note that C contains
all the vectors ei =
2
3
(2ei − ej) +
1
3
(2ej − ei) and 3ei − ej, hence, we have CΩ = C. As
before, we denote by Σ the union of the walls (2.4.2).
Proposition 2.4.2. (i) For every character χ ∈ Zg ∩C the quotient Pg,χ is a projective
toric scheme over Z[1/6]. Assume further that χ is in the interior of C. Then for any
smooth curve C of genus g and for generic points p1, . . . , pg ∈ C, with any nonzero
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tangent vectors vi at pi’s, the point (C, p1, . . . , pg, v1, . . . , vg) ∈ U˜ns,ag,g × Spec(Z[1/6]) ≃ Sg
is χ-stable.
(ii) Let C0 ⊂ C be the subcone generated by all the vectors ei. Assume that the character
χ ∈ Zg is in int(C0). Then any point (C, p1, . . . , pg, v1, . . . , vg) ∈ Sg with C smooth is
χ-stable.
(iii) The interior of C0 lies inside C\Σ. Hence, for χ ∈ int(C0) the subset (Sg)ssχ = (Sg)
s
χ
does not depend on χ.
Proof. (i) Since all the vectors 2ei − ej , ei and 3ei − ej have positive scalar product with
e1+ . . .+eg, we see that any nontrivial combination of them with non-negative coefficients
is nonzero. Therefore, H0(A4g
2−3g,O)G
g
m = Z[1/6], which immediately implies that Pg,χ
is projective over Z[1/6] for any χ. Hence, Sg / χG
g
m is also projective. The fact that Pg,χ
is a toric scheme is well known (see [11, Thm. 14.2.13] or [38, Thm. 2.2]).
By Lemma 2.4.1(ii), for χ ∈ int(C) all the points of the open subset Uα ⊂ A4g
2−3g given
by
∏
i 6=j αij 6= 0, are χ-stable. It remains to observe that for any smooth curve C and
generic points p1, . . . , pg one has αij(C, p1, . . . , pg, v1, . . . , vg) 6= 0 for every pair i 6= j, as
follows from Lemma 2.3.3(i), so the corresponding point of Sg lies in Uα.
(ii) Let x = (C, p1, . . . , pg, v1, . . . , vg) ∈ Sg with C smooth. By Lemma 2.3.3(iii), for any
i either there exists j 6= i such that αij 6= 0 or there exists j 6= i such that βij 6= 0. Hence,
for any i the set Ω(x) ⊂ Zg contains either a vector 2ei − ej or 3ei − ej for some j 6= i.
By Lemma 2.4.3 below (applied to appropriate rescalings of these vectors in Ω(x)), this
implies the inclusion C0 ⊂ CΩ(x). Hence, χ ∈ int(Ω(x)) and by Lemma 2.4.1(ii), x is
χ-stable.
(iii) Given χ ∈ int(C0), assume that χ ∈ Σ. Then χ =
∑r
p=1 tpωp, where ti > 0 and
ω1, . . . , ωr ∈ Ω lie in a hyperplane in X(T ) ⊗ R. Then since χ has positive coordinates,
for every i there exists p such that ωp has positive ith coordinate, i.e., ωp is one of the
vectors ei, 2ei − ej or 3ei − ej for some j 6= i. Thus, we can again apply Lemma 2.4.3 to
conclude that span(ω1, . . . , ωr) = X(T )⊗ R, which is a contradicton. 
Lemma 2.4.3. The subcone R≥0v1 + . . .+ R≥0vn ⊂ Rn spanned by vectors of the form
vi = ei − aieσ(i), i = 1, . . . , n,
where 0 ≤ ai < 1, and σ is a map from {1, . . . , n} to itself, contains every vector ei.
Proof. First, assume that all ai are positive, and σ(i) 6= i for every i. Renumbering the
indices we can assume that σ(1) = 2, σ(2) = 3, . . . , σ(m) = 1 for some 2 ≤ m ≤ n. Then
v1 + a1v2 + . . .+ a1 . . . am−1vm = (1− a1 . . . am)e1,
etc., which shows that e1, . . . , em belong to C(v1, . . . , vn) := R≥0v1 + . . .+ R≥0vn. Simi-
larly, we have ei ∈ C(v1, . . . , vn) whenever i is contained in a subset on which σ acts as a
cyclic permutation (a σ-cycle). Now for any i there exists r ≥ 1 such that j = σr(i) is con-
tained in a σ-cycle, so that ej ∈ C(v1, . . . , vn). This easily implies that ei ∈ C(v1, . . . , vn)
(by induction on r).
Let I be the set of i such that either ai = 0 or σ(i) = i. For i ∈ I we have ei =
(1 − ai)
−1vi, so as above we deduce that ei ∈ C(v1, . . . , vn) for any i such that σ
r(i) ∈ I
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for some r ≥ 1. Now we can apply the argument from the first part of the proof to the
remaining set of indices. 
Corollary 2.4.4. For every character χ ∈ C \ Σ the quotient stack (Sg)sχ/G
g
m, which is
an open substack of Uns,ag,g , is proper over Z[1/6].
Proof. By Lemma 2.4.1(iii), for such χ there are no strictly χ-semistable points. Hence,
the map
π : (Sg)
s
χ/G
g
m → Sg / χ G
g
m
is a tame moduli space (see [4, Prop. 7.7]). The map π is proper (see [10, Thm. 1.1]) and
Sg / χG
g
m is projective by Proposition 2.4.2(i). This implies that (Sg)
s
χ/G
g
m is proper. 
Remarks 2.4.5. 1. Recall that Smyth considered in [45] modular compactifications of
Mg,n, which correspond to open substacks X in Ng,n, the stack of smoothable curves, such
that X is proper. Thus, by Corollary 2.4.4, for each χ ∈ C\Σ intersecting (Sg)
s
χ/G
g
m with
the locus of smoothable curves we get such a modular compactification (with the only
difference that we work over Z[1/6], rather than over Z). Furthermore, by Lemma 2.4.1,
these compactifications are indexed by chambers in C \ Σ. Note that for the chamber
int(C0) we get a modular compactification equipped with an action of Sn, permuting the
marked points.
2. Given that for χ ∈ int(C0) every point (C, p1, . . . , pg, v1, . . . , vg) ∈ Sg with C smooth
is χ-stable, it would be interesting to find out which singular curves (C, p1, . . . , pg) corre-
spond to χ-stable points.
2.5. Some other consequences of relations. Let us keep the setup of Section 2.2. We
assume that 6 is invertible, and choose parameters ti of order 4 as in Lemma 2.1.1. In
addition we assume that fi = fi[2] and hi = fi[3] are chosen (by adding a constant) in
such a way that γii = 0 and 2εii = 3δii. Then we can use the identities of Sections 2.2
and 2.3 for the corresponding functions on the affine scheme Sg.
The relation (2.2.13) expresses πij in terms of (α∗, β∗, ε∗). Plugging this expression into
(2.2.6) we get
aij = αij(εji − 2δjj) + βjiβij − αjiεij − γjiγij +
∑
k 6=i,j
αikαkjβjk −
∑
k 6=i,j
αikαjkγkj.
(2.5.1)
Plugging the expression (2.5.1) for aij into (2.2.5) we get after simplifying
−αikδjk − αjkδik + βijβji + αij(εjk + εji − 2δjj) + αji(εik − εij) +
∑
l 6=i,j αilαljβjl =
(γij − γik)(γji − γjk) +
∑
l 6=i,j αilαjl(γlj − γlk). (2.5.2)
On the other hand, using (2.2.19) we can express ηij in terms of (α∗, β∗, γ∗). Plugging
the result into (2.2.11) and (2.2.23) we get
αik(εjk − εji) = (γij − γik)βjk + 2αijαjkγjk + βjiβik + δijαjk+∑
l 6=i,j,k αilβjlαlk −
∑
l 6=j,k αijα
2
jlαlk,
(2.5.3)
2βijεij = 3α
2
ijδij + 3αijγ
2
ij + (2ϑii − 3πii)αij −
∑
k 6=i,j
α3ikβkj +
∑
k 6=i,j
(β2ik − 3α
2
ikγik)αkj.
26
Using (2.3.1) we can rewrite the last equation as
− αijπi = −2βijεij + 3α
2
ijδij + 3αijγ
2
ij −
∑
k 6=i,j
α3ikβkj +
∑
k 6=i,j
(β2ik − 3α
2
ikγik)αkj.
(2.5.4)
Note also that expressing ρij from (2.2.8) and substituting this expression into (2.2.14)
we get
2αijϑjj +
∑
k 6=i,j αikαjkδkj + αjiϑij + γjiδij = αijπjj + αijζjj + βjiεij + γijεji
+
∑
k 6=i,j αikβjkγkj + bij .
Subtracting (2.2.12) from this, we get the relation
αij(2ϑjj − πjj − ζjj) + αjiϑij − αikϑjk +
∑
k 6=i,j αikαjkδkj − δikβjk =
∑
l 6=i,j αilβjl(γlj − γlk)
−αijζjk − δij(γji + γjk) + βji(εij − εik) + (γij − γik)(εji − εjk).
Further, using (2.2.18), (2.3.1) and (2.2.20) we can rewrite this as
αijπj = −αjiϑij + αikϑjk −
∑
k 6=i,j αikαjkδkj + δikβjk
−2αijαjkδjk − αij(γjk)2 − αij
∑
l 6=j α
2
jl(γlj − γlk)− δij(γji + γjk)+
βji(εij − εik) + (γij − γik)(εji − εjk) +
∑
l 6=i,j αilβjl(γlj − γlk). (2.5.5)
Proposition 2.5.1. Assume that g ≥ 3. Let U1 ⊂ Sg be the open subset consisting of
points x such that for every i either there exists j with αij(x) 6= 0 or there exists j with
αji(x) 6= 0. Let also U0 ⊂ U1 be the open subset of x such that αij(x) 6= 0 for all i 6= j.
Then the natural maps to the affine spaces
U1 → SpecZ[1/6][αij , βij, γij, εij] and
U0 → SpecZ[1/6][αij, βij , γij]
are locally closed embeddings (in the right-hand side we treat αij, βij , γij, εij as independent
variables).
Proof. Recall that by Proposition 2.3.2, the functions on Sg are generated by αij, βij ,
γij, εij and πi. Thus, the first assertion follows from (2.5.4) and (2.5.5) (recall also that
δij ∈ R[C]0 by (2.2.3)). To check the second we use the relations (2.5.2) and (2.5.3) that
have the form
αij(εji + εjk) + αji(εik − εij) = Aijk,
αjk(εik − εij) = Bijk
with Aijk, Bijk depending only on αij , βij, γij (we switched i and j in (2.5.3)). Expressing
εik − εij from the second equation and substituting into the first we get
αij(εji + εjk) = Aijk −
αji
αjk
Bijk.
Switching i and k we get
εik + εij = (Ajik −
αij
αik
Bjik)/αji.
Since on the other hand
εik − εij = Bijk/αjk,
we get an expression for εij in terms of αij , βij, γij . 
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Remarks 2.5.2. 1. Recall that the condition αij = 0 for a curve (C, p1, . . . , pg) ∈ Uns,ag,g (k)
is equivalent to h0(2pi+Di− pj) = 2 (see Lemma 2.3.3). In particular, for smooth C the
condition that (C, p1, . . . , pg) is not in U1 means that C is hyperelliptic and the points pi
are Weierstrass points.
2. The action of the diagonal subgroup Gm ⊂ Ggm gives the algebra of function on Sg
a grading so that degαij = 1, deg βij = deg γij = 2, deg εij = 3 and deg πi = 4. All
the relations between the coordinates (2.3.6) on Sg are homogeneous with respect to this
grading. For example, (2.2.4) is of degree 3, (2.5.2) and (2.5.3) are of degree 4, (2.2.7),
(2.2.26), (2.5.4) and (2.5.5) are of degree 5. By varying j in (2.2.24) and eliminating si we
get relations of degree 6. Similarly, we get relations of degree 6 by eliminating uij from
(2.2.27). It is possible in principle to write out all the defining relations explicitly using
the Gro¨bner basis approach (see the proof of Lemma 1.2.2) but this does not seem to be
very illuminating. The relations become more manageable on the hyperelliptic locus (see
Theorem 2.6.3 below).
2.6. Hyperelliptic locus. There is a natural hyperelliptic version of the moduli space
U˜ns,ag,g .
Definition 2.6.1. Let us define the moduli stack H˜U
ns,a
g,g by considering families
(C, p1, . . . , pg; v1, . . . , vg) in U˜ns,ag,g (where vi is a nonzero tangent vector at pi) equipped
with an involution τ : C → C such that τ ◦ pi = pi and τ∗vi = −vi. We denote by HU
ns,a
g,g
the similar stack with no fixed choice of tangent vectors (but we still require that τ acts
as −1 on the tangent spaces at pi).
We will show that the involution with this property is unique and that in the smooth
case it is automatically a hyperelliptic involution.
Proposition 2.6.2. (i) The stack H˜U
ns,a
g,g ×Spec(Z[1/6]) is the closed subscheme of U˜
ns,a
g,g ×
Spec(Z[1/6] given as the locus of fixed points of the involution given by the action of the
element (−1, . . . ,−1) ∈ Ggm. The corresponding subscheme of Sg is given in terms of the
coefficients (1.2.7) by the equations
αij = dij = rij = δij = e
k
ij = bij = εij = g
j
i = 0. (2.6.1)
(ii) Assume that (C, p1, . . . , pg) is in HU
ns,a
g,g (k), where k is a field, and C is smooth. Then
C is hyperelliptic and p1, . . . , pg are Weierstrass points.
Proof. (i) Recall that the Ggm-action resclales the tangent vectors at the marked points.
Thus, the fixed points of (−1, . . . ,−1) ∈ Ggm correspond to curves (C, p1, . . . , pg) such
that there exists an automorphism τ of (C, p1, . . . , pg) such that τ∗vi = −vi. Then τ 2
stabilizes vi, which implies that τ
2 = id.
Let fi, hi be the canonical generators of the corresponding marked algebra A = H
0(C \
D,O) (see Lemma 1.2.1). Note that the involution τ defines an automorphism of A as
a marked algebra. Furthermore, τ ∗fi and −τ ∗hi are also canonical generators, hence we
have
τ ∗fi = fi, τ
∗hi = −hi.
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Therefore, looking at the defining relations (1.2.1)–(1.2.4) we deduce the vanishing (2.6.1).
Conversely, if these equations hold then we can define an involution of A which acts on
the marking as (−1, . . . ,−1).
(ii) Since H0
(
C, ωC(−p1 − . . .− pg)
)
= H1
(
C,O(p1 + . . .+ pg)
)∗
= 0, the projection
H0(C, ωC)→
g⊕
i=1
ωC |pi
is an isomorphism. Hence, τ acts as − id on H0(C, ωC), so it acts trivially on the pro-
jectivization of this space. Note that the canonical morphism C → PH0(C, ωC)∗ is com-
patible with the action of τ . If C is not hyperelliptic then we get that τ acts trivially on
C, which is a contradiction. Hence, C is hyperelliptic and τ is the hyperelliptic involu-
tion. 
Using Proposition 2.3.2 we get that over Spec(Z[1/6]) the functions on the hyperelliptic
locus are generated by βij , γij and πi. Furthermore, using the associativity equations (see
Lemma 1.2.2) we can get a complete set of relations between these generators.
Theorem 2.6.3. Assume g ≥ 2. The algebra of functions on the affine scheme H˜U
ns,a
g,g ×
Spec(Z[1/6]) is generated by βij, γij and πi with the defining relations
βijβji = (γij − γik)(γji − γjk),
(γij − γik)βjk + βjiβik = 0,
−(πi + γ2ij)γij + 2β
2
ijγji −
∑
l 6=i,j β
2
ilγlj = −(πi + γ
2
ik)γik + 2β
2
ikγki −
∑
l 6=i,k β
2
ilγlk,
(πi + γ
2
ij)βji + βijγjk(γji + γjk) + βjiγik(γij + γik) +
∑
l 6=i,j,k βilβjlγlk =
= βikβjkγkj + βjkβikγki + 2βijγ
2
ji +
∑
k 6=i,j βikβjkγki,
(πi + 3γ
2
ij)βji = (πj + 3γ
2
ji)βij ,
(2.6.2)
where different indices are assumed to be distinct. The open part C \ {p1, . . . , pg} of the
universal curve is given by the equations
fifj = γjifi + γijfj + aij,
fihj = γijhj + βjihi,
h2i = f
3
i + πifi +
∑
j 6=i β
2
ijfj + si,
hihj = βijf
2
j + βjif
2
i + γjiβijfj + γijβjifi +
∑
k 6=i,j βikβjkfk + uij,
(2.6.3)
where
aij = βijβji − γijγji,
si = −(πi + γ2ij)γij + 2β
2
ijγji −
∑
k 6=i,j β
2
ikγkj,
uij = (πi + γ
2
ij)βji − 2βijγ
2
ji −
∑
k 6=i,j βikβjkγki.
Proof. By Proposition 2.6.2, the defining relations are obtained by looking at the condition
that the relations (2.6.3) define an algebra with the basis (fni , hif
n
i ). Now the relations
(2.6.2) are obtained by the standard Gro¨bner basis technique (see Lemma 1.2.2). 
Example 2.6.4. In the case of genus 2 the relations of the above Theorem between the
generators β12, β21, γ12, γ21, π1, π2 reduce to the single relation
(π2 + 3γ
2
21)β12 = (π1 + 3γ
2
12)β21.
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Assume that g ≥ 4. Then using the second equation in (2.6.2) we deduce the following
set of quartic equations for (βij) on the hyperelliptic locus:
βjiβikβklβlj + βkiβilβljβjk + βliβikβjkβkl = 0, (2.6.4)
where i, j, k, l are distinct.
Remark 2.6.5. The locus in H˜U
ns,a
g,g corresponding to smooth curves can be identified
with a Ggm-torsor over the configuration space of 2g + 2 distinct points in P
1, g of which
are ordered. By Lemma 2.3.3, the coordinates βij are all nonzero on this locus (and can be
computed explicitly in terms of the positions of the points—see [18, Prop. 2.5.5]). Using
the second equation in (2.6.2) we can express γij − γik in terms of (βij) (then the first
equation in (2.6.2) becomes superfluous). Also, for g ≥ 3, using the fourth equation in
(2.6.2) we can express πi in terms of the other coordinates. Hence, for g ≥ 3, on the
smooth locus our relations can be viewed as equations for the coordinates βij only.
2.7. Differentials and the canonical embedding. Throughout this section we work
with curves over an algebraically closed field k.
We are going to describe the relation of our picture with Petri’s analysis of the defining
ideal of the canonical embedding of a smooth non-hyperelliptic curve C (see [35], [2, Ch.
III.3], [34, Lec. I], [40], [41]). Recall that the starting point of this analysis is to consider
g distinct points p1, . . . , pg ∈ C and a basis ω1, . . . , ωg of H0(C, ωC), where ωC is the
canonical line bundle, such that ωi vanishes at pj for i 6= j. Such a basis exists precisely
when h0(p1+. . .+pg) = 1 and is uniquely determined by the marked points up to rescaling
(since by Serre duality h0
(
ωC(−p1 − . . .− pg)
)
= h1(p1 + . . .+ pg)).
First, we observe an important relation between the basis (ωi) and the canonical for-
mal parameters ti at pi obtained from Lemma 2.1.1. Assume for a moment that the
characteristic is zero. Then these formal parameters are uniquely determined by a col-
lection of nonzero tangent vectors vi at pi by the condition that 〈vi, ti〉 = 1 for each
i and that for every n ≥ 2 and every i = 1, . . . , g there exists a rational function
fi[n] ∈ H0
(
C,O(npi + Di)
)
, where Di =
∑
j 6=i pj. We claim that in fact for each
i = 1, . . . , g, one can rescale ωi so that ωi = dti in the formal neighborhood of pi.
If the characterstic is positive we consider the parameters ti up to Nth order (where
N < char(k)) and this statement has to be modified accordingly.
Proposition 2.7.1. Assume that char(k) > N for some N > 1. Let C be a smooth
projective curve over k, p1, . . . , pg ∈ C distinct points such that h0(p1+ . . .+ pg) = 1, and
let v1, . . . , vg be nonzero tangent vectors at these points.
(i) The canonical formal parameters ti of order N at pi’s from Lemma 2.1.1 are charac-
terized by the property that
ωi ≡ dtimodωC(−Npi)
in ωC/ωC(−Npi), for i = 1, . . . , g, where (ωi) is a basis of H0(C, ωC) such that ωi vanishes
at pj for j 6= i, and 〈ωi, vi〉 = 1.
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(ii) For i 6= j and n ≤ N , let pij[n] be the coefficient of
1
tj
in the Laurent series of fi[n]
at pj. Then the expansion of ωi near pj (where i 6= j) has form
ωi = −
N∑
n=2
pji[n]t
n−1
j dtj mod(t
N
j dtj).
Proof. (i) For every n ≤ N and i = 1, . . . , g,the rational differential fi[n]ωi can have a
pole only at pi, so by the residue theorem, we get Respi(fi(n)ωi) = 0. Thus, if we write
ωi = φi(ti)dti at the formal neighborhood of pi then we deduce that φi = 1mod(t
N
i ) as
claimed.
(ii) This follows immediately from the residue theorem applied to the rational differentials
fj [n]ωi for i 6= j, since Respi(fj[n]ωi) = pji[n] while Respj(fj [n]ωi) is equal to the coefficient
of tn−1j dtj in the expansion of ωi at pj . 
Recall that Petri proceeds by assuming that the differentials ω1 and ω2 have no common
zeroes (which is true if the marked points are sufficiently generic) and shows that the
following relations hold in H0(C, ω2):
ωiωj =
∑
k>2
(λijkω1 + µijkω2)ωk + νijω1ω2, (2.7.1)
where i 6= j, i, j > 2, for some constants λijk, µijk and νij . In addition, if for i > 2,
ηi ∈ H0(ωC) is a linear combination of ω1 and ω2 with double zero at pi then for i, j > 2,
one has cubic relations in H0(C, ω3C) of the form
ηiω
2
i − ηjω
2
j =
∑
k>2
(aijkω
2
1 + bijkω1ω2 + cijkω
2
2)ωk + dijω
2
1ω2 + eijω1ω
2
2,
(2.7.2)
for some constants aijk, bijk, cijk, dij and eij .
Furthermore, Petri shows that the ideal of C in the canonical embedding is generated
by the relations (2.7.1), (2.7.2) for g ≥ 4 (for generic points p1, . . . , pg).
Now let us assume that char(k) 6= 2, 3 and let us choose canonical parameters ti of order
4 as in Lemma 2.1.1. Assume also thatH0
(
C, ω2C(−3D)
)
= 0, where D = p1+. . .+pg (this
is true for p1, . . . , pg generic). Then any quadratic differential is uniquely determined by
its expansions up to t2idt
⊗2
i at pi, for i = 1, . . . , g. Hence, the coefficients λijk, µijk and νij
from (2.7.1) are determined from linear equations obtained by looking at such expansions.
Proposition 2.7.1(ii) implies that these linear equations depend only on αij = pij [2] and
βij = pij [3].
For generic curve of genus g ≥ 5 the quadratic relations generate the ideal of C, so let
us now show how to determine the coefficients of the cubic relation (2.7.2) in the case
g = 4 (assuming that the marked points are sufficiently generic). Note first that we can
take
ηi = αi2ω1 − αi1ω2.
Next, we observe that for generic p1, . . . , p4 we have H
0
(
C, ω3C(−4D)
)
= 0. Indeed, this
is equivalent to the vanishing H1
(
ω−2C (4D)
)
= 0 which follows from the fact that the map
D 7→ ω−2C (4D) from S
4C to Pic4(D) is dominant. Thus, any element of H0(C, ω3C) is
determined uniqely by expansions up to t3i dt
⊗3
i at pi (these expansions are well defined
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by our parameters of order 4). Using Proposition 2.7.1(ii) we see that such expansions of
the terms of (2.7.2) give equations on the coefficients that depend only on αij, βij and
ηij = pij [4].
This leads to the following result, where we use the notation of Section 2.2.
Proposition 2.7.2. Assume char(k) 6= 2, 3. Then for g ≥ 4 the isomorphism class of a
generic pointed curve (C, p1, . . . , pg) is determined by the constants (αij, βij , γij) (viewed
up to an action of Ggm). For g ≥ 5 this isomorphism class is determined by the constants
(αij , βij).
Proof. We use Petri’s theorem that C is cut out in the canonical embedding by the equa-
tions (2.7.1) and (2.7.2) (only by (2.7.1) for g ≥ 5) together with the above considerations
on expressing the coefficients of these equations in terms of αij , βij and ηij. It remains
to observe that that ηij is given by some universal polynomial expression in (αij , βij, γij)
(see Lemma 2.3.1(ii)) and that the point pi is recovered as intersection of zero divisors of
ωj for j 6= i. 
Remark 2.7.3. By Theorem [18, Thm. 3.2.1], if the characteristic is zero, then for g ≥ 6
the isomorphism class of (C, p1, . . . , pg) is determined by the constants (αij) alone (viewed
up to Ggm-action). On the other hand, for g = 5 the rational map M5,5 → A
15 given by
αij modulo the G
5
m-action is dominant and so its generic fiber has dimension 2 (see [18,
Thm. 5.2.2]).
Now we are going to present a different way to determine quadratic relations for the
canonical embedding of C, independent from Petri’s analysis (see Proposition 2.7.5 below).
We need the following result based on the Serre duality.
Lemma 2.7.4. Assume that for some line bundle L on C and an effective divisor E ⊂ C
one has H0
(
C, ωC ⊗ L−1(−E)
)
= 0. Then the map
H0(ωC ⊗ L
−1)→ H0
(
L(E)/L
)∗
: η 7→
(
s 7→
∑
p∈E
Resp(ηs)
)
is injective.
Proof. Recall that for a line bundle L the Serre duality isomorphism
H0(ωC ⊗ L
−1)
∼
✲ H1(L)∗
is given by η 7→
(
α 7→ tr(ηα)
)
, where tr : H1(ωC)→ k is the canonical trace map. Let us
consider the commutative diagram
H0
(
L(E)/L
) δL
✲ H1(L)
H0
(
ωC(E)/ωC
)
η
❄ δω
✲ H1(ωC)
η
❄
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where the vertical arrows are given by the multiplication with η ∈ H0(ωC⊗L−1), while the
horizontal arrows are the connecting homomorphisms in the natural long exact sequences.
It is well known that for ξ ∈ H0
(
ωC(E)/ωC
)
one has
(tr ◦ δω)(ξ) =
∑
p∈E
Resp(ξ).
Hence, by the commutativity of the above diagram we get that the composed map
H0(ωC ⊗ L
−1)
∼
✲ H1(L)∗
δ∗L✲ H0
(
L(E)/L
)∗
is given by η 7→
(
s 7→
∑
p Resp(ηs)
)
. It remains to observe that the condition H0
(
ωC ⊗
L−1(−E)
)
= 0 is equivalent to the vanishing of H1
(
L(E)
)
which implies the surjectivity
of the map δL, and hence, the injectivity of the dual map δ
∗
L. 
Proposition 2.7.5. Assume char(k) 6= 2, 3 andH0
(
C, ω2C(−3D)
)
= 0. Let I2 ⊂ S2H0(C, ωC)
be the kernel of the multiplication map
S2H0(C, ωC)→ H
2(C, ω2C). (2.7.3)
Let us denote by Λ2 ⊂ S
2H0(C, ωC) the subspace spanned by ωiωj where i 6= j. Let also
denote by V the 2g-dimensional vector space with the basis (vi, wi)i=1,... ,g. Then I2 is
contained in Λ2 and coincides with the kernel of the map
Λ2 → V : ωiωj 7→
∑
k 6=i,j
αkiαkjwk − βjiwj − βijwi − αjivj − αijvi.
Proof. Applying Lemma 2.7.4 to the line bundle L = ω−1C and the divisor E = 3D, we
derive that the map
κ : H0(ω2C)→ H
0
(
ω−1C (3D)/ω
−1
C
)∗
: η 7→
(
v 7→
g∑
i=1
Respi(ηv)
)
is injective. Thus, the kernel of of the multiplication map (2.7.3) coincides with the kernel
of the map
S2H0(ωC)→ H
0
(
ω−1C (3D)/ω
−1
C
)∗
: ωω′ 7→
(
v 7→
g∑
i=1
Respi(ωω
′v)
)
.
Let (ui, vi, wi)i=1,... ,g be the basis in H
0
(
ω−1C (3D)/ω
−1
C
)∗
, dual to the basis
(t−1i
∂
∂ti
, t−2i
∂
∂ti
, t−3i
∂
∂ti
)i=1,... ,g
of H0
(
ω−1C (3D)/ω
−1
C
)
(where ti are the canonical parameters of order 4 at pi). Then using
Proposition 2.7.1(ii) we find
κ(ω2i ) = ui +
∑
j 6=i
α2jiwj,
κ(ωiωj) =
∑
k 6=i,j
αkiαkjwk − βjiwj − βijwi − αjivj − αijvi, for i 6= j,
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where αij = pij[2], βij = pij[3]. Thus, we have a commutative diagram
S2H0(ωC)
κ
✲ H0
(
ω−1C (3D)/ω
−1
C
)∗
〈ω2i | i = 1, . . . , g〉
❄ ∼
✲ 〈ui | i = 1, . . . , g〉
❄
where the vertical arrows are the coordinate projections on the subspaces generated by
(ω2i )i=1,... ,g and (ui)i=1,... ,g, respectively. Hence, the kernel of κ coincides with the kernel
of its restriction to the subspace spanned by ωiωj with i 6= j. Now our statement follows
from the explicit formula for κ. 
3. Computation of higher products on a curve
3.1. Cech resolutions. Let π : C → Spec(R) be a flat proper family of curves equipped
with a relative effective Cartier divisor D ⊂ C, such that π is smooth near D and U =
C \D is affine. Then for every quasicoherent sheaf F on C we can consider the two-term
complex K•(F) = K•D(F) with
K0(F) = lim←−
n
H0
(
C,F/F(−nD)
)
⊕H0(U,F),
K1(F) = lim−→
m
lim←−
n
H0
(
C,F(mD)/F(−nD)
)
and the differential
d(s0, s) = κ(s)− ι(s0),
where we use natural maps κ : H0
(
C,F/F(−nD)
)
→ K1(F) and ι : H0(U,F)→ K1(F).
The construction of K•(F) immediately generalizes to the case when F is a bounded
complex of vector bundles (by taking the total complex of the corresponding bicomplex).
Furthermore, if A is a complex of quasicoherent sheaves equipped with the structure of
an O-dg-algebra then we can equip the complex K•(A) with a structure of dg-algebra by
using the natural componentwise multiplication on K0(A) and using the multiplications
K0(A)⊗K1(A)→ K1(A) : (s0, s) · u = ι(s0) · u,
K1(A)⊗K0(A)→ K1(A) : u · (s0; s) = u · κ(s),
where in the right-hand side we use the natural product on K1(A).
Lemma 3.1.1. (i) For a quasicoherent sheaf F on C there is a natural isomorphism in
the derived category of R-modules RΓ(C,F) ≃ K•(F).
(ii) Assume that R is a finitely generated k-algebra, where k is a field. Let A(V ) =
EndO(V ) be the endomorphism dg-algebra over O of a bounded complex of vector bun-
dles V on C. Then the dg-algebra K•
(
A(V )
)
is quasi-isomorphic to the dg-algebra of
endomorphisms of V computed using any dg-enhancement of D
(
Qcoh(C)
)
.
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Proof. (i) Let j : C − p→ C be the natural open embedding. Then j∗j∗F = lim−→
m
F(mD).
We have the sheaf version K• of the complex K• = K•(F) with
K0 = lim←−
n
F/F(−nD)⊕ j∗j
∗F ,
K1 = lim−→
m
lim←−
n
F(mD)/F(−nD).
with the differentials induced by the natural maps lim←−
n
F/F(−nD) → K1 and j∗j∗F =
lim−→
m
F(mD) → K1, so that K• = H0(C,K•). Since D and U are affine, the sheaves K0
and K1 have no higher cohomology. It remains to check that K0 → K1 is a resolution of
F . Indeed, for each m,n > 0 we have an exact sequence
0→ F → F/F(−nD)⊕F(mD)→ F(mD)/F(−nD)→ 0.
By passing to the inverse limit in n we get an exact sequence
0→ F → lim←−
n
F/F(−nD)⊕ F(mD)→ lim←−
n
F(mD)/F(−nD)→ 0
(note that the exactness is preserved since on the left we have a constant inverse system).
Then passing to the direct limit in m we get the exactness of
0→ F → K0 → K1 → 0.
(ii) Recall that D
(
Qcoh(C)
)
and the subcategory Perf(C) of perfect complexes both have
unique dg-enhancements, by the results of Lunts-Orlov (see [31, Cor. 2.11, Thm. 2.12]).
Now we observe that for a pair of bounded complexes V and W we can consider the
complex K•(V ∨⊗W ) and get a dg-category structure on these using products similar to
(3.1.1). By part (i), this is a dg-enhancement of Perf(C), and K•
(
A(V )
)
is precisely the
corresponding dg-endomorphism algebra of V . 
3.2. dg-endomorphism algebra of OC ⊕ Op1 ⊕ . . . ⊕ Opg . Let π : C → Spec(R),
p1, . . . , pg : Spec(R)→ C be a family of curves in U˜ns,ag,g (R), where R is a finitely generated
k-algebra, and let vi ∈ OC(pi)/OC be the corresponding trivializations (for example, we
can consider the universal family over Z[1/6]). We are going to apply the construction
of Section 3.1 for the divisor D = p1 + . . . + pg to get an explicit presentation for dg-
endomorphisms of the object
G = OC ⊕Op1 ⊕ . . .⊕Opg . (3.2.1)
Here we identify each pi : Spec(R) → C with its image, which is a divisor in C. The
reason we chose this object is the fact that the corresponding Ext-algebra is independent
of the curve (this was also the starting point of [18]).
Lemma 3.2.1. One has a natural isomorphism of R-algebras Ext∗(G,G) ≃ Eg,Z ⊗ R,
where Eg,Z is the natural Z-form of the algebra (0.0.2).
35
Proof. We have a natural identification R ≃ Hom(O,Opi), and we denote by Ai ∈
Hom(OC ,Opi) the corresponding generator. The resolution [OC(−pi) → OC ] for Opi
gives isomorphisms
Ext1(Opi ,O) ≃ H
0
(
OC(pi)
)
/H0(OC) ≃ H
0
(
C,OC(pi)/OC
)
,
where the last isomorphism follows from the vanishing of H1
(
OC(pi)
)
. Let us denote
by Bi ∈ Ext
1(Opi ,O) the generator corresponding to the chosen trivializations R ≃
H0
(
C,OC(pi)/OC
)
. The same resolution also gives an isomorphism
Ext1(Opi,Opi) ≃ H
0
(
OC(pi)/OC
)
≃ R
with the generator given by the composition Yi = AiBi. Finally, the exact sequence
0→ OC → OC(p1 + . . .+ pg)→
g⊕
i=1
OC(pi)/OC → 0
together with the vanishing of H1(C,O) gives an isomorphism
g⊕
i=1
OC(pi)/OC → H
1(C,O) = Ext1(OC ,OC),
with the generators given by the compositions Xi = BiAi. 
To calculate the dg-endomorphisms G, we first use the resolution P := [OC(−D)→ OC ]
for the sheaf
⊕
iOpi. Then we consider the bundle of dg-algebras
A = A(C, p1, . . . , pg) = End(OC ⊕ P )
and the corresponding dg-algebra
Edg(C,p1,... ,pg) = K
•
D(A).
Let us fix some formal parameters ti at pi, compatible with vi, i.e., sections of
lim←−
n
H0
(
C,OC(−pi)/OC(−npi)
)
inducing isomorphisms
R[[ti]]
∼
✲ lim←−
n
H0
(
C,OC/OC(−npi)
)
and such that 〈vi, timodOC(−2pi)〉 = 1. Note that we also have the induced isomorphisms
R((ti))
∼
✲ lim−→
m
lim←−
n
H0
(
C,OC(mpi)/OC(−npi)
)
.
Hence, for any integer n we have an identification of K1
(
OC(nD)
)
with
⊕g
i=1R((ti)). For
an element a(ti) ∈ R((ti)) we denote by [a(t)] the corresponding element of K
1
(
OC(nD)
)
.
We have a direct sum decomposition
Edg(C,p1,... ,pg) = KO ⊕KO,P ⊕KP,O ⊕KP,P ,
where KO = K
•
D(O) and KP1,P2 = K
•
D(P2 ⊗ P
∨
1 ). We denote (local) sections of the 0th
term of P by e · f , where f ∈ O, and local sections of the −1th term of P by u · f , where
f ∈ O(−D).
36
We denote elements of KO as
v + f + [a],
where v ∈
⊕g
i=1 tiR[[ti]], f ∈ O(U), a ∈
⊕g
i=1R((ti)), v and f have degree 0 and [a] has
degree 1. The differential on KO,O is given by
dO(v + f + [a]) = [f − v],
where in the right-hand side we use the projection
O(U)→ K1(OC) ≃
g⊕
i=1
R((ti))
to view f as an element of
⊕g
i=1R((ti)).
The summand KO,P decomposes as a graded space as
u·
(
g⊕
i=1
tiR[[ti]]⊕O(U)
)
[1]⊕u·
g⊕
i=1
R((ti))⊕e·
(
g⊕
i=1
R[[ti]]⊕O(U)
)
⊕
g⊕
i=1
e·R((ti))[−1],
where U = C −D. We will write elements of KO,P as formal sums
u · v + u · f + u · [a] + e · w + e · h + e · [b],
where v ∈
⊕g
i=1 tiR[[ti]], w ∈
⊕g
i=1R[[ti]], a, b ∈
⊕g
i=1R((ti)), f, h ∈ O(U). Here we treat
a, b, v, w, f, h as having degree 0, and use the convention that deg(u) = −1, deg(e) = 0
and deg([x]) = deg(x) + 1.
Similarly, elements of KP,O are formal sums
v · u∗ + f · u∗ + [a] · u∗ + w · e∗ + h · e∗ + [b] · e∗,
where deg(u∗) = 1, deg(e) = 0, v ∈
⊕g
i=1 t
−1
i R[[ti]].
Elements of KP,P are formal sums
u · (vuu + fuu + [auu]) · u
∗ + e · (veu + feu + [aeu]) · u
∗ + u · (vue + fue + [aue]) · e
∗ +
e · (vee + fee + [aee]) · e
∗,
where vuu ∈
⊕g
i=1R[[ti]], veu ∈
⊕g
i=1 t
−1
i R[[ti]] and vue ∈
⊕g
i=1 tiR[[ti]].
The product on K0O,O is simply that of the direct sum of rings. The remaining products
are determined by the rules
u∗u = 1, e∗e = 1, u∗e = e∗u = 0,
f · [a] = 0, v · [a] = [va], [a] · f = [af ], [a] · v = 0,
where the product on
⊕
iR((ti)) is componentwise.
The differentials on KO,P , KP,O and KP,P are determined by the Leibnitz rule using
the formulas
d(u) = e, d(e) = 0, d(e∗) = −u∗, d(u∗) = 0.
For example, the differentials on KO,P and KP,O are
d(u · x+ e · y) = −u · dO(x) + e · x+ e · dO(y),
d(x · u∗ + y · e∗) = dO(x) · u
∗ − (−1)deg(y)y · u∗ + dO(y) · e
∗
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By Lemmas 3.1.1(i) and 3.2.1, the cohomology algebra of Edg(C,p1,... ,pg) is the algebra
Ext∗(G,G) = Eg,Z ⊗R.
Let us list convenient representatives for the cohomology of our complexes: For KO,P
these are
Ai = e · 1i + u · [1i] ∈ K
0
O,P , i = 1, . . . , g,
where 1i is 1 ∈ R[[ti]] ⊂
⊕g
i=1R[[ti]]. For KP,O we choose
Bi =
1
ti
· u∗ + [
1
ti
]e∗ ∈ K1P,O.
We have induced classes
Xi = BiAi = [
1
ti
] ∈ K1O,O,
Yi = AiBi = e ·
1
ti
· u∗ + e[
1
ti
]e∗ ∈ K1P,P .
To complete the list of representatives we alse need the classes
1O =
g∑
i=1
1i + 1 ∈ K
0
O,O and
epi := e · 1i · e
∗ + u · 1i · u
∗ + u[1i]e
∗ ∈ K0P,P .
Note that we have the following product formulas
BiYi = XiBi = 0,
AiXi = YiAi = e[
1
ti
].
The products involving epi and 1O are the same as on the cohomology level.
3.3. Homotopy operators and formulas for higher products. Next, we are define
the homotopy operator Q on Edg = Edg(C,p1,... ,pg). More precisely, it is easy to see that
cohomology of Edg and the submodule im(d) ⊂ Edg are free R-modules, so we can choose
complements to im(d) in ker(d) and to ker(d) in Edg. These complements give a homotopy
operator Q that maps both these complements to zero, has the image in the complement
to ker(d) and is inverse to d on im(d). Note that in this case Π = id−Qd − dQ is the
projector onto the free R-submodule of cohomology representatives. Also, it is clear from
the construction that we have
Q2 = ΠQ = QΠ = 0.
To implement this construction we make a choice for each n ≥ 2 of a section fi[n] ∈
H0
(
C,O(D+(n−1)pi)
)
so that the polar part of fi[n] at pi has form t
−n
i mod t
−n+1
i R[[ti]]
with respect to the formal parameter ti at pi. Furthermore, we can choose such sections
fi[n] uniquely up to adding a constant (modifying them by fi[m] with m < n), so that
for each n ≥ 2 the polar part at pi is
fi[n](ti) =
1
tni
+
pii[n]
ti
+ . . . (3.3.1)
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for some constants pii[n] ∈ R. Also, the polar part of fi[n] at pj has form
fi[n](tj) =
pij [n]
tj
+ . . .
for some constants pij[n] ∈ R. Note that at this point we do not make any special choice
of formal parameters ti at pi. Lemma 2.1.1 tells that by choosing these parameters in a
special way we may achieve the vanishing of some of the constants pii[n] (in characteristic
zero of all of them).
Now to define Q we use cohomology representatives defined above. Also, we use fi[n]
to define the complement to ker(d). For example, for K0O,O this complement is spanned
by (fi[n])n≥2 and by
⊕g
i=1R[[ti]].
Below for a series a(t) =
∑
i≥−N ait
i ∈ R((t)) we denote a(t)≥n =
∑
i≥n ait
i.
We define the homotopy operator on KO,O by
Q([
1
ti
]) = 0, Q([v]) = −v
for v ∈
⊕
iR[[ti]] and
Q([
1
tni
]) = fi[n](ti)≥01i +
∑
j 6=i
fi[n](tj)≥01j + fi[n].
On KO,P we define Q by
Q(e[b]) = u[b], Q(u[a] + e · v + e · f) = u · v>0 + u · f.
On KP,O we set
Q([a]u∗) = [a]e∗, Q([a]e∗ + v · u∗ + f · u∗) = −v≥0e
∗ − f · e∗.
Finally, on KP,P the homotopy operator is defined by
Q(e[aeu]u
∗) = u[aeu]u
∗,
Q(u[auu]u
∗ + e[aee]e
∗ + e · veu · u
∗ + e · feu · u
∗) = u[aee − (veu)<0]e
∗ + u · (veu)≥0 · u
∗ + u · feu · u
∗,
Q(u[aue]e
∗ + u · vuu · u
∗ + u · fuu · u
∗ + e · vee · e
∗ + e · fee · e
∗) = u · (vee)>0 · e
∗ + u · fee · e
∗.
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The corresponding projector Π onto the cohomology representatives is given by
Π(v) = Π([v]) = Π(fi[n]) = 0, Π(1) = 1O, Π([
1
ti
]) = Xi,
Π([
1
tni
]) = −
∑
j
pij[n]Xj , where n ≥ 2,
Π(u[a] + e · v + e · f) =
∑
i
vi(0)Ai,
Π([a] · e∗ + v · u∗ + f · u∗) =
∑
i
Resi(v)Bi,
Π(u[auu]u
∗ + e[aee]e
∗ + e · veu · u
∗ + e · feu · u
∗) =
∑
i
Resi(veu)Yi,
Π(u[aue]e
∗ + u · vuu · u
∗ + u · fuu · u
∗ + e · vee · e
∗ + e · fee · e
∗) =
∑
i
(vee)i(0)epi,
where Resi(v) for v = (vi) is the coefficient of
1
ti
in vi.
Recall (see [33], [26]) that the above choice of the homotopy operator Q gives homo-
logical perturbation formulas for the A∞-structure on the cohomology of E
dg, which we
identified with Eg,Z ⊗ R. Namely, for cohomology representatives b1, . . . , bn, we have
mn(b1, . . . , bn) =
∑
T
±mT (b1, . . . , bn),
where T runs over all oriented planar rooted 3-valent trees with n leaves (different from
the root) marked by b1, . . . , bn left to right, and the root marked by Π. The expression
mT (b1, . . . , bn) is obtained by going down from leaves to the root, applying the multipli-
cation in Edg at every vertex and applying the operator Q at every inner edge (see [26,
Sec. 6.4], [37, Sec. 2.1] for details).
Lemma 3.3.1. All products mi with i ≥ 3 involving epi or 1O vanish. Thus, the obtained
A∞-structure on Eg,Z ⊗R, viewed as a category with n+ 1 objects, is strictly unital.
Proof. Due to the vanishing Q2 = ΠQ = 0 it is enough to check that the mutliplication
by epi and by 1O on the left or the right preserves the image of Q. With 1O this is clear
since it is a unit in K0O,O. With epi this is easy to check. 
Let us apply the above construction to the universal family (C, p1, . . . , pg) over
U˜ns,ag,g × Spec(Z[1/6]) =: Spec(R
univ).
Recall that we have a natural Ggm-action on this moduli space and on the universal curve.
Let us consider the induced Gm-action for the diagonal Gm ⊂ Ggm. Note that we have
the corresponding Z-grading on Runiv. We can choose all formal parameters ti at pi to be
Gm-equivariant, i.e., such that
λ∗ti = λti (3.3.2)
(recall that we normalize our formal parameters by 〈vi, timodO(−2pi)〉 = 1 and that
λ∗vi = λ
−1vi). Then the corresponding sections fi[n] satisfying (3.3.1), where n ≥ 2, can
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be chosen to be Gm-equivariant as well, i.e., such that
(λ−1)∗fi[n] = λ
nfi[n].
Therefore, the corresponding homotopy operator Q on Edg is also going to be equivariant
with respect to the Gm-action induced by the Gm-action on the universal curve.
Proposition 3.3.2. For a Gm-equivariant homotopy operator Q, the structure constants
of the higher product mn with respect to the standard basis of Eg,Z⊗Runiv belong to Runivn−2,
the component of degree n− 2 with respect to the Z-grading of Runiv.
Proof. Let us denote by wt the degree of an element of Edg with respect to the Gm-
action given by the operators (λ−1)∗. Since the differential d, the homotopy Q and the
projector Π are all homogeneous with respect to this grading, the operations mn are also
homogeneous. Now we observe that wtAi = 0 while wtBi = 1 (the latter follows from
(3.3.2)). Since these elements generate Eg,Z, it follows that (λ
−1)∗ = λdeg on Eg,Z, where
deg is the cohomological grading on Eg,Z. Since mn lowers the cohomological grading by
n− 2, we derive that (λ−1)∗ rescales the coefficients of mn by λ
n−2. 
Using Proposition 2.3.2 we deduce the following result.
Corollary 3.3.3. Consider the A∞-structure on Eg,Z ⊗ Runiv[1/6] associated with some
Gm-equivariant homotopy operator Q on E
dg. Then the structure constants of mn are
polynomials in generators (2.3.6) of degree n−2, where degαij = 1, deg βij = deg γij = 2,
deg εij = 3 and deg πi = 4.
In the hyperelliptic case we can deduce vanishing of mn with odd n.
Corollary 3.3.4. Let (C, p1, . . . , pg) be the universal family over the hyperelliptic locus
H˜U
ns,a
g,g × Spec(Z[1/6]) = Spec(R
he). Then the A∞-structure on Eg,Z ⊗ Rhe, in the equiv-
alence class given by the homological perturbation of Edg, can be chosen so that mn = 0
for all odd n.
Proof. Let p : Runiv → Rhe be the natural homomorphism. Note that it is compatible with
the Z-grading and since −1 ⊂ Gm acts trivially on Spec(R
he) (see Proposition 2.6.2), we
obtain that the odd degree components in Rhe vanish. It remains to use the A∞-structure
on Eg,Z ⊗ Rhe obtained from some Gm-equivariant choices of (ti), (fi[n]). 
Remark 3.3.5. Corollary 3.3.4 is a generalization of the fact that for elliptic curves
the corresponding A∞-structure can be chosen so that mn = 0 for odd n, which was a
consequence of a direct computation in [37].
Now let us make some explicit computations. We set
Pi = AiXi = YiAi = e[
1
ti
].
Note that this is the only double product of Ai, Xi, Yi, Bi on which Q is not zero. Thus,
when calculating higher products we can restrict the sum over trees to only those trees in
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which any two leaves joined to the same internal vertex are either Ai and Xi, or Yi and
Ai. Note also that
Q(Pi) = u[
1
ti
],
Q(Pi)Bi = Q(Pi)Bj = Q(Pi)Xi = Q(Pi)Xj = 0,
(Q ◦ Y )n(Q(Pi))B = (Q ◦ Y )
n(Q(Pi))X = 0,
Q(K1O,P )Bi = Q(K
1
O,P )Xi = 0,
XiQ(K
2
P,O) = Q(K
2
P,O)Ai = 0,
Q(K2P,P )Ai = Q(K
2
P,P )Yi = Q(K
1
P,P )Yi = 0,
XQ
(
Q(BQ(P ))X
)
= XQ
(
Q(BQ(P ))B
)
= 0.
These vanishings further restrict the types of trees contributing to the higher products.
If 2 is invertible in R then we can choose parameters ti in such a way that pii[2] = 0
(by Lemma 2.1.1). Then from the above observations one can easily derive the following
formulas for m3:
m3(Bi, Yi, Ai) = m3(Bi, Ai, Xi) = −
∑
j 6=i
αijXj, (3.3.3)
where αij = pij[2], while all other m3 products of the basis elements vanish. Similarly,
if 6 is invertible in R we can also assume the vanishing of pii[3] and pii[4]. The obtained
explicit formulas for m4 and m5 can be found in the Appendix.
4. From moduli of curves to moduli of A∞-structures
4.1. Generalities on A∞ and An-structures. For a graded associative S-algebra A
(where S is a commutative ring and A is flat as S-module), we denote the terms of the
Hochschild cochain complex of A over S as follows: CHs+t(A/S)t denotes the space of S-
multilinear maps A⊗s → A of degree t (where tensoring is over S). We have the induced
bigrading HHs+t(A/S)t of the Hochschild cohomology. The corresponding grading by
the upper index is compatible with the definition of the Hochschild cohomology for A∞-
algebras.
Below we use the notion of An-structure which is a truncated version of an A∞-structure
defined by Stasheff (see [46, Def. 2.1]). For a moment let A be a graded S-module. Recall
that an S-linear An-structure is given by a collection of S-multilinear maps
(m1, . . . , mn) ∈ CH
2(A/S)1 × . . .× CH
2(A/S)2−n
satisfying the standard A∞-identities involving only m1, . . . , mn (see below). Follow-
ing [46, (2.4)], An-structures can be described conveniently in terms of truncated bar-
construction
Bar≤n(A) =
n⊕
i=1
T iS(A[1]).
It has a natural structure of coalgebra over S (without counit), such that it is a sub-
coalgebra of the full bar-construction Bar(A) = ⊕i≥1T iS(A[1]). For each cochain c ∈
CHs+t(A/S)t, where s ≥ 1, we denote by Dc the corresponding coderivation of Bar(A) of
degree s+t−1, preserving each sub-coalgebra Bar≤n(A) (we recover c from the component
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Bar≤s(A) → A[1] of Dc). Then the condition for m = (m1, . . . , mn) to define an An-
algebra structure on A is that
D2m|Bar≤n(A) = 0.
We can rewrite this as a collection of identities
r∑
i=1
DmiDmr+1−i|Bar≤n(A) = 0, (4.1.1)
where r = 1, . . . , n.
We denote by [?, ?] the supercommutator of coderivations. Recall that
[Dc, Dc′] = D[c,c′],
where [c, c′] is the Gerstenhaber bracket. Also, if Dc has degree 1 then D
2
c is still a
coderivation, so it corresponds to some cochain ([c, c]/2 when 2 is invertible). Thus, we
can view the identity (4.1.1) as the linear equation for coderivations associated with some
Hochschild cochains in CH3(A/S)3−r. Since such cochains c are uniquely determined
from the restriction Dc|Bar≤r(A), we deduce the following result.
Lemma 4.1.1. The elements (m1, . . . , mn) ∈ CH
2(A/S)1 × . . .× CH
2(A/S)2−n define
an S-linear An-structure on A if and only if
r∑
i=1
DmiDmr+1−i = 0,
for r = 1, . . . , n. If 2 is invertible in S then this is equivalent to
r∑
i=1
[mi, mr+1−i] = 0,
r = 1, . . . , n.
We are interested in minimal An-structures, i.e., An-structures with m1 = 0. Then
for n ≥ 3 the product m2 is automatically associative. When we talk about minimal
S-linear An-structures on a graded associative S-algebra A, unless otherwise specified, we
always assume that m2 is the given product on A. Note that for a Hochschild cochain
c ∈ CHs+t(A/S)t we have
[Dm2 , Dc] = Dm2Dc + (−1)
s+tDcDm2 = Dδ(c),
where δ(c) = [m2, c] is the Hochschild differential.
Any An+1-structure induces an An-structure by forgetting mn+1. The following well-
known result states that an obstacle to extending an An-structure to an An+1-structure
lies in HH3(A/S)2−n (it is stated without proof as [1, Lem. 2.3]).
Lemma 4.1.2. (i) Let A be an associative algebra with generators D1, . . . , Dn and defin-
ing relations
r∑
i=1
DiDr+1−i = 0,
for r = 1, . . . , n. Set S =
∑n
i=2DiDn+2−i. Then
D1S − SD1 = 0.
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(ii) For a minimal S-linear An-structure m = (m2, . . . , mn) on A/S there exists a
Hochschild cocycle φn(m) ∈ CH3(A/S)1−n such that
Dφn(m) =
n∑
i=3
DmiDmn+3−i . (4.1.2)
The An-structure m is extendable to an An+1-structure (m2, . . . , mn, mn+1) if and only
φn(m) is a coboundary.
Proof. (i) Let us give A the grading by degDi = 1 and use the corresponding supercom-
mutator [?, ?]. Then we have
[D1, S] =
n∑
i=2
[D1, Di]Dn+2−i −
n∑
i=2
Di[D1, Dn+2−i].
Applying the relations we can rewrite the sums in the right-hand side as
n∑
i=2
[D1, Di]Dn+2−i = −
∑
i≥2,j≥2,k≥2,i+j≤n+1
DiDjDn+3−i−j,
n∑
i=2
Di[D1, Dn+2−i] =
∑
i≥2,j≥2,i+j≤n+1
Dn+3−i−jDiDj .
Thus, both sums are equal to ∑
i≥2,j≥2,k≥2,i+j+k=n+3
DiDjDk,
so they cancel out.
(ii) The existence of the Hochschild cochain φn(m) follows from the fact that the expression
in the right-hand side of (4.1.2) is a coderivation. The fact that φn(m) is δ-closed follows
from (i). By Lemma 4.1.1, the condition on mn+1 to extend m = (m2, . . . , mn) to an
An+1-structure is
[Dm2 , Dmn+1] = −
n∑
i=3
DmiDmn+3−i ,
i.e., δ(mn+1) = −φn(m), which implies the assertion. 
Definition 4.1.3. The group of gauge transformationsG is the group of degree-preserving
coalgebra automorphisms α : Bar(A)→ Bar(A) such that the component Bar(A)→ A[1]
is given by a collection
(f1 = id, f2, . . . ) ∈ CH
1(A/S)−1 × CH
1(A/S)−2 × . . . .
The group of extended gauge transformations is defined similarly by requiring f1 just to be
invertible. Note that any such automorphism automatically preserves any sub-coalgebra
Bar≤n(A) and the condition f1 = id is equivalent to the condition that α acts as identity
on every quotient Bar≤i(A)/Bar≤i−1(A).
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We usually identify elements of G with the corresponding collections f = (f1 =
id, f2 . . . ) and denote by αf the corresponding automorphism of Bar(A). Note that the
group G acts on the set of An-structures for every n: for f ∈ G and an An-structure m,
the new An-structure f ∗m is determined by
Df∗m = αfDmα
−1
f ,
where in the right-hand side we restrict αf to Bar≤n(A).
Definition 4.1.4. For each n let us denote by G≥n ⊂ G the subgroup of f = (f1 =
id, f2, . . . ) with fi = 0 for 2 ≤ i < n. To see that this is a subgroup we observe that
this vanishing condition is equivalent to the condition that αf acts as identity on all the
quotients Bar≤i(A)/Bar≤i−n+1. In particular, G≥2 = G.
Lemma 4.1.5. The subgroup G≥n+1 acts trivially on the set of An-structures. The sub-
group G≥n acts trivally on the set of minimal An-structures. For
f = (f1 = id, 0, . . . , fn−1, . . . ) ∈ G≥n−1
and a minimal An-structure m = (m2, . . . , mn) one has f ∗m = (m2, . . . , mn−1, m′n) with
m′n = mn ± δ(fn−1).
The proof is straightforward (cf. [36, Lem. 2.2(ii)] for the last assertion).
When we are dealing with an associative algebra A that has an underlying quiver Q,
so that A is a quotient of the path-algebra k[Q] by a homogeneous ideal (such as Eg),
we treat A as a category with the objects corresponding to the vertices of the quiver.
Furthermore, we always consider strictly unital A∞ (and An)-structures, and we always
consider the reduced Hochschild cochains of A in the above definitions. Note that this
does not change the Hochschild cohomology groups (see [44, (20d)]).
We will also use the notion of a homotopy between gauge transformations (see [23] and
[36, Sec. 2.1], where these are called homotopies between strict A∞-isomorphisms).
Lemma 4.1.6. Let (E,m2) be an associative flat S-algebra such that HH
1(E/S)−i = 0
for i = 1, . . . , d− 2, where d ≥ 2. Suppose m = (m•) and m′ = (m′•) is a pair of minimal
S-linear An-structures on E, where n ≥ d, such that mi = m′i for i ≤ d, and such that
there exists a gauge transformation f such that f ∗ m = m′. Then there exists a gauge
transformation f ′, homotopic to f , such that f ′ ∗m = m′ and f ′i = 0 for i ≤ d− 1.
Proof. We are going to construct by induction on j = 1, . . . , d−1 a gauge transformation
f ′, homotopic to f , such that f ′ ∗m = m′ and f ′i = 0 for i ≤ j. The base case j = 1 is
clear. Assume that we have f ′ homotopic to f such that f ′ ∗m = m′ and f ′i = 0 for i < j.
We have to show that f ′ can be improved to make f ′i = 0 for i ≤ j (provided j ≤ d− 1).
Indeed, by Lemma 4.1.5, we have
0 = m′j+1 −mj+1 = ±δ(f
′
j),
so f ′j is a Hochschild cocycle giving a class in HH
1(E/S)1−j. Since this class is zero, there
exists φ′j−1 of degree 1 − j such that f
′
j = [m2, φ
′
j−1]. By [36, Lem. 2.1], this implies the
existence of a gauge transformation f ′′, homotopic to f ′, with f ′′i = 0 for i ≤ j. 
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4.2. Moduli of A∞-structures. In this section we fix a finite-dimensional graded asso-
ciative k-algebra E, where k is a field. We are going to study the moduli functors of min-
imal An-structures on E extending the product m2 on E. We set CH
i(E)j = CH
i(E/k)j
and denote by δij : CH
i(E)j → CH i+1(E)j the Hochschild differential.
We will view all the spaces CH i(E)j as affine spaces over k and the group G of gauge
transformations as an affine algebraic group over k, which is the projective limit of the
affine algebraic groups of finite type over k,
G[2, n] := G/G≥n+1.
Note that each projection G[2, n]→ G[2, n−1] has a natural section (not compatible with
the group structure). The kernel of this projection is isomorphic to the direct product of
several copies of the additive group over k. In particular, we see that the k-groups G and
G[2, n] are smooth.
Definition 4.2.1. (i) The affine k-scheme An = AE,n is defined as the closed subscheme
of the affine space CH2(A)−1 × . . . × CH2(A)2−n, given by the A∞-constraints (4.1.1)
(where m2 is the given product on E). For a k-algebra R, the set of points An(R) is
simply the set of minimal R-linear An-structures on E ⊗ R.
(ii) For n ≥ 3 we have an action of the algebraic k-group G[2, n − 1] of gauge transfor-
mations (f2, . . . , fn−1) on An. We define Mn =ME,n to be the functor associating with
a commutative k-algebra R the set of orbits for the corresponding action on the set of
R-points,
Mn(R) := An(R)/G[2, n− 1](R),
which is the set of gauge equivalence classes of minimal R-linear An-structures on E⊗R.
For example, A3 is the affine space ZH
2(E)−1 of Hochschild cocycles and the group
G[2, 2] is just the product of additive groups corresponding to CH1(E)−1 acting on A3
via the Hochschild differential δ1−1 : CH
1(E)−1 → ZH2(E)−1. Thus, the functor M3 is
represented by the affine space HH2(E)−1. This observation will be generalized to the
moduli functors Mn in Theorem 4.2.4 below (under some additional assumptions on E).
Below we work in the category of schemes over k.
Definition 4.2.2. Let G be a group scheme, X a scheme with G-action. We say that
a closed subscheme S ⊂ X is a nice section for the action of G on X if there exists
a morphism (ρ, π) : X → G × S, such that the morphism π : X → S is G-invariant,
ρ(S) = 1 and ρ(x)π(x) = x (this is an equality of morphisms X → X).
Note that for any scheme T and any pair of points x, x′ ∈ X(T ) one has π(x) = π(x′)
if and only if there exists a point g ∈ G(T ) such that x′ = gx. Thus, if S is a nice section
for (G,X) then the functor T 7→ X(T )/G(T ) is represented by S.
Lemma 4.2.3. Let G be a group scheme acting on a scheme X. Assume that G fits into
an exact sequence of groups
1→ H → G→ G′ → 1
and that the projection G → G′ admits a section σ : G′ → G which is a morphism of
schemes (not necessarily compatible with the group structures). Suppose we have a scheme
X ′ with an action of G′ and a morphism f : X → X ′ compatible with the G-action via
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the homomorphism G → G′. Assume that SH ⊂ X is a nice section for the H-action
on X and S ′ ⊂ X ′ is a nice section for the G′-action on X ′. Finally assume that the
following condition holds: for any scheme T and any points x ∈ X(T ), g ∈ G(T ) such that
f(gx) = f(x) there exists a point h ∈ H(T ) such that gx = hx. Then S := SH ∩ f−1(S ′)
is a nice section for the G-action on X.
Proof. Without loss of generality we can assume that σ(1) = 1. Let (ρH , πH) : X →
H × SH and (ρ′, π′) : X ′ → G′ × S ′ be the morphisms that exist by the definition of a
nice section. Let us define a morphism ρf : X → G by
ρf (x) = σ(ρ
′(f(x))).
Then ρf (f
−1(S ′)) = 1, and we have
f(ρf(x)
−1x) = ρ′(f(x))−1f(x) = π′(f(x)).
Thus, we obtain a morphism
πf : X → f
−1(S ′) : x 7→ ρf (x)
−1x,
satisfying f ◦ πf = π′ ◦ f and πf |f−1(S′) = id. Since the morphism f : X → X
′ is
H-invariant, the subscheme f−1(S ′) is H-invariant. Hence, πH sends f
−1(S ′) to S =
SH ∩ f−1(S ′). Thus, we can define a morphism
π = πH ◦ πf : X → S.
By definition, we have
x = ρf (x)πf (x) = ρ(x) · π(x), where
ρ(x) = ρf(x)ρH(πf (x)).
Note that for x ∈ S we have πf(x) = x, so ρH(πf (x)) = 1 and hence ρ(x) = 1. It remains
to check that π is G-invariant. Let x ∈ X(T ), g ∈ G(T ). Then we have
f(πf(gx)) = π
′(f(gx)) = π′(f(x)) = f(πf(x)).
Also, πf (gx) and πf (x) are in the same G(T )-orbit:
πf (gx) = ρf (gx)
−1gx = ρf (gx)
−1gρf(x)x.
Hence, by our assumption, there exists h ∈ H(T ) such that πf (gx) = hπf (x), so that
π(gx) = πH(πf (gx)) = πH(hπf (x)) = πH(πf (x)) = π(x).

Theorem 4.2.4. Assume that HH1(E)−i = 0 for 1 ≤ i ≤ n − 3. Then the action of
G[2, n− 1] on An admits a nice section Sn ⊂ An. Hence, the affine scheme Sn represents
the functor Mn of gauge equivalence classes of minimal An-structures on E.
Proof. We use induction on n. For n = 3 we define the subscheme
S3 ⊂ ZH
2(E)−1 = A3
to be any subspace complementary to δ1−1
(
CH1(E)−1
)
. This gives a nice section for the
action of G[2, 2] = CH1(E)−1 on A3. Suppose we already have the subscheme Sn−1 ⊂
An−1 which is a nice section for the action of G[2, n − 2] on An−1. Let us consider the
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natural projection πn : An → An−1. It is compatible with the homomorphism of groups
G[2, n− 1]→ G[2, n− 2] that fits into the exact sequence of groups
0→ CH1(E)2−n → G[2, n− 1]→ G[2, n− 2]→ 0. (4.2.1)
Note that the action of x ∈ CH1(E)2−n on (m2, . . . , mn) ∈ An changes mn to mn+ δ1(x)
and does not change (m2, . . . , mn−1). Thus, if K2−n ⊂ CH22−n is any complement to the
subspace im δ12−n, then the condition mn ∈ K2−n defines a closed subscheme A
′
n ⊂ An,
which is a section for the CH1(E)2−n-action on An. Furthermore, it is easy to see that
it is a nice section: to define the corresponding map ρ : An → CH1(E)2−n we use any
linear map Q2 : CH2(E)2−n/K2−n → CH1(E)2−n, such that δ1Q2(x)−x ∈ K2−n, and set
ρ(m2, . . . , mn) = Q
2(mn).
Now we would like to apply Lemma 4.2.3 to the group G = G[2, n − 1] acting on
X = An, to the exact sequence (4.2.1) and to the projection X → X ′ = An−1. Note
that the assumptions of this Lemma are satisfied by Lemma 4.1.6 (which we apply with
d = n− 1). Thus, we conclude that
Sn := A
′
n ∩ π
−1
n (Sn−1)
is a nice section for the action of G[2, n− 1] on An. 
Corollary 4.2.5. Assume that HH1(E)<0 = 0. Then the functor M∞ associating with
a k-algebra R the set of gauge equivalence classes of minimal A∞-structures on E ⊗R is
represented by the affine scheme S∞, the inverse limit of the affine schemes Sn representing
Mn.
Proof. It is enough to show that for every k-algebra R, the natural map
M∞(R)→ lim←− nMn(R)
is an isomorphism.
To prove the surjectivity, suppose we have a collection (αn)n≥3 of minimal An-structures
on E⊗R, and a set of gauge equivalences (un ∈ G[2, n−1]) such that (αn+1)≤n = un ·αn.
Then we can recursively construct minimal An-structures (α
′
n), such that (α
′
n+1)≤n = α
′
n,
and gauge equivalences (vn ∈ G[2, n− 1]) such that α′n = vn · αn and (vn+1)≤n−1un = vn.
Namely, if (α′i), (vi) for i ≤ n are already constructed, then we pick a gauge equivalence
vn+1 ∈ G[2, n], such that (vn+1)≤n−1 = vnu−1n , and set α
′
n+1 := vn+1 · αn+1. Then (α
′
n)
defines the required minimal A∞-structure.
For the injectivity, suppose α and β are minimal A∞-structures such that α≤n is gauge
equivalent to β≤n for each n. We are going to construct recursively a sequence of gauge
equivalences u2 = id, u3, u4, . . . , such that (un)≤n−2 = id and
α≤n = (unun−1 . . . u2)β≤n.
Indeed, suppose (ui) for i ≤ n − 1 are already constructed and satisfy the above prop-
erty. The An+1-structures α≤n+1 and (unun−1 . . . u2)β≤n+1 agree up to n, and are gauge
equivalent. Hence, by Lemma 4.1.6, there exists a gauge equivalence un+1 such that
(un)≤n−1 = id and
α≤n+1 = (un+1unun−1 . . . u2)β≤n+1.
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It remains to note that the infinite product . . . u4u3u2 converges in G to some element u,
such that α = uβ.

An important particular case is when we have some additional vanishing for components
of HH2(E) and HH3(E).
Corollary 4.2.6. Assume that HH1(E)<0 = HH
2(E)<2−n = 0. Then the natural mor-
phism M∞ →Mn is a closed embedding. Hence, in this case M∞ is represented by an
affine scheme of finite type over k. If in addition HH3(E)<2−n = 0 then M∞ →Mn is
an isomorphism.
Proof. We use the notation from the proof of Theorem 4.2.4. By Corollary 4.2.5, the
vanishing of HH1(E)<0 guarantees thatM∞ is the inverse limit of the affine schemes Sn.
If HH2(E)2−i=0 then the projection A′i → Ai−1,i is an isomorphism, hence, Si → Si−1 is
a closed embedding. Applying this to all i > n we get the first assertion. If HH2(E)2−i =
HH3(E)<2−i = 0 then Ai−1,i = Ai−1, the projection A′i → Ai−1 is an isomorphism, hence,
Si → Si−1 is an isomorphism. Using this for all i > n gives the last assertion. 
4.3. The map from the moduli space of non-special curves to the moduli space
of A∞-structures. Let us denote byM∞ =M∞,Z the functor of minimal A∞-structures
on Eg,Z (the natural Z-form of the algebra Eg) up to a gauge equivalence. We are going
to relate it to the moduli of non-special curves.
Let S be a commutative algebra. Given a family of curves in U˜ns,ag,g (S), the construction
of Section 3 gives a minimal S-linear A∞-structure on Eg,Z ⊗ S, defined uniquely up to
gauge equivalence (recall that the construction depends on a choice of formal parameters
at marked points). This gives a morphism of functors on commutative algebras
a∞ : U˜
ns,a
g,g →M∞. (4.3.1)
Later we will show that the restriction of the functor M∞ to commutative algebras over
a field k is actually represented by a k-scheme, so from (4.3.1) we will get a morphism of
k-schemes.
Recall that Ggm acts on U˜
ns,a
g,g by rescaling the tangent vectors at the marked point by
vi 7→ λ
−1
i vi. The morphism (4.3.1) is compatible with the G
g
m-action, where the action on
M∞ is induced by the G
g
m-action on Eg given on generators by
λ : Ai 7→ Ai, Bi 7→ λiBi. (4.3.2)
We are going to show how to recover a curve (and marked points) from the corre-
sponding A∞-structure. Namely, for a non-special curve (C, p1, . . . , pg) over Spec(S),
let Perf(C, p1, . . . , pg) ⊂ Db(C) denote the thick triangulated subcategory generated by
the objects OC ,Op1 , . . . ,Opg , or equivalently, by their direct sum, G. Then the functor
RHom(G, ?) induces an equivalence
Perf(C, p1, . . . , pg)→ Perf(Eg,∞), (4.3.3)
where Eg,∞ is the (minimal) A∞-algebra of endomorphisms of G in an A∞-enhancement
of Db(C) (so Eg,∞ = Eg,Z ⊗ S as an associative S-algebra) and Perf(Eg,∞) is the derived
category of perfect right modules over Eg,∞.
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Proposition 4.3.1. The map a∞ is injective.
Proof. Suppose we have a gauge equivalence between the A∞-structures on Eg,Z ⊗ R
associated with the curves (C, p1, . . . , pg) and (C
′, p′1, . . . , p
′
g) over Spec(R). Let us denote
the corresponding A∞-algebras Eg,∞ and E
′
g,∞. Note that with each idempotent in Eg,Z
we have the associated A∞-module over Eg,∞ (resp., E
′
g,∞) that is the image of one of the
objects OC ,Op1, . . . ,Opg under the equivalence (4.3.3) (resp., OC′ ,Op′1, . . . ,Op′g). The
gauge equivalence gives a quasi-isomorphism
Eg,∞
∼
✲ E ′g,∞
of A∞-algebras over S, which induces an equivalence between the derived categories of
perfect right modules
Perf(E ′g,∞)
∼
✲ Perf(Eg,∞).
Using (4.3.3) we get an equivalence
Φ : Perf(C ′, p′1, . . . , p
′
g)
∼
✲ Perf(C, p1, . . . , pg)
sending Op′i to Opi, OC′ to OC , and inducing the identity maps on
Hom(OC′ ,Op′i) = Hom(OC ,Opi) = S and
Ext1(Op′i ,OC′) = Ext
1(Opi,OC) = S
(the latter identifications are given by the tangent vectors at the marked points). Let
D = p1 + . . . + pg (resp., D
′ = p′1 + . . . + p
′
g). Note that the line bundles O(nD) belong
to Perf(C, p1, . . . , pg). More precisely, we have exact sequences
0→ OC(nD)→ OC((n+ 1)D)→
g⊕
i=1
Opi → 0
and similarly for C ′, which give isomorphisms Φ
(
OC′(nD′)
)
≃ OC(nD) compatible with
these exact sequences. Hence, Φ gives an isomorphism of graded algebras⊕
n
H0
(
C ′,O(nD′)
) ∼
✲
⊕
n
H0
(
C,O(nD)
)
,
inducing the identity on
H0
(
C ′,O(nD′)
)
/H0
(
C ′,O((n− 1)D′)
)
= Sg = H0
(
C,O(nD)
)
/H0
(
C,O((n− 1)D)
)
for n ≥ 2. Since the divisor D on C (resp., D′ on C ′) is ample, passing to Proj we get an
isomorphism C
∼
✲ C ′, sending D to D′ and compatible with the given trivializations
of OC(D)/OC (resp., OC′(D
′)/OC′). 
Remarks 4.3.2. 1. When the curve C is smooth (where S = k, a field, and g ≥ 2), it
can be recovered just from the derived Morita equivalence class of the A∞-structure on
Eg associated with (C, p1, . . . , pg) for any non-special divisor p1 + . . .+ pg. Namely, this
follows from the fact that C can be recovered from the equivalence class of its derived
category Db(C) (see [8]). There is an extension of this result to singular C provided C
is Gorenstein and ωC is ample (see [5]). But of course, the gauge equivalence class of an
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A∞-structure used in Proposition 4.3.1 above gives more information than the derived
Morita equivalence class.
2. The map (4.3.1) extends naturally to the stack of curves with a non-special divisor
p1 + . . . + pg which is not necessarily ample. The extended map is not injective: it
does not distinguish some curves that become isomorphic after contracting all irreducible
components not containing any marked points. For example, suppose f : C → C a
contraction of a tree T of P1’s that is attached transversally to one of the components
of C. Then Rf∗OC = OC . Hence, the pull-back functor f
∗ : Perf(C) → Perf(C) is
fully faithful. Since this functor lifts to a dg-level, it induces an equivalence between
the A∞-algebra of endomorphisms of G and of f
∗G for any E ∈ Perf(C). This implies
that if T does not contain any marked points then the A∞-structure on Eg associated
with (C, p1, . . . , pn) is gauge equivalent to the one associated with (C, p1, . . . , pn) (where
pi = f(pi)).
4.4. Hochschild cohomology of the cuspidal curve of genus g. Starting from this
section we work over a field k.
Recall that our moduli space U˜ns,ag,g has a special point [C
cusp
g ] corresponding to the
cuspidal curve of genus g (see Definition 1.2.7).
The cuspidal curve Ccuspg is equipped with the natural action of G
g
m such that for
generators fi, hi ∈ H0(Ccuspg \D,O) we have
(λ−1)∗fi = λ
2
i fi, (λ
−1)∗hi = λ
3
ihi
for λ = (λ1, . . . , λg) ∈ G
g
m. The marked points p1, . . . , pg ∈ C
cusp
g are invariant under this
action and λ acts on the tangent space at pi as rescaling by λ
−1
i .
The inducedGm-action coming from the diagonalGm ⊂ Ggm will be especially important
for us. Recall that the Gm-orbit of any point of U˜ns,ag,g contains the cuspidal curve in its
closure, so it is important to understand deformations of Ccuspg and of its derived category.
Proposition 4.4.1. The functor
Perf(Ccuspg )→ Perf(Eg)
associated with the generator O⊕Op1 ⊕ . . .⊕Opg is an equivalence of categories. Hence,
it induces a Ggm-equivariant isomorphism HH
∗(Ccuspg ) ≃ HH
∗(Eg). The second grading
on HH∗(Eg) corresponds to the weights of the Gm-action on it.
Proof. We claim that the gauge equivalence class of minimal A∞-structures on Eg coming
from Ccuspg contains the structure with mi = 0 for i > 2. Indeed, we can choose Gm-
equivariant formal parameters at pi’s similarly to the construction of Section 3. Then the
vanishing of the corresponding products mi for i > 2 follows as in the proof of Proposition
3.3.2. Namely, the Gm-weights on Eg coincide with the cohomological grading (recall that
the Gm-action on C
cusp
g is the opposite of the one used in Proposition 3.3.2). The operation
mi lowers this grading by i−2. On the other hand, by the construction, all higher products
have weight 0. This implies that mi = 0 for i > 2. The identification of the Gm-weights
on Eg with the cohomological grading also implies that the second grading on HH
∗(Eg)
is given by the Gm-weights. 
We also can look at the induced Gm-action on other invariants of C
cusp
g .
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Lemma 4.4.2. Assume that the char(k) 6= 2, and either g ≥ 2 or char(k) 6= 3.
(i) The g-dimensional space H1(Ccuspg ,O) has weight 1 with respect to the Gm-action.
(ii) The space H0(Ccuspg , T ), where T is the tangent sheaf, decomposes as a direct sum
H0(Ccuspg , T ) = H
0
(
Ccuspg , T (−D)
)
⊕ V,
where V is a g-dimensional subspace of weight 1 with respect to the Gm-action such that
the composition
V → H0(Ccuspg , T )→ H
0(D, T |D)
is an isomorphism. Furthermore,
H0
(
Ccuspg , T (−D)
)
= H0(Ccuspg , T )
Gm
and this space is spanned by g linearly independent derivations coming from the Ggm-action
on Ccuspg .
(iii) One has H0
(
Ccuspg , T (−2D)
)
= 0.
(iv) One has H1(Ccuspg , T ) = 0.
(v) The natural map H0
(
Ccuspg , T (nD)
)
→ H0
(
Ccuspg , T (nD)|D
)
is surjective for n ≥ −1
and is an isomorphism for n = −1.
Proof. (i) Let us write for brevity C = Ccuspg . Set U = C \D, V = C \ q, where q is the
singular point of C. Then (U, V ) is an affine covering of C. Furthermore, V = ⊔gi=1Vi,
where Vi ≃ A
1 and U ∩ Vi = Vi \ pi. Let (Ci) be irreducible components of C, where
Ci = {q} ∪ Vi. We can view Ci as P1 with the point 0 ∈ A1 ⊂ P1 pinched: if xi is the
coordinate on A1 then the algebra of functions on Ci \ pi is the subring k[x2i , x
3
i ] ⊂ k[xi].
Hence, we can consider x−1i as a coordinate on Vi = Ci \ q. Thus, functions on U ∩ V are
collections of Laurent polynomials (Pi(xi, x
−1
i ))i=1,... ,g. Such a function extends to V if
and only if Pi ∈ k[x
−1
i ]. On the other hand, for Pi ∈ xik[xi] the collection (Pi) extends to
U if and only if Pi has no linear term in xi. Thus, H
1(C,O), that can be identified with
the cokernel of the map
H0(U,O)⊕H0(V,O)→ H0(U ∩ V,O),
is represented by the functions (aixi) for ai ∈ k. It remains to check that (λ−1)∗xi = λxi
for λ ∈ Gm. Indeed, we have xi = t
−1
i where ti is the canonical parameter near pi, so the
assertion follows from the fact that λ∗ti = λti.
(ii) Since C is smooth near D, the restriction map H0(C, T )→ H0(U, T ) is injective, and
its image consists of vector fields that extend regularly to D. We have further embedding
H0(U, T ) →
∏g
i=1H
0(Ui, T ), where Ui = Ci \ pi. Thus, using the coordinate xi on the
normalization of Ui as before, each derivation v on C gives rise to derivations vi of k[x
2
i , x
3
i ]
of the form vi = Pi(xi, x
−1
i )∂xi. Assume first that g ≥ 2. Applying our vector field v to the
elements x2i , complemented by zeros on the other components, and using the assumption
char(k) 6= 2, we see that Pi ∈ k[xi]. Furthermore, if Pi ≡ aimodxik[xi] for i = 1, . . . , n,
then applying v to the same elements x2i twice we derive that ai = 0 for each i, i.e.,
Pi ∈ xik[xi]. Since xni
∂
∂xi
has a pole at infinity of order n − 2 for n > 2, we see that
in order for v to define a global section of TC each Pi should be a linear combination
of xi and x
2
i , Conversely, every such collection (vi) defines a derivation of O(U), regular
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at infinity. Now we note that v ∈ H0
(
C, T (−D)
)
if and only if bi = 0 and let V be a
subspace consisting of (vi = bix
2
i
∂
∂xi
).
In the case g = 1 the argument is similar but we have to use the assumption that
char(k) 6= 3 to derive that P1 ∈ x1k[x1] (e.g., using the identity 3x1v(x21) = 2v1(x
3
1)).
(iii) This follows immediately from (ii), since the derivations spanning H0
(
C, T (−D)
)
project to a basis in H0
(
C, T (−D)|D
)
.
(iv) The proof is similar to that of [28, Lem. 4.16]. Consider the affine covering (U, V )
of C defined above. Then H0(U ∩ V, T ) consists of vector fields (vi) of the form vi =
Pi(xi, x
−1
i )
∂
∂xi
. Such a vector field extends to a derivation over V provided Pi is a linear
combination of xni with n ≤ 2. On the other hand, if all Pi ∈ xik[xi] then (vi) extends to
a derivation over U .
(v) As we have seen in the proof of (ii), sections of T on U with poles of order at
most n at p1, . . . , pg correspond to derivations vi of the form vi = xiPi
∂
∂ti
, where Pi is a
polynomial of degree n+1, and the assertion follows from the fact such sections generate
T (np1)|p1 ⊕ . . .⊕ T (npg)|pg for n ≥ −1. 
Lemma 4.4.3. (i) Let C be a quasiprojective curve, q ∈ C a point such that C \ q is
smooth, U ⊂ C an open affine neighborhood of q. Then one has natural exact sequences
0→ H1(C,O)→ HH1(C)→ H0(C, T )→ 0,
0→ H1(C, T )→ HH2(C)→ HH2(U)→ 0.
(ii) Assume the characteristic of k is not 2 or 3. Let U = Ccuspg \ D. Then the natural
map
HH2(Ccuspg )→ HH
2(U)
is an isomorphism. Also, HH1(Ccuspg )<0 = 0.
Proof. (i) This is proved in [28, Sec. 4.1.3].
(ii) By Lemma 4.4.2(iv), we have H1(Ccuspg , T ) = 0, so the first assertion follows from the
second exact sequence in (i). On the other hand, the first exact sequence in (i) together
with Lemma 4.4.2(i)(ii) imply that the only weights of Gm that occur on HH
1(Ccuspg ) are
0 and 1. 
Corollary 4.4.4. Assume that char(k) 6= 2 or 3. Then one has HH1(Eg)<0 = 0.
Proof. Combine the vanishing of HH1(Ccuspg )<0 with Proposition 4.4.1. 
For a k-scheme X we denote by LX the cotangent complex of X over k (see [21]).
Lemma 4.4.5. Assume that char(k) 6= 2 or 3. Let C = Ccuspg .
(i) The natural maps
Exti
(
LC ,OC(−2D)
)
→ Exti
(
LC ,OC(−D)
)
→ Exti(LC ,OC)
are isomorphisms for i = 1, 2, while the natural maps
Hom
(
LC ,OC(−D)
)
→ Hom
(
LC ,OD(−D)
)
and (4.4.1)
Hom(LC ,OC)→ Hom(LC ,OD) (4.4.2)
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are surjective. Also, one has
dimHom(LC ,OC) = 2g, dimHom
(
LC ,OC(−D)
)
= g,
Hom
(
LC ,OC(−2D)
)
= 0.
(ii) Let U = C \D. Then the natural map
Exti
(
LC ,OC(−2D)
)
→ ExtiU(LU ,OU)
is an isomorphisms for i = 1, 2.
Proof. (i) First, we observe that since L is a locally free sheaf on the smooth part of C,
it follows that
Ext>0(LC ,OD) = 0.
Thus, applying the functor Ext•(LC , ?) to the exact sequences
0→ OC(−2D)→ OC(−D)→ OD → 0,
0→ OC(−D)→ OC → OD → 0,
we get the required isomorphisms for i = 2. Since LC ∈ D≤0(C) and H
0(LC) = ΩC , the
maps (4.4.1) and (4.4.2) can be identified with the maps
H0
(
C, T (−D)
)
→ H0
(
D, T (−D)|D
)
and
H0(C, T )→ H0(D, T |D)
which are surjective by Lemma 4.4.2(v) (and the first is an isomorphism). This implies
the required isomorphisms for i = 1. The computation of dimensions also follows from
Lemma 4.4.2.
(ii) Recall that the natural map H0
(
C, T (nD)
)
→ H0
(
C, T (nD)|D
)
is surjective for
n ≥ −1 by Lemma 4.4.2(v). Using the exact sequences
0→ OC(nD)→ OC
(
(n + 1)D
)
→ OD → 0
we deduce that the morphisms Exti
(
LC ,OC(nD)
)
→ Exti
(
LC ,OC((n + 1)D)
)
are iso-
morphisms for n ≥ −2. Finally, since LC is a perfect complex, we have
ExtiU(LU ,OU) ≃ Ext
i
C(LC ,OU) ≃ lim−→ n Ext
i
(
LC ,OC(nD)
)
,
and our assertion follows. 
We need the following technical lemma only for the cuspidal curve Ccuspg over k. How-
ever, we formulate it in a slightly bigger generality, since this could be of independent
interest. Let LX/R denote the cotangent complex of a scheme X over Spec(R).
Lemma 4.4.6. Let R be a Noetherian ring, C a proper flat R-scheme of relative dimen-
sion 1 such that the natural map R → H0(C,O) is an isomorphism, D ⊂ C a relative
effective divisor such that the projection π : C → Spec(R) is smooth along D, and such
that the scheme U = C \D is affine. Assume also that the fibers of π : C → Spec(R) are
generically smooth. Then the natural map
Exti(LU/R,OU)→ HH
i+1(U/R) (4.4.3)
is an isomorphism for i = 1, and is an injection for i = 2.
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Proof. By [39, Thm. 8.1], there is a spectral sequence
Epq2 = Ext
p(
∧q
LU/R,OU) =⇒ HH
p+q(U/R)
where
∧•(?) denotes the exterior power functor on perfect complexes. Since LU/R ∈ D≤0,
it follows that
∧i
LU/R ∈ D
≤0, so Epq2 6= 0 only for p ≥ 0 (and q ≥ 0). Since U is affine,
we also have Ep02 = 0 for p > 0. We claim also that E
0q
2 = 0 for q > 1. Indeed, we have
Hom(
∧q
LU/R,OU) = Hom
(
H0(
∧q
LU/R),OU
)
.
Let Z be the support of the coherent sheaf H0(
∧q
LC/R) on C. Then Z is contained in
the singular locus of the morphism π (since q > 1), so it is finite over Spec(R) and is
contained in U . Therefore, we have
Hom
(
H0(
∧q
LU/R),OU
)
≃ Hom
(
H0(
∧q
LC/R),OC
)
.
The image of a nonzero morphism H0(
∧q
LC/R) → OC would be a nonzero subsheaf
F →֒ O supported on Z. But then we would have an injection H0(C,F) → H0(C,O).
Since all global functions on C are constant on the fibers of π, it follows thatH0(C,F) = 0.
Since Z is affine, we get that F = 0 and our claim follows.
Thus, the spectral sequence implies that the map (4.4.3) is an isomorphism for i = 1,
while for i = 2 it fits into an exact sequence
0→ Ext2(LU/R,OU)→ HH
3(U/R)→ Ext1(
∧2
LU/R,OU)→ 0.

Remark 4.4.7. Using the main result of [9], one can similarly deduce that in the situation
of Lemma 4.4.6, assuming in addition that we work in characteristic zero, one has
HH3(C/R) ≃ Ext2(LC/R,O)⊕ Ext
1(
∧2
LC/R,O)
HH2(C/R) ≃ Ext1(LC/R,O),
HH1(C/R) ≃ H1(C,O)⊕Hom(LC/R,O).
4.5. Deformation theory. We refer to [32] for the basic notions of deformation theory
used below.
Let us define two deformation functors
Fg,g, F∞ : Artk → Sets
from the category of local Artinian k-algebras with the residue field k to the category of
sets. The functor Fg,g describes deformations of the cuspidal curve C
cusp
g viewed as an
object of U˜ns,ag,g (k). More precisely, Fg,g(R) consists of isomorphism classes of flat proper
families π : C → Spec(R) equipped with sections p1, . . . , pg and trivializations vi of the rel-
ative tangent bundle along each pi, such that the base change of (C, p1, . . . , pg, v1, . . . , vg)
with respect to the reduction R→ k gives the cuspidal curve (Ccuspg , p1, . . . , pg) with the
standard trivializations of the relative tangent bundle at pi. Note that for such a family
we automatically get that π is smooth near the sections pi and the divisor p1 + . . . + pg
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is relatively ample (by [20, (9.6.4)]). Together with semicontinuity this implies that such
a family defines an element of U˜ns,ag,g (R).
The functor F∞ is defined as follows. We consider minimal R-linear A∞-structures on
Eg ⊗ R, such that upon the specialization R → k we get the trivial A∞-structure (i.e.,
the one with mi = 0 for i > 2) on Eg. We consider gauge transformations between such
structures that reduce to the identity under the specialization R→ k. We define F∞(R)
as the corresponding set of equivalence classes.
As in Section 4.2, let M∞ denote the functor of minimal A∞-structures on Eg up to
gauge equivalence, defined on all commutative k-algebras.
Lemma 4.5.1. (i) We have a natural identification of F∞(R) with the fiber ofM∞(R)→
M∞(k) over the equivalence class of the trivial A∞-structure on Eg.
(ii) The functor M∞ is representable by an affine k-scheme.
(iii) The functor F∞ is homogeneous.
Proof. (i) First, we have to check that if a minimal R-linear A∞-structure m on Eg ⊗
R reduces to an A∞-structure on Eg that is gauge equivalent to the trivial one, then
there exists a gauge transformation f over R such that f ∗m reduces to the trivial A∞-
structure under R→ k. This immediately follows from the fact that we can lift any gauge
transformation defined over k to a gauge transformation defined over R.
It remains to show that if we have minimal R-linear A∞-structuresm and m
′ on Eg⊗R,
reducing to the trivial one on Eg, and a gauge equivalence f such that f ∗m = m′ then
there exists a gauge equivalence f ′ reducing to the identity on Eg and such that we still
have f ′ ∗ m = m′. Let f , m, etc., denote the reduction with respect to R → k. Thus,
m = m′ is the trivial A∞-structure on Eg. Since HH
1(Eg)<0 = 0 (see Corollary 4.4.4),
by Lemma 4.1.6, there exists a homotopy h = (hn) over k from the identity to f . We
can lift h to a homotopy h over R from the identity transformation of m′ to some gauge
transformation f1 with f1 ∗ m
′ = m′ and f1 = f . Then setting f
′ = f−11 ◦ f gives the
gauge transformation with the required properties.
(ii) By Corollary 4.4.4, we have HH1(Eg)<0 = 0, so the representability of M∞ follows
from Corollary 4.2.5.
(iii) Parts (i) and (ii) imply that F∞ is prorepresentable by the completion of the algebra
of functions on M∞ at the trivial point. Hence, F∞ is homogeneous. 
The following result is well known (and in characteristic zero follows easily from the
standard description via the Maurer-Cartan equation) but we give a proof for complete-
ness. Note that for any A∞-algebra A the Hochschild cochains
CH∗(A)≤0 =
∏
t≤0
CH∗(A)t (4.5.1)
form a subcomplex of the Hochschild complex. We denote the corresponding cohomology
by HH∗(A)≤0.
Lemma 4.5.2. Let E be a minimal A∞-algebra over k. Let us consider the functor on
Artk associating with R ∈ Artk the set of deformations of E to a minimal A∞-algebra
structure on E⊗R up to extended gauge transformations (see Definition 4.1.3). Note that
here we allow to deform m2 as well. Then the tangent space to this deformation functor is
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naturally identified with HH2(E)≤0. Furthermore, there is a complete obstruction theory
for this functor with values in HH3(E)≤0. The similar statements hold for deformations
of a small minimal A∞-category.
Proof. It is convenient to think of deformations of an A∞-structure m as that of the
coderivation Dm on Bar(E) such that D
2
m = 0 (see Section 4.1). To compute the tangent
space we have to look at A∞-structures on E⊗k[t]/(t2) reducing to the given one modulo
t. The corresponding coderivation has the form Dm + tDc with c ∈ CH
2(E)≤0, so the
equation (Dm+ tDc)
2 = 0 is equivalent to [Dm, Dc] = 0, i.e., to c being a Hochschild cocy-
cle. An extended gauge equivalence corresponds to an automorphism of Bar(E)⊗k[t]/(t2)
of the form id+tDf , so it changes c to c− δ(f). This gives the required identification of
the tangent space.
Given a small extension
0→ I → R˜→ R→ 0
in Artk (recall that this means that I is annihilated by the maximal ideal M of R˜),
and an A∞-structure on E ⊗ R, we can lift each mi to some Hochschild cochain m˜i ∈
R˜⊗CH2(E)2−i (where for i = 2 we take the standard product on E⊗ R˜). Let D0 be the
coderivation of Bar(E ⊗ R˜) which corresponds to the R˜-linear extension of the original
A∞-algebra structure on E. Then the coderivation associated with m˜ has form D0 +D,
where D takes values in M ⊗ Bar(E). The A∞-equations hold modulo I, hence
(D0 +D)
2 = [D0, D] +D
2 = Dφ
for some φ ∈ I ⊗ CH3(E)≤0. We have
[D0, Dφ] = [D0, D
2] = [[D0, D], D] = [Dφ −D
2, D] = [Dφ, D],
which vanishes since MI = 0. It follows that φ is a Hochschild cocycle. If we choose
different liftings ofmi then D would change to D+D
′ where D′ takes values in I⊗Bar(E).
Then
(D0 +D +D
′)2 = Dφ + [D0, D
′] + [D,D′] + (D′)2.
Here [D,D′] = (D′)2 = 0 since MI = I2 = 0, so φ would change by a Hocshchild
coboundary. Thus, the class of φ in I ⊗ HH3(E)≤0 is well defined. Conversely, if this
class is zero then we can correct our choice of m˜i to make φ = 0, so that m˜i define an
A∞-structure. Thus, φ is a complete obstruction for the functor of A∞-structures. The
fact that extended gauge equivalences act trivially on this obstruction follows from the
general theory (see [32, Lem. 2.20]) since this group is smooth (as a functor on Artk). 
Lemma 4.5.3. Let F
f
✲ G
g
✲ H be morphisms of deformation functors Artk → Sets.
Assume that g◦f : F → H is smooth and the map of tangent spaces tF → tG is surjective.
Then f : F → G is smooth.
Proof. Let OF → OG → OH be the maps between the universal obstruction spaces
induced by f and g. Since F → H is smooth, the composed map OF → OH is injective
by [32, Prop. 2.18]. Therefore, the map OF → OG is injective. Applying the cited result
again we deduce that F → G is smooth. 
The following result is a key step in the proof of Theorem A.
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Proposition 4.5.4. Assume the characteristic of k is not 2 or 3. Then the morphism
of deformation functors a∞ : Fg,g → F∞ is an isomorphism. The tangent space to F∞ is
naturally isomorphic to
HH2(Eg)<0 = HH
2(Eg).
Proof. Let j denote the open embedding of U = Ccuspg \ {p1, . . . , pg} into C
cusp
g , and let
M = Ext∗(G, j∗OU) = O(U) be the corresponding A∞-module over Eg. Note that endo-
morphisms of M in the derived category of A∞-modules are identified with the algebra
O(U). Let us define the A∞-category C as follows: it has Eg as a full A∞-subcategory
(where we think of Eg as a category with objects OC , Op1, . . . ,Opg) and one additional
object OU . The only additional morphisms in C are elements of M , viewed as morphisms
from OC to OU , and the algebra O(U) viewed as endomorphisms of the object OU . The
A∞-structure on C comes from the products on Eg, the A∞-module structure on M , and
the identification of O(U) with A∞-endomorphisms of M . Let FC be the functor of de-
formations of C as a minimal A∞-category up to extended gauge transformations. Let
also FU,nc (resp., FU) be the functor of deformations of O(U) as an associative algebra
(resp., as a commutative algebra). More precisely, for R ∈ Artk the set FU,nc (resp., FU)
consists of associative (resp., commutative) R-algebra structures on O(U) ⊗ R reducing
to the given on under the homomorphism R → k. We have a commutative diagram of
natural morphisms of functors
FU ✛ Fg,g ✲ F∞
FU,nc
❄
✛ FC
❄
✲ F˜∞
❄
(4.5.2)
where F˜∞ is the functor of deformations of Eg as a minimal A∞-category up to extended
gauge transformations.
Step 1. The morphism FC → F˜∞ is e´tale, and the tangent spaces to both functors are
naturally isomorphic to HH2(Eg). To prove that this morphism is e´tale it is enough to
check that it induces an isomorphism on tangent spaces and an embedding on obstruction
spaces (see [32, Prop. 2.17]). By Lemma 4.5.2, these spaces are given by HH2≤0 and
HH3≤0 (applied to C and Eg), respectively. Note that our morphism corresponds to the
embedding of the full subcategory on the objects O,Op1 , . . . ,Opg into C. Since O(U)
is the algebra of endomorphisms of the A∞-module M , it follows that this embedding
induces an isomomorphism
HH∗(C)
∼
✲ HH∗(Eg)
(see [24], [29, Thm. 4.1.1]). We have an exact sequence
HH1(C)→ H1
(
CH(C)≥1
)
→ HH2(C)≤0 → HH2(C)→ H2
(
CH(C)≥1
)
→
HH3(C)≤0 → HH3(C), (4.5.3)
where CH(?)≥i := CH(?)/CH(?)≤i−1. Since Eg has trivial higher products, we have a
canonical decomposition HH i(Eg) =
∏
j HH
i(Eg)j , so the similar exact sequence for Eg
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has trivial connecting homomorphisms. We claim that the map
HH2(C)≤0 → HH
2(C)
is an isomorphism, while the map
HH3(C)≤0 → HH
3(C)
is injective. Indeed, first we observe that
H2
(
CH(C)≥1
)
= H2
(
CH(Eg)≥1
)
= 0.
Indeed, since C has morphisms only of degree 0 and 1, the only possible cochains in
CHs+t(C)t with s+t = 2 and t ≥ 1 correspond to (s, t) = (1, 1). But such cochains should
have form Hom0(X, Y )→ Hom1(X, Y ), so they all vanish (since we exclude the identities
in the Hochschild complex). The same argument works for Eg. Similar considerations
with cochains show that
H1
(
CH(C)≥1
)
= CH1(C)1 = Ext
1(O,O)⊕
g⊕
i=1
Ext1(Opi ,Opi)⊕
g⊕
i=1
Ext1(Opi,O),
and the same formula holds for Eg. Thus, in the commutative square
HH1(C) ✲ H1
(
CH(C)≥1
)
HH1(Eg)
❄
✲ H1
(
CH(Eg)≥1
)❄
both vertical arrows are isomorphisms. Since the bottom horizontal arrow is surjective,
the top horizontal arrow is surjective too, and our claim follows from the exact sequence
(4.5.3). Our argument also shows that the map
HH2(Eg)≤0 → HH
2(Eg)
is an isomorphism. Now our assertion follows by considering the map from the exact
sequence (4.5.3) to the corresponding exact sequence for Eg.
Step 2. The morphisms Fg,g → FU and FU → FU,nc are both e´tale. For the first morphism
we can think geometrically, as passing from a deformation of (C, p1, . . . , pg, v1, . . . , vg) to
that of U = C \D. Thus, the maps of tangent spaces and of obstruction spaces are the
natural maps
Ext1C
(
LC ,OC(−2D)
)
→ Ext1U(LU ,OU) and
Ext2C
(
LC ,OC(−2D)
)
→ Ext2U(LU ,OU).
By Lemma 4.4.5(ii), these are isomorphisms.
Similar assertions for the morphism FU → FU,nc follow from Lemma 4.4.6.
Step 3. The morphisms Fg,g → FC and FC → FU,nc induce isomorphisms on tangent
spaces. Indeed, by Step 2 and by the commutativity of diagram (4.5.2), the map on
tangent spaces for the morphism FC → FU,nc is surjective. By Step 1, the tangent space
to FC is identified with HH
2(Eg). On the other hand, the tangent space to FU,nc is
HH2(U) ≃ HH2(Ccuspg ) ≃ HH
2(Eg)
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(see Lemma 4.4.3(ii) and Proposition 4.4.1), so it is a k-vector space of the same dimension,
which implies the assertion for FC → FU,nc. The assertion for the other morphism follows
using Step 2 and the commutativity of diagram (4.5.2).
Step 4. The morphisms Fg,g → F∞ and F∞ → F˜∞ induce isomorphisms on tangent
spaces. Indeed, Steps 1 and 3 plus the commutativity of (4.5.2) imply that the morphism
of tangent spaces induced by F∞ → F˜∞ is surjective. Similarly to Lemma 4.5.2 we can
identify the tangent space to F∞ with HH
2(Eg)<0. Thus, the morphism of tangent spaces
induced by F∞ → F˜∞ is the natural embedding
HH2(Eg)<0 →֒ HH
2(Eg),
hence, it is in fact an isomorphism. The assertion for the other morphism follows using
Steps 1 and 3 and the commutativity of diagram (4.5.2).
Step 5. By Step 2 and the commutativity of diagram (4.5.2), the composition Fg,g →
FC → FU,nc is e´tale. Applying Lemma 4.5.3, we deduce that the morphism Fg,g → FC is
smooth, hence e´tale (using Step 3). Therefore, the composition
Fg,g → FC → F˜∞
is also e´tale (using Step 1). Thus, we obtain that the composition
Fg,g → F∞ → F˜∞
is e´tale. Applying Lemma 4.5.3 again and using Step 4, we deduce that the morphism
a∞ : Fg,g → F∞ is e´tale. But F∞ is homogeneous (see Lemma 4.5.1(iii)), so by [32, Cor.
2.11], a∞ is an isomorphism. 
4.6. Proof of Theorem A. The fact that U˜ns,ag,g × Spec(Z[1/6]) is an affine scheme was
proved in Theorem 1.2.4.
For the rest of the proof we change the base to a field k of characteristic 6= 2, 3, and
denote the k-schemes obtained by the base change from U˜na,ag,g and Sg by the same symbols.
We have to prove that the morphism
a∞ : U˜
ns,a
g,g →M∞
(see Section 4.3) is an isomorphism. We will use the comparison of the deformation
theories worked out above and in addition will exploit the compatibility with Gm-actions.
Recall that U˜ns,ag,g has a natural Gm-action, coming from the diagonal Gm ⊂ G
g
m, rescal-
ing the trivializations of the tangent spaces at p1, . . . , pg. The morphism a∞ is compatible
with this action and with the Gm-action on the functor M∞ of moduli of minimal A∞-
structures on Eg, where λ ∈ Gm sends (mn) 7→ (λ−n+2mn).
Now recall that by Corollaries 4.4.4 and 4.2.5 the functorM∞ of minimal A∞-deformations
of Eg is representable by an affine k-scheme. Thus, we can view the morphism a∞ as a
Gm-equivariant morphism of affine schemes over k. The cuspidal curve is sent by a∞ to the
trivial A∞-structure and Proposition 4.5.4 implies that a∞ induces an isomorphism be-
tween the completions of our affine schemes at these points (which are both Gm-invariant).
Recalling the explicit construction of the representable scheme in Theorem 4.2.4 and the
description of the affine scheme Sg, we see that in both cases the maximal ideal of the
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corresponding point is generated by elements of positive weight with respect to the Gm-
action (note that the coefficients of mn viewed as functions on M∞ are sent by λ to the
coefficients of (λ−1)∗mn = λ
n−2mn, i.e., have degree n − 2). Thus, in our situation we
have a degree-preserving homomorphism of graded k-algebras
f : A =
⊕
n≥0
An → B =
⊕
n≥0
Bn
with A0 = B0 = k which induces an isomorphism between the completions with respect
to powers of A>0 (resp., B>0). Considering the induced isomorphism
A/(A>0)
N → B/(B>0)
N
for N ≫ 0 we see that the map An → Bn is an isomorphism for every n ≥ 0, so in fact,
f is an isomorphism. 
4.7. Hochschild cohomology and normal forms of An-structures on Eg. We con-
tinue to work over a field k. From our results we get a geometric way to calculate some
Hochschild cohomology spaces of the algebra Eg (that were first determined in [17] via
quite tedious algebraic calculations).
Proposition 4.7.1. Assume that char(k) is not 2 or 3. Then the nonzero values of
dimHH2(Eg)t are given by
dimHH2(Eg)−1 = g
2 − g, dimHH2(Eg)−2 = 2g
2 − 2g,
dimHH2(Eg)−3 = g
2 − g, dimHH2(Eg)−4 = g.
The nonzero values of dimHH1(Eg)t are
dimHH1(Eg)0 = g, dimHH
1(Eg)1 = 2g.
Proof. By Proposition 4.5.4, the space HH2(Eg) is the tangent space to M∞ ≃ U˜
ns,a
g,g
at the point corresponding to the cuspidal curve Ccuspg . Furthermore, the component
HH2(Eg)t corresponds to the weight t subspace with respect to the Gm-action (see Propo-
sition 4.4.1). By Theorem 1.2.4, we can identify HH2(Eg) with the tangent space to the
affine scheme Sg at the point where all coordinates are zero. By Proposition 2.3.2(ii), the
cotangent space at this point has the basis corresponding to the generators αij , βij , γij, εij
and πi. Of these αij have weight 1, βij and γij—weight 2, εij—weight 3, and πi—weight 4.
Passing to the dual space we get the answers for HH2(Eg)t. To compute the components
HH1(Eg)t we use the identification HH
1(Eg) ≃ HH1(Ccuspg ) (see Proposition 4.4.1), the
exact sequence
0→ H1(C,O)→ HH1(Ccuspg )→ H
0(C, T )→ 0
from Lemma 4.4.3(i), and Lemma 4.4.2. 
Using the correspondence between non-special curves and A∞-structures on Eg we can
calculate normal forms of An-structures on Eg for small n. Let Mn denote the moduli of
minimal An-structures on Eg. We know by Theorem 4.2.4 and Corollary 4.4.4 that these
are affine k-schemes. Note that since HH3(Eg) ≃ HH3(Ccuspg ) is finite-dimensional, by
Corollary 4.2.6, we have M∞ ≃Mn for sufficiently large n.
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Proposition 4.7.2. Assume that char(k) is not 2 or 3. Let
Θ = {αij, βij , γij, εij, πi}
be the set of minimal generators of the algebra of functions on the affine scheme Sg, and
let Ir (resp., I≤r) be the component of degree r (resp., the sum of components of degree
≤ r) in the ideal of relations between these generators (see Section 2.3 and Remark 2.5.2).
(i) For n ≥ 3 the algebra of functions on Mn is isomorphic to
Spec k[Θ≤n−2]/(I≤n−2),
where Θ≤i denotes the subset of elements in Θ of degree ≤ i.
(ii) The schemes M3 and M4 are isomorphic to the affine spaces with coordinates αij
and αij, βij , γij, respectively (equivalently, I≤2 = 0). The univeral A3-structure on Eg
is given by (3.3.3). The universal A4-structure on Eg is given by the formulas of the
Appendix. The algebra of functions on M5 is isomorphic to Spec k[αij, βij , γij, εij]/(I3).
The universal A5-structure on Eg is given by the formulas of the Appendix.
Proof. (i) By Theorem A and Theorem 1.2.4, we have an isomorphism of affine schemes
Sg ≃M∞, compatible withGm-action. Note that both these schemes haveGm-equivariant
closed embeddings into affine spaces
Sg ⊂ A
4g2−3g, M∞ ⊂ A
N ,
where the former corresponds to the minimal generators (2.3.6), while the latter corre-
sponds to considering structure constants of the normal forms mi (we use Theorem 4.2.4
and the fact that M∞ ≃Mn for n≫ 0). Furthermore, by Corollary 3.3.3, there exists a
closed Gm-equivariant embedding A
4g2−3g → AN , which is a section for a Gm-equivariant
coordinate projection AN → A4g
2−3g, such that we have a commutative diagram
Sg
∼
✲M∞
A4g
2−3g
❄
✲ AN
❄
By definition, the equations of M∞ in AN are given by the A∞-constraints
[m2, mn] + [m3, mn−1] + . . . = 0,
n ≥ 3, where the constraint corresponding to n gives equations homogeneous of degree
n − 2. To get the presentation of Mn from this we take coordinates of degree ≤ n − 2
(corresponding to mi with i ≤ 2) and equations of degree ≤ n− 2. The assertion follows
from this using Lemma 4.7.3 below.
(ii) The formula (3.3.3) gives m3 as a linear combination of certain g
2 − g Hochschild
cohomology classes. To prove that this is a universal A3-structure we need to check that
these Hochschild cohomology classes form a basis of HH2(Eg)−1. But this follows from
the description of the tangent space to Sg at zero given in Proposition 2.3.2(ii) (see the
proof of Proposition 4.7.1).
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Next, we need to check that every product m3 given by (3.3.3) extends to an A4-
structure, i.e., that [m3, m3] is a Hochschild coboundary. Indeed, let us set
m4(Xj, Bi, Yi, Ai) =
∑
k 6=j
αijαjkXk,
m4(Xj, Bi, Ai, Xi) =
∑
k 6=j
αijαjkXk,
and let all other m4 products of the basis elements be zero. Then one can check by a
direct computation that the A∞-constraint [m2, m4] + [m3, m3]/2 = 0 is satisfied. Note
that the general formulas for m4 in the Appendix differ from this one by adding the linear
combinations of certain 2(g2 − g) Hochschild cocycles with βij and γij as coefficients.
It remains to use Proposition 2.3.2(ii) again to see that the corresponding Hochschild
cohomology classes form a basis in HH2(Eg)−2. The assertion for A5-structures follows
similarly using part (i). 
The following Lemma was used in the proof of Proposition 4.7.2(i) (with S being the
algebra of functions on AN , S the algebra of functions on A4g
2−3g and J the ideal of
relations defining M∞ in AN).
Lemma 4.7.3. Let S be a Z-graded ring, S ⊂ S a graded subring and K ⊂ S a homo-
geneous ideal such that S = K ⊕ S. Let also J ⊂ S be a homogeneous ideal containing
K, so that J = K ⊕ J , where J is a homogeneous ideal in S. For an integer n let S ′ ⊂ S
(resp., S
′
⊂ S) denote the subring generated by S≤n (resp., S≤n), and let J ′ ⊂ S ′ (resp.,
J
′
⊂ S
′
) be the ideal generated by J≤n (resp., J≤n). Then the natural homomorphism
S ′/J ′ → S
′
/J
′
is an isomorphism.
Proof. Let K ′ ⊂ S ′ denote the ideal generated by K≤n. Since S is a subring of S, from
the decomposition
S≤n = K≤n ⊕ S≤n
one can easily derive that S ′ = K ′ + S
′
. Since K ′ ⊂ K and S
′
⊂ S, we get a direct sum
decomposition
S ′ = K ′ ⊕ S
′
.
Now the equality J≤n = K≤n ⊕ J≤n implies the decomposition
J ′ = K ′ ⊕ J
′
,
and the assertion follows. 
Remarks 4.7.4. 1. One can check by a direct but tedious inspection of the equations
defining Sg (see the proof of Lemma 1.2.2) that in fact the equations (2.2.4) span I3, so
they form a defining set of relations for the scheme M5.
2. By Corollary 4.2.6, the vanishing of HH2(Eg)<−4 implies that the morphism M∞ →
M6 is a closed embedding. On the other hand, using the isomorphism of Theorem A we
can interpret Proposition 2.5.1 as saying that the morphismsM∞ →M5 andM∞ →M4
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become closed embeddings when restricted to the preimages of explicit open subsets given
in terms of nonvanishing of some of αij (all of them, for the second morphism).
5. ψ-(pre)stable curves of genus 0 and A∞-structures
In this section we will analyze what happens with the picture described above if we
replace curves of genus g with g marked points by curves of genus 0 with n marked points
(where n ≥ 3).
5.1. The moduli stack of ψ-prestable curves of genus 0. First, similarly to Sec. 1
we consider certain normal forms for curves of genus 0 with n marked points, and the
resulting presentation of the moduli space by explicit equations.
Definition 5.1.1. (i) Let (C, p1, . . . , pn) be a reduced connected complete curve of arith-
metic genus 0 with n smooth marked points over an algebraically closed field. We say
that (C, p1, . . . , pn) is ψ-prestable if OC(p1 + . . . + pn) is ample, or equivalently, if every
component of C contains at least one marked point.
(ii) A ψ-prestable curve is called ψ-stable if every component of C contains at least three
distinguished points (i.e., singular or marked points).
It is known that the only singular points that can occur for reduced curves of arithmetic
genus zero are rational m-fold points, i.e., points for which the completion of the local
ring has form
OˆC,p ≃ k[[x1, . . . , xm]]/(xixj | 1 ≤ i < j ≤ m)
(see [45, Lem. 1.17] or [47]). It follows that the above definition of a ψ-stable curve is
equivalent to the one given in [15, Def. 2.26] and in [6].
For n ≥ 3 let us denote by U0,n[ψ] the stack of ψ-prestable curves classifying families
(flat, proper, finitely presented morphisms) with n sections, whose geometric fibers are
ψ-prestable curves. Let also U˜0,n[ψ] → U0,n[ψ] denote the Gnm-torsor corresponding to
choices of nonzero tangent vectors at the marked points.
For a ψ-prestable curve (C, p1, . . . , pg) with fixed nonzero tangent vectors vi at pi we
can construct a natural presentation for the algebra H0(C\D,O), where D = p1+. . .+pn.
Namely, for every i = 1, . . . , g let us pick a rational function fi ∈ H0
(
C,O(pi)
)
such that
fi ≡ vimodOC in OC(pi)/OC ≃ TpiC. Note that such fi is defined uniquely up to an
additive constant. To get rid of this ambiguity we will impose the condition fi(pi+1) = 0
for i = 1, . . . , n (where pn+1 = p1).
A version of this construction works for a family π : C → Spec(R) of ψ-prestable
curves with n marked points pi : Spec(R)→ C, where we choose vi ∈ H0
(
C,OC(pi)/OC
)
inducing trivializations R ≃ H0
(
C,OC(pi)/OC
)
. Then the natural map R→ H0(C,OC)
is an isomorphism and H1(C,OC) = 0, so we get an exact sequence
0→ R→ H0
(
C,OC(pi)
)
→ H0
(
C,OC(pi)/OC
)
→ 0
so we can choose fi ∈ H
0
(
C,OC(pi)
)
projecting to 1 ∈ R ≃ H0
(
C,OC(pi)/OC
)
→ 0.
Let us set D = p1
(
Spec(R)
)
+ . . .+ pn
(
Spec(R)
)
. Also, for i 6= j we set
αij = fi(pj).
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Lemma 5.1.2. Assume n ≥ 3. Let π : C → Spec(R) be a family of ψ-prestable curves
with n marked points pi : Spec(R)→ C and with trivializations R ≃ H0
(
C,OC(pi)/OC
)
.
Then the algebra H0(C \ D,O) is generated over R by the elements f1, . . . , fg with the
defining relations
fifj = αijfj + αjifi + cij , for i 6= j, (5.1.1)
where
cij = αikαjk − αijαjk − αjiαik (5.1.2)
for any three distinct indices i, j, k. Furthermore, for every N ≥ 1 the elements 1 and
fmi , with i = 1, . . . , n, 1 ≤ m ≤ N , form a basis of H
0
(
C,OC(ND)
)
over R.
Proof. Since H1(C,O) = 0, for any i 6= j we have an exact sequence
0→ R = H0(C,O)→ H0
(
C,O(pi + pj)
)
→ H0
(
C,O(pi + pj)/O
)
→ 0,
so (1, fi, fj) is an R-basis of H
0
(
C,O(pi+pj)
)
. Since fifj ∈ H0
(
C,O(pi+pj)
)
, we get the
equation (5.1.1) (the coefficients with fi and fj are determined by looking at polar parts
at pi and pj). Now the equation (5.1.2) is obtained by evaluating both parts of (5.1.1) at
pk. The last equation follows by induction on N from the exact sequences
0→ H0
(
C,O(jD)
)
→ H0
(
C,O((j + 1)D)
)
→ H0
(
C,O((j + 1)D)/O(jD)
)
→ 0,
where j ≥ 0. 
We also have a much simpler version of Lemma 1.2.2 in our situation.
Lemma 5.1.3. Let R be a commutative ring. An associative R-algebra generated by
f1, . . . , fg with defining relations (5.1.1) has elements 1, (f
m
i )i=1,... ,n,m≥1 as an R-basis if
and only if the relations (5.1.2) hold for any distinct i, j, k.
Proof. This is an immediate application of the Gro¨bner basis technique: expanding fifjfk,
for distinct i, j, k, in two ways using the defining relations (5.1.1) we get the equation
(5.1.2) and in addition, the equation
αijcjk + αjicik = αikckj + αkicij.
It remains to observe that the latter equation follows from (5.1.2) (applied for appropriate
permutations of indices i, j, k). 
Let us consider the subscheme Tn in the affine space (over Z) with coordinates αij ,
where 1 ≤ i, j ≤ n, i 6= j, defined by the equations
αi,i+1 = 0,
αikαjk − αijαjk − αjiαik = αilαjl − αijαjl − αjiαil,
(5.1.3)
where i, j, k, l are distinct (with the convention αn,n+1 = αn,1 in the first equation). Note
that for n = 3 we have Tn ≃ A3 (we can take α13, α21 and α32 as coordinates).
Theorem 5.1.4. Assume n ≥ 3. There is an isomorphism of the stack U˜0,n[ψ] with the
affine scheme Tn, so that the open part C \D of the universal curve over Tn is given by
the equations (5.1.1) in affine coordinates fi, where cij is given by (5.1.2). Furthermore,
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the isomorphism U˜0,n[ψ] ≃ Tn is compatible with the Gnm-actions, where λ = (λi) ∈ G
n
m
acts on U˜0,n[ψ] by rescaling the tangent vectors vi 7→ λ
−1
i vi, and on the scheme Tn so that
(λ−1)∗αij = λiαij.
Proof. We mimic the proof of Theorem 1.2.4. Lemma 5.1.2 gives a natural map
U˜0,n[ψ](R)→ Tn(R) (5.1.4)
for every commutative ring R. To construct the map in the other direction we note
that by Lemma 5.1.3, an R-point of Tn gives rise to an associative R-algebra A with
generators f1, . . . , fn and defining relations of the form (5.1.1) with cij given by (5.1.2)
(where αij ∈ R are the coordinates of our point in Tn(R)), such that 1 and (fmi ) form an
R-basis of A. For N ≥ 1 let FNA ⊂ A denote the R-submodule generated by fmi with
m ≤ N , and let F0A = R ⊂ A. Then we define the projective family π : C → Spec(R) by
setting C = Proj(RA), where RA =
⊕
j≥0 FjA is the Rees algebra associated with the
filtration (F•A). Let T denotes the element 1 ∈ F1A ⊂ RA. Then RA/(T ) is isomorphic
to the associated graded quotient
gr•F A ≃ R[f1, . . . , fn]/(fifj | 1 ≤ i < j ≤ n).
Hence, Proj
(
RA/(T )
)
is the disjoint union of n copies of Spec(R), which gives n disjoint
sections p1, . . . , pn : Spec(R) → C, so that D = p1
(
Spec(R)
)
+ . . . + pn
(
Spec(R)
)
is the
divisor (T = 0). Let Fi denote the element fi ∈ F1A ⊂ RA. Then the algebra RA is
defined by the homogeneous versions of the relations (5.1.1):
FiFj = αijFjT + αjiFiT + cijT
2. (5.1.5)
Since deg(Fi) = deg(T ) = 1, we can think of C = Proj(RA) as a closed subscheme in the
projective space PnR. In particular, OC(D) = OC(1), so D is ample. Let Ui ⊂ C denote
the open subset Fi 6= 0. Then D ⊂ Ui is the vanishing locus of the function T/Fi and the
relations (5.1.5) show that Fj/Fi is divisible by T/Fi on Ui. This implies that pi
(
Spec(R)
)
is locally given by one equation T/Fi = 0. The same argument as in the proof of Theorem
1.2.4 shows that the morphism π : C → Spec(R) is flat of relative dimension 1. Also,
since fi = Fi/T , we obtain that fi projects to a generator of OC(pi)/OC and is regular
near the images of pj for j 6= i. Thus, we deduce that for m ≥ 0, H0
(
C,O(mD)
)
is a free
R-module of rank mn + 1 (with the basis given by the appropriate powers of fi). This
implies that the geometric fibers of π are connected reduced curves of arithmetic genus
0. Together with ampleness of D this shows that they are ψ-prestable, so we get a map
Tn(R)→ U˜0,n[ψ](R). (5.1.6)
As in Theorem 1.2.4 one immediately checks that the maps (5.1.4) and (5.1.6) are inverse
of each other. The compatibility with the Ggm-actions is straightforward. 
Example 5.1.5. For n = 3 we have four types of ψ-prestable curves, characterized by the
number of vanishing coordinates α21, α32, α13. For a smooth curve none of them vanish.
If α32 = 0 but α21α13 6= 0 then C is the union of two (smooth) components C12 and C3,
intersecting transversally at one point, with p1, p2 ∈ C12 and p3 ∈ C2. If α21 = α32 = 0
then C is the union of three smooth components C1, C2, C3 such that pi ∈ Ci, where C2 and
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C3 are disjoint and both C2 and C3 intersect C1 transversally (at distinct points). Finally,
when all the coordinates are zero we get the union of three components intersecting at
one point which is a rational threefold point.
5.2. A∞-structures for curves of arithmetic genus 0. Given a curve of arithmetic
genus 0 with g (smooth) marked points we can consider the corresponding A∞-structure
on the algebra Ext∗(G,G) for G = OC ⊕Op1 ⊕ . . .⊕Opn . As before, a choice of nonzero
tangent vectors at all pi gives a way to fix generators Bi ∈ Ext
1(Opi,OC) so that the
algebra Ext∗(G,G), as a graded associative algebra gets identified with the algebra
E0,n = k[Q]/J0,
where Q = Qn is the same quiver that we used before (see (0.0.2)), while the ideal J0 is
generated by the elements
BiAi, AiBj, where i 6= j.
More precisely, as in Section 3, the construction of the A∞-structure on E0,n associated
with a curve works well in families with affine bases (depending on a choice of relative
parameters at the marked points). We only have to make appropriate changes in the
choices of cohomology representatives and of the homotopy operator. Namely, since we
now have H1(C,OC) = 0, we don’t need the classes Xi, and the homotopy operator on
KO,O has to be defined by the formulas Q([v]) = −v and
Q([
1
tni
]) = fi[n](ti)≥01i +
∑
j 6=i
fi[n](tj)≥01j + fi[n]
for all n ≥ 1, where fi[n] are now defined for all n ≥ 1 (in fact, we can take fi[n] = fni ,
where fi are defined as in Lemma 5.1.2).
Let us fix a field k. We denote still by U˜0,n[ψ] the moduli scheme of ψ-prestable curves
over k (isomorphic to the affine scheme Tn × Spec(k)). From the above construction of
A∞-structures, as in section 4.3, we get a morphism of functors on commutative algebras
over k
U˜0,n[ψ]→M∞(E0,n), (5.2.1)
where M∞(E0,n) is the functor of minimal A∞-structures on the algebra E0,n, up to a
gauge equivalence. Furthermore, the map (4.3.1) is compatible with the natural Gnm-
action, where the action on M∞(E0,n) is induced by the rescalings Bi 7→ λiBi.
Let us denote by C0,n the most singular curve appearing in the moduli space U˜0,n: it is
the union of n projective lines intersecting at one point which is a rational n-fold point
(with one marked point on each component). Under the isomorphism of Theorem 5.1.4
this point in the moduli space corresponds to the origin in the affine scheme Tn (where all
αij vanish). Note that as in the case of the cuspidal curve, we have a natural G
n
m-action
on C0,n, and we will use the induced action of the diagonal Gm. The analog of Proposition
4.4.1 states in our case that we have an equivalence of categories
Perf(C0,n) ≃ Perf(E0,n)
inducing a Gnm-equivariant isomorphism
HH∗(C0,n) ≃ HH
∗(E0,n), (5.2.2)
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so that the second grading on these spaces is given by the weights of the Gm-action.
Next, we observe that the assertions of Lemma 4.4.2(ii)-(v) hold for the n-fold ra-
tional singularity curve C0,n, with the same proofs but without any assumption on the
characteristic. It follows that the analog of Lemma 4.4.3(ii) also holds for C0,n, so
HH1(C0,n)<0 = 0
and the natural map
HH2(C0,n)→ HH
2(U)
is an isomorphism, where U ⊂ C0,n denotes the complement to the g marked points.
Using the isomorphism (5.2.2) we deduce the vanishing
HH1(E0,n)<0 = 0,
which implies in particular, that the functorM∞(E0,n) is represented by an affine scheme
over k (see Corollary 4.2.6).
Next, similarly to Lemma 4.4.5(ii), we derive that for C = C0,n the natural maps
Ext1C
(
LC ,O(−2D)
)
→ Ext1U(LU ,OU) and
Ext2C
(
LC ,O(−2D)
)
→ Ext2U(LU ,OU)
are isomorphisms. This allows us to run the same argument as in Proposition 4.5.4 to show
that the deformation theory of C0,n matches with the deformation theory of the trivial
A∞-structure on E0,n. Finally, using the Gm-actions as in 4.6 we deduce the following
result (this time we don’t need any assumptions on the characteristic).
Theorem 5.2.1. For any field k and any n ≥ 3, the morphism (5.2.1) induces an iso-
morphism of the moduli scheme of ψ-prestable curves U˜0,n[ψ] with the moduli scheme of
minimal A∞-structures on E0,n, up to a gauge equivalence. This isomorphism is compat-
ible with the natural Gnm-actions.
Similarly to Proposition 4.7.2 we can interpret the fact that the algebra of functions on
the scheme U˜0,n[ψ] ≃ Tn is generated in degree 1 with quadratic relations as saying that
the natural projection to the moduli space of A4-structures,
M∞(E0,n)→M4(E0,n),
is an isomorphism, while the map M4(E0,n) → M3(E0,n) is a closed embedding (where
M3(E0,n) is an affine space). In particular, any minimal A∞-structure on E0,n is deter-
mined up to a gauge equivalence by m3. Using the formulas from Section 3 one can check
that the nonzero values of m3 on the basis vectors are given by
m3(Aj , Bi, Ai) = αijAj , m3(Bj , Aj, Bi) = −αjiBi,
where i 6= j.
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5.3. ψ-stability as GIT stability. In this section we continue to work over a field k. We
are going to show that the notion of ψ-stability (see Definition 5.1.1(ii)) appears naturally
as a GIT stability for the action of Gnm on the affine scheme U˜0,n[ψ] ≃ Tn.
Namely, for a nontrivial character χ : Gm → Gm we consider the GIT quotient Tn/ χG
n
m
(see section 2.4 for our conventions on this).
Let us identify the character lattice of Gm with Z
n ⊂ Rn in the standard way, and let
C0 ⊂ Rn be the cone generated by all the basis vectors ei. Recall that Tn is a closed
subscheme of the affine space
∏n
i=1A
n−2, where the coordinates (αij) on the ith factor
(where j 6= i, i+ 1) satisfy (λ−1)∗αij = λiαij . Thus, we have a closed embedding of GIT
quotients
Tn / χ G
n
m ⊂
n∏
i=1
(An−2 / ai Gm),
where χ =
∑
i aiei. Thus, for χ 6∈ C0 the GIT quotients will be empty, while for χ in the
interior of C0 the ambient GIT quotients will be just the product of n copies of P
n−3 (for
χ on the boundary it will be the product of the copies of Pn−3 corresponding to positive
coordinates of χ).
Proposition 5.3.1. Assume n ≥ 3. For any χ in the interior of C0 the χ-semistable
locus in U˜0,n[ψ] coincides with the χ-stable locus and consists of ψ-stable curves. Thus,
the corresponding GIT quotient is exactly the moduli scheme of ψ-stable curves M 0,n[ψ].
The obtained embedding of M0,n[ψ] into the product of n copies of P
n−3 corresponds to
the line bundles ψ1, . . . , ψn (the cotangent lines at the marked points).
Proof. Note that the conditions of stability and semistability for χ in the interior of C0
are eqivalent, since this is true for the action on the ambient affine space. The condition
of χ-semistability is simply that for every i there exists j 6= i such that αij 6= 0. We claim
that this condition is equivalent to the ψ-stability of the corresponding curve. Indeed,
recall that αij = fi(pj), where fi ∈ H0
(
C,OC(pi)
)
. Let Ci ⊂ C be the component
containing pi. Then fi has a unique zero on Ci. If (C, p1, . . . , pn) is ψ-stable then Ci has
at least two distinguished points q and q′ other than pi. Let pj (resp., pj′) be either q
(resp., q′) if it is a marked point, or a point on the component attached to Ci at q (resp.,
at q′). Note that such marked points pj , pj′ exist since (C, p1, . . . , pn) is ψ-prestable.
Then we have either fi(q) 6= 0 or fi(q′) 6= 0 which implies that either αij = fi(pj) 6= 0 or
αij′ = fi(pj′) 6= 0 (note that fi is constant on all components different from Ci), hence,
we get χ-semistability of (C, p1, . . . , pn). Conversely, assume there exists a component
Ci ⊂ C with only two distinguished points and let us show that (C, p1, . . . , pn) is not χ-
semistable. Let pi ∈ Ci be a distinguished point and let q ∈ Ci be another distinguished
point (it exists by connectedness of C). Then our normalization fi(pi+1) = αi,i+1 = 0
implies that fi(q) = 0. Hence, fi is zero on all other components of C, and so αij = 0 for
all j 6= i.
Let us take χ = e1+ . . .+ en. Then the identification of the pull-back of O(1) from the
ith copy of Pn−3 with ψi is immediate since both line bundles become trivial on U˜0,n[ψ]
and correspond to the same action of Gnm on the trivial line bundle (through the ith factor
Gm. 
69
Corollary 5.3.2. The moduli scheme M 0,n[ψ] is scheme-theoretically cut out in (P
n−3)n
by the equations (5.1.3), where (αij)j 6=i,i+1 are the homogeneous coordinates on the ith
copy of Pn−3.
Remarks 5.3.3. 1. Recall (see [15, Rem. 2.30]) that there is a natural morphism
fψ :M 0,n →M 0,n[ψ],
where ψ(C) is obtained from C ∈ M0,n by contracting all components without marked
points. In fact, Proposition 5.3.1 gives another proof of the fact that the line bundle
ψ = ψ1+ . . .+ψn on M 0,n is semiample and that fψ is the corresponding contraction (see
[15, Sec. 4.2.1]). The composed morphisms M 0,n → M 0,n[ψ] → Pn−3 given by the linear
series ψi were first considered by Kapranov [22]. Note also that we have a commutative
diagram
M 0,n
fψ
✲ M 0,n[ψ]
U0,n
❄
✲ U0,n[ψ]
❄
where U0,n is the stack of (reduced connected complete) curves of arithmetic genus 0 with
n smooth marked points. Here the bottom horizontal arrow can be intepreted in view of
Theorem 5.2.1 as associating with a curve (C, p1, . . . , pn) the corresponding A∞-structure
on E0,n = Ext
∗(G,G) (where we identify U0,n[ψ] with the moduli stack of A∞-structures
on E0,n).
2. One can similarly check that the GIT quotients Tn / χ G
n
m for χ on the boundary
of C0 are given by the images of the maps M 0,n → (Pn−3)r given by the line bundles
ψi1 + . . .+ ψir for i1 < . . . < ir.
3. If (C, p1, . . . , pn) is a ψ-prestable curve then one has also another natural generator of
the perfect derived category Perf(C), namely
V = OC ⊕
n⊕
i=1
OC(pi). (5.3.1)
It is easy to check that H1
(
C,OC(pi − pj)
)
= 0, so in fact, V is a tilting bundle. The
coefficients αij appear in the structure constants of the algebra End(V ) and the equations
among them correspond to the associativity equations. One can show that in this way
one gets an identification of U0,n[ψ] with an open substack in the moduli stack of kn+1-
algebra structures on End(V ) (where the embedding kn+1 ⊂ End(V ) comes from the
decomposition (5.3.1)). This open substack is characterized by the condition that for all
i 6= j the compositions
Hom
(
OC(pi),OC(pj)
) x 7→x⊗1
✲ Hom
(
OC(pi),OC(pj)
)
⊗Hom
(
OC ,OC(pi)
) µ
✲
Hom
(
OC ,OC(pj)
)
→ H0
(
OC(pj)/OC
)
,
where µ comes from a kn+1-algebra structure, are surjective.
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APPENDIX: Formulas for m4 and m5.
Here we assume that the characteristic is not 2 or 3. We use the setup of Section 3.3,
and in addition, use the constants introduced in Section 2.2. By Proposition 2.3.2, all
of these constants are some universal polynomials of the generators (2.3.6). Recall that
Pi = AiXi = YiAi.
The computation of m4 is based on the following formulas:
BiQ(Pj) = 0, BiQ(Pi) = [
1
t2i
], YiQ(Pj) = 0, YiQ(Pi) = e[
1
t2i
],
XiQ([
1
t2i
]) = [
fi
ti
], XjQ([
1
t2i
]) = [
fi
tj
], Q([
1
t2i
])Xi = [(fi −
1
t2i
)], Q([
1
t2i
])Xj = [(fi −
αij
tj
)
1
tj
],
AiQ([
1
t2i
]) = e · (fi −
1
t2i
)1i + u[fi1i], AjQ([
1
t2i
]) = e · (fi −
αij
tj
)1j + u[fi1j],
Q([
1
t2i
])Bi = (fi−
1
t2i
)
1i
ti
u∗+[(fi−
1
t2i
)
1i
ti
]e∗, Q([
1
t2i
])Bj = (fi−
αij
tj
)
1j
tj
u∗+[(fi−
αij
tj
)
1j
tj
]e∗,
BiQ(e[
1
t2i
]) = [
1
t3i
], YiQ(e[
1
t2i
]) = e[
1
t3i
], BiQ(e[
1
t2j
]) = YiQ(e[
1
t2j
]) = 0.
In the formulas below we omit commas between the arguments of mi for brevity. The
indices denoted by different letters are assumed to be distinct. Let P˜i stand for either of
the strings AiXi or YiAi. Then the nonzero m4 products of the basis elements are:
m4(BiYiYiAi) =
∑
j 6=i
βijXj ,
m4(BiYiAiBj) = −γijBj ,
m4(BiYiAiXi) =
∑
j 6=i
βijXj ,
m4(BiYiAiXj) = −γijXj,
m4(BiAiXiBj) = −γijBj ,
m4(BiAiXiXj) = −γijXj ,
m4(AjBiYiAi) = −γijAj ,
m4(AjBiAiXi) = −γijAj ,
m4(XiBiYiAi) =
∑
j 6=i
βijXj ,
m4(XjBiYiAi) = −γijXj +
∑
k 6=j
αijαjkXk,
m4(XiBiAiXi) =
∑
j 6=i
βijXj,
m4(XjBiAiXi) = −γijXj +
∑
k 6=j
αijαjkXk,
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Let Qi stand for either BiYi or XiBi. Then the nonzero values of m5 are:
m5(BiYiYiYiAi) =
∑
j 6=i
ηijXj ,
m5(BiYiYiAiXi) =
∑
j 6=i
ηijXj ,
m5(BiP˜iQi) = δiiBi,
m5(BiP˜iQj) = δijBj,
m5(BiP˜iXiXi) = δiiXi,
m5(BiP˜iXjXj) = δijXj,
m5(QiAiXiXi) = δiiXi,
m5(QiP˜iBj) = −ǫijBj ,
m5(QiP˜iXj) = −ǫijXj ,
m5(P˜iBiP˜i) = m5(AiBiP˜iXi) = −δiiAi,
m5(AiBiP˜iBi) = −δiieOpi ,
m5(AjQiP˜i) = ǫijAj,
m5(AjXjBiP˜i) = m5(AjBiP˜iXj) = m5(YjAjBiP˜i) = −δijAj,
m5(AkXjBiP˜i) = αijγjkAk,
m5(AiXjBiP˜i) = αijγjiAi,
m5(AjBiP˜iBj) = −δijeOpi ,
m5(XiXiBiP˜i) = m5(XiBiYiYiAi) =
∑
j 6=i
ηijXj ,
m5(XjBiP˜iBj) = δijBj,
m5(XiBiYiAiXi) =
∑
j 6=i
ηijXj + δiiXi,
m5(XiBiP˜iBi) = δiiBi,
m5(XjBiP˜iBi) = −αijγjiBi,
m5(XjBiP˜iBk) = −αijγjkBk,
m5(XjBiP˜iXj) = δijXj,
m5(XkBiP˜iXj) = −αikγkjXj,
m5(XjBiYiAiXi) =
∑
k 6=j
βijαjkXk − ǫijXj − αijγjiXi,
m5(XjBiAiXiXi) = −αijγjiXi,
m5(XjXjBiP˜i) =
∑
k 6=j
αijβjkXk,
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m5(XjBiYiYiAi) = m5(XjXiBiP˜i) =
∑
k 6=j
βijαjkXk − ǫijXj ,
m5(XiXjBiP˜i) =
∑
l 6=i
αijαjiαilXl − αijγjiXi,
m5(XkXjBiP˜i) =
∑
l 6=k
αijαjkαklXl − αijγjkXk.
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