We prove L p boundedness results, p > 2, for local maximal averaging operators over a smooth 2D hypersurface S with either a C 1 density function or a density function with a singularity that grows as |(x, y)| −β for β < 2. Suppose one is in coordinates such that the surface is localized near some (x 0 , y 0 , z 0 ) at which (0, 0, 1) is normal to the surface, and suppose the surface is represented as the graph of z 0 +s(x−x 0 , y −y 0 ) near (x 0 , y 0 ), with s(0, 0) = 0. It is shown that as long as the Taylor series of the Hessian determinant of s(x, y) at (0, 0) is not identically zero, the maximal averaging operator is bounded on L p for p > max(2, 1/g), where g is an index based on the growth rate of the distribution function s(x, y) near the origin. Standard examples show that the exponent 1/g is best possible whenever the tangent plane to S at (x 0 , y 0 , z 0 ) does not contain the origin. This theorem improves on the main result of [IKeM], using different methods. We use closely related methods to prove L p to L p α Sobolev estimates for Radon transform operators with the same density functions, with no excluded cases. In the g < 1/2 case, there is an interval I containing 2 for which L p to L p α boundedness is proven for α < g when p ∈ I, and for such p one can never gain more than g derivatives.
1 Background and Theorem Statements
Maximal averaging operators
Let S be a real analytic hypersurface in R 3 and let X 0 = (x 0 , y 0 , z 0 ) be a point on S. Letting X = (x, y, z) denote a point in R 3 , for a real-valued function ψ(X) on R 3 supported near X 0 2010 Mathematics Subject Classification: 42B20, 42B25
we will be considering two operators. The first is the maximal average
Here dλ(X ′ ) denotes the standard Euclidean surface measure on S in the X ′ variable. We will be examining the L p boundedness of M on L p for p > 2 when ψ is C 1 or has a singularity at (x 0 , y 0 , z 0 ).
The other operator we will be looking at is the Radon transform operator
For R we will be proving L p to L p α Sobolev space estimates. By the rotation-invariance of the above estimates, it suffices to consider the case when the vector (0, 0, 1) is normal to S at (x 0 , y 0 , z 0 ), and we always make this assumption in this paper. Now the surface S is the graph of z 0 + s(x − x 0 , y − y 0 ) for some real analytic s(x, y) defined near (0, 0) satisfying s(0, 0) = 0 ∇s(0, 0) = (0, 0) (1.3)
In the new coordinates one can replace ψ(x, y, z) by a function φ(x, y) of x and y only. The type of theorems we are proving are readily shown to be false if s(x, y) is identically zero, so we will always assume that this is not the case. The conditions we will be assuming on φ(x, y) are as follows. Let x denote (x, y) and x 0 denote (x 0 , y 0 ). We assume that φ(x, y) is C 1 on R 2 − {x 0 } and that for some A ≥ 0 and 0 ≤ β < 2 we have The case when β = 0 includes the case when φ(x, y) is C 1 , and in fact when β = 0 the sharp cases of our theorems will always correspond to the sharp estimates for the C 1 situation.
Using s(x, y) and φ(x, y), the Radon transform operator can be rewritten in the form
Note that by the translation-invariance of L p Sobolev estimates for Radon transforms, we can always assume that (x 0 , y 0 , z 0 ) = (0, 0, 0) in the analysis of Rf , but this is not immediately the case with the maximal averages. We will see however that our arguments are essentially independent of (x 0 , y 0 , z 0 ) for both operators, and in fact our analysis for the two operators will be quite similar. Nonetheless, for maximal averages there are certain situations where the best possible result does depend on (x 0 , y 0 , z 0 ). We refer to the discussion after Theorem 1.1 for more on this.
Our theorem statements will be in terms of the quantity g > 0 such that there exists d = 0 or 1 such that for any sufficiently small r > 0, as ǫ → 0 for some C β,r > 0 one has asymptotics The theory of resolution of singularities says, roughly speaking, that if r is sufficiently small, then the set {x : |x| < r} can be written as the union of finitely many subsets on each of which a sequence of coordinate changes can be performed after which s(x) and |x| are both effectively monomials. The Jacobian of each sequence of coordinate changes is also effectively a monomial. As a result, the integral (1.7) can be written as a sum of several terms which are effectively of the form (1.7) where in place of x and s(x) we have two monomials. There is also a Jacobian factor, also effectively a monomial. For such a term proving an asymptotic expansion of the form (1.6) is relatively straightforward, and one then can add the results over several terms to get an analogous asymptotic expansion for (1.7). We refer to chapter 7 of [AGV] for information on more on such matters.
It is not hard to show that g is supremum of all t for which |s(x, y)| −t |(x, y)| −β is integrable on a neighborhood of the origin, which can serve as an alternate definition for g. Also note that g is maximized when β = 0 and s(x, y) = x 2 + y 2 , in which case g = 1. Hence always g ≤ 1.
It is worth pointing out that in the case where β = 0 and S is a convex surface of finite line type, (1.7) illustrates that the definition of g generalizes the definition of an analogous index in [BrNW] .
Our theorem regarding the maximal averages for real analytic surfaces is as follows. , if the tangent plane to S at (x 0 , y 0 , z 0 ) does not contain the origin. Also note that part b) does not require the Hessian condition and also holds for g > 1 2
. In the case where φ(x, y) is smooth and the tangent plane to S at (x 0 , y 0 , z 0 ) does not contain the origin, Theorem 1.1 follows from the Acta paper [IKeM] . When this tangent plane does contain the origin, there are situations for which one gets stronger results. For example, in [Z] it is shown that for a smooth density and (x 0 , y 0 , z 0 ) = (0, 0, 0), M is bounded on L p for all p > 2. On the other hand, in [Z] it is also shown that there are some smooth surfaces containing the origin where the exponent of Theorem 1.1a) is best possible.
Why one might be interested in situations where the tangent plane to S at (x 0 , y 0 , z 0 ) contains the origin can be seen as follows. Suppose S is a compact surface such that the origin is contained in the exterior of S. Then there will typically be a one-dimensional subset K of S such the tangent plane to S at each point in K contains the origin. Thus a result such as [IKeM] not covering such cases cannot be used to give a boundedness result for such an S. When the surface everywhere has at least one nonvanishing principal curvature one can use a theorem such as [So] , but when there are points where both principal curvatures vanish, both curvatures may vanish on a subset of S which intersects K. Thus an alternative to a result such as [IKeM] is needed here.
It should be pointed out that the author wrote an earlier paper [G7] on maximal averages for two-dimensional hypersurfaces with smooth density functions. Like this paper, the paper [G7] required that the Hessian determinant of s(x, y) not be identically zero. But in addition, a second larger class of surfaces was excluded, which included examples such as s(x, y) = (y + x a ) b + x c for c ≥ b > 2, a > 1, and ab < c. This class of surfaces was defined in a rather technical way using adapted coordinates and Newton polygons of certain functions derived from s(x, y). Adapted coordinate systems are coordinate systems in which the indices o and e can be read off in a natural way in terms of the Newton polygon of s(x, y) at the origin, as was first observed in [V] . These coordinate systems were used in an essential way in both [IKeM] and [G7] . The analysis for this omitted class of surface is especially difficult, and the methods the author used in [G7] involving adapted coordinates, Newton distances, and so on, were not easily amenable to this type of surface.
In this paper, we use no such coordinate systems. Instead, unlike [IKeM] and [G7] we use full-fledged resolution of singularities theorems, in the forms given in section 2, in conjunction with technical lemmas such as Lemma 2.5 and 2.6. As a result, we are able to go beyond what can be obtained by the methods of [G7] and also do not require a transversality condition as the paper [IKeM] does. We only omit certain surfaces whose analysis requires methods connected to the proof of the circular maximal theorem (many of which can be dealt with directly using such methods). This will be explained in more detail below. The robustness of our methods is illustrated in the fact that they immediately extend to the case of singular density functions, where the correct notions of adapted coordinates, height, and so on would have to at least be reformulated for the singular case when β is large.
Another key difference between our methods and those of [IKeM] is our use of damping functions in conjunction with interpolation using a lemma from [SoS] (Theorem 3.1 of this paper). This enables us to avoid introducing square functions that would add significantly to the technical complexity of this paper, and instead reduces much of our effort to estimating oscillatory integrals.
The Hessian Condition.
In Lemma 3.4 we will see that if the Hessian determinant of a smooth s(x, y) vanishes to infinite order at the origin, then there is an invertible linear map L such that the Taylor series of s • L(x, y) at the origin is of the form the form a(x, y)y n where a(0, 0) = 0. In fact (Corollary 2.2 of [dBvdE] ) if s(x, y) is a polynomial then s • L(x, y) can even be written in the form a(y)y n with a(0) = 0. As a result, in the case where the Hessian vanishes to infinite order at the origin the analysis of M becomes very related to the analysis of maximal averages over curves in R 2 . Note that these exceptional situations never occur when the surface S is a compact surface whose defining functions are real analytic; in these exceptional situations the intersection of S with the plane y = y 0 contains a line segment parallel to the x-axis, which for such a surface can only happen when this intersection contains the entire line containing this segment, which is not possible for a compact surface.
On the other hand, the proofs of this paper do not use the methods normally used to deal with maximal averages over curves in the plane. So in a sense Theorem 1.1 a) covers all cases except those which are closely connected to maximal averages over curves in the plane. Fortunately, many of the remaining cases can be proved directly using existing theorems on maximal averages over curves in the plane. For example, suppose S is a smooth surface of one of the above exceptional forms, φ(x, y) is smooth, and the tangent plane to S at (x 0 , y 0 , z 0 ) does not contain the origin. Since we have rotated coordinates so that (0, 0, 1) is normal to S at (x 0 , y 0 , z 0 ), we have that z 0 = 0. Then immediately from the definitons, one has Mf (X) ≤ C
is as follows. Let P θ denote the plane containing X that is parallel to the y axis and making an angle θ with the z-axis. Then M θ f (X) denotes the supremum of the absolute values of the averages of f over dilations of the curve S ∩ P θ that are contained in P θ , using the density function derived from φ. In other words, M θ f (X) is a maximal average of f over curves in the 2D plane containing X parallel to P θ .
The L p boundedness of a given M θ for p > n follows from the corresponding result [Io] for curves in the plane since M θ decouples into maximal averages over planes parallel to P θ . Since the estimates of [Io] are uniform under small perturbations, a fact that derives from the corresponding uniformity under small perturbations of the estimates in the circular maximal theorem, one sees that M itself is bounded from L p to L p for p > n. Thus when combined with Theorem 1.1a) and its smooth analogue described in section 5, we see that in the case where φ(x, y) is smooth and the tangent plane to S at (x 0 , y 0 , z 0 ) does not contain the origin, without any restrictions on the Hessian determinant of s(x, y) we have that M is bounded on
. This is the main result of [IKeM] .
Global extensions.
If one wants to obtain a global theorem regarding maximal averages of the form (1.1) when ψ is no longer assumed to be localized to a neighborhood of a single point and when the singularities of ψ are of the form considered in this paper, then one can use a partition of unity to reduce the question to Theorem 1.1. Denote the support of ψ by A. If g X denotes the index corresponding to g at a point X ∈ S, then one obtains that if the Hessian determinant of the associated s(x, y) are not identically zero, then M is bounded on L p for p > sup X∈A max(
). The lower semicontinuity of g X implies that that inf X∈A g X is actually equal to g X for some X ∈ A. The examples used in the proof of part b) of Theorem 1.1 for such an X then give a corresponding sharpness statement.
Extensions to smooth surfaces. Theorem 1.1 extends to the case of smooth surfaces that are not flat to infinite order at (x 0 , y 0 , z 0 ), when g is appropriately defined. The analogue of the Hessian condition for the general smooth case is that the Hessian determinant of s(x, y) not vanish to infinite order at (x 0 , y 0 ). Because the proof of this extension involves a technical modification of the proof that might obscure the essence of the argument, we will not prove it in full detail. Instead, in section 5 we will provide a detailed sketch of the arguments.
Sobolev estimates for Radon transforms.
We now come to our theorem concerning Sobolev space estimates for the Radon transform R. Let T denote the interior of the region in the xy plane bounded by the lines y = x, y = 1 − x, y = 0, and y = g.
then T is a triangle whose upper vertex is (1/2, 1/2), and if g < then T is a trapezoid whose upper side is the portion of the line y = g for which x is in the interval (g, 1 − g). Our theorem is as follows. Theorem 1.2. There is a neighborhood N of (x 0 , y 0 ) such that if φ(x, y) is supported in N and (1.3)-(1.4) are satisfied then we have the following.
and 1 p ∈ (g, 1 − g), Theorem 1.2 shows that the optimal L p Sobolev improvement (up to endpoints) that one can obtain is g derivatives. A natural question to ask is if one can gain g derivatives for such p. It turns out that when d in (1.6) is equal to 1, then one does not gain g derivatives, but when d = 0 one gains g derivatives for p = 2. The author does not know what happens when p = 2 in the d = 0 situation.
Analogous to the situation with the maximal averages, one can combine Theorem 1.2 with a straightforward partition of unity argument to prove an L p Sobolev improvement theorem for Radon transforms when ψ(X) in (1.2) is not localized to near a specific point, when the density function has the types of singularities considered in this paper.
Similarly to the situation of Theorem 1.1, Theorem 1.2 extends to smooth surfaces via a simplified version of the arguments described in section 5 for the maximal averaging operators.
Some history.
There has been a lot of work concerning local maximal averages over hypersurfaces with smooth density function φ(x, y). The initial work was in [S1] , where maximal averages over n-dimensional spheres were analyzed for n ≥ 2 and M was shown to be bounded on L p exactly when p > n+1 n . The tricky case when n = 1 was later dealt with in [B] , where boundedness of M was shown to indeed hold if and only if p > 2. These results can be generalized to situations where S is a smooth hypersurface for which the Hessian determinant has positive rank, as was shown in [So] and [Gr] . As for more general hypersurfaces, the paper [SoS] showed that if S is a smooth hypersurface for which the Gaussian curvature of S does not vanish to infinite order near (x 0 , y 0 , z 0 ), there is some p < ∞ for which M is bounded on L p . Optimal values of p for which M is bounded on L p have been proven under a nondegeneracy condition on the Newton polyhedron [G4] , as well as for convex hypersurfaces of finite line type such as in [CoMa] [IoSa] [NSeW] .
For the n = 2 case that is being considered in this paper, the paper [IKeM] shows optimal L p boundedness of M for all smooth S when φ(x, y) is smooth, so long as the origin is not contained in the tangent plane to S at (x 0 , y 0 , z 0 ). Thus in the case of smooth φ(x, y), Theorem 1.1a) and its smooth extension in section 5 extend the sharp estimate of [IKeM] to the situation where the the tangent plane to S at (x 0 , y 0 , z 0 ) contains the origin unless the Taylor series of s(x, y) vanishes to infinite order at the origin. The sharpness of this estimate when this tangent plane contains the origin is not understood in general, but as mentioned earlier, there are situations (see [Z] for more details) where one obtains stronger estimates. Also, as mentioned above, the author earlier wrote a paper [G7] dealing with the n = 2, smooth φ(x, y) situation.
As for Radon transforms and related operators, there has been a vast amount of work concerning boundedness properties between function spaces, so we mainly restrict our attention to L p to L p α improvement results for hypersurfaces. For the case of translationinvariant smooth curves in R 2 , the sharp analogue to Theorem 1.2 is given by [Gra] and [C2] . For the more general non-translation-invariant situation for curves in R 2 , thorough L p α to L q β estimates up to endpoints are shown in [Se] , which extend the p = 2 semi-translationinvariant situations that follow from [PS] .
For the two dimensional translation-invariant situation of this paper, if p = 2 then the amount of Sobolev space improvement is equal the exponent of decay of the associated surface measure Fourier transform. Hence when φ(x, y) is smooth and p = 2 the sharp estimates follow from the analogous surface measure Fourier transform estimates of [IKeM] and [IM] . When φ(x, y) is singular, one correspondingly gets some sharp estimates for the p = 2 case from the author's earlier work such as [G1] . It is worth pointing out that in many of the earlier results for smooth φ(x, y) such as [D] and [IKeM] , the proofs require φ(x, y) to be C 3 , while the arguments of this paper only require that φ(x, y) be C 1 away from the origin.
When the exponent β is close enough to 2, there is necessarily an interval I containing 2 such that sharp L p Sobolev improvement results for p ∈ I follow from [St] . In these cases it can be shown that the index g of Theorems 1.1 and 1.2 is necessarily equal to
, where o is the order of the zero of s(x, y) at (0, 0). If β = 2 and one assumes an appropriate cancellation condition on φ(x, y) near (x 0 , y 0 ), then the Radon transform becomes a singular Radon transform, and the general result of [CNSW] shows R is always bounded from each L p to itself for 1 < p < ∞, as long as s does not vanish to infinite order at (x 0 , y 0 ).
Alternative formulations of the index g.
There are a few alternative formulations of the index g that will indicate the connection between g and the corresponding indices in the statements of other theorems on L p boundedness of maximal averages, especially those of [IKeM] and [IoSa] . First consider the case when φ(x, y) is smooth. By resolution of singularities (see [AGV] for details), if (1.3) is satisfied and s(x, y) is not identically zero, there exists a positive number o, often called the oscillatory index of s(x, y) at the origin, an integer e = 0 or 1, and a neighborhood N of the origin such that if φ(x, y) is supported in N then as λ → ∞ we have asymptotics of the form
Here a φ is nonzero if φ(0, 0) = 0. Standard methods in resolution of singularities (again we refer to [AGV] for details) show that o = g, and also in the notation of (1.6) that e = d except possibly when the Hessian determinant of s is nonvanishing at (0, 0). It turns out that the same methods show that one has analogous asymptotics for the more general φ(x, y) satisfying (1.4) considered in this paper, and that the generalization of the statement that o = g once again holds. Thus one could state Theorems 1.1 and 1.2 in terms of the oscillatory index o if one prefers.
One can connect the oscillatory index to Fourier transform decay estimates for surface measures by looking for the optimal q > 0 for which there is an f = 0 or 1 and a neighborhood N of the origin such that for all φ supported on N one has an estimate of the form one has q = g, and when g > situation Theorems 1.1 and 1.2 could be stated in terms of q.
One could go further and not only take the infimum of the oscillatory index under linear perturbations of the phase but also over (x, y) in a neighborhood of (x 0 , y 0 ), as was done in [IKeM] . Because (1.6) holds for all φ supported in a neighborhood N of the origin, the index analogous to g for all points in N must be at least g. In other words, the index g is a lower semicontinuous function. Similar considerations show the oscillatory index is lower semicontinuous. Hence whenever g ≤ 1 2
the infimum of the oscillatory index over all all linear perturbations of the phase and all (x, y) ∈ N must once again be g.
Next, rewrite (1.6) as follows, where X denotes (x, y, z), X 0 denotes (x 0 , y 0 , z 0 ), and n denotes the normal direction to S at (x 0 , y 0 , z 0 ).
One can replace n by another direction and ask how the asymptotics (1.10) change. It is not hard to show that the index g increases. For in any other direction, the integral (1.10) will effectively be an integral over a slat of width Cǫ centered at (0, 0) and by performing the calculation one obtains an upper bound of Cǫ min(2−β,1) . On the other hand, the growth rate in (1.10) will be at fastest the growth rate for the case when s(x, y) = x 2 + y 2 , and again doing a calculation one sees in this case that g = 1 − β 2 < min(2 − β, 1). Thus the normal direction always gives the slowest growth rate in ǫ. Hence one could have defined g as the infimum of the growth rate exponents over all directions.
One can pursue this idea further and not only take the infimum of the growth rate exponents over all directions but also over all (x, y, z) in a neighborhood of (x 0 , y 0 , z 0 ) (not even restricting to points on S). Call this infimum h. By the lower semicontinuity of g, one has that h = g. Thus the statements of Theorems 1.1 and 1.2 could have been reformulated in terms of h in place of g. This type of formulation is made in [IoSa] , where they conjecture that if S is a smooth compact surface in any dimension, and φ(x, y) = 1, then if p > 2 the operator M is bounded on L p if and only if |d(S, H)| 2 The resolution of singularities theorems and some consequences.
We will make use of a couple of resolution of singularities theorems from the author's earlier work. For the first, we first rotate coordinates so that ∂ Write the Taylor expansion of s(x, y) at the origin as α,β s α,β x α y β . Divide the xy plane into eight triangles by slicing the plane using the x and y axes and two lines through the origin, one of the form y = mx for some m > 0 and one of the form y = mx for some m < 0. One must ensure that these two lines are not ones on which the function α+β=o s α,β x α y β vanishes other than at the origin. After reflecting about the x and/or y axes and/or the line y = x if necessary, each of the triangles becomes of the form T b = {(x, y) ∈ R 2 : x > 0, 0 < y < bx} (modulo an inconsequential boundary set of measure zero). The version of the real analytic case of Theorem 2.1 of [G2] that is pertinent here is what was called Theorem 2.1 in [G1] :
2 : x > 0, 0 < y < bx} be as above. Abusing notation slightly, use the notation s(x, y) to denote the reflected function s(±x, ±y) or s(±y, ±x) corresponding to T b . Then there is a a > 0 and a positive integer N such that if F a denotes {(x, y) ∈ R 2 : 0 ≤ x ≤ a, 0 ≤ y ≤ bx}, then one can write
, and s i > 1, such that after a coordinate change of the form η i (x, y) = (x, ±y + k i (x)), the set D i becomes a set D ′ i on which the function s • η i (x, y) approximately becomes a monomial d i x α i y β i , α i a nonnegative rational number and β i a nonnegative integer in the following sense.
In [G2] it was shown that one can may do the constructions so that s i ≤ M i for all i whenever k i (x) is not of the form p i x.
On the domains D ′ i for which β i = 0 and k i (x) is not of the form p i x (i.e. there exists a nonzero l i x s i term) we must do a second resolution of singularities, this time simultaneously resolving the singularities of s • η i (x, y), ∂ y (s • η i (x, y)), and ∂ yy (s • η i (x, y)). (Because the coordinate changes are effectively translations in y for fixed x, such y derivatives commute with the coordinate changes and thus such a resolution of singularities makes sense.) To perform this simultaneous resolution of singularities, we use following theorem from [G3] . Although it is stated for real analytic functions of x and y, the same proof holds for real analytic functions of 
We will also make use of the following corollary to Theorem 2.2, which follows from Corollary 2.3 of [G3] .
Corollary 2.3. Let η il (x, y) denote the composition of the coordinate changes in Theorem 2.2. For any given K, however large, the D ′ il can be constructed so that there is a constant
We now describe some consequences of Theorems 2.1 and 2.2 that we will make use of in section 4. These facts are best described in terms of Newton polygons. Let f (x, y) denote a power series in x 1 N and y for some positive integer N, and write
Definition 2.4. For any (a, b) for which f ab = 0, let Q ab be the quadrant {(x, y) ∈ R 2 : x ≥ a, y ≥ b}. Then the Newton polygon N(f ) of f (x, y) is defined to be the convex hull of the union of all Q ab .
The boundary of N(f ) consists of finitely many (possibly none) bounded edges of negative slope as well as an unbounded vertical ray and an unbounded horizontal ray. We write these slopes as −
, where p n = 0 and p 0 = ∞. We denote by (a i , b i ) the vertex of N(f ) joining the edge of slope − 
for j = i. When i = 0 the same is true if we replace the condition
by the condition that |y| < δ|x| p 1 , and if i = n − 1 the same is true if we replace the condition 1 δ |x| p i < |y| < δ|x| p i+1 by the condition that |y| > 1 δ |x| p n−1 . For brevity, we refer to the proof of Lemma 2.4 of [G5] for a proof of of a slight variant of these facts (the analogue for smooth functions) rather than present the full argument here.
We now give some pertinent consequences of the above considerations. If (α i , β i ) is as in Theorem 2.1 or 2.2 for s(x, y) or some S j (x, y) respectively, then (α i , β i ) is a vertex of the Newton polygon of the function. Furthermore, if (α i , β i ) is between the edges with slopes − 
Recall we are first applying Theorem 2.1 to s(x, y) and then we are applying Theorem
is not linear after the application of Theorem 2.1. Thus if Theorem 2.2 is applied, after the application of Theorem 2.1 s • η i (x, y) was comparable to x α i and the lower edge of D ′ i was on the x-axis. As a result, (α i , 0) was the lowest vertex of the Newton polygon of s • η i (x, y) after this application of Theorem 2.1. Consequently, if ζ il (x, y) denotes the coordinate change analogous to η i (x, y) for this application of Theorem 2.2, then
is still comparable to x α i after applying Theorem 2.2 and (α i , 0) is still the lowest vertex of the Newton polygon of s il (x, y).
Next, let (γ il , δ il ) be such that ∂ yy s il (x, y) is comparable to x γ il y δ il after the above application of Theorem 2.2. Let (A il , B il ) denote the upper vertex of the lowest non-horizontal edge of the Newton polygon of s il (x, y) and let (0, B ′ il ) denote the intersection of the y axis with the line extending this edge.
Proof. By the above discussion, (γ ij , δ ij ) is a vertex of the Newton polygon of ∂ yy s il (x, y),
is a vertex of the Newton polygon of ∂ yy s il (x, y). Hence one may take v i = A il and v 2 = B il − 2 and the right-hand inequality of (2.3) follows.
As for the left-hand inequality, the lowest non-horizontal edge of N(f ) for f = s il (x, y) connects (A il , B il ) to (α i , 0), and since the lowest vertex dominates here we have
is on the line containing this edge, for some e > 0 we have
This gives the left-hand inequality of (2.3) and we are done.
dy is finite for all t < g, where g as in Theorems 1.1 and 1.2.
Proof. Let n il be such that the slope of the lowest nonhorizontal edge of the Newton polygon of s il (x, y) has slope − 1 n il . So |s il (x, y)| ∼ x α i on a set of the form 0 < x < r, 0 < y < νx n il for some small r and ν. The definition of g implies that |s(x, y)| −t |(x, y)| −β is finite on a neighborhood of the origin if t < g. As a result, we have
Since |s il (x, y)| ∼ x α i and |(x, y)| ∼ x on this domain of integration, whenever t < g we have that
As a result, for all t < g one has t <
. Next, note that the definition of B ′ il can be rewritten as just
Performing the y integration first in (2.7), we see that (2.7) is finite if
. The latter condition holds due to the finiteness of (2.6), and the former condition holds since t <
. This completes the proof of Lemma 2.6.
3 Preliminary lemmas and an overview of the proofs of Theorems 1.1 and 1.2.
Preliminary lemmas
It is well-known in the field (we refer to chapter 11 of [S2] for details) that complex interpolation between L 2 and L ∞ bounds for damped versions of a given maximal average can often be used in proving optimal L p boundedness of the original maximal average. As was described in [SoS] , in such an interpolation the following lemma is useful. It provides a way of reducing L 2 boundedness of maximal averages to oscillatory integral decay estimates, and has been used in various papers in this subject, including [IoSa] .
Theorem 3.1. ( [SoS] ) Suppose dσ is a measure on R n such that for some ν > 0 the following holds for all multiindices with |α| = 0, 1.
Then there is a constant B depending on A and ν such that
In order to prove the needed Fourier transform decay estimates in our setting, we will make use of two Van der Corput style theorems. The first is the standard Van der Corput lemma (see p. 334 of [S2] ).
If k = 1, the same is true if we add the conditions that P (x) is C 2 and that
The second Van der Corput style lemma we will use is a version proved in [G1] that holds for mixed partial derivatives.
Lemma 3.3. Let I 1 and I 2 be closed intervals of lengths l 1 and l 2 respectively, and for some strictly monotone functions f 1 (x) and f 2 (x) on
Further suppose that Ψ(x, y) is a complex-valued function on R that is C 1 in the y variable for fixed x, such that |Ψ(x, y)| < N ∀x, y and
If R ′ ⊂ R such that the intersection of R ′ with each vertical line is either empty or is a set of at most l intervals, then the following estimate holds.
The following lemma characterizes when the Hessian determinant of a smooth function near the origin has an identically zero Taylor series at the origin.
Lemma 3.4. Let f (x, y) be a smooth function on a neighborhood of the origin with a zero of order n > 1 at the origin, such that the Hessian determinant of f (x, y) vanishes to infinite order at the origin. Then there is a linear map L such that the Taylor series of f (L(x, y)) at the origin is of the form a(x, y)y n , where a(0, 0) = 0.
Proof. Let f (x, y) be any smooth function on a neighborhood of the origin with a zero of order n at the origin. Write the Taylor expansion of f (x, y) at the origin in the form a,b f a,b x a y b , and the Taylor expansion of the Hessian determinant of f (x, y) at the origin as a,b h a,b x a y b . For any m > 0, let e m be the minimum value of a + mb amongst all nonzero f a,b , and let f m (x, y) = a+mb=em f a,b x a y b . Similarly, if the Taylor expansion of the Hessian is nonzero let l m be the minimum value of a + mb amongst all nonzero h a,b , and let
If the Hessian determinant of f m (x, y) is not identically zero, then the Taylor expansion of h(x, y) at the origin is equal to the Hessian determinant of f m (x, y) plus possibly some terms for which a + mb is geater than l m . Thus in any situation where the Taylor expansion of h(x, y) vanishes to infinite order at the origin, the Hessian determinant of each f m (x, y) must be also be identically zero. Now we suppose that the Taylor expansion of h(x, y) vanishes to infinite order at the origin. If the Newton polygon of f had a vertex (α, β) with α, β = 0, then we could find some m for which f m (x, y) is a multiple of x α y β , a function whose Hessian determinant is of the form cx 2α−2 y 2β−2 for some c = 0 and is therefore not identically zero. Thus the only vertices of the Newton polygon lie on the x and y axes. If there is a vertex on only one of these two axes, then we are done. Otherwise, if − 1 m denotes the slope of the edge of the Newton polygon connecting the two vertices, then f m (x, y) must have vanishing Hessian determinant. But some algebra shows (see Corollary 2.2 of [dBvdE] for a more general result) that f m (x, y) must be of the form (cx + dy) n for some nonzero c and d. So if we do the linear coordinate L change turning (x, y) to (x, y − (c/d)x), then f (L(x, y))'s Newton polygon has a vertex at (0, n) but not at (n, 0). Since the Hessian of f (L(x, y)) is also identically zero, by the above considerations this new Newton polygon can have vertices only on the x or y axes. If it had vertices on both axes, then like before the vertices would have to be (0, n) and (n, 0). Since there is no vertex at (n, 0), we conclude that the Newton polygon has exactly one vertex, at (n, 0). This completes the proof of Lemma 3.4.
3.2 Overview of the proof of Theorem 1.1.
We rewrite (1.1) in coordinates for which (0, 0, 1) is normal to S at (x 0 , y 0 , z 0 ). Let x 0 = (x 0 , y 0 ) and x ′ = (x ′ , y ′ ). We then have
For our complex interpolation, we embed the maximal operator M in an analytic family of operators as follows. Let H(x, y) denote the Hessian determinant of s(x, y). Then for a small value of δ to be determined by our arguments, we look at the operators M z defined as follows. Recall that (A il , B il ) denotes the upper vertex of the lowest edge of the Newton polygon of s il (x, y) after applying Theorem 2.2. Lets(x, y) denote the function which is equal to s(x, y) everywhere except on those domains of section 2 where β i = 0, where η i (x, y) was nonlinear so that we had to do a second resolution of singularities, and where B il ≥ 2. On the domains where these three conditions hold, one definess(x, y) in the coordinates of D ′ il to be the function s * il (x, y) = |y
We will see in the notation of Theorem 1.1 that if s > −g is fixed, then if δ is sufficiently small one has the estimate ||M z f || ∞ ≤ C||f || ∞ , where C is uniform over all z with Re z = s. This will follow relatively easily by simply showing that the measures of the surfaces in (3.8) are uniformly bounded over such z. The vast majority of our effort will go into showing that if s > max(0, 1 2 − g) is fixed, then as long as the Hessian determinant of s(x, y) is not identically zero, if δ is sufficiently small one has estimates ||M z f || 2 ≤ C||f || 2 for a constant C that is uniform over all z with Re z = s. Theorem 3.1 will reduce these L 2 estimates to proving a Fourier transform decay estimate which will be the bulk of our effort. Using complex interpolation will then give us Theorem 1.1.
To give an idea of how the Fourier transform decay estimates are proved, let dσ z denote the surface measure being dilated in (3.8). Then shifting coordinates to be centered at X 0 = (x 0 , y 0 , z 0 ) we have
Note that any λ i derivative of (3.9) is of the same form as (3.9) except with φ(x + x 0 , y + y 0 ) replaced by φ(x+x 0 , y +y 0 ) times a smooth function. Thus our arguments bounding | dσ z (λ)| will always lead to the same estimates for each |∂ λ i dσ z (λ)|. Thus for the purposes of applying Theorem 3.1 in this paper, we will always focus on bounding | dσ z (λ)|, with the understanding that the same argument will always give the same bound for each |∂ λ i dσ z (λ)|.
Next, note that it makes sense to define ρ(x, y) = φ(x + x 0 , y + y 0 ) and rewrite (3.9) as dσ z (λ) = e
The conditions (1.4) become
|λ| on a sufficiently small neighborhood, and we will see that applying Van der Corput's lemma for first derivatives on (3.9 ′ ) appropriately will give the estimates needed to apply Theorem 3.1.
Thus the main effort is the situation where |λ 1 | + |λ 2 | ≤ |λ 3 |. For this, the first step will be to divide (3.9 ′ ) into two pieces, depending whether or not |H(x, y)| > |λ| . Specifically we write dσ z (λ) = I 1 (λ) + I 2 (λ), where
On the domain of the first integrand, the Hessian determinant of P λ (x, y), given by λ 3 H(x, y), will be of absolute value at least C|λ| 99 100 . Because this determinant is so large, we will see that using an elaboration of a type of argument often used for nondegenerate phases will provide the needed estimates to apply Theorem 3.1.
For I 2 (λ), we will need to delve deeper. After applying the resolution singularities algorithm of the last section to s(x, y) and its first two y derivatives as described above (2.5), we have domains D i and D Recall the latter occurs when after applying Theorem 2.1 to s(x, y) one has β i = 0 and the coordinate change η i is not linear. To make notation consistent, in the situation where we are applying Theorem 2.1 and Theorem 2.2 we write the combined coordinate change which we called η i • ζ il before as simply η il .
We will separately bound the contribution to (3.11b) arising from each domain D i and D il . We perform the coordinate change η i or η il respectively in (3.11b). Lets i (x, y) and s il (x, y) respectively denotes(x, y) in the transformed coordinates. In the former case we get a term
Here k i (x) is as in the statement of Theorem 2.1, 
Without loss of generality in our arguments we may take the ±iλ 2 in (3.12a) − (3.12b) to be −iλ 2 . It will be better for our arguments if in the linear term in
is combined with the x in the λ 1 x term in (3.12a), with the analogous statement for (3.12b). Thus we write λ 0 = λ 1 + p i λ 2 and K i (x) = k i (x) − p i x. So K i (x) has a zero of order greater than 1 at x = 0. Then (3.12a) becomes
We get an an analogous expression for the integrals (3.12b), which we write as
Note that by our constructions in section 3, K i (x) will be identically zero in (3.13a) when β i = 0 in Theorem 2.1; the cases where k i (x) is not linear and β i = 0 are exactly the situations where one does the second resolution of singularities using Theorem 2.2 and obtains the regions D ′ il . The strategy then will be as follows. In the case where β i ≥ 2 after the application of Theorem 2.1 to s(x, y), which occurs only for terms of the form (3.13a), we do a dyadic decomposition in (3.13a) in both the x and y variables and then estimate each piece separately. We will apply the Van der Corput Lemma 3.2 for second derivatives in the y direction on each dyadic piece, and add over all pieces. We get a decay rate of C|λ| In the case where β i = 1 after applying Theorem 2.1 to s(x, y), which again only occurs in terms of the form (3.13a), one applies the mixed derivative Van der Corput lemma 3.3 and one argues much like in the β i ≥ 2 situation. If β i = 0 after applying Theorem 2.1 to s(x, y), then there are two possibilities. First, K i (x) can be equal to zero in (3.13a). In this case one does a dyadic decomposition in x only, then applies Lemma 3.2 for second derivatives in the x direction instead of y, and argues as in the β i ≥ 2 case.
If β i = 0 after applying Theorem 2.1 to s(x, y), but K i (x) is not identically zero, then our term is necessarily of the form (3.13b). Things are more difficult here since a single application of a second derivative Van der Corput lemma will not suffice on some dyadic pieces. However, one can do the following. To simplify the discussion, we assume the lower boundary of D ′ il is the x-axis. (The argument for the more general situation is not fundamentally different). Letting P λ (x, y) denote the phase function λ 0 x + iλ 2 y + λ 2 K il (x) + λ 3 s il (x, y), observe that
(3.14)
By Theorem 2.1, one has that ∂ xx s il (x, y) ∼ x α i −2 and ∂ xxx s il (x, y) ∼ x α i −3 (α i = 2 in these situations.) In addition, the leading term of the Taylor series of K il (x) is of the form l il x s i for some s i < α i . (There is no l dependence in the exponent s i since the exponent s i does not change after the application of Theorem 2.2.) Thus
has at most one zero in x. Denote this value of x, if it exists, byx. There will be a certain 0 < r < 1 such that if x/x < r or x/x > 1 r , then ∂ xx P λ (x, y) > C|λ|x α i −2 , in which case one can use the Van der Corput lemma for second x derivatives, similarly to how one did in the above case where β i = 0 and K i (x) is identically zero.
When r <x/x < 1 r , one does a dyadic decomposition in x and y over pieces of the form |x −x| ∼ 2 −j , y ∼ 2 −k . Carefully examining the Taylor expansion of s il (x, y), we will see that on each such dyadic piece, we will be able to use a Van der Corput style lemma for second derivatives, either in the x direction, the y direction, or for a mixed second partial, such that adding over all of these dyadic pieces gives the bound of C|λ| −ν needed to apply Theorem 3.1. The analysis will draw on Lemmas 2.5 and 2.6 and is arguably the most technically difficult segment of the proof of Theorem 1.1. Roughly speaking, the phase function in this situation will effectively be of the form
Here p il ≥ 1 and γ il , δ il ≥ 0 where the lowest edge of the Newton polygon of s il (x, y) connects (α i , 0) to (γ il , δ il + 2). Because we are using Van der Corput lemmas for second derivatives, the λ 0 x + λ 2 y plays no role here. The combined effect of the remaining three terms will enable us to use the Van der Corput lemmas in the desired fashion.
The above argument doesn't work when the upper vertex of the lowest non-horizontal edge of the Newton polygon of s il (x, y) is of the form (A il , 1), mainly because Lemma 2.5 doesn't apply to this situation. However, we will see that this case can be dealt with using the mixed derivative Van der Corput Lemma 3.3, quite similarly to the β i = 1 situation described above.
The sharpness statement given by part b) of Theorem 1.1 will be shown via an explicit example.
3.3 Overview of the proof of Theorem 1.2.
The proof of Theorem 1.2 will essentially be a somewhat simpler version of the proof of Theorem 1.1. Because Radon transforms are translation invariant, it suffices to assume the surface S in (1.2) is centered at the origin. In other words, we may assume that (x 0 , y 0 , z 0 ) = (0, 0, 0) in (1.5). Then (1.5) becomes
This time, we embed R in the analytic family R z , where
arbitrarily large finite p, where C is uniform over fixed s.
Sobolev derivatives on L p . Analogous to the case of the maximal averages, this will be proven simply by bounding the integral of |s(x, y)| z and observing that an added |e z 2 | factor makes the bound uniform over Re z = s. We don't use L ∞ here since complex interpolation does not work well with L ∞ Sobolev spaces.
We will then show for s > max(0, 1 2 − g) and Re z = s that one has the estimate
≤ C||f || L 2 with a constant C that is uniform over Re z = s. This will be done by looking at the Fourier transform of the surface measure in (3.16), given by
This is the same as (3.9 ′ ), other than the removal of a magnitude 1 factor in front, a differentnamed cut-off function, and most importantly, with the |H(x, y)| −δz removed. The effect of the removal of the |H(x, y)| −δz factor is that in imitating the above analysis following (3.9 ′ ), we will get a bound of C s |λ| derivatives, this will give the desired estimates.
Using complex interpolation between the two vertical lines above will then give Theorem 1.2a) for p > 2. Using duality about p = 2 will then give it for remaining p. The sharpness statement of part b) will follow relatively quickly from a sharpness statement from [G6] . 
Using the notation of (3.8), for z = s + it with s > −g we first define E(z) by
is the L 1 norm of the density function of the maximal function M z f as written in (3.8). Shifting variables by x 0 in (4.1) and letting r be such that ρ(x, y) is supported on |(x, y)| < r we get
Using (3.10) we get Then by Hölder's inequality applied with the measure |(x, y)| −β dx dy, we have
We write the integral in (4.4) as
Using the definition (1.6) of g whens(x, y) = s(x, y), and Lemma 2.6 otherwise, we have that the quantity (4.5) is bounded by
Using that s < 0, we see that as long as p ′ < − g s , the sum (4.6) is finite. As a result E(z) is uniformly bounded over z with Re z = s. Because E(z) is the L 1 norm of the density function of the maximal function M z f , this means that if p ′ < − g s then one has estimates ||Mf || ∞ ≤ C||f || ∞ with constant C uniform over z with Re z = s. Whenever 0 > s > −g, we have that − g s > 1 and there will be some value of p for which 1 < p ′ < − g s
. For this value of p one can choose δ small enough for the above argument to work. As a result, whenever 0 > s > −g we have ||Mf || ∞ ≤ C||f || ∞ with constant C uniform over z with Re z = s, as needed.
Fourier transform estimates when |λ
We assume z is such that s = Re z > max(0, 1 2 − g), and we will bound the surface measure Fourier transform (3.9 ′ ) under the assumption that |λ 1 | + |λ 2 | > |λ 3 |. Note that g is maximized when s(x, y) is the nondegenerate function x 2 + y 2 , and a simple calculation reveals g = 1 − β 2 in this case. Thus we always have s > 1 2
. Sinces(x, y) has a zero of order at least 2 at the origin, this means that if s > max(0,
Since |H(x, y)| δs is bounded and |ρ(x, y)| ≤ A|(x, y)| −β by (3.10), if s > max(0,
We break the integral (3.9 ′ ) into |(x, y)| ≤ parts. To estimate the first part, we simply take absolute values of the integrand and integrate, using (4.8). The result is a bound of C|λ| −1 . Thus we devote our attention to the second term, which we denote by J(λ). Thus we have
, where J i (λ) is the portion of (4.9) in one of the four quadrants. Assuming we are in a sufficiently small neighborhood of the origin, there is a finite list of directions {v j } N j=1 not in the x or y direction and a constant C such that on the domain of integration of each J i (λ) there is some v i such that
One can choose v i such that (4.10) holds due to the condition that |λ 1 | + |λ 2 | > |λ 3 | and the fact that ∇s(0, 0) = 0.
We would like to now apply the Van der Corput lemma, Lemma 3.2, for first derivatives in the v i direction in (4.9). Becauses(x, y) is built from finite-type functions, we can choose the v i such that each cross-section of the domain of integration in (4.9) in the v i direction can be written as the union of boundedly many intervals on whichs(x, y), ∂ v is (x, y), and ∂ v i v is (x, y) are nonvanishing. If H(0, 0) = 0, we may also assume each such cross-section is the union of boundedly many intervals on which H(x, y) and ∂ v i H(x, y) are nonvanishing. As a result, each cross-section is the union of boundedly many intervals on which Lemma 3.2 for first derivatives applies and one can add the resulting estimates.
To understand the estimate one obtains from this application of Lemma 3.2, one must examine the result of integrating the absolute value of ∂ v i (|s(x, y)| z |H(x, y)| δz ρ(x, y)) in the v i direction. If the derivative lands on ρ(x, y), one incurs an additional factor of C|(x, y)| −1 due to (3.10). Using (4.8) and the fact that the intervals of integration have length bounded by C|(x, y)|, the integral of this term is therefore bounded by C|(x, y)| −1 .
If the derivative lands on |s(x, y)| z , the |s(x, y)| z becomes z|s(x, y)| z−1 ∂ v i |s(x, y)|. Observe that by (3.10) and the fact that H(x, y) is bounded, we have
Since |(x, y)| is within a constant factor of some fixed |(x * , y * )| on any interval of integration, on such an interval we then have at the endpoints. Since we are assuming s = Re z is fixed here, we can incorporate it into the constant C. Using (4.7) this is at most C|z||(x * , y
If H(0, 0) and the derivative lands on the function |H(x, y)| δz , similarly to the above situation one gets a term whose integral is bounded by C|z||(x * , y * )| −1 . If H(0, 0) = 0, the derivative simply causes a C|z| factor to be incurred and the integral of the resulting term is bounded by C|z|.
Thus regardless of where the derivative lands, the absolute value of the resulting term integrates to C|z||(x * , y * )| −1 . Thus when applying Lemma 3.2 in the v i direction, this expression can be used as a bound for the term called
. By (4.8) it can also be used for a bound for the |ψ(b)| term there. Thus if we apply Lemma 3.2 in the v i direction in (4.9) and then integrate the result in the x direction, one obtains
Performing the integration, and observing that |ze z 2 | is bounded on any vertical line in the complex plane, we obtain
Here C ′′′ is independent of Im z for fixed s. Adding (4.12) over the four quadrants and adding the result to the C|λ| −1 bound for the |(x, y)| ≤ 1 |λ| portion, we see that if |λ 1 | + |λ 2 | > |λ 3 |, then in the notation of (3.9 ′ ) we have shown that
This is stronger than the exponent − 1 2 − ν needed to apply Theorem 3.1.
We now estimate |I 1 (λ)|, where I 1 (λ) is as in (3.11a). The argument is based on a similar argument in [G7] . The idea is as follows. In the case of nonvanishing Hessian determinant, one can get the traditional estimate |I 1 (λ)| < C|λ| −1 . On the support of the integrand of I 1 (λ), the Hessian determinant H(x, y) is at least |λ| − 1 100 , and we will see that after an argument elaborating that of the case of nonvanishing Hessian determinant, we still get an estimate |I 1 (λ)| < C|λ| Since s(x, y) is of finite type and we are proving a local result, shrinking our neighborhood of the origin if necessary we may let u and v be nonparallel directions such that for some k ≥ 2, ∂ Let a 1 and a 2 be the constants defined by a 1 = −∂ u (
y). Let D r be the disk of radius r centered at the origin, where r is as above. Define the sets A 1 , A 2 , and A 3 by
Correspondingly, write the contributions to I 1 (λ) from A 1 , A 2 , and A 3 as J 1 (λ), J 2 (λ), and J 3 (λ) respectively. To analyze J 1 (λ), we apply Lemma 3.2 for first derivatives in the u direction. Since ∂ k u s(x, y) is nonvanishing, the condition (4.14a) will cause there to be boundedly many intervals on which to apply the lemma.
Note that |H(x, y)| δz and |s(x, y)| z are bounded since Re z > 0 here and that |ρ(x, y)| < C|λ| 2 100 on the domain of integration due to (3.10) and the condition that |(x, y)| > |λ| ′ (x)| dx in (3.4), we get several terms, depending on where the derivative lands. If it lands on the ρ(x, y) factor, we gain a factor of C|(x, y)| −1 < C ′ |λ| 1 100 due to (3.10), so that this term contributes C|λ|
If the derivative lands on the |H(x, y)| δz factor and H(0, 0) = 0, we take absolute values and integrate in the u direction, using that |∂ k ′ u H(x, y)| is nonvanishing to ensure that there are boundedly many intervals on which H(x, y) is nonzero and monotone and thus on which we can integrate back its u-derivative. The result is a bound of C|z||λ| 2 100 . Although we get a C|z| factor here, the presence of the e z 2 in the damping factor is more than enough to compensate. If H(0, 0) = 0, then a derivative landing on |H(x, y)| δz has the effect of simply adding a C|z| factor, which gives the same estimate as the H(0, 0) = 0 situation.
Lastly, suppose the derivative lands on the factor |s(x, y)| z . The directions u and v were defined so thats(x, y) has certain nonvanishing higher order derivatives in the u and v directions. So one can argue as above, breaking up the one-dimensional integration into boundedly many intervals on whichs(x, y) is nonzero and monotone. Hence we get the same upper bounds as before.
We have now considered all possible places the derivative can land, and we see that the s(x, y) is nonvanishing ensures that in v direction, one still has boundedly many intervals on which to apply Lemma 3.2.
We now move on to J 3 (λ). We write the domain of integration as the union of at most C|λ| 2 100 subdomains, each of which is the intersection of the original domain of integration with a square of diameter c|λ| − 1 100 , where c is a constant to be determined by our arguments.
Let S be any of these squares. We consider the level sets of ∂ u s(x, y) and ∂ v s(x, y) on S. The gradients of both functions are bounded below in absolute value by C|H(x, y)|. Since in the case at hand |H(x, y)| > |λ| of the squares sufficiently small. As a result, if c is small enough the level sets of both ∂ u s(x, y) and ∂ v s(x, y) do not self-intersect on S. Hence we may use ∂ u s(x, y) and ∂ v s(x, y) as coordinates on S. In particular, we may evaluate the measure of the set A 3 ∩ S, where A 3 is as in of (4.14c), by changing into these coordinates in the integral of its characteristic function. The result is
(4.15)
So we conclude that |A 3 ∩ S| < C ′ |λ| Since the integrand of J 3 (λ) is uniformly bounded on Re(z) = s > 0, we conclude that Here we are bounding (3.13a), and in the case at hands(x, y) = s(x, y). As always, we assume Re z is some fixed s > max(0, 1 2 − g). We split the integral (3.13a) dyadically in both x and y. Let J jk denote the interval [2
So we are bounding j,k |I jk (λ)|, where
We will apply the Van der Corput Lemma 3.2 in the y direction for second derivatives. Note that the second y derivative of the phase function in (4.17) is given by −λ 3 ∂ yy s i (x, y), and by (2.1) one has |∂ yy s i (x, y)| > Cx
. This is the second derivative lower bound that we will use in Lemma 3.2.
The rotation performed at the beginning of section 2 ensures that ∂ o y s(x, y) is nonzero, where o is the order of the zero of s(x, y) at the origin, and that ∂ p y H i (x, y) is nonzero for some p ≥ 1 if H i (0, 0) = 0. As a result, for fixed x there are boundedly many intervals in the y direction on which s i (x, y) and ∂ y s i (x, y) are nonzero, and the same is true for H i (x, y) and ∂ y H i (x, y) if H i (0, 0) = 0. We apply Lemma 3.2 on each of these intervals and add the results. To this end, we must bound the quantity (3.4). First, writing z = s + it, note by (3.10) that
Next, we examine the y derivative of |s i (x, y)| z |H i (x, y)| δz e z 2 ρ i (x, y). We get several terms, depending on which factor the derivative lands. Suppose it lands on the |s i (x, y)| z . Note that
by (2.2), one therefore has that
Suppose the derivative lands on ρ i (x, y). By (3.10) and the fact that the coordinate change η i (x, y) is of the form (x, y + k i (x)) where k i (x) has a zero of order at least one at the origin, ρ i (x, y) also satisfies (3.10). Thus the derivative results in an additional factor of C 1 x . Since |y| < C ′ |x| on all D i , this is better than incurring a factor of C 1 y
. Thus in view of (3.10) we have
Comparing (4.19) and (4.20) to (4.18) in the context of (3.4), we see that when seeking to apply Lemma 3.2 to the y integral in the dyadic rectangle, the terms where the derivative lands on ρ i (x, y) or |s i (x, y)| z give a contribution in the integral term of (3.4) that is no worse than C|z| times the bound given by (4.18) for the term denoted by ψ(b) in (3.4).
−jβ (recall |y| < C|x| on all of our domains), we may write this bound in the form
Lastly, we consider the term where the derivative lands on |H i (x, y)| δz . First suppose H i (0, 0) = 0. We bound all the remaining factors by constants as in (4.21), and then integrate the resulting function
, to once again get a bound of (4.21). In the case where H i (0, 0) = 0 the derivative just causes an additional C|z| factor to be incurred, so (4.21) still holds.
Combining all of the above, we see that in the situation at hand, the expression in parentheses on the right in (3.4) is bounded by (4.21). Since ze z 2 is bounded on any vertical strip in the complex plane, there is a constant C s independent of Im z such that we may write the bound as
We now are in a position to apply Lemma 3.2 in the y direction. Since β i > 1, we have |∂ yy s i (x, y)| > c2 −jα i 2 −k(β i −2) for some constant c. Note that since |λ 1 | + |λ 2 | ≤ |λ 3 |, we have |λ| ∼ |λ 3 |. Applying Lemma 3.2 in the y direction and integrating the result in x, we obtain
It is more convenient for our arguments to write this in the form
Since s > max(0, , g). In this notation, (4.23a) becomes
We next divide the I jk into two types, in accordance with the domain of integration of (4.17). The first type of I jk are those for which |(x, y)| > C 0 |λ| − 1 100 holds on the whole interval
, where C 0 is chosen such that in this situation |η i (x, y)| > |λ| − 1 100 on J jk ; this can be done since by the form of η i (x, y) given in Theorem 2.1, we always have |(x, y)| ∼ |η i (x, y)|. Given the form of the integral (4.17), on the domain of integration of any I jk of the first type one has |H i (x, y)| < |λ| − 1 100 . The second type of I jk are simply those which are not of the first type. On the domain of integration of the second type of I jk one has |(x, y)| < C 1 |λ| − 1 100 for some constant C 1 .
For I jk of the first type, we insert |H i (x, y)| < |λ| − 1 100 into (4.23b) and add over all such I jk . The result is a bound of
Here r is small enough so that the support of ρ i (x, y) is contained in the domain of integration of (4.24). The definition (1.6) of g implies that if r is sufficiently small, then
|s(x, y)| −h |(x, y)| −β dx dy is finite for h < g and infinite for h > g. Since g * < g, , with a constant independent of Im z, this suffices for our application of Theorem 3.1.
We now move to I jk of the second type. Let g * * satisfy g * < g * * < min( We insert this into (4.23b), and use the fact that H i (x, y) is a bounded function to conclude that
We add this over all I jk of the second type. Using that g * * < g, we get a bound of
Since the exponent here is once again less than − 1 2
, with a constant independent of Im z, this again suffices to apply Theorem 3.1. Adding the estimates obtained above over I jk of both types gives a bound of the form C s |λ|
−νs for (3.13a) as needed.
Case 2: β i = 1. Like above,s(x, y) = s(x, y) here. We once again decompose (3.13a) dyadically in both x and y, and bound j,k |I jk (λ)|, where I jk (λ) is as in (4.17). This time, we use Lemma 3.3 in place of Lemma 3.2. Because the damping function in (4.17) is not necessarily a C 1 function of y for fixed x, strictly speaking Lemma 3.3 does not immediately apply, but the proof of Lemma 3.3 in [G1] works equally well if for fixed x the damping function is a piecewise C 1 function where the number of pieces is uniformly bounded. This is indeed the situation at hand. By (2.1) we have s i (x, y) ∼ 2 −jα i 2 −k and ∂ xy s i (x, y) ∼ 2 −j(α i −1) on the domain of integration of (4.17). As a result, if P λ (x, y) denotes the phase function in (4.17) then we have |∂ xy P λ (x, y)| ∼ |λ|2 −j(α i −1) on the domain of integration.
The quantity called {y:(x,y)∈R} |∂ y Ψ(x, y)| dy in (3.5b) is exactly the integral in y of y) ) that was computed above. Thus the quantity N of (3.5b) satisfies the same bound that the quantity |ψ(b)| + b a |ψ ′ (x)| dx of (3.4) was computed to satisfy above. Namely, we have that N is bounded by the right-hand side of (4.21 ′ ). Applying Lemma 3.3 now, we get that
This reduces to exactly (4.23a). Arguing exactly as in the steps following (4.23a) gives a bound of C s |λ|
−νs for (3.13a) once again.
Case 3: β i = 0 and η i is linear.
In this case, K i (x) = 0 in (3.13a). As a result, the second x derivative of the phase in (3.13a) is the given by that of the λ 3 s i (x, y) term, and thus by (2.1) has magnitude ∼ |λ 3 x α i −2 | ∼ |λx α i −2 |. We decompose (3.13a) dyadically in the x variable only this time. Let L j be the interval [2 −j−1 , 2 j ]. We will bound j |N j (λ)|, where N j (λ) is given by
We apply Lemma 3.2 for second derivatives in the x direction in (4.28). Although we are integrating in the x direction, we can bound the quantity (3.4) in much the same way as we did for y derivatives in (4.18) − (4.21 ′ ). For (3.10) implies that our bounds for |∂ x ρ i (x, y)| are the same as our bounds for |∂ y ρ i (x, y)|. Taking an x derivative of |s i (x, y)| z induces a C|z| 1 x factor analogous to the C|z| 1 y factor in (4.19), and an x derivative landing on |H i (x, y)| can be dealt with exactly as a y derivative landing on |H i (x, y)| was dealt with in the paragraph above (4.21 ′ ). In particular, the real-analyticity of H i (x, y) in x 1 N and y will ensure we always have boundedly many intervals of integration when H i (0, 0) = 0. The result is that in the case at hand, the expression in parentheses on the right of (3.4) is given by
Applying Lemma 3.2 in the x direction in (4.28) and then integrating the result in y, using that the second dervative of the phase is ∼ |λx α i −2 |, gives
Here M i is as in Theorem 2.1; that is, the cross-sectional width of
when β i = 0. This time, it is more convenient to write this in the form
Now one may argue as after (4.23a) to get the desired bound
−ηs for some positive η s .
Case 4: β i = 0, η i is not linear, and B il = 1.
We now suppose β i = 0 and B il = 1, where recall (A il , B il ) denotes the upper vertex of the lowest nonhorizontal edge of the Newton polygon of s il (x, y), as in Lemma 2.5. Let − 1 m il denote the slope of this lowest nonhorizontal edge. Our constructions are such that the domain D ′ il of (3.12b) must be a subset of {(x, y) : |y| < C|x m il |} for some C, roughly speaking since a term of the form d i x α i cannot dominate the Taylor expansion of s il (x, y) on any larger set. The Newton polygon of ∂ y s il (x, y) has a vertex at (A il , 0) which is the lower vertex of an edge of this Newton polygon of slope less than −
il . We decompose (3.13b) dyadically in the x variable only this time. Again let L j be the interval [2 −j−1 , 2 j ]. We will bound j |M j (λ)|, where M j (λ) is given by
We apply Lemma 3.3, using that |∂ xy s il (x, y)| ∼ 2 −j(A il −1) . The N of (3.5b) is determined as in the β i = 1 case, and is given by
So if we let a il be such that the width of the vertical cross sections of D ′ il is ∼ x a il , and recall that |s il (x, y)| ∼ x α i here, then Lemma 3.3 gives that
we must have a il ≥ m il . Furthermore, since (α i , 0) and (A il , 1) are joined by an edge of the Newton polygon of s il of slope − 1 m il , we also have α i − A il = m il . Thus (4.33) implies that
There are c, r > 0 such that |s il (x, y)| ∼ x α i on {(x, y) : 0 < x < r, 0 < y < cx m il }. Thus we may rewrite (4.34) in the more convenient form
This is the estimate of (4.31), so once again one may argue as after (4.23a) to get the desired
Case 5: β i = 0, η i is not linear, and B il > 1.
This is the most difficult case. Once again we are bounding (3.13b). Note that this time we use |s * il (x, y)| z in the damping function for |s il (x, y)| z . The second x derivative of the phase in (3.13b) is given by −λ 2 K ′′ il (x) − λ 3 ∂ xx s il (x, y). By (2.1), for some d il > 0 and a small η > 0 the term
, where l il = 0 and s i > 1. We write s i and not s il because this exponent is the same for all l, given i.
Thus on a small enough neighborhood of x = 0, we have that
Consequently, using the fact that 1 < s i < α i as was shown in [G2] , on a small enough neighborhood of the origin, if x 0 is such that −λ 2 l il s i (s i − 1)x
= 0, then for some c > 0 and some 0 < s < 1, if
If the signs of λ 2 l il and λ 3 d il are the same, so that no such x 0 exists, then (4.36) will always hold, and as a result one can bound (3.13b) by C s |λ|
−η exactly as one proved the bounds in the case when β i = 0 and η i was linear. If x 0 does exist, one can bound the
< s portion of (3.13b) by C s |λ|
−η in the same fashion. Because we are now using |s * il (x, y)| z in the damping function, we do need to make use of the fact that the integral of (s * il (x, y)) −t over D ′ il is finite whenever t < g, which follows from Lemma 2.6. Thus in our future arguments it suffices to prove our bounds for the s < The constant µ is chosen to be small enough so that for some r > 0, for all 0 < x < r and 0 ≤ y < µx m il we have
That we can ensure that (4.37) holds follows from the fact that in the proofs of Theorem 2.1 and 2.2 there is some slack in the sense that h il can be replaced by h il − µ for sufficiently small µ > 0.
Note that in the new coordinates we still have
. This is because y in the old coordinates is comparable in magnitude to y in the new coordinates. Also, (α i , 0) is the lowest vertex of the Newton polygon ofs il (x, y), the B il and B ′ il of Lemmas 2.5 and 2.6 are unchanged, and those lemmas will still hold in the new coordinates, again using that y in the old coordinates is comparable in magnitude to y in the new coordinates. Using the chain rule, we also see that Corollary 2.3 still holds. In fact, the bounds of Corollary 2.3 will also hold when 0 ≤ y < µx m il if µ were chosen small enough.
So for the purpose of our subsequent arguments, which will not use any aspects of Theorem 2.1 and 2.2 that do not hold in the new coordinates, we are able to replace s il (x, y) bys il (x, y), replace |s * il (x, y)| z by the corresponding |s *
il by the transformed domain, and add the condition (4.37).
In view of the defintion of x 0 , one might ask if x 0 in the old coordinates can be shifted enough in the new coordinates so that the s < situation was dealt with above. Unfortunately that is not necessarily the case; it turns out that typically m il is large enough in the cases being considered that x 0 remains unchanged.
We now proceed to bound the s < x x 0 < 1 s portion of (3.13b). Let e il x α i be the initial term of the Taylor expansion of s il (x, 0). We define x 1 by the condition that
Here as before
. Since x 0 was defined similarly to x 1 , with e il replaced by d il , for some constant C one has 1 C x 1 < x 0 < Cx 1 . Thus the (x, y) for which s <
is the leading term of ∂ xx s il (x, 0) and e il α i (α i − 1)x α i is the leading term of K ′′ il (x), on a small enough neighborhood of the origin we have that the points where s <
is a subset of the points where t < , where 0 < t < s ′ . Thus for our purposes it suffices to bound the portion of (3.13b) for which t < Lemma 4.1. On a sufficiently small neighborhood of the origin, at the points where t < there is a constant C for which
Proof. First note that since |λ 1 | + |λ 2 | < |λ 3 | here, we can replace |λ| by |λ 3 | when proving (4.40). We use the fact that the first
The two terms in (4.40) are of comparable magnitude, but because α i = s i they will no longer cancel near x = x 2 . Instead, if δ > 0 is sufficiently small, then on |x − x 2 | < δ|x 2 |, (4.41) will be of magnitude greater than some C times the magnitude of the individual terms, giving a lower bound of C|λ|x
. Given this lower bound for the magnitude of the derivative of λ 2 ∂ xx s il (x, 0) + λ 3 K ′′ il (x) and the fact that this function has a zero at x = x 2 , the estimate (4.40) follows on |x − x 2 | < δ|x 2 |.
On the other hand, suppose |x − x 2 | > δ|x 2 |. On a sufficiently small neighborhood of the origin, up to error terms the left-hand side of (4.40) is given by |λ 2 l il s i (s i − 1)x s i −2 + λ 3 e il α i (α i − 1)x α i −2 |, which has a zero at x = x 1 . If we are near enough to the origin, then |x 2 /x 1 | will be between 1 − and |x − x 2 | > δ|x 2 | will imply |x − x 1 | > δ 2 |x 1 |, which will imply that |λ 2 l il s i (s i − 1)x s i −2 + λ 3 e il α i (α i − 1)x α i −2 | is bounded below by an expression of the form of the right-hand side of (4.40). If we are in a sufficiently small neighborhood of the origin, then the error terms will be small enough so that (4.40) holds for t < We now divide the integral (3.13b) dyadically in x and y, centered at (x 2 , 0), recalling thats il (x, y) = s * il (x, y) now, where s * il (x, y) is as in Lemma 2.6. Namely, let L jk = {(x, y) :
−k }, and we seek bounds for jk |I jk |, where
Here H il (x, y), η il (x, y), and so on are replaced by the corresponding functions if we needed to do the additional coordinate change described earlier. The key estimate for |I jk | is provided by the following lemma.
Lemma 4.2. For some constant C one has the following, where as before s = Re z.
Proof. The second y derivative of the phase in (4.42) is given by λ 3 ∂ yy s il (x, y), which is of magnitude ∼ |λ 3 |x γ il y δ il ∼ |λ|x γ il y δ il . One can apply the argument for the β i ≥ 2 case dealt with earlier, and the result is the analogue of (4.23a), which will be (4.43) with a denominator of (|λ|x γ il y δ il +2 ) 1 2 in place of (|λ|x
. Thus in order to prove (4.43) one need only consider the case where for some small constant δ 0 , on L jk one has
The constant δ 0 will be determined by our arguments. We write the Taylor expansion of ∂ y s il (x, 0) as n il x p il + o(x p il ) if the expansion is nonzero. We focus now on the case where this Taylor expansion is not identically zero and where on L jk we have
Then in view of (4.44), on L jk we have
Next, observe that
Note that by Corollary 2.3, which after the final coordinate change applies down to y = 0, we have
Using (4.37) if necessary, the integral on the right is bounded C ′ x γ ij −1 y δ ij +1 , which by (4.46) is in turn bounded by Cδ 0 x p il −2 |x−x 2 |. Since |x−x 2 | < C|x| due to the fact that t <
On the other hand, by the definition of p il one has ∂ xy s il (x, 0) = n il p il x p il −1 +o(x p il −1 ). So by inserting the above bounds for the integral back in (4.47), if δ 0 were chosen appropriately small one gets
So using (4.45), for some constant C, on L jk we have
Since the xy derivative of the phase function in (4.42) is exactly λ 3 ∂ xy s il (x, y), we can now apply the argument of the β i = 1 situation given above, which led to (4.23a). This time, we get the bound
In view of (4.50) and (4.44), one can replace the denominator in (4.51) by the denominator in (4.43). Thus we are done with the proof of Lemma 4.1 in the case where (4.44) and (4.45) hold.
It remains to consider the possibility that (4.44) holds but (4.45) does not, or that the Taylor expansion of ∂ y s il (x, 0) is identically zero. In the former case, since (4.45) does not hold everywhere on L jk , there is a constant C such that on L jk one has
We will apply the Van der Corput lemma for second derivatives in the x direction. We take the second x derivative of the phase function in (4.42) and Taylor expand the λ 3 ∂ xx s il (x, y) term in y, resulting in
The idea now is that the sum of the first two terms in (4.53) are of absolute value at least C|λ||x α i −3 2 (x − x 2 )| by Lemma 4.1, and the magnitude of the remaining terms will be much smaller by (4.44) and (4.52). We first look at the −λ 3 ∂ xxy s il (x, 0)y term. By Corollary 2.3, which in the final coordinates will apply on the x axis, if this term is nonzero we have that
Thus in view of (4.52) we have
Given that |x − x 2 | < C|x| whenever t < , this implies that
Thus if δ 0 is sufficiently small, |λ 3 ∂ xxy s il (x, 0)y| will be small in comparison to the magnitude of the sum of the first two terms in (4.53).
Proceeding now to the integral term of (4.53), by Corollary 2.3 we have
il and using (4.37) below D ′ il if necessary, we have
(4.58)
Using (4.44), this is bounded by C ′ δ 0 x α i −5 |x − x 2 | 3 . Using again that |x − x 2 | < C|x|, this is in turn bounded by C ′′ δ 0 x α i −3 |x − x 2 |. Thus if δ 0 were chosen sufficiently small, the integral term in (4.53) is also of much smaller magnitude than the sum of the first two terms.
Putting the above together, we see that if δ 0 were chosen appropriately small, the sum of the first two terms dominate (4.53), and thus this second derivative of the phase in (4.42) is bounded below by Cx α i −3 |x − x 2 |. We now apply Lemma 3.2 for second derivatives in the x-direction, similar to how we did in the β i = 0, η i (x, y) linear case. The result is the bound It remains to consider the case where (4.44) holds and the Taylor expansion of ∂ y s il (x, 0) is identically zero. In this case, in place of (4.53) we have that the second x derivative of the phase function is now given by
Then exactly as after (4.58), the integral in (4.60) is of far smaller magnitude than the magnitude of the sum of the first two terms if δ 0 were chosen appropriately small. So once again the second x derivative of the phase is bounded below by Cx α i −3 |x − x 2 | and (4.59) holds exactly like before. This concludes the proof of Lemma 4.2.
By Lemma 2.5, we have
il is in that lemma. As a result, using the arithmetic geometric mean inequality, the denominator of (4.43) satisfies
Note that the right-hand side of (4.61) is exactly 2C|λ|
We now add (4.62) over all j for fixed k.
|(x, y)| −β dx dy (4.63)
Since x appears to the − 3 4
power in (4.63), examining the x integral in (4.63) for fixed y we see that
If (x, y, z) is such that z = 0 and sgn(z) = sgn(z 0 ), then there is some t > 0 such that (x, y, z) + tS is tangent to the xy plane at the point (x, y, z) + t(x 0 , y 0 , z 0 ). So by (4.65) we have that Mf (x, y, z) = ∞ for all such (x, y, z) in a neighborhood of the origin. We conclude that M is not bounded on L g , completing the proof of Theorem 1.1b).
, g) as simply y = g. This concludes the proof of Theorem 1.2a).
As for the sharpness statement of part b), suppose we are in the setting of part b). In other words suppose that on some neighborhood of (x 0 , y 0 , z 0 ) one has |φ(x, y)| > C|x−x 0 | −β for some C > 0. Suppose R were bounded from from L p to L p α for some 1 < p < ∞ and α > g. Then by duality, R would also be bounded from
As a result, the Fourier transform of the surface measure on S would decay at a rate of C|λ| −α where α > g. However, by Theorem 1.3c) of [G6] one can never get such a decay rate even in the normal direction. This concludes the proof of Theorem 1.2.
Generalizations to smooth surfaces.
We now describe how the statement and proof of Theorem 1.1 generalizes to the case of smooth surfaces. So now we assume that s(x, y) is a smooth function with s(0, 0) = 0 and ∇s(0, 0) = (0, 0). If s(x, y) has a zero of infinite order at the origin, our upcoming analogue of the Hessian condition of Theorem 1.1 will not be satisfied and no analogue of Theorem 1.2 will hold. So we assume that s(x, y) has a zero of some finite order at (0, 0), in other words, that s(x, y) is of finite type at (0, 0).
We first need to reformulate the definition of the index g, since the definition in the real analytic case relied on the asymptotics (1.6), which do not exist in the general smooth case. Instead, we base the definition on (1.7). We let g be the supremum of all numbers t such that for any sufficiently small r > 0, for all 0 < ǫ < The fact that s(x, y) is of finite type at the origin ensures that g is nonzero. Note that g is the supremum of all t for which |s(x, y)| −t |(x, y)| −β is integrable on a neighborhood of the origin, just as in the real analytic case. This is the key property of g used in the earlier arguments. With this definition of g the new formulation of Theorem 1.1 is as follows. b) If the tangent plane to S at (x 0 , y 0 , z 0 ) does not contain the origin and if on some neighborhood of (x 0 , y 0 ) one has |φ(x, y)| > C|x − x 0 | −β for some C > 0, then M is not bounded on L p for any 1 ≤ p < 1 g .
So there are two differences in Theorem 1.1 in the smooth analogue; there is the adjustment in the Hessian condition in part a), and one no longer includes p = 1 g in the sharpness statement.
Detailed sketch of proof.
We first have to reformulate the resolution of singularities theorems of section 2 so that they apply to smooth functions. The resolution of singularities theorems in [G5] apply to smooth functions, and the real analytic theorems used in this paper all derive in the end from those of [G5] . As a result, one can prove smooth analogues to Theorems 2.1 and 2.2. The statements differ only when the lower boundary of D ′ i or D ′ il respectively is on the x-axis and the associated s • η i or S j • η il satisfies β i > 0. (i.e. when the monomialized function has a power of y in it). When both of these conditions occur, in place of the statements of Theorems 2.1 and 2.2, one can write s • η i or S j • η il as the sum of two functions. One function satisfies the estimates (2.1) or (2.2) just as before, as well as Corollary 2.3, and the second function has a zero of infinite order at the origin. With this version of Theorems 2.1 and 2.2, the rest of section 2 holds as before. Lemma 2.6 holds for example since it applies only when β i = 0 for s • η i in the application of Theorem 2.1.
Next, we consider the damping function that should be used in defining M z in the smooth case, as analogues to those of (3.8) and (3.16). It turns out that we have to adjust the definition ofs(x, y) on those domains D i for which β i > 2. In the real analytic case, s(x, y) is just equal to s(x, y) on these domains. What is needed for the arguments to work is a replacement fors(x, y) that in the coordinates of D as a function of y has the same growth rate that x α i y β i has. This can be seen for example by using the measure version of the Van der Corput lemma (see [C1] ) for β i − 2th derivatives on the function ∂ yy s i (x, y). So since (x α i y β i ) −t is integrable on D ′ i for t < g, the same will be true of x . We first consider the case where β i ≥ 2. The case where β i = 2 proceeds as before, so we assume β i > 2. We adjust the arguments of that section as follows. Instead of doing a dyadic decomposition in x and y and add the results over the various rectangles, we fix x and divide the y intervals of integration in (3.13a) into portions J x,j where 2 −j−1 < |∂ yy s i (x, y)| ≤ 2 −j on J x,j . Using Lemma 3.2 for second derivatives in the y direction, one shows that the integral over J x,j satisfies the same estimate that held in the real analytic case over the interval where 2 −j−1 < |x α i y β i −2 | ≤ 2 −j . One then adds this over all j and integrates the result in x to achieve the same estimate as in the real analytic case.
The β i = 1 case and the case where β i = 0, η i is not linear, and B il = 1 carry over to the smooth case, so we will not concern ourselves with these two cases here. We next consider together the case when β i = 0 and η i is linear, and the case where β i = 0, η i is not linear, B il > 1, and
considered above (4.36). These two situations can be dealt with largely as in the real analytic situation, with one technical issue arising. The functions H i (x, y) or H il (x, y), as well as their first x derivatives, may no longer have a number of zeroes in the x variable that is bounded in y. This can cause issues when applying Lemma 3.2 when integrating back x derivatives of the damping function when bounding the integral on the right-hand side of (3.4). Similar issues arise due to the condition |H(x, y)| < |λ| This issue can be solved by dividing up the domain of integration into squares of diameter |λ| −δ 0 for sufficiently small δ 0 > 0, and then for some large N replacing the H i (x, y) or H il (x, y) in the damping function by the sum of the first N terms of its Taylor expansion at the square's center. One makes the same replacement in the condition |H(x, y)| < |λ| in the domain of integration. If N is large enough, given δ 0 , then the difference between the original and adjusted integrals can be made less than say C|λ| −1 . Then in the adjusted integral on a given square, one performs the arguments of the real-analytic case and adds over all squares. If δ 0 is small enough, the additional C|λ| 2δ 0 one incurs from the addition will not be enough to erase the ν s in the estimate in the bound of C s |λ| − 1 2 −νs one obtains in the real-analytic case. This was the strategy the author took in the earlier paper [G7] .
It remains to examine the situation where β i = 0, η i is not linear, B il > 1, and |x − x 0 | < s|x 0 |. The arguments of the real analytic case do not immediately carry over because on D ′ il , the function ∂ y s il (x, y) is the sum of a main term comparable to x a il y b il
and an error term with a zero of infinite order at the origin, and similarly ∂ yy s il (x, y) is the sum of a main term comparable to x γ il y δ il and such an error term. Since b il and δ il may be nonzero, the error terms may interfere with the arguments from before.
These issues only occur on those D ′ il whose lower boundary is on the x axis since otherwise the error terms for ∂ y s il (x, y) and ∂ yy s il (x, y) are much smaller than their corresponding main terms on D α i on C il . Because α i ≥ 2, there is a small rotation R, a p ≤ α i − 1, and a q ≤ α i − 2 for which ∂ y (s • R −1 ) ∼ x p and ∂ yy (s • R −1 ) ∼ x q on the curve R(C il ) on a small enough neighborhood of the origin. Furthermore, if c is small enough and N is large enough, we will also have ∂ y (s • R −1 ) ∼ x p and ∂ yy (s • R −1 ) ∼ x q on the points within vertical distance cx N of R(C il ). Thus if we perform the arguments of this paper for s • R −1 on just this sliver within vertical distance cx N of R(C il ), we will never be in a situation where the error terms for ∂ y (s • R −1 ) and ∂ yy (s • R −1 ) cause any issues; since ∂ y (s • R −1 ) ∼ x p and ∂ yy (s • R −1 ) ∼ x q the analogue of (a il , b il ) is just (p, 0) and the analogue of (γ il , δ il ) is just (q, 0). In particular, the situations b il = 0 or δ il = 0 do not occur. This concludes our detailed sketch of the proof of part a) of Theorem 5.1.
