We iteratively derive the product-form solutions of stationary distributions of priority multiclass queueing networks with multi-sever stations. The networks are Markovian with exponential interarrival and service time distributions. These solutions can be used to conduct performance analysis or as comparison criteria for approximation and simulation studies of large scale networks with multi-processor shared-memory switches and cloud computing systems with parallel-server stations. Numerical comparisons with existing Brownian approximating model are provided to indicate the effectiveness of our algorithm.
Currently, three basic techniques (see, e.g., Tobagi [21] ) are designed to realize the switching function: space-division, shared-medium, and shared-memory. In our switches, the sharedmemory technique is employed, which are comprise of a single dual-ported memory shared by all input and output lines. Packets arriving along input lines are multiplexed into a single stream that is fed to the common memory for storage. Inside the memory, packets are organized into different output buffers, one for each output line. In each output buffer, memory can be further divided into priority output queues, one for each type of traffic. In the meantime, an output stream of packets is formed by retrieving packets from the output queues sequentially, one per queue. Among different traffic types, packets are retrieved according to their priorities. Inside each type, packets are retrieved under the first-in first-out (FIFO) service discipline. Then, the output stream is demultiplexed and packets are transmitted on the output lines. There are some other ways to deal with the output queues such as processor-sharing among output lines (see, e.g., Tobagi [21] , Arpaci and Copeland [1] ). We will address these issues elsewhere (see, e.g., Dai [11] ).
In addition to switching, queueing is another main functionality of packet switches. The introduction of queueing function is owing to multiple packets arriving simultaneously from separate input lines and owing to the randomness of packet arrivals from both outside and internal routing of the network. There are three possibilities for queueing in a switch: inputqueueing, output-queueing, and shared-memory-queueing (see, e.g., Schwarz [18] ). Sharedmemory-queueing mechanism is employed in our switches since it has numerous advantages with respect to switching and queueing over other schemes. For example, both switching and queueing functions can be implemented together by controlling the memory read and write properly. Furthermore, modifying the memory read and write control circuit makes the shared-memory switch sufficiently flexible to perform functions such as priority control and other operations (see, e.g., Endo et al. [12] ). Thus, shared-memory switches gained popularity among switch vendors.
Nevertheless, no matter what technology is employed in implementing the switch, it places certain limitations on the size of the switch and line speeds. Currently, two possible ways can be used to build large switches to match the transmission speed of optical fiber. The first one is to adopt parallel processors (see, e.g., Figure 2 ). The second one is to interconnect many switches (known as switch modules) in a multistage configuration to build large switches (see, e.g., Figure 3 ). The remaining issue is how to reasonably allocate resources of these switches and efficiently evaluate the system performance.
The statistical characteristics of packet interarrival times and packet sizes have a major impact on switch hardware and software designs owing to the consideration of network performance. How to more effectively identify packet traffic patterns is a very active and involved research field (see, e.g., Nikolaidis and Akyildiz [16] for a survey). Independent and identical distribution (i.i.d.) is the popular assumption for these times and packet sizes. Doubly stochastic renewal process introduced in Dai [11] is the latest definition and generalization related to input traffic and service processes for a wireless network under random environment. The effectiveness of these characteristics is supported by recent discoveries in switch 1 Cao et al. [3] and Dai [9, 10] .
Note that, in all circumstances, it is imperative to find product-form solutions for those queueing networks under suitable conditions to conduct performance analysis or provide comparison criteria to show the effectiveness of approximation and/or simulation studies (see, e.g., Dai et al. [6, 8, 5, 19] ). Therefore, the aim of the current paper is to derive productform solutions iteratively for priority multiclass queueing networks with multi-server stations when the interarrival and service times are exponentially distributed. Our findings are new and our discussions are different from those as summarized in Serfozo [17] . Furthermore, numerical comparisons with existing Brownian approximating model are provided to indicate the effectiveness of our algorithm.
The remainder of this paper is organized as follows. The open priority multiclass queueing network associated with high-speed ISPN is described in Section 2. Our main results including product-form solutions and performance comparisons are presented in Section 3. Numerical comparisons are given in Section 4. The proofs of our main theorems are provided in Section 5. The conclusion of the paper is presented in Section 6.
The queueing network model
We consider a queueing network that has J multiserver-stations. Each station indexed by j ∈ {1, ..., J} owns c j servers and has an infinite capacity waiting buffer. In the network, there are I job types. Each type consists of J job classes that are distributed at different stations. Therefore, the network is populated by K (= IJ) job classes which are labeled by k ∈ {1, ..., K}. Upon the arrival of a job of a type from outside the network, it may only receive service for part of J classes and may visit a particular class more than once (but at most finite many times). Then, it leaves the network (i.e., the network is open). At any given time during its lifetime in the network, the job belongs to one of the classes and changes classes at each time a service is completed. All jobs within a class are served at a unique station and more than one class might be served at a station (so-called multiclass queueing network). The ordered sequence of classes that a job visits in the network is named a route. Inter-routing among different job types is not allowed throughout the entire network.
We use C(j) to denote the set of classes belonging to station j. Let s(k) denote the station to which class k belongs. We implicitly set j = s(k) when j and k appear together. Associated with each class k, there are two i.i.d sequences of random variables (r.v.),
, and two real numbers, α k ≥ 0 and m k = 1/µ k > 0. We suppose that the 3K sequences
are mutually independent. The initial r.v.s u k (1) and
between the (i − 1)th and the ith externally arrival job at class k. Furthermore, v k (i) denotes the service time for the ith class k job. In addition, φ k (i) denotes the routing vector of the ith class k job. We allow α k = 0 for some classes k ∈ E ≡ {k : α k = 0}. Then, it follows that α k and µ k are the external arrival rate and service rate for class k respectively. We assume that the routing vector φ k (i) takes values in {e 0 , e 1 , ..., e K }, where e 0 is the K-dimensional vector of all 0's. For l = 1, ..., K, e l is the K-dimensional vector with lth component 1 and other components 0. When φ k (i) = e l , the ith job departing class k becomes a class l job. Let p kl = P {φ k (i) = e l } be the probability that a job departing class k becomes a class l job (of the same type). Thus, the corresponding K × K matrix P = (p kl ) is routing matrix of the network. Furthermore, the matrix
is finite, i.e., (I − P ′ ) is invertible with Q = (I − P ′ ) −1 since the network is open. The symbol ′ on a vector or a matrix denotes the transpose and I denotes the identity matrix.
We use λ k for k ∈ {1, ..., K} to denote the overall arrival rate to class k, including both external arrivals and internal transitions. Then, we have the following traffic equation
or in its vector form, λ = α + P ′ λ (all vectors in this paper are to be interpreted as column vectors unless explicitly stated otherwise). Note that the unique solution λ of (2.3) is given by λ = Qα. For each λ k , if there is a long-run average rate of flow into the class which equals to the long-run average rate out of that class, this rate will equal λ k . Furthermore, we define the traffic intensity ρ j for station j as follows
ρ j with ρ j ≤ 1 is also referred to as the nominal fraction of time that station j is non-idle.
The order of jobs being served at each station is dictated by a service discipline. In the current research, we restrict our attention to static buffer priority (SBP) service disciplines under which the classes at each station are assigned a fixed rank (with no ties). In our queueing network, each type of jobs is assigned the same priority rank at every station where it possibly receives service. When a server within a station switches from one job to another, the new job will be taken from the leading (or longest waiting) job at the highest rank nonempty class at the server's station. Within each class, it is assumed that jobs are served on the first-in first-out (FIFO) basis. We suppose that the discipline employed is non-idling, i.e., a server is never idle when there are jobs waiting to be served at its station. We also assume that the discipline is preemptive-resume, i.e., when a job arrives at a station with all servers busy and if the job is with a higher rank than at least one of the jobs currently being served, one of the lower rank job services is interrupted; when there is a server available to the interrupted service, it continues from where it left off. For convenience and without loss of generality, we use consecutive numbers to index the classes that have the same priority rank at stations 1 to J. In other words, the highest priority classes for station 1 to J are indexed by 1 to J, the second highest priority classes are indexed by J + 1 to 2J ,..., and the lowest priority classes are indexed by K − J + 1 to K. An example of such a two-station network is given in Figure 2 . In the network, type 1 traffic possibly requires class 1 and class 2 services, type 2 traffic possibly requires class 3 and class 4 services, classes in type 1 have the higher priority at their corresponding stations.
Finally, we define the cumulative arrival, cumulative service and cumulative routing processes by the sums,
where the lth component Φ k l (n) of Φ k (n) is the cumulative number of jobs to class l for the first nth jobs leaving class k with n = 1, 2, ... and k, l ∈ {1, ..., K}. Then, we define
Note that E k (t) denotes the total number of external arrivals to class k in time interval [0, t]. S k (t) represents the total number of class k jobs which have finished service in [0, t]. A k (t) is the total arrivals to class k in [0, t] including both external arrivals and internal transitions.
Steady-state queue length distributions
We use Q k (t) to denote the number of class k jobs in station j = s(k) with j ∈ {1, 2, ..., J} and k ∈ {1, 2, ..., K} at time t. It is called the queue length process for class k jobs. For convenience, let Q (i,j) (t) and n (i,j) be the (j − i + 1)-dimensional queue length process and (j − i + 1)-dimensional state vectors respectively. They are given by
for j > i and i, j ∈ {1, 2, ..., K} and nonnegative integers n i , ..., n j . Then, we use P n (1,K) (t) to denote the probability of system at state n (1,K) = (n 1 , ..., n K ) and at time t, i.e.,
Furthermore, let
denote the corresponding steady-state probability of system at state (n 1 , ..., n K ) if the network exists a stationary distribution. In addition, let P s(iJ+k) n iJ +k denote the probability at state n iJ+k for class iJ + k with i ∈ {0, 1, ..., I − 1} and k ∈ {1, 2, ..., J}.
Under the usual convention, let x∧y denote the smaller one of any two real numbers x and y. Let x ∨ y denote the larger one of x and y, i.e., x ∧ y ≡ min{x, y} and x ∨ y ≡ max{x, y}. Then, for each k ∈ {1, ..., K}, we have the following notation,
Finally, for i > 0, define
n uJ +k <c s(k) a n iJ+k ,
Theorem 3.1 (Steady-State Distribution) Assume that all of the service times and external interarrival times are exponentially distributed with rates as before, and the traffic intensity ρ j < 1 for all j ∈ {1, ..., J} . Furthermore, if
for i ∈ {0, ..., I − 1}, then, for each h ∈ {1, 2, ..., I}, the steady-state distribution is given by the following product forms
More precisely, for n iJ+k ≥ 1,
and for n iJ+k = 0, the initial distribution P
The network stability condition (3.5) is somehow complicated although it can be checked iteratively by computer in practical usages. The following theorems relate it to primitive interarrival time rates and service rates. Net I Multiclass networks with single-server stations, i.e., the number c j of servers is one for all stations j ∈ {1, ..., J} while the number I of job types can be arbitrary.
Net II The number c j of servers can be arbitrary for all stations j ∈ {1, ..., J} while the number of job types equals two (I = 2).
We conjecture that ρ j < 1 for j ∈ {1, ..., J} implies the condition (3.5) for our general network. Nevertheless, owing to complex computation involved, the corresponding analytical illustration is not a trivial task.
Example 3.1 Consider a network with three job types (I = 3) and at least one station j = s(k) having two servers (c s(k) = 2 for k ∈ {1, ..., J}) while other stations having at most two servers (c s(l) ≤ 2 for l ∈ {1, 2, ..., J} \ {k}). For a station s(k) with three servers, the condition (3.5) can be explicitly expressed as follows,
for n 2J+k ≥ 2. Under ρ j < 1, it is easy to see that the above inequality is true if λ k /µ k ≤ 1. Numerical tests in Table 1 have also been conducted and show that the inequality is true even for 1 < λ k /µ k < 2, but the corresponding analytic demonstration could be nontrivial. The detailed illustration of the example will be provided at the end of this paper. Instead, we will first use these results as comparison criteria to illustrate the effectiveness of the diffusion approximation models developed in Dai [8] and answer the question on when these approximation models can be employed.
Remark 3.2 Under a general Whittle network framework, the exact solutions are presented by Serfozo [17] for some multiclass networks, which include those with sector-dependent and class-station-dependent service rates such as BCMP networks introduced by Baskett, Chandy, Muntz, and Palacios [2] . Without considering the interaction among different stations, the distinguishing feature of these networks is that a job's service rate at a station may consist of two intensities: one referred as station intensity is a function of the total queue length at the station, and the other one referred as class intensity is a function of the queue length in the same class as the job being served. However, for a station in our networks, the station intensity is not only a function of the total queue length but also a function of combinations of queue lengths of various classes, and the class intensity depends not only the queue length of itself and/or the total queue length but also the numbers of jobs in other classes at the station.
Numerical comparisons
First of all, we note that partial results presented in this section was briefly reported in the short conference version (Dai [7] ) of this paper. More precisely, we consider a network with single-server station and under preemptive priority service discipline. By employing the exact solutions developed in previous sections, we conduct performance comparisons between these product-form solutions and the approximating ones of Brownian network models. Brownian network models, known as semimartingale reflecting Brownian motions (SRBM), have been widely employed as approximating models for multiclass queueing networks with general interarrival and service time distributions when the traffic intensity defined in (2.4) is suitably large or close to one (see, e.g., Dai [8] ).
For the network with exponential interarrival and service time distributions, by using Theorem 3.1, we get the steady-state mean queue length for each class k ∈ {1, ..., K} as
and the expected total time (sojourn time) a job had to spend in the system as
For the network with general interarrival and service time distributions, owing to the nature of our network routing structure, the higher priority classes are independent of lower ones. Then, it follows from the studies in Dai [8] , Harrison [13] , and Chen and Yao [4] that the steady-state mean sojourn time and mean queue length for each class k can iteratively be calculated with respect to priority order as follows,
where EW k (∞) is the steady-state mean total workload for all classes i ∈ {1, ..., k} and k = 1, ..., K. More precisely, it is given by
where
In our numerical comparisons, we consider an exponential network with K = 3. For this case, our corresponding data are listed in Table 2 . In the table, ERROR=SRBM-EXACT and RATIO=(|ERROR|/EXACT)*100%,
Proofs of Theorem 3.1 and Proposition 3.2 5.1 Proof of Theorem 3.1
For convenience, we introduce some additional notations. Let ∆E k (t), ∆S k (t) and ∆A k (t) be defined by
which denote the cumulative external arrivals to class k, the cumulative number of jobs finished services at class k, and the total arrivals to class k in [t, t + ∆t]. Then, we can justify Theorem 3.1 by induction as in the following several steps.
Step One. We consider the steady-state distribution for the highest rank classes with each index k ∈ {1, 2, ..., J}. In this case, the type index i = 0 as used in Theorem 3.1. Owing to the preemptive-resume service discipline and the class routing structure, we know that these J classes form a Jackson network. Then, by the theorem in Jackson [14] , we have the following product form
where P s(k) n k denotes the steady-state probability at state n k for class k (∈ {1, 2, ..., J}) at station s(k). More precisely, it is given by being determined by equation
Step Two. We derive the steady-state distribution for the highest rank and the second highest rank classes with k ∈ {1, 2, ..., 2J}. Owing to the preemptive-resume service discipline and the job routing structure, we have
where P n (1,J ) /n (J +1,2J ) (t) is the conditional probability at time t for classes with k ∈ {1, ..., J} at state n (1,J) in terms of classes with k ∈ {J + 1, ..., 2J} at state n (J+1,2J) , i.e.,
In order to get the steady state distribution for P n (J +1,2J )) (t), we consider each state n (J+1,2J) at time t for the second highest rank class jobs. There are several ways in which the system can reach it. They can be summarized in the following formula,
a(n J+r + 1, n r )µ J+r p J+r,J+s P n (1,J ) (t)   (n J+s ∧ 1)∆tP n J +1 ,...,n J +r +1,...,n J +s −1,...,n 2J (t) +o(∆t), where a(n J+k , n k ) = (n J+k ∧ (c s(k) − n k )) ∨ 0 as defined in (3.4) . o(∆t) is infinitesimal in terms of ∆t, i.e., o(∆t)/∆t → 0 as ∆t → ∞. The equation (5.8) can be illustrated in the following disjoint events.
Event A: The J-dimensional queue length process Q (J+1,2J) (t) keeps at state n (J+1,2J) unchanging at times t and t + ∆t, i.e., Q (J+1,2J) (t) = n (J+1,2J) , Q (J+1,2J) (t + ∆t) = n (J+1,2J) .
This event involves the following two parts:
Part One. ∆S J+k (t) = ∆A J+k (t) = 0 for all k ∈ {1, 2, ..., J}, i.e., no external jobs arrive to classes with indices belonging to {J + 1, ..., 2J} during [t, t + ∆t] while no jobs finish their services, either because the jobs being served at time t require longer service times than ∆t or because the services are blocked or interrupted by higher rank class jobs. Then, the probability for Part One can be expressed in the following product form,
where a J+k (t) is defined to be
The event E J+k (t) in the third equality of (5.9) is defined as follows,
To explain the fourth equality of (5.9), we introduce more notations. Let b k (t)∆t denote the probability that ∆A k (t) = 1 for k ∈ {1, ..., J} , and c J+k (t)∆t be the probability that k−1 s=1 ∆S J+s (t) = 1 for k ∈ {2, 3, ..., J}, i.e.,
∆S J+s (t) = 1 .
These probabilities can be explicitly expressed in terms of the external arrival rates, service rates and network states, for example,
Thus, by the independent assumptions on external arrival and service processes among different stations and classes, and for each k ∈ {2, 3, ..., J}, we have
For the case k = 1, one can use the similar way to check that the result in the above equation is also true.
Part Two. ∆S J+k (t) = ∆A J+k (t) ≥ 1 for at least one k ∈ {1, 2, ...J}, i.e., the number (at least one) of jobs finished their services for class J + k in [t, t + ∆t] equals that of jobs arrived at the class. It is easy to see that the probability corresponding part one is given by
where a J+k (t) is defined in (5.10) .
Then, it follows from equations (5.9) and (5.12) that the probability for Event A is given by
Now we go back to discuss equation (5.8). After transferring the P n (J +1,2J ) (t) from right to left, dividing by ∆t, and taking the limit as ∆t tends to zero, we get the following differential equations.Ṗ n (J +1,2J ) (t) (5.13)
a(n J+r + 1, n r )µ J+r p J+r,J+s P n (1,J ) (t)   (n J+s ∧ 1)P n J +1 ,...,n J +r +1,...,n J +s −1,...,n 2J (t)
Next we show that the given distribution corresponding h = 2 in Theorem 3.1 is a steadystate solution of those equations described by (5.13). It is enough to demonstrate that the derivatives in the above equations are all made zero by setting P n (1,2J ) (t) = P n (1,2J ) , i.e., to prove that
By the definition of κ(·) in Theorem 3.1, i.e., for each k ∈ {1, ..., J}, κ(n J+k ) = From the given distribution in Theorem 3.1, we have
corresponding to state n J+k = 0. By the network stability conditions (3.5) and ρ j < 1 for each j ∈ {1, ..., J}, it follows from ∞ n J +k =0 P s(J+k) n J +k = 1 that the following initial distribution is well posed,
Hence, we complete the proof of Theorem 3.1 for priority types h ∈ {1, 2}.
Step Three. To finish the induction procedure, in this step, we first suppose that the result described in Theorem 3.1 is true for all classes with priority rank h ∈ {1, ..., I − 1}, then, we show that it is true for all classes with priority rank h ∈ {1, ..., I}. By the similar illustration in getting (5.13), we have the following differential equations, Next, we show that the given distribution corresponding the lowest priority type in Theorem 3.1 is a steady-state solution of those equations described by (5.22) . It suffices to demonstrate that the derivatives in the above equations are all made zero by setting P n ((I−1)J,IJ ) (t) = P n ((I−1)J,IJ ) , i.e., to prove that 
Proof of Proposition 3.2
Net I. We justify the stability condition (3.5) for Net I by induction in terms of the number of job types, i.e., h = 1, 2, ..., I.
First, we consider the case that h = 2. Note that c j = 1 for all j ∈ {1, 2, ..., J} and step one in the proof of Theorem 3.1, we have that, for n J+k > 0 with k ∈ {1, 2, ..., J},
Therefore, the condition (3.5) is true for h = 2. Furthermore, we have
Second, for h ≤ I − 1, we suppose that
Hence, we have
From the induction assumptions (5.31) and (5.32), we know that (3.5) is true for h ≤ I − 1.
Finally, we show that (3.5) holds for h = I. In fact, from the definition of κ(n (I−1)J+k ), we know that, for n (I−1)J+k > 0,
Then, we see that (3.5) is true for h = I. Hence, we complete the proof of Net I. Net II. Note that, for each k ∈ {1, ..., J} and n J+k ≥ c s(k) , we have
Furthermore, for 0 < n J+k < c s(k) , we have (cs(k)−nk)(λk/µk)
(cs(k)−nk)(λk/µk)
Then, we can see that (3.5) is true. Hence, we complete the proof of Proposition 3.2. ✷
Illustration of Example 3.1
For each class k ∈ {1, 2, ..., J}, the initial distribution P s(k) 0
can be calculated as follows since ρ s(k) < 1,
Then, for n J+k = 1, we have κ(n J+k ) = P s(k) 0
Furthermore, for n J+k ≥ 2, we have κ(n J+k ) = P s(k) 0
Therefore, since ρ s(k) < 1, we have 
Thus, if λ k /µ k ≤ 1, from the condition ρ s(k) < 1, we see that
that is, the condition (3.5) holds. ✷
Conclusion
The research conducted in the paper is to iteratively derive the product-form solutions of stationary distributions of priority multiclass queueing networks with multi-sever stations. The networks are Markovian with exponential interarrival and service time distributions. These solutions can be used to conduct performance analysis or as comparison criteria for approximation and simulation studies of large scale networks with multi-processor shared-memory switches and cloud computing systems with parallel-server stations. Numerical comparisons with existing Brownian approximating model are provided to show the effectiveness of our algorithm. For more discussions related to general distributions of interarrival and service times, performance analysis and optimization, readers are referred to Dai et al. [6, 8, 5, 11] .
