Abstract-Graphs are very powerful and widely used representational tools in computer applications. In this paper, we present a relaxation approach to (sub)graph matching based on a fuzzy assignment matrix. The algorithm has a computational complexity of ( 2 2 ) where and are the number of nodes in the two graphs being matched, and can perform both exact and inexact matching. To illustrate the performance of the algorithm, we summarize the results obtained for more than 12 000 pairs of graphs of varying types (weighted graphs, attributed graphs, and noisy graphs). We also compare our results with those obtained using the Graduated Assignment algorithm.
I. INTRODUCTION

G
RAPHS of various types have been widely used as representational tools in many applications. For example, object recognition can be accomplished by establishing a correspondence between the graph representing the object and the graphs representing the models in the database. Graphs have also been used for knowledge representation and scene description. The process of determining the correspondence between graphs is called graph matching. For real-time applications, fast and efficient graph matching is mandatory.
One of the most commonly used graph structures for modeling objects is the attributed relational graph (ARG). An ARG is a relational structure, which consists of a set of nodes connected by edges. The nodes and edges have attributes associated with them. Each node represents a component of the object being modeled, and the properties of the component are assigned as attributes to the node. The edges of an ARG represent the structural relationships between the components. A formal definition of ARGs is given in [1] .
A graph is a collection of nodes and edges. is the set of nodes and is the set of edges. An edge connecting nodes and is denoted by , and belongs to the set . If the edges and nodes are labeled, we obtain labeled graphs. The problem of comparing graphs can be classified as either exact graph matching or inexact graph matching. Graph isomorphism usually entails finding an exact match between two graphs, while subgraph isomorphism means finding an exact match between a graph and a subgraph of another graph. The exact graph-matching or graph-isomorphism problem can be stated as follows. Given two graphs and , find such that iff . The subgraph isomorphism problem can be formulated as follows. Find and , and a mapping function such that iff . In the same vein, the inexact graph matching problem can be framed as follows. If labels are assigned to nodes and edges from two sets and , find , , and a mapping function such that the number of nodes in and with matching labels is , and the number of edges in such that if is . Inexact graph matching can be further generalized to the case where the labels in and are not crisp. In this case, inexact graph matching means comparing graphs based on the overall structure and the compatibilityof node and edge labels. In this paper, we consider the exact as well as inexact subgraph matching problem.
The computational complexity of graph isomorphism is still an open question, i.e., whether it belongs to or [2] , [3] . However, the problem of subgraph isomorphism and inexact graph matching is known to be -complete [2] . There are three basic approaches to graph matching [4] . The first approach is based on group-theoretic concepts and aims at classifying the adjacency matrices into permutation groups. Unfortunately, this approach is not practical due to a large overhead. The second approach employs a state-space search. In this approach, a statespace is constructed and searched for a solution. One of the best known methods is the depth-first backtracking search [5] . The state-space search methods have a high computational complexity, i.e.,
, where, are the number of edges in the two graphs. The third approach uses concepts from nonlinear optimization. Relaxation labeling methods are the most commonly used among the nonlinear optimization methods [6] - [8] . Since these methods do not search the entire state-space, their computational complexity is quite low, namely . The graduated assignment (GA) algorithm [4] is an example of the relaxation approach. The GA technique can potentially provide good (sub)optimal solutions for problems that use a "match matrix" to denote correspondence between two groups of objects. Let graph have nodes and graph have nodes. Without loss of generality, we assume that . In the graph-matching application, if the elements of the match matrix are binary, then a "1" in the th row and th column means that node in graph matches node in graph . In other words, the match matrix is an assignment matrix in which the sum of the elements in each column is 1, and the sum of elements in each row is . In GA as well as our approach, we do not restrict the elements of the matrix to be binary. In other words, we use a fuzzy assignment matrix. Anewenergy-minimization framework forgraph isomorphism based on an equivalent maximum, clique formulation was recently proposed by [9] . Some other approaches to graph isomorphismuseneuralnetworks [10] , [11] ,geneticalgorithms [13] , Lagrange relaxation [12] , [14] , continuous edit [15] .
In this paper, we present a new approach to graph matching by relaxation of fuzzy assignments. It is similar in principle to Gold and Rangarajan's graduated assignment algorithm [4] and Cross and Hancock's dual-step expectation maximization (EM)-based algorithm [16] , but only to the extent that all these algorithms use (partial) matching degrees in each step and apply what is known as the "alternating optimization" technique. GA tries to match graphs edgewise, while our algorithm tries to match the graphs nodewise. The dual-step EM approach solves the problems of finding correspondences and projection transformation between points by maximizing the data-likelihood over the space of correspondence matches and transformation parameters. A relational consistency measure [17] , [18] based on supercliques is used to assign probabilities to putative correspondences. A bipartite graph representing the most probable correspondence match is used to gate the likelihood function for obtaining the transformation parameters. In the maximization step of the EM the correspondence match is updated and is used to update the transformation parameters in turn. The highlights of our approach are: 1) the objective function is simple and easy to interpret; 2) the objective function encodes fuzzy memberships explicitly so that a discrete optimization problem is converted to a continuous one that is amenable to optimization; 3) exact update equations can be derived by using techniques commonly employed in fuzzy clustering and optimization theory; and 4) the algorithm is easy to implement. Our experimental results indicate that the matching accuracy of FGM is consistentlyhigher across the board,although GA tends to be faster for sparse graphs.
The rest of the paper is organized as follows. In Section II, we introduce the fuzzy graph matching (FGM) algorithm and derive the update equations. In Section III, we discuss the compatibility measure used in FGM and present an analysis of the complexity of the algorithm. In Section IV, we present results on exact and inexact subgraph matching using FGM. Finally, in Section V, we present the conclusions.
II. FGM ALGORITHM
The proposed fuzzy graph matching algorithm [19] uses ideas from relaxation labeling and fuzzy set theory to solve the subgraph isomorphism problem. The algorithm can handle exact as well as inexact subgraph matching. The objective function of FGM is inspired by the assignment prototype (AP) [20] , fuzzy -means FCM [21] , and GA [4] algorithms. Let and denote the two graphs being matched with vertex sets and , respectively. The complexity of FGM algorithm is , where and . The FGM algorithm uses a membership matrix where represents the relative degree to which node matches the node , i.e., is the fuzzy assignment matrix.
The objective function used for the FGM algorithm is (1) In (1), is a constant that controls the relative influence of the two terms in the minimization process, represents the absolute compatibility between nodes , (given the fuzzy assignments ), taking into account the attributes of the edges incident on nodes and and those of the neighboring nodes of and . In other words, is the compatibility matrix. The function a decreasing function that converts to a kind of "dissimilarity." In this paper, we use , where is a control parameter. This function was chosen mainly due to its simplicity. Our experiments indicate that the choice of this function is not critical. In Section III, we provide a more detailed discussion on how s can be chosen. As mentioned earlier, the compatibilities depend on . Similarly, the assignments depend on the compatibilities . We update and in an alternating fashion, giving rise to a relaxation process. To accomplish robust matching, we introduce dummy nodes in each of the graphs being compared. Node in graph and node in graph represent dummy nodes. These dummy nodes [4] are similar to slack variables that are used to deal with inequality constraints in optimization problems. When a particular node in graph does not match any of the nodes in graph , it can be assigned to the dummy node of graph , and vice versa. The dummy node enables us to minimize the objective function subject to the following constraints: The first term in (1) is minimized if the matching degrees are high whenever the compatibilities are high. However, ideally we want . To accomplish this goal, we add the second (entropy) term in (1) which tries to push the values of toward either zero or one. To minimize (1) subject to (2), we use Lagrange multipliers. The objective function then takes the form (3) In (3), , , are the Lagrange multipliers that handle the three sets of constraints in (2) . Taking the partial derivative of in (3) with respect to , we obtain for to to for to for to (4) Taking into account the objective function and the constraints of the problem, and letting to to , and , we can write the following Karush-Kuhn-Tucker conditions for :
Equations (4) and (6) can be combined into to to to to (8) Since (5) and (7) (10) where . Equations (9) and (10) form a consistent system of linear equations that can be easily solved. Equations (9) and (10) (12) We can solve the linear equations for and as follows. From (11) we have (13) and (14) From (13), we have (15) Substituting (15) into (14), we obtain (16) where . Case 2: In this case, we assume that for at least some . Let us define two sets and , where and . It follows from (5) and (7) that for all and for all , , and . Let us also define as follows if otherwise.
Note that is not the Kronecker delta. Since some of the 's are zero, the column constraints can be written as , for
. Similarly, the row constraints can be written as , for . Using the constraints along with (8) we obtain to (18) and to (19) Since is always zero, the third term is eliminated from (18) and (19) . Equations (18) 
where diag diag and
As in case 1, we can solve the linear equations in (20) for and as follows: (22) and (23) where . Once and are computed, we can use to update memberships using (8) . The FGM algorithm is presented below.
FGM Algorithm Initialize compatibilities ; REPEAT
Compute and using equations (15) and (16) 
III. COMPATIBILITY
The compatibility is a quantitative measure of the (absolute) degree of match between node and node , given the current fuzzy assignment matrix . For example, if , then indicates complete compatibility of the nodes and indicates no compatibility. In this paper, we define the compatibility as and (24) where is the degree of match between (the attributes of) node and node , is the matching score between the edge and edge , , is the crisp assignment matrix closest to satisfying the constraints in (2) for and , and is a normalization factor equal to the number of edges (with nonzero weights or attribute values) that are incident on node . Note that acts as a filter so that each edge in graph that is incident on node (except the one from the dummy node) contributes to only once. Also, is raised to the power 0.5 for enhancement purposes. Fig. 1 illustrates the notation used.
To compute , we can apply the Sinkhorn technique [22] , which repeatedly normalizes the rows and columns to give the solution. The complexity of this technique is . However, this method sometimes takes too many iterations to converge. There are also other standard algorithms for the assignment problem that can be used here as well [23] . Rather than implement these, we used a rather straightforward method. We identify the largest element in , set it equal to 1, and zero out the remaining elements of the row and column corresponding to the largest element. We repeat this process more times. This method has a somewhat higher complexity of , but does not impose a noticeable computational burden in practice. We refer to this method as the greedy algorithm.
The degree of match can be defined in many ways, and the choice of the definition is application-dependent. In this paper, we deal with weighted graphs and attributed graphs. In what follows, we consider these cases separately.
In the case of weighted graphs, the nodes have no attributes, but each edge has a weight associated with it. We denote the weight associated with edge in graph by , where . Similarly, the weight associated with edge in graph is denoted by . Since the nodes have no attributes, we define the matching degree between the (attributes of) node and node as if and and otherwise (25) where is the number of edges with nonzero weights incident on node of graph , and is the number of edges with nonzero weights incident on node of graph . We initialize the compatibilities as , and use (24) in later iterations (for updating). For the exact matching case (i.e., when no noise is added to the edge weights of graph ), we define if and
For the inexact case (i.e., when noise is added to the edge weights of graph ), the weights are defined as in (25) , and is given by (26). However, the compatibilities are computed using (24) 
The reason for using the modified updating technique, shown in (27), for the compatibilities involving dummy nodes is as follows: Equations (24) and (25) give a compatibility of 0 when one of the nodes involved is a dummy node. This forces the nodes to seek matches among the nondummy nodes. In the inexact case, since good (exact) matches are not possible, this leads to a poor performance. A better alternative is to use the dummy node to the degree that a reasonable match is not possible among the nondummy nodes. This is what (27) accomplishes. This method can also be used in the exact case, but we found that the performance is satisfactory even otherwise. In the case of attributed graphs, node is assumed to have attributes associated with it, and each edge has attribute associated with it. Each node and edge attribute has a value in [ 
The FGM algorithm requires the specification of and . The value of was always chosen to be . The algorithm is quite insensitive to a range of values. However, for faster convergence, the value of was determined as follows. For the weighted graphs, we used for the exact matching case, where is the number of nodes. For the inexact matching case, we used if connectivity , and otherwise. In the case of attributed graphs, we used . The computational complexity of the FGM algorithm can be shown to be . The , computation step requires the inversion of (which is an matrix) and (which is a diagonal matrix). In addition, two matrix vector multiplications are required [see (15) and (16) (24) is . Therefore, the overall complexity of the algorithm is , where is the number of nodes in the smaller graph and is the number of nodes in the larger one. The complexity of the GA algorithm is , where is the number of edges in the first graph and is the number of edges in the second graph. Thus, the two complexities are similar. (Note that in our model, the graphs are complete, even though the strengths of relations between edges may be zero.)
IV. EXPERIMENTAL RESULTS
The FGM algorithm was tested on both weighted and attributed relational graphs of varying sizes. For both types of graphs, we tested the exact matching case as well as inexact matching case. In the inexact matching case, the weights (or attributes) of the smaller graph are perturbed by adding noise, so that exact matching is not possible. The results from more than 12 000 experiments are summarized here. The results on weighted graphs are compared with results obtained using the GA algorithm. The code for GA was obtained from the authors.
We randomly generated weighted and attributed relational graphs for our experiments. The sizes of the graphs varied from 20 nodes to 100 nodes. In particular, we used graphs with 20, 40, 60, and 100 nodes. The number of edges with nonzero weights (or nonzero attribute values) were constrained by a user-specified connectivity level ( ), which was specified as either 25%, 50%, 75%, or 100%. A connectivity of 50% implies that only 50% of all possible edges will have nonzero weights (attribute values). In the case of weighted graphs, the nodes were unlabeled and the edge strengths were chosen randomly from the [0, 1] interval. For attributed relational graphs, there were five attributes for each node and each edge, and these attributes were assigned random values in the [0,1] interval.
Once the random graph of the specified size was generated, the nodes of the graph were permuted. The permuted graph was then modified by deleting randomly selected nodes. The number of nodes to be deleted was specified in terms of a deletion percent ( ), which was either 25% or 50%. The true-matching assignments between the original graph and the modified subgraph were also recorded and used as the ground truth when comparing the assignments obtained from FGM and GA algorithms. This method of scoring only compares the modified graph with the original, and may ignore better matches that result from the modification. This is particularly true in the inexact matching case, where the noise added to the weights (attribute values) may cause the best match to be different from the recorded ground truth.
In our first experiment, we selected graphs of sizes 20, 40, 60, and 100 nodes. For each graph size, we used four connectivity levels and two deletion levels, which gives us eight cases. For each case, we generated 100 random graph-pairs. The FGM and GA algorithms were run on the 100 graph-pairs and the results were averaged. We recorded the number of times the graph-pairs were matched perfectly by FGM and GA, as well as the average number of nodes that were mismatched. The average was computed over only those cases in which perfect matching did not occur. The results are presented in Tables I-IV. Each entry in the tables shows the average number of mismatched nodes (in the cases where mismatching occurred), total number of correct matches, and the CPU time in minutes. From the results, we see that FGM results are 100% accurate while the GA fails in several cases. As a summary of the tables, Fig. 2 shows the improvement in accuracy (i.e., percentage of correct matches) achieved by FGM over that of GA for the nonnoisy case. Fig. 3 depicts a plot of the ratio of CPU time taken by GA to that of FGM as a function of percent connectivity. It can be seen from these figures that for the nonnoisy case, the improvement provided by FGM in matching accuracy is significant for graphs of relatively smaller size. Although the GA algorithm is somewhat quicker than the FGM algorithm in many cases, FGM has an advantage for large and highly connected graphs. The experiments were conducted on a Pentium II 450-MHz workstation and no attempt was made to optimize the code of the FGM algorithm. The GA algorithm is essentially edge-based, and is quite efficient for sparse graphs since it uses special data structures. The second set of experiments deal with inexact weighted graph matching. The random graph-pairs from the previous experiment were used again. The subgraphs from each graph-pair were perturbed by adding uniform noise. Since this experiment intends to find the efficiency of FGM for inexact matching, we fixed the size of the larger graph to 40 nodes and varied the standard deviation of the noise added to the smaller graph. In particular, we tried 0.02, 0.04, 0.08, and 0.1. We averaged the results of inexact matching over 100 graph-pairs. The results are presented in Tables V-VIII . From the results, we can see that FGM matching accuracy is always better than or similar to that of GA. The percent of nodes mis-matched is also smaller for FGM. However GA is again somewhat faster than FGM in finding the solution. These results also show that as the connectivity increases, the influence of noise diminishes. This is because matching becomes easier with more constraints. To summarize the tables, Fig. 4 shows the improvement in matching accuracy provided by FGM over GA as a function of standard deviation of noise. It can be seen that the improvement is significant for intermediate-level noise. Fig. 5 shows that the advantage of GA in terms of CPU time diminishes with higher connectivity even in the noisy case. 3 The next two sets of experiments deal with attributed relational graphs. Each node and edge in the attributed relational graph is represented by five weights in the interval [0, 1]. The results on attributed graphs of sizes 20 and 40 nodes are given in Table IX . In both cases, the FGM results are 100% accurate and are quite fast. The attributed graphs generated in the previous step were then perturbed by adding noise. The noise was added to the subgraphs, and standard deviations of 0.04, 0.1, and 0.2 were used. The noise added here was higher than in the weighted graph case. The results on the 20-and 40-node graphs for the noise level are presented in Table X. Tables XI  and XII contain the results for the noise levels and . From the results, we can see that FGM is quite robust and insensitive to increased noise levels. The matching results are good. The version of the GA code we had was not able to handle attributed graphs, and so no comparison was possible.
V. SUMMARY AND CONCLUSION
In this paper, we present a fuzzy approach to exact and inexact (sub)graph matching. As in [4] , we use a type of relaxation technique. Fuzzy assignments are used in each iteration to avoid premature convergence to local minima. We update the fuzzy assignments based on fuzzy compatibilities, giving rise to a relaxation procedure. We incorporate robustness into the matching process by adding dummy nodes to the two graphs being matched. The computational complexity of the algorithm is . The GA algorithm solves several assignment problems using a continuation method to obtain a double stochastic match matrix after each iteration. The control parameter ( ) of the continuation method is slowly increased to obtain a crisp solution for the match matrix. In the case of FGM, the use of a fuzzy objective function eliminates the use of a continuation method. FGM first uses a greedy method to compute compatibilities between nodes, these compatibilities are then used to solve the assignment problem. These two steps are iterated until convergence. The use of the greedy method and the crisp match matrix ensure that consistency constraints are satisfied. In the GA algorithm, the authors use a first-order expansion to simplify the analysis and derive the update equations. No such approximation needs to be made in the case of FGM. Nevertheless, as in the case of GA, convergence to a global optimum is not guaranteed in the case of FGM. Thus, the only possible way to compare them is through experiments. Our experiments unequivocally indicate that the matching accuracy of FGM is consistently higher for graphs of various sizes and connectivity levels. We also believe that FGM can be speeded up considerably. Rather than implement some of the routines required in the optimization process, we borrowed third-party code for quick testing. Thus our code is not at all optimized. Changes to the code are difficult now due to logistic reasons.
The low computational complexity of the FGM algorithm makes it suitable for several real-time computer applications. FGM is easy to implement, and has a matching accuracy that is higher than the GA algorithm. We are currently looking into ways of improving the speed of the algorithm, and applying it to content-based retrieval of images [24] , [25] . Another attractive feature of FGM is that when the algorithm converges, the value of the objective function can be used as a measure of similarity between the two graphs. This is useful in many applications, such as clustering.
