ABSTRACT Channel characterization is essential when planning wireless communication deployments. We consider the wireless channel characterization in a modern subway station and its corresponding entrance tunnel, a topic greatly overlooked in the literature. We setup a Long-Term Evolution (LTE) Evolved NodeB (eNodeB) transmitter in the middle of the platform of a modern station in the Madrid Metro, Spain, to cyclically transmit frequency-division duplex (FDD) LTE signals at a carrier frequency of 2.6 GHz with a bandwidth of 10 MHz. Two receivers were used to investigate both the eNodeB-train and the eNodeB-mobile links. The train was moving at a constant speed of 18 km/h from the entrance tunnel until it is completely stopped at the end of the station. Using the multipath components extracted with the space-alternating generalized expectation-maximization (SAGE) algorithm, we characterized the wireless channel response for both links based on the following parameters: power delay profile, root mean square delay spread, Doppler power spectral density, small-scale fading distribution, and K-factor.
I. INTRODUCTION
With the continuous growth and expansion of cities, subways are gaining importance as they are considered the most efficient transportation system for commuter users [1] - [5] . During transportation, people intensively employ mobile devices to work, to access social networks, or for entertainment purposes. Vehicles also produce mobile data, deserving special consideration safety-related applications since they impose stringent requirements on aspects such as reliability and low latency, although demanding relatively low throughputs [5] , [6] . Also, radio communications are required to provide subway users and staff with voice and data-based services.
Leaky feeders are one of the most popular technologies to provide wireless communications in tunnels. Although they do not require sophisticated channel models for system planning, they are unreliable in case of fire, breaking down communications in the entire tunnel [7] . Moreover, leaky feeders become rather expensive for systems operating at high carrier frequencies, whereas maintenance becomes tedious once tunnels are under operation [8] . Using antennas instead of leaky feeders solves those problems. Antennas offer easier maintenance, a much higher upper frequency limit, a larger distance between repeaters, and they are ten times cheaper to deploy [8] . However, antennas require more sophisticated channel models for system design and planning to assure that quality of service (QOS) requirements are fulfilled.
Many channel models describing radio waves propagation inside tunnels were proposed in the literature (see [7] , [9] and the references therein). Most of them consider typical frequencies used for public wireless systems such as GSM, UMTS, Wi-Fi, or LTE. Basically, channel models for tunnels can be classified into two main groups: deterministic or empirical. Deterministic channel models use mathematical expressions to predict channel characteristics. Usually, three different deterministic approaches are distinguished in the literature: models based on solving Maxwell's equations [10] - [14] , models based on modal analysis [15] - [20] , and models based on geometric optics (GO) [21] - [25] . On the other hand, empirical models are based on measurements, as the widely used two-slope channel model [17] , [26] - [28] .
However, characterizing and modeling wireless channels for subway stations and the corresponding entrance tunnel is a topic which has been greatly overlooked in the literature. In this regard, although not oriented to subway stations, the delay spread and path loss for 900 MHz and 2.1 GHz when entering tunnels were studied based on GO in [29] . Also, an analysis of different channel parameters such as power delay profile (PDP), root mean square (RMS) delay spread and path loss based on measurements and GO modeling for a receiver entering a tunnel was carried out in [25] . The path-loss characteristics in subway tunnels at 2.65 GHz were also studied in [30] . More recently, a measurement campaign was carried out in underground subway environments in Shanghai, China, and a channel model was developed for tunnel and station environments based on the clusters of the obtained channel impulse responses [31] .
The Madrid Metro in Spain was the scenario of the channel measurements described in [32] and [33] . On the one hand, [32] details the wideband propagation modeling results (mainly mean power and delay spread) obtained from an extensive campaign of static wideband propagation measurements at 980 MHz and 2450 MHz carrier frequencies using a channel sounder. On the other hand, [33] describes the measurements carried out with two different testbeds. One of the testbeds was used to estimate both the signal-to-noise ratio (SNR) and the throughput of Mobile WiMAX transmissions, hence not focusing on channel characterization. The other testbed was used with a twofold objective. Firstly, the path loss was characterized based on narrowband measurements at 980 MHz, 2.4 GHz, and 5.7 GHz carrier frequencies for straight and curved tunnels and inside the station. Secondly, the PDP was estimated considering wideband signals at 1 GHz and 2.45 GHz carrier frequencies with the channel sounder transmitter and receiver installed on the station platform, not considering the tunnel nor its entrance. Notice that the channel responses in [32] and [33] were obtained using conventional techniques such as the narrow pulse technique, avoiding more powerful approaches such as the SAGE technique proposed in this work and also in [31] .
In this work we characterize the wireless channel at 2.6 GHz in ''La Almudena'' subway station 1 and its entrance tunnel (see Fig. 1 ). The main contributions and novelties of this paper are detailed below: 1) We consider a LTE eNodeB transmit antenna located at the center of the platform and two receive antenna sets placed, respectively, inside and outside the subway train. We transmit standard-compliant FDD LTE signals at 2.6 GHz with a 10 MHz bandwidth. During the measurements, the train moves from the entrance tunnel to the end of the station at a constant speed of 18 km/h, whereas the transmit signals are recorded continuously at the sampling frequency of f s = 15.36 MHz. In contrast to the measurementbased channel characterizations provided in [34] and [35] , the delays, Doppler frequencies, and complexvalued amplitude coefficients of the multipath channel response components are estimated from the standardcompliant FDD LTE signals by means of the SAGE technique as described in [35] . 2) The most important channel parameters-such as PDP, RMS delay spread, Doppler power spectral density (PSD), small-scale fading distribution, and K-factorare estimated from the channel impulse response estimates obtained with the SAGE technique. We considered both outdoor and indoor receive antennas, which enables us to characterize two different links: the eNodeB-train and the eNodeB-mobile links. The eNodeB-train link (direct communication between an eNodeB and the outdoor receive antennas attached to the front window of the train cabin) would be the one used for the transmission of critical data and possibly to support passenger service provisioning based on a relay scheme (see [36] ). On the other hand, the eNodeBmobile link evaluation allows for characterizing the direct communication between a mobile user inside the train carriage and an eNodeB placed on the station platform. 3) We provide the mathematical description of all the procedures followed to obtain the results. In particular, mathematical descriptions are provided to obtain the estimated channel response parameters, such as PDP, RMS delay spread and Doppler PSD, from the delays, Doppler frequencies, and complex-valued amplitude coefficients of the multipath components estimated by the SAGE algorithm. Although the measurement setup considered in this work is the same as that described in [33] , both works are essentially different. Firstly, we consider in this work LTE instead of WiMAX transmissions. Secondly, the WiMAX transmissions in [33] were used to estimate SNR, error vector magnitude (EVM), and throughput, but not to characterize the wireless channel.
The rest of this work is organized as follows. Section II describes the experimental setup. Section III explains the signals used for transmission and the signal processing at the receiver based on the SAGE algorithm. Section IV presents and discusses the wireless channel characterization based on the PDP, the RMS delay spread, the Doppler PSD, the smallscale fading distributions, and the K-factor estimated from the measurements. Finally, Section V is devoted to the conclusions.
II. EXPERIMENTAL SETUP A. MEASUREMENT ENVIRONMENT
The measurement campaign took place in ''La Almudena'' subway station and its entrance tunnel (see Fig. 1 ), which is a representative example of a modern subway station. A schematic and a picture of this measurement scenario are respectively shown in Figs. 1a and 1b, whereas a 3D model of a typical modern subway station of the Madrid Metro can be found in [33, Fig. 2 ]. ''La Almudena'' station is 100 m long and the eNodeB transmit antenna (see Figs. 2a and 2b) is located approximately in its center, 55 m away from one of its edges. Although the entrance tunnel is slightly curved, we do not take it into account since such a curvature is small (see Fig. 1b ).
For the eNodeB-train link, two antennas were placed outdoors on the train front window (see Figs. 1a and 2c ). For the eNodeB-mobile link, two antennas were placed inside the train car, 35 m apart from the eNodeB-train receive antennas (see Figs. 1a and 2d) . To reference the position of the antennas along the track we set the arbitrary point 0 to the location of the train antennas (eNodeB-train link) at the measurement starting point (see Fig. 1a ), where the train was moving forward at a constant speed of v = 18 km/h, and it maintained the speed until it started to brake about 10 m before stopping, and thus ending the measurements. Signals for both the eNodeB-train and the eNodeB-mobile links where captured simultaneously. Therefore, for the train antennas, the measurement started at position 0, whereas for the mobile antennas the measurement started at position −35 m (see Fig. 1a ).
The measurement trajectory is further divided into several sections for both the eNodeB-train and the eNodeB-mobile links depending on the train position:
• eNodeB-train link: The position of the train outdoor antennas during the measurements ranges from 0 m to 175 m (see Fig. 1a ). Note that this position is also the distance traveled by the train during the measurements. We identify the following sections: -Tunnel: From 0 m to 80 m, the train antennas are inside the station entrance tunnel (see Fig. 1b ). -Station (1): From 80 m to 135 m, the train antennas are inside the station before passing in front of the eNodeB transmit antenna (see Fig. 2a ). -Station (2): From 135 m to 160 m, the train antennas are inside the station after passing in front of the transmit antenna and before the train starts braking. -Braking: From 160 m to 175 m, the train brakes to finally stop.
• eNodeB-mobile link: The two antennas (see Fig. 2d . SNR for the eNodeB-train and eNodeB-mobile links. Note that the sections specified in the picture refer to the eNodeB-mobile link.
Fig . 3 shows the SNR values along the train trajectory for the eNodeB-train and the eNodeB-mobile links. Such SNR curves were estimated in the time domain and smoothed by a moving average using a window length of 20 λ, where λ is the wavelength at the carrier frequency of 2.6 GHz. We can see that, for the mobile antennas, the highest SNR values are obtained when such antennas pass in front of the eNodeB transmit antenna. However, for the train antennas, due to their high directivity (see Section II-B), the SNR does not vary significantly along the ''Station (1)'' section.
B. MEASUREMENT EQUIPMENT AND PROCEDURE
For the generation, transmission, acquisition and processing of LTE signals, the so-called GTEC Testbed 2 was used. Notice that the GTEC Testbed has been extensively used in many vehicular measurement campaigns [33] , [40] - [46] . More specifically, one node was placed at the subway station to serve as an eNodeB (see Figs. 2a and 2b) which cyclically transmits the same LTE signal specified in Table 1 , whereas two nodes were configured as receivers: one is attached to the train antennas placed on the train front window (see Fig. 2c ) which corresponds to the eNodeB-train link, whereas the other is connected to the mobile antennas (see Fig. 2d ) and corresponds to the eNodeB-mobile link. Although the GTEC Testbed supports time and frequency synchronization among nodes via GPS, this is not possible in underground scenarios, hence the two receivers and the transmitter were not synchronized between them. 
1) eNodeB TRANSMITTER
The GTEC Testbed node serving as the eNodeB transmitter employs a Mini-Circuits TVA-11-422 power amplifier [47] and a vertically polarized 90 • sector antenna ''ERZA24BS-1590'' (see Figs. 2a, 2b and 4a). Note that the eNodeB antenna was not completely perpendicular to the track, but a small angle of α ≈ 10 • was considered (see Fig. 2a ). The transmit power at the input antenna port was set to 18.5 dBm.
2) eNodeB-TRAIN LINK EQUIPMENT
Two vertically polarized 30 • sector ''Hyperlink Technologies HG2414P'' antennas [48] (see Figs. 2c and 4b) were attached to the train front window. Note that the antenna placement is not optimal in the sense that a deep loss of the received power is expected once the train passes in front of the transmit antenna due to the high directivity of the receive antennas as 2 The source code of the GTEC Testbed is described in [38] and is publicly available under the GPLv3 license at https://bitbucket.org/tomas_ bolano/gtec_testbed_public.git [39] . well as the blocking effect of the whole train that obstructs the direct line-of-sight (LoS). Unfortunately, for safety reasons and considering the dimensions of the tunnel, the antennas could not be placed on top of the train or attached to its lateral. Notice also that a similar setup employing the same antennas was considered in [32] .
3) eNodeB-MOBILE LINK EQUIPMENT
Two omni-directional and linearly-polarized ''Mobile Mark PSKN3-24/55'' antennas (see Figs. 2d and 4c) were located inside the train car, 35 m away from the train antennas (see Fig. 1a ).
III. RECEIVER SIGNAL PROCESSING
Many of the results presented in this paper depend on the wireless channel response estimates obtained from the received LTE signals. The first step is to detect and synchronize the received LTE frames, which is performed by taking advantage of the Primary Synchronization Signal (P-SCH) and the Secondary Synchronization Signal (S-SCH) (see [37, Sec. 6 .11] and [49] ). LTE frames are detected and their time offsets are estimated by correlating the received signal with the P-SCH and the S-SCH associated to the configured eNodeB. The time offsets (or synchronization points) for each frame i, namely κ i , are just the sample number over the discrete-time received signal where the frame was detected. However, in our case, the measurements obtained from the mobile antennas exhibit a very low SNR in the tunnel section, hence the time offsets estimated for those signals could be inaccurate or even totally wrong. Therefore, to obtain a more accurate estimation of the time offsets, and given that LTE signals are acquired continuously, we apply a robust fit linear regression method [50] to the estimated time offsets from the LTE synchronization signals. Finally, the time offsets for each of the LTE frames are obtained from the robust fit regression line.
The channel response for each LTE frame is estimated by means of the SAGE algorithm, which allows for extracting the parameters of the multipath components of the channel impulse response (see [35] for details of the SAGE algorithm). The model of the channel impulse response for the ith LTE frame is formulated as
where t is the time variable, τ is the delay variable, M is the number of waves or paths considered, and δ(·) is the Dirac delta function. The parameters estimated by the SAGE algorithm are α i,l , ν i,l , and τ i,l , being α i,l ∈ C the lth-path amplitude, and ν i,l ∈ R and τ i,l ∈ R the respective Doppler frequency and delay for the lth path.
To estimate the channel with the SAGE algorithm, the time offsets are used to pick each of the individual frames and pass them to the algorithm. Therefore, the domain of t in (1) is [0, T ), being T = 10 ms the duration of an LTE frame, and the obtained delays τ i,l are relative delays. To obtain the absolute delays we take into account the time offsets κ i and the scenario geometry. However, as said before, note that the GTEC Testbed nodes were not synchronized in time nor in frequency due to the lack of GPS coverage inside the station. This introduces an additional error in the obtained time offsets with respect to the expected ones. Therefore, the absolute time delay for the lth tap of the ith frame, namelỹ τ i,l , is obtained as
where N s is the number of samples of an LTE frame, b is the absolute delay of the first received LTE frame, and m is a factor (expressed in seconds per frame) to correct the error of the obtained delay. Based on the scenario geometry, considering that the path followed by the train is an straight line, the expected delay of the signals for a given time t is where v is the speed of the train (given that in our measurements v = 18 km/h is constant, then vt is the distance traveled), x a = 135 m is the position of the transmitter, x p = 7.5 m is the perpendicular distance between the transmitter and the track (see Fig. 1a ), and c is the speed of light.
In Fig. 5 we show the delay of the LoS tap for the antenna 1 of the eNodeB-train link before correction (hence, m = 0 and b = 0 in (2)), as well as the expected delay defined in (3) . Based on the expected delay, we select the values of m and b in (2) to obtain the correct absolute delay values. Fig. 6 shows the delay of the LoS tap once the correction is applied together with the expected delay, revealing that now the estimated delay matches the expected one. Therefore, we define the corrected channel impulse response as
whereτ i,l is the corrected delay defined in (2),α i,l = α i,l and
Regarding the channel parameter estimation, as detailed in [35] , we consider a sequence of N equally spaced orthogonal frequency-division multiplexing (OFDM) symbols for each LTE frame. For the eNodeB-train link received signals we use N = 5 OFDM symbols, whereas for the eNodeBmobile link signals we consider different values of N ranging from N = 5 for the frames with the highest SNR to N = 140 for the frames with lowest SNR (e.g, inside the tunnel). For both links, we estimated M = 15 paths using 10 iterations of the SAGE algorithm. Considering that an LTE frame lasts for 10 ms, for the worst case considered with N = 5 the Doppler frequency estimation range is [−200, 200] Hz. In our scenario, the train velocity is 18 km/h and hence the theoretically maximum absolute Doppler shift is 43.33 Hz at a carrier frequency of 2.6 GHz, which is within the estimation range. Also, during the 10 ms LTE frame duration the train travels 0.05 m, which is much less than the distances between the transmitter antenna, scatters, and the receive antenna. Therefore, we assume that the channel remains stationary during the duration of a single LTE frame, thus enabling the estimation of the dominant paths parameters using the SAGE algorithm [51] .
Considering again that the LTE frame duration is 10 ms, we define the channel impulse response for the whole train trajectory, which is obtained by concatenating the different h i (t, τ ), as follows:
where · is the floor operator.
IV. MEASUREMENT RESULTS
In this section we show the results obtained from our measurements, both for the eNodeB-train and the eNodeB-mobile links. These results are the path loss, the power delay profile (PDP), the root mean square (RMS) delay spread, the Doppler power spectral density (PSD), the small-scale fading distribution, and the K-factor. Such results constitute an empirical characterization of the channel experienced by both links as the train approaches and enters the station. Note that for obtaining these results the impact of the antenna patterns has not been removed from the measurement data.
A. PATH LOSS ESTIMATION
The path loss is the ratio between the transmitted and the received power values expressed in decibels [52] PL(d) = 10 log 10
where PL(d) is the path loss for a distance d, P t is the transmit power, and P r (d) is the received power at a distance d. The path loss can be modeled by a simple log-distance model [52] , which we will use here and is expressed in decibels as
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where we have two different regions with intercepts b 1 and b 2 , path loss exponents γ 1 and γ 2 , and zero-mean Gaussian random variables X σ,1 and X σ,2 . Note that a consequence of this model is that the following equality must hold
Therefore, we considered the following path loss models: 1) Single breakpoint model defined in (7) . The intercept b and the path loss exponent γ are estimated by means of a least-squares fitting. 2) Double breakpoint model defined in (8) . The intercept b 1 , the path loss exponents γ 1 and γ 2 , and the distance d 1 are estimated by a least-squares fitting. The intercept b 2 is obtained by means of (9). The results obtained from the single and double breakpoint models are shown in Tables 2 and 3 , respectively. According to the mean square error (MSE), the double-breakpoint model provides a much better fit than the single-breakpoint one. For the eNodeB-mobile link, the results from the doublebreakpoint model are very similar for both antennas (see Table 2 In this case, the estimated distances are not so close to the actual ones because of the high directivity of the receive antennas, which makes the receive power to depend not only on the distance but also on the respective angles between the receive and transmit antennas. Fig. 7 were smoothed using a moving average with a window length of 20 λ (at the carrier frequency of 2.6 GHz). A clear change in the propagation characteristics for tunnel and station scenarios can be appreciated for both the eNodeB-train and the eNodeB-mobile links. Tables 2 and 3 show that path loss exponents for the train antennas are slightly greater than 2 (free space). The results are coherent with those shown in [30] , although the path loss exponent in [30] is slightly lower than 2. Note that the estimated path loss exponents for the station section (γ 1 ) become negative due to the high directivity of the receive antennas, which causes the received power to become larger for longer distances if the beams of the transmit and receive antennas are better aligned than for shorter distances. Path loss exponents for the eNodeB-mobile link for the train station are lower than those measured in [41] , which found that γ = 3.81 at 2.4 GHz in a completely non-enclosed train station. 
B. POWER DELAY PROFILE
The PDP contains information about how much power arrives at the receiver with a certain delay τ . In practice, the PDP is obtained as the power for a certain timespan over which the channel is quasi-stationary [53] . In our case, we calculate the PDP for each acquired LTE frame from the channel estimates produced by the SAGE algorithm (see (4)), thus obtaining the ''instantaneous'' PDP. Following [54] , we define the ''instantaneous'' PDP for the ith LTE frame as
Figs. 8 and 9 show, respectively, the PDP for the eNodeBtrain and the eNodeB-mobile links. The PDPs are drawn using a scatter plot where each point corresponds to the power of a single path, as shown in (10) . The slope exhibited by the PDP curves accounts for the propagation delay.
We also calculate the so-called normalized mean PDP for the considered sections as the mean PDP after removing the propagation delay. The normalized mean PDP is useful in link-level and system-level simulations where the path loss is modeled from the scenario geometry and the smallscale fading characteristics are extracted directly from the measurements.
The estimated propagation delay is computed by applying a robust fit algorithm with the delay of the most powerful taps of the LTE frames for each section, yielding the slopẽ m and interceptb. Next, to obtain the normalized mean PDP for each section, we sample the time-varying channel impulse response in the delay domain, hence obtaining the equivalent continuous-time versus discrete-delay channel impulse response. We just use a simple interpolation with a rectangular low-pass filter (convolution with a sinc pulse in the delay domain). Hence, the channel impulse response for the ith LTE frame is expressed aŝ
where f τ is the sampling frequency, n τ = τ/f τ such that n τ ∈ Z is the corresponding discrete-time index for the delay τ , * is the convolution operator, and sinc is the normalized sinc function defined as sinc(t) = sin(πt)/πt. Note that, since the channel impulse response in (4) is expressed as a sum of delta functions, it is not band-limited. Since the impulse responses are estimated from the LTE received signal with a 10 MHz bandwidth, f τ should be higher than 10 MHz. However, considering values much higher than f τ will not provide additional relevant information. For the results presented below we used f τ = 10 f S , where f S = 15.36 MHz is the LTE signal sampling frequency. Then, the normalized mean sampled PDP for the ith LTE frame is
where T = 10 ms is the duration of an LTE frame. Assuming that the channel is stationary, the formula is generalized to
Finally, the normalized mean sampled PDP for each section C j is obtained by dividing with respect to the total received power:
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FIGURE 10. Normalized mean PDP (antenna 1).
Figs. 10a and 10b show the normalized mean PDP for the different sections considered for the eNodeB-train and eNodeB-mobile links, respectively. For the eNodeB-train link we see that the PDPs of the ''tunnel'' and ''station (1)'' sections are quite similar, and we observe delay clusters that are also coherent with the station geometry (see Fig. 1 ) and with the results reported in [31, Figs. 4 to 6] . A similar trend is also observed in [33] and [53] , although these results were obtained without using the SAGE algorithm. Notice that the most powerful paths correspond to delay τ = 0, marked in Fig. 10 with the leftmost black dashed line. We can also see another peak for these two regions a little bit earlier than τ = 0.3 µ s. This delay corresponds to the signal bouncing on the other side of the station and coming back. Considering again the station geometry, the delay of this bounce is, as the best approximation, the time required by the signal to reach the back of the station and come back, which is 2 · 45/c 0 = 0.3 µ s, where c 0 is the speed of light in free space in m/s and 45 m is the distance between the antenna and the back of the station (see Fig. 1a ). This delay is also marked in Fig. 10a with the rightmost black dashed line. The main and reflected paths appear clearly in Fig. 8 . The ''station (2)'' section shown in Fig. 10a comes after the train passes in front of the transmit antenna. Fig. 8 shows that the main paths (the paths with lower delay) disappear when the train passes in front of the eNodeB transmit antenna and, after that point, the contribution to the received signal comes exclusively from the paths reflected on the back of the station. As commented above, this effect is due to the high directivity (30 • ) of the train antennas.
The normalized mean PDPs shown in Fig. 10b for the tunnel and station sections correspond to the eNodeB-mobile link and they are coherent with the scenario geometry, given that the receive antennas are inside the train carriage and that its doors are closed all the time. Only when the mobile antennas are in front of the eNodeB transmit antenna the signal level is sufficiently high to observe significant peaks in the PDP. Again, as in Fig. 10a , the most powerful path is the one at delay τ = 0 (marked in Fig. 10b with the leftmost black dashed line). As for the eNodeB-train link PDP shown in Fig. 10a , the rightmost black dashed curve in Fig. 10b , drawn a little bit before τ = 0.3 µ s, corresponds to the delay needed by the signal bouncing on the other side of the station and coming back.
C. ROOT MEAN SQUARE DELAY SPREAD
Another useful parameter to characterize a wireless channel is the RMS delay spread since, under some circumstances, it is proportional to the error probability due to delay dispersion [53] . The RMS delay spread is calculated as the normalized second-order central moment of the delay [53] . Firstly, let us define the normalized PDP for the ith LTE frame as
From the result in (15), the nth moment of the delay is
and the RMS delay spread is defined as
Figs. 11a and 11b show the RMS delay spread per frame for both the eNodeB-train and eNodeB-mobile links, respectively. Figs. 11a and 11b also show the smoothed results (dashed lines) using a moving average with a window length of 20 λ.
Figs. 12a and 12b show the RMS delay spread cumulative distribution functions (CDFs) for both the eNodeB-train and eNodeB-mobile links, respectively. Different CDFs were calculated for each section. In all cases, the data were fit to a distribution, which are also shown in Figs. 12a and 12b . For the case of the eNodeB-train link we found that, for the ''tunnel'', ''station (1)'', and ''braking'' sections, a normal distribution provides a good fit to the data. However, for the case of the ''station (2)'' section, a lognormal distribution offers a better fit. On the other hand, for the eNodeB-mobile link, the ''tunnel'' and the ''station'' sections are fitted with a normal distribution. Finally, Tables 4 and 5 Some interesting points about the obtained delay spread results deserve to be emphasized. For the eNodeB-train link, the largest delay-spread variations occur inside the tunnel, where an oscillating pattern is observed. As shown in Fig. 11 , this is due to oscillations in the power of the dominant path, which could be explained by a 2-ray channel model. Exactly at the point where the transmit antenna is placed (marked with a dashed line between ''station (1)'' and ''station (2)'' in Fig. 11 ), the delay spread exhibits a large peak because the LoS signal component is lost at that point (see the PDP around the position marked with the dashed line between the ''station (1)'' and the ''station (2)'' sections in Fig. 8 ). Notice that, analogously to the results reported in [41] , the average RMS delay spread does not change significantly from the tunnel to the station. For the case of the eNodeB-mobile link, we can see in Fig. 11b that the mean delay spread decreases noticeably when the mobile receive antennas are in the station.
D. DOPPLER POWER SPECTRAL DENSITY
Analogously to the PDP case, the Doppler PSD function contains information about the power of the signals impinging the receiver with a given Doppler frequency. More specifically, the Doppler PSD is related to the angle of arrivals (AoAs) of the multipath components.
As we did for the PDP, we calculate the Doppler PSD for each received LTE frame from the channel estimates defined in (4) and determined with the SAGE algorithm, thus obtaining the ''instantaneous'' Doppler PSD. Following an equivalent approach to the one shown in [54] for the PDP, we define the ''instantaneous'' Doppler PSD for the ith LTE frame as:
For each frame i, analogously to the mean delay obtained in (16) for n = 2, we can also obtain the mean Doppler PSD as:
Figs. 13 and 14 show the Doppler PSD for the eNodeBtrain and eNodeB-mobile links, respectively. The Doppler PSDs are plotted using an scatter plot where each point corresponds to the power of a single path, as shown in (10) . The smoothed mean of the Doppler PSD is also calculated for each frame as in (19) and plotted with a superimposed dashed line. As commented in Section III, the theoretical maximum Doppler shift in our case, at a carrier frequency of 2.6 GHz and a train speed of 18 km/h, is f m = 43.33 Hz. Fig. 13 shows that the mean Doppler PSD for the ''tunnel'' section exhibits an oscillating pattern, reaching values close to the theoretical maximum Doppler shift f m . At some points, we can see that the Doppler shift is larger than f m , an effect explained by multiple bouncing of the incoming signal. In the ''station (1)'' section we observe how the mean Doppler shift decreases as the train passes in front of the transmitter, as expected. Finally, during the ''braking'' section, the mean Doppler frequency diminishes due to the speed reduction of the train. For the eNodeB-train link, the Doppler components with a negative frequency are almost nonexistent, even when the train passes in front of the transmitter, due to the high directivity of the train receive antennas.
For the eNodeB-mobile link results shown in Fig. 14 , we can see that the Doppler PSD has a much larger variance because the direct LoS component is not present. It is worth noting that, for both the eNodeB-train and the eNodeB-mobile links, the Doppler components are concentrated around the positive frequencies, whereas some components in the negative frequencies arise when the train is in the ''station'' section.
E. MEAN-CENTERED DOPPLER POWER SPECTRAL DENSITY
One of the first steps in a digital receiver processing chain is to synchronize the received signals, hence estimating and correcting time and frequency offsets between the transmitter and the receiver. In the case of a frequency offset, a frequency shift is typically applied. The estimated frequency offset is the offset due to transmitter and receiver oscillator misalignments plus the mean Doppler frequency of the receive signal. Therefore, to characterize the Doppler PSD that actually impacts on the receiver after the (ideal) frequency offset correction, we subtract the mean Doppler frequency per frame from the calculated Doppler PSD, leading to the mean-centered Doppler PSD, defined as
Figs. 15 and 16 show the mean-centered Doppler PSD for both the eNodeB-train and the eNodeB-mobile links, respectively. Fig. 15 shows that the mean-centered Doppler PSD is close to zero almost all the time except for the ''station (1)'' section once the train passes the 120 m point. Again, this effect is due to the high directivity of the train receive antennas. The mean-centered Doppler PSD shown in Fig. 16 corresponds to the eNodeB-mobile link and is much wider than that observed for the eNodeB-train link (see Fig. 15 ) since the receive antennas are omni-directional in this case, resulting in a much higher number of acquired multipath components. Analogously to the PDP case, we obtain the normalized mean-centered Doppler PSD for the different sections of both scenario links. Firstly, we consider the channel timefrequency response with F τ (·) being the Fourier transform with respect to the delay τ . From the time-frequency response we obtain the Doppler-variant transfer function as
We next proceed as with the PDP to obtain a sampled version of this function by applying an interpolation filter, thus obtaining the sampled Doppler-variant transfer function
Finally, the mean-centered Doppler PSD is obtained as
where f ν is the sampling frequency and n ν = ν/f ν is the corresponding discrete-time index for the Doppler frequency ν. We finally obtain the normalized sampled Doppler PSD for each section C j as
where S is the set containing the indices i of the LTE frames received in the corresponding section. We used f ν = 2/3 to calculate the results presented in this section. Figs.17a and 17b show the normalized mean-centered Doppler PSD for both the eNodeB-train and the eNodeBmobile links, respectively. For the case of the eNodeB-train link (Fig. 17a) we divide the results for the ''station (1)'' in two parts: until 120 m and after 120 m (see Fig. ) . We observe that the Doppler PSD which effectively degrades the signal after the frequency offset correction (assuming a perfect frequency offset estimation and correction) is larger for the eNodeB-mobile link (see Fig. 17b ) than for the eNodeB-train link (see Fig. 17a ). In both cases, however, small Doppler shift values are observed, which is consistent with the low speed (18 km/h) of the train. The only exception is the ''station (1)'' section beyond 120 m (see Fig. 17a ), which is due to the high directivity of the receive antennas, as explained above, and constitutes a good example of a receive signal degradation due to the significant spread of Doppler shift not caused by a high velocity of the train, but for a specific distribution of the AoA of the received multipath components.
F. SMALL-SCALE FADING ANALYSIS
Small-scale fading is the change in the received signal power due to the interference caused by the different multi path components [53] . To characterize the small-scale fading we consider the wireless channel response amplitude for a single frequency f 0 (tone). We assume that the statistical distribution of the small-scale fading is the same for all the frequencies around 2.6 GHz within a 10 MHz of bandwidth. Firstly, we can express the time-frequency variant channel response for the ith LTE frame as
where F τ (·) is the Fourier transform with respect to the delay τ . We define H (t, f ) as the channel time-frequency response for the whole subway trajectory, analogously to the the timevarying channel impulse response in (5) . Then, the channel response amplitude for a given frequency f 0 is
To analyze the small-scale fading we first remove the slow fading effects (large-scale fading). This is done by averaging over E(t) using a sliding window. As discussed in [55] , it is important to choose the correct window size to characterize the small-scale fading without the influence of the largescale one. In accordance with the indications in [55] - [58] , we select a window length of 30 λ. Fig. 18 shows the received power for the eNodeB-train and the eNodeB-mobile links. Such received power is calculated as E 2 (t). A superimposed black dashed curve shows the large-scale fading obtained by averaging the receive power with the above-mentioned sliding window. In order to select the best-fitting model for the small-scale fading we use the Akaike's information criteria (AIC) method originally proposed in [59] . Considering a set of models that may fit the data, the AIC method allows us to estimate the goodness of fit for each model. A good explanation on model selection and on the AIC method can be found in [60] . In particular, for selecting the best fitting model for the smallscale fading, the AIC method has been extensively used in the literature [41] , [61] - [64] . In this work, we consider the AIC estimator as that derived in [61] .
We applied the AIC method to the small-scale fading for both the eNodeB-train and the eNodeB-mobile links. More specifically, we considered 50 samples per meter. The results of the Akaike weights obtained for the different cases are summarized in Table 6 .
Figs. 19 and 20 show the small-scale fading CDFs and the distribution fittings for both the eNodeB-train and the eNodeB-mobile links. In all cases, the Rician distribution is the most appropriate choice.
It is also interesting to consider the AIC weights for smaller signal sections, hence accounting for variations of the small-scale parameters for different regions along the train trajectory. Therefore, we also perform the AIC weights estimation considering a window of 15 m with a 5 m step between consecutive estimations. The results obtained are shown in Fig. 21 where, as indicated also in Table 6 , the Rician distribution is the best fit. However, for some of the estimated windows, the Nakagami distribution is better. As shown in Fig. 21 , this happens for the eNodeB-mobile link during some parts of the ''tunnel'' section and also at the start of the ''station'' section. In such cases, the parameter m of the Nakagami distribution is close to 1 (ranging from 0.96 to 1.15). Fig. 22 shows the K-factor expressed in decibels, obtained for both the train antenna 1 and mobile antenna 1 along the whole train path. The K-factor values shown are computed from the parameters obtained for the Rice distribution fitting carried out to obtain the AIC weights and shown in Fig. 21 . In view of the results in Fig. 22 , it is clear that the LoS component is almost never received by the mobile antennas since the K-factor is most of the time below 0 dB. The case of the eNodeB-train link is totally different because a strong LoS component is present during most of the train trajectory, except at those positions where strong reflections are observed, as shown in Fig. 8 . Notice that the results in Fig. 22 for the eNodeB-train link are totally consistent with those shown in Fig. 11a for the delay spread, indicating that the dominant path, which is the LoS path in our case, exhibits significantly larger power values than the other paths.
G. K-FACTOR ANALYSIS

V. CONCLUSIONS
In this work, the wireless channel response of a modern subway station and its corresponding entrance tunnel in the Madrid Metro was characterized in detail. An LTE eNodeB transmitter was setup in the middle of the platform to cyclically transmit standard-compliant FDD LTE signals at a carrier frequency of 2.6 GHz with a bandwidth of 10 MHz. Two receivers were placed in the subway train to investigate both the eNodeB-train and the eNodeB-mobile links. The train was moving at a constant speed of 18 km/h from the entrance tunnel until it is completely stopped at the end of the station. We characterized the wireless channel response for both links based on the following parameters: PDP, RMS delay spread, Doppler PSD, small-scale fading distribution, and K-factor.
The GTEC Testbed in conjunction with the SAGE algorithm revealed themselves as excellent tools to characterize the response of doubly selective wireless channels like those in the considered subway scenario.
The results show that the eNodeB-mobile link, in which the receive antennas are inside the train carriage, is the most challenging one, mainly due to the penetration losses. In addition, the geometry of the station and its entrance tunnel leads to scenarios with very specific propagation properties. More specifically, the RMS delay spread changes significantly from the tunnel to the station. Additionally, the estimated PDPs are consistent with those previously reported in the literature for similar scenarios. It is worth noting that the Doppler effect is actually an aggregation from different contributors, mainly carrier frequency and signal bandwidth, train speed, propagation environment, and the radiation patterns of the transmit and receive antennas. In this case, highly directive receive antennas in the eNodeB-train link block the LoS component at the end of the train trajectory, which leads to a widely-spread Doppler PSD.
The actual Doppler effects present in the receive signal, after correcting the frequency offsets between the transmitter and the receiver, have been also characterized. Assuming an ideal frequency offset estimation and correction and given the low measured speed, it can be concluded that the observed Doppler effects are not very relevant to the receiver if a strong LoS component is present.
Finally, the small-scale fading was characterized. We used the AIC method to find the best fitting distribution for the small-scale fading. We considered four of the most common distributions used in the literature, namely Rayleigh, Rician, Nakagami, and Lognormal. The analysis revealed that the small-scale fading was best fitted by a Rician distribution for both links (eNodeB-mobile and eNodeBtrain), and for the whole train trajectory. The calculated K-Factor values for the eNodeB-mobile link were low (less than 0 dB most of the time). However, K-factor values for the eNodeB-train link exceeded 0 dB most of the time, indicating the presence of a dominant path in the signal. He has co-author over 100 papers in peer-reviewed international journals and conferences. His research interests include signal processing and digital communications with special emphasis on blind adaptive filtering, estimation/equalization of multiple-input multiple-output channels, space-time coding, and prototyping of digital communication equipment.
