Abstract-End-to-end learning based approaches have been shown to be effective and are giving excellent performance for many systems with less training data. In this work we present an end to end learning approach for novel application of software defined radio (SDR) that utilizes the prior knowledge of transmitted speech message to detect and denoise the audio speech signal from the inphase and quadrature components of its base band version.
INTRODUCTION
Long short-term memory (LSTM) is a powerful type of recurrent neural network that can capture long range dependencies and nonlinear dynamics. In this paper we propose end-to-end learning approach that utilizes LSTM ability to capture the temporal dynamics of speech signals and present a novel application of software defined radio (SDR) to detect the audio speech signal from the in-phase and quadrature components of its base band version. We demonstrate the method by applying it to Frequency modulation decoding.
By training the system end-to-end, baseband signal is directly translated to spoken phonemes and clear distinction between demodulation and speech enhancement are not clearly distinguishable ( [1] , [2] ).
Long Short-Term Memory (LSTM) are extremely powerful neural network models that achieve excellent performance on a general sequence to sequence learning problem [3] . They are used for solving many difficult problems such as text to speech mapping [4] language translation and speech and music generation ( [5] , [6] ).
Frequency modulation (FM) is a nonlinear encoding of information on a carrier wave. It can be used for interferometric [5] , for seismic prospecting and many more applications but its widest use is for radio broadcasting, commonly used for transmitting audio signal representing voice. The audio signal detection from its FM modulated version can be considered as a non-linear mapping from input data sequence to the desired output audio sequence. However, FM performance is severely degraded when the system noise levels exceeds a critical level, above this critical point the signal-to-noise ratio (SNR) decreases significantly, this phenomenon is known as Threshold Effect. Due to the threshold effect the detection of the information signal is poor, as a result the intelligibility and quality of the detected speech decreases significantly. Taking the above into consideration FM audio detection seems like a natural application of LSTM neural networks. A supervised method, based on deep neural networks (DNNs), to demodulate and enhance the speech signal is proposed. This neural network takes in the modulated baseband signals and outputs only the modulating audio that had been applied at the transmitter. The network acts as an end to end receiver to detect and denoise the audio signal from the baseband signal.
PROBLEM FORMULATION AND RELATED WORK
Optimal signal estimation algorithms are usually constructed on basis of statistical properties of measurement process and prior statistical or deterministic model of reconstructed signals. This is often a hard problem with no analytic solution, which can be solved only approximately based on simplistic models of noise and signal. On the other hand, any signal estimation can be considered as a non-linear mapping from input data to the desired output. It is known that RNNs are TuringComplete in the sense that they can to simulate arbitrary programs [6] . having such a tool in hand, we can learn such a mapping using set of training examples, pairs of input measurements and desired output signals. As the size of training set and the capacity of the approximator grow, we get more and more close to an optimal nonlinear estimator (see e.g. [7, 8, 9 ])
Traditionally radio transmission decoding and speech enhancement are considered as two separate problems. Except for the traditional methods for radio transmission decoding and for minimum mean square error (MMSE)-based speech enhancement techniques, several, though not many, neural networks based methods have been proposed for each of the two above problems separately. For example for the radio demodulation application: ( [8] , [9] ) and for channel noise estimation [10] though none of the above have presented a good results for FM demodulator case. Also ( [11] , [12] , [13] ) are suggesting a DNN-based speech enhancement system.
While the works listed above have applied neural networks to the task of radio demodulation and for speech enhancement separately, neither of these sources attempted the task radio transmission decoding with the prior knowledge of transmitted speech messages. In this sense, our project is entirely novel as our network attempts to perform audio reconstruction by directly operating on the baseband representation of the modulated data. Also to the best of our knowledge, there are no works similar to our application, employing a LSTM model for radio transmission decoding. 
In order to avoid manipulating FM passband signal directly we assume conversion to baseband from intermediate frequency will be performed by another digital or analog hardware. This alleviate the computational demands of the neural network demodulator and allows us to work with much smaller sampling rate and enables much smaller network size as we are only working on the baseband signal, using the in-phase and quadrature components as input features to the neural network. In communication systems, statistic model for the channel is usually assumed to be additive white Gaussian noise (AWGN). Therefore, receivers are usually designed for this channel. However, real world communication systems, may need to perform under low SNR conditions, highly non-stationary noise environments and unknown channel model and channel statistics. Under the above conditions the perceived signal quality is severely degraded, and existing communication systems fail to properly suppress interferences in such conditions. For those conditions achieving high speech intelligibility is a very challenging and important problem. As mentioned optimal signal estimation algorithms are usually constructed on basis of statistical properties of measurement process and prior statistical or deterministic model of reconstructed signals.
Long short-term memory neural networks
LSTM recurrent neural network is a very powerful model for varying-length sequential data, achieving state-of-theart results for many problems spanning natural language processing, image captioning, handwriting recognition and audio generation. Given quality of approximation it usually requires smaller number of free parameters (weights) than other approximation schemes. In many signal estimation tasks advantage of LSTM becomes significant only when there is a statistical dependency between the examples. In our research we use deep neural network (DNN) for the problem of source signal estimation from noisy frequency-modulated measurements. In particular, we are interested in optimal recovery of speech signals.
METHOD DESCRIPTION

Dataset and training procedure
Broadcast FM stations use wideband FM which enables them to transmit high quality audio. Those broadcast stations use large values of frequency deviation, the FM broadcast standards in the United States specify a value of 75 kHz of peak deviation of the output signal frequency. These signals are capable of supporting high quality transmissions. Usually 240 kHz is allowed for FM transmission.
For the above reasons the training set was generated using Matlab FM modulation [8] with the following specifications: Peak deviation of the output signal frequency 75 KHz and sampling frequency of the modulated signal is 240 KHz. As mentioned, in order to alleviate the computational demands we are only working on the baseband signal. We assume that conversion to baseband from intermediate frequency will be performed by another digital or analog hardware. The modulating audio signal was preprocessed by filtering it with a low pass filter with cutoff frequency of 4 KHz. This means that the deviation ratio, defined as the ratio of the maximum carrier frequency deviation to the highest audio modulating frequency is 75 / 4 = 18.75. The audio that was used was downloaded from freesound.org is the famous "rally the troops" speech from Shakespeare's play Henry V which has a total duration of 3:30 sec, 90 % of the speech was used for training and the remaining 10% was used as test set For the input of the neural network we use two features a samples of the in phase and samples quadrature components of the baseband signal, For the output of the neural network we take the four samples of the message (audio) signal corresponding to the same time frame as the sliding window.
In our experiments we have used a window length of 60 samples of in phase component and 60 samples of the quadrature component, although in general the constraint of the window size depends on the sampling rate of the audio signal.
Architecture
The following neural network architecture was proposed: Two input features consisting of a sequence of size 60 each, for the real and imaginary parts of the baseband signal are fed into an LSTM layer with 60 neurons, the output of this network feeds into another LSTM layer with 120 neurons and finally a fully connected feed forward neural network with four outputs was added.
EXPERIMENTAL RESULTS
This method permits a more accurate signal reconstruction under interference in the transmission channel under a low SNR noise conditions.
For the case of low noise this method achieves slightly worse performance then traditional FM demodulator which uses prior knowledge on the transmission method. Moreover, with the availability of sufficient computation power the suggested method can decode the signal with real time constraints and can be used as an extremely robust radio receiver.
For FM modulated signal we are comparing the performance against Matlab modulation using FM method which is based on [8] .
In both cases the modulated signal sample rate is set to 240 KHz and the frequency deviation is set to 75 KHz.
We will next present the network performance against standard demodulation for various levels of AWGN. For the case of color noise we assume that the network can learn noise statistics and it will give even a larger improvement in performance. For each noise level the network was re trained with a new dataset with the same noise level. 
CONCLUSIONS AND REMARKS
Though we presented receiver for frequency modulation. Mathematically frequency modulation is considered a special case of quadrature amplitude modulation (QAM) we believe that the end-to-end approach can be applied to QAM as for different modulation schemes as well. Our receiver is user specific as it was trained for a single speaker, but we believe it can generalize to other speakers as well if trained with other speakers. For future work it will be interesting to replace LSTM with wavenet, which is a promising new architecture for raw audio
We have presented a new approach to decode FM transmission of audio speech signals which utilizes deep learning and more specifically LSTM. Building an SDR based on neural networks for such sizes became practical only recently with appearance of powerful graphical processing units (GPU) and corresponding software. The audio signal quality estimation is also not in the scope of this work, and need to be considered in future research.
