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rate of this method is independent of the discretization parameters.
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It goes without saying that partial differential equations (PDEs) are used ubiq-
uitously in mathematics to model physical phenomena. In this thesis the PDE
known as the (steady-state) diffusion equation will be considered. It is given by
−∇ · (c∇u) = f inD
where c will be called the diffusion coefficient and f will be called the source
function. This is an elliptic PDE and for the existence of solutions should be
accompanied by boundary value conditions.
The diffusion equation can be used to model numerous physical processes.
Perhaps most simply it can be viewed as giving the steady-state solution of the
density of a fluid whose motion has been governed entirely by diffusion (i.e. the
flow of fluid from higher density regions to lower density regions). In this context
the diffusion equation can be seen to arise from considering conservation of mass
with the temporal derivative being omitted as a steady-state solution is sought
and the advection term being omitted by assumption. The source function, f ,
appears as there may be sources (or sinks) of fluid in the spatial domain, D.
Therefore, one sees that the diffusion equation will be incorporated into mod-
els of fluid flow through porous media. As discussed, for example, in [11], porous
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media are inherently heterogeneous and, furthermore, generally defy precise de-
scription due to lack of information regarding the properties of the media. Such
lack of information may arise from unavoidable ignorance of the system under
investigation or the impracticality of understanding the structure of the media
at the minute level over which heterogeneity occurs. One therefore sees that
the diffusion coefficient can often not be described with certainty. The coarsest
approach to resolving this problem would involve setting c : D → R to be the
average (or expected value) of the diffusion process. In this case the diffusion
coefficient will be called a deterministic field (as its value at each x ∈ D is com-
pletely determined, i.e. there is no randomness involved). The model, likewise,
will be called the deterministic problem (assuming, of course, that f too is a
deterministic field). A more sophisticated approach would be to try and incor-
porate the uncertainty into the problem by modelling the diffusion coefficient as
a random field, i.e. c : D × Ω → R where Ω is a sample space. In this case the
resulting problem will be stochastic. In particular, the diffusion equation will
now be a stochastic partial differential equation (SPDE) given by
−∇ · (c∇u) = f inD ×Ω.
The source function too may be a random field. In this thesis, however, the
diffusion coefficient will be considered to be the cause of uncertainty. In the
succeeding chapters the source function will be considered to be a random field
as this is convenient for purposes of analysis and incorporates the fact that f
may be deterministic as a special case.
In modelling the random nature of the diffusion coefficient it is generally
considered to have known mean, variance, and covariance functions. Such a
2
process will possess a Karhunen-Loève expansion given by





where c0 is the mean function of c, (ξr) is a sequence of uncorrelated random
variables, and (λr, cr) is a sequence of eigenvalue-eigenvector pairs associated
with the covariance function. In particular, if the variance of c is taken to be
a constant given by ν, then each ξr has mean zero and variance ν, and if the





cr(y) dy = λrcr(x) r = 1, 2, . . .
The Karhunen-Loève expansion is discussed in the abstract setting of probability
theory in [24] and in a context in accordance with the present discussion in [20].
(Note that many authors follow the convention of assigning the variance of ξr to
be unity and including a factor of σ =
√
ν in front of the above summation to take
into account the variance of c.) A common assumption, as made, for example,
in [20], is that c is a Gaussian process and (ξr) is thus described by a sequence
of continuous random variables with normal distributions, i.e. ξr ∼ N (0, ν) ∀r.
Consequently the random variables in (ξr) will possess the desirable property of
being not only uncorrelated but also independent. Unfortunately though, this
leads to an ill-posed problem as a diffusion coefficient thus defined will not be
bounded between two positive constants for all possible realizations, a property
that it must possess for the PDE to be well defined. It is generally assumed in
such cases that providing the variance is sufficiently small, sensible solutions will
be obtained (e.g., see [20] and [41]). Indeed, the discrete systems that arise from
numerical methods are well defined and seemingly do produce sensible results
for such sufficiently small variance. An alternative suggestion, as made, e.g.,
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in [41], is to choose distributions of ξr that ensure c is bounded between two
positive constants with probability one. One possible choice, for example, would
be to let each ξr be uniformly distributed on some appropriately chosen finite
interval. However, the independence of the random variables is consequently not
guaranteed by virtue of the properties of the Karhunen-Loève expansion, and as
this property is required for certain numerical methods may need to be assumed
explicitly. The correct way to model c is still an area of active discussion. In this
thesis the numerical experiments carried out will use random variables taken to be
uniformly distributed and normally distributed alternatively, while the theory will
assume that the diffusion coefficient is bounded between two positive constants
almost everywhere.
The simplest method (at least when implemented in the most naive way)
for obtaining a numerical approximation to the solution of the stochastic diffu-
sion problem is the Monte Carlo method. This involves generating a prescribed
number of realizations of the diffusion coefficient and solving the resulting set of
deterministic PDEs. If the diffusion coefficient is a Gaussian process, and hence
normally distributed at each point in the spatial domain, then this method is
particularly easy to implement as realizations can be generated by matrix decom-
position methods without taking into account the Karhunen-Loève expansion, as
described in [12]. The disadvantage of the Monte Carlo method lies in the fact
that it will be expensive to solve so many realizations of the problem. How-
ever, as well as being easy to implement, it is readily parallelizable and efficient
methods for solving the deterministic problems are well studied. Moreover, and
importantly, one gets a lot of information back from the method. That is, given
that a finite number of realizations of the solution have been generated, not only
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can one easily compute statistical moments but probability distributions at each
point are readily available. This may lend the Monte Carlo method an advantage
over the more sophisticated methods discussed below.
Another method that can be used to solve the stochastic diffusion problem is
the perturbation method. This essentially involves expanding the random fields
(the diffusion coefficient and the solution) in a Taylor series about their mean
values. If the diffusion coefficient is expressed as a Karhunen-Loève expansion
as given above, then to implement this method it is first required to curtail the
expansion after, say, m terms. The remaining terms then constitute perturbations
of the diffusion coefficient about its mean. The solution too, by virtue of the
Doob-Dynkin Lemma (this notion will be elaborated on in Chapter 2) will be
expressible as a function of the same random variables, i.e. u = u(x, ξ1, . . . , ξm).
The solution is then expanded about its mean in a Taylor series with each random
variable constituting a perturbation. The Taylor series is then curtailed and
plugged into the PDE. Equating terms of the same order then yields a series of
problems that can be solved successively to obtain the functions in the expansion
of the solution. This is discussed in more detail in [20]. The major drawback of
this method is that it becomes overly complicated if the variance of the diffusion
is large as more terms need to be included in the expansion of the solution.
To try and overcome the computational cost of the Monte Carlo method and
the inherent weakness of such methods as the perturbation method, attention in
recent years has turned to a class of methods collectively described as stochastic
finite element methods. These methods first reformulate the SPDE as a varia-
tional problem, the solution of which lives in the tensor product of a space of
deterministic fields (e.g., H10 (D) for the diffusion problem given above with ho-
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mogeneous Dirichlet boundary value conditions, as discussed in Chapter 2) and
the space of random variables given by L2(Ω) (i.e. the set of random variables
that are square integrable and hence possess a variance). Given that a finite
dimensional subspace, of dimension N , say, of the deterministic space has been
chosen using the theory of deterministic finite elements, then it remains to choose
a finite dimensional subspace, of dimension M , say, of L2(Ω) which here will be
denoted by T . The finite element approximation is then obtained by solving the
variational problem posed on the tensor product of these finite-dimensional spaces
which has dimension MN , which is to say, the finite element approximation can
be obtained by solving a linear system of dimension MN .
One suggestion for T is the set spanned by the polynomial chaos restricted
in order, to say n, and in dimension, to say m. This idea was put forward by
Ghanem and Spanos (see [20]) in the case when the diffusion coefficient was a
Gaussian process and hence the random variables in the Karhunen-Loève expan-
sion are normally distributed. In this method the Karhunen-Loève expansion
is curtailed after m terms and the basis of T is chosen to be the set of poly-
nomials of degree n or less with arguments ξ1, . . . , ξm that are orthogonal with
respect to the underlying probability measure associated with the random vector
ξ = (ξ1, . . . , ξm), which in this case is an m-dimensional Gaussian distribution,











where y = Rm and ν is the variance of ξr, r = 1, . . . ,m. Consequently, the basis
of T will be the set of m-variate Hermite polynomials of degree n or less. The
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As mentioned above, if the random variables in the Karhunen-Loève expansion are
normally distributed, then the problem is not well-posed though for sufficiently
small variance, well-defined discrete systems may result. One approach to resolve
this problem has been to replace the normally distributed random variables with
random variables whose distributions ensure that the diffusion coefficient remains
bounded between two positive constants. This can be achieved, for example,
by letting the random variables be uniformly distributed on some appropriately
chosen interval. The polynomial chaos method outlined above was generalized
by Xiu and Karniadakis (see [40]) to take into account various possibilities for
the distributions of ξr. In this scheme, the case that the random variables are
uniformly distributed will result in the basis of T being the set of m-variate
Legendre polynomials of degree n or less.
The important thing to note here, is that in obtaining the weak formulation
the differential equation was integrated over Ω (as will be shown in the following
chapter) with the consequence that, by utilizing the fact that an integral over Ω
with respect to the probability measure is computed as an integral over Rm with
respect to a weight function equal to the density function of ξ = (ξ1, . . . , ξm), the
random fields, including the solution, are expressed as functions of d + m real
arguments where d is the dimension of the spatial domain. Therefore, in some
sense, the d-dimensional stochastic problem has been transformed into a (d+m)-
dimensional deterministic problem. As noted above, this ultimately results in
a linear system of dimension MN , i.e. the finite element approximation to the
solution is obtained by solving a matrix problem where the system matrix is in
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MN×MN . It turns out, though it is far from transparent at this stage, that this
matrix can be expressed as anM×M block matrix, each block being of sizeN×N .
The structure within each block will be determined by the spatial discretization
(i.e. the nature of the mesh on D and the choice of spatial basis functions)
while the block structure itself will depend on the stochastic discretization. As
a consequence of the Karhunen-Loève representation of the diffusion coefficient
and the three-term recurrence relation that orthogonal polynomials satisfy, the
choice of the polynomial chaos as a basis for T results in a sparse block structure
that is illustrated, e.g., in [28] and also in Figure 2.1 later in this thesis.
Other choices for the basis functions of T have been suggested. One prominent
suggestion, made in [3], is to use doubly orthogonal polynomials. These, again
chosen after the Karhunen-Loève expansion of the diffusion coefficient has been
curtailed after m terms, satisfy
∫
Ω
χk(ξ)χl(ξ) dP = δkl,
∫
Ω
ξrχk(ξ)χl(ξ) dP = κrkδkl, r = 1, . . . ,m.
The consequence of this choice is that the resulting system matrix will be block
diagonal which makes the method easily parallelizable. The polynomials are
chosen such that they are of degree nr in their rth argument. If nr = n, r =
1, . . . ,m, then the dimension of T is given by
M = (1 + n)m.
For a given choice of m and n the doubly orthogonal basis functions gives a
larger value of M (much larger as n increases) than does the polynomial chaos.
A comparison between the doubly orthogonal polynomials and polynomial chaos
concerning the amount of work required to achieve a given accuracy has not yet,
as far as the author is aware, been made.
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It would be pertinent to point out at this point that though the above dis-
cussion of the stochastic finite element method assumed the random variables in
the Karhunen-Loève expansion of the diffusion coefficient to be independent, this
may not in fact be the case. Indeed, as mentioned above, independence needs to
be explicitly assumed as the theory only guarantees that the random variables
are uncorrelated. In this thesis independence will always be assumed, but men-
tion will now briefly be made to how one might proceed if the assumption is not
made. Each random variable in the Karhunen-Loève expansion, as discussed e.g.,
in [26], can be expanded using the polynomial chaos, i.e. each ξr can be written
as an expansion of Hermite polynomials of increasing dimension and increasing
degree and whose arguments are independent Gaussian random variables. The
Karhunen-Loève expansion is then curtailed by only using Hermite polynomials
with m arguments or less and choosing an upper limit for the degree of those
polynomials. The basis of T is then chosen as for the polynomial chaos method,
i.e. it is chosen to be the m-variate Hermite polynomials of degree n or less.
The resultant system matrix will again be an M ×M block matrix but now the
sparsity of the block structure will depend on the degree of the polynomials kept
in the polynomial chaos expansion of c. If only linear terms are included the
expansion will look like a curtailed Karhunen-Loève expansion and the system
matrix will exhibit the same block structure. However, as higher degree terms
are retained in the expansion the block structure will become denser. Density
plots of this block structure are given in [26] and [13].
Another method that should be pointed out in this context is the stochastic
collocation method as advocated in [2]. This method too fits into the stochastic
finite element framework, only here the SPDE is first expressed in a semi-discrete
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weak formulation where only the deterministic part of the problem has been
discretized and the differential equation has only been integrated over the spatial
domain, D. The resulting equation is then collocated on the zeros of orthogonal
polynomials and the discrete solution is obtained by interpolating the collocated
solutions. This method results in a set of decoupled deterministic problems, the
number of which corresponds to the number of orthogonal polynomials used in
the collocation stage. The dimension of the stochastic space, i.e. T , that the
solution lives in is the same as for the doubly orthogonal polynomials described
above. The advantage of this method, it is argued, is that it allows a wider variety
of characterizations of the random diffusion coefficient to be tackled, including
the case when the random variables in its Karhunen-Loève expansion are not
independent.
An important point that needs to be made regarding the stochastic finite
element method regards what one obtains when the finite element approxima-
tion has been computed. This approximation is a random field on D × Ω that
is given by an expansion in the basis functions of T with the coefficients being
deterministic functions residing in whatever space was used for the spatial dis-
cretization. But what does this tell one about the nature of the solution? As
will become clear later, the statistical moments of the approximation, such as
the expectation and the variance, can be trivially obtained from the expansion of
the approximation. Therefore, if the stochastic finite element formulation of the
problem can be solved efficiently it offers a fast way to obtain approximations to
the statistical moments of the solution to the underlying SPDE. However, things
are not so clear if one wants to compute probability distributions of the solution.
For example, what is the probability that the solution is greater than some given
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value at some given point in D? In order to obtain this information from the
finite element approximation it would seem that the approximation needs to be
sampled, i.e, a Monte Carlo method needs to be applied. This poses an inter-
esting question, namely, given that a probability distribution of the solution to
an SPDE is required, is it more efficient to use the Monte Carlo method where
in each trial a deterministic PDE requires to be solved but once the trials are
computed the desired distribution is readily available, or is it more efficient to
use the stochastic finite element method which requires one much larger system
to be solved and produces a solution that will still need to be sampled but with
each trial now being trivial to carry out? This question, again to the author’s
knowledge, has not yet been answered.
The above provides a brief introduction to the stochastic finite element method;
it is not the intention here to given an exhaustive overview. (For such an overview
see [36] or [23].) Suffice to say that the method has gained much attention over the
past decade or so as a possibly efficient method to obtain statistical information
concerning the solution of PDEs whose defining characteristics (here the diffusion
coefficient but possibly other components such as the boundary value conditions
(e.g, see [15]), domain shape (e.g, see [9]), etc.) are uncertain. However, the
linear system that results from the method’s application does have the potential
to be very large and is of a different character to its deterministic counterpart.
As mentioned above, it is an M ×M block matrix where each block resembles
that arising from the analogous deterministic problem. One is therefore lead to
ask how such a system may be solved efficiently. Little work has been done thus
far that addresses this question. It is the purpose of this thesis to make some
preliminary steps in this direction and to investigate how some of the iterative
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methods that are known to perform well for the deterministic diffusion problem
perform when suitably extended and applied to the stochastic problem.
Chapters 2 and 3 in this thesis deal with the diffusion equation as stated at the
beginning of this chapter with homogeneous Dirichlet boundary value conditions.
The spatial domain is taken to be two-dimensional, though the theory is readily
extendible to three spatial dimensions. The diffusion coefficient is assumed to
take the form of a curtailed Karhunen-Loève expansion with independent and
identically distributed random variables. It is known that multigrid is an opti-
mal (iterative) method for solving the linear system associated with the analogous
deterministic problem, where by optimal it is meant that the contraction factor
of the method, i.e. the upper bound associated with the convergence of the er-
ror, is independent of the spatial discretization. The consequence of this is that
the number of iterations it requires for multigrid to reach a given tolerance will
not depend on how fine the underlying mesh used to discretize the problem is.
This idea is extended to the stochastic problem by defining a multigrid algorithm
where the spatial discretization is varied from level to level while the stochas-
tic discretization is held constant. It is shown theoretically and numerically that
this algorithm is optimal with regard to the spatial discretization. Moreover, pro-
viding the stochastic basis functions are suitably scaled it will be optimal with
regard to the stochastic parameters, m and n. This algorithm was also employed
in [25], though the work presented here differs by also providing theoretical sup-
port to the numerical results. Also, a Fourier mode analysis was used to examine
a similar multigrid algorithm in [35].
In Chapters 4 and 5 a first-order formulation of the diffusion problem is con-
sidered. This involves rewriting the second-order PDE as previously stated as a
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system of two first-order PDEs. As there is now two unknowns to solve for this
gives rise to mixed finite elements. The stochastic finite element method as given
above can readily be extended to give a mixed stochastic finite element method.
The resulting linear system has a system matrix with 2× 2 blocks, each of which
are themselves M ×M blocks analogous to those discussed above. The diffusion
coefficient in this case appears in the integrals in the (1, 1) block as c−1. The
assumption is made that c−1 can be expanded in a desirable Karhunen-Loève
expansion. If this is not the case, then a polynomial chaos representation could
be employed though this is not considered here. (Note however that if a poly-
nomial chaos expression is used and only the linear terms are kept then this is
equivalent to using a Karhunen-Loève expansion.) The system matrix in this case
is symmetric and indefinite which suggests the use of the MINRES algorithm as
given in [27]. To be efficient the system will need to be preconditioned. The
preconditioner employed follows that implemented in [32] for the deterministic
problem which in turn was motivated by the discussion in [1]. This deterministic
preconditioner is block diagonal with the (2, 2) block being itself diagonal. The
MINRES algorithm is required to carry out a solve with this preconditioner in
each iteration. To carry out a solve with the (1, 1) block a multigrid algorithm
that makes use of an additive Schwarz smoother defined with respect to a do-
main decomposition is implemented. In [1] it was shown that for the case of
c = 1 this preconditioned MINRES algorithm will be optimal with respect to the
spatial discretization. In this thesis this preconditioner is extended to take into
account the stochastic nature of the problem. The multigrid algorithm, as with
the second-order problem, is defined such that the spatial discretization is varied
from level to level while the stochastic discretization is held constant. The anal-
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ysis in [1] is extended to show that for a random diffusion coefficient (bounded
between two positive constants) the iterative scheme thus defined is optimal with
respect to the discretization parameters.
A word should be said concerning the software used to implement the algo-
rithms discussed above. For the second-order case a suite of software was de-
veloped in MATLAB for the solution of the stochastic diffusion problem via the
method of polynomial chaos. This was developed as an extension of MATLAB’s
PDE toolbox and consequently incorporated the methods therein for discretiz-
ing the deterministic part of the problem. The software ultimately could solve
stochastic problems posed in two spatial dimensions on a domain constructed us-
ing MATLAB’s PDE toolbox GUI with a variety of boundary value conditions.
For the first-order case another suite of software was developed in MATLAB,
again using the method of polynomial chaos for the solution of the stochastic dif-
fusion problem. This software was an extension of the code developed by Bahri-
awati and Carstensen (see [4]) for the solution of the analogous deterministic
problem. The author here wishes to express his gratitude to the aforementioned
for making this code freely available. As with the code for the second-order prob-
lem, this code could solve stochastic diffusion problems in two spatial dimensions
on a domain constructed using MATLAB’s PDE toolbox GUI, only here the
boundary value conditions were restricted to the homogeneous Dirichlet type.
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Chapter 2
Second-Order Stochastic Diffusion Problem
In this chapter the stochastic steady-state diffusion problem is introduced along
with its weak formulation. The problem is referred to as the second-order formu-
lation so as to distinguish it from the first-order formulation discussed in chapter
5, though this terminology won’t be used when the context is clear.
2.1 Boundary Value Problem
The stochastic diffusion equation with homogeneous Dirichlet boundary value




−∇ · (c∇u) = f in D ×Ω,
u = 0 on ∂D ×Ω,
(2.1)
where D is the spatial domain, Ω is a sample space, c : D × Ω → R is the
diffusion coefficient, and f : D×Ω → R is the source function. The sample space
in turn belongs to a probability space (Ω,F , P ) where F is a σ-algebra and P is
a probability measure.
The spatial domain, D, is assumed to be a two-dimensional simply connected
bounded open set with piecewise smooth boundary. In particular, D is taken to
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be the interior of a convex polygon.
The diffusion coefficient is assumed to be of the form of a curtailed Karhunen-
Loève expansion, i.e.





where ξ = (ξ1, . . . , ξr), ξr, r = 1, . . . ,m, are assumed to be continuous, indepen-
dent, and identically distributed random variables, and (λr, cr) are obtained by
solving an eigenvalue problem in the form of a Fredholm integral equation, as
discussed, e.g., in [20]. The σ-algebra F is defined to be the minimal σ-algebra
generated by ξ, i.e. F = σ(ξ). As the source function f is a random field on
(Ω,F) it follows from the Doob-Dynkin lemma (see [8]), that f can be expressed
as a Borel function of ξ, i.e. f = f(x, ξ). Similarly, if the existence of the solu-
tion u can be established, it too will be expressible as a Borel function of ξ, i.e.
u = u(x, ξ). Now, given ξr(Ω) = Γ ⊂ R, r = 1, . . . ,m, and denoting the density







where y ∈ Rm, ρ(y) = ρ1(y1) · · · ρ(ym), and dy = dy1 · · · dym.
This problem is extensively discussed from a modeling perspective in [20] and
from an analytic perspective in [3].
2.2 Lebesgue and Sobolev Spaces
Prior to stating the weak formulation of the boundary value problem given in §2.1
and pursuing the subsequent analysis, it is necessary to introduce the required
Lebesgue and Sobolev spaces and their tensor products. Strictly speaking these
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function spaces contain equivalence classes of functions but throughout this thesis
their elements will simply be referred to as functions. Lebesgue and Sobolev
spaces are introduced more formally in [19]. The tensor products of such spaces
is discussed in [38] and [3].
















will be used, where v is a Borel function of its argument on the relevant space,
and in the second expression (2.3) has been used. (Recall that all measurable
functions on (Ω,F), where F is the minimal σ-algebra generated by ξ, can be
















v(x, y)ρ(y) dx dy.
where v is a random field.
2.2.1 Spaces L2(D), L2(Ω), and L2(D)⊗ L2(Ω)
The Lebesgue spaces L2(D) and L2(Ω) are defined by
L2(D) =
{





































The spaces L2(D) and L2(Ω) equipped with these inner products are Hilbert
spaces, i.e. they are complete inner product spaces.
The space L2(D)⊗ L2(Ω) is given by























Note that v ∈ L2(D) ⊗ L2(Ω) can be considered as a function in L2(D) pa-
rameterized by ω ∈ Ω, or vice versa, as a function in L2(Ω) parameterized by
x ∈ D.
2.2.2 Spaces L∞(D), L∞(Ω), and L∞(D)⊗ L∞(Ω)
The spaces L∞(D) and L∞(Ω) are defined to be the spaces of functions on D
and Ω respectively whose absolute value has a finite essential supremum, i.e. their
absolute value is bounded by a positive constant almost everywhere. Norms on
these spaces are defined via this essential supremum, i.e.
||v||L∞(D) = ess. sup
x∈D
|v(x)|, (2.11)
||v||L∞(Ω) = ess. sup
ω ∈Ω
|v(ω)|. (2.12)
With these norms the spaces L∞(D) and L∞(Ω) constitute Banach spaces, i.e.
they are complete normed spaces.
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The space L∞(D)⊗ L∞(Ω) is the space of random fields on D × Ω that are
bounded almost everywhere in absolute value. The associated norm is
||v||L∞(D)⊗L∞(Ω) = ess. sup
(x,ω)∈D×Ω
|v(x, ω)|. (2.13)
As in the case of L2(D)⊗L2(Ω), given v ∈ L∞(D)⊗L∞(Ω), it can be considered
as a function in L∞(D) parameterized by ω ∈ Ω or as a function in L∞(Ω)
parameterized by x ∈ D.
2.2.3 Spaces Hk(D) and Hk(D)⊗ L2(D)
Let γ = (γ1, γ2) ∈ N2 (N = {0, 1, . . . }) be a multi-index with length |γ| = γ1 +γ2.







The derivatives here are to be interpreted in the weak sense. Then the Sobolev
spaces Hk(D) (where k is a positive integer) are defined by
Hk(D) = { v : D → R | Dγv ∈ L2(D), |γ| ≤ k }. (2.15)
The space H1(D) will be required in order to define the weak formulation of
the boundary value problem given in §2.1. The space H2(D) will be used when














The spaces Hk(D) are Hilbert spaces. The space H10 (D) is defined by
H10 (D) = { v ∈ H1(D) | v = 0 on ∂D } (2.18)
with inner product and norm inherited from H1(D).
The space Hk(D)⊗ L2(Ω) is given by
Hk(D)⊗ L2(Ω) = {v : D ×Ω → R | Dγv ∈ L2(D)⊗ L2(Ω), |γ| ≤ k }. (2.19)
Note that the differential operator, by definition, only acts on the spatial com-













The definition of H10 (D)⊗ L2(Ω) follows from the definition of Hk(D)⊗ L2(Ω).
As in the cases of L2(D)⊗L2(Ω) and L∞(D)⊗L∞(Ω), random fields in Hk(D)⊗
L2(Ω) can be thought of as deterministic fields in H
k(D) parameterized by ω ∈ Ω
or as random variables in L2(Ω) parameterized by x ∈ D.
2.3 Weak Formulation
Let c ∈ L∞(D)⊗L∞(Ω) and f ∈ L2(D)⊗L2(Ω). The weak formulation of (2.1)
is given by: find u ∈ H10 (D)⊗ L2(Ω) such that















The Lax-Milgram lemma can be used to show that there exists a unique solution
to this problem providing that there exist positive constants α and β such that
α ≤ c(x, ξ(ω)) ≤ β P -a.e. ∀x ∈ D, (2.25)
where by P -a.e. it is meant that there exists a subset F ∈ F with P (F ) = 0 such
that the inequality holds on the complement of F .
2.4 Stochastic Finite Element Method
In order to obtain a finite element formulation of the stochastic diffusion problem
finite-dimensional subspaces of H10 (D) and L2(Ω) are required. Let these be
denoted by S and T respectively. For S the space of piecewise linear polynomials
will be used whose dimension is governed by a mesh parameter denoted by h. This
is discussed in more detail in §2.5. For T the space of polynomial chaos of order n
will be used. This is discussed in more detail in §2.6. Then S⊗T ⊂ H10 (D)⊗L2(Ω)
and the finite element formulation is given by: find uhn ∈ S ⊗ T such that
a(uhn, v) = l(v) ∀v ∈ S ⊗ T. (2.26)
This will possess a unique solution under the same conditions as are required for
the weak formulation.
This is equivalent to a matrix problem, to be described in §2.7. It will there
be seen that the system matrix has a block structure. Moreover, the choice of S
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ensures that the blocks are sparse while the choice of T ensures that the block
structure is sparse.
2.5 Deterministic Finite Elements
The spatial domain, D, is discretized using a triangulation T = {△1, . . . ,△K}
where
⋃K
i=1△i = D. The points where the vertices of the triangles meet are
called the nodes of the mesh. It is assumed that any triangulation used belongs
to a family of triangulations that is quasi-uniform and shape regular as defined,
e.g., in [5].
The finite dimensional subspace of H10 (D) is then defined to be the set S =
span{φ1, . . . , φN}, where N is the number of nodes in the mesh and φi is a
piecewise linear function that is equal to one at the i-th node and zero at all
other nodes. This corresponds to the P1 approximation as discussed, e.g., in [14].
2.6 Polynomial Chaos
To construct the finite-dimensional subspace of L2(Ω) the polynomial chaos
method, as originally given in [20] and generalized in [40], is used. This essentially
involves using the set of m-variate functions (recalling that m is the number of




χkχl = κkδkl. (2.27)
The Askey scheme of hypergeometic polynomials is discussed in [33]. The finite-
dimensional subset of L2(Ω) is then defined to be the set of all such polynomials
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As the probability measure in this thesis will be that corresponding either to
an m-dimensional normal distribution or an m-dimensional uniform distribution
the corresponding polynomials will be the Hermite polynomials and the Legendre
polynomials respectively. These are discussed below in §2.6.1 and §2.6.2. For
polynomials corresponding to other distributions see [41].
2.6.1 Hermite Polynomials






dy = k!δkl, k = 0, 1, . . . (2.29)
Note that some texts define the Hermite polynomials to be orthogonal with re-
spect to the weight e−y
2
(physical Hermite polynomials) as opposed to the weight
used above (probabilistic Hermite polynomials). The first six Hermite polynomi-
als are given by
H0(y) = 1, H1(y) = y,
H2(y) = y
2 − 1, H3(y) = y3 − 3y,
H4(y) = y
4 − 6y2 + 3, H5(y) = y5 − 10y3 + 15y.
Subsequent Hermite polynomials can be computed using the three-term recur-
rence relation given by
Hk+1(y) = yHk(y)− kHk−1(y). (2.30)
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Three-term recurrence relations for 1-dimensional orthogonal polynomials are










max{k!, l!}, |k − l| = 1
0, otherwise
(2.31)
can be established by using the three term-relation along with the orthogonality
condition.











dy = k!δkl, k = 0, 1, . . . (2.32)
and are given by H
(ν)
k (y) = Hk(y/σ). It follows that the three term recurrence





























Now let y ∈ Rm and let α = (α1, . . . , αm) ∈ N (where N = {0, 1, . . . })
be a multi-index. The generalized m-variate Hermite polynomials of variance ν
are then given by H
(ν)
α (y) = H
(ν)















Note that αi gives the degree of H
(ν)
α in yi and that |α| =
∑m
i=1 αi gives the total
degree of H
(ν)

















i=1, i6=k αi!, |αk − βk| = 1, αi = βi, i 6= k
0, otherwise
(2.36)
can be established by using the definition of H
(ν)
α along with (2.32) and (2.34).
For the case when the random variables in (2.1) are normally distributed the
orthogonality condition given by (2.27) corresponds to (2.35) so T will be defined




(0,0), χ2 = H
(ν)





(2,0), χ5 = H
(ν)
(1,1), χ6 = H
(ν)
(0,2).
The ordering of the basis functions is of course unimportant. However, in this
thesis the ordering given in [20] will be followed.
2.6.2 Legendre Polynomials









, k = 0, 1, . . . (2.37)
The first six Legendre polynomials are given by











(35y4 − 30y2 + 3), L5(y) =
1
8
(63y5 − 70y3 + 15y).
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Subsequent Lengendre polynomials can be computed using the three term recur-








As mentioned in §2.6.1, three term recurrence relations of this nature are dis-












, k + 1 = l
k
(2k−1)(2k+1)
, k − 1 = l
0, otherwise
(2.39)
can be established using (2.37) and (2.38).
Now let y ∈ Rm and let α = (α1, . . . , αm) ∈ N be a multi-index. The m-
variate Legendre polynomials are then given by Lα(y) = Lα1(y1) . . . Lαm(ym) and












As for the case of the Hermite polynomials discussed in §2.6.1, αi gives the degree
of Lα in yi and |α| =
∑m























, βk − αk = 1, αi = βi, i 6= k
0, otherwise
(2.41)
can be established by using the definition of Lα along with (2.37) and (2.39).
For the case when the random variables in (2.1) are uniformly distributed the
orthogonality condition given by (2.27) corresponds to (2.40) so T will be defined
26
by T = {Lα | |α| ≤ m }. E.g., if m = 2 and n = 2, T = {χ1, . . . , χ6} where
χ1 = L(0,0), χ2 = L(1,0), χ3 = L(0,1),
χ4 = L(2,0), χ5 = L(1,1), χ6 = L(0,2).
The ordering of the basis functions follows that given in [20].
2.7 Matrix Formulation








is substituted into (2.26) and v is varied over the basis functions of S ⊗ T . This
gives the matrix problem: find u ∈ RMN such that





A11 · · · A1M
...
...
























The solution vector, u, contains the coefficients in (2.42) stacked column-wise,
i.e. u = [u11, . . . , uN1, . . . , u1M , . . . , uNM ]
T .
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Note that A thus defined is symmetric. To see that it is also positive definite,




















































∇v · ∇v ≥ 0 (2.48)
where α is given in (2.25). The above inequality is equal to zero if and only if
∇v = 0 and as v ∈ S ⊗ T this implies that v = 0 and v = 0.
Given that c has the expansion given in (2.2), A can be expanded as




λrGr ⊗ Ar (2.49)








cr∇φi · ∇φj. (2.51)
From this it is seen that the sparsity structure of the matrices Gr, r = 0, . . . ,m,
dictates the sparse block structure of the matrix A, whereas the sparsity structure
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m = 4, p = 2











m = 2, p = 4
Figure 2.1: Block structure of the system matrix for the second-order diffusion
problem arising from application of the polynomial chaos method.
of the matrices Ar, r = 0, . . . ,m, dictates the sparsity structure within the blocks
of A. If ξr, r = 1, . . . ,m, are normally distributed then the appropriate choice for
the basis functions of T are them-variate Hermite polynomials described in §2.6.1.
In this case, the entries of Gr, r = 0, . . . ,m, can be obtained using (2.35) and
(2.36). If ξr, r = 1, . . . ,m, are uniformly distributed then the appropriate choice
for the basis functions of T are the m-variate Legendre polynomials described in
§2.6.2. In this case, the entries of Gr, r = 0, . . . ,m, can be obtained using (2.40)
and (2.41). In either case the sparsity patterns of the matrices Gr, r = 0, . . . ,m,
are the same and hence the block sparsity pattern of A will be the same. This
block sparsity structure of A is shown in Figure 2.1 for the choices of m = 2,
p = 4 and m = 4, p = 2. This block sparsity structure is also described in [28].
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2.7.1 Post-processing the Matrix Solution
Once u has been computed it can be post-processed to obtain meaningful infor-
mation, such as the mean and variance of uhn. Definitions of mean and variance
of a random field (noting that a random field is a stochastic process) can be found
in [21].




















on account that χ1 = 1 and the orthogonality conditions (2.35) and (2.40). There-
fore, if xj is a node of T corresponding to the basis function φj, Euhn(xj, ξ) = uj1.
Further, if U ∈ RN×M represents a matrix with entries ujl then the first column
of U will correspond to the finite element approximation of the mean of uhn.



























and so the variance at the node xj is given by




on account of the definition of G0 (whose entries are known analytically). Note
that this is a linear combination of the squares of the entries in the 2nd to M -th
columns of U .
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2.8 Model Problem
To illustrate the stochastic finite element method a small model problem is now
described. Let the spatial domain be given by D = (−1, 1)2 and let the source
function be given by f = 1. For the diffusion coefficient, c, consider a random field
with mean function c0(x), constant variance ν, and covariance function r(x, y).
Such a process will have a Karhunen-Loève expansion of the form





where (ξr) is a sequence of uncorrelated and identically distributed random vari-
ables with variance ν and mean zero, and (λr, cr) is a sequence of eigenvalue-





cr(x) dx = λrcr(y), r = 1, 2, . . . (2.56)
The sequence (λr) is ordered so as to be non-increasing. For r(x, y) the exponen-
tial covariance function is considered which is given by







where x = (x1, x2), y = (y1, y2) ∈ D. The constant b is called the correlation
length and will affect the decay of (λr), a larger value producing a faster de-
cay. Here a value of b = 10 is considered. For this choice of covariance function
analytic expressions exist for the solutions of (2.56) as given in [20]. For a gen-
eral covariance function (2.56) will have to be solved numerically. An efficient
algorithm for doing this involving fast multipole methods is given in [34].
For computational purposes a finite term expansion is required so (2.55) is
curtailed to obtain






From the modeling perspective the replacement of the infinite expansion with
the finite expansion is justified providing (λr) decays rapidly, which matter is
discussed in [20].
Now let c0(x) = 10 and let ξr, r = 1, . . . ,m, be independent and uniformly
distributed on (−1, 1) whereby (2.25) is satisfied. The basis functions of T will
hence be the m-variate Legendre polynomials as discussed in §2.6.2. To obtain
a numerical approximation consider a triangulation of D consisting of a 32× 32
grid of squares each of which is further divided into two triangles. Let m = 4
and n = 4. Figures 2.2 and 2.3 show plots of the numerical approximations to
the expected value and variance of u. The maximum value of the expected value
in this case is 0.0295 while the maximum value of the variance is 2.5879× 10−06.
2.9 Matrix and Right Hand Side Properties
In the following, E refers to the stochastic mass matrix and B refers to the














































Figure 2.2: Expected value of the solution to the second-order model problem on























Figure 2.3: Variance of the solution to the second-order model problem on a
32× 32 grid with m = 4 and n = 4.
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Theorem 1 Let f ∈ S ⊗ T with coefficient vector f̂ . Then f = (E ⊗B)f̂ , where
f is as in (2.45).

























whereby it is seen that f = (E ⊗M)f̂ . 
Theorem 2 Let f ∈ S ⊗ T with coefficient vector f̂ . Then ||f ||2L2(D)⊗L2(Ω) =
((E ⊗B)f̂ , f̂)2.














































[(E ⊗B)f̂ ]ikf̂ik = ((E ⊗B)f̂ , f̂)2, (2.63)
as required. 
Theorem 3 The inequality
C1h
2 ≤ ((E ⊗B)v,v)2
(v,v)2
(2.64)
holds for all v ∈ RMN , where C1 is independent of the mesh parameter, h. More-
over, providing the basis functions of T are suitable scaled C1 will also be inde-
pendent of m and n.
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Proof The right hand side of (2.64) is the Rayleigh quotient of E⊗B and this is
bounded below by the lowest eigenvalue of E ⊗B. The eigenvalues of E ⊗B are
the products of the eigenvalues of E and the eigenvalues of B. Therefore, denoting





For a quasi-uniform and shape regular mesh the minimum eigenvalue of B is
bounded below by Ch2 where C is a constant, as shown, e.g., in [14]. The lowest
eigenvalue of E will, in general, depend on the stochastic parameters m and p. If
the basis of T is comprised of the Hermite polynomials, then λmin(E) = 1, and C1
will be independent of m and n as well as h. If the basis of T is comprised of the
Legendre polynomials, then this will not be the case. However, the basis functions
can always be scaled or normalized in order to ensure that C1 is independent of
m and n. 
Theorem 4 Let f ∈ S ⊗ T . Then h√C1||f ||L2(D)⊗L2(Ω) ≤ ||f ||2, where C1 is as
in Theorem 3.
Proof Using Theorem 1 gives ||f ||22 = ((E ⊗ B)f̂ , (E ⊗ B)f̂)2. Now setting
g = (E ⊗B) 12 f̂ and using Theorems 2 and 3 gives
C1h
2 ≤ ((E ⊗B)g,g)2
(g,g)2
=
((E ⊗B)f̂ , (E ⊗B)f̂)2






2.10 Semi-discrete Finite Element Formulation
In proving the approximation property used in the analysis for multigrid in §3.5
it will be useful to introduce the solution of a semi-discrete version of the finite
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element formulation where only the stochastic space is discretized. This is given
by: find un ∈ H10 (D)⊗ T such that
a(un, v) = l(v) ∀v ∈ H10 (D)⊗ T. (2.67)
This has a unique solution under the same conditions as apply to the weak for-
mulation in §2.2.
Theorem 5 The solution to the semi-discrete problem, un, and the finite element
approximation, uhn, defined in §2.4, satisfy
||un − uhn||a ≤
√
βC2h||D2un||L2(D)⊗L2(Ω), (2.68)




|v|2H2(D) ∀v ∈ H2(D)⊗ L2(Ω), (2.69)
and C2 is independent of h, m, and n.
Proof Galerkin orthogonality gives
||un − uhn||2a ≤ ||un − v||2a ∀v ∈ S ⊗ T. (2.70)
Now let ũn ∈ S ⊗ T be the spatial interpolant of un ∈ H10 (D)⊗ T , i.e. if xj, j =
1, . . . , N , are the nodes of the spatial triangulation T , then ũn(xj, ξ) = un(xj, ξ)
∀ω ∈ Ω. Then
||un − uhn||2a ≤ ||un − ũn||2a ≤ β
∫
Ω
|un − ũn|2H1(D). (2.71)
A standard interpolation result, as given e.g., in [22], gives
|un − ũn|H1(D) ≤ C2h|un|H2(D) ∀ω ∈ Ω (2.72)
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where C2 is only dependent on the spatial domain. Therefore,
||un − uhn||2a ≤ βC22h2
∫
Ω
|un|2H2(D) = βC22h2||D2un||2L2(D)⊗L2(Ω), (2.73)
which proves the theorem. 
In order to obtain a regularity bound for un an assumption is made. Let
f ∈ L2(D) ⊗ T . Then it is assumed that for each realization of ξ the semi-
discrete solution is in H2(D) and satisfies
||un||H2(D) ≤ C3||f ||L2(D) (2.74)
where C3 is dependent on the spatial domain and β.
Theorem 6 The H2-regularity bound
||D2un||L2(D)⊗L2(Ω) ≤ C3||f ||L2(D)⊗L2(Ω) (2.75)
holds, where C3 is independent of h, m, and n.
Proof The assumption made prior to the statement of the theorem gives
|un|H2(D) ≤ C3||f ||L2(D) ∀ω ∈ Ω, (2.76)
Squaring and integrating over Ω gives the desired result. 
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Chapter 3
Solving the Second-Order Stochastic Diffusion Problem
Now multigrid is investigated as a means of solving the linear system arising from
using the stochastic finite element method to discretize the second-order diffusion
problem as described in Chapter 2. Multigrid is known to be an optimal method
for solving the analogous deterministic problem which is to say, its convergence
rate is independent of the mesh parameter h. Here the deterministic multigrid
algorithm is extended to incorporate the stochastic nature of the problem and
the results in Chapter 1 are used to demonstrate that this stochastic multigrid is
also optimal with respect to the discretization parameters.
3.1 Stationary Iteration
Central to the idea of multigrid is the understanding that certain stationary iter-
ations when applied to particular matrix problems tend to smooth the associated
error. Given the problem Au = f , the matrix splitting A = Q − Z inspires the
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stationary iteration
u(k+1) = Q−1Zu(k) +Q−1f
= Q−1(Q− A)u(k) +Q−1f
= (I −Q−1A)u(k) +Q−1f . (3.1)
The matrix I − Q−1A is the iteration matrix of the method and in the context
of multigrid is called the smoother. Various choices for the smoother exist. Two
popular choices are the damped Jacobi method and Gauss-Seidel method, both of
which are discussed, in the context of multigrid, in [7].
3.2 Two-grid Correction Scheme
Let T ⊂ L2(Ω) and S2h ⊂ Sh ⊂ H10 (D) be as defined in §2.4, where the subscripts
2h and h are being used to distinguish between a fine spatial discretization, with
mesh parameter 2h, and a coarse mesh discretization, with mesh parameter h.
Then defining V2h = S2h⊗ T and Vh = Sh⊗ T gives V2h ⊂ Vh ⊂ H10 (D)⊗L2(Ω).
Finite element formulations in Vh and V2h give rise to matrix equations which
will be represented as Au = f and Āū = f̄ respectively.
Now let Ih2h : V2h → Vh denote a prolongation operator defined via natural
inclusion i.e. for v2h ∈ V2h, Ih2hv2h = v2h. To see how Ih2h can be represented as
a matrix, note that any basis function φ
(2h)
j of S2h can be expanded in the basis








i , j = 1, . . . , N2h. (3.2)



























































Comparing (3.3) and (3.4) it is seen that [Pv
(2h)
k ]i = v
(h)





From this it follows that if v2h is the coefficient vector of v2h in V2h, then (I⊗P )v2h
is the coefficient vector of v2h in Vh. (Here I is an M × M identity matrix.)
Therefore I ⊗ P is the prolongation matrix associated with the prolongation
operator Ih2h, and shall be denoted as P .
A restriction operator I2hh : Vh → V2h is then defined such that the correspond-
ing restriction matrix R satisfies R = PT (or equivalently R = I ⊗ R where
R = P T ). That is to say, that if I2hh maps vh ∈ V2h to v2h ∈ V2h and vh and v2h
are the respective coefficient vectors of these functions, then v2h = Rvh = PTvh.
With the prolongation and restriction matrices related in this way the desir-
able relationships f̄ = Rf and Ā = RAP are obtained. To see that the first of































j χk = [Rfk]i,
which is to say, f̄k = Rfk, from which it follows that f̄ = Rf . To see that the
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pri[AklP ]rj = [RAklP ]ij,
which is to say, Ākl = RAklP , from which it follows that Ā = RAP .
Using the above definitions, the following algorithm gives a two-grid corrective
scheme for solving the matrix problem Au = f .
choose initial guess u
for i = 0, 1, . . .
for j = 1 : k
u← (I −Q−1A)u +Q−1f
end
r̄ = R(f − Au)
solve Āē = r̄
u← u + P ē
end
The success of this algorithm necessarily depends on how well the smoother works
and how well the functions are passed between the coarse and fine grids.
41
3.3 Convergence of Two-Grid Correction Scheme
That the two-grid convergence scheme, given in §3.2, converges can be shown
to be true providing the smoothing property and the approximation property are
satisfied, as is shown in the following theorem.
Theorem 7 Providing the smoothing property,
||A(I −Q−1A)ky||2 ≤ η(k)||y||A ∀y ∈ RMNh , (3.5)
with η(k)→ 0 as k →∞, and the approximation property,
||(A−1 − PĀ−1R)y||A ≤ C4||y||2 ∀y ∈ RMNh , (3.6)
are satisfied, then, providing k is sufficiently large, the two-grid algorithm given
in §3.2 converges.
Proof It can be shown that the error associated with the two-grid algorithm
obeys the recursive relationship
e(i+1) = (A−1 − PĀ−1R)A(I −Q−1A)ke(i). (3.7)
Hence,
||e(i+1)||A = ||(A−1 − PĀ−1R)A(I −Q−1A)ke(i)||A
≤ C4||A(I −Q−1A)ke(i)||2
≤ C4η(k)||e(i)||A. (3.8)
Since η(k)→ 0 as k →∞ there exists some minimal number of smoothing steps
such that C4η(k) < 1. 
That the smoothing property and approximation property hold is discussed in
§3.4 and §3.5 respectively. It will be seen that η(k) and C4 are independent of the
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mesh parameter h and, moreover, that providing the stochastic basis functions
are suitably scaled, they will also be independent of the stochastic parameters m
and n.
3.4 Smoothing Property
The proof that the smoothing property holds is dependent on the choice of
smoother. Here the the simplest choice of smoother, namely, Richardson’s it-
erative method (as given e.g., in [39]), is considered. In this method Q = θI,
θ ∈ R.
Theorem 8 For the problem under consideration, if Q = θI there is some θ ∈ R
such that the smoothing property given in Theorem 7 holds. Moreover, θ can be
chosen such that η(k) is independent of h and, providing the basis functions of T
are suitably scaled, independent of m and n.
Proof In [5] and [14] it is shown that, if Q = θI and the eigenvalues of I−Q−1A
are contained in the interval [−σ, 1] with 0 ≤ σ < 1, then the smoothing property
holds. In particular




, θσ2k(1 + σ)
}
||y||2A (3.9)
where e = exp 1 = 2.718... Now let λi, i = 1, . . . ,MNh, be the eigenvalues of A.
Then 1− θ−1λi, i = 1, . . . ,MNh, will be the eigenvalues of I −Q−1A. Providing
θ > 0 these eigenvalues will be less than one on account that A is positive definite.





To show that λmax(A) is bounded above it is sufficient to show that the Rayleigh
quotient of A is bounded above. To this end, let K be the stiffness matrix




∇φi · ∇φj. (3.11)
Then, letting u ∈ S ⊗ T be the function with corresponding coefficient vector











∇u · ∇u = β ((E ⊗K)u,u)2 (3.12)
where β is as in (2.25). Consequently,
(Au,u)2
(u,u)2
≤ β ((E ⊗K)u,u)2
(u,u)2
≤ βλmax(E)λmax(K). (3.13)
It is well known that λmax(K) can be bounded above by a constant independent
of h. Providing the basis functions of T are suitably scaled, or orthonormalized,
then λmax(E) will be bounded above by a constant independent of m and n.
Therefore, given a suitably chosen σ, θ can be chosen such that the smoothing
property holds and η(k) is independent of the discretization parameters. 
3.5 Approximation Property
Here it is shown that the approximation property given in Theorem 7 is satisfied.
Theorem 9 For the problem under consideration, the approximation property
given in Theorem 7 holds. Moreover, the constant C4 is independent of h and,
providing the basis functions of T are suitably scaled, independent of m and n.
Proof Given y ∈ RMNh there exists some f ∈ Sh ⊗ T such that y = f . Let uhp
and u2h,p be the fine and coarse grid solutions respectively with coefficient vectors
44
u = A−1f and ū = Ā−1f̄ = Ā−1Rf . Then
||(A−1 − PĀ−1R)y||2A = ||u− Pū||2A = (u− Pū,u− Pū)A
= a(uhn − Ih2hu2h,n, uhn − Ih2hu2h,n)
= a(uhn − u2h,n, uhn − u2h,n) = ||uhn − u2h,n||2a. (3.14)
Now introducing the solution to the semi-discrete problem, up, defined in §2.10,
and applying Theorem 5 and Theorem 6 gives









Finally, applying Theorem 4 gives


















Note that C4 is independent of the mesh parameter h and, providing the stochas-
tic basis functions are suitable scaled, also independent of the stochastic param-
eters m and n. 
3.6 Extension to Multigrid
The two-grid correction scheme given in §3.2 only contains pre-smoothing. In
practice post-smoothing is often also applied, as in the numerical experiments
given in §3.7.1 and §3.7.2. Post-smoothing has been neglected in the preceding
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analytic argument in order to keep things a little simpler. It can be shown,
though the details are omitted here, that the two-grid correction scheme with
post-smoothing also converges with a convergence rate independent of h, and
under suitable scaling of the stochastic basis functions, independent of m, and n
Recursively applying the two-grid correction scheme gives rise to a multigrid
scheme. A number of variations are possible; see, for example, [7]. That multigrid
converges with a convergence rate independent of the parameters h, m, and n
can be established by an inductive argument, as shown, for example, in [14] and
[5].
3.7 Numerical Experiments
To demostrate the convergence properties of multigrid some numerical experi-
ments are now given. The problem considered will be that described in §2.8 with
the random variables in the Karhunen-Loève expansion of c first being uniformly
distributed and then being normally distributed.
3.7.1 Diffusion with Uniform Distributions
Let ξr, r = 1, . . . ,m, be uniformly distributed on (−1, 1). Therefore, ρ(y) = 1/2m.
Let ν = 1/3 and c0 = 10. Applying the generalized polynomial chaos method,
as described in §2.4, the basis functions of T will be the m-variate Legendre
polynomials of degree n or less described in §2.6.2.
For the triangulation of D a uniform mesh consisting of an underlying grid of
d×d squares, each of which is further subdivided into two equal triangles, is used.
(Note that this gives h = 2
√
2/d.) A full V-cycle is used with a 2×2 coarsest mesh.
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For the smoother the damped Jacobi method is employed with the damping
parameter set to 2/3. Three pre-smoothing and three post-smoothing iterates are
carried out. The iterations stop when the residual reaches a tolerance of 10−6.
Table 3.1 shows the number of iterations required for convergence for varying
values of d, m, and n. The results clearly support the theoretical conclusion that
the convergence rate of the multigrid algorithm is bounded independent of h.
Also,though the stochastic basis functions here were not scaled, the method is
apparently insensitive to m and n.
3.7.2 Diffusion with Normal Distributions
Now let ξr, r = 1, . . . ,m, be normally distributed with zero mean and variance
ν. Then ρ(y) = e−y
2/(2ν)/(2πν)m/2. Also let c0(x) = 1. Applying the generalized
polynomial chaos method, as described in §2.4, the basis functions of T will be
the set of m-variate generalized Hermite polynomials of degree n or less described
in §2.6.1.
Note that the diffusion coefficient as defined in §3.7 will now fail to satisfy
condition (2.25) no matter what the choice of ν. However, there is reason to be-
lieve that the theory still applies. Only a heuristic argument is given here. Given
a sufficiently small variance the probability of c being outside of two positive
bounds becomes negligibly small. That is to say, that if the normal distributions
were replaced by similar distributions that looked like the normal distributions
with their tails cut off of so as to insure that c satisfies (2.25), then the difference
would not be noticed computationally. To emphasize, this argument is heuristic
and the reasoning has not been pursued analytically. Sufficiently small variance
does result in positive definite systems that yield sensible results. This matter is
47
d = 4 m = 1 m = 2 m = 3 m = 4
n = 1 6 6 6 6
n = 2 6 6 6 6
n = 3 6 6 6 6
n = 4 6 6 6 6
d = 8 m = 1 m = 2 m = 3 m = 4
n = 1 7 7 7 7
n = 2 7 7 7 7
n = 3 7 7 7 7
n = 4 7 7 7 7
d = 16 m = 1 m = 2 m = 3 m = 4
n = 1 7 7 7 7
n = 2 7 7 7 7
n = 3 7 7 7 7
n = 4 7 7 7 7
d = 32 m = 1 m = 2 m = 3 m = 4
n = 1 7 7 7 7
n = 2 7 7 7 7
n = 3 7 7 7 7
n = 4 7 7 7 7
Table 3.1: Number of iterations required for multigrid to converge to the solution
of the second-order problem with diffusion defined via uniform distributions.
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analyzed in [30]. Here the value of ν = 0.01 is taken.
The triangulation of D and the multigrid algorithm applied follows that de-
scribed for the uniform case in §3.7.1. Table 3.2 shows the number of iterations
required for convergence for varying values of d, m, and n. The results clearly
support the theoretical conclusion that the convergence rate of the multigrid al-
gorithm is bounded independent of h, m, and n. Note that the m-variate Hermite
polynomials, as defined in §2.6.1, are naturally scaled such that C1, and hence
C4, are independent of m, and n.
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d = 4 m = 1 m = 2 m = 3 m = 4
n = 1 6 6 6 6
n = 2 7 7 7 7
n = 3 7 7 7 7
n = 4 7 7 7 7
d = 8 m = 1 m = 2 m = 3 m = 4
n = 1 8 8 8 8
n = 2 8 8 8 8
n = 3 9 9 9 9
n = 4 10 10 10 10
d = 16 m = 1 m = 2 m = 3 m = 4
n = 1 8 8 8 8
n = 2 8 8 8 8
n = 3 9 9 9 9
n = 4 9 10 10 10
d = 32 m = 1 m = 2 m = 3 m = 4
n = 1 7 7 8 8
n = 2 8 8 8 8
n = 3 8 8 9 9
n = 4 9 9 9 9
Table 3.2: Number of iterations required for multigrid to converge to the solution
of the second-order problem with diffusion defined via normal distributions.
50
Chapter 4
First-Order Stochastic Diffusion Problem
In considering the diffusion problem sometimes the gradient of the solution is
of more interest than the solution itself. Instead of seeking an approximation
to the solution of the second-order problem and then post-processing this to
obtain an approximation for its gradient, a preferred approach is to obtain an
approximation to its gradient directly by converting the second-order equation
into a system of first-order equations. The variable u in the previous chapters
will here be replaced by p, and u will now represent a vector field given by
u = c∇p. Also, as Chapters 4 and 5 are largely independent of Chapters 2 and 3
the numeration of the constants will begin afresh, i.e. C1 in the current chapter
will not be equal to C1 in Chapter 2, etc.
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4.1 Boundary Value Problem
The first-order formulation of the stochastic diffusion problem with homogeneous




c−1u−∇p = 0 in D ×Ω,
−∇ · u = f in D ×Ω,
p = 0 on ∂D ×Ω,
(4.1)
where, as in §2.1, D is the spatial domain, c : D × Ω → R is the diffusion co-
efficient, and f : D × Ω → R is the source function. The sample space in turn
belongs to a probability space (Ω,F , P ) where F is a σ-algebra and P is a prob-
ability measure. The diffusion coefficient and source function are assumed to
be random fields, that is they are measurable on (Ω,F) for each x ∈ D. The
solutions, u : D × Ω → R and p : D × Ω → R, are random fields such that for
each ω ∈ Ω the above boundary value problem is satisfied in the classical sense.
The functions u and p will be referred to as the velocity and pressure solutions
respectively.
Also as in §2.1, attention is restricted to a spatial domain, D, that is a sim-
ply connected bounded open subset of R2 with piecewise smooth boundary. In
particular, it is taken to be the interior of a convex polygon.
The further construction of the problem follows that for the second-order
problem, with the only difference being that it is the reciprocal of the diffusion
coefficient that is assumed to be expressible in the form of a curtailed Karhunen-
Loève expansion of continuous, independent, and identically distributed random
variables. If this is not possible, then another expansion must be used for c such
as a polynomial chaos expansion as discussed in [26] and [13]. The diffusion
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where ξr, λr, cr, r = 1, . . . ,m, are as in §2.1. Moreover, F is defined to be the
minimal σ-algebra generated by ξ = (ξ1, . . . , ξm), and therefore, by the Doob-
Dynkin lemma, the random fields, f , u, and p will also be expressible as Borel
functions of ξ for each value x ∈ D. Denoting the density function of ξr, r =
1, . . . ,m, as ρr, equation (2.3) defines the integral of all Borel functions over Ω.
4.2 Lebesgue and Sobolev Spaces
In this chapter and the next the Lebesgue and Sobolev spaces defined in §2.2 will
be used. The spaces of random vector fields Hk(D)2 ⊗ L2(Ω) and H(div;D) ⊗
L2(Ω) will also be required. These are defined below.
4.2.1 Spaces Hk(D)2 and Hk(D)2 ⊗ L2(Ω)
The Sobolev spaces Hk(D), k = 0, 1, 2, . . . , are given in §2.2. Note that H0(D) =
L2(D). The space H
k(D)2 is the space of vector valued functions whose com-
ponents are elements of Hk(D), i.e. v = (v1, v2) ∈ Hk(D)2 ⇔ v1 ∈ Hk(D) and
v2 ∈ Hk(D). The inner product associated with Hk(D)2 is defined by summing
the inner products of the components, i.e.
(v, w)Hk(D)2 = (v1, w1)Hk(D) + (v2, w2)Hk(D), (4.3)
with the induced norm following.
The space Hk(D)2 ⊗ L2(Ω) is defined to be the set of random vector fields
whose components are in Hk(D)⊗L2(Ω). Again, the inner product is defined by
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summing the inner products of the component spaces, from which the associated
norm is induced.
4.2.2 Spaces H(div;D) and H(div;D)⊗ L2(Ω)
The space H(div;D) is defined to be the space of all vector fields whose com-
ponents and divergence are in L2(D), i.e. v ∈ H(div;D) ⇔ v ∈ L2(D)2 and
∇ · v ∈ L2(D). The inner product of this space is given by
(v, w)H(div;D) = (v, w)L2(D)2 + (∇ · v,∇ · w)L2(D) (4.4)
from which the norm is induced.
The space H(div;D) ⊗ L2(Ω) is the space of random vector fields whose
components and divergence are in L2(D)⊗ L2(Ω). Its inner product is given by
(v, w)H(div;D)⊗L2(Ω) = (v, w)L2(D)2⊗L2(D) + (∇ · v,∇ · w)L2(D)⊗L2(Ω) (4.5)
from which the norm is induced.
4.3 Weak Formulation
Let c−1 ∈ L∞(D)⊗L∞(Ω) and f ∈ L2(D)⊗L2(Ω). The weak formulation of the
first-order diffusion problem given in §4.1 is given by: find u ∈ H(div;D)⊗L2(Ω)
and p ∈ L2(D)⊗ L2(Ω) such that
a(u, v) + b(p, v) = 0 ∀v ∈ H(div;D)⊗ L2(Ω), (4.6)
b(q, u) = −l(q) ∀q ∈ L2(D)⊗ L2(Ω), (4.7)
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This will possess a unique solution, as shown in [6], providing that the bilinear
forms a(·, ·) and b(·, ·) are continuous, a(·, ·) is coercive on the null-space of b(·, ·),






≥ ζ||q||L2(D)⊗L2(Ω) ∀q ∈ L2(D)⊗ L2(Ω) (4.11)
The continuity and coercive conditions on a(·, ·) and b(·, ·) are readily demon-







P -a.e. ∀x ∈ D. (4.12)
This will be assumed in the subsequent analysis. The existence of ζ is demon-
strated in [16].
4.4 Mixed Stochastic Finite Element Method
In order to formulate a finite element method for obtaining an approximation to
the weak velocity and pressure solutions, u and p, finite-dimensional subspaces of
H(div;D), L2(D), and L2(Ω) are required, which will be denoted as R, Q, and T
respectively. To obtain R and Q, a triangulation, T = {△1, . . . ,△K}, is defined
on the spatial domain, D, as in §2.5. Then Q = span{ψ1, . . . , ψNQ} is defined to
be the space of piecewise constant functions on T , and R = span{ϕ1, . . . , ϕNR}
55
is defined to be the zeroth-order Raviart-Thomas space on T , i.e.
R = { v ∈ H(div;D) | v|△k = (ak, bk) + ck(x1, x2), ak, bk, ck ∈ R }. (4.13)
See [5] for a general discussion of Raviart-Thomas elements. The space T =
span{χ1, . . . , χM} is defined to be the m-dimensional polynomial chaos of order
n as described in §2.6. Then R⊗ T ⊂ H(div;D)⊗L2(Ω) and Q⊗ T ⊂ L2(D)⊗
L2(Ω). The mixed stochastic finite element formulation is given by: find uhn ∈
R⊗ T and phn ∈ Q⊗ T such that
a(uhn, v) + b(phn, v) = 0 ∀v ∈ R⊗ T, (4.14)
b(q, uhn) = −l(q) ∀q ∈ Q⊗ T. (4.15)
This possesses a unique solution under the same conditions as apply to the weak
formulation, only now defined with respect to the discrete spaces. The continu-
ity and coercivity conditions are demonstrated in an analogous manner to the
infinite-dimensional case. Therefore, it remains to show, in order to demonstrate





≥ ζhn||q||L2(D)⊗L2(Ω) ∀q ∈ Q⊗ T. (4.16)
Though not trivial this can be shown using Fortin’s Lemma in an analogous
fashion to the deterministic problem. Moreover, ζhn is equal to its deterministic
counterpart and hence independent of h, m, and n.
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4.5 Matrix Formulation
The finite element formulation given in §4.4 can be written as a matrix problem.












and allowing v to vary over the basis functions of R ⊗ T and q to vary over the























A11 · · · A1M
...
...










ϕi · ϕj χkχl, (4.19)




B11 · · · B1M
...
...








ψi∇ · ϕk χkχl, (4.20)















The solution vectors u and p will contain the coefficients in (4.17) stacked column-
wise. Note that the system matrix in (4.18) is symmetric but it is not positive
definite.
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Given that the diffusion coefficient can be expanded as in (4.2), A can be
expanded as




λrGr ⊗ Ar (4.22)







cr ϕi · ϕj. (4.23)




ψi∇ · ϕj. (4.24)
From this decomposition it can be seen that the system matrix will have a sparse
block structure, with each block being itself sparse, for the same reasons outlined
in §2.7. The block sparsity pattern of A for two choices of m and n is as shown in
Figure 2.1. The matrix B will be block diagonal on account of the orthogonality
of the basis functions of T .
Once the system has been solved to obtain u and p, then these vectors can
be post-processed to gain statistical information about the finite element approx-
imations, uhn and phn, in an analogous manner as that described in §2.7.1.
4.6 Model Problem
For a model problem the domain and source function are chosen as in §2.8, that
is to say the spatial domain is taken to be (−1, 1)2 and the source function is
taken to be unity. The reciprocal of the diffusion coefficient is considered to be









where (λr, cr) is a sequence of eigenvalue-eigenvector pairs computed using (2.56).
The covariance function is taken to be the exponential covariance function given








thereby taking the form as given by (4.2).
Now, as in §2.8, let c0(x) = 10 and let ξr, r = 1, . . . ,m, be independent
and uniformly distributed on (−1, 1) resulting in the basis functions of T being
m-variate Legendre polynomials. For numerical purposes the triangulation of D
is taken to be a 32 × 32 grid, each square in the grid being divided into two
triangles. Let m = 4 and n = 4. The expected value and variance of the pressure
solution are shown in Figures 4.1 and 4.2 and achieve maximum values of 2.9441
and 0.0255 respectively. The expected value of the components of the velocity
solution are shown in Figures 4.3 and 4.4, both of which achieve a maximum value
of 0.6746. The variance of the components of the velocity solution are shown in
Figures 4.5 and 4.6, both of which achieve a maximum value of 0.2374× 10−4.
4.7 Weighted H(div;D)⊗ L2(Ω) Bilinear Form
Let U be the Hilbert space consisting of the vector space L2(D)
2⊗L2(Ω) paired








v · w, (4.27)
from which the norm || · ||U is induced. Note that this definition is permissible as






















Figure 4.1: Expected value of the pressure solution to the first-order model prob-





















Figure 4.2: Variance of the pressure solution to the second-order model problem






















Figure 4.3: Expected value of the first component of the velocity solution to the





















Figure 4.4: Expected value of the second component of the velocity solution to

























Figure 4.5: Variance of the first component of the velocity solution to the first-
























Figure 4.6: Variance of the second component of the velocity solution to the
first-order model problem on a 32× 32 grid with m = 4 and n = 4.
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The bilinear form Λ: H(div;D)⊗L2(Ω)×H(div;D)⊗L2(Ω)→ R is defined
by
Λ(v, w) = (v, w)U + (∇ · v,∇ · w)L2(D)⊗L2(Ω). (4.28)
This induces a norm, to be denoted as || · ||Λ.
4.8 Raviart-Thomas Interpolation Operator
The interpolation operator Π : H1(D)2 ⊗ L2(Ω) → R ⊗ L2(Ω) is defined such
that, given v ∈ H1(D)2⊗L2(Ω), then for each ω ∈ Ω, v is mapped from H1(D)2
to R in the conventional manner, as described, e.g., in [5]. To be more precise,
let R(△k) be the set of vector valued functions on △k of the form v = (a, b) + cx,
where a, b, c ∈ R and x = (x1, x2) ∈ △k, and then define the local interpolation
operator Πk : H
1(△k)2⊗L2(Ω)→ R(△k)⊗L2(Ω) (note that v ∈ R(△k)⊗L2(Ω)
will be of the form just mentioned with a, b, c : Ω → R) such that
∫
ei
(v −Πkv) · ni = 0 ∀ω ∈ Ω, i = 1, 2, 3 (4.29)
where ei, i = 1, 2, 3, are the edges of △k and ni, i = 1, 2, 3, are the respective
unit normal vectors to these edges. Then given v ∈ H1(D)2⊗L2(Ω), Π is defined
such that
(Πv)|△k = Πk(v|△k). (4.30)
Given that for each ω ∈ Ω, Π maps v from H1(D)2 to R in the conventional
manner described in deterministic analysis, the approximation result
||v −Πv||L2(D)2 ≤ C1h||v||H1(D)2 ∀ω ∈ Ω (4.31)
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holds, as shown in [5]. Squaring and integrating over Ω gives
||v −Πv||L2(D)2⊗L2(Ω) ≤ C1h||v||H1(D)2⊗L2(Ω). (4.32)
4.9 Semi-discrete Mixed Finite Element Formu-
lation
In the case of the second-order diffusion problem, a semi-discrete approximation
was defined, in §2.10, which was instrumental in demonstrating the convergence
of multigrid in Chapter 3. In Chapter 5 the MINRES method, with a precondi-
tioner that incorporates a multigrid algorithm, will be used to solve the first-order
diffusion problem. The subsequent analysis will also make use of a semi-discrete
approximation. This is given by: find un ∈ H(div;D) ⊗ T and pn ∈ L2(D) ⊗ T
such that
a(un, v) + b(pn, v) = 0 ∀v ∈ H(div;D)⊗ T, (4.33)
b(q, un) = −l(v) ∀q ∈ L2(D)⊗ T. (4.34)
That this possesses a unique solution can be demonstrated in the same manner
as for the fully discrete problem discussed in §4.4.
Theorem 10 The velocity solution to the semi-discrete problem, un, and the
velocity solution to the finite element problem, uhn, satisfy
||un − uhn||U ≤ C2h||un||H1(D)2⊗L2(Ω) (4.35)
where C2 is independent of h, m, and n.
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Proof Following [18] it can be shown that there exists C∗, independent of m, n,
and n, such that
||un − uhn||U ≤ C∗||un −Πun||U . (4.36)
Then using (4.12) and (4.32) gives




which establishes the theorem. 
An assumption concerning the regularity of un, analogous to that made for
the semi-discrete solution of the second-order diffusion problem in §2.10, will now
be made. Let f ∈ L2(D) ⊗ T , then it is assumed that for each realization of ξ
the semi-discrete solution is in H1(D)2 and satisfies
||un||H1(D)2 ≤ C⋆||f ||L2(D). (4.38)
Here C⋆ will depend on the spatial domain and properties of the diffusion coef-
ficient. From this it follows that
||un||H1(D)2⊗L2(Ω) ≤ C⋆||f ||L2(D)⊗L2(Ω). (4.39)
4.10 Helmholtz Decomposition
Vital to the analysis in Chapter 5 is the fact that a function in R ⊗ T admits
a Helmholtz decomposition. The Helmholtz decomposition defined here is an
extension of the definition given in [1] which was defined with respect to deter-
ministic vector fields and made use of an un-weighted discrete gradient operator.
Here the decomposition is defined with respect to random vector fields and makes
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use of a weighted discrete gradient operator to reflect the fact that the underlying
problem contains a diffusion coefficient that is not equal to unity.
Let S = span{φ1, . . . , φNS} be the set of piecewise linear functions defined
on the triangulation, T , of the spatial domain, D. Let the curl of a function be
given by ∇× w = (−∂w/∂x2, ∂w/∂x1). It is known, e.g., see [1], that
{ v ∈ R | ∇ · v = 0 } = {∇ × w | w ∈ S }. (4.40)
As divergence and curl are purely spatial operators it follows that
{ v ∈ R⊗ T | ∇ · v = 0 } = {∇ × w | w ∈ S ⊗ T }. (4.41)
The weighted discrete gradient operator gradch : Q ⊗ T → R ⊗ T is defined such
that for q ∈ Q⊗ T ,
(gradch q, v)U = −(q,∇ · v)L2(D)⊗L2(Ω) ∀v ∈ R⊗ T. (4.42)
The superscript c derives from the dependence of the operator on the diffusion
coefficient through the definition of (·, ·)U .
Theorem 11 (Helmholtz Decomposition) Given v ∈ R⊗T there exists q ∈ Q⊗T
and w ∈ S ⊗ T such that
v = gradch q +∇× w. (4.43)
Proof In order to establish the given decomposition it is sufficient to show that
gradch(Q⊗T ) and ∇×(S⊗T ) are orthogonal complements on R⊗T with respect
to (·, ·)U . To see this, let w ∈ R⊗ T . Then
∇ · (∇× w) = 0⇔ (∇ · (∇× w), q)L2(D)⊗L2(Ω) = 0 ∀q ∈ Q⊗ T
⇔ (∇× w, gradch q)U = 0 ∀q ∈ Q⊗ T
⇔ ∇× w ∈ (gradch (Q⊗ T ))⊥. (4.44)
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Therefore, the decomposition is established. 
Note that for q ∈ Q⊗ T and w ∈ S ⊗ T , gradch q and ∇× w are also orthogonal
with respect to (·, ·)Λ.
4.11 Projection Operators
The projection operator Θ : L2(D) ⊗ L2(Ω) → Q ⊗ T is defined such that for
v ∈ L2(D)⊗ L2(Ω),
(Θv, q)L2(D)⊗L2(Ω) = (v, q)L2(D)⊗L2(Ω) ∀q ∈ Q⊗ T. (4.45)
Here Θ is the L2(D)⊗L2(Ω) projection operator onto Q⊗T . It affects both the
spatial and stochastic aspect of the random field it operates on.
In order to obtain a commutivity property analogous to that given in §3
of [1] it is required to define an operator that for each realization ω ∈ Ω the
resulting vector field in L2(D) is projected onto Q. This operator is denoted by
Σ : L2(D)⊗L2(Ω)→ Q⊗L2(Ω) and is defined such that for v ∈ L2(D)⊗L2(Ω),
(Σv, q)L2(D) = (v, q)L2(D) ∀q ∈ Q ∀ω ∈ Ω. (4.46)
It can be shown that given v ∈ H1(D)2 ⊗ L2(Ω), the commutivity property
∇ ·Πv = Σ∇ · v ∀ω ∈ Ω (4.47)
holds, the proof of which follows that given in [5] for the deterministic problem.
Now, given v ∈ R⊗ T and q ∈ Q⊗ T ,
(Θ∇ · v, q)L2(D)⊗L2(Ω) =
∫
Ω








(∇ ·Πv, q)L2(D) = (∇ ·Πv, q)L2(D)⊗L2(Ω). (4.48)
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This is analogous to the deterministic result given in [1].
The projection operator P : H(div;D)⊗L2(Ω)→ R⊗ T is defined such that
for v ∈ H(div;D)⊗ L2(Ω),
Λ(Pw, v) = Λ(w, v) ∀v ∈ R⊗ T. (4.49)
4.12 Weighted H(div;D)⊗ L2(Ω) Operator
The weighted H(div;D) ⊗ L2(Ω) operator H : R ⊗ T → R ⊗ T is defined such
that given v ∈ R⊗ T ,
(Hv, w)U = Λ(v, w) ∀w ∈ R⊗ T. (4.50)
Note that H is a positive-definite operator. Therefore, there exists an inverse
operator H−1 : R⊗ T → R⊗ T defined such that for v ∈ R⊗ T ,
Λ(H−1v, w) = (v, w)U ∀w ∈ R⊗ T. (4.51)
Note also that H maps gradch (Q⊗ T ) onto itself. To see this, let v ∈ gradch q for
some q ∈ Q⊗ T . Then
(Hv, w)U = (gradch q, w)U + (∇ · gradch q,∇ · w)L2(D)⊗L2(Ω)
= (gradch q, w)U − (gradch∇ · gradch q, w)U
= (gradch (q −∇ · gradch q), w)U ∀w ∈ R⊗ T. (4.52)
As q−∇· gradch q ∈ Q⊗T it follows that given q ∈ Q⊗T there exists q′ ∈ Q⊗T




Solving the First-Order Stochastic Diffusion Problem








This matrix is sparse and symmetric. Moreover, it is indefinite which can be
shown by applying the Sylvester Law of Inertia to its congruence transform as
described for the system matrix of the Stokes problem described in [14]. Hence
a suitable method for obtaining an approximation to the solution of (4.18) is the
MINRES algorithm which minimizes the Euclidean norm of the residual at each
step. In order to ensure that the MINRES algorithm converges to within a given
tolerance independent of the mesh parameter, h, it is required use a precondi-
tioner such that the eigenvalues of the preconditioned system are independent of
h, as described in [14]. In order to see how such a preconditioner can be chosen
for the stochastic problem under consideration it will be useful first to see how
such a preconditioner is chosen for the analogous deterministic problem.
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5.1 Deterministic H(div;D) Preconditioner
Consider a deterministic diffusion problem with diffusion coefficient c0(x) : D →



























The vectors u0 and p0 are the (deterministic) velocity and pressure solutions
(which are not related to u and p in §4.5).
















This preconditioner was proposed in [1] for the case of c0(x) = 1 and analyzed
in [32] and [29] for arbitrary diffusion coefficients. The following theorem gives
bounds for the eigenvalues of P−10 C0, where C0 is the system matrix given in 5.2.
Theorem 12 The NR + NQ eigenvalues of P
−1
0 C0 lie in (−1,−µ0] ∪ {1} where
µ0 is independent of h.
Proof See [32].
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The implementation of the preconditioned MINRES algorithm requires solv-
ing a system of the form P0z = y in each iteration. While the the action of the
inverse of N0 is trivial to compute (since it is a diagonal matrix), the action of
the inverse of A0 + F0 is not trivial to compute. Therefore, a practical scheme
involves approximating the action of the inverse of A0 + F0 in some computa-
tionally feasible manner. This can be achieved through the use of a geometric
multigrid algorithm. To see this, let V0 be some matrix such that
θ0 ≤
(v, (A0 + F0)v)2
(v, V0v)2
≤ θ0 ≤ 1 ∀v 6= 0. (5.6)








Theorem 13 The NR +NQ eigenvalues of P̃
−1







θ20(µ0 − 1)2 + 4µ0θ0
)]
∪ [θ0, 1], (5.8)
where µ0 is as in Theorem 12 and θ0 is as in (5.6).
Proof See [32]. 
In [1] it was demonstrated that for c0(x) = 1 choosing V
−1
0 to be the matrix that
represents the application of a certain multigrid V-cycle resulted in θ0 = 1 − δ0
and θ0 = 1, where δ0 is a constant independent of the mesh parameter h, and
hence, by virtue of the above theorem, the number of iterations it requires for
MINRES to converge with preconditioner P̃0 can be bounded independent of h.
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5.2 Stochastic H(div;D)⊗ L2(Ω) Preconditioner
The preconditioner to be used with MINRES in order to solve (4.18) is chosen to









where A is given by (4.22), and F = G0 ⊗ F0 and N = G0 ⊗ N0 where G0 is
given by (4.23) and F0 and N0 are given by (5.5). The following theorem gives
eigenvalue bounds on the preconditioned system P−1C.
Theorem 14 The M × (NR × NQ) eigenvalues of P−1C lie in (−1,−µ] ∪ {1}
where µ is independent of h, m, and n.

























Now note that since ∇ ·R = Q it follows that F0 = B0N−10 B0 and
BTN−1B = (G0 ⊗B0)T (G0 ⊗N−10 )(G0 ⊗B0)
= G0 ⊗ (BT0 N−10 B0) = G0 ⊗ F0 = F. (5.11)
Then, following the reasoning given for the deterministic case in [31], it can be
shown that there are MNR eigenvalues equal to one with the remaining eigenval-
ues satisfying
B(A+ F )−1BTq = −νNq. (5.12)
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A bound for these eigenvalues can be obtained by considering (4.16), which using






















where z = (A+F )1/2v. The supremum can be shown, using the Cauchy-Schwarz
inequality, to be attained when z = (A+ F )−1/2BTq. Therefore,
ζ2hnmin{1, α} ≤
(q, B(A+ F )−1BTq)2
(q, Nq)2
∀q ∈ RMNQ . (5.15)
This gives a lower bound for the eigenvalues in (5.12) and consequently µ can be
chosen to be ζ2hnmin{1, α}. 
To make the preconditioning scheme practical a computationally optimal
method is required to approximate the inverse of A + F in each MINRES it-
eration. Assume there exists some matrix V such that
θ ≤ (v, (A+ F )v)2
(v, V v)2
≤ θ ≤ 1 ∀v ∈ RMNR\{0}. (5.16)








Then the analogue of Theorem 13 holds, as stated in the following theorem.







θ2 (µ− 1)2 + 4µθ
)]
∪ [ θ, 1 ] , (5.18)
where µ is as in Theorem 14 and θ is given in (5.16).
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Proof The proof follows that for the deterministic case given in [29]. 
In the following sections, the analysis presented in [1] for the deterministic
problem will be extended to construct a multigrid V-cycle operator V−1 : R⊗T →
R ⊗ T whose matrix representation satisfies (5.16), with constants θ = 1 and
θ = 1− δ where δ is independent of h, m, and n.
5.3 Two-grid Function Bounds
In this section some bounds are obtained for the difference between functions
defined on a fine mesh and coarse mesh, with mesh parameters h and H respec-
tively. The bounds are analogous to those given in Lemma 3.1 in [1]. Throughout
the remainder of this section the spaces and operators defined in Chapter 4 will
be subscripted with an h or H to indicate the underlying triangulation they are
defined with respect to.
First note that given an arbitrary function qh ∈ Qh ⊗ T and defining vh =
gradch qh ∈ Rh ⊗ T , there exists unique qH ∈ QH ⊗ T and vH ∈ RH ⊗ T such
that vH = grad
c
H qH and ∇ · vH = ΘH∇ · vh. This is established by defining
f = −∇ · gradch qh, whereby (qh, vh) and (qH , vH) can be shown to be the finite
element approximations to the diffusion problem given in §4.4.
Lemma 1 Given qh ∈ Qh ⊗ T , there exists σ ∈ Rh ⊗ T such that
∇ · σ = qh −ΘHqh, ||σ||H1(D)2⊗L2(Ω) ≤ C3||qh −ΘHqh||L2(D)⊗L2(Ω) (5.19)
where C3 is independent of h, m, and n.












(qh −ΘHqh)v ∀v ∈ H10 (D)⊗ T. (5.20)
This can be seen as the weak formulation of the second-order diffusion problem
with source function f = qh −ΘHqh. Regularity considerations give the bound
||w||H2(D) ≤ CD||qh −ΘHqh||L2(D) ∀ω ∈ Ω. (5.21)
From this it follows that
||w||H2(D)⊗L2(Ω) ≤ CD||qh −ΘHqh||L2(D)⊗L2(Ω). (5.22)
Since qh−Θqh ∈ Qh⊗T , it can be shown that −∇2w = qh−ΘHqh a.e., where the









which, equating C3 with
√
2CD, establishes the lemma. 
Theorem 16 Let qh ∈ Qh ⊗ T , then
||qh −ΘHqh||L2(D)⊗L2(Ω) ≤ C4H||gradch qh||U (5.24)
where C4 is independent of h, m, and n.
Proof Define σ as in Lemma 1. Then
||qh −ΘHqh||2L2(D)⊗L2(Ω) = (∇ · σ, qh −ΘHqh)L2(D)⊗L2(Ω)
= (∇ · σ, (Θh −ΘH)qh)L2(D)⊗L2(Ω)
= ((Θh −ΘH)∇ · σ, qh)L2(D)⊗L2(Ω)
= (∇ · (Πh −ΠH)σ, qh)L2(D)⊗L2(Ω), (5.25)
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where, in the last line, (4.48) was used. Applying the definition of the discrete
gradient operator and the Cauchy-Schwarz inequality gives
||qh −ΘHqh||2L2(D)⊗L2(Ω) = ((ΠH −Πh)σ, gradch qh)U
≤ ||(ΠH −Πh)σ||U ||gradch qh||U
≤ (||σ −ΠHσ||U + ||σ −Πhσ||U)||gradch qh||U . (5.26)
Now applying the equivalence between || · ||U and || · ||L2(D)2⊗L2(Ω), the approxi-








(H + h) ||σ||H1(D)2⊗L2(Ω)||gradch qh||U
≤ 2HC1C3√
α
||qh −ΘHqh||L2(D)⊗L2(Ω)||gradch qh||U . (5.27)
This establishes the theorem with C4 = 2C1C3/
√
α. 
Theorem 17 Let qh ∈ Qh⊗T and vh = gradch qh ∈ Rh⊗T . Define qH ∈ QH⊗T
and vH ∈ RH ⊗ T such that vH = gradcH qH and ∇ · vH = ΘH∇ · vh. Then
||vh − vH ||U ≤ C5H||∇ · vh||L2(D)⊗L2(Ω) (5.28)
where C5 is independent of h, m, and n.
Proof As noted above vh and vH can be considered to be finite element approx-
imations to the velocity solution of a first-order diffusion problem with source
function f = −∇ · gradch qh. Let v∗ ∈ H(div;D) ⊗ L2(Ω) be the solution to the
semi-discrete problem as defined in §4.9 with this source function. Then using
Theorem 10 and noting H > h gives
||vh − vH ||U ≤ ||v∗ − vh||U + ||v∗ − vH ||U ≤ 2C2H||v∗||H1(D)2⊗L2(Ω). (5.29)
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Now using (4.39) gives
||vh − vH ||U ≤ 2C2C⋆H||∇ · gradch qh||L2(D)⊗L2(Ω)
= 2C2C⋆H||∇ · vh||L2(D)⊗L2(Ω), (5.30)
which establishes the theorem with C5 = 2C2C⋆. 
Theorem 18 Let qh ∈ Qh ⊗ T and vh ∈ Rh ⊗ T . Define qH ∈ QH ⊗ T and
vH ∈ RH ⊗ T such that vH = gradcH qH and ∇ · vH = ΘH∇ · vh. Then
||vh − vH ||Λ ≤ C6H||Hhvh||U (5.31)
where C6 is independent of h, m, and n.
Proof First, note that ∇ · vh ∈ Qh ⊗ T . Applying Theorem 16 gives
||∇ · vh −∇ · vH ||L2(D)⊗L2(Ω) = ||∇ · vh −ΘH∇ · vh||L2(D)⊗L2(Ω)
≤ C4H||gradch∇ · vh||U . (5.32)
Then, using this along with Theorem 17 gives
||vh − vH ||2Λ = ||vh − vH ||2U + ||∇ · vh −∇ · vH ||2L2(D)⊗L2(Ω)
≤ C25H2||∇ · vh||2L2(D)⊗L2(Ω) + C24H2||gradch∇ · vh||2U . (5.33)
It can be shown that
||Hhvh||2U = ||vh||2Λ + ||∇ · vh||2L2(D)⊗L2(Ω) + ||gradch∇ · vh||2U . (5.34)
Therefore,
||vh − vH ||Λ ≤ C6H||Hhvh||U (5.35)
where C6 = max{C4, C5}. 
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5.4 Λ-Projection Bounds
In this section two bounds involving a function in Rh⊗T and its projection with
respect to Λ(·, ·) onto RH⊗T are obtained. Note that these two bounds comprise
the stochastic analogue of Lemma 3.2 in [1].
Theorem 19 Let v ∈ Rh⊗T and define w = v−PHv ∈ Rh⊗T , with Helmholtz
decomposition w = gradch q +∇× z, where q ∈ Qh ⊗ T and z = Sh ⊗ T . Then
||gradch q||U ≤ C6H||w||Λ (5.36)
where C6 is as in Theorem 18.
Proof First note that
Λ(gradch q,H−1h gradch q) = (gradch q, gradch q)U = ||gradch q||2U . (5.37)
Let τh = H−1h gradch q. Then, using (4.41),
Λ(∇× z, τh) = (∇× z, τh)U .
AsH−1h maps gradch(Qh⊗T ) onto itself, as noted in §4.12, there exists q′h ∈ Qh⊗T




h. So, employing the definition of grad
c
h and using (4.41)
again,
Λ(∇× z, τh) = (∇× z, gradch q′)U
= −(∇ · ∇ × z, q′)L2(D)⊗L2(Ω) = 0. (5.38)
Now define τH in relation to τh as in Theorem 18. Then
Λ(gradch q, τh) = Λ(v − PHv, τh) = Λ(v − PHv, τh − τH)
≤ ||v − PHv||Λ||τh − τH ||Λ ≤ C6H||gradch q||U ||w||Λ (5.39)
which establishes the theorem. 
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Theorem 20 Let v ∈ Rh⊗ T and define w = v−PHv ∈ Rh⊗ T with Helmholtz
decomposition w = gradch q +∇× z, where q ∈ Qh ⊗ T and z ∈ Sh ⊗ T . Then
||z||L2(D)⊗L2(Ω) ≤ C7H||w||Λ (5.40)
where C7 is independent of h, m, and n.
Proof A standard result from deterministic analysis (see [1]) yields
||z||L2(D) ≤ C⋆H||∇ × z||L2(D)2 ∀ω ∈ Ω (5.41)
for some constant C⋆. Therefore,
||z||L2(D)⊗L2(Ω) ≤ C⋆H||∇ × z||L2(D)2⊗L2(Ω) ≤ C⋆
√
βH||∇ × z||U . (5.42)
Now, using the properties of the Helmholtz decomposition noted in §4.10,
||∇ × z||2U = (w − gradch q,∇× z)U = (w,∇× z)U
= (w,∇× z)U + (∇ · w,∇ · ∇ × z)L2(D)⊗L2(Ω)
= Λ(w,∇× z) ≤ ||w||Λ||∇ × z||U . (5.43)
Therefore ||∇× z||U ≤ ||w||Λ which establishes the theorem with C7 = C⋆
√
β. 
5.5 Additive Schwarz Method
The multigrid algorithm to be described in §5.6 makes use of the additive Schwarz
method which is defined with respect to a covering of the spatial domain D. In
this section the additive Schwarz method is described along with results that will
be used to establish the convergence of multigrid.
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Let D = {D1, . . . , DL} be an overlapping covering of D. Let γ be an integer






and γ is called the overlap parameter. Now define
Rk ⊗ T = { v ∈ R⊗ T | supp(v) ⊂ Dk ⊗Ω }. (5.44)
Then given v ∈ R ⊗ T there exists a decomposition v = ∑k vk, vk ∈ Rk ⊗ T ,
(though the decomposition is not necessarily unique).
Let { θk : D → R}Lk=1 be a partition of unity subordinate to the covering of
D, i.e. ∑Lk=1 θk = 1 and supp{θk} ⊂ Dk.






Λ(vk, vk) ≤ C8((1 + h−2)||v||2U + ||∇ · v||2L2(D)⊗L2(Ω)) (5.45)
where C8 is independent of h, m, and n.
Proof Following [1], there exists a constant C† such that
||vk||L2(D)2 ≤ C†||v||2L2(Dk)2 ∀ω ∈ Ω. (5.46)
Therefore, introducing the notation || · ||Uk to denote a norm defined in the same











Also, following [1], there exists a constant C‡ such that
||∇ · vk||L2(D) ≤ C‡(h−1||v||L2(Dk)2 + ||∇ · v||L2(Dk)) ∀ω ∈ Ω. (5.48)
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Therefore,




≤ 2C2‡ (βh−2||v||2Uk + ||∇ · v||2L2(Dk)⊗L2(Ω)). (5.49)



















, 2C2‡ max{β, 1}
}
((1 + h−2)||v||2U
+ ||∇ · v||2L2(D)⊗L2(Ω)) (5.50)
where γ is the overlap parameter mentioned above. 





where η is some constant, chosen such that Theorem 22 given below holds,
Pk : Rk ⊗ T → R⊗ T is a projection operator defined by
Λ(Pkv, w) = Λ(v, w) ∀w ∈ Rk ⊗ T, (5.52)
and H−1 is as in §4.12. The additive Schwarz operator thus defined is symmetric
on U . To see this, let v, w ∈ U , then
(Sv, w)U = η
L∑
k=1







Λ(H−1v,PkH−1w) = Λ(H−1v,Sw) = (v,Sw)U . (5.53)
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Now assume that there exists a subspace of U, W say, such that for each v ∈W
there exists a decomposition v =
∑L
k=1 vk, vk ∈ Rk ⊗ T such that
L∑
k=1
Λ(vk, vk) ≤ C⋄Λ(v, v), (5.54)
where C⋄ is a constant. Then S is positive definite on W and hence invertible on
W . To see this, let PS =
∑L































Returning to the additive Schwarz operator and letting w = H−1v ∈W gives
(Sv, v)U = η
L∑
k=1











As v = 0 ⇔ w = 0 this shows that S is positive definite on W and hence
invertible on W . This argument follows that given in [37], where the additive
Schwarz operator is considered in a general context.
5.6 Multigrid
In the following, a family of triangulations, Tj, j = 1, . . . , J , is considered with
mesh parameters hj, where hi > hj for i < j, that is to say TJ is the finest mesh
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and T1 is the coarsest mesh. These triangulations give rise to a nested sequence
of finite-dimensional spaces denoted R1 ⊗ T ⊂ · · · ⊂ RJ ⊗ T ⊂ V as defined in
§4.4. For the remainder of this section the various operators and spaces defined
in Chapter 4 will be subscripted to denote the underlying triangulation they are
defined with respect to. Further, let Dj = {D1, . . . , DLj} be a covering of D
with respect to Tj, as discussed in §5.5, and let Sj, j = 2, . . . , J , be the additive
Schwarz operator defined with respect to Dj. Let S1 = H−11 .
Now consider the equation HJv = z where HJ is defined in §4.12 and z ∈
RJ ⊗ T is known. To obtain an approximation to v ∈ RJ ⊗ T , a family of
multigrid operators V−1j : Rj ⊗ T → Rj ⊗ T is defined such that V−11 = H−1 and
V−1j , j = 2, . . . , J , is given by the algorithm:
v = 0
for i = 1, . . . , k
v ← v + Sj(~z −Hjv)
end
v ← v + V−1j−1Θj−1(z −Hjv)
for i = 1, . . . , k
v ← v + Sj(z −Hjv)
end
This corresponds to a multigrid V-cycle with one multigrid iteration at each level.
At each level there are k pre-smoothing steps and k post-smoothing steps.
The matrix representation of the operator HJ is A−1J (AJ +FJ) where AJ and
FJ are as in §5.2. Therefore, the vector equation HJv = z can be expressed as
the linear system (AJ + FJ)v = AJz, where v and z are the coefficient vectors
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of v and z. This relationship along with the convergence properties of the above
algorithm will be used to demonstrate that the spectral bounds in (5.16) will be
independent of the parameters h, m, and n if the matrix V −1J is chosen to be the
matrix representation of the multigrid operator V−1J .
Theorem 22 The inequality
Λ((I − SjHj)v, v) ≥ 0 ∀v ∈ Rj ⊗ T (5.58)
holds for j = 1, . . . , J .
Proof For j = 1, Sj = H−1j and the result holds as Λ(·, ·) is an inner product on
R1 ⊗ T . Let 2 < j ≤ J . Then












Let || · ||Λk be the norm induced on Dk ×Ω by || · ||Λ. Then
||Pkj v||2Λ = Λ(Pkj v,Pkj v) = Λ(Pkj v, v) ≤ ||Pkj v||Λk ||v||Λk = ||Pkj v||Λ||v||Λk . (5.60)
Therefore,
Λ((I − SjHjv, v) ≤ (1− ηγ)Λ(v, v) (5.61)
where γ is the overlap parameter discussed in §5.5. So the theorem holds provid-
ing η ≤ γ−1. 
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Lemma 2 Let v ∈ Rj ⊗ T and let w ∈ (I − Pj−1)v ∈ Rj ⊗ T . Then, for
j = 2, . . . , J , there exists a decomposition w =
∑Lj
k=1wk, wk ∈ Rkj ⊗ T such that
Lj∑
k=1
Λ(wk, wk) ≤ C9Λ(w,w) (5.62)
where C9 is independent of h, m, and n.
Proof Let w have the Helmholtz decomposition w = gradchj q + ∇ × s, where










k and taking into account that











k) ≤ C ′′9 Λ(w,w). (5.63)
for some constants C ′9 and C
′′
9 . This will result in C9 = 2 max{C ′9, C ′′9}. To show
the first of these, let w′k = Πjθ
k
jw






k) ≤ C8((1 + h−2j )||w′||2U + ||∇ · w′||2L2(D)⊗L2(Ω))
= C8(||w′||2Λ + h−2j ||w′||2U)
≤ C8(||w′||2Λ + C26h−2j h2j−1||w||2Λ). (5.64)





k) ≤ 2C8 max{1, C26̺2}Λ(w,w). (5.65)







k)L2(D)2 ≤ C10(||w′′||2L2(D)2 + h−2j ||s||2L2(D)) ∀ω ∈ Ω, (5.66)
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k) ≤ α−1C10(β||w′′||2Λ + h−2j ||s||2L2(D)⊗L2(Ω)). (5.67)





k) ≤ 2α−1C10 max{β,C27̺2}Λ(w,w). (5.68)
Therefore the theorem is established. 








where the infimum is taken over all decompositions of the form w =
∑Lj
k=1wk,
wk ∈ Rkj ⊗ T .
Proof Let W = {w ∈ Rj ⊗ T | w = (I − Pj−1)v, v ∈ Rj ⊗ T }. Then, following
Lemma 2, (5.54) is satisfied and S is invertible on W . The rest of the proof
follows in an analogous fashion to the proof for the deterministic case given in
Appendix B of [1]. 
Theorem 23 The inequality
(S−1j (I − Pj−1)v, (I − Pj−1)v)U ≤ C11Λ((I − Pj−1)v, (I − Pj−1)v) (5.70)
holds for all v ∈ Rj ⊗ T , j = 2, . . . , J , where C11 is independent of h, m, and n.
Proof Let w = (I−Pj−1)v. Then for each v ∈ Rj⊗T it is required to show that
(S−1w,w)U ≤ C11Λ(w,w). (5.71)
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From Lemma 2 there exists a decomposition w =
∑Lj




Λ(wk, wk) ≤ C9Λ(w,w). (5.72)
Now using Lemma 3 gives (5.71) with C11 = η
−1C9. 






where C11 is as in Theorem 23 and k is as in the multigrid algorithm given earlier
in the section.
Proof Given Theorem 22 and Theorem 23, the proof follows that for Corollary
5.2 in [1]. 
Theorem 24 can be restated as
1− δ ≤ (HJv, v)U
(VJv, v)U
≤ 1 ∀v ∈ RJ ⊗ T. (5.74)
The multigrid algorithm that defines V−1J finds an approximation, v1 say, to the
solution of HJv = z. This equation can be expressed as (AJ + FJ)v = AJz
where AJ and FJ are as in §5.2 (only there they weren’t subscripted) and v and
z are the coefficient vectors of v and z. Now let VJ be the matrix such that
V −1J AJz = v1 where v1 is the coefficient vector of v1. That is to say, V
−1
J is the













This establishes (5.16) with θ = 1− δ and θ = 1.
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5.7 Numerical Experiments
For the numerical experiments the model problem as discussed in §4.6 is consid-
ered with the random variables appearing in the Karhunen-Loève expansion of
the reciprocal of the diffusion coefficient being firstly, uniformly distributed, and
secondly, normally distributed.
5.7.1 Diffusion with Uniform Distributions
Consider ξr, r = 1, . . . ,m, to be uniformly distributed on (−1, 1) which implies
ρ(y) = 1/2m. Let ν = 1/3 and let c0 = 10. Let the triangulation of D be as
described in §3.7.1.
Now MINRES is applied with a stopping tolerance of 10−6. The precondi-
tioner described in §5.2 is used with the multigrid algorithm given in §5.6. For
each solve involving the preconditioner, one of which is required in each MINRES
iteration, one multigrid V-cycle is used. Within multigrid at each level, one pre-
smooth and one post-smooth using the additive Schwarz smoother, as described
in §5.5, is carried out, with the parameter η set to be 0.3. Table 5.1 shows the
number of iterations it requires for MINRES to converge to the required toler-
ance. The results support the conclusion that the convergence rate of the method
is independent of the parameters h, m, and n.
5.7.2 Diffusion with Normal Distributions
Now consider ξr, r = 1, . . . ,m, to be normally distributed which implies ρ(y) =
e−y
2/(2ν)/(2πν)m/2. Let ν = 0.01 and let c0 = 1. With the random variables in
the expansion of the diffusion coefficient defined in this way, the condition given
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by (4.12) is no longer satisfied. However, as noted in §3.7.2, diffusion defined
in this manner has been studied in the literature, e.g., [20], and providing ν is
sufficiently small the problem is thought to yield sensible results.
The MINRES algorithm is implemented as in §5.7.1. Table 5.2 shows the
number of iterates required for the method to converge to within the desired
tolerance. The results support the theoretical conclusion that the convergence
rate is independent of the parameters h, m, and n.
5.8 Efficiency of the Additive Schwarz Smoother
The multigrid algorithm, described in §5.6, provides an optimal way of solving
the system (A + F )v = z where A and F are as in §5.2. By optimal it is meant
that the convergence rate of the method is independent of the discretization
parameters. However, the method as described is not as efficient as one would
like. To see why this is so it is necessary to look at how the additive Schwarz





where L is the number of patches in the domain decomposition of D, i.e. the
number of elements in D. The implementation of this smoother follows that
described in [31] where L is equal to the number of nodes in the mesh and each
patch consists of all the triangles attached to a given node. Consequently, the





(k) + F (k))−1Rk (5.77)
where Rk is a restriction matrix corresponding to the k-th patch. The matrix
A(k) + F (k) is a submatrix of A + F where the rows and columns not associated
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d = 4 m = 1 m = 2 m = 3 m = 4
n = 1 25 26 26 26
n = 2 25 27 27 27
n = 3 27 27 27 27
n = 4 27 27 27 27
d = 8 m = 1 m = 2 m = 3 m = 4
n = 1 33 34 34 34
n = 2 33 34 34 34
n = 3 33 34 34 34
n = 4 36 36 36 36
d = 16 m = 1 m = 2 m = 3 m = 4
n = 1 36 38 36 36
n = 2 37 39 39 37
n = 3 37 39 39 37
n = 4 39 41 42 37
d = 32 m = 1 m = 2 m = 3 m = 4
n = 1 38 37 37 37
n = 2 37 39 39 39
n = 3 38 39 39 39
n = 4 39 42 42 42
Table 5.1: Number of iterations required for MINRES to converge to the solution
of the first-order problem with diffusion defined via uniform distributions.
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d = 4 m = 1 m = 2 m = 3 m = 4
n = 1 16 17 17 17
n = 2 16 17 17 17
n = 3 16 18 19 19
n = 4 18 18 19 19
d = 8 m = 1 m = 2 m = 3 m = 4
n = 1 20 20 20 20
n = 2 20 20 20 20
n = 3 20 20 20 20
n = 4 22 22 20 20
d = 16 m = 1 m = 2 m = 3 m = 4
n = 1 21 21 21 21
n = 2 23 23 23 23
n = 3 23 23 23 23
n = 4 23 23 23 23
d = 32 m = 1 m = 2 m = 3 m = 4
n = 1 21 21 21 21
n = 2 21 23 23 23
n = 3 23 23 23 23
n = 4 23 23 23 23
Table 5.2: Number of iterations required for MINRES to the converge to the
solution of the first-order problem for diffusion defined via normal distributions.
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with the k-th patch have been eliminated. This submatrix can be written as




λrGr ⊗ A(k)r +G0 ⊗ F (k)0 . (5.78)
For the choice of the zeroth-order Raviart-Thomas space for the finite-dimensional
subspace of H(div;D), the dimension of the matrices A
(k)
k , k = 0, . . . ,m, and F
(k)
0
will be equal to the number of edges associated with the k-th node, sayN
(k)
R , which
for the uniform meshes considered in §5.7 will be no more than six. Therefore,
the dimension of A(k) + F (k) will be MN
(k)
R where M is the dimension of T . As
each implementation of the smoother will require L (where L varies from grid to




R , k = 1, . . . , L, this is going to
be expensive for non-trivial values of M .
To try and overcome this problem one can replace A(k) + F (k) with




λrG0 ⊗ A(k)r +G0 ⊗ F (k)0 . (5.79)
This matrix is block diagonal and hence the action of its inverse will be cheaper
to compute than that for (5.78). It also offers the possibility of parallelizing the
smoother algorithm. Tables 5.3 and 5.4 show the number of iterates it requires
for MINRES to converge when the numerical experiments described in §5.7.1 and
§5.7.2 are carried out with this alternative suggestion for the additive Schwarz
smoother. As can be seen, the convergence rate of this method also appears to
be independent of the discretization parameters. However, an analysis has not
been carried out for this alternative choice of smoother and further experiments
may indicate that the method is not optimal for a smaller ratio of the mean to
the variance.
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d = 4 m = 1 m = 2 m = 3 m = 4
n = 1 28 30 30 30
n = 2 28 30 30 30
n = 3 29 30 31 31
n = 4 30 30 31 31
d = 8 m = 1 m = 2 m = 3 m = 4
n = 1 35 37 37 37
n = 2 35 38 39 39
n = 3 35 38 39 39
n = 4 39 39 39 39
d = 16 m = 1 m = 2 m = 3 m = 4
n = 1 39 40 40 40
n = 2 39 40 42 42
n = 3 39 42 42 42
n = 4 42 42 43 43
d = 32 m = 1 m = 2 m = 3 m = 4
n = 1 39 40 40 40
n = 2 40 42 42 42
n = 3 40 42 42 42
n = 4 42 43 43 43
Table 5.3: Number of iterations required for MINRES, with alternative additive
Schwarz smoother, to converge to the solution of the first-order problem with
diffusion defined via uniform distributions.
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d = 4 m = 1 m = 2 m = 3 m = 4
n = 1 23 27 27 27
n = 2 24 29 30 30
n = 3 26 30 32 32
n = 4 29 32 33 33
d = 8 m = 1 m = 2 m = 3 m = 4
n = 1 30 31 33 31
n = 2 32 33 33 33
n = 3 33 35 35 36
n = 4 35 36 36 36
d = 16 m = 1 m = 2 m = 3 m = 4
n = 1 31 31 31 33
n = 2 33 33 33 33
n = 3 33 34 35 35
n = 4 35 36 36 36
d = 32 m = 1 m = 2 m = 3 m = 4
n = 1 31 31 31 31
n = 2 33 33 33 33
n = 3 33 33 33 33
n = 4 33 33 33 33
Table 5.4: Number of iterations required for MINRES, with alternative additive
Schwarz smoother, to converge to the solution of the first-order problem with




As mentioned in the introduction, it was the purpose of this thesis to take some
precursory steps in developing iterative methods for solving the large linear block
systems that arise from the application of the stochastic finite element method
to stochastic diffusion problems. In particular, methods incorporating geometric
multigrid algorithms that are known to be optimal for the related deterministic
problems were extended and shown to retain their optimal properties. There is,
of course, far more to be said and done on the matter. For example, for the
positive definite systems associated with the second-order problem, one might
consider how preconditioned conjugate gradient performs for certain choices of
the preconditioner. For the symmetric indefinite systems associated with the
first-order problem, one might investigate different choices of preconditioner, as
indeed was done in [17], and see how these methods compare.
There are other computational comparisons that need to be made. Such as,
how do the methods discussed in this thesis compare to methods that decouple
the block system into a number of deterministic problems that can be solved in
parallel, though at a cost of using a much higher dimensional space? And how do
stochastic finite elements fare against Monte Carlo methods when a probability
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distribution is sought? There is also the issue of how things are affected when
the random variables are not independent. One way around this is to use a
polynomial chaos expansion of the diffusion coefficient which upon application
of the polynomial chaos method produces a denser block system, the density
depending on the order of terms kept in the expansion. The methods in this
thesis are applicable to this scenario but clearly their efficiency will be degraded
by the denser coefficient matrix. How do these methods then fare against the
collocation method which can handle non-independent random variables and non-
linear expansions of the diffusion coefficient, and produces a decoupled system,
though again at the cost of using a higher dimensional space?
In short, there are many computational questions that need to be asked and
answered regarding the solution of linear systems arising from stochastic par-
tial differential equations. It is hoped that this modest thesis provides a little
preliminary insight into these issues.
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