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Abstract. Let X be an analytic space over a non-Archimedean, complete field k and
let f = (f1, . . . , fn) be a family of invertible functions on X. Let us recall two results,
both of which were proven using de Jong’s alterations (these alterations could have
been avoided for 1), which could have been deduced quite formally from a former result
by Bieri and Groves, based upon explicit computations on Newton polygons).
1) The compact set |f |(X) is a polytope of the R-vector space (R∗+)
n (we use the
multiplicative notation) ; this is due to Berkovich in the locally algebraic case, and has
been extended to the general case by the author.
2) If moreover X is Hausdorff and n-dimensional, and if ϕ denotes the
morphism X → Gn,anm,k induced by f , then the pre-image of the skeleton Sn of G
n,an
m,k
under ϕ has a piecewise-linear structure making ϕ−1(Sn)→ Sn a piecewise immersion ;
this is due to the author.
In this article, we improve 1) and 2), and give a new proofs of both of them. Our
proofs are based upon the model theory of algebraically closed, non-trivially valued
fields and don’t involve de Jong’s alterations.
Let us quickly explain what we mean by improving 1) and 2).
• Concerning 1), we also prove that if x ∈ X, there exists a compact analytic
neighborhood U of x, such that for every compact analytic neighborhood V of x in X,
the germs of polytopes (|f |(V ), |f |(x)) and (|f |(U), |f |(x)) coincide.
• Concerning 2), we prove that the piecewise linear structure on ϕ−1(Sn) is
canonical, that is, doesn’t depend on the map we choose to write it as a pre-image of
the skeleton ; we thus answer a question which was asked to us by Temkin.
Moreover, we prove that the pre-image of the skeleton ’stabilizes after a finite,
separable ground field extension’, and that if ϕ1, . . . , ϕm are finitely many morphisms
from X to Gn,anm,k , the union
⋃
ϕj(Sn) also inherits a canonical piecewise-linear
structure.
Introduction
Cet article est consacre´, d’une manie`re ge´ne´rale, a` l’e´tude des liens e´troits qui
existent entre la ge´ome´trie analytique ultrame´trique (ici, au sens de Berkovich)
et la ge´ome´trie line´aire par morceaux ; ces liens, dont le polygone de Newton
∗L’auteur est membre du projet ANR Espaces de Berkovich
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constitue une premie`re manifestation, se rencontrent essentiellement a` travers
deux types de phe´nome`nes.
A) L’image d’un espace analytique compact X par une application de
≪tropicalisation≫ est un polytope de dimension majore´e par celle de X
([3], cor. 6.2.2 pour le cas localement alge´brique, et [9], §3.30 pour
l’extension au cas ge´ne´ral). La preuve de [9] consiste essentiellement a`
alge´briser la situation par des techniques standard (arguments de densite´,
lemme de Krasner...), pour se ramener au corollaire 6.2.2 de [3], lui-meˆme
de´montre´ par re´duction, via les alte´rations de de Jong, au cas ou`X posse`de
un mode`le polystable.
B) Certains sous-ensembles d’un espace de Berkovich he´ritent d’une
structure d’espace line´aire par morceaux ; donnons quelques exemples.
B1) Le cas arche´typal est celui du ≪squelette standard≫ Sn
de Gn,anm,k , de´fini comme l’ensemble {ηr}r∈(R∗+)n , ou` ηr est la semi-
norme
∑
aIT
I 7→ max |aI | · rI .
B2) Si X est un sche´ma formel polystable et quasi-compact sur Spf ko,
le ≪polytope d’incidence≫ de sa fibre spe´ciale s’identifie naturellement
a` un ferme´ S(X) de sa fibre ge´ne´rique Xη : c’est l’objet principal de
l’article [3] de Berkovich, voir notamment le the´ore`me 5.1 de loc. cit.
B3) Si X est un espace strictement k-analytique de dimension n et si ϕ :
X → Gn,anm,k est un morphisme, ϕ−1(Sn) posse`de une unique structure
line´aire par morceaux telle que ϕ−1(Sn)→ Sn soit line´aire par morceaux
(et c’est alors une immersion par morceaux). Ceci a e´te´ de´montre´ par
l’auteur dans [9], par une de´marche un peu analogue a` celle e´voque´e a`
propos de l’assertion A) : alge´brisation, re´duction au cas de re´duction
polystable via de Jong, et utilisation de B2).
Remarques
• En 1984, Bieri et Groves avaient donne´ une preuve d’un avatar alge´brique
de l’assertion A), fonde´e sur des calculs explicites a` base de polygones de Newton
([4], th. 5.2) ; l’assertion A) dans le cas localement alge´brique (autrement dit, le
corollaire 6.2.2 de [3]), peut s’en de´duire de manie`re a` peu pre`s formelle (sans
recours aux alte´rations de de Jong).
• Le the´ore`me principal de [9] est d’apparence plus ge´ne´rale que l’e´nonce´ B3),
mais il s’y rame`ne en re´alite´ : c’est l’objet des paragraphes 3.2–3.11 de [9].
Le contenu de cet article
Dans ce texte, nous ge´ne´ralisons les e´nonce´s A) et B3) tout en en
donnant de nouvelles preuves : pour chacun d’eux nous utilisons, une fois
la situation alge´brise´e, des outils de the´orie des mode`les des corps value´s.
Outils e´le´mentaires pour notre ge´ne´ralisation de A), qui ne fait essentiellement
appel qu’a` l’e´limination des quantificateurs ; outils plus avance´s pour notre
ge´ne´ralisation de B3), qui utilise des proprie´te´s de finitude de certains des
espaces de types que Hrushovski et Loeser ont re´cemment introduits pour
e´tudier le type d’homotopie des espaces de Berkovich alge´briques ([16]).
Expliquons maintenant un peu plus avant de quoi il retourne.
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Vocabulaire et conventions
Le point de vue multiplicatif. Pre´cisons pour commencer que nous suivons
les conventions adopte´es par Berkovich dans [3] en matie`re de ge´ome´trie line´aire
par morceaux. La principale originalite´ de son point de vue est l’usage de
la notation multiplicative, qui est la plus naturelle lorsqu’on s’inte´resse a` des
normes de fonctions holomorphes inversibles : elle dispense du choix totalement
arbitraire d’une base de logarithmes, et e´vite une profusion de symboles ≪log≫ et
≪exp≫ dans les formules et de´monstrations. Dans ce qui suit, nous conside´rerons
donc (R∗+)
n comme un espace vectoriel re´el, par le biais de sa structure de
groupe abe´lien (loi interne) et de l’exponentiation coordonne´e par coordonne´e
(loi externe) ; on peut alors parler de polytopes de (R∗+)
n, et modeler des espaces
line´aires par morceaux abstraits sur ces derniers. Le lecteur trouvera plus bas
(0.22 et sq.) le rappel de toutes les de´finitions pre´cises.
Parame`tres de de´finition des espaces analytiques et des polytopes. On fixe un
corps ultrame´trique complet k et un sous-groupe Γ de (R∗+) tel que Γ · |k∗| soit
non trivial. La classe des espaces k-analytiques Γ-stricts est celle des espaces
analytiques modele´s sur les lieux des ze´ros de fonctions holomorphes sur des
polydisques dont le rayon appartient a` Γ (pour une de´finition pre´cise, cf. 0.19
et sq.).
On pose c = (Q,
√|k∗| · Γ). Les c-polytopes de (R∗+)n sont les polytopes
que l’on peut de´finir au moyen de formes affines ≪dont la partie line´aire est a`
coefficients rationnels et dont le terme constant appartient a`
√|k∗| · Γ≫ ; pour
une de´finition pre´cise, cf. 0.22.1. Ils donnent naissance par recollement a` la
cate´gorie des c-espaces line´aires par morceaux (0.25 et sq.).
Alge`bre commutative gradue´e. Nous faisons un usage intensif dans ce texte
du formalisme de l’alge`bre commutative gradue´e, introduit et utilise´ par Temkin
dans [19] pour de´velopper en toute ge´ne´ralite´ la the´orie de la re´duction des
germes d’espaces k-analytiques. Les rappels de base sur ces sujets sont faits aux
0.1 et sq., ainsi qu’au 0.21.
Tropicalisations d’un espace analytique
Nous de´montrons deux the´ore`mes sur le sujet.
The´ore`me 3.2. Soit X un espace k-analytique compact et Γ-strict
de dimension d, et soit (f1, . . . , fn) une famille de fonctions holomorphes
inversibles sur X. Notons |f | l’application (|f1|, . . . , |fn|) : X → (R∗+)n. Le
compact |f |(X) est alors un c-polytope de (R∗+)n de dimension au plus d ; le
compact |f |(∂X) est contenu dans un c-polytope de (R∗+)n de dimension au
plus d− 1, et est un c-polytope de dimension au plus d− 1 si X est affino¨ıde.
The´ore`me 3.3. Soit X un espace k-analytique compact et Γ-strict et
soient (f1, . . . , fn) une famille de fonctions holomorphes inversibles sur X.
Soit x ∈ X et soit d le degre´ de transcendance sur le corps gradue´ k˜ du sous-
corps gradue´ k˜(f˜1(x), . . . , f˜n(x)) de H˜ (x). Posons ξ = |f |(x).
1) Il existe un voisinage k-analytique compact et Γ-strict U de x dans X
posse´dant la proprie´te´ suivante : pour tout voisinage analytique compact V
de x dans U , les germes de polytopes (|f |(U), ξ) et (|f |(V ), ξ) co¨ıncident.
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De plus, |f |(U) est de dimension 6 d en ξ. Si (X, x) est sans bord, |f |(U)
est purement de dimension d en ξ, et si de surcroˆıt n = d alors |f |(U) est
un voisinage de ξ dans (R∗+)
n.
2) Supposons que X est affino¨ıde et que x ∈ ∂X. Il existe un voisinage k-
analytique compact et Γ-strict Y de x dans X posse´dant la proprie´te´
suivante : pour tout voisinage analytique compact Z de x dans Y , les
germes de polytopes (|f |(Y ∩ ∂X), ξ) et (|f |(Z ∩ ∂X), ξ) co¨ıncident.
Faisons quelques commentaires.
• Chacun de ces deux the´ore`mes comporte un e´nonce´ relatif a` X , et un autre
relatif a` son bord ∂X . Dans les deux cas, le second se de´duit tre`s simplement du
premier, graˆce au lemme 3.1 qui assure que siX est affino¨ıde, son bord ∂X s’e´crit
comme une re´union finie d’espaces affino¨ıdes Γ-stricts de´finis sur de ≪gros≫ corps
et de dimension majore´e par d− 1.
• Hormis son assertion relative au bord (qui est nouvelle), le the´ore`me 3.2
est simplement l’e´nonce´ A) mentionne´ plus haut, et de´ja` connu.
• Le the´ore`me 3.3 est entie`rement nouveau. C’est la variante locale du
the´ore`me 3.2 : il assure en gros que l’image d’un germe d’espace analytique Γ-
strict par une tropicalisation est un germe de c-polytope.
•Notons que le degre´ de transcendance de k˜(f˜1(x), . . . , f˜n(x)) est exactement
e´gal a` n si et seulement si l’image de x sur Gn,anm,k par le morphisme qu’induisent
les fi appartient au squelette standard Sn (0.12).
Disons maintenant quelques mots des preuves de ces the´ore`mes. Elles
reposent toutes deux sur l’e´limination des quantificateurs dans la the´orie des
corps non trivialement value´s alge´briquement clos. Celle-ci permet tout d’abord
d’e´tablir un avatar du the´ore`me 3.2 portant sur une famille finie de fonctions
inversibles sur une varie´te´ alge´brique au-dessus d’un corps value´ quelconque
(non ne´cessairement de hauteur 6 1) : c’est le the´ore`me 1.2. Il est peu ou prou
e´quivalent au the´ore`me de Bieri et Groves, de´montre´ par des calculs explicites a`
base de polygones de Newton, que nous avons e´voque´ plus haut ([4], th. 5.2) – le
recours a` l’e´limination des quantificateurs rend la preuve nettement plus concise,
mais moins effective.
Pour prouver le the´ore`me 3.2, on se rame`ne au the´ore`me 1.2 par les me´thodes
usuelles d’alge´brisation de´ja` e´voque´es. Quant au the´ore`me 3.3, il se de´montre
e´galement a` l’aide du the´ore`me 1.2, mais de manie`re plus indirecte : on de´duit
tout d’abord de celui-ci un e´nonce´ qui lui est apparente´ et porte sur les espaces
de Riemann-Zariski gradue´s (th. 1.3), que l’on combine ensuite avec la the´orie
de la re´duction des germes d’espaces k-analytiques pour aboutir a` nos fins.
Images re´ciproques du squelette standard de Gn,anm,k
Avant d’e´noncer notre the´ore`me principal sur la question, nous commenc¸ons
par introduire la notion de c-squelette d’un espace k-analytique Γ-strict et
topologiquement se´pare´ X (4.6). Sans entrer dans les de´tails, indiquons que si
une partie localement ferme´e de X est un c-squelette, elle posse`de une structure
naturelle d’espace c-line´aire par morceaux qui peut eˆtre de´crite purement en
termes de l’espace analytique X (la de´finition pre´cise de cette structure fait
intervenir les domaines analytiques Γ-stricts de X et les normes de fonctions
inversibles sur ces derniers).
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Le prototype du c-squelette est le squelette standard Sn de G
n,an
m,k (4.7) ; nous
aurons e´galement besoin dans ce qui suit de conside´rer le squelette standard
de Gn,anm,F lorsque F est une extension comple`te de k, et nous le noterons Sn,F .
Nous de´montrons alors le the´ore`me suivant.
The´ore`me 5.1. Soit n un entier et soit X un espace k-analytique
topologiquement se´pare´, Γ-strict et de dimension 6 n. Soit (ϕ1, . . . , ϕm) une
famille finie de morphismes de X vers Gn,anm,k .
1) La re´union des ϕ−1j (Sn) est un c-squelette de X, vide si dim X < n, et
pour tout j, l’application ϕ−1j (Sn)→ Sn est une immersion par morceaux.
2) Si X est compact il existe une extension finie se´parable F0 de k telle que
pour toute extension comple`te F de F0 , la fle`che naturelle⋃
ϕ−1j,F (Sn,F )→
⋃
ϕ−1j,F0(Sn,F0)
soit un home´omorphisme.
Faisons quelques commentaires.
• Supposons que j = 1 (on e´crit alors ϕ au lieu de ϕ1) et que le
groupe Γ est trivial. L’assertion 1) redonne l’e´nonce´ B3) mentionne´ au de´but
de l’introduction, mais est plus pre´cise : elle assure par surcroˆıt, en affirmant
que Σ := ϕ−1(Sn) est un c-squelette, que la structure c-line´aire par morceaux
de Σ ne de´pend pas du morphisme choisi pour le de´crire comme image re´ciproque
du squelette. Nous re´pondons ainsi a` une question que nous avait pose´e Temkin.
• L’assertion 1) lorsque Γ 6= {1} ou lorsque m > 1 est nouvelle.
• L’assertion 2) est nouvelle.
Donnons maintenant les grandes lignes la preuve du the´ore`me 5.1. Nous le
prouvons tout d’abord dans le cas ou`m = 1, dans lequel nous nous plac¸ons donc
pour le moment ; on e´crit ϕ au lieu de ϕ1. La proprie´te´ a` e´tablir est locale, ce
qui autorise a` raisonner au voisinage d’un point x ∈ ϕ−1(Sn). Par les techniques
standard d’alge´brisation, on se rame`ne au cas ou` X est un voisinage de x dans
l’analytification X an d’une k-varie´te´ alge´brique irre´ductible et lisse X , et ou` ϕ
provient d’une famille (f1, . . . , fn) de fonctions inversibles (alge´briques) sur X .
L’e´tape suivante consiste a` montrer qu’il existe un voisinage affino¨ıde V de x
dans X et d’une famille finie (g1, . . . , gr) de fonctions analytiques inversibles
sur V telle que la restriction de (|f1|, . . . , |fn|, |g1|, . . . , |gm|) a` ϕ−1|V (Sn) soit
injective. On le de´duit du the´ore`me suivant.
The´ore`me 2.8. Soit K un corps value´ et soit L une extension finie
de K(T1, . . . , Tn). Il existe un sous-ensemble fini E de L
∗ tel que pour tout
groupe abe´lien ordonne´ G contenant |K∗| et tout g ∈ Gn, l’ensemble E se´pare les
prolongements de ηg a` L, ou` ηg est la valuation de Gauß
∑
aIT
I 7→ max |aI ·|gI .
Pour prouver ce the´ore`me, on raisonne par re´currence sur n. Le passage
de n a` n + 1 repose de manie`re cruciale sur deux re´sultats de de´finissabilite´
en the´orie des mode`les des corps value´s (dans le langage multisorte Lval que
Haskell-Hrushovski-Macpherson ont introduit dans [15]).
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• Le premier est duˆ a` Hrushovski et Loeser et porte sur les courbes
relatives ; nous allons en dire quelques mots. Dans [16], ils associent a` tout
morphisme Z → Y entre varie´te´s alge´briques sur k un foncteur Ẑ /Y de la
cate´gorie des extensions non trivialement value´es et alge´briquement closes de k
vers celle des ensembles ; le foncteur Ẑ /Y est muni d’une application vers Y .
On peut y penser comme un avatar mode`le-the´orique d’une fibration dont la
base serait la varie´te´ alge´brique Y et les fibres les analytifie´s a` la Berkovich
des fibres de Z → Y . Ainsi, Â1Y /Y envoie F sur l’ensemble des couples (y, ϕ)
ou` y ∈ Y (F ) et ou` ϕ est une ≪ semi-norme ≫ sur F [T ] de la forme∑
ai(T − λ)i 7→ max |ai| · ri
pour un certain (λ, r) ∈ F×|F | (on voit apparaˆıtre ici les valuations de Gauß, ce
qui explique le roˆle de ces espaces chapeaute´s dans la preuve du the´ore`me 2.8).
Hrushovski et Loeser montrent que Ẑ /Y est prode´finissable en ge´ne´ral, et
de´finissable lorsque Z → Y est de dimension relative majore´e par 1 ; c’est
cette dernie`re assertion que nous utilisons dans la preuve du the´ore`me 2.8.
Elle de´coule elle-meˆme du the´ore`me de Riemann-Roch pour les courbes, et
plus pre´cise´ment de l’une de ses conse´quences : si Z est une courbe alge´brique
projective, irre´ductible et lisse de genre g sur un corps alge´briquement clos F ,
le groupe F (Z)∗ est engendre´ par les fonctions ayant au plus g + 1 poˆles avec
multiplicite´s.
• Le second est duˆ a` Haskell, Hrushovski et Macpherson. Il assure que si F
est un corps value´ alge´briquement clos, et si r est un e´le´ment d’un groupe
ordonne´ G contenant |F ∗|, la structure engendre´e par F et r est alge´briquement
close au sens de la the´orie des mode`les. Cela signifie la chose suivante. Donnons-
nous une extension non trivialement value´e et alge´briquement close F ′ de F
telle que G ⊂ |(F ′)∗|, ainsi qu’un produit fini S de sortes. Soit Φ une formule
de Lval a` parame`tres dans (k, r), portant sur les e´le´ments de S , et telle que
l’ensemble E := {x ∈ S (F ′),Φ(x)} soit fini. Pour tout x0 ∈ E il existe alors une
formule Ψ de Lval a` parame`tres dans (k, r) tel que {x ∈ S (F ′),Ψ(x)} = {x0}.
Revenons a` la preuve du the´ore`me 5.1. Une fois exhibe´s V et g1, . . . , gr
comme ci-dessus, on restreint un peu V de sorte qu’il satisfasse les conditions
suivantes :
• ϕ induit un morphisme fini et plat de V sur un domaine affino¨ıde de Gn,anm,k ;
• l’intersection ϕ(V ) ∩ Sn est un pave´ n-dimensionnel.
Si y est un point de V qui n’est pas situe´ sur ϕ−1(Sn), on de´duit du
the´ore`me 3.3 qu’il existe un voisnage analytique compact de y dans V dont
l’image par (|f1|, . . . , |fn|) est de dimension 6 n− 1. Ce fait, joint au caracte`re
ouvert des morphismes fini et plats et aux conditions impose´es a` V , permet de
donner une description de l’image de ϕ−1|V (Sn) par (|f1|, . . . , |fn|, |g1|, . . . , |gm|),
que nous allons maintenant expliciter.
L’image de V par (|f1|, . . . , |fn|, |g1|, . . . , |gm|) est un c-polytope P de
dimension 6 n. Triangulons-le (on a simplement besoin de cellules convexes,
il n’est pas ne´cessaire que ce soient des simplexes), et appelons Q la re´union des
cellules ferme´e de dimension n de P en restriction auxquelles la projection sur
les n premie`res coordonne´es est injective. Le c-polytope Q est alors pre´cise´ment
l’image de ϕ−1|V (Sn) par (|f1|, . . . , |fn|, |g1|, . . . , |gm|).
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On dispose ainsi d’un home´omorphisme entre ϕ−1|V (Sn) et le c-polytope Q,
home´omorphisme qui est construit de fac¸on suffisamment ≪analytique≫ pour
faire de ϕ−1|V (Sn) un c-squelette (cf. lemme 4.4).
Preuve de l’assertion 2) du the´ore`me 5.1, toujours dans le cas ou` m = 1.
Elle repose sur ce qui pre´ce`de, et sur le fait suivant : le the´ore`me 2.8 mentionne´
ci-dessus assure e´galement que l’on peut, apre`s passage a` une extension finie
se´parable convenable de K, exhiber un ensemble E qui se´pare universellement
(i.e. apre`s n’importe quelle extension des scalaires) les prolongements des
valuations de Gauß a` L.
Preuve du the´ore`me 5.1 dans le cas ou` m est quelconque. Le principe est le
suivant : on fabrique un morphisme ψ : ANX → GN+n,anm,k pour un entier N
convenable, et une section continue σ (de type ≪section de Shilov a` rayon
variable≫) du morphisme ANX → X qui identifie chacun des ϕ−1j (Sn) a` un sous-
espace c-line´aire par morceaux de ψ−1(Sn+N ), lequel est un c-squelette en vertu
du cas m = 1 de´ja` traite´. La re´union des ϕ−1j (Sn) he´rite ainsi d’une structure c-
line´aire par morceaux ; et la` encore, la construction est suffisamment analytique
pour que l’on puisse en de´duire que
⋃
ϕ−1j (Sn) est un c-squelette.
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0 Rappels, notations, pre´liminaires
Afin d’obtenir un article raisonnablement auto-suffisant, nous avons choisi
de faire figurer dans cette (longue) section un certain nombre de rappels, pour
l’essentiel sans preuves, sur diffe´rentes the´ories que nous allons utiliser. On
pourra la sauter en premie`re lecture, et ne s’y re´fe´rer qu’en cas de besoin. Nous
y pre´sentons plus pre´cise´ment :
- la the´orie de la re´duction des germes de Temkin, et le formalisme de
l’alge`bre commutative gradue´e sur lequel elle se fonde (concernant ce dernier,
nous avons de´montre´ quelques assertions bien connues, faute de re´fe´rences dans
la litte´rature) ;
- nos conventions en matie`re d’espaces de Berkovich, quelques re´sultats de
base sur le sujet dont nous nous servirons souvent, et la notion d’espace Γ-strict,
utile pour garder une trace des parame`tres re´els en jeu ;
- la the´orie des polytopes et espaces line´aires par morceaux ≪multiplicatifs≫,
due a` Berkovich.
Alge`bre commutative gradue´e
Dans [19], Temkin a introduit un certain nombre d’outils extreˆmement
efficaces pour l’e´tude locale des espaces analytiques. Ils reposent sur le
formalisme de l’alge`bre commutative gradue´e, dont nous allons rappeler les
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bases, sans de´monstrations (celles-ci consistent essentiellement a` retranscrire
les preuves classiques, en rajoutant les adjectifs ≪homoge`ne≫ ou ≪gradue´≫ un
peu partout). Le lecteur inte´resse´ pourra consulter [19], [13] ou [17].
On fixe pour ce paragraphe un groupe abe´lien divisible D note´
multiplicativement ; en pratique, ce qui suit sera surtout utilise´ lorsque D = R∗+.
Un polyrayon est une famille finie d’e´le´ments de D.
(0.1) Un anneau D-gradue´ est un anneau (commutatif, unitaire) A muni d’une
de´composition A =
⊕
r∈D
Ar, telle que Ar ·As ⊂ Ars pour tout (r, s) (attention :
la graduation est multiplicative) ; on dit que Ar est l’ensemble des e´le´ments
homoge`nes de degre´ r. Dans ce qui suit, nous dirons simplement ≪gradue´≫ au
lieu de ≪D-gradue´≫.
Tout anneau A peut eˆtre vu comme un anneau gradue´ : il suffit de le munir
de la graduation triviale pour laquelle A1 = A et Ar = {0} si r 6= 1.
Un ide´al d’un anneau gradue´ A est dit homoge`ne s’il est engendre´ par des
e´le´ments homoge`nes ou, ce qui revient au meˆme, s’il est somme directe de son
intersection avec les Ar.
(0.2) Soit A un anneau gradue´ et soit d = (d1, . . . , dn) un polyrayon.
On note A[d−1T] l’anneau gradue´ de´fini comme suit : l’anneau sous-jacent
est l’anneau de polynoˆmes A[T] = A[T1, . . . , Tn], et l’ensemble des e´le´ments
homoge`nes de degre´ s de A[d−1T] est l’ensemble des polynoˆmes de la
forme
∑
aIT
I avec aI ∈ Asd−I pour tout I. Lorsqu’on voudra e´voquer le degre´
usuel d’un e´le´ment de A[d−1T], on parlera de son degre´ monomial.
Si P est un e´le´ment homoge`ne de degre´ s de A[d−1T] et si b = (b1, . . . , bn)
est une famille d’e´le´ments homoge`nes d’une A-alge`bre gradue´e B, chaque bi
e´tant de degre´ di, alors P (b) est un e´le´ment homoge`ne de degre´ s de B.
(0.3) Un corps gradue´ est un anneau gradue´ non nul dans lequel tout e´le´ment
homoge`ne non nul est inversible (en tant qu’anneau abstrait, un corps gradue´
n’est pas ne´cessairement un corps). Si K est un corps gradue´, un polyrayon r
sera dit K-libre s’il constitue une famille libre de Q⊗Z (D/D0), ou` D0 de´signe
le groupe des degre´s des e´le´ments homoge`nes non nuls de K.
Si d est un polyrayon K-libre alors Kd := K[d
−1T,dT−1] est un corps
gradue´.
(0.4) Soit K →֒ F une extension de corps gradue´s, soit d = (d1, . . . , dn) un
polyrayon, et soit (x1, . . . , xn) une famille d’e´le´ments homoge`nes de F , chaque xi
e´tant de degre´ ri. On dit que les xi sont alge´briquement inde´pendants sur K
si P (x1, . . . , xn) 6= 0 pour tout e´le´ment homoge`ne non nul P ∈ K[T/d]. Si x
est un e´le´ment homoge`ne de F on dira qu’il est transcendant sur K si la famille
singleton {x} est alge´briquement inde´pendante ; dans le cas contraire, on dira
que x est alge´brique.
On dispose dans ce cadre d’une the´orie du degre´ de transcendance, analogue
a` celle bien connue dans le cas non gradue´.
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Valuations gradue´es
(0.5) Soit K un corps gradue´. Une valuation gradue´e sur K est une
application |.| de´finie sur l’ensemble des e´le´ments homoge`nes de AK et a` valeurs
dans un groupe abe´lien ordonne´ G (la notation est multiplicative) auquel on
adjoint un plus petit e´le´ment absorbant 0, telle que :
• |1| = 1, |0| = 0 et |ab| = |a| · |b| pour tout (a, b) (ce qui implique que |a| 6= 0
de`s que a 6= 0) ;
• pour tout r > 0 et tout couple (a, b) d’e´le´ments de Kr on a l’ine´galite´
ultrame´trique |a+ b| 6 max(|a|, |b|).
Deux valuations gradue´es |.| : ⋃Kr → G ∪ {0} et |.|′ : ⋃Kr → G′ ∪ {0}
sont dites e´quivalentes s’il existe une valuation gradue´e |.|′′ : ⋃Kr → G′′ ∪ {0}
et deux morphismes strictement croissants i : G′′ →֒ G et i′ : G′′ →֒ G′ tels
que |.| = i ◦ |.|′′ et |.|′ = i′ ◦ |.|′′.
Soit |.| une valuation gradue´e sur K. L’ensemble des e´le´ments homoge`nes x
de K tels que |x| 6 1 est l’ensemble des e´le´ments homoge`nes d’un sous-anneau
gradue´ O|.| de K, qui est appele´ l’anneau gradue´ de |.|. L’anneau O|.| est un
anneau gradue´ local : il a un et un seul ide´al homoge`ne maximal, qui est appele´
l’ide´al maximal de |.|. Il posse`de la proprie´te´ suivante : si x est un e´le´ment
homoge`ne non nul de K alors ou bien x ∈ O|.| ou bien x−1 ∈ O|.| ; cela e´quivaut
a` dire que O|.| est maximal pour la relation de domination entre sous-anneaux
gradue´s locaux deK (si A et B sont deux sous-anneaux gradue´s locaux deK, on
dit que B domine A si A ⊂ B et si l’ide´al homoge`ne maximal de A est contenu
dans celui de B).
Inversement, toute anneau gradue´ de K qui est maximal pour la relation
de domination est l’anneau d’une valuation gradue´e de K, unique a` e´quivalence
pre`s. On dispose ainsi d’une bijection entre l’ensemble des classes d’e´quivalences
de valuations gradue´es sur K et celui des sous-anneaux gradue´s locaux de K
maximaux pour la relation de domination.
La valuation gradue´ triviale sur K est celle dont l’anneau gradue´ est K tout
entier ; elle envoie tout e´le´ment homoge`ne non nul sur 1.
Si K →֒ F est une extension de corps gradue´s, le lemme de Zorn assure que
toute valuation gradue´e |.| sur K s’e´tend en une valuation gradue´e |.|′ sur F ;
si |.| prend ses valeurs dans un groupe G, on peut choisi |.|′ a` valeurs dans le
groupe ordonne´ G⊗Z Q, que l’on notera plus volontiers
√
G.
(0.6) Valuations de Gauß. Soit K un corps gradue´, muni d’une valuation
gradue´e a` valeurs dans un groupe ordonne´ G, et soit d = (d1, . . . , dn) un
polyrayon. Soit K(d−1T) le corps des fractions gradue´ de K[d−1T,dT−1], et
soit g = (g1, . . . , gn) un n-uplet d’e´le´ments de G. On notera ηK,d,g l’unique
valuation gradue´e de K(d−1T) qui envoie tout e´le´ment homoge`ne
∑
aIT
I
deK[d−1T] sur max |aI |gI . Si d = (1, . . . , 1) on e´crira simplement ηK,g, voire ηg
si le corps K est clairement indique´ par le contexte.
(0.7) SoitK →֒ F une extension de corps gradue´s soit |.| une valuation gradue´e
sur K. Soit t un e´le´ment homoge`ne de F .
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Supposons t alge´brique sur K. Pour toute valuation gradue´e |.| sur F , il
existe n > 0 tel que |t|n ∈ |K|. Notons un cas particulier important : si la
restriction de |.| a` K est triviale, on a |t| = 1 si t 6= 0.
Supposons t transcendant sur K. Il existe alors une valuation gradue´e |.|
sur F , triviale sur K, et telle que |t| > 1. En effet, soit d le degre´ de t. Le
sous-corps de F engendre´ par K et t s’identifie a` K(d−1T ), et l’on peut alors
modulo cette identification conside´rer un prolongement a` F de la valuation
gradue´ ηK,d,r, ou` K est conside´re´ comme trivialement value´ et ou` r est un
e´le´ment > 1 d’un groupe abe´lien ordonne´ quelconque, par exemple R∗+.
(0.8) Soit K un corps gradue´. On note PK l’ensemble l’espace de Riemann-
Zariski gradue´ de K, c’est-a`-dire l’ensemble des classes d’e´quivalence de
valuations gradue´es de F . Pour toute partie X de PK et tout ensemble E
d’e´le´ments homoge`nes de F , on note X{E} (resp. X{{E}}) le sous-ensemble
de X forme´ des valuations |.| dont l’anneau gradue´ (resp. l’ide´al homoge`ne
homoge`ne maximal) contient E ou, si l’on pre´fe`re, telles que |e| 6 1 (resp. |e| <
1) pour tout e ∈ E On munit PK de la topologie engendre´e par les parties de
la forme PK{E} ou` E est fini.
Soient F et F ′ deux ensembles quelconques d’e´le´ments homoge`nes de K ;
posons X = PK{F}{{F ′}}, et munissons-le de la topologie induite. Il est quasi-
compact : cela re´sulte du fait qu’il est ferme´ dans PK{F}, et que ce dernier est
quasi-compact d’apre`s le lemme 2.1 de [19]. On qualifiera d’affine tout ouvert
de X de la forme X{E} ou` E est un ensemble fini d’e´le´ments homoge`nes de K ;
remarquons que X est lui-meˆme affine (prendre E = ∅).
Soit K0 un sous-corps gradue´ de K et soit |.| une valuation gradue´e de K0.
Soit F (resp. F ′) l’ensemble des e´le´ments homoge`nes de l’anneau gradue´ (resp.
de l’ide´al homoge`ne) de |.|. Le sous-ensemble PK{F}{{F ′}} de PK est alors
l’ensemble des valuations gradue´es qui prolongent la valuation |.| de K0. On le
notera le plus souvent PK/(K0,|.|), ou simplement PK/K0 s’il n’y a pas d’ambigu¨ıte´
sur la valuation de K0 ; lorsque celle-ci n’est pas pre´cise´e,K0 sera implicitement
conside´re´ comme muni de la valuation triviale.
Valuations classiques et corps gradue´s re´siduels
(0.9) Si K est un corps classique, vu comme trivialement gradue´, une valuation
gradue´e sur K n’est autre qu’une valuation (de Krull) usuelle. Les espaces PK
et PK/(K0,|.|) (ou` K0 est un sous-corps de K muni d’une valuation de Krull |.|)
sont les espaces de Riemann-Zariski usuels ; si K est une extension de type fini
de K0, l’espace topologique PK/(K0,|.|) s’identifie a` la limite projective des fibres
spe´ciales de tous les mode`les inte`gres, propres et plats du corps K sur Spec O|.|.
(0.10) Soit K un corps classique, muni d’une valuation |.|, prenant ses valeurs
dans un groupe abe´lien ordonne´ divisible G. Temkin associe a` cette donne´e
un corps G-gradue´ K˜, appele´ le corps gradue´ re´siduel de |.| (ou, par un abus
fre´quent, de K), et de´fini comme suit :
K˜ =
⊕
g∈G
{z ∈ k, |z| 6 g}/{z ∈ k, |z| < g}.
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Remarquons que K˜ ne change pas si l’on agrandit G, et que K˜1 n’est autre que
le corps re´siduel traditionnel de K. Toute extension K →֒ L de corps value´s
induit une extension K˜ →֒ L˜ de corps gradue´s.
Si g ∈ G et si λ est un e´le´ment de K tel que |λ| 6 g on notera λ˜g l’image
de λ dans K˜g ; si de plus |λ| = g on e´crira simplement λ˜ ; si λ = 0 on pose λ˜ = 0.
(0.11) Soit L une extension de K, munie d’un prolongement de |.| note´
encore |.| ; quitte a` agrandir G, on suppose que |L∗| ⊂ G. Soit d le degre´ de
transcendance de L˜1 sur k˜1, et soit r la dimension du Q-espace vectoriel Q ⊗Z
(|L∗|/|K∗|). La somme d + r est alors e´gale au degre´ de transcendance de
l’extension gradue´e k˜ →֒ L˜.
Pour le voir, fixons une base de transcendance a de L˜1 sur k˜1, et une partie b
de L∗ tels que |b| soit une base de Q ⊗Z (|L∗|/|K∗|). Nous allons montrer
que a ∪ b˜ est une base de transcendance de L˜ sur k˜.
La famille a ∪ b˜ est alge´briquement inde´pendante. Soit h ∈ G et soit P un
e´le´ment homoge`ne de degre´ h de K˜[T, |b|−1S] tel que P (a, b˜) = 0. Nous allons
montrer que P est nul.
Les monoˆmes qui constituent P sont tous homoge`nes de meˆme degre´ h ;
comme |b| est une Q-base de |L∗| modulo |K∗|, ceci entraˆıne l’existence d’un
monoˆme unitaire Q ∈ K˜[g−1S] et d’un e´le´ment homoge`ne R ∈ K˜[T] tels
que P = QR. En utilisant encore la Q-liberte´ de |b| on voit que Q(b˜) 6= 0 ; par
conse´quent, R(a) = 0. On peut toujours e´crire R = αR♯, ou` α est un e´le´ment
homoge`ne non nul de K˜ et ou` R♯ est de degre´ 1, c’est-a`-dire somme de monoˆmes
dont tous les coefficients appartiennent a` K˜1. On a alors R♯(a) = 0 ; comme a
est une base de transcendance de L˜1 sur K˜1, il vient R♯ = 0 et finalement P = 0,
ce qu’il fallait de´montrer.
Le corps gradue´ L˜ est alge´brique sur K˜(a ∪ b˜). Soit λ ∈ L∗. Comme g est
une base de Q ⊗Z (|L∗|/|K∗|), il existe un entier n > 0, un multi-indice J ,
un e´le´ment α de K∗ et un e´le´ment β ∈ L∗ de valeur absolue e´gale a` 1 tels
que λn = αβ · bJ . En re´duisant, il vient
λ˜n = α˜β˜ · b˜J .
Comme β˜ ∈ L˜1, il est alge´brique sur K˜1(a) ; par conse´quent, λ˜ est alge´brique
sur K˜(a ∪ b˜), ce qui ache`ve la de´monstration.
(0.12) Soit K →֒ L une extension de corps value´s, soit n un entier et soit L une
extension de K. Soient t1, . . . , tn des e´le´ments de L
∗. Les assertions suivantes
sont e´quivalentes :
i) les ti sont alge´briquement inde´pendants sur K, et la valuation de K(t) est
e´gale a` η|t| ;
ii) les e´le´ments t˜i de L˜ sont alge´briquement inde´pendants sur K˜.
En effet i) est fausse si et seulement si il existe un polynoˆme P =
∑
aIT
I tel
que |P (t)| < max |aI | · |t|I , c’est-a`-dire encore s’il existe g ∈ |L∗| et une famille
finie (aI) d’e´le´ments de K ve´rifiant les conditions suivantes : |aI | 6 |t|−Ig
pour tout I ; il existe I pour lequel on a e´galite´ ; et |∑ aItI | < g.
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On peut reformuler cette condition en demandant qu’il existe g ∈ |L∗| et
une famille finie (αI) d’e´le´ments homoge`nes de K˜ satisfaisant les conditions
suivantes : αI est de degre´ |t|−Ig ; les αI sont non tous nuls ; et l’e´le´ment
∑
αI t˜
I
de K˜g est nul (prendre αI = (a˜I)
|t|−Ig). Mais cela signifie exactement qu’il
existe g ∈ |L∗| et un e´le´ment Q non nul homoge`ne de degre´ g dans K˜[|t|−1S]
tel que Q(t˜) = 0.
Autrement dit, i) est fausse si est seulement si ii) est fausse, ce qu’il fallait
de´montrer.
(0.13) Remarque. Supposons que les conditions e´quivalentes ci-dessus soient
satisfaites, et soit λ =
∑
aIt
I un e´le´ment non nul de K[t1, . . . , tn]. Soit J
l’ensemble des indices J tels que |aJ | · |t|J = max |aI | · |tJ | = |λ|. On a
λ˜ =
∑˜
J∈J
aJtJ =
∑
J∈J
a˜J t˜
J .
Il s’ensuit que K˜(t) = K˜(t˜). Notons que ce dernier est par ailleurs, en vertu de
nos hypothe`ses, naturellement isomorphe a` K˜(|t|−1T).
(0.14) Soit K →֒ L une extension finie de corps value´s, et soit G un
groupe abe´lien ordonne´ contenant |L∗|. Soit n un entier, et soit g ∈ Gn.
Le seul prolongement de ηK,g a` L(T1, . . . , Tn) est ηL,g. En effet, fixons un
tel prolongement. En vertu du 0.12 ci-dessus, les T˜i sont alge´briquement
inde´pendants sur K˜ ; l’extension K →֒ L e´tant finie, L˜ est alge´brique sur K˜,
et les T˜i sont donc encore alge´briquement inde´pendants sur K˜. En utilisant a`
nouveau le 0.12, on voit que la valuation de L(T1, . . . , Tn) est e´gale a` ηL,g.
Ge´ome´trie analytique
(0.15) On fixe pour toute la suite du texte un corps ultrame´trique complet k
(sa valeur absolue peut eˆtre triviale) et un sous-groupe Γ de R∗+ tel que Γ ·
|k∗| 6= {1} (autrement dit, Γ est non trivial si |k∗| = {1}). Dans ce texte, la
notion d’espace k-analytique sera a` prendre au sens de Berkovich ([1], [2]).
Conforme´ment aux conventions introduites plus haut, k˜ de´signera le corps
gradue´ re´siduel de k. Si X est une k-varie´te´ alge´brique, on notera X an son
analytifie´e.
(0.16) Dans ce contexte, un polyrayon sera simplement une famille
finie (r1, . . . , rn) de re´els strictement positifs ; on dira k-libre si les ri sont
line´airement inde´pendants dans Q ⊗Z (R∗+/|k∗|). Si r = (r1, . . . , rn) est un
polyrayon k-libre, l’alge`bre norme´e kr := k{r−1T, rT−1} est un corps value´ ;
le foncteur d’extension des scalaires a` kr sera simplement note´ par un r en
indice.
On dira qu’un polyrayon k-libre r de´ploie une alge`bre k-affino¨ıde A si la
valeur absolue de kr n’est pas triviale et si Ar est strictement kr-affino¨ıde.
(0.17) Soit X un espace k-analytique et soit x ∈ X . On notera H x le corps
re´siduel comple´te´ de x ; lorsque X est bon, on notera OX,x l’anneau local de X
en x (il aurait un sens dans le cas ge´ne´ral, mais ne semble pertinent a` conside´rer
que dans le cas bon).
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On de´signera par dk(x) le degre´ de transcendance de l’extension de corps
gradue´s k˜ →֒ H˜ (x) ; on peut e´galement le de´finir comme la somme du degre´ de
transcendance de l’extension de corps re´siduels classiques k˜1 →֒ H˜ (x)
1
et de la
dimension de Q⊗Z (|H (x)∗|/|k∗|) (0.11).
On a l’e´galite´ dim X = sup
x∈X
dk(H (x)).
(0.18) Soit r = (r1, . . . , rn) un polyrayon. La valuation ηr du
corps k(T1, . . . , Tn) induit un point deG
n,an
m,k , encore note´ ηr ; l’application r 7→ ηr
induit un home´omorphisme entre (R∗+)
n et un ferme´ de Gn,anm,k que l’on notera Sn.
Soit x ∈ Sn. On de´duit de la remarque 0.13, et de la densite´ de k(T1, . . . , Tn)
dans H (x), que dk(x) = n. Il s’ensuit que si V est un domaine analytique
de Gn,anm,k et si Y est un ferme´ de Zariski de V contenant x, la dimension de Y
est e´gale a` n (autrement dit, Y contient une composante connexe de l’espace
normal V , qui est purement de dimension n). On de´duit alors du corollaire 1.12
de [14] que OX,x est artinien ; comme G
n,an
m,k est lisse en en particulier re´duit,
OX,x est un corps.
(0.19) Soit A une alge`bre k-affino¨ıde. Nous suivrons les conventions de [14] :
l’alge`breA sera dite Γ-stricte si elle peut s’e´crire comme un quotient admissible
de k{r−11 T1, . . . , r−1n Tn} pour une certaine famille (ri) d’e´le´ments de Γ ; un
espace k-affino¨ıde sera qualifie´ de Γ-strict si son alge`bre des fonctions analytiques
est Γ-stricte.
Si A est une alge`bre Γ-stricte, il existe un polyrayon k-libre r qui de´ploie A
et est constitue´ d’e´le´ments de Γ ; et pour toute extension comple`te L de k,
l’alge`bre L-affino¨ıde AL est Γ-stricte.
Notons que lorsque |k∗| 6= {1} une alge`bre k-affino¨ıde est {1}-stricte si et
seulement si elle est strictement k-affino¨ıde.
(0.19.1) Pour qu’une alge`bre k-affino¨ıde A soit Γ-stricte, il suffit qu’elle
s’e´crive comme un quotient admissible de A ≃ k{r−11 T1, . . . , r−1n Tn} pour une
certaine famille (ri) d’e´le´ments de
√|k∗| · Γ ([14], 0.24.1).
(0.19.2) Un espace k-affino¨ıde X est Γ-strict si et seulement si
sup
x∈X
|f(x)| ∈
√
|k∗| · Γ ∪ {0}
pour toute fonction analytique f sur X ([14], 0.24.2).
(0.19.3) On dira qu’un espace k-analytique X est Γ-strict s’il satisfait les deux
proprie´te´s suivantes :
1) X posse`de un G-recouvrement par des espaces k-affino¨ıdes Γ-stricts ;
2) l’intersection de deux domaines affino¨ıdes Γ-stricts de X est G-recouverte
par des domaines affino¨ıdes Γ-stricts.
Remarque. La condition 2) est automatiquement satisfaite de`s que X est
se´pare´, auquel cas l’intersection de deux domaines affino¨ıdes Γ-stricts de X est
un domaine affino¨ıde Γ-strict.
Cette de´finition est compatible avec la pre´ce´dente lorsque X est affino¨ıde :
cela re´sulte de la remarque pre´ce´dente et de 0.19.2.
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(0.19.4) En vertu de 0.19.1 et du fait que |k∗|.Γ 6= {1}, tout point d’un espace
affino¨ıde Γ-strict a une base de voisinages affino¨ıdes Γ-stricts ; par conse´quent,
tout ouvert d’un espace k-analytique Γ-strict est Γ-strict.
(0.19.5) Soit f : Y → X un morphisme entre deux espaces k-analytiques Γ-
stricts. Si X ′ est un domaine analytique Γ-strict de X alors f−1(X ′) est Γ-strict
d’apre`s un re´sultat de Temkin ([19], cor. 4.10 ; cf. aussi [14], lemma 0.29 iii) ).
(0.19.6) Si X est un bon espace k-analytique Γ-strict, tout point de X posse`de
un voisinage affino¨ıde Γ-strict dans X ([14], 0.30.2).
(0.19.7) Soit X un espace k-affino¨ıde Γ-strict et soit V un domaine affino¨ıde
de X . Nous dirons que V est Γ-rationnel s’il peut eˆtre de´fini par une condition
de la forme
|f1| 6 λ1|g| et |f2| 6 λ2|g| et . . . et |fn| 6 λn|g|,
ou` g et les fi sont des fonctions analytiques sans ze´ro commun sur X et ou` les λi
sont des re´els appartenant a` Γ.
Si V peut eˆtre de´fini par une telle condition avec les λi appartenant
a`
√|k∗|.Γ, il est Γ-rationnel : on choisit un entier N > 0 tel que λNi = |ai|.γi
pour tout i avec ai ∈ k∗ et γi ∈ Γ, et l’on de´crit V par la condition
|fN1 /a1| 6 γ1|gN | et |fN2 /a2| 6 γ2|gN | et . . . et |fNn /an| 6 γn|gN |.
Un domaine affino¨ıde rationnel V de X est Γ-strict si et seulement si il
est Γ-rationnel. En effet, si V est Γ-rationnel il est Γ-strict par de´finition.
Re´ciproquement, supposons V rationnel. Il peut alors eˆtre de´fini par une
condition de la forme
|f1| 6 λ1|g| et |f2| 6 λ2|g| et . . . et |fn| 6 λn|g|,
ou` g et les fi sont des fonctions analytiques sans ze´ro commun sur X et ou` les λi
sont des re´els. Comme les fi et g sont sans ze´ro commun sur X , la fonction g ne
s’annule pas sur V . On peut de`s lors, dans la de´finition de V , remplacer chacun
des λi par la borne supe´rieure de |fi/g| sur V , laquelle appartient a`
√|k∗| · Γ
parce que V est Γ-strict.
Le the´ore`me de Gerritzen-Grauert classique ([5], §7.3.5, cor. 3 du th. 1)
s’e´tend a` ce contexte : tout domaine affino¨ıde Γ-strict de X est re´union finie
de domaines Γ-rationnels. Pour le voir, on peut ou bien reprendre la preuve du
lemme 2.4 de [10] en choisissant un polyrayon r constitue´ d’e´le´ments de Γ, ou
bien reprendre la preuve du the´ore`me 3.1 de [20] en utilisant la re´duction Γ-
gradue´e des germes Γ-stricts (au lieu de la re´duction R∗+-gradue´e des germes
ge´ne´raux) introduite et e´tudie´e dans [14], 0.29 et sq.
Terminons cette section par un lemme bien connu dont nous rappelons la
preuve pour la commodite´ du lecteur.
(0.20) Soit X un bon espace k-analytique quasi-lisse Γ-strict et soit x ∈ X.
Il existe un voisinage k-affino¨ıde Γ-strict V de x dans X et une k-varie´te´
alge´brique affine lisse X , de dimension e´gale a` dimx X, tels que V s’identifie
a` un domaine affno¨ıde de X an.
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De´monstration. Posons d = dimx X . CommeX est quasi-lisse en x, le point x
posse`de un voisinage affino¨ıde Γ-strict Y dans X qui s’identifie a` un domaine
affino¨ıde d’un espace lisse X ′ purement de dimension d. Par de´finition de la
lissite´, il existe un morphisme e´tale d’un voisinage de x dans X ′ vers Ad,ank ;
soit ξ l’image de x sur Ad,ank et soit x l’image de ξ sur A
d
k. En vertu du lemme
de Krasner et de la densite´ du corps κ(x) dans H (ξ), il existe un morphisme
e´tale X → Adk dont l’image contient x, et un point y appartenant a` X tel
que H (x) ≃ H (ξ)⊗κ(x) κ(y) ; on peut toujours supposer X affine, quitte a` la
restreindre autour de y. Il re´sulte de`s lors du the´ore`me 3.4.1 de [2] que x posse`de
dans X ′ un voisinage ouvert U qui se plonge dans X an (au-dessus de Ad,ank ). On
peut alors prendre pour V l’intersection de Y et d’un voisinage affino¨ıde Γ-strict
de x dans U . 
Germes d’espaces analytiques : la re´duction de Temkin
(0.21) A` tout germe (X, x) d’espace k-analytique, Temkin associe de manie`re
fonctorielle dans [19] un espace topologique (˜X, x) connexe, non vide, et quasi-
compact, muni d’une application continue (˜X, x) → P
H˜ (x)/k˜
, qui est un
home´omorphisme local. Le germe (X, x) est se´pare´ (resp. bon, resp. sans bord)
si et seulement si (˜X, x) s’identifie a` un ouvert de P
H˜ (x)/k˜
(resp. a` un ouvert
affine de P
H˜ (x)/k˜
, resp. a` P
H˜ (x)/k˜
tout entier). La fle`che (Y, x) 7→ (˜Y, x) met
en bijection l’ensemble des domaines analytiques de (X, x) et l’ensemble des
ouverts quasi-compacts et non vides de (˜X, x).
Si (X, x) est se´pare´ (resp. bon), il est Γ-strict si et seulement si (˜X, x)
s’e´crit comme une re´union finie d’ouverts de la forme (resp. est de la
forme) P
H˜ (x)/k˜
{f1, . . . , fn}, ou` chaque fi est homoge`ne de degre´ appartenant
a` Γ (cf. [14], lemma 0.28).
Ge´ome´trie line´aire par morceaux
(0.22) Comme rappele´ en introduction, nous adoptons de point de vue expose´
par Berkovich dans [3] en matie`re de ge´ome´trie line´aire par morceaux : on
conside`re, un entier n e´tant donne´, (R∗+)
n comme un espace vectoriel re´el, par
le biais de sa structure de groupe abe´lien (loi interne) et de l’exponentiation
coordonne´e par coordonne´e (loi externe). Si (a1, . . . , an) sont des nombres re´els
et si g ∈ R∗+, l’application de (R∗+)n vers R∗+ qui envoie (t1, . . . , tn) sur g
∏
taii
est alors affine, et line´aire si g = 1.
On fixe un couple c = (A,G), ou` A est un sous-anneau de R et ou` G est un
sous-A-module de R∗+. On note Affc((R
∗
+)
n) l’ensemble des applications affines
de (R∗+)
n vers R∗+ de la forme
(t1, . . . , tn) 7→ g
∏
taii ,
ou` les ai appartiennent a` A et ou` g ∈ G.
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(0.22.1) Un c-polytope de (R∗+)
n est une partie compacte de (R∗+)
n de´finie par
une condition de la forme ∨
i
∧
j
ϕi,j 6 1,
ou` les ϕi,j appartiennent a` Affc((R∗+)
n).
(0.22.2) Soit P un c-polytope convexe et non vide de (R∗+)
n. La dimension
de P est par de´finition celle du sous-espace affine qu’il engendre.
Si P est un c-polytope quelconque de (R∗+)
n, sa dimension est le maximum
des dimensions des c-polytopes convexes qu’il contient.
(0.22.3) Si P est un c-polytope de (R∗+)
n, on notera Λc(P ) l’ensemble des
applications continues ϕ de P dans R∗+ posse´dant la proprie´te´ suivantes : il
existe un recouvrement fini (Pi) de P par des c-polytopes, et pour tout i une
application ψi ∈ Aff(A,G)((R∗+)n), tels que ϕ|Pi = ψi,|Pi quel que soit i.
Si Q ⊂ (R∗+)m est un c-polytope on notera PLc(P,Q) l’ensemble des
applications continues de P dans Q qui sont de la forme (ϕ1, . . . , ϕm) ou` ϕj ∈
ΛΓ(P ) pour tout j.
La classe PLc(., .) d’applications continues entre c-polytopes est stable par
composition.
(0.23) Soit X un espace topologique compact.
(0.23.1) Une structure c-polytopale sur X est la donne´e d’un ensemble Λc(X)
de fonctions continues de X vers R∗+ telles qu’il existe un entier n, un c-
polytope P ⊂ (R∗+)n, et un home´omorphisme X ≃ P modulo lequel Λc(X)
s’identifie a` Λc(P ).
On dira qu’un tel home´omorphisme X ≃ P ⊂ (R∗+)n est une pre´sentation
de (X,Λc(X)).
(0.23.2) Supposons X muni d’une structure polytopale c-stricte Λc(X). On
dira qu’un sous-ensemble compact Y de X est un c-polytope de (X,Λc(X))
s’il existe une pre´sentation X ≃ P ⊂ (R∗+)n de (X,Λc(X)) qui identifie Y a`
un c-polytope de (R∗+)
n (e´videmment contenu dans P ) ; c’est alors le cas pour
toute pre´sentation de (X,Λc(X)).
Soit Y un c-polytope de X et soit ι : X ≃ P ⊂ (R∗+)n une pre´sentation
de (X,Λc(X)). L’ensemble des fonctions continues sur Y de la forme ϕ ◦ ι|Y ,
ou` ϕ ∈ Λc(ι(Y )), ne de´pend pas de la pre´sentation choisie et sera note´ Λc(Y ) ;
il de´finit une structure c-polytopale sur Y .
Pour toute pre´sentation ι : X ≃ P ⊂ (R∗+)n de (X,Λc(X)), la
restriction ι|Y : Y ≃ ι(Y ) ⊂ (R∗+)n est une pre´sentation de (Y,Λc(Y )).
Si (Xi) est un recouvrement fini de X par des c-polytopes, une fonction
continue ϕ : X → R∗+ appartient a` Λc(X) si et seulement si sa restriction a` Xi
appartient a` Λc(Xi) pour tout i.
(0.23.3) Soit (Z,ΛΓ(Z)) un espace topologique compact muni d’une
structure c-polytopale. Soient ι : X ≃ P ⊂ (R∗+)n et υ : Z ≃ q ⊂ (R∗+)m des
pre´sentations respectives de (X,Λc(X)) et (Z,Λc(Z)) et soit ϕ une application
continue de X vers Z.
Les assertions suivantes sont e´quivalentes :
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i) l’application P → Q de´duite de ϕ via les home´omorphismes ι et υ
appartient a` PLΓ(c,) ;
ii) pour toute ψ ∈ Λc(Z) , la compose´e ψ ◦ ϕ appartient a` Λc(X).
En particulier, la validite´ de i) ne de´pend pas du choix des pre´sentations.
On notera PLc(X,Z) l’ensemble des applications continues de X vers Z qui
satisfont ces proprie´te´s e´quivalentes.
Si Y est un c-polytope de X , l’inclusion Y ⊂ X appartient a` PLc(Y,X).
La classe PLc(., .) d’applications continues entre espaces topologiques munis
d’une structure c-polytopaleest stable par composition.
(0.24) Soit X un espace topologique se´pare´ et localement compact.
(0.24.1) Soit Y une partie de X et soit (Yi) une famille de sous-ensembles
de Y . On dit que la famille (Yi) est un G-recouvrement de Y si tout point y
de Y posse`de un voisinage dans Y de la forme
⋃
i∈I
Yi ou` I est un ensemble fini
d’indices et ou` y ∈ ⋂
i∈I
Yi.
(0.24.2) Une carte c-polytopale sur X est la donne´e d’une partie compacte Y
de X et d’une structure c-polytopale Λc(Y ) sur Y . Deux cartes c-
polytopales (Y,Λc(Y )) et (Z,Λc(Z)) sont dite compatibles si Y ∩ Z est un c-
polytope de Y aussi bien que de Z, et si les structures c-polytopales induites
sur Y ∩ Z par celle de Y et celle de Z co¨ıncident.
(0.24.3) Un atlas c-polytopal A sur X est une famille (Yi,Λc(Yi)) de cartes c-
polytopales deux a` deux compatibles sur X , telles que (Yi) constitue un G-
recouvrement de X .
Une carte c-polytopale (Z,Λc(Z)) de X sera dite compatible avec A si elle
l’est avec chacune des cartes de A. Si (Z,Λc(Z)) est une carte polytopale c-
stricte de X compatible avec A alors Λc(Z) est ne´cessairement l’ensemble des
applications continues ϕ : Z → R∗+ telles que ϕ|Z∩Y ∈ Λc(Z ∩ Y ) pour toute
carte (Y,Λc(Y )) de A. Il y a donc au plus une structure c-polytopale compatible
avec A sur un compact Z de X .
Il s’ensuit que deux cartes c-polytopales compatibles avec A sont compatibles
entre elles.
Si A et B sont deux atlas c-polytopaux sur X , ils seront dits e´quivalents si
toute carte de A est compatible avec toute carte deB. Si c’est le cas, une carte c-
polytopale de X est compatible avec A si et seulement si elle est compatible
avec B.
(0.25) On de´finit comme suit la cate´gorie des espaces c-line´aires par morceaux.
(0.25.1) Les objets. Un espace c-line´aire par morceaux est un espace
topologique se´pare´ et localement compact X muni d’une classe d’e´quivalence E
d’atlas c-polytopaux.
(0.25.2) Quelques conventions. Soit (X, E ) un espace c-line´aire par morceaux
(en pratique, E sera bien entendu le plus souvent omis des notations, si cela ne
preˆte pas a` ambigu¨ıte´).
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• Un atlas c-polytopal sur X sera toujours, sauf mention expresse du
contraire, suppose´ appartenir a` E .
• Si Z est un compact de X qui posse`de une structure c-polytopale
compatible avec l’un des atlas de E , cette structure est unique, et est compatible
avec tous les atlas de E . Nous dirons qu’un tel Z est un c-polytope de X .
L’ensemble des c-polytopes de X est le plus grand atlas c-polytopal sur X .
(0.25.3) Les fle`ches. Soient Y et X deux espaces c-line´aires par morceaux.
Un morphisme de Y vers X est une application continue ϕ : Y → X telle
qu’il existe un atlas c-polytopalA sur X et un atlas polytopal c-polytopal B
sur Y satisfaisant la condition suivante : pour tout Z ∈ B, il existe T ∈ A
contenant ϕ(Z) et tel que ϕ|Z : Z → T appartienne a` PLc(Z, T ).
(0.26) Exemples. Si X est un espace topologique compact muni d’une
structure c-polytopale, l’atlas {X} fait de X un espace c-line´aire par morceaux.
Ses c-polytopes au sens de 0.25.2 co¨ıncident avec ceux de´finis au 4.3.1.
L’espace (R∗+)
n, muni de l’atlas de tous ses c-polytopes (au sens de 0.22.1),
est un espace c-line´aire par morceaux. Ses c-polytopes au sens de 0.25.2 sont les
meˆmes que ceux de´finis au 0.22.1.
(0.27) Si Y et X sont deux espaces c-line´aires par morceaux, on
notera PLc(Y,X) l’ensemble des morphismes de Y vers X ; on qualifiera parfois
ces morphsimes d’applications c-line´aires par morceaux. Si X = R∗+, on
e´crira Λc(Y ) au lieu de PLc(Y,X) ; on peut alternativement de´finir Λc(Y ) comme
l’ensemble des fonctions continues ϕ : X → R∗+ telles que ϕ|Z ∈ Λc(Z) pour
tout c-polytope Z de Y .
Ces notations sont bien entendu compatibles avec elles pre´ce´demment
introduites dans des cas particuliers.
(0.28) Soit X un espace c-line´aire par morceaux et soit Y une partie de X . On
dit que Y est un sous-espace c-line´aire par morceaux de X s’il est G-recouvert
par les c-polytopes de X qu’il contient. Tout sous-espace c line´aire par morceaux
de X est localement ferme´.
(0.28.1) Les ouverts de X et les c-polytopes de X sont des sous-espaces c-
line´aires par morceaux de X .
(0.28.2) Tout sous-espace c-line´aire par morceaux Y de X he´rite d’une
structure naturelle d’espace c-line´aire par morceaux, et l’inclusion de Y dans X
est une application c-line´aire par morceaux.
Soit X ′ un espace c-line´aire par morceaux, soit ϕ ∈ PLc(X ′, X) et soit Y
un sous-espace c-line´aire par morceaux de X . L’image re´ciproque Y ′ := ϕ−1(Y )
est alors un sous-espace c-line´aire par morceaux de X ′, et Y ′ → Y appartient
a` PLc(Y
′, Y ).
(0.28.3) On de´finit XG comme le site dont les objets sont les sous-ensembles c-
line´aires par morceaux, les morphismes les inclusions, et les recouvrements les
G-recouvrements. Cette topologie de Grothendieck (que l’on appelle parfois la
G-topologie) est plus fine que la topologie usuelle : cela re´sulte de 0.28.1, et du
fait que si (Ui) est une famille d’ouverts de X , elle constitue un G-recouvrement
de
⋃
Ui.
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(0.28.4) Si X ′ est un espace c-line´aire par morceaux, on dira qu’une
application ϕ ∈ PLc(X ′, X) est une immersion si elle identifie X ′ a` un sous-
espace c-line´aire par morceaux de X ; on dira que ϕ est G-localement une
immersion s’il existe un G-recouvrement (Xi) de X
′ par des sous-espaces c-
line´aires par morceaux tels que ϕ|Xi soit une immersion pour tout i.
(0.29) Soit A′ un sous-anneau de R contenant A, et soit G′ un sous-A′-
module de R∗+ contenant G. Posons c
′ = (A′, G′). Tout c-polytope P de (R∗+)
n
est a fortiori un c′-polytope, et Λc(P ) ⊂ Λc′(P ). Ceci permet de de´finir un
foncteur ≪d’extension du domaine des parame`tres autorise´s≫ de la cate´gorie des
espaces c-line´aires par morceaux vers celle des espaces c′-line´aires par morceaux ;
il ne modifie pas les espaces topologiques en jeu.
The´orie des mode`les
Nous utiliserons dans ce texte le langage Lval des corps value´s, et plus
pre´cise´ment sa variante multisorte introduite par Haskell, Hrushovski et
Macpherson dans [15] afin d’e´liminer les imaginaires. Ce n’est toutefois qu’a` la
section 2, consacre´e aux prolongements des valuations de Gauß, que nous nous
servirons vraiment de celle-ci – pas directement, mais par le biais des espaces de
types de Hrushovski et Loeser ([16]). En ce qui concerne la section 1, elle ne met
en jeu que le langage plus classique a` trois sortes (corps value´, corps re´siduel,
groupe des valeurs).
(0.30) Introduisons quelques notations pour un certain nombre de cate´gories
dont nous aurons abondamment besoin ; rappelons que les les groupes abe´liens
ordonne´s et les valuations sont note´s multiplicativement.
(0.30.1) On de´signe par C la cate´gorie des corps alge´briquement clos non
trivialement value´s, et par D celle des groupes abe´liens divisibles ordonne´s non
triviaux.
(0.30.2) Soit G un groupe abe´lien ordonne´ quelconque. On note DG la cate´gorie
des groupes abe´liens divisibles ordonne´s non triviaux H munis d’un plongement
(croissant) G →֒ H .
SoitK un corps value´. Supposons-le muni d’un plongement croissant |K∗| →֒
G ; on note alors CK,G la cate´gorie des corps alge´briquement clos non
trivialement value´s L munis d’un plongement isome´trique K →֒ L et d’un |K∗|-
plongement croissant G →֒ |L∗|. Lorsque G = |K∗|, on e´crira CK au lieu
de CK,G ; la cate´gorie CK est simplement celle des extensions non trivialement
value´es alge´briquement closes de K.
(0.30.3) Soit Φ une formule du langage Lval sans parame`tres (resp.
a` parame`tres dans (K,G)), dont les variables libres vivent dans un
produit donne´ S de sortes. La mode`le-comple´tude de la the´orie des corps
alge´briquement clos non trivialement value´s assure que
F 7→ {x ∈ S (F ),Φ(x)}
est de manie`re naturelle un foncteur de C (resp. CK,G) vers Ens. On dira
qu’un tel foncteur est un sous-foncteur de´finissable de S (resp. S|CK,G)
vers Ens. Soient S et S ′ deux produits finis de sortes, soit X un sous-
foncteur de´finissable de S (resp. S|CK,G), et soit X
′ un sous-foncteur de´finissable
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de S ′ (resp. S ′|CK,G). On dit qu’une transformation naturelle de X vers X
′
est de´finissable si son graphe est un sous-foncteur de´finissable de S × S ′
(resp. (S ×S ′)|C(K,G)) ; l’image d’une transformation naturelle de´finissable est
un sous-foncteur de´finissable du but.
(0.30.4) Il existe une version ≪abstraite≫, c’est-a`-dire non plonge´e, de la
notion de sous-foncteur de´finissable. Un foncteur X de C (resp. CK,G) vers Ens
est dit de´finissable s’il existe un produit fini de sortes S et un sous-foncteur
de´finissable X0 de S (resp. S|CK,G) tel que X ≃ X0.
A priori, X0 n’a pas de raison d’eˆtre unique a` unique isomorphisme
de´finissable pre`s. En pratique, il le sera : lorsqu’on dira qu’un foncteur X
de C (resp. CK,G) vers Ens est de´finissable, il sera toujours sous-entendu qu’on
sait de´crire non seulement X(F ) pour tout F appartenant a` C ou CK,G, mais
e´galement les ≪familles de´finissables plonge´es d’objets parame´tre´s par X≫ , ce
qui assurera la canonicite´ de X0. Pour donner un sens rigoureux a` cette dernie`re
phrase nous renvoyons le lecteur a` la section 2 de [8].
Par exemple, si X est un K-sche´ma de type fini, il de´finit de manie`re
naturelle un foncteur de´finissable de CK vers Ens. Et un sous-foncteur de X |CK,G
est de´finissable si et seulement si il est de´fini Zariski-localement sur X par une
combinaison boole´enne d’ine´galite´s de la forme |f | ⋊⋉ γ|g|, ou` f et g sont des
fonctions re´gulie`res, ou` γ ∈ G et ou` ⋊⋉∈ {<,>,6,>} : c’est une conse´quence
de l’e´limination des quantificateurs pour la the´orie des corps non trivialement
value´s alge´briquement clos, dans le langage classique des corps value´s a` trois
sortes (le corps value´, le corps re´siduel et le groupe des valeurs).
(0.30.5) On dispose de de´finitions analogues sur les cate´gories D et DG, en se
restreignant au langage des groupes abe´liens ordonne´s.
(0.31) Soit G le foncteur d’oubli de D vers Ens ; pour tout groupe abe´lien
ordonne´ G, on note GG la restriction de G a` DG.
(0.32) Fixons un groupe abe´lien ordonne´ G. Il re´sulte de l’e´limination des
quantificateurs dans la the´orie des groupes abe´liens ordonne´s divisibles non
triviaux qu’un sous-foncteur de GnG est de´finissable si et seulement si il peut
s’e´crire
H 7→
h ∈ Hn,∨
i∈I
∧
j∈Ii
ϕi,j(h) ⋊⋉ij 1

ou` les ensembles I et Ji sont tous finis, ou` chacune des ϕi,j est de la
forme ate11 . . . , t
en
n avec a ∈ G et eℓ ∈ Z pour tout ℓ, et ou` ⋊⋉i,j∈ {<,6} pour
tout (i, j).
Si D est un sous-foncteur de´finissable de GnG :
i) il est entie`rement de´termine´ par sa valeur sur n’importe quel H ∈ DG ;
ii) l’expression D(H) garde un sens pour tout groupe abe´lien ordonne´ H
muni d’un plongement G →֒ H .
(0.32.1) On dira qu’un sous-foncteur de´finissable de GnG est ferme´ s’il admet
une description comme ci-dessus avec ⋊⋉i,j e´gal a` 6 pour tout (i, j).
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(0.32.2) Si r et R sont des e´le´ments de G avec r < R on note ]r;R[ le sous-
foncteur de´finissable de GG qui envoie H sur {h ∈ H, r < h < R}. Un pave´ de
dimension d de GnG est un sous-foncteur de´finissable de G
n
G de la forme
M
(
d∏
i=1
]ri;Ri[×{(gd+1, . . . , gn)}
)
ou` les ri, les Ri et les gj sont des e´le´ments fixe´s de G, avec ri < Ri pour tout i,
et ou` M ∈ GLn(Q).
(0.32.3) Soit D un sous-foncteur de´finissable et non vide de GnG. Soit H ∈ DG
et soit E l’ensemble des entiers d tels queD|DH contienne un pave´ de dimension d
de GnH . L’ensemble E est non vide (il contient 0) et est inclus dans {0, . . . , n}. Il
ne de´pend pas de H , et peut alternativement eˆtre de´crit comme l’ensemble des
entiers d posse´dant la proprie´te´ suivante : il existe un pave´ P de dimension d
dans GnH tel que D(H) contienne P(H). Le plus grand e´le´ment de E est appele´
la dimension de D . Par convention, on pose dim ∅ = −∞. Il n’y a pas de conflit
de terminologie : un pave´ de dimension d au sens de 0.32.2 est de dimension d
au sens que nous venons de de´finir.
Soit H ∈ DG et soit x ∈ D(H).
La dimension de D en x est la dimension minimale de P ∩ D|DH ⊂ GnH ,
ou` P est un pave´ de dimension n de GnH tel que x ∈ P(H). Si D est de
dimension d en chacun des points de D(H), il est de dimension d en chacun
des points de D(H ′) pour tout H ′ ∈ DG ; on dit alors que D est purement de
dimension d.
On dit que D est purement de dimension d en x s’il existe un pave´ P de
dimension n dans GnH tel que x ∈ P(H) et tel que le sous-foncteur P ∩ D|DH
de GnH soit purement de dimension d.
(0.32.4) Un sous-foncteur de´finissable D de GnG est dit connexe si pour tout
couple (D1,D2) de sous-foncteurs de´finissables et ferme´s de GnG tels que
D = (D1 ∩D)
∐
(D2 ∩D),
on a D ⊂ D1 ou D ⊂ D2.
1 Applications de l’e´limination des quantifica-
teurs sur les corps value´s
(1.1) Lemme. Soit K ∈ C, soit X un K-sche´ma inte`gre, soit U un ouvert non
vide de X (K) et soit V un ouvert de Zariski non vide de X . L’intersection U∩
V (K) est non vide.
De´monstration.On raisonne par re´currence sur la dimension d du sche´maX .
Si d = 0 l’assertion est triviale. Supposons que d > 0 et que le lemme est vrai
en dimension < d.
Quitte a` remplacer X par son normalise´ X ′ (et U par son image re´ciproque
sur X ′) on peut supposer que X est normal. Comme U est non vide, il existe
un ferme´ de Zariski Y de X , irre´ductible et de codimension 1, tel que U
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rencontre Y (K). Le sche´ma X e´tant normal sur un corps alge´briquement clos,
il est re´gulier en codimension 1 ; par conse´quent, l’intersection W de Y et du lieu
re´gulier de X est non vide. L’hypothe`se de re´currence assure alors que U∩W (K)
est non vide. Il s’ensuit que U contient un point lisse x de X .
Soit (f1, . . . , fd) un syste`me de parame`tres au voisinage de x. Le the´ore`me des
fonctions implicites sur les corps value´s alge´briquement clos assure l’existence
d’un e´le´ment r ∈ |K∗| et d’un voisinage ouvert de´finissable U ′ de x dans X (K),
que l’on peut supposer contenu dans U , tel que (f1, . . . , fd) induise pour toute
extension value´e alge´briquement close L de K une bijection U ′(L) ≃ B(L), ou` B
de´signe le polydisque ouvert de polyrayon (r, . . . , r).
Soit H le groupe abe´lien ordonne´ |K∗| ⊕̟Q1 ⊕ . . .⊕̟Qd , ou` chacun des ̟j
est infiniment proche infe´rieurement de 1 relativement au groupe engendre´
par |K∗| et les ̟i pour i < j. Soit L une extension value´e alge´briquement
close de K de groupe des valeurs H (on peut par exemple prendre pour L une
cloˆture alge´brique de K(H), munie d’une extension quelconque de la valuation
de Gauß
∑
ahh 7→ max |ah| · h) ; pour tout j, soit λj un e´le´ment de L de valeur
absolue r̟j .
Soit y le point de U ′(L) correspondant au d-uplet (λ1, . . . , λd) de B(L). Le
point y induit un point y du sche´ma X et une valuation sur K(y) dont le
groupe des valeurs contient les ̟j ; il est donc de rang rationnel au moins d
sur |K∗|, ce qui entraˆıne que le degre´ de transcendance de K(y) sur K est au
moins d. Par conse´quent, y est le point ge´ne´rique de X , et est en particulier
situe´ sur V ; il s’ensuit que y ∈ V (L).
Ainsi, U(L) rencontre V (L). Par mode`le-comple´tude,U(K) rencontre V (K),
ce qu’il fallait de´montrer. 
(1.2) The´ore`me. Soit K un corps value´ muni d’un plongement de |K∗|
dans G. Soit X une K-varie´te´ alge´brique, soit (gℓ,j) une famille finie de
fonctions sur X , et soit (γℓ,j) une famille d’e´le´ments de G. Soit X le foncteur
L 7→
P ∈ X (L),∨
ℓ
∧
j
|gℓ,j|(P ) 6 γℓ,j

de CK,G dans la cate´gorie des ensembles.
Soit f = (f1, . . . , fn) une famille de fonctions inversibles sur le sche´ma X ,
soit π : X → Gnm,K le morphisme induit, et soit d la dimension de la partie
constructible π(X ) de Gnm,K (si X est inte`gre, d est le degre´ de transcendance
de K(f1, . . . , fn) sur K).
A) Il existe un sous-foncteur de´finissable et ferme´ D de GnG tel que
|f |(X(L)) = D(|L∗|) ⊂ |L∗|n
pour tout L ∈ CK,G, et la dimension de D est majore´e par d.
B) Supposons X inte`gre. Pour tout H ∈ DG et tout h = (h1, . . . , hn) ∈ Hn,
les assertions suivantes sont e´quivalentes :
i) h ∈ D(H) ;
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ii) il existe une valuation |.| sur K(X ) prolongeant la valuation de K, a`
valeurs dans un groupe ordonne´ H ′ ∈ DH , telle que∨
ℓ
∧
j
|gℓ,j| 6 γℓ,j
et telle que |fi| = hi pour tout i.
En particulier, D ne change pas si l’on remplace X par un de ses
ouverts de Zariski non vides.
C) Supposons que X = X|CK,G , et soit K
h le hense´lise´ de (K, |.|).
C1) Si XKh est connexe alors D est connexe.
C2) Supposons que π(X ) est purement de dimension d. Le sous-
foncteur D est alors purement de dimension d, et e´gal a` GnG si X 6= ∅
et n = d.
De´monstration. Commenc¸ons par prouver A). L’image de |f | est un sous-
foncteur de´finissable du foncteur L 7→ |L∗| de C(K,G) dans Ens, et un tel
sous-foncteur est ne´cessairement de la forme L 7→ D(|L∗|) pour un certain
sous-foncteur de´finissable D de GnG (qui est uniquement de´termine´). Il reste a`
s’assurer que D est ferme´ et de dimension 6 d.
(1.2.1) Le foncteur D est ferme´. On peut de´crire D par une combinaison
boole´enne ∨
i
∧
j
ϕi,j ⋊⋉i,j 1
ou` les ϕi,j et les ⋊⋉i,j sont comme en 0.32. On peut supposer que pour tout i, le
sous-foncteur de D de´crit par la conjonction
∧
j ϕi,j ⋊⋉i,j 1 est non vide (sinon,
on le retire de la description de D). Nous allons montrer que D peut eˆtre de´crit
par la condition ∨
i
∧
j
ϕi,j 6 1.
Il suffit pour cela de montrer que pour tout i le sous-foncteur de GnG de´fini par
la conjonction
∧
j ϕi,j 6 1 est contenu dans D .
Fixons i, et e´crivons ϕj et ⋊⋉j au lieu de ϕi,j et ⋊⋉i,j . Soit L ∈ CK,G et
soit (r1, . . . , rn) un point de |L∗|n en lequel ϕj 6 1 pour tout j. Nous allons
prouver qu’il appartient a` D(|L∗|), ce qui permettra de conclure. Soit D ′ le
sous-foncteur de D de´fini par la conjonction
∧
j ϕj ⋊⋉j 1 ; il est non vide par
hypothe`se.
La formule (h1, . . . , hn) 7→ max(h−1i ri, hir−1i )i de´finit un morphisme de
foncteurs de D ′|D|L∗| dans G|L∗|. Son image est un sous-foncteur de´finissable
de G|L∗| ; par o-minimalite´, celui-ci admet une borne infe´rieure a, appartenant
a` |L∗| et supe´rieure ou e´gale a` 1.
Montrons que a = 1. On raisonne par l’absurde. Supposons a > 1. Par
de´finition de a, il existe (s1, . . . , sn) ∈ |L∗|n tel que les proprie´te´s suivantes
soient ve´rifie´es :
α) a−3/2 6 si 6 a
3/2 pour tout i ;
β) il existe i tel que si 6 a
−1 ou si > a ;
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γ) (r1s1, . . . , rnsn) ∈ D ′(|L∗|).
Par convexite´, le point (r1s
1/2
1 , . . . , rns
1/2
n ) satisfait l’ine´galite´ ϕj 6 1 pour
tout j. Par minimalite´ de a et comme a3/4 < a puisque a > 1, il ne
peut appartenir a` D ′(|L∗|). Il existe donc j tel que ⋊⋉j soit e´gal a` < et tel
que ϕj vaille 1 sur (r1s
1/2
1 , . . . , rns
1/2
n ). L’application ϕj prend alors une valeur
infe´rieure ou e´gale a` 1 en (r1, . . . , rn), la valeur 1 en (r1s
1/2
1 , . . . , rns
1/2
n ), et une
valeur strictement infe´rieure a` 1 sur (r1s1, . . . , rnsn) ; mais c’est contradictoire
avec le caracte`re affine de ϕ.
Soit H le groupe ordonne´ divisible |L∗| ⊕ ̟Q, ou` ̟ est infiniment proche
supe´rieurement de 1. Soit F une extension value´e alge´briquement close de L de
groupe des valeurs H .
Comme a = 1, il existe (s1, . . . , sn) ∈ ̟Q tels que le n-uplet (r1s1, . . . , rnsn)
appartienne a` D ′(H) = D ′(|F ∗|). Comme D ′ est un sous-foncteur de D , il
existe P ∈ X(F ) tel que |f |(P ) = (r1s1, . . . , rnsn).
Le groupe̟Q est un sous-groupe convexe deH ; le quotientH/̟Q s’identifie
a` |L∗|. La valuation de F peut donc eˆtre rendue un peu plus grossie`re en la
composant avec la fle`che quotient H → |L∗| ; le corps value´ F0 ainsi obtenu
a meˆme corps sous-jacent que F , et est toujours une extension value´e de L.
Comme le foncteur X est de´fini par des ine´galite´s larges, P ∈ X(F0) ; son image
par |f | dans |F ∗0 |n appartient donc a` D(F ∗0 ). Mais |F ∗0 | = |L∗| ; et l’image de P
dans |F ∗0 |n est e´gale a` l’image de (r1s1, . . . , rnsn) par la fle`che quotient Hn →
|L∗|n, c’est-a`-dire a` (r1, . . . , rn). Ainsi, ce dernier appartient a` D(|L∗|), ce qu’il
fallait de´montrer.
(1.2.2) Majoration de la dimension de D . Soit L ∈ CK,G, et soit P un pave´
deGn|L∗| contenu dansD|D|L∗| . On note δ la dimension deP ; nous allons montrer
que δ 6 d. Quitte a` composer π avec une isoge´nie du tore Gnm,K , on peut
supposer que P est de´crit (universellement) par des conditions de la forme
ri < hi < Ri, 1 6 i 6 δ et hi = γi, i > δ + 1,
ou` les ri, Ri et gi appartiennent a` |L∗|.
Soit H le groupe ordonne´ divisible |L∗|⊕̟Q1 ⊕. . .⊕̟Qδ , ou` chacun des ̟j est
infiniment proche supe´rieurement de 1 relativement au groupe engendre´ par |L∗|
et les ̟i pour i < j. Soit F une extension value´e alge´briquement close de L de
groupe des valeurs H .
L’e´le´ment (r1̟1, . . . , rδ̟δ, gδ+1, . . . , gn) de H
n appartient a` P(H), et donc
a` D(H). Il est de`s lors e´gal a` |f |(P ) pour un certain P ∈ X(F ). Le point P
induit un point x du sche´ma XL, et une valuation |.| sur L(x).
Si l’on pose L0 = L(f1(x), . . . , fn(x)) ⊂ L(x) alors |L∗0| contient les ri̟i,
qui sont Q-line´airement inde´pendants modulo |L∗| ; par conse´quent, le degre´ de
transcendance de L0 sur L est au moins e´gal a` δ.
Le corps L0 s’identifie par ailleurs au corps L(π(x)) ; il s’ensuit que le degre´
de transcendance de L0 sur L est majore´ par d, puis que δ 6 d, ce qu’il fallait
de´montrer.
(1.2.3) Preuve de l’assertion B). Soit H ∈ DG et soit h = (h1, . . . , hn) ∈ Hn.
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Supposons que i) est vraie. Soit L ∈ C un corps tel que |L∗| = H . Soit Xh
le foncteur qui associe a` un corps F ∈ CL l’ensemble des points de X(F ) en
lesquels |f | est e´gal a` h. Comme h appartient a` D(H), le foncteur Xh est non
vide ; pour tout F ∈ CL, l’ensemble Xh(F ) est un ouvert de X (F ).
Soit Y un ferme´ de Zariski strict de X . En vertu du lemme 1.1, le sous-
foncteur Xh de XL n’est pas contenu dans le sous-foncteur YL de XL. Par le
the´ore`me de compacite´ en the´orie des mode`les, il existe F ∈ CL et un point x ∈
Xh(F ) qui n’appartient a` Y (F ) pour aucun ferme´ de Zariski strict Y de X .
Cela signifie que x induit le point ge´ne´rique de X . Par conse´quent, K(X )
se plonge dans F , et si l’on note encore |.| la restriction a` K(X ) de la valeur
absolue de F on a ∨
ℓ
∧
j
|gℓ,j| 6 γℓ,j
et |fi| = |hi| pour tout i (puisque x ∈ Xh(F )). Ainsi, ii) est vraie en
prenant H ′ = |F ∗|.
Supposons que ii) est vraie. Soit F ∈ CK,G une extension value´e
de (K(X ), |.|) telle que |F ∗| = H ′ et soit P le point de X (F ) de´fini par la
fle`che compose´e Spec F → Spec K(X )→ X . On a par construction∨
ℓ
∧
j
|gℓ,j|(P ) 6 γℓ,j .
Par conse´quent, P ∈ X(F ). De`s lors, h = |f |(P ) ∈ D(|F ∗|) ∩ Hn = D(H).
Ainsi, i) est vraie.
(1.2.4) Preuve de C). Comme X = X|CK,G , on peut de´finir X sans faire appel
a` des e´le´ments de G \ |K∗|, ce qui permet de supposer que G = |K∗|Q, et
que CK,G = CK . Remarquons qu’on aurait pu tout aussi bien prendre G e´gal
a` |K∗| ; mais en optant pour |K∗|Q, on ne modifie ni la cate´gorie DG, ni la
notion de foncteur de´finissable sur DG, et l’on se donne le droit de remplacer K
par n’importe laquelle de ses extensions alge´briques, dont le groupe se plonge
naturellement dans
√|K∗|.
Soit E un sous-foncteur de´finissable et ferme´ de GnG. Comme G = |K∗|Q,
la condition |f | ∈ E (|K(X )∗|) de´finit un ouvert PK(X )/K{E } de l’espace
de Zariski-Riemann PK(X )/K (les corps K et K(X ) sont conside´re´s comme
trivialement gradue´s ; il s’agit donc d’un espace de Zariski-Riemann classique).
Pour de´montrer C1) on peut, quitte a` e´tendre les scalaires, se ramener au cas
ou` K = Kh. Supposons que le foncteur D s’e´crive comme la re´union disjointe de
deux sous-foncteurs de´finissables ferme´s D1 et D2 de GnG. En vertu de l’assertion
B) de´ja` e´tablie, et plus pre´cise´ment de ii)⇒i), on a alors
PK(X )/K = PK(X )/K{D1}
∐
PK(X )/K{D2}.
L’espace topologique PK(X )/K s’identifie a` la limite projective des fibres
spe´ciales des mode`les propres et inte`gres de K(X ) sur l’anneau des entiers Ko
de K. Or si Y est un tel mode`le, sa fibre spe´ciale est connexe. En effet, soit
Y → Spec B → Spec Ko
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la factorisation de Stein de Y → Spec Ko. La Ko-alge`bre finie B est inte`gre ;
c’est d’autre part un produit d’anneaux locaux puisque Ko est hense´lien, et
elle est de ce fait locale ; la fibre spe´ciale de Spec B → Spec Ko est donc un
singleton, ce qui e´quivaut a` la connexite´ de la fibre spe´ciale de Y .
Il en de´coule que PK(X )/K est connexe. En conse´quence, il existe i tel
que PK(X )/K{Di} = ∅. En utilisant a` nouveau l’assertion B), mais cette fois-ci
a` travers l’implication i)⇒ii), il vient Di = ∅ ; il s’ensuit que D est connexe.
De´montrons maintenant C2). On peut, quitte a` e´tendre les scalaires,
supposer K alge´briquement clos. Commenc¸ons par une remarque, que nous
utiliserons a` plusieurs reprises : si T1, . . . , Tn de´signent les fonctions coordonne´es
sur Gnm,K alors |f |(X (L)) = |T|(π(X )(L)) pour tout L ∈ CK .
On proce`de par re´currence sur d. Si d = 0 alors π(X ) est une union finie
de K-points, d’ou` l’assertion. Supposons que d > 0 et que l’assertion a e´te´
de´montre´e en dimension < d. On peut e´crire π(X ) comme une union finie
de parties localement ferme´es irre´ductibles de dimension d ; cela permet de se
ramener au cas ou` X est lui-meˆme un sous-sche´ma irre´ductible de Gnm,K de
dimension d et ou` fi = Ti pour tout i. On sait d’apre`s C1) que D est alors
connexe.
Fixons L ∈ CK . Soit ξ ∈ D(|L∗|) et soit δ la dimension de D en ξ. L’assertion
A) assure que δ 6 d.
La dimension δ ne peut eˆtre nulle. En effet si c’e´tait le cas D serait par
connexite´ un singleton. Mais comme X est de dimension strictement positive,
l’une au moins des projections de X sur Gm,K est dominante et la fonction Ti
correspondante n’est de`s lors pas borne´e sur X (L), d’ou` une contradiction.
Comme δ > 0, il existe une application ϕ : |L∗|n → |L∗| de la
forme (h1, . . . , hn) 7→ a
∏
heii ou` a ∈ |L∗|, ou` les ei appartiennent a` Z, et
qui posse`de la proprie´te´ suivante : ϕ(ξ) = 1, et si H de´signe le sous-foncteur
de Gn|L∗| de´fini par la condition ϕ = 1, alors H ∩D est de dimension δ− 1 en ξ.
Soit x ∈ X (L) tel que |T|(x) = ξ, et soit α ∈ L∗ tel que |α| = a. Posons β =
α
∏
Ti(x)
ei ; comme ξ ∈ H (|L∗|), on a |β| = 1. Soit Y l’intersection de X et
du sous-sche´ma ferme´ de Gnm,K d’e´quation α
∏
T eii − β = 0.
Comme H ∩ D est de dimension δ − 1 en x, on ne peut avoir D ⊂ H ;
par conse´quent, X n’est pas contenu dans Y . Le Hauptidealsatz assure alors
que X ∩ Y est purement de dimension d− 1.
Soit D ′ le sous-foncteur de´finissable de Gn|L∗| qui de´crit l’image de Y par |T|.
Comme x ∈ Y , on a ξ ∈ D ′(|L∗|) ; la de´finition meˆme de Y assure par ailleurs
que D ′ ⊂ H ∩D . Il s’ensuit que la dimension de D ′ en ξ est majore´e par δ− 1.
Mais en vertu de notre hypothe`se de re´currence, cette dimension est e´gale
a` d − 1. On a donc d − 1 6 δ − 1 6 d − 1, et partant δ = d, ce qu’il fallait
de´montrer.
Supposons pour terminer que X 6= ∅ et que d = n, et montrons que D = GnG.
Sous nos hypothe`ses, π(X ) contient un ouvert dense U de Gnm,K ; quitte a`
remplacer X par U , on peut supposer que X est un ouvert dense de Gnm,K , et
que f = T. Mais l’assertion B) permet de remplacer X par Gnm,K tout entier,
et l’e´galite´ D = GnG est de`s lors e´vidente. 
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Application aux espaces de Zariski-Riemann gradue´s
(1.3) The´ore`me. Soit K un corps gradue´, soit L une extension gradue´e
de K, et soit U un ouvert quasi-compact de PL/K. Soit (f1, . . . , fn) une famille
d’e´le´ments homoge`nes non nuls de K et soit d le degre´ de transcendance gradue´
de K(f1, . . . , fn) sur K.
Soit DK,L,U ,(fi) le sous-foncteur de G
n qui associe a` tout H ∈ D l’ensemble
des n-uplets (h1, . . . , hn) ∈ Hn tels qu’il existe une valuation gradue´e |.| ∈ U a`
valeurs dans un groupe H ′ ∈ DH , et satisfaisant les conditions |fi| = hi pour
tout i.
1) Le sous-foncteur DK,L,U ,(fi) de G
n est de´finissable, ferme´, et de
dimension majore´e par d.
2) Si U = PL/K alors DK,L,U ,(fi) est purement de dimension d, et si de
plus n = d alors DK,L,U ,(fi) = G
n.
De´monstration. L’ouvert U est de la forme
⋃
ℓ
PL/K{gℓ,j}j pour une certaine
famille finie (gℓ,j) d’e´le´ments homoge`nes de L.
(1.3.1) Re´duction au cas ≪strict≫. Soit r un polyrayon K-libre tel que les
degre´s des fi et des gℓ,j soient de torsion modulo le groupe des degre´s de Kr ;
soit Ur l’ouvert
⋃
ℓ
PL(r−1T)/Kr{gℓ,j}j ; l’ouvert Ur est l’image re´ciproque de U
sur PL(r−1T)/Kr .
Soit H ∈ D et soit |.| une K-valuation gradue´e sur L, a` valeurs dans H . Il
existe une Kr-valuation gradue´e sur Lr qui est a` valeurs dans H et e´tend |.| : il
suffit par exemple de conside´rer la valuation de Gauß η(L,|.|),r,1.
Il s’ensuit que DK,L,U ,(fi) est e´gal a` DKr,Lr,Ur,(fi). Par ailleurs toute
famille d’e´le´ments homoge`nes de L alge´briquement inde´pendante sur K reste
alge´briquement inde´pendante sur le corps gradue´ Kr ; le degre´ de transcendance
de Kr(f1, . . . , fn) sur Kr est donc e´gal a` d. Enfin, comme Ur est l’image
re´ciproque de U sur PL(r−1T)/Kr , on a Ur = PL(r−1T)/Kr de`s que U = PL/K .
On peut donc, quitte a` remplacer K par Kr, L par L(r
−1T), et U par Ur,
supposer que les degre´s des fi et des gℓ,j sont de torsion modulo le groupe des
degre´s de K.
(1.3.2) Re´duction au cas non gradue´. Comme
PL/K{g1, . . . , gm} = PL/K{a1gN1 , . . . , angNm}
pour tout entier N > 0, toute famille (ai) d’e´le´ments homoge`nes de K et toute
famille (gi) d’e´le´ments homoge`nes de L, on peut supposer que les gℓ,j sont tous
de degre´ 1.
D’autre part, si N > 0 et si (ai) est une famille d’e´le´ments homoge`nes non
nuls de K, le degre´ de transcendance de K(a1f
N
1 , . . . , anf
N
n ) sur K est e´gal
a` d, et DK,L,U ,(aifNi )(H) est pour tout H ∈ D l’image de DK,L,U ,(fi)(H) par
l’homothe´tie h 7→ hN . Par conse´quent, on peut, quitte a` remplacer (fi) par une
famille (aif
N
i ) convenable, supposer que les fi sont tous de degre´ 1.
27
Posons U 1 =
⋃
ℓ
PL1/K1{gℓ,j}j . L’ouvert U est l’image re´ciproque de U 1
sur PL/K .
Soit H ∈ D et soit |.| une K1-valuation sur L1, a` valeurs dans H . Il existe
une K-valuation gradue´e sur L qui est a` valeurs dans H et dont la restriction
a` L1 est e´gale a` |.| : par exemple, on peut prolonger |.| a` L1 ·K, en envoyant λµ
sur |λ| pour tout λ ∈ L1 et tout e´le´ment homoge`ne non nul µ ∈ K, puis l’e´tendre
de fac¸on quelconque a` L.
Il s’ensuit que DK1,L1,U1,(fi) est e´gal a` DK,L,U,(fi). Par ailleurs toute
famille d’e´le´ments homoge`nes de L1 alge´briquement inde´pendante sur K1 reste
alge´briquement inde´pendante sur le corps gradue´ K ; le degre´ de transcendance
de K1(f1, . . . , fn) sur K
1 est donc e´gal a` d. Enfin, comme PL/K → PL1/K1 est
surjective par ce qui pre´ce`de, on a U1 = PL1/K1 de`s que U = PL/K .
On peut ainsi remplacerK parK1, L par L1, et U par U 1, et se ramener par
ce biais a` un proble`me de the´orie des valuations traditionnelle (non gradue´e).
(1.3.3) Re´duction au cas ou` L est de type fini sur K. Soit L′ le sous-
corps de L engendre´ par K, les fi et les gℓ,j, et soit U ′ l’ouvert quasi-
compact
⋃
ℓ
PL′/K{gℓ,j}j . L’ouvert U est e´gal a` l’image re´ciproque de U ′
sur PL/K .
Soit H ∈ D. Toute K-valuation sur L′ a` valeurs dans H s’e´tend en une K-
valuation sur L a` valeurs dans H . On en de´duit que DK,L′,U ′,(fi) est e´gal
a` DK,L,U,(fi), et que U
′ = PL′/K de`s que U = PL/K . On peut donc remplacer L
par L′ et U par U ′, c’est-a`-dire supposer L de type fini sur K.
(1.3.4) Preuve dans le cas non gradue´ lorsque L est de type fini sur K. Il
existe alors un K-sche´ma inte`gre et de type fini X dont le corps des fonctions
est isomorphe a` L, sur lequel les gℓ,j et les fi sont de´finies, et sur lequel les fi
sont inversibles. Conside´rons le corps K comme trivialement value´.
Soit X le foncteur qui associe a` F ∈ CK le sous-ensemble de X (F ) forme´
des points P tels que ∨
ℓ
∧
j
|gℓ,j|(P ) 6 1.
En vertu de l’assertion A) du the´ore`me 1.2, il existe un sous-foncteur
de´finissable ferme´ D de Gn, de dimension 6 d, tel que pour toute F ∈ CK ,
l’on ait |f |(X(F )) = D(|F ∗|).
L’assertion B) de loc. cit. assure que DK,L,U ,(fi) co¨ıncide avec D , ce qui
prouve 1).
Remarque. Le sche´ma X et le foncteur X de´pendent, entre autres choix, de
l’e´criture U =
⋃
ℓ
PL/K{gℓ,j}j fixe´e au de´part.
Il reste a` de´montrer 2). Supposons que U = PL/K . On peut alors opter pour
l’e´criture U = PL/K{∅}, auquel cas X = X . Les proprie´te´s requises de´coulent
de`s lors de l’assertion C2) de loc. cit. 
28
2 Prolongements des valuations de Gauß
Se´paration des prolongements d’une valuation
(2.1) Suivant Huber, on de´finit une valuation sur un anneau (commutatif,
unitaire) A de deux fac¸ons e´quivalentes :
i) c’est la donne´e d’un point x de Spec A et d’une valuation |.| sur le corps
re´siduel κ(x) ;
ii) c’est une application |.| : A → G ∪ {0}, ou` G est un groupe abe´lien
ordonne´, telle que |0| = 0, |1| = 1, |ab| = |a| · |b| et |a+ b| 6 max |a|, |b| pour
tout couple (a, b).
On passe de i) a` ii) en conside´rant la compose´e de A → κ(x) et de |.|,
et de ii) a` i) en prenant pour x le point de Spec A correspondant a` l’ide´al
premier {a ∈ A, |a| = 0}, et en munissant κ(x) de l’application induite par |.|
par passage au quotient.
On dispose d’une notion d’e´quivalence entre deux valuations sur A : si on
utilise la de´finition i), on demande qu’elles soient donne´es par le meˆme point
de Spec A et par deux valuations e´quivalentes sur son corps re´siduel ; si on
utilise ii), on impose une condition analogue a` celle de 0.5. Le plus souvent, les
valuations seront implicitement conside´re´es a` e´quivalence pre`s.
(2.2) Soit A un anneau, et soit B une A-alge`bre galoisienne de groupe Σ.
L’ensemble des valuations de A s’identifie alors au quotient de l’ensemble des
valuations de B par l’action de Σ.
En effet, soit |.| une valuation sur A. Elle est donne´e par un couple (x, |.|0),
ou` x est un point de Spec A et ou` |.|0 est une valuation sur κ(x). En choisissant
un ante´ce´dent y de x sur Spec B et un prolongement de la valuation |.|0 a` κ(y),
on obtient un prolongement de la valuation |.| de A a` B.
Donnons-nous maintenant deux prolongements |.|′ et |.|′′ de la valuation |.|
de A a` a` B, le premier correspondant a` un couple (y, |.|′0) et le second a`
un couple (z, |.|′′0). Nous allons montrer qu’ils sont dans la meˆme orbite sous
l’action de Σ. Comme y et z sont deux ante´ce´dents de x, il existe un e´le´ment
de Σ, qui envoie y sur z, ce qui permet de supposer que y = z. Les deux
valuations |′|0 et |′|′0 prolongeant |.|0, elles appartiennent a` la meˆme orbite
sous Gal (κ(y)/κ(x)), dont tout e´le´ment se rele`ve en un e´le´ment de Σ ; ceci
ache`ve de prouver l’assertion requise.
(2.3) Soit K un corps, soit A une K-alge`bre et soit L une extension galoisienne
de K. Soit |.| une valuation sur K ; fixons un prolongement |.|′ de |.| a` L.
L’ensemble des prolongements de |.| a` A s’identifie alors au quotient de
l’ensemble des prolongements de |.|′ a` L⊗K A par l’action de Gal (L/K).
En effet, en vertu de 2.2, il suffit de ve´rifier que tout prolongement |.|′′ de |.|
a` A s’e´tend en un prolongement de |.|′ a` L⊗KA. Soit donc |.|′′ un prolongement
de |.| a` A. D’apre`s 2.2, il admet un prolongement |.|′′′ a` L ⊗K A. Il existe
g ∈ Gal (L/K) tel que |.|′′′|L ◦ g = |.|′ ; la valuation |.|′′′ ◦ g sur L ⊗K A re´pond
alors aux conditions souhaite´es.
(2.4) Soit K un corps et soit A une K-alge`bre finie. Soit E un sous-ensemble
fini de A, soit Σ un sous-groupe de SE , et soit |.| une valuation sur K. Tout
prolongement de |.| a` A induit une fonction de E dans |K∗|Q ∪ {0}. Le nombre
de fonctions de E dans |K∗|Q ∪ {0} distinctes modulo l’action de Σ que l’on
peut obtenir par ce biais sera note´ n(|.|, A,E,Σ).
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(2.5) Lemme. Soit K un corps, soit A une K-alge`bre finie, soit E un sous-
ensemble fini de A et soit Σ un sous-groupe de SE ; soit N un entier.
1) L’ensemble des valuations |.| de A telles que n(|.|, A,E,Σ) = N est une
partie constructible UK,A,E,Σ,N de PK .
2) Pour toute extension F de K, le constructible UF,F⊗KA,E,Σ,N est e´gal a`
l’image re´ciproque de UK,A,E,Σ,N sur PF .
De´monstration. Quitte a` remplacer A par sa sous-alge`bre engendre´e
par E, on peut supposer que A = K[E]. Choisissons une famille ge´ne´ratrice
(P1, . . . , Pr) du noyau du morphisme surjectif K[Xe]e∈E → A d’e´valuation en
les e´le´ments de E.
Soit F une extension de K et soit |.| une valuation sur F . Choisissons
une extension non trivialement value´e et alge´briquement close F de F . Toute
valuation de F ⊗KA prolongeant |.| est donne´e par un F -morphisme de F ⊗KA
dans F, c’est-a`-dire par une famille (xe)e∈E d’e´le´ments de F annulant les Pj .
Deux prolongements de |.|, correspondant a` deux familles (xe) et (ye), de´finissent
deux fonctions distinctes sur E si et seulement si il existe e tel que |xe| 6= |ye|.
Soit (bi)i∈I la famille des coefficients des polynoˆmes Pj . En vertu de
ce qui pre´ce`de, l’e´limination des quantificateurs dans la the´orie des corps
non trivialement value´s alge´briquement clos assure qu’il existe une formule
du premier ordre ΦN dans le langage des corps value´s, sans parame`tres ni
quantificateurs, posse´dant les proprie´te´s suivantes :
• l’ensemble des variables libres de ΦN est indexe´ par I, et chacune d’elles
vit dans le corps value´ ;
• pour toute extension F de K et toute valuation |.| sur F ,
l’e´nonce´ ΦN (bi)i∈I est vrai dans (F, |.|) si et seulement si l’on a n(|.|, F ⊗K
A,E,Σ) = N .
Le lemme est alors e´tabli, en prenant pour UK,A,E,Σ,N la partie constructible
de PK de´finie par la condition ΦN (bi)i. 
(2.6) Soit K un corps, soit A une extension K-alge`bre finie et soit E un sous-
ensemble fini de A∗. Si |.| est une valuation sur K, on dira que E se´pare les
prolongements de |.| a` A si n(|.|, A,E, {IdE}) est e´gal au nombre de valuations
de A prolongeant |.|.
Prolongement des valuations de Gauß
(2.7) Proposition. Soit K un corps value´ et soit A une K(T1, . . . , Tn)-alge`bre
finie. Soit C une classe d’extensions value´es de K telle que K ∈ C . Pour tout
entier N , tout Λ ∈ C et tout groupe G ∈ D|Λ∗|, notons DΛ,N (G) le sous-ensemble
de Gn forme´ des n-uplets g tels que ηΛ,g admette exactement N prolongements
a` Λ(T)⊗K(T) A. Les assertions suivantes sont e´quivalentes :
i) pour tout N , le sous-foncteur DK,N de Gn|K∗| est de´finissable, et DΛ,N
est la restriction de DK,N a` Gn|Λ∗| pour tout Λ ∈ C ;
ii) il existe un sous-ensemble fini E de A qui se´pare les prolongements de ηΛ,g
a` Λ(T)⊗K(T) A pour tout Λ ∈ C , tout G ∈ D|Λ∗| et tout g ∈ Gn.
De´monstration. Pour alle´ger un peu les notations, nous e´crirons DN au lieu
de DK,N . On proce`de en deux temps.
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(2.7.1) Le cas ou` C = {K}.
Supposons que i) est vraie. Soit N un entier. Soit G ∈ D|K∗| et soit g
appartenant a` DN (G). La valuation ηg admet N prolongements a` A. Il existe
un ensemble fini Eg ⊂ A qui se´pare les prolongements de ηg a` A, c’est-a`-dire
tel que n(ηg, A,Eg, {IdEg}) = N .
En vertu du lemme 2.5, il existe une famille finie (bg,N,i)i∈Ig,N d’e´le´ments
deK(T1, . . . , Tn) et une formule du premier ordre Φg,N dans le langage des corps
value´s, sans parame`tres ni quantificateurs, posse´dant les proprie´te´s suivantes :
• l’ensemble des variables libres de Φg,N est indexe´ par Ig,N , et chacune
d’elles vit dans le corps value´ ;
• pour tout H ∈ D|K∗| et tout h ∈ Hn, l’e´nonce´ Φg,N(bg,N,i)i∈Ig,N est vrai
dans (k(T1, . . . , Tn), ηh) si et seulement si l’on a n(ηh, A,Eg, {IdEg}) = N . En
particulier, Φg,N(bg,N,i)i∈Ig,N est vrai dans (k(T1, . . . , Tn), ηg).
Compte-tenu de la de´finition meˆme de ηh, il existe une formule Ψg,N en n
variables, qui est du premier ordre dans le langage des groupes abe´liens ordonne´s
et a` parame`tres dans |K∗|, telle que pour tout H ∈ D|K∗| et tout h ∈ Hn,
l’e´nonce´ Φg,N(bg,N,i)i∈Ig,N soit vrai dans (K(T1, . . . , Tn), ηh) si et seulement
si Ψg,N(h) est vraie. En particulier, Ψg,N(g) est vraie.
Par le the´ore`me de compacite´, il existe un ensemble fini {gN,j}j∈JN ou`
chaque gN,j est un n-uplet d’e´le´ments d’un groupe appartenant a` D|K∗|, tel
que
∨
ΨgN,j,N (g) vaille pour tout G ∈ D|K∗| et tout g ∈ DN (G). Cela entraˆıne
que la re´union des EgN,j pour j ∈ JN se´pare les prolongements de ηg a` A pour
tout G ∈ D|K∗| et tout g ∈ DN (G).
Il s’ensuit que la re´union des EgN,j , ou` N parcourt l’ensemble des entiers
compris entre 1 et dimK(T) A, et ou` j parcourt JN pour tout N , se´pare les
prolongements de ηg a` L pour tout G ∈ D|K∗| et tout g ∈ Gn. Ainsi, ii) est
vraie.
Supposons maintenant que ii) est vraie. Soit G ∈ D|K∗| et soit g ∈ Gn. Le
nombre de prolongements de ηg a` A est e´gal a` n(ηg, A,E, {IdE}) ; l’assertion i)
de´coule de`s lors du lemme 2.5, ce qui termine la preuve lorsque C = {K}.
(2.7.2) Le cas ge´ne´ral. Supposons que i) est vraie. Par le cas particulier de´ja`
traite´, il existe un sous-ensemble fini E de A qui se´pare les plongements de ηg
a` A pour tout G ∈ D|K∗| et tout g ∈ G n. On a donc pour tout entier N et
tout G ∈ D|K∗| l’e´galite´
DN (G) = {g ∈ Gn, n(ηg, A,E, {IdE}) = N}.
Soit Λ ∈ C , soit G ∈ D|Λ∗|, soit g ∈ Gn et soit N un entier. D’apre`s
i), DΛ,N (G) est e´gal a` DN (G), et donc a`
{g ∈ Gn, n(ηg, A,E, {IdE}) = N}.
Le lemme 2.5 assure que ce dernier ensemble co¨ıncide avec
{g ∈ Gn, n(ηΛ,g,Λ(T)⊗K(T) A,E, {IdE}) = N}.
Ceci valant pour tout N , l’ensemble E se´pare les prolongements de ηΛ,g
a` Λ(T)⊗K(T) A.
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Supposons maintenant que ii) est vraie. Par le cas particulier de´ja` traite´, DN
est de´finissable. Soit Λ ∈ C , soit G ∈ D|Λ∗| et soit g ∈ Gn. D’apre`s
ii), DΛ,N (G) = {g ∈ Gn, n(ηΛ,g,Λ(T) ⊗K(T) A,E, {IdE}) = N}. Le lemme 2.5
assure que ce dernier ensemble co¨ıncide avec {g ∈ Gn, n(ηg, A,E, {IdE}) = N},
qui n’est autre que DN (G) par de´finition de E. Ceci ache`ve la de´monstration. 
(2.8) The´ore`me. Soit K un corps value´ et soit A une K(T1, . . . , Tn)-alge`bre
finie.
1) Il existe un sous-ensemble fini de A qui se´pare les prolongements de ηg
a` A pour tout G ∈ D|K∗| et tout g ∈ Gn.
2) Il existe une extension value´e finie se´parable K0 de K et un sous-ensemble
fini de K0⊗KA qui se´pare les prolongements de ηΛ,g a` Λ(T)⊗K(T)A pour toute
extension value´e Λ de K0, pour tout G ∈ D|Λ∗| et tout g ∈ Gn.
De´monstration. On proce`de en plusieurs e´tapes. On suppose tout d’abord que
K est alge´briquement clos. Il suffit alors de montrer 2), avec K0 e´videmment
e´gal a` K. On proce`de par re´currence sur n.
(2.8.1) Le cas ou` n = 0. Pour toute extension value´e Λ de K, le corps re´siduel
de tout point de Spec (Λ ⊗K A) est e´gal a` Λ, et l’ensemble des valuations
de Λ ⊗K A prolongeant celle de Λ s’identifie donc naturellement a` l’ensemble
fini Spec Λ ⊗K A, lui-meˆme en bijection naturelle avec Spec A. L’assertion 2)
est alors e´vidente : il suffit de prendre un ensemble d’idempotents de A se´parant
les points de Spec A.
(2.8.2) Utilisation d’un the´ore`me de finitude de Hrushovski et Loeser pour
exhiber une premie`re famille finie se´parante. On suppose n > 0, et le re´sultat
vrai au rang n−1. Choisissons unK-sche´ma affine et de type fini X purement de
dimension n, muni d’unK-morphisme ge´ne´riquement fini X → AnK dont la fibre
ge´ne´rique s’identifie a` la fle`che Spec A→ Spec K(T1, . . . , Tn). On conside`re AnK ,
et partant X , comme un An−1K -sche´ma via la projection sur les n− 1 premie`res
coordonne´es.
Soit ̂AnK/A
n−1
K (resp.
̂X /An−1K ) le foncteur de CK vers les ensembles qui
associe a` Λ ∈ CK l’ensemble des Λ-types stablement domine´s situe´s sur AnΛ
(resp. XΛ) qui induisent un Λ-point (ou un type simple, si l’on pre´fe`re) sur A
n−1
Λ .
Pour la de´finition de type stablement domine´, nous renvoyons par exemple au
paragraphe 2.5 de l’article [16] de Hrushovski et Loeser.
En vertu d’un re´sultat de Hrushovski et Loeser (c’est le lemme 7.1.3 de
loc. cit., qui repose en dernie`re analyse sur le the´ore`me de Riemann-Roch pour
les courbes), les foncteurs ̂AnK/A
n−1
K et
̂X /An−1K sont K-de´finissables. Pour
tout Λ ∈ CK , tout x ∈ Λn−1, tout G ∈ D|Λ∗| et tout g ∈ G, on note ηx,g le
type sur AnΛ situe´ au-dessus de x et de´fini par la valuation ηΛ,g sur Λ(Tn). Le
foncteur
S := Λ 7→ {ηx,g}x∈Λn−1,g∈|Λ∗|
est un sous-foncteur de ̂AnK/A
n−1
K qui est K-de´finissable : il est par sa de´finition
meˆme naturellement isomorphe au produit de An−1K par le groupe des valeurs.
Posons
T = ̂X /An−1K × ̂An
K
/An−1
K
S.
32
Le morphisme de foncteurs T → S est K-de´finissable et a` fibres finies.
Soit Λ ∈ CK , soit x ∈ Λn−1 et soit g ∈ |Λ∗|. Le couple (x, g) de´finit un point
de S(Λ) ; tout ante´ce´dent de ce point dans T(Λ) est alge´brique sur K(x) ∪ {g},
ou` K(x) est la fermeture alge´brique de K(x) dans Λ. Il est donc, en vertu du
lemme 3.4.12 de [15], de´finissable surK(x)∪{g}. Autrement dit, il s’e´crit comme
l’image de (x, g) par une fonction qui est K(x)-de´finissable, et donc de´finissable
sur une extension finie galoisienne de K(x) ; on peut choisir une telle extension
qui convienne pour tous les ante´ce´dents de (x, g).
Par compacite´, on en de´duit qu’il existe :
• une famille finie (Ui)i de sous-sche´mas localement ferme´s, inte`gres et affines
de An−1K ;
• pour tout i, un reveˆtement fini galoisien connexe Vi → Ui et un sous-
foncteur de´finissable Vi de Vi, de sorte que les images des Vi recouvrent A
n−1
K ;
• pour tout i, une famille finie (σij)j de sections K-de´finissables de
l’application T×An−1K Vi → S×An−1K Vi dont les images recouvrent T×An−1K Vi.
Pour tout couple d’indices (i, j), notons Tij le sous-foncteur K-de´finissable
de T×An−1
K
Vi e´gal a` l’image de σij .
Pour e´tablir la de´finissabilite´ de ̂X /An−1K , Hrushovski et Loeser montrent
l’existence d’un sous-OAn−1
K
-module de type fini E de OX tel que
̂X /An−1K
s’identifie comme suit a` un sous-foncteur de´finissable du foncteur SE des
≪re´seaux relatifs de E sur An−1K ≫ : si Λ ∈ CK , si x ∈ Λn−1, et si y est un
point de ̂X /An−1K (Λ) situe´ au-dessus de x, on l’envoie sur le point de SE (Λ),
situe´ au-dessus de x, qui correspond au re´seau de Ex constitue´ des fonctions f
telles que |f(y)| 6 1.
Fixons i. Par ce qui pre´ce`de, il existe pour tout j un sous-foncteur fini
et K-de´finissable de OX ×
A
n−1
K
Vi(X ×An−1
K
Vi) constitue´ de fonctions dont les
valuations permettent de de´tecter l’appartenance a`Tij d’un point deT×An−1K Vi ;
comme K est alge´briquement clos, ce sous-foncteur fini est induit par un sous-
ensemble fini de OX ×
A
n−1
K
Vi(X ×An−1K Vi). Il existe donc un sous-ensemble fini Θi
de OX ×
A
n−1
K
Vi(X ×An−1
K
Vi) tel que les fonctions |f |, pour f parcourant Θi,
se´parent universellement les points des fibres de T×An−1
K
Vi → S×An−1
K
Vi.
Soit I l’ensemble des indices i tels que Ui soit un ouvert de A
n−1
K . Choisissons
un ouvert affine non vide de An−1K et un reveˆtement fini, connexe et galoisien V
dudit ouvert tel que V → An−1K se factorise par le sche´ma Vi pour tout i ∈ I.
Posons Y = X ×An−1
K
V . Pour tout i ∈ I, les e´le´ments de Θi peuvent eˆtre vus
comme appartenant a` OY (Y ) ; on note Θ le sous-ensemble fini
⋃
i∈I
Θi de OY (Y ).
Avant de poursuivre, fixons quelques notations. Pour toute extension Λ du
corps alge´briquement clos K, on de´signe par FΛ le corps des fonctions du
sche´ma inte`gre VΛ. Le sche´ma AnΛ ×An−1Λ VΛ s’identifie a` A1VΛ et est donc
inte`gre, de corps des fonctions FΛ(Tn). La fle`che X → AnK induit une fle`che
ge´ne´riquement finie Y → AnK ×An−1
K
V , d’ou` par extension des scalaires une
fle`che ge´ne´riquement finie YΛ → AnΛ ×An−1Λ VΛ. Sa fibre ge´ne´rique est de la
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forme Spec F ′Λ, ou` F
′
Λ est une certaine F
′
Λ(Tn)-alge`bre finie. Si Λ = K, on
e´crira F et F ′ au lieu de FΛ et F
′
Λ.
Soit Λ une extension value´e de K. Fixons un K-prolongement |.| de la
valuation de Λ a` Λ(T1, . . . , Tn−1), et soit G ∈ D|Λ(T1,...,Tn−1)∗|. Soit g ∈ G,
et soit Λ♯ appartenant a` CΛ(T1,...,Tn−1),G. Le plongement Λ(T1, . . . , Tn−1) →֒ Λ♯
de´finit un Λ♯-point x de An−1K . Soit ξ le point ge´ne´rique de A
n
K ×An−1
K
x ≃ A1Λ♯ .
La valuation ηΛ♯,g sur κ(ξ) = Λ
♯(Tn) de´finit un point de S(Λ
♯), qui s’identifie
a` (x, g) via l’isomorphisme mentionne´ plus haut. Par construction, il existe un
ante´ce´dent z de x sur V (Λ♯) tel que les fonctions |f |, ou` f parcourt Θ, se´parent
les ante´ce´dents de (z, g) sur (T×An−1
K
V )(Λ♯).
Comme x est situe´ au-dessus du point ge´ne´rique de An−1Λ , le point z induit
une valuation sur FΛ, que l’on voit comme un corps value´ par ce biais. Le
point (z, g) de S(Λ♯) induit alors la valuation ηFΛ,g sur FΛ(Tn).
Soit Ω une cloˆture alge´brique de Λ♯(Tn), munie d’un prolongement de ηΛ♯,g.
Tout prolongement de ηFΛ(Tn),g a` F
′
Λ est induit par un morphisme de F
′
Λ dans Ω,
c’est-a`-dire par un morphisme de F ′Λ ⊗FΛ(Tn) Λ♯(Tn) dans Ω, c’est-a`-dire encore
par l’un des ante´ce´dents de (z, g) sur (T ×An−1K V )(Λ
♯) ; il s’ensuit que les
prolongements de ηFΛ(Tn),g a` F
′
Λ sont se´pare´s par les e´le´ments de Θ.
(2.8.3) Utilisation de l’hypothe`se de re´currence et conclusion dans le cas
alge´briquement clos. L’hypothe`se de re´currence assure qu’il existe un sous-
ensemble fini Υ de F qui posse`de la proprie´te´ suivante : pour toute extension
value´e Λ de K, pour tout G ∈ D|Λ∗| et tout g ∈ Gn−1, l’ensemble Υ
se´pare les prolongements de ηΛ,g a` FΛ. Soit H le groupe de Galois de F
sur K(T1, . . . , Tn−1).
Soit Λ une extension value´e de K, soit G ∈ D|Λ∗| et soit g ∈ Gn. Notons g′
le (n− 1)-uplet constitue´ des n− 1 premie`res coordonne´es de g, et g sa dernie`re
coordonne´e. On a alors ηΛ,g = η(Λ(T1,...,Tn−1),ηΛ,g′),g.
Nous allons travailler avec diffe´rents anneaux qui s’organisent selon le
diagramme carte´sien suivant, dont les fle`ches horizontales sont galoisiennes de
groupe H :
Λ(T)⊗K(T) A // F ′Λ
Λ(T1, . . . , Tn−1, Tn)
OO
// FΛ(Tn)
OO
.
L’ensemble des prolongements de ηΛ,g a` Λ(T)⊗K(T)A s’identifie au quotient
par H de l’ensemble des prolongements de ηΛ,g a` F
′
Λ (2.2).
Par ailleurs, donnons-nous deux prolongements distincts de |.|1 et |.|2 de ηΛ,g
a` F ′Λ. On est alors dans l’un des deux cas suivants.
Premier cas. Les restrictions de |.|1 et |.|2 a` FΛ diffe`rent ; comme ces deux
restrictions sont des prolongements de ηΛ,g′ , l’ensemble Υ se´pare |.|1 et |.|2.
Second cas. Les restrictions de |.|1 et |.|2 a` FΛ co¨ıncident. Si l’on note |.|′
leur restriction commune a` FΛ, les restrictions de |.|1 et |.|2 a` FΛ(Tn) sont alors
toutes deux e´gales, en vertu de 0.14, a` η(FΛ,|.|′),g.
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D’apre`s ce qu’on a vu au 2.8.2, il existe un prolongement |.|′′ de ηΛ,g′ a` FΛ
tel que les prolongements de ηFΛ,|.|′′ a` F
′
Λ soient se´pare´s par les e´le´ments de Θ.
Il existe h ∈ H tel que |.|′ = |.|′′ ◦ h. On peut reformuler ce qui pre´ce`de en
e´crivant que tous les prolongements de η(FΛ,|.|′),g) ◦ h a` F ′Λ sont se´pare´s par Θ.
Par conse´quent, |.|1 et |.|2 sont se´pare´es par h.Θ.
Soit Ξ la re´union des orbites sous H des e´le´ments de Θ et Υ. Par ce qui
pre´ce`de, Ξ se´pare les prolongements de ηΛ,g a` F
′
Λ. Le nombre de prolongements
de ηΛ,g a` Λ(T)⊗K(T) A est en conse´quence e´gal a`
n(ηΛ,g, F
′
Λ,Ξ,Σ),
ou` Σ de´signe le groupe de permutations de Ξ induit par H .
En vertu du lemme 2.5, ceci implique que la premie`re des deux assertions
e´quivalentes de la proposition 2.7 est satisfaite, en prenant pour C la classe de
toutes les extensions value´es de K. Il s’ensuit que la seconde est satisfaite pour
cette meˆme classe, ce qui constitue exactement l’e´nonce´ souhaite´ et ache`ve la
preuve lorsque K est alge´briquement clos.
(2.8.4) Preuve dans le cas ge´ne´ral ; on ne suppose plus que K est
alge´briquement clos. Soit K une cloˆture alge´brique de K ; fixons un
prolongement de la valuation de K a` K. En vertu du cas alge´briquement
clos de´ja` traite´, il existe un sous-ensemble fini E de K ⊗K A qui se´pare les
prolongements de ηΛ,g a` Λ(T) ⊗K(T) A pour toute extension value´e Λ de K,
pour tout G ∈ D|Λ∗| et tout g ∈ Gn.
Quitte a` e´lever les e´le´ments de E a` une puissance convenable de l’exposant
caracte´ristique de K (ce qui ne modifie pas leur capacite´ a` se´parer les
valuations), on peut supposer qu’ils sont contenus dans Ksep ⊗K A, ou` Ksep
est la fermeture se´parable de K dans K. Il existe par conse´quent une sous-
extension finie se´parable K0 de K telle que E ⊂ K0⊗K A. Soit Λ une extension
value´e de K0, soit G appartenant a` D|Λ∗| et soit g ∈ Gn. Soient |.|′ et |.|′′ deux
prolongements distincts de ηΛ,g a` Λ(T)⊗K(T) A.
D’apre`s 2.3 (applique´ a` la K0-alge`bre Λ et a` la K0-extension galoisienne K),
il existe une valuation sur K ⊗K0 Λ prolongeant les valuations fixe´es sur K
et Λ ; cette valuation est induite par une valuation |.| sur un quotient Λ♯
de K ⊗K0 Λ. D’apre`s 2.3, les valuations |.|′ et |.|′′ s’e´tendent en deux valuations
de Λ♯(T)⊗K(T)A, encore note´es |.|′ et |.|′′, dont les restrictions a` Λ♯ sont toutes
deux e´gales a` |.|. Comme les restrictions de |.|′ et |.|′′ a` Λ(T) sont toutes deux
e´gales a` ηΛ,g, il re´sulte de 0.14 que les restrictions de |.|′ et |.|′′ a` Λ♯(T) sont
toutes deux e´gales a` ηΛ♯,g. Par ailleurs, les valuations |.|′ et |.|′′ de Λ♯(T)⊗K(T)A
sont distinctes, puisque leurs restrictions a` Λ(T) ⊗K(T) A le sont. Par choix
de E, il existe donc x ∈ E tel que |x|′ 6= |x|′′. Ainsi, E se´pare les extensions de
la valuation de Λ a` Λ(T)⊗K(T) A, ce qui montre 2).
Il reste a` montrer 1). Soit Σ l’ensemble des permutations de E induites par
l’action de Gal (K/K). Pour tout entier N , on note DN le foncteur qui envoie un
groupe G ∈ D|K∗| sur le sous-ensemble de Gn forme´ des n-uplets g tels que ηg
admette exactement N prolongements a` A.
Soit G ∈ D|K∗| et soit g ∈ Gn. Comme E se´pare les prolongements de ηK,g
a` K ⊗K A, le nombre de prolongements de la valuation ηg a` A est e´gal en
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vertu de 2.3 a` n(ηK,g,K ⊗K A,E,Σ). Il re´sulte alors du lemme 2.5 que le sous-
foncteur DN de Gn|K∗| est de´finissable pour tout N . En conse´quence, la premie`re
des deux assertions e´quivalentes de la proposition 2.7 est satisfaite pour la classe
triviale C = {K} ; la seconde l’est donc aussi pour cette meˆme classe, et c’est
pre´cise´ment ce qu’il fallait de´montrer. 
3 Tropicalisations globale et locale d’un es-
pace k-analytique
(3.1) Lemme. Soit X un espace k-affino¨ıde Γ-strict et de dimension d. Il existe
une famille finie (p1, . . . , pn) de morphismes de X vers A
1,an
k , et pour tout i un
re´el si appartenant a`
√
Γ · |k∗|, tels que ∂X = ⋃ p−1i (ηsi). De plus, pour tout i,
l’espace H (ηsi )-affino¨ıde p
−1
i (ηsi) est Γ-strict et de dimension 6 d− 1.
De´monstration. D’apre`s la de´finition de la re´duction d’un germe a` la Temkin,
il existe une famille finie g1, . . . , gr d’e´le´ments non nilpotents de A , de rayons
spectraux respectifs note´s s1, . . . , sr, tels que pour tout x ∈ X la re´duction (˜X, x)
soit e´gale a` P
H˜ (x)/k˜
{g˜i(x)
si}i. Pour tout i, on note pi le morphisme X → A1,ank
induit par gi.
Le point x appartient donc a` ∂X si et seulement si il existe un indice i et
une k˜-valuation gradue´e |.| sur H˜ (x) telle que |g˜i(x)
si | > 1. Cette dernie`re
condition e´quivaut a` demander que |gi(x)| = si et que g˜i(x) soit transcendant
sur k˜ (0.7) ; en vertu de 0.12, elle est satisfaite si et seulement si x ∈ p−1i (ηsi).
En conse´quence, ∂X =
⋃
p−1i (ηsi).
Fixons i ; nous allons prouver que p−1i (ηsi) est Γ-strict et de dimension au
plus d− 1.
Pour tout point z de p−1i (ηsi) on a d > dk(z) = dH (ηsi )(z) + 1, et donc
dH (ηsi )(z) 6 d− 1 ; il s’ensuit que la dimension H (ηsi)-analytique de p
−1
i (ηsi)
est infe´rieure ou e´gale a` d− 1.
Comme si est le rayon spectral d’un e´le´ment de A , il appartient a`
√
Γ · |k∗|.
Par conse´quent,
√
Γ · |H (ηi)∗| =
√
Γ · |k∗|. Il suffit de`s lors de ve´rifier que
l’alge`bre H (ηi)-affino¨ıde des fonctions analytiques sur p
−1
i (ηsi) est Γ-stricte.
Mais cela de´coule du fait qu’elle s’identifie au quotient
A ⊗̂kH (ηsi)/(gi − T (ηsi)). 
(3.2) The´ore`me (le cas global). Soit X un espace k-analytique compact
et Γ-strict de dimension d, et soit f = (f1, . . . , fn) une famille de fonctions
analytiques inversibles sur X ; notons |f | l’application (|f1|, . . . , |fn|) de X
vers (R∗+)
n. Posons c = (Q,
√|k∗| · Γ).
1) L’image |f |(X) est un c-polytope de (R∗+)n, qui est de dimension infe´rieure
ou e´gale a` d.
2) L’image |f |(∂X) est contenue dans un c-polytope de (R∗+)n qui est de
dimension infe´rieure ou e´gale a` d − 1 ; lorsque X est affino¨ıde |f |(∂X) est
elle-meˆme un c-polytope de (R∗+)
n de dimension infe´rieure ou e´gale a` d− 1.
De´monstration. La seconde assertion se de´duira de la premie`re.
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(3.2.1) Preuve de 1) : re´duction a` une situation alge´brique. On peut supposer
que X est affino¨ıde et irre´ductible, et l’on proce`de alors par re´currence sur d.
Si d = 0 il n’y a rien a` de´montrer. Supposons que d > 0 et que 1) est vraie en
dimension < d.
Le the´ore`me a` e´tablir est purement topologique. On peut donc supposer k
parfait (en e´tendant les scalaires au comple´te´ de la cloˆture radicelle de k), et X
re´duit (en le remplac¸ant par Xred). L’espace X est alors ge´ne´riquement quasi-
lisse. Soit Y son lieu de non-quasi-lissite´. C’est un ferme´ de Zariski de X dont
toutes les composantes irre´ductibles sont de dimension < d. Par hypothe`se de
re´currence, |f |(Y ) est un c-polytope de (R∗+)n de dimension 6 d− 1. Son image
re´ciproque |f |−1(|f |(Y )) est un domaine analytique Γ-strict de X contenant Y .
Comme Y →֒ X est sans bord, Y est contenu dans l’inte´rieur topologique
de |f |−1(|f |(Y )). Ce dernier apparaˆıt ainsi comme un voisinage de Y dont l’image
par |f | est un c-polytope de dimension 6 d− 1.
Soit x ∈ X − Y . Comme X est quasi-lisse en x, le lemme 0.20 assure
l’existence d’un voisinage affino¨ıde V de x dans X , et d’une k-varie´te´ affine X
de dimension d, telle que V s’identifie a` un domaine affino¨ıde Γ-strict de X an
(on peut imposer a` X d’eˆtre lisse, mais nous ne nous en servirons pas).
Par compacite´ deX , on se rame`ne finalement au cas ou`X lui-meˆme est est un
domaine affino¨ıde Γ-strict de l’analytificationX an d’une k-varie´te´ alge´briqueX
affine de dimension d.
E´crivons X ≃ Spec A ou` A est une k-alge`bre de type fini, et soit (a1, . . . , ar)
un syste`me de ge´ne´rateurs de A. Il existe R ∈ Γ · |k∗| tel que X soit contenu
dans le domaine affino¨ıdeW de X an de´fini par les conditions |ai| 6 R. En vertu
du the´ore`me de Gerritzen-Grauert (0.19.7), le domaine X est re´union finie de
domaines Γ-rationnels deW ; il suffit de`s lors de traiter le cas ou` X est lui-meˆme
un domaine Γ-rationnel de W .
Il est alors de´fini par une conjonction d’ine´galite´s de la forme |gi| 6 λi|h|
ou` les λi appartiennent a` Γ et ou` (g1, . . . , gr, h) engendre l’ide´al des fonctions
analytiques sur W . Cette dernie`re condition implique que h ne s’annule pas
sur X (tout ze´ro de h sur V est un ze´ro commun a` h et aux gi), et l’on peut
donc, par compacite´, rajouter une condition de la forme |h| > r a` la de´finition
de X , ou` r est un e´le´ment convenable de
√
Γ · |k∗|. Il est de`s lors imme´diat
que V ne change pas si l’on perturbe un peu les gi et h ; on peut par conse´quent
supposer que toutes ces fonctions appartiennent a` A.
L’anneau des fonctions de la forme a/h, ou` a ∈ A, est dense dans l’anneau
des fonctions de X . Cela permet de supposer, quitte a` remplacer X par D(h)
et a` approcher convenablement chacune des fi, que fi ∈ A pour tout i.
(3.2.2) Nature c-polytopale de |f |(X) dans le cas alge´brique. Soit (F, |.|) une
extension value´e de k (on ne suppose pas que le groupe ordonne´ |F ∗| est de
rang 1). On peut donner un sens naturel a` la notation X(F ), co¨ıncidant avec
sa signification usuelle lorsque F est un corps ultrame´trique complet : c’est le
sous-ensemble de X (F ) forme´ des points P tels que |gi(P )| 6 λi|h(P )| pour
tout i.
Le the´ore`me 1.2 assure l’existence d’un sous-foncteur ferme´ et de´finissable D
de GnΓ·|k∗|, de dimension majore´e par d (les notations et de´finitions sont celles
de 0.31 et sq.) tel que
|f |(X(F )) = D(|F ∗|) ⊂ |F ∗|n
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pour tout F ∈ Ck,Γ·|k∗|.
Si F est une extension ultrame´trique comple`te et alge´briquement close de k
munie d’un |k∗|-isomorphisme |F ∗| ≃ R∗+, tout point P de X(F ) de´finit un
point x de l’espace k-affino¨ıde X , et |f |(x) = |f |(P ) ∈ (R∗+)n.
Re´ciproquement si x ∈ X il existe une extension comple`te et alge´briquement
close F de H (x) et un |H (x)∗|-isomorphisme |F ∗| ≃ R∗+, et x est alors induit
par un F -point canonique de X .
En conse´quence, le compact |f |(X) est le sous-ensemble D(R∗+) de (R∗+)n,
ce qui ache`ve de prouver 1).
(3.2.3) De´monstration de l’assertion 2. Si X s’e´crit comme une re´union
finie
⋃
Xi ou` les Xi sont affino¨ıdes et Γ-stricts, son bord est contenu dans la
re´union des bords des Xi. On peut donc supposer que X est affino¨ıde, auquel
cas le re´sultat de´coule de l’assertion 1) de´ja` e´tablie et du lemme 3.1. 
(3.3) The´ore`me (le cas local). Soit X un espace k-analytique Γ-strict, et
soit f = (f1, . . . , fn) une famille de fonctions analytiques inversibles sur X ;
notons |f | l’application (|f1|, . . . , |fn|) de X vers (R∗+)n. Soit x un point de X ;
posons ξ = |f |(x), et notons d le degre´ de transcendance sur k˜ du sous-corps
gradue´ de H˜ (x) engendre´ par k˜ et les f˜i(x).
1) Il existe un voisinage k-analytique compact et Γ-strict U de x dans X
posse´dant la proprie´te´ suivante : pour tout voisinage analytique compact V
de x dans U , les germes de polytopes (|f |(U), ξ) et (|f |(V ), ξ) co¨ıncident.
De plus, |f |(U) est de dimension 6 d en ξ. Si (X, x) est sans bord, |f |(U)
est purement de dimension d en ξ, et si de surcroˆıt d = n alors |f |(U) est
un voisinage de ξ dans (R∗+)
n.
2) Supposons que X est affino¨ıde et que x ∈ ∂X. Il existe un voisinage k-
analytique compact et Γ-strict Y de x dans X posse´dant la proprie´te´
suivante : pour tout voisinage analytique compact Z de x dans Y , les
germes de polytopes (|f |(Y ∩ ∂X), ξ) et (|f |(Z ∩ ∂X), ξ) co¨ıncident.
De´monstration. L’assertion 2) sera, en vertu du lemme 3.1, une conse´quence
de 1) ; il suffit donc de de´montrer cette dernie`re.
Soit U l’ouvert quasi-compact de P
H˜ (x)/k˜
e´gal a` l’image de (˜X, x). Le
the´ore`me 1.3 assure l’existence d’un sous-foncteur de´finissable D de Gn, ferme´
et de dimension 6 d, tel que pour tout H ∈ D, et tout (h1, . . . , hn) ∈ Hn, les
assertions suivantes soient e´quivalentes :
i) il existe une valuation gradue´e |.| ∈ U , a` valeurs dans un groupe H ′ ∈ DH ,
telle que |f˜i(x)| = hi pour tout i ;
ii) (h1, . . . , hn) ∈ D(H).
Choisissons une description de D par une condition de la forme∨
i
∧
j
ϕi,j 6 1,
ou` chaque ϕi,j est de la forme t
e1
1 . . . t
en
n avec les ei ∈ Z.
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Soit P un (Q,R∗+)-polytope de (R
∗
+)
n contenant ξ et dont le germe en ξ
est e´gal a` celui du coˆne rationnel translate´ ξ · D(R∗+). Au voisinage de ξ, le
polytope P est de´crit par la condition∨
i
∧
j
ϕi,j 6 ϕi,j(ξ).
Sa dimension en ξ est majore´e par d.
L’image re´ciproque X0 := |f |−1(P ) est un voisinage de x. En effet, X0 est un
domaine analytique de X ; en vertu de la the´orie de Temkin, ˜(X0, x) est l’image
re´ciproque sur (˜X, x) de l’ouvert quasi-compact⋃
i
P
H˜ (x)/k˜
{
ϕi,j
(
f˜1(x), . . . , f˜n(x)
)}
j
.
Mais par de´finition de D , ce dernier ouvert quasi-compact contient U ; par
conse´quent, ˜(X0, x) = (˜X, x) et X0 est bien un voisinage de x dans X .
Fixons un voisinage k-analytique Γ-strict U de x dans X0, et soit V
un voisinage analytique compact de x dans U . Nous allons de´montrer
que (|f |(V ), ξ) = (P, ξ), ce qui permettra de conclure puisqu’en faisant V = U
il viendra alors (|f |(U), ξ) = (P, ξ). Posons Q = |f |(V ) ; il s’agit de de´montrer
que le (Q,R∗+)-polytope Q est un voisinage de ξ dans P .
De´crivons Q au voisinage de ξ par une condition de la forme∨
i
∧
j
ψi,j 6 ψi,j(ξ),
ou` chaque ψi,j est de la forme t
e1
1 . . . t
en
n avec les ei ∈ Z.
La re´duction a` la Temkin du germe de |f |−1(Q) en x est e´gale a` l’image
re´ciproque sur (˜X, x) de l’ouvert quasi-compact
V :=
⋃
i
P
H˜ (x)/k˜
{
ψi,j
(
f˜1(x), . . . , f˜n(x)
)}
j
.
Comme |f |−1(Q) contient V , lequel est un voisinage de x, cette image re´ciproque
est e´gale a` (˜X, x) ; il s’ensuit que V contient U .
Soit η un point de P diffe´rent de ξ ; e´crivons ηξ−1 = (r1, . . . , rn). Si η est
suffisamment proche de ξ il appartient a` ξ · D(R∗+), et (r1, . . . , rn) appartient
donc a` D(R∗+) ; il existe de`s lors une valuation gradue´e |.| sur H˜ (x), a` valeurs
dans un groupe ordonne´ contenant R∗+, appartenant a` U et qui envoie f˜i(x)
sur ri pour tout i.
L’ouvert U e´tant contenu dans V , la valuation gradue´e |.| appartient a` V ;
cela signifie que∨
i
∧
j
ψi,j(r1, . . . , rn) 6 1, soit encore
∨
i
∧
j
ψi,j(η) 6 ψi,j(ξ).
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Mais puisque ∨
i
∧
j
ψi,j 6 ϕi,j(ξ)
de´crit Q au voisinage de ξ, il en re´sulte que [ξ; η[ est contenu dans Q au voisinage
de ξ. Cela ayant e´te´ e´tabli pour tout η ∈ P − {ξ} suffisamment proche de ξ, le
polytope Q est un voisinage de ξ dans P , ce qu’on souhaitait e´tablir.
Supposons que (X, x) soit sans bord. On a alors (˜X, x) = P
H˜ (x)/k˜
. Il de´coule
de`s lors de l’assertion 2) du the´ore`me 1.3 : que D est purement de dimension d,
ce qui implique que P est purement de dimension d en ξ ; et que si de plus d = n
alors D = Gn, ce qui implique que P est un voisinage de ξ dans (R∗+)
n. 
4 Polytopes analytiques et squelettes
On pose c = (Q,
√|k∗| · Γ).
(4.1) Soit X un espace k-analytique Γ-strict topologiquement se´pare´.
(4.1.1) Soit P un compact de X . Nous dirons qu’une structure c-
polytopale Λc(P ) sur P est analytique si les deux conditions suivantes sont
satisfaites :
a) Λc(P ) admet une pre´sentation P →֒ (R∗+)n de la forme (|f1|, . . . , |fn|)|P ,
ou` les fi sont des fonctions inversibles sur un domaine analytique Γ-strict Y
de X contenant P ;
b) pour tout domaine analytique Γ-strict Y de X , l’intersection Y ∩ P est
un sous-espace c-line´aire par morceaux de P , et pour toute fonction analytique
inversible f sur Y , la fonction |f ||Y ∩P est c-line´aire par morceaux.
(4.1.2) Supposons que P posse`de une structure polytopale analytique Λc(P ),
admettant une pre´sentation (|f1|, . . . , |fn|)|P : P →֒ (R∗+)n comme
au a) ci-dessus. Soit (g1, . . . , gm) une famille quelconque de fonctions
analytiques inversibles sur un domaine analytique de X contenant P .
En vertu de b), chacune des |gj||P est c-line´aire par morceaux ; par
conse´quent, (|f1|, . . . , |fn|, |g1|, . . . , |gm|)|P : P →֒ (R∗+)n+m, est une
pre´sentation de Λc(P ).
Faisons maintenant l’hypothe`se que (|g1|, . . . , |gm|)|P constitue une
pre´sentation d’une structure polytopale analytique Λ′c(P ) sur P . En appliquant
ce qui pre´ce`de a` la structure Λ′c(P ), on voit que (|f1|, . . . , |fn|, |g1|, . . . , |gm|)|P :
P →֒ (R∗+)n+m en constitue une pre´sentation ; comme c’est e´galement une
pre´sentation de Λc(P ), il vient Λ
′
c(P ) = Λc(P ).
(4.2) Soit X un espace k-analytique Γ-strict et topologiquement se´pare´ et
soit P un compact de X . En vertu de 4.1.2, le compact P posse`de au plus
une structure c-polytopale analytique. Nous dirons que P est un c-polytope
analytique si les deux conditions suivantes sont satisfaites :
• pour tout x ∈ P , on a dk(x) = dim X ;
• le compact P posse`de une (et partant une seule) une structure c-polytopale
analytique.
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Lorsque nous conside´rerons un c-polytope analytique, il sera toujours
implicitement conside´re´ comme e´tant muni de son unique structure c-polytopale
analytique.
(4.3) Soit X un espace k-analytique Γ-strict toplogiquement se´pare´. Les faits
qui suivent re´sultent imme´diatement des de´finitions.
(4.3.1) Soit Q une partie compacte d’un c-polytope analytique P de X . Le
compact Q est un c-polytope analytique de X si et seulement si c’est un c-
polytope de P , et si c’est le cas sa structure c-polytopale analytique co¨ıncide
avec sa structure c-polytopale he´rite´e de P .
(4.3.2) Soit Y un domaine analytique Γ-strict de X . Si P est une partie
compacte de Y alors P est un c-polytope analytique de Y si et seulement
si c’est un c-polytope analytique de X .
(4.3.3) Si P est une partie compacte de X alors P est un c-polytope analytique
de X si et seulement si c’est un c-polytope analytique de Xred.
(4.4) Lemme. Soit X un espace k-affino¨ıde Γ-strict inte`gre et soit P un
compact de X tel que dk(x) = dim X pour tout x ∈ P .
1) Pour toute fonction non nulle f sur X, la fonction |f | ne s’annule pas
sur P .
2) Pour que P soit un c-polytope analytique, il suffit que les conditions
suivantes soient satisfaites :
i) pour toute famille (f1, . . . , fn) de fonctions non nulles sur X, l’image
de P par (|f1|, . . . , |fn|) est un c-polytope de (R∗+)n ;
ii) il existe une famille (f1, . . . , fn) de fonctions non nulles sur X telle
que (|f1|, . . . , |fn|)|P soit injective.
De´monstration. Prouvons tout d’abord 1). Soit f une fonction non nulle
sur X . Comme dk(x) = dim X , tout ferme´ de Zariski de X contenant x est de
dimension e´gale a` dim X , et co¨ıncide donc avec X . Il s’ensuit que le lieu des
ze´ros de f ne contient pas x, ce qui montre 1).
Montrons 2). On suppose que les conditions i) et ii) sont satisfaites, et
l’on va prouver que P est un c-polytope analytique. On choisit (f1, . . . , fn)
comme dans ii), et l’on munit P de la structure polytopale Λc(P ) induite par
(|f1|, . . . , |fn|)|P ; on noteQ l’image de P par (|f1|, . . . , |fn|). Nous allons montrer
que Λc(P ) est analytique. Il s’agit de ve´rifier les conditions a) et b) de 4.1.1.
(4.4.1) La condition a). Elle est ve´rifie´e par construction.
(4.4.2) La condition b) : pre´liminaires. Soit f une fonction non nulle sur X .
Nous allons montrer que |f ||P ∈ Λc(P ). L’assertion i) assure que l’image de P
par (|f1|, . . . , |fn|, |f |) est un c-polytope Q′ de (R∗+)n+1 ; par choix des fi, la
projection de Q sur les n premiers facteurs induit un home´omorphisme Q′ → Q.
Comme Q′ et Q sont des polytopes, il existe une famille finie (Qi) de polytopes
de Q, recouvrant Q, tels que Q′ → Q admette une section affine sur chacun
des Qi.
Pour tout entier i, de´signons par Pi l’image re´ciproque de Qi sur P . Les Pi
sont des c-polytopes de P qui recouvrent ce dernier. Par ailleurs, comme Q′ →
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Q admet une section au-dessus de Qi pour tout i, la restriction de |f | a` Pi
appartient a` Λc(Pi) pour tout i. Il s’ensuit que |f ||P ∈ Λc(P ).
(4.4.3) Ve´rification de la condition b). Soit Y un domaine analytique Γ-strict
de X et soit f une fonction analytique inversible sur Y . Soit x ∈ Y ∩ P . Il
re´sulte de la description locale des domaines analytiques qu’il existe un voisinage
affino¨ıde Γ-strict V de x dans X et une famille finie (Wi) de domaines Γ-
rationnels de V , contenant x et tels que Y ∩ V = ⋃Wi. Quitte a` restreindre V ,
on peut supposer que c’est lui-meˆme un domaine Γ-rationnel de X . Posons Πi =
P ∩Wi. Comme
⋃
Πi est un voisinage de x dans Y ∩ P , et comme x ∈
⋂
Πi,
il suffit de de´montrer que chacun des Πi est un c-polytope de P , et que |f ||Πi
est c-line´aire par morceaux pour tout i.
Fixons i, et e´crivonsW et Π au lieu deWi et Πi. Le domaineW est lui-meˆme
un domaine rationnel de X , et est par ailleurs Γ-strict. Il est donc Γ-rationnel :
il peut eˆtre de´fini par une condition de la forme
|g1| 6 λ1|h| et . . . et |gm| 6 λm|h|,
ou` les gj et h sont des fonctions analytiques sans ze´ro commun sur X et ou`
les λi appartiennent a` Γ. Tout ze´ro de h sur W serait un ze´ro commun aux gj et
a` h, ce qui est absurde ; par conse´quent h est inversible sur W . Notons que W
est non vide (il contient x) ; par conse´quent, h n’est pas la fonction nulle.
Comme une ine´galite´ de la forme |0| 6 λ|h| est satisfaite sur tout X , on peut
supposer que les gj sont tous non nuls. Le compact : Pi est le sous-ensemble
de P de´fini par la condition
|g1| 6 λ1|h| et . . . et |gm| 6 λm|h|,
et les |gj ||P et |h||P sont c-line´aires par morceaux d’apre`s 4.4.2. En
conse´quence, Π est un c-polytope de P .
Les fonctions de la forme g/h, ou` g est une fonction analytique sur X , sont
denses dans l’ensemble des fonctions analytiques sur W . La fonction f|W e´tant
inversible, il existe une fonction analytique g sur X telle que |f | = |g/h| en
tout point de W . La fonction g ne s’annule alors pas sur le domaine affino¨ıde
non vide W , et elle est en particulier non nulle sur X . Les restrictions a` Π
de |f | et |g|/|h| co¨ıncident, et |g|/|h| appartient a` Λc(P ) en vertu de 4.4.2. Par
conse´quent, |f ||Π ∈ Λc(Π), ce qu’il fallait de´montrer. 
(4.5) Exemple. Soit n ∈ N et soit R un re´el strictement supe´rieur a` 1
appartenant a`
√|k∗| · Γ. Soit PR le sous-ensemble {ηr}r∈[1/R;R]N de Gn,anm,k .
C’est un compact, contenu dans le domaine affino¨ıde Γ-strict XR de G
n,an
m,k
de´fini par les conditions 1/R 6 |Ti| 6 R pour tout i ; et pour tout x ∈ PR,
on a dk(x) = n. Il re´sulte imme´diatement de la description explicite des semi-
normes ηr que le compact PR de l’espace affino¨ıde Γ-strict XR satisfait les
conditions suffisantes du lemme 4.4 ci-dessus (en ce qui concerne la condition
ii), on peut prendre fi = Ti pour tout i). C’est donc un c-polytope analytique
de XR, et e´galement de G
n,an
m,k .
(4.6) Soit X un espace k-analytique topologiquement se´pare´ et Γ-strict. Nous
dirons qu’une partie localement ferme´e Σ de X est un c-squelette de X si
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l’ensemble des c-polytopes analytiques de X contenus dans Σ est un atlas c-
polytopal. Tout c-squelette he´rite par de´finition d’une structure d’espace c-
line´aire par morceaux.
(4.6.1) Tout sous-espace c-line´aire par morceaux d’un c-polytope analytique P
de X est un squelette de X : cela re´sulte de 4.3.1.
(4.6.2) Soit Σ un c-squelette de X et soit A l’ensemble des c-polytopes
analytiques de X contenus dans Σ. Soit Σ′ un sous-ensemble localement ferme´
de Σ.
Supposons que Σ′ soit un sous-espace c-line´aire par morceaux de Σ. La
famille (P ∩ Σ′)P∈A est un G-recouvrement de Σ′ ; et pour tout P ∈ A,
l’intersection P ∩ Σ′ est un sous-espace c-line´aire par morceaux de P , et est
donc G-recouverte par des e´le´ments de A, d’apre`s 4.6.1. Il s’ensuit que Σ′ est
un c-squelette de X .
Re´ciproquement, supposons que Σ′ soit un c-squelette de X . Il est alors
G-recouvert par des e´le´ments de A, et est donc un sous-espace c-line´aire par
morceaux de Σ.
(4.6.3) Soit Y un domaine analytique Γ-strict de X . Une partie localement
ferme´e de Y est un c-squelette de Y si et seulement si c’est un c-squelette
de X : c’est une conse´quence imme´diate des de´finitions et de 4.3.2.
(4.6.4) Soit Σ un c-squelette de X , soit Y un domaine analytique Γ-strict de X
et soit f une fonction inversible sur Y . L’intersection Y ∩ Σ est un c-squelette
de X , ou encore, ce qui revient au meˆme (cf. 4.6.2) un sous-espace c-line´aire par
morceaux de Σ ; et la fonction |f ||Σ∩Y est c-line´aire par morceaux.
En effet, soit y ∈ Y ∩Σ. Le point y posse`de un voisinage dans Σ qui est de la
forme
⋃
Pi pour une famille finie (Pi) d’e´le´ments de A, tels que y ∈
⋂
Pi. Pour
tout i, l’intersection Y ∩ Pi est un sous-espace c-line´aire par morceaux de Pi.
Par conse´quent, y posse`de dans Y ∩Pi un voisinage de la forme
⋃
Pij , ou (Pij)j
est une famille finie de c-polytopes de Pi qui contiennent y.
La re´union
⋃
i,j
Pij est alors un voisinage de y dans Y ∩Σ, et chacun des Pij est
un e´le´ment de A contenant y. Il s’ensuit que Y ∩Σ est un sous-espace c-line´aire
par morceaux de Y .
Comme chaque Pij appartient a` A, la fonction |f ||Pij est c-line´aire par
morceaux pour tout (ij). Par conse´quent, |f ||Y ∩Σ est c-line´aire par morceaux
au voisinage de y, ce qui ache`ve de prouver l’assertion requise.
(4.7) Soit n ∈ N. Nous allons montrer que Sn est un c-squelette de Gn,anm,k
(rappelons que Sn est e´gal a` {ηr}r∈(R∗+)n). Soit A l’ensemble des c-polytopes
analytiques de Gn,anm,k contenus dans S.
Les c-polytopes analytiques PR de´finis au 4.5 pour R ∈]1; +∞[∩
√|k∗| · Γ
appartiennent tous a` A et sont contenus dans S ; de plus, leurs inte´rieurs (dans S)
recouvrent S. Par conse´quent, S est G-recouvert par les e´le´ments de A.
Par ailleurs, soient Q et Q′ deux e´le´ments de A. Comme ils sont compacts,
il sont tous deux contenus dans PR pour un certain R ∈]1; +∞[∩
√|k∗| · Γ.
Ce sont alors deux c-polytopes analytiques de Gn,anm,k contenus dans le c-
polytope analytique PR ; il s’ensuit que ce sont deux c–polytopes de PR, et
leur intersection est de`s lors un c-polytope de PR, et partant un c-polytope
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analytique ; c’est par conse´quent un c-polytope de Q aussi bien que de Q′, et les
deux structures c-polytopales dont il he´rite ainsi co¨ıncident en vertu de 4.3.1.
Ainsi, A est un atlas c-polytopal sur S, et celui-ci est un c-squelette de Gn,anm,k .
(4.8) Proposition. Soit X un espace k-analytique Γ-strict topologiquement
se´pare´ et soit (Xi) un G-recouvrement de X par des domaines analytiques Γ-
stricts. Soit Σ une partie localement ferme´e de X. Les propositions suivantes
sont e´quivalentes :
i) Σ est un c-squelette de X ;
ii) pour tout i, l’intersection Σ ∩Xi est un c-squelette de Xi.
De´monstration. On sait de´ja` que i)⇒ii) (4.6.4). Re´ciproquement, supposons
que ii) soit vraie. Soit A l’ensemble des c-polytopes analytiques de X contenus
dans Σ. Soit x ∈ Σ. Par de´finition d’un G-recouvrement, il existe un ensemble
fini I d’indices tel que x ∈ ⋂
i∈I
Xi et tel que
⋃
i∈I
Xi soit un voisinage de x dans X .
Fixons i. Comme Σ∩Xi est un squelette de Xi, il existe une famille finie (Pij)j
de c-polytopes analytiques de Xi (ce sont aussi des c-polytopes analytiques
de X) qui contiennent x, et tels que
⋃
Pij soit un voisinage de x dans Σ ∩Xi.
La re´union des Pij pour i ∈ I et j variable est alors un voisinage de x
dans Σ. Comme chacun des Pij est un e´le´ment de A qui contient x, on voit
que A constitue un G-recouvrement de Σ.
Soient maintenant P et Q deux e´le´ments de A. Nous allons montrer que P∩Q
est un c-polytope analytique, ce qui permettra de conclure.
Comme P est un c-polytope analytique, P ∩ Xi est pour tout i un sous-
espace c-line´aire par morceaux de P , et est donc G-recouvert par les c-polytopes
analytiques qu’il contient. Ainsi, P est G-recouvert par ses c-polytopes qui sont
contenus dans l’un des Xi. Par compacite´, il s’e´crit comme une union finie
⋃
Pj ,
ou` chaque Pj est un polytope analytique de Xi(j) pour un certain indice i(j).
On e´crit de meˆme Q comme une union finie
⋃
Qℓ, ou` chaque Qℓ est un c-
polytope analytique de Xi(ℓ) pour un certain indice i(ℓ).
Les c-polytopes analytiques de X contenus dans P sont exactement les c-
polytopes de P , et une union finie de c-polytopes analytiques de X contenue
dans P est donc encore un c-polytope analytique de X . Pour montrer que P ∩Q
est un c-polytope analytique, il suffit de`s lors de montrer que Pj ∩Qℓ est un c-
polytope analytique pour tout (j, ℓ). On se rame`ne ainsi au cas ou` il existe deux
indices i1 et i2 tel que P ⊂ Xi1 et Q ⊂ Xi2 .
L’intersection de P avecXi1∩Xi2 est un sous-espace c-line´aire par morceaux
de P , et est donc un c-squelette de Xi1 ∩Xi2 ; ce c-squelette est contenu dans
l’intersection Σ ∩ Xi1 ∩ Xi2 , qui est lui-meˆme un c-squelette de Xi1 ∩ Xi2
puisque Σ ∩ Xi1 est un c-squelette de Xi1 . Par conse´quent, P ∩ Xi1 ∩ Xi2
est un sous-espace c-line´aire par morceaux de Σ ∩Xi1 ∩Xi2 . Il en va de meˆme
de Q ∩Xi1 ∩Xi2 . Il en re´sulte que
P ∩Q = (P ∩ (Xi1 ∩Xi2)) ∩ (Q ∩ (Xi1 ∩Xi2))
est un sous-espace c-line´aire par morceaux du squelette Σ∩Xi1 ∩Xi2 . E´tant de
sucroˆıt compact, P∩Q est re´union finie de c-polytopes analytiques ; comme il est
inclus dans le c-polytope analytique P , il est lui-meˆme un c-polytope analytique,
ce qui ache`ve la preuve. 
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5 Images re´ciproques du squelette standard
de Gn,anm,k
Cette section est entie`rement consacre´e a` la de´monstration du the´ore`me
suivant ; on rappelle que Sn de´signe le sous-ensemble {ηr}r∈(R∗+)n de G
n,an
m,k . Si F
est une extension comple`te de k, on notera Sn,F le sous-ensemble {ηF,r}r∈(R∗+)n
de Gn,anm,F . C’est un (Q,
√|F ∗| · Γ)-squelette de Gn,anm,F (4.7).
(5.1) The´ore`me. Soit n un entier et soit X un espace k-analytique
topologiquement se´pare´ et de dimension 6 n. Soit (ϕ1, . . . , ϕm) une famille finie
de morphismes de X vers Gn,anm,k . Pour toute extension comple`te F de k, on
de´signe par cF le couple (Q,
√|F ∗| · Γ) ; on e´crira c au lieu de ck.
1) La re´union des ϕ−1j (Sn) est un c-squelette de X, vide si dim X < n.
2) Pour tout j, l’application ϕ−1j (Sn)→ Sn est G-localement une immersion
d’espaces c-line´aires par morceaux (notons que ϕ−1j (Sn) est un c-squelette de X,
d’apre`s l’assertion 1) applique´e au cas d’un seul morphisme).
3) Pour toute extension comple`te F de k, l’application⋃
ϕ−1j,F (Sn,F )→
⋃
ϕ−1j,F (Sn)
est surjective, et c’est G-localement une immersion d’espaces cF -line´aires par
morceaux.
4) Supposons de plus que X est compact. Il existe alors une extension finie
se´parable F0 de k telle que pour toute extension comple`te F de F0 l’immersion
d’espaces cF -line´aires par morceaux⋃
ϕ−1j,F (Sn,F )→
⋃
ϕ−1j,F0(Sn,F0)
soit un isomorphisme.
(5.2) Commenc¸ons par quelques remarques. Soit x ∈ Sn, soit j ∈ {1, . . . ,m}
et soit y ∈ ϕ−1j (x). Comme dk(x) = n, on a dk(y) > n pour tout ante´ce´dent y
de x par ϕj . La dimension de X e´tant majore´e par n, il vient dk(y) = n, et
partant dH (x)(y) = 0. En conse´quence :
• si dim X < n alors ϕ−1j (Sn) = ∅ ;
• les fibres de ϕj en les points de Sn sont purement de dimension nulle.
(5.3) Le plan de la preuve est le suivant. Nous allons tout d’abord e´tablir le
the´ore`me dans le cas ou` m = 1, c’est-a`-dire dans le cas ou` l’on ne conside`re
qu’un seul morphisme de X vers Gn,anm,k . Nous montrerons ensuite l’assertion 1)
dans le cas ge´ne´ral, ce qui suffira a` conclure : la combinaison de 1) dans le c¸as
ge´ne´ral et de 3) et 4) dans le cas ou` m = 1 entraˆıne aussitoˆt 3) et 4) dans le cas
ge´ne´ral.
Preuve dans le cas ou` m = 1
Pour alle´ger les notations, nous e´crirons ϕ au lieu de ϕ1. Nous allons
commencer par quelques re´ductions.
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(5.4) Les e´nonce´s requis peuvent se tester apre`s extension des scalaires au
comple´te´ k̂parf de la cloˆture parfaite kparf de k. C’est imme´diat, sauf peut-
eˆtre a` propos de 4) : concernant cette dernie`re assertion, il faut utiliser le fait
que F 7→ F ⊗k k̂parf e´tablit une e´quivalence entre la cate´gorie des extensions
finies se´parables de k et celle des extensions finies se´parables de kparf . Cela
re´sulte de l’invariance topologique du site e´tale, applique´e a` k →֒ kparf , et du
lemme de Krasner, pour passer a` la comple´tion.
Ils sont par ailleurs insensibles a` la pre´sence de nilpotents : on peut donc
supposer k parfait et X re´duit.
(5.5) En vertu de 4.6.4 et de la proposition 4.8, on peut raisonner G-localement
sur X . Cela permet tout d’abord de se ramener au cas ou` X est affino¨ıde (et
toujours Γ-strict). Puis il suffit, par compacite´, d’exhiber pour tout x ∈ X un
voisinage affino¨ıde Γ-strict V de x dans X tel que (V, ϕ|V ) satisfasse le the´ore`me.
Soit x ∈ X . Si x n’appartient pas au compact ϕ−1(Sn), il existe un voisinage
affino¨ıde Γ-strict V de x dans X qui ne rencontre pas ϕ−1(Sn) ; le the´ore`me est
trivialement ve´rifie´ par (V, ϕ|V ).
Supposons maintenant que x ∈ ϕ−1(Sn). On a alors dk(x) = n d’apre`s 5.2 ; il
s’ensuit que dimx X = n, et que l’anneau local OX,x est artinien ([14], cor. 1.12).
L’espace X e´tant re´duit, OX,x est un corps. Il est en particulier re´gulier, ce qui
implique, k e´tant parfait, que X est quasi-lisse en x.
Le lemme 0.20 assure alors qu’il existe une k-varie´te´ affine et lisse X , de
dimension n, et un voisinage affino¨ıde Γ-strict V de x dans X qui s’identifie a`
un domaine affino¨ıde de X an. On peut toujours supposer V connexe, puis X
connexe, et donc inte`gre.
Comme dk(x) = n, le point x est situe´ au-dessus du point ge´ne´rique η
de X . Le morphisme ϕ est donne´ par n fonctions inversibles f1, . . . , fn sur V .
Le corps κ(η) = k(X ) est dense dans H (x). Il existe donc des fonctions
rationnelles g1, . . . , gn sur X telles que |gi(x) − fi(x)| < |fi(x)| pour tout i.
On peut restreindre V de sorte que les gi soient de´finies sur V , et de sorte que
l’on ait |fi − gi| < |fi| en tout point de V . Soit ψ : V → Gn,anm,k le morphisme
induit par les gi.
Soit F une extension comple`te du corps k et soit y un point de VF . On
a |fi(y) − gi(y)| < |fi(y)| ; autrement dit, f˜i(y) = g˜i(y) dans le corps gradue´
re´siduel H˜ (y). La famille (f˜i(y))i est donc alge´briquement inde´pendante sur F˜
si et seulement si c’est le cas de (g˜i(y))i. Cette e´quivalence peut, en vertu de
0.12, se reformuler ainsi : le point y appartient a` ϕ−1(Sn,F ) si et seulement si
il appartient a` ψ−1(Sn,F ). On peut donc, en remplac¸ant fi par la restriction
de gi a` V pour tout i, supposer que ϕ est induit par un morphisme U → Gnm,k,
ou` U est un ouvert de Zariski de X tel que V ⊂ U an (par abus, on notera
encore ϕ ce morphisme, et (f1, . . . , fn) la famille de fonctions inversible sur U
qui le de´finit).
Comme ϕ(x) ∈ Sn, il est situe´ au-dessus du point ge´ne´rique de Gnm,k. Par
conse´quent, ϕ(η) est le point ge´ne´rique de Gnm,k, et le corps L := k(X ) apparaˆıt
ainsi comme une extension finie de k(T1, . . . , Tn).
Le the´ore`me 2.8 assure l’existence d’une famille finie (g1, . . . , gr) d’e´le´ments
de L telle que les gi se´parent les prolongements de ηr a` L pour tout r ∈ (R∗+)n ;
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comme L est un corps, on peut supposer que les gi sont inversibles. Le
the´ore`me 2.8 assure e´galement qu’il existe une extension finie se´parable F0 de k
et une famille finie p1, . . . , ps d’e´le´ments de F0⊗kL telles que p1, . . . , ps se´parent
les extensions de ηF0,r a` F ⊗k L pour toute extension comple`te F de F0.
Il existe un voisinage affino¨ıde Γ-strict W de x dans U an sur lequel les gi
sont de´finies et inversibles et tel que les pj soient de´finies sur WF0 (pour ce
dernier point, on utilise le fait que U ank′ → U an est fini, et en particulier
topologiquement propre).
Le point x e´tant situe´ au-dessus du point ge´ne´rique de X , et ϕ : X → Gnm,k
e´tant ge´ne´riquement finie, ϕ est finie en x. Par ailleurs, le point ϕ(x) est situe´
sur Sn, et OGn,an
m,k
,ϕ(x) est de`s lors un corps ; en conse´quence, ϕ est fini et plat
en x.
On peut de`s lors restreindre W de sorte que ϕ induise un morphisme fini et
plat W →W ′, ou` W ′ est un voisinage affino¨ıde Γ-strict de ϕ(x) dans Gn,anm,k . Un
morphisme fini et plat est ouvert ; il en re´sulte que ϕ(W ) contient un voisinage
de ϕ(x) dans Sn, et en particulier un pave´ P de la forme {η(r1,...,rn}si<ri<ti , ou`
les si et les ri appartiennent a`
√|k∗| · Γ pour tout i, et ou` si < |Ti(x)| < ti pour
tout i. Soit W ′0 l’intersection de W avec le domaine affino¨ıde Γ-strict de G
n,an
m,k
de´fini par la condition |T| ∈ P ; c’est un voisinage de ϕ(x) dans W ′. Quitte a`
remplacer W par W ×W ′ W ′0, on peut supposer que ϕ(W ) ∩ Sn est e´gal au
pave´ P .
On peut remplacer V par V ∩W , et donc supposer que V est un domaine
affino¨ıde Γ-strict de W . Il re´sulte du 4.6.4 que pour que 1), 2), 3) et 4) soient
vraies pour (V, ϕ), il suffit qu’elles le soient pour (W,ϕ).
(5.5.1) Preuve de 1, 2), et 3) pour (W,ϕ). Pour prouver 1), nous allons e´tablir
que ϕ−1|W (Sn) est un c-polytope analytique, en utilisant les conditions suffisantes
exhibe´es par le lemme 4.4. Commenc¸ons par une remarque : si (h1, . . . , hm) est
une famille de fonctions analytiques inversibles surW , et si l’image par |h| deW
est un c-polytope de (R∗+)
m, son image par (|h1|, . . . , |hℓ|) est un c-polytope
de (R∗+)
ℓ pour tout ℓ 6 m (on utilise la projection de (R∗+)
n sur les ℓ premie`res
coordonne´es).
En conse´quence, pour que les conditions suffisantes du lemme 4.4
sont satisfaites, il suffit que pour toute famille (h1, . . . , hℓ) de fonctions
inversibles sur W , l’application (|f1|, . . . , |fn|, |g1|, . . . , |gr|, |h1|, . . . |hℓ|) induise
un home´omorphisme entre Q := ϕ−1|W (Sn) et un c-polytope de (R
∗
+)
n+r+ℓ.
Soit donc (h1, . . . , hℓ) une famille de fonctions analytiques inversibles surW ,
et soit λ l’application (|f1|, . . . , |fn|, |g1|, . . . , |gr|, |h1|, . . . |hℓ|)|W . Le the´ore`me
3.2 assure que λ(W ) est un c-polytope de (R∗+)
n+r+ℓ. Comme les fonctions gi
se´parent les ante´ce´dents de ηr sur le corps L pour tout r, la restriction de λ
a` Q est injective, et induit en conse´quence, par un argument de compacite´, un
home´omorphisme entre Q et son image λ(Q) dans λ(W ). Soit π la projection
sur les n premie`res coordonne´es, de (R∗+)
n+r+ℓ sur (R∗+)
n.
Il reste a` s’assure que λ(Q) est un c-polytope. Pour cela, on choisit
une triangulation T de λ(W ) en c-polytopes convexes (on ne demande pas
qu’il s’agisse de simplexes) de sorte que la projection π sur les n premie`res
coordonne´es soit affine sur chacune des cellules ferme´es de la triangulation. On
note Q′ la re´union des cellules ferme´es et de dimension n de T auxquelles la
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restriction de π est injective ; nous allons montrer que λ(Q) = Q′, par double
inclusion.
On a λ(Q) ⊂ Q′. Soit ξ un point de λ(W ) − Q′. Le point ξ posse`de un
voisinage ouvert Ω dans λ(W ) dont l’image par π est contenue dans un polytope
compact de dimension n− 1.
L’image re´ciproque λ−1(Ω) est un ouvert de W . Si λ−1(Ω) rencon-
trait ϕ−1(Sn), alors en vertu du caracte`re ouvert des morphismes finis et
plats, son image par ϕ contiendrait un c-polytope analytique P ′ de Gn,anm,k ,
contenu dans Sn et de dimension n ; on aurait par construction P
′ ⊂ π(Ω),
en contradiction avec le choix de Ω. Ainsi, ξ /∈ λ(Q).
On a Q′ ⊂ λ(Q). Soit ξ un point de Q′. Supposons que λ−1(ξ) ne rencontre
pas ϕ−1(Sn). Par proprete´ topologique de λ, il existe un voisinage polytopal
compact R de ξ dans λ(W ) tel que λ−1(R) ne rencontre pas ϕ−1(Sn).
Soit y ∈ λ−1(R). Comme il n’appartient pas a` ϕ−1(Sn), la famille des f˜i(y)
est alge´briquement lie´e sur le corps gradue´ k˜ (0.12) ; le the´ore`me 3.3 assure
alors que y posse`de un voisinage analytique compact dans λ−1(R) dont l’image
par (|f1|, . . . , |fn|) est un polytope de dimension 6 n− 1.
Par compacite´, l’image de λ−1(R) par (|f1|, . . . , |fn|) est un polytope de
dimension 6 n − 1. Mais cette image est e´gale a` π(R). Or R est un voisinage
polytopal compact de ξ, lequel appartient a` Q′ ; par conse´quent, π(R) contient
un polytope de dimension n, et on aboutit ainsi a` une contradiction.
Il s’ensuit que 1) est satisfaite par (W,ϕ), et donc vraie en ge´ne´ral de`s
que m = 1.
Montrons maintenant 2). Il re´sulte de 1) que l’application (|f1|, . . . , |fn|)|Q
est c-line´aire par morceaux. En conse´quence, Q → Sn est c-line´aire par
morceaux. Par ailleurs, on a vu au 5.2 que les fibres de ϕ en les points de Sn sont
purement de dimension nulle. Par compacite´, les fibres de ϕ|W en les points de Sn
sont finies ; ainsi, Q → S est une application c-line´aire par morceaux a` fibres
finies, et c’est donc une immersion G-locale d’espaces c-line´aires par morceaux.
Il en re´sulte que 2) est vraie pour (W,ϕ), et donc en ge´ne´ral lorsque m = 1.
Il reste a` e´tablir 3). Soit F une extension comple`te de k. Conside´rons le
diagramme commutatif
(ϕ|W )
−1
F (Sn,F )

// Sn,F

ϕ−1|W (Sn)
// Sn
.
Les fle`ches horizontales sont, en vertu de l’assertion 2) de´ja` prouve´e lorsque m
est e´gal a` 1, des immersions G-locales d’espaces cF -line´aires par morceaux,
et la fle`che verticale de droite est un isomorphisme d’espaces cF -line´aires par
morceaux, d’apre`s la description directe de Sn, de Sn,F et des structures line´aires
par morceaux sur ces derniers. Il s’ensuit que la fle`che verticale de gauche est
une immersion G-locale d’espaces c-line´aires par morceaux. Elle est par ailleurs
surjective. En effet, soit y ∈ ϕ−1(Sn) et soit z le point de Sn,F qui correspond
a` ϕ(y) via l’home´omorphisme Sn,F → Sn. Tout ide´al maximal de la H (z)-
alge`bre finie et non nulle H (z)⊗H (ϕ(y) H (y)) de´finit alors un ante´ce´dent de z
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sur WF situe´ au-dessus de y. Ainsi, 3) est vraie pour (W,ϕ), et partant en
ge´ne´ral lorsque m = 1.
(5.5.2) Preuve de 4) pour (W,ϕ). Soit F une extension comple`te de F0. On
dispose d’un diagramme commutatif
ϕ−1F (Sn,F )

// Sn,F

ϕ−1F0 (Sn,F0)
// Sn,F0
dans lequel la fle`che verticale de droite est un home´omorphisme. Par
construction, les fonctions pi sont de´finies sur WF0 , et les fonctions |pi| se´parent
les points des fibres de chacune des deux fle`ches horizontales du diagramme. Il
s’ensuit imme´diatement que la fle`che verticale de gauche est injective. Comme
c’est par ailleurs, en vertu de l’assertion 3) de´ja` prouve´e pour m = 1, une
surjection, et une immersion G-locale d’espaces cF -line´aires par morceaux, c’est
un isomorphisme d’espaces cF -line´aires par morceaux. Ceci ache`ve de montrer 4)
pour (W,ϕ), et donc en ge´ne´ral lorsque m = 1.
(5.6) Preuve de 1) dans le cas ge´ne´ral. On peut la` encore, en vertu du lemme
4.8, raisonner G-localement sur X et donc supposer X compact. Pour tout j,
notons f1,j, . . . , fn,j les fonctions inversibles qui de´finissent ϕj . Soit Y l’espace
affine relatif sur X de dimension (relative) e´gale a` nm et soit (Ti,j) la famille
des fonctions coordonne´es sur Y . Pour tout i, posons gi =
∑
j fi,jTi,j .
Pour tout x ∈ X , de´signons par σ(x) le point ηri,j(x) de Yx ≃ Anm,anH (x) ,
ou` ri,j(x) est e´gal pour tout (i, j) a` 1/|fi,j(x)|. L’application σ est une section
de Y → X . Elle est continue : pour le voir, on se rame`ne imme´diatement
au cas ou` X est affino¨ıde, d’alge`bre associe´e A ; et l’on remarque alors que
pour tout polynoˆme P =
∑
aIT
I ∈ A [T] l’application qui envoie le point x
sur |P (σ(x))| = max |aI(x)|r(x)I est continue.
Soit ψ le morphisme Y → Gnm+n,anm de´fini par les Ti,j et les gi, et soit Θ le
ferme´ ψ−1(Sm+n) de Y . En vertu du cas m = 1 de´ja` traite´, Θ est un c-squelette
de Y .
(5.6.1) Soit x ∈ ⋃ϕ−1j (Sn). Le point y := σ(x) de Y appartient alors a` Θ. En
effet, soit j0 tel que x ∈ ϕ−1j0 (Sn). Il s’agit de montrer que(
(T˜i,j(y))i,j , (g˜i(y))i
)
est une famille alge´briquement inde´pendante sur le corps gradue´ k˜ (0.12). Or il
re´sulte de notre construction que :
– les T˜i,j(y) sont alge´briquement inde´pendants sur H˜ (x) , et a fortiori
sur k˜(f˜i,j(x))i,j ;
– les f˜i,j0(x) sont alge´briquement inde´pendants sur k˜.
L’assertion requise re´sulte de`s lors du lemme 5.7 ci-dessous.
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(5.6.2) Le cas m = 1 de´ja` traite´ assure que ϕ−1j (Sn) est un c-squelette
de X pour tout j ; il s’e´crit donc comme une union finie (Pj,ℓ)ℓ de c-polytopes
analytiques de X . En conse´quence, le compact
⋃
ϕ−1j (Sn) est une union finie
de c-polytopes analytiques de X .
Soient P et Q deux c-polytopes analytiques de X contenus dans
⋃
ϕ−1j (Sn).
Nous allons de´montrer que leur intersection est un c-polytope analytique de X ,
ce qui ache`vera de prouver que
⋃
ϕ−1j (Sn) est un squelette.
Comme P est un c-polytope analytique de X , il existe un domaine
analytique Γ-strict Z de X contenant P , et une famille (h1, . . . , hr) de fonctions
inversibles sur Z telles que (|h1|, . . . , |hr|) identifie P a` un c-polytope Π de (R∗+)r.
L’image re´ciproque de Z sur Y est un domaine analytique Γ-strict de Y . Son
intersection avec Θ est donc un sous-espace c-line´aire par morceaux de ce
dernier, et |hs||(Y×XZ)∩Θ est c-line´aire par morceaux pour tout s. En vertu
de 5.6.1, le compact σ(P ) est contenu dans (Y ×X Z) ∩Θ. Comme P ≃ σ(P ),
la famille (|h1|, . . . , |hr|)|(Y×XZ)∩Θ identifie σ(P ) au c-polytope Π.
Les fonctions |hs||(Y×XZ)∩Θ e´tant line´aires par morceaux, il en re´sulte
que σ(P ) est un c-polytope du squelette Θ, et que sa structure c-polytopale
est induite par l’home´omorphisme
(|h1|, . . . , |hr|)|σ(P ) : σ(P ) ≃ Π.
Autrement dit, σ induit un isomorphisme c-line´aire par morceaux entre P
et σ(P ). De meˆme, le compact σ(Q) est un c-polytope de Θ (et σ induit un
isomorphisme c-line´aire par morceaux entre Q et σ(Q).)
Comme σ(P ) et σ(Q) sont deux c-polytopes de Θ, leur intersection est un c-
polytope de Θ, et est donc un c-polytope de σ(P ). Il s’ensuit que P ∩ Q est
un c-polytope de P et donc un c-polytope analytique de X , ce qui ache`ve la
de´monstration du the´ore`me. 
(5.7) Lemme. Soit K un corps gradue´ et soit L une extension gradue´e de K.
Soient (fi,j) et (Ti,j) deux familles finies d’e´le´ments homoge`nes de L indexe´es
par les couples (i, j) d’entiers tels que 1 6 i 6 n et 1 6 j 6 m. Pour tout (i, j) on
note si,j le degre´ de Ti,j ; on suppose que pour tout i, les e´le´ments homoge`nes
Ti,jfi,j ont tous meˆme degre´ ri lorsque j varie de 1 a` m, et l’on pose gi =∑
j fi,jTi,j. On fait les hypothe`ses suivantes :
a) il existe j0 tel que la famille (fi,j0)i soit alge´briquement inde´pendante
sur K ;
b) la famille (Ti,j)i,j est alge´briquement inde´pendante sur K(fi,j)i,j .
La famille obtenue en concate´nant les familles (Ti,j)i,j et la famille (gi)i est
alors alge´briquement inde´pendante sur K.
De´monstration. Soit ρ > 0 et soit P un e´le´ment homoge`ne de degre´ ρ de
K[(Xi,j/si,j)i,j , Y1/r1, . . . , Yn/rn] tel que P ((Ti,j)i,j , g1, . . . , gn) = 0 ; on veut
montrer que P = 0, et l’on raisonne pour ce faire par l’absurde. On suppose
donc que P est non nul ; e´crivons
P =
∑
a(ei,j),(e′i)
∏
X
ei,j
i,j
∏
Y
e′i
i .
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L’ensemble E des multi-exposants ((ei,j), (e′i)) tels que a(ei,j),(e′i) 6= 0 est non
vide ; soit N le plus grand des entiers∑
i
ei,j0 +
∑
i
e′i
pour ((ei,j), (e
′
i)) parcourant E , et soit E
′ le sous-ensemble de E forme´ des
exposants en lesquels ce maximum est atteint.
On a
P ((Ti,j)i,j , g1, . . . , gn) =
∑
a(ei,j),(e′i)
∏
i,j
T
ei,j
i,j
∏
i
∑
j
fi,jTi,j
e
′
i
.
Lorsqu’on de´veloppe cette expression, on obtient une somme de termes de
la forme A(ei,j)
∏
T
ei,j
i,j , ou`
∑
ei,j0 6 N , et ou` A(ei,j) est somme de monoˆmes en
les fi,j qui sont tous homoge`nes de degre´ ρ
∏
s
−ei,j
i,j ; l’hypothe`se b) assure alors
que chacun des A(ei,j) est nul.
Soit ((ei,j), (e
′
i)) ∈ E . Il re´sulte de la de´finition de N que
a(ei,j),(e′i)
∏
T
ei,j
i,j
∏∑
j
fi,jTi,j
e
′
i
s’e´crit comme la somme de
a(ei,j),(e′i)
∏
f
e′i
i,j0
∏
T
ei,j
i,j
∏
T
e′i
i,j0
et de monoˆmes en les Ti,j dont le degre´ total (monomial) en les variables Ti,j0
est strictement infe´rieur a` N . Quant au degre´ monomial total en les variables
Ti,j0 du terme
a(ei,j),(e′i)
∏
f
e′i
i,j0
∏
T
ei,j
i,j
∏
T
e′i
i,j0
,
il est majore´ par N avec e´galite´ si et seulement si ((ei,j), (e
′
i)) ∈ E ′.
Fixons ((ei,j), (e
′
i)) ∈ E ′. Pour tout (i, j), l’on pose e′i,j = ei,j si j 6= j0 et
e′i,j0 = ei,j0 + e
′
i. Il de´coule de ce qui pre´ce`de que A(e′i,j) =
∑
a(εi,j),(ε′i)
∏
f
ε′i
i,j0
,
ou` ((εi,j), (ε
′
i)) parcourt la famille F des multi-exposants tels que l’on ait pour
tout (i, j) les e´galite´s εi,j = e
′
i,j si j 6= j0 et εi,j0+ε′i = e′i,j0 ; notons que la donne´e
de (ε′i) de´termine entie`rement un multi-exposant de F , et que ((ei,j), (e
′
i)) ∈ F .
Ainsi, A(e′i,j) apparaˆıt comme un polynoˆme en les fi,j0 . On a vu plus haut
que A(e′i,j) = 0, ce qui entraˆıne que chacun de ses coefficients est nul en vertu
de l’hypothe`se a) ; mais l’un de ses coefficients est e´gal a` a(ei,j),(e′i) qui est non
nul, ce qui de´bouche sur une contradiction et ache`ve la de´monstration. 
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