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Abstract. We prove there is an equivalence of ribbon categories between
a category introduced by Turaev whose morphisms are planar diagrams and
a full subcategory of the category of finite-dimensional modules over Uq(sl2).
Re´sume´. Nous construisons une e´quivalence de cate´gories rubane´es entre
une cate´gorie introduite par Turaev dont les morphismes sont des diagrammes
planaires et une sous-cate´gorie pleine de la cate´gorie des modules de dimension
finie sur Uq(sl2).
Introduction
Dans cet article nous re´solvons un proble`me souleve´ par V. Turaev en montrant que la cate´gorie
des repre´sentations de sl2 ou de son alge`bre enveloppante quantique peut se de´crire a` l’aide de
diagrammes planaires.
Le lien entre la the´orie des groupes quantiques et la the´orie des nœuds est maintenant bien
e´tabli. Rappelons que les groupes quantiques ont e´te´ introduits autour de 1983–85 par Drinfeld et
Jimbo. Ce sont des de´formations a` un parame`tre des alge`bres enveloppantes des alge`bres de Lie
semisimples. La the´orie des repre´sentations des groupes quantiques peut eˆtre conside´re´e comme
une ge´ne´ralisation puissante et fe´conde de la the´orie classique des repre´sentations des alge`bres
de Lie semisimples. Les repre´sentations des groupes quantiques forment ce que Turaev a appele´
une cate´gorie rubane´e, c’est-a`-dire une cate´gorie qui posse`de un produit tensoriel, un tressage et
une dualite´, ce qui permet d’e´tendre la notion de trace a` ce cadre. Ce sont ces caracte´ristiques
qui expliquent qu’a` partir d’une telle cate´gorie on peut construire des invariants d’entrelacs qui
ge´ne´ralisent le ce´le`bre invariant construit par Vaughan Jones en 1984. La construction d’invariants
topologiques a` partir des groupes quantiques et, plus ge´ne´ralement, de cate´gories rubane´es est due
a` Reshetikhin et Turaev [20].
Mots-cle´s : groupe quantique, invariant de nœuds, cate´gorie rubane´e, crochet de Kauffman, alge`bre de Temperley-Lieb.
Classification AMS : 17B37, 57M25, 81R50.
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Si les groupes quantiques ont des applications spectaculaires en the´orie des nœuds et en topologie
en dimension 2 et 3, le proble`me de savoir si on peut comple`tement de´crire les repre´sentations des
groupes quantiques et meˆme des groupes classiques en termes d’objets ge´ome´triques comme les
nœuds, les tresses ou leurs projections planaires reste largement ouvert. Le propos de cet article
est de s’attaquer au cas le plus simple, c’est-a`-dire a` celui de l’alge`bre de Lie semisimple sl2 et
de son avatar quantique. Nous construisons ici une e´quivalence de cate´gories entre une cate´gorie
de repre´sentations de l’alge`bre enveloppante quantique de sl2 et une cate´gorie V(a) construite
par Turaev [24], chap. XII, dans laquelle les morphismes sont des diagrammes planaires. Cette
e´quivalence pre´serve les structures rubane´es qui existent aussi bien du coˆte´ des repre´sentations que
du coˆte´ topologique. Nous de´montrons une telle e´quivalence pour toutes les valeurs ”ge´ne´riques”
du parame`tre q qui entre dans la de´finition de l’alge`bre enveloppante quantique de sl2 ainsi que
lorsque q est une racine de l’unite´ d’ordre pair ≥ 6.
Lorsque ce parame`tre est une racine de l’unite´ diffe´rente de 1, on sait que la cate´gorie des
repre´sentations d’une alge`bre enveloppante quantique n’est plus semisimple. Lusztig a conjecture´
une correspondance entre les repre´sentations des groupes quantiques aux racines de l’unite´ et
les repre´sentations modulaires du groupe alge´brique correspondant. Malgre´ la complexite´ de la
cate´gorie des repre´sentations pour q racine de l’unite´, nous en obtenons ne´anmoins une description
topologique a` condition de nous de´barrasser de ce que Turaev appelle les modules ne´gligeables.
Ces derniers sont des modules sur lesquelles la trace est identiquement nulle et apparaissent, par
exemple, dans les travaux de Reshetikhin et Turaev [20].
La cate´gorie V(a) de Turaev est une e´laboration des fameuses alge`bres de Temperley-Lieb
[22] utilisant les idempotents de Jones-Wenzl [7, 25]. Le rapport entre les alge`bres de Temperley-
Lieb et les invariants quantiques n’est pas nouveau. Il apparaˆıt par exemple dans les travaux de
[5, 8, 11, 14, 15, 16, 23]. T. Kerler [13] a montre´ que la cate´gorie des repre´sentations de Uq(sl2) est
de´termine´e par son groupe de Grothendieck, a` ce que Kazhdan et Wenzl [12] appelent un ”twisting”
pre`s (cf. [12] pour une extension du re´sultat de Kerler a` une alge`bre de Lie semisimple ge´ne´rale).
Comme conse´quence, la cate´gorie de repre´sentations de Uq(sl2) que nous conside´rons est e´quivalente
a` une version ”tordue” de la cate´gorie de Turaev. Dans cet article, nous obtenons un re´sultat plus
fort qui se passe de ”twisting” en construisant explicitement une e´quivalence de cate´gories. L’e´nonce´
principal du texte est le the´ore`me 2.1.
Voici le plan de l’article. Au §1, apre`s un bref rappel sur les cate´gories rubane´es, nous re´sumons
la the´orie des repre´sentations de Uq(sl2) aussi bien dans le cas ge´ne´rique que celui des racines de
l’unite´. Au §2, nous introduisons les diagrammes planaires, la cate´gorie V(a) et nous e´nonc¸ons le
the´ore`me principal. Nous construisons un foncteur F˜ de V(a) vers la cate´gorie des repre´sentations
de Uq(sl2) au §3. Le §4 est consacre´ a` une courte e´tude des morphismes de la cate´gorie V(a) et
a` des rappels sur la formule de Clebsch-Gordan. La de´monstration que F˜ est une e´quivalence de
cate´gories est donne´e au §5 pour le cas ge´ne´rique et au §6 pour le cas d’une racine de l’unite´.
1 Repre´sentations de Uq(sl2)
Nous rappelons les proprie´te´s des repre´sentations de Uq(sl2) dont nous aurons besoin par la
suite. Il est commode de les formuler en utilisant le langage des cate´gories rubane´es. Le contenu
des §§1.1-1.3 est tire´ de [9, 10, 24].
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1.1 Cate´gories mono¨ıdales
Rappelons qu’une cate´gorie mono¨ıdale est une cate´gorie C munie d’un foncteur ⊗ : C × C → C
et d’un objet I, appele´ objet unite´, tels que
(U ⊗ V )⊗W = U ⊗ (V ⊗W ), (1.1)
(f ⊗ g)⊗ h = f ⊗ (g ⊗ h), (1.2)
V ⊗ I = I = I ⊗ V, (1.3)
f ⊗ idI = f = idI ⊗f, (1.4)
pour tous les objets U , V , W et tous les morphismes f , g, h de C.
Ce que nous venons de de´finir est usuellement appele´ une cate´gorie mono¨ıdale stricte. Les
cate´gories de repre´sentations que nous conside´rerons ne sont e´videmment pas strictes et il con-
viendrait de remplacer les e´galite´s (1.1)-(1.4) par des isomorphismes naturels approprie´s. L’abus
que nous commettons en ne le faisant pas n’est pas se´rieux et la me´thode pour passer d’une cate´gorie
mono¨ıdale arbitraire a` une cate´gorie mono¨ıdale stricte est bien connue, cf. [18].
Les cate´gories mono¨ıdales que nous conside´rerons par la suite sont C-line´aires, ou` C de´signe le
corps des nombres complexes. Cela signifie que HomC(V,W ) est un C-espace vectoriel pour tout
couple d’objets (V,W ) de C et que la composition et le produit tensoriel des morphismes sont
biline´aires.
Par la suite, nous appellerons cate´gorie tensorielle toute cate´gorie mono¨ıdale C-line´aire telle
que l’espace vectoriel EndC(I) est de dimension 1.
Soient (C,⊗, I) et (C′,⊗, I ′) des cate´gories tensorielles. Nous dirons qu’un foncteur G : C → C′
conserve les structures tensorielles si les conditions suivantes sont re´alise´es :
1. Pour tout couple (x, y) d’objets de C, l’application G : HomC(x, y) → HomC′(G(x),G(y)) est
C-line´aire.
2. G(x⊗ y) = G(x)⊗ G(y) pour tout couple (x, y) d’objets et de morphismes de C ;
3. G(I) = I ′ et G re´alise un isomorphisme de EndC(I) sur EndC′(I
′) ;
1.2 Cate´gories rubane´es
Soit C une cate´gorie tensorielle, d’objet unite´ I. Un tressage est une famille d’isomorphismes
naturels c = (cV,W : V ⊗W → W ⊗ V ), ou` V,W de´crivent l’ensemble des objets de C, telle que
cU⊗V,W = (cU,V ⊗ idV )(idU ⊗cV,W ) et cU,V⊗W = (idV ⊗cU,W )(cU,V ⊗ idW )
pour tous les objets U, V,W de C. Nous dirons que C est munie d’une dualite´ si a` tout objet V on a
associe´ un objet V ∗, appele´ dual de V , et des morphismes bV : I −→ V ⊗ V
∗ et dV : V
∗ ⊗ V −→ I
dans C tels que
(idV ⊗ dV )(bV ⊗ idV ) = idV et (dV ⊗ idV ∗)(idV ∗ ⊗bV ) = idV ∗ . (1.5)
Enfin, une torsion dans C est une famille d’isomorphismes naturels θ = (θV : V → V ), ou` V de´crit
l’ensemble des objets de C, telle que
θV⊗W = cV,W cW,V (θV ⊗ θW )
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pour tous les objets V,W de C.
Une cate´gorie rubane´e est une cate´gorie tensorielle C munie d’un tressage c, d’une dualite´ (∗, b, d)
et d’une torsion θ telle que
(θV ⊗ idV ∗)bV = (idV ⊗θV ∗)bV
pour tout objet V de C.
1.3 Morphismes ne´gligeables
Soit (C,⊗, I, c, ∗, θ) une cate´gorie rubane´e, V un objet de C et f un endomorphisme de V . La
trace quantique de f est l’e´le´ment de EndC(I) de´fini par
trq(f) = dV cV,V ∗(θV f ⊗ idV ∗)bV . (1.6)
La trace quantique jouit des proprie´te´s suivantes :
1. Pour tous les morphismes f : V →W , g :W → V , nous avons trq(fg) = trq(gf).
2. Pour tous les endomorphismes f, g d’objets de C, nous avons trq(f ⊗ g) = trq(f) trq(g).
3. Pour tout endomorphisme k de I, nous avons trq(k) = k.
Un morphisme f : V →W dans C est dit ne´gligeable si trq(fg) = 0 pour tout g ∈ HomC(W,V ).
Un objet V de C est dit ne´gligeable si son morphisme identite´ est ne´gligeable, i.e. trq(f) = 0
pour tout endomorphisme f de V . Il en re´sulte que, pour tout objet W de C, tout morphisme
de HomC(V,W ) ou HomC(W,V ) est ne´gligeable si V est ne´gligeable. La composition et le pro-
duit tensoriel d’un morphisme ne´gligeable avec n’importe quel autre morphisme est un morphisme
ne´gligeable. Nous en de´duisons que le produit tensoriel d’un objet ne´gligeable avec n’importe quel
autre objet est un objet ne´gligeable, cf. [24], chap. XI.
Nous notons NeglC(V,W ) le sous-espace vectoriel de HomC(V,W ) des morphismes ne´gligeables
et posons homC(V,W ) = HomC(V,W )/NeglC(V,W ). Nous pouvons alors de´finir une cate´gorie C
ayant les meˆmes objets que C et telle que HomC(V,W ) = homC(V,W ) pour tout couple (V,W ) d’ob-
jets de C. Turaev ([24], chap. XI) appelle cette cate´gorie la cate´gorie purifie´e de C. Par construction,
C est une cate´gorie rubane´e qui n’admet pas de morphismes ne´gligeables non nuls.
1.4 Rappels sur Uq(sl2)
Pour plus de de´tails, voir [4, 3, 6, 9, 10, 20, 24]. Soit q un nombre complexe diffe´rent de ±1.
L’alge`bre enveloppante quantifie´e Uq(sl2) est l’alge`bre engendre´e sur C par K, K
−1, X et Y et les
relations
KK−1 = K−1K = 1,
KXK−1 = q2X, KYK−1 = q−2Y,
XY − Y X =
K −K−1
q − q−1
.
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L’alge`bre Uq(sl2) est une alge`bre de Hopf dont la comultiplication ∆, la cou¨nite´ ε et l’antipode S
sont de´termine´es par
∆(X) = 1⊗X +X ⊗K, ∆(Y ) = K−1 ⊗ Y + Y ⊗ 1, ∆(K) = K ⊗K,
S(X) = −XK−1, S(Y ) = −KY, S(K) = K−1
ε(X) = 0, ε(Y ) = 0, ε(K) = 1.
Nous supposerons que q est un nombre complexe ge´ne´rique (c’est a` dire non racine de l’unite´)
ou bien une racine primitive 2re`me de l’unite´, ou` r est un entier, r ≥ 3. On de´finit J˜ = J˜(q) comme
l’ensemble des entiers ≥ 0 si q est ge´ne´rique et comme l’ensemble fini {0, . . . , r − 2} si q est une
racine primitive 2re`me de l’unite´. Pour tout entier n ∈ J˜ il existe un Uq(sl2)-module simple Vn de
dimension n + 1, isomorphe a` son dual. Lorsque q est ge´ne´rique, tout Uq(sl2)-module simple est
isomorphe a` un module Vn, au produit tensoriel par un module de dimension 1 pre`s, cf. [17, 21].
Lorsque q est une racine primitive 2re`me de l’unite´, tout module simple de dimension n < r est
isomorphe a` Vn, au produit tensoriel par un module de dimension 1 pre`s. En outre, il n’y a pas de
module simple de dimension n > r (cf. par exemple [4, 9]).
Notons R(q) la sous-cate´gorie pleine des Uq(sl2)-modules de dimension finie dont les objets sont
les produits tensoriels des modules simples Vn. Notre but est de de´crire topologiquement la cate´gorie
rubane´e R(q) associe´e a` R(q) par la proce´dure de purification de´crite au §1.3. On notera que, si q
est ge´ne´rique, alors R(q) = R(q). En effet, lorsque q est ge´ne´rique, la cate´gorie des Uq(sl2)-modules
de dimension finie est semisimple. Par conse´quent, d’apre`s [24], chap. XI, il n’y a pas de morphisme
ne´gligeable non nul entre Uq(sl2)-modules de dimension finie.
2 Enonce´ du the´ore`me principal
Le but de ce paragraphe est de de´finir la cate´gorie V(a) de Turaev et d’e´noncer le the´ore`me qui
la relie aux cate´gories R(q) et R(q) introduites pre´ce´demment.
2.1 Diagrammes
Soient k et ℓ deux entiers positifs. Un diagramme de type (k, ℓ) consiste en un nombre fini d’arcs
et de cercles immerge´s dans la bande R× [0, 1]. On suppose que l’immersion n’admet que des points
doubles ordinaires et que les extre´mite´s des arcs sont k points distincts fixe´s sur la droite R × 0
(les ”entre´es”) et ℓ points distincts fixe´s sur la droite R× 1 (les ”sorties”). A chaque croisement on
distingue un brin passant dessus et un brin passant dessous. De plus, les diagrammes sont conside´re´s
a` isotopie de R× [0; 1] fixant les bords pre`s et conservant les croisements et les passages supe´rieurs
et infe´rieurs.
Fixons un nombre complexe a non nul. On de´finit alors Ek,ℓ comme l’espace vectoriel sur C
engendre´ par les classes d’isotopie des diagrammes de type (k, ℓ) modulo les relations suivantes :
D ∪ = −(a2 + a−2)D, (2.1)
= a + a−1 . (2.2)
Dans la premie`re relation, D ∪ est la classe d’isotopie de l’union disjointe du diagramme D et
d’un cercle. La deuxie`me relation lie trois diagrammes qui sont e´gaux sauf dans un disque du plan
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ou` ils sont comme indique´. Cette relation s’appelle la relation de Kauffman. Il est connu (cf. [11])
que l’espace Ek,ℓ a pour base l’ensemble des classes d’isotopie des diagrammes simples, c’est-a`-dire
ceux qui ne contiennent ni croisements, ni cercles.
2.2 La cate´gorie de Temperley-Lieb
Nous sommes maintenant en mesure de de´finir la cate´gorie de Temperley-Lieb S(a). Ses objets
sont les entiers naturels. Un morphisme k → ℓ est un e´le´ment de Ek,ℓ. Lorsque D1 et D2 sont des
diagrammes de type respectif (ℓ,m) et (k, ℓ), la composition D1◦D2 est le diagramme de type (k,m)
obtenu en posant D1 au-dessus de D2 et en collant chaque sortie de D2 a` l’entre´e correspondante de
D1. Cette ope´ration s’e´tend par line´arite´ a` tous les morphismes. Le morphisme identite´ de l’objet
k est la classe d’isotopie du diagramme simple a` k brins verticaux.
On munit S(a) d’une structure de cate´gorie mono¨ıdale de la manie`re suivante. Le produit
tensoriel de deux objets k, ℓ est leur somme : k⊗ ℓ = k+ ℓ. L’objet unite´ est 0. Le produit tensoriel
de deux diagrammes D1 ⊗ D2 est donne´ par la juxtaposition de ces deux diagrammes, D1 e´tant
place´ a` gauche de D2. Cette ope´ration est e´tendue a` tous les morphismes par line´arite´. La cate´gorie
S(a) est tensorielle car E0,0 est isomorphe a` C. Elle est munie d’une structure rubane´e pour laquelle
tout objet est autodual : k∗ = k, et les morphismes de structures cn,m, θn, bn et dn sont de´finis par
les diagrammes de la figure 1.
cn,m =
. . .
n m
. .
. . .. .
, θn = (−1)
n
n
. . .
. . .
, bn =
n
. . . . . .
, dn =
n
. . . . . . .
Figure 1.
2.3 Les idempotents de Jones-Wenzl
Il est bien connu (cf. [24], XII.3 et XII.4, [25]) que, pour k ≥ 1, l’alge`bre de Temperley-Lieb
Ek = Ek,k est engendre´e par les k−1 e´le´ments e1, . . . , ek−1 ou` ei est le diagramme simple de´fini par
la figure 2. Pour chaque k strictement infe´rieur a` l’ordre de a4, l’alge`bre Ek contient un idempotent
central particulier, appele´ l’idempotent de Jones-Wenzl : il est de´fini comme l’unique e´le´ment fk ∈
Ek tel que fk − 1k soit un polynoˆme non commutatif sans terme constant en e1, . . . , ek−1 et tel que
fkei = eifk = 0 pour tout i = 1, . . . , k − 1.
i i + 1
i − 1 k − i − 1
. . . . . .
Figure 2.
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2.4 La cate´gorie de Turaev
Nous supposons que le nombre complexe a est ge´ne´rique ou qu’il est une racine 4re`me de l’unite´
ou` r ≥ 3. L’ensemble J = J(a) est de´fini comme l’ensemble des entiers ≥ 1 si a est ge´ne´rique et
comme l’ensemble fini {1, 2, . . . , r − 2} si a est une racine 4re`me de l’unite´.
Dans [24], chap. XII, Turaev a construit une cate´gorie V(a) dont les objets sont les suites
finies s = (n1, . . . , nm) d’e´le´ments de J , y compris la suite vide ∅. Pour une telle suite, on pose
|s| = n1 + · · · + nm et
fs = fn1 ⊗ · · · ⊗ fnm ∈ E|s|. (2.3)
On convient que f∅ = 1 ∈ E0. Les morphismes de V(a) sont des morphismes particuliers de S(a).
Soient s et s′ des objets de V(a). Pour tout morphisme g ∈ E|s|,|s′|, on pose
ĝ = fs′gfs ∈ E|s|,|s′|. (2.4)
On obtient ainsi un endomorphisme idempotent g 7→ gˆ : E|s|,|s′| → E|s|,|s′|. Nous de´finissons alors
HomV(a)(s, s
′) comme l’image de cet endomorphisme :
HomV(a)(s, s
′) = Ê|s|,|s′| = {ĝ, g ∈ E|s|,|s′|}. (2.5)
La composition des morphismes dans V(a) est induite par celle dans S(a).
La cate´gorie V(a) est une cate´gorie rubane´e au sens du §1.2. Le produit tensoriel de deux objets
s, s′ est la concate´nation ss′ des suites. L’objet unite´ est la suite vide. Le produit tensoriel des
morphismes est induit par celui des morphismes de S(a). Si s et s′ sont des objets de V(a), le
tressage cs,s′ : s⊗ s
′ → s′ ⊗ s est donne´ par
cs,s′ = ĉ|s|,|s′| = (fs′ ⊗ fs)c|s|,|s′|(fs ⊗ fs′). (2.6)
Le dual s∗ d’un objet s = (n1, . . . , nm) est
s∗ = (nm, . . . , n1). (2.7)
Les morphismes bs : C→ s⊗ s
∗, ds : s
∗ ⊗ s→ C et la torsion θs : s→ s sont de´finis par
bs = b̂|s| = (fs ⊗ fs∗)b|s|, (2.8)
ds = d̂|s| = d|s|(fs∗ ⊗ fs), (2.9)
θs = θ̂|s| = fsθ|s|fs. (2.10)
Nous noterons V(a) la cate´gorie rubane´e obtenue a` partir de V(a) en annulant les morphismes
ne´gligeables comme au §1.3. Nous e´nonc¸ons maintenant le re´sultat principal de l’article. C’est une
re´ponse au proble`me 24 souleve´ par Turaev dans [24], p. 572.
The´ore`me 2.1 Soit a un nombre complexe et q = a2. Alors
1. si a et q sont ge´ne´riques, il existe un e´quivalence de cate´gories F˜ : V(a)→R(q) ;
2. si a est une racine primitive 4re`me de l’unite´ avec r ≥ 3 et q une racine primitive 2re`me de
l’unite´, il existe une e´quivalence de cate´gories F : V(a)→R(q).
Les foncteurs F˜ et F re´alisant l’e´quivalence conserve les structures rubane´es.
La premie`re partie du the´ore`me sera de´montre´e au §5, la seconde au §6.
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3 Construction d’un foncteur V(a) −→ R(q)
Nous fixons pour toute la suite deux nombres complexes a et q tels que q = a2. Nous supposons
en outre que a est soit ge´ne´rique, soit une racine primitive 4re`me de l’unite´ avec r ≥ 3. En reprenant
les notations des §1.4 et §2.4, nous avons J˜ = J ∪ {0}. Nous noterons Uq-Mod la cate´gorie des
Uq(sl2)-modules de dimension finie.
Nous commenc¸ons par rappeler quelques proprie´te´s du module fondamental V1 de dimension 2,
que nous noterons V .
3.1 Le module fondamental de Uq(sl2)
Le module fondamental admet une base (v0, v1) telle que
Kv0 = qv0, Xv0 = 0, Y v0 = v1,
Kv1 = q
−1v1, Xv1 = v0, Y v1 = 0.
Soit (v0, v1) la base duale de (v0, v1). Nous faisons le choix d’une racine carre´e q
1/2 de q. Le tressage
cV,V ∈ EndR(q)(V ⊗ V ) est donne´ dans la base (v0, v1) par
cV,V (v0 ⊗ v0) = q
1/2 v0 ⊗ v0, cV,V (v0 ⊗ v1) = q
−1/2 v1 ⊗ v0, (3.1)
cV,V (v1 ⊗ v1) = q
1/2 v1 ⊗ v1, cV,V (v1 ⊗ v0) = q
−1/2 v0 ⊗ v1 + q
−1/2(q − q−1) v1 ⊗ v0. (3.2)
Les morphismes bV : C→ V ⊗ V
∗ et dV : V
∗ ⊗ V → C sont donne´s par
bV (1) = v0 ⊗ v
0 + v1 ⊗ v
1 et dV (v
i ⊗ vj) = δij . (3.3)
Enfin la torsion θV : V → V est donne´e par
θV = q
3/2 idV . (3.4)
Au §3.2, nous construisons un foncteur F : S(a) −→ Uq-Mod conservant les structures rubane´es.
La cate´gorie S(a) e´tant auto-duale, alors que la cate´gorie Uq-Mod ne l’est pas (mais tout module est
isomorphe a` son dual), nous devons faire le choix d’un isomorphisme entre le module fondamental
V et son dual. On de´finit le morphisme de Uq(sl2)-modules α : V → V
∗ par
α(v0) = v
1 et α(v1) = −q
−1v0. (3.5)
Il est aise´ de voir que α est un isomorphisme. Posons e´galement d = dV (α ⊗ idV ) : V ⊗ V → C et
b = (idV ⊗α
−1)bV : C→ V ⊗ V , qui ve´rifient
b(1) = v1 ⊗ v0 − q v0 ⊗ v1, d(v0 ⊗ v0) = d(v1 ⊗ v1) = 0,
d(v0 ⊗ v1) = 1, d(v1 ⊗ v0) = −q
−1.
(3.6)
Des calculs e´le´mentaires montrent alors que
db = −(q + q−1), (3.7)
cV,V = q
1/2 idV ⊗2 +q
−1/2 bd. (3.8)
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3.2 Un foncteur F : S(a) −→ Uq-Mod
Nous voulons de´finir un foncteur F˜ : V(a) → R(q), conservant les structures tensorielles
et les structures rubane´es. Pour cela, nous rappelons la construction bien connue d’un foncteur
F : S(a) −→ Uq-Mod (prop. 3.1), conservant les structures tensorielles, ainsi que les structures
rubane´es.
Proposition 3.1 Il existe un unique foncteur F : S(a) −→ Uq-Mod conservant les structures
tensorielles tel que
F(1) = V, F ( ) = b et F ( ) = d.
En outre, pour tout couple (n,m) d’objets de S(a), on a
F(cn,m) = cF(n),F(m),
F(bn) =
(
idF(n)⊗(α
−1)⊗n
)
bF(n) et F(dn) = dF(n)
(
α⊗n ⊗ idF(n)
)
,
F(θn) = θF(n).
De´monstration. La construction d’un foncteur sur S(a) conservant les structures tensorielles est
bien connue. Nous la rappelons brie`vement. On de´finit F sur les objets par F(n) = V ⊗n. D’apre`s le
§2.1, pour de´finir F sur les morphismes, il suffit de connaˆıtre sa valeur sur les diagrammes simples.
La valeur de F( ) et F( ) e´tant donne´e, (ne´cessairement F( ) = idV car F est un foncteur),
l’image par F de tout diagramme simple est de´finie par compositions et produits tensoriels. Par
construction, F conserve les structures tensorielles. Il reste a` ve´rifier (2.1), ce qui est imme´diat par
(3.7) lorsque q = a2.
Ve´rifions alors les quatre e´galite´s annonce´es. Celles concernant F(bn) et F(dn) sont imme´diates.
Montrons que F(cn,m) = cF(n),F(m), relation qu’il suffit de ve´rifier pour n = m = 1 graˆce aux
proprie´te´s des tressages. Puisque dans S(a) le morphisme c1,1 est donne´ par (2.2), il suffit de
ve´rifier que dans R(q), on a cV,V = a idV ⊗2 +a
−1 bd, ce qui re´sulte de (3.8) lorsque q = a2. La
dernie`re relation se montre de la meˆme manie`re.
3.3 Le foncteur F˜ : V(a) −→ R(q)
A partir du foncteur F : S(a) → Uq-Mod nous de´finissons un foncteur F˜ : V(a) → Uq-Mod
comme suit :
1. F˜(s) = F(fs)V
⊗|s| pour tout objet s de V(a) ;
2. F˜(ĝ) = F(ĝ) pour tout morphisme ĝ de V(a).
Il est clair que F˜ conserve les structures tensorielles.
Proposition 3.2 Le foncteur F˜ est a` valeurs dans R(q). Comme foncteur V(a) → R(q), il est
essentiellement surjectif.
De´monstration. Puisque F˜ conserve les structures tensorielles, il suffit de montrer que si n ∈ J ,
alors F˜(n) ∼= Vn. Soit pn ∈ EndR(q)(V
⊗n) l’idempotent de´termine´ par
pn(w) =
{
w si w est de plus haut poids n,
0 si w est de plus haut poids p < n.
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Donc pn(V
⊗n) ∼= Vn. D’apre`s [19], on a F(fn) = pn. Par conse´quent, F˜(n) = pn(V
⊗n) ∼= Vn.
Pour montrer que F˜ induit un foncteur F : V(a)→R(q) sur les cate´gories purifie´es, nous avons
besoin du lemme suivant.
Lemme 3.3 Pour tout couple d’objets (s, s′) de V(a), on a
F˜(cs,s′) = cF˜(s),F˜(s′),
F˜(bs) =
(
idF˜(s)⊗(α
−1)⊗|s|
)
bF˜(s) et F˜(ds) = dF˜(s)
(
α⊗|s| ⊗ idF˜(s)
)
,
F˜(θs) = θF˜(s).
Pour tout morphisme g de V(a), nous avons
trq(F˜(g)) = F˜(trq(g)).
De´monstration. Nous laissons le soin au lecteur de ve´rifier les quatres premie`re relations qui
de´coulent de la proposition 3.1. Nous ve´rifions la cinquie`me. Soit s un objet de V(a), g ∈ EndS(a)(|s|)
et ĝ l’e´le´ment correspondant de EndV(a)(s). Par de´finition de la trace quantique, on a
trq(ĝ) = dscs,s(θsĝ ⊗ ids)bs.
Par conse´quent,
F˜(trq(ĝ)) = F˜(ds)F˜(cs,s)(F˜(θs)F˜(ĝ)⊗ F˜(ids))F˜(bs)
= dF˜(s)(α
⊗|s| ⊗ idF˜(s))cF˜(s),F˜(s)(θF˜(s)F˜(ĝ)⊗ idF˜(s))(idF˜(s)⊗(α
−1)⊗|s|)bF˜(s)
= dF˜(s)(α
⊗|s| ⊗ idF˜(s))cF˜(s),F˜(s)(idF˜(s)⊗(α
−1)⊗|s|)(θF˜(s)F˜(ĝ)⊗ idF˜(s))bF˜(s)
= dF˜(s)(α
⊗|s| ⊗ idF˜(s))((α
−1)⊗|s| ⊗ idF˜(s))(θF˜(s)F˜(ĝ)⊗ idF˜(s))bF˜(s)
= trq(F˜(ĝ)).
L’avant dernie`re e´galite´ provient de la naturalite´ du tressage.
Corollaire 3.4 Le foncteur F˜ induit un foncteur fide`le F : V(a)→R(q).
De´monstration. L’existence du foncteur induit est une conse´quence imme´diate de la dernie`re
e´galite´ du lemme pre´ce´dent.
De´montrons la fide´lite´ de F : V(a)→R(q). Soit h : s→ s′ un morphisme de V(a) dont l’image
dans V(a) est note´e h. Si F(h) = 0 dans R(q), alors F˜(h) est ne´gligeable dans R(q). En particulier,
pour tout morphisme g : s′ → s de V(a), on a trq(F˜(h)F˜(g)) = 0. Le lemme 3.3 implique que
F˜(trq(hg)) = 0. Comme l’application
F˜ : EndV(a)(∅) −→ EndR(q)(V0)
applique le diagramme vide sur l’identite´ de V0, c’est un isomorphisme. On en de´duit que trq(hg) = 0
ce qui prouve que h est ne´gligeable dans V(a), donc que h = 0.
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4 Pre´liminaires techniques
Au §4.1 nous exhibons une base simple pour chaque espace de morphismes dans la cate´gorie
V(a) du §2.4. Au §4.2, nous donnons quelques rappels sur la formule de Clebsch-Gordan pour
Uq(sl2).
4.1 Les morphismes de V(a)
Etant donne´ deux objets s = (n1, . . . , nm) et s
′ = (n′1, . . . , n
′
m′) de V(a), on dit qu’un diagramme
simple D est du bon type (s, s′) s’il est du type (|s|, |s′|) et si
D̂ = fs′Dfs 6= 0.
Lemme 4.1 Les e´le´ments D̂, ou` D est du bon type (s, s′), forment une base de HomV(a)(s, s
′).
De´monstration. Ce lemme de´coule des e´galite´s fnei = eifn = 0 pour tout i = 1, . . . , n − 1. En
effet, pour tout k ≥ 1, il existe un diagramme Pk tel que fk = 1k + Pk et fkPk = Pkfk = 0. Nous
en de´duisons que
fs = 1|s| +
∑
j
Qj , fs′ = 1|s′| +
∑
j′
Q′j′ ,
ou` les Qj (resp. les Q
′
j′) sont des diagrammes ve´rifiant fsQj = Qjfs = 0 (resp. fs′Q
′
j′ = Q
′
j′fs′ = 0).
Par conse´quent,
D̂ = fs′Dfs = D +
∑
i
λi D˜i,
ou` λi ∈ C et ou` tous les D˜i sont des diagrammes simples du type (|s|, |s
′|) tels que fsD˜ifs′ = 0,
donc tous distincts de D si D̂ 6= 0.
Remarque : Un diagramme est donc du bon type si on ne peut pas factoriser 1(n1+···+nk−1)⊗
ei ⊗ 1
(nk+1+···+nm) en entre´e ou 1
(n′1+···+n
′
k′−1
)
⊗ ei ⊗ 1
(n′
k′+1
+···+n′
m′
)
en sortie. La figure 3 donne un
exemple d’un diagramme du bon type (s, s′), ou` s = (3, 3, 3, 4) et s′ = (2, 2).
Figure 3.
j
n− j m − j
Figure 4.
Pour terminer ce paragraphe, nous de´finissons des diagrammes du bon type particuliers. Soit j
un entier ve´rifiant 0 ≤ j ≤ inf(n,m). On de´finit Dn,m,j ∈ En+m,n+m−2j comme la classe d’isotopie
du diagramme simple de la figure 4 ou`, par convention, un entier p coloriant un arc signifie p arcs
paralle`les.
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4.2 Clebsch-Gordan
Le produit tensoriel des deux modules Vn et Vm (n,m ∈ J˜) ve´rifie la formule de Clebsch-Gordan
Vn ⊗ Vm ∼=
n+m⊕
k=|n−m|
k≡n+mmod 2
Vk (4.1)
si n +m ∈ J˜ . Si n +m 6∈ J˜ (ce qui n’arrive que si q est une racine primitive 2re`me de l’unite´ et
n+m > r − 2), alors
Vn ⊗ Vm ∼=
2r−4−n−m⊕
k=|n−m|
k≡n+mmod 2
Vk ⊕ Z (4.2)
ou` Z est un module ne´gligeable. Une telle de´composition e´tant unique a` isomorphisme pre`s, nous
parlerons des parties semisimple et ne´gligeable de Vn ⊗ Vm. (cf. [1, 2, 3, 20]).
En ite´rant (4.1), on obtient, pour tout entier n ∈ J , une de´composition de la forme
V ⊗n ∼= Vn ⊕
⊕
ki<n
Vki . (4.3)
Nous rappelons e´galement la forme ge´ne´rale des vecteurs de plus haut poids d’un produit ten-
soriel W ⊗W ′ de deux modules. Soient w ∈W un vecteur de plus haut poids n, w′ ∈W ′ un vecteur
de plus haut poids m et p un entier ≥ 0. Posons
v(w,w′, p) =
p∑
i=0
(−1)i
[m− p+ i]q![n− i]q!
[i]q![p− i]q![m− p]q![n]q!
q−i(m−2p+i+1) (Y pw)⊗ (Y p−iw′), (4.4)
ou` [k]! = [k][k − 1] · · · [1] si k est un entier ≥ 1 et [0]! = 1 par convention. Nous avons alors les
re´sultats qui suivent (cf. [9], p.157).
1. Lorsque q est ge´ne´rique, un vecteur de W ⊗W ′ est de plus haut poids k si et seulement s’il
est e´gal a` un vecteur v(w,w′, p), avec 0 ≤ p ≤ inf(n,m) et n+m− 2p = k.
2. Lorsque q est une racine primitive 2re`me de l’unite´, supposons, en outre, que W et W ′ se
de´composent en sommes directes d’une partie semisimple et ne´gligeable, i.e.
W ∼= P ⊕ Z, W ′ ∼= P ′ ⊕ Z ′,
ou` Z et Z ′ sont des modules ne´gligeables et P et P ′ sont sommes directes de modules Vn, n ∈
J . Dans ce cas, un vecteur de la partie semisimple de W ⊗W ′ est de plus haut poids k si et
seulement s’il est e´gal a` un vecteur v(w,w′, p), avec 0 ≤ p ≤ inf(n,m), n +m − 2p = k et
k ≤ inf(n+m, 2r − 4− n−m).
5 Pleine fide´lite´ : cas ge´ne´rique
Nous fixons un nombre complexe a ge´ne´rique et posons q = a2. Pour de´montrer le premier
point du the´ore`me 2.1, il suffit, au vu de la proposition 3.2, d’e´tablir la pleine fide´lite´ du foncteur
F˜ : V(a)→R(q) de´fini au 3.3. Il s’agit de montrer le the´ore`me suivant.
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The´ore`me 5.1 Pour tout couple (s, t) d’objets de V(a), l’application
F˜ : HomV(a)(s, t) −→ HomR(q)(F˜(s), F˜(t))
est un isomorphisme.
Nous de´montrerons ce the´ore`me par re´currence sur la longueur de t. Les propositions 5.4 et 5.9
concernent le cas ou` t est de longueur 1 et le §5.3 traite le cas ge´ne´ral.
Remarquons que le the´ore`me est vrai lorsque s et t sont de longueur 0 ou 1. En effet, les
conside´rations du §4.1 impliquent que, dans ce cas,
HomV(a)(s, t) =
{
C ids si s = t,
0 sinon.
D’apre`s le lemme de Schur, il en est de meˆme de HomR(q)(F˜(s), F˜(t)).
Dans toute la suite de l’article, nous conviendrons que la suite (0) repre´sente la suite vide de
V(a), ce qui permet de la traiter comme un objet de longueur 1.
5.1 Cas de F˜ : HomV(a)((n,m), (k))→ HomR(q)(F˜((n,m)), F˜(k))
On fixe deux entiers n et m > 0 et un entier k ≥ 0. Si j ≥ 0 est un entier , on note idj le
morphisme identite´ de V ⊗j . Le but du §5.1 est de de´montrer le the´ore`me 5.1 pour s = (n,m) et
t = (k).
Lemme 5.2 Si 0 ≤ k < |n−m|, ou bien n+m < k, ou bien k 6≡ n+mmod2, alors
HomV(a)((n,m), (k)) = 0 et HomR(q)(F˜(n,m), F˜(k)) = 0.
Sinon,
HomV(a)((n,m), (k)) = C D̂n,m,j,
(ou` j est l’unique entier ve´rifiant 0 ≤ j ≤ inf(n,m) et n+m− 2j = k) et
dimC
(
HomR(q)(F˜(n,m), F˜ (k))
)
= 1.
De´monstration. Le calcul de la dimension de HomR(q)(F˜(n,m), F˜(k)) provient de la formule
(4.1) et du lemme de Schur. La de´termination de HomV(a)((n,m), (k)) est imme´diate de`s que l’on a
remarque´ que s’il existe un diagramme du bon type ((n,m), (k)), alors c’est le diagramme Dn,m,j,
ou` j ve´rifie les conditions de l’e´nonce´.
Nous avons maintenant besoin de la formule (4.4) et des notations qui y sont rattache´es. Pour
tout entier j tel que 0 ≤ j ≤ inf(n,m), de´finissons
v(j)n,m = v(v
⊗n
0 , v
⊗m
0 , j) ∈ F˜(n,m) (5.1)
et
bn,m,j = q
−m+j−1 [n+m− j + 1]q
[n]q
. (5.2)
D’apre`s les rappels subordonne´s a` (4.4), les vecteurs v
(j)
n,m sont des vecteurs de plus haut poids
n +m − 2j, et pour tout vecteur v de plus haut poids ℓ de F˜(n,m), il existe un (unique) j avec
0 ≤ j ≤ inf(n,m), tel que v soit proportionnel a` v
(j)
n,m.
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Lemme 5.3 Pour n ≥ 1, m ≥ 1 et 0 ≤ j ≤ inf(n,m), l’application g = idn−1⊗d ⊗ idm−1 :
F˜(n,m)→ F˜(n− 1,m− 1) ve´rifie
g(v(j)n,m) = bn,m,j v
(j−1)
n−1,m−1
ou`, par convention, v
(−1)
n−1,m−1 = 0.
De´monstration. Rappelons que l’application d : V ⊗ V → C est de´finie par (3.6). On remarque
que g(v
(j)
n,m) ∈ F˜(n− 1,m− 1) et est de plus haut poids n+m− 2j = (n− 1) + (m− 1)− 2(j − 1).
On peut alors utiliser la remarque pre´ce´dant l’e´nonce´ : on a g(v
(j)
n,m) = γ v
(j−1)
n−1,m−1, ou` γ est un
certain nombre complexe. Pour calculer γ, il suffit par exemple de comparer les coefficients devant
v
⊗(n−1)
0 ⊗ Y
j−1v
⊗(m−1)
0 dans g(v
(j)
n,m) et v
(j−1)
n−1,m−1. Comme
∆(Y i) =
i∑
s=0
qs(i−s)
[i]q!
[s]q![i− s]q!
(Y sKs−i)⊗ Y i−s
(cf. par exemple [9]), nous avons
g
(
Y iv⊗n0 ⊗ Y
jv⊗m0
)
= δi0[j]qY
iv
⊗(n−1)
0 ⊗ Y
j−1v
⊗(m−1)
0 − δj0[i]qq
i−j−n−1Y i−1v
⊗(n−1)
0 ⊗ Y
jv
⊗(m−1)
0 ,
ou` δkl est le symbole de Kronecker. Posons alors
cn,mj,i = (−1)
i [m− j + i]q![n− i]q!
[i]q![j − i]q![m− j]q![n]q!
q−i(m−2j+i+1).
Nous avons donc
g(v(j)n,m) = (c
n,m
j,0 [j]q − c
n,m
j,1 q
−j−n+1) v
⊗(n−1)
0 ⊗ Y
j−1v
⊗(m−1)
0 + v,
ou` v est une combinaison line´aire de Y iv
⊗(n−1)
0 ⊗ Y
j−1−iv
⊗(m−1)
0 avec i 6= 0. Or
cn,mj,0 [j]q − c
n,m
j,1 q
−j−n+1 =
[m− j]q![n]q![j]q
[j]q![m− j]q![n]q!
+
[m− j + 1]q![n− 1]q!
[j − 1]q![m− j]q![n]q!
q−m+2j−2−n−j+1
=
[n]q + [m− j + 1]qq
−m−n+j−1
[j − 1]q![n]q
= bn,m,j c
n−1,m−1
j−1,0 ,
ce qui ache`ve la de´monstration du lemme.
Proposition 5.4 L’application F˜ : HomV(a)((n,m), (k)) −→ HomR(q)(F˜((n,m), (k))) est un iso-
morphisme.
De´monstration. Au vu du lemme 5.2, il nous reste a` traiter le cas
|n−m| ≤ k ≤ n+m et k ≡ n+mmod2,
i.e. le cas ou` il existe un entier j tel que 0 ≤ j ≤ inf(n,m) et n +m − 2j = k. D’apre`s ce meˆme
lemme, les deux espaces sont de dimension 1 ; donc il suffit de montrer que F˜(Dn,m,j) 6= 0. Comme
F(Dn,m,j) = (idn−j ⊗d⊗ idm−j) · · · (idn−1⊗d⊗ idm−1)
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et F(Dn,m,0) = idn+m, on obtient, en appliquant le lemme 5.3,
F(Dn,m,j)(v
(j)
n,m) = bn,m,j · · · bn−j+1,m−j+1,1 v
(0)
n−j,m−j.
Or, pour D̂n,m,j = fkDn,m,j(fn ⊗ fm), on a
F˜(D̂n,m,j) = fkF(Dn,m,j)(fn ⊗ fm),
(fn ⊗ fm)(v
(j)
n,m) = v
(j)
n,m,
fk(v
⊗k
0 ) = v
⊗k
0 ,
v
(0)
n−j,m−j = v
⊗k
0 ,
car v
(j)
n,m ∈ F˜(n,m) et v
⊗k
0 ∈ F˜(k). Comme tous les bn,m,j sont non nuls, F˜(Dn,m,j)(v
(j)
n,m) 6= 0.
5.2 Cas de F˜ : HomV(a)(s, (k)) −→ HomR(q)(F˜(s), F˜(k))
Nous allons maintenant e´tablir la pleine fide´lite´ dans le cas ou` s est une suite de longueur
quelconque. Fixons un entier m ≥ 3 et des entiers strictement positifs n1, . . . , nm. Nous notons s
la suite (n1, . . . , nm) et s
′ la suite tronque´e (n1, . . . , nm−1). Nous fixons e´galement un entier positif
k. Nous appellerons espace de plus haut poids j d’un module W le sous-espace vectoriel engendre´
par les vecteurs de W de plus haut poids j.
Soit {b1, . . . , bN} l’ensemble des entiers tel que pour tout j = 1, . . . , N , la dimension pj de
l’espace de plus haut poids bj de F˜(s
′) soit strictement positive et tel qu’il existe un entier ℓj
ve´rifiant 0 ≤ ℓj ≤ inf(bj , nm) et bj+nm−2ℓj = k. (Les notations ne signifient pas que cet ensemble
est non vide). Les deux lemmes suivants justifient la donne´e de cet ensemble.
Lemme 5.5 Supposons qu’il existe un vecteur de plus haut poids k dans F˜(s). Alors l’ensemble
{b1, . . . , bN} est non vide.
De´monstration. Soit v un vecteur de plus haut poids k dans F˜(s). Nous avons
F˜(s) ∼= F˜(s′)⊗ F˜(nm).
D’apre`s la formule (4.4), il existe un vecteur w de plus haut poids b et un entier ℓ tel que v =
v(w, v⊗nm0 , ℓ), avec 0 ≤ ℓ ≤ inf(b, nm) et b+ nm − 2ℓ = k.
Pour tout j = 1, . . . , N , soit wj1, . . . , w
j
pj une base de l’espace de plus haut poids bj de F˜(s
′).
Lemme 5.6 Supposons qu’il existe un vecteur de plus haut poids k dans F˜(s). Alors la famille
(vjp) = v(w
j
p, v
⊗nm
0 , ℓj), j = 1, . . . , N et p = 1, . . . , pj , forme une base de l’espace de plus haut poids
k de F˜(s).
De´monstration. Remarquons tout d’abord que ces vecteurs sont bien dans F˜(s) = F˜(s′)⊗F˜(nm)
puisque wjp ∈ F˜(s′) et v
⊗nm
0 ∈ F˜(nm). Avec les notations rattache´es a` la formule (4.4), posons
W = F˜(s′) et W ′ = F˜(nm). Puisque 0 ≤ j ≤ inf(bj , nm) et k = bj + nm − 2ℓj , les vecteurs v
j
p
sont des vecteurs de plus haut poids k de F˜(s). Ils sont line´airement inde´pendants car les vecteurs
(Y iwjp) (ou` i = 1, . . . , ℓj , p = 1, . . . , pj et j = 1, . . . , N) le sont par construction.
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Soit alors v ∈ F˜(s) un vecteur de plus haut poids k. Puisque W ′ ∼= Vnm , tous ses vecteurs
de plus haut poids sont proportionnels a` v⊗nm0 et de poids nm, et donc, d’apre`s la formule (4.4),
il existe w ∈ W de plus haut poids b tel que v = v(w, v⊗nm0 , ℓ) et tel que 0 ≤ ℓ ≤ inf(b, nm) et
k = b + nm + ℓ. Donc b = bj et ℓ = ℓj pour un certain j ; donc w =
∑pj
p=1 λpw
j
p, λp ∈ C, et
v =
∑pj
p=1 λp v
j
p, ce qui prouve que les vecteurs v
j
p forment une base de l’espace de plus haut poids
k de F˜(s).
Pour tout j = 1, . . . , N , on note {Dj,p}p=1,...,p′j l’ensemble des diagrammes du bon type (s
′, (bj)).
On pose
Dj,p = Dbj ,nm,lj (Dj,p ⊗ 1nm), (5.3)
j = 1, . . . N , p = 1, . . . , p′j , ou` Dbj ,nm,lj est de´fini par la figure 4.
Proposition 5.7 Soit k ≥ 0. Alors l’ensemble des diagrammes Dj,p, j = 1, . . . N, p = 1, . . . , p
′
j
forme une base de HomV(a)(s, (k)).
De´monstration. Nous allons montrer que les diagrammes Dj,p sont distincts et du bon type
(s, (k)) et que tout diagramme du bon type (s, (k)) est e´gal a` un diagramme Dj,p. On conclura par
le lemme 4.1.
Soit D un diagramme du bon type (s, (k)). Nous allons le transformer de la manie`re suivante :
on remonte tous les brins s’attachant au bloc nm des entre´es (et uniquement ceux-ci), puis on divise
D en deux diagrammes D = D1 ◦ D2, qui sont uniquement de´termine´s par D. La figure 5 donne
l’ide´e de la construction.
n1 n2 nm. . .
=
D1
D2
n1 n2 . . . nm
Figure 5.
Celle-ci implique tout d’abord que D2 = D
′ ⊗ 1nm . Le diagramme D
′ est du bon type (s′, (b))
ou` b ≥ 0 est un entier non encore de´termine´. En effet, les entre´es de D′ sont celles de D. En ce qui
concerne les sorties, il faut montrer qu’il n’y a pas d’arc les reliant. Or les brins s’attachant aux
sorties de D′ proviennent soit d’un brin reliant une entre´e et une sortie de D, soit d’un arc reliant
une entre´e de D a` une entre´e du bloc nm, arc que l’on a remonte´ par la construction pre´ce´dente.
Dans les deux cas, ces brins ne peuvent relier deux sorties de D′. De la meˆme manie`re, on montre
que D1 est du bon type ((b, nm), (k)). D’apre`s le lemme 5.2, on sait alors que D1 = Db,nm,ℓ ou` ℓ est
un entier ve´rifiant b + nm − 2ℓ = k et 0 ≤ ℓ ≤ inf(b, nm). Par de´finition des bj , il existe j tel que
b = bj et ℓ = ℓj .
Il reste a` prouver que Dj,p et Dj′,p′ sont distincts de`s que j 6= j
′ ou p 6= p′. Notons t (resp. t′) le
nombre de brins du bloc d’entre´es nm de Dj,p (resp. Dj′,p′) reliant des sorties. Alors t = nm − j et
t′ = nm − j
′ ; donc si j 6= j′, alors Dj,p 6= Dj′,p′ . Si j = j
′, alors p 6= p′ et donc Dj,p 6= Dj,p′ , ce qui
prouve la proposition.
16
Nous allons maintenant de´montrer deux propositions qui prouvent le the´ore`me 5.1 dans le
cas ou` t est de longueur 1. Rappelons pour cela que tout morphisme de HomR(q)(F˜(s), F˜ (k)) est
uniquement de´termine´ par ses valeurs sur les vecteurs de plus haut poids de F˜(s), et qu’il envoie
tout vecteur de plus haut poids k′ 6= k sur 0. En particulier, la dimension de HomR(q)(F˜(s), F˜(k))
est e´gale a` la dimension de l’espace de plus haut poids k de F˜(s).
Proposition 5.8 Pour tout entier k ≥ 0, on a
dim
(
HomV(a)(s, (k))
)
= dim
(
HomR(q)(F˜(s), F˜(k))
)
.
De´monstration. D’apre`s la remarque pre´ce´dente et le lemme 4.1, il suffit de de´montrer que le
nombre de diagramme du bon type (s, (k)) est e´gal a` la dimension de l’espace de plus haut poids
k de F˜(s). Nous allons de´montrer ceci par re´currence sur la longueur m de s. Le cas m = 2 est
l’objet du lemme 5.2. Supposons alors que pour tout m˜ < m, tout entier k˜ ≥ 0 et tout objet s˜ de
longueur m˜, le nombre de diagramme du bon type (s˜, (k˜)) est e´gal a` la dimension de l’espace de
plus haut poids k˜ de F˜(s˜).
Montrons d’abord que l’existence d’un diagramme D du bon type (s, (k)) implique l’existence
d’un vecteur de plus haut poids k dans F˜(s). Nous savons d’apre`s la proposition 5.7 que D = Dj,p
pour un unique couple (j, p), et donc il existe un diagramme Dj,p du bon type (s
′, (bj)). Puisque
s′ est de longueur m− 1, nous savons qu’il existe un vecteur w ∈ F˜(s′) de plus haut poids bj par
hypothe`se de re´currence. Alors le vecteur v(w, v⊗nm0 , ℓj) est de plus haut poids bj + nm − 2ℓj = k
d’apre`s (4.4).
Re´ciproquement, si F˜(s) admet un vecteur v de plus haut poids k, il existe, d’apre`s la formule
(4.4), un vecteur w ∈ F˜(s′) de plus haut poids b et un entier ℓ tel que b + nm − 2ℓ = k, tels que
v = v(w, v⊗nm0 , ℓ). Par hypothe`se de re´currence, il existe un diagramme D
′ du bon type (s′, (b)).
Puisque le diagramme Db,nm,ℓ est bien de´fini (car b+nm−2ℓ = k), le diagramme Db,nm,ℓ(D
′⊗1nm)
e´galement et est du bon type (s, (k)).
Nous venons de montrer qu’il n’y a pas de diagramme du bon type (s, (k)) si et seulement si la
dimension de l’espace de plus haut poids k de F˜(s) est nulle. Supposons maintenant cette dimension
> 0. Reprenons les notations que nous avons utilise´es pour de´finir les diagrammes Dj,p. D’apre`s la
proposition 5.7 le nombre de diagrammes du bon type (s, (k)) est p′1 + · · · + p
′
q. D’apre`s le lemme
5.6, la dimension de l’espace de plus haut poids k de F˜(s) est p1 + · · · + pq. Or, par hypothe`se de
re´currence, nous avons p′j = pj, 1 ≤ j ≤ q puisque pj est la dimension de l’espace de plus haut
poids bj de F˜(s
′), ce qui prouve le lemme.
Le the´ore`me 5.1 est donc de´montre´ lorsque t est de longueur 1 et si F˜(s) ne contient pas de
vecteur de plus haut poids k. Nous supposerons donc jusqu’a` la fin du §5 que F˜(s) contient un
vecteur de plus haut poids k.
Proposition 5.9 L’application F˜ : HomV(a)(s, (k))→ HomR(q)(F˜(s), F˜(k)) est un isomorphisme.
De´monstration. Notons g la dimension commune de HomV(a)(s, (k)) et HomR(q)(F˜(s), F˜(k)).
D’apre`s la remarque pre´ce´dant la proposition 5.8, il suffit de prouver qu’il existe une base v1, . . . , vg
de l’espace de plus haut poids k de F˜(s) telle que, si D1, . . . ,Dg sont les diagrammes du bon type
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(s, (k)), il existe des nombres complexes α1, . . . , αg, tous non nuls tels que
F(D1)(v1) = α1 v
⊗k
0 , (5.4)
F(Dp)(vp′) = 0 si 1 ≤ p
′ < p ≤ g, (5.5)
F(Dp)(vp) = αp v
⊗k
0 si p ≤ g, (5.6)
ou` v⊗k0 ∈ V
⊗k. Nous de´montrons ceci par re´currence sur la longueur m de s. Le cas m = 2 est
l’objet du §5.1 ou` nous avons montre´ que q = 1, p1 = 1, g = 1 et que
F(Dn,m,j)(v
(j)
n,m) = bn,m,j · · · bn−j+1,m−j+1,1v
k
0 .
Supposons m ≥ 3. Pour tout j = 1, . . . N , nous choisissons une base wjp, 1 ≤ p ≤ pj, de
l’espace de plus haut poids bj de F˜(s
′) telle que, pour tout j = 1, . . . , N , il existe, par hypothe`se
de re´currence, des nombres complexes αj,p tous non nuls (1 ≤ p ≤ pj) tels que
F(Dj,1)(w
j
1) = αj,1 v
⊗bj
0 , (5.7)
F(Dj,p)(w
j
p′) = 0 si 1 ≤ p
′ < p ≤ pj , (5.8)
F(Dj,p)(w
j
p) = αj,p v
⊗bj
0 , si p ≤ pj. (5.9)
Fixons alors un j et soient p et p′ des entiers tel que 1 ≤ p, p′ ≤ pj. On a
F(Dj,p)(v
j
p′) = F(Dbj ,nm,ℓj)F(Dj,p ⊗ 1nm)(v
j
p′)
= F(Dbj ,nm,ℓj)
 ℓj∑
i=0
c
bj ,nm
ℓj ,i
(Y iF(Dj,p)(w
j
p′))⊗ (Y
ℓj−iv⊗nm0 )

ou` la deuxie`me e´galite´ provient de la formule (4.4) et de la de´finition du vecteur vjp′ (cf. lemme 5.6).
Si p′ < p, la formule (5.8) implique que F(Dj,p)(v
j
p′) = 0. Si p = p
′, on a, d’apre`s (4.4) et (5.9),
F(Dj,p)(v
j
p′) = F(Dbj ,nm,ℓj)
αj,p ℓj∑
i=0
c
bj ,nm
ℓj ,i
(Y iv
⊗bj
0 )⊗ (Y
ℓj−iv⊗nm0 )
 = v(v⊗bj0 , v⊗nm0 , ℓj),
qui est donc un vecteur de plus haut poids k de F˜(s). Or, d’apre`s le §5.1 et le lemme 5.2, il existe
γj 6= 0 tel que
F(Dbj ,nm,ℓj)(v(v
⊗bj
0 , v
⊗nm
0 , ℓj)) = γjv
⊗k
0 .
On en de´duit que
F(Dj,p)(v
j
p′) =
{
0 si p′ < p,
αj,pγj v
⊗k
0 si p
′ = p.
De plus, on peut toujours supposer b1 > · · · > bN . Par conse´quent, F(Dj,p)(w
j′
p′) = 0, pour tous
j′ < j, 1 ≤ p ≤ pj et 1 ≤ p
′ ≤ pj′. En effet, rappelons tout d’abord que w
j′
p′ ∈ F˜(s
′) (1 ≤ j′ ≤
N, 1 ≤ p′ ≤ pj′) et que Dj,p ∈ E|s′|,bj (1 ≤ j ≤ N, 1 ≤ p ≤ pj). Donc F(Dj,p)(w
j′
p′) a bien un
sens. Ensuite, remarquons que wj
′
p′ est de plus haut poids bj′ > bj . Donc F(Dj,p)(w
j′
p′) ∈ V
⊗bj l’est
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e´galement. Mais rappelons (cf. (4.3)) que tous les vecteurs de plus haut poids de V ⊗bj ont un poids
infe´rieur a` bj , ce qui prouve que F(Dj,p)(w
j′
p′) = 0.
En renume´rotant alors les vecteurs {vjp}p=1,...pj
j=1,...,N
et les diagrammes {Dj,p}p=1,...pj
j=1,...,N
selon l’ordre
v11 , v
1
2, . . . , v
1
p1 , v
2
1 , . . . , v
2
p2 , . . . , . . . , v
j
p, v
j
p+1, . . . , v
N
1 , . . . , v
N
pN ,
(et l’ordre correspondant pour les diagrammes), nous obtenons deux familles satisfaisant aux con-
ditions de l’e´nonce´.
5.3 De´monstration du the´ore`me 5.1
D’apre`s [9], XIV.2.2, pour tout triplet d’objets (U, V,W ) d’une cate´gorie rubane´e, l’application
♯ : Hom(U ⊗ V,W ) −→ Hom(U,W ⊗ V ∗) donne´e par
f ♯ = (f ⊗ idV )(idU ⊗bV ),
et l’application ♭ : Hom(U,W ⊗ V ∗) −→ Hom(U ⊗ V,W ∗) donne´e par
g♭ = (idW ⊗bV )(g ⊗ idV ),
sont des bijections inverses l’une de l’autre. Dans le cas des cate´gories V(a) et R(q), ce sont en
outre des isomorphismes d’espaces vectoriels. Soit alors s et t deux objets quelconques de V(a). On
suppose que t est de longueur > 1. Soit k > 0 l’entier et s˜ la suite tels que t = s˜⊗ (k). Nous allons
de´montrer le the´ore`me 5.1 par re´currence sur la longueur de la suite t. Le cas ou` t est de longueur
1 (ou 0) a e´te´ de´montre´ au §5.2. D’apre`s l’hypothe`se de re´currence, l’application
F˜ : HomV(a)(s⊗ (k), s˜) −→ HomR(q)
(
F˜(s⊗ k), F˜(s˜)
)
est un isomorphisme. Par conse´quent, l’application qui a` D̂ ∈ HomV(a)(s, t) associe(
F˜((D̂)♭)
)♯
∈ HomR(q)
(
F˜(s), F˜(s˜)⊗ F˜(k)∗
)
est un isomorphisme. Or
F˜((D̂)♭) =
(
idF˜(s˜)⊗F˜(d̂k)
)(
F˜(D̂)⊗ idF˜(k)
)
=
(
id
F˜(s˜)
⊗(d
F˜(k)
(α⊗k ⊗ id
F˜(k)
))
) (
(F˜(D̂)⊗ id
F˜(k)
)
)
,
ou` la deuxie`me e´galite´ provient du lemme 3.3. En utilisant la repre´sentation graphique des mor-
phismes dans une cate´gorie rubane´e (donne´e, par exemple, dans [9], chap. XIV, ou [24], chap. I),
nous obtenons
F˜((D̂)♭) =
F˜(k)
F˜(k)
α⊗k
F˜(Dˆ)
F˜(s)
F˜(s˜)
.
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Or, si g ∈ HomR(q)
(
F˜(s ⊗ k), F˜ (s˜)
)
, alors
g♯ ∈ HomR(q)
(
F˜(s), F˜(s˜)⊗ F˜(k)∗
)
et
g♯ =
g
F˜(k)
F˜(s˜)
F˜(s)
On en de´duit que
(
F˜((D̂)♭)
)♯
=
F˜(Dˆ)
F˜(s˜)
F˜(s)
F˜(k)
α
⊗k
F˜(k)
=
F˜(k)
F˜(Dˆ)
F˜(s)
F˜(s˜)
F˜(k)
α
⊗k
= (id
F˜(s˜)
⊗α⊗k)F˜(D̂).
Or (id
F˜(s˜)
⊗(α−1)⊗k) : HomR(q)
(
F˜(s), F˜ (s˜)⊗ F˜(k)∗
)
→ HomR(q)
(
F˜(s), F˜(t)
)
est un isomor-
phisme, donc l’application
HomV(a)(s, t) −→ HomR(q)
(
F˜(s), F˜ (t)
)
qui envoie D̂ sur F˜(D̂) = (id
F˜(s˜)
⊗(α−1)⊗k)
(
F˜((D̂)♭)
)♯
est un isomorphisme.
6 Pleine fide´lite´ : cas d’une racine de l’unite´
Nous fixons un nombre complexe a qui une racine primitive 4re`me de l’unite´ avec r ≥ 3. Posons
q = a2. Rappelons que l’ensemble J = J(a) de´fini au §2.4 est l’ensemble {1, . . . , r− 2}. Nous allons
de´montrer que le foncteur F : V(a) → R(q) est pleinement fide`le. D’apre`s le corollaire 3.4, il ne
nous reste qu’a` de´montrer la surjectivite´ de l’application
F : HomV(a)(s, s
′) −→ HomR(q)(F(s),F(s
′)) (6.1)
pour toute paire (s, s′) d’objets de V(a), ce qui ache`vera la de´monstration du the´ore`me 2.1.
Remarquons qu’il suffit de ve´rifier que, pour tout objet s de V(a) et tout entier k ≥ 0, le foncteur
F : HomV(a)(s, (k))→ HomR(q)(F˜(s), F˜ (k)) re´alise un isomorphisme d’espaces vectoriels. En effet,
la de´monstration donne´e au §5.3 s’e´tend mot pour mot au cas d’une racine de l’unite´. Or nous
savons que si P , Z et W sont des Uq(sl2)-modules de dimension finie avec Z ne´gligeable, alors
homR(q)(P ⊕ Z,W ) ∼= homR(q)(P,W ),
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(les notations sont celles de §1.3). Il suffit donc de conside´rer les cas ou` la partie semisimple de F˜(s)
contient un vecteur de plus haut poids k, puisque dans le cas contraire, HomR(q)(F˜(s), F˜(k)) = 0,
ce qui entraˆıne HomV(a)(s, (k)) = 0 d’apre`s le corollaire 3.4.
Nous sommes donc re´duits a` montrer la surjectivite´ de l’application
F˜ : HomV(a)(s, (k)) −→ HomR(q)(F(s),F(k)) (6.2)
pour toute suite s et pour tout plus haut poids k de F˜(s). Nous allons proce´der par re´currence sur
la longueur m de s. Si m = 1, on proce`de comme dans le cas ge´ne´rique. Au §6.1, nous conside´rons
le cas m = 2.
6.1 Cas m = 2
Fixons deux entiers n1, n2 ∈ J et k un entier ≥ 0 tel que la partie semisimple de F˜(n1, n2)
contienne un vecteur de plus haut poids k. D’apre`s (4.1) et (4.2), ceci e´quivaut a`
k ≤ inf(n1 + n2, 2r − 4− n1 − n2) et k = n1 + n2 − 2j,
pour un certain entier j tel que 0 ≤ j ≤ inf(n1, n2).
Proposition 6.1 L’application F˜ : HomV(a)((n1, n2), (k))→ HomR(q)(F˜(n1, n2), F˜(k)) est surjec-
tive.
De´monstration. Au vu du §5.1, il suffit d’e´tablir que le scalaire bn1−i,n2−i,j−i 6= 0 pour tout
i = 0, . . . , j − 1. Remarquons tout d’abord qu’il suffit de le prouver pour i = 0. En effet, le triplet
(n1− i, n2− i, j− i) ve´rifie les conditions impose´es a` (n1, n2, j) pour tout i = 0, . . . , j−1. Rappelons
que
bn1,n2,j = q
−n2+j−1 [n1 + n2 − j + 1]q
[n1]q
et que inf(n1 + n2, 2r − 4 − n1 − n2) = n1 + n2 ⇐⇒ n1 + n2 ≤ r − 2. Nous devons montrer que
[n1+n2−j+1]q 6= 0. Puisque 0 < n1+n2−j+1 < 2r, il nous reste a` montrer que n1+n2−j+1 6= r
puisque [n]q = 0 si et seulement si n ≡ 0mod r. Supposons par l’absurde que n1 + n2 − j + 1 = r.
Puisque j ≥ 1, nous avons n1 + n2 > r − 2 et donc
inf(n1 + n2, 2r − 4− n1 − n2) = 2r − 4− n1 − n2.
Par conse´quent, n1 + n2 − 2j ≤ 2r − 4 − n1 − n2, ce qui est e´quivalent a` j ≥ n1 + n2 − r + 2 et
entraˆıne une contradiction.
6.2 Cas m ≥ 3
On part d’un objet s de longueur m ≥ 3. Soit s′ = (n1, . . . , nm−1) l’objet de V(a) de´fini par
s = s′ ⊗ (nm). Soit k un entier ≥ 0 tel que la partie semisimple de F˜(s) contienne un vecteur de
plus haut poids k. Par re´currence, nous admettons que l’application (6.2) est surjective pour tout
objet de longueur < m.
Par analogie avec le cas ge´ne´rique, soit {b1, . . . , bN} l’ensemble des entiers tel que pour tout
j = 1, . . . , N , la dimension pj de l’espace de plus haut poids bj de la partie semisimple de F˜(s
′) soit
strictement positive et tel qu’il existe un entier ℓj ve´rifiant 0 ≤ ℓj ≤ inf(bj , nm) et bj+nm−2ℓj = k.
Comme au §5.2, les deux lemmes suivant justifient la donne´e de cet ensemble.
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Lemme 6.2 Avec les notations pre´ce´dente, l’ensemble {b1, . . . , bN} est non vide.
De´monstration. De´composons F˜(s′) en ses parties semisimples et ne´gligeables : F˜(s′) ∼= P ′⊕Z ′.
Alors
F˜(s) ∼= F˜(s′)⊗ F˜(nm) ∼= (P
′ ⊗ Vnm)⊕ (Z
′ ⊗ Vnm).
Puisque P ′ ∼=
⊕d
i=1 Vki avec 0 ≤ ki ≤ r − 2 pour tout i = 1, . . . , d, nous avons
P ′ ⊗ Vnm
∼=
d⊕
i=1
(Vki ⊗ Vnm).
Or, d’apre`s (4.2),
Vki ⊗ Vnm
∼=
inf(ki+nm,2r−4−ki−nm)⊕
t=|nm−ki|
t≡ki+nm mod 2
Vt ⊕ Z (6.3)
ou` Z est un module ne´gligeable. De plus, nous savons qu’il existe un vecteur de plus haut poids k
dans la partie semisimple de F˜(s). Nous en de´duisons que pour un certain ki, il existe un indice
t dans (6.3) tel que t = k, et donc, d’apre`s (4.4), des entiers i et ℓ tels que ki + nm − 2ℓ = k et
0 ≤ ℓ ≤ inf(ki, nm), ce qui prouve que l’ensemble {b1, . . . , bN} est non vide.
Pour tout j = 1, . . . , N , soit wj1, . . . , w
j
pj une base de l’espace de plus haut poids bj de la partie
semisimple de F˜(s′). En proce´dant comme pour le lemme 5.6, on e´tablit le lemme suivant.
Lemme 6.3 La famille de vecteurs vjp = v(w
j
p, v
nm
0 , ℓj) 1 ≤ j ≤ N, 1 ≤ p ≤ pj, forme une base de
l’espace de plus haut poids k de la partie semisimple de F˜(s).
Nous poursuivons comme dans le cas ge´ne´rique. Toutefois, remarquons que la proposition 5.8
n’est pas valable dans le cas d’une racine de l’unite´.
Proposition 6.4 L’application F˜ : HomV(a)(s, (k)) −→ HomR(q)(F(s),F (k)) est surjective.
De´monstration. Etablissons cette proposition par analogie avec la proposition 5.9, i.e. montrons
qu’il existe une base v1, . . . , vg′ de l’espace de plus haut poids k de la partie semisimple de F˜(s),
des diagrammes D1, . . . ,Dg′ du bon type (s, (k)) et des nombres complexes α1, . . . , αg′ , tous non
nuls tels que l’on ait
F(D1)(v1) = α1 v
⊗k
0 ,
F(Dp)(vp′) = 0 si 1 ≤ p
′ < p ≤ g′,
F(Dp)(vp) = αp v
⊗k
0 si p ≤ g
′,
ou` g′ = dim
(
HomR(q)(F(s),F(k))
)
. Puisque la dimension de l’espace de plus haut poids k de
la partie semisimple de F˜(s) dans le cas d’une racine de l’unite´ est infe´rieure a` la dimension de
l’espace de plus haut poids de F˜(s) dans le cas ge´ne´rique, on a g′ ≤ g = dim
(
HomV(a)(s, (k))
)
. La
de´monstration de la proposition 5.9 s’adapte donc au cas pre´sent de`s que l’on remplace les espaces
de plus haut poids par les espaces de plus haut poids des parties semisimples et le lemme 5.6 par
le lemme 6.3. Nous conservons la de´finition des diagrammes Dj,p et la proposition 5.7.
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A partir de la proposition 6.4 nous proce´dons comme dans la de´monstration du the´ore`me 5.1 a`
la fin du §5.2 qui s’applique encore ici pour ce qui est de la surjectivite´. En conclusion, l’application
(6.2) est surjective pour tout m ≥ 3.
Remerciements. Je remercie Christian Kassel qui m’a soumis le proble`me. Son aide a e´te´ de´cisive
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