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Abst rac t - - In  this paper, an efficient parallel algoritlun for solving hyperbolic Partial Differential 
Equations (PDEs) on hypercube machines is presented. To evaluate its performance, an expression 
for the speedup of the algorithm is derived. The results show that the hypercubes are highly effective 
in solving hyperbolic PDEs. 
1. INTRODUCTION 
A large number of mathematical models in engineering and physical sciences employ Partial Dif- 
ferential Equations (PDEs). The sheer number of operations required in numerically integrating 
PDEs in these models has motivated the search for faster methods of computing. With the re- 
cent advances in VLSI technology it has now become feasible to design and implement parallel 
computers with a large number of processors or Processing Elements (PEs). Ortega and Voigt, 
and Murthy and Rajaraman [1,2] give an excellent survey of solving PDEs on vector and parallel 
computers. In this paper, we focus on solving hyperbolic PDEs on hypercube machines due to 
their interesting topological properties and commercial availability [3,4]. 
In the remainder of this paper, we define the problem and a parallel method used in solving 
it. We briefly describe the hypercube machines. We then present he parallel solution of the 
problem on hypercubes. Finally, we undertake a parametric study of performance. 
2. PROBLEM DEFINIT ION 
The problem we examine is the solution u(x, y, t), using finite difference technique, of a two- 
dimensional wave equation (hyperbolic PDE) 
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that satisfies the given initial and boundary conditions. We consider this problem because it 
is fundamental to the study of vibrating systems. The method, to solve the finite difference 
analogue of (1), we use is 
U(k) -[ (k-l) =, , ,  + (2) 
(for the interior grid points) where u~, b is the approximation to u(xa, Yb, to) and p is the ratio of 
grid sizes in the time and space coordinate directions, respectively. Here (k + 1) denotes the value 
(k+l) evaluated at the end of a time step. The variable ui, j at each time step is computed using the 
above equation. This process is repeated until some criterion for termination has been satisfied. 
There is a great amount of parallelism in this approach as the variable at each grid point may 
be computed independently. 
3. HYPERCUBES 
Most hypercube machines such as Cosmic Cube, Intel iPSC, and NCube/ten except that the 
Connection Machine are Multiple Instruction Multiple Data stream (MIMD)  computer systems 
which run multiple (cooperating) tasks of a program operating on multiple sets of data. A 
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F igure  1. Hypercubes  fo r  n -- 1 - 4. 
hypercube is a generalization of a cube to n dimensions, where each of the 2 n cube vertices is 
a PE. Each PE has n neighbours. An n-dimensional hypercube can be extended to an (n + 1)- 
dimensional hypercube by connecting corresponding vertices of two n-dimensional cubes. The 
recursive nature of the hypercube is shown in Figure 1. 
Each PE of the hypercube has its own (local or private) memory, floating point hardware, 
communication processor, and a copy of the operating system and application program. The 
PEs are independent and communicate with each other while executing a program task. The 
inter_ PE communication channels are half duplex serial data transmission media. 
The host processor (not shown in Fig. 1) handles the input/output of the hypercube machine. 
It loads each PE's program in its local memory; there is no shared global memory. Once the 
application program is mapped onto all PEs, the machine operates asynchronously. 
4. MAPPING THE PROBLEM ONTO HYPERCUBES 
The number of grid points (N x N), in general, is very large. Because of the limited number 
of PEs (n), the problem must be partitioned into tasks whose number may correspond to the 
available number of PEs in the hypercube. Each task represents a set of grid points. 
In order to minimize the expected parallel computation and communication times for each 
time step, the problem partitioning and task assignment s rategy should use the knowledge of 
the problem structure. Here we give one such method. 
Problem Partilioning 
The problem consisting of N x N grid points is partitioned into n 1/~ × n al2 tasks such that 
each task has (N/n  1/2) x (N /n  1/2) grid points. 
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Task Assignment 
The n 112 x n x12 tasks are then assigned, optimally, to the n PEs in the hypercube to achieve 
minimum inter-PE communication. An optimal assignment of the tasks is possible because a grid 
of size n 112 x n 112 can be embedded in a hypercube of dimension flog2 n 1/2] + ~log 2n 112] [5]. 
The two-dimensional N x N grid is partitioned into n tasks and are assigned to the n PEs 
(k+:) 
in the hypercube according to the strategy presented above. Each task, Tq, computes uid as 
.(k+l) given by equation (2), iff ~'ij E Tq and all tasks Tq, q = 1, 2 .. . .  , n are performed in parallel. 
Here we denote u (k+l) and u(k) as UN and UO, respectively. After each time step, the norm 
IUNi,j - UOij I for all i, j must be checked to examine if steady state has been reached. If steady 
state has been reached or the maximum allowable number of time steps has been exceeded, the 
process halts; otherwise, UOi,j is replaced by UNij and the variables are computed for the next 
time step. In each time step, each PE sends newly computed UNi,j values to its neighbours. When 
steady state of a task, Tq, has occurred, the PE (to which Tq belongs) sends a flag to a prespecified 
PE which determines the global steady state and finally signals the end of computation to the 
host. 
5. PERFORMANCE STUDY 
Assuming that all arithmetic operations require the same amount of time, to, a uniprocessor 
system takes 7t0 time to compute UNi,j as given by equation (2). Thus if the method, described 
above, is programmed for a uniprocessor system, each time step requires 
T(1) = N27t0 (3) 
time, where T(1) is the computation time for a time step with one PE, assuming that grid 
computation dominates over others. 
The performance ofa parallel algorithm depends on both the amount of computation performed 
by each task (PE) and the inter-task (inter-PE) data transfer. We now derive expressions for 
these two components. To simplify the presentation, the computation of the convergence riterion 
is not considered. 
Parallel Computation Complexity 
Since each of the parallel tasks is itself just a sequential code, we can apply standard method [6] 
to determine the complexity of each task. Thus, the computation component of time step for one 
task, tcornp, is given by 
t¢omp = (N~/n)7to (4) 
Time for Communicating the Variable in Each Time Step 
In each time step, each PE has to send at most 4(N/n 1/~) data values. The communication 
channels in the hypercube being half-duplex, the communication component of time step for all 
tasks, teomm, is given by 
tcomm -" a[N/nlla]2ts (5) 
where t~ is the transmission time for a datum and a (0 < a < 1) denotes the average amount of 
overlap of a PE's computation with its inter-PE data transfer. 
From equations (4) and (5), the computation time of each time step on the hypercube for n 
PEs, T(n), is given by 
T(n) = (N2/n)7to + a[N/nl/3]2t, (6) 
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Table 1. 
to=l ,  a=l  
s. 
t ,= l  t ,=2 t , - -3  t ,=4 t ,=5 
2 x 2 N = 16 3.86 3.73 3.61 3.50 3.39 
4 x 4 14.93 14.00 13.18 12.44 11.79 
8 x 8 56.00 49.78 44.80 40.73 37.33 
2 x 2 N = 32 3.93 3.86 3.80 3.73 3.67 
4 x 4 15.45 14.93 14.45 14.00 13.58 
8 x 8 59.73 56.00 52.71 49.78 47.16 
2 x 2 N = 64 3.96 3.93 3.90 3.86 3.83 
4 x 4 15.72 3.93 3.90 3.86 3.83 
8 x 8 61.79 59.73 57.81 56.00 54.30 
From equations (3) and (6), the speedup in executing a time step of the problem on the 
hypercube with n PEs, S(n), is given by 
S(n) = T(1) N27to 
~(n) = (N2/n)7to + a[N/nll2]2G (7) 
Having derived the speedup expression, a parametric performance study of the problem on the 
hypercubes i undertaken. The results of this study are presented in Table 1. Three features of 
this study are strikingly apparent: (i) with fast communication channels (t, = 1) the speedups 
achieved are almost linear, (ii) even with slower channels (t, = 5) an increase in the efficiency of 
the algorithm (i.e., S(n)/n) is possible by properly choosing N/n 1/2 (computation load per PE), 
and (iii) the efficiency increases with increasing N/n 1/2. These results show that the hypercubes 
are highly effective in solving hyperbolic PDEs. 
6. CONCLUSIONS 
This paper is concerned with the solution of hyperbolic PDE problems on hypercube machines. 
Efficient partitioning of these problems into tasks and their assignment to the PEs in the hyper- 
cubes have been given. A parallel algorithm for solving the PDEs on the hypercubes has been 
described. Finally, the performance of the algorithm has been evaluated analytically and the 
results show that the hypercubes are highly effective in solving hyperbolic PDEs. 
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