Tunable Quantum Hall Edge Conduction in Bilayer Graphene through
  Spin-Orbit Interaction by Khoo, Jun Yong & Levitov, Leonid
ar
X
iv
:1
80
9.
01
72
3v
1 
 [c
on
d-
ma
t.m
es
-h
all
]  
5 S
ep
 20
18
Tunable Quantum Hall Edge Conduction in Bilayer Graphene through Spin-Orbit
Interaction
Jun Yong Khoo and Leonid Levitov
Department of Physics, Massachusetts Institute of Technology,
77 Massachusetts Avenue, Cambridge, Massachusetts 02139, USA
(Dated: September 7, 2018)
Bilayer graphene, in the presence of a one-sided spin-orbit interaction (SOI) induced by a suitably
chosen substrate, is predicted to exhibit unconventional Quantum Hall states. The new states arise
due to strong SOI-induced splittings of the eight zeroth Landau levels, which are strongly layer-
polarized, residing fully or partially on one of the two graphene layers. In particular, an Ising SOI
in the meV scale is sufficient to invert the Landau level order between the n = 0 and n = 1 orbital
levels under moderately weak magnetic fields B . 10T. Furthermore, when the Ising field opposes
the B field, the order of the spin-polarized levels can also be inverted. We show that, under these
conditions, three different compensated electron-hole phases, with equal concentrations of electrons
and holes, can occur at ν = 0 filling. The three phases have distinct edge conductivity values.
One of the phases is especially interesting, since its edge conduction can be turned on and off by
switching the sign of the interlayer bias.
The effect of spin-orbit interaction (SOI) on the Lan-
dau levels (LLs) in graphene has been largely unexplored
experimentally. The main obstacle has been the extreme
weakness of the intrinsic SOI, corresponding to spin split-
tings as small as 1 to 100µeV in graphene monolayer1–3
and bilayer4–6, which translates into splittings smaller
than the Zeeman energy EZ ∼ 0.1B(T)meV even for rel-
atively weak magnetic fields. However, the situation has
changed with the advent of graphene-based heterostruc-
tures. An SOI of 1 to 10meV has been interfacially-
induced in graphene by transition-metal dichalcogenide
substrates with strong SOI such as MoS2, MoSe2, WS2
and WSe2
7–13 while an SOI of . 100meV was achieved
at the graphene-Ni interface through Au intercalation14.
These developments have opened the door to probing
SOI-based physics in graphene.
It is particularly interesting to study how the LLs
of (Bernal-stacked) bilayer graphene are modified by
interfacially-induced SOI. Apart from having spin and
valley degrees of freedom, the low-energy carriers in bi-
layer graphene are sensitive to the potential difference
between the two graphene layers. These properties col-
lectively give rise to a gate-tunable single-particle LL
spectrum15,16. After including the effects of electron-
electron interactions, a rich phase diagram which hosts
gate-tunable phase transitions is obtained17–19 that can
be directly probed experimentally20–22. This gate-
tunability is therefore expected to provide a means to
probe the effects of interfacially-induced SOI on the LLs.
Here we consider the zeroth LLs of bilayer graphene,
the set of eight-fold nearly degenerate lowest energy
bands. The states of the zeroth LLs belonging to differ-
ent valleys are strongly localized on different layers. This
has a number of interesting implications. First, the valley
degeneracy can be lifted by introducing layer-asymmetry
to the system16. This can be achieved by applying an in-
terlayer bias or by constructing an inversion-asymmetric
heterostructure. Second, the layer asymmetric effects
will be most noticeable in the zeroth LLs. Motivated
by these observations, and in departure from previous
treatments which considered SOI of equal strength for
both layers23,24, we shall focus on bilayer graphene with
a layer-specific SOI. Recent experimental progress has
led to a better understanding of the bilayer graphene
zeroth LLs at various integer21,22,25–27 and fractional
fillings20,22,28, as well as to the recently demonstrated ar-
tificial SOI enhancement in graphene7–14. We thus find
ourselves in the opportune moment to investigate the
novel valley-asymmetric effects on the zeroth LLs due
to substrate-induced SOI.
To this end, here we analyze the single-particle LL
spectrum of bilayer graphene with a layer-specific SOI
of both the Ising and Rashba types. We highlight sev-
eral interesting features that arise already at the non-
interacting level. Some of these features are expected to
remain robust in the presence of interactions. In partic-
ular, an Ising SOI λ at the meV scale is strong enough to
significantly change the zeroth LL spectrum. In contrast,
Rashba SOI is of an off-diagonal character, and thus its
effect is small even at values as large as λR ∼ 15meV.
As a result, the energy ordering of the zeroth LL states
is essentially determined by the competition between the
layer-asymmetric Ising splitting and the Zeeman as well
as orbital splittings. In particular, the orbital and spin
order inversions occur at relatively weak and moderate
B field values, respectively, as we discuss in detail below.
We predict three compensated electron-hole phases in
this system, one of which is a conventional phase, whereas
the other two phases arise due to the layer-asymmetric
nature of the Ising SOI. These three phases occur at the
ν = 0 filling and when the interlayer bias u is moderately
large so that one layer becomes electron-doped while the
other becomes hole-doped by the same amount. In the
absence of SOI, there is only one compensated electron-
hole phase at ν = 0, which is expected to host helical edge
modes with opposite chiralities and spin polarizations in
each layer21. Spin wavefunctions of these edge modes
are orthogonal, forbidding interlayer tunneling processes,
2FIG. 1. Edge state configurations for a) para-phase, b) ortho/para-phase and c) ortho-phase. Edge conduction is reduced due
to backscattering between the counterpropagating modes with equal spin polarization. Backscattering between the modes with
opposite spins cannot occur because of the orthogonality of the spin wavefunctions, leading to quantized edge conduction. In
the phase b), spin polarization of one of the edge modes can be reversed by a transverse electric field, giving rise to a switchable
edge conduction.
and thereby protecting the edge states from backscat- tering. The expected edge conductance in this phase is
therefore quantized at 2e2/h29.
Introducing a layer-specific Ising SOI can invert the
energy ordering of the spin-polarized zeroth LLs set by
the Zeeman splitting. This inversion occurs only within
the zeroth LLs of the corresponding valley, and therefore
requires that the Ising splitting at that valley be opposite
in sign to the Zeeman splitting, and dominate over it. In
this case, the corresponding compensated electron-hole
phase will have helical edge modes with the same spin
polarization. Backscattering processes are now allowed,
so that the edge conductivity of this new compensated
electron-hole phase is expected to be suppressed com-
pared to the 2e2/h value.
Increasing B eventually restores the energy ordering
so that we recover the compensated electron-hole phase
equivalent to that in the system without SOI. However,
the magnitude of Ising splitting is somewhat larger for
the more strongly layer-polarized n = 0 LLs as com-
pared to the n = 1 LLs. As a result, in the presence
of moderately large B fields only the ordering between
the n = 1 spin-polarized levels is restored while that
of the n = 0 remains inverted. Therefore, the transi-
tion between the two phases, which are dominated by
the spin-orbital and Zeeman interactions, occurs via a
third intermediate phase. This intermediate phase has
edge modes with the same spin polarization for positive
interlayer bias, but with opposite spin polarization for
negative interlayer bias.
There are therefore a total of three different compen-
sated electron-hole phases distinguished by whether their
edge modes have the same or opposite spin polarizations
for the cases of positive and negative interlayer bias,
as illustrated in Fig.1. We denote the three phases as
the ‘ortho-phase’, ‘para-phase’ and ‘ortho/para-phase’,
in analogy with the orthohydrogen and parahydrogen
molecules. The intermediate ortho/para-phase is partic-
ularly interesting because it hosts an edge conductivity
that can be turned on or off by switching the sign of the
interlayer bias.
The low-energy states of bilayer graphene near the
Dirac points (the K+ and K− valleys) can be mod-
eled by an effective Hamiltonian, expressed in the
(A1, B1, A2, B2) basis as21,30,31
HB=00 =


u
2 v0pi
† −v4pi† 0
v0pi
u
2 +∆
′ γ1 −v4pi†
−v4pi γ1 −u2 +∆′ v0pi†
0 −v4pi v0pi −u2

 , (1)
pi = ~(ξkx + iky), pi
† = ~(ξkx − iky), v0,4 =
√
3a
2~
γ0,4.
Here, a = 2.46 A˚ is the monolayer graphene lattice con-
stant, the sign factor ξ = ±1 serves as the valley index
corresponding to the valley wavevectors K± = (± 4pi3a , 0).
The wavevector k = (kx, ky) is measured relative to K±.
The hopping parameters are denoted by: γ0 = 2.61 eV for
the intralayer nearest neighbor hopping, γ1 = 0.361 eV
for the interlayer coupling between orbitals on the dimer
sites B1 and A2, and γ4 = 0.138 eV for the interlayer cou-
pling between dimer and non-dimer orbitals A1 and A2
or B1 and B2. The parameter ∆′ = 0.015 eV describes
the energy difference between dimer and non-dimer sites.
The interlayer bias is given by u = V2 − V1 where Vi is
the potential on layer i = 1, 2.
We model the interfacially-induced SOI by introducing
a layer-specific spin-orbit Hamiltonian to the monolayer
subspace of the system32, described by the components
3A1 and B1 of Eq.(1):
δH
(1)
SO = δHIsing + δHR, (2)
δHIsing =
λ
2
ξsz , δHR =
λR
2
(ξσxsy − σysx),
where si and σi are the Pauli matrices corresponding to
the spin and A/B sublattice degrees of freedom respec-
tively. Under time reversal, the spin variables si, as well
as the valley index ξ, change sign, whereas the sublat-
tices A and B are not interchanged. The SOI Hamilto-
nian, Eq.(2), is therefore invariant under time reversal.
However, it is not invariant under inversion.
Indeed, our interfacial SOI interaction is distinct in its
symmetry properties from the intrinsic SOI for graphene
monolayer analyzed by Kane and Mele33. Both of the
SOI terms in Eq.(2) are extrinsic, i.e. they are allowed
by symmetry only because of the presence of the transi-
tion metal dichalcogenide substrate34. In particular, the
Ising term δHIsing is of the same form as the intrinsic
Ising SOI of transition metal dichalcogenides with bro-
ken inversion symmetry35,36. Thus, the interfacial SOI
induced in the graphene monolayer (and hence in the bi-
layer) also breaks the inversion symmetry. Likewise, the
term δHR, which has the standard low-energy form of
Rashba SOI in graphene subject to a transverse electric
field at the substrate/graphene interface33, also breaks
the inversion symmetry.
We neglect the small intrinsic SOI terms of bilayer
graphene, as well as Rashba SOI terms generated by the
transverse electric field due to the interlayer potential be-
tween the graphene layers. Spin splittings due to these
effects have been estimated to be in the range of 1 to
100 µeV4–6, which are much smaller than those arising
from the interfacially-induced SOI in the meV range7–13.
We introduce a perpendicular magnetic field B = Bzˆ
via the usual replacement of ki with qi = ki − e~Ai (i =
x, y) where A = (Ax, Ay) is the vector potential, B =
∇×A. We construct the magnetic ladder operators,
aˆ =
lB√
2
(qx + iqy), aˆ
† =
lB√
2
(qx − iqy), (3)
which satisfy
[
aˆ, aˆ†
]
= 1, where lB =
√
~
eB
is the mag-
netic length. Substituting these quantities into the full
Hamiltonian H = HB0 + δH
(1)
SO of the system, we per-
form matrix diagonalization to solve for the LLs (See
Appendix for detailed derivation of the zero Landau lev-
els of bilayer graphene with layer-specific spin-orbit in-
teraction).
In particular, the eigenstates of H corresponding to
the zeroth LLs are well parameterized by |ξnsz〉,
H |ξnsz〉 = Eξ,n,sz |ξnsz〉 (4)
Here ξ = ±1 is the valley index, n = 0, 1 is the orbital
LL index, and sz = ±1 is the out-of-plane spin polariza-
tion. To leading order in u/~ωc, where ωc is the cyclotron
B = 5 T
B = 31 T
B = 10 T
B = 20 T
δE
+
λΔ
FIG. 2. Single-particle zeroth LL spectrum (including Zee-
man splitting) as a function of interlayer bias u for λ = λR =
5meV at a) B = 5T, b) B = 10T, c) B = 20T, d) B = 31T.
Different colors and linestyles are used to differentiate differ-
ent LLs in each panel. The levels are labeled in a) by |ξnsz〉,
the notation defined in Eq.(4). A reversal of the order of the
levels |+0 ↑〉 (black solid line) and |+1 ↓〉 (blue solid line) oc-
curs with increasing magnetic field, with the transition taking
place at B ≈ 10T shown in b).
frequency, the corresponding single-particle energies are
Eξ,n,sz ≃ −EZsz + n∆10 +
u
2
αξ,n,sz + ξ
λ
2
ζ1,ξ,n, (5)
∆10 ≈ ~ωc
(
∆′
γ1
+ 2
γ4
γ0
)
, ~ωc =
3a2γ20
2l2Bγ1
,
where EZ = µBB is the Zeeman splitting, αξ,n,sz is the
layer polarization, ζ1,ξ,n is the spin polarization on layer 1
and ∆10 is the orbital splitting. These leading order en-
ergy corrections already account for most of the features
given by the exact solutions, which are shown in Fig. 2
and Fig. 5 for typical values of λ, λR and selected values
of B. The effects of the layer-specific SOI can be under-
stood by contrasting Fig. 2 and Fig. 5(b) to Fig. 5(a),
which shows the zeroth LL spectrum in the absence of
SOI (λ = λR = 0). In what follows, we discuss some of
these effects and their implications.
As we will see, the SOI-induced changes to the zeroth
LL spectrum arise mainly due to the Ising SOI λ. This
is illustrated by comparing the zeroth LL spectrum for
λ = λR = 5meV and B = 5T, shown in Fig. 2(a), to
Fig. 5(b), which shows the changes in the spectrum solely
due to the λR coupling for the same B field strength as
in Fig. 2(a). In comparison to the Ising SOI, the effect
of the Rashba SOI λR on the zeroth LLs is negligible
and will not play a significant role in our analysis. A
more detailed discussion of the reasons that effects due
to λR are small can be found below (see the penultimate
paragraph).
The Ising term λ generates a valley-antisymmetric
Zeeman-like splitting with opposite signs at the two val-
leys. Depending on the relative sign between λ and B at a
4given valley, this Ising field induces a splitting that either
assists or counteracts the Zeeman splitting for a given val-
ley. Importantly, because this Ising field is layer-specific,
its splitting is directly proportional to the layer-1 polar-
isation of the state. For the zeroth LL states, the valley
polarization is essentially in one-to-one correspondence
with the layer polarization of the state. Consequently,
the layer-specific Ising field influences the zeroth LLs in
a valley-asymmetric fashion, whereby it only modifies the
spectrum of the LL states in the K+ valley (in our con-
vention) and not those in the K− valley.
The most noticeable feature seen in Fig. 2 is the evo-
lution of the |+ 0 ↑〉 (black solid line) and |+ 1 ↓〉 (blue
solid line) energy levels with increasing B field from 5 T
in Fig. 2(a) to 31 T in Fig. 2(d). From Eq. (5), we see
that this is a direct consequence of the competition be-
tween the orbital splitting ∆10 and the Ising splitting λ.
When the Ising splitting dominates in relatively weak B
fields, it changes the ordering between the more energetic
n = 0 and less energetic n = 1 states in the K+ valley.
Consequently, at filling level ν = 2, one of the n = 0 and
n = 1 states are filled instead of both n = 0 states.
The onset of this inverted orbital ordering depends on
the relative orientation between the Ising field and the
external B field. This inversion occurs when δE±λ∆ < 0,
δE+λ∆ = E+1↓ − E+0↑, λ > 0, (6)
δE−λ∆ = E+1↑ − E+0↓, λ < 0. (7)
which at u = 0 is approximately given by,
|λ| & ∆10 + sgn(λ)2EZ (8)
≃
{
(0.381 + 0.116)B(T ) meV, λ > 0
(0.381− 0.116)B(T ) meV, λ < 0 ,
so that it occurs over a larger range of B when the Ising
and magnetic fields are aligned (λ < 0) than when they
are anti-aligned (λ > 0).
In Fig. 3, we include the effects of the interlayer bias
u and map out the phase diagrams for several values of
λ = ±1,±3,±5meV. This serves to assist visualizing the
region in the three-dimensional (u,B, λ) phase space in
which orbital inversion occurs, i.e. when δE±λ∆ < 0 is sat-
isfied. For λ > 0, the ordering inversion occurs between
| + 1 ↓〉 and | + 0 ↑〉 while for λ < 0, ordering inversion
occurs between | + 1 ↑〉 and | + 0 ↓〉. The occurrence of
inverted orbital ordering at the non-interacting level will
likely lead to novel phases near the ν = 2 filling when
interaction effects are included.
In particular, two observations can be made from Fig.3.
First, the region in the B−u phase space with orbital or-
dering inversion increases with the magnitude of λ. Sec-
ond, these inversion regions are larger for λ < 0 than for
λ > 0 of the same magnitude. These observations are
consistent with what we have discussed above and are
accounted for by Eq. (8).
Another interesting feature occurs at larger B fields
when orbital ordering of energy levels is restored. The
occurrence of this feature also requires that the Ising
FIG. 3. Phase diagrams in the B-u plane showing how the
regions of normal and inverted orbital ordering change with
the Ising SOI λ magnitude and sign. The panels a), b) and
c) correspond to λ > 0 and normal/inverted ordering refers
to the ordering between the levels | + 1 ↓〉 and | + 0 ↑〉: a)
λ = 5meV, b) λ = 3meV, c) λ = 1meV. The panels d),
e) and f) correspond to λ < 0 and normal/inverted ordering
refers to the ordering between the levels |+ 1 ↑〉 and |+ 0 ↓〉
(see Eq.(4) for notation): d) λ = −5meV, e) λ = −3meV, f)
λ = −1meV. Dashed lines indicate the phase boundary along
which δE+
λ∆
= 0 [panels a)-c)], and δE−
λ∆
= 0 [panels d)-f)].
The energy difference δE+
λ∆
(in meV) is indicated in Fig. 2(c).
splitting opposes the Zeeman splitting. Applying a mod-
erately large interlayer potential |u| dopes one layer into
the electron band and the other into the hole band29.
Three different compensated electron-hole phases, ‘or-
tho’, ‘para’ and ‘ortho/para’, exist as a result of the com-
petition between the Ising splitting and Zeeman split-
ting. They are characterized by the alignment between
the spin-polarization of their respective edge modes un-
der positive and negative interlayer bias u (see Fig. 1):
Para phase:
{ |electron, ↑〉 ⊗ |hole, ↓〉, u > 0
|electron, ↑〉 ⊗ |hole, ↓〉, u < 0 ,
Ortho-phase:
{ |electron, ↑〉 ⊗ |hole, ↑〉, u > 0
|electron, ↓〉 ⊗ |hole, ↓〉, u < 0 ,
Ortho/para-phase:
{ |electron, ↑〉 ⊗ |hole, ↑〉, u > 0
|electron, ↑〉 ⊗ |hole, ↓〉, u < 0 .
(9)
When the Ising field is absent or when the Zeeman
splitting dominates, the compensated electron-hole phase
is in the para-phase, which corresponds to ‘phase III’
in Ref. 21. In this phase, the filled hole and electron
bands residing on opposite layers have opposite spin-
polarization. When the substrate-induced Ising splitting
dominates (λ≫ 2EZ ≃ 0.116B(T )meV), the ordering of
the spin-polarized states localized on the layer nearer to
the substrate is now reversed. The corresponding com-
pensated electron-hole phase is in the ortho-phase, in
which case the filled electron band has the same spin-
orientation as the filled hole band.
Unlike the para-phase, the ortho-phase is overall spin-
neutral. In addition, having filled electron and hole bands
5with the same spin polarization means that their corre-
sponding helical edge modes do not have protection from
backscattering, unlike those of the para-phase. The edge
conductivity of the ortho-phase is therefore expected to
be strongly suppressed compared to that of the para-
phase.
The mixed ortho/para-phase occurs at moderate B
fields when the Ising and Zeeman splittings are compa-
rable. Because the | + 0sz〉 states are more strongly po-
larized on layer 1, they experience a stronger substrate-
induced Ising field compared to the |+ 1sz〉 states. The
Ising splitting between the | + 0sz〉 states is therefore
slightly larger than that between the | + 1sz〉 states, so
that they do not necessarily have the same spin ordering
for a given value of B. This can be seen from the larger
spin splitting between the |+0sz〉 states compared to that
between the | + 1sz〉 states in Fig. 2(d). Consequently,
the para-phase to ortho-phase transition occurs at differ-
ent values of B when u > 0 and when u < 0. To describe
this ordering, we define the following parameters
δE+λB = E+0↓ − E+0↑, u > 0, (10)
δE−λB = E+1↓ − E+1↑, u < 0.
The conditions for the different phases are then given by
Para phase: δE+λB > 0, δE
−
λB > 0,
Ortho-phase: δE+λB < 0, δE
−
λB < 0,
Ortho/para-phase: δE+λB < 0, δE
−
λB > 0. (11)
The orbital splitting gives rise to a mixed ortho/para-
phase in the λ−B plane (see Fig. 4), in which the system
can be thought of as being in the ortho-phase for u > 0
and being in the para-phase for u < 0. This mixed phase
is particularly interesting because its edge conductivity
can be switched on or off via switching the sign of the
interlayer bias u.
While interaction effects are not included in this work,
we expect the above discussion to remain qualitatively
unchanged for B & 15T. To understand why it is so, let
us consider the λ = 0 case, in which the compensated
electron-hole phase only exists in the para-phase (phase
III in Ref. 21). The ν = 0 phase diagram mapped out in
Ref. 21 suggests that the net effect of electron-electron
interactions is to reduce the single-particle orbital split-
ting ∆10 ∝ B which stabilizes the compensated electron-
hole phase. In weak B fields, orbital splitting is unable to
overcome the interaction energy between the filled LLs on
the same layer. In this case, the total energy of the sys-
tem is minimized by one of two phases depending on the
potential difference between the two layers. The ground
state is in the layer-unpolarized canted antiferromagnetic
phase (phase I in Ref. 21) when the potential on both
layers are comparable. Otherwise, when the potential on
one layer is much larger than the other, the ground state
is in the completely layer-polarized, spin-neutral phase
(phase II in Ref. 21). The compensated electron-hole
phase does not exist as a ground state of the system in
weak B fields. On the other hand, when B & 15T, ∆10
FIG. 4. Phase diagram in the λ − B plane, showing the dif-
ferent regions in which the system is found in one of the three
different compensated electron-hole phases: the para-phase,
the ortho-phase, and the ortho/para-phase. The notation for
the energy differences δE±
λB
is given in Eq.(10).
is sufficiently large and can exceed the interaction energy
between the filled LLs on the same layer. In this case,
the physics is qualitatively captured by the single-particle
picture. At moderately large values of u, the energy of
the | − 1 ↑〉 state becomes lower than that of the |+ 0 ↓〉
state (see Fig.5(a)). The total energy of the system is
therefore minimized by filling three LLs on one layer and
one LL on the other – i.e. the compensated electron-hole
phase.
The novel phases, ortho and ortho/para, predicted in
this work, arise due to the competition between the Zee-
man splitting and the layer-specific Ising SOI splitting.
This competition gives rise to the normal and inverted
spin-ordering between LLs of the same orbital number n
and is therefore independent of the orbital splitting. We
therefore do not expect the electron-electron interactions
to have a big effect on the spin ordering, since they mainly
affect the orbital splitting and, through that, may alter
the effective interlayer potential. This effect, however,
will have no direct impact on the competition between
the SOI and Zeeman interactions that govern spin order-
ing. Therefore, so long as B & 15T, the ν = 0 ground
state of the interacting system will be found in one of
the three compensated electron-hole phases. This means
that for an Ising field strength of λ & 2meV, all three
phases are expected to be accessible even when the inter-
action effects are included, since the transitions between
the different phases occur at B & 15 (see Fig. 4).
Following this reasoning, we expect that for these mod-
erately large values of B, the ν = 0 layer-unpolarized
canted antiferromagnetic phase discussed in Ref. 21 is
likely to remain unchanged in the presence of a strong
SOI substrate. However, this also means that the ν = 0
phase diagram may change at weaker B fields because
of the inverted orbital ordering (see Fig. 3). A more de-
6tailed study including interaction effects is required to
map out the phase diagram in this regime.
An immediate consequence of these three different
phases is the difference between their two-terminal con-
ductances G. The para-phase conductance, as dis-
cussed earlier, is expected to take a quantized value
Gpara = 2e
2/h for both positive and negative values
of u (each edge contributes e2/h in parallel). For the
ortho-phase, backscattering between the counterpropa-
gating edge states is allowed. This causes the two ter-
minal conductance to decay exponentially from 2e2/h
to 0 as the sample dimension increases. Therefore, for
sufficiently large samples, we expect Gortho ≃ 0 for
both positive and negative values of u. Finally, we
expect the mixed ortho/para-phase to have a conduc-
tance that is gate-tunable – Gortho/para(u > 0) ≃ 0 and
Gortho/para(u < 0) = 2e
2/h.
Finally, we comment on the effects of Rashba SOI λR,
which are important at high LLs but are negligible at
the zeroth LL. The smallness of the Rashba SOI λR for
the zeroth LL is illustrated in Fig.5. Indeed, by compar-
ing the zeroth LL spectra shown in Fig. 5(a) to those in
Fig. 5(b)(λ = 0, λR = 15meV), it is evident that the ef-
fects of the Rashba SOI are strongly suppressed even at
values of λR as large as 15meV. It gives rise to an energy
correction ≈ 10−2meV, which is comparable to the Zee-
man energy at B = 1T, but quickly becomes negligible
at larger field strengths (B & 5T). It is therefore justi-
fied to ignore the correction due to λR at leading order,
which was done in Eq. (5). The physical reason for this
smallness is as follows. The matrices σi in the Rashba
term generate A1-B1 couplings, which mix the zeroth LL
state |+, 0, ↓〉 = |A1 ↓, 0〉 with the dimer states at rela-
tively high energies ±γ1. As a result, the λR-dependent
corrections scale as δ ∝ λR
(
λR
γ1
)
. Furthermore, because
the high-energy states ±γ1 are particle-hole symmetric,
their contributions cancel out at the lowest order. The
λR-dependent corrections survive only at the next order,
giving a small contribution to the level shifts of the order
δ ∝ λR
(
λR
γ1
)2
.
In summary, the layer-specific SOI adds some unique
features to the bilayer graphene single-particle zeroth LL
spectrum. Those include the occurrence of an interesting
pattern of orbital and spin inversions in the LL energy
ordering. In contrast to the SOI-induced splittings of
higher LLs, which are dominated by the Rashba SOI,
the zeroth LL splittings are dominated by the Ising SOI.
Furthermore, the states with spin inversion give rise to
novel compensated electron-hole ortho- and ortho/para-
phases with a unique set of edge modes and gate-tunable
edge conduction. While we anticipate the discovery of
other novel phases when electron-electron interaction ef-
fects are taken into account, the compensated electron-
hole ortho-phase and ortho/para-phase predicted here
are expected to be robust to electron-electron interac-
tions when B & 15T. The ortho/para-phase in particular
provides a new knob that controls the edge-conductivity
λR =15 meVλR = 0 meV
FIG. 5. Illustration of the extreme smallness of the level shifts
induced by the Rashba SOI λR in the zeroth LL, as compared
to those induced by the Ising SOI λ illustrated in Fig. 2. The
spectrum found in the absence of SOI interaction remains
essentially unchanged after adding a relatively large Rashba
SOI: a) λ = λR = 0meV and b) λ = 0, λR = 15meV. Mag-
netic field is B = 5T in both cases. Labeling of Landau levels
(color and linestyle) is the same as that in Fig. 2.
of quantum Hall systems. The gate tunability enables
a field-effect transistor-like behavior of the edge states,
a property that can lead to interesting applications of
graphene-on-transition metal dichalcogenide heterostruc-
tures.
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Appendix A: Derivation of Zero Landau Levels
In this appendix, we provide a derivation of the ze-
roth Landau level (LL) spectrum of BLG with layer-
specific SOI. We follow the convention given in Ref.30 to
describe the spin-degenerate, low-energy effective Hamil-
tonian of bernal-stacked bilayer graphene including the
hopping parameters γ0, γ1, γ4,∆
′ as per Ref.21. The ef-
fective Hamiltonian is given in the main text Eq. (1) .
The monolayer SOI Hamiltonian Eq. 2 can be written
explicitly as
δH
(1)
SO =


λ
2 ξsz
λR
2 (ξsy + isx) 0 0
λR
2 (ξsy − isx) λ2 ξsz 0 0
0 0 0 0
0 0 0 0

 ,
(A1)
and will be added to the layer-1 subspace of the Hamil-
tonian. Following the main text, we then introduce a
perpendicular magnetic field and construct Landau level
creation and annihilation operators aˆ and aˆ†. Defining
these operators as in Eq. (3) gives rise to the following
valley-specific transformations,
ξ = +1 :
{
pi →
√
2~
lB
aˆ
pi† →
√
2~
lB
aˆ†
(A2)
ξ = −1 :
{
pi → −
√
2~
lB
aˆ†
pi† → −
√
2~
lB
aˆ
(A3)
which we can substitute directly into the full Hamiltonian
of the system H = H0 + δH
(1)
SO, and write the follow-
ing valley-specific Hamiltonians in the (A1 ↑, A1 ↓, B1 ↑
, B1 ↓, A2 ↑, A2 ↓, B2 ↑, B2 ↓) basis,
8H+ = ~ω0


1
2 (u¯+ λ¯) 0 aˆ
† 0 − γ4
γ0
aˆ† 0 0 0
0 12 (u¯− λ¯) iλ¯R aˆ† 0 − γ4γ0 aˆ† 0 0
aˆ −iλ¯R 12 (u¯ + λ¯) + ∆¯′ 0 γ¯1 0 − γ4γ0 aˆ† 0
0 aˆ 0 12 (u¯− λ¯) + ∆¯′ 0 γ¯1 0 − γ4γ0 aˆ†
− γ4
γ0
aˆ 0 γ¯1 0 − 12 u¯+ ∆¯′ 0 aˆ† 0
0 − γ4
γ0
aˆ 0 γ¯1 0 − 12 u¯+ ∆¯′ 0 aˆ†
0 0 − γ4
γ0
aˆ 0 aˆ 0 − 12 u¯ 0
0 0 0 − γ4
γ0
aˆ 0 aˆ 0 − 12 u¯


, (A4)
H− = ~ω0


1
2 (u¯− λ¯) 0 −aˆ iλ¯R γ4γ0 aˆ 0 0 0
0 12 (u¯+ λ¯) 0 −aˆ 0 γ4γ0 aˆ 0 0
−aˆ† 0 12 (u¯ − λ¯) + ∆¯′ 0 γ¯1 0 γ4γ0 aˆ 0
−iλ¯R −aˆ† 0 12 (u¯+ λ¯) + ∆¯′ 0 γ¯1 0 γ4γ0 aˆ
γ4
γ0
aˆ† 0 γ¯1 0 − 12 u¯+ ∆¯′ 0 −aˆ 0
0 γ4
γ0
aˆ† 0 γ¯1 0 − 12 u¯+ ∆¯′ 0 −aˆ
0 0 γ4
γ0
aˆ† 0 −aˆ† 0 − 12 u¯ 0
0 0 0 γ4
γ0
aˆ† 0 −aˆ† 0 − 12 u¯


. (A5)
For brevity, we introduce ~ω0 = ~
√
2v0
lB
=
√
3
2
aγ0
lB
and
various barred quantities which are related to their un-
barred counterparts via x = ~ω0x¯.
The creation and annihilation operators act on the site-
specific Landau level wavefunctions |n〉 in the usual sense,
aˆ|n〉 = √n|n − 1〉 and aˆ†|n〉 = √n+ 1|n + 1〉 so that by
considering the following valley-specific ansatz for n ≥ 3,
|+, n, i〉 =
(
c+i,A1↑|n〉, c+i,A1↓|n− 1〉, c+i,B1↑|n− 1〉, c+i,B1↓|n− 2〉, c+i,A2↑|n− 1〉, c+i,A2↓|n− 2〉, c+i,B2↑|n− 2〉, c+i,B2↓|n− 3〉
)T
,
(A6)
|−, n, i〉 =
(
c−i,A1↑|n− 2〉, c−i,A1↓|n− 3〉, c−i,B1↑|n− 1〉, c−i,B1↓|n− 2〉, c−i,A2↑|n− 1〉, c−i,A2↓|n− 2〉, c−i,B2↑|n〉, c−i,B2↓|n− 1〉
)T
,
(A7)
the Landau levels are given by the eigenvalues and eigen- states of the valley-specific matrices,
H+,n≥3 = ~ω0


1
2 (u¯+ λ¯) 0
√
n 0 − γ4
γ0
√
n 0 0 0
0 12 (u¯− λ¯) iλ¯R
√
n− 1 0 − γ4
γ0
√
n− 1 0 0√
n −iλ¯R 12 (u¯+ λ¯) + ∆¯′ 0 γ¯1 0 − γ4γ0
√
n− 1 0
0
√
n− 1 0 12 (u¯− λ¯) + ∆¯′ 0 γ¯1 0 − γ4γ0
√
n− 2
− γ4
γ0
√
n 0 γ¯1 0 − 12 u¯+ ∆¯′ 0
√
n− 1 0
0 − γ4
γ0
√
n− 1 0 γ¯1 0 − 12 u¯+ ∆¯′ 0
√
n− 2
0 0 − γ4
γ0
√
n− 1 0 √n− 1 0 − 12 u¯ 0
0 0 0 − γ4
γ0
√
n− 2 0 √n− 2 0 − 12 u¯


,
(A8)
9H−,n≥3 = ~ω0


1
2 (u¯− λ¯) 0 −
√
n− 1 iλ¯R γ4γ0
√
n− 1 0 0 0
0 12 (u¯+ λ¯) 0 −
√
n− 2 0 γ4
γ0
√
n− 2 0 0
−√n− 1 0 12 (u¯− λ¯) + ∆¯′ 0 γ¯1 0 γ4γ0
√
n 0
−iλ¯R −
√
n− 2 0 12 (u¯+ λ¯) + ∆¯′ 0 γ¯1 0 γ4γ0
√
n− 1
γ4
γ0
√
n− 1 0 γ¯1 0 − 12 u¯+ ∆¯′ 0 −
√
n 0
0 γ4
γ0
√
n− 2 0 γ¯1 0 − 12 u¯+ ∆¯′ 0 −
√
n− 1
0 0 γ4
γ0
√
n 0 −√n 0 − 12 u¯ 0
0 0 0 γ4
γ0
√
n− 1 0 −√n− 1 0 − 12 u¯


.
(A9)
By setting to zero all other energy parameters in
Eq. (1) except γ0 and γ1, we recover the eight-fold de-
generate (2 spin, 2 valley, 2 orbital) zeroth LLs states
with zero energy, |ξ, 0, sz〉 and |ξ, 1, sz〉. By considering
H±,n=0,1,2 in this limit, we can understand how the ze-
roth LL degeneracy is lifted (i.e. how these states mix
with the higher Landau levels and the terms responsible
for the mixing). At n = 0, the solutions are immediately
given,
H+,0 =
1
2
(u+ λ), eigenstate:|+, 0, ↑〉 = |A1 ↑, 0〉
(A10)
H−,0 = −1
2
u, eigenstate:|−, 0, ↑〉 = |B2 ↑, 0〉.
(A11)
The eigenstates and energies are exact. At n = 1, we
have
H+,1 = ~ω0


1
2 (u¯+ λ¯) 0 1 − γ4γ0
0 12 (u¯− λ¯) iλ¯R 0
1 −iλ¯R 12 (u¯ + λ¯) + ∆¯′ γ¯1− γ4
γ0
0 γ¯1 − 12 u¯+ ∆¯′

 , basis: (|A1 ↑, 1〉, |A1 ↓, 0〉, |B1 ↑, 0〉, |A2 ↑, 0〉)
(A12)
H−,1 = ~ω0


1
2 (u¯− λ¯) + ∆¯′ γ¯1 γ4γ0 0
γ¯1 − 12 u¯+ ∆¯′ −1 0
γ4
γ0
−1 − 12 u¯ 0
0 0 0 − 12 u¯

 , basis: (|B1 ↑, 0〉, |A2 ↑, 0〉, |B2 ↑, 1〉, |B2 ↓, 0〉) .
(A13)
Keeping only γ0 and γ1 non-trivial and setting the
other parameters to 0, we find that the zeroth LL eigen-
states are
|+, 1, ↑〉0 = 1√
γ¯21 + 1
(−γ¯1|A1 ↑, 1〉+ |A2 ↑, 0〉) ,
(A14)
|+, 0, ↓〉0 = |A1 ↓, 0〉,
(A15)
|−, 1, ↑〉0 = 1√
γ¯21 + 1
(|B1 ↑, 0〉+ γ¯1|B2 ↑, 1〉) ,
(A16)
|−, 0, ↓〉0 = |B2 ↓, 0〉,
(A17)
With the above information, we can now discuss the ef-
fects due to the various parameters in the Hamiltonian
as corrections which are justified in the strong field limit
~ω0 ≃ 31 meV
√
B(T )≫ γ4
γ0
,∆′, u, λ, λR but constrained
to ~ω0 . γ1 or equivalently γ¯1 & 1. The effects from
SOI are already discussed in the main text and here we
include a short discussion on the effects of the non-SOI
parameters for completeness. The interlayer bias u shifts
the energies by an amount that measures the layer po-
larization of the state as is expected, +u2 if the state is
completely polarized in layer 1 and −u2 if it is completely
polarized in layer 2. Similarly, the ∆′ term gives rise to
an energy shift proportional to the state’s polarization on
the A2 orB1 sites. Finally, γ4 introduces mixing between
the different sublattice components of the |+, 1, ↑〉0 and
|−, 1, ↑〉0 respectively and shifts the state’s energy by the
difference between the amount of symmetric and anti-
symmetric superposition of the sublattice components.
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At n = 2, we have
H+,2 = ~ω0


1
2 (u¯+ λ¯) 0
√
2 0 − γ4
γ0
√
2 0 0
0 12 (u¯− λ¯) iλ¯R 1 0 − γ4γ0 0√
2 −iλ¯R 12 (u¯+ λ¯) + ∆¯′ 0 γ¯1 0 − γ4γ0
0 1 0 12 (u¯ − λ¯) + ∆¯′ 0 γ¯1 0
− γ4
γ0
√
2 0 γ¯1 0 − 12 u¯+ ∆¯′ 0 1
0 − γ4
γ0
0 γ¯1 0 − 12 u¯+ ∆¯′ 0
0 0 − γ4
γ0
0 1 0 − 12 u¯


,
basis: (|A1 ↑, 2〉, |A1 ↓, 1〉, |B1 ↑, 1〉, |B1 ↓, 0〉, |A2 ↑, 1〉, |A2 ↓, 0〉, |B2 ↑, 0〉)
(A18)
H−,2 = ~ω0


1
2 (u¯− λ¯) −1 iλ¯R γ4γ0 0 0 0
−1 12 (u¯− λ¯) + ∆¯′ 0 γ¯1 0 γ4γ0
√
2 0
−iλ¯R 0 12 (u¯+ λ¯) + ∆¯′ 0 γ¯1 0 γ4γ0
γ4
γ0
γ¯1 0 − 12 u¯+ ∆¯′ 0 −
√
2 0
0 0 γ¯1 0 − 12 u¯+ ∆¯′ 0 −1
0 γ4
γ0
√
2 0 −√2 0 − 12 u¯ 0
0 0 γ4
γ0
0 −1 0 − 12 u¯


,
basis: (|A1 ↑, 0〉, |B1 ↑, 1〉, |B1 ↓, 0〉, |A2 ↑, 1〉, |A2 ↓, 0〉, |B2 ↑, 2〉, |B2 ↓, 1〉) .
(A19)
Once again, turning off all parameters except γ0 and γ1
allows us to recover the remaining two zeroth LL states:
|+, 1, ↓〉0 = 1√
γ¯21 + 1
(−γ¯1|A1 ↓, 1〉+ |A2 ↓, 0〉) ,
(A20)
|−, 1, ↓〉0 = 1√
γ¯21 + 1
(|B1 ↓, 0〉+ γ¯1|B2 ↓, 1〉) ,
(A21)
The qualitative nature of how the various parameters af-
fect these two zeroth LL states is similar to that of the
n = 1 case discussed earlier.
Consistent with the above discussion, the single-
particle energies of the zeroth LL to leading order in
u/~ωc is given by main text Eq. (5) , and here we give the
explicit expressions for the layer and spin polarizations
that were omitted in the main text,
αξ,n,sz = |cA1,sz |2 + |cB1,sz |2 − |cA2,sz |2 − |cB2,sz |2
(A22)
ζ1,n,sz = sz
(|cA1,sz |2 + |cB1,sz |2) . (A23)
