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Abstract
We study distributed output feedback control for a heterogeneous multi-agent system (MAS),
consisting of N different continuous-time linear dynamical systems. For achieving output con-
sensus, a virtual reference model is assumed to generate the desired trajectory that the MAS is
required to track and synchronize. A distinct feature of our results lies in the local optimality
and robustness achieved by our proposed consensus control algorithm. In addition our study is
focused on the case when the available output measurements contain only relative information
from the neighboring agents and reference signal. Indeed by exploiting properties of strictly
positive real (SPR) transfer matrices, conditions are derived for the existence of distributed
output feedback control protocols, and solutions are proposed to synthesize the stabilizing and
consensus control protocol over a given connected digraph. It is shown that design techniques
based on the LQG, LQG/LTR and H∞ loop shaping can all be directly applied to synthesize
the consensus output feedback control protocol, thereby ensuring the local optimality and sta-
bility robustness. Finally the reference trajectory is required to be transmitted to only one or
a few agents and no local reference models are employed in the feedback controllers thereby
eliminating synchronization of the local reference models. Our results complement the existing
ones, and are illustrated by a numerical example.
1 Introduction
In the last decade, research on cooperative MASs has intensified mainly due to the wide variety
of applications that make use of the MAS framework, cf. [7, 10, 21, 24]. Early work focused
on agents with scalar integrator dynamics. This includes [7, 23] where the agents’ dynamics are
represented by linear switched systems or by changing interaction topologies, and [19, 22], where the
dynamics correspond to time-varying systems. Scenarios that are more realistic, such as systems
with communication noises, have also been considered [12, 25]. More recently the majority of the
existing work has been concerned with homogeneous agents (i.e. agents with identical dynamics)
represented by the state-space model. See for example [13, 17, 26, 31]. Such MASs are more general
and include integrator dynamics as a special case. Solutions to the problem of achieving consensus
through distributed control protocols are presented in these investigations. Since the separation
principle holds for MASs of homogeneous agents, the control protocols are mostly observer-based,
including Luenberger observers.
Motivated by the recent developments, we study consensus control of heterogeneous MASs
which is in general more difficult than that of homogeneous MASs. Some recent results include
[3, 9, 16, 27, 28] and references therein. The authors of [3, 9, 28] smartly bypass the difficulty posed
by heterogeneity by embedding a homogeneous reference model into each agent’s local controller.
The state vectors of the local reference models are synchronized prior to achieving output consensus
of the heterogeneous MAS. In addition, the results in [28] make use of those in [20] and [26] to prove
asymptotic synchronization over time-varying directed graphs that satisfy a uniform connectivity
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condition. The authors of [3] study the same consensus control problem over a fixed or time-
invariant graph topology. However it differs from [9, 28] in that it considers heterogeneous non-
introspective agents. Roughly speaking, non-introspective agents refer to those agents that make
use of only relative information with respect to neighbors or reference inputs. The controller design
is hinged on an observer that depends on a high gain parameter. It is important to highlight
that in [3] the network graph is only present at the output but not in the input of the MAS. The
case when the graph is present at the input introduces more difficulties. It is worth mentioning
that analysis results are also available for heterogeneous MASs. For instance, [16] provides a
theoretical condition, stated in terms of “intersection dynamics”, for synchronization that requires
inclusion of the internal modes of the root agent or reference model. The work [27] provides a
consensusability condition in the presence of unknown communication delays. Finally, nonlinear
heterogeneous MASs are also studied in, for instance, [2, 5, 32], where the focus is on passive and
dissipative systems. Such nonlinear agents exclude unstable dynamical systems, yet the results are
instrumental to future work on nonlinear MASs.
In spite of the recent developments, the design of distributed and local control protocols to
achieve not only feedback stability but also output consensus in tracking reference trajectories
remains a major challenge. For instance local optimality and robustness are not addressed thus
far in the existing literature for heterogeneous MASs. This paper is aimed at developing a more
accessible method for consensus control and deriving a consensusability condition for heterogeneous
MASs, taking local optimal and robust control into consideration. It will be shown that similar
results to the ones found in [13, 17, 31] for homogeneous MASs are available for heterogeneous
MASs. It will also be shown that existing design methods, such as linear quadratic regulator (LQR),
linear quadratic Gaussian (LQG) and loop transfer recovery (LTR) [1], and H∞ loop shaping [18],
developed for multi-input/multi-output (MIMO) feedback control systems can be employed to
synthesize consensus controllers for heterogeneous MASs. Consequently, the consensus method as
proposed in this paper ensures the local optimality and stability robustness. To show that our
controller design achieves output consensus, we exploit a property of SPR transfer matrices in a
feedback connection based on which optimal and robust control can be applied. Another distinction
of our work compared to other investigations is that we provide a solution to the consensus problem
for the case when not all agents have access to the reference trajectory. In fact, if the communication
graph is connected (or contains a spanning tree), then it is sufficient for one agent to have access to
the reference output for the heterogeneous MAS to synchronize and to achieve consensus. Moreover
our proposed design method does not require duplication of the reference model in each of the local
controllers thereby eliminating synchronization of the local reference models commonly adopted in
the existing work. Both features lower significantly the communication overhead between agents by
avoiding the need to communicate the reference trajectory to all agents and by removing additional
synchronization between local reference models. Furthermore we focus on non-introspective agents
as in [3] and use only relative information for both state feedback and state estimation.
The notation in this paper is more or less standard. The N -dimensional real/complex space
is denoted by RN/CN . The space of all p ×m real/complex matrices is denoted by Rp×m/Cp×m.
Let M = [ µij ] be a matrix with µij the (i, j)th entry. Its i
th singular value is denoted by σi(M)
arranged in descending order with σ(M) = σ1(M). For square M , its i
th eigenvalue is denoted by
λi(M). The symbol ⊗ represents the Kronecker product. A real square matrix M is called row
dominant if |µii| ≥
∑
j 6=i
|µij |, column dominant if |µjj | ≥
∑
i 6=j
|µij |, and doubly dominant if it is both
row and column dominant. If the inequalities are strict then one calls such matrices strictly row or
column or doubly dominant. The rest of the notation will be made clear as we proceed.
2
2 Preliminaries
This section prepares the results in later sections by reviewing some graph theory, formulating the
consensus problem, and providing an important preliminary result.
2.1 Graph and Its Associated Matrices
We focus on directed graphs (digraphs), although our results also hold for MASs over an undirected
feedback graph. Consider a weighted digraph specified by G = (V, E), where V = {vi}Ni=1 is the set
of nodes and E ⊂ V × V is the set of edges or arcs, where an edge starting at node i and ending
at node j is denoted by (vi, vj) ∈ E . The node index set is denoted by N = {1, · · · , N}. The
neighborhood of node i is denoted by the set Ni = {j | (vi, vj) ∈ E}. A path on the digraph is an
ordered set of distinct nodes {vi1 , · · · , viK} such that (vij−1 , vij ) ∈ E . If there is a path in G from
node vi to node vj , then vj is said to be reachable from vi, denoted as vi → vj . The digraph is
called strongly connected if vi → vj and vj → vi ∀ i, j ∈ N . The set of nodes which can reach node
vk is denoted as Sk = {vj ∈ V : ∃ a path vj → vk}. The digraph is called connected if there exists
a node vk such that vj ∈ Sk for j = 1, . . . , N, j 6= k.
Let A = [ aij ] ∈ RN×N be the weighted adjacency matrix. The value of aij ≥ 0 represents
the coupling strength of edge (vi, vj). Self edges are not allowed, i.e., aii = 0 ∀ i ∈ N . Denote the
degree matrix for A by D = diag {deg1, · · · ,degN} with degi =
∑
j∈Ni
aij and the Laplacian matrix
as L = D − A. Let 1N ∈ RN be a vector of 1’s. It is clear that L1N = 0 and thus it has at
least one zero eigenvalue. It is also known that Re{λi(L)} ≥ 0 ∀ i. In fact the only eigenvalues of
the Laplacian matrix on the imaginary axis are zero in light of the Gershgorin circle theorem. In
addition, zero is a simple eigenvalue of L, if and only if G is a connected digraph. We would like to
call attention to the fact that similar conditions on the eigenvalues of L can be obtained through
other properties of G. For example, in [23], it is stated that L has one zero eigenvalue if and only
if G has a spanning tree.
An M -matrix has all its off-diagonal elements being either negative or zero, and all its principal
minors being strictly positive. A semi M -matrix differs from the M -matrix in that it has all
its principal minors being nonnegative. Clearly the Laplacian matrix is a semi M -matrix. An
M -matrix is said to be row/column (strictly) dominant, if each of its rows/columns sums to a
(strictly) positive number. More properties on M -matrices may be found in [29].
2.2 Problem Formulation
We consider N heterogeneous agents with the dynamics of the ith agent described by
x˙i(t) = Aixi(t) +Biui(t), yi(t) = Cixi(t) (1)
where xi(t) ∈ Rni is the state, ui(t) ∈ Rmi is the control input, and yi(t) ∈ Rp is the controlled
output. Note that the state dimension ni and input dimension mi can be different from each other.
However, all agents have the same number of outputs, and we assume that p ≤ mi for all i. Let In
be the n× n identity matrix. The ith agent admits transfer matrix Pi(s) = Ci(sIni −Ai)−1Bi.
For heterogenous MASs, we are concerned with output consensus aimed at achieving
lim
t→∞ [yi(t)− yj(t)] = 0 ∀ i, j ∈ N . (2)
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In order to take performance into consideration, our focus will be synchronization of all the agents’
output to the desired trajectories generated by an exosystem or reference model described by
x˙0(t) = A0x0(t), y0(t) = C0x0(t) (3)
with zero steady-state error. This is a virtual reference generator where x0(t) ∈ Rn0 and y0(t) ∈ Rp,
and all eigenvalues of A0 are restricted to lie on the imaginary axis. A real-time reference trajectory
may not be actually from this exosystem, but consists of piece-wise step, ramp, sinusoidal signals,
etc. whose poles coincide with eigenvalues of A0. To reduce the communication overhead, the
reference signal is often transmitted to only one or a few of the N agents. Following [31], we call
these agents controlled agents.
Assume that the realizations of N agents are all stabilizable and detectable. In this paper we will
study under what condition for the feedback graph, there exist distributed stabilizing controllers
and consensus control protocols such that the outputs of N agents satisfy not only (2) but also
lim
t→∞ [yi(t)− y0(t)] = 0 ∀ i ∈ N . (4)
Moreover we will study how to synthesize the required distributed and local controllers in order to
achieve output consensus, taking performance into account.
2.3 A Fundamental Lemma
Let ei ∈ RN be a vector with 1 in the ith entry and zeros elsewhere. We state the following lemma
that is instrumental to the main results of this paper.
Lemma 1 Suppose that L is the Laplacian matrix associated with the directed graph (digraph) G.
The following statements are equivalent:
(i) There exists an index iR ∈ N such that
rank
{L+ eiRe′iR} = N ; (5)
(ii) There exist diagonal D > 0 and an index iR ∈ N such that
MD +M′D > 0, MD = D(L+ eiRe′iR); (6)
(iii) The digraph G is connected.
Proof: Let ⇒ stand for “implies”. We will show that (iii) ⇒ (i) ⇒ (ii) ⇒ (iii) in order to
establish the equivalence of the three statements. For (iii)⇒ (i), assume that G is connected. Then
there exists a reachable node viR ∈ V for some index iR ∈ N . We adapt a result in [5] (Lemma 2)
to construct an augmented graph G by adding a node v0, and adding an edge from viR to v0 with
weight 1. The augmented graph is again connected with v0 as the only reachable node. It follows
that the Laplacian matrix associated with the augmented graph G is given by
L =
[
0 · · · 0
−eiR L+ eiRe′iR
]
.
Since the augmented graph is connected, the Laplacian matrix L has only one zero eigenvalue,
implying the rank condition (5), and thus (i) is true.
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For (i) ⇒ (ii), assume that the rank condition (5) is true. Then L + eiRe′iR is an M -matrix,
because it is not only a semi M -matrix but also has all its eigenvalues on strict right half plane, in
light of the Gershgorin circle theorem. Using the properties of M -matrices in [29], we conclude the
existence of a diagonal matrix D such that
MD = D(L+ eiRe′iR)
is strictly column dominant. SinceMD is row dominant, although not strictly,MD +M′D is both
strictly row and column dominant, thereby concluding (ii).
For (ii) ⇒ (iii), assume that (6) is true. Then MD is an M -matrix, by the fact that all its
eigenvalues lie on strict right half plane. Hence there holds
N = rank{D−1MD} = rank{L+ eiRe′iR} ≤ rank{L}+ 1,
by the rank inequality and rank{eiRe′iR} = 1. The above implies that rank{L} ≥ N − 1. It follows
that the Laplacian matrix L has only one zero eigenvalue, concluding that the graph G is connected,
and thus (iii) is true. The proof is now complete. 2
Remark 1 For any iR ∈ N corresponding to a reachable node, there exists a diagonal matrix
D > 0 such that MD +M′D > 2I, i.e.,
DL+ L′D + 2DeiRe′iR > 2I (7)
Efficient algorithms for linear matrix inequality (LMI) can be used to search for D. Such a D
helps to design control protocol achieving not only the MAS feedback stability but also optimizing
local performance for each agent. However the existence of the stabilizing control protocols does
not depend on D. For MIMO agents with m-input/p-output, a commonly adopted graph has the
weighted adjacency matrix in the form of A = {aijIqi} with qi ≡ mi or qi ≡ p. Thus D is modified
to D = diag(d1Iq1 , · · · , dNIqN ) and MD has a similar modification.
3 Distributed Stabilization
This section is focused on the distributed control protocol over the connected graph G, represented
by its Laplacian matrix L. Distributed stabilization will be studied and a stabilizability condition
will be derived for both the case of state feedback and output feedback.
Let vi(t) = F0ix0(t) − Fixi(t) be the full information control signal for the ith agent with Fi
the state feedback gain for agent i, and F0i the state feedforward gain from the reference model.
Denote ri(t) = F0ix0(t) and δK(·) as the Kronecker delta function. Consider the full information
(FI) control protocol for the ith agent specified by
ui(t) = diδK(i− iR)vi(t) + di
N∑
j=1
aij [vi(t)− vj(t)] (8)
with iR corresponding to one of the reachable nodes in order to minimize the communication
overhead. This is why Lemma 1 becomes useful. By denoting x(t) as the collective state and r(t)
as the collective reference, i.e., the stacked vector of {xi(t)}Ni=1 and {ri(t)}Ni=1, respectively, the
closed loop dynamics with protocol (8) can be written as
x˙ = [A−BMDF ]x+BMDr. (9)
where A = diag(A1, · · · , AN ), B = diag(B1, · · · , BN ), and F = diag(F1, · · · , FN ). The following
result is concerned with distributed stabilization under state feedback.
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Theorem 1 Suppose that (Ai, Bi) is stabilizable for each i ∈ N . There exist stabilizing FI control
protocols in the form of (8) for the feedback MAS over the directed graph G, if G is connected.
Proof: Since G is connected, Lemma 1 and Remark 1 imply the existence of a reachable node
with index iR ∈ N and D = diag(d1Im1 , · · · , dNImN ) such that MD +M′D > 2I holds. Feedback
stability of the underlying MAS requires the existence of F such that
det (sI −A+BMDF ) 6= 0 ∀ Re{s} ≥ 0. (10)
Let Z =MD − I. Then Z + Z ′ > 0, and thus the inequality (10) is equivalent to
det (sI −A+BF +BZF ) 6= 0 ∀ Re{s} ≥ 0.
Denote TF (s) = F (sI −A+BF )−1B. The above inequality is in turn equivalent to
det [I + TF (s)Z] 6= 0 ∀ Re{s} ≥ 0. (11)
To show the existence of the stabilizing F = diag(F1, · · · , FN ) that satisfies inequality (11), consider
the algebraic Riccati equation (ARE)
A′iXi +XiXi −XBiB′iXi +Qi = 0 (12)
for an arbitrary index i ∈ N . By the stabilizability of (Ai, Bi), such an ARE admits the stabilizing
solution Xi ≥ 0, provided that Qi ≥ 0 and (Q1/2i , Ai) is observable for any unstable modes of
x˙i(t) = Aixi(t) corresponding to the imaginary eigenvalues of Ai. The matrix Qi should be chosen
to optimize the local control performance for each i. It follows that Fi = B
′
iXi is stabilizing, and
more importantly, both
TFi(s) = Fi(sI −Ai +BiFi)−1Bi, TF (s) = diag {TF1(s), · · · , TFN (s)} (13)
are strictly positive real (SPR) [1] (page 106). An application of Theorem 6.3 in [8] (page 250)
concludes inequality (11), i.e., (10), and thus the stability of the feedback MAS. 2
Remark 2 If the knowledge on D is not available, then the following FI control protocol
ui(t) = δK(i− iR)vi(t) +
N∑
j=1
aij [vi(t)− vj(t)]
will have to be used. The above results in x˙(t) = [A−BMF ]x+BMr for the feedback MAS. In
this case Fi = 
−1B′iXi can be used as an alternative for each i ∈ N where Xi ≥ 0 is the stabilizing
solution to (12). We claim that there exists an  ∈ (0, 1) such that (A − BMF) is a Hurwitz
matrix where F = diag(F1, · · · , FN). Indeed inequality (10) is now replaced by
λ(s) := det (sI −A+BMF) 6= 0 ∀ Re{s} ≥ 0.
Denote D = diag(d1In1 , · · · , dNInN ). By the block diagonal form of A,B, and F, there holds
λ(s) = det
[
D (sI −A+BMF)D−1
]
= det
(
sI −A+BMDD−1F
)
.
Since a diagonal D > 0 exists such that inequality (7) holds, Z = MD − I satisfies Z ′ + Z > 0.
The above inequality is now equivalent to
det
(
sI −A+BD−1F +BZD−1F
) 6= 0 ∀ Re{s} ≥ 0,
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that is in turn equivalent to det[I + TF(s)Z] 6= 0 ∀ Re{s} ≥ 0 where
TF(s) = diag[TF1(s), · · · , TFN(s)], TFi(s) = d−1i Fi(sI −Ai +Bid−1i Fi)−1Bi. (14)
Specifically choosing  < 2/max{di} ensures that
AFi = Ai −Bid−1i Fi = Ai −Bi(di)−1B′iXi
is a Hurwitz matrix in light of the fact that ARE (12) can be rewritten as
A′FiXi +XiAFi +XiBi[2(di)
−1 − 1]B′iXi +Qi = 0
and 2(di)
−1−1 > 0 for all i ∈ N . The same argument as in the proof of Theorem 1 can be used to
conclude the SPR of TFi(s) and thus TF(s) in (13), implying that (A−BMF ) is indeed a Hurwitz
matrix. The above shows that distributed stabilization can be achieved without knowledge of D
satisfying (7). However the local optimality is lost due to the scaling of  in Fi = 
−1B′iXi, and it
is debatable if the search for  > 0 to achieve the stability of (A−BMF) is any simpler than the
search for D satisfying (7). There are strong incentives to search for D rather than . 2
Theorem 1 provides a sufficient condition for stabilizability under the distributed state feedback
control. This sufficient condition becomes necessary for two special cases as shown next.
Corollary 1 Consider state feedback control for the MAS over the directed graph G. If feedback
stability holds for the MAS consisting of either (i) homogeneous multi-input unstable agents or (ii)
heterogeneous single input unstable agents with {Ai}Ni=1 having a common unstable eigenvalue, then
the directed graph G is connected.
Proof: For case (i), the homogeneous hypothesis implies
F (sI −A)−1B = IN ⊗ Fa(sI −Aa)−1Ba
where (Ai, Bi, Fi) = (Aa, Ba, Fa) ∀ i ∈ N . Using the same procedure as in [13, 22], the feedback
stability condition in (10) can be shown to be equivalent to
det[I + Fa(sI −Aa)−1Baλi(MD)] 6= 0 ∀ Re[s] ≥ 0.
Since Aa has unstable eigenvalues by the hypothesis, the above inequality implies λi(MD) 6= 0 for
all i, concluding that the graph G is connected. For case (ii), feedback stability implies stability of
(A−BMDF ) for some F . Thus
rank
{[
sIn −A BMD
]}
= n ∀ Re[s] ≥ 0
where n = n1 + · · · + nN . Recall Ai has dimension ni × ni. For single input agents, BMD has
N columns. Taking s to be the common unstable eigenvalue of {Ai}Ni=1 implies that (sIn − A)
has rank (n−N), and thus BMD has rank N , leading to the conclusion of nonsingular MD that
concludes the proof for (ii). 2
When the states of the MAS are not available for feedback, a distributed observer can be de-
signed to estimate the state of each agent, which can then be used for feedback control. See [13, 31]
for homogeneous MASs. We will modify the neighborhood observers in [31] for designing dis-
tributed output feedback controllers in the case of heterogeneous MASs to incorporate the relative
information of the output measurements. Let xˆi(t) be estimate of xi(t), and
exi(t) = xi(t)− xˆi(t), eyi(t) = yi(t)− Cxˆi(t), (15)
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be the estimation error for xi(t) and yi(t), respectively. There holds
[yi(t)− yj(t)]− [yˆi(t)− yˆj(t)] = eyi(t)− eyj (t) = Ciexi(t)− Cjexj (t). (16)
The neighborhood observer modified from [31] is proposed as follows:
˙ˆxi = Aixˆi +Biui + diδK(i− iR)LiCiexi + diLi
N∑
j=1
aij [Ciexi − Cjexj ] (17)
for 1 ≤ i ≤ N . The following result holds.
Theorem 2 Suppose that D satisfying (7) in Remark 1 is known, and (Ai, Bi, Ci) is both stabiliz-
able and detectable for all i ∈ N . Then there exist distributed output feedback stabilizing controllers
for the underlying heterogeneous MAS, if the feedback graph is connected.
Proof: In light of Theorem 1, there exists a FI control protocol u(t) = MDr(t) −MDFx(t)
that stabilizes the feedback MAS, i.e., (A−BMDF ) is a Hurwitz matrix. Since x(t) is unavailable,
a distributed estimator in (17) can be designed by synthesizing Li = YiC
′
i with Yi ≥ 0 being the
stabilizing solution to ARE
AiYi + YiA
′
i − YiC ′iCiYi + Q˜i = 0 (18)
for some Q˜i ≥ 0 that can be used to optimize the local estimation performance. In addition the
state estimation gain Li not only stabilizes the local estimation error dynamics, but also satisfies
the SPR property for the resulting
TLi(s) = Ci(sI −Ai + LiCi)−1Li ∀ i ∈ N (19)
which is dual to TFi(s) in (13) for the case of state feedback. Taking difference between the state
space equation x˙i = Aixi +Biui and that in (17) leads to
e˙xi = Aiexi − diLi
N∑
j=1
aij(Ciexi − Cjexj )− diδK(i− iR)LiCiexi .
The above results in the collective error dynamics described by
e˙x(t) = [A− LMDC] ex(t), ex(t) = x(t)− xˆ(t),
whereMD is the same as that in (9). The proof for Theorem 1 can be adapted to show the Hurwitz
stability for A− LMDC. Using xˆ(t) in place of x(t) for the FI control protocol results in
x˙(t) = Ax(t) +BMD[r(t)− Fxˆ(t)] = [A−BMDF ]x(t) +BMDFex(t) +BMDr(t).
The overall MAS thus admits the state space description:[
x˙(t)
e˙x(t)
]
=
[
A−BMDF BMDF
0 A− LMDC
] [
x(t)
ex(t)
]
+
[
BMD
0
]
r(t). (20)
The separation principle for stabilization holds true as manifested in the collective dynamics (20)
that concludes the proof. 2
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If D satisfying inequality (7) in Remark 1 is unknown, then the neighborhood observer
˙ˆxi = Aixˆi +Biui + δK(i− iR)LiCiexi + Li
N∑
j=1
aij [Ciexi − Cjexj ] (21)
can be employed, resulting in the same error dynamics described in (20), except that MD is
replaced by M. Remark 2 can be used to synthesize both the stabilizing state feedback gain and
state estimation gain. The detail is omitted.
In light of Corollary 1, the sufficient condition in Theorem 2 for distributed output stabilizability
condition can be made necessary for SISO heterogeneous MASs when all agents share some common
unstable poles. We would like to point out that Theorem 2 assumes the same communication graph
at both input and output. In practice they can be different from each other which can give more
design freedom. In case that the graphs differ, then both need to be connected. Moreover each
agent may have different measurement output from the consensus output. For simplicity, our paper
considers only the case when the measurement output is the same as the consensus output; however
our design method can be easily adapted to fit to the case when they differ by replacing Ci in the
state estimator by a different Ci corresponding to the measurement output.
Remark 3 (Design of control/estimation gains)
If D satisfying inequality (7) in Remark 1 is known, the protocols in (8) and (17) can be used,
which achieve not only local optimality but also local robustness. Indeed many known output feed-
back controllers, including the controllers designed using LQG, H∞ loop shaping, and LQG/LTR
methods, are observer based and satisfy the required SPR property for
TFi(s) = Fi(sI −Ai +BiFi)−1Bi, TLi(s) = Ci(sI −Ai + LiCi)−1Li. (22)
While LQG is obvious due to its optimality, the SPR property is kind of obscure for the other two
design methods, which will be clarified next.
For H∞ loop shaping based on a right coprime factorization (a dual result is presented in [18],
page 69-72), Fi = B
′
iXi and Li = Yi∞C
′
i with Xi ≥ 0 the stabilizing solution to the control ARE
A′iXi +XiAi −XiBiB′iXi + C ′iCi = 0, (23)
and Yi∞ ≥ 0 the stabilizing solution to the filtering ARE
AiYi∞ + Yi∞A′i − Yi∞C ′iCiYi∞ +BiB′i + ∆i = 0 (24)
where ∆i = (γ
2
i −1)(I+Yi∞Xi)BiB′i(I+XiYi∞). Since γi > γiopt =
√
1 + λmax(XiYi) ≥ 1, ∆i ≥ 0
is true. Both TFi(s) and TLi(s) are SPR in light of [1, 8].
For LQG/LTR, Fi = B
′
iXi with Xi ≥ 0 the stabilizing solution to the ARE (23), and Li = YiC ′i
with Yi ≥ 0 the stabilizing solution to the ARE
AiYi + YiA
′
i − YiC ′iCiYi + q2i Q˜i = 0
for some design parameter qi > 0 sufficiently large. The matrix Q˜i = BiB
′
i if Pi(s) = Ci(sI−Ai)−1Bi
is minimum phase. Otherwise Q˜i = BimB
′
im where Pi(s) = Pim(s)Bia(s) with Pim(s) = Ci(sI −
Ai)
−1Bim being the minimum phase part of Pi(s) and Bia(s) satisfying Bia(−s)′Bia(s) = I and
containing all unstable zeros of Pi(s) [30]. Hence both TFi(s) and TLi(s) in (22) are again SPR.
However if D in Remark 1 is unknown, and N is too large to search for it, then the protocols in
Remark 2 for distributed control and in (21) for distributed estimation will have to be used, that
may destroy the local optimality and robustness of the feedback MAS. So there are incentives to
search for D whenever it is possible. 2
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Remark 3 indicates that the required SPR property helps to render not only the local optimality,
but also local robustness for the heterogeneous MAS, in light of the fact that LQG/LTR design
improves the gain/phase margin and H∞ loop shaping provides the robustness against coprime
factor uncertainties. However it remains unclear for the collective robustness. The next result is
concerned with the existence of static output stabilizing control law for heterogeneous MASs.
Corollary 2 Suppose that (Ai, Bi, Ci) is both stabilizable and detectable satisfying det(CiBi) 6= 0
and (Ai, Bi, Ci) is strictly minimum phase for all i ∈ N . If the feedback graph exists only at the
MAS input or output but not at both, then there exist distributed static output stabilizing controllers
for the underlying heterogeneous MAS, if the feedback graph is connected.
Proof: It is shown in [4] that under the hypotheses for (Ai, Bi, Ci), there exists Ki such that
ui(t) = Kiyi(t) = KiCixi(t)
is an LQR control law for the system x˙i = Aixi + Biui with R = I. Since this is true for each
i ∈ N , the result for distributed state feedback control can be applied, if the feedback graph exists
at the MAS input. Specifically TF (s) in the proof of Theorem 1 with Fi = KiCi for each i can be
made SPR. The corollary is thus true. 2
4 Output Consensus
This section is focused on output consensus, assuming that the feedback MAS is stabilized by the
observer-based distributed controllers developed in the previous section. Two cases will be inves-
tigated. The first considers the case when the state vector x0(t) of the reference model in (3) is
available for feedforward control. We will show how the feedforward gain F0i can be designed for
ri(t) = F0ix0(t) to achieve the output synchronization as required in (4) for each i ∈ N . The second
assumes x0(t) unavailable. We will develop distributed cooperative observers to estimate the feed-
forward control signal ri(t) = F0ix0(t) based on relative output measurements of the neighboring
agents, and the desired output trajectory y0(t) = C0x0(t) that is transmitted to only one agent.
The following assumption is crucial.
Assumption (a): Agent i has input dimension mi no smaller than its output dimension p, and
each eigenvalue of A0 is a pole of each column of Pi(s) for all i ∈ N .
The above assumption ensures the right invertibility of Pi(s) at each eigenvalue of A0. If this
assumption fails, weighting functions {Wi(s)} can be used so that Pi(s)Wi(s) satisfies Assumption
(a), and consensus control design can be carried out for the weighted agents. Such a method is
used widely in control system design [18]. The next result is instrumental.
Lemma 2 Suppose that Assumption (a) holds, (Ai, Bi) is stabilizable for all i, and the feedback
graph is connected. Then {Fi}Ni=1 exist such that det[sI −A+BMDF ] is Hurwitz. Denote
TMD(s) = C[sI −A+BMDF ]−1BMD, T (s) = C(sI −A+BF )−1B, (25)
and ∆(s) = TMD(s)− T (s). There holds
lim
s→sκ
∆(s)
(s− sκ)µκ−1 = 0. (26)
at each eigenvalue λκ of A0 with multiplicity µκ.
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Proof: Recall P (s) = C(sI−A)−1B and denote PF (s) = F (sI−A)−1B. The hypotheses imply
∆(s) =C[sI −A+BMDF ]−1BMD − C(sI −A+BF )−1B
=P (s)[I +MDPF (s)]−1MD − P (s)[I + PF (s)]−1
=P (s)PF (s)
−1[I +M−1D PF (s)−1]−1 − P (s)PF (s)−1[I + PF (s)−1]−1
=P (s)PF (s)
−1 {[I +M−1D PF (s)−1]−1 − [I + PF (s)−1]−1} .
Since P (s) and PF (s) are block diagonal transfer matrices and each of their columns has sκ as
pole with multiplicity µκ, PF (s)
−1 → 0, [(s − sκ)µκ−1PF (s)]−1 → 0, and P (s)PF (s)−1 approaches
a finite block diagonal matrix as s→ sκ. Moreover
[I + PF (s)
−1]−1 = I − PF (s)−1 + o({PF (s)−1}2),
[I +M−1D PF (s)−1]−1 =I −M−1D PF (s)−1 + o({PF (s)−1}2),
with o
(
[PF (s)
−1]2
)
indicating that each of its terms approaches zero in the order of (s− sκ)2µκ as
s→ sκ. Consequently there holds
∆(s) → P (s)PF (s)−1
{
I −M−1D
}
PF (s)
−1 + o([PF (s)−1]2)
as s→ sκ. Substituting the above into the left hand side of (26) yields
∆(s)
(s− sκ)µκ−1 →
o([PF (s)
−1]2)
(s− sκ)µκ−1 +
P (s)PF (s)
−1 {I −M−1D }PF (s)−1
(s− sκ)µκ−1 → 0
as s→ sκ, that concludes the proof. 2
Lemma 2 indicates that ∆(s)R(s) = TMD(s)R(s)− T (s)R(s) has no pole at sκ. Otherwise its
partial fraction in computing the term with pole at sκ would contradict the limit in (26). Since sκ
is an arbitrary eigenvalue of A0, no eigenvalue of A0 is a pole of ∆(s)R(s), implying the stability
of ∆(s)R(s). The next result is concerned with the full information (FI) control protocol.
Theorem 3 Suppose that Assumption (a) holds, the feedback graph is connected, and the realization
{Ai, Bi, Ci} is both stabilizable and detectable for all i ∈ N . Then there exist FI control protocols in
the form of (8) such that not only (A−BMDF ) is a Hurwitz matrix, but also the output consensus
as required in (4) is achieved.
Proof: Under the assumption of connectivity for the feedback graph and stabilizability for
(Ai, Bi) ∀ i, stabilizing {Fi}Ni=1 can be synthesized according to the proof of Theorem 1 such that
not only each (Ai−BiFi), but also A−BMDF is a Hurwitz matrix. Hence both T (s) and TMD(s)
as in (25) are stable where
T (s) = diag[T1(s), · · · , TN (s)], Ti(s) = Ci(sI −Ai +BiFi)−1Bi. (27)
It is clear that TMD(s) is the transfer matrix from r(t) to y(t) for the feedback MAS under the FI
control protocol, and it becomes equal to T (s), ifMD = I, corresponding to N decoupled feedback
systems under the FI control. In addition the hypotheses on stabilizable and detectable realization
for Pi(s) and on eigenvalues of A0 being poles of each column of Pi(s) imply that none of the
eigenvalues of A0 is a transmission zero of Pi(s) for all i. Consequently the two equations
(Ai −BiFi)Πi +BiF0i = ΠiA0, CiΠi − C0 = 0, (28)
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admit solutions (Πi, F0i) for each i, in light of the internal model principle [6]. Let Ri(s) and Y0(s)
be the Laplace transform of ri(t) = F0ix0(t) and y0(t) = C0x0(t), respectively. It is easy to see that
Ti(s)Ri(s)− Y0(s) is stable, and the output of Ti(s) tracks y0(t) = C0x0(t) with zero steady-state
error for all i. To show the output consensus for the feedback MAS under the FI control protocol,
we examine the synchronization error. Recall ∆(s) = TMD(s) − T (s). Denote Y 0(s) and R(s) as
the Laplace transform of y
0
(t) = 1N ⊗y0(t), and r(t) = F0x0, respectively with x0(t) = 1N ⊗x0(t).
Then the synchronization error in the s-domain is given by
Ey(s) = TMD(s)R(s)− Y 0(s) = ∆(s)R(s) + [T (s)R(s)− Y 0(s)] (29)
for the feedback MAS under the FI control protocol (9). Since the first term on the right hand side
is stable by Lemma 2, and the second term on right of (29) is also stable, ey(t) = y(t)− y0(t)→ 0
as t→∞, thereby concluding the proof. 2
Remark 4 If the state vector of each agent is not available for feedback control, then the state
estimation results in the previous section can be employed. Specifically the estimator in (17) can
be employed to result in the error dynamics described by[
x˙(t)
e˙x(t)
]
=
[
A−BMDF BMDF
0 A− LMDC
] [
x(t)
ex(t)
]
+
[
BMD
0
]
r(t)
The output consensus can be achieved under the same hypotheses as those in Theorem 3, in light
of the fact that ex(t)→ 0 as t→∞, provided that (Ai−LiCi) is Hurwitz for all i ∈ N . If the state
vector of the reference model is not available for feedforward control, then the estimator design is
more involved, which will be tackled in the later part of the section. 2
Assumption (a) is not only important for achieving output consensus, but also has an important
implication that is valuable to output estimation in the case when full information is not available
for output consensus. This is presented in the next result.
Corollary 3 Suppose that TFi(s) in (13) is not only internally stable but also SPR for all i ∈ N ,
MD satisfies inequality (6), and the rest of the hypothesis of Theorem 3 holds. Then the feedforward
gains {F0i}Ni=1 achieving the output consensus satisfy AiΠi = ΠiA0 and F0i = FiΠi for all i ∈ N .
Proof: In light of Theorem 3, there exists a FI control protocol that achieves not only feedback
stability but also output consensus. Hence there exists a solution pair (Πi, F0i) to (28) for each
i ∈ N . Denote C0 = IN ⊗ C0, A0 = IN ⊗ A0, and Π = diag(Π1, · · · ,ΠN ). Then (28) for all i ∈ N
can be put together, leading to
(A−BF )Π +BF0 = ΠA0, CΠ− C0 = 0. (30)
Recall Ey(s) in (29) under the FI control protocol as in the proof of Theorem 3. Its dynamic
behaviors in the time domain are described by[
x˙(t)
x˙0(t)
]
=
[
A−BMDF BMDF0
0 A0
] [
x(t)
x0(t)
]
,
ey(t) = Cx(t)− C0x0(t) (31)
where x0(t) = 1N ⊗ x0(t), and ey(t) and Ey(s) are a Laplace transform pair. In light of Theorem
3, we can show that ey(t)→ 0 as t→∞. By the hypothesis on MD,MD = I +Z and Z +Z ′ > 0.
The above state equation can now be written as[
x˙(t)
x˙0(t)
]
=
[
A−BF BF0
0 A0
] [
x(t)
x0(t)
]
+
[
BZ
0
]
[r(t)− Fx(t)]. (32)
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Applying the similarity transform[
x˜(t)
x0(t)
]
=
[
I −Π
0 I
] [
x(t)
x0(t)
]
to state equation (32) and error equation (31), and utilizing the relation CΠ− C0 = 0 yield
˙˜x(t) = (A−BF )x˜(t) +BZ[r(t)− Fx(t)], x˙0(t) = A0x0(t),
and ey(t) = Cx˜(t). By r(t) = F0x0(t), there holds
v(t) := r(t)− Fx(t) = F0x0(t)− Fx(t) = (F0 − FΠ)x0(t)− Fx˜(t). (33)
As a result, the state equation for x˜(t) can be written as
˙˜x(t) = (A−BMDF )x˜(t) +BZ(F0 − FΠ)x0(t).
Since ey(t) = Cx˜(t)→ 0 as t→∞ and (A−BMDF ) is internally stable, it holds that
(F0 − FΠ)x0(t) → 0
as t→∞ in light of Z +Z ′ > 0. The persistency or divergence of x0(t) imply that (F0−FΠ) = 0,
concluding F0i = FiΠi ∀i ∈ N . Upon substituting F0 = FΠ into (30) yields AΠ = ΠA0 and thus
AiΠi = ΠiA0 for all i ∈ N , that concludes the proof. 2
Remark 5 The solution Πi to AiΠi = ΠiA0 and F0i = FiΠi for each i does not have to be solved
from (30). Once F0i and Fi are available, Πi can be computed via[
Ci
Fi
]
Πi =
[
C0
F0i
]
=⇒ Πi =
[
C ′i F
′
i
]([ Ci
Fi
] [
C ′i F
′
i
])−1 [ C0
F0i
]
,
provided that the inverse exists. If the inverse does not exist, pseudo-inverse can be used in place
of the inverse. It is also important to point out that {F0i} can be synthesized rather easily which
will be demonstrated in the example section. 2
In practice it is possible that the states of the MAS are not available for feedback control and
the state of the reference model is not available for feed-forward control, giving rise to the problem
of distributed observer. By Corollary 3 and (33), there holds
v(t) = −Fx˜(t), x˜(t) = x(t)−Πx0(t).
Consequently the FI control protocol (8) for 1 ≤ i ≤ N yields
u(t) =MDv(t) = −MDFx˜(t). (34)
In addition the result on AΠ = ΠA0 in Corollary 3 shows that
˙˜x(t) = Ax˜(t) +Bu(t), ey(t) = Cx˜(t), (35)
by ˙˜x(t) = Ax(t) +Bu(t)−ΠA0x0 = Ax(t) +Bu(t)−AΠx0. Hence we have an estimation problem
for x˜(t), governed by the state space system in (35), rather than for both x(t) and x0(t). As such
the relative output measurement for agent i in (16) can be expressed as
εi,j(t) = yi(t)− yj(t) = eyi(t)− eyj (t) = Cix˜i(t)− Cj x˜j(t). (36)
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Recall that eyi(t) = yi(t) − y0(t) is the tracking error for the ith agent, i.e., the ith component of
ey(t). There is at least one agent that has the access to
eyiR = yiR(t)− C0x0(t) = CiRxiR(t)− C0x0(t) = CiR x˜iR(t) (37)
with index iR corresponding to a reachable node. The above leads to the distributed estimator:
˙ˆ
x˜i = Ai ˆ˜xi +Biui + diδK(i− iR)LiCiex˜i + diLi
N∑
j=1
aij [Ciex˜i − Cjex˜j ] (38)
modified from (17) with ex˜k(t) = x˜k(t)− ˆ˜xk(t). The next result is parallel to Theorem 2.
Theorem 4 Suppose that the feedback graph G is connected, and each agent admits a stabilizable
and detectable realization. Let D satisfying (7) be known. Then there exist Fi and Li such that
both TFi(s) and TLi(s) in (22) are SPR, and the distributed estimator (38) and protocol u(t) =
−MDF ˆ˜x(t) achieve output consensus.
Proof: Taking difference between x˙i(t) = Aixi(t) +Biui(t) and local estimator (38) yields
e˙x˜i = Aiex˜i + diδK(i− iR)LiCiex˜i + diLi
N∑
j=1
aij [Ciex˜i − Cjex˜j ]
for each i ∈ N . Packing together leads to the collective error equation of
e˙x(t) = (A− LMDC)ex(t).
It is now easy to verify that with u(t) = −MDF ˆ˜x(t), the overall feedback MAS admits the state
space equation [
˙˜x(t)
e˙x˜(t)
]
=
[
A−BMDF BMDF
0 A− LMDC
] [
x˜(t)
ex˜(t)
]
. (39)
In light of the hypothesis on TFi(s) and TLi(s) being SPR, both A − BMDF and A − LMDC
are Hurwitz. Recall the proof of Theorem 1. It follows that x˜(t) → 0 and ex˜(t) → 0 as t → ∞.
Consequently x˜(t) → 0 as t → ∞. In light of the relations C0 = CiΠi in (30) and x˜i(t) =
xi(t)−Πix0(t), there holds
Cix˜i(t) = Ci[xi(t)−Πix0(t)] = Cixi(t)− C0x0(t) = yi(t)− y0(t) → 0
as t→∞. Hence the output consensus is achieved. 2
Remark 6 It is important to note that due to equation (37), the reference trajectory y0(t) =
C0x0(t) is transmitted to only one node, i.e., one of the reachable nodes with index iR. This
has the advantage of lowering the communication overhead. However, there is a tradeoff between
consensus robustness and communication overhead. If y0(t) is transmitted to more than one nodes,
then the single point of failure scenario is avoided. This way the closed loop system is more robust
in the presence of broken communication links. There exists a tradeoff between the communication
overhead and consensus robustness. 2
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5 An Illustrative Example
In this section we will demonstrate with a numerical example the output consensus results presented
in this paper. Following [11], consider a system of 8 point masses moving in one spatial dimension.
Dynamics are governed by
x˙i = Aixi +Biui, yi = Cixi
where Ai =
[
0 1
0 −fdi
]
, Bi =
[
0
1
mi
]
, and Ci =
[
1 0
]
for i = 1, 2, 3, 7, 8; and
x˙i =
1
mi
ui, yi = xi
for i = 4, 5, 6. The first set of dynamics represents agents that experience drag forces and whose
acceleration is directly controlled, while the second set represents agents whose velocity is directly
controlled. The output signal corresponds to the position of the point mass. Figure 1 shows the
interconnection graph for the network of 8 agents, with parameters {mi} = {2.5, 3, 4, 1, 2, 5, 7, 6}
and {fdi} = {0.5, 0.9, 1.9, 0, 0, 0, 1.1, 3.9}.
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Figure 1: Graph for N = 8 point masses.
It is important to note that the network graph is connected with only one reachable node at
node 1. Consequently condition (6) is satisfied with iR = 1. This means that only agent 1 has
direct access to its own full information control signal, every other agent only has access to the
difference between its and its neighbor’s full information control signal. The consensus problem for
this example is to synchronize all agents to the signal y0(t) = cos(ω0t) generated by the reference
model (3) with ω0 = 3.77. To satisfy assumption (a), we use a weighting function, W (s), with poles
at ±jω0 so that Pi(s)W (s) (where Pi(s) is the transfer function of agent i) contains the eigenvalues
of the reference model, i.e., ±jω0. In addition, W (s) includes a proportional-derivative (PD)
compensator by adding a finite stable zero to its dynamics which helps to enlarge the bandwidth and
thus enhance the transient performance of the control system. The state feedback and estimation
gains are computed for each agent individually by solving ARE (23) and its dual, respectively. The
feedforward gain for each agent could be computed by solving (28) for each agent. However, we
take this opportunity to present a simple method that may be used in place of solving (28): The
feedfoward gain has the form F0i =
[
F0i1 F0i2
]
. Denoting X0(s) as the Laplace transform of x0(t),
it is easy to see that for each agent in closed loop,
Yi(s) = Ti(s)F0iX0(s) = Ti(s)
(
ω0F0i1
s2 + ω20
+
sF0i2
s2 + ω20
)
=
K
s− jω0 +
K∗
s+ jω0
by partial fraction expansion. Thus, to enforce yi(t) = cos(ω0t) and achieve tracking we must
choose K such that |K| = 1 and ∠K = 0. In other words, F0i must be chosen such that√
F 20i1
+ F 20i2
=
1
Ti(jω0)
, ∠
[
F0i1 + jF0i2
]
=
pi
2
− ∠Ti(jω0)
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admit a solution F0i1 and F0i2 . Indeed, it is always possible to find a unique solution to both
equations. It is important to remember that control design, either using our proposed method
or by solving (28), can be carried out in a fully distributed manner. Furthermore, the simple
method we have proposed to compute F0i is applicable to tracking step and ramp functions, and
sinusoids with arbitrary amplitudes and phase angles. In fact, it is applicable when the signal to
track consists of any linear combination of the previously mentioned functions. Figure 2 shows
that output consensus is achieved when the state vector of each agent and the reference model is
available. For the case when the distributed estimator in (38) is required, Figure 3 illustrates that
consensus is also achieved.
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Figure 2: Output consensus using a full information control law.
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Figure 3: Output consensus using a full information control law with distributed estimator.
The simulation study is also carried out for the unit ramp reference signal. Figure 4 shows that
output consensus is achieved under the FI control protocol when the state vector of each agent
and the reference model is available. When the states of the N agents and the reference model are
unavailable, the FI control signal can be estimated using the distributed estimator in (38). Figure
5 shows that output consensus is achieved again.
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Figure 4: Output consensus using a full information control law.
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Figure 5: Output consensus using a full information control law with distributed estimator.
For both sinusoidal and ramp reference signals, the consensus control based on the estimator in
(38) takes a longer time to synchronize the output signals. In addition, there are greater fluctuations
in the initial stage of the consensus process than that based on the FI control protocol. The reason
lies in the fact that the estimation error affects the tracking performance negatively, and full
synchronization is not possible until the the estimation error is negligibly small. Certainly, there
are incentives to design faster estimators for consensus control.
6 Conclusion
Output consensus control for continuous-time heterogeneous MASs is studied in this paper, aimed
at synchronizing all the agents’ output to the desired trajectory generated by a reference model.
Our contribution includes the use of the positive real real property of transfer matrices in achieving
the distributed stability for the feedback MAS, and the synthesis algorithm developed for design of
the consensus protocol to achieve output consensus. We have demonstrated that output consensus
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control can be decomposed into tracking regulation for each individual agent control system, pro-
vided that the graph is connected and each agent’s dynamics contain the reference dynamics as its
internal modes. In establishing our main results, Lemma 1 and the positivity of the graph matrix
MD in Section 2 play a fundamental role. In order to achieve consensus to a reference trajectory,
it is sufficient for one agent to have access to the reference signal, which lowers the communication
overhead for the MAS. In addition it is not necessary to duplicate the reference model in each of
the N local and distributed feedback controllers, thereby eliminating synchronization of the local
reference models commonly required in the existing work for consensus control. Thus the com-
munication cost can be lowered further. Furthermore the communication graph can be different
at the input and output. Our controller synthesis is based on H∞ loop shaping and LQG/LTR
methods, and therefore can accommodate performance and robustness requirements. How these
local properties translate to the robustness and performance of the collective dynamics is currently
under study.
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