Abstract. In this paper, the notion of generic transversality and its characterization are given. The characterization is also a further improvement of the basic transversality result and its strengthening which was given by John Mather.
Introduction
In this paper, unless otherwise stated, all manifolds are without boundary and assumed to have countable bases.
Firstly, the definition of transversality is given.
Definition 1. Let X and Y be C r manifolds, and Z be a C r submanifold of Y (r ≥ 1). Let f : X → Y be a C 1 mapping.
(1) We say that f : X → Y is transverse to Z at x if f (x) ∈ Z or in the case of f (x) ∈ Z, the following holds:
(2) We say that f : X → Y is transverse to Z if for any x ∈ X, the mapping f is transverse to Z at x.
Let X, A and Y be C r manifolds (r ≥ 1). Let U be an open set of X × A. In the following, by π 1 : U → X and π 2 : U → A, we denote the natural projections defined by π 1 (x, a) = x, π 2 (x, a) = a.
We say that C 1 mapping F : U → Y is generically transverse to Z if there exists a Lebesgue measure zero set Σ of π 2 (U ) such that for any a ∈ π 2 (U )−Σ, the mapping F a : π 1 (U ∩ (X × {a})) → Y (x → F (x, a)) is transverse to Z. Here, note that π 1 (U ∩ (X × {a})) is an open set of X. The main purpose of this paper is to give a characterization of generic transversality (for the main result, see Theorem 2) .
Some important results on generic transversality have been investigated so far. The following basic transversality result lies at the heart of most application of transversality.
Lemma 1 ([2])
. Let X, A and Y be C ∞ manifolds, Z be a C ∞ submanifold of Y and F : X × A → Y be a C ∞ mapping. If F is transverse to Z, then F is generically transverse to Z.
In [3] , an improvement of Lemma 1 is given by John Mather (for the result, see Theorem 1) . In order to state the result, we define the following. Definition 2. Let X and Y be C r manifolds, and Z be a C r submanifold of Y (r ≥ 1). Let f : X → Y be a C 1 mapping. For any x ∈ X, set
We define
In the case that all manifolds and mappings are of class C ∞ , Definition 2 is the definition of [3, p. 230] .
As in [1] , δ(f, x, Z) measures the extent to which f fails to be transverse to Z at x. It is clearly seen that δ(f, Z) = 0 if and only if f is transverse to Z. The following result by Mather is a natural strengthening of Lemma 1 (see (1) of Remark 1).
Theorem 1 is a useful tool for investigating global properties of mappings. For example, the result is an essential tool for the proofs of Theorem 1 in [3] and Theorem 2.2 in [1] . However, it is difficult to apply Theorem 1 to the mappings such that there exists an element (x, a) ∈ X × A satisfying δ(F, (x, a), Z) = δ(F a , x, Z) > 0. On the other hand, the main result in this paper (Theorem 2) can be applied to the mappings such that there exists an element (x, a) ∈ X × A satisfying δ(F, (x, a), Z) = δ(F a , x, Z) > 0. Definition 3. Let X, A and Y be C r manifolds, and Z be a C r submanifold of Y (r ≥ 1). Let F : U → Y be a C 1 mapping, where U is an open set of X × A. Then, we define
Theorem 2. Let X, A and Y be C r manifolds, Z be a C r submanifold of Y and
then the following (α) and (β) are equivalent.
Theorem 2 gives a characterization of generic transversality in the case that all manifolds and mappings may not be of class C ∞ . Namely, the result is also an improvement of Theorem 1 (see (2) of Remark 1).
From Theorem 2, in the case of r = ∞, we have the following. (α) The set π 2 (W (F, Z)) has Lebesgue measure zero in π 2 (U ), where π 2 : U → A is the natural projection defined by π 2 (x, a) = a.
(β) The mapping F is generically transverse to Z.
Remark 1.
(1) If a given C ∞ mapping F : X×A → Y satisfies the assumption of Lemma 1, then for any (x, a) ∈ X × A, it follows that δ(F, (x, a), Z) = 0. Hence, it is clearly seen that F satisfies the assumption of Theorem 1.
(2) If a given C ∞ mapping F : X × A → Y satisfies the assumption of Theorem 1, then it follows that W (F, Z) = ∅. Therefore, the mapping satisfies the condition (α) in Theorem 2. (3) In Theorem 2, the hypothesis
is used in the proof of (α) ⇒ (β).
On the other hand, for the proof of (β) ⇒ (α), it is sufficient to assume that r ≥ 1. (4) It is important to give the proof of Theorem 2 for the following reason.
The [1] . In Example 3 of Section 2, a counterexample of the assertion is given. Therefore, in order to give a complete proof of Theorem 1, it is important to show Theorem 2.
In Section 2, some examples of W (F, Z) are given. In Section 3, some assertions for the proof of Theorem 2 are prepared. Section 4 is devoted to the proof of Theorem 2.
Some examples of W (F, Z)
In this section, some examples of W (F, Z) are given.
From this example, we see that W (F, Z) may not have Lebesgue measure zero.
Hence, we get
It follows that
From this example, we see that W (F, Z) may not be a manifold.
Example 3. As in (4) of Remark 1, the following is a counterexample to the assertion of Lemma 3.
Note that F satisfies that δ(F a , x, Z) = 0 or δ(F, (x, a), Z) < δ(F a , x, Z) for any (x, a) ∈ R×R and that δ(F, Z) is a positive integer. However, from Σ = (0, 1)×{0}, the set Σ is not a closed set.
Assertions for the proof of Theorem 2
In this section, some assertions for the proof of Theorem 2 are prepared. In the following, for two sets V 1 , V 2 , a mapping f : V 1 → V 2 , and a subset V 3 of V 1 , the restriction of the mapping f to V 3 is denoted by f | V3 :
Let X and Y be C r manifolds, and let f : X → Y be a C 1 mapping (r ≥ 1). A point x ∈ X is called a critical point of f if it is not a regular point, i.e., the rank of df x is less than the dimension of Y . We say that a point y ∈ Y is a critical value if it is the image of a critical point. A point y ∈ Y is called a regular value if it is not a critical value. The following is Sard's theorem. The following lemma can be proved by the same argument as in the proof of Lemma 1. For the sake of readers' convenience, the proof is given.
and F is transverse to Z, then F is generically transverse to Z.
Proof. Since F is transverse to Z, the set
has Lebesgue measure zero in π 2 (U ). It is clearly seen that for any a ∈ π 2 (U ) − π 2 (F −1 (Z)), the mapping F a is transverse to Z.
Finally, we will consider the case dim F −1 (Z) > 0. It is not hard to see that if a ∈ π 2 (U ) is a regular value of π 2 | F −1 (Z) , then F a is transverse to Z. Here, π 2 : U → A is the natural projection defined by π 2 (x, a) = a as in Section 1. Let Σ be the set of critical values of π 2 | F −1 (Z)
Proof. Let (x, a) ∈ U be any point. For simplicity, set
Hence, we have
Lemma 4. Let X, A and Y be C r manifolds, Z be a C r submanifold of Y and
Then, for any (x 0 , a 0 ) ∈ W ρ , there exist an open neighborhood U of (x 0 , a 0 ) and a C r submanifold Z of Y satisfying the following:
Proof. In this proof, for a positive integer k, we denote the k × k unit matrix by E k . Set n = dim X, m = dim A, ℓ = dim Y and q = dim Z. Let (x 0 , a 0 ) ∈ W ρ be any point. Then, we get ρ < ℓ. Indeed, if ρ ≥ ℓ, then we have δ(F a0 , x 0 , Z) > ℓ. This contradicts δ(F a0 , x 0 , Z) ≤ ℓ. From δ(F a0 , x 0 , Z) > 0, it is clearly seen that F a0 (x 0 )(= F (x 0 , a 0 )) ∈ Z and q < ℓ.
Let (U ′ , (x 1 , . . . , x n , a 1 , . . . , a m )) (resp., (V, (y 1 , . . . , y ℓ ))) be a coordinate neighborhood containing (x 0 , a 0 ) ∈ U (resp., F (x 0 , a 0 ) ∈ Y ) such that
For the proof, it is sufficient to give the proofs of the following two cases.
1. The case q = 0. 2. The case q > 0.
1. The case q = 0. From F (x 0 , a 0 ) ∈ Z and dim T F (x0,a0) Z = 0, we have
Here, note that ℓ − ρ > 0. Then, we have
From rank dF (x0,a0) = ℓ − ρ, without loss of generality, from the first we may assume that rank M 1 (x 0 , a 0 ) = ℓ − ρ. Since all entries of M 1 (x, a) are continuous functions of U ′ into R, there exists an open neighborhood U of (x 0 , a 0 ) such that rank M 1 (x, a) ≥ ℓ − ρ for any (x, a) ∈ U and U ⊂ U ′ . Set
Since Z is a C r submanifold of dimension ρ, we get the assertion (1).
Now, we will show the assertion (3). Let (x, a) ∈ U be any point satisfying
where
Here, O is the (ℓ − ρ) × ρ zero matrix. From rank M 1 (x, a) ≥ ℓ − ρ, we get rank M 2 (x, a) = ℓ. Namely, δ(F | U , (x, a), Z) = 0. Hence, we get the assertion (3).
Finally, we will show the assertion (4). Let (x, a) ∈ U be any point. Suppose that F (x, a) ∈ Z. In the case, from δ(F a , x, Z) = 0, the assertion (4) clearly holds. Now, suppose that F (x, a) ∈ Z. From the assertion (2), we have F (x, a) ∈ Z. Hence, it follows that
. Therefore, we get the assertion (4).
The case
and (x, a) ∈ U ′ . Here, O is the (ℓ − q) × q zero matrix. From δ(F, (x 0 , a 0 ), Z) = ρ and rank M 3 (x 0 , a 0 ) = rank(JF 2 ) (x0,a0) + q, we have rank(JF 2 ) (x0,a0) = ℓ − q − ρ.
For the proof of the case q > 0, it is sufficient to give the proofs of the following two cases.
2.1. The case q > 0 and rank(JF 2 ) (x0,a0) = 0 (ℓ − q − ρ = 0). 2.2. The case q > 0 and rank(JF 2 ) (x0,a0) > 0 (ℓ − q − ρ > 0).
2.1. The case q > 0 and rank(JF 2 ) (x0,a0) = 0 (ℓ − q − ρ = 0). Set Z = V and U = U ′ . Then, the set Z is a C r open submanifold of Y . From dim Z = ℓ and ℓ − q − ρ = 0, we have dim Z = dim Z + ρ. Thus, we get the assertion (1).
From
Hence, we have the assertion (2).
Since Z is an open submanifold, the assertion (3) holds. Finally, we will show the assertion (4). Let (x, a) ∈ U be any point. Since Z is an open submanifold, we get δ(F a , x, Z) = 0. In the case of F a (x) ∈ Z, we have δ(F a , x, Z) = 0. Hence, in the case, the assertion (4) holds. In the case of F a (x) ∈ Z, we get
where X ′ = π 1 (U ∩ (X × {a})). Therefore, the assertion (4) holds.
The case q > 0 and rank(JF
Then, we get
From rank(dF 2 ) (x0,a0) = ℓ − q − ρ, without loss of generality, from the first we may assume that rank M 4 (x 0 , a 0 ) = ℓ − q − ρ. Since all entries of M 4 (x, a) are continuous functions of U ′ into R, there exists an open neighborhood U of (x 0 , a 0 ) such that rank M 4 (x, a) ≥ ℓ − q − ρ for any (x, a) ∈ U and U ⊂ U ′ . Set
The set Z is a C r submanifold of Y . From dim Z = q + ρ, the assertion (1) holds.
Thus, the assertion (2) holds.
Next, we will show the assertion (3). Let (x, a) ∈ U be any point satisfying
Proof of Theorem 2
In this section, for simplicity, set
Then, we have
Indeed, by the following argument, we have ( * ). Firstly, we will show that for any a ∈ π 2 (U ) − π 2 (W ) ∪ π 2 ( W ), the mapping F a is transverse to Z. Suppose that F a is not transverse to Z. Then, there exists an element x ∈ π 1 (U ∩ (X × {a})) satisfying δ(F a , x, Z) > 0. From Lemma 3, it is not hard to see that (x, a) ∈ W ∪ W . Then, we get
Next, we will show that for any a ∈ π 2 (U ) such that F a is transverse to Z, we have a ∈ π 2 (U ) − π 2 (W ) ∪ π 2 ( W ). Suppose that a ∈ π 2 (W ) ∪ π 2 ( W ). Then, there exists an element x ∈ π 1 (U ) satisfying (x, a) ∈ W ∪ W . Hence, the mapping F a is not transverse to Z. This contradicts the hypothesis that F a is transverse to Z. Thus, we get ( * ). Now, set
From ( * ), it is sufficient to show that Σ has Lebesgue measure zero in π 2 (U ). From the hypothesis, π 2 (W ) has Lebesgue measure zero in π 2 (U ). Hence, it is sufficient to show that π 2 ( W ) has Lebesgue measure zero in π 2 (U ). Namely, for the proof of (α) ⇒ (β), it is sufficient to show the following. 
Proof of Proposition 1. Set
We get
In order to show that π 2 ( W ) has Lebesgue measure zero in π 2 (U ), it is sufficient to show that π 2 ( W ρ ) has Lebesgue measure zero in π 2 (U ) for any ρ (0 ≤ ρ ≤ δ(F, Z)). From W ρ ⊂ ∪ ∞ i=1 U i , in order to show that π 2 ( W ρ ) is Lebesgue measure zero in π 2 (U ), it is sufficient to show that for any i, the set π 2 ( W ρ ∩ U i ) has Lebesgue measure zero in π 2 ( U i ).
From ρ ≤ δ(F, Z) and the assertion (1), we get
From the assertion (3), we can apply Lemma 2 to F | Ui . Hence, there exists a Lebesgue measure zero set Σ i in π 2 ( U i ) such that for any a ∈ π 2 ( U i ) − Σ i , the mapping (F | Ui ) a is transverse to Z i . In order to finish the proof, it is sufficient to show that π 2 ( W ρ ∩ U i ) ⊂ Σ i . Let a ∈ π 2 ( W ρ ∩ U i ) be any element. Then, there exists an element x ∈ π 1 ( U i ) such that (x, a) ∈ W ρ ∩ U i . By (x, a) ∈ W ρ , we get δ(F a , x, Z) > ρ. From the assertion (4), δ(F a , x, Z) > ρ ≥ δ(F a , x, Z) − δ(F a , x, Z i ).
Hence, it follows that δ(F a , x, Z i ) > 0. Namely, (F | Ui ) a is not transverse to Z i . Hence, we have a ∈ Σ i . ✷
4.2.
Proof of (β) ⇒ (α). From (β), there exists a Lebesgue measure zero set Σ of π 2 (U ) such that for any a ∈ π 2 (U ) − Σ, the mapping F a is transverse to Z. Suppose that π 2 (W ) does not have Lebesgue measure zero in π 2 (U ). Then, it is clearly seen that π 2 (W ) ⊂ Σ. Thus, there exists an element a ∈ π 2 (W ) satisfying a ∈ π 2 (U ) − Σ. From a ∈ π 2 (W ), there exists an element x ∈ π 1 (U ) such that (x, a) ∈ W . Hence, we get δ(F a , x, Z) > 0. Namely, F a is not transverse to Z. This contradicts (β).
✷
