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Reducible operators in non-Γ type II1 factors
Junhao Shen and Rui Shi
Dedicated to the memory of Professor Richard Kadison
Abstract. A famous question of Halmos asks whether every operator on a separable infinite
dimensional Hilbert space is a norm limit of reducible operators. In [30], Voiculescu gave this
problem an affirmative answer by his remarkable non-commutative Weyl-von Neumann theorem.
We investigate the existence or non-existence of an analogue of Voiculescu’s result in factors of
type II1.
In the paper we prove that, in the operator norm topology, the set of reducible operators is
nowhere dense in a non-Γ factor M of type II1, where separable and non-separable cases of M
are both considered. Main tools developed in the paper are a new characterization of Murray
and von Neumann’s Property Γ for a factor of type II1 and a spectral gap property for a single
operator in a non-Γ factor of type II1.
1. Introduction
Let H be a complex Hilbert space. Denote by B(H) the set of all bounded linear operators
on H. A von Neumann algebra is a self-adjoint subalgebra of B(H) that is closed in the weak
operator topology. A factor is a von Neumann algebra whose center consists of scalar multiples
of the identity. Factors are further classified by Murray and von Neumann into type In, I∞, II1,
II∞ and III factors (see [15]). By definition, B(H) is a type I factor.
When H is separable, Halmos [12] proved that the set of irreducible operators in B(H) is a
dense Gδ subset of B(H) in the operator norm topology. Recall that an operator a ∈ B(H) is
reducible if a has nontrivial reducing closed subspaces. And a ∈ B(H) is irreducible if a has no
nontrivial reducing closed subspaces, i.e. if p is a projection in B(H) such that pa = ap, then
p = 0 or p = I.
Similarly, an element a in a factor N is reducible if there is a nontrivial projection p in N
such that ap = pa. Furthermore, an element a in N is irreducible if a is not reducible in N . Note
that a single generator of a factor with separable predual is an irreducible operator. Thus, in a
factor with separable predual, there always exist irreducible operators (see [22, 31]). Recently,
the authors in [8] proved that in each factor N with separable predual, the set of irreducible
operators in N is operator norm dense and Gδ.
On the other hand, the eighth problem raised by Halmos in his ten problems in Hilbert space
in [13] is stated as follows.
Problem 8. Is every operator (on a separable Hilbert space) the norm limit of reducible
ones?
On a finite-dimensional Hilbert space, the answer to the problem is negative, since the set
of reducible operators is closed and nowhere dense in the operator norm. On a separable,
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infinite-dimensional Hilbert space, the problem was answered affirmatively by Voiculescu as an
application of his non-commutative Weyl-von Neumann theorem in [30].
Inspired by some recent research on irreducible operators in factors [8] and normal operators
in semi-finite factors [11, 16, 17], we investigate Problem 8 in the setting of type II1 factors.
Let M be a factor of type II1 with trace τ . Through out the paper, we denote by ‖ · ‖ the
operator norm onM, and by ‖ · ‖2 the 2-norm on M, i.e., ‖x‖2 =
√
τ(x∗x) for all x ∈ M. For
elements x and y in M, we denote by [x, y] = xy − yx the commutator of x and y.
We will frequently mention Murray and von Neumann’s Property Γ for type II1 factors
(see [20]). Among different invariants applied in the classification of II1 factors with separable
predual, Property Γ is the first invariant used by Murray and von Neumann in [20] to show the
existence of non hyperfinite type II1 factors and it plays a critical role in Connes’ celebrated
paper [3]. Recall that M has Property Γ if and only if for any x1, . . . , xn in M and any ǫ > 0,
there exists a unitary element u in M with τ(u) = 0 such that ‖[xi, u]‖2 ≤ ǫ for all 1 ≤ i ≤ n.
Notice that the definition of property Γ for a type II1 factor M doesn’t require M having
separable predual. For simplicity, if a type II1 factor M doesn’t have Property Γ, we say that
M is non-Γ (When M has separable predual, M is non-Γ if and only if M is full [2]).
The purpose of the paper is the following theorem.
THEOREM 6.6. Let M be a non-Γ type II1 factor. Then, in the operator norm topology, the
set of reducible operators in M is nowhere dense and not closed in M.
In order to prove Theorem 6.6, we take four main steps.
Step One: Inspired by Dixmier’s ideas in [4], we develop another characterization of Property
Γ for type II1 factors.
PROPOSITION 3.8. Let M be a type II1 factor with trace τ . Then the following statements
are equivalent:
(i) M has Property Γ of Murray and von Neumann.
(ii) For every x in M, W ∗(x)′ ∩Mω is diffuse.
(iii) For every x in M and every nonzero projection p in M,
W ∗(pxp)′ ∩ (pMp)ω 6= Cp.
(iv) For every x in M, W ∗(x)′ ∩Mω 6= CI.
Here W ∗(x) is the von Neumann subalgebra generated by x in M and ω is a free ultrafilter on
the set N of natural numbers.
Step Two: By Proposition 3.8 and a lemma by Connes in [3], we obtain a single operator with
spectral gap in a non-Γ type II1 factor, which provide another important technique in the proof
of Theorem 6.6.
THEOREM 4.9. Let M be a non-Γ type II1 factor with trace τ . Then there exist two self-
adjoint elements x1, x2 in M and a positive number α > 0 such that
‖[x1, e]‖2 + ‖[x2, e]‖2 ≥ α‖e‖2‖I − e‖2, for every projection e ∈M.
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Step Three: A key observation, connecting spectral gap property of an operator with operator
norm closure of reducible operators, is the following lemma.
LEMMA 5.8 Let x1 and x2 be self-adjoint elements in M. If there exist a positive number
α > 0 and a projection p ∈M with τ(p) > 0, satisfying
‖[x1, p]‖2 + ‖[x2, p]‖2 ≥ α‖p‖2,
then
‖[x1, p]‖+ ‖[x2, p]‖ ≥ α√
2
.
Now the existence of elements, which are not contained in the operator norm closure of reducible
operators, in a non-Γ type II1 factor is a combination of Theorem 4.9 with Lemma 5.8.
THEOREM 5.11 Let M be a non-Γ type II1 factor. Then Red(M)‖·‖ 6=M, where Red(M)‖·‖
is the operator norm closure of reducible operators in M.
Step Four: Finally, based on Theorem 5.11, Theorem 6.6 is proved.
We mention that there exist examples of nonseparable type II1 factors with Property Γ in
which all operators are reducible (see Example 5.3). In Proposition 5.2 we show that, if a
type II1 factor has separable predual, then the set of reducible operators is not operator norm
closed. It remains an open question whether, in a type II1 factor with separable predual and
with Property Γ, the set of reducible operators is operator norm dense.
This paper is organized as follows. In Section 2, we recall ultra-power algebras, central
sequence algebras, and Property Γ for type II1 factors. Some useful techniques are also prepared.
In Section 3, in the view of a single operator, we prove a characterization of Property Γ for type
II1 factors in Proposition 3.8. As an application of Proposition 3.8, we provide an answer
to Sherman’s question in Problem 2.11 of [26], where we show equivalent characterizations of
McDuff factors. In Section 4, the existence of a single operator with spectral gap in a non-Γ
type II1 factor is shown in Theorem 4.9. In Section 5, we prove in Theorem 5.11 that reducible
operators are not dense in non-Γ type II1 factors. In Section 6, we further prove in Theorem
6.6 that reducible operators are nowhere dense in non-Γ type II1 factors with the techniques
developed in the preceding sections.
2. Preliminaries and Notation
As one goal, we develop a new characterization of Property Γ for type II1 factors in the
following sections. For this purpose, we first recall ultra-power algebras and central sequence
algebras related to a type II1 factor.
Let M be a type II1 factor with trace τ . Let N be the set of all the natural numbers and
ω ∈ β(N) \ N a fixed free ultrafilter over N. Let
l∞(M) = {(an)n : ∀ n ∈ N, an ∈M and sup
n∈N
‖an‖ <∞},
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and
Iω(M) = {(an)n ∈ l∞(M) : lim
n→ω
‖an‖2 = 0}.
Then Iω(M) is a two sided ideal of l∞(M) and the ultra-power ofM along ω, denoted byMω,
is defined to be
Mω = l∞(M)/Iω(M).
If no confusion arises, an element in Mω will be denoted by (an)ω. By [32] or [24], Mω is a
type II1 factor with a natural trace τω (also see Theorem A.3.5 in [27]). If P is a von Neumann
subalgebra of M, then we view Pω ⊆ Mω (see the discussion after Definition A.4.1. in [27]).
Moreover there is a natural embedding fromM into Mω by sending each a ∈M to a constant
sequence (a, a, a, . . .)ω in Mω. Thus we view M⊆Mω.
In the following lemma, item (i) is Lemma A.5.5 of [27]. Item (ii) follows from (i).
Lemma 2.1 (Lemma A.5.5 of [27]). Suppose that P is a type II1 factor with trace τ and
Mk(C) is a matrix algebra of size k ∈ N. Then the following statements are true:
(i) (P ⊗Mk(C))ω = Pω ⊗Mk(C);
(ii) If A is a von Neumann subalgebra of P, then
(A⊗Mk(C))′ ∩ (P ⊗Mk(C))ω = (A′ ∩ Pω)⊗ 1k,
where 1k is the identity of Mk(C).
Recall that a type II1 factor M has Property Γ of Murray and von Neumann [20] if and
only if for any family x1, . . . , xn of finitely many elements in M and any ǫ > 0, there exists a
unitary element u in M with τ(u) = 0 such that ‖[xi, u]‖2 ≤ ǫ for all 1 ≤ i ≤ n.
Definition 2.2. For x ∈M and S ⊆M, we define a distance function as follows:
dist‖·‖2(x,S) = inf{‖x− y‖2 : y ∈ S}.
Denote by W ∗(S) the von Neumann subalgebra generated by S in M and by C∗(S) the unital
C∗-subalgebra generated by S in M. The relative commutant of W ∗(S) in M is denoted by
W ∗(S)′ ∩M.
Remark 2.3. It is obvious that if a type II1 factor M has Property Γ, then
W ∗(x1, . . . , xn)
′ ∩Mω 6= CI
for any finitely many elements x1, . . . , xn in M. If M has separable predual, then M has
Property Γ if and only if M′ ∩ Mω 6= CI (see [4]). It is worthwhile noting that there exist
examples of (nonseparable) type II1 factors M with Property Γ such that M′ ∩Mω = CI (see
Proposition 3.7 in [9]).
Examples of (nonseparable) type II1 factors M with Property Γ and with M′ ∩Mω = CI
can also be found in the following proposition, which is a consequence of Popa’s result in [23].
Proposition 2.4. Let N be a type II1 factor with separable predual and with Property Γ.
Let ω be a free ultrafilter on N and M = N ω an ultra-power of N along ω. Then M is a type
II1 factor with Property Γ and with M′ ∩Mω = CI.
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Proof. It is known that M = N ω is a type II1 factor (see Theorem A.3.5 in [27]). It is
straight forward to verify thatM has Property Γ. We need only to show thatM′ ∩Mω = CI.
The traces onN ,M, andMω will be denoted by τN , τM, and τMω respectively. The 2-norms
induced by the corresponding traces on N ,M andMω will be denoted by ‖ · ‖2,N , ‖ · ‖2,M and
‖ · ‖2,Mω respectively. Elements in N ,M andMω will be denoted by x, X or (xn)ω, and (Xm)ω
respectively if there is no confusion.
Suppose that M′ ∩ Mω 6= CI and (Pm)ω is a nontrivial projection in M′ ∩ Mω. Let
λ = τMω((Pm)ω). Then 0 < λ < 1. By Theorem A.5.3 in [27], we assume that each Pm is a
projection in M with τM(Pm) = λ for m ≥ 1. As Pm = (p(m)n )ω is in M = N ω, we further
assume that each p
(m)
n is a projection in N with τN (p(m)n ) = λ for n,m ≥ 1.
By Corollary on page 187 in [23], there exists a family {un}∞n=1 of unitary elements in N
such that τN (un) = 0 and
lim
n→∞
τN (unb1u
∗
nb2) = τN (b1)τN (b2), ∀ b1, b2 ∈ N . (2.1)
For each n ≥ 1, by Equation (2.1), we let kn be a positive integer such that
|τN (uknp(m)n u∗knp(m)n )− (τN (p(m)n ))2| = |τN (uknp(m)n u∗knp(m)n )− λ2| ≤ 1/n, ∀ 1 ≤ m ≤ n.
So, for 1 ≤ m ≤ n,
|‖[ukn, p(m)n ]‖22,N − (2λ− 2λ2)| = |2τN (p(m)n )− 2τN (uknp(m)n u∗knp(m)n )− (2λ− 2λ2)| ≤ 2/n.
Let V = (ukn)ω be a unitary element in M = N ω. Then
‖[V, Pm]‖22,M = lim
n→ω
‖[ukn, p(m)n ]‖22,N = 2λ− 2λ2 > 0, ∀ m ≥ 1.
This contradicts with the assumption that (Pm)ω is in M′ ∩Mω. Hence M′ ∩Mω = CI. 
The next lemma is well-known. We include its proof for the purpose of completeness.
Lemma 2.5. Let M be a type II1 factor with trace τ . Suppose that p is a nonzero projection
in M. Then M has Property Γ if and only if pMp has Property Γ.
Proof. WhenM has separable predual, the result can be found in Proposition 1.11 of [21].
Now we assume that M has nonseparable predual.
(i). Suppose that M has Property Γ. Let x1, . . . , xn be in pMp and ǫ > 0. By Proposition
7.1 in [1], there exists a subfactor M1, with separable predual and with Property Γ, such that
{p, x1, . . . , xn, I} ⊆ M1 ⊆ M. Then pM1p has Property Γ by Lemma 2.5 of [3]. So there
exists a unitary u in pM1p ⊆ pMp, with τ(u) = 0, such that ‖[xi, u]‖2 ≤ ǫ for 1 ≤ i ≤ n. By
definition, pMp has Property Γ.
(ii). Assume that pMp has Property Γ. Let n ∈ N and q be a subprojection of p such
that τ(q) = 1/n. By part (i), qMq has Property Γ. Notice that M is ∗-isomorphic to the von
Neumann algebra tensor product qMq ⊗Mn(C), which is denoted by M ∼= qMq ⊗Mn(C).
From Theorem 13.4.5 of [27], it follows that M has Property Γ. 
A quick consequence of spectral theory is needed in the paper and its proof is sketched.
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Lemma 2.6. Let {pi}ni=1 be a family of mutually orthogonal projections in M such that
p1 + · · ·+ pn = I. Suppose that {xi}ni=1 is a family of elements in M satisfying
(i) xi is in piMpi for each 1 ≤ i ≤ n,
(ii) as an operator in piMpi, xi is self-adjoint and invertible for each 1 ≤ i ≤ n, and
(iii) σpiMpi(xi) ∩ σpjMpj(xj) = ∅, ∀ 1 ≤ i 6= j ≤ n, i.e. the spectra of xi and xj are pairwise
disjoint for i 6= j.
If x = x1 + x2 + · · ·+ xn, then
{p1, . . . , pn, x1, . . . , xn} ⊆ C∗(x) ⊆W ∗(x).
Proof. Since xi is self-adjoint for 1 ≤ i ≤ n, it follows that x is self-adjoint. Note that the
spectra of xi and xj are pairwise disjoint for 1 ≤ i 6= j ≤ n. Define continuous functions fi(t)
on σ(x) as follows:
fi(t) =
{
1, t ∈ σpiMpi(xi);
0, t ∈ σ(x)\σpiMpi(xi).
That xi is invertible in piMpi entails pi = fi(x) ∈ C∗(x) for 1 ≤ i ≤ n. Moreover, xi = pixpi
belongs to C∗(x) for 1 ≤ i ≤ n. This completes the proof. 
3. A characterization of Property Γ for type II1 factors
Let M be a type II1 factor with trace τ . It is an open question whether a type II1 factor
with separable predual is generated by a single operator. When M is singly generated, the
following Theorem 3.1 is a direct consequence of the definition of Property Γ. The main goal
of this section is to provide an equivalent characterization of Property Γ for type II1 factors
without the assumption on cardinality of generators.
Theorem 3.1. Let M be a type II1 factor with trace τ . Then M has Property Γ if and only
if, for any element x in M and any ǫ > 0, there exists a unitary element u in M such that
τ(u) = 0 and ‖[x, u]‖2 ≤ ǫ.
The proof of Theorem 3.1 is postponed after a few technical lemmas. We start with a
definition of support of an operator with respect to a family of mutually orthogonal projections.
Definition 3.2. Let x ∈ M and {pi}ki=1 ⊆M be a family of mutually orthogonal equivalent
projections with p1 + · · ·+ pk = I. Define
supp(x, {pi}ki=1) =
∨
{pi : pix 6= 0 or xpi 6= 0, 1 ≤ i ≤ k}.
Lemma 3.3. Let k ∈ N. Suppose that A is a type Ik subfactor of M and {eij}ki,j=1 is a
system of matrix units of A. Let q1 be a projection in M.
If {i1, . . . , il} ⊆ {1, . . . , k} satisfies the inequality l ≥ k · τ(supp(q1, {eii}ki=1)), then there
exists a projection q ∈M such that
(i) supp(q, {eii}ki=1) ≤ ei1i1 + · · ·+ eilil and
(ii) W ∗(q1,A) = W ∗(q,A).
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Proof. List {eii : eiiq1 6= 0 or q1eii 6= 0 for 1 ≤ i ≤ k} as {ej1j1, . . . , ejmjm}, where
m = k · τ(supp(q1, {eii}ki=1)) is an integer by Definition 3.2. As τ(supp(q1, {eii}ki=1)) ≤ l/k, we
have m ≤ l. Thus, from the fact that A is a type Ik factor, it induces that there is a unitary
element u ∈ A such that uejnjnu∗ = einin for 1 ≤ n ≤ m. Now q = uq1u∗ is a desired projection
in M. 
Recall that a von Neumann algebra is called diffuse if it doesn’t contain nonzero minimal
projections. The following lemma is prepared for an induction argument of Claim 3.9.
Lemma 3.4. Let k ∈ N. Suppose that A is a type Ik subfactor of M and {eij}ki,j=1 is a
system of matrix units of A. Assume that x is an element in M such that
W ∗(x,A)′ ∩Mω is diffuse.
Then, for any ǫ > 0, there exist a positive integer m, a type Im subfactor N of A′∩M, a system
of matrix units {fi,j}mi,j=1 of N and a projection q in M such that
(i) q = q(
∑m
i=2 fi,ie11) = (
∑m
i=2 fi,ie11)q;
(ii) dist‖·‖2(x,W
∗(q,A,N )) ≤ ǫ.
Proof. Fix ǫ > 0. Let m = 64k2 and P = A′ ∩M. As A is a type Ik subfactor of M,
we identify M with P ⊗ A. Notice that W ∗(x,A)′ ∩ Mω is diffuse. There exists a family
{(p(i)n )ω : 1 ≤ i ≤ m} of mutually orthogonal projections in W ∗(x,A)′∩Mω with the same trace
such that
∑
1≤i≤m(p
(i)
n )ω = I.
By Lemma 2.1, W ∗(x,A)′ ∩Mω ⊆ A′ ∩Mω = Pω, whence {(p(i)n )ω : 1 ≤ i ≤ m} ⊆ Pω. By
Lemma A.5.3 in [27], we can further assume that {p(i)n }1≤i≤m is a family of mutually orthogonal
equivalent projections in P such that∑1≤i≤m p(i)n = I. Thus {(p(i)n )ω : 1 ≤ i ≤ m} ⊆W ∗(x,A)′∩
Mω implies that there exists a family {pi}1≤i≤m of mutually orthogonal equivalent projections
in P such that
(a) p1 + p2 + · · ·+ pm = I;
(b) τ(pi) = 1/m for each 1 ≤ i ≤ m;
(c) ‖x−∑1≤i≤m pixpi‖2 ≤ ǫ.
Since P is a subfactor, there exist a type Im subfactor N of P and a system of matrix units
{fi,j}mi,j=1 of N such that fii = pi for each 1 ≤ i ≤ m.
Define y =
∑m
i=1 pixpi =
∑m
i=1 fiixfii. Recall that {est}ks,t=1 is a system of matrix units of
A. As A commutes with N , it follows that W ∗(A,N ) is a subfactor of type Ikm. Moreover, we
have that {estfij}1≤s,t≤k;1≤i,j≤m is a system of matrix units of W ∗(A,N ) and {essfii}1≤s≤k;1≤i≤m
is a family of mutually orthogonal projections inM such that τ(essfii) = 1km for each 1 ≤ s ≤ k
and 1 ≤ i ≤ m. It follows that
m∑
i=1
fiixfii = y =
m∑
j=1
fjjyfjj =
k∑
s,t=1
ess(
m∑
i=1
fiiyfii)ett =
k∑
s,t=1
m∑
i=1
essfiiyettfii.
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When no confusion can arise, we write |S| for the cardinality of a set S. Thus we obtain the
following inequality:
|{(essfii, ettfjj) : essfiiyettfjj 6= 0 for 1 ≤ s, t ≤ k and 1 ≤ i, j ≤ m}|
(km)2
≤ k
2m
k2m2
=
1
m
.
By the Cut-and-Past Theorem (Theorem 4.1 of [25]), there exists a projection q inM such that
(d) W ∗(y,A,N ) = W ∗(q,A,N );
(e) τ
(
supp(q, {essfii}1≤s≤k;1≤i≤m)
)
≤ 2
(
1
m
)1/2
+
2
km
= 2
(
1
64k2
)1/2
+
2
64k3
≤ 1
2k
.
Note that, from (e), we obtain that
(km) · τ
(
supp(q, {essfii}1≤s≤k;1≤i≤m)
)
≤ (km) · 1
2k
=
m
2
≤ |{fiie11 : 2 ≤ i ≤ m}|.
By Lemma 3.3, we can further assume that supp(q, {essfii}1≤s≤k;1≤i≤m) ≤
∑m
i=2 fiie11, which
implies (i)
q = q(
m∑
i=2
fiie11) = (
m∑
i=2
fiie11)q.
Now (ii) follows from (c), the choice of y, and (d). 
An easy exercise of spectral theory is needed.
Lemma 3.5. Let N0 ⊆M be a subfactor of type I3 and {eij}1≤i,j≤3 a system of matrix units
of N0. Let z1 and z2 be self-adjoint elements in N ′0 ∩M and y an element in N ′0 ∩M. Assume
that
a = e11 + 2e22 + 3e33
and
b = z1e11 + ye12 + e13 +
y∗e21 + z2e22 + e23 +
e31 + e32 + e33.
Then
W ∗(y, z1, z2,N0) ⊆W ∗(a+ ib).
Proof. Apparently, e11, e22, e33 are in W
∗(a). Observe that eiibe33 = ei3 and e33beii = e3i
for i = 1, 2, 3. We have ei3e3j = eij is in W
∗(a + ib) for 1 ≤ i, j ≤ 3. Thus N0 ⊆ W ∗(a + ib).
From the fact that ei1be1i = z1eii for i = 1, 2, 3, it follows that z1 = z1e11 + z1e22 + z1e33 is in
W ∗(a+ ib). Similarly, it can be shown that z2, y ∈ W ∗(a+ ib). Therefore,
W ∗(y, z1, z2,N0) ⊆W ∗(a+ ib).
This ends the proof. 
The next lemma, used repeatedly in the proof of Proposition 3.8, might have been known,
but we can’t find a reference to it.
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Lemma 3.6. Suppose that M1 is a finite von Neumann algebra and M2 ⊆ M1 is a von
Neumann subalgebra containing the identity I of M1. If M2 is diffuse, then M1 is diffuse.
Proof. Assume that M1 is not diffuse. Then there exists a nonzero minimal projection p
inM1. Let Cp be the central carrier of p inM1. By Proposition 6.4.3 of [15],M1Cp is a factor.
As M1 is finite, M1Cp is a factor of type Ik for some positive integer k.
Define
q =
∨
{e : e is a projection in M2 such that eCp = 0}.
Then I − q is a nonzero projection in M2 satisfying, for every nonzero subprojection f of I − q
inM2, fCp 6= 0. IfM2 contains no minimal projections, then there exists a family of mutually
orthogonal nonzero projections f1, . . . , fk+1 inM2 such that I − q = f1+ · · ·+ fk+1. The choice
of q ensures that f1Cp, . . . , fk+1Cp is a family of mutually orthogonal nonzero projections in
M1Cp, which contradicts with the fact that M1Cp is a factor of type Ik. This completes the
proof. 
Central sequence algebras of type II1 factors play an important role in the paper. The
following result is a slight modification of Lemma 3.5 of [7] (or Theorem A.6.5 of [27]) by
removing the condition that M is separable. Recall that a finite von Neumann algebra with a
faithful, normal, tracial state is separable if it has a separable predual, which is equivalent to it
is countably generated (see [5] Exercise I.7.3 b and c).
Lemma 3.7. LetM be a type II1 factor with trace τ . Suppose that Q is a separable irreducible
II1 subfactor of M. If Q′ ∩Mω 6= CI, then Q′ ∩Mω is diffuse.
Proof. Assume that Q′ ∩Mω 6= CI and Q′ ∩Mω is not diffuse. Note that Mω is a type
II1 factor with a natural trace τω and M⊆Mω. Let EMωM :Mω →M be the trace-preserving
conditional expectation from Mω onto M. Suppose that {am}∞m=1 is a countable family of
self-adjoint generators of Q.
Let (qn)ω 6= 0, I be a minimal projection in Q′ ∩ Mω and z = (Yn)ω the central carrier
of (qn)ω in Q′ ∩Mω. Then z(Q′ ∩Mω) is a factor of type Ik for some positive integer k by
Proposition 6.4.3 of [15]. Assume that τω((qn)ω) = r with 0 < r < 1, then τω(z) = kr ≤ 1. We
can further assume that qn and Yn are projections inM with τ(qn) = r and τ(Yn) = kr for each
n ≥ 1 by Theorem A.5.3 in [27].
We claim that Q′ ∩Mω is a nonseparable subspace ofMω with respect to ‖ · ‖2,τω , the trace
norm of Mω. Assume, to the contrary, that Q′ ∩Mω is separable with respect to ‖ · ‖2,τω and
assume that {(y(m)n )ω}∞m=1 is a dense subset of Q′ ∩Mω. As Q′ ∩M = CI, (qn)ω /∈M, whence
δ = ‖(qn)ω − EMωM ((qn)ω)‖2,τω > 0. It follows that
δ = ‖(qn)ω − EMωM ((qn)ω)‖2,τω ≤ ‖(qn)ω − y‖2,τω = lim
n→ω
‖qn − y‖2, ∀ y ∈M.
Combining it with the fact that (qn)ω is in Q′ ∩Mω, for each n ≥ 1 we let kn ∈ N be such that
‖qkn − y(m)n ‖2 ≥ δ/2 and ‖[qkn , am]‖2 ≤ 1/n, ∀ 1 ≤ m ≤ n.
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Therefore, (qkn)ω ∈ Q′ ∩Mω and ‖(qkn)ω − (y(m)n )ω‖2,τω ≥ δ/2 > 0 for m ≥ 1. This contradicts
with the assumption that {(y(m)n )ω}∞m=1 is dense in Q′ ∩Mω. Hence Q′ ∩Mω is nonseparable.
Observe that EM
ω
M (Q′ ∩Mω) ⊆ Q′ ∩M = CI. Thus EMωM ((qn)ω) = τω((qn)ω) = r, which
implies that
lim
n→ω
τ(qny) = τω((qn)ωy) = τω(E
Mω
M ((qn)ωy)) = τω(E
Mω
M ((qn)ω)y)
= τω(τω((qn)ω)y) = τω((qn)ω)τ(y) = r τ(y), for all y ∈M.
Combining it with the fact that (qn)ω is in Q′ ∩Mω, for each n ≥ 1 we let jn ∈ N be such that
|τ(qjnYn)− r · kr| ≤ 1/n and ‖[qjn, am]‖2 ≤ 1/n, ∀ 1 ≤ m ≤ n.
Hence, (qjnYn)ω = (qjn)ωz is a projection in z(Q′ ∩Mω) with trace kr2. On the other hand,
z(Q′ ∩Mω) is a type Ik factor with a minimal projection (qn)ω of trace r. Therefore, kr2 ≥ r,
whence kr = 1 and z = I. This means that Q′ ∩Mω is a type Ik factor, which contradicts with
the fact that Q′ ∩Mω is nonseparable. This ends the proof of the lemma. 
IfM is a singly generated type II1 factor, then, by [4], thatM has Property Γ is equivalent
to W ∗(x)′∩Mω 6= CI for all x ∈ M. In fact a more general statement, without the assumption
on cardinality of generators of M, is still valid. We develop this in the following proposition.
Proposition 3.8. Let M be a type II1 factor with trace τ . Then the following statements
are equivalent:
(i) M has Property Γ.
(ii) For every x in M, W ∗(x)′ ∩Mω is diffuse.
(iii) For every x in M and every nonzero projection p in M,
W ∗(pxp)′ ∩ (pMp)ω 6= Cp.
(iv) For every x in M, W ∗(x)′ ∩Mω 6= CI.
Proof. (i)⇒ (ii). Assume that (i) holds. Let x be an element inM. By Proposition 7.1 in
[1], there exists a separable subfactor M1 with Property Γ such that x ∈ M1 ⊆ M. It follows
thatM′1∩Mω1 is diffuse (see [4] or Lemma 3.7). Hence, by Lemma 3.6,W ∗(x)′∩Mω ⊇M′1∩Mω1
is diffuse, i.e., (ii) is true.
(ii) ⇒ (i). Assume that (ii) holds. Suppose that x1, . . . , xn are elements in M and ǫ > 0 is
a positive number. Let N0 be a type I3 subfactor ofM and P = N ′0 ∩M so thatM∼= P ⊗N0.
Assume that {eij}3i,j=1 is a system of matrix units of N0. Then there is a family of elements
{y(r)ij }1≤i,j≤3;1≤r≤n in P such that
xr =
∑
1≤i,j≤3
y
(r)
ij eij , ∀ 1 ≤ r ≤ n.
List elements in {y(r)ij }1≤i,j≤3;1≤r≤n as {yr}1≤r≤9n. We will prove the following claim first to
complete the proof of the implication (ii) ⇒ (i).
REDUCIBLE OPERATORS IN NON-Γ TYPE II1 FACTORS 11
Claim 3.9. There exist
(a) a family of positive integers {mr}9nr=1;
(b) a family of commuting subfactors
{Nr : Nr ⊆ (N0 ∪N1 ∪ · · · ∪ Nr−1)′ ∩M is of type Imr for r = 1, . . . , 9n};
(c) a family of systems of matrix units
{{f (r)i,j }mri,j=1 : {f (r)i,j }mri,j=1 is a system of of matrix units of Nr for r = 1, . . . , 9n};
(d) a family of projections {qr}9nr=1 in M
such that
(1) qr = qr
(∑mr
i=2 f
(r)
i,i
)
f
(r−1)
1,1 · · · f (1)1,1 e11 =
(∑mr
i=2 f
(r)
i,i
)
f
(r−1)
1,1 · · · f (1)1,1 e11qr, ∀1 ≤ r ≤ 9n;
(2) dist‖·‖2(yr,W
∗(qr,N0,N1, . . . ,Nr)) ≤ ǫ/2, ∀ 1 ≤ r ≤ 9n.
Proof of the Claim. We prove the claim by induction.
Step One: When r = 1, let
a = e11 + 2e22 + 3e33
and
b1 = y1e12 + e13 + y
∗
1e21 + e23 + e31 + e32 + e33.
Then Lemma 3.5 implies that W ∗(y1,N0) ⊆ W ∗(a, b1). By the Assumption (ii) and Lemma 3.6,
W ∗(y1,N0)′ ∩Mω ⊇W ∗(a + ib1)′ ∩Mω is diffuse.
Applying Lemma 3.4 for A = N0 and x = y1, there exist a positive integer m1, a type Im1
subfactor N1 of N ′0 ∩M, a system of matrix units {f (1)i,j }m1i,j=1 of N1 and a projection q1 in M
such that
(1) q1 = q1(
∑m1
i=2 f
(1)
i,i )e11 = (
∑m1
i=2 f
(1)
i,i )e11q1;
(2) dist‖·‖2(y1,W
∗(q1,N0,N1)) ≤ ǫ/2.
Step Two: Assume that the claim is true for r = k, where 1 ≤ k < 9n, i.e., the desired {mr}kr=1,
{Nr}kr=1, {{f (r)i,j }mri,j=1}kr=1 and {qr}kr=1 have been obtained. Notice that {Nr}kr=1 is a family of
commuting subfactors in N ′0 ∩M. So W ∗(N1, . . . ,Nk) is a subfactor of type Im1···mk , which has
two self-adjoint generators z1, z2. Moreover, W
∗(N0,N1, . . . ,Nk) is a subfactor of type I3m1···mk
with a system of matrix units
{f (k)ikjkf
(k−1)
ik−1ik−1
· · · f (1)i1j1eij}1≤i,j≤3;1≤i1,j1≤m1;...;1≤ik,jk≤mk .
Define
b2 = z1e11 +yk+1e12 +e13 +
y∗k+1e21 +z2e22 +e23 +
e31 +e32 +e33.
Recall that a = e11 + 2e22 + 3e33. Then Lemma 3.5 implies that
W ∗(yk+1,Nk, . . . ,N1,N0) = W ∗(yk+1, z1, z2,N0) ⊆W ∗(a + ib2).
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By Assumption (ii) and Lemma 3.6,
W ∗(yk+1,Nk, . . . ,N1,N0)′ ∩Mω ⊇W ∗(a+ ib2)′ ∩Mω is diffuse.
By writing A = W ∗(N0,N1, . . . ,Nk) and x = yk+1 in Lemma 3.4, there exist a positive inte-
ger mk+1, a type Imk+1 subfactor Nk+1 of W ∗(N0,N1, . . . ,Nk)′ ∩M, a system of matrix units
{f (k+1)i,j }mk+1i,j=1 of Nk+1 and a projection qk+1 in M such that
(1) qk+1 = qk+1
(∑mk+1
i=2 f
(k+1)
ii
)
f
(k)
11 · · · f (1)11 e11 =
(∑mk+1
i=2 f
(k+1)
ii
)
f
(k)
11 · · · f (1)11 e11qk+1;
(2) dist‖·‖2(yk+1,W
∗(qk+1,N0,N1, . . . ,Nk+1)) ≤ ǫ/2.
Thus the claim is true for r = k + 1. By the principle of mathematical induction, Claim 3.9 is
true. This finishes the proof of the claim.
(End of the proof of Proposition 3.8:) Now we have obtained {mr}9nr=1, {Nr}9nr=1, {{f (r)i,j }mri,j=1}9nr=1
and {qr}9nr=1 with the properties as listed in Claim 3.9. Observe thatW ∗(N1, . . . ,N9n) is a subfac-
tor of type Im1···m9n . Assume that z˜1, z˜2 are two self-adjoint generators of W
∗(N1,N2, . . . ,N9n).
The Conclusion (1) of Claim 3.9 entails that q1, . . . , q9n are mutually orthogonal sub-projections
of e11. The spectral theorem for a self-adjoint operator implies that
{q1, . . . , q9n} ⊆W ∗(q1 + q2/2 + · · ·+ q9n/29n).
Recall that a = e11 + 2e22 + 3e33. Now we let
b3 = (q1 + q2/2 + · · ·+ q9n/29n)e11 +z˜1e12 + e13+
z˜1e21 +z˜2e22 + e23+
e31 + e32 + e33.
A similar proof to Lemma 3.5 yields that
W ∗(q1, . . . , q9n,N0,N1, . . . ,N9n) ⊆W ∗(a + ib3).
By Assumption and Lemma 3.6, the inclusion
W ∗(q1, . . . , q9n,N0,N1, . . . ,N9n)′ ∩Mω ⊇W ∗(a+ ib3)′ ∩Mω
implies that W ∗(q1, . . . , q9n,N0,N1, . . . ,N9n)′ ∩Mω is diffuse. By Conclusion (2) of Claim 3.9,
there is an element wk in W
∗(q1, . . . , q9n,N0,N1, . . . ,N9n) such that ‖yk − wk‖2 ≤ ǫ for each
1 ≤ k ≤ 9n. As W ∗(q1, . . . , q9n,N0,N1, . . . ,N9n)′ ∩Mω, a subset of (N ′0 ∩M)ω, is diffuse, there
exists a unitary element u in N ′0 ∩M such that τ(u) = 0 and ‖[wk, u]‖2 ≤ ǫ for 1 ≤ k ≤ 9n.
Since {y(r)ij }1≤i,j≤3;1≤r≤n was listed as {yr}1≤r≤9n, we can rename {wr}1≤r≤9n as {w(r)ij }1≤i,j≤3;1≤r≤n
correspondingly with
‖y(r)ij − w(r)ij ‖2 ≤ ǫ.
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Therefore, for each 1 ≤ r ≤ n, it follows that
‖[xr, u]‖2 = ‖[
3∑
i,j=1
y
(r)
ij eij, u]‖2 ≤
3∑
i,j=1
‖[y(r)ij eij , u]‖2 =
3∑
i,j=1
‖[y(r)ij , u]eij‖2
≤
3∑
i,j=1
‖[y(r)ij , u]‖2 ≤
3∑
i,j=1
‖[w(r)ij , u]‖2 +
3∑
i,j=1
‖[y(r)ij − w(r)ij , u]‖2
≤ 27ǫ.
By the definition of Property Γ, (i) of Proposition 3.8 is proved.
(i) ⇒ (iii). Assume that M has Property Γ. Let x be an element in M and p a nonzero
projection in M. By virtue of Lemma 2.5, pMp has Property Γ. This entails the inequality
W ∗(pxp)′ ∩ (pMp)ω 6= Cp.
(iii) ⇒ (ii). Let x be an element inM. Define N = W ∗(x)′ ∩M. If N contains no minimal
projections, then N is diffuse, whence W ∗(x)′ ∩Mω ⊇ N is diffuse by Lemma 3.6. Otherwise,
we assume that {pn}Nn=1 is a maximal family of mutually orthogonal minimal projections in N ,
where 1 ≤ N ≤ ∞. Define p0 = I −
∑N
n=1 pn. Then p0N p0 is diffuse. For each n ≥ 1, it
is not hard to verify that W ∗(pnxpn) is an irreducible subfactor of pnMpn. The assumption
W ∗(pnxpn)
′∩(pnMpn)ω 6= Cpn and Lemma 3.7 guarantee thatW ∗(pnxpn)′∩(pnMpn)ω is diffuse.
Obviously,
W ∗(x)′ ∩Mω ⊇ p0N p0 ⊕
(
⊕Nn=1
(
W ∗(pnxpn)
′ ∩ (pnMpn)ω
)) ⊇ CI.
This entails that W ∗(x)′ ∩Mω is diffuse, by virtue of Lemma 3.6.
(iii) ⇒ (iv). This is trivial.
(iv) ⇒ (iii). We use a contrapositive proof here. Assume that (iii) is false. Thus there exist
two self-adjoint elements y1 and y2 in M and a nonzero projection p in M such that
W ∗(p(y1 + iy2)p)
′ ∩ (pMp)ω = Cp.
Denote p by p0. AsM is a type II1 factor, there exists a family of mutually orthogonal subpro-
jections p1, . . . , pk−1, pk of I − p0 such that
(a1) τ(p0) = τ(p1) = · · · = τ(pk−1) ≥ τ(pk) and
(b1) p0 + p1 + · · ·+ pk = I.
Furthermore, there exists a family of partial isometries v1, . . . , vk in M such that
viv
∗
i = p0, v
∗
i vi = pi for 1 ≤ i ≤ k − 1 and vkv∗k ≤ p0, v∗kvk = pk. (3.1)
Without loss of generality, we assume that ‖p0y1p0‖ < 1. Define two self-adjoint elements
x1 and x2 in M as follows:
x1 = (p0 + p0y1p0) + 2p1 + 3p2 + · · ·+ (k + 1)pk
and
x2 = p0y2p0 + (v1 + v2 + · · ·+ vk) + (v1 + v2 + · · ·+ vk)∗.
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By spectral theory, we obtain that p0, p1, . . . , pk, p0y1p0 are in W
∗(x1) and p0y2p0, v1, . . . , vk are
in W ∗(x1 + ix2).
We claim that W ∗(x1 + ix2)
′ ∩ Mω = CI. In fact, assume that (qn)ω is a projection in
W ∗(x1, x2)
′ ∩Mω. From the fact that p0, p0y1p0 are in W ∗(x1), we conclude that
p0 commutes with (qn)ω in Mω, (3.2)
whence p0(qn)ωp0 is a projection in Mω. From the fact that p0y1p0, p0y2p0 are in W ∗(x1, x2), it
follows that p0y1p0 and p0y2p0 commute with (qn)ω in Mω. Therefore
p0(qn)ωp0 ∈ W ∗(p0y1p0, p0y2p0)′ ∩ (p0Mp0)ω = Cp0.
Thus p0(qn)ωp0 = 0 or p0. We proceed the proof by considering the following two cases.
Case 1. Assume that p0(qn)ωp0 = 0. Since v1, . . . , vk are in W
∗(x1, x2), it follows that
(qn)ωvi = vi(qn)ω. This, together with (3.1) and (3.2), implies that 0 = p0(qn)ωp0vi = (qn)ωvi =
vi(qn)ω, whence pi(qn)ω = v
∗
i vi(qn)ω = 0 for all 1 ≤ i ≤ k. So (qn)ω =
∑k
i=0 pi(qn)ω = 0.
Case 2. Assume that p0(qn)ωp0 = p0. As v1, . . . , vk ∈ W ∗(x1, x2), we have the equality
(qn)ωvi = vi(qn)ω. This, together with (3.1) and (3.2), implies that vi = p0vi = p0(qn)ωp0vi =
(qn)ωvi = vi(qn)ω, whence pi = v
∗
i vi = v
∗
i vi(qn)ω = pi(qn)ω for all 1 ≤ i ≤ k. It follows that
(qn)ω =
∑k
i=0 pi(qn)ω =
∑k
i=0 pi = I.
In a summary, we conclude that (qn)ω is either 0 or I. Thus W
∗(x1 + ix2)
′ ∩Mω = CI,
whence (iv) is false. This ends the proof of the implication (iv) ⇒ (iii). 
Now Theorem 3.1 follows directly from Proposition 3.8.
Proof of Theorem 3.1. The implication “⇒” is obvious. For the implication “⇐”, the
assumption implies that W ∗(x)′∩Mω 6= CI, for every x inM. Now Proposition 3.8 guarantees
that M has Property Γ. 
The following result, implied in Theorem 2.1 in [3], is well known and its proof is sketched.
Proposition 3.10. Let M be a type II1 factor with trace τ . Let x be an element in M.
Consider the following statements:
(i) For any given ǫ > 0, for every nonzero projection p ∈ M, there exists a nonzero
sub-projection q of p in M satisfying
τ(q) ≤ ǫ and ‖[pxp, q]‖2 ≤ ǫ · ‖q‖2,
(ii) W ∗(x)′ ∩Mω 6= CI.
Then the implication (i) ⇒ (ii) holds.
Proof. Assume that (i) holds. To prove (ii), it suffices to show that, for any ǫ > 0, there
exists a projection q in M such that τ(q) = 1/2 and ‖[x, q]‖2 ≤ ǫ.
Denote by P(M) the set of all the projections in M. Define S to be a subset of M in the
following form:
S = {e ∈ P(M) : 0 < τ(e) ≤ 1
2
and ‖[x, e]‖2 ≤ ǫ · ‖e‖2}.
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For projections q1 and q2 in S, if q1 is a sub-projection of q2, then define q1  q2. Thus, the
binary relation “” is a partial order on S.
The Assumption (i) implies that S contains a nonzero projection in M. Moreover, since τ
is normal, each totally ordered chain in S has an upper bound in S. Thus, by Zorn’s lemma,
there exists a maximal element q in S.
If τ(q) = 1/2, then the proof is completed. Assume, on the contrary, that τ(q) < 1/2. Then
there exists a positive number δ > 0 with τ(q) + δ < 1/2 and with 0 < δ < ǫ/2. By applying
Assumption (i) to δ > 0 and I − q, there exists a nonzero sub-projection q0 of I − q such that
τ(q0) ≤ δ and ‖[(I − q)x(I − q), q0]‖2 ≤ δ‖q0‖2.
Note that τ(q) < τ(q + q0) < 1/2 and
‖[x, q + q0]‖22 = ‖qx(I − q − q0)‖22 + ‖q0x(I − q − q0)‖22
+‖(I − q − q0)xq‖22 + ‖(I − q − q0)xq0‖22
≤ ‖[x, q]‖22 + ‖[(I − q)x(I − q), q0]‖22
≤ ǫ2‖q‖22 + δ2‖q0‖22
≤ ǫ2‖q + q0‖22.
This implies that q + q0 ∈ S. But q + q0 ∈ S contradicts the fact that q is a maximal element
in S. This ends the proof of the proposition. 
A type II1 factorM with separable predual is called a McDuff factor ifM≃M⊗ˆR, where
R is the hyperfinite II1 factor with separable predual. Here we provide an answer to Sherman’s
question in Problem 2.11 of [26].
Corollary 3.11. Let n ≥ 2 be a positive integer and M a type II1 factor with separable
predual. Then the following statements are equivalent:
(i) M is a McDuff factor.
(ii) For any x ∈M, W ∗(x)′ ∩Mω is a type II1 von Neumann algebra.
(iii) For any x ∈M, W ∗(x)′ ∩Mω unitally contains Mn(C).
(iv) For any x ∈M, W ∗(x)′ ∩Mω is not abelian.
Proof. (i)⇒ (ii)⇒(iii)⇒(iv) is obvious.
(iv) ⇒ (i). The assumption (iv) implies that W ∗(x)′ ∩Mω 6= CI, for every x in M. By
Proposition 3.8, M has Property Γ. As M has a separable predual, there exists an element
y in M such that W ∗(y) = M by Theorem 6.2 of [10]. Again from the assumption (iv),
W ∗(y)′ ∩Mω =M′ ∩Mω is noncommutative. Now (i) follows from Theorem 3 of [18]. 
4. An operator with spectral gap in a non-Γ type II1 factor
In this section, we will show the existence of a single operator with spectral gap in a non-Γ
type II1 factor. The main result, Theorem 4.9, will be proved by a series of lemmas. Let M be
a type II1 factor with trace τ
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Definition 4.1. Let {qk}∞k=1 be a sequence of nonzero projections in M. Define
A({qk}∞k=1) = {x ∈M : lim
k→∞
‖[x, qk]‖2
‖qk‖2 = 0}.
Lemma 4.2. If {qk}∞k=1 is a sequence of nonzero projections in M, then A({qk}∞k=1) is a
unital C∗-subalgebra of M.
Proof. Apparently A({qk}∞k=1) contains 0 and I. Let x and y be in A({qk}∞k=1) and α ∈ C.
Observe that
‖[x∗, qk]‖2 = ‖[x, qk]‖2,
‖[αx+ y, qk]‖2 ≤ |α|‖[x, qk]‖2 + ‖[y, qk]‖2,
‖[xy, qk]‖2 = ‖xyqk − qkxy‖2 = ‖x(yqk − qky) + (xqk − qkx)y‖2
≤ ‖x(yqk − qky)‖2 + ‖(xqk − qkx)y‖2
≤ ‖x‖‖[y, qk]‖2 + ‖[x, qk]‖2‖y‖.
It follows that A({qk}∞k=1) is a ∗-algebra.
Assume that z ∈ M is in the operator norm closure of A({qk}∞k=1). For any δ > 0, there
exists an element z˜ in A({qk}∞k=1) such that ‖z − z˜‖ ≤ δ. Hence
lim sup
k→∞
‖[z, qk]‖2
‖qk‖2 ≤ lim supk→∞
‖[z˜, qk]‖2 + ‖[(z − z˜), qk]‖2
‖qk‖2 ≤ 0 + 2δ.
It follows that z ∈ A({qk}∞k=1), which implies that A({qk}∞k=1) is a unital C∗-subalgebra of
M. 
Lemma 4.3. Let {qk}∞k=1 be a sequence of nonzero projections in M. If p is a projection in
A({qk}∞k=1), then
lim
k→∞
‖[pxp, pqkp]‖2
‖qk‖2 = 0, ∀ x ∈ A({qk}
∞
k=1).
Proof. For every x in A({qk}∞k=1),
‖[pxp, pqkp]‖2 = ‖pxp(qkp− pqk) + (pxpqk − qkpxp) + (qkp− pqk)pxp‖2
≤ ‖pxp‖‖[p, qk]‖2 + ‖[pxp, qk]‖2 + ‖[qk, p]‖2‖pxp‖.
Since p, pxp are in A({qk}∞k=1)),
lim
k→∞
‖[pxp, pqkp]‖2
‖qk‖2 = 0.
This completes the proof. 
The following Lemma 4.4 is prepared for Lemma 4.5.
Lemma 4.4. If 0 ≤ y ≤ 1 is an element in M, then there exists a projection e ∈ W ∗(y)
satisfying ‖y − e‖2 ≤ 2‖y − y2‖2.
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Proof. By spectral theorem, the faithful, normal, tracial state τ induces a probability
measure µ on [0, 1] such that
τ(f(y)) =
∫
[0,1]
f(t)dµ(t)
for all bounded Borel function f on [0, 1]. Then
‖y − y2‖22 = τ((y − y2)2) =
∫
[0,1]
|t− t2|2dµ ≥ 1
4
∫
[0,1/2]
t2dµ+
1
4
∫
(1/2,1]
(1− t)2dµ.
Let e be the spectral projection of y corresponding to the interval (1/2, 1]. It follows that
‖y − e‖22 = τ((y − e)2) =
∫
[0,1]
|t− χ(1/2,1](t)|2dµ
=
∫
[0,1/2]
t2dµ+
∫
(1/2,1]
(1− t)2dµ
≤ 4‖y − y2‖22.
Thus, e is a projection in W ∗(y) satisfying ‖y − e‖2 ≤ 2‖y − y2‖2. 
Lemma 4.5. Let {qk}∞k=1 be a sequence of nonzero projections in M. If p is a projection in
A({qk}∞k=1), then there exists a subprojection ek of p for each k ≥ 1 such that
lim
k→∞
‖ek − pqkp‖2
‖qk‖2 = 0.
Proof. Note that
‖pqkp− pqkpqkp‖2 = ‖p[p, qk]qkp‖2 ≤ ‖[p, qk]‖2.
Applying Lemma 4.4 to y = pqkp, we obtain a subprojection ek of p such that
‖pqkp− ek‖2 ≤ 2‖pqkp− (pqkp)2‖2,
whence
lim
k→∞
‖ek − pqkp‖2
‖qk‖2 ≤ limk→∞
2‖pqkp− (pqkp)2‖2
‖qk‖2 ≤ limk→∞
2‖[p, qk]‖2
‖qk‖2 = 0.
This completes the proof. 
The following Lemma 4.6 is prepared for Lemma 4.7.
Lemma 4.6. Let N , with IM ∈ N , be a type Im subfactor of M and {pij}mi,j=1 be a system
of matrix units of N . For any x ∈ N ′ ∩M,
τ(xp11) =
1
m
τ(x).
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Proof. Notice that, for every 1 ≤ i ≤ m,
τ(piix) = τ(pi1p1ix) = τ(p1ixpi1) = τ(p1ipi1x) = τ(p11x).
Hence
τ(x) =
∑
i
τ(piix) = mτ(p11x).
This ends the proof. 
Lemma 4.7. Let {qk}∞k=1 ⊆ M be a sequence of nonzero projections. Suppose that N , with
IM ∈ N ⊆ A({qk}∞k=1), is a subfactor of type Im for some positive integer m. Let {pij}mij=1 be a
system of matrix units of N . If p is a projection in A({qk}∞k=1) with p ≥ p11, then
lim inf
k→∞
‖pqkp‖22
‖qk‖22
≥ 1
m
.
Proof. Note that N is a subfactor of type Im. Let U be a finite group consisting of unitary
elements in N such that N is a linear span of U (see Lemma 2.4.1 in [28]). Define
q˜k =
1
|U|
∑
u∈U
uqku
∗, for each k ≥ 1,
where |U| is the cardinality of U . It is easy to verify that q˜k is a positive element in N ′ ∩M for
k ≥ 1 such that
lim
k→∞
‖qk − q˜k‖2
‖qk‖2 = 0, (4.1)
whence
‖q˜k‖2 = ‖qk‖2 + ǫk, where |ǫk|/‖qk‖2 → 0. (4.2)
Then
‖pqkp‖22 = τ(pqkpqkp) ≥ τ(pqkp11qkp) = τ(p11qkpqkp11) ≥ τ(p11qkp11qkp11) = τ(p11qkp11qk)
= τ(p11q˜kp11qk) + τ(p11(qk − q˜k)p11qk)
= τ(p11q˜kp11q˜k) + τ(p11q˜kp11(qk − q˜k)) + τ((qk − q˜k)p11qkp11)
= τ(p11(q˜k)
2) + τ(p11q˜kp11(qk − q˜k)) + τ((qk − q˜k)p11qkp11) (as q˜k ∈ N ′ ∩M)
≥ 1
m
‖q˜k‖22 − ‖p11q˜kp11‖2‖qk − q˜k‖2 − ‖qk − q˜k‖2‖p11qkp11‖2 (by Lemma 4.6)
≥ 1
m
(‖qk‖2 + ǫk)2 − 2(‖qk‖2 + |ǫk|)‖qk − q˜k‖2
=
1
m
(‖qk‖22 + 2ǫk‖qk‖2 + ǫ2k)− 2(‖qk‖2 + |ǫk|)‖qk − q˜k‖2
Hence, (4.1) and (4.2) guarantee
lim inf
k→∞
‖pqkp‖22
‖qk‖22
≥ 1
m
.
This completes the proof. 
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Lemma 4.3, Lemma 4.5, and Lemma 4.7 are applied in the following Proposition 4.8.
Proposition 4.8. Let {qk}∞k=1 be a sequence of nonzero projections in M. Suppose that N ,
with IM ∈ N ⊆ A({qk}∞k=1), is a subfactor of type Im for some positive integer m. Let {pij}mij=1
be a system of matrix units of N . If p is a projection in A({qk}∞k=1) with p ≥ p11, then there
exists a projection ek in M for each k ≥ 1 such that
(i) ek is a nonzero subprojection of p when k is large enough;
(ii) lim sup
k→∞
‖ek‖2
‖qk‖2 ≤ 1; and
(iii) lim
k→∞
‖[pxp, ek]‖2
‖ek‖2 = 0, for all x ∈ A({qk}
∞
k=1).
Proof. By Lemma 4.5, there exists a subprojection ek of p for each k ≥ 1 such that
lim
k→∞
‖ek − pqkp‖2
‖qk‖2 = 0. (4.3)
Thus
lim sup
k→∞
‖ek‖2
‖qk‖2 ≤ lim supk→∞
‖pqkp‖2 + ‖pqkp− ek‖2
‖qk‖2 ≤ 1,
which means that (ii) holds. By Lemma 4.7,
lim inf
k→∞
‖ek‖2
‖qk‖2 ≥ lim infk→∞
‖pqkp‖2 − ‖pqkp− ek‖2
‖qk‖2 ≥
1√
m
. (4.4)
This means that ek is nonzero when k is large enough. Thus, (i) is true. Moreover, for every
x ∈ A({qk}∞k=1), from Lemma 4.3, the limit in (4.3), and the inequality in (4.4), it follows that
lim sup
k→∞
‖[pxp, ek]‖2
‖ek‖2 ≤ lim supk→∞
‖[pxp, pqkp]‖2 + ‖[pxp, ek − pqkp]‖2
‖qk‖2 ·
‖qk‖2
‖ek‖2
≤ lim sup
k→∞
‖[pxp, pqkp]‖2 + 2‖pxp‖‖ek − pqkp‖2
‖qk‖2 ·
‖qk‖2
‖ek‖2
= 0.
This completes the proof. 
Now we are ready to prove the main result in this section. Recall that a type II1 factor M
is non-Γ if M is a type II1 factor without Property Γ. Meanwhile, by P(M) we denote the set
of all the projections in M.
Theorem 4.9. Let M be a non-Γ type II1 factor with trace τ . Then there exist two self-
adjoint elements x1, x2 in M and a positive number α > 0 such that
‖[x1, e]‖2 + ‖[x2, e]‖2 ≥ α‖e‖2‖I − e‖2, ∀ e ∈ P(M).
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Proof. By Proposition 3.8, there exist two self-adjoint elements x1 and x2 in M such that
W ∗(x1 + ix2)
′ ∩Mω = CI. By Proposition 3.10, there exist an ǫ > 0 and a nonzero projection
p in M such that for every nonzero subprojection e of p,
either τ(e) > ǫ or ‖[px1p, e]‖2 + ‖[px2p, e]‖2 > ǫ‖e‖2. (4.5)
If p = I, we claim that there exists an α such that x1, x2 and α have the desired property
stated in the theorem. Actually, assume, to the contrary, that such an α doesn’t exist. Thus
for each α = 1/k, there exists a projection qk in M such that
‖[x1, qk]‖2 + ‖[x2, qk]‖2 < ‖qk‖2‖I − qk‖2
k
.
Obviously, 0 < τ(qk) < 1. Replacing qk by I − qk if needed, we assume that
0 < τ(qk) ≤ 1/2 for k ≥ 1 and lim
k→∞
‖[x1, qk]‖2 + ‖[x2, qk]‖2
‖qk‖2 = 0. (4.6)
Notice that W ∗(x1 + ix2)
′ ∩Mω = CI. We have that
lim
k→ω
‖qk‖2 = 0. (4.7)
Since we have assumed that p = I, we obtain that (4.6) and (4.7) contradict with (4.5). This
ends the proof in this case.
Now we assume that p 6= I. Let m ∈ N be such that 2/m < min{τ(p), τ(I − p)}. Let i0 be
an integer such that (i0 − 1)/m ≤ τ(p) < i0/m. Then 3 ≤ i0 ≤ m− 2. Assume that p and px1p
are contained in a masa W of M. Let {pi}mi=1 be a family of mutually orthogonal projections
in W such that
(a) p1 + · · ·+ pm = I and τ(pi) = 1/m for 1 ≤ i ≤ m;
(b) p1, pi, . . . , pi0−1 are subprojections of p;
(c) pi0+1, . . . , pm−1, pm are subprojections of I − p.
Let N be a type Im subfactor of M with a system of matrix units {pij}mi,j=1 such that pii = pi
for 1 ≤ i ≤ m. Let P = N ′ ∩M. Then M ∼= P ⊗ N . By Lemma 2.5, we obtain that P is
also a type II1 factor without Property Γ. Proposition 3.8 implies there exist two self-adjoint
elements y1, y2 in P such that W ∗(y1, y2)′ ∩ Pω = CI. From Lemma 2.1, it follows that
W ∗(y1, y2,N )′ ∩Mω ∼= (W ∗(y1, y2)⊗N )′ ∩ (P ⊗N )ω ∼= W ∗(y1, y2)′ ∩ Pω = CI. (4.8)
Define pi0,1 = ppi0 and pi0,2 := (I − p)pi0 .
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Without loss of generality, we assume that ‖px1p‖ < 1/10, ‖y1‖ < 1/10 and ‖y2‖ < 1/10.
Let z1 and z2 be elements in M defined as follows:
z1 =
(
i0−1∑
j=1
(2jpj + pjx1pj)
)
+
(
2i0pi0,1 + pi0,1x1pi0,1
)
+ (2i0 + 1)pi0,2
+
(
m−2∑
j=i0+1
2jpj
)
+ (2m−1pm−1 + pm−1y1) + (2
mpm + pmy2)
z2 = px2p+ (p1m + · · ·+ pm−1,m) + (pm1 + · · ·+ pm,m−1) + pm.
Notice that
{p1, . . . , pm, pi0,1, pi0,2, p, px1p, I − p} ⊆ W and px1p = (
i0−1∑
j=1
pix1pi) + pi0,1x1pi0,1. (4.9)
By Lemma 2.6, we have that
{p1, . . . , pm, pi0,1, pi0,2, p, px1p, pm−1y1, pmy2} ⊆ C∗(z1).
From piz2pm and pz2p, we obtain that {p1m, p2m, . . . , pmm, px2p} ⊆ C∗(z1, z2), whence
{p, px1p, px2p, y1, y2,N} ⊆ C∗(z1, z2). (4.10)
Combining (4.8) and (4.10), we have that
CI = W ∗(y1, y2,N )′ ∩Mω ⊇ C∗(z1, z2)′ ∩Mω. (4.11)
To finish the proof of the theorem, it suffices to show the following claim.
Claim 4.10. There exists a constant α > 0 such that, for every projection e in M,
‖[z1, e]‖2 + ‖[z2, e]‖2 ≥ α‖e‖2‖I − e‖2.
Proof of the Claim. Assume, to the contrary, that for each α = 1/k there exists a
projection qk in M such that
‖[z1, qk]‖2 + ‖[z2, qk]‖2 < ‖qk‖2‖I − qk‖2
k
.
Obviously, 0 < τ(qk) < 1. Replacing qk by I − qk if needed, we assume that 0 < τ(qk) ≤ 1/2.
Then it follows that
lim
k→∞
‖[z1, qk]‖2 + ‖[z2, qk]‖2
‖qk‖2 = 0. (4.12)
Notice from (4.11) that W ∗(z1 + iz2)
′ ∩Mω = CI. We have that
lim
k→ω
‖qk‖2 = 0. (4.13)
Let A({qk}∞k=1) be as defined in Definition 4.1. From (4.10) and (4.12),
{px1p, px2p, p,N} ⊆ A({qk}∞k=1).
Applying Proposition 4.8 to N and p, we can find a projection ek inM for each k ≥ 1 such that
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(i) ek is a nonzero subprojection of p when k is large enough.
(ii) lim sup
k→∞
‖ek‖2
‖qk‖2 ≤ 1 and
(iii) lim
k→∞
‖[pxip, ek]‖2
‖ek‖2 = 0, for all i = 1, 2.
Combining (4.13) and (ii), we have
lim
k→ω
‖ek‖2 = 0 (4.14)
It is easy to check that (i), (4.14), and (iii) contradict (4.5).
This ends the proof of the claim and the proof of the theorem. 
Combining with Marrakchi’s Proposition 2.2 in [19], Theorem 4.9 gives an operator with
spectral gap in a non-Γ II1 factor. The result could be compared with Theorem 2.1 (c) in [3].
Corollary 4.11. Let M be a type II1 factor with trace τ . Then the following statements
are equivalent:
(i) M is non-Γ, i.e. M doesn’t have Property Γ.
(ii) There exist two self-adjoint elements x1 and x2 in M and an α1 > 0 such that
‖[x1, y]‖2 + ‖[x2, y]‖2 ≥ α1‖y − τ(y)‖2, for every y ∈M.
(iii) There exist an x in M and an α2 > 0 such that
‖[x, y]‖2 + ‖[x∗, y]‖2 ≥ α2‖y − τ(y)‖2, for every y ∈M.
(iv) There exist an x in M and an α3 > 0 such that
‖[x, y]‖2 ≥ α3‖y − τ(y)‖2, for every self-adjoint y ∈M.
(v) There exist two unitary elements u1 and u2 in M and an α4 > 0 such that
‖[u1, y]‖2 + ‖[u2, y]‖2 ≥ α4‖y − τ(y)‖2, for every y ∈M.
Proof. (i) ⇒ (ii). Assume that M is non-Γ. It follows from Theorem 4.9 that there exist
two self-adjoint elements x1 and x2 in M and a positive number α such that
‖[x1, e]‖2 + ‖[x2, e]‖2 ≥ α‖e‖2‖I − e‖2, for every projection e ∈M.
By Proposition 2.2 in [19], there exists a positive number α1 such that
‖[x1, y]‖2 + ‖[x2, y]‖2 ≥ α1‖y − τ(y)‖2, for every y ∈M.
(ii) ⇒ (i). It follows directly from the definition of Property Γ.
(ii) ⇔ (iii). Let x = x1 + ix2 where x1, x2 are self-adjoint elements in M. Then
2(‖[x1, y]‖2 + ‖[x2, y]‖2) ≥ ‖[x, y]‖2 + ‖[x∗, y]‖2 ≥ ‖[x1, y]‖2 + ‖[x2, y]‖2, for every y ∈M.
This means that the biconditional “(ii) ⇔ (iii)” is obvious.
(iii) ⇒ (iv). It is trivial.
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(iv) ⇒ (iii). Assume that (iv) is true. Let y = y1+ iy2 be inM where y1, y1 are self-adjoint.
Without loss of generality, we assume τ(y) = 0, thus τ(y1) = τ(y2) = 0. Then
‖y‖2 ≤ ‖y1‖2 + ‖y2‖2 ≤ 1
α3
(‖[x, y1]‖2 + ‖[x, y2]‖2)
≤ 1
α3
(‖[x, y]‖2 + ‖[x, y∗]‖2) = 1
α3
(‖[x, y]‖2 + ‖[x∗, y]‖2) .
I.e. (iii) is true.
(ii) ⇒ (v). Assume that (ii) is true. Let λ > max{‖x1‖, ‖x2‖} and
u1 =
x1
λ
+ i
√
I − x
2
1
λ2
and u2 =
x2
λ
+ i
√
I − x
2
2
λ2
.
Then u1, u2 are unitary elements in M such that u∗i + ui = 2xi/λ for i = 1, 2. Hence
‖[u1, y]‖2 + ‖[u2, y]‖2 = ‖[u1, y]‖2 + ‖[u
∗
1, y]‖2
2
+
‖[u2, y]‖2 + ‖[u∗2, y]‖2
2
≥ 1
λ
(‖[x1, y]‖2 + ‖[x2, y]‖2)
≥ α
λ
‖y − τ(y)‖2, ∀ y ∈M.
Thus, (v) is true.
(v) ⇒ (iv). Assume that (v) is true. From Theorem 5.2.5 of [14], we have u1 = eix1 and
u2 = e
ix2 for some positive elements x1, x2 inM. We show that there exists an α′ > 0 such that
‖[x1 + ix2, y]‖2 ≥ α′‖y − τ(y)‖2, for every self-adjoint y ∈M.
Assume, to the contrary, that for any α′ = 1/k there exists a self-adjoint element yk such that
(1) τ(yk) = 0; (2) ‖yk‖2 = 1; and (3) ‖[x1 + ix2, yk]‖2 < 1/k. Define
B({yk}∞k=1) = {x ∈M : lim
k→∞
‖[x, yk]‖2 = 0}.
Similar to Lemma 4.2, we obtain that B({yk}∞k=1) is a unital C∗-algebra containing x1 + ix2.
Thus u1, u2 ∈ B({yk}∞k=1), which contradicts Assumption (v). 
5. Reducible operators in non-Γ type II1 factors
Let M be a type II1 factor with trace τ . Recall that, for an element x in M, the von
Neumann subalgebra generated by x in M is denoted by W ∗(x).
Definition 5.1. An element x ∈ M is reducible if there is a nontrivial projection p ∈ M
such that xp = px, equivalently, W ∗(x)′ ∩M 6= CI. If an element x ∈M is not reducible, then
x is irreducible, equivalently, W ∗(x)′ ∩M = CI. The set of all the reducible operators in M is
denoted by Red(M) and the operator-norm closure of Red(M) is denoted by Red(M)‖·‖.
Proposition 5.2. Suppose thatM is a type II1 factor with separable predual. Then Red(M)
is not operator norm closed in M. In particular, Red(M) 6=M.
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Proof. As a special case of Corollary 4.1 of [22], there exists an irreducible, hyperfinite
subfactor R of M, i.e., R′ ∩M = CI.
Notice that there exists a unital CAR subalgebra A of R such that R is the weak∗-closure
of A. The reader is referred to Example III.2.4 of [6] for the definition of CAR algebras. Thus
there exists an increasing sequence {An}∞n=1 of full matrix algebras such that
(1) An is ∗-isomorphic to M2n(C) for each n ≥ 1;
(2) ∪∞n=1An is dense in A in the operator norm.
In terms of Theorem of [29], there exists a single generator a ∈ A. It follows that W ∗(a) = R.
This entails that a is irreducible in M, or a /∈ Red(M). The fact A is a CAR algebra implies
that there exists a sequence {an}∞n=1 of operators in A with an ∈ An for each n ≥ 1 such that
lim
n→∞
‖an − a‖ = 0.
That an ∈ An entails that an is reducible in M for every n ≥ 1. Hence a ∈ Red(M)‖·‖. Thus
Red(M) is not closed in M in the operator norm and Red(M) 6=M. 
Suppose N is a separable type II1 factor with Property Γ. It is straight forward to see that
Red(N ω) = N ω. In fact, if (xn)ω ∈ N ω, then there exists a sequence {qn}∞n=1 of projections in
N with τ(qn) = 1/2 and ‖[xn, qn]‖2 ≤ 1/n for each n ≥ 1. Then (qn)ω is a nontrivial projection
in N ω that commutes with (xn)ω. Hence, Red(N ω) = N ω. Here we present another type of
examples of nonseparable type II1 factors M such that Red(M) =M.
Example 5.3. For each α ∈ R, let Gα be a free group on two generators. Define a group G
in the following form
G =
∑
α∈R
Gα
to be the direct sum of {Gα}α∈R. Then G is a discrete uncountable ICC (infinite conjugacy class)
group. Define l2(G) to be a Hilbert space associated with G in the form
l2(G) =
{∑
g∈G
cgg : cg ∈ C for all g ∈ G and
∑
g∈G
|cg|2 <∞
}
and let L(G) be the corresponding group von Neumann algebra, acting on l2(G), associated with
G. It is easy to observe that L(G) is a type II1 factor. Naturally, we can view L(G) ⊆ l2(G)
and L(H) ⊆ L(G) for any subgroup H of G (see Section 6.7 in [15]).
Suppose that a is an element in L(G). From a ∈ l2(G), it follows that there is a countable
subgroup G′ of G such that a ∈ L(G′), i.e. a is supported on G′. Recall that G is a direct sum
of uncountably many subgroups Gα where α ∈ R. Thus there is some β ∈ R such that G′ and
Gβ commute with each other, whence a commutes with L(Gβ). Note that each L(Gβ) is a free
group factor on two generators. Hence a ∈ Red(L(G)), which implies that Red(L(G)) = L(G).
Remark 5.4. It is worthwhile pointing out that L(G) in Example 5.3 has Property Γ of
Murray and von Neumann. In the forthcoming Theorem 5.11, we will prove that if M is a
non-Γ type II1 factor, then Red(M)‖·‖ 6=M.
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In Proposition 5.2, we have seen that the set of reducible operators in a separable type II1
factors is not operator norm closed. Example 5.3 gives us an example of a non-separable type
II1 factor M with Property Γ and with Red(M) = M. In the next result, we will show that,
in a (separable or nonseparable) non-Γ type II1 factor, the set of reducible operators is always
not closed in the operator norm topology.
Proposition 5.5. The following statements are true:
(i) Let N be a separable type II1 factor. If x is an element in N satisfying W ∗(x) = N ,
then there exists an element y in N such that W ∗(y) = N and y ∈ Red(N )‖·‖.
(ii) Let M be a non-Γ type II1 factor. Then Red(M) is not operator norm closed in M.
Proof. (i). Assume that x = x1 + ix2 for some self-adjoint elements x1, x2 in N . Suppose
that x1 is contained in a masa A in N . Assume that y1 is a self-adjoint generator of A. Let
{pn}∞n=1 be an increasing sequence of nontrivial projections in A such that limn→∞ ‖I−pn‖2 = 0.
Define
zm =
m∑
n=1
pnx2pn
2n
for each m ≥ 1 and y2 =
∞∑
n=1
pnx2pn
2n
.
Thus y2 is a self-adjoint element in N such that limm→∞ ‖y2 − zm‖ = 0. From the fact that
zmpm = zm = pmzm, it follows that y1 + izm ∈ Red(N ), whence y1 + iy2 ∈ Red(N )‖·‖.
Define y = y1 + iy2. We next show that W
∗(y) = N . In fact, by the choice of y1, we have
that x1 and {pn}∞n=1 are in A ⊆W ∗(y). By the construction of y2, we have
p1y2p1 =
∞∑
n=1
p1x2p1
2n
= p1x2p1 ∈ W ∗(y1, y2),
and
pm+1y2pm+1 =
(
m∑
n=1
pnx2pn
2n
)
+
(
∞∑
n=m+1
pm+1x2pm+1
2n
)
=
(
m∑
n=1
pnx2pn
2n
)
+
pm+1x2pm+1
2m
∈ W ∗(y1, y2), for m ≥ 1.
Therefore we obtain that pmx2pm ∈ W ∗(y) for m ≥ 1. This implies that x2 ∈ W ∗(y), as
limm→∞ ‖I − pm‖2 = 0. It follows that W ∗(y) = N .
(ii). By Proposition 3.8, there exists an element x in M such that W ∗(x)′ ∩Mω = CI, so
W ∗(x)′ ∩M = CI. Define N = W ∗(x). Then N is an irreducible subfactor of M. By part (i),
there exists an operator y in N such that W ∗(y) = N and y ∈ Red(N )‖·‖. It follows that y is
an irreducible operator in M with y ∈ Red(M)‖·‖. This finishes the proof of (ii). 
Recall that
l∞(M) = {(an)n : ∀ n ∈ N, an ∈M and sup
n∈N
‖an‖ <∞}.
and
c0(M) = {(an)n ∈ l∞(M) : lim
n→∞
‖an‖ = 0}.
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Then c0(M) is a norm closed two sided ideal of l∞(M) and
l∞(M)/c0(M)
is also a unital C∗-algebra. An element in l∞(M)/c0(M) is denoted by [(an)n], if no confusion
arises. Moreover, there is a natural embedding fromM into l∞(M)/c0(M) by sending a in M
to [(a)n] in l
∞(M)/c0(M). So we view M⊆ l∞(M)/c0(M).
We need a well-known technical lemma for C∗-algebras in the following. The proof is skipped.
Lemma 5.6. Let x be a self-adjoint element in M such that ‖x− x2‖ < 1/8. Then there is
a projection p ∈ C∗(x) such that ‖x− p‖ ≤√‖x− x2‖.
Proposition 5.7. Let x be an element in a type II1 factor M. The following statements
are equivalent:
(i) x ∈ Red(M)‖·‖.
(ii) There exists a sequence {pn}∞n=1 of projections in M such that
0 < τ(pn) ≤ 1/2, ∀ n ≥ 1, and lim
n→∞
‖[x, pn]‖ = 0.
(iii) There exists a sequence {pn}∞n=1 of projections in M such that
0 < τ(pn) ≤ 1/2, ∀ n ≥ 1, and lim
n→∞
‖[y, pn]‖ = 0, ∀ y ∈ C∗(x).
(iv) C∗(x)′ ∩ (l∞(M)/c0(M)) contains a non-trivial projection.
Proof. (i) ⇒ (ii). Suppose that x ∈ Red(M)‖·‖. Then there exists a sequence {xn}∞n=1
of operators in Red(M) such that limn→∞ ‖xn − x‖ = 0. Thus, for each reducible operator xn
in M there exists a nontrivial projection pn in M such that pnxn = xnpn for every n ∈ N.
Replacing pn by I − pn if τ(pn) > 1/2, we assume that 0 < τ(pn) ≤ 1/2. Note that
‖xpn − pnx‖ = ‖xpn − pnxn + xnpn − pnx‖ ≤ 2‖xn − x‖
This completes the proof of the implication (i) ⇒ (ii).
(ii) ⇒ (i). Assume that {pn}∞n=1 is a sequence of nontrivial projections in M such that
limn→∞ ‖[x, pn]‖ = 0. Define xn = pnxpn + (I − pn)x(I − pn). Since pn is nontrivial, we obtain
that xn is reducible in M. Thus ‖xn − x‖ = ‖xpn − pnx‖. This completes the proof of the
implication (ii) ⇒ (i).
(iii)⇔ (ii). Note that the implication of (iii)⇒ (ii) is trivial. Assume that (ii) holds. Define
A to be a set in the following form:
A := {y ∈M : lim
n→∞
‖ypn − pny‖ = 0}.
It is routine to verify that A is a unital C∗-algebra containing x. It follows that C∗(x) ⊆ A.
This completes the proof of the implication (ii) ⇒ (iii).
The implication (iii) ⇒ (iv) is trivial. The implication (iv) ⇒ (i) follows from Lemma 5.6.
This ends the proof. 
The following lemmas are useful.
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Lemma 5.8. Let x1 and x2 be self-adjoint elements in M. If there exist a positive number
α > 0 and a projection p ∈M with τ(p) > 0, satisfying
‖[x1, p]‖2 + ‖[x2, p]‖2 ≥ α‖p‖2, (5.1)
then
‖[x1, p]‖+ ‖[x2, p]‖ ≥ α√
2
.
Proof. By the definition of the operator norm, we have
‖xip− pxi‖ ≥ ‖(xip− pxi) p‖p‖2‖2 =
1
‖p‖2‖(I − p)xip‖2 for i = 1, 2. (5.2)
Since the equality ‖(I − p)xip‖22 = ‖pxi(I − p)‖22 holds for i = 1, 2, it follows that
‖xip− pxi‖22 = ‖(I − p)xip‖22 + ‖pxi(I − p)‖22
= 2‖(I − p)xip‖22.
(5.3)
Inequality (5.2) and equality (5.3) entail that
‖xip− pxi‖ ≥ 1√
2‖p‖2
‖xip− pxi‖2 for i = 1, 2. (5.4)
Inequalities (5.1) and (5.4) guarantee that
‖x1p− px1‖+ ‖x2p− px2‖ ≥ α√
2
.
This completes the proof. 
Lemma 5.9. Let u1 and u2 be unitary elements in M. If there exist a positive number α > 0
and a projection p ∈M with τ(p) > 0, satisfying
‖[u1, p]‖2 + ‖[u2, p]‖2 ≥ α‖p‖2, (5.5)
then
‖[u1, p]‖+ ‖[u2, p]‖ ≥ α√
2
.
Proof. By the definition of the operator norm, we have that
‖uip− pui‖ ≥ ‖(uip− pui) p‖p‖2‖2 =
1
‖p‖2‖(I − p)uip‖2 for i = 1, 2. (5.6)
Note that, for i = 1, 2, the equality
‖puip‖22 + ‖(I − p)uip‖22 = ‖uip‖22 = τ(p) = ‖pui‖22 = ‖puip‖22 + ‖pui(I − p)‖22
yields that
‖(I − p)uip‖22 = ‖pui(I − p)‖22.
It follows that
‖uip− pui‖22 = ‖(I − p)uip‖22 + ‖pui(I − p)‖22
= 2‖(I − p)uip‖22.
(5.7)
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Inequality (5.6) and equality (5.7) entail that
‖uip− pui‖ ≥ 1√
2‖p‖2
‖uip− pui‖2 for i = 1, 2. (5.8)
Inequalities (5.5) and (5.8) guarantee that
‖u1p− pu1‖+ ‖u2p− pu2‖ ≥ α√
2
.
This completes the proof. 
In next example, we construct an operator in a free group factor such that it is not in the
operator norm closure of reducible ones.
Example 5.10. Let F2 be a free group on two generators and L(F2) the free group factor
associated to F2. Denote by u1 and u2 the unitary operators in L(F2) corresponding to the two
generators of F2.
For every element y in L(F2), from Theorem 6.7.8 in [15] it follows that
‖[u1, y]‖2 + ‖[u2, y]‖2 ≥ ‖y − τ(y)‖2
12
. (5.9)
Observe that if p is a projection in L(F2) with 0 < τ(p) ≤ 1/2, then
‖p− τ(p)‖2 =
√
τ(p)− τ(p)2 ≥ ‖p‖2√
2
.
Combining it with Inequality (5.9) and Lemma 5.9, for a nontrivial projection p in L(F2) with
0 < τ(p) ≤ 1/2, it follows that
‖u1p− pu1‖+ ‖u2p− pu2‖ ≥ 1
24
. (5.10)
In the following, we construct an operator x in L(F2) such that x is in L(F2)\Red(L(F2))‖·‖.
By virtue of Theorem 5.2.5 of [14], there exist two positive operators a1 and a2 in L(F2) such
that
u1 = e
ia1 , u2 = e
ia2 , and ‖ak‖ ≤ 2π, for k = 1, 2.
We claim that, for x = a1 + ia2, there exists an ǫ0 > 0 such that
‖xp− px‖ ≥ ǫ0 for every nontrival projection p ∈M. (5.11)
On the contrary, suppose that there exists a sequence of projections {pn}∞n=1 in L(F2) such that
the inequalities
‖xpn − pnx‖ ≤ 1
n
and 0 < τ(pn) ≤ 1
2
hold for each integer n ≥ 1. Define a subset of L(F2) as follows:
A = {y ∈ L(F2) : lim
n→∞
‖ypn − pny‖ = 0}.
A calculation shows that A is a unital C∗-subalgebra of L(F2). Since x ∈ A, we have uk ∈ A
for k = 1, 2. This contradicts the inequality in (5.10). This ends the proof of (5.11).
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More generally, in a non-Γ type II1 factor, there always exist operators not in the operator
norm closure of reducible ones.
Theorem 5.11. Let M be a non-Γ type II1 factor. Then Red(M)‖·‖ 6=M.
Proof. It follows from Theorem 4.9 that there exist two self-adjoint elements x1 and x2 in
M and a positive number α such that
‖[x1, e]‖2 + ‖[x2, e]‖2 ≥ α‖e‖2‖I − e‖2, for every projection e ∈M.
By Lemma 5.8,
‖[x1, e]‖+ ‖[x2, e]‖ ≥ α/2, for every projection e ∈M with 0 < τ(e) ≤ 1/2.
From Proposition 5.7, it follows that x1 + ix2 /∈ Red(M)‖·‖, i.e. Red(M)‖·‖ 6=M. 
6. Nowhere-dense-property of reducible operators in non-Γ type II1 factors
The goal of this section is to prove that the set of reducible operators in each non-Γ type
II1 factor is nowhere dense, in the operator norm topology. For this purpose, we introduce the
following definition.
Definition 6.1. Let B be a unital C∗-algebra with an identity IB, and let A ⊆ B be a C∗-
subalgebra containing IB. Then an element x ∈ A is called reducible in B if there exists a
nontrivial projection p in B, i.e., p 6= 0 or IB, such that xp = px.
Define Red(A : B) to be the set of all these elements of A that are reducible in B, i.e.
Red(A : B) = {x ∈ A : there exists a non-trivial projection p in B such that xp = px}.
Remark 6.2. Let M be a type II1 factor. If A = B =M, then Red(M : M) = Red(M),
where Red(M) is introduced in Definition 5.1.
Remark 6.3. Let H be an infinite dimensional, complex, separable Hilbert space and B(H)
the algebra of all the bounded linear operators on H. Then, as an application of Voiculescu’s
non-commutative Weyl-von Neumann theorem in [30], it is well-known that
Red
(
B(H) : l∞(B(H))/c0(B(H))) = B(H).
Remark 6.4. Let M be a type II1 factor and ω a free ultrafilter on N. Then, by Proposition
3.8, M has Property Γ if and only if
Red(M :Mω) =M.
Proposition 6.5. Let B be a unital C∗-algebra with an identity IB, and let M be a factor
of type II1 such that IB ∈M ⊆ B. If pMp \ Red(pMp : pBp) 6= ∅ for any nonzero projection p
in M, then M\ Red(M : B) is, in the operator norm topology, dense in M.
Proof. Suppose that x = x1+ ix2 is an element inM, where x1 and x2 are two self-adjoint
operators in M. Let ǫ be a positive number.
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By spectral theory for x1, there exist an m ∈ N, an orthogonal family of projections {qk}mk=1
in M with sum I and a family of real numbers {λk}mk=1 such that
‖x1 −
∑m
k=1
λkqk‖ ≤ ǫ/16. (6.1)
For each 1 ≤ k ≤ m, by spectral theory for qkx2qk, there exist an nk ∈ N, an orthogonal family
of subprojections {qk,j}nkj=1 of qk with sum qk and a family of real numbers {ηk,j}nkj=1 such that
‖qkx2qk −
∑nk
j=1 ηk,jqk,j‖ ≤ ǫ/16, in particular
‖qk,jx2qk,j − ηk,jqk,j‖ ≤ ǫ/16. (6.2)
Let n = n1 + · · ·+ nm and list {qk,j : 1 ≤ j ≤ nk, 1 ≤ k ≤ m} as {pk}nk=1. By the inequalities
(6.1) and (6.2), with a small perturbation, we can assume that there exist families of distinct
real numbers {αk}nk=1 and {βk}nk=1 such that, for 1 ≤ k ≤ n,
(a) αk 6= 0 ;
(b) ‖x1 −
∑
k αkpk‖ ≤ ǫ/8;
(c) ‖pkx2pk − βkpk‖ ≤ ǫ/8.
In terms of the condition that pMp \Red(pMp : pBp) 6= ∅, there exists a family of elements
{ak + ibk ∈ pkMpk\Red(pkMpk : pkBpk)}nk=1 with ak and bk being self-adjoint such that
(d) ‖ak‖ ≤ ǫ/8 and ‖bk‖ ≤ ǫ/8, for 1 ≤ k ≤ n;
(e) for 1 ≤ j 6= k ≤ n,
0 /∈ σpkMpk(αkpk + ak) and σpjMpj (αjpj + aj) ∩ σpkMpk(αkpk + ak) = ∅.
Note that M is a type II1 factor. For each 1 ≤ k ≤ n − 1, since pkMpk+1 6= {0}, we let zk be
an element in pkMpk+1 such that
(f) ‖zk‖ ≤ ǫ/(8n);
(g) zk + pkx2pk+1 6= 0.
Define self-adjoint operators y1 and y2 in M in the following form
y1 =
n∑
k=1
(αkpk + ak) and y2 =
n∑
k=1
(βkpk + bk) +
∑
1≤k,l≤n
k 6=l
pkx2pl +
n−1∑
k=1
(zk + z
∗
k).
From (b), (c), (d) and (f) , it follows that ‖(x1 + ix2)− (y1 + iy2)‖ ≤ ǫ.
To complete the proof, we need only to show that y1 + iy2 belongs to M \ Red(M : B).
Suppose that q is a projection in B such that [q, y1+iy2] = 0. To prove y1+iy2 ∈M\Red(M : B),
it suffices to prove that q is trivial.
Now (e) and Lemma 2.6 entail that p1, . . . , pn, a1, . . . , an are in C
∗(y1, ). By computing pky2pk
for 1 ≤ k ≤ n, we obtain that b1, . . . , bn are in C∗(y1, y2). From [q, y1 + iy2] = 0, it follows that
q = q1 + · · ·+ qn and qkak = akqk, where qk = pkq is a sub-projection of pk for 1 ≤ k ≤ n. That
[q, y1 + iy2] = 0 also implies that qkbk = bkqk for 1 ≤ k ≤ n. Therefore, [ak + ibk, qk] = 0.
Since ak + ibk ∈ pkMpk\Red(pkMpk : pkBpk), the equality [ak + ibk, qk] = 0 implies that
qk = 0 or qk = pk. For 1 ≤ k ≤ n− 1, notice that pky2pk+1 ∈ C∗(y1, y2). It follows that
q(pky2pk+1) = (pky2pk+1)q or qk(zk + pkx2pk+1) = (zk + pkx2pk+1)qk+1.
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Now the inequality (g)
zk + pkx2pk+1 6= 0 for k = 1, . . . , n− 1
ensures either q1 = · · · = qn = 0 or qk = pk for each k = 1, . . . , n. Therefore q = 0 or q = IB. 
Theorem 6.6. Let M be a non-Γ type II1 factor. Then, in the operator norm topology, the
set of reducible operators in M is nowhere dense and not closed in M.
Proof. It has been shown in Proposition 5.5 that, in the operator norm topology, Red(M)
is not closed in M. We prove next that Red(M) is nowhere dense in M.
Let B = l∞(M)/c0(M). From Proposition 5.7, we have
Red(M)‖·‖ = Red(M : B)
and, for any nonzero projection p in M,
Red(pMp)‖·‖ = Red(pMp : pBp).
Lemma 2.5 implies that pMp doesn’t have Property Γ for each nonzero projection p in M.
From Theorem 5.11, we have that Red(pMp)‖·‖ 6= pMp. This is equivalent to say that
pMp \ Red(pMp : pBp) 6= ∅.
From Proposition 6.5, we obtain that M \ Red(M : B) is dense in M in the operator norm
topology. So M \ Red(M)‖·‖ is dense in M in the operator norm topology. This guarantees
that Red(M) is a nowhere dense subset of M in the operator norm topology. 
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