. Measuring mutual solubility in the H2O-CO2 system up to 200 bar and 100°C by in situ Raman spectroscopy. International Journal of Greenhouse Gas Control, Elsevier, 2016, 47, pp.63-70. 10 The solubility control in the H2O-CO2 system under high pressure is of prime interest in numerous geochemical systems from hydrothermal fluids to CO2 geological storage. However, the number of experimental data is scarce in the range of interest of geological storage, especially in the CO2-rich phase. A new experimental device was built to measure mutual solubility in the CO2-H2O system without sampling by coupling a batch reactor with Raman immersion probes. The system was first calibrated by measuring the solubility of CO2 in water at 100 °C. The results were provided with an accuracy of a few % between 40 bar and 200 bar and in agreement with other published experimental data sets and models. The linear correlation between Raman peak intensity and CO2 solubility in the aqueous phase was then used to provide new experimental data of CO2 solubility in water at 65 °C from 3 to 200 bar. The Raman data of the CO2-rich phase or supercritical phase are compared to a thermodynamic models and the few experimental data available in literature to provide a new data set of H2O-CO2 mutual solubility at 100 °C and up to 200 bar.
INTRODUCTION
Carbon dioxide is ubiquitous on Earth, as a gas composing almost 400 ppm of the atmosphere, through solubilization as a dissolved species responsible for acidification of the oceans, or trapped in minerals as a major component of sedimentary rocks. CO2 plays also an important role as a fluid circulating in the crust, originating from hydrocarbon oxidation, carbonate dissolution or magma degassing. Consequently, CO2 is present under various conditions of pressure and temperature ranging from very low values at the surface of the Earth to pressures reaching several kilobars and temperatures of several hundreds of degrees in deep Earth. The determination of the thermodynamic properties of CO2 is of prime interest to understand and predict its behavior through the geological and atmospheric cycles or for carbon sequestration. The geological storage of CO2 would be efficient if it is in a critical state, i.e. at temperature higher than 31.1°C and pressure higher than 73.8 bar. Supercritical CO2 behaves like a gas by filling all the available volume but has a liquid-like density, increasing storage capacity (Bachu, 2000) . Considering a hydrostatic pressure, these conditions are reached above 800 m. At this depth, assuming a thermal gradient in the crust of around 25°C.km -1 , temperature is around 35°C. These P-T conditions have to be considered as minima for an efficient CO2 storage so most of the storage reservoirs should be deeper, implying higher temperature and pressure (35 to 150°C and 80 to 250 bar or more) (Li et al., 2011) . Numerous studies were published under various pressure-temperature-composition (PTX) ranges to cover CO2 storage conditions, in particular in the H2O-CO2 system. In this system, one of the key parameter to define thermodynamic equilibria is CO2 solubility. If CO2 solubility in water is rather well documented at temperature higher than 100 °C, measurements at lower temperature and mutual solubility of water in the CO2-rich phase are sparse (Marini, 2006; Spycher et al., 2003) . The usual experimental and analytical techniques are based on the sampling of the phases before analysis by chromatography, mass spectrometry or weighing (see Diamond and Akinfiev, 2003; Duan and Sun, 2003; Guo et al., 2014; Spycher et al., 2003 for references) . However, the sampling operation may induce a perturbation of the system (pressure and temperature decrease, fluid displacement), which can be of a great influence under conditions where the system is close to instability. Moreover, it is not suitable for the analysis of the vapor phase and real-time monitoring of the system. To prevent from these problems, optical spectroscopy analyses can be directly performed without sampling, by the interaction of light with the sample. Three different systems are described in literature. White (2010) carried out solubility measurements by Raman spectroscopy using an autoclave equipped with a sapphire window. The author showed a linear relation between the solubility of CO2 and the relative Raman intensity of its peaks in the range 1-17 bar and 0-50 °C, both in pure H2O and synthetic seawater. Liu et al. (2012) developed a microfluidic approach to measure CO2 solubility up to 100 °C, 100 bar and 3 M NaCl, using a silicon microreactor. Calculating peak intensity ratio between CO2 and the OH stretching vibration band of water, the authors showed a loss of linearity between the Raman signal and CO2 solubility with increasing NaCl concentration. Capillary tubes were used to measure CO2 solubility in pure H2O in an extended range of pressure and temperature (0-300°C, 100-1200 bar) Guo et al., 2014) , or in H2O-NaCl media within a reduced range of PT conditions (Belgodere et al., 2015) . These studies confirmed the linear relation between CO2 Raman signal and solubility over these ranges of pressure and temperature. In this paper, we develop a new method to measure mutual solubility in both the H2O-rich phase (called "liquid phase") and the CO2-rich phase (called "vapor phase", even if CO2 is in the supercritical domain above 73.9 bar) at 250 °C. The technical apparatus is based on a stainless steel autoclave equipped with two immersion probes to carry out in situ Raman analyses of both the liquid and vapor phases. The method is first calibrated at 100 °C by comparing the Raman data with the numerous CO2 solubility data from literature. Then the system is used to provide new data of mutual solubility at 100 °C in the CO2-rich phase, and CO2 solubility data at 65 °C in the liquid water phase.
MATERIAL AND METHODS

Experimental device
The reactor (Fig. 1) is the IMAGES batch reactor described in Sterpenich et al. (2009) . It consists of a 316 stainless steel autoclave of a volume of 2 L placed in a band heater and connected to a hydropneumatic pump to inject CO2 (CO2 N45, 99.995 % , Air Liquide). A Teflon bowl is placed in the autoclave to avoid the contact of the aqueous solution with steel and so, to reduce the risk of chemical contamination through corrosion and to remove laser reflections on the metallic surface of the autoclave. The device runs at a maximum pressure of 300 bar, and a maximum temperature of 250 °C. The temperature of the oven is controlled by a thermocouple put in a stainless steel thermowell and dipped into the autoclave. The top of the autoclave is covered with alumina wool to limit heat convection inside the autoclave by thermal isolation. Pressure and temperature are externally controlled and continuously monitored and recorded. Temperature is calibrated using a field metrology well with 0.35 °C accuracy in the range 50-250 °C, and controlled to ± 0.1 °C. The pressure transducer is calibrated using a Fluke pressure calibrator (range of 0 to 350 bar) with an accuracy of 0.05 % of full scale (i.e. 0.2 bar). 
Raman spectroscopy
Two immersion probes are crimped in the cover of the autoclave to collect Raman scattering (immersion optics from Kaiser Optical Systems, model IO-18L-VIS). The length of the immersion probes is of 18 inches and the diameter is of 0.5 inch. They can operate up to 450 °C and 200 bar. They are equipped with a sapphire window at one end and connected to the Raman spectrometer by a removable Raman probe head. One of the probes is immerged in the liquid phase, and the second one is positioned in the vapor phase a few centimeters under the autoclave lid. Isolating protective tubes cover the external part of the immersion optics to limit heat dispersion and liquid condensation on the sapphire window at the end of the probe placed in the vapor phase. The spectrometer is a RXN1 spectrometer from Kaiser Optical Systems equipped with a Nd:YAG laser at 532 nm, with a power of ~25 m W after the sapphire window, a multiplex holographic grating, and a CCD detector cooled down to -40 °C by Peltier effect. The multiplex holographic grating consists of two tilted holographic gratings illuminating two different areas of the CCD. In this configuration, the low part of the spectrum (< 2375 cm -1 ) comes from one grating illuminating one part of the CCD and the high part of the spectrum (> 2375 cm -1 ) comes from the second grating illuminating a second part of the CCD. The spectral resolution is of ~ 3 cm -1 at 1400 cm -1 . Spectrometer response, Raman shift wavenumbers and laser wavelength are calibrated using cyclohexane, a Neon lamp and a white lamp with a known continuous emission spectrum (HCA calibration accessory, Kaiser Optical Systems). The acquisition time and the number of accumulations are defined in a way to optimize the signal-to-noise ratio, usually 30 s and 4 to 8 accumulations. Dark is subtracted and spectra are corrected from the instrument function (Intensity calibration on).
Experimental procedure
First, the autoclave is filled with 1.0 L of fresh MilliQ water (18.2 MΩ.cm) and closed. Temperature is set to 65 °C or 100 °C and let to reach equilibrium for 24 hours. A first series of Raman spectra is recorded in both phases without CO2 to record a blank spectra and to get the Teflon signal, then CO2 is added step by step (usually 10-20 bar). In the first steps of CO2 injection, it can be as long as 24 hours to reach equilibrium (following pressure and Raman signal stabilities). In the last steps, as the solution is almost saturated with CO2, equilibria can be reached within 4 hours. Pressure variations are of ± 0.3 bar at equilibrium. Raman spectra are acquired continuously using iC Raman software (Kaiser Optical Systems, Inc.) to check equilibrium. When both Raman signal and pressure reach equilibrium, several Raman spectra are acquired successively (usually 5-10 spectra per step). At 100 °C, the Raman spectra of the liquid phase and of the vapor phase are both acquired. As the spectrometer is a mono-channel one (only one Raman probe head), the spectra at equilibrium are first acquired in one of the two phases using a first probe. Then the Raman head is removed from the probe and fixed on the second one to record the Raman spectra in the other phase. Despite the use of isolating tubes on the immersion probes, liquid water drops sometimes condense on the sapphire window of the probe placed in the vapor phase. As a consequence, the spectra acquired when a drop of liquid water was present are excluded from the data set as they are a combination of signals coming from the liquid and the vapor phases.
Raman analysis 2.4.1 Principles of quantitative analysis by
Raman spectroscopy The integrated intensity of a Raman signal (peak area) is a function of the number of the analyzed species in the scattering volume (concentration), of the relative differential scattering cross section (RDSCS) of the species (Schrötter and Klöckner, 1979) and also of instrumental and physical parameters (Long, 1977) , such as laser power and wavelength, instrument optics, detector response or the refractive index of the analyzed medium:
with Ai the integrated intensity of the peak, I0 the laser irradiance, Ci the concentration of the species i in the scattering volume, σi the RDSCS of the vibration, ξi the instrument function at the wavenumber of the vibration and t the acquisition time. For a twocomponent system, the two species are analyzed at the same time, then I0 and t are equal. The relative concentrations can thus be expressed as:
with * the apparent RDSCS of the species i combining the RDSCS and the instrument function (Dubessy et al., 1989; Schrötter and Klöckner, 1979; Pasteris, 1987, 1986) . Here the ratio ACO2 / AH2O is calculated and plotted as a function of dissolved CO2 concentration (molality in mol.kg -1 H2O). The slope of the curve combines the RDSCS of the two species and the instrument function.
Raman data processing
Raman data are analyzed using the NGSLabspec software (Horiba Jobin-Yvon). Following Equation 2, the concentration of CO2 must be proportional to the peak area ratio but some authors said that the correlation was better using peak intensity ratios (Azbej et al., 2007; Guo et al., 2014) . Here both peak intensities and areas are measured. A straight baseline is subtracted using the same anchorage points for all spectra: at 1150 cm for gaseous CO2, and between 3639 cm -1 and 3654 cm -1 for gaseous H2O following the shift with pressure of the peak maximum position. A Teflon signal coming from the bowl superimposes to CO2, with three peaks of low intensity at 1378 cm -1 , 1296 cm -1 and 1216 cm -1 . Teflon peak intensity and area are measured at exactly the same position as for dissolved and gaseous CO2 from spectra recorded before the injection of CO2 in the autoclave. The Teflon-to-H2O peak intensity and area ratios are then subtracted to all further CO2/H2O ratios. The solubility of CO2 in water (mol.kg -1 H2O) and the molar fractions of H2O and CO2 in the vapor phase are calculated as a function of pressure and temperature using a thermodynamic model. Several models exist for the H2O-CO2-salt system (Akinfiev and Diamond, 2010; Duan and Sun, 2003; Dubessy et al., 2005; Enick and Klara, 1990; Søreide and Whitson, 1992; Spycher et al., 2003) . The model of Duan and Sun (Duan and Sun, 2003) is selected because of an a priori best agreement with experimental data from literature in the ranges of pressure and temperature of the present study (Marini, 2006; Wang et al., 2013) .
Peak intensity and area ratios are plotted versus the solubility of CO2 and the molar fraction ratio yCO2/yH2O in the vapor phase. The fit parameters and statistics are calculated using Origin 8 software (OriginLab corporation) and GUM_MC software (Biansan, 2015) . The uncertainty of the thermodynamic model is considered using direct weighting by experiment and model uncertainties in the fitting process. Uncertainties from experimental data, fitting procedure and thermodynamics model are combined using a Monte Carlo method, following the recommendations of the Guide to the expression of Uncertainty in Measurement (GUM) (BIPM, 2008a (BIPM, , 2008b . Uncertainties are given to 95 % of confidence. The ratios of the peak area and peak height (or peak intensity) of the stretching vibration of CO2 and the bending vibration of H2O are linearly proportional to CO2 concentration, probably because the shape of the peaks remains constant over the whole range of pressure. The peak intensity ratios are greater than the peak area ratios and cover a greater range of variation. The sensitivity of the correlation is thus better using the peak intensity ratios. This is in agreement with the observations of Azbej et al. (2007) and Guo et al. (2014) . In the vapor phase, both peak intensity and peak area ratios are presented and discussed.
RESULTS
Dissolved CO2
3.1.1 Raman spectra Fig. 2 shows some of the Raman spectra collected in the liquid phase as a function of pressure at 100 °C. The band around 1640 cm -1 is the bending vibration of liquid water (Walrafen and Blatz, 1973) . The Raman peaks of Teflon are visible at low pressure at 1216, 1296, and 1378 cm -1 (Hannon et al., 1969) . They superimpose to the CO2 Fermi doublet of dissolved CO2 at 1276 cm -1 and 1384 cm -1 . The peak position of the Fermi doublet remains about constant within ± 1 cm -1 with temperature and pressures. The intensity of the doublet increases with pressure but the band position and intensity are constant with increasing pressure. A small peak is also visible at 1555 cm -1 and is assigned to atmospheric O2 trapped along the optical path (probes, optical fiber, and spectrometer). A small negative artifact is also visible on the bending band of water. It is due to a recurrent defect in the subtracted dark spectrum. Fig. 3 shows the correlation between the Raman peak intensity ratio ICO2/IH2O measured by Raman spectroscopy and the solubility of CO2 calculated at each P using the Equation of State (EoS) of Duan and Sun (2003) . A calibration curve is calculated by fitting the data with a straight line with a slope equal to 4.93 ± 0.03 (95%) and an intercept fixed to zero. The adjusted R² is equal to 0.99957. The thermodynamic model uncertainty is of 7 % (Duan and Sun, 2003) . It results that the solubility of CO2 can be determined by Raman spectroscopy using this experimental device with an accuracy of a few percent at 100 °C. Fig. 4 shows CO2 solubility (mol.kg -1 H2O) as a function of pressure (bar) from the present study, data calculated with the EoS of Duan and Sun (2003) and literature experimental data (see legend in Fig. 4 for references). The coupling between a Raman spectrometer and the IMAGES experimental device can provide solubility data as accurate (~ a few %) as the one found in literature at 100 °C. (Bohr and Bock, 1891; Drummond, 1981; Hou et al., 2013; Koschel et al., 2006; Langlais, 2013; Lucile et al., 2012; Malinin and Kurovskaya, 1975; Müller et al., 1988; Sabirzyanov et al., 2003; Shagiakhmetov and Tarzimanov, 1981; Wiebe and Gaddy, 1939; Zawisza and Malesinska, 1981) 
Raman data vs. CO2 solubility at 100 °C
New solubility data at 65 °C
The Raman spectra of CO2 dissolved in pure H2O are recorded at 65 °C as a function of pressure using the same device and the same protocol as used at 100 °C. CO2 solubility is calculated at 65 °C applying the calibration curve determined at 100 °C (Fig. 3) to the ICO2/IH2O peak intensities ratio (Fig. 5 and Table 1 ). The uncertainty is calculated combining the experimental uncertainty of the intensity ratio and the uncertainty of the calibration line slope. The resulting relative standard uncertainty is of ~1 % above 10 bar (cf. Table 1 ).The use of this calibration curve is only possible if the RDSCS of the CO2 stretching vibration band and the H2O bending band remain constant between 65 °C and 100 °C or vary of the same factor. (Fig. 3) . Line: thermodynamic model of Duan and Sun (2003) ; Void circles: this study (average value, Y-error bar equal or lower to point size); plain triangles: literature data (Bermejo et al., 2005) . Fig. 3 as a function of pressure (bar), and difference with the EOS of Duan and Sun (2003) (∆model / %). The values are the mean of 5 to 10 measurements at a given pressure. H2O (b) in the vapor phase at various pressures (bar) at 100 °C. Notice that the intensity scale of the two frames are different, the water peak intensity being about equal to the one of CO2 at the lowest pressure (5 bar). The spectra are offset for clarity.
CO2-rich phase at 100 °C
Raman spectra
The Fermi doublet of gaseous or supercritical CO2 is set at 1285 cm -1 and 1388 cm -1 . It shifts of ~ 2 cm -1 toward lower wavenumbers and increases in intensity with pressure (Fig. 6a) . The two small peaks on each side are hot bands. No discontinuity is observed at the transition between the gas and the supercritical fluid (73.9 bar). The difference of position between the two peaks of the CO2 Fermi doublet increases with density (see references in Fig. 6 of Frezzotti et al., 2011) but in our case, the resolution of the spectrometer (~ 3 cm -1 ) is too low to observe it. The Raman peak of gaseous H2O shifts from 3653 cm -1 to 3639 cm -1 from 5 to 200 bar ( Fig. 6b) and its shape evolves a lot with pressure. First asymmetrical, it becomes almost symmetrical at 200 bar. The peak height also increases with pressure but the intensity of the H2O peak remains much lower than those of CO2, being of about the same height as the one of CO2 at the lowest pressure ( Fig. 6a and Fig. 6b) . Walrafen et al. (1999) suggested that the evolutions of peak shape and position of water are due to the presence of monomers (~3657 cm -1 ) and dimers (3628-3638 cm -1 ) or even higher aggregates in the vapor phase. The evolution of the proportion of each species with pressure (actually density) make the peak shape to become more symmetrical and the peak position to shift toward lower wavenumber when monomers disappears with the pressure increase. Here, the increase of pressure by the addition of CO2 should dilute H2O in the vapor phase, which seems to be in contradiction with the formation of aggregates of water molecule. The increase of density affects intermolecular interactions, which might result in a similar evolution of the Raman spectra of gaseous H2O.
Raman data vs. molar fraction ratio in
vapor at 100 °C The ACO2/AH2O peak area ratios are plotted as a function of the yCO2/yH2O molar fraction ratio calculated using the EoS of Duan and Sun 8 (2003) (Fig. 7a and Table 2 ). The data are more scattered than the ones obtained from the liquid phase (Fig. 3) because of the low signal-to-noise ratio (S/N) of the Raman signal of water and the difficulty to repeat acquisitions because of random liquid water condensation on the sapphire window. The whole set of data can be fitted by a straight line with a slope of 1.71 ± 0.05 (95%) (intercept fixed to zero) and with an adjusted R² of 0.98922. The mean resulting accuracy is of ~20% but with strong variations depending on the quality of the experimental data (signal intensity, number of values per step). The ICO2/IH2O peak intensity ratio is also plotted as a function of the yCO2/yH2O ratio (Fig. 7b) . It increases up to ~ 130 bar (void circles in Fig.  7b ) then, as pressure increases, the yCO2/yH2O ratio decreases and a hysteresis appears on Raman data (plain circles in Fig. 7b ). Fig. 7 : (a): ACO2 / AH2O peak area ratio (arbitrary units) as a function of yCO2/yH2O molar fraction in vapor phase calculated using the thermodynamic model of Duan and Sun (2003) at 100 °C. Void circles: experimental data up to 125 bar; plain circles: experimental data above 125 bar; line: linear fit of the whole data set (R 2 = 0.98922); (b): ICO2 / IH2O peak intensity ratio (arbitrary units) as a function of yCO2/yH2O molar fraction in vapor phase calculated using the thermodynamic model of Duan and Sun (2003) . Void circles: experimental data up to 125 bar; plain circles: experimental data above 125 bar not considered for fit; line: second-order polynomial fit (R 2 = 0.99387).
The ICO2/IH2O data recorded at pressure less than 130 bar can be fitted by a second-order polynomial curve. The change of shape of the Raman peak of water vapor occurs at constant area toward density (Walrafen et al., 1999) and so, the peak area ratio remains proportional to concentration (Equation 2), but the change of shape affects the peak intensity. As a result, the calibration curve calculated using the ICO2/IH2O peak intensity ratio is polynomial contrary to the curve calculated using the ACO2/AH2O peak area ratio which remains linearly correlated to concentration over the whole pressure range (Fig. 7a and Fig. 7b ).
DISCUSSION
4.1 CO2 solubility in water 4.1.1 Solubility at 100 °C Numerous CO2 data were published over the last hundred years. Relevant data were selected and reviewed by Diamond and Akinfiev (2003) and Spycher et al. (2003) , excluding some data because of a significant deviation from other studies or obvious experimental problems. The experimental CO2 solubility data (mol.kg -1 H2O) at 100 °C selected in the two above mentioned reviews (Bohr and Bock, 1891; Drummond, 1981; Malinin and Kurovskaya, 1975; Müller et al., 1988; Shagiakhmetov and Tarzimanov, 1981; Wiebe and Gaddy, 1939; Zawisza and Malesinska, 1981) and more recent works (Hou et al., 2013; Koschel et al., 2006; Langlais, 2013; Lucile et al., 2012; Sabirzyanov et al., 2003) are plotted in Fig. 4 as a function of pressure (bar) and compared to the present study and data calculated with the EoS of Duan and Sun (2003) . The present data, based on Raman spectra and the EoS of Duan and Sun (2003) provide solubility data as accurate and sensitive as the one found in literature at 100 °C.
Solubility at 65 °C
The new experimental data at 65 °C are determined using the fit equation calculated from the well-constrained data at 100 °C (Fig.  3) . They are compared in Fig. 5 to the EoS of Duan and Sun (2003) and the only three data points found in literature (Bermejo et al., 2005) . A small defect as a line break is observed in the EoS at 117 bar, but not in the experimental data set. The agreement between our data at 65 °C and the thermodynamic model (Duan and Sun, 2003 ) is inside the model uncertainty range (7 %, see Table 1 ). The present Raman data are also in agreement with the data of Bermejo et al. (2005) . Consequently the calibration determined at 100 °C can be used at any temperature between 65 °C and 100 °C at least, with an accuracy equivalent to the one of other experimental methods and of the thermodynamic model (7 %, Duan and Sun, 2003) . experimental data from this study; triangles and diamonds: literature data (Coan and King, 1971; Hou et al., 2013; Müller et al., 1988; Tödheide and Frank, 1963) ; solid line: thermodynamic model of Duan and Sun (2003) ; dash line: thermodynamic model of Spycher et al. (2003) . Duan and Sun (2003) said that since there were no vapor composition measurements for the CO2-H2O-NaCl system in the range 273-533K, the model was built setting water vapor pressure to the one of pure water saturation pressure. However, as noted by Spycher et al. (2003) , Chapoy et al. (2004) , Marini (2006), and Ji et al. (2007) , a few references can be found in the range of pressure and temperature of the present study (Coan and King, 1971; Müller et al., 1988; Tödheide and Frank, 1963) . More recently, Hou et al. (2013) published molar fraction data in both the CO2-rich and H2O-rich phase. The present data set, based on the EoS of Duan and Sun (2003) , is compared to literature data in Fig. 8 . The data of Müller et al. (1988) , at pressure < 25 bar, are in agreement with both the models of Duan and Sun (2003) and Spycher et al. (see Fig. 7 in Spycher et al., 2003) . The only data point from Tödheide and Franck (1963) at 200 bar fits with our data and nearly with the model of Duan and Sun (2003) but not with the model of Spycher et al. (2003) . The data of Coan and King (1971) are in good agreement with the model of Spycher et al. (2003) but less with our data and the model of Duan and Sun (2003) (Fig. 8) . Finally, the data of Hou et al. (2013) agree well with other data at low pressure but also deviate from the model of Duan and Sun (2003) above 70 bar. The authors recognized that it deviated from their own model at low temperature and high pressure (when the yCO2/yH2O ratio is the highest). Spycher et al. (2003) Table 2 : molar fraction of water in vapor phase yH2O (‰) calculated from the fit in Fig. 7a as a function of pressure (bar) at 100 °C and difference with the EOS of Duan and Sun (2003) (∆model / %) . The values are the mean of 2 to 5 measurements at a given pressure.
The CO2-rich phase at 100 °C
Solubility of water in the CO2-rich phase
assumption of ideal mixing in the CO2-rich phase. The authors concluded that the assumption of ideal mixing leads to large discrepancies in view of their results. However, the agreement of the EoS of Duan and Sun (2003) (with the assumption of ideal mixing in the CO2-rich phase) with some experimental data and the linear correlation found between the Raman peak area intensity ratio and the molar fraction ratio in vapor phase calculated with this model (Fig. 7 and Table 2 ) let us to think that the hypothesis about water saturation pressure might be not so bad in the range 0-200 bar at 100 °C. In any case, this hypothesis deserves confirmation by more reliable experimental data in the range of very low yH2O.
CO2-rich phase behavior
A change of slope sign occurs at ~130 bar in Fig.7a and Fig. 7b : the Raman ratio increases up to 130 bar and then decreases. Computed and experimental data of yH2O as a function of pressure at different temperature were presented in Marini (2006) . A sharp discontinuity with slope inversion was observed at the gas-liquid transition pressure at sub-critical temperature (25 °C) (see Figure  3 .8 in Marini, 2006) . This discontinuity disappeared at supercritical temperature but the "memory" of the slope inversion remained up to 100 °C at a pressure increasing with temperature (around 100 bar at 75 °C and above 100 bar at 100 °C). The present results confirms this behavior and shows that more experimental data are required for the CO2-rich phase in the supercritical domain at pressures between 75 and 200 bar and temperatures close to 100°C. The current models for the H2O-CO2 system in the CO2-rich phase may be quite divergent to each other or to available experimental data in some PT ranges (e.g. Spycher et al., 2003) , even using similar hypothesis for molecular interactions in the basis of the model. More reliable experimental data would improve the adjustment of the EoS and thus the understanding of the mechanisms in this PT domain.
CONCLUSION
The experimental IMAGES device coupled with a Raman spectrometer and immersion probes makes possible to measure the mutual solubilities of H2O and CO2 at pressure up to 200 bar. The system is tested here at 65 °C and 100 °C but can operate up to 250 °C. Linear correlations are found between peak intensity ratios ICO2/IH2O and the CO2 solubility in liquid water. New data of CO2 solubility in water are provided at 65 °C with an accuracy of a few percent based on this linear correlation determined at 100 °C. This new data set is in agreement with the very few data available in literature and the EOS of Duan and Sun (2003) . A linear calibration curve is also calculated to measure H2O molar fraction in the CO2-rich phase at 100 °C by measuring peak area ratios. Accuracy (~20%) is less good than in the liquid phase because of a lowest signal-to-noise ratio of the Raman signal of gaseous H2O and some difficulty to get pure vapor signal (without liquid water signal). It could be improved operating at higher temperature (to get more H2O in the vapor phase) or by increasing the global Raman signal intensity by using higher laser power or larger acquisition times. Finally these new data sets may improve the prediction of the thermodynamic behavior in the H2O-CO2 system especially in the vapor phase. The device design (volume, connections, monitoring, material) could also operates under other conditions, including the presence of a massive solid to study water-rock interactions, or the addition of salt in water even at elevated temperature thanks to the Teflon bowl used to limit steel corrosion, or the injection of gas mixtures. However, the large volume (2 L) of the autoclave is a disadvantage for equilibration times and homogenization in the liquid phase in comparison with fused silica capillaries techniques (Caumon et al., 2014; Guo et al., 2014) or microfluidic systems (Liu et al., 2012) . Finally, the addition of hightemperature-pressure pH probe (Bourdelle et al., 2014; Randi et al., 2014; Truche et al., in press) or other chemical probes to the device would be of great interest in numerous geochemistry domains.
