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Abstract
We introduce and study abstract structures which are suitable for expressing molecular inter-
action. The abstract structures are able to manage shared resources and to describe the use of
shared resources. We show that these structures can provide an interpretation of the -calculus,
a known calculus of communicating concurrent systems. We brie,y describe DNA methylation
by using the -calculus. Molecular interactions during DNA methylation imply changes of con-
formation and other modi0cations; these changes can be modelled by substitutions. Formally,
we use some notions and results of the concurrency theory, particularly related to the -calculus
and multiset semantics. c© 2002 Elsevier Science B.V. All rights reserved.
Keywords: Abstract molecular structure; Abstract molecular interaction; Parallel and concurrent systems;
-calculus; Multiset semantics
1. Introduction
The structure and function of cells is determined by a complicated interaction of pro-
teins, genes and other cellular elements that form material structures and informational
pathways. Natural processes are commonly described in the physical sciences by con-
tinuous mathematics involving complex numerical computation. Biological processes,
including molecular interactions are not accurately described in terms of physical or
chemical phenomena; continuous mathematics is not enough. Usually biologists explain,
analyze and argue about molecular processes by using a discrete mathematical approach
and informal representations. The authors propose a formal approach based on abstract
structures and discrete mathematical tools derived from algebra to model interactions
and systems with dynamically changing con0gurations. The proposed abstract structure
has enough expressive power to encode the -calculus, which is a process algebra
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used in describing distributed systems. The authors have initially presented their math-
ematical model as a -calculus machine [2]. By presenting this abstract structure, we
add a new computational model to the classic models used in biophysics, providing a
computational paradigm that can cope with phenomena beyond the classical approach.
Faced with an avalanche of genomic sequences and a vast amount of experimental
data, biological scientists are looking for new theoretical models of molecular processes
for guiding hypothesis, investigation and testing. The model proposed by this paper can
express the complexity of aspects related to interaction and shared resources. There
already exist formalisms in computer science devoted to interactions among processes.
Milner provides an algebra of molecular forms to model concurrent systems [7].
Many of the published results related to molecular computation are theoretical results.
This paper is also in this theoretical stream, providing an abstract structure and some
mathematical results. We introduce an abstract structure which is suitable for expressing
interaction and to manage shared resources. The abstract structure is closer to the
abstract machines found in computer science (Turing machines or 0nite automata).
The paper uses some results of the theory of concurrent and interactive systems which
seem to be relevant to molecular computing.
2. Molecular interaction in biology and computer science
The biological sciences and the science of chemistry study molecules, collections
of atoms held together by various types of chemical bond. Biologists are able to ma-
nipulate DNA, the basic material of life that makes up chromosomes and carriers of
the genetic codes in living systems. One new fascinating area of research is that of
molecular computation, namely computation based on DNA and proteins.
Interactions and shared resources can be described for DNA. DNA is a polymer. The
backbone of this polymer is a long chain composed of the sugar deoxyribose linked
together by phosphate groups. Each sugar molecule is also connected to a base. Only
four principal bases are found in DNA, and they derive from pyrimidine and purine:
two are substituted pyrimidine, and two are substituted purine. Pyrimidine and purine,
together with their hydrogen bonds can be considered the essential components of DNA
computing. We are therefore interested in the interaction between the pairs of bases
(pyrimidine, purine), and hydrogen bonds. There are two possibilities of interaction
between a pyrimidine and a purine:
• the initial (internal) trigger is within a pyrimidine, and in this case the pyrimidine
has a more complex structure than its corresponding purine; in this way we get the
pair Thymine ⇒ Adenine (T ⇒ A);
• the initial (internal) trigger is within a purine, and in this case the purine has a
more complex structure than its corresponding pyrimidine; in this way we get the
pair Guanine ⇒ Cytosine (G ⇒ C).
This point of view is somehow diGerent from previous approaches which consider
thymine, cytosine, guanine, adenine, and their links T–A, G–C as the ingredients of
DNA computing. Moreover, the approach is also diGerent in that we use semantic tools
and methods rather than a syntactic study given by formal languages theory.
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The interaction energies and dynamic properties of diGerent types of molecular struc-
tures are investigated by using force 0elds and a continuous mathematics. Molecular
interactions are described in biophysics by using partial diGerential equations. This kind
of mathematics fails to express the intermediate states of the interaction. We propose
to use discrete mathematics based on multisets and transition systems in order to pro-
vide a description of molecular structures, and to give an operational semantics of the
molecular interaction.
Molecular interactions are given by the attractions and repulsions between molecules
containing electronegative elements. For instance, a partially positive hydrogen atom
of a molecule is attracted to the unshared pair of electrons of the electronegative atom
of another molecule. This attraction is called a hydrogen bond. The carbon–halogen
sigma bond is formed by the overlap of an orbital of the halogen atom and a hybrid
orbital of the carbon atom. A halogen atom is electronegative with respect to carbon;
a carbon atom bounded to a halogen atom has a partial positive charge. The positive
charge renders a carbon atom in an organic molecule ready to interact with an anion.
The result is a substitution reaction, a reaction in which one atom, ion, or group is
substituted for another. The anion which interacts in a substitution reaction is called a
nucleophile. Substitution reactions have various mechanisms:
• One-step process: When a nucleophile interacts with a positive center, two things
occur simultaneously: a new bond begins to form, and another bond begins to break.
When the reactants are converted to products, they must pass through an in-between
state, called the transition state.
• Two-step process: First the splitting of a polar atom into a pair of ions: a negative
ion, and a positive one. Then the interaction of the positive ion with a nucleophile
in order to yield a product.
In this paper we consider the interaction of two complementary components (as pos-
itive and negative ions are, for instance) which has as result a substitution reaction.
We discuss an abstract molecular interaction; we take into account the capability of
interaction, and we decompose the molecular interaction into two steps: the 0rst step
expresses the molecular capability of interaction, and the second step, of a diGerent na-
ture, represents the molecular interaction. Thus we emphasize that an interaction starts
by a trigger step indicating that a molecule is ready to interact. In this way, temporal
guarding (such as implied by -calculus pre0xing) is explicitly represented, and the
molecular interaction appears as a temporally correlated activity.
3. Formal tools
The formal language approach to DNA computing is based on Turing machines [9].
Turing machines are widely used in the classical theory of sequential computation, and
they are, together with RAM (Random Access Machines), primary tools within the the-
ories of recursive functions and computational complexity. However Turing machines
are not well designed to work in an interactive environment; we cannot predict results
related to Turing machines with nondeterministic interactive inputs.
A molecular abstract structure should provide a framework for describing the op-
erational semantics of parallel molecular computations and molecular interactions. A
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state of a system is a collection of molecules interacting with each other according to
some reaction rules. The process is truly concurrent: any number of reactions can be
performed in parallel.
We use in this paper an extension of the natural numbers set, namely N!=N∪{!},
where ! is a special element which is not in N. The order relation ¡ and the operations
+ and − are extended to N! such that for every n∈N, !+ n= n+ !=!+ !=!;
! − n=!, n − !=! − !=0, and n¡!. We denote by 6 the re,exive closure of
¡. The addition operation + over N! is associative; thus it can be extended to 0nite
and in0nite sums. If such a sum has a term !, then the whole sum is !. If an in0nite
sum of terms from N diverges, then its value is !; for instance, if an=1 for every
n∈N, then the value of the divergent sum denoted ∑n¿0 an is !.
A directed graph G=(V; E) consists of a set V of vertices, and a set E⊆V ×V
of edges. A path in a graph is a sequence of distinct vertices i0; i1; : : : ; ik , where
(il−1; il)∈E, 16l6k. A path where i= i0 and ik = j is an ij-path; the length of this
path is k. A directed rooted tree is a directed graph G=(V; E) such that there is a
particular vertex i0 called root, and there is a unique i0j-path for every j∈V\{i0}. The
length of the largest path is the depth of the tree.
3.1. Multisets
We work with multisets of elements (molecules) S = {m1; : : : ; mk}. A multiset over
a set X is a function r : X →N!. The set X is the support of the multiset r. For each
x∈X , r(x) is the multiplicity of x within the multiset r. The set of the multisets over
X is denoted by M(X ). We have two particular multisets in M(X ):
• the empty multiset ∅X , given by ∅X (a)= 0 for every a∈X , and
• the singleton multiset {|a|}X , determined by a in X , and given by {|a|}X (a)= 1, and
{|a|}X (b)= 0 whenever b∈X; b = a.
We write ∅ and {|a|} instead of ∅X and {|a|}X whenever the support X is clear from
the context. We have the following relations and operations over multisets:
∈m If r ∈M(X ) and a∈X , then a∈m r if and only if r(a)¿0.
=m If ri ∈M(Xi), i=1; 2, then r1 =m r2 if and only if the following conditions are
satis0ed:
• a∈m r1 implies a∈m r2, and r1(a)= r2(a), and
• a∈m r2 implies a∈m r1, and r1(a)= r2(a).
unionmulti If ri ∈M(Xi), i=1; 2, then r1 unionmulti r2 ∈M(X1 ∪X2) is de0ned by (r1 unionmulti r2)(a)= s1(a)
+ s2(a) for a∈X1 ∪X2, and si ∈M(X1 ∪X2) such that si =m ri, i=1; 2. Since the
addition operation over N! is associative, then the multiset union operation unionmulti is
associative; it can be extended to countable sets of multisets.
– If ri ∈M(Xi), i=1; 2, then r1 − r2 ∈M(X1) is de0ned by (r1 − r2)(a)=
max{r1(a)− s(a); 0} for a∈X1, and s∈M(X1 ∪X2) such that s=m r2.
Remark 1. (1) If r; s∈M(X ) and r=m s, then r= s.
(2) Let r ∈M(X ) be an arbitrary multiset, and Y an arbitrary set. There exists a
unique multiset s∈M(X ∪Y ) such that r=m s.
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The second point of this remark ensures that the operations unionmulti and − over multisets
are well de0ned. The fact that these multisets s are uniquely determined shows that
these operations do not depend on the choice of s. Moreover, the multiset equality
=m can be considered not only as a predicate to compare two multisets, but also
as an assignment operator. Thus, if we have a multiset r ∈M(X ), and considering
s∈M(X ∪Y ), then by writing s=m r, the multiset s is uniquely determined by r.
Let f : X →Y be an arbitrary function. We can extend this function to pairs by
de0ning f×: X ×X →Y ×Y by f×(a; b)= (f(a); f(b)) for every a; b∈X . If we
consider a countable set Z ⊆X , and r ∈M(Z), then r is either an empty multiset
in M(Z), or a singleton multiset in M(Z), or can be uniquely decomposed (up to
a permutation of the terms) by using multiset union of countable singleton multi-
sets of M(Z). Consequently, the image of a multiset r by a function f is the multiset
f(r)∈M(f(Z)) which is inductively de0ned by f(∅Z)= ∅f(Z), f({|a|}Z)= {|f(a)|}f(Z),
and f(unionmultik∈K rk)= unionmultik∈K f(rk), where K is a countable set.
Remark 2. Let f : X →Y be a function, Z ⊆X , r ∈M(Z), Zi⊆X , and ri ∈M(Zi),
where i=1; 2.
(1) If a∈m r has multiplicity k within r, then f(a)∈m f(r); moreover, if f(a) has
multiplicity l within f(r), then k6l.
(2) If r1 =m r2, then f(r1)=m f(r2).
4. Abstract molecular structures
We present structures able to describe and use shared resources; we call them molec-
ular structures. We use these structures in describing interactions suggested by both
molecular biology and communicating concurrent systems.
In order to de0ne our structures, we start from two uncountable in0nite mutu-
ally disjoint sets N and T of nonterminals and terminals. We shall use x; y; z : : : to
range over N , and a; b; c : : : to range over T . The set R of (re)sources is their union
R=N ∪T , ranged over by !; "; # : : : . We shall write x˜ for an enumeration of nontermi-
nals x1; x2; : : : ; a˜ for an enumeration of terminals a1; a2; : : : ; and !˜ for an enumeration
of terminals or nonterminals !1; !2; : : : Given such an enumeration, its components are
distinct, and the enumerated set is countable.
Denition 3. Let I be a subset of N containing 0. A molecular structure is an au-
tomaton structure indexed by I , namely MS =(S; r;→; S0)I , where
• S =(Si)i∈I is a family of countable sets Si⊂R called states;
• r=(ri)i∈I is a family of multisets ri ∈M(Si× Si) representing the resources of the
state Si, where M(X ) denotes the set of all multisets over X ;
• →=(→ij)i; j∈I is a family of transitions →ij ⊆ Si× Sj over states;
• S0 is the initial state.
Molecular structures MS are in fact multiset transition systems, i.e. an extension of the
notion of transition systems [10,12] to multisets. We prefer to emphasize the support
set Si for each multiset ri.
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The index set I\{0} is denoted by I?. We can associate a graphical represen-
tation to each molecular structure MS =(S; r;→; S0)I . First we associate a directed
graph called state a graph. The associated state graph of MS is HMS =(I; E), where
E= {(i; j)∈ I × I |→ij = ∅}. MS is called quasi-2nite if every path in HMS has a 0nite
length, |Si|; |→ij | are 0nite, and ri(!; ")¡!; ∀!; "∈ Si; ∀i; j∈ I . To simplify the nota-
tion, whenever F is a family of multisets, we use the same F to denote the (multiset)
union of the component multisets.
The graphical representation of a molecular structure is given by a pseudo-graph.
The nodes of this pseudo-graph are labeled injectively by elements of R. They are
connected by directed edges and by hyperedges. Finally, the nodes connected by a
hyperedge serve as the vertex set for some directed multigraph. More formally, given
a molecular structure MS =(S; r;→; S0)I , the elements of the set S represent the labeled
nodes, and the elements of the family S represent the hyperedges of the pseudo-graph;
e.g. S0 = {x; a; y} is the hyperedge represented by an oval labeled with S0 and connected
through tentacles to the nodes labeled by x; a, and y of the pseudo-graph, as in the
following 0gure:
The elements of the family r are directed multigraphs. In particular, ri is a directed
multigraph having the vertex set Si. This multigraph is represented inside the hyperedge
labeled by Si; e.g. for the above S0 and
r0(x; a)= r0(a; a)= r0(y; y)= 2,
r0(x; y)= r0(y; x)= 1,
r0(!; ")= 0, otherwise,
we have the following graphical representation:
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The elements of the set → are the directed edges of the pseudo-graph; e.g. (!; ")∈ →ij ,
denoted by !→ij ", is the directed edge from the node labeled by ! to the node labeled
by " of the pseudo-graph, represented as in this 0gure:
We do not want to distinguish between two molecular structures which diGer from
each other only by some irrelevant information. We shall identify them by a notion of
isomorphism. We call the abstract molecular structure such an isomorphism class.
Denition 4. Let MS =(S; r;→; S0)I be a molecular structure. For every i∈ I we de0ne
a set interacting(Si) of the potential interacting elements in Si as the smallest set closed
under the following rules:
• if (!; ")∈m ri, then !; "∈ interacting(Si),
• if !→ij ", then !∈ interacting(Si),
• if !→ki ", then "∈ interacting(Si).
Denition 5. Let MS =(S; r;→; S0)I be a molecular structure. We de0ne the molecular
structure interacting(MS)= (S ′; r′;→′; S ′0)I by
• S ′i = interacting(Si); i∈ I
• r′i = ri|interacting(Si)× interacting(Si); i∈ I
• →′ij = →ij ; i; j∈ I .
Denition 6. Given two molecular structures A; B and their corresponding interacting
(A)= (SA; rA;→A; SA0 )I and interacting(B)= (SB; rB;→B; SB0 )J , we say that A and B
are isomorphic if there exist two bijective mappings , : SA→ SB satisfying ,(x)= x
whenever x∈N , and - : I→ J satisfying -(0)= 0 such that
• ,×(rAi )= rB-(i); i∈ I
• ,×(→Aij)=→B-(i)-( j); i; j∈ I .
We use the notation (,; -) : A∼=B, or simply A∼=B.
The conditions within the previous de0nition refer to resources and transitions. We
can remark that these conditions are suNcient, and they ensure a suitable correspon-
dence for states.
Proposition 7. Let A; B be two molecular structures, and their corresponding struc-
tures interacting(A)= (SA; rA;→A; SA0 )I and interacting(B)= (SB; rB;→B; SB0 )J . If
(,; -) : A∼=B, then ,(SAi )= SB-(i), ∀i∈ I .
Proof. We start with A=(S ′; r′;→′; S ′0)I and B=(S ′′; r′′;→′′; S ′′0 )J . Let i be an arbi-
trary element of I .
“⊆” Considering !∈,(SAi ), it follows that there is !0 = interacting(S ′i ), !0 ∈ SAi such
that !=,(!0). Since !0 ∈ interacting(S ′i ), we have the following possibilities:
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(i) There exists "0 ∈ S ′i such that (!0; "0)∈m r′i or ("0; !0)∈m r′i . We prove the 0rst
case; the other case is similar. Since (!0; "0)∈m r′i , it follows that "0 ∈ interacting(S ′i )=
SAi . Therefore r
A
i (!0; "0)= r
′
i (!0; "0), so (!0; "0)∈m rAi . By using remark 2(1) of the
multiset section, we have ,×(!0; "0)= (,(!0); ,("0)) ∈m ,×(rAi )= rB-(i). It follows that
,(!0)∈ SB-(i).
(ii) There exists "0 ∈ S ′j such that !0→′ij "0 or "0→′ji !0. We prove only the 0rst
case; the other case is similar. Since →′ = →A, it follows that (!0; "0)∈ →Aij . Thus
,×(!0; "0)= (,(!0); ,("0))∈,×(→Aij)= →B-(i)-( j). It follows that ,(!0)∈ SB-(i).
“⊇” Proof is based on a similar discussion.
The previously de0ned isomorphism is an equivalence. Modulo this equivalence, we
can rename the states of a molecular structure, remove elements which are not potential
interacting elements, and rename the elements of T which appear within the molecular
structure. Abstract molecular structures have almost the same graphical representation
as molecular structures. More precisely, the graphical form of an abstract molecular
structure corresponding to a molecular structure MS =(S; r;→; S0)I is obtained starting
from the graphical representation of MS. For every hyperedge Si, a tentacle which leads
to a vertex bearing a label that is not in interacting(Si) is removed. The reached vertex
is also removed, excepting the case when it is used by another hyperedge. All the labels
from T together with the labels of hyperedges are removed. When we described the
graphical representation of an abstract molecular structure, we did not explain how we
identify the initial state after we have removed the labels of the hyperedges. We are
working with a subset MS! of the molecular structures where states form a directed
rooted tree; the initial state is the root of this tree, and it is easy to identify it. In order
to simplify our notation, from now on we use the notation MS =(S; r;→)I instead of
MS =(S; r;→; S0)I , keeping in mind that S0 is the initial state. We de0ne now the
endomorphisms over molecular structures.
Denition 8. Given a molecular structure A=(S; r;→)I and f : R→R, the image of
A by f is a molecular structure fA=(S ′; r′;→′)I de0ned by
• S ′i =f(Si), i∈ I ,
• r′i =f×(ri), i∈ I ,
• →′ij =f×(→ij), i; j∈ I .
Substitutions are particular endomorphisms.
Denition 9. Let !˜ and "˜ be two enumerations of R such that |!˜|= |"˜|. A substitution
{!˜="˜} : R→R is given by {!˜="˜}(#)= if (#= "k), then !k else #.
We present some simple properties of substitution in the next lemma.
Lemma 10. Let A=(S; r;→)I be a molecular structure. Then
(1) {!˜="˜}A=A, if "˜∩ S = ∅.
(2) {!˜=!˜}A=A.
(3) {!˜="˜}{"˜=!˜′}A= {!˜=!˜′}A, if "˜∩ S = ∅.
(4) {!˜="˜}{!˜′="˜′}A= {!˜′="˜′}{!˜="˜}A, if "˜∩ "˜′= !˜∩ "˜′= !˜′ ∩ "˜= ∅.
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5. Abstract molecular systems
Denition 11. The set MS! of molecular systems is de0ned inductively by starting
from two simple systems:
nil: MS! contains the molecular structure nil def= (S; r;→; )I where I?= ∅ and
• S0 = ∅;
• r0 = ∅;
• →00 = ∅:
basic: If x; y∈N , then MS! contains the molecular structure 1(x; y) def=(S; r;→)I where
I?= ∅ and
• S0 = {x; y}
• r0 = {|(y; x)|}
• →00 = ∅:
and using the following operations:
prexing: Let x; y∈N , A=(S; r;→)I ∈MS!, a∈T\S, and k ∈N\I . If we note {a=y}A
=(S ′; r′;→′)I , then MS! contains the molecular structure (x; y)a; k A def=(S1; r1;→1)K
where K = I ∪{k} and










• →1ij =→′ij , i; j∈ I?;
→1kj =→′0j; j∈ I?;
→10k ={(x; a)};
→1ij = ∅; otherwise:
restriction: If A=(S; r;→)I ∈MS!, x˜⊂N , and a˜⊂T\S such that |x˜|= |a˜|, then MS!
contains the molecular structure (x˜)a˜A
def={a˜=x˜}A.
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parallel composition: Let K be a countable set. If Ak =(S k ; rk ;→k)Ik ∈MS!, k ∈K
such that each of the families (T ∩ S k)k∈K and (I?k )k∈K have mutually disjoint sets,
then MS! contains the molecular structure
⊗
k∈K Ak














• →ij =→kij ; i; j∈ Ik ; k ∈K;
→ij = ∅; otherwise:
In MS! we consider the subset MS of the quasi-0nite molecular structures.
Lemma 12. Given a structure A, if A∈MS!, then interacting(A)=A.
Proof. It will be enough to show interacting(SAi )= S
A
i for every i∈ IA. This can be
proved by induction on A.
Lemma 13. Let A; B∈MS! such that A∼=B. If A∈MS, then B∈MS.
Proof. We know that A is quasi-0nite, and we have to show that B is quasi-0nite.
Let A=(SA; rA;→A)I with HA=(I; E), and let B=(SB; rB;→B)J with HB=(J; F). We
have interacting(A)=A and interacting(B)=B by Lemma 12. There exist , : SB→ SA
and - : J→ I two bijective mappings which satisfy ,×(rBj )= rA-( j), ,×(→Bij)= →A-(i)-( j)
and moreover ,(SBj )= S
A
-( j) for any i; j∈ J (by Proposition 7). The 0rst two equalities
assure us that |→Bij |= |→A-(i)-( j) | and |SBj |= |SA-( j)|. Thus |→Bij | and |SBj | are 0nite.
If (i; j)∈F then →Bij = ∅; ,×(→Bij)=→A-(i)-( j) = ∅, then (-(i); -(j))∈E. In this way
- is an isomorphism between the directed graphs HB and HA. Consequently, HB has
no in0nite paths.
To complete the proof, we have to show that for every j∈ J , rBj (!; ")¡! where
!; "∈ SBj . Let us suppose that there exists j∈ J and !; "∈ SBj s.t. rBj (!; ")=!, i.e.
(!; ")∈m rBj has the multiplicity !. By Remark 2(2), ,×(!; ")= (,(!); ,("))∈m ,×
(rBj )= r
A
-( j) has the multiplicity l with !6l. Then l=!, so r
A
-( j)(,(!); ,("))=!.
This is a contradiction with the initial assumption that A is quasi-0nite.
Lemma 14. If all constructions involved are valid, then
(1) {!˜="˜}nil= nil,
(2) {!˜="˜}1(x; y)= 1({!˜="˜}x; {!˜="˜}y),
(3) {!˜="˜}(x; y)a; kA=({!˜="˜}x; y)a; k{!˜="˜}A, if y; a ∈ !˜∪ "˜,
(4) {!˜="˜}(x˜)a˜A=(x˜)a˜{!˜="˜}A, if !˜∩ x˜= "˜∩ x˜= "˜∩ a˜= ∅,
(5) {!˜="˜}⊗k∈K Ak =
⊗
k∈K {!˜="˜}Ak .
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Proof. 1,2, and 5 follow by de0nition. For 3 and 4 we can use Lemma 10(4).
Lemma 15. Given a molecular structure A=(S; r;→), whenever the constructions
involved are valid, we have
(1) (x; y)a; kA=(x; y′)a; k{y′=y}A, if y′ ∈N\S.
(2) (x˜)a˜A=(x˜
′)a˜{x˜′=x˜}A, if x˜′⊂N\(S ∪ x˜).
Proof. By using Lemma 10(3).
Proposition 16. If A∈MS!, then {x˜=z˜}A∈MS! for any two enumerations x˜; z˜ from
N such that |x˜|= |z˜|.
Proof. A direct consequence of the previous two lemmas.
The following result gives a characterization for MS.
Theorem 17. Let A=(S; r;→; S0)I be a quasi-2nite molecular structure. A∈MS! if
and only if for any i; j∈ I , A satis2es the following conditions:
(1) |→ij |61,
(2) its state graph HA is a directed rooted tree having 0 as root,
(3) interacting(Si)= Si,
(4) if !→ij ", then:
(a) "∈T and,
(b) whenever "∈ Sk (k = j), then there exists a jk-path in HA.
First we establish a few results that help us to prove the theorem.
Lemma 18. If A=(S; r;→)I is a quasi-2nite molecular structure, where I?= ∅, and
the following requirements hold:




Proof. By induction on |S0|.
If |S0|=0, then S0 = ∅ and r0 = ∅; thus A is nil∈MS!.
If |S0|¿0, then let x∈ S0. By keeping in mind the graphical form of A, we consider
the labels of those vertices linked by (multi)edges to the vertex labeled by x, i.e. the
set 4x = {y∈ S0|(x; y) ∈m r0 ∨ (y; x) ∈m r0}. We also consider the labels of the vertices
linked only by (multi)edges to the vertex labeled by x, i.e. the set
∇x = {y ∈ 4x | ∀z ∈ S0\{x}; r0(y; z) = r0(z; y) = 0}
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We now build the following two molecular structures:
Ax =(S x; r x →)I , where
• S x0 =4x ∪{x};
• r x0 (x1; x2)= r0(x1; x2), (x1; x2)∈ (S x0 ×{x})∪ ({x}× S x0 ),
r x0 (x1; x2)= 0, otherwise
and
Ax =(S x; r x;→)I , where
• S x0 = S0\(∇x ∪{x});
• r x0 (x1; x2)= r0(x1; x2), x1; x2 ∈ S x0 .
First, we show that Ax ∈MS!. To this end we take the following structures of MS!.
A parallel composition of 0 structures is considered as nil.
Bx =
r0(x;x) times︷ ︸︸ ︷
1(x; x)⊗ · · · ⊗ 1(x; x);
By = 1(x; y)⊗ · · · ⊗ 1(x; y)︸ ︷︷ ︸
r0(x;y) times
⊗ 1(y; x)⊗ · · · ⊗ 1(y; x)︸ ︷︷ ︸
r0(y;x) times
; where y ∈ 4x \ {x}:
It is easy to show the decomposition Ax =
⊗
z∈S x0 Bz. It follows that Ax ∈MS
!.
Second, we prove by induction that Ax ∈MS!. To this end, it is easy to see that
|S x0 |¡|S0| and that Ax satis0es conditions 1 and 3. It remains to show that Ax sat-
is0es condition 2. If we suppose it does not, then ∃x0 ∈ S x0 s.t. ∀y∈ S x0 we have
r x0 (x0; y)= r
x
0 (y; x0)= 0. By de0nition of r
x
0 , it follows that r0(x0; y)= r0(y; x0)= 0; ∀y
∈ S x0 . Since x0 ∈ interacting(S0), ∃y0 ∈ S0 s.t. r0(x0; y0)¿0∨ r0(y0; x0)¿0. Thus y0 ∈
∇x ∪{x}. If y0 ∈∇x then ∀z ∈ S0\{x}; r0(z; y0)= r0(y0; z)= 0; considering z= x0 we get
a contradiction. Consequently, y0 = x. This implies x0 ∈4x. We show moreover that
x0 ∈∇x, and in this way we also get a contradiction. To this end, let y∈ S0\{x}. If
y ∈∇x then y∈ S x0 and so r0(x0; y)= r0(y; x0)= 0. If y∈∇x then ∀z ∈ S0\{x}; r0(z; y)
= r0(y; z)= 0; considering z= x0 we obtain x0 ∈∇x, again a contradiction.
We prove that A=Ax⊗Ax. Parallel composition is valid, and let Ax⊗Ax =(S ′; r′;→)I .
Immediately, S0 = S ′0. It is enough to verify r0 =m r
′
0. To this end we take the multisets
k1; k2 ∈M(S0× S0) uniquely determined by k1 =m r x0 and k2 =m r x0 . To show the above
multiset equality it suNces to prove that
∀x1; x2 ∈ S0; r0(x1; x2) = k1(x1; x2) + k2(x1; x2) (?)
Let x1; x2 ∈ S0. We proceed by cases.
(a) If x1 = x2 = x then x1; x2 ∈ S x0 , and so k2(x1; x2)= 0. On the other hand, since
x1; x2 ∈ S x0 , we have k1(x1; x2)= r x0 (x; x)= r0(x1; x2), thus (?).
(b) If x1 = x and x2 = x then x1 ∈ S x0 , and so k2(x1; x2)= 0.
We proceed by sub-cases:
• if x2 ∈4x then x2 ∈ S x0 , and so k1(x1; x2)= r x0 (x; x2)= r0(x1; x2), thus (?);
• if x2 ∈4x then k1(x1; x2)= 0 because x2 ∈ S x0 . On the other hand, since x2 ∈4x,
we have r0(x; x2)= 0, i.e. r0(x1; x2)= 0, thus (?).
(c) If x1 = x and x2 = x; similar to (b).
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(d) If x1 = x and x2 = x, then r x0 (x1; x2)= 0 whenever x1; x2 ∈ S x0 . Then k1(x1; x2)= 0.
We proceed by sub-cases:
• if x1; x2 ∈∇x then x1; x2 ∈ S x0 , and so k2(x1; x2)= r x0(x1; x2)= r0(x1; x2), thus (?);
• if some xi ∈∇x then xi ∈ S x0 , and this implies k2(x1; x2)= 0. On the other hand,
since xi ∈∇x, we have ∀z ∈ S0\{x}, r0(z; xi)= r0(xi; z)= 0. If we take z as being
the another xj, we obtain r0(x1; x2)= 0, so (?).
We have A=Ax ⊗ Ax where Ax; Ax ∈MS!. Therefore A∈MS!.
We are now ready to prove Theorem 17.
Proof of Theorem 17.
“⇒” By induction on the structure of A given by De0nition 11.
“⇐” (a) It will be enough to prove this implication when S0⊂N . Indeed, let
a˜ be an enumeration of the set S0 ∩T . N is large enough to allow an enumera-
tion y˜ from N \ S with |a˜|= |y˜|. By Lemma 10(2,3), we have A= {a˜=a˜}A= {a˜=y˜}
{y˜=a˜}A. Let B= {y˜=a˜}A=(S ′; r′;→′)I . It is easy to show that the molecular structure
B is quasi-0nite and satis0es conditions 1–4 of the hypothesis. The only diNcult part
is related to the condition 4. To overcome it, note that the substitution {y˜=a˜} does
not modify the targets of transitions in A. If we suppose that the substitution modi0es
them, then there exists a transition !→ij c in A with c∈ a˜. Since A satis0es condition
4(b) and c∈ S0, it follows that there exists a j0-path in the tree HA which has 0 as
root. Thus, we get a contradiction. B has the required particular form, namely S ′0⊂N .
If the implication is true for these structures, we get B∈MS!. We have a˜∩ S ′= ∅,
and A=(y˜)a˜B. So A∈MS!.
(b) Moreover, it will be enough to prove this implication when S0⊂N and r0 =,. By
(a) we can consider S0⊂N . By keeping in mind the graphical representation of A, we
take the labels of those vertices which are linked by tentacles to the hyperedge labeled
by S0 and also are the sources of some transitions, i.e. the set 4= {x∈ S0 | x→0j "}.
We consider also its subset ∇= {x∈4 | ∀y∈ S0; r0(x; y)= r0(y; x)= 0}.
We build now the following two molecular structures:
QA=( QS; Qr; → )I , where
• QSi = Si, i∈ I?,
QS0 =4;
• Qri = ri, i∈ I?,
Qr0 = ∅
and A=(S; r;→1)I1 , where I?1 = ∅, and also
• S 0 = S0\∇;
• r0 =m r0;
• →100 = ∅.
First, by using Lemma 18, we show that A∈MS!. To this end we have only to verify
the equality interacting(S 0)= S 0. This is equivalent to showing that ∀x∈ S 0; ∃y0 ∈ S 0
s.t. (x; y0)∈m r0 ∨ (y0; x) ∈m r0. Let x0 ∈ S 0. Since x0 ∈ interacting(S0), we have ∃y0 ∈
S0 s.t. (x0; y0)∈m r0 ∨ (y0; x0)∈m r0. Using the multiset equality r0 =m r0, we obtain
(x0; y0)∈m r0 ∨ (y0; x0)∈m r0.
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Second, it is easy to show that the molecular structure QA is quasi-0nite and sat-
is0es conditions 1–4. Moreover, QA has the required particular form, namely QS0⊂N
and Qr0 = ∅. If the implication is true for these structures, we get QA∈MS!. Let A ⊗
QA=(S ′; r′;→)I be a parallel composition. For every i∈ I?, we have Si = S ′i and ri = r′i .
Immediately, S0 = S ′0 and r0 =m r
′
0. Then A=A⊗ QA. Therefore A∈MS!.
(c) By induction on hA, the depth of the tree HA=(I; E). By (b), we assume S0⊂N
and r0 = ∅. If hA=0, then HA is the empty tree having only the root 0∈ I and no
edges. Then I?= ∅. Trivially, →00 = ∅. Since r0 = ∅, we get interacting(S0)= ∅. A
veri0es condition 3, and so S0 = ∅. We obtain that A is nil∈MS!. If hA¿0, then we
proceed again by induction on |S0|.
(i) If |S0|=1, then let S0 = {x}. We take the (nonempty) set K = {k ∈ I | (0; k)∈E}.
We consider an arbitrary k in K . Since A veri0es conditions 1 and 4(a), there ex-
ists a unique ak ∈ Sk ∩T s.t. x→0k ak . We take the set Ik ⊂ I containing 0 given by
I?k = {j∈ I | there exists a kj-path in HA}. We consider a set ∇k ⊂ Sk . If (ak ; !)∈mrk ;
(!; ak)∈m rk or ak →kj ! for some !, then we set ∇k to ∅, otherwise we set it to
{ak}.
We build now a molecular structure Ak =(S k ; rk ;→k)Ik , where
• S ki = Si, i∈ I?k ,
S k0 = Sk\∇k ;
• rki =ri, i∈ I?k ,
rk0 =mrk ;
• →kij =→ij , i; j∈ I?k ,
→k0j =→kj, j∈ I?k ,
→kij = ∅, otherwise.
One can prove that Ak is quasi-0nite, satis0es conditions 1–4, and hAk¡hA. By induc-
tion, we obtain Ak ∈MS!.
We can choose y∈N\S. Since S k ⊂ S, we have y ∈ S k . If Bk is the structure
{y=ak}Ak , then one can prove that Bk is quasi-0nite, satis0es conditions 1–4, and
hBk = hAk . The only diNcult part is related to condition 4. To overcome it, note that
the substitution {y=ak} does not modify the targets of the transitions of Ak . Suppose this
substitution modi0es them. Then there exists !→kij ak a transition in Ak . By de0nition
of →k , we obtain !→ij ak , where j∈ I?k . Since A satis0es condition 4(b) and ak ∈ Sk ,
there exists a jk-path in the tree HA. Then this tree has a cycle, and we have a contra-
diction. Consequently we get Bk∈MS!. The structure Ck =(x; y)ak ; kBk is well-de0ned,
then Ck∈MS!. Let c˜ be an enumeration of the set
⋃
k; l∈K; k =l(S
k ∩ Sl ∩T ). We can
choose an enumeration z˜ from N\S, y ∈ z˜ with |c˜|= |z˜|. We show by contradiction that
ak ∈ c˜. Suppose there exists l∈K (l = k) s.t. ak ∈ Sl. Then ak ∈ Sj, where j∈ I?l ∪{l}.
Since A satis0es condition 4(b) and ak ∈ Sj, then there exist two 0j-paths which are
distinct in the tree HA, and again we have a contradiction. One can prove similarly by
induction that {z˜=c˜}Bk ∈MS!. By Lemma 14(3), we get {z˜=c˜}Ck =(x; y)ak ; k{z˜=c˜}Bk .
If Dk is the structure {z˜=c˜}Ck , then Dk ∈MS!. The structure B=
⊗
k∈K Dk is well-
de0ned, then B∈MS!. One can prove that A=(z˜)c˜B. Therefore A∈MS!.
(ii) If |S0|¿1, then there exists x∈ S0. Consider the set K = {k ∈ I | (0; k)∈E}, and
also its subsets K1 = {k ∈K | x→0k a} and K2 =K\K1.
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We build now the following two molecular structures
Ax =(S x; r x;→1)I1 , where I?1 = {j∈ I |HA has a kj-path, k ∈K1}, and also
• S xi = Si, i∈ I?1 ,
S x0 = {x};
• r xi = ri, i∈ I?1 ,
r x0 = ∅;
• →1ij =→ij , i; j∈ I1
and
Ax =(S x; r x;→2)I2 , where I?2 = {j∈ I |HA has a kj-path, k ∈K2}, and also
• S xi = Si, i∈ I?2 ,
S x0 = S0\{x};
• r xi = ri, i∈ I?2 ,
r x0 = ∅;
• →2ij =→ij , i; j∈ I2.
By induction, it follows that Ax; Ax ∈MS!. Let c˜ be an enumeration of the set S x ∩
S x ∩T . We can choose z˜ an enumeration from N\S with |c˜|= |z˜|. As above, one can
prove that the following structures Bx = {z˜=c˜}Ax and Bx = {z˜=c˜}Ax are from
MS!. B=Bx ⊗ Bx is well-de0ned and thus B∈MS!. One can prove that A=(z˜)c˜B.
Therefore A∈MS!.
6. Abstract molecular systems
We denote by AMS! the set of all abstract molecular systems, and by AMS the set
of all abstract quasi-0nite molecular systems. For every abstract molecular system A,
we associate the set 7(A) of the nonterminals, and the number 8(A) of the shared
terminals of any molecular system A∈A.
Denition 19. Function 7 : AMS!→ 2N is de0ned by 7(A)= SA ∩N , where A∈MS!
∩A.






SAi ∩ SAj ∩ T
∣∣∣∣∣ :
Denition 21. We de0ne the following operations upon AMS!:
(1) (x; y)A def= [(x; y)a; kA]∼=, A∈A;






k∈K Ak ]∼=, Ak ∈Ak , k ∈K .
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Lemma 22. (1) If A ∼= B, then (x; y)a; kA ∼= (x; y)b; lB.
(2) If A ∼= B, then (x˜)a˜A ∼= (x˜)b˜B.





This lemma is not enough to prove that the previously introduced operations are
well-de0ned. The next proposition shows the correctness of these de0nitions. How-
ever, before that, we provide a result (as a lemma) that is useful in the proof of this
proposition. It also suggests it is not essential that some sets are uncountable.
Lemma 23. Let B∈MS! and let S ⊂T , L⊂N? be two in2nite countable sets. There
exists A∈MS! such that SA ∩T ⊂ S, I?A ⊂L, and A ∼= B.
Proof. By induction on the structure of B.
• If B= nil then SB= ∅ and I?B = ∅. We can take A= nil.
• If B=1(x; y) then SB= {x; y}⊂N and I?B = ∅. We can take A=1(x; y).
• If B=(x; y)a; kB1 where B1 ∈MS!. Let 〈S1; S2〉 be a partition of S, and 〈L1; L2〉 a
partition of L. At least one set of each partition is in0nite. If we suppose S1 and L1
are in0nite, then by induction there exists A1 ∈MS! s.t. SA1 ∩T ⊂ S1, I?A1 ⊂L1, and
A1∼=B1. There exist b∈ S2 and l∈L2. If we take A=(x; y)b; lA1, then SA= {b=y}SA1
∪{b; x} and IA= IA1 ∪{l}. We have SA ∩T =(SA1 ∩T )∪{b}⊂ S, I?A = I?A1 ∪{l}⊂L,
and 0nally A ∼= B by Lemma 22(1).
• If B=(x˜)a˜B1, where B1 ∈MS!. Let 〈S1; S2〉 be a partition of S where S1 and S2 are
in0nite. By induction, there exists A1 ∈MS! s.t. SA1 ∩T ⊂ S1, I?A1 ⊂L and A1 ∼= B1.
There exists an enumeration b˜ in S2 with |x˜|= |b˜|. If we take A=(x˜)b˜A1, then
SA= {b˜=x˜}SA1 and IA= IA1 . We have SA ∩T ⊆ (SA1 ∩T )∪ b˜⊂ S, I?A = I?A1 ⊂L, and
0nally A ∼= B by Lemma 22(2).
• If B= ⊗k∈K Bk , where Bk ∈MS!. Let 〈Sk〉k∈K be a partition of S, where each
Sk is in0nite and 〈Lk〉k∈K a partition of L where each Lk is in0nite. We take an
arbitrary k in K . By induction, there exists Ak ∈MS! s.t. SAk ∩T ⊂ Sk , I?Ak ⊂Lk ,
and Ak ∼= Bk . If we take A=
⊗






k∈K IAk . We




Ak ⊂L, and 0nally A ∼= B by Lemma
22(3).
Proposition 24. Let x; y∈N and let x˜ be an enumeration in N . If A;Ak ∈AMS!






Proof. 1. A∈AMS! implies that there exists B∈MS! s.t. A= [B]∼=. Let a∈T and
k ∈N?. There exists an in0nite countable set S ⊂T\{a}. Let L=N?\{k}. By the
previous lemma, there exists A∈MS! s.t. SA ∩T ⊂ S, I?A ⊂L, and A ∼= B. Then A∈A,
and the pre0xing (x; y)a; kA is valid. We have (x; y)A= [(x; y)a; kA]∼=, so (x; y)A∈
AMS!.
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2. A∈AMS! implies there exists B∈MS! s.t. A= [B]∼=. Let a˜ be an enumeration
in T with |x˜|= |a˜|. There exists an in0nite countable set S ⊂T\a˜. By the previous
lemma, there exists A∈MS! s.t. SA ∩T ⊂ S, and A ∼= B. Then A∈A, and the restric-
tion (x˜)a˜A is valid. We have (x˜)A= [(x˜)a˜A]∼=, and so (x˜)A∈AMS!.
3. Ak ∈AMS! implies there exist Bk ∈MS! s.t. Ak = [Bk ]∼= ; k ∈K . There exist
some in0nite mutually disjoint sets Sk ⊂T , and also Lk ⊂N?. We take an arbitrary
k in K . By the previous lemma, there exists Ak ∈MS! s.t. SAk ∩T ⊂ Sk , I?Ak ⊂Lk ,
and Ak ∼= Bk . Then Ak ∈Ak , and parallel composition
⊗
k∈K Ak is valid. We have⊗
k∈KAk = [
⊗
k∈K Ak ]∼=, and so
⊗
k∈KAk ∈AMS!.
Denition 25. If x1; x2 ∈N , then the function {x1=x2} : AMS!→AMS! is de0ned by
{x1=x2}A= [{x1=x2}A]∼=, where A∈MS! ∩A.
Lemma 26. Let A; B∈MS!. If A ∼= B, then {x1=x2}A ∼= {x1=x2}B.
Remark 27. Proposition 16 and Lemma 26 tell us that this function is well-de0ned.
Remark 28. We have
• {x1=x2}A=A, if x2 ∈ 7(A) or x1 = x2;
• 7({x1=x2}A)⊆{x1}∪ (7(A)\{x2}).
Some results given for molecular systems are valid for abstract molecular systems
too. We use the following notations: nil= [nil]∼= and 1(x; y)= [1(x; y)]∼=.
Lemma 29. (1) {x1=x2}nil= nil;
(2) {x1=x2}1(x; y)= 1({x1=x2}x; {x1=x2}y);
(3) {x1=x2}(x; y)A=({x1=x2}x; y){x1=x2}A, if y ∈ {x1; x2};






Proof. It follows directly by applying Lemma 14.
Lemma 30.
(1) (x; y)A=(x; y′){y′=y}A, if y′ ∈ 7(A);
(2) (x)A=(x′){x′=x}A, if x′ ∈ 7(A).
Proof. It follows directly by applying Lemma 15.
Lemma 31. If A∈AMS and A∈MS! ∩A, then A∈MS.
A. direct consequence of Lemma 13.
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7. Dynamics of the molecular systems
The static part of our structures uses the concepts of states, transitions and resources
derived from the traditional formalisms of automata. The dynamics of our structure is
provided by a token-game mechanism similar to that of Petri nets theory (which is
a formalism for describing concurrent systems). However, our systems have a more
,exible structure, and a greater expressive power.
Denition 32. Let A=(SA; rA;→A)IA∈MS. If we have (!1; #) ∈m r0 and #→0k !2, then
A → [{!1=!2}B]∼= where B=(SB; rB;→B)IB is given by IB= IA\{k} and
• SBj = SAj , j∈ I?B ,
SB0 = S
A
0 ∪ SAk ;
• rBj = rAj , j∈ I?B ,
rB0 =m (r
A
0 − {|(!1; ")|}) unionmulti rAk ;
• →Bij =→Aij , i; j∈ I?B ,
→B0j =→A0j ∪ →Akj, j∈ I?B ,
→Bij = ∅, otherwise.
The multiset equality rB0 =m (r
A
0 −{|(!1; ")|})unionmultirAk is the essential part of the reduction
mechanism. This is similar to the token-game of Petri nets. However, in our structure
the resource (!1; ")∈m r0 which corresponds to a token in Petri nets is consumed, and
not sent. After the resource of the initial state is consumed, this state, S0, is enriched
(by fusion) with the resources of the state Sk determined by the transition "→0k !2.
(!1; ")∈m M0 represents an internal transition within the same state S0, and "→0k !2
represents an external transition from S0 to Sk .
Proposition 33. → is well-de2ned.
Proof. An application of Theorem 17.
We extend now → to a relation ⇒ over AMS.
Denition 34. We de0ne A⇒B if A →B for some A∈A.
We present some results related to the new reduction relation ⇒.
Lemma 35. Let A; B∈MS. If A ∼= B and A →A, then B →A.
Proof (outline). We have A=(SA; rA;→A)IA and B=(SB; rB;→B)IB . There exist two
bijective mappings , : SA→ SB and - : IA→ IB with -(0)= 0 s.t. (,; -) : A ∼= B. Sup-
pose we have the reduction A →:A by some := 〈!1; #; !2; k〉. One can prove that
= 〈,(!1); ,(#); ,(!2); -(k)〉 is a transition assembly of B and B →A.
Lemma 36. (1) If A1⇒A2, then (x˜)A1⇒ (x˜)A2.
(2) If (x˜)A1⇒A, then there exists A2 such that A1⇒A2 and A=(x˜)A2.
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Proof (outline). (1) There exists A∈A1 s.t. (x˜)A1 = [(x˜)a˜A]∼=. We have the reduction
A →:A2 by a := 〈!1; #; !2; k〉. One can prove that = 〈{a˜=x˜}!1; {a˜=x˜}#; !2; k〉 is a
transition assembly of (x˜)a˜A, and (x˜)a˜A →A2. Thus (x˜)A1⇒ (x˜)A2.
(2) There exists A∈A1 s.t. (x˜)A1 = [(x˜)a˜A]∼=. Let (x˜)a˜A →A. This means that
= 〈{a˜=x˜}!1; {a˜=x˜}#; !2; k〉, where := 〈!1; #; !2; k〉 is a transition assembly of A. If
we de0ne A2 by A →:A2, then A1⇒A2. As in 1, we obtain (x˜)a˜A→(x˜)A2. Thus
A=(x˜)A2.
Lemma 37. (1) 1(x; z)⊗ (x; y)A⇒{z=y}A.
(2) If A1 ⇒A2, then A1 ⊗A⇒A2 ⊗A and A⊗A1 ⇒A⊗A2.
(3) If A⊗B⇒ C, then one of the following possibilities holds:
(1a) A⇒A′; (1b) B⇒ B′;
C=A′ ⊗B; C=A⊗B′;
(2a) A=A1 ⊗ 1(x; z); (2b) A=(u˜)((x; v)A1 ⊗A2);
B=(u˜)((x; v)B1 ⊗B2); B=B1 ⊗ 1(x; z);
C=A1 ⊗ (u˜)({z=v}B1 ⊗B2); C=B1 ⊗ (u˜)({z=v}A1 ⊗A2);
(3a) A=(w)(A1 ⊗ 1(x; w)); (3b) A=(u˜)((x; v)A1 ⊗A2);
B=(u˜)((x; v)B1 ⊗B2); B=(w)(B1 ⊗ 1(x; w));
C=(w)(A1⊗(u˜)({z=v}B1⊗B2)); C=(w)(B1⊗(u˜)({z=v}A1⊗A2));
where u˜vw is a sequence in where u˜vw is a sequence in
N\7(A⊗B) such that |u˜|68(B); N\7(A⊗B) such that |u˜|68(A)
Proof (outline). 1. An easy veri0cation by using the de0nitions.
2. There exists A1 ∈A1 and A∈A s.t. A1 ⊗A= [A1 ⊗ A]∼=. We have a reduction
A1 →:A2. One can prove that : is a transition assembly of A1⊗A and A1⊗A →:A2⊗
A. Thus A1 ⊗A⇒A2 ⊗A. The other part follows similarly.
3. There exists A∈A and B∈B s.t. A ⊗ B= [A ⊗ B ]∼=. We have the reduction
A⊗ B →: C by a transition assembly := 〈!1; #; !2; k〉. There are two cases:
• : is not coming from the parallel composition. Then either (i) : is a redex of A or
(ii) : is a redex of B. We analyse (i). If we de0ne A′ by A →:A′, then A⇒A′.
As in (2), we have A ⊗ B →:A′ ⊗B. Thus C=A′ ⊗B, i.e. (1a). Similarly, (ii)
leads to (1b).
• : is coming from the parallel composition. Then either (i) (!1; #) ∈m rA0 and #→B0k !2
or (ii) (!1; #) ∈m rB0 and #→A0k !2. We analyse (i). # ∈T because the sets SA ∩T and
SB ∩T are disjoint. Let x= # and Ik = {k}∪ {i∈ IB | ∃ ki-path in HB}. Let c˜ be an








SBi ∩ SBj ∩ T
Immediately, |c˜|68(B). There exists an enumeration u˜ from N\7(A⊗B) with |c˜|= |u˜|.
Then B= {c˜=c˜}B= {c˜=u˜}{u˜=c˜}B. As in the proof of Theorem 17, we 0nd a decompo-
sition {u˜=c˜}B=(x; v)!2 ; kB1⊗B2 (take B1 the substructure of {u˜=c˜}B induced by Ik and
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considering the state k as the initial one, and B2 the remaining part), where v is chosen
from N\7(A⊗B) and v ∈ u˜. Let Bi = [Bi]∼= ; i=1; 2. We proceed by sub-cases.
? If !1 ∈N , then let z= !1. We have a decomposition A=A1⊗1(x; z). LetA1 = [A1]∼=.
Then A ⊗ B=A1 ⊗ (u˜)c˜((1(x; z) ⊗ (x; y)!2 ; kB1) ⊗ B2). As in (1), we have 1(x; z) ⊗
(x; v)!2 ; kB1 →: {z=v}B1. As in (2), we have (1(x; z)⊗(x; y)!2 ; kB1)⊗B2 →: {z=v}B1⊗B2.
As in Lemma 36, we have (u˜)c˜((1(x; z)⊗(x; v)!2 ; kB1)⊗B2) → (u˜)({z=v}B1⊗B2) where
= 〈{c˜=u˜}!1; {c˜=u˜}#; !2; k〉= :. Finally as in (2), we have A⊗B →:A1⊗(u˜)({z=v}B1⊗
B2). So C=A1 ⊗ (u˜)({z=v}B1 ⊗B2). Thus we obtain (2a).
? If !1 ∈T , then we consider w∈N\7(A⊗B), w = v, and w ∈ u˜. Then A= {!1=!1}A
= {!1=w}{w=!1}A. There exists a decomposition {w=!1}A=A1⊗1(x; w). Then A=(w)!1
(A1 ⊗ 1(x; w)). Similar to the previous case, we obtain (3a). Similarly, (ii) leads to
(2b), and respectively (3b).
8. Molecular interaction in biology: DNA methylation
We provide an example of how we can apply this formal approach to describe an
interaction in biology. Let us consider the process of DNA methylation [13]. DNA
methylation has been found in almost every major biological species, from archae-
bacteria and viruses through mammals and ,owering plants. Moreover, methylation
is the only known covalent modi0cation of DNA in eukaryotes. Methylation shows
how some of the bases incorporated into DNA can be chemically modi0ed, and so
providing a signal which marks a segment of DNA. Both prokaryotes and eukaryotes
contain enzymes which methylate DNA. Methylation consists of the substitution of a
hydrogen atom by a methyl group CH3. Most of the methyl groups are found in CG
doublets, and the majority of the CG sequences may be methylated. Usually the C




An important issue underlying the biology of DNA methylation is the catalytic mech-
anism of methyl transfer. The covalent addition of a methyl group to the C5 position
of cytosine in the context of CpG dinucleotide is mediated by DNA methyltransferase
enzyme. This mechanism is rather unusual: the target cytosine is extruded from the
double helix into the active-site cleft in the enzyme. The distribution of methyl groups
can be examined by taking advantage of restriction enzymes which cleave the sites con-
taining the CG doublet. The methylation renders the target site resistant to restriction.
This modi0cation allows the bacterium to distinguish between its own DNA and any
foreign DNA which lacks the characteristic modi0cation pattern. The diGerence gives
assistance to an invading foreign DNA in order to attack by restriction enzymes which
1 A palindrome is de0ned as a sequence of duplex DNA which is the same when either of its strands is
read in a de0ned direction. For instance, the sequence given by the strands 5′GGTACC3′ and 3′CCATGG5′
is palindromic because when each strand is read in the direction 5′ to 3′, it generates the same sequence
GGTACC.
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recognize the absence of methyl groups at the appropriate sites. The isoschizomers are
enzymes that cleave the same target sequence in DNA, but have a diGerent response
to its state of methylation. The enzyme HpaII cleaves the sequence CCGG, but if the
second C is methylated, the enzyme can no longer recognize the site. However, the
enzyme MspI cleaves the same target site not taking into account the state of methy-
lation of the second C. Thus MspI can be used to identify all the CCGG sequences,
and HpaII can be used to determine whether they are methylated. In methylated DNA,
the modi0ed positions are not cleaved by HpaII.
We consider the full methylated DNA process, obtained by substitution of H by
CH3 on both strands of the structure
5′ CpG 3′
3′ GpC 5′
The language for the description of the methylation process is the -calculus, a cal-
culus introduced by Milner et al. [8] as a formalism for describing mobile concurrent
processes (see [6,7]).
In order to have a representation of the methylation process, we consider two types
of “communication” channels: those corresponding to the hydrogen bonding between
the complementary G–C pairs, and those corresponding to the interactions between the
methyl group CH3 and the corresponding cytosine. We represent these two types of
channels by ‖, and |, respectively. Both these syntactic operations are forms of the
unique interaction operator | of the -calculus. We start with the two strands CpG
and GpC which could be represented by C(H) :G‖G:C(H). In order to emphasize
the presence of H which will be involved in the methylation process, we re0ne the
expression of the two strands by mt(H) :hb(H) :C(H):G‖hb(H) :G:C(H), where mt
represents the methylation channel attached to hydrogen, and hb represents the hydrogen
bonding between the two DNA strands. Since G plays here a passive role, we could
simplify this expression to mt(H) :hb(H) :C(H)‖hb(H) :C(H).
By considering the interaction with the methyl group mt(CH3), we can represent the
process of methylation by the following expression:
mt(CH3)|mt(H):hb(H):C(H)‖hb(H):C(H)
The most important reduction relation in the -calculus is de0ned by Qx(z) :P | x(y) :Q→
P | {z=y}Q. According to this reaction rule, we have the following representation of the
full methylation process:
mt(CH3)|mt(H):hb(H):C(H)‖hb(H):C(H)
→ hb(CH3):C(CH3) ‖ hb(H):C(H)→ C(CH3) ‖C(CH3):
This means that H was substituted by CH3 on both strands of the starting structure,
obtaining 0nally the structure
5′ mCpG 3′
3′ GpCm 5′
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We have provided an example supporting the idea that the -calculus can be an appro-
priate speci0cation language for molecular processes. It would be useful to associate
the previously introduced abstract molecular structures with the molecular process of
methylation by giving a suitable interpretation of the speci0cation language (i.e. -
calculus).
9. From -calculus to abstract molecular systems
We consider that interaction is established by a nondeterministic matching which dy-
namically binds “senders” to eligible “receivers”. Even if there are many pairs which
can satisfy the matching condition, only a single receiver gets the commitment of the
sender. The -calculus models computing by reduction and interactive matching. From a
semantic viewpoint, this kind of matching uses the “.” pre0x operator to symmetrically
triggered input actions and complementary output actions. Both the sender and receiver
oGer their availability for communication, symmetrically narrowing their choice from a
set of oGered alternatives to a speci0c commitment. Similar mechanisms work in biol-
ogy, chemistry, and in computation. Thus it models biological binding in DNA, where
aNnity between complementary pairs of nucleotides A–T and C–G determines binding
of DNA sequences, as well as chemical binding of positive and negative ions realized
by availability to all ions of opposite polarity. Considering biological and other do-
main mechanisms in terms of their interaction patterns rather than state-transition rules
can provide useful qualitative insights, and new forms of abstraction for computational
models. The -calculus uses names rather than values across send-receive channels,
and a matching mechanism as the control structure for communication. Since variables
may be channel names, computation can change the channel topology and process mo-
bility is supported. Milner emphasized the importance of identifying the “elements of
interaction”, and his -calculus extends the algebraic approach of lambda reduction
rules to include interaction between a sender and a receiver.
9.1. -calculus
An interaction may occur between two concurrent processes when one sends a name
on a particular link, and the other is waiting for a name along the same link. An
interaction is actually de0ned by a “sender” Qx〈z〉:P and a “receiver” x(y) :Q, and it
can be represented by (Qx〈z〉:P|x(y) :Q)→ (P|{z=y}Q). This is a synchronous interaction
where the send operation is blocking. Within the formal -calculus framework we only
consider the monadic -calculus. It is known that monadic -calculus has the full
power of polyadic -calculus [7]. We do not use the output guards Qx〈z〉:P, but only
the output messages Qx〈z〉; an output message denotes the emission of a name z along
a channel x. Thus we use the asynchronous version of the -calculus introduced in
[4], i.e. a fragment of the -calculus with a particular form of replication, where there
is no output pre0xing and nondeterministic sum. It is known that this asynchronous
-calculus can simulate the full -calculus [4].
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The semantics of the -calculus is usually given by a transition system in which the
states are process terms. The -calculus is expressive, and it has been shown that even
a fragment of this calculus is enough to encode the 7-calculus [5].
Let X⊂N be a in0nite countable set of names. The elements of X are denoted
by x; y; z : : : The terms of this formalism are called processes. The set of processes is
denoted by P, and processes are denoted by P;Q; R : : : .
Denition 38. The processes are de0ned over the set X of names by the following
grammar:
P ::= 0 | Qx〈z〉 | x(y):P | !x(y):P | @xP |P |Q;
0 is the empty process. An input guard x(y) :P denotes the reception of an arbitrary
name z along the channel x, and afterwards behaving as {z=y}P. A replicated input
guard !x(y) :P denotes a process that can generate arbitrary instances of the form
{z=y}P in parallel, by repeatedly receiving names z along channel x. The informal
meaning of the restriction @xP is that x is local in P. P |Q represents the parallel
composition of P and Q.
In x(y) :P, the name y binds free occurrences of y in P, and in @xP, the name x
binds free occurrences of x in P. We denote by fn(P) the set of the names with free
occurrences in P, and by =! the standard !-conversion (as in 7-calculus).
Over the set of processes we de0ne a structural congruence relation; this relation
provides a static semantics of some formal constructions.
Denition 39. The relation ≡ ⊂P×P is called structural congruence, and it is
de0ned as the smallest congruence over processes which satis0es
• P≡Q if P=! Q
• P | 0≡P, P |Q≡Q |P, (P |Q) |R≡P | (Q|R), !P≡P | !P
• @x0≡ 0, @x@yP≡ @y@xP, @x(P |Q)≡ @xP |Q if x ∈fn(Q).
The structural congruence deals with aspects related to the structure of the processes.
Dynamics is de0ned by a reduction relation.
Denition 40. The reduction relation over processes is de0ned as the smallest relation
→ ⊂P×P satisfying the following rules:
(com) Qx〈z〉 | x(y):P→{z=y}P;
(par) P→Q implies P |R→Q |R;
(res) P→Q implies (@x)P→ (@x)Q;
(str) P ≡ P′; P′→Q′; and Q′ ≡ Q implies P→Q:
9.2. The interpretation of -calculus by molecular structures
We have used multisets and transition systems in order to provide a description
of the molecular structures, and an operational semantics of the molecular interaction
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(systems). We intend to give now a “molecular” semantics for the asynchronous
-calculus, i.e. a new multiset semantics via the molecular systems. The reader may
also 0nd some results and comments concerning this interpretation in [1,2]. We de-
0ne an interpretation from the asynchronous -calculus to abstract molecular sys-
tems. The interpretation is de0ned on the structure of the -terms by the following
de0nition.
Denition 41. The function of interpretation I : P→AMS is de0ned by
• I(0)= nil,
• I( Qx〈z〉)= 1(x; z),
• I(x(y) :P)= (x; y)I(P),
• I(!P)= ⊗n¿0 I(P),
• I(@xP)= (x) I(P),
• I(P1|P2)=I(P1)⊗I(P2).
We have the following results related to this interpretation.
Proposition 42. The interpretation I : P→AMS is well-de2ned.
Let A=(S; r;→)I be a molecular structure of MS. We de0ne the function obs from
AMS to 2N given by obs([A]∼=)= {!∈N | ("; !)∈m r0}, where A=(S; r;→)I ∈MS. An
observation predicate over AMS is de0ned by ↓x (A)= true whenever x∈ obs(A), and
false otherwise. We denote by ∼2 the strong barbed bisimulation over AMS de0ned
in the same way as ∼1, but using the observation predicate ↓x, and the reduction
relation ⇒ over AMS.
Lemma 43. Let P be a -term, and x∈N . Then
• fn(P)= 7(I(P)),
• |7(I(P))| and 8(I(P)) are 2nite,
• ↓x (P)= true if and only if ↓x (I(P))= true.
Proposition 44. Let P be a -term, and x; y∈N . Then I({x=y}P)= {x=y}(I(P)).
Proposition 45. Let P1; P2 be two -terms. If P1≡P2, then I(P1)=I(P2).
Theorem 46 (Operational correspondence). Let P1; P2 be two -terms, and A∈AMS.
(1) If P1→P2, then I(P1)⇒I(P2).
(2) If I(P1)⇒A, then there exists P2 such that P1→P2 and A=I(P2).
Proof. Using Lemmas 36, 37 and the previous two propositions. The 0rst part follows
by induction on the derivation of →. The second part is by induction on P1.
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Theorem 47 (Full abstraction). Let P;Q be two -terms.
P ∼1 Q if and only if I(P) ∼2 I(Q):
The last two results show that we have a consistent interpretation which does not
lead to unpredictable situations. They oGer the formal justi0cation that our molecular
interpretation is correct. Therefore the compositional semantic mapping that associates
a molecular structure to each process of the asynchronous -calculus is well-de0ned.
10. Encoding of the -calculus into molecular structures
Milner’s paper [5] gives an encoding of the 7-calculus into the -calculus. Milner
pointed out the importance of identifying the “elements of interaction” and his exten-
sion of the 7-calculus provides remarkable insights into the foundations of interaction
[6]. There are many reasons why the translation of the 7-calculus into various formal
models for concurrency and interaction is interesting. An important reason concerns the
expressive power of the model. Another reason is related to the new properties of the
7-calculus which could be obtained as a consequence of such a translation into a more
general context (from the point of view of concurrency and interaction). We refer here
to the expressive power. We recall that Turing machines and 7-calculus have the same
computational power. The -calculus extends the 7-calculus. Are Turing machines still
the most powerful computing abstract machines? Milner noticed in 1975 that concur-
rent processes cannot be expressed by sequential algorithms, while Manna and Pnueli
argued that non-terminating reactive processes like operating systems cannot be mod-
eled by sequential algorithms [11]. The intuition that computing corresponds to formal
computability by Turing machines (the Church thesis) breaks down when the notion
of what is computable is broadened to include interaction. Extending algorithms with
interaction transforms algorithms into concurrent processes. Therefore, Church’s thesis
remains valid in the narrow sense that Turing machines express the behaviour of (se-
quential) algorithms; however the broader assertion that algorithms precisely capture
what can be computed becomes debatable. A new thesis could be that Turing ma-
chines alone do not capture the larger notion of computing, since they cannot express
interactive computing. More statements and opinions on the expressive power of the
interactive processes can be found in [11].
In many papers on DNA computing we can 0nd results about systems capable of
universal computation. These results are mainly based on simulations, implementation,
or encodings of Turing machines. We show another way of proving that a molecular
system has at least the same computational power as Turing machines. We state that
our abstract molecular structures have at least the same computational power as
Turing machines. The proof of this statement is given by encoding the 7-calculus
into the abstract molecular structure. In order to do this, we use the translation of the
7-calculus into the -calculus which was given by Milner in [5] and then studied and
extended in many other papers. Then we use the translation of the -calculus into the
abstract molecular structure presented in this paper.
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11. Conclusion
In trying to understand the cause–eGect relations and mechanisms of DNA and
molecular computing, we should identify, describe and study the most important oper-
ations over molecules. Regarding the molecular reactions, interaction is a fundamental
operation which appears in almost every process involving molecules, enzymes and
proteins. This paper is devoted to molecular interaction.
First we introduced an abstract molecular structure, then we described the DNA
methylation by using a known calculus of the communicating concurrent systems,
namely the -calculus. Finally, we showed that it is possible to have a well-de0ned
interpretation of the -terms by using the abstract molecular structures. In this way
we presented abstract structures which are similar to abstract machines in computer
science, and also appropriate to express molecular interactions. The abstract molecular
structures are systems with shared resources; we emphasize the use of the shared re-
sources, as well as the resource transitions. Process algebras (including the -calculus)
are considered as abstract speci0cations of communicating concurrent systems, and they
are based on compositionality. Our structures are able to describe the details of the op-
erational behaviour, but preserve the compositionality and the expressive power of the
-calculus. We de0ne an interpretation from the asynchronous -calculus to abstract
molecular structures which is fully abstract, i.e. two -calculus terms are bisimilar
if and only if their molecular interpretations are bisimilar. The equivalence used for
this full-abstraction result is the barbed bisimulation. A connection between the reduc-
tion relation over -terms and the reduction relation over their corresponding abstract
molecular structures is given by an operational correspondence result.
Acknowledgements
We are grateful to Hugh Anderson for improving the presentation.
Many thanks are due to Gheorghe PTaun for his help and encouragement.
References
[1] G. Ciobanu, Formal description of the molecular processes, in: Gh. PTaun (Ed.), Recent Topics in
Mathematical and Computational Linguistics, Academy Press, Bucharest, 2000, pp. 82–96.
[2] G. Ciobanu, M. Rotaru. A -calculus machine, J. Univ. Comput. Sci. 6(1) (2000).
[3] G. Ciobanu, Molecular structures, in: C. Martin-Vide, V. Mitrana (Ed.), Words, Sequences, Languages:
Where Computer Science, Biology and Linguistics Come Across, Kluwer, Dortrecht, 2001, pp. 299–317.
[4] K. Honda, M. Tokoro, An object calculus for asynchronous communication, in: Proc. ECOOP’91,
Lecture Notes in Computer Science, Vol. 512, Springer, Berlin, 1991, pp. 133–147.
[5] R. Milner, Functions as processes, J. Math. Struct. Comput. Sci. 2 (2) (1992) 119–141.
[6] R. Milner, Elements of interaction, Comm. ACM 36 (1993) 78–89, Turing Award Lecture.
[7] R. Milner, Communicating and Mobile Systems: The -Calculus, Cambridge University Press,
Cambridge, 1999.
[8] R. Milner, J. Parrow, D. Walker, A calculus of mobile processes, J. Inform. Comput. 100 (1992) 1–77.
[9] Gh. PTaun, G. Rozenberg, A. Salomaa, DNA Computing. New Computing Paradigms, Springer, Berlin,
1998.
G. Ciobanu, M. Rotaru / Theoretical Computer Science 289 (2002) 801–827 827
[10] V. Pratt, Modeling concurrency with partial orders, Internat. J. Parallel Process. 15 (1) (1986) 33–71.
[11] P. Wegner, Interactive foundations of computing, Theoret. Comput. Sci., 1998.
[12] G. Winskel, M. Nielsen, Models for concurrency, in: Handbook of Logic in Computer Science, Vol. 4,
Oxford University Press, Oxford, 1995.
[13] R. Singal, G.D. Ginder, DNA Methylation, Blood 93 (1999) 4059–4070.
