ABSTRACT Heterogeneous networks are a promising technology in fifth generation (5G) wireless networks, which has been shown to significantly increase the capacity and coverage compared with the conventional wireless networks. In this paper, we consider the robust multiple-input single-output beamforming design in a two-tier heterogeneous network. By considering the worst case deterministic model, our objective is to maximize the worst case signal-to-interference-plus-noise-ratio in a small cell base station while guaranteeing that its interference to a macro cell user equipment is less than a threshold. Although interesting and attractive, such a problem is non-convex and also essentially involves an infinite number of constraints. Nevertheless, we first transform the problem into an equivalent one which is more tractable and then propose an efficient algorithm to obtain a near optimal solution. Furthermore, we also develop two algorithms that provide an upper bound and a lower bound of the original problem, respectively. Simulation results validate the effectiveness of the proposed algorithms.
I. INTRODUCTION
As a novel candidate technology in the fifth generation (5G) wireless networks, heterogeneous network is proposed to increase network throughput and coverage, as well as reduce energy consumption [1] , [2] . The main principle is to overlay low power and low cost devices on coverage holes or throughput demanding hot spots to supplement conventional single-tier cellular networks. To avoid co-channel interference, small cells may access the idle bands of the macro cell, which works well in low and medium load scenarios [3] . However, as the spectrum becomes rare and expensive due to the explosive data requirements, the transmission opportunities of small cells are reduced when the macro cells have few idle bands. Therefore, the co-channel deployment (CCD) scheme, where all base stations (BSs) operate on the full set of subchannels, are highly desirable and appealing [4] . The deployment of small cell base stations (SBSs) over existing macro cell base stations (MBSs) coverage causes severe interference. As a result, interference management becomes a key issue in realizing the full benefit of heterogeneous networks [5] .
Transmit beamforming has been considered as an efficient approach to interference management in the downlink transmission given channel state information (CSI). Beamforming design for heterogeneous networks has been extensively studied for various scenarios. In [6] , a downlink femtocell beamforming design is considered for minimizing the total transmit power under signal-to-interference-plus-noiseratio (SINR) and interference constraints on multiple-input single-output (MISO) channels. In [7] , transmit beamforming design and power allocation policies are jointly considered to optimize the systemąŕs energy efficiency for two-tier heterogeneous networks consisting of a macro-cell and multiple pico-cells. In [8] , Park et al. propose a beamforming scheme that maximizes the weighted sum of harvested energy and information rate in a multiuser multiple-input single-output energy harvesting heterogeneous network. In [9] , Lv et al. investigate the physical-layer security schemes in a two-tier downlink heterogeneous network and propose three secrecy transmit beamforming schemes to maximize the secrecy rate in the presence of a eavesdropped user. Note that all the literatures above are based on the assumption of perfect knowledge of CSI at the transmitters.
However, in practical scenarios, perfect knowledge of CSI may not be available due to many factors such as inaccurate channel estimation, quantization error, and time delay of the feedback. Therefore, robust transmit beamforming designs under CSI errors have drawn considerable attentions. In general, the robust designs are developed by two kinds of imperfect CSI, i.e., the stochastic model [10] , [11] and the deterministic (or worst case) model [12] , [13] . The stochastic model assumes that the distribution of the CSI is known at the transmitters and seeks to enhance the average system performance. In contrast, the deterministic model assumes that the instantaneous value of CSI error is norm-bounded, and aims to yield worst-case guarantees. In [14] , Xu et al. present an outage constrained robust hybrid coordinated beamforming design to minimize the total transmmit power by assuming that the CSI error is complex Gaussian distributed. In [15] , a robust beamforming design under the stochastic model is proposed for secure MISO communication systems with radio frequency (RF) energy harvesting receivers. In [16] , Wang et al. propose a robust MISO beamforming design in two-tier heterogeneous networks considering the stochastic model. However, only a suboptimal solution is obtained when the SBS knows the statistical CSI and the problem when the SBS knows the instantaneous CSI from the SBS to the macro cell user equipment (MUE) is still not addressed.
In this paper, we consider the robust MISO beamforming in a two-tier heterogeneous network under the deterministic model. We assume that there is an MBS serving a MUE, and an SBS intending to serve a small cell user equipment (SUE) inside the MBS's coverage. Unlike the scenario in [16] , we assume that the SBS knows the instantaneous CSI from the SBS to the MUE, which can obviously improve the performance compared with the case that the SBS only knows the statistical CSI. In our formulation, we maximize the worst-case SINR for the SBS under the constraint that its interference to the MBS is less than a threshold. Our main contributions are summarized as follows:
• The original problem is non-convex and has an infinite number of constrains due to the channel uncertainties. We remove the infinite constraints by transforming it into an equivalent problem. However, the equivalent problem is also non-convex and can not be converted into a convex problem by semidefinite relaxation (SDR). As such, we propose a novel algorithm which can obtain the globally optimal solution of the equivalent problem when the threshold is large enough, otherwise a near optimal solution is obtained.
• Furthermore, we transform the original problem into two different problems that provide an upper bound and a lower bound, respectively. For the upper bound problem, we convert it into a semidefinite programming (SDP) problem by applying SDR and prove that the solution of the relaxed SDP problem is rank-one. This indicates that the relaxation is tight and we can get the optimal solution for the upper bound problem. The remainder of this paper is organized as follows. In Section II, we establish the two-tier heterogeneous network model and formulate the the worst-case SINR maximization problem. In Section III, we propose a novel algorithm to obtain a near optimal solution for this problem. In Section IV, we discuss two problems which provide an upper bound and a lower bound, respectively. Simulation results are provided in Section V. Finally, the paper is concluded in Section VI.
Notation: We will use boldface lowercase letters to denote column vectors and boldface uppercase letters to denote matrices. The notations C n and R n stand for the sets of n-dimensional complex vectors and real vectors, respectively.
[·]
H denotes the conjugated transpose.
[·] T denotes the transpose. |x| denotes the modulus of the complex number x. · denotes the Euclidean norm. Tr(·) is the trace of a matrix. X ≥ 0 means that the matrix X is symmetric positive semidefinite. For a complex number c, we denote Re {c} and Im {c} as its real and imaginary part, respectively. I n denotes the n × n identity matrix. 0 denotes a vector or matrix with all zeros entries. j is denoted as the imaginary unit, i.e., j = √ −1. 
II. PROBLEM STATEMENT A. SYSTEM MODEL
We consider a two-tier heterogeneous network in the downlink transmission as shown in Fig. 1 . An MBS equipped with N M antennas serves an MUE. An SBS equipped with N S antennas intends to serves an SUE inside the MBS's coverage. The channel is modeled to capture both the largescale attenuation and the small-scale fading. We assume that both the two BSs operate on the same frequency band, and the channel coefficients remains unchanged within each time VOLUME 5, 2017 slot. The MUE has a higher quality-of-service (QoS) priority, namely, the interference from the SBS is guaranteed to be less than a certain value. Let h ss represents the channel between the SBS and the SUE. Let h ms represents the channel between the MBS and the SUE. Denote n 0 as the complex additive white Gaussian noise (AWGN) with power N 0 . Then the signal received by the SUE is given by
where b s and b m are transmit beamforming vectors in the SBS and MBS, respectively, and the signal transmitted from the SBS and MBS are denoted by x s and x m , respectively. The received SINR at SUE is expressed as
In practical scenarios, perfect knowledge of CSI may not be available due to many factors. This motivates us to investigate the robust design which takes the CSI errors into account. Denoteĥ ss ,ĥ ms andĥ sm as the estimated CSI. Denote h ss , h ms and h sm as the error vectors. Then the channels can be modeled as h ss =ĥ ss + h ss , h ms =ĥ ms + h ms , and h sm =ĥ sm + h sm . We assume no statistical knowledge about the error vectors except that they are bounded by some small positive number as
B. PROBLEM FORMULATION
Our objective is to maximize the received SINR at the SUE while guaranteeing that its interference to the MUE is less than a threshold. Mathematically, the problem can be formulated as
where I is the interference threshold and P is the maximum allowed transmit power at the SBS. To take the CSI errors into account, by maximizing the worst case received SINR over the channel uncertainty region, the robust beamforming problem can be formulated as
III. A NEAR OPTIMAL ALGORITHM
In this section, we will solve problem (4). The key challenges are the channel uncertainties and the non-convex constraints. First, we transform problem (4) into an equivalent problem, in order to eliminate the channel uncertainties and make the problem more tractable. Then, we propose an efficient algorithm to obtain a near optimal solution for the equivalent problem.
A. AN EQUIVALENT TRANSFORMATION
For the constraint (4b), according to triangle inequality, we obtain
Then applying the Cauchy-Schwarz inequality to the second term in the right-hand-side of (5), we have
The above two inequalities (5) and (6) become equalities when
where θ is the angle ofĥ H sm b s . Then we can conclude that
Similarly, we can obtain the following equation
We assume that the CSI error is sufficiently small, namely, ε 1 b s < ĥ ss b s . This is a practical assumption since large channel estimation errors can cause large beamforming errors and no robustness can be guaranteed in such case. Furthermore, the denominator in (9c) can be neglected since the MBS beamformer is fixed. Then the robust beamforming problem (4) can be equivalently transformed to the following problem
Although problem P 1 is much easier now, it is still a nonconvex problem. In the following, we propose an efficient algorithm which can obtain a near optimal solution for problem P 1 .
B. CLOSED-FORM SOLUTION FOR A SPECIAL CASE
In this subsection, we consider a special case when the threshold in constraint (10b) is large enough. In this case, we can ignore constraint (10b) and obtain the following problem,
Denoteĥ ss (i) and b s (i) as the ith element of the vector h ss and b s , respectively. Note that the phase term of each b s (i) has no impact on b s . In order to maximize the objective function of problem P 2 , the phase term of b s (i) needs to be the same as that ofĥ ss (i) and inequation (11b) need to take mark of equality. In this case, problem P 2 is reduced as
Note that Problem (12) is a convex problem for which we can obtain the following optimal solution by solving Karush-Kuhn-Tucker (KKT) conditions
In conclusion, the final closed-form expression of b * s (i) is as follows
where θ i is denoted as the phase angle ofĥ ss (i). Define the critical threshold I as the following equation
From the above discussion, one can see that equation (14) is the globally optimal solution for problem P 1 if the threshold is large enough, i.e., I ≥ I . However, the interference threshold I in general can not satisfy the above condition in practical scenarios. In the next, we will propose a novel method by exploiting the implicit difference-of-two-concavefunctions (DC) structure in problem P 1 .
C. THE DCA METHOD
In this subsection, we propose a novel method to obtain a near optimal solution for problem P 1 . Define c and d are the real part vector and imaginary part vector of b s , respectively,
Then problem P 1 can be equivalently transformed to the following problem
The variable e in problem P 3 is a 2N S -dimensional real vector.
To analyze the structure of problem P 3 , we first provide the following two lemmas.
is a convex function for arbitrary A ∈ C m * n .
Proof: For arbitrary λ ∈ [0, 1], we have
The inequality in (17) is the triangle inequality, thus Lemma1 is proved. Lemma 2: Assume that g (z) is an arbitrary convex function, z ∈ C n . Denote p and q as the real part vector and imaginary part vector of z, respectively, i.e., z = p + jq, p,q ∈ R n . Let r = p T , q T T and h (r) = g (p + jq). Then h (r) is a convex function.
Proof:
we have the following result for arbitrary λ ∈ [0, 1]
Therefore, h (r) is a convex fuction. From Lemma1, we can observe that ĥ H ss b s , ĥ H sm b s , and b s are all convex functions with respect to variable b s , due to the fact that they are the special cases of Ab s . Furthermore, we know that ĥ H ss (c + dj) , ĥ H sm (c + dj) , and c + dj are convex functions with respect to variable e from Lemma2. Therefore, the feasible set of problem P 3 is a convex set and the objective function of problem P 3 can be written as the difference of two concave functions
and
Such a problem is recognized as the DC programming problem, which can be efficiently solved via the DCA VOLUME 5, 2017
method [17] . The main idea of the DCA method is to replace the minuend by its first order Taylor expansion around some points and then solve the resulting convex problems successively. For problem P 3 , it is approximated as the following problem at the kth iteration max e s (e) − t e
e − e k−1 , (21a)
In problem (21) , ∇t (e) is the gradient of function t (e), which can be obtained by the following equations
Hĥ ss
To further simplify ∇t (e), denote h r and h j as the real part vector and imaginary part vector ofĥ ss , respectively, i.e.,ĥ ss = h r + jh j , h r , h j ∈ R n . It is easy to obtain the relationship between c i , d i , and e i as follows
Therefore, we can obtain the following two equations
and ∂ Im ĥ H ss (c + dj)
Plugging (24) and (25) into (22), we can derive the final expression of ∇t (e) as (26) , as shown at the top of the next page. Since problem (21) is a convex problem, we can obtain the optimal solution of problem (21) by MATLAB package such as CVX [18] . Denote the objective function of problem P 3 as u (e). Alg. 1 shows how the DCA method works for problem P 3 . According to Lemma 1 in [17] , we know the DCA method is guaranteed to converge to a locally optimal solution for problem P 3 .
Algorithm 1
The DCA Method for Solving Problem P 3 1: Choose an initial feasible point e 0 and set k = 1. 2: Solve problem (21) and obtain e k . 3: Increase k and go to step 2 until
Note that, since the eventually converged locally optimal solution in general depends on the initial point e 0 , we can set different initial points and then choose the best one. From (16c), one can find that e ≤ √ P. Assume that we totally select N initial points, then we can randomly generated the tth initial point by MATLAB under the constraint e 0 t = t √ P N . Therefore, the near optimal solution can be obtained if N is sufficiently large. Now we summary the above discussions and propose the near optimal algorithm as Alg. 2.
Algorithm 2
The Near Optimal Algorithm for Problem P 1 1: Calculate I according to (14) and (15) . If I > I , the globally optimal solution is (14) and the algorithm is terminated; else go to step 2. 2: Generate N initial points, the tth initial point is randomly generated under the constraint e 0 t = t √ P N . 3: Set i = 1. 4: Let the initial feasible point to be e 0 i and obtain the local optimal solution e i by Alg. 1. 5: Calculate the objective function of problem P 3 by e i and record it as s i . 6: Set i = i + 1. If i ≤ N , go to step 4; else go to step 7. 7: Let k = arg max {s k }, then the near optimal solution of problem P 1 is b s = c k + d k .
IV. UPPER AND LOWER BOUNDS
In this section, we propose two algorithms which provide an upper bound and a lower bound of the original problem, respectively.
A. ALGORITHM FOR UPPER BOUND
Here, we consider the following modified problem from problem P 1 , which is obtained by removing −ε 1 b s from the objective function and removing ε 3 b s from the constraint (10b).
One can observe that the maximum of problem P 4 is an upper bound of the maximum of problem P 1 and the gap between the maximum of problem P 4 and problem P 1 tends to be zero with the decrease of ε 1 and ε 3 . Recall that ĥ H ss b s is a convex function. Therefore, problem P 4 is a nonconvex problem since it aims to maximize a convex function. We solve this problem by applying semidefinite relaxation (SDR) [19] , [20] . Let 
Problem (28) is a standard SDP problem [21] which is convex and can be thereby solved efficiently by MATLAB package such as CVX [18] . At this point, an important question is that whether the optimal solution of problem (28) is rankone. If the optimal solution of problem (28) is rank-one, then the optimal solution of problem P 4 can be extracted by eigenvalue decomposition. Otherwise, we can only obtain a suboptimal solution of problem P 4 . This question is discussed in the following theorem.
Theorem 1:
The optimal solution B * s for problem (28) is rank-one with probability one.
Proof: Since problem (28) is convex with strong duality, we can solve it by the Lagrange dual method [22] , [23] . The Lagrangian function is (29) where λ and µ are the dual variables. Then the dual optimization problem is given by
Denote the optimal dual variables of problem (30) as (λ * , µ * ), then the optimal solution of problem (28) maximizes L(B s , λ * , µ * ), which means that we can obtain B * s through the following problem
where the constant terms has been ignored. In the following, we prove that the matrix λ * Ĥ sm + u * I is positive definite with probability one. Suppose that λ * Ĥ sm + u * I is not positive definite, then there exist b s which makes
where m > 0. Due to the fact thatĤ ss is positive semidefinite andĤ ss andĤ sm are independent, we know that Tr(mĤ ss b s b H s ) > 0 with probability one. Let m → +∞, the maximum value in (31) will be unbounded, which is a contradiction of the optimality of (λ * , u * ).
Define U = λ * Ĥ sm + u * I > 0 and V = U 1/2 B s U 1/2 , then problem (31) can be rewritten as
In the following, we prove that the optimal solution of problem (32) is rank-one. Suppose the optimal solution V * is not rank-one, without loss of generality, we can assume its rank is k (2 ≤ k ≤ N S ) and decompose it as
where l = arg max i∈{1,...,k}
One can find that V achieve a larger value than V * , which is a contradiction.
From the above discussions, we know that V * is rankone with probability one. Since B * s = U −1/2 V * U −1/2 , we can conclude that B * s is rank-one with probability one. Thus, Theorem 1 is proved.
According to Theorem 1, we can find that the relaxation on rank-one constraint is tight. Apply eigenvalue decomposition on the optimal solution of problem (28) as B * s = αb sb H s , then the optimal solution of problem P 4 is obtained as
Note that, the optimal solution in (33) is not an exact solution to the original problem P 1 . However, it can serve as a benchmark for other solutions, i.e., any sub-optimal solution can use the performance of the upper bound algorithm as a baseline. Remark 1: Note that semidefinite relaxation is a common approach for beamforming problems and has been used in many related works [24] , [25] . However, this method is not applicable to problem P 1 , since constraint (10b) will be changed to the following constraint by this method
It is easy to find that the feasible set of constraint (34) is not convex. Therefore, problem P 1 can not be solved by semidefinite relaxation, which makes this problem more challenging. VOLUME 5, 2017
B. ALGORITHM FOR LOWER BOUND
In this subsection, we transform problem P 1 into a convex problem by dropping the absolute value operator in the objective fuction and adding some constraints as follows
One can see that problem P 5 is a convex problem. Therefore, it can be solved efficiently by MATLAB package such as CVX [18] . The maximum objective value of problem P 5 is a lower bound of that of problem P 1 , since the additional constraints reduce the degrees of freedom and restrict the solution in a subspace. Note that, the similar method (dropping the absolute value operators and add some constraints) has been adopted in some related works, for example, the transformation from problem (5) to problem (6) in reference [16] . This method has been shown as an equivalent transformation under some conditions [26] . However, problem P 5 dose not satisfy these conditions. We propose the lower bound algorithm primarily to provide a comparison for our near optimal algorithm.
V. SIMULATION RESULTS
In this section, we provide numerical results to evaluate the proposed robust beamforming algorithm in this paper. We consider that both the MBS and the SBS has four transmit antennas, i.e., N M = N S = 4. Let the transmit power of the MBS to be 46dBm. The distance between the SBS and the SUE is 70 meters. The distance between the MBS and the SUE and the distance between the SBS and the MUE are both 200 meters. For the large-scale fading, the distancedependent path loss in dB is modeled as PL NLOS = 128.1 + 37.6 log 10 (d), where d is the distance from the user to the BS in kilometers. The log-normal shadowing is considered with σ shadow = 10dB and the penetration loss is assumed to be 20dB. The small-scale fading is modeled as the normalized Rayleigh fading. The noise power spectral density is set to be −174dBm/Hz and the total bandwidth is 10MHz. In Section III.A, we assume that ε 1 b s < ĥ ss b s . Therefore, we have the following inequation ε 1 < ĥ ss . For simplicity, we set ε 1 = ε 3 = ρ ĥ ss with ρ ∈ [0, 1). Then the larger the ρ is, the poorer the CSI quality will be. In total, 200 independent normalized channel realizations are simulated. For each channel realization, 100 channel uncertainty samples are generated.
In Fig. 2 , we plot the average worst-case received SINR obtained by Alg. 2 versus transmit power at the SBS for different interference threshold I . Let ρ = 0.05. An interesting observation is that we can see different growth trends in the considered four curves. When I = −40dBm and I = −43dBm, the curves comprise three stages: 1) the SINR increases linearly with the transmit power; 2) the growth rate decreases; 3) the SINR remains unchanged. This can be explained as follows: In the first stage, the SINR increases linearly with the transmit power due to the fact that I > I and the SINR is totally limited to constraint (4c). In the second stage, the constraint (4b) has an inhibition effect on the increase of the SINR. In the third stage, the SINR is limited to constraint (4b) and has nothing to do with constraint (4c). When I = −30dBm, the SINR always increases linearly with the transmit power. This is because the interference threshold is large enough so that constraint (4b) has no effect on the SINR. When I = −50dBm, the SINR always remain unchanged due to that the interference threshold is too small and the SINR is absolutely limited to constraint (4b). In Fig. 3 , we compare Alg. 2 with the upper bound (UB) algorithm and the lower bound (LB) algorithm. Let I = −40dBm. The transmit power is set to be 34dBm. The x-axis represents the number of initial points in Alg. 2. From the simulation, we can see that Alg. 2 outperforms the lower bound algorithm even though we only select one initial point. When ρ = 0.01, the performance of Alg. 2 is close to that of the upper bound algorithm, which suggests that Alg. 2 can achieve a near optimal solution. As discussed above, the gap between the SINR of Alg. 2 and the upper bound algorithm widens when ρ = 0.1. Another observation is that the SINR nearly remains unchanged when N is larger than 9. This means that we can get the near optimal solution when the number of initial points is small. 4 shows the convergence behavior of Alg. 1. Let I = −40dBm. The transmit power is set to be 34dBm. We set the number of initial point to be 1. The x-axis represents the number of iterations. As expected, the average worst-case SINR increases after each iteration. We can see that Alg. 1 converges within 8 iterations. Therefore, the convergence speed of Alg. 1 is very fast.
In order to show how important it is to take the channel uncertainty into account, we consider the nonrobust beamforming method (NBM): The beamforming vector is calculated under the assumption of perfect CSI while the channel uncertainty exists in fact. Let P = 34dBm. Fig. 5 compares the average worst-case SINR between Alg. 2 and the NBM, when I = −40dBm. We can see that Alg. 2 always outperforms the NBM except for a special case: ρ = 0.01 and the number of initial points is 1. The reason why the NBM can outperform Alg. 2 is that the power obtained by the NBM can be larger than that of Alg. 2, since the NBM has a high probability of exceeding the interference threshold I . Fig. 6 shows the probability of exceeding the interference threshold I for the NBM. The interference threshold changes from −44dBm to −32dBm. As expected, the larger the ρ is, the higher the probability will be. We observe that the probability of exceeding the interference threshold is larger than 20% when I ≤ −38dBm even for ρ = 0.01. The probability tends to be zero when I ≥ −32dBm due to that the threshold is large enough in this case. Above all, our algorithm not only guarantees that the interference is less than the threshold, but also can achieve a better worst-case SINR compared with the nonrobust beamforming method.
VI. CONLUSION
In this paper, we considered the robust beamforming design in a two-tier heterogeneous network under the deterministic model. We maximized the worst-case SINR in the SBS when its interference to the MBS is restricted by a threshold. The problem is challenging to solve since it is non-convex and also involves an infinite number of constrains due to the channel uncertainties. To tackle such a problem, we first removed the infinite constrains by transforming it into an equivalent problem and then proposed a novel algorithm to obtain a near optimal solution. In addition, we transformed the original problem into two problems that provide an upper bound and a lower bound, respectively. For the upper bound problem, we converted it into a semidefinite programming (SDP) problem by applying semidefinite relaxation and proved that the solution of the relaxed SDP problem is rank-one. Simulation results showed that our algorithm not only guarantees that the interference is less than the threshold, but also can achieve a better worst-case SINR than the NBM. Future research directions may include the robust beamforming design for more general systems which include multiple BSs and UEs. 
