Understanding human disturbance regimes is crucial for developing effective conservation and ecosystem management plans and for targeting ecological research to areas that define scarce ecosystem services. We evaluate and develop a forecasting model for land-use change in the Southern Appalachians. We extend previous efforts by (a) addressing the spatial diffusion of human populations, approximated by building density, (b) examining a long time period (40 years, which is epochal in economic terms), and (c) explicitly testing the forecasting power of the models. The resulting model, defined by linking a negative binomial regression model of building density with a logit model of land cover, was fit using spatially referenced data from four study sites in the Southern Appalachians. All fitted equations were significant, and coefficient estimates indicated that topographic features as well as location significantly shape population diffusion and land use across these landscapes. This is especially evident in the study sites that have experienced development pressure over the last 40 years. Model estimates also indicate significant spatial autocorrelation in land-use observations. Forecast performance of the models was evaluated by using a separate validation data set for each study area.
for land-use change in the Southern Appalachians. We extend previous efforts by (a) addressing the spatial diffusion of human populations, approximated by building density, (b) examining a long time period (40 years, which is epochal in economic terms), and (c) explicitly testing the forecasting power of the models. The resulting model, defined by linking a negative binomial regression model of building density with a logit model of land cover, was fit using spatially referenced data from four study sites in the Southern Appalachians. All fitted equations were significant, and coefficient estimates indicated that topographic features as well as location significantly shape population diffusion and land use across these landscapes. This is especially evident in the study sites that have experienced development pressure over the last 40 years. Model estimates also indicate significant spatial autocorrelation in land-use observations. Forecast performance of the models was evaluated by using a separate validation data set for each study area.
Depending on the land-use classification scheme, the models correctly predicted between 68% and 89% of observed land uses. Tests based on information theory reject the hypothesis that the models have no explanatory power, and measures of entropy and information gain indicate that the estimated models explain between 47% and 66% of uncertainty regarding land-use classification. Overall, these results indicate that modeling land-cover change alone may not be useful over the long run, because changing land cover reflects the outcomes of more than one human process (for example, agricultural decline and population growth). Here, additional information was gained by addressing the spatial spread of human populations. Furthermore, coarse-scale measures of the human drivers of landscape change (for example, population growth measured at the county level) appear to be poor predictors of changes realized at finer scales. Simulations demonstrate how this type of approach might be used to target scarce resources for conservation and research efforts into ecosystem effects.
INTRODUCTION
Among the most challenging problems in the study of ecosystems is understanding how people, acting in response to various social and economic factors, define patterns of land and resource use (Lee and others 1992) . Insights into human drivers of landscape change are needed to understand better how and where human pressures are most likely to lead to detrimental effects on the structure and function of ecosystems. Understanding these interactions between human activities and ecological consequences is especially important in areas of the world that are experiencing rapid change, where the cumulative impacts of development may be realized too late to trigger mitigation measures. In such places, models that forecast land-use change could provide a way to anticipate ecological problems before they are actually observed on the landscape. Projecting land and resource uses is also a necessary first step in developing an effective ecosystem management strategy because it allows managers to define critical elements of landscapes where ecological values and probability of change are both high (Lubchenco and others 1991; Wear and others 1996) . This report examines how people have shaped landscapes in the southern Appalachian Highlands with an emphasis on developing and evaluating tools for predicting land-use changes.
Changing land uses can also affect values defined by aesthetic and other environmental qualities of a region. In the Southern Appalachian Highlands, aesthetics, climate, and access to recreation, have fueled substantial population growth over the last 20 years (SAMAB 1996) . Resulting changes in land uses reflect shifts in relative land values away from agricultural and toward residential uses, but may also represent long-run costs in the form of reduced water quality and scenic values (Gottfried and others 1996) . Development of lands to supply the market for residences and associated commercial uses could therefore reduce the very qualities that have drawn people to this formerly remote region. Spatial models that forecast land use are needed to help planners evaluate the long-run effects of development patterns on the structure of landscapes and the values derived from them.
Economic models of land use link individual choices in an economy to the evolution of landscapes. This body of work is built on the premise that land generally is employed in its highest-value use, that these values are influenced by various features of the land, and, therefore, that patterns of land use should be organized by these land features. The Von Thü nen model of rural land use [for example, see Samuelson (1983) ] and various models of urban development around central places [see Katzman (1974) , for example] are built upon the premise that the location of land defines its value for various uses. One track of research has focused on the formation of land prices and rents. Theoretical studies [for example, see Capozza and Helsley (1989) ] and empirical studies [for instance, see Palmquist and Danielson (1989) and Geoghehan and Bockstael 1997] have shown how land prices are affected by location and other factors. Another track of research has focused on estimating land-use shares as functions of land prices or rents [see Alig (1986) and Hardie and Parks (1997) , for example]. This body of work corroborates and extends the Von Thü nen approach and highlights how economic factors and physical landscape features hold important influence over land-use allocations. However, because these models have been applied to spatially broad units (for example, counties or county groupings), they may not provide direct insights into the fine-scale ecological consequences of land-use changes.
Another recent track of land-use research has applied this same general paradigm to spatially explicit analysis of land-use choices. Spatially explicit land-use models that relate location and other features to the probability of land uses have been applied in Belize (Chomitz and Gray 1995) , southern Mexico (Nelson and Hellerstein 1997) , and Rondô nia, Brazil (Dale and others 1993) . All three studies, based on single ''snapshots'' of land use at fine scales (1-to 100-ha units), demonstrate how road construction and access influence patterns of land use in developing areas. Similarly, Turner and colleagues (1996) estimated models of land-cover change for the Southern Appalachian Highlands and Olympic Peninsula regions of the United States for three 5-year periods, finding that location and topography as well as land ownership significantly influence land-cover dynamics. In the Cascade Range of Oregon, Spies and colleagues (1994) identified distinct land-cover changes on lands of different landowner groups. These studies show that land use at various stages of development is significantly influenced by site-specific and institutional factors and, accordingly, that land-use patterns are largely determined by the physical structure of landscapes and socioeconomic conditions of a region. Furthermore, because these spatially explicit models can be applied to specific places and development scenarios at fairly fine resolution (for example, a hectare or less), they provide a means to link human drivers of land-use change to ecological impacts at landscape scales.
Spatially explicit land-use models have, however, been limited in their ability to reflect certain economic processes. One limitation has been the resolution of land-use definitions. For example, previous studies of landscape change in the Southern Appalachians (Wear and Flamm 1993; Turner and others 1996) have focused on changes in land cover interpreted from satellite images. Land cover alone, however, provides only a first approximation of how land is actually utilized and may provide only limited insights into the ecological consequences of human use patterns. For example, forest cover would be observed both for remote areas with wilderness attributes where a human presence is largely absent, and for a low-density suburban area where human impacts are substantial. Additionally, previous research has been limited to either a single point in time (Chomitz and Gray 1995; Nelson and Hellerstein 1997) or to a fairly short period [for example, 5 years in Turner and colleagues (1996) ]. A longer time frame may be needed to fully represent complete adjustments to changes in land markets and other social forces.
Another area that has not been fully explored is the validation of spatially explicit land-use models. Although these models can be used to forecast where land uses may change in the future, evaluations of their forecasting power have been limited (Costanza and others 1990) . Most validation efforts [for example, see Turner and others (1989) , Nelson and Hellerstein (1997) , and Chomitz and Gray (1995) ] judge predictive power based on the ability of models to classify historical observations correctly based on predicted probabilities. But, as Chomitz and Gray suggest, these measures may fail to reflect important information regarding low-probability events. Furthermore, these approaches to model validation have not been used to develop statistical tests of forecasting power.
We develop a spatially explicit analysis to examine land-use change over a 40-year period in the Southern Appalachians in pursuit of two objectives: (a) to test hypotheses regarding the effects of various physical and human factors in determining where land uses occur, and (b) to construct and evaluate a model for forecasting land uses. We attempt to address the limitations of previous research in this area by (a) defining land use based on human occupancy, (b) examining changes over a long time period, and (c) specifically addressing the ability of these models to forecast landscape structure. We defined land uses based on the intersection of raw land-cover categories and a measure of the intensity of human presence for each of four study sites in the Southern Appalachians. Land cover was derived from satellite images and aerial photos for two points in time: 1950 and 1990 . While an ideal measure of human presence would be the local population density defined by the decennial census in these years, fine-scale spatial population data were available only for 1990. In lieu of population data, we assumed that human influence could be approximated by the number of buildings within the neighborhood of a site. We defined aggregate land-use classes by overlaying land cover and building density. To test and forecast the effects of various site and locational factors on these land-use classes, we applied a two-stage regression approach. The first stage estimated the future building density of individual sites as a function of existing building density and other factors that should influence the valuation of land for different uses. These factors include site attributes that influence operability for agriculture and forestry (for example, slope and distance to the closest road) as well as factors that influence the desirability of a site for residential uses (for instance, distance to the local market center and elevation). This stage therefore describes the spread of human populations, approximated by building density, across a landscape. The second stage of the analysis estimated the probabilities of observing land-cover classes as functions of local building density, predicted from the first stage, and other site features. For both stages, model estimates allow testing hypotheses regarding the effects of various site and locational features on the spatial diffusion of human populations and on the location of land-cover types.
The forecasting power of the estimated models was then evaluated by using validation data sets (that is, observations that were not used for estimating the models). The two-stage model was applied to each observation to calculate predicted probabilities for land-use classes in 1990 based on conditions observed in 1950. Comparing predicted probabilities with those derived from a null model, defined by average probabilities, allows construction of information-theoretic statistics for testing the significance and accuracy of the historical forecasts. In addition, we calculated the information gain over the null model.
This type of forecasting model can focus planning and research efforts within a region. To demonstrate these applications and focus our future endeavors, we present 40-year forecasts of land use for our study watersheds and highlight portions that are the most likely to change. We conclude by discussing issues regarding scenario design and the limitations of the model as well as its appropriate application to the assessment of changing ecological and economic conditions within the region.
STUDY AREA
Our study area is in the Blue Ridge province of the Southern Appalachian Highlands and includes all of the mountainous portions of western North Carolina, northern Georgia, and southeastern Virginia Land-Use Changes in Southern Appalachian Landscapes (Figure 1 ). Within this region, we chose to examine land use in four separate study sites that exhibit a broad range of land-use pressures. One is the Little Tennessee River Basin in southwestern North Carolina and northern Georgia, centered at Franklin, North Carolina, and including the Coweeta Hydrologic Laboratory. Further north, we examine two areas within the French Broad River Basin, the Cane Creek drainage in northern Henderson County, and all of Madison County, North Carolina. We also examine Grayson County, Virginia, which borders North Carolina. All four sites were essentially rural in 1950 but have since experienced different levels of development.
The Southern Appalachian region as a whole experienced population growth between 1950 and 1990. However, growth patterns have not been constant across all counties in the region and, as shown in Figure 2 , the counties in the vicinity of our study areas show different patterns of growth. Henderson County, which contains the Cane Creek study area and the city of Hendersonville, experienced a 124% increase in population between 1950 and 1990 (US Census Bureau). In contrast, the population of Madison County was 17.4% less than it was in 1950. The population count in Grayson County was relatively stable over this period (roughly 8% more people in 1990 than in 1950), and growth was moderately strong in Macon County-which represents a majority of the land in the Little Tennessee River Basin-with an increase of 45.3%.
Another important force behind landscape change in the Southern Appalachians has been a decline in agriculture. Not surprisingly, as this formerly isolated area has become better integrated into broad regional and national markets for agricultural products, local demand for farmland has declined. This change is clearly reflected in the counties containing our study sites (Figure 3) . All of the referenced counties show declines in land in farms between 1978 and 1992 (respective US Censuses of Agriculture). 
METHODS

Data-Base Development
To evaluate overall changes and estimate land-use models, spatial data were developed for two points in time-1950 and 1990-and compiled in a Geographic Information System (GIS). All data were developed into the Universal Transverse Mercator (UTM) coordinate system, zone 17. Original data sources (for example, aerial photographs, maps, satellite and imagery) were obtained as close as possible to the target date. In most cases, however, simultaneous coverage was not available for all required data layers, although most data were collected within 4 years of the target years.
Early 1950s' land-cover data were derived from 1:20,000 panchromatic aerial photographs in a 9-inch format taken by the US Soil Conservation Service. Most photographs were leaf-on, early springtime collections although, for some areas, photos were taken during leaf-off condition. Land use was manually interpreted into forest, nonforest, abandoned old-field, and shrub-early successional classes within the neat area of each image, and polygon boundaries were digitized using a high-precision (0.001-inch) coordinate digitizer. Ground control points were photo-identified and marked, and ground coordinates were determined either from field global positioning system readings or from serial transformations from US Geological Survey (USGS) 1:24,000-scale quadrangle maps. Data were terrain and tilt corrected using a single photo resection (Wolf 1983) , based on 30-m digital elevation models (DEMs). Single photo images were then combined in a mosaic to create land-cover maps for each study area.
Land-cover data for the 1990s were derived from maximum-likelihood classifications of Landsat thematic mapper (TM) data. To provide complete coverage of the study sites, parts of seven TM scenes were required. Midsummer data collected in the early 1990s were geocorrected and georeferenced. Training data were collected for known land-cover types, based both on field visits and on air-photo interpretation. Classification was aggregated into forest and nonforest classes, and accuracy of both land-cover classifications was verified to be over 95% (Lillesand and Kiefer 1994) .
Road and building location data were determined from 1:24,000-scale USGS maps, and updates were produced in both time periods. Clean, unfolded paper maps were affixed to a coordinate digitizer and georeferenced using the eight corner and central graticule marks. Road centerlines were digitized for all paved and unpaved roads at the time of map compilation. Road type and capacity were attributed to each digitized segment. Building locations and epoch were recorded based on mapped information. Market centers were identified, and point locations were digitized. All data were converted to 1-haresolution raster format. Slope and aspect were derived from the DEM data, using a third-order finite difference algorithm (Bernhardsen 1992) . Minimum road distance and travel times to nearest market centers were estimated for each point in each study area, based on an off-road average 3-km/h travel speed over steep terrain, 8-km/h on off-road flat terrain, and design-estimated speeds on roadways. Neighborhood building densities were determined from a 9-ha moving sum operator (Bernhardsen 1992) .
Land-use classes were defined by overlaying land cover with neighborhood building densities in the two periods. We used two classification schemes. One identified three broad land-use classes: nonforest, forest with no buildings, and forest with buildings. A fine-resolution scheme was also applied that split the forest-with-buildings class into four subcategories: 1-2, 3-5, 6-8, and more than 8 buildings per hectare area for each cell, to identify a gradation of intensities of land use. Both schemes were used to evaluate the forecast performance of estimated models.
All referenced variables were compiled as data layers in a grid-based GIS. To define observations for model estimation and validation, a sample of 5000 landscape cells in private ownership was defined by random draw without replacement for each study site. A total of 4000 cells were used to estimate the models. The remaining 1000 cells for each study site were reserved as validation data sets to test the forecasting performance of the estimated models.
Models of Land-Use Changes
Our modeling approach viewed land-use choices as being influenced by features of each site and the spatial contagion of development. The influence of location has been the emphasis of spatial land-use models descended from Von Thü nen's analysis of rural land-use specialization [for example, see Samuelson (1983) ] and central business district models that describe the spatial development of urban areas (Katzman 1983 ). These models focus on the influence of distance from the site to markets for agricultural products or to the location of essential services on relative land values and land-use choices. We adopt the same general approach but also allow land values and uses to be similarly influenced by several other variables. We also allow for spatial contagion of land-use choices that would define spatial autocorrelation in an uncorrected model.
Historical land-use changes were examined using a two-stage regression approach. The first stage was to estimate the building count within the 9-ha neighborhood of a landscape cell in 1990 (B 90 ) as a function of conditions in 1950. We posited that the value of land for development (and therefore the building count) in 1990 would be positively influenced by the building count in 1950 (B 50 ) and negatively influenced by the cost of access to the site. Access was represented by two variables: the distance from the site to the closest road (DtR 50 ) and shortest travel time to and along the road network to the local market center (DtM 50 ). In addition, because of its influence on costs of access and construction, we anticipated that building count would be negatively influenced by the slope. We also included the elevation (elev) of a site, positing that views afforded by higher elevations would increase the value for development. The general form of the regression equation is: 
The second stage of the analysis estimated the probability that land cover in a landscape cell (LC) would be forest (F) or nonforest (NF) in 1990 as a function of the building count as well as other explanatory variables. We posited that the probability of nonforest cover was positively related to the building density examined in the first stages of the analysis. We also posited that the probability of nonforest cover would be negatively related to the elevation of a site due to increased exposure. Slope should also be negatively related to nonforest cover due to its influence on both the cost of access and on the operating costs for farming. The general equation form is
, NF 50 , slope, elev)
where NF 50 is the measure of nonforest cover in adjacent areas and other variables are as previously defined. Several statistical issues needed to be addressed before estimating these equations: Greene (1995: 548-9) ].
Assuming that B 90 is distributed as Poisson defines the following negative binomial model:
where ␥ is a random variable such that exp(␥) has a gamma distribution with mean 1 and variance ␣, x i is the vector of independent variables, and ␤ is a vector of coefficients to be estimated [see, generally, Cameron and Trivedi (1986) for a complete development of negative binomial models]. The Poisson regression model would be defined if the random variable ␥ were not included. Including ␥ allows for overdispersion in the model [that is, for var(B 90 ) Ͼ E(B 90 )] but also requires estimation of the additional parameter ␣. Equation (3) was estimated using maximum-likelihood estimation in the software package LIMDEP (Greene 1995) .
The overall significance of the model was tested using a likelihood ratio test where the null hypothesis holds all slope coefficients equal to zero. The significance of individual variables in predicting building count was tested using a z statistic for each marginal effects coefficient derived from the estimated negative binomial model. The marginal effects coefficients were calculated as:
with the values of x set at their mean values. 2. Simultaneity. Another potential statistical issue defined by Eq. (1) and (2) 
where the probabilities are those predicted by the fitted negative binomial model and c is the upper limit on building counts (in this case, c ϭ 9). This sequential approach to estimation corrects for simultaneous equation bias and is essential for the forecasting model. By using the expected value of B 90 (EB 90 ) in Eq. (2), land use in 1990 (t) is predicted strictly as a function of conditions in 1950 (t Ϫ 1).
3. Nominal land cover. Because land cover is defined by two discrete classes (forest and nonforest), we applied the binomial logit regression model to Eq. (2):
where Z i is the vector of variables on the right-hand side of Eq. (2) and ␦ is the vector of corresponding estimated coefficients. These equations were estimated using maximum-likelihood methods in LIM-DEP, and overall significance was tested using a likelihood ratio test. The test statistic for the null hypothesis that all coefficients are equal to zero is distributed as a chi square with degrees of freedom equal to the number of explanatory variables. The significance of individual variables was tested using z statistics for the marginal effects coefficients [see Greene (1995: 432) ].
4. Spatial autocorrelation was also a statistical concern in modeling the probability of land-cover classes. For example, the probability that an area will be in nonforest cover is likely to be, ceteris paribus, higher in the vicinity of other areas that have nonforest cover; that is, we hypothesize that there could be a clumping of land cover, not fully explained by the location or condition of individual landscape cells. Dubin (1995) has shown that excluding terms that represent spatial interactions can lead to inconsistency in estimates of the logit model. To account for spatial autocorrelation here, we defined a spatial weighting matrix of nonforest cover for each cell in the landscape:
L l,k ϭ 0 otherwise where i and j are used to identify the row and column location of the referenced landscape cell. NF 50 is therefore the portion of landscape cells that were in nonforest cover in 1950 within the nine-cell neighborhood (inclusive) of the referenced cell. The neighborhood is made up of horizontally, vertically, and diagonally adjacent cells. This variable was included in the Z vector in Eq. (6), and a significance test of its estimated coefficient was used as a test for spatial autocorrelation.
Forecasting Performance
In addition to testing for the overall significance of estimated equations and the significance of marginal effects in both the building count and the land-cover models, we also tested the ability of the estimated equations to predict land uses in 1990 based on conditions observed for 1950. These tests were conducted on validation data sets made up of 1000 observations for each of the study sites. Validation data were used to test whether the estimated models improved on ''naive'' or null models of land-use change defined by average probabilities. Because a primary objective was to construct robust projections of land use, tests of forecasting power provided crucial evaluations of model performance.
Evaluating the performance of discrete choice models such as the logit and negative binomial is challenging because the models generate conditional probabilities while observed choices are discrete events. Because the dependent variable is not continuous, standard measures of forecast or simulation performance that are based on direct comparisons of predicted versus observed outcomes cannot be used. Instead, evaluation of model predictions must focus on the ability of the estimated model to provide predictions that are better than the best available naive or null model. Statistical tests address whether the estimated models contribute additional information about the evaluated system.
We evaluated the ability of the two estimated Eqs. (3) and (6) to discriminate among the six aggregate land-use classes: (a) nonforest and forest with (b) no buildings, (c) 1-2 buildings, (d) 3-5 buildings, (e) 6-8 buildings, and (f) more than 8 buildings. For comparison, we also evaluated predictive ability for two coarse land-classification schemes: (a) broad building classes: forest with buildings, forest without buildings, and nonforest; and (b) simple land cover: forest versus nonforest. To construct predictions for each observation in the validation data set, we defined the x i and z i variables and calculated the conditional probabilities of all possible classes by using estimates of Eqs. (3) and (6). Three statistics based on information theory (Hauser 1978; Judge Land-Use Changes in Southern Appalachian Landscapes and others 1985: 777) were then used to evaluate model performance [see Colwell (1974) and Turner and others (1989) for applications of similar information-theory concepts to the evaluation of the aggregate performance of ecological models]. These statistics are derived from the following three basic information concepts [see Hauser (1978) ]:
1. The prior entropy of the system, defined as
where p(a j ) is the probability of land-use class j defined by a prior or null model and A is the set of J potential land-use classes. H(A) measures the total uncertainty inherent in the null model or the maximum uncertainty that could be explained by the estimated model. We define the null model by setting the p(a j ) terms to the proportion of observations in land-use class a j . Entropy is at a maximum when the probability of each land-use class is 1/J (that is, equal probabilities of all land-use class) and approaches zero as the probability of one land-use class approaches unity (that is, complete certainty about the outcome). 2. The additional information contained in the estimated model is defined as
where ␦ ij ϭ 1 if state j is observed at cell i (␦ ij ϭ 1 otherwise), x i and z i are the independent variables describing cell I, and p(a j x i ; z i ) is the conditional probability of land-use class j defined by the estimated models [Eqs. (3) and (6)], and m is the number of cells in the validation sample. The estimated models provide additional information about the land-use classification of a cell [that is, adds to I(•)] if the conditional probability of the observed land-use class is greater than the probability defined by the null model.
3. The expected information provided by the estimated model is defined as:
As with I(·), expected additional information is low if the conditional probabilities are always close to the prior probabilities. Based on these concepts, Hauser (1978) defines three tests for a probabilistic system:
1. Usefulness test: Define U 2 ϭ I(A;X,Z)/H(A). U 2 is the proportion of entropy (uncertainty) explained by the model defining a pseudo-r 2 that ranges from 0 (no additional information) to 1 (complete explanation).
2. Accuracy test: Hauser shows I(A;X,Z) to be normally distributed with mean EI(A;X,Z) and a variance V(A;X,Z) under the null hypothesis that the estimated model is true. If I(A;X,Z) is outside the confidence interval for EI(A;X,Z), then we reject that the estimated model fully explains the land uses observed in 1990.
3. Significance test: The overall significance of the estimated system can be tested by comparison to the null model. The null hypothesis is defined by the prior probabilities. The log-likelihood ratio is defined as L ϭ 2nI(A;X,Z) and is distributed as a chi square with degrees of freedom equal to 11, the number of estimated parameters in Eqs. (3) and (6) [see Kullback (1959: 98) ].
In calculating all of these statistics, the prior model was defined as the frequencies of land-use classes calculated from estimation data sets for the study areas.
RESULTS
Descriptive Statistics
Little Tennessee River Basin (LTRB). Between 1950 and 1990 , the share of the LTRB in forest cover increased by 12.02% in spite of substantial population growth (Table 2) ; 26% of the LTRB experienced change in major land-use categories [forest-with buildings (FWB), forest-no buildings (FNB), and nonforest]. The major shift was out of nonforest and FNB to FWB (ϩ10.12% and ϩ9.02%, respectively; Table 2 ); 4.42% of the area shifted from nonforest to FNB and a total of 2.48% shifted from forest to nonforest. As a result and consistent with a developing landscape, the area of forested land without buildings declined by 6% and the area of forests with buildings increased by 18.2%.
Changes in the means of the independent variables also reflect a developing landscape (Table 3) . There was a near tripling of the average building density between 1950 and 1990 (ϩ183.64%). The LTRB lost land in the 0 and 1 building (bldg) per 9-ha land classes and gained area in all other building-density classes (Figure 4 ). Gains were substantial in the 2, 3, 4, and 5 bldg/9-ha classes, suggesting low-density residential development. There was also a gain in the Ն9 bldg/9-ha class, indicating some expansion in high-density areas. Relative location of cells also changed over this period. The average travel time to the closest market center (MC) declined slightly (Ϫ0.66%) while the average distance to roads declined by 15.21%.
Taken together, these changes indicate a filling in of the road network rather than an expansion of the network at the remote margin. Among study areas, the LTRB had the highest average slope (14.44°) and the greatest variability in slope (standard deviation, 8.96°), suggesting a fairly rugged landscape and explaining the small share of land dedicated to agriculture (Figure 3) .
Cane Creek. The Cane Creek area experienced patterns of change similar to those observed for the LTRB: 26.32% of land shifted among the major land-use classes, and change was dominated by shifts to the FWB class (ϩ14.42%); 3.02% and 4.5% of the landscape shifted from FNB and FWB to nonforest, respectively. Total forested land increased by 4.46%, but there was a 9.76% increase in the Land-Use Changes in Southern Appalachian Landscapes area of forests with buildings. As a result, the area of forests without buildings declined by 5.3%. The average building density in the Cane Creek area increased by 110.58% between 1950 and 1990. The shifts in building-density classes (Figure 4 ) indicate more of an expansion in high-density areas than observed for other study sites (that is, the category with more than 8 buildings saw the greatest gains between 1950 and 1990). As in the LTRB, average travel time to MC and average distance to roads declined (Ϫ3.10% and Ϫ23.51%, respectively), suggesting a substantial filling in of the road network and some expansion in its extent.
Grayson County. Unlike the LTRB and Cane Creek study areas, Grayson County had an essentially stable population between 1950 and 1990. A different pattern of change among major land-use classes resulted. Among the study areas, Grayson County experienced the greatest total land-use change, with 30.66% of the area changing major classes: 18.32% of the area shifted from nonforest to FNB, reflecting a substantial decline in farmland in the county; in addition, 8.62% of the area shifted from nonforest to forest with buildings. As a result, the amount of forest area increased by 23.74%. In contrast to all other study areas, the area of forest without buildings also increased between 1950 and 1990 (ϩ15.8%). There was also a 7.94% increase in the area of forest with buildings.
Grayson County was also unique in experiencing only a small change in the average building density (ϩ10.32% while all other areas at least doubled). Figure 4 shows only about 1% of the area changing building classes between 1950 and 1990. Change in location variables were also distinct. Travel time to the MC decreased the most among study areas (Ϫ6.64%) while distance to road decreased the least (Ϫ1.27%). This suggests that the road network expanded outward at the remote margin but did not fill in substantially. The average slope was only 7.72%, and the range of slopes observed for our observations was less than half that observed in the other study areas. According to these measures, Grayson County had the most gentle terrain of the four study sites.
Madison County. Madison County had 17% fewer people in 1990 than it did in 1950, and land use shifted toward forest cover (ϩ19.2%). Like Grayson County, forest without buildings increased (ϩ3.36%). However, forest with buildings also expanded, similar to Cane Creek and the LTRB. Average building density more than doubled over this period (ϩ131.46%). The amount of change in building-density classes was similar to those observed for the LTRB and Cane Creek, with most gains in the 2, 3, 4 and 5 bldg/9-ha classes, indicating expansion in the area of low-density residential developments for this site. A 1.14% decrease in travel time to MC indicates only a slight expansion in the road network, whereas a 9.13% decrease in distance to roads indicates some filling in of the network, though to a lesser degree than observed for the LTRB and Cane Creek study areas.
All study areas. All study areas showed large increases in forest cover, largely at the expense of agricultural land (Table 1) . Agricultural land use was prevalent in all four study areas in the 1950s, claiming from 15% to 50% of the land surface. Agriculture dominated the flatter lands in all study areas; the lower proportion of agricultural land in the Little Tennessee River in part reflects steeper, more variable terrain. Forest cover increased for study areas that had been heavily agricultural (Cane Creek and Grayson County) and for the two lessfarmed study areas (the Little Tennessee River and Madison County). Urban land use was a small portion of each study area in the early 1950s and, although increases on a percentage basis were quite large, the absolute increases were generally small.
These land-use changes are reflected in a number of structural indices of land cover and land use. The mean patch size increased for all four study areas, and the area-weighted median patch size increased for three of the four study areas, with Grayson County as the lone exception. Forests comprised the largest patches in all study areas, and the increase in patch size reflects an increase in forest cover. The mean patch size is approximately 2-4 orders of magnitude smaller than the area-weighted patch size indicating a large number of small patches. These small patches represent a small portion of the aggregate study area but, when averaged, significantly reduce mean patch size. When weighted by area, the influence of large forest patches is observed. Grayson County differs from the other study areas in that more than half of its area was in agriculture in 1950, with larger, contiguous blocks of agriculture. As these become more broken with forest regrowth, the median area-weighted patch size decreases. The percent core area also increased, representing the proportion of the landscape more than 100 m from a change in land use. Contagion also increased, reflecting greater patch connection across the landscape. All of these measures represent the reduction in agricultural land, both the complete ''absorption'' of small, isolated farm par- Land-Use Changes in Southern Appalachian Landscapes cels into the surrounding forest matrix, and the growth of forest along agricultural edges. As this change occurs, the remaining forests become larger (larger patch size), have less edge (larger core areas), and are more likely to span the landscape (increased contagion).
Other indices reflect the greater urbanization in the study areas. The mean distance from any point in the landscape to the nearest road decreased for all four study areas. Initial distances varied from 0.25 to 0.5 km, values typical of rural areas, and decreased from slightly (Grayson County) to substantially (Cane Creek), reflecting little to substantial new road construction. There was a concomitant increase in mean building density at all four study sites. Urban densities were typically from 3 to 18 structures/ha and, when averaged over the nonurban land uses, yield study-area averages of 0.04-0.16/ha in the 1950s. In three of four study areas, the number of buildings nearly doubled (Table 1) . Grayson County was the exception, with only a slight increase in building density. These trends were observed when considering all land but were amplified when restricted to private land, because nearly all public land was and has remained in forest.
Estimation Results
Building-density equation. Estimates of the negative binomial regression for building density [Eq. (3) ] indicate that equations for all study sites were significant. Chi-squared tests (Table 4) indicate that the Poisson regressions were all significant (df ϭ 5 and P Յ 0.05) and that the negative binomial regression provided a significant improvement over the Poisson (df ϭ 1 and P Յ 0.05). We therefore reject the hypothesis that the building-density models do not have explanatory power.
Tests regarding the significance of explanatory variables in the building-density equations varied across sites. For all sites, the marginal effects coefficient for lagged building density was significantly positive (P Յ 0.05) consistent with expectations. Slope had a significant and negative effect on building density for all study sites except Grayson County (where it was not a significant variable), and distance to road had a significant and negative effect on all study sites. Travel time to MC was significant and negative for the LTRB and the Madison County study sites, consistent with expectations, but it was significant and positive for the Cane Creek site. It was insignificant in the Grayson County site. Elevation was significantly positive in the LTRB but significant and negative in Cane Creek. It was insignificant for the other two study areas. Of the 20 estimated coefficients, 16 were significant and, of these, 14 were consistent with expectations based on theory. For the three study sites with substantial development (LTRB, Cane Creek, and Madison County), only one coefficient among 15 did not have a significant effect on building density.
Land-cover equations. Logit regression models of the probability of forest versus nonforest land cover were all significant (Table 5) . We rejected no explanatory power based on the log-likelihood ratio test (df ϭ 4 and P Յ 0.05). Marginal effects coefficients listed in Table 5 were measured with respect to the probability of observing nonforest cover. All coefficients for expected building density (EB) were significant and positive, consistent with theory. The slope coefficient was significant and negative for all four areas. The elevation coefficients were significant and negative in the LTRB, Cane Creek, and Madison County areas. The coefficients on the share of nonforest area in the 9-ha neighborhood of each cell (NF) were significant and positive for all study sites. This variable provides a measure of the spatial contagion of land cover, separate from the effects of the other variables, and therefore defines a test for spatial autocorrelation of land cover. The finding of significant and positive effects indicates that we reject the null hypothesis of no spatial autocorrelation. Of 16 coefficient estimates in the land-cover models, 15 were significant, and all signs were consistent with our expectations.
Plots of predicted probabilities ( Figure 5 ) provide additional insight into the influence of location and topographic variables on land uses. Figure 5 charts the probability of land uses and the diversity of predicted land uses in 1990 for land that was forest with no buildings in 1950 in the Little Tennessee River Basin. Comparisons between rows show the effect of slope while comparisons between columns show the effect of distance to roads on these values. The probability of forested land converting to nonforest is small throughout the range of scenarios and is discernible only on flat land (slope ϭ 0°). On this portion of the landscape, the probability of forest with buildings is also highest. The effect of distance to roads can be evaluated by comparing graphs in the top row of Figure 5 . With decreasing distance to road, forest with buildings dominates on land further from the MC. At DtR 50 ϭ 0, forest without buildings dominates from the MC [Pr(FNB) Ͼ 0.5] up to about 50 min from the center; up to 35 min at DtR 50 ϭ 250 and up to 15 min at DtR 50 ϭ 500. At slope ϭ 30, forest without buildings dominates over nearly the entire range of DtR 50 and travel time. The exception is where DtR 50 ϭ 0 and travel time is less than 10 min. At slope ϭ 60, forest without buildings unambiguously dominates the landscape. The diversity of land uses is also influenced by DtR, slope, and travel time. Land use is most diverse on flat land at a moderate distance from the MC. It declines with travel time to an asymptote of 0.2 for slope ϭ 0 and to 0.0 for slope ϭ 30 and 60.
Forecast Evaluation
Forecasts of land use for observations in the validation data sets indicated mixed success in predicting specific land-use categories. For the fine-resolution building classes, the share of the landscape correctly predicted by the forecasting model ranged from 67.63% in the LTRB to 71.61% in Grayson County (Table 6 ). The model had the most success in predicting land in forest without buildings (correct predictions of FNB ranged from 87.65% to 96.86%). The model also correctly predicted the location of a majority of nonforest cover (between 61.63% and 79.67%) for the LTRB, Cane Creek, and Grayson County areas. The model had less success in predicting the specific building density for forested land with buildings, with success declining as building density increased. Predictions for the broad building classes (Table 6) shows that, in the Little Tennessee and Cane Creek, the models correctly predict roughly one-half of the forest area with buildings (55.31% and 49.59%, respectively). In contrast to these areas with the highest growth over the study period, the model correctly predicted much less of the forest with buildings in Grayson County (25.50%) and Madison County (38.54%). Results for the landcover classes alone (Table 6c ) indicate that the model correctly predicted land-cover classes for between 79.50% (Grayson County) and 89.38% (Little Tennessee) of the validation data.
The information-theoretic statistics (Table 7) , which are based on an assessment of improvements in the accuracy of the predicted probabilities, indicate that the forecast models are significant and that (Table 7) , which compare I(A;X,Z) with the confidence interval around the expected information EI(A;X,Z), are, however, mixed. For the LTRB and Cane Creek study sites, we cannot reject the hypothesis that the estimated models explain the observations in the validation data set (z test with P Յ 0.05). For Grayson and Madison Counties, the hypothesis is rejected, indicating that, although the estimated models have explanatory power (based on usefulness and significance tests), additional work on their specification is warranted.
Landscape Simulations
To demonstrate application of these models further, we developed land-use forecasts for our four study sites. Equations (3) and (6) were applied to GIS data layers for all cells in the referenced landscapes. Conditions in 1990 were then used to forecast land use in 2030, in effect applying the processes behind land-use changes over the 1950-90 period to simulate the next 40 years. Results (Figures 6 and 7) forecast increases in building density and some change in land cover. Overall, land cover appears relatively stable, while human populations continue to grow across these landscapes. One exception is in Cane Creek, where projected growth in building density would lead to a substantial agglomeration of nonforest cover. This finding suggests that land-cover trends in other areas may be reversed as well. Shifts toward forest cover have been fueled by declining agricultural uses over the past 40 years. However, as indicated by the land-cover model, as building densities increase in response to population growth, land will eventually shift from forest with buildings to nonforest.
These simulations highlight portions of the landscapes where land uses would be relatively stable. For example, areas in public ownership (almost exclusively National Forests; Figure 8 ), where land use is restricted by law and administrative rules, are highly stable. Additionally, areas with high slopes and low access (for example, see simulations for Cane Creek) remain in forest without buildings in spite of strong development pressures. As suggested by the coefficients of the estimated models, change is most likely to occur in areas close to roads and with low slopes.
DISCUSSION
Estimates of both building-density and land-cover equations reinforce previous findings regarding the effects of location on land uses. We find that topographic features-that is, slope and elevationhold significant influence on land uses/cover and therefore on landscape configurations, as did Wear and Flamm (1994) , Turner and colleagues (1996) , Nelson and Hellerstein (1997) , and Chomitz and Gray (1995) . Topography is, therefore, a significant constraining factor in these heterogeneous landscapes, limiting intensive land uses to only certain portions ( Figure 5 ). Accordingly, some areas will likely persist in forest cover regardless of development pressures. However, these constraints will also concentrate agricultural and residential/urban uses onto specific portions of the landscape.
Similarly, we find, as have others (Chomitz and Gray 1995; Nelson and Hellerstein 1997; Turner and others 1996) , that land-use changes are also strongly influenced by the location of sites measured in terms of distance to roads and travel time to the closest MC. These findings further corroborate the dominant Von Thü nen model of rural land-use specialization and central business district models of urban development [for example, see Capozza and Helmsley (1989) ]. While distance and travel time variables influence land-use patterns in a manner similar to topography, it is important to remember that distance factors are mutable. Road construction and improvements have ramifications for the subsequent evolution of rural landscapes. Our findings highlight that constructing roads for one purposefor example, access to a new subdivision-will likely have secondary and tertiary impacts on a larger portion of the referenced landscape. There has been little expansion of the road network in all study sites between 1950 and 1990. Rather, it appears that the primary road network has been fairly stable since 1950 in all four study areas. Construction generally filled in the road network, thereby bringing land closer to the road network. As a result, the average distance to road declined substantially between 1950 and 1990 in the three study areas experiencing growth. In contrast, there was little change in Grayson County.
Taken together, influences of topographic and distance variables on land use may concentrate development in riparian areas, an especially important portion of the landscape. Our models indicate that the highest probability of intensive land use occurs where land is relatively level, close to roads, and close to MCs. Since MCs are located on the rivers of the region, these factors unambiguously concentrate development around water courses. Water quality and the structure and function of aquatic ecosystems in this region have been heavily influenced by massive deforestation at the turn of the century, followed by decades of agricultural uses. Our analysis of land-use changes indicates that these areas will further be effected by shifts toward residential uses. Conversely, a large portion of upland areas on moderate-to-steep slopes are likely to be retained in a forest cover without buildings. While occasional timber harvesting is likely, our models identify large portions of the study areas where land cover and usage will be relatively stable in the future.
These findings, along with our land-use projections, suggest how spatial models such as these could be used to design development and conservation strategies that address specific ecological concerns in specific places. For example, in rapidly developing study areas, it appears that the ecological consequences of land-use changes will be most severe in riparian areas. The potential ecological benefits of buffering development in this relatively small portion of the landscape-that is, mitigating temperature gains, changes in stream chemistry, and consequent alterations in species diversitycould be high relative to the area impacted. In comparison, efforts to maintain connectivity in upland areas may have relatively low returns if these areas have fairly stable land-cover conditions. In this way, modeling human dynamics can identify where ecological benefits will be relatively scarce or plentiful. Costs need also to be considered. Because the value of land is generally much greater in accessible riparian areas than in upland areas, the per-acre cost of conservation easements or regulations may be relatively high in these important areas and therefore more difficult to implement. These types of cost-benefit trade-offs are a critical part of designing effective conservation plans. Of course, development of effective conservation strategies requires more than just projections of land uses. It requires meaningful insights into the effects of land use on ecosystem structure and function. Nonethe- Figure 7 . Observed (1950 and 1990) and predicted (2030) land-cover classes for the four study sites (green is forest and orange is nonforest cover).
less, landscape models can help focus investigation on portions of the landscape that are most likely to change.
Estimates of the land-cover logit models all show a significant positive effect of neighborhood nonforest cover (NF 50 ). As a result, we reject the hypothesis of no spatial autocorrelation. Dubin (1995) has shown that unaddressed spatial autocorrelation can be a significant misspecification of the logit maximum-likelihood function, leading to inconsistent estimators. We have applied a plausible correction (using a simple, spatially weighted explanatory variable) without directly modeling the cause of the autocorrelation. Clearly, other formulations may be appropriate, and this defines an issue for future research.
One of our objectives was to refine the definition of land use by using building density to approximate human presence. Incorporation of this layer of data leads to fundamentally different insights into landscape change in the Southern Appalachians. Although all study sites experienced increases in forest cover between 1950 and 1990, ostensibly reflecting the reversion of agricultural land to forests, this apparent transition to a more natural cover masked significant human impacts revealed by changes in building densities. In the three study sites experiencing development pressures (LTRB, Cane Creek, and Madison County), the amount of forest without buildings declined substantially, while the area of forest with buildings and the average building density increased. Observations of land-cover change alone may prove misleading because they measure the net outcome of more than one process (in this case, agricultural decline combined with population growth.)
These results also show that changes measured at coarse scales may not reflect change at spatially fine scales. This effect can be seen especially in Madison County, where total population actually declined between 1950 and 1990 (Ϫ17.4%) with nearly all of this change occurring between 1950 and 1960. The total population of the county was essentially stable between 1960 and 1990. However, the spatial distribution of the population clearly changed. The average building density more than doubled over this period (from 0.45 to 1.0), and shifts in buildingdensity classes were comparable to changes observed in areas with substantial population growth (LTRB and Cane Creek). These changes in building densities suggest a shift toward fewer people per household in addition to a spreading out of residences within the county (Figure 6 ). Such a change is confirmed by data from the US Census Bureau. In Madison County, persons per household fell 22%, from 3.17 to 2.48, between 1970 and 1990. In effect, then, no change in total population masks an increase in the number and spatial distribution of households and, therefore, in the area effected by human presence.
Although composite land-use classes offer improvement over land cover alone for explaining land-use change, they are untested as ecological units. Additional research is needed to define the ecological implications of building density and other measures of human presence. For example, at what level does building density impede the dispersal of organisms or reduce forest-interior species? These kinds of insights are needed to define ecologically meaningful land-use categories and, more generally, to understand the effects of urban-rural gradients on ecosystem structure and function. In addition, it might be possible to refine our building categories either by recognizing different types of buildings (for example, dwellings vs barns vs commercial facilities) or by incorporating altogether different measures of human presence (for instance, population density).
While we sought to evaluate land-use change over a long period, the 40-year time step may have proved a limitation of our analysis. We expect that structural changes in factors such as access (for example, development of interstate highways) and agricultural markets (for example, reform of farm subsidies) may have shifted land-use regimes within this time frame. Future research should focus not only on shortening the time step but, more generally, on defining appropriate temporal and spatial scales for land-use change analysis.
In spite of these limitations, the forecasting model developed here was able to explain 80%-89% of land cover, 73%-76% of broad land-use classes, and 68%-75% of the fine land-use classes in 1990 based on conditions observed in 1950. These validation tests, along with the results of significance and accuracy tests, indicates that these models are powerful tools for explaining observed changes over the historical period. As is the case with any forecasting model, however, there is unquantifiable uncertainty regarding a model's ability to forecast change beyond this historical period. These models apply the processes that changed landscapes between 1950 and 1990 to current landscapes. But, just as changes in access, agricultural markets, and population growth altered demands for land over this 40-year period, we could reasonably expect additional structural changes in the future. Forecasts necessarily should be viewed with trepidation.
However, in the context of evaluating future ecological impacts or conservation strategies, we are not as interested in predicting a specific land use in a particular place as we are interested in understanding where the relative probability of change is high and where it is low. Land-use forecasting models can be used to drive hazard or risk assessments where land-use maps are linked to ecological impact models. In this kind of analysis, the focus shifts to understanding where human activities are most likely to generate significant ecological consequences. Thie type of hazard analysis could focus subsequent research and planning in areas that are the most critical in supporting ecological health. Linking the spatial dynamics of human populations to potential ecological impacts defines an important emphasis for future research.
