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Kometen haben schon immer die Menschen fasziniert. Ein großer Teil dieser Fas-
zination liegt sicherlich darin, daß die Erscheinung der Kometen sich von den an-
deren Himmelsobjekten unterscheidet, oft sehr hell ist und auch mit bloßem Auge
erkennbare Strukturen zeigt. Die sichtbare Vera¨nderung, die Dynamik der Strukturen
im Schweif ist vielleicht sogar das Eindrucksvollste an der Erscheinung der Kometen
am Himmel und Thema der vorliegenden Arbeit.
Durch zahlreiche Beobachtungen, erdgebunden und auch in situ durch Vor-
beiflu¨ge von Satelliten, und ihrer wissenschaftlichen Auswertung hat sich ein pra¨zises
Bild der Herkunft, Chemie und Dynamik von Gas, Staub und Plasma entwickelt; viele
neue Fragen sind aufgetaucht.
Biermann [1951] schloß zuerst aus der Erscheinung der Kometenschweife auf
die Existenz einer Korpuskularstrahlung von der Sonne, des sogenannten Sonnenwin-
des. Alfve´n [1957] erkannte, daß die Wechselwirkung u¨ber interplanetare Magnet-
felder geschehen muß. Er postulierte das klassische Bild des um den Kometenkern
gewundenen interplanetaren Magnetfeldes, das die Ionen auf Bahnen leitet, die der
Sonne entgegengesetzt sind (Abbildung 1.1). Die Existenz des interplanetaren Ma-
gnetfeldes und des Sonnenwindes wurde spa¨ter durch in situ Beobachtungen nachge-
wiesen. Das physikalische Versta¨ndnis der Wechselwirkung eines Kometen mit dem
Sonnenwind, speziell die des Plasmas, kann somit als Indikator fu¨r die Eigenschaften
des Sonnenwindes, der den gesamten interplanetaren Raum durchdringt, herangezo-
gen werden.
Ein Komet wird auch als
”
schmutziger Schneeball“ bezeichnet [Whipple, 1950,
1951]. Kometenkerne haben Durchmesser der Gro¨ßenordnungen 100 m bis einige
10 km und bestehen zu 80% aus Wassereis. Der Rest sind Verunreinigungen in Form
von Staub. Na¨hert sich ein Komet der Sonne, sublimiert das Eis, Gas- und Staubteil-
chen lo¨sen sich ab und werden durch Photoionisation und Ladungsaustausch mit dem
Sonnenwind teilweise ionisiert. Es entsteht eine Wolke aus Gas-, Staubteilchen und
Ionen, die den Kometenkern umgibt. Sie bildet die Koma des Kometen. Die Anzahl
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Abbildung 1.1: Klassisches Alfve´n-Modell der Entstehung des Plasmaschweifes eines
Kometen [Alfve´n, 1957].
der Gasteilchen, die pro Zeiteinheit durch Sublimation der Oberfla¨che des Kometen-
kerns neu entsteht, kann mit einer Gasproduktionsrate beschrieben werden, die mit
der Anna¨herung des Kometen an die Sonne wa¨chst.
Das Gas in der Koma besteht wie der Kern hauptsa¨chlich aus H2O. Weitere











gemessen (z. B. [Mendis et al., 1985]).
Der Sonnenwind, in dem sich der Komet befindet, tritt mit dem Gemisch aus
Gas, Staub und Ionen, in Wechselwirkung. Es entstehen Pha¨nomene wie Staub- und
Plasmaschweif. Nur die gro¨ßten Kometen (Durchmesser  10 km), die nah genug
an die Sonne (und Erde) kommen (in den Bereich von  1 AE), entwickeln eine
mit bloßem Auge sichtbare Koma. Kometen wie Halley (1986), Hyakutake (1996)
und Hale-Bopp (1997), um die bekanntesten und hellsten der letzten Zeit zu nennen,
haben Gasproduktionsraten von 1028 bis zu einigen 1030 Teilchen pro Sekunde.
Diese Arbeit behandelt die Dynamik von Strukturen im Plasmaschweif eines

























Abbildung 1.2: Schematische Darstellung der Wechselwirkungen zwischen Sonnen-
wind und Komet (angelehnt an eine Darstellung aus [Flammer, 1991]). Die Lagen der
einzelnen Diskontinuita¨tsfla¨chen wie Bugstoßwelle, Kometopause und Ionopause so-
wie einige magnetische Feldlinien und die Stromschicht im Schweif sind eingezeich-
net.
Kometen in Beobachtung und Simulation. Im folgenden soll auf die Wechselwirkung
des kometaren Plasmas mit dem Sonnenwind eingegangen werden.
1.1 Plasmaumgebung eines Kometen
Die Plasmaumgebung eines Kometen ist in Abbildung 1.2 schematisch dargestellt.
Die einzelnen Merkmale der Wechselwirkung werden im folgenden na¨her beleuchtet.
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Tabelle 1.1: Plasmaeigenschaften des langsamen Sonnenwindes bei 1 AE (siehe z. B.
[Baumjohann & Treumann, 1996]).
Radiale Fließgeschwindigkeit vsw  400 km s  1




Die Atmospha¨re der Sonne expandiert sta¨ndig. Ein du¨nnes heißes Plasma,
hauptsa¨chlich aus Protonen bestehend, stro¨mt in den interplanetaren Raum und
ist schon sehr nahe an der Sonne eine ¨Uberschallstro¨mung. Der Sonnenwind
wird ununterbrochen von Raumsonden gemessen, seine Eigenschaften sind weitge-
hend bekannt (fu¨r eine ausfu¨hrliche Beschreibung des Sonnenwindes siehe z. B.
[Baumjohann & Treumann, 1996] oder [Glaßmeier & Scholer, 1991]). Fu¨r den soge-
nannten
”
langsamen Sonnenwind“ sind die mittleren Plasmaparameter in Tabelle 1.1
aufgelistet.
Im Sonnenwind werden oft folgende Pha¨nomene beobachtet:
 Hochgeschwindigkeitsstro¨mungen
 Stoßwellen verschiedener Herkunft
 Filamente, magnetische Wolken
 Alfve´nwellen großer Amplitude
 Magnetohydrodynamische (MHD) Diskontinuita¨ten
Der Sonnenwind kann demnach starke Variabilita¨t aufweisen, die natu¨rlich auch die
Wechselwirkung mit einem Kometen beeinflußt. Einige der im Plasmaschweif eines
Kometen beobachteten Strukturen kann man auch auf solche Variabilita¨ten im Son-
nenwind zuru¨ckfu¨hren (Abschnitt 1.2).
Ro¨ntgenstrahlung von Kometen
Im Ma¨rz 1996 wurde durch die Satelliten ROSAT und EUVE an Komet
Hyakutake auch Emission von Ro¨ntgenstrahlung entdeckt [Lisse et al., 1996]
[Mumma et al., 1997]. Daraufhin wurde auf Aufnahmen verschiedener Satelliten –
vor und nach der ersten Entdeckung – bei weiteren Kometen, auch mit viel niedrige-
ren Produktionsraten als bei Hyakutake, Ro¨ntgenemission gefunden. Dies zeigt, daß
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Ro¨ntgenstrahlung von Kometen ein allgemeines Pha¨nomen ist. Das Maximum der
Emission der Strahlung fa¨llt dabei nicht mit dem Kometenkern zusammen, sondern
ist immer in Richtung Sonne verschoben. Ihre Entstehung kann durch Ladungsaus-











, mit neutralen Teilchen der Koma des Kometen erkla¨rt werden:
Die schweren Ionen fangen sich auf den a¨ußeren Schalen Elektronen ein, die dann
bei der partiellen Rekombination Ro¨ntgenstrahlung erzeugen [Cravens, 1997]. Diese
Ionen sind nur zu einem sehr kleinen Anteil im Sonnenwind vorhanden (  0.1%),
die berechneten Spektren und Intensita¨ten stimmen aber sehr gut mit den beobachte-
ten u¨berein und ko¨nnen ohne weitere Mechanismen die gefundene Ro¨ntgenemission
erkla¨ren [Dennerl, 1999]. Hier betrachten wir die globale Wechselwirkung des Son-
nenwindes mit einem Kometen. Die Ro¨ntgenemission beruht auf einem sehr kleinen
Anteil an schweren hochionisierten Ionen im Sonnenwind und spielt bei unseren Be-
trachtungen keine Rolle.
1.1.2 Massenbeladung des Sonnenwindes
Der Pickup-Prozeß
Ein Teil der neutralen Gasteilchen der Koma eines Kometen wird durch Photodisso-
ziation und -ionisation (durch UV-Strahlung), in gro¨ßeren Entfernungen vom Kome-
tenkern auch durch Ladungsaustausch mit den Protonen des Sonnenwindes, ionisiert.




stem des Kometen, B ist dabei das vom Sonnenwind getragene ungesto¨rte Magnetfeld,
vsw die Sonnenwindgeschwindigkeit, c die Lichtgeschwindigkeit) findet eine Wechsel-
wirkung der ionisierten Teilchen mit dem Sonnenwind statt. Die Eigenbewegung der
neutralen Teilchen des Kometen kann gegenu¨ber der Geschwindigkeit des Sonnen-










Gleichung (1.2) gilt im Ruhesystem des Kometen. Dabei bedeuten ωg die Gyrations-
frequenz der ionisierten Teilchen, q und m deren Ladung und Masse, vd die Drift-
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Abbildung 1.3: Ring- und Schalenverteilung der Geschwindigkeit beim Pickup-
Prozeß im Ruhesystem des Kometen (aus [Ip & Axford, 1990]). Der eingezeichnete
Winkel α ist der anfa¨ngliche Pitch-Winkel.
Streuung der Pitch-Winkel
Zuna¨chst entsteht eine Ringverteilung der Geschwindigkeit der Pickup-Ionen senk-
recht zu B (Abbildung 1.3). Den Winkel des Magnetfeldes mit dem Vektor der
Ionengeschwindigkeit nennt man
”
Pitch-Winkel“ (im folgenden mit α bezeich-
net). Dieser beschreibt die Lage der Ringverteilung im Geschwindigkeitsraum. Ei-
ne solche Ringverteilung regt eine Vielzahl von Wellen an [Wu & Davidson, 1972]
[Wu et al., 1973] [Wu & Haertle, 1974] [Winske et al., 1985] [Johnstone, 1985]. Be-
sonders wichtig sind dabei zwei Moden niedriger Frequenz, eine rechtspolarisierte,
resonante und eine linkspolarisierte, nichtresonante, da sie instabil sind, d. h. sie wach-
sen zu ho¨heren Amplituden. Die Instabilita¨ten ko¨nnen eine turbulente Kaskade verur-
sachen, bei der die Energie auch auf Wellen ho¨herer Wellenzahlen u¨bertragen wird
(nichtlineare Effekte) [Glaßmeier et al., 1989]. Die Wellen bewirken eine Streuung
der Ionen im Pitch-Winkel-Raum (man spricht von Streuung der Pitch-Winkel) und
die Ringverteilung erweitert sich zu einer Schalenverteilung (Abbildung 1.3). Wie lan-
ge dieser Prozeß dauert, kann mittels quasilinearer Theorie abgescha¨tzt werden (z. B.
[Gaffey et al., 1988]). Die Ergebnisse zeigen, daß die Streuung der Pitch-Winkel bei
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kleineren Kometen, wie z. B. Giacobini-Zinner und Grigg-Skjellerup nicht so effektiv
ist und die Ionen weitgehend in der Ringverteilung bleiben. Bei gro¨ßeren Kometen
dagegen, wie z. B. Halley, sind Ionen, die weit entfernt vom Kometenkern ionisiert
wurden, schon 106 km von der Bugstoßwelle stromaufwa¨rts isotrop auf einer Schale
verteilt, wie die Beobachtungen zeigen [Coates et al., 1990]. Weitere Analysen der in
situ Beobachtungen wurden z. B. von Glaßmeier & Neubauer [1993], Neubauer et al.
[1993], Glaßmeier et al. [1989] und Coates et al. [1993] durchgefu¨hrt. Bei schwa¨che-
ren Kometen wie Grigg-Skjellerup muß man auch die Anregung von Instabilita¨ten
in nichtgyrotropen Plasmen mit einbeziehen [Motschmann & Glaßmeier, 1993] (sie-
he dazu auch [Motschmann & Glaßmeier, 1998]). In einem aktuellen Review-Artikel
sind die Prozesse im einzelnen beschrieben [Szego˜ et al., 1999].
Vereinfachte Betrachtung
Wie auch immer die Prozesse im einzelnen aussehen, effektiv geschieht folgendes:
Der Sonnenwind u¨bertra¨gt einen Teil seines Impulses an die kometaren Ionen und
verlangsamt sich dabei. In dieser Arbeit werden die einzelnen Vorga¨nge beim Ionen-
Pickup (Wellenanregung in gyrotropen und nichtgyrotropen Plasmen, nichtlineare
Prozesse, Pitchwinkelstreuung usw.) vernachla¨ssigt, indem die Verteilung der Ionen
im Geschwindigkeitsraum als bereits isotrop auf der in Abbildung 1.3 dargestellten
Schale angenommen wird. In der magnetohydrodynamischen Betrachtung (Kapitel 3
und folgende) wird ohnehin u¨ber viele Ionen, also u¨ber die gesamte Schalenverteilung,
gemittelt. Jedes frisch ionisierte Ion der Masse mi erha¨lt in dieser vereinfachten Be-
trachtung des Pickup-Prozesses im Mittel einen Impuls von p 	 mi vsw, was den Son-
nenwind entsprechend verlangsamt und hier die Massenbeladung darstellt. Im Falle
einer (noch) nicht isotropen Schalenverteilung stellt diese vereinfachte Betrachtungs-
weise – besonders fu¨r α nahe 180  bzw. 0  – eine ¨Uberscha¨tzung der Massenbeladung
dar, d. h. es wird gro¨ßerer Impulsaustausch angenommen, als dies in Wirklichkeit der
Fall ist.
1.1.3 Bugstoßwelle
Wenn sich ein Komet auf seiner Bahn der Sonne na¨hert, steigt seine Gasprodukti-
on an. Außerdem ha¨ngen die Plasmaparameter des Sonnenwindes vom Abstand zur
Sonne ab (z. B. ho¨here Dichte und sta¨rkeres Magnetfeld bei kleinerem Abstand). Die
Wechselwirkung des Kometen mit dem Sonnenwind ist daher ein Vorgang, der einer
stetigen ¨Anderungen unterworfen ist. Die ¨Anderung dauert gegenu¨ber den einzelnen
Vorga¨ngen im Kometenplasma aber lange genug, so daß die Plasmabedingungen zu
einem Zeitpunkt als konstant angesehen werden ko¨nnen (Diskontinuita¨ten des Son-
nenwindes wie oben erla¨utert oder Unregelma¨ßigkeiten in der Gasproduktion des Ko-
meten sind in dieser Betrachtung vernachla¨ssigt). Das Maximum der Entwicklung ist
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im allgemeinen in na¨chster Na¨he zur Sonne, also beim Durchgang des Perihel, er-
reicht.
Bei bestimmten Plasmabedingungen bildet sich vor dem Kometen eine Bug-
stoßwelle, was ein entscheidendes Charakteristikum fu¨r die weitere Wechselwirkung
des Kometen mit dem Sonnenwind ist. Abbildung 1.4 zeigt den Parameterraum eines
Kometen (normierte Produktionsrate und Alfve´n-Machzahl) und die jeweilige Lage
der Kometen Halley, Giacobini-Zinner und Grigg-Skjellerup, wie sie wa¨hrend der in






dargestellt (vgl. auch Abschnitt 3.1.2). Hier sind Qh die Produktionsrate des Kometen,
ξ 	 1  10  6 s  1 die Ionisationsrate, e die Elementarladung, vej 	 1 km s  1 die (radiale)
Auswurfgeschwindigkeit der kometaren neutralen Teilchen, B  die Magnetfeldsta¨rke
des ungesto¨rten Sonnenwindes und c die Lichtgeschwindigkeit.
Zur Zeit der Beobachtungen (Kapitel 2) liegt Komet Hale-Bopp in dieser Ab-
bildung etwas oberhalb von Halley, Austin entspricht etwa Giacobini-Zinner. Da
von Hale-Bopp und Austin keine in situ Beobachtungen vorliegen, und die Sonnen-
windbedingungen nicht genau bekannt sind, ko¨nnen hier keine exakten Punkte an-
gegeben werden. Eine Teilung in Regionen mit grundsa¨tzlich verschiedener Dyna-
mik der schweren Ionen, wie sie aus 2D Zwei-Ionen-MHD-Simulationen resultiert
[Bogdanov et al., 1996], ist eingzeichnet.
In dieser Arbeit werden Plasmavorga¨nge bei Kometen betrachtet, die mit ihren
Plasmabedingungen innerhalb des Bereichs der Bildung der Bugstoßwelle liegen. Die
Physik der kollisionsfreien Bildung einer Bugstoßwelle ist ein eigenes Thema und soll
hier nicht behandelt werden. Einige Ergebnisse der Theorie daru¨ber werden spa¨ter her-
angezogen (Abschnitt 4.3). Die Stoßwelle wird hier einfach als sprunghafte ¨Anderung
der Dichte, der Geschwindigkeit, des Magnetfeldes und der Temperatur verstanden.
Sie liegt typischerweise in einem Abstand von 105  106 km vor dem Kometen.
1.1.4 Kometopause, Kontaktfla¨che
Bei den in situ Beobachtungen an Kometen und an den nichtmagnetisierten Pla-
neten (Mars, Venus) wurden zahlreiche Hinweise auf die Existenz eines weiteren
Grenzu¨bergangs, der Kometopause (bei Planeten: Planetopause), gefunden (ein ¨Uber-
blick ist in [Sauer et al., 1994] gegeben). Zwischen Bugstoßwelle und Kometenkern
wird in einem Abstand von einigen 105 km vom Kometenkern ein sprunghaftes Absin-
ken der (Sonnenwind-) Protonen registriert. Innerhalb dieser Grenze besteht das Plas-
ma hauptsa¨chlich aus kometaren Ionen. Allerdings gibt es hier auch widerspru¨chliche
Arbeiten (z. B. [Re`me et al., 1994]), und die physikalischen Vorga¨nge, die eine solche
Grenzfla¨che verursachen, sind noch nicht eindeutig gekla¨rt. Auf die Simulation der
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Abbildung 1.4: Normierte Quellsta¨rke σh 	 QhξeB  vejc (siehe Text) und Machzahl (aus
[Bogdanov et al., 1996]). Die Unterteilung in drei Bereiche ist das Ergebnis von Zwei-
Ionen-MHD-Simulationen. Der graue Bereich demonstriert am Beispiel von Komet
Wirtanen die Entwicklung eines Kometen in dem dargestellten Parameterraum.
Kometopause bzw. Protonopause wird in Abschnitt 4.4 na¨her eingegangen.
Beim Vorbeiflug an Halley wurde bei etwa 5  103 km eine weitere Grenzfla¨che
gefunden, die Ionopause (oder Kontaktfla¨che), innerhalb der kein Magnetfeld exi-
stiert. Alle Ionen bleiben außerhalb dieser magnetischen Kavita¨t. Auf der Basis eines
Flußro¨hrenmodells kann allein durch die Wirkung der Massenbeladung und Reibung
der Ionen mit den Neutralgasteilchen in der inneren Koma die Bildung und Gro¨ße der
Kavita¨t nachvollzogen werden [Haerendel, 1987a].
1.1.5 Ionisationsprozesse, Fluoreszenz
Abbildung 1.5 faßt schematisch die bisher diskutierten Merkmale der Kometenum-
gebung zusammen. Außerhalb der Bugstoßwelle ist der Plasma-Teilchenfluß auf den
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Abbildung 1.5: Querschnitt durch das Kometenplasma. Die verschiedenen Ionisati-
onsprozesse und Grenzu¨berga¨nge sind gekennzeichnet (aus [Ip & Axford, 1990]). Mit
dem Begriff
”
Ionosphere“ ist hier etwas irrefu¨hrend die magnetische Kavita¨t gemeint.
Kometen zu gerichtet, innerhalb der magnetischen Kavita¨t entgegengesetzt. Neutra-
le Gasteilchen, unbeeinflußt von den verschiedenen Plasmau¨berga¨ngen, expandie-
ren nach außen. Sie werden in unterschiedlichen Absta¨nden durch Photoionisation
und/oder Ladungsaustausch ionisiert.
Neutrale und ionisierte Moleku¨le in der Koma und im Schweif strahlen
Licht aus. Im Gegensatz zum Staub ist dies nicht Streulicht, sondern Fluo-
reszenzlicht aus Resonanzfluoreszenz [Magnani & A’Hearn, 1986] [Arpigny, 1964]
[Wyckoff & Wehinger, 1976] [Krishna Swamy, 1979], d. h. es sind konkrete Linien
im Spektrum zu sehen. Im sichtbaren Bereich dominieren im Plasmaschweif beson-
ders die Linien des CO
 
im blauen Spektralbereich, weshalb der Plasmaschweif mit
bloßem Auge bla¨ulich erscheint. Die Emission der Moleku¨le wird durch den g-Faktor
(Emissionsrate pro Moleku¨l) charakterisiert und wurde fu¨r die einzelnen ¨Uberga¨nge
fu¨r verschiedene Moleku¨le fu¨r Kometen bestimmt. g-Faktoren fu¨r das CO
 
-Moleku¨l
sind bei Magnani & A’Hearn [1986] zu finden. Diese Art von Untersuchung ist wich-
tig, um aus beobachteten Intensita¨ten Informationen u¨ber Dichten zu erhalten. In Ab-




Die kometaren Ionen werden vom Sonnenwind mitgerissen, und es entsteht der Plas-
maschweif. Auf der sonnenabgewandten Seite bildet sich wegen des antiparallel dra-
pierenden Magnetfeldes eine Stromschicht j 	 c4pi   B, die quer zum Schweif
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Abbildung 1.6: Schematische Darstellung eines Querschnitts des Schweifs (aus
[Mendis et al., 1985]). Im Ruhesystem des Kometenkerns gibt es ein elektrisches Feld,
das eine Driftgeschwindigkeit vd in den Schweif und einen Strom quer zum Schweif
bewirkt.
verla¨uft (Abbildung 1.2). Ein Querschnitt dieser Stromschicht ist in Abbildung 1.6
dargestellt. ¨Uber die Kraft j  B, speziell u¨ber den magnetischen Zug (siehe auch
Kapitel 3.1.3), wird das Plasma in den Schweif beschleunigt. Durch die Bewe-
gung der Ionen im Schweif folgt im Ruhesystem des Kometenkerns ein elektrisches
Feld quer zum Schweif. Daraus folgen eine Driftgeschwindigkeit in den Schweif
[Ershkovich, 1980] (siehe Abbildung 1.2), so daß der Plasmaschweif genau die La-
ge der Stromschicht wiedergibt.
1.1.7 Nichtmagnetisierte Planeten (Mars, Venus)
Planeten, die kein eigenes oder nur ein sehr schwaches Magnetfeld haben, wie z. B.
Mars und Venus, sind in ihrer Wechselwirkung mit dem Sonnenwind den Kometen
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sehr a¨hnlich, da der grundlegende Prozeß ebenfalls die Massenbeladung des Sonnen-
windes ist. Ein wesentlicher Unterschied ist die durch die Gro¨ße (Masse) des zen-
tralen Ko¨rpers, der bei Kometen mit nur etwa 10 km Durchmesser viel kleiner ist
als bei den Planeten, nicht mehr zu vernachla¨ssigende Schwerkraft. Bei den Plane-
ten ist die Atmospha¨re stark begrenzt, da die anfa¨ngliche thermische Geschwindigkeit
der Ionen kleiner als die Fluchtgeschwindigkeit ist. Auch bei den genannten Planeten
werden Bugstoßwelle, Planetopause (entsprechend der Kometopause), Ionopause und
Schweif beobachtet.
1.1.8 Gas und Staub
Kollisionen zwischen Neutralgasteilchen und Ionen und auch von Ionen untereinander
spielen vor allem in der inneren Koma des Kometen eine wichtige Rolle (beispielswei-
se bei der Formierung der magnetischen Kavita¨t), wogegen sie außerhalb von etwa 104
km nicht mehr wesentlich sind.
Staubige Plasmen sind ein modernes Gebiet der Weltraumplasmaphysik (z. B.
[Mendis & Rosenberg, 1994]). Die Staubteilchen haben großen Einfluß auf das Plas-
ma, da sie sich selbst laden ko¨nnen und so als große schwere Teilchen auch zum
Plasma geza¨hlt werden mu¨ssen.
Gas und Staub werden in den Simulationen vollkommen vernachla¨ssigt. Es
wird nur die reine Plasmakomponente betrachtet. Die Physik allein dieser Kompo-
nente zeigt viele interessante Effekte, eine Hinzunahme von Gas und Staub in der
inneren Koma wa¨re denkbar, wu¨rde aber die Simulationsrechnungen und die Analyse
der Ergebnisse erheblich komplizieren und nicht wesentlich vera¨ndern. Die ra¨umliche
Auflo¨sung der meisten Rechnungen, in denen vor allem Schweifstrukturen von Inter-
esse sind, ist ohnehin nicht gut genug, um Effekte in der inneren Koma zu simulieren.
1.2 Strukturen im Plasmaschweif
In diesem Abschnitt sollen Beobachtungen von Strukturen im Plasmaschweif und de-
ren Dynamik beschrieben werden. Die Vorbeiflu¨ge an Halley, Giacobini-Zinner und
Grigg-Skjellerup liefern immer nur eine Momentaufnahme des Plasmas, fu¨r die Er-
forschung großra¨umiger Bewegungen und Strukturbildungen sind diese Messungen
nicht geeignet.
Es gibt im wesentlichen zwei Methoden, von der Erde aus die Dynamik des Plas-
mas zu bestimmen. Zum einen kann man Strukturen in der Koma oder im Schweif ver-
folgen und daraus eine Geschwindigkeit ableiten. Die gefundene Bewegung ist dann
auch nur die der jeweiligen Struktur, was nicht zwingend mit der des Plasmas u¨ber-
einstimmt. Mit Hilfe von Dopplermessungen kann andererseits direkt die Geschwin-
digkeiten der Ionen bestimmt werden.
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Bei Kometen kommen zahlreiche Schweifstrukturen, wie z. B. Strahlen, Knicke
im Schweif, spiralfo¨rmige Wellen, Knoten und Schweifabrisse vor. Welche der Struk-
turen zu sehen sind, ha¨ngt von der Aktivita¨t und Eigenschaften des Kometen sowie
von den Bedingungen des Sonnenwindes ab. In Abbildung 1.7 ist der Staub- und Plas-
maschweif des Kometen Mrkos vom 25. August 1957 [Lu¨st, 1963] zu sehen. Deutlich
kann man einzelne Strahlen, Wellen und Dichteunregelma¨ßigkeiten im Schweif er-
kennen.
Strahlen
Strahlen treten bei allen helleren Kometen auf. Sie treten meistens in symmetrischen
Paaren mit Durchmessern von 103 bis 104 km auf und lassen sich von großen Ent-
fernungen bis hin zu kleinen Absta¨nden von einigen 103 km vom Kern beobachten
[Wurm, 1963]. Ihre La¨nge kann von 105 km bis zu in Einzelfa¨llen 107 km betragen
[Mendis et al., 1985]. Dem Alfve´nschen Modell der fortschreitenden Drapierung und
Streckung des Magnetfeldes folgend (Abbildung 1.1) repra¨sentieren die Strahlen ma-
gnetische Flußro¨hren, entlang denen kometare Ionen nach außen transportiert werden.
Ansa¨tze, das Auftreten von einzelnen, deutlich unterscheidbaren Strahlen zu erkla¨ren,
gehen immer auf eine periodische Erho¨hung der Ionisation in der inneren Koma oder
einen erho¨hten Verlust (u¨ber Rekombination) zuru¨ck. In einem thermodynamischen
Modell fu¨hrt Ip [1994] die schwankende Rekombination auf eine Modulation des
Wa¨rmetransportes durch Elektronen entlang der magnetischen Flußro¨hren in der in-
neren Koma zuru¨ck.
Spiralfo¨rmige Wellen
Spiralfo¨rmige Wellen, wie sie auch bei Komet Halley beobachtet wurden, werden
durch Plasmainstabilita¨ten seitlich des Schweifs erkla¨rt. Ershkovich et al. [1972], Ers-
hkovich [1980] und Ershkovich & Mendis [1983] beschreiben ein Modell, in dem
ein zylindrischer Plasmaschweif vom Sonnenwind durch eine tangentiale Diskonti-
nuita¨tsfla¨che getrennt ist. Diese Diskontinuita¨tsfla¨che unterliegt bei typischen kometa-
ren Bedingungen der Kelvin-Helmholtz-Instabilita¨t und verursacht die spiralfo¨rmigen
Wellen.
Schweifabrisse
Schweifabrisse za¨hlen zu den wohl spektakula¨rsten Pha¨nomenen. Sie werden durch
plo¨tzliche ¨Anderung der a¨ußeren Bedingungen, wie z. B. eine Richtungsa¨nderung
um 180  des Magnetfelds, erkla¨rt [Niedner & Brandt, 1979][Yi et al., 1996], wobei
auch magnetische Rekonnexion eine Rolle spielen kann. Solche Unregelma¨ßigkeiten
geho¨ren zu den Eigenschaften des Sonnenwinds (Abschnitt 1.1.1). Durch a¨hnliche Ef-
fekte werden auch Knicke und andere Unregelma¨ßigkeiten im Plasmaschweif erkla¨rt
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[Mendis et al., 1985].
1.2.1 Knoten, Dichteanhha¨ufungen
Im Gegensatz zu Schweifabrissen treten Knoten und Dichteanha¨ufungen im Schweif
oft regelma¨ßig und u¨ber la¨ngere Zeitra¨ume hinweg auf. Solche regelma¨ßige Kno-
ten ko¨nnen nicht mit plo¨tzlichen ¨Anderungen der a¨ußeren Bedingungen erkla¨rt wer-
den und verlangen einen Mechanismus, der unabha¨ngig von ¨Anderungen der a¨uße-
ren Bedingungen ist. Dichteunregelma¨ßigkeiten werden praktisch nur in der Na¨he der
Schweifachse beobachtet (siehe z. B. [Lu¨st, 1962]), seitliche Strahlen sind gerade ge-
streckt. Die Reibungskra¨fte, die die magnetischen Flußro¨hren (im Alfve´nschen Bild,
Abbildung 1.1) spannen, lassen auf der sonnenabgewandten Seite des Kometen nach
und die Flußro¨hren entspannen sich, wodurch die wellenartigen Strukturen und Kno-
ten entstehen. Besonders regelma¨ßige und deutliche Knoten wurden bei Komet Austin
beobachtet (siehe Abschnitt 2.2).
Unregelma¨ßige Dichtea¨nderungen oder vereinzelte Knoten im Schweif ko¨nnen
nicht nur das Resultat der ¨Anderung der a¨ußeren Bedingungen sein, sondern auch
durch Variationen der Produktionsrate hervorgerufen werden. Es ist bekannt, daß die
Sublimation hauptsa¨chlich an einigen
”
aktiven Zentren“ auf dem sonnenzugewandten
Teil der Oberfla¨che des Kometenkerns geschieht, die sich alleine durch dessen Rotati-
on sta¨ndig a¨ndern [Keller, 1990] [Gru¨n & Jeßberger, 1990]. Außerdem gibt es
”
Jets“,
spontane Masseaussto¨ße, die durch gro¨ßere, plo¨tzlich vom Kometenkern ablo¨sende
Masseklumpen erkla¨rt werden.
1.2.2 Dynamik von Schweifstrukturen
Beobachtungen von Schweifstrukturen wurden z. B. an den Kometen Morehou-
se [Lu¨st, 1967], Mrkos [Lu¨st, 1962, 1963], Halley [Celnik & Schmidt-Kaler, 1987]
und Swift-Tuttle [Jockers & Bonev, 1997] durchgefu¨hrt. Es wurden die verschieden-
sten Strukturen verfolgt, d. h. Dichteunregelma¨ßigkeiten aller Art. Anfa¨nglich haben
Strukturen Geschwindigkeiten von etwa 10 km s  1 bei Absta¨nden von einigen 105 km
vom Kometenkern. Sie werden mit 100 cm s  2 entlang des Schweifs auf Geschwin-
digkeiten von 100 km s  1 oder mehr beschleunigt (in Absta¨nden von einigen 107 km),
erreichen aber niemals die Geschwindigkeit des ungesto¨rten Sonnenwindes.
Doppler-Messungen wurden z. B. an Komet Levy 1990c durchgefu¨hrt
[Rauer & Jockers, 1993]. Es wurden Geschwindigkeiten von 10 bis 70 km s  1 in
Absta¨nden bis zu 106 km im Schweif gefunden. Diese Geschwindigkeiten stimmen
etwa mit der einzelner Strukturen u¨berein. Hellere Strukturen, also solche mit gro¨ße-
rer Masse, bewegen sich dabei langsamer als andere. Doppler-Messungen an Halley
zeigen Beschleunigungen von bis zu 300 cm s  2 [Scherb et al., 1990]. Die erhalte-
nen Werte sind hier teilweise viel ho¨her als die, die man aus der Verfolgung einzel-
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Abbildung 1.7: Komet Mrkos. Aufgenommen am 25. August 1957 (aus [Lu¨st, 1962]
[Lu¨st, 1963]). Deutlich sind Staubschweif und Plasmaschweif zu erkennen. Der Plas-
maschweif zeigt Strahlen und Wellenpha¨nomene. Der Pfeil am oberen Bildrand zeigt
auf eine Unregelma¨ßigkeit im Plasmaschweif, die in ihrer Entwicklung verfolgt wer-
den konnte.
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ner Strukturen erha¨lt [Celnik & Schmidt-Kaler, 1987]. Scherb et al. [1990] erkla¨rt die
Diskrepanzen damit, daß in seiner Betrachtung nur hellere, d. h. auch massereichere,
Strukturen verfolgt wurden, die sich langsamer bewegen, und so eine systematische
Abweichung zustande kommt.
Eine ganz genaue ¨Ubereinstimmung zwischen den Geschwindigkeiten aus
Dopplermessungen und aus der Verfolgung einzelner Strukturen konnte bisher auch
wegen der unzureichenden Genauigkeit beider Methoden noch nicht gefunden wer-
den. Im weiten Schweif eines Kometen wurden bisher noch keine Dopplermessungen
durchgefu¨hrt. Ob die Bewegung der Strukturen im Schweif durch die Bewegung des
Plasmas zustande kommt, ist noch nicht gekla¨rt. Es wa¨re auch mo¨glich, daß sich die
Strukturen mit einer anderen Geschwindigkeit als die einzelnen Ionen bewegen, z. B.
in Form einer Dichtewelle, die sich mit einer Gruppengeschwindigkeit unterschiedlich
von der Plasmageschwindigkeit fortpflanzt.
Ein sehr interessanter Fall eines Kometenplasmas wurde bei den Experimenten
mit ku¨nstlichen Kometen [Haerendel, 1987b] betrachtet. Auch hier wurden Knoten-
strukturen im Schweif beobachtet. Natu¨rlich sind die Bedingungen (zeitlich begrenzte
Quelle, geringere Gasmenge usw.) sehr verschieden, aber auch hier ergibt sich die
Frage nach einem Mechanismus, der die Strukturbildung unabha¨ngig von den a¨uße-
ren Bedingungen erkla¨rt.
1.3 Numerische Simulationen
In vielen Fa¨llen ko¨nnen Gleichungen, die die uns interessierenden Pha¨nomene der
Wechselwirkung des Kometen mit dem Sonnenwind beschreiben, nicht mehr analy-
tisch gelo¨st werden. Durch numerische Verfahren ko¨nnen Lo¨sungen gefunden werden.
Diese tragen die Eigenschaften des gewa¨hlten numerischen Verfahrens und stellen
immer nur Anna¨herungen an
”
richtige“ Lo¨sungen dar. Hinzu kommen Einschra¨nkun-
gen, wie die begrenzte Rechnerkapazita¨t und endliche Rechengeschwindigkeit, was
die ra¨umliche und zeitliche Auflo¨sung limitiert. Simulationsergebnisse stellen auch
”
nur“ Experimente dar und mu¨ssen sehr vorsichtig im Hinblick auf ku¨nstliche nume-
rische Effekte interpretiert werden.
Simulationsrechnungen sind aber oft das einzige Mittel, u¨berhaupt eine Vorstel-
lung u¨ber wichtige Eigenschaften eines Systems zu gewinnen. Vor allem im Bereich
der Dynamik im Kometenplasma ko¨nnen Simulationen wichtige Ansa¨tze u¨ber rele-
vante Effekte liefern, da die bisher durchgefu¨hrten in situ Beobachtungen nur eine
Momentaufnahme der Plasmaparameter darstellen.
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1.3.1 Simulation der Plasmaumgebung eines Kometen
Um die physikalischen Eigenschaften des Kometenplasmas zu beschreiben, ko¨nnen
die magnetohydrodynamischen Gleichungen herangezogen werden. Solche MHD-
Modelle wurden fu¨r eine und mehrere Ionensorten aufgestellt und numerisch in ein,
zwei und drei Dimensionen gelo¨st.
Ein-Ionen-MHD-Simulationen wurden z. B. von Biermann et al. [1967], Weg-
mann [1995], Gombosi et al. [1996] und Schmidt-Voigt [1987] durchgefu¨hrt. Die glo-
bale Wechselwirkung des Kometen mit dem Sonnenwind kann damit verstanden wer-
den. Auch Details wie die magnetische Kavita¨t ko¨nnen in sehr guter ¨Ubereinstimmung
mit den experimentellen Daten aus den Vorbeiflu¨gen simuliert werden. Strukturen im
Schweif sind im MHD-Bild vor allem durch zeitabha¨ngige Simulationen gefunden
worden. Wegmann [1995] fand Schweifabrisse bei einer ¨Anderung der Richtung des
Magnetfeldes um 180  . Schmidt-Voigt [1987] dagegen erhielt bei der Umpolung des
Magnetfeldes in seinen MHD-Simulationen Massenanha¨ufungen im Schweif.
Auch mit Zwei-Ionen-MHD-Modellen wurden 2D-Simulationen durchgefu¨hrt
[Sauer, 1988] und Strukturen bei schwachen Kometen (ohne Bildung einer Bugstoß-
welle) gefunden [Bogdanov et al., 1996]. Diese Strukturen sind die kollektive zy-
kloidale Bewegung der kometaren Ionen. Hier soll noch erwa¨hnt werden, daß die
Protonopause (analog zur Kometopause, Planetopause) erst bei den Zwei-Ionen-
Modellen als neuer Grenzu¨bergang simuliert werden konnte [Sauer et al., 1994]. In
einem Mehrionen-MHD-Modell in 2D wurden auch Strukturierungen gefunden, die
im wesentlichen durch die Einbeziehung von Druckanisotropien zustande kommen
[Raeder, 1990].
MHD-Modelle vernachla¨ssigen Teilcheneffekte vollkommen. Bei den soge-
nannten Hybrid-Simulationen werden einzelne Ionenbahnen simuliert, die Elektro-
nen als (meist masselose) Flu¨ssigkeit betrachtet. Solche Simulationen sind ebenfalls
fu¨r Kometen angewandt worden [Lipatov et al., 1997] und gehen auch in Einzelhei-
ten beim Pickup-Prozeß (vgl. Abschnitt 1.1.2). Natu¨rlich sind diese Methoden viel
rechenintensiver und im Moment hauptsa¨chlich fu¨r die globale Simulation der Mas-
senbeladung durch Kometen oder a¨hnliche Objekte interessant.




Der eigentliche Zweck der Beobachtung durch den Autor dieser Arbeit war die Be-
stimmung der Dynamik einzelner Schweifstrukturen bei gleichzeitiger Photometrie
mit dem Ziel der Dichtebestimmung der verfolgten Strukturen. Auf diese Weise soll-
ten Informationen u¨ber die im Schweif vorhandenen Kra¨fte und Beschleunigungen
gewonnen werden. Innerhalb der begrenzten Beobachtungszeit pro Nacht konnten je-
doch keine signifikanten ¨Anderungen auf den Aufnahmen festgestellt werden. Ande-
rerseits unterschieden sich die Strukturen von zwei aufeinander folgenden Na¨chten so
sehr, daß keine Gemeinsamkeiten identifiziert werden konnten und somit auch keine
Aussage u¨ber die Dynamik gemacht werden konnte. Die Beobachtungsdaten eignen
sich daher nicht zur Bestimmung der Dynamik von Schweifstrukturen. Anhand eini-
ger Aufnahmen lassen sich aber sehr gut die (CO   -) Dichten in einzelnen Strukturen
bestimmen.
2.1.1 Beobachtungsbedingungen und Instrumentierung
Im April und Mai 1997 wurde in Zusammenarbeit mit der Universita¨t Heraklion mit
dem 30-cm-Teleskop auf dem Skinakas/Kreta Komet Hale-Bopp beobachtet. Zu die-
ser Zeit stand der Komet nahe des Perihel. Mit seiner hohen Produktionsrate von
4  1030 s

1 liegt die Wechselwirkung des Kometen mit Sicherheit in dem Bereich,
wo sich eine Bugstoßwelle formiert (vgl. Abbildung 1.4). Es wurde in zwei Neu-
mondphasen, Anfang April und Anfang Mai, beobachtet. Die wichtigsten Kometen-
parameter sind am ersten und letzten Tag der Beobachtung (stellvertretend fu¨r die
beiden Neumondphasen) in Tabelle 2.1 angegeben. Der wesentliche Unterschied bei-
der Beobachtungszeitra¨ume ist der Winkel, unter dem der Plasmaschweif projiziert
von der Erde aus gesehen werden konnte. Der Projektionswinkel von ca. 45  (An-
fang April) la¨ßt eine recht gute Auflo¨sung von Schweifstrukturen zu. Anfang Mai war
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Tabelle 2.1: Parameter des Kometen Hale-Bopp (aus [Dello Russo et al., 1997],
[Mumma et al., 1997]) am ersten und letzten Tag der Beobachtung.
6. April 1997 5. Mai 1997
Abstand zur Sonne (AE) 0.92 1.10
Abstand zur Erde (AE) 1.40 1.84
Projektionswinkel des Schweifs 45.7  27.7 
Gasproduktionsrate (s  1)  4  1030
CO  H2O  0  04
mo¨gliche Beobachtungszeit pro Nacht 2 12 Stunden 1
1
2 Stunden
der Schweif nur noch unter ca. 30  zu sehen, was eine klare Erkennung von Struk-
turen zunehmend erschwerte; eine weitere Einschra¨nkung war die ku¨rzer werdende
mo¨gliche Beobachtungszeit innerhalb einer Nacht. Pro Nacht standen in der ersten
Phase etwa 2 12 Stunden Beobachtungszeit zur Verfu¨gung, jeweils direkt ab Einbruch
der Dunkelheit. Eine Beobachtung in den fru¨hen Morgenstunden war fu¨r eine knap-
pe Stunde prinzipiell mo¨glich, jedoch stand der Komet zu dieser Zeit ungu¨nstig u¨ber
der nicht ganz dunklen Stadt Heraklion, so daß eine Auflo¨sung von Schweifstrukturen
nicht mo¨glich war. In der zweiten Phase konnte der Komet nur noch etwa eine Stunde
pro Nacht beobachtet werden.
Durch schlechte Wetterbedingungen war es leider lediglich in fu¨nf Na¨chten
mo¨glich, den Kometen zu beobachten, am 6., 7., 10. April und 4., 5. Mai. Die Be-
dingungen am 6. und 7. April waren sehr gut, so daß in diesen beiden Na¨chten sehr
scho¨ne Aufnahmen gelungen sind.
Um bei der Beobachtung der Strukturen im Plasmaschweif einen guten Kon-
trast zu erzielen, wurde ein CO
 
-Filter mit einer zentralen Wellenla¨nge von 4273 A˚
und einer Breite von 76 A˚ benutzt. Eine CCD-Kamera der Firma Photometrics mit
1024  1024 Pixeln erreichte unter den vom Teleskop gegebenen optischen Eigen-
schaften sowie dem Abstand des Kometen eine Auflo¨sung von  5000 km pro Pixel
(senkrecht zum Sehstrahl,  7000 km in Schweifrichtung). Eine Belichtungszeit von
2 bis 4 Minuten erwies sich als sinnvoll; da der Komet ohne Nachfu¨hrung seiner Ei-
genbewegung beobachtet wurde, kamen la¨ngere Belichtungszeiten nicht in Frage.
Um die Dynamik von Strukturen messen zu ko¨nnen, wurden in einer Nacht
mo¨glichst viele Bilder des Kometenkerns und des Schweifs aufgenommen. Tabel-
le A.1 zeigt eine ¨Ubersicht u¨ber alle gelungenen Aufnahmen.
Abbildung 2.1 zeigt ein aus drei Bildern zusammengesetztes Mosaik des Ko-
meten Hale-Bopp am 7. April 1997. Deutlich sind einzelne Schweifstrahlen und wel-
lenartige Pha¨nomene zu sehen. Der vom Kometenkern nach rechts gekru¨mmte hellere
Teil ist der Ansatz des Staubschweifs. In diesem Bereich dringt neben dem CO
 
-
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Abbildung 2.1: Mosaik-CCD-Aufnahme des Plasmaschweifes von Komet Hale-Bopp,
gewonnen am 7. April 1997 vom Skinakas/Kreta mit einem 30-cm-Teleskop bei einer
Belichtungszeit von 4 Minuten. Benutzt wurde ein CO
 
-Filter. Diese falschfarbene
Darstellung zeigt zahlreiche Schweifstrukturen.
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Fluoreszenzlicht des Plasmas auch viel an Staubteilchen gestreutes weißes Sonnen-
licht durch das Filter. Die Helligkeiten in dieser Region ko¨nnen also nicht direkt mit
der (CO   -)Plasmadichte in Verbindung gebracht werden.
2.1.2 Bildverarbeitung
Die CCD-Aufnahmen wurden den u¨blichen Prozeduren wie Bias- und Flatfield-
Korrektur unterzogen. Außerdem wurden mit Hilfe von Methoden des ESO/MIDAS-
Programms defekte Pixelreihen der CCD-Kamera ihrer na¨chsten Umgebung angegli-
chen. Die vom Abstand des Beobachtungsobjektes zum Horizont abha¨ngende atmo-
spha¨rische Extinktion sowie die unterschiedlichen Belichtungszeiten wurden ebenfalls
korrigiert. Durch einen Vergleich der so erhaltenen Intensita¨ten auf den Aufnahmen
erha¨lt man einen Eindruck von der Qualita¨t der Beobachtung einer Nacht, d. h. stim-
men die Intensita¨ten auf verschiedenen Bildern einer Nacht u¨berein, haben sich die
Bedingungen innerhalb der Nacht nicht vera¨ndert. Am 7. April 97 wurde die beste
¨Ubereinstimmung der Intensita¨ten und gleichzeitig ho¨chste Intensita¨t des Kometen er-
zielt, es war also eine besonders klare und konstante Nacht. Aus diesem Grund wurden
fu¨r die nun folgende Bestimmung der Dichte im Schweif ausschließlich die Beobach-
tungsdaten vom 7. April herangezogen.
2.1.3 Bestimmung der CO  -Dichte von Schweifstrukturen
Eichung mit Hilfe von Standardsternen
Fu¨r die Eichung wurden nach der Beobachtung des Kometen zwei geeignete Stan-
dardsterne mit a¨hnlichem Horizontabstand wie Hale-Bopp fu¨r etwa zwei Stunden mit
gleicher Belichtungszeit und gleichen Teleskopparametern wiederholt aufgenommen.
Standardstern soll hier bedeuten, daß die pro Sekunde und Fla¨che emittierte Strahlung
des Sterns im Spektralbereich des CO
 
bekannt ist. Die auf den CCD-Aufnahmen
erhaltenen Intensita¨ten ko¨nnen so in einen Strahlungsfluß umgerechnet, also geeicht
werden. Es konnten außerdem zwei weitere geeignete Sterne auf den Kometenauf-
nahmen identifiziert werden [Vehrenberg, 1970], deren Helligkeiten und Spektralver-
teilung in Katalogen [Smithsonian Astrophysical Observatory, 1971] gefunden und so
fu¨r die Eichung der Helligkeiten herangezogen wurde. Man erha¨lt fu¨r jede Standard-
sternaufnahme ein Verha¨ltnis von Strahlungsfluß/CCD-Intensita¨t. Aus allen Aufnah-
men (einzelne Standardsterne und Sterne auf den Kometenaufnahmen) wurden die
Verha¨ltnisse gemittelt. Man erha¨lt einen Faktor, mit dem die CCD-Intensita¨ten des
Kometen in einen Strahlungsfluß umgerechnet werden ko¨nnen. Durch die umfangrei-
che Beobachtung von Standardsternen liegt die Eichung, also der Umrechnungsfaktor,
innerhalb eines statistischen Fehlers von 4%.
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CO
 
-Fla¨chendichte entlang der Sichtlinie
Zur Abscha¨tzung der CO
 
-Fla¨chendichte einzelner Schweifstrukturen soll ein ein-
faches Modell u¨ber den Fluoreszenzvorgang des Plasmas [A’Hearn & Festou, 1990]
verwendet werden. Dabei wird folgendes angenommen:
 die gewonnene Lichtintensita¨t stammt ausschließlich von CO
 
 die meisten Moleku¨le befinden sich im Grundzustand
 Resonanzfluoreszenz ist der dominierende Prozeß
Die erste Annahme ist durch die geringe Wellenla¨ngenbreite des Filters gewa¨hrleistet
(siehe Abschnitt 2.1.1), d. h. Licht von anderen Linien, die in den Bereich des Fil-
ters fallen, ist vernachla¨ssigbar. Außerdem wurden fu¨r die Berechnugen von (Raum-
) Dichten nur Strukturen in gro¨ßerer Entfernung vom Kometenkern analysiert, um
Streulicht von Staub weitgehend ausschließen zu ko¨nnen. Die zweite Annahme trifft
außerhalb einer Entfernung von 104 km um den Kometenkern zu [Crovisier, 1985],
die dritte Annahme gilt fu¨r CO
 
, da dessen Termschema hauptsa¨chlich erlaubte Elek-
tronenu¨berga¨nge im sichtbaren Licht enthalten [Magnani & A’Hearn, 1986]. Hierzu
wurden auch weitere Rechnungen durchgefu¨hrt, die die dritte Annahme rechtfertigen
[Arpigny, 1964] [Wyckoff & Wehinger, 1976] [Krishna Swamy, 1979]. Die resultie-




Hier sind F die Energie pro Fla¨che und Zeit, N die Moleku¨lanzahl, g der g-Faktor oder
Fluoreszenzemissionsrate pro Moleku¨l des betrachteten Moleku¨lu¨bergangs, ∆ der Ab-
stand vom Beobachter und r der Abstand von der Sonne in AE (hier als dimensionslose
Gro¨ße aufgefaßt).
Die Fluoreszenzeigenschaften des CO
 
-Moleku¨ls sind bekannt. Fu¨r den g-
Faktor der fu¨r das Filter wesentlichen Linien wird ein Wert von 1  6  10  14 erg s  1 ver-
wendet (siehe dazu [Magnani & A’Hearn, 1986]). Dieser Wert ist gu¨ltig, solange die
Anregung der CO
 
-Moleku¨le viel schneller geht als die Lebensdauer der Moleku¨le ist,
d. h. es mu¨ssen genu¨gend Photonen vorhanden sein. Dies ist in einer Entfernung von
etwa 1 AE von der Sonne der Fall [Magnani & A’Hearn, 1986] und trifft auch fu¨r den
Kometen Hale-Bopp zur Zeit der Beobachtungen zu (Abstand 1.4 AE). Die auf den
Kometenaufnahmen geeichte Intensita¨t kann so direkt in Teilchen pro Fla¨che (Sicht-
linie) umgerechnet werden. Die erhaltenen CO   -Fla¨chendichten sind auf der Skala in
Abbildung 2.2 gezeigt. Diese CO
 
-Fla¨chendichten gelten nicht fu¨r den na¨chsten Be-
reich um den Kometenkern; die Vergro¨ßerung zeigt daher die Eichung eines Bereichs,
der außerhalb des durch Streulicht von Staub beeinflußten Gebietes liegt.
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Abbildung 2.2: Komet Hale-Bopp vom 7. April 1997 und Vergro¨ßerung. Die Hellig-
keit ist auf CO
 
-Fla¨chendichte (Dichte entlang der Sichtlinie) geeicht. Die Eichung
ist nur fu¨r Regionen in weiterer Entfernung vom Kometenkern genau (siehe Text).
CO
 
-Dichte in einzelnen Schweifstrukturen
Unter den Annahmen von Rotationssymmetrie einer Schweifstruktur kann die CO
 
-
Fla¨chendichte entlang der Sichtlinie in eine ra¨umliche CO
 
-Dichte umgerechnet wer-
den. Hierzu mu¨ssen natu¨rlich geeignete Strukturen gewa¨hlt werden, d. h. solche, die
ihrem Aussehen nach die Annahme rechtfertigen. Um nicht allzu stark verrauschte
Profile integrieren zu mu¨ssen, wurden jeweils mehrere Profile entlang der jeweiligen
Struktur gemittelt, und dann die Umrechnung begonnen. In Abbildung 2.4 ist eine
Struktur gezeigt, deren CO
 
-Dichte bestimmt wurde. Dabei wurden mehrere Profile
(quer zur Struktur) innerhalb des Parallelogramms gemittelt. Das Resultat dieser Mit-
telung ist im oberen Teil der Abbildung 2.5 zu sehen. Das weitere Vorgehen ist in
Abbildung 2.3 schematisch dargestellt und beinhaltet folgende Schritte:
1. Der Untergrund wird bestimmt und vom Profil abgezogen. Dabei werden Hin-
tergrundsterne, die einen Beitrag zur Intensita¨t liefern, herausgenommen.
2. Das CO
 
-Fla¨chendichteprofil wird integriert und die erhaltene Teilchenzahl mal
Strukturla¨nge und -breite gleichma¨ßig auf eine zylindrische Struktur derselben
La¨nge und Breite verteilt, und man erha¨lt eine mittlere CO
 
-Dichte der Struktur.
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Abbildung 2.3: Die Dichte entlang der Sichtlinie wird integriert und gleichma¨ßig auf
einen Zylinder verteilt, der um einen Winkel β (hier 42  ) entsprechend der Lage des
Schweifs geneigt ist. Der Durchmesser des Zylinders kann aus dem Profil abgelesen
werden.
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Abbildung 2.4: Vergro¨ßerung einer Schweifstruktur in einer Entfernung von 5  106 km




-Dichte bestimmt wurden. In-
nerhalb des Parallelogramms wurden mehrere Dichteprofile quer zur Struktur gemit-
telt.
Die Breite, das ist der Durchmesser der Struktur, muß aus dem Profil abgelesen
werden.
3. Eine etwas ausfu¨hrlichere Methode: Aus einer angepaßten Gaußkurve wird die
Mitte des CO
 
-Fla¨chendichteprofils bestimmt. Damit kann fu¨r verschiedene
mo¨gliche Radien ein Raumdichteprofil der betrachteten Struktur berechnet wer-
den.
In Abbildung 2.5 ist der Abzug des Untergrundes und die Anpassung einer
Gaußkurve anhand der betrachteten Struktur dargestellt. Der Radius der betrachteten
Struktur ist nicht eindeutig festgelegt und liegt in diesem Beispiel in einem Bereich
von etwa 7  104 km bis 1  2  105 km. Es gibt ohnehin keine scharf definierte Begren-
zung der Struktur, wie das Dichteprofil zeigt. Man kann aber aus einer angepaßten
Gaußkurve eine Mitte der Struktur bestimmen und das CO
 
-Fla¨chendichteprofil bei
verschiedenen Radien in ein Raumdichteprofil umwandeln. Das Ergebnis zeigt dann,
wie sehr sich die unterschiedliche Wahl des Radius auf die erhaltenen Dichten aus-
wirkt. Der Bereich, in dem sich der Radius bewegen kann, ist begrenzt. Abbildung 2.6
zeigt die gewonnenen CO
 
-Dichteprofile bei verschiedenen mo¨glichen Radien. Man
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Abbildung 2.5: CO
 
-Dichteprofil einer Schweifstruktur. Nach dem Abzug des Un-





-Dichte umgerechnet werden. Mit
”
position“ ist der Abstand senkrecht
zur Sichtlinie und der Symmetrieachse der Struktur gemeint. Der Nullpunkt ist hier
willku¨rlich gewa¨hlt.
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Abbildung 2.6: Errechnetes CO
 
-Dichteprofil der betrachteten Struktur bei verschie-
denen Radien. Die erhaltenen Dichten im Zentrum einer Struktur liegen eng beiein-
ander. Die auf der x-Achse aufgetragene
”
structure position“ bedeutet der radiale Ab-
stand von der Symmetrieachse der Struktur.
erkennt, daß die Wahl des Radius durch die Form des Profils weit genug eingeschra¨nkt
ist, so daß die maximale Dichte in der Struktur in einem engen Bereich liegt.
Die berechneten CO
 
-Dichten liegen fu¨r Entfernungen von 5  106 bis 10  106 km
vom Kometenkern bei 0.2 bis 2 Moleku¨len (CO   ). Das CO/H2O-Verha¨ltnis ist zu
 0  04 bestimmt worden [Mumma et al., 1997] und soll hier mit dem CO   /H2O
 
-
Verha¨ltnis gleichgesetzt werden. Da H2O
 
im Plasmaschweif mit Abstand das ha¨ufig-
ste Moleku¨lion ist, ko¨nnen alle CO
 
-Dichten direkt durch Division mit dem oben
genannten Faktor in Plasmadichten umgerechnet werden. Diese betragen bis zu etwa
50 Moleku¨len pro cm3 in einer Entfernung von 5  106 km vom Kometenkern. Dies
liegt in einem vernu¨nftigen Bereich (z. B. [A’Hearn & Festou, 1990]).
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-Dichten haben auch einen Fehler. Fu¨r die Stan-
dardsternaufnahmen wurde ein statistischer Fehler von 4% errechnet. Dieser Fehler
u¨bertra¨gt sich auf die oben berechneten Werte. Zweifellos ist auch ein Fehler bei dem
Vergleich der Intensita¨ten der Standardsterne mit denen des Kometen zu erwarten, da
diese Aufnahmen zeitlich nach denen des Kometen durchgefu¨hrt wurden und sich so
die Beobachtungsbedingungen vera¨ndert haben ko¨nnten. Durch die Hinzunahme von
Sternen auf den Kometenaufnahmen selbst konnte aber abgescha¨tzt werden, daß eine
solche systematische Abweichung sehr klein ist.
In Abschnitt 2.3 werden die hier bestimmten CO
 
-Fla¨chendichten fu¨r die Be-
rechnung von Produktionsraten verwendet. Ein Vergleich der Dichten mit Literatur-
werten kann hier aus Mangel an bisher vero¨ffentlichten Daten nicht geschehen.
2.2 Komet Austin
Die Beobachtungen des Kometen Austin und die Datenauswertung wurden von Hae-
rendel, Ho¨fner, Lieb und Rieger 1990 am MPE durchgefu¨hrt [Haerendel et al., 1990]
[Bauer et al., 1991]. Einige dieser Ergebnisse sollen hier dargestellt werden, da beson-
ders gut einzelne Schweifstrukturen gesehen und verfolgt werden konnten und auch
ein Vergleich mit den Simulationsergebnissen (Kapitel 4) mo¨glich ist.
2.2.1 Beobachtungsbedingungen
Komet Austin wurde im Mai 1990 ebenfalls vom Skinakas/Kreta aus beobachtet. Die
wichtigsten Parameter sind in Tabelle 2.2 dargestellt. Wegen seines geringen Staub-
gehalts eignete sich der Komet besonders gut fu¨r die Beobachtung von Feinheiten im
Plasmaschweif, und so konnten sehr nah am Kern Strukturen beobachtet und deren
Dynamik untersucht werden. Gu¨nstig auf die Beobachtungen wirkte sich auch der na-
he am Ideal (fu¨r diese Art von Beobachtung) liegende Projektionswinkel des Schweifs
von 72  aus.
Als Beispiel zeigt Abbildung 2.7 den Kometen Austin am 3. Mai 1990. Es sind
in regelma¨ßigen Absta¨nden Knoten im Schweif zu sehen. Aus den Beobachtungsda-
ten von drei Na¨chten sind die Geschwindigkeiten einzelner Knoten als Funktion vom
Abstand vom Kometenkern bestimmt worden. Daraus konnte auch die Periode der
Knotenentstehung nahe am Kometenkern abgescha¨tzt werden.
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Tabelle 2.2: Parameter des Kometen Austin Anfang Mai 1990 (aus [Pereisec, 1990],
[Schleicher et al., 1990] und [Sahnow et al., 1997]).
Abstand zur Sonne (AE) 0.8
Abstand zur Erde (AE) 0.5
Projektionswinkel des Schweifs 72 
Gasproduktionsrate (s  1) 8  1028
CO  H2O 0.002
2.2.2 Ergebnisse
Bewegung der Strukturen
Die Dynamik der Knoten am Beispiel vom 3. Mai 1990 wird auf Abbildung 2.8 ver-
anschaulicht. Knoten in gro¨ßerem Abstand vom Kern zeigen ho¨here Geschwindigkeit.
Teilweise ist eine Beschleunigung auch anhand der Bewegung eines Knotens zu er-
kennen. Die Knoten starten in einem Abstand von 105 km vom Kern mit einer Ge-
schwindigkeit von etwa 10 km s

1 und werden bis zu einer Entfernung von mehr als
106 km auf etwa 120 km s  1 beschleunigt.
In Abbildung 2.9 sind alle beobachteten Strukturen zusammengefaßt. Es ist dort
die Geschwindigkeit gegen den Ort aufgetragen. Nimmt man u¨ber den gesamten be-
obachteten Bereich konstante Beschleunigung an, kommt man auf eine mittlere Be-
schleunigung von 1,18 m s  2. Diese ermittelten Geschwindigkeiten und Beschleuni-
gungen stimmen mit denen aus Beobachtungen von anderen Kometen u¨berein (z. B.
[Lu¨st, 1967], siehe Abschnitt 1.2.2).
Entstehungsperiode der Knoten
Aus der Bewegung jedes Knotens im Schweif kann mit Hilfe der ermittelten mittleren
Beschleunigung der jeweilige
”
Startzeitpunkt“ berechnet werden. Die Zeitdifferenzen
der
”
Startzeiten“ von jeweils zwei aufeinanderfolgende Knoten sind in der Tabelle 2.3
aufgelistet. Es wurden dabei nur Knoten vom Hauptstrahl des Schweifs verwendet.
Die Perioden liegen fast alle in der gleichen Gro¨ßenordnung. Besonders die Zei-
ten aus den Beobachtungen am 3. Mai stimmen sehr gut miteinander u¨berein. Hier
konnten auch die deutlichsten Knoten ausgemacht werden. Die lange Periode von ca.
8000 s kann damit erkla¨rt werden, daß eine Struktur nicht beobachtbar war, da sie
mo¨glicherweise zu schwach war oder aus anderen Gru¨nden nicht als solche identi-
fiziert werden konnte. Die mittlere Zeit, die zwischen der Entstehung zweier Knoten
verstreicht, betra¨gt grob 4000 s. Diese Zahl fu¨r eine Entstehungsperiode kann natu¨rlich
nur eine Abscha¨tzung sein. Im Zusammenhang mit den Simulationen wird darauf noch
einmal eingegangen (Abschnitt 5.5).
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Abbildung 2.7: Aufnahmen des Kometen Austin am 3. Mai 1990
[Haerendel et al., 1990]. Die rechte Aufnahme stellt die Verla¨ngerung der lin-
ken dar. In regelma¨ßigen Absta¨nden sind Knoten im Schweif zu erkennen.
2.3 Berechnung von Produktionsraten
Kennt man die Dichte und die Plasmageschwindigkeit im Schweif, so kann man den




Dabei ist x die Richtung senkrecht zum Schweif, vB die mittlere Plasmageschwin-
digkeit im Schweif und N die Dichte entlang der Sichtlinie (Fla¨chendichte). Hier
kann fu¨r N die Integration eines geeichten Profils quer u¨ber den gesamten Schweif
verwendet werden. Hierbei wurden im Fall von Hale-Bopp Sterne, die einen we-
sentlichen Beitrag zur Dichte liefern, herausgenommen. Der Fluß entha¨lt dann nur
den beobachteten Anteil der Ionen. Ein Vergleich mit der Produktionsrate von CO
 
kann Aufschluß daru¨ber geben, welcher Bruchteil des Plasmas im Schweif kon-
zentriert und so den Beobachtungen zuga¨nglich ist. Die Produktionsrate von CO
 
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Abbildung 2.8: Verfolgte Strukturen bei Komet Austin am 3. Mai 1990, dargestellt
sind Zeit und Ort [Haerendel et al., 1990]. Man kann den Trend erkennen, daß die
Strukturen in gro¨ßeren Absta¨nden vom Kometenkern ho¨here Geschwindigkeiten ha-
ben.
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Abbildung 2.9: Die Geschwindigkeiten aller verfolgten Strukturen sind hier ge-
genu¨ber dem Abstand vom Kometenkern aufgetragen. Ein Fit mit Annahme kon-
stanter Beschleunigung ergibt eine durchschnittliche Beschleunigung von 1,18 m s  2
[Haerendel et al., 1990].
kann aus den Produktionsraten der wichtigsten neutralen Muttermoleku¨len CO2 und
H2O abgescha¨tzt werden. Dabei mu¨ssen alle Bildungs- und Zerfallprozesse von CO
 
beru¨cksichtigt werden. Bei CO
 





in einem so großen Maße durch z. B. Photodissoziation zersto¨rt wird wie H2O
 
[Mendis et al., 1985] [Marconi & Mendis, 1984]. Im Gegensatz zu einem verfeinerten
Modell [Bonev & Jockers, 1994], das H2O
 
im Plasmaschweif betrachtet, soll hier fu¨r
CO
 
angenommen werden, daß ein einmal vorhandenes CO
 
-Moleku¨lion nicht mehr
zersto¨rt wird. Beim Vergleich des berechneten Flusses mit der theoretischen Produkti-
onsrate wird vorausgesetzt, daß der Fluß außerhalb der Quellregion der Ionen ermittelt
wurde, d. h. man befindet sich in einer Entfernung vom Kometenkern, wo der gro¨ßte
Teil der neutralen Teilchen ionisiert wurde. Bei einer Geschwindigkeit der neutralen
Teilchen von vej 	 1 m s  1 und einer Ionisationsrate von ξ 	 1  10  6 s  1 folgt dafu¨r
eine Entfernung von etwa 106 km.
Derartige Bestimmungen der Produktionsrate wurden an Hand von H2O
 
z. B.
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Tabelle 2.3: Berechnete Differenzen der Entstehungszeitpunkte jeweils zwei benach-
barter Knoten τ im Schweif von Komet Austin. Es wurden nur Knoten beru¨cksichtigt,
die im zentralen Schweif beobachtet wurden [Haerendel et al., 1990].
date τ
1. Mai 1900 s
4824 s
2. Mai 14799 s
8477 s
3600 s





von Rauer & Jockers [1993] durchgefu¨hrt. McComas et al. [1987] scha¨tzte aufgrund
der in situ Beobachtungen von Komet Giacobini-Zinner die im Schweif konzentrierte
Plasmamenge auf nur etwa 1% des Gesamtplasmas. Aus den Rechnungen von Rauer
& Jockers [1993] anhand der Beobachtungen von H2O
 
folgen aber ho¨here Werte,
und zwar: 18% fu¨r Komet Levy, 17% fu¨r Komet Halley und 5% fu¨r Komet Tempel 2.
Bonev & Jockers [1994] haben fu¨r Komet Austin einen Wert von 7% bestimmt.
Komet Hale-Bopp
Fu¨r Hale-Bopp erha¨lt man in einer Entfernung von 7  106 km fu¨r ﬀ N dx 	 4  1021 cm  1
(integrierte Dichte entlang der Sichtlinie, aus unseren Beobachtungen, vgl. Abbildung
2.2), vB 	 70 km s  1 (ein wahrscheinlicher Wert, extrapoliert man den Beobachtungen
von Brown et al. [1998]) einen Fluß von F 	 2  8  1028 s  1. Dies sind 14% der
von Mumma et al. [1997] angegebenen CO-Produktionsrate von 2  1029 s  1. Der im
Plasmaschweif konzentrierte Ionenanteil (wenn man von CO   auf die gesamten Ionen
schließt) liegt im Bereich dessen, was bei anderen Kometen errechnet wurde (siehe
oben).
Komet Austin
Bei Komet Austin kann eine a¨hnliche Abscha¨tzung durchgefu¨hrt werden: In einer Ent-
fernung von 7  105 km betra¨gt die Geschwindigkeit der Strukturen etwa 40 km s  1 ﬁ .
ﬂ
Die Strukturgeschwindigkeit ist nicht notwendigerweise gleich der Plasmageschwindigkeit. In die-
ser Abscha¨tzung soll dies jedoch vernachla¨ssigt werden.
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extrapoliert man den Verlauf, der von Bonev & Jockers [1994] bestimmt wurde,
und man erha¨lt einen Fluß von F 	 4  1026 s  1. Mit Q(H2O
  )/Q(H2O) 	 4  3%
[Bonev & Jockers, 1994] und Q(H2O) 	 8  1028 s  1 [Schleicher et al., 1990] folgt ein
Anteil der Ionen im Schweif von 11%, was im Rahmen der Genauigkeit eine gute
¨Ubereinstimmung mit anderen Messungen darstellt (siehe oben).




Um die Dynamik im Schweif eines Kometen, dessen Plasmaumgebung sich in dem
Parameterbereich der Bildung einer Bugstoßwelle befindet (Abschnitt 1.1.3, Abbil-
dung 1.4), zu charakterisieren und die physikalischen Vorga¨nge bei der Bildung von
Schweifstrukturen zu analysieren, haben wir numerische Simulationen durchgefu¨hrt.
Wir verwenden ein Zwei-Ionen-MHD-Modell, entwickelt von Sauer et al. [1994]. Im
Rahmen dieser Arbeit wurde in Zusammenarbeit mit Alexander Bogdanov (Max-
Planck-Institut fu¨r extraterrestrische Physik) ein bestehender numerischer 2D-Code
auf 3D erweitert, getestet und die globale Wechselwirkung des Sonnenwindes mit ei-
nem Kometen simuliert.
3.1.1 Die Modellgleichungen
Das Modell besteht aus den MHD-Gleichungen fu¨r zwei Ionensorten und Elektronen:
Protonen, stellvertretend fu¨r den Sonnenwind und schwere Ionen, die dem Kome-
ten durch Ionisation der neutralen Teilchen in der Koma entstammen. Die Elektronen
werden als masseloser neutralisierender Hintergrund betrachtet. Dabei ist die grundle-
gende Idee, die Ein-Ionen-MHD um eine weitere Ionenkomponente zu erweitern und
so zwei Ionensorten zu betrachten, die sich mit unterschiedlichen Geschwindigkeiten
bewegen ko¨nnen, aber auch miteinander in Wechselwirkung stehen.
In der unmittelbaren Umgebung um den Kometenkern spielen Sto¨ße der Ionen
untereinander und mit dem neutralen Gas eine wesentliche Rolle. In die Impulsglei-
chungen ist daher noch ein Term R eingefu¨gt, der diese Sto¨ße beru¨cksichtigt. Dabei
ist schon beru¨cksichtigt worden, daß Sto¨ße mit einer neutralen Komponente deutlich
u¨berwiegen und solche unter den Ionen dagegen vernachla¨ssigt werden ko¨nnen. Die
Gleichungen lauten dann wie folgt (α 	 p ﬃ h):
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B 	 0 (3.9)
Die Indizes p und h stehen fu¨r Protonen und schwere Ionen (h bedeutet heavy); n
steht fu¨r eine neutrale Komponente. ε ist die mittlere Energie, die ein Elektron bei der
Ionisation erha¨lt (fu¨r die Protonen und schweren Ionen ist dieser Term bereits 	 0
gesetzt).







Fu¨r die Protonen gilt im einfachsten Fall: Sp 	 0. In den Quellterm Sh geht die Pro-
duktionsrate des Kometen Qh, die Ionisationsrate ξh, der Abstand vom Kometenkern r
und die Geschwindigkeit vej der neutralen Teilchen (ejection velocity) ein. Da vej 2 vh
kann in Gleichung (3.4) eine Impulsbeladung durch den Pickup neuer schwerer Ionen
vernachla¨ssigt werden. In die Impulsbilanz der Protonen (3.3) (und umgekehrt die der
schweren Ionen (3.4)) geht die Wechselwirkung zwischen den beiden Ionensorten nur
u¨ber E und B ein. Im Falle des elektrischen Feldes wird dies nach der Reduzierung
der Gleichungen weiter unten deutlich: Die Dichte der schweren Ionen tritt nach dem
Ersetzen von E explizit in der Impulsbilanz der Protonen auf (und auch umgekehrt,
siehe unten).
















in amu. α0 ist die neutrale Polarisierbarkeit in Einheiten von 10  24 cm3.
Bei Sto¨ßen zwischen Ionen und neutralen Teilchen handelt es sich in der Koma eines
Kometen um eine Wechselwirkung, die durch eine Anziehung aufgrund eines beim
Neutralteilchen seitens des Ions induzierten Dipols zustande kommt. Daher geht die
neutrale Polarisierbarkeit in die Gleichung mit ein. Die reduzierte Masse tritt hier
auf, da es sich um elastische Sto¨ße zwischen zwei freien Teilchen handelt. Fu¨r α0
verwenden wir wie Mendis et al. [1985] und Banks & Kockarts [1973] einen Wert
von 4.
Das Verha¨ltnis von Reibungskraft (Sto¨ße) zur (Tra¨gheits-) Kraft aus der Mas-
senbeladung lautet [Haerendel, 1986]:




3  1029 s

1 (3.12)
r wird dabei in km, Qh in s  1 eingesetzt. Fu¨r Komet Giacobini-Zinner (Qh 	
2  1028 s  1) ist g außerhalb von r  7000 km kleiner als 0.1, fu¨r Halley (Qh 	
7  1029 s  1) kleiner als 0.7. Der Stoßterm spielt hier daher nur innerhalb einiger
1000 km Entfernung vom Kometenkern eine Rolle. In den meisten Simulationen
konnte die Auflo¨sung nicht hoch genug gewa¨hlt werden (siehe Abschnitt 4.1), um
Auswirkungen des Stoßterms zu sehen. Daher wurden diese in den meisten Fa¨llen
nicht beru¨cksichtigt.
Bei allen durchgefu¨hrten Simulationen wurde von kalten Ionen ausgegangen,
d. h. Pα 	 0; die Druckterme sind hier nur der Vollsta¨ndigkeit halber mit aufgefu¨hrt
und stellen eine mo¨gliche Erweiterung dar.
Zusa¨tzliche Annahmen
Um das System zu schließen, werden zusa¨tzlich folgende Annahmen gemacht:
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Tabelle 3.1: Simulationsvariablen und Parameter des 3D-Zwei-Ionen-MHD-Modells.
Variablen:
np Protonendichte
nh Dichte der schweren Ionen
vp Geschwindigkeit der Protonen
vh Geschwindigkeit der schweren Ionen
Pp Protonendruck
Ph Druck der schweren Ionen




Qh Produktionsrate der schweren Ionen
ξh Ionisationsrate
vej Geschwindigkeit der neutralen Teilchen
mp 4 h 4 n Masse der betrachteten beiden Ionensorten und ggf. einer neutralen
Komponente
Zh Ionisationsgrad der schweren Ionen
ε mittlere Ionisationsenergie der Elektronen
ναn evtl. Ausdruck fu¨r die Stoßfrequenz
Masselose Elektronen:







Pe 	 0 (3.13)
Quasineutralita¨t:
ne 	 Zhnh  np (3.14)
Die Gleichungen (3.1) bis (3.14) stellen das vollsta¨ndige System der Zwei-
Ionen-MHD-Gleichungen dar. Diese ko¨nnen noch weiter reduziert werden, wie im
na¨chsten Abschnitt erla¨utert wird. Tabelle 3.1 zeigt eine Zusammenstellung der Simu-
lationsvariablen und Parameter, wie sie sich aus diesem Modell ergeben.
Im na¨chsten Abschnitt wird das System der Gleichungen reduziert und normiert.
Die Stoßterme spielen bei diesem Vorgang keine entscheidende Rolle und werden im
folgenden weggelassen, um nicht zu lange Ausdru¨cke zu erhalten. Sie ko¨nnen ohne
weiteres in normierter Form wieder in die Endgleichungen eingefu¨gt werden.
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3.1.2 Reduzierung und Normierung der Gleichungen
Elektrisches Feld
Mit Hilfe der Annahme von masselosen Elektronen (3.13) bekommt man fu¨r das elek-










Aus der Definition der Stromdichte
j 	
 ene ve  enp vp  eZhnh vh 	 c4pi  
B (3.16)
kann man ve durch die Gro¨ßen der Ionen vα, nα und B ausdru¨cken:
ve 	











Dies kann in (3.15) eingesetzt werden.
Faradaysches Gesetz
Beim Einsetzen von (3.15) und (3.17) in das Faradaysche Gesetz (3.5) werden einige
Vereinfachungen gemacht:

























9,:ve  B - (3.18)
Hier wird der erste Term vernachla¨ssigt. Dies kann nicht auf Anhieb begru¨ndet wer-
den; der Beitrag dieses Terms kann aber aus den Simulationsergebnissen nachtra¨glich
berechnet werden. Es zeigt sich, daß der Term nur dort, wo die Plasmadichte sehr ge-
ring ist, eine Rolle spielt. Die Vernachla¨ssigung ist somit gerechtfertigt. Weiter erha¨lt



















Der zweite Term stellt den Hall-Term dar. Er beschreibt Wellen, die im ho-
hen Frequenzbereich dominieren (u. a. sogenannte
”
Whistler“-Wellen, siehe z. B.
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[Woods, 1987]). Solche hohen Frequenzen werden aber bei der gewa¨hlten numeri-
schen zeitlichen Auflo¨sung ohnehin ausgeschlossen (siehe Abschnitt 3.2.2), so daß





















Nach dem Einsetzen von (3.15) und (3.17) in die dynamischen Gleichungen (3.3) und
(3.4) bekommt man:
∂t  np vp ".
























































vh  B 
enp
c
vp  B =
Mit der Vektoridentita¨t ,






 12  B
2 und ne 	 np  nh ergibt
sich:
∂t  np vp ".


























nh  *vp 
Gvh "  BHI
Eine entsprechende Gleichung erha¨lt man fu¨r die schweren Ionen. Das geschlossene
reduzierte System von 14 bzw. 12 Gleichungen fu¨r die gleiche Anzahl von Variablen
(Tabelle 3.3) ist durch die Gleichungen (3.1) (eine Komponente), (3.2) (eine Kompo-
nente), (3.21) (drei Komponenten) und eine entsprechende Gleichung fu¨r die ande-
re Ionensorte (drei Komponenten) sowie (3.19) (drei Komponenten) und (3.6) (eine
Komponente) plus zwei weitere Gleichungen fu¨r die Ionendru¨cke (jeweils eine Kom-
ponente) gegeben.
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Tabelle 3.2: Normierungsgro¨ßen der Modellgleichungen. Die Variablen werden auf
Gro¨ßen im ungesto¨rten Sonnenwind normiert (Index J ).
Gro¨ße wird normiert auf




Zeit Ω  1cp 4  inverse Protonengyrokreisfrequenz
Masse mp Protonenmasse
Druck Pe 4  Elektronendruck
Magnetfeldsta¨rke B  Magnetfeldsta¨rke
La¨nge Lskin 4 9	 vA K Ωcp K  Protonentra¨gheitsla¨nge
Dichte np 4  Protonendichte
Die Endgleichungen
Die Variablen werden auf die in Tabelle 3.2 angegebenen Normierungsgro¨ßen nor-
miert. Mit den Bezeichnungen
α 	 p ﬃ h











βe 4  	 Pe 4 PB 4 
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Te 4  	
Pe 4 
ne 4  kB
	
Pe 4 














kann man das reduzierte und normierte Gleichungssystem sehr kompakt schreiben




! nα vα " 	 qα (3.23)
∂tPe 

! Pe ve ".  γe 
 1 " Pe  





∂t  nα vα "N

M6 nα vα vα 
1
µα















nα  Rvα 









In Tabelle 3.3 sind alle 12 Simulationsvariablen des reduzierten und normierten
Systems dargestellt (die Vektoren zerfallen dabei in jeweils drei Variablen).
3.1.3 Die einzelnen Kraftterme
Neben des Tra¨gheitsterms kommen in der normierten Impulsbilanzgleichung (3.25)
Kraftterme vor, die folgendermaßen bezeichnet werden (α 	 p ﬃ h; α 	 h ﬃ p):

















Tvα "  B




 βe 4  Pe "




 βα 4  Pα "
(3.27)
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Tabelle 3.3: Liste der Simulationsvariablen und Parameter nach der Reduzierung und
Normierung (Der Index J steht wieder fu¨r Gro¨ßen im ungesto¨rten Sonnenwind).
Variablen:
np Protonendichte
nh Dichte der schweren Ionen
Pe Temperatur der Elektronen
vp Geschwindigkeit der Protonen
vh Geschwindigkeit der schweren Ionen
B Magnetfeld
Parameter:
np 4  Protonendichte
MA 4  Alfve´nmachzahl
Qh Produktionsrate der schweren Ionen
ξh Ionisationsrate
vej Geschwindigkeit der neutralen Teilchen
Zh Ionisationsgrad der schweren Ionen
mp 4 h 4 n Masse der betrachteten beiden Ionensorten und ggf. einer neutralen
Komponente
ε mittlere Ionisationsenergie der Elektronen
B  Magnetfeldsta¨rke im ungesto¨rten Sonnenwind
βe 4  Plasma-β im ungesto¨rten Sonnenwind





magnetischer Zug“ verwenden. FB 4 α soll als die Kraft aus dem magneti-

























und wird im folgenden als die Kraft aus dem magnetischen Zug bezeichnet.
Die Kraft aus dem elektrischen Feld ist in diesen Termen enthalten: Durch die
Ersetzung von E in den Impulsgleichungen (3.3) und (3.4) taucht das elektrische Feld
nicht mehr explizit auf, sondern ist im reduzierten und normierten Gleichungssystem
durch die Terme Fe 4 α und einen Teil aus Fv 4 α vertreten.
Fv 4 α unterscheidet sich von den anderen Termen, da im Vorfaktor das Produkt
nhnp und ebenso vα wie vα im Kreuzprodukt vorkommen. Diese Kraft wirkt also im-
mer gleichermaßen auf Protonen und schwere Ionen (bis auf den Faktor 1µα ), nur in
entgegengesetzte Richtung.
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3.2 Numerische Realisierung
3.2.1 Flux Corrected Transport
Die normierten Gleichungen (siehe Abschnitt 3.1.2) sind mit Hilfe der numerischen
Methode
”
Flux Corrected Transport“ (FCT) in FORTRAN umgesetzt. Der in dieser
Arbeit benutzte Code geht auf die Weiterentwicklung von Th. Roatsch und A. Bogda-
nov (MPE) eines 1D-Codes aus dem Buch von Book [1981] zuru¨ck. Ein vorhandener
2D-Code wurde innerhalb der vorliegenden Arbeit in Zusammenarbeit mit Alexander
Bogdanov zu 3D erweitert.
Endliche Differenzen
FCT ist eine der Methoden zur Lo¨sung von Differentialgleichungen, die auf der Bil-
dung von endlichen Differenzen beruhen, d. h. die kontinuierlichen Variablen wer-
den zuna¨chst auf einem Simulationsgitter diskretisiert. Wie es bei solchen Methoden
u¨blich ist, werden ra¨umliche Ableitungen auf dem diskreten Gitter durch Differenzen
benachbarter diskreter Werte angena¨hert. Entsprechend wird mit zeitlichen Ableitun-
gen verfahren: Aus Werten bei einer Zeit t werden die zu einer Zeit t

∆t berechnet.























Hierbei bedeutet n der zeitliche, i der ra¨umliche Schritt; ∆t und ∆x sind die nume-
rischen Auflo¨sungen in Zeit und Raum (fu¨r ein a¨quidistantes Gitter). Dabei werden
Dichten zwischen den Gitterpunkten definiert:
ρi W 12 	
1
2
 ρi  ρi W 1 " (3.31)
An Stelle von Gleichung (3.30) kann man auch, um ein 	 statt einem  zu verwenden,















i ∆tρi W 12 die Transportflu¨sse sind. Es gibt viele Mo¨glich-
keiten, die ra¨umlichen und zeitlichen Ableitungen anzuna¨hern: Man kann Na¨herun-
gen ho¨herer Ordnungen verwenden und zentrierte (wie in Gleichung (3.30)), vorwa¨rts
oder ru¨ckwa¨rts gerichtete Differenzen verwenden (siehe dazu [Fletcher, 1991]). Durch
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Kombination verschiedener Methoden kommt man auf eine große Zahl von numeri-
schen Schemata, auf die hier nicht na¨her eingegangen werden soll; eine gute Zusam-
menstellung ist bei [Fletcher, 1991] gegeben.
Den einfachsten Algorithmus bekommt man, indem man ρn
  1
i 	 ρTi setzt. Er
wird FTCS-Schema genannt (FTCS bedeutet
”
Forward Time, Centered Space“) und
ist niemals stabil [Fletcher, 1991]: Durch die Diskretisierung kommt es zur nume-
rischen Diffusion. Anschaulich bedeutet das: Eine Flu¨ssigkeitsmenge, die gerade an
den Rand einer Zelle gelangt, wird der gesamten Zelle zugeordnet, d. h. ein scharfer
Gradient in der Dichte wird im Laufe der Zeit zunehmend abflachen. Diese Abfla-
chung muß durch zusa¨tzliche diffusive Terme ausgeglichen werden. Man addiert zu
den Transportflu¨ssen ku¨nstliche numerische Flu¨sse. Wie dies bei der FCT-Methode
geschieht, wird weiter unten beschrieben.
Statt der einfachen Na¨herung der partiellen zeitlichen Ableitung in Gleichung
















Auch in diesen Na¨herungen kann man einen Algorithmus wie Gleichung (3.32) in
Form von Flu¨ssen schreiben. Die FTi W 12 haben dann ein komplizierteres Aussehen.
Kombiniert man die Na¨herung in zweiter Ordnung der zeitlichen partiellen Ableitung
mit der ersten Na¨herung fu¨r die ra¨umliche Ableitung erha¨lt man das
”
Lax-Wendroff“-
Schema, das fu¨r geeignete ∆t stabil ist. Solche Schemata ho¨herer Ordnung produzieren
aber ¨Uber- und Unterschwinger (in der Literatur oft
”
ripples“ genannt) und brauchen
außerdem mehr Rechenzeit. Zalesak [1979] faßt die hier dargestellten Schwierigkei-
ten so zusammen: Besonders an steilen Gradienten produzieren Schemata ho¨herer
Ordnung ¨Uber- und Unterschwinger, solche niedriger Ordnung beinhalten teilweise
extreme numerische Diffusion.
Flux Corrected Transport
Die FCT-Methode ist ein Ausweg aus diesem Problem. Sie vergleicht eine Na¨herung
niedriger Ordnung mit einer ho¨herer Ordnung. Die Na¨herung niedriger Ordnung soll
frei von ¨Uber- und Unterschwingern sein und wird mittels der Na¨herung ho¨herer Ord-
nung korrigiert. Die Korrektur wird dabei so begrenzt, daß keine Minima und Maxima
(die ¨Uber- und Unterschwinger darstellen) entstehen, die nicht in der Na¨herung nied-
riger Ordnung vorhanden sind. Das Verfahren umfaßt folgende Schritte [Book, 1981]:




2. Es wird der Transportfluß FT 4Hi   12 mit einer Na¨herung ho¨herer Ordnung (Bezeich-
nung H) berechnet
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3. Der
”




 FT 4 Li   12
wird definiert
4. Gema¨ß Gleichung (3.32) wird eine Lo¨sung niedriger Ordnung berechnet
5. Die Y Ai   12 Z werden so begrenzt, daß die Dichte, berechnet im na¨chsten Schritt,
frei von ¨Uber- und Unterschwingern ist:
ACi   12
	 Ci   12 Ai   12 mit 0 [ Ci   12 [ 1
6. Der begrenzte antidiffusive Fluß wird hinzuaddiert, und man erha¨lt die neuen
Dichten:
ρni 	 ρTi 








Massenerhaltung ist gewa¨hrleistet (mit Ausnahme der Randpunkte), da die antidif-
fusiven Flu¨sse entlang des ganzen Gitters addiert und subtrahiert werden (Punkt 6).
Punkt 5 ist hier kritisch und gibt der Methode seinen Namen. Wir verwenden dabei





	 sgn , ∆ρTi   12 -\ (3.34)
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∆ρTi   12 	 ρ
T
i   1 
 ρTi usw.
Die FCT-Methode erlaubt die zuverla¨ssige Simulation von hohen Gradienten,
wie sie z. B. bei einer Bugstoßwelle vorkommen. Gleichzeitig ha¨lt sich der Rechen-
aufwand in Grenzen.
Mehrere Dimensionen und Wahl des Gitters
Die drei Raumrichtungen ko¨nnen hintereinander integriert werden, was eine ga¨ngige
und einfache Methode ist, mehrere Dimensionen zu simulieren.
Bei der Simulation von Kometenplasmen kommt es in der Na¨he des Kometen-
kerns zu sehr hohen Dichten, und fast alle Plasmagro¨ßen variieren innerhalb eines
kleinen Volumens sehr stark; es wa¨re daher von Vorteil, ein Gitter zu verwenden, das
um den Kometenkern eine ho¨here Auflo¨sung bietet als weit davon entfernt, oder so-
gar ein Gitter zu benutzen, das sich den Gradienten der Simulationsvariablen jeweils
anpaßt (sogenannte
”
adaptive Gitter“), so wie dies bei MHD-Simulationen schon er-
folgreich getan wurde [Gombosi et al., 1996]. In unserer 3D-Simulation verwenden
wir jedoch ein Gitter mit a¨quidistanten Gitterpunkten, da das hier verwendete Inte-
grationsverfahren keine adaptiven Gitter erlaubt. Der Vorteil davon ist, daß man einen
Code erha¨lt, der sehr u¨bersichtlich und einfach zu handhaben ist.
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3.2.2 Diskussion der Gleichungen
Grenzen der Simulation
Die Annahme der Quasineutralita¨t ist gerechtfertigt, solange man La¨ngenskalen be-






Bei typischen Werten bei Kometen von Te 	 1  105 K und ne 	 6 cm  3 folgt eine
Debyela¨nge von D  30 m, die Annahme ist demnach fu¨r unsere Betrachtungen
zula¨ssig.
Die kleinste Wellenla¨nge, die in einer Simulation auftreten kann, ha¨ngt von
der Auflo¨sung und dem numerischen Verfahren ab. Die kleinste simulierte Wel-
lenla¨nge liegt somit in der Gro¨ßenordnung des gewa¨hlten Gitterabstands, kleinere
Wellenla¨ngen werden abgeschnitten. Die ho¨chste simulierte Frequenz ist durch die
zeitliche Auflo¨sung bestimmt, diese liegt demnach unterhalb von etwa 2pi∆t . Bei der
Wahl der ra¨umlichen und zeitlichen Auflo¨sung sowie der Analyse der Ergebnisse muß
dies immer beru¨cksichtigt werden.
Besonderheiten der Zwei-Ionen-MHD
Mit der Einfu¨hrung einer zweiten Ionensorte kommt es im Vergleich zur reinen Ein-
Ionen-MHD zu neuen Effekten: Die beiden Flu¨ssigkeiten ko¨nnen sich gegeneinan-
der bewegen, sind aber (im einfachsten Fall nur) durch die Lorentzkraft u¨ber das
elektrische und magnetische Feld gekoppelt. Durch die Zwei-Ionen-Natur des Plas-
mas kommt es auch zu Schwingungen zwischen den Ionensorten. Die linearisierten
Gleichungen ergeben in diesem Fall eine (im Vergleich zur Ein-Ionen-MHD) neue
Schwingungsmode, die auf die elektromagnetische Kopplung der beiden Komponen-







Fu¨r np ` nh folgt ˜Ω  Ωh und entsprechend fu¨r nh ` np folgt ˜Ω  Ωp, d. h. man
kann in den beiden Extremfa¨llen die Gyration der Protonen bzw. der schweren Ionen
mit ihrer Teilchengyrofrequenz sehen. Diese beiden Extremsituationen werden in der
Simulation tatsa¨chlich beobachtet (siehe dazu Abschnitt 4.4.3).
Mit Zwei-Ionen-MHD-Modellen la¨ßt sich im Gegensatz zu Ein-Ionen-
MHD-Modellen die Protonopause (Kometopause, Planetopause) simulieren
[Sauer et al., 1994]. Um Strukturen und Dynamik im Schweif realistisch zu si-
mulieren, ist die Einfu¨hrung einer zweiten, schweren Ionensorte unerla¨ßlich.
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Plasmageschwindigkeit
Auch in der Zwei-Ionen-MHD ist bei unendlicher Leitfa¨higkeit (wie hier angenom-




∂t 	  a,/vplasma 
B - (3.37)
dru¨ckt dies aus. Gleichung (3.37) fu¨hrt zusammen mit der hier benutzten Na¨herung
fu¨r das Faradaysche Gesetz (3.19) auf die Definition der Plasmageschwindigkeit:
vplasma 	




In der Simulation geht man zuna¨chst von einem konstanten ungesto¨rten Sonnenwind
aus. Beim Start der Rechnungen, zur Zeit t 	 0, werden mit einer 1
r2
-Verteilung um
einen Punkt (den Kometenkern) schwere Gasteilchen produziert (diese stellen z. B.
H2O-Moleku¨le dar), die dann im gesamten Raum mit der gleichen Wahrscheinlichkeit
ionisiert werden und so mit dem Sonnenwind in Wechselwirkung treten. Die Dichte





Bei r 	 0 gibt es mehrere Mo¨glichkeiten, den Ausdruck zu begrenzen: Man kann statt




verwenden, wobei r0 geeignet gewa¨hlt werden muß. Eine
andere Mo¨glichkeit ist, die Dichte bis zu einem bestimmten Abstand auf einem kon-
stanten Wert festzuhalten. Das eigentliche Problem ist hier, eine Methode zu finden,
die von der numerischen Auflo¨sung unabha¨ngig ist. Unsere Tests haben gezeigt, daß
die lineare Extrapolation der beiden an das Zentrum (r 	 0) angrenzenden Punkte die
beste Methode ist (vgl. Abschnitt 3.4).
Multipliziert mit der hier als konstant angenommenen Ionisationsrate (hier wird
ein Wert von ξ 	 10  6 s  1 benutzt) ergibt sich der Ionenzuwachs pro Zeit als Funktion
des Abstands vom Kometenkern ﬁ .
Die so eingefu¨hrten schweren Ionen werden durch Ionen-Pickup zum Sonnen-
wind addiert und beladen ihn mit Masse (siehe Abschnitt 1.1.2). Fu¨r gewisse Berei-
che der Anfangsbedingungen des Sonnenwindes und Quellsta¨rken des Kometen bildet
sich eine Bugstoßwelle stromaufwa¨rts vom Kometenkern (Abschnitt 1.1.3, Abbildung
ﬂ




Kern“ verwendet werden. Im Zusammenhang mit der Simulation ist dann immer das Zentrum der
1
r2
-Quelle der schweren Ionen gemeint.
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Abbildung 3.1: Anfangskonfiguration und Geometrie des Simulationsgitters. Der Son-
nenwind stro¨mt entlang der x-Achse. Das Magnetfeld liegt in der xz-Ebene und ist um
einen Winkel von 45  gegen die Stro¨mungsrichtung geneigt (hier nur in einer Ebene
dargestellt).
1.4). Nach einiger Zeit stellt sich ein Gleichgewicht zwischen den produzierten Ionen
und dem einstro¨menden Sonnenwind ein; bei Bildung einer Bugstoßwelle – und das
ist der Fall, der uns hier interessiert – stellt sich das Gleichgewicht etwa dann ein,
wenn sich die Bugstoßwelle an einer konstanten Position stromaufwa¨rts befindet. Der
erreichte Zustand stellt dann eine quasistationa¨re Lo¨sung der Modellgleichungen dar.
Eine mo¨gliche Anfangskonfiguration ist in Abbildung 3.1 dargestellt. Gezeigt
ist ein Simulationsraum mit 300  80  80 Gitterpunkten und einem ungesto¨rten Ma-
gnetfeld, geneigt um 45  zur Richtung des Sonnenwindes. Dies ist eine Konfiguration,
die in den na¨chsten beiden Kapiteln na¨her untersucht wird. Der Ursprung der Koordi-




globale“ Simulationen der Wechselwirkung des Kometenplasmas mit
dem Sonnenwind durchgefu¨hrt. Damit sind Simulationen gemeint, die den ¨Ubergang
vom ungesto¨rten Sonnenwind u¨ber das von schweren Ionen dominierte Kometenplas-
ma bis hin zum Schweif komplett umfassen. Außerdem sind nur Parameterkonfigura-
tionen, bei denen sich eine Bugstoßwelle bildet, verwendet worden. Die Werte an den
Ra¨ndern des Simulationsraumes werden dabei nicht fest vorgegeben, d. h. es wird von
innen auf jeweils die a¨ußersten beiden Randpunkte linear extrapoliert, wir verwenden
also Neumannsche Randbedingungen. Dabei muß der Rand, and dem der Sonnenwind
einstro¨mt, ungesto¨rt bleiben, d. h. die Sto¨rung durch den Kometen (das ist mindestens
der Ort der Bugstoßwelle) darf bei diesen Randbedingungen nicht aus dem Simu-
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lationsraum stromaufwa¨rts hinauslaufen. Die Gro¨ße des Simulationsraumes und der
Ort des Kometenkerns mu¨ssen so gewa¨hlt werden, daß dies gewa¨hrleistet ist. Die so
erzwungene Wahl der Gro¨ße des Simulationsraumes bei gegebener Produktionsrate
(und Rechnerkapazita¨t) stellt die gro¨ßte Einschra¨nkung fu¨r die Wahl der numerischen
Auflo¨sung dar.
3.3 Realisierung
Die Simulationsla¨ufe wurden auf einer Cray-J90-Jedi, teilweise auf IBM-RISC-
Computern ausgefu¨hrt, die am Rechenzentrum der Max-Planck-Gesellschaft in Gar-
ching zur Verfu¨gung stehen. Der Programmcode wurde mit einem speziellen Com-
piler fu¨r die jeweiligen Rechner optimiert. Fu¨r realistische (3D-) Simulationsla¨ufe
wurde ein Arbeitsspeicher von 12 bis 2 Gigabyte beno¨tigt. Dies sto¨ßt bereits an die
Grenze der benutzten Rechner. Die Dauer einer Simulation bela¨uft sich auf drei bis
sechs Tage auf dem Cray-Rechner (reale Zeit, d. h. Wartezeiten sind bereits einkal-
kuliert); auf den IBM-RISC-Rechnern ist sie etwa 5-10 mal so lang. Fu¨r die lange
Rechenzeit ist hauptsa¨chlich die Gro¨ße des beno¨tigten Arbeitsspeichers verantwort-
lich. Durch zusa¨tzliche intensive Optimierung des Codes ko¨nnte die Rechenzeit noch
weiter reduziert werden.
3.4 Durchgefu¨hrte Tests
Um die ¨Aquivalenz der Raumrichtungen zu gewa¨hrleisten, wurde die Reihenfolge der
Integration (vgl. Abschnitt 3.2.1) nach jedem Zyklus vera¨ndert. Die Funktionsfa¨hig-
keit dieser Maßnahme wurde getestet: Es wurden Simulationsla¨ufe mit Sonnenwind-
geschwindigkeit vsw 	 0 durchgefu¨hrt. Man erwartet dann zu jedem Zeitpunkt eine
spha¨rische Verteilung aller Variablen. Dies war bei verschiedenen Quellen immer der
Fall. Eine andere Testmo¨glichkeit ist, die Quelle auszuschalten. Der Sonnenwind muß
dann immer konstant bleiben. Hier wurden keinerlei Auffa¨lligkeiten beobachtet.
Des weiteren wurden globale Vergleiche zwischen 2D- und 3D-Simulationen
angestellt, um trotz der erwarteten Unterschiede die Funktionsweise des Codes si-
cherzustellen.
Ein gro¨ßeres Problem stellt das Zentrum der Quelle dar: Die 1
r2
-Quelle muß
in ihrem Zentrum, also dem Ort des Kometenkerns, begrenzt werden. Die Produkti-
on an schweren Ionen wird dadurch letztendlich ku¨nstlich reduziert. Hier wa¨ren ver-
schiedene Methoden denkbar, mo¨glichst solche, die unabha¨ngig von der numerischen
Auflo¨sung sind und eine realistische Beschreibung des zentralen Punktes darstellen.
Sehr große Gradienten ko¨nnen von der Numerik nicht bewa¨ltigt werden, was bei der
Ermittelung des zentralen Punktes der Quelle beru¨cksichtigt werden muß. Wir ermit-
teln die Dichte im Zentrum der Quelle durch lineare Extrapolation der beiden be-
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nachbarten Gitterpunkte. Dadurch werden die verschiedenen Quellsta¨rken mo¨glichst
realistisch dargestellt. Unsere Tests zeigten, daß der zentrale Punkt der Quelle – bei
Fa¨llen, die wegen ihrer groben Auflo¨sung sowieso nicht in einen Bereich kommen, wo
Sto¨ße eine Rolle spielen – ohnehin wenig Einfluß auf die Entwicklung der Umgebung
hat. Hier sto¨ßt man dennoch auf gewisse Grenzen der Wahl der a¨ußeren Parameter,
die im Kapitel 4 na¨her erla¨utert werden.
3.5 Erweiterungsmo¨glichkeiten
Es wa¨re denkbar, die bisher vernachla¨ssigten Hall-Effekte zu beru¨cksichtigen. Eine
numerische Realisierung ist aber kompliziert und es mu¨ßte ein neuer Code geschrie-
ben werden.
Ein um den Kern verengtes Simulationsgitter wa¨re besonders fu¨r gro¨ßere
Quellsta¨rken wu¨nschenswert, so ko¨nnten die Vorga¨nge in unmittelbarer Umgebung
des Kometenkerns besser dargestellt werden. Simulationen mit verschiedenen ra¨umli-
chen Auflo¨sungen sind mit dem jetzigen Code nicht realisierbar, es wa¨re aber denkbar,
nur die na¨here Kometenumgebung (innerhalb der Bugstoßwelle) zu simulieren. Man
muß dann geeignete Randbedingungen wa¨hlen, die die Unterschallstro¨mung aufrecht
erhalten.
Eine weitere Erweiterungsmo¨glichkeit ist die Einfu¨hrung von Stoßeffekten zwi-
schen Neutralteilchen und Ionen. Eine solche Version liegt bereits vor, es wurden aber
bisher nur Ergebnisse erhalten, die keine wesentlichen Vera¨nderungen zu denen oh-
ne Sto¨ße aufweisen, da Stoßeffekte ohnehin nur in der unmittelbaren Umgebung des
Kometenkerns relevant sind, was hauptsa¨chlich fu¨r die Simulation der magnetischen
Kavita¨t interessant wa¨re. Wir haben Produktionsraten bis zu einigen 1028 s  1 bei nu-
merischen Auflo¨sungen bis hinab zu 180 km simuliert. Nach Haerendel [1986] hat
die magnetische Kavita¨t fu¨r einen Kometen mit einer Produktionsrate von 2  1028 s  1
einen Radius von 110 km und kann somit nicht aufgelo¨st werden. Sinnvolle Simu-
lationsrechnungen mit einer Auflo¨sung, die hoch genug wa¨re, um die magnetische
Kavita¨t in der Simulation zu sehen, sind aber wegen der begrenzten Rechenkapazita¨t
der heute zur Verfu¨gung stehenden Rechner noch nicht ausgefu¨hrt worden.
Eine weitere sehr interessante und relativ leicht zu realisierende Mo¨glichkeit ist,
eine zeitliche ¨Anderung der a¨ußeren Bedingungen in die Simulationen einzubauen.
Auf diese Weise sollten es mo¨glich sein, Pha¨nomene wie Schweifabrisse in der Si-
mulation zu sehen, wie dies schon in Ein-Ionen-MHD-Simulationen erfolgreich getan
wurde [Wegmann, 1995].
Der Programmcode eignet sich prinzipiell auch fu¨r die Simulation von
”
ku¨nst-
lichen Kometen“, um sie mit den Experimenten zu vergleichen und physikalische
Konsequenzen zu ziehen, sowie fu¨r Planeten ohne eigenes Magnetfeld (siehe auch
Abschnitt 1.2.2). Durch die (neue) Dreidimensionalita¨t des Simulationscodes ist auch
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Die Anzahl von Gitterpunkten, die den Simulationsraum bilden, ist durch den maximal
zur Verfu¨gung stehenden RAM-Speicher (Hauptspeicher) beschra¨nkt. Der Cray-J90-
Jedi-Rechner besitzt einen Hauptspeicher von 4 Gigabyte. Fu¨r den Benutzer werden
Gro¨ßen von 0.4 Gigabyte, 1.2 Gigabyte und in Ausnahmefa¨llen bis zu  3 Gigabyte
angeboten. Wird mehr Hauptspeicher benutzt, steigt auch die Rechenzeit. Die mei-
sten Rechnungen wurden auf einem Gitter mit einer Anzahl von etwa 2  106 Punk-
ten, einige von 5  106 Punkten durchgefu¨hrt, was einer beno¨tigten RAM-Kapazita¨t
von etwa 0.2 Gigabyte bzw. 0.5 Gigabyte entspricht. Dies stellt einen Kompromiß
zwischen hoher Gitterpunktzahl und einer annehmbaren Rechenzeit dar. Fu¨r die IBM-
RISC-Computer gelten a¨hnliche Beschra¨nkungen des RAM-Speichers. Die gewa¨hlten
Gitterpunkt- und Speichergro¨ßen sind in Tabelle 4.1 aufgelistet.
Wahl der Parameter, Einschra¨nkungen
Die wichtigsten physikalischen und numerischen Parameter, die bei den Simulations-
rechnungen variiert wurden, sind unten aufgeza¨hlt. In Klammern steht jeweils der
Bereich, innerhalb dessen sich die Werte fu¨r die jeweiligen Parameter in den durch-
gefu¨hrten Simulationen bewegen.
 Alfve´nmachzahl des Sonnenwindes (2 bis 10)
 Richtung des ungesto¨rten, mit dem Sonnenwind einstro¨menden interplanetaren
Magnetfeldes (45  , 90  )
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Tabelle 4.1: Anzahl der Gitterpunkte fu¨r die Simulationsla¨ufe.
x y z beno¨tigter Haupt-
speicher (Giga-
byte)
120 120 120 0.18
200 100 100 0.20
300 80 80 0.20
200 150 150 0.45
 Gasproduktionsrate des Kometen (1  1027 bis 1  1029 s  1)
 Ra¨umliche Auflo¨sung ∆x (280 km bis 2800 km)
 Zeitliche Auflo¨sung ∆t (0  1 bis 1 Ω  1p b 0.06 s bis 0.6 s)
Bei der Wahl der Machzahl, der Auflo¨sung des Gitters und der zeitlichen
Auflo¨sung ist folgendes zu beachten: Ist die Geschwindigkeit des Plasmas (z. B. des
ungesto¨rten Sonnenwindes, gegeben durch die Machzahl) so hoch, daß sich der Inhalt
einer Gitterzelle innerhalb eines Zeitschrittes wesentlich weiter als der Gitterabstand
zur na¨chsten Zelle bewegt, so sind keine vernu¨nftigen Ergebnisse zu erwarten. Daher





Soll eine bestimmte Ortsauflo¨sung erreicht werden, muß demnach der Zeitschritt ent-
sprechend (klein) gewa¨hlt werden, und man muß la¨ngere Rechenzeiten in Kauf neh-
men. Im Rahmen der mo¨glichen Rechenkapazita¨ten und -zeiten wurden maximale
Ortsauflo¨sungen von 280 km und entsprechende zeitliche Auflo¨sungen von 0.06 s
erreicht. Eine hohe Ortsauflo¨sung schra¨nkt durch die vorgegebene maximale Gitter-
punktzahl die Wahl der Produktionsrate ein, da ein sta¨rkerer Komet auch einen gro¨ße-
ren Raum erfu¨llt (vgl. Abschnitt 3.2.4).
Bei Konfigurationen, wie sie fu¨r Kometen in der Simulation verwendet wurden,
liegt die Gyrationskreisfrequenz der Protonen in einer Gro¨ßenordnung von Ωp 	 1 rads .
Das Inverse dieser Gro¨ße sollte bei der Wahl der Zeitauflo¨sung nicht wesentlich u¨ber-
schritten werden, um realistische Ergebnisse zu erhalten. Die Gyration der schwe-
ren Ionen geschieht mit einer Frequenz von Ωh 	 Ωp mpmh , also einer kleineren Fre-
quenz und wird so automatisch wiedergegeben. Eine weitere wichtige Gro¨ße fu¨r die
Ortsauflo¨sung ist der maximale Gyrationsradius, den ein schweres Ion bei der Mas-
senbeladung erha¨lt, also rh 	 vswΩh  5000 km. Dieser Wert stellt fu¨r die Wahl der
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Ortsauflo¨sung eine obere Grenze dar und sollte nicht u¨berschritten werden, um die
Bewegung der schweren Ionen realistisch zu simulieren.
Die hier gegebenen Grenzen sind Gro¨ßen, die sich aus der Bewegung einzel-
ner Ionen ableiten, in einem MHD-Modell wird aber u¨ber viele Teilchen gemittelt.
Dennoch liefern die gegebenen limitierenden Gro¨ßen einen Anhaltspunkt u¨ber den
Rahmen, in dem sich eine vernu¨nftige Parameterkonfiguration bewegen kann. Eine
Tabelle mit allen sinnvollen simulierten Konfigurationen ist im Anhang A zu finden.
Dort ist auch angefu¨hrt, welche Simulationen unter Einbeziehung von Kollisionen
durchgefu¨hrt wurden.
Eine grobe Ortsauflo¨sung schra¨nkt natu¨rlich die simulierten Effekte ein. So liegt
z. B. die magnetische Kavita¨t bei Komet Halley in einem Abstand von etwa 5000 km
um den Kometenkern. Bei einer Auflo¨sung von nur 3000 km kann man nicht erwarten,
solche Pha¨nomene in der Simulation zu sehen. Dies hat aber – bei prinzipiell vernu¨nf-
tiger Parameterkonfiguration – keine Konsequenzen fu¨r die physikalische Relevanz
der Simulationsergebnisse in der gewa¨hlten Gro¨ßenordnung des Simulationsraumes.
4.2 Vergleich mit in situ Beobachtungen
Um zu pru¨fen, ob die Wechselwirkung eines Kometen mit dem Sonnenwind reali-
stisch simuliert wird, ist es naheliegend, die Simulationsgro¨ßen mit Beobachtungen zu
vergleichen. Messungen von Plasmaparametern sind bei den Vorbeiflu¨gen an Kome-
ten durchgefu¨hrt worden und ko¨nnen fu¨r einen solchen Vergleich herangezogen wer-
den. Die Produktionsraten einiger Simulationen liegen im Bereich der Produktions-
rate des Kometen Giacobini-Zinner, in dessen Plasmaschweif von der ICE-Sonde in
situ Beobachtungen durchgefu¨hrt wurden (siehe z. B. [Bame et al., 1987]). Dies sind
die einzigen in situ Messungen von der Schweifseite eines Kometen. ¨Aquivalent zur
Bahn der ICE-Sonde durch den Kometenschweif kann man einen Schnitt durch den
Simulationsraum legen und die simulierten Plasmagro¨ßen mit den ICE-Messungen
vergleichen, wie es auf Abbildung 4.1 und 4.2 dargestellt ist. Ein a¨quivalenter Schnitt
heißt hier, daß ein Schnitt in etwa 8000 km vom Kometenkern (auf der Schweifsei-
te) und parallel zur Richtung des ungesto¨rten Magnetfeldes gewa¨hlt wurde, was der
Geometrie der Bahn der ICE-Sonde entspricht (siehe [Rosenvinge et al., 1986]). Die




le anderen Sonnenwindparameter sind mo¨glichst nahe den Bedingungen bei Komet
Giacobini-Zinner gewa¨hlt (wie in [Bame et al., 1987] [Smith et al., 1986] beschrie-
ben). Abbildung 4.1 zeigt eine gute qualitative ¨Ubereinstimmung der Simulation mit
der Beobachtung, der Abstand der Bugstoßwelle in der Simulation stimmt mit dem
Abstand der bei Komet Giacobini-Zinner gesehenen ¨Ubergangsregion (
”
transition re-
gion“, TR), die einer Bugstoßwelle entspricht, u¨berein. Die Gro¨ßen des simulierten
Kometen befinden sich in den Abbildungen schon jeweils innerhalb der Bugstoßwel-
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Abbildung 4.1: In situ Beobachtung von Komet Giacobini-Zinner durch die Son-
de ICE (aus [Bame et al., 1987]) und Vergleich mit der Simulation. Die Abku¨rzun-
gen bedeuten: SW=solar wind, TR=transition region, S=sheath, BL=boundary layer,
IC=cold intermediate coma, PT=plasma tail. In der unteren Grafik ist ein Schnitt durch
den Simulationsraum dargestellt, der a¨quivalent zur Flugbahn der ICE-Sonde ist (siehe





verwendet worden. Die Produktionsrate des simulierten Kometen betra¨gt in diesem
Beispiel 1  1028 s

1
, das Magnetfeld ist senkrecht zur Stro¨mungsrichtung des Sonnen-
windes gewa¨hlt. Man beachte die unterschiedlichen Skalen der waagerechten-Achsen.
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Abbildung 4.2: In situ Messung des Magnetfeldes bei Komet Giacobini-Zinner durch
die Sonde ICE (aus [Smith et al., 1986]) und Vergleich mit Simulationsergebnissen.
Auch hier zeigen die Werte der Simulation den Bereich innerhalb der TR. Die
La¨ngenskalen ko¨nnen aus Abbildung 4.1 u¨bertragen werden. In ¨Ubereinstimmung
ist die Gro¨ßenordnung der Versta¨rkung des Magnetfeldes und die Umkehr der x-
Komponente. Die Magnetfeldmessung zeigt viele Fluktuationen, die in der Simulation
nicht zu sehen sind.
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le, d. h. innerhalb der ¨Ubergangsregion bei Komet Giacobini-Zinner.
Schwieriger ist der Vergleich des Magnetfeldes (Abbildung 4.2). Die Lage des
Magnetfeldes und die Bezeichnung der Raumrichtungen wurden wie bei den in situ
Messungen der Sonde gewa¨hlt. Die Verla¨ufe der Magnetfeldkomponenten der in situ
Messungen sind nur andeutungsweise mit der Simulation in Verbindung zu bringen.
Die gro¨ßte ¨Ahnlichkeit ist im Verlauf der Gesamtfeldsta¨rke sichtbar. Offenbar sind die
Sto¨rungen im Magnetfeld in der Realita¨t gro¨ßer als in der Simulation.
4.3 Abstand der Bugstoßwelle
Durch gasdynamische Betrachtungen der Wechselwirkung eines Kometen mit dem
Sonnenwind, die auf Biermann et al. [1967] zuru¨ckgehen, ko¨nnen die Positionen von
Grenzfla¨chen stromaufwa¨rts vom Kometenkern wie Bugstoßwelle, in neueren Rech-
nungen [Galeev et al., 1985, 1987] auch Kometopause und Ionopause abgescha¨tzt
werden. Der Abstand der Bugstoßwelle vom Kometenkern kann nach Galeev et al.
[1985] (siehe hierzu auch [Schmidt & Wegmann, 1982]) in Abha¨ngigkeit der Produk-
tionsrate und der Sonnenwindmachzahl berechnet werden:
Rs 	
Qnmiξ
4pivejρswvsw  xˆs 
 1 "
(4.2)
xˆs ist hier eine Funktion von der Machzahl, bei der der Stoßwellenu¨bergang stattfin-
det, und vom Adiabatenexponenten γ. Fu¨r die Bugstoßwelle bei Kometen gilt (γ 	 53)
xˆs 	 1  323 [Flammer, 1991]. Die anderen Werte wurden wie folgt gewa¨hlt: Ionisa-
tionsrate ξ 	 1  10  6 s  1, vej 	 1 km s  1, ρsw 	 6 cm  3mp, vsw  570 km s  1,
MA 	 4 und mi 	 15mp. Die Absta¨nde der Bugstoßwelle bei verschiedenen Produkti-
onsraten sind auf Abbildung 4.3 den nach (4.2) theoretisch berechneten gegenu¨ber-
gestellt. Theorie und Simulation kommen sich sehr nahe. Hier wurden Simulatio-
nen mit gleicher Ortsauflo¨sung aber unterschiedlichen Produktionsraten gewa¨hlt. Bei
ho¨heren Produktionsraten bedeutet der gleichbleibende Gitterpunktabstand eine ho¨he-
re Auflo¨sung. Dies ko¨nnte dazu fu¨hren, daß die Absta¨nde der Bugstoßwelle bei ho¨her-
en Produktionsraten na¨her an Gleichung (4.2) liegen, als dies bei niedrigeren der Fall
ist. Hinzu kommen Abha¨ngigkeiten des Stoßwellenabstandes von anderen Parame-
tern, die nicht in Gleichung (4.2) enthalten sind, sich aber in der Simulation auswirken,
so z. B. die Sta¨rke und Richtung des Magnetfeldes sowie die Alfve´ngeschwindigkeit
des ungesto¨rten Sonnenwindes.
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Abbildung 4.3: Die Sterne zeigen den Abstand der Bugstoßwelle aus der Simulation,
die Gerade wurde nach Gleichung (4.2) berechnet.
4.4 Protonopause
Die Protonopause wird in den Simulationsrechnungen ebenfalls wiedergegeben. Zum
Teil ist die Auflo¨sung nicht gut genug, um diesen ¨Ubergang genauer zu untersuchen.
Es wurden aber einige Simulationen mit geeigneter Auflo¨sung durchgefu¨hrt. Die Pro-
zesse, die zur Bildung der Protonopause fu¨hren, sind noch nicht vollkommen ver-
standen. Auch wurde dieser ¨Ubergang nicht bei allen Kometenvorbeiflu¨gen gefunden
[Re`me et al., 1994]. Die Simulationen ko¨nnen einen Beitrag zur Kla¨rung der Vorga¨nge
leisten, in diesem Abschnitt werden die Simulationsergebnisse bezu¨glich der Protono-
pause etwas na¨her betrachtet. Der erste Beweis durch Simulationen fu¨r die Existenz
der Protonopause wurde in 2D-Rechnungen mit einem Zwei-Ionen-MHD-Modell von
Sauer et al. [1994] geliefert.
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Abbildung 4.4: Abstand der Protonopause aus der Simulation, hier durch Sterne mar-
kiert, und nach (4.3) berechnet.
4.4.1 Abstand der Protonopause
Der Abstand der Protonopause ha¨ngt, ebenso wie der Abstand der Bugstoßwelle,
hauptsa¨chlich von der Produktionsrate des Kometen und der Sonnenwindmachzahl ab.
Eine Abscha¨tzung fu¨r den Abstand der Protonopause wird von Flammer [1991] gege-
ben. Demnach bildet sich die Protonopause (oder Kometopause) an einer Stelle, wo
die mittlere freie Wegla¨nge eines vom Sonnenwind einlaufenden Teilchens bezu¨glich
Sto¨ßen mit Teilchen, die vom Kometen ausstro¨men, gleich der Entfernung vom Ko-






α ist der Wirkungsquerschnitt fu¨r Kollisionen der Sonnenwindionen mit den kome-
taren Teilchen. Wir ko¨nnen einen Wert von  10  14 cm2, was ungefa¨hr dem Quer-
schnitt eines Wasserstoffatoms entspricht, annehmen [Flammer, 1991], die anderen
Gro¨ßen wurden wie bei der Ermittlung des Abstandes der Bugstoßwelle gewa¨hlt. In
Abbildung 4.4 ist ein Vergleich der Simulation mit Gleichung (4.3) zu sehen.
Die Protonopause bildet sich in den Simulationen auch ohne Beru¨cksichtigung
der Stoßterme, so daß die Gu¨ltigkeit von Gleichung (4.3) angezweifelt werden muß.
Ein linearer Zusammenhang zwischen Rc und Qnvej ist zu erwarten, da es sich um eine
Bilanz der Protonen mit den Eigenschaften des Kometen handelt. Der Sonnenwind
ist bei der Protonopause geschockt, d. h. er hat (im Gegensatz zu Gleichung (4.2))
seine Eigenschaften verloren und seine charakteristischen Gro¨ßen vsw usw. gehen hier
nicht mehr ein. Die gute ¨Ubereinstimmung der Steigung (gegeben durch α4pi) der Si-
mulationsergebnisse mit Gleichung (4.3) ist hier eher zufa¨llig. Auf die physikalischen
Vorga¨nge an der Protonopause und ihr Zustandekommen wird im na¨chsten Abschnitt
na¨her eingegangen.
4.4.2 Bildung der Protonopause
Die Protonopause wurde in einer Simulation mit einem Zwei-Ionen-MHD-Modell ge-
funden und ihre Entstehung bereits diskutiert [Sauer et al., 1994] [Sauer et al., 1995].
Mit den Ergebnissen aus der 3D-Simulation wollen wir hier ihre Entstehung noch
einmal kritisch betrachten.
Nach Sauer et al. [1994,1995] ist die Protonopause eine Diskontinuita¨t, bei der
die Protonendichte schlagartig auf praktisch 0 abfa¨llt. Die Existenz der Protonopau-
se wird mit einem Potentialsprung erkla¨rt, der fu¨r die Protonen nicht u¨berwindbar
ist. Nach Sauer et al. [1995] existiert die Protonopause auch fu¨r ein magnetfeldfreies
System; die einzige Kopplung der beiden Ionensorten geschieht dann u¨ber ein elektri-
sches Feld E d

Pe (siehe auch Gleichung (3.15)). Simulationen in einem magnet-
feldfreien System sind hier nicht durchgefu¨hrt worden. Die Bildung der Protonopause
wird hier nur in einem System mit Magnetfeld untersucht.
Plasmagro¨ßen an der Protonopause
In unserer 3D-Simulation finden wir die Protonopause als eine scharfe Diskontinuita¨t,
an der die Protonendichte auf kleine Werte absinkt. Nur bei sehr hohen Produktions-
raten wird um den Kometenkern (aber nicht direkt an der Protonopause) eine Proto-
nendichte von praktisch 0 erreicht. Die Dichte der Protonen ist entlang eines Schnitts
durch den Simulationsraum (x-Achse, Stro¨mungsrichtung) auf Abbildung 4.5 zu se-
hen und zeigt deutlich die Bugstoßwelle und die Protonopause. Wie von Sauer et al.
[1994] gezeigt, bildet sich die Protonopause dort, wo die Dichte der Protonen und
der schweren Ionen gleich sind. Das Magnetfeld und fast alle anderen Plasmagro¨ßen
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Abbildung 4.5: Oben: Dichte der Protonen und schweren Ionen in einem Schnitt ent-
lang der x-Achse (Sonnenwindrichtung, durch den Kometenkern) der Simulationsbox.





der fu¨r den Verlauf der Kraft Fv 4 p stromaufwa¨rts vor dem Kometenkern eine große
Rolle spielt (siehe Abbildung 4.6). Er zeigt ein scharfes Maximum an dessen Ort die
Protonopause entsteht.
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Abbildung 4.6: Oben: Fv 4 p sowie die Lage der Bugstoßwelle (Konturlinie bei np 	 1  6)
und Protonopause (Konturlinie bei np 	 0  6, vgl. Abbildung 4.5). Dargestellt ist die
xz-Ebene der Simulationsbox (durch den Kometenkern). Die Grafik zeigt, daß die
Kraft im Mittel gegen die Stro¨mungsrichtung der Protonen zeigt und an der Protono-
pause ein Maximum hat. Unten: np vp (fette Pfeile) und B (du¨nne Pfeile) sowie Lage
der Bugstoßwelle und Protonopause ebenfalls in der xz-Ebene. Die Geschwindigkeit
der Protonen wird durch Fv 4 p solange vera¨ndert, bis nur noch eine Komponente e B
u¨brigbleibt und die Protonen entlang B ausstro¨men ko¨nnen.
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zeigen Spru¨nge an der Protonopause, jedoch nicht so gravierend, wie der Sprung der
Protonendichte.
Die einzelnen Kraftterme (Gleichung (3.27)) werden im na¨chsten Kapitel ver-
glichen (Abbildung 5.5). Fu¨r die Protonopause zeigt sich: An der Protonopause u¨ber-
wiegt der (normierte) Kraftterm Fv 4 α, definiert in Gleichung (3.27) in Abschnitt (3.1.3).
In Fv 4 α geht die Relativgeschwindigkeit zwischen den Ionensorten ein; Fv 4 α ist fu¨r die
Schwingung der beiden Ionensorten umeinander verantwortlich (na¨chster Abschnitt).
Dieser Term ist aus zwei Gru¨nden fu¨r die Protonopause wichtig: 1. Der Term ist fu¨r
Protonen und schwere Ionen bis auf einen Faktor 
 mp
mh
gleich, d. h. die beiden Ionen-
sorten werden durch ihn in entgegengesetzte Richtungen beschleunigt; 2. Der Term
hat an der Protonopause ein Maximum.
Auf Abbildung 4.5 sind die Dichteprofile der Protonen und der schweren Ionen
entlang der x-Achse der Simulationsbox dargestellt. Die untere Grafik der Abbildung
zeigt die Lage des Maximums von Fv 4 α, was im wesentlichen durch den Faktor npnhnp   nh
bestimmt ist, da sich die anderen Plasmagro¨ßen direkt an der Protonopause nicht dra-
stisch a¨ndern.
In Abbildung 4.6 ist die Kraft Fv 4 α, Magnetfeld und Impulsdichte der Proto-
nen einer Simulation dargestellt. Fu¨r die Analyse der Protonopause wird die gleiche
Konfiguration wie in Kapitel 5 verwendet: Das Magnetfeld hat einen Winkel von 45 
zur Stro¨mungsrichtung, die Produktionsrate des Kometen betra¨gt 1  1028 s  1. Im fol-
genden wird immer die u¨ber die Gyrationsperiode der Protonen gemittelte Kraft Fv 4 p
herangezogen.
Abbildung 4.6 (oben) zeigt in der xz-Ebene die Kraft Fv 4 p. Die gemittelte Kraft
zeigt an der Protonopause stromaufwa¨rts und hat ein Maximum. In der unteren Grafik
ist die Geschwindigkeit der Protonen und das Magnetfeld dargestellt. Gerade der steile
Anstieg des Betrags der Kraft Fv 4 α ist fu¨r die Bildung der Protonopause verantwortlich:
Einstro¨mende Protonen und ausstro¨mende schwere Ionen erfahren eine starke Kraft,
die nur auf den Teil der Geschwindigkeitsdifferenz f B (v g ) wirkt. Im Mittel wirkt
die Kraft fu¨r die Protonen an der Protonopause stromaufwa¨rts (genauer f B), fu¨r
die schweren Ionen stromabwa¨rts, und es sind so beide Ionensorten an der Bildung
der Protonopause beteiligt. Die Geschwindigkeitskomponente der Protonen parallel
zu B ist von Fv 4 α nicht beeinflußt, so daß sich die Protonen mit einer Geschwindig-
keit v h entlang der Feldlinien bewegen und so aus der Region vor dem Kometenkern
abfließen. Fv 4 α wirkt an der Protonopause so lange, bis die Protonen keine Geschwin-
digkeitskomponente v g mehr aufweisen. Ist v
h
sehr klein, ko¨nnen die Protonen nicht
schnell abfließen und die Protonen dringen in ein Gebiet innerhalb der Protonopause
ein. Der Plasmafluß ist aber an der Protonopause bereits so langsam, daß v h mit et-
wa 100 km s  1 groß genug ist, um ein schnelles Abfließen der Protonen aus der sich
der Protonopause na¨herden Flußro¨hre zu ermo¨glichen und so das steile Absinken der
Protonendichte zu verursachen.
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Abbildung 4.7: Geschwindigkeit der Protonen und schweren Ionen im Vergleich mit
der Plasmageschwindigkeit (3.38). Es ist jeweils die Geschwindigkeit in x-Richtung
aufgetragen. Die Geschwindigkeit der Protonen weist am Ort des Kometenkerns zu
verschiedenen Zeitpunkten sehr unterschiedliche Werte auf, die von der Schwingung
der Protonen kommen (na¨chster Abschnitt). Hier sind die Geschwindigkeiten zum
Zeitpunkt t  3500 s dargestellt.
In der angenommenen Magnetfeldkonfiguration ist bei x  0 und z  5000 km
v h sehr gering (siehe Abbildung 4.6 unten), so daß hier Protonen auch nahe zum Ko-
metenkern stro¨men ko¨nnen. Dies ist ein Grund dafu¨r, warum die Protonendichte in-
nerhalb der Protonopause nicht ganz auf null absinkt.
Plasmageschwindigkeit und Protonopause
Die Bedeutung der Protonopause la¨ßt sich auch sehr scho¨n anhand der Plasmage-
schwindigkeit sehen. In Abbildung 4.7 ist die Geschwindigkeit der Protonen, schwe-
ren Ionen und die Plasmageschwindigkeit (3.38) jeweils in x-Richtung zum Vergleich
gegenu¨bergestellt. Die y-Komponente ist sehr klein und wird daher in unseren Be-
trachtungen ausgeschlossen; der Verlauf der z-Komponente ist nicht wesentlich von
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Abbildung 4.8: Schwingung der Protonen innerhalb der Protonopause, dargestellt im
Geschwindigkeitsraum. Es sind 25 Zeitschritte (  15 s, ein Zeitschritt ∆t 	 1  Ω  1p )
des Geschwindigkeitsvektors der Protonen in einem Punkt ca. 5000 km stromaufwa¨rts
vom Kometenkern (innerhalb der Protonopause) aufgetragen. Die Periode der Schwin-
gung ist T 	 2piΩp , d. h. ein Umlauf ist durch 2pi  6 Punkte widergegeben.
Bedeutung und kann in Abbildung 4.6 etwa nachvollzogen werden. Vor der Protono-
pause (von der Sonne aus gesehen, in der Abbildung links) ist die Plasmageschwin-
digkeit praktisch identisch mit der Geschwindigkeit der Protonen, dahinter wird sie
durch die schweren Ionen bestimmt. Der ¨Ubergang ist dabei nicht fließend, sondern
plo¨tzlich, na¨mlich am Ort der Protonopause (in der Abbildung schraffiert dargestellt).
Eine Flußro¨hre, mit Protonen gefu¨llt, na¨hert sich dem Kometenkern, der Plasmafluß
wird gebremst und die Protonen fließen um das Hindernis herum. Dabei bewegen
sie sich immer entlang der magnetischen Flußro¨hren. An der Protonopause werden
die Flußro¨hren so lange gebremst, bis die Protonen seitlich abgeflossen sind. Einige
wenige Protonen, insbesondere die, die keine Geschwindigkeitskomponente in Rich-
tung der Flußro¨hre besitzen, werden u¨ber die Protonopause gezogen und fu¨hren dann
Schwingungen aus, wie im Abschnitt 4.4.3 gezeigt wird.
Der Verlauf der Geschwindigkeit der schweren Ionen ist wegen der geringen
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Dichten vor allem vor der Protonopause auch durch die Ionen bestimmt, die sta¨ndig
mit Geschwindigkeit  0 hinzuaddiert werden (siehe Abschnitt 3.1.1). Gemittelt mit
den bereits vorhandenen ergibt sich dann im Vergleich mit der Plasmageschwindig-
keit die niedrige Geschwindigkeit der schweren Ionen, die in Abbildung 4.7 zu sehen
ist. Am rechten Rand der Abbildung (x  1  5  104 km) wird die Protonengeschwin-
digkeit sehr hoch. Dies liegt daran, daß der Verlauf des Schweifs nicht genau mit der
x-Richtung u¨bereinstimmt und der dargestellte Schnitt entlang x bei x i 1  104 km
nicht mehr die Plasmagro¨ßen im Schweif, sondern außerhalb zeigt, wo die Protonen-
geschwindigkeit gro¨ßer ist.
4.4.3 Schwingung der Protonen
Die meisten Protonen stro¨men in einem Bereich außerhalb der Protonopause um das
Hindernis herum. Einige wenige dringen innerhalb diese Grenzfla¨che. Dort, wo die
schweren Ionen das Plasma dominieren, u¨ben die Protonen kollektive Schwingun-
gen aus (vgl. Abschnitt 3.2.2), die im Geschwindigkeitsraum in Abbildung 4.8 quasi-
3D dargestellt sind. Gezeigt ist die zeitliche Entwicklung des Geschwindigkeitsvek-
tors der Protonen in einem Punkt innerhalb der Protonenkavita¨t. Die Frequenz dieser
Schwingung ist genau die nach Gleichung (3.36) erwartete, na¨mlich die Gyrofrequenz
der Protonen Ωp. Deutlich sieht man die Drehung des Geschwindigkeitsvektors auf
einem Kegel, dessen Achse genau mit der Richtung des Magnetfeldes zusammenfa¨llt
(die Magnetfeldrichtung ist auf der Abbildung nicht dargestellt).
4.5 Schweif
4.5.1 Lage, Form, Stromschicht
Das Herumdrapieren und Anha¨ufen des Magnetfeldes, die Bugstoßwelle und der Ko-
metenschweif sind in Abbildung 4.9 in quasi-3D dargestellt. Die beiden Gebilde sind
Isofla¨chen der Dichte der Protonen und der schweren Ionen. Der Wert der Isofla¨che
der Protonendichte ist so gewa¨hlt, daß die Anha¨ufung der Protonen hinter der Bug-
stoßwelle und vor dem Kometenkern innerhalb der Isofla¨che liegt. Die linke Seite der
dargestellten Fla¨che spiegelt so die ungefa¨hre Lage und Form der Bugstoßwelle wi-
der. Die Feldlinien zeigen die Richtung des Magnetfeldes in 3D und dessen Sta¨rke
(Farben) an. Deutlich erkennt man die Anha¨ufung des Magnetfeldes vor dem Kome-
tenkern, die Faltung der Feldlinien dahinter, die eine Stromschicht quer zum Schweif
erzeugt. Diese Stromschicht und der Schweif liegen geometrisch genau aufeinander.
Durch ein schra¨g einlaufendes Magnetfeld liegt die Stromschicht nicht mehr
symmetrisch zur Einlaufrichtung des Sonnenwindes, sondern ist durch zunehmenden
magnetischen Druck auf einer Seite geneigt. Die Ablenkung der Ionen im Schweif





Abbildung 4.9: Quasi-3D-Darstellung eines simulierten Kometen. Es sind 120  120 
120 Gitterpunkte dargestellt, d. h. in jeder Raumrichtung ca. 2  105 km (die Umris-
se des
”
Wu¨rfels“ sind angedeutet). Es sind zwei Isofla¨chen, eine der Protonendichte
(links), eine der Dichte der schweren Ionen (rechts), gezeigt. Die Farben bedeuten
schwaches (0 nT ist blau) bis starkes Magnetfeld ( l 20 nT ist rot).
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Abbildung 4.10: Abweichung des Schweifs von der x-Achse (Stro¨mungsrichtung des
Sonnenwindes), dargestellt durch die Kreuze. Die durchgezogene Kurve zeigt den
berechneten Ort des Schweifs nur unter Beru¨cksichtigung jeweils einer Komponente
der Kraft aus magnetischem Druck und Zug. Bis zu einer Entfernung von 2  5  105 km
la¨ßt sich die Abweichung allein durch die Wirkung des magnetischen Druckes (hier
in z-Richtung) und Zuges (hier in x-Richtung) erkla¨ren (siehe Text).
ist dort gro¨ßer, wo die Dichte geringer ist. Aus diesem Grund entsteht die gewo¨lb-
te Form der Isofla¨che der Dichte der schweren Ionen. Durch die Strukturierung im
Schweif (siehe Kapitel 5) kommt es teilweise zu einer wellenartigen Form, da die
Masse zwischen zwei Knoten (geringe Dichte) durch die Wirkung des magnetischen
Drucks sta¨rker abgelenkt wird als ein Knoten selbst (ho¨here Dichte).
In Abbildung 4.10 ist die Ortsabweichung in z-Richtung des Schweifs ge-
genu¨ber dem Abstand vom Kern aufgetragen. Mit Schweif ist hier und im folgenden
gemeint: Zu jedem Punkt in x-Richtung (Stro¨mungsrichtung des ungesto¨rten Son-
nenwindes) wird auf der zugeho¨rigen yz-Ebene der Ort mit maximaler Dichte der
schweren Ionen ermittelt. Entlang der x-Achse zusammengesetzt ergeben diese Orte
die Lage des Kometenschweifs. Welche Ursachen die Abweichung des Schweifs von
der Stro¨mungsrichtung hat, kann in der Simulation nachvollzogen werden, da die ein-
zelnen Kraftterme bekannt sind. Die Bewegung der schweren Ionen kann zu einem
beliebigen Zeitpunkt (die Lo¨sung ist quasistationa¨r) unter Einbeziehung aller Kra¨fte
nachvollzogen, d. h. verfolgt man die
”
Bahnen“ der schweren Ionen, so mu¨ssen alle
auftretenden Beschleunigungen von Kra¨ften stammen, die im Modell enthalten sind.
Fu¨r die Abweichung des Schweifs sollen hier mit einer einfachen Methode die verant-
wortlichen Kra¨fte gezeigt werden.
Die im Modell enthaltenen Kra¨fte ko¨nnen aus Gleichung (3.25) abgelesen wer-
den. Hier ist der Ionendruck vernachla¨ssigt worden, es bleiben demnach vier Kraft-
terme jeweils fu¨r Protonen und schwere Ionen. Unter anderem sind dies magnetischer
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Druck und Zug (vgl. Abschnitt 3.1.3). In einfachster Na¨herung sollen hier fu¨r die Be-
wegung der schweren Ionen im Schweif nur der magnetische Druck in z-Richtung
(Ebene des Magnetfeldes) und der magnetische Zug in x-Richtung (Stro¨mungsrich-
tung) betrachtet werden. Aus diesen beiden Kra¨ften la¨ßt sich die Bewegung der schwe-
ren Ionen unter Vernachla¨ssigung aller anderer Kra¨fte und Komponenten errechnen.
Die Bewegung ergibt eine
”
Bahn“ und beschreibt die Lage des Schweifs. Auf Abbil-
dung 4.10 ist die so berechnete Bahn der tatsa¨chlichen Schweiflage gegenu¨bergestellt.
Bis zu einer Entfernung von 2  5  105 km ist die hier benutzte einfachste Na¨herung
gu¨ltig, und alle anderen Kra¨fte und Komponenten spielen fu¨r die Ermittelung der La-
ge des Schweifs keine Rolle.
Wie auf Abbildung 5.1 im na¨chsten Kapitel ersichtlich wird, ist in gro¨ßerer Ent-
fernung kein zusammenha¨ngender Schweif mehr vorhanden, vielmehr sind einzelne
Strukturen erkennbar, deren Dynamik nicht mehr in der oben genannten Na¨herung be-
schrieben werden kann. Die Betrachtung zeigt aber, daß die Abweichung des Schweifs
von der Stro¨mungsrichtung u¨ber die Wirkung des magnetischen Druckes geschieht
und das Ergebnis des schra¨g einlaufenden Magnetfeldes ist.
Kapitel 5
Simulation von Schweifstrukturen
Viele Simulationsergebnisse zeigen starke Strukturbildungen im Schweif. Dabei han-
delt es sich um Knotenstrukturen. Damit sind regelma¨ßige Dichteanha¨ufungen ge-
meint, die in der Na¨he des Kometenkerns entstehen und dann in den Schweif beschleu-
nigt werden. Solche Knoten bilden sich bei unterschiedlichen Sonnenwindmachzahlen
(hier wurde ein Bereich von 2 bis 6 betrachtet), bei allen simulierten Gasprodukti-
onsraten und sind auch von den u¨brigen Plasma- und numerischen Parametern un-
abha¨ngig. In den folgenden Abschnitten wird die Bildung und Bewegung der Knoten
anhand eines konkreten Falles analysiert.
Die Sonnenwind-, Kometen- und numerischen Parameter der in den folgenden
drei Abschnitten betrachteten Simulation sind in Tabelle 5.1 aufgefu¨hrt. Die Aus-
gangslage und Gittergro¨ße ist in Abbildung 3.1 zu sehen.
5.1 Ra¨umlicher Verlauf der Simulationsvariablen
Neben der quasi-3D-Darstellung ist die Darstellung von Schnitten sinnvoll, da man so
die Werteverteilung der einzelnen Variablen direkt sichtbar machen kann. Abbildung
5.1 zeigt die Magnetfeldsta¨rke, die Geschwindigkeit der Protonen in x-Richtung, die
Protonendichte und die Dichte der schweren Ionen nach grob 3900 Zeitschritten. Der
Sonnenwind stro¨mt in der Abbildung von links ein, das Magnetfeld liegt in der links
dargestellten xz-Ebene mit einem Winkel von 45  zur Stro¨mungsrichtung. Die Bug-
stoßwelle, die Anha¨ufung des Magnetfeldes und der Protonen vor dem Kometen so-
wie die Ausbildung eines Schweifs sind zu sehen. Die projizierten Magnetfeldlinien
demonstrieren auf den linken Schnitten das Herumwinden des Magnetfeldes um den
Kometenkern, auf den rechten Schnitten dessen Ausweichen von der zentralen Achse
(Stro¨mungsrichtung = x-Achse). Zum dargestellten Zeitpunkt ist bereits ein Gleich-
gewicht zwischen den einlaufenden Protonen und den vom Kometen produzierten
schweren Ionen erreicht, und die Bugstoßwelle bleibt in einer konstanten Position,
d. h. unter diesen Gesichtspunkten ist eine quasistationa¨re Lo¨sung erreicht. Man er-
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Tabelle 5.1: Plasma- und numerische Parameter der in den Abschnitten 5.1 bis 5.3
betrachteten Simulation. Wir haben dabei das einfachste Simulationsmodell unter
Vernachla¨ssigung der Ionendru¨cke und Kollisionsterme verwendet (siehe Abschnitt
3.1.1).
Plasmaparameter und berechnete Gro¨ßen des ungesto¨rten Sonnenwindes:
Machzahl MA 	 4
Alfve´ngeschwindigkeit vA 	 150 km s  1
Winkel des Magnetfeldes zur Stro¨mungsrichtung α 	 45 
Magnetfeldsta¨rke m B m1	 16 nT
Protonendichte np 	 6 cm  3
Elektronentemperatur Te 	 1  2  106 K
Plasma β βe 4 a	 2
Adiabatenexponent γ 	 53
Protonengyrofrequenz Ωcp 	 1  6 s  1
Debyela¨nge D 	 35 m
Protonenskinla¨nge Lsk 	 90 km
Kometenparameter:
Gasproduktionsrate Qh 	 1  1028 s  1
Ionisationsrate ξ 	 1  10  6 s  1
Auswurfgeschwindigkeit der neutralen Teilchen vej 	 1 km s  1
Masse der schweren Ionen mh 	 15amu
Numerische Parameter:
Gittergro¨ße 300  80  80
Ra¨umliche Auflo¨sung ∆x 	 20Lsk 	 1800 km
Zeitliche Auflo¨sung ∆t 	 1Ω  1cp 	 0  6 s
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Abbildung 5.1: Magnetische Feldsta¨rke, Geschwindigkeit der Protonen, Protonen-
dichte und Dichte der schweren Ionen. Dargestellt sind jeweils zwei unterschiedliche
Schnitte: Links: xz-Ebene bei y 	 0. Rechts: yz-Ebene bei x 	 1  3  105 km, wie im
linken Schnitt durch die gestrichelte Linie markiert ist. In den unteren Abbildungen
sind projizierte Feldlinien des Magnetfeldes hinzugefu¨gt, die durch den Schweif ge-
hen, d. h. das
”
Kreuzen“ von Feldlinien kommt hier durch die Projektion zustande.
Der Verlauf an den Ra¨ndern ist durch die Randbedingungen nicht immer realistisch.
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Abbildung 5.2: Alle Variablen einer Simulation, deren Parameter in Tabelle 5.1 dar-
gestellt sind, in einem xz-Schnitt bei y 	 0 zu einer Zeit von 3879 Ω

1
p . Die x- und
z-Koordinaten sind in normierten Einheiten auf den oberen drei Bildern gezeigt (eine
dargestellte Einheit 	 1 Lskin 4 9	 89 km). Die Gro¨ßen sind in Einheiten der in Tabel-
le 3.2 bzw. 5.1 gegebenen Normierungsgro¨ßen dargestellt (Farbskalen). Die einzelnen
Bilder sind im Gegensatz zu Abbildung 5.1 verzerrt dargestellt.
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kennt anhand der Dichte der schweren Ionen im Schweif einzelne Knoten, die mit
großra¨umigen Strukturen in den anderen Gro¨ßen verknu¨pft sind. Diese bewegen sich
stromabwa¨rts, es werden periodisch neue Knoten gebildet. Obwohl alle a¨ußeren Pa-
rameter konstant sind, gibt es periodische Schwankungen auf der Seite stromabwa¨rts
des Kometenkerns.
Auf Abbildung 5.2 sind alle Simulationsvariablen des diskutierten Falles in ei-
nem xz-Schnitt durch den Simulationsraum in normierten Einheiten dargestellt. Die
beiden Achsen sind hier nicht im gleichen Maßstab, so daß die einzelnen Bilder etwas
verzerrt sind. Die Strukturen, die schon in der Protonendichte zu sehen sind, treten
in vielen anderen Simulationsvariablen ebenfalls auf. Die einzelnen Variablen werden
im folgenden kurz diskutiert.
Dichte der schweren Ionen und Magnetfeldlinien (Abbildung 5.1): Es sind deutlich
einzelne Knoten im Schweif zu erkennen, die in weiterer Entfernung zu vollkommen
selbsta¨ndigen Gebilden werden. Die projizierten Magnetfeldlinien demonstrieren die
Lage und Form der Stromschicht, die mit dem Schweif geometrisch u¨bereinstimmt.
Die Dichte der Magnetfeldlinien sagt nichts u¨ber die Sta¨rke des Feldes aus. Es wurden
in a¨quidistanten Absta¨nden Feldlinien, die durch den Schweif gehen, ausgewa¨hlt und
projiziert.
Die Protonendichte (unverzerrt dargestellt in Abbildung 5.1) zeigt beim Durchque-
ren der Bugstoßwelle einen plo¨tzlichen Anstieg. Die gro¨ßte Anha¨ufung ist in einem
Bereich zwischen Bugstoßwelle und Protonopause (in diesem Beispiel nur grob auf-
gelo¨st) erreicht. Vom Schweif aus zeigen langgestreckte Gebiete mit abwechselnd
niedriger und hoher Protonendichte in z-Richtung (nach oben rechts). Im Schweif tref-
fen Gebiete mit niedriger Protonendichte meist auf Knoten in der Dichte der schweren
Ionen. Die la¨nglichen Strukturen oberhalb des Schweifs und die Strukturen der Pro-
tonendichte im Schweif haben gemeinsamen Ursprung, bewegen sich aber im Laufe
der Entwicklung stromabwa¨rts mit verschiedenen Geschwindigkeiten (die la¨nglichen
Strukturen bewegen sich schneller). Der Grund dafu¨r ist die hohe Dichte der schwe-
ren Ionen im Schweif, die in diesem Bereich dominieren und tra¨ger sind. Im weiteren
Verlauf kommen auch einzelne Strukturen mit sehr hoher Dichte vor. Auch dort ent-
sprechen Gebiete mit hoher Protonendichte meist solchen, in denen die Dichte der
schweren Ionen gering ist, und umgekehrt.
Elektronentemperatur: Mit der Erho¨hung der Protonendichte hinter der Bugstoß-
welle steigt auch die Elektronentemperatur dort sprunghaft. Der gesamte Verlauf ist
dem der Protonendichte sehr a¨hnlich.
Protonengeschwindigkeit (Abbildungen 5.1 und 5.2): In allen Komponenten ist die
Bugstoßwelle sichtbar. Man kann die Orte erkennen, in denen die Protonen Schwin-
gungen ausfu¨hren (Abschnitt 4.4.3). Dort wo sehr geringe Protonendichte herrscht,
sind in allen Komponenten abwechselnd rote und schwarze Flecken zu sehen, die die-
se Schwingung beschreiben.
Magnetfeld: Die Komponenten des Magnetfeldes sind am deutlichsten in der Pro-
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jektion der Feldlinien in Abbildung 5.1 dargestellt. Anhand der x-Komponente kann
man jedoch in Abbildung 5.2 auch sehr gut die Stromschicht und die
”
Umkehr“ des
Magnetfeldes entlang einer vertikalen Linie sehen. Die z-Komponente zeigt deutlich
die Anha¨ufung des Magnetfeldes vor dem Hindernis. Alle Komponenten spiegeln au-
ßerhalb des Schweifs hauptsa¨chlich die Strukturen wider, die in der Protonendichte zu
sehen sind.
Die Geschwindigkeit der schweren Ionen ist dort relevant, wo auch die Dichte der
schweren Ionen dominiert. Die Beschleunigung der Ionen im Schweif ist in der x-
Komponente deutlich zu sehen.
In dem hier betrachteten Beispiel weicht der Schweif in einer Richtung von
der Stro¨mungsrichtung, der x-Achse, ab, so daß bei der Darstellung der Ergebnisse
besonders eine Schnittrichtung, na¨mlich entlang der gezeigten xz-Ebene, sinnvoll ist.
Eine Mo¨glichkeit, die Dichteverteilung im Schweif auch in der xy-Ebene sichtbar zu
machen, ist, den Schweif zu projizieren. Dies ist in Abbildung 5.3 geschehen. Dabei
wurde fu¨r jeden x-Wert der maximale Wert der Dichte der schweren Ionen ermittelt
und der zugeho¨rige z-Wert bestimmt. So erha¨lt man die in der Abbildung ebenfalls
dargestellte Abweichung des Schweifs in z-Richtung von der x-Achse. Diese Ansicht
des Kometenschweifs zeigt eindrucksvoll die Komplexita¨t der Dynamik der Knoten,
wie sie im folgenden na¨her betrachtet wird.
5.2 Bildung der Knoten
5.2.1 Dichteschwankung im Zentrum
Auf Abbildung 5.4 ist der zeitliche Verlauf einiger Parameter in einem Abstand von
3000 km vom Kometenkern stromabwa¨rts dargestellt. Man kann eine periodische
Schwankung aller Parameter erkennen. Eine deutliche Korrelation ist zu sehen. Die
Periode liegt hier bei etwa Tk  20 Ω  1h  200 s. Diese Periode tritt bei allen Simu-
lationsla¨ufen mit der gleichen Quellsta¨rke auf, es gibt keinen Zusammenhang mit der
Richtung des einstro¨menden Magnetfeldes.
Die Plasmageschwindigkeit ist durch Gleichung (3.38) gegeben. In derartiger
Na¨he zum Kometenkern sind die schweren Ionen deutlich die bestimmende Kompo-
nente, und der Beitrag der Protonen kann vernachla¨ssigt werden (vgl. auch Abbildung
4.7). Außerdem sind die y- und z-Komponenten der Geschwindigkeit der schweren
Ionen sehr klein, so daß hier
vplasma >nRvh o pvhx (5.1)
eine gute Na¨herung ist. Auf der Abbildung wurde deshalb stellvertretend fu¨r die
Plasmageschwindigkeit vhx aufgetragen. Die Protonen fu¨hren im betrachteten Gebiet
Schwingungen um das Magnetfeld aus (siehe Kapitel 4.4.3).
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Abbildung 5.3: Simulationsraum auf die xy-Ebene projiziert. Es ist jeweils die Stelle
projiziert, wo die Dichte im Schweif maximal ist (= Schweifposition). Es ergibt sich
ein sehr komplexes Bild mit zahlreichen Knotenstrukturen.
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Man kann auf der Abbildung erkennen, daß ein Maximum der magnetischen
Feldsta¨rke zeitlich etwas nach dem Maximum der Dichte der schweren Ionen kommt.
Das erho¨hte Magnetfeld
”
schiebt“ gewissermaßen die Anha¨ufung der Dichte in Rich-
tung Schweif.
5.2.2 Kra¨fte im Schweif
Wo kommt die Dichteschwankung her? Zur Lo¨sung dieser Frage soll die Konfigurati-
on der Kra¨fte, die das Simulationsmodell beinhaltet, fu¨r die Umgebung des Kometen-
kerns na¨her betrachtet werden. Die einzelnen Kra¨fte sind hier durch die in Gleichung
(3.25) auftretenden Terme beschrieben. Wie in Abschnitt 3.1.3 werden die Kraftterme
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Fv hat demnach fu¨r Protonen und schwere Ionen umgekehrtes Vorzeichen und ist fu¨r
beide Ionensorten bis auf das Massenverha¨ltnis im ra¨umlichen Verlauf gleich. Al-
le anderen Terme wirken sich aufgrund der unterschiedlichen Dichte von Protonen
und schweren Ionen entsprechend anders aus. FB ist die (normierte) Kraft des ma-
gnetischen Druckes und der magnetische Zug ist mit FB S B bezeichnet (vgl. Abschnitt
3.1.3). Die Gro¨ßen der x-Komponente der vier Kraftterme (fu¨r α 	 h) sind in Abbil-
dung 5.5 mittels eines xz-Schnittes durch den Kometenkern dargestellt.
Die Kraft aus dem magnetischen Druck spiegelt deutlich die Anha¨ufung des
Magnetfeldes vor dem Kometenkern wider: Wenn man sich im unteren Bild der Ab-
bildung 5.5 von links nach rechts auf einer Geraden bei z 	 0 km bewegt, durchquert
man zuna¨chst die Bugstoßwelle, was einen steilen Anstieg im Magnetfeld bedeutet
(siehe auch Abbildung 5.1). In dieser Entfernung vom Kometenkern ist die Dichte der
schweren Ionen gering, so daß dies hier keinen sichtbaren Beitrag zu FB liefert. Es
folgt ein leichter Anstieg des Magnetfeldes und gleichzeitig der Dichte der schweren
Ionen, so daß es zu einer Kraft in Richtung Sonne (im folgenden als negative Kraft be-
zeichnet) kommt, was andeutungsweise in der Abbildung zu erkennen ist. Es folgt das
Maximum in der Magnetfeldsta¨rke auf dessen rechter Seite der magnetische Druck in
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Abbildung 5.4: Zeitlicher Verlauf einiger Simulationsvariablen in einem Punkt
3000 km vom Kometenkern stromabwa¨rts. vhx stellt hier die Plasmageschwindigkeit
dar (siehe Text).
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Abbildung 5.5: Vier Kraftterme der Simulation (5.2) in normierten Einheiten fu¨r α 	
h. Dargestellt ist jeweils die x-Komponente des jeweiligen Terms.
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positiver Richtung wirkt. Hinter dem Hindernis dringt das Magnetfeld seitlich wie-
der in die in der Abbildung dargestellte zentrale Ebene ein. Daraus folgt, daß es im
Schweif, dicht hinter dem Kometenkern, wieder eine Kraft gibt, die der Beschleuni-
gung durch den magnetischen Zug (wie im na¨chsten Absatz erla¨utert wird) entgegen-
wirkt. Im weiteren Verlauf des Schweifs kann man in regelma¨ßigen Absta¨nden immer
wieder Regionen erkennen, wo der magnetische Druck Kra¨fte entgegen den magne-
tischen Zug ausu¨bt. Der zeitliche Verlauf der Kraft FB zeigt: Vor dem Kometenkern
(stromaufwa¨rts) ist FB zeitlich nahezu konstant, hinter ihm (stromabwa¨rts) unterliegt
sie periodischen Vera¨nderungen, die fu¨r die Bildung der Knoten verantwortlich sind.
Dies wird im Abschnitt 5.2.3 und in Abbildung 5.6 noch na¨her erla¨utert.










Abschnitt 3.1.3), wobei man By ∂Bx∂y und Bx ∂Bx∂x innerhalb des gezeigten Schnitts ver-
nachla¨ssigen kann. Der letzte Term Bz ∂Bx∂z liefert den Hauptbeitrag zum magnetischen
Zug (in x-Richtung) und ist sehr scho¨n auf Abbildung 5.5 zu sehen. Diese Kraft unter-
liegt keiner so gravierenden zeitlichen ¨Anderung wie FB (siehe oben). Lediglich durch
die sich periodisch vera¨ndernde Magnetfeldsta¨rke kommt es hier zu kleinen zeitlichen
Schwankungen im Betrag aber keinesfalls zur ¨Anderung der Wirkungsrichtung.
Der Term Fv ist von der Relativgeschwindigkeit beider Ionensorten abha¨ngig
und hauptsa¨chlich in unmittelbarer Na¨he des Kometenkerns sowie auch im
Schweif relevant. Seine x-Komponente lautet (ohne den Vorfaktor):  vhy 
 vpy " Bz 

 vhz 
 vpz " By, wobei der zweite Term fu¨r die Umgebung um den Kometenkern ver-
nachla¨ssigbar ist. In diesem Term spiegelt sich im zeitlichen Verlauf die Schwingung
mit der Gyrationsfrequenz (Abschnitt 4.4.3) wider. Die Frequenz der Schwingung ist
um etwa einen Faktor 300 ho¨her als die, mit der die Knotenbildung geschieht. Um zu
erkennen, ob dieser Term dennoch fu¨r die Bildung der Knoten relevant ist, wurde in
der Abbildung Fv gemittelt u¨ber eine Gyrationsperiode der Protonen dargestellt. Die-
se Kraft ist fu¨r die Bildung der Protonopause wesentlich (vgl. Abschnitt 4.4.2). Im
Schweif und am Ort der Knotenentstehung ist sie sehr klein und hat keinen Einfluß
auf die Dynamik der Knoten.
Die Kraft Fe resultiert aus der Verteilung des Elektronendruckes. Sie ist vom
Betrag her um den Kern und im Schweif etwa um einen Faktor 2 kleiner als die Kraft
aus dem magnetischen Druck, was man in der Abbildung schlecht sieht, da dort nur
ein Ausschnitt des Wertebereichs dargestellt ist (d. h. die Werte oben und unten an
der Farbskala entsprechen jeweils oberen oder unteren Grenzen). Es gibt Regionen,
in denen Fe in die gleiche Richtung zeigt wie FB (z. B. der Bereich um den Kometen-
kern), und solche, in denen das Gegenteil der Fall ist (die Strukturen außerhalb von
4  105 km). Die zeitliche Entwicklung dieser Kraft ist nicht mit der Knotenbildung
korreliert, wie das bei FB der Fall ist. Das liegt daran, daß in diese Kraft die Verteilung
des Gesamtplasmas eingeht, also ne 	 np  nh und ve. Fu¨r die Bildung der Knoten
kann Fe gegenu¨ber dem magnetischen Druck vernachla¨ssigt werden.
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Es bleiben also magnetischer Druck und Zug als dominierende und relevante
Kra¨fte fu¨r die direkte Ursache der Knotenbildung u¨brig. Im folgenden Abschnitt wird
anhand des zeitlichen Verlaufes der Simulationsvariablen gezeigt, wie die Knoten ent-
stehen.
5.2.3 Zeitlicher Verlauf in der Na¨he des Kometenkerns
Magnetischer Zug und Druck sind die relevanten Kra¨fte. Das Magnetfeld ist demnach
hier eine entscheidende Gro¨ße. Abbildung 5.6 zeigt vier aufeinanderfolgende, etwa
a¨quidistante Zeitpunkte der Magnetfeldsta¨rke, jeweils in einem xy-Schnitt und entlang
einer Linie durch den Kometenkern in x-Richtung (gestrichelt eingezeichnet). Zum
Vergleich ist auch die Dichte der schweren Ionen und deren Geschwindigkeit in x-
Richtung (gepunktet) entlang der Schnittlinie dargestellt. Die Zeitspanne, die von den
vier gezeigten Zeitpunkten abgedeckt wird, ist etwa die Periode der Knotenbildung
Tk  20 Ω  1h  200 s. Zuna¨chst befindet sich das System in einem Zustand, wie er im
vorigen Abschnitt geschildert wurde, d. h. schwere Ionen werden in Kernna¨he durch
magnetischen Zug und Druck in den Schweif beschleunigt und gelangen dann in eine
Region, in der der magnetischer Druck dem Zug entgegenwirkt.
Im letzteren Bereich halten sich die Ionen la¨nger auf als in Regionen, wo ma-
gnetischer Druck und Zug in die gleiche Richtung wirken, und es kommt zu dem
Dichteverlauf der schweren Ionen, der ebenfalls in der Abbildung gezeigt ist. Die ver-
tikale Linie im Profil der schweren Ionen und der Magnetfeldsta¨rke zum Zeitpunkt I
stellt die ungefa¨hre Lage der
”
Barriere“ durch den magnetischen Druck dar und ist bei
allen Zeitpunkten zur besseren Orientierung an der gleichen Stelle gezeichnet. Links
der Barriere zeigt sich eine erho¨hte Dichte. Die Erho¨hung der Dichte bedeutet aber
auch eine Versta¨rkung des Magnetfeldes: Magnetische Flußro¨hren, die durch den Ko-
metenkern und in dessen unmittelbarer Na¨he vorbei gelaufen sind, ha¨ufen sich dort,
wo seitlich Flußro¨hren auf die zentrale Achse einstro¨men. Verfolgt man die zeitli-
che Entwicklung, so stellt man fest, daß diese Anha¨ufung von Flußro¨hren so lange
fortschreitet, bis die Barriere aufgehoben ist (Zeitpunkt III). Dann wird die gesam-
te gesammelte Masse in Richtung Schweif beschleunigt und auf der Ru¨ckseite von
wiederum von außen einstro¨menden Flußro¨hren
”
abgeschnu¨rt“ (Zeitpunkt IV). Von
Zeitpunkt IV gelangt man wieder zu Zeitpunkt I und die Entwicklung beginnt von
vorne.
Aus der zeitlichen Entwicklung des Profils der schweren Ionen ist wegen der
großen absoluten Zahl der Dichte und der kleinen hier betrachteten Effekte nur an-
satzweise die Bildung der Knoten zu erkennen. Deutlicher ist die Bewegung einiger
Dichteschwankungen in weiterer Entfernung zu sehen, da sich dort die Knoten sta¨rker
vom
”
Untergrund“ abheben. Hier ist wichtig, daß zu jedem Zeitpunkt schwere Ionen
durch die betrachtete Region fließen, es kommt nicht zur totalen Stagnation des Io-
nenflusses. Die Massenanha¨ufung kommt lediglich durch langsamer fließende Ionen
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Abbildung 5.6: Magnetfeldsta¨rke in einem xy-Schnitt durch den Kometenkern sowie
1D-Schnitte durch den Kometenkern entlang der x-Achse von Magnetfeldsta¨rke und
Dichte der schweren Ionen. Dargestellt sind vier Zeitpunkte, die etwa die Periode der
Bildung eines Knotens abdecken. Das plo¨tzliche Absinken der Dichte bei  7  105 km
kommt daher, daß der Schweif aus der dargestellten xy-Ebene bzw. dem Schnitt ent-
lang der x-Achse herausla¨uft; dies ist auch der Grund fu¨r das steile Maximum der
Geschwindigkeit zu Zeitpunkt III. (Abbildung ist auf der na¨chsten Seite fortgesetzt.)
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III IV
Abbildung 5.6: (Fortsetzung)
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zustande. Auf diese Weise besteht schon von Anfang an ein Ionenfluß durch die Kno-
ten, wie sehr scho¨n am Verlauf der Geschwindigkeit der schweren Ionen zu sehen
ist (Abbildung 5.6). Von Beginn an zeigen sich die Dichteanha¨ufungen auch im Ge-
schwindigkeitsverlauf. In dem Moment, wo sich ein Knoten ablo¨st, also die Barriere
durch den magnetischen Druck aufgehoben ist (Zeitpunkt III), ist auch die Geschwin-
digkeit am Kometenkern ho¨her. Die Ionen in den Knoten, die im weiteren Verlauf des
Schweifs zu sehen sind, haben niedrigere Geschwindigkeit: Deutlich stagniert die Be-
schleunigung gegen den Knotenrand, und es folgt darauf eine starke Beschleunigung.
Der Geschwindigkeitsverlauf in und zwischen den Knoten wird im Abschnitt 5.11
noch genauer dargestellt.
Die Simulation zeigt, daß die Barriere, die sich hinter dem Kometenkern auf-
baut, nicht stabil ist und so die Produktion von Knoten anregt. Genaue analytische
Berechnungen u¨ber die Ursache der Knoten sind schwierig und beinhalten nichtli-
neare Effekte. Eine derartige Behandlung wa¨re wu¨nschenswert, fu¨hrte aber u¨ber den
Rahmen dieser Arbeit hinaus. Um solche nichtlinearen Effekte, die teilweise von drei-
dimensionaler Natur und daher theoretisch besonders schwer zu erfassen sind, zu se-
hen, bedient man sich ja gerade der Simulationen.
5.2.4 Erho¨hung der numerischen Auflo¨sung
Obwohl die Wahl der Simulationsparameter im Zusammenhang mit der numerischen
ra¨umlichen und zeitlichen Auflo¨sung im betrachteten Fall in einem vertretbaren Rah-
men liegen, soll untersucht werden, ob numerische Effekte, die nichtphysikalischer
Natur sind, hier vollkommen ausgeschlossen werden ko¨nnen.
Zu diesem Zweck wurden Simulationsla¨ufe mit den gleichen Sonnenwind-
und Kometenbedingungen, aber ho¨herer ra¨umlicher und zeitlicher Auflo¨sung durch-
gefu¨hrt. Die ho¨here Auflo¨sung bedeutet (bei gleicher RAM-Kapazita¨t, siehe Abschnit-
te 3.3 und 4.1), daß man nur einen kleineren
”
realen Raum“ zur Verfu¨gung hat. Die
Vorga¨nge in der Na¨he des Kometenkerns, d. h. die eigentlich wichtigen fu¨r die Bil-
dung der Knoten lassen sich aber dennoch vergleichen. Man verliert nur den weiteren
Verlauf des Kometenschweifs. Abbildung 5.7 zeigt den direkten Vergleich der oben
betrachteten Simulation mit einem Fall, der viermal ho¨here zeitliche und ra¨umliche
Auflo¨sung hat. Dargestellt ist die Sta¨rke des Magnetfeldes in einem Ausschnitt um
den Kometenkern. Der Abstand der Bugstoßwelle und ihre Form sind in beiden Fa¨llen
nahezu identisch. Außerdem sind die Werte der Magnetfeldsta¨rke in allen Regionen
praktisch gleich. In der unteren Abbildung mit ho¨herer Auflo¨sung zeigen sich zusa¨tz-
lich Strukturierungen oberhalb des Schweifs, die in der oberen nicht wiedergegeben
werden. Aus der unterschiedlichen Auflo¨sung stammt auch die etwas anders geformte
Region der Anha¨ufung des Magnetfeldes vor dem Kometenkern.
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Abbildung 5.7: Vergleich eines Schnittes der Sta¨rke des Magnetfeldes zweier Simu-
lationen mit niedriger (oben) und hoher (unten) Auflo¨sung. Die Beiden Simulationen
zeigen ¨Ubereinstimmung in wesentlichen Charakteristika wie z. B. im Abstand und
Verlauf der Bugstoßwelle. Auf dem unteren Bild (hohe Auflo¨sung) treten zusa¨tzlich
feinere Strukturen hervor.
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Abbildung 5.8: Knotenpositionen im Zeit-Abstands-Raum. Die gefundenen Positio-
nen fu¨gen sich deutlich zu Bahnen zusammen. Man erkennt eine kurze Beschleu-
nigungsphase dicht am Kometenkern und anschließend die Bewegung mit konstan-
ter Geschwindigkeit. Es kommt auch vor, daß Knoten verschmelzen oder sich ganz
auflo¨sen (siehe Text).
5.3 Bewegung der Knoten im Schweif
Die in der Na¨he des Kometenkerns entstandenen Knoten werden stromabwa¨rts be-
schleunigt und ko¨nnen in ihrer Entwicklung verfolgt werden. Auf Abbildung 5.8 ist
die Bewegung der Knoten von ihrer Bildung an zu sehen. Es sind dort Zeit und Ab-
stand vom Kometenkern aufgetragen. Ein Rauten-Symbol bedeutet, daß an dieser Stel-
le eine lokale Dichteanha¨ufung gefunden wurde. Die 3D-Simulationsdaten liegen, um
Speicherplatz und Ausgabezeit zu reduzieren, nur etwa alle 80 Zeitschritte vor, so daß
man bei verschiedenen Zeiten gleiche Knoten erkennen muß, um deren Dynamik zu
bestimmen. Auf der Abbildung zeigen sich sehr deutlich Bahnen im Abstand-Zeit-
Raum, auf denen sich offensichtlich die Knoten bewegen. Sie werden meistens gleich
nach der Bildung in der Na¨he des Kometenkerns beschleunigt und erreichen schon
sehr bald eine konstante Geschwindigkeit.
Wa¨hrend der Beschleunigung und auch im spa¨teren Bewegungsverlauf kommt
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Abbildung 5.9: Bahn eines Knotens im Zeit-Abstands-Raum. Bei 48 Ω  1h wurde im
Abstand von 2  104 km ein Knoten detektiert. Der lineare Fit wurde aus den Punkten
rechts von der gestrichelten Linie ermittelt.
es vor, daß Knoten miteinander verschmelzen oder sich ganz auflo¨sen. Diese Unre-
gelma¨ßigkeiten (man betrachte z. B. die Verschmelzung der Bahnen rechts oben in
Abbildung 5.8) ko¨nnen zwei Ursachen haben. Zum einen sind dies Folgen des nume-
rischen Verfahrens: Auf Grund numerischer Ungenauigkeiten kann es vorkommen,
daß verschiedene Knoten mit leicht unterschiedlichen Parametern starten. Diese ent-
wickeln sich unter Umsta¨nden ganz verschieden, und anfa¨nglich kleine Fehler wach-
sen zu sehr großen an. Kleine Unterschiede in den Plasmaparametern der Knoten sind
aber in der Realita¨t auch zu erwarten, etwa durch Schwankung der Gasproduktion des
Kometenkerns (z. B. auf Grund der Rotation des Kerns, siehe Abschnitt 1.2.1). Des-
halb sind solche eventuell von der Numerik verursachten Unregelma¨ßigkeiten nicht
ganz abwegig.
Ein anderer Grund fu¨r die Verschmelzung von Bahnen in Abbildung 5.8 ist das
Verfahren, mit dem die Abbildung erstellt wurde. Es ist dort lediglich ein Knoten
pro Abstand vom Kometenkern dargestellt. Abbildung 5.3 zeigt, daß es vor allem in
gro¨ßerer Entfernung vom Kometenkern mehrere Knoten bei gleichem Abstand gibt.
Das Verschmelzen von Bahnen in gro¨ßerer Entfernung ist meist kein Verschmelzen
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Abbildung 5.10: Vergleich der Geschwindigkeit der schweren Ionen in den Knoten
mit der Knotengeschwindigkeit. Die Knoten durchlaufen in ihrer Entwicklung drei
verschiedene Phasen: 1. Knoten und Ionen werden beschleunigt, 2. Knoten haben ei-
ne konstante Geschwindigkeit, wa¨hrend die Ionen weiter beschleunigt werden, 3. die
Ionen erreichen auch eine konstante Geschwindigkeit. Die Unregelma¨ßigkeiten im
Verlauf der Ionengeschwindigkeit sind auf das Auswertungsverfahren zuru¨ckzufu¨hren
(siehe Text). Die konstante gestrichelte Linie ist der Fit aus Abbildung 5.9.
von Knoten, sondern bedeutet, daß hier verschiedene Knoten mit unterschiedlicher
Lage zur x-Achse verfolgt wurden; sobald die beiden Knoten den gleichen Abstand
zum Kometenkern haben, wurde nur noch derjenige mit dem gro¨ßeren Dichtemaxi-
mum weiterverfolgt. Nur eine vierdimensionale Abbildung (oder ein 3D-Film) ko¨nnte
dies richtig darstellen.
Eine Unsicherheit ist die Ermittelung der genauen Position eines Knotens. Fu¨r
die Abbildung wurde jeweils der Ort mit der maximalen Dichte als die Position des
Knotens angesehen. Dies ist nicht immer korrekt, man mu¨ßte die gesamte Dichte des
Knotens betrachten und daraus ein Zentrum ermitteln.
In Abbildung 5.9 wurde nur ein Knoten von seiner Bildung an verfolgt, um eine
Bahn zu erhalten, die nicht durch zwei in etwa gleichem Abstand existierenden Knoten
zustande kommt. Die Abbildung zeigt wieder einen Zeit-Abstands-Raum. Bei 48 Ω  1h
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wurde ein Knoten in einem Abstand von etwa 2  104 km detektiert und weiterverfolgt.
Das Detektieren von Knoten ist in einem einfachen Verfahren erst dann mo¨glich, wenn
es darin ein Dichtemaximum gibt. Dies ist hier in einer Entfernung von etwa 104 km
der Fall. Man erkennt die Beschleunigungsphase und die anschließende konstante Be-
wegung. Fu¨r den linearen Fit wurden nur die Werte rechts von der gestrichelten ver-
tikalen Linie verwendet und eine Geschwindigkeit von etwa 135 km s  1 ermittelt.
Abweichungen von der Geraden sind einerseits auf die beschra¨nkte Gitterauflo¨sung
(sehr scho¨n zu sehen zwischen 1  1  105 und 1  7  105 km), andererseits auf Vera¨nde-
rungen des Profils des Knotens zuru¨ckzufu¨hren (hier wurde wieder lediglich der Ort
des Maximums des Knotenprofils als dessen Position verwendet). Beru¨cksichtigt man
diese numerischen und auswertungsbedingten Fehler bei der Ermittelung der Position
des Knotens, ist die Knotengeschwindigkeit als genau konstant anzusehen. Dies ist
der Grund, warum fu¨r Entfernungen rechts von der gestrichelten Linie in Abbildung
5.9 im folgenden (Abbildung 5.10) nur noch die gemittelte, konstante Bewegung des
Knotens und nicht die vom Auswertungsverfahren abha¨ngenden Positionen verwendet
werden.
Ionen- und Knotengeschwindigkeit
Interessant ist ein Vergleich der Ionengeschwindigkeit in einem Knoten mit der zu-
geho¨rigen Knotengeschwindigkeit (Abbildung 5.10). Die Sterne zeigen die Geschwin-
digkeit der schweren Ionen im Knoten, die gestrichelte Linie ist die aus Abbildung
5.9 gewonnene Bewegung des betrachteten Knotens. Die Unregelma¨ßigkeiten im Ver-
lauf der Ionengeschwindigkeit sind wiederum auf das Auswertungsverfahren zuru¨ck-
zufu¨hren. Das Hauptproblem bei dieser Auswertung ist: Wie wird die Geschwindig-
keit im Knoten definiert? Es wurde entsprechend zu den vorausgehenden Abbildungen
die Geschwindigkeit an der Stelle des Dichtemaximums verwendet, was auch ein gu-
ter Mittelwert u¨ber den Geschwindigkeitsverlauf im Knoten ist (hier nicht gezeigt).
Die Ionen bewegen sich schneller, d. h. es existiert ein Ionenfluß stromabwa¨rts durch
die Knoten. Dieser Fluß besteht seit ihrer Bildung.
Man kann drei Regionen unterscheiden: In der ersten werden Knoten und Io-
nen beschleunigt, in der zweiten haben die Knoten bereits ihre Endgeschwindigkeit
erreicht wa¨hrend die Ionen weiter beschleunigt werden, in der dritten Region haben
beide konstante Geschwindigkeit, wobei die Ionen etwa doppelt so schnell sind wie
die Knoten. In der ersten Region
”
u¨berleben“ nicht alle Knoten, hier kommt es vor,
daß sie sich auflo¨sen, oder von nachfolgenden eingeholt werden. In der zweiten und
hauptsa¨chlich dritten Region wird das Dichteprofil der schweren Ionen immer steiler
(siehe na¨chster Abschnitt). Die Knoten sind eine Dichtewelle, die in einem Koordi-
natensystem, das sich mit dem Plasma im Schweif bewegt, ru¨ckwa¨rts, also strom-
aufwa¨rts, la¨uft. Interessant ist, daß sich die Knoten – abgesehen von der kurzen Be-
schleunigungsphase – mit praktisch konstanter Geschwindigkeit fortbewegen, die von
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Abbildung 5.11: Hier ist in einem Schnitt entlang des Schweifs die Dichte der schwe-
ren Ionen (gestrichelt) und deren Geschwindigkeit (durchgezogen gegenu¨bergestellt.
Drei Knoten sind zu sehen. Der Verlauf der Geschwindigkeit fu¨hrt zur Aufsteilung der
Knoten.
der Ionengeschwindigkeit unabha¨ngig ist.
Haerendel [1987] betrachtete die Ioneninjektion in den Schweif bei ku¨nstlichen
Kometen. Unter Beru¨cksichtigung von magnetischem Zug und Druck lautet dort eine






Dabei ist mi die Masse der betrachteten Ionensorte in amu und vsw die ungesto¨rte
Sonnenwindgeschwindigkeit. Die Abscha¨tzung bezieht sich auf einen Bereich im
Schweif, wo keine magnetischen Spannungen mehr vorhanden sind. Die Annahmen,
die zu (5.3) fu¨hren, sind nicht ohne weiteres auf unsere Simulationen u¨bertragbar, da
es sich um andere Gro¨ßenordnungen und auch nicht um eine konstante Quelle handelt
(siehe Abschnitt 1.2.2). Dennoch beschreibt Abscha¨tzung (5.3) auch die Ergebnisse
unserer Simulation hinreichend genau. In unserem Fall ist die Ionenendgeschwin-
digkeit im Schweif bereits dort erreicht, wo noch magnetische Spannungen vorhan-
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Abbildung 5.12: Dichteprofil der schweren Ionen entlang des Schweifs in seiner zeit-
lichen Entwicklung. Der Teil vorne rechts der dargestellten Fla¨che stellt einen ¨Uber-
gangsbereich dar, in dem die produzierten Ionen noch nicht im Gleichgewicht mit dem
einstro¨menden Sonnenwind sind.
den sind; man wu¨rde daher in unseren Simulationen einen etwas kleineren Wert als
Abscha¨tzung (5.3) erwarten. Fu¨r mi 	 15 folgt
viT  0  5 vsw
was wie erwartet etwas ho¨her liegt, als die Ergebnisse unserer Simulation (MA 	 4)
zeigen (wie in Abbildung 5.10 zu sehen ist, liegt viT hier bei etwa 0  4 vsw).
Aufsteilung des Dichteprofils
Das Verhalten der Ionengeschwindigkeit durch einen Knoten in der dritten Region
aus Abbildung 5.10 ist in Abbildung 5.11 zu sehen. Die Ionen werden beim Austritt
aus einem Knoten (damit ist die Seite stromabwa¨rts gemeint) beschleunigt, erreichen
beim Eintritt in den vorauslaufenden Knoten ihre Maximalgeschwindigkeit und wer-
den darin wieder stark abgebremst. Dieser Verlauf der Geschwindigkeit der schweren
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Ionen – verursacht hauptsa¨chlich durch die Kra¨fte aus dem magnetischen Druck und
Zug – fu¨hrt zur Aufsteilung der Knoten.
Die Entwicklung der Knoten – von der Bildung bis zur Aufsteilung – ist auf
Abbildung 5.12 gut nachzuvollziehen. Hier ist das Profil der Dichte der schweren Io-
nen (Dichte als Funktion des Abstandes vom Kometenkern) in seiner zeitlichen Ent-
wicklung zu sehen. Deutlich erkennt man die periodische Schwankung in der Um-
gebung des Kerns und die Ablo¨sung einzelner Knoten. Die Region unmittelbar nach
dem Kometenkern, in der die Ionen und Knoten beschleunigt werden, zeigt noch nicht
so eindeutig entwickelte Knoten, was hier in Form von kleinen Wellen zu sehen ist.
Aus dieser
”
unentschiedenen“ Phase bilden sich im weiteren Verlauf deutlich einzelne
Knoten heraus, und auch die Aufsteilung dieser ist auf der Abbildung zu sehen.
5.4 Ein eindimensionales Modell
Die Analyse der Simulationsergebnisse in bezug auf die Knotenbildung und Dynamik
dieser im Schweif hat folgende Ergebnisse:
 Magnetischer Druck und Zug sind die Kra¨fte mit dem gro¨ßten Beitrag. Diese
kommen in erster Linie als Ursache fu¨r die Knotenbildung in Frage.
 Die Knoten bewegen sich in den Schweif und erreichen bereits eine Endge-
schwindigkeit, wa¨hrend die Ionen noch beschleunigt werden.
 Bei der Bewegung im Schweif steilt sich das Dichteprofil der Knoten auf.
Es ist interessant, ob sich knotena¨hnliche Strukturen auch in einem sehr einfachen
Modell entwickeln ko¨nnen, das auf den Ergebnissen der 3D-Simulation beruht und
nur die wichtigsten Terme beru¨cksichtigt. Das im folgenden vorgestellte Modell
beschreibt die Entstehung einer
”
clumping instability“, wie sie von Haerendel in
[Szego˜ et al., 1999] vorgeschlagen wurde.
Modellgleichungen
Wir betrachten ein eindimensionales System einer Ionensorte, in dem nur magneti-
scher Druck und Zug vorhanden sind. Die Bewegungsgleichung fu¨r eine Flußro¨hre der
























Dabei sind ρ0 und B0 beliebige Anfangsgro¨ßen zum Zeitpunkt 0. Das Faradaysche

















Gleichungen (5.6) und (5.7) bilden ein geschlossenes System von Differentialglei-
chungen und stellen den Ausgangspunkt fu¨r unser eindimensionales Modell dar.
Nach Vereinfachung und Normierung auf vA 4 0, B0 und Lskin 4 0 (vgl. Abschnitt































Wir normieren hier nicht auf ra¨umlich von einer Sto¨rung unendlich weit entfernte Gro¨ßen, sondern
auf Gro¨ßen zum Zeitpunkt 0, da sich die Gro¨ßen dieses Systems im allgemeinen auch im Unendlichen
a¨ndern. Daher steht hier formell nicht wie bisher der Index s , sondern der Index 0.
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Diese beschreiben in einer Dimension das Zusammenspiel zwischen magnetischem
Druck und Zug.
Das Verhalten dieses einfachen Systems kann – inklusive nichtlinearer Effekte,
gegeben durch den Term 
 b ∂w∂ξ in Gleichung (5.9) – in einer Simulation betrachtet
werden. Die beiden Gleichungen wurden, ebenfalls mit der FCT-Methode, in FORT-
RAN programmiert. Der Rechenaufwand fu¨r diese beiden Gleichungen ist nicht sehr
groß; die ra¨umliche und zeitliche numerische Auflo¨sung kann praktisch beliebig hoch
gewa¨hlt werden, so daß die Numerik hier sehr zuverla¨ssig eingesetzt werden kann.
Das Verhalten von b und w kann auch sehr leicht durch die Betrachtung der einzelnen
Terme anschaulich nachvollzogen werden.
Der einzige Parameter ˜l ist ein Maß fu¨r die Sta¨rke des Terms nullter Ordnung
b
˜l im Vergleich mit den anderen. Durch Variation dieses Parameters kann sein Ein-
fluß auf das Verhalten des Gleichungssystems u¨berpru¨ft werden. Bei realistischen An-
fangskonfigurationen ergeben sich fu¨r unsere Zwecke fu¨r ˜l Einschra¨nkungen, die wei-
ter unten gegeben werden.
Anfangskonfigurationen
Der Term b
˜l la¨ßt die Geschwindigkeit kontinuierlich ansteigen. Wir wollen davon aus-
gehen, daß eine – prinzipiell beliebige – Konfiguration vorgegeben ist, deren Entwick-
lung dann verfolgt werden kann. Wir wa¨hlen als Anfangskonfigurationen fu¨r b und w
solche, die etwa der Konfiguration beim Kometen entsprechen. Dabei interessiert uns
hier die sonnenabgewandte Seite, speziell die Entwicklung einer Konfiguration, wie
sie z. B. die Zwei-Ionen-MHD-Simulation ergeben hat. Eine Anfangskonfiguration,
die wir untersucht haben, ist in Abbildung 5.13 dargestellt: Die Anha¨ufung vor dem
Kometenkern ist hier durch die Gaußform des Verlaufs des Magnetfeldes wiedergege-
ben, dessen (halbe) Breite mit rB bezeichnet wird. Hinzugefu¨gt wurde eine Sto¨rung,
die etwa der Anha¨ufung der schweren Ionen vor einer Barriere auf der sonnenabge-
wandten Seite entspricht (siehe Abschnitt 5.2.3).
Fu¨r die Geschwindigkeit gilt etwa: Dort, wo viel Masse ist, also das Magnet-
feld komprimiert ist, ist die Geschwindigkeit niedrig, und man erha¨lt einen Verlauf,
der ebenfalls in der Abbildung dargestellt ist. Ob wir hier die Sto¨rung im Magnet-
feld entsprechend in der Geschwindigkeit erwiedern, erwies sich unwichtig. Mit den
absoluten Zahlenwerten und auch der Form der Ausgangskurven kann man beliebig
spielen; fu¨r unsere Betrachtung gilt, daß b und w etwa in der selben Gro¨ßenordnung
liegen. Wir haben verschiedene Anfangskonfigurationen getestet, und es zeigt sich,
daß unterschiedliche Wahl von w am Anfang – etwa ein u¨ber ξ konstanter Verlauf –
die Entwicklung der Sto¨rung in b nicht wesentlich beeinflußt.
Der Parameter ˜l beschreibt die effektive La¨nge der Flußro¨hre. Betrachtet man
eine um den Kometenkern gelegte Flußro¨hre, so gilt in Anlehnung an Haerendel
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oder ˜l 	 f rB
Lskin 4 0
Dabei haben wir einen Faktor f eingefu¨gt, um uns nicht auf einen Zahlenwert fest-
legen zu mu¨ssen. Die Variation von f von 2 bis 10 fu¨hrt zu keinen grundsa¨tzlichen
Unterschieden, wie im folgenden gezeigt wird.
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Entwicklung einer Sto¨rung
Abbildung 5.14 zeigt die Entwicklung der Anfangssituation aus Abbildung 5.13 fu¨r
f 	 2 und f 	 10. Die Sto¨rung spaltet sich in zwei Teile, einer la¨uft nach links,
der andere nach rechts. Der Teil, der nach rechts la¨uft, steilt sich auf und bewegt
sich dann mit konstanter Geschwindigkeit fort. Die Geschwindigkeit ist dabei etwa
2  5 vA 4 0, unabha¨ngig von der Wahl des Verlaufs der Anfangsgeschwindigkeit w und
der genauen Form der Sto¨rung. Man erkennt auch die Verformung des gaußfo¨rmigen,
ungesto¨rten Anteils des Magnetfeldes (Aufsteilung nach links).
Anhand von diesen beiden Beispielen kann man den Einfluß des Parameters ˜l er-
kennen: Er bestimmt die Wirkungsweise des Termes des magnetischen Zuges in (5.8),
was sich in der Ho¨he der Aufsteilung widerspiegelt. Dabei bleibt der magnetische Zug
gleich, es a¨ndert sich lediglich die effektive La¨nge der Flußro¨hre und damit die in ihr
enthaltene Masse. Bei niedrigem ˜l wirkt der magnetische Zug auf eine kleinere Masse,
so daß die Aufsteilung effektiver ist. Die Geschwindigkeit, mit der sich die Sto¨rung
nach rechts bewegt und die Aufsteilung an sich, bleiben bei verschiedener Wahl von ˜l
gleich.
Konsequenzen
In diesem einfachen eindimensionalen Modell wurde gefunden, daß sich Sto¨rungen,
die auf einer abfallenden Flanke im Magnetfeld angebracht werden, nur unter der
Wirkung von magnetischem Zug und Druck fortbewegen und aufsteilen. Man kann
eine ¨Ahnlichkeit zu den Strukturen in der 3D-Zwei-Ionen-MHD-Simulation erkennen.
Hier soll ein spekulativer Vergleich des einfachen Modells mit dem 3D-Modell
der vorangegangenen Abschnitte erfolgen. Wir wollen versuchen, zu erkla¨ren, in wel-
chem Bereich die Ergebnisse aus dem hier betrachteten Modell auch im 3D-Zwei-
Ionen-MHD-Modell sichtbar sind: Die Sto¨rung kommt dort durch die den Kometen-
kern umstro¨menden Protonen zustande, die auf der Schweifseite eine Kraft entgegen
der Beschleunigungsrichtung der schweren Ionen ausu¨ben (Abschnitt 5.2.3). Diese
Sto¨rung breitet sich dann gema¨ß der Betrachtungen im eindimensionalen Modell aus.
Der Teil, der nach links wandert, spielt keine große Rolle, da er in den Bereich gera¨t,
wo die Produktion an neuen Ionen maximal ist und so die Sto¨rung vernachla¨ssigt wer-
den kann. Im Schweif ist aber Platz fu¨r die Ausbreitung und Aufsteilung der Sto¨rung,
so daß sie hier in der 3D-Zwei-Ionen-MHD-Simulation beobachtet wird.
Die Periode, mit der die Knoten in der 3D-Zwei-Ionen-MHD-Simulation entste-
hen, kann mit diesem Modell nicht reproduziert werden. Sie ist eine Eigenschaft, die
durch die Plasmagro¨ßen um den Kometenkern festgelegt ist und damit ein Resultat
der Massenbeladung in dem betrachteten Zwei-Ionen-System, die in dem eindimen-
sionalen Modell dieses Abschnitts vollkommen fehlt. Die Periode stellt die Zeit dar,
in der das System einen Knoten bildet und dann wieder – durch die voranschreitende
Ionenproduktion des Kometenkerns – in seine Ausgangslage zuru¨ckgeht.
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Abbildung 5.14: Zeitliche Entwicklung der Konfiguration, wie in Abbildung 5.13 dar-
gestellt. Oben ist b, unten w dargestellt. Links: f 	 2, rechts: f 	 10 (siehe Text).
Der Vergleich zeigt: Bei ho¨herem f ist der Term, der den magnetischen Zug entha¨lt,
herabgesetzt, und die Aufsteilung ist nicht so stark wie bei niedrigeren Werten fu¨r f .
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Die Bewegung der Knoten im Schweif ist demnach ein Effekt, der durch die
Wirkung des eingefrorenen Magnetfeldes auf die stro¨menden Ionen zustande kommt
und daher auch mit einer Ionensorte realisierbar ist. Die Entstehung der Knoten, d. h.
das periodische Auftreten von Sto¨rungen auf der Schweifseite, ist nach unseren Be-
trachtungen ein Resultat der Zwei-Ionen-MHD (Abschnitt 5.2.3). Es sind bisher keine
Ein-Ionen-MHD-Simulationen durchgefu¨hrt worden, die bei konstanten Sonnenwind-
bedingungen a¨hnliche Strukturbildung zeigen.
5.5 Vergleich mit Komet Austin
In diesem Abschnitt wird wieder die 3D-Zwei-Ionen-MHD-Simulation betrachtet. Ein
Vergleich mit Komet Austin kann nur qualitativ erfolgen. Die Quellsta¨rken in den Si-
mulationen reichen wegen der begrenzten Zahl der Gitterpunkte nur bis zu 1  1028 s  1,
wa¨hrend Komet Austin zur Zeit der Beobachtung eine Quellsta¨rke von 2  1029 s  1 hatte
(vgl. Abschnitt 2.2).
Um u¨berhaupt die gesehenen Knoten mit Komet Austin vergleichen zu ko¨nnen,
wurden Simulationen mit verschiedenen Quellsta¨rken durchgefu¨hrt und jeweils die
Knotenentstehungsperiode bestimmt. Das Ergebnis zeigt Abbildung 5.15. Die Sterne
mit Fehlerbalken sind die Werte, die aus der Simulation stammen. Die Fehlerbalken
beschreiben die Unsicherheit der Bestimmung der Periode, wie sie sich beispielswei-
se auf Abbildung 5.4 fu¨r eine Quellsta¨rke von 1  1028 s  1 ergibt. In die Abbildung
ist ein grober Wert, der fu¨r die Knotenentstehungsperiode bei Komet Austin ermittelt
wurde (Abschnitt 2.2.2), eingetragen. Dieser Vergleich zeigt, daß die in der Simulation
gefundene Gro¨ßenordnung der Knotenentstehungsperiode in einem vernu¨nftigen Rah-
men liegt, wenn man die niedrigeren Quellsta¨rken der durchgefu¨hrten Simulationen
beru¨cksichtigt.
Ein besserer Vergleich zwischen Simulation und Beobachtung wa¨re natu¨rlich
wu¨nschenswert. Das Ziel einer Simulation u¨ber Effekte in Kometenplasmen kann aber
nicht sein, die Beobachtungsdaten genau zu reproduzieren – dies sto¨ßt oftmals schon
allein durch die hohen Quellsta¨rken auf Probleme. Die Pha¨nomene, die sich in einem
Plasmaschweif eines Kometen so eindrucksvoll vollziehen sind einfach zu vielfa¨ltig,
um sie komplett mit einem Modell simulieren zu ko¨nnen. Die hier angefu¨hrten Er-
gebnisse zeigen, daß es im Schweif eines Kometen (oder unmagnetisierten Planeten)
Dichtewellenpha¨nomene geben kann, die in der Na¨he des Kerns auf der Schweifsei-
te angeregt werden. Dieses Ergebnis ist durchaus auf andere, a¨hnliche Plasmakonfi-
gurationen (z. B. ku¨nstliche Kometen) u¨bertragbar. Dies ist ein bislang unerforsch-
tes Pha¨nomen bei der Modellierung von Schweifstrukturen. Fru¨her wurde es nur in
schwachen Kometen, wo andere qualitative Zusammenha¨nge herrschen, untersucht
[Bogdanov et al., 1996].
Hier soll noch eine Spekulation angeschlossen werden. Extrapoliert man (line-
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Abbildung 5.15: Knotenentstehungsperiode in Simulation (Kreuze mit Fehlerbalken)
und Beobachtung (A steht fu¨r Komet Austin, vgl. Abschnitt 2.2.2).
ar, in der Abbildung nicht dargestellt) die Knotenentstehungsperiode der Simulation
u¨ber die, die bei Komet Austin gefunden wurde, hinaus zu Komet Hale-Bopp (Gas-
produktionsrate  3  1030 s  1), so findet man Perioden von mehr als 100000 s  30
Stunden. Eine derartig langsame Knotenentstehung wu¨rde sich aber der Beobachtung
entziehen, da nicht anzunehmen ist, daß der Sonnenwind u¨ber so lange Zeit konstant
bleibt. ¨Anderungen im Sonnenwind a¨ndern die Plasmaparameter unter Umsta¨nden so
sehr, daß die Knotenbildung in der hier beschriebenen Weise nicht mehr funktioniert.
In diesem Punkt ko¨nnte die Erkla¨rung dafu¨r liegen, warum bei den Beobachtungen
von Hale-Bopp keine Strukturbewegungen gefunden wurden. Die Plasmakonfigurati-
on um den Kometen Hale-Bopp ist eben durch seine hohe Produktionsrate tra¨ger als




Der Plasmaschweif eines Kometen ist das Resultat der Wechselwirkung von Son-
nenwind und der UV-Strahlung von der Sonne mit der Koma des Kometen. Das
Magnetfeld des massebeladenen Sonnenwindes verformt sich und beschleunigt
kometare Ionen in Richtung Schweif. Dabei werden eine Vielzahl von Strukturen
beobachtet, unter anderem regelma¨ßige Dichteanha¨ufungen oder Knoten. Diese
Strukturen werden seit u¨ber einem Jahrhundert intensiv beobachtet und deren
Dynamik bestimmt. Die vorliegende Arbeit behandelt vorwiegend Strukturen in
Plasmaschweifen von Kometen in Beobachtung und Simulation und versucht einige
der noch offenen Fragen auf diesem Gebiet zu beantworten.
Im April und Mai 1997 wurde im Rahmen dieser Arbeit Komet Hale-Bopp be-
obachtet und die Aufnahmen bearbeitet und ausgewertet. Die Beobachtungen hatten
zum Ziel, die Dynamik von Strukturen im Plasmaschweif zu bestimmen und durch
Photometrie die in den Schweifstrukturen enthaltene Masse zu ermitteln; aus die-
sen Informationen sollte eine Aussage u¨ber die im Schweif wirkenden Kra¨fte ge-
macht werden. In drei Na¨chten konnten sehr gute Beobachtungen des Plasmaschwei-
fes durchgefu¨hrt werden. Die Analyse der zeitlichen Entwicklung der Strukturen zeig-
te: ¨Uber eine Zeitskala von zwei Stunden sind die Strukturen innerhalb der erreichten
Auflo¨sung unvera¨ndert; an zwei aufeinander folgenden Tagen sind die Vera¨nderungen
bereits so groß, daß keine gemeinsame Struktur mehr identifiziert werden kann. Die
Bestimmung der Dynamik der Schweifstrukturen war daher aus diesen Beobachtun-
gen nicht mo¨glich.
Durch Eichung mit Standardsternen wurden im Schweif CO
 
-Fla¨chendichten
bestimmt und diese mit einigen Zusatzannahmen in CO
 
-Dichten umgerechnet. Die
errechneten Dichten liegen im Bereich von 1 CO
 
-Moleku¨l cm  3, in ¨Ubereinstim-
mung mit Messungen anderer Beobachter.
In die Betrachtungen wurden auch bereits ausgewertete Beobachtungsdaten von
Komet Austin vom Mai 1990 einbezogen. Die Beobachtungen zeigen periodisch auf-
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tretende Knoten im Plasmaschweif. Die gemessenen Knotengeschwindigkeiten liegen
in einem Bereich von 20 - 110 km s  1. Es wurde eine Beschleunigung der Knoten von
etwa 1.2 m s  2 und Entstehungsperiode von im Mittel 4000 s gefunden.
Mit Hilfe der Plasmadichte im Schweif und der Geschwindigkeit der Knoten
(hier gleichgesetzt mit der Plasmageschwindigkeit im Schweif) konnte der Plasmafluß
im Schweif fu¨r die betrachteten Kometen abgescha¨tzt werden. Die Beobachtungsda-
ten wurden dabei durch Literaturwerte erga¨nzt. Ein Vergleich mit den aus anderen
Beobachtungen ermittelten Produktionsraten des betrachteten Moleku¨ls CO
 
zeigt,
daß bei Komet Austin etwa 11%, bei Hale-Bopp 14% des gesamten Plasmas im
Schweif konzentriert sind. Diese Zahlen sind Abscha¨tzungen und liegen in einem
Bereich, der mit Literaturwerten auch anderer Kometen u¨bereinstimmt.
Um die Kometenplasmaumgebung zu simulieren, wurde ein Zwei-Ionen-MHD-
Modell herangezogen. Ein vorhandener 2D-Code wurde zu 3D erweitert, ausfu¨hrlich
getestet und fu¨r die globale Simulation der Kometenumgebung eingesetzt. Die Simu-
lationsergebnisse wurden mit in situ Beobachtungen an Komet Giacobini-Zinner ver-
glichen. Eine Vielzahl von Wellen und Unregelma¨ßigkeiten der in situ Beobachtungen
ko¨nnen in der Simulation nicht wiedergegeben werden, der globale Vergleich ist aber
zufriedenstellend. Man kann daran erkennen, in welchen Grenzen die Simulationen
Aussagen u¨ber die Realita¨t zulassen. Im Vergleich mit theoretischen Beschreibungen
der Plasmaumgebung eines Kometen, wie das um den Kometen drapierte Magnetfeld,
der Abstand, die Form der Bugstoßwelle und Protonopause, entsprechen die Simula-
tionsergebnisse den Erwartungen.
Es wurde gezeigt, daß der Kraftterm, der von der Relativgeschwindigkeit beider
Ionensorten abha¨ngt, fu¨r die Bildung der Protonopause wesentlich ist. Die Protono-
pause kommt durch ein Maximum dieses Kraftterms zustande, der die einstro¨menden
Flußro¨hren an der Protonopause so lange bremst, bis die meisten Protonen seitlich ab-
geflossen sind. Protonen, die innerhalb der Protonopause eindringen, fu¨hren Schwin-
gungen mit der Gyrationsfrequenz der Protonen um die Magnetfeldrichtung aus.
Die Simulationsergebnisse zeigen im gesamten betrachteten Parameterbereich
periodische ¨Anderungen der Dichte nahe des Kometenkerns, die mit Auswu¨rfen von
Masseklumpen oder Knoten begleitet werden, ohne daß die a¨ußeren Bedingungen
gea¨ndert wurden. Ein Vergleich der Kraftterme, die im Simulationsmodell enthalten
sind macht deutlich, daß magnetischer Druck und Zug fu¨r die Bildung der Knoten
besonders wichtig sind. Auf der sonnenabgewandten Seite des Kometen kann in den
Simulationsergebnissen eine Region im Schweif beobachtet werden, wo magnetischer
Druck dem magnetischen Zug entgegenwirkt. Diese Konfiguration resultiert in dem
periodischen Auswerfen von Knoten.
Die Dynamik der Knoten im Schweif wurde ebenfalls analysiert. Es wurde ge-
zeigt, daß die Knoten von Anfang an von Ionen durchflossen werden, die Geschwin-
digkeit der Knoten also kleiner ist als die der Ionen. Das bedeutet, die Knoten bewegen
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sich in Form einer Dichtewelle, stellen also nicht die globale Bewegung von Plas-
maanha¨ufungen dar. Bei der Bewegung der Knoten im Schweif gibt es eine Region,
wo Ionen und Knoten beschleunigt werden, eine, wo die Knoten bereits eine End-
geschwindigkeit erreicht haben und eine, wo Ionen und Knoten eine konstante End-
geschwindigkeit besitzen. In der letzteren Region kommt es als Resultat des Wech-
selspiels zwischen magnetischem Druck und magnetischem Zug zur Aufsteilung des
Dichteprofils der Knoten.
In einem einfachen eindimensionalen Modell konnte gezeigt werden, wie – bei
fu¨r die Schweifseite von Kometen typischen Plasmakonfigurationen – Knoten nur un-
ter Beru¨cksichtigung von magnetischen Zug und Druck entstehen ko¨nnen. Innerhalb
dieses einfachen Modells ist auch die Aufsteilung und Bewegung der Knoten mit einer
konstanten Geschwindigkeit zu sehen.
Die Ergebnisse der 3D-Zwei-Ionen-MHD-Simulation wurden auch im Zusam-
menhang mit den Beobachtungsergebnissen von Komet Austin betrachtet. Man kann
erkennen, daß die simulierten Knotenentstehungsperioden in einem realistischen Be-
reich liegen. Trotz der unterschiedlichen Gro¨ßenordnungen der Plasmaparameter in
Beobachtung und Simulation handelt es sich hier offenbar um die gleichen Effekte
und man kann so die Simulationsergebnisse auf die Realita¨t u¨bertragen: Es kann in
Plasmaschweifen von Kometen Strukturen geben, die sich in Form einer Dichtewel-
le bewegen, also nicht die globale Bewegung des Plasmas darstellen. Daru¨ber hinaus
ko¨nnen ohne ¨Anderungen der a¨ußeren Bedingungen periodisch Knoten gebildet und
in den Schweif getragen werden.
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Tabelle A.1: ¨Ubersicht aller gelungenen Aufnahmen. Der interessanteste, hellere Teil
des Plasmaschweifs konnte durch etwa drei Aufnahmen mit viel ¨Uberlappung ab-
gedeckt werden (  3  des Schweifs wurden damit abgedeckt). K=Kopf mit nahem
Schweif, MS=Mittlerer Schweif, WS=Weiter Schweif.
Datum Zeit (UT) Beobachteter Teil
des Kometen
Bemerkungen
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