Conceptual design, analysis and optimization of nuclear-based hydrogen production via copper-chlorine thermochemical cycles by Orhan, Mehmet Fatih
 
 
CONCEPTUAL DESIGN, ANALYSIS AND OPTIMIZATION OF NUCLEAR-BASED 












A Thesis Submitted in Partial Fulfillment  






The Faculty of Engineering and Applied Science, 
Mechanical Engineering Program 
 
 











The world faces problems with depleting energy resources and the harmful impact of present 
energy consumption patterns on the environment, and consequently on the global climate and 
humanity. The concerns regarding global climate change are serious and have resulted in 
extensive research and developments on alternative, clean energy sources. While many of the 
available natural energy resources are limited due to their reliability, quality, quantity and 
density; nuclear energy has the potential to contribute a significant share of large scale energy 
supply without or little contributing to climate change. Hydrogen production via thermochemical 
water decomposition is one of the key potential processes for direct utilization of nuclear thermal 
energy. Thermochemical water splitting with a copper-chlorine (Cu-Cl) cycle is a promising 
process that could be linked with nuclear reactors to decompose water into its constituents, 
oxygen and hydrogen as a net result, through intermediate copper and chlorine compounds with a 
net input of water and heat. The process involves a series of closed-loop chemical reactions that 
does not contribute to any greenhouse gas emissions into the environment.  
Although some preliminary technical studies of the Cu-Cl cycle have been reported and some 
small lab scale experiments of individual reactions in the cycle have been carried out, there is still 
a need to link all the sub-steps of the cycle and build a pilot plant, to facilitate eventual 
commercialization. Such an experimental set up of overall cycle is lacking, especially to evaluate 
characteristics of the complete cycle such as energy, exergy and cost effectiveness. Simulation 
packages, such as Aspen Plus, are useful tools to provide the system designer or operator with 
design, optimization and operation information before building a pilot plant. 
In this thesis, process analysis is performed and simulation models are developed using the 
Aspen Plus simulation package, based on experimental work carried out at the University of 
Ontario Institute of Technology (UOIT), the Argonne National Laboratory (ANL), the Atomic 
Energy of Canada Limited (AECL) and other sources. The energy and mass balances, stream 
flows and properties, the heat exchanger duties and shaft work are calculated. Heat recovery 
options are assessed to improve thermal management and hence overall efficiency of the Cu-Cl 
cycle. An integrated heat exchange network is designed to use heat from the process streams 




The efficiency of the process, based on three, four and five-step cycles, is examined in this thesis. 
The thermal efficiency of the five-step thermochemical process is calculated as 44%, of the four-
step process is 43% and of the three-step process is 41%, based on the lower heating value of 
hydrogen. Sensitivity analyses are performed to study the effects of various operating parameters 
on the efficiency, yield, and cost. A parametric study is conducted, and possible efficiency 
improvements are discussed.  
The manner is investigated in which exergy-related parameters can be used to minimize the cost 
of a Cu-Cl thermochemical cycle for hydrogen production. The iterative optimization technique 
presented requires a minimum of available data and provides effective assistance in optimizing 
thermal systems, particularly in dealing with complex systems and/or cases where conventional 
optimization techniques cannot be applied. The principles of thermoeconomics, as embodied in 
the specific exergy cost (SPECO) and exergy-cost-energy-mass (EXCEM) methods, are used 
here to determine changes in the design parameters of the cycle that improve the cost 
effectiveness of the overall system. It is found that the cost rate of exergy destruction varies 
between $1 and $15 per kilogram of hydrogen produced; and the exergoeconomic factor between 
0.5 and 0.02 as the cost of hydrogen rises from $2.8 to $20 per kg of hydrogen produced. The 
hydrogen cost is inversely related to the exergoeconomic factor, plant capacity and energy/exergy 
efficiencies. Based on the cycle’s design parameters and conditions the hydrogen production cost 
is calculated as $3.8/kg hydrogen.  
Also, an integrated Cu-Cl cycle hydrogen production system, based on nuclear and renewable 
energy sources, is investigated. Nuclear and renewable energy sources are reviewed to determine 
the most appropriate option to couple with the Cu-Cl cycle. An environmental impact assessment 
is conducted and compared to the conventional methods using fossil fuels and other options. 
Some cost assessment studies of hydrogen production are presented for this integrated system. 
The results show that hydrogen production cost could drop down to as low as 2.8 $/kg. The 
results are expected to assist ongoing efforts to increase the economic viability of the Cu-Cl 
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Chapter 1: INTRODUCTION 
1.1 Motivation 
The growth in the global energy consumption rate is closely related to population growth as well 
as industrialization and hence changes in life styles.  Also, technological developments and 
efficiency improvements have a substantial influence on the per capita annual consumption. As a 
result of the rise in global energy demand, the world faces problems with depleting energy 
resources and thus increasing energy cost. More importantly, the effect of present energy 
consumption patterns result in impairing impact on the environment and consequently on the 
global climate and humanity. Concerns regarding global climate change are significant and have 
triggered extensive R&D on alternative, clean energy sources.  
There are various alternative energy options to fossil fuels including renewable and nuclear 
energy sources. While many of the available natural energy resources such as solar, geothermal, 
hydropower and wind are limited due to their reliability, quality, quantity and density; nuclear 
energy has the potential to contribute a significant share of large scale energy supply without (or 
little) contributing to climate change. So far, nuclear energy has been mainly used for electric 
power generation. However, the direct utilization of nuclear thermal energy for other purposes 
has the potential to increase efficiency and thereby facilitate energy savings. For example, 
hydrogen production via thermochemical water decomposition is one of the key potential 
processes for direct utilization of nuclear thermal energy.  
Hydrogen is becoming an important energy carrier for meeting future energy demands. 
However, hydrogen production either directly or indirectly should satisfy some sustainability 
criteria such as low or no associated emissions, including CO2; wide availability; and 
affordability. Hydrogen is abundant on Earth, but only in chemically bound form. In order for 
hydrogen to be useful as an energy carrier, its chemical bound should be broken and obtained in 
element form. However, a substantial energy input is needed to obtain unbound hydrogen since a 
consequence of the chemical reaction energies involved. The energy consumed to produce 
hydrogen exceeds the energy released by the same hydrogen when used as a fuel. For example, to 
break water into hydrogen and oxygen based on the reaction H2O→H2+1/2O2, 120 MJ/kg H2 is 
needed (all gases at 25°C); while the reverse reaction of combining hydrogen and oxygen to 




than 120 MJ/kg must be added to the first reaction, while less than 120 MJ/kg of useful energy 
can be recovered from the recombination since the efficiency of real processes are usually less 
than 100% on an energy basis (Verfondern and Lensa, 2005). Therefore, hydrogen is regarded as 
an energy carrier rather than being a fuel. 
Currently, two main candidates for large-scale hydrogen production are natural gas steam 
reforming and electrolysis. On the other hand, nuclear powered thermochemical water splitting 
seems promising, which may hopefully serve in the transition to a complete renewable based 
hydrogen fuelled future. Most of the global hydrogen production today is from fossil fuels, 
mainly through steam reforming of natural gas. Unfortunately, this fossil-fuel-based hydrogen is 
not environmentally benign and does not contribute toward reduction of greenhouse gas 
emissions. In order to avoid the pollution problems and resource limitations of fossil-fuel-based 
production technologies, hydrogen need to be extracted from water, using clean energy sources. 
Thermochemical water splitting with a copper-chlorine (Cu-Cl) cycle is a promising 
process that could be linked with nuclear reactors to decompose water into its constituents, 
oxygen and hydrogen as a net result. The process carried out through intermediate copper and 
chlorine compounds with a net input of water and heat. It involves a series of closed-loop 
chemical reactions that does not contribute to any greenhouse gas emissions into the 
environment.  
Analysis, design and optimization of energy systems play a crucial role in determining the 
performance and selecting the configuration and operation parameters. Although some 
preliminary technical studies of the Cu-Cl cycle have been reported and some small lab scale 
experiments of individual reactions in the cycle have been conducted, there is still a need to link 
all the sub-steps of the cycle and build a pilot plant, to facilitate eventual commercialization. 
Such an experimental set up of overall cycle is lacking, especially to evaluate characteristics of 
complete cycle such as energy, exergy and cost effectiveness. Simulation packages, such as 
Aspen Plus, are useful tools to provide the system designer or operator with the design, 
optimization and operation information before building a pilot or an actual plant. The lack of 
such analysis and design information for the Cu-Cl cycle has been the main motivation of this 
thesis.  
Energy, exergy and cost analyses of the Cu-Cl cycle using some thermodynamic 




analysis considered a hypothetical Cu-Cl plant for hydrogen production that had not been 
designed or constructed. Thus, many parameters needed for the analyses were unknown, 
including quantity, capacity and material of equipment (pumps, heat exchangers, compressors, 
fluidized bed, evaporator, etc.). Therefore, in the calculations only the five main steps of the Cu-
Cl cycle were considered and assumed no heat losses occur in these steps, individually.  
1.2 Objectives of Thesis 
In this thesis, process analysis is performed and simulation models are developed using the 
Aspen Plus simulation package, based on experimental work carried out at the University of 
Ontario Institute of Technology (UOIT), the Argonne National Laboratory (ANL), the Atomic 
Energy of Canada Limited (AECL) and other sources. The energy and mass balances, stream 
flows and properties, the heat exchanger duties and shaft work are calculated. Heat recovery 
options are assessed to improve thermal management and hence overall efficiency of the Cu-Cl 
cycle. An integrated heat exchange network is designed to use recovered heat from the cycle’s 
process streams efficiently and to decrease the external heat demand. The efficiency of the 
process based on three, four and five step cycles is examined in this thesis. Sensitivity analyses 
are performed to study the effects of various operating parameters on the efficiency, yield and 
cost. A parametric study is conducted and possible efficiency improvements are discussed.  
Also, the manner is investigated in which exergy-related parameters can be used to 
minimize the cost of a Cu-Cl thermochemical cycle for hydrogen production. The iterative 
optimization technique presented requires a minimum of available data and provides effective 
assistance in optimizing thermal systems, particularly in dealing with complex systems and/or 
cases where conventional optimization techniques cannot be applied.  
The principles of thermoeconomics, as embodied in the specific exergy cost (SPECO) and 
exergy-cost-energy-mass (EXCEM) methods, are used here to determine changes in the design 
parameters of the cycle that improve the cost effectiveness of the overall system. The quantitative 
relation is identified between capital costs and thermodynamic losses for devices in the cycle. 
Exergetic cost allocations and various exergoeconomic performance parameters are determined 
for the overall cycle and its components.  
Furthermore, an integrated hydrogen production system by the Cu-Cl cycle based on 
nuclear and renewable energy sources is investigated. Nuclear and renewable energy sources are 




environmental impact assessment is conducted and compared to the conventional methods using 
fossil fuels and other options. Some cost assessment studies of hydrogen production are presented 
for this integrated system.  
In short, the main objectives of this thesis are 
 Simulation of the overall Cu-Cl cycle and its components with Aspen Plus software  
 Design of new overall system configurations for performance improvement  
 Recommendations for implementation of these new configurations  
 Development of better design schemes for Cu-Cl cycle components  
 Recommendations for implementation of these new design schemes 
 Design and construction of experimental spray heat exchanger  
 Energy, exergy and exergoeconomic models of system and its components  
 Thermal management within Cu-Cl Cycle for effective heat recovery  
 Exergy modeling of heat exchangers to optimize thermal effectiveness  
 Determination of optimum operating conditions in the Cu-Cl cycle 
 Sensitivity results from efficiency analysis for performance improvement  
1.3 Summary of Approach and Rationale 
In this thesis, various configurations of the Cu-Cl cycle are conceptually designed, analyzed and 
discussed. Then, for selected configurations, energy and exergy analysis are applied to calculate 
the exergy destructions within the system and exergy losses to the environment. Performance 
assessment parameters related to energy and exergy analyses are calculated. The system level 
design is then continued with engineering economic and thermoeconomic analyses to determine 
the cost of products. According to the results of system level design, conclusions are drawn for 
the most feasible configuration based on efficiency, yield and cost.  
There are two levels of modeling; which are component modeling and system modeling. 




components in the Cu-Cl cycle is presented. For this purpose, a detailed comparative review of 
the literature is carried out with a specific goal of finding the most reliable and suitable model. 
While carrying out this review, attempts are made to assess the validity of some of the 
assumptions used in developing these models and, if feasible, they were modified. Second, 
thermal model of the overall Cu-Cl cycle by taking into account the energy, exergy and 
exergoeconomic effects is developed. Then, these two models are coupled and the distribution of 
the output parameters is shown.  
While developing a flowsheet of the Cu-Cl cycles, at first the thermodynamic database used 
in the Aspen Plus simulation is updated. In this thesis, all thermodynamic data for the various 
chemical species is defined from literature and included in the physical property database of 
Aspen Plus. In addition, the reliability of the data for the other compounds is also checked by 
comparing data in various sources. Details of the Aspen Plus simulation of five, four and three 
step Cu-Cl cycles will be described.  
1.4 Outline of Thesis 
The following chapter provides an overview of energy, nuclear and renewable energies in 
particular, and hydrogen systems. Hydrogen production, storage, distribution and usage 
technologies are explained in detail.  
The third chapter includes a literature review of energy, exergy, exergoeconomics and 
hydrogen production. In particular, a literature review of the Cu-Cl cycle is included. 
The fourth chapter explains approach and methodology in this thesis. Design techniques 
and models used in the simulation of the Cu-Cl cycle are discussed, and steps that are followed 
during the simulation are outlined.  
The fifth chapter includes a description of the Cu-Cl cycle. In that chapter, different 
variations of the Cu-Cl cycle that are currently under investigation were also described.  
The sixth chapter is devoted to explain thermodynamic and thermoeconomic techniques 
and equations used in the analyses of the cycle. Firstly, basic definitions and equations for 
thermodynamics of Cu-Cl systems are outlined. Secondly, the exergoeconomic methods used to 
evaluate economics of the Cu-Cl cycle are explained.  
The seventh chapter includes modeling techniques and details of simulation of the Cu-Cl 




The eighth chapter includes the results and discussion, which can be summarised in several 
main sections.  
 First, it investigates various design schemes for the overall Cu-Cl cycle and its 
components in order to identify potential performance improvements. The implications 
of implementing these configurations were described in detail and the potential benefits 
ascertained. The validation of the simulation models and several parametric studies are 
also included in this section.  
 Second, the thermal management and energy handling options within the cycle are 
studied and heat recovery opportunities are examined. An integrated heat exchange 
network is designed to use heat from the process streams efficiently and decrease the 
external heat demand.  
 Third, a thermodynamic analysis and several parametric studies are presented for 
various configurations. The efficiency of the cycle based on three, four and five step 
cycle is examined.  
 Fourth, the results are presented of the economic and exergoeconomic analyses of the 
Cu-Cl thermochemical cycle for hydrogen production, including estimates of product 
costs.  
 Finally, an integrated hydrogen production system by the Cu-Cl cycle based on nuclear 
and renewable energy sources is explored. An environmental impact assessment is 
conducted and compared to the conventional methods using fossil fuels and other 
options. Some cost assessment studies of hydrogen production are presented for this 
integrated system. 
In the last chapter, the conclusions derived from this thesis are presented and discussed, 
along with some recommendations. 







Chapter 2: BACKGROUND  
2.1 An Overview of Global Energy  
In today’s world, energy and its transformation play critical roles in our lives and have a direct 
impact on every sector of the economy affecting the overall economic and societal well-being. 
Generally, economic and human health relates to per capita energy consumption. Energy is used 
in almost every human activity. Energy use areas include transportation, household uses, 
agriculture, industry and manufacturing, service, buildings, and more. Thus, energy is consumed 
both directly by us in  transportation and household uses, as well as indirectly by consuming 
goods that require energy in their production, delivery or preservation. Fossil fuels such as coal, 
oil and natural gas satisfy over 85% of our energy needs (Brouwer, 2009). Combustion process, 
which transforms the fuel’s chemical energy into other forms of useful energy in internal 
combustion engines, gas turbines, boilers and like, plays a major role in the consumption of these 
fossil fuels. These combustion-based processes, however, produce emissions of criteria pollutants 
(e.g., nitrogen oxides, carbon monoxide, hydrocarbons) and greenhouse gases (e.g., carbon 
dioxide, methane). In addition, only about 30% of the fuel’s chemical energy is transformed into 
useful energy and power by these generation systems. Therefore, there is an urgent need for 
alternative energy conversion methods. 
The increase in recorded average temperatures over the globe since the mid-20
th
 century is 
mostly attributed to the observed increase in the anthropogenic greenhouse gas concentrations. 
Greenhouse gases (GHGs) such as carbon dioxide, water vapour and methane, absorb solar 
radiation and hence create a natural greenhouse blanket effect around the Earth. Without this  
effect, temperatures would be an estimated 30°C lower (Elder and Allen, 2009). Carbon dioxide 
is a lasting greenhouse gas. It can remain for hundreds of years once it is added to the 
atmosphere. Human activities have been the significant contributor to the atmospheric 
concentrations of all major GHGs that have increased considerably since pre-industrial times. For 
example, carbon dioxide concentrations have risen by over one third from 280 parts per million 
(ppm) in around 1750, to 379 ppm in 2005. And, it has been stated that CO2 levels could reach 
550 ppm by 2050, leading to warming of at least 2°C (Elder and Allen, 2009). Some effects of 
global warming are the rise of sea levels, glacial retreat, species extinction, an increase in the 
ranges of infectious diseases and an increased likelihood of severe weather patterns. For example, 




Allen, 2009). Therefore, governments and corporations have started taking actions to restrain 
global warming and its effects.  
Major global concerns such as over-population, air pollution, fresh water pollution, coastal 
pollution, deforestation, biodiversity loss, and global climate deterioration further dominate 
energy development.  These increasing concerns about global warming have revitalized R&D in 
efficiency improvement, alternative energy sources and in methods to decrease CO2 emission. 
The interest in energy has received another important boost in the last couple of years. This 
interest was primarily, driven by the non-linear rising energy consumption by the highly 
populated countries and accompanied by the heightening tensions with many of the oil and gas 
producing nations. Any large-scale energy-related activities should be engaged in ensuring their 
sustainability first to prevent catastrophic global consequences. While having various definitions, 
we can simply state here that sustainable activities mean that they meet the current needs without 
destroying the ability of future generations to meet theirs, with a balance among economic, 
social, and environmental needs (Brundtland Report, 1987). 
Quantitative sustainability criterias need to be established to make any activity sustainable. 
For example, in the energy sector they go well beyond the conventional energy, exergy or 
economic indicators such as production, consumption, conversion efficiencies, and costs. They 
must include both short term and long term social, political, and ecological considerations. 
However, they are typically very difficult to quantify and performance depends on the country, 
and even the community, to which they are to be applied. The planning and design of sustainable 
systems is much more involved and complex than conventional planning and design that does not 
include the rigorous investigation of sustainable approaches. This is because of the addition of 
the many interdisciplinary and probabilistic multi-objective sustainability criteria that are added 
to the generally deterministic process of system modeling, analysis, optimization, and selection 
(Lior, 2008). 
In industrialized countries, the relation between the energy generation sector and 
environmental pollution has been scrutinized. World primary energy consumption increased by 
―only‖ 2.7% in 2005, below the 2004 strong growth of 4.4%: largest growth was in Asia Pacific 
region, 5.8%, and the weakest in North America at 0.3% (Lior, 2008). China accounted for more 
than half of global energy consumption growths, while the US and EU consumption fell slightly. 




consecutive year of rising energy prices. There has been no physical shortage of coal, oil or gas 
yet and reserves continue to increase. The reserves-to-production ratio (R/P) for oil is ~40, for 
gas ~60 and for coal ~150, and is mostly rising. It is believed that there will be sufficient oil and 
gas for this century and coal for 2 or more (Lior, 2008). Until now, the international economy has 
proved surprisingly resilient to higher energy prices and continued to grow. A major concern is 
that the price of oil is lately growing rapidly, from $28 in 2003, to $38/barrel in 2005 and to 
above $70 in 2006 (Lior, 2008). The energy consumption per $ GDP, which is known as energy 
intensity, continued dropping in both the OECD and other country groups. The trend of world 
total energy use rate is slightly dropping. However, as the large developing countries in Asia 
keep improving their standard of living, this trend might change soon.  
The rise in concentration of greenhouse gases in the atmosphere should be slowed down to 
keep the threatening dynamics of climate change within the human scope of control. The impact 
on the environment has been described as the product of  population, affluence and technology 
(Verbruggen, 2008). Thus, the energy use trends should be reduced by more well-judged 
consumption. This can be done through measures such as higher energy conversion efficiency, 
reduction of waste, and more modest lifestyles (Lior, 2008). These measures offer the highest 
impact on the reduction of fuels and materials consumption and hence on the associated 
undesirable emissions and environmental and political consequences. However, application of 
those measures is not easy, since the barriers facing energy efficiency and renewables are 
stubborn, interconnected, and deeply embedded in the social fabric. The main cultural and 
behavioural barriers are misunderstanding about electricity and energy efficiency, expectations 
about cheap and abundant forms of electricity supply, and a strong personal desire among 
consumers to prioritize comfort, control and freedom rather than sustainability. To overcome 
these interrelated impediments, equally conscientious policies are required. On the other hand, 
political and regulatory obstacles can be counted as unrealistic expectations about the 
performance of renewables and energy efficiency; inconsistent government standards and uneven 
policymaking; underfunded research and development; and a overbearing approach to research 
projects (Sovacool, 2009). Also, financial and market impediments include the lack of readily 
available information on energy efficiency and renewable electricity to both users and producers; 
improper discount rates and unacceptably high rates of return for energy investments; the 




some energy firms and electric utilities; and a desire for businesses and industries to stick to their 
core missions rather than invest in different forms of energy supply. Finally, aesthetic and 
environmental challenges include improperly assessing negative externalities; aesthetic values; 
the symbolic nature of energy efficiency and renewable energy; and internal fighting among 
renewable power advocates.  Pricing electricity accurately, implementing a national Feed-In-
Tariff (FIT), and undertaking forms of wealth reorganization to fund education programs, protect 
the poor, and provide money for energy efficiency projects are crucial methods among many 
policy mechanisms to promote renewable energy and energy efficiency (Sovacool, 2009). 
Sources and solutions compete in ever changing positions and conditions in the history of 
the energy sector since World War II. Even though the overall dominance of coal at the 
beginning of the period has ended,  it still remains a significant source in the generation of power 
today. Nuclear energy has succeeded in taking over from coal for only a few countries such as 
France and Belgium, even though the public, financial and policy support has been 
overwhelming up to 1979 (Three Miles Island)/1986 (Chernobyl). Despite their exhaustible and 
premium fuel character, oil and gas cover important share of power generation. None of 
distributed generation by on-site combined heat and power units and by renewable energy has 
taken over from centralized systems. It can be seen clearly in Table 2.1 that why fossil fuels have 
conquered such a large market shares in overall energy supplies and power sector. Even in a 
―low‖ carbon emission future, fossil fuels can be resilient enough to still maintain their strong 
role. For example, natural gas as premium oil resources is too valuable to be given up and coal 
most likely will concentrate on bulk technologies by sequestering the CO2 in the emissions 
(Verbruggen, 2008). 
In virtue whereof, the energy industries face two sustainability challenges: the need to 
avoid climate change and the need to replace traditional crude oil as the basis of our global 
energy. The challenges will require radical changes in our energy system and utilization.  These 
challenges may require tight coupling of different energy sources such as nuclear and renewable 
to produce hydrogen for transportation, match electricity production to electricity demand, and 
meet other energy needs. This implies a paradigm shift in which different energy sources are 
integrated together, rather than being considered separate entities that compete. Several examples 
of combined-energy systems are described throughout this thesis. In Section 8.4, a novel 




hydrogen production by a Cu-Cl thermochemical cycle. In this regard, nuclear and renewable 
energy systems are reviewed to determine the most appropriate integrated system option for a 
Cu-Cl cycle. Several possible applications are discussed, including nuclear independent and 
nuclear assisted renewable-hydrogen generation, use of a Cu-Cl cycle for peak saving, and 
integrated systems where thermochemically generated hydrogen is stored and then converted 
back to electricity when needed via fuel cells. A thermodynamic analysis using energy and 
exergy and several parametric studies are conducted for various configurations of this coupled 
system to assess and compare their efficiencies. 
Table 2.1: Characteristics of three main energy sources. 
PROPERTIES  NUCLEAR FOSSIL FUELS RENEWABLE SOURCES  
Energy density Very dense (E =mc2) Dense Mostly diffuse 
Scale Centralized, large scale Divisible, all scale Mostly distributed 
Control (modulation) Inflexible, full load  At command Intermittent, non predictable  
Compatible with 
sustainable options 
Bulky; intolerant; growth 
oriented  
Sunk costs; expansive 
investments  
Wind and solar need ancillary 
capacity; hydro/bio 
independent  
Social cost of supply  Very high when all risks are 
fully incorporated  
Very high when all penalties 
are fully incorporated 
Expensive  
Market prices  Moderate because risks are 
not included 
Low because externality and 
penalty costs are not included 
High because no risks and 
externalities are rolled off 
Technology  Fusion as backstop? 
Other technological break 
throughs deem 
Wide diversity with 
innovations; 
carbon capture and storage 
Surf on inventions and 
innovations like micro-
electronics, new materials, 
nanotech, etc. 




Manageable although severe 
accidents can happen 
(mines, tankers, pipelines) 
Tiny and distributed; large-
scale hydro dams imply high 
local risks 
Chronic pressures  Nuclear waste; inert gas 
emissions; landscape: more 
high-voltage lines 
CO2 emissions; air pollution; 
leakages; solid waste 
Landscape and land-use 
impact (mainly hydro/bio) 
Sustainability  Critical (will fusion deliver? 
And if yes: how?) 
Climate change; 
exhaustion of premium 
sources 
Global and eternal 
Source: Verbruggen (2008). 
 
2.2 Renewable Energy Sources  
Renewable energy sources have been utilized by mankind for sailing ships, waterwheels, 
windmills etc., since times immemorial. These energy sources span a wide range of technologies 
and diverse sources such as hydro, wind, solar, tidal, biomass, and geothermal. Although 
renewable energy sources are vastly available, they need a feasible technology to ultimately serve 




free, an efficient technology is yet to be offered to convert this energy into useful electricity for 
an ultimate use. 
Renewable energy sources can conveniently be divided into two main groups: intermittent 
and non-intermittent. The most common intermittent renewable energies are wind and solar while 
non-intermittent ones are hydro, biomass, and geothermal. Currently, renewable sources provide 
only about 3% of the world’s primary energy consumption, with only about 1% from geothermal, 
wind, and solar; however their use is growing rapidly. These renewables are mainly used to 
produce 18% of global electricity demand, with 90% of this electricity being generated by hydro 
(Lior, 2008). 
Despite their sustainable appeal and zero or low carbon intensity, renewable energy has a 
few attributes that smoothly fit in the business-as-usual energy structures and habits. Most of the 
available renewable energy sources do not deliver at command but are intermittent. Moreover, 
they are not centralized but distributed, they are not concentrated but diffused, and they are not 
cheap to mine but expensive to collect. As it stands now, they are technically and economically 
unresponsive to the demand of energy-intensive practices of the industrialized and industrializing 
societies. However, the future can be different than what is today. Wind and solar power 
generation are, for example, experiencing an exponential growth as costs decrease, and is 
becoming commercially competitive.  
Renewable energy sources are perhaps the only candidate for satisfying most of the criteria 
of the sustainable backstop supply technology (Table 2.2). Cost-wise however, it is still more 
expensive when compared to the present low prices of fossil and nuclear power. For example, 
photovoltaic power from the sunlight is unlimited as long as the earth revolves around the sun, 
yet it is expensive to collect and convert, and then to bridge intermittent supplies. Similar 
setbacks are being experienced by other renewable energy resources such as wave, tidal, wind, 
small hydro and biomass. However, not all renewable energy sources have advantage of being 
unlimited. Some concentrated subclasses of renewable sources, like hydro and biomass, are 
limited in supply, and their use is competitive to other commercial energy sources. The current 
unlimited sources are provided via the sun through light, heat, and wind. These forms of energy 
flows are known to be diffuse, fluctuating, intermittent, and partially unpredictable. Therefore, 
the collection and conversion of these flows require significant investment, which is mostly 




and make-up. Moreover, the need for back-up power supplies, when the renewables are not 
available, is another challenging mechanism.  
Most of renewable options in power sector struggle with high total system costs. The extra 
prices of constructing, placing and operating renewable energy installations are the main reasons 
for them to be phased-out by cheaply priced fossil fuels. In addition, when renewable sources 
address the ancillary services in a continuous supply of power, the price of the average kWh 
delivered by a full renewable system will also remain at the higher end. Therefore, the renewable 
economy will be clean but not as cheap as the current prices, although some studies suggest more 
optimistic futures (Verbruggen, 2008). 
Table 2.2: Evaluation of renewable electricity sources on the criteria of sustainable 
backstop supply technology. 
CRITERIA RENEWABLE ELECTRICITY SOURCES PERFORMANCE 
Limitation 
Renewable energy supplies are global and eternal when derived directly from the available natural flows 
(solar radiation, light, wind, currents). Hydro and biomass sources for electricity supply are more limited 
mainly because of competition with other ends (nature conservation, water supply, food production, 
preserving living areas, conversion to transport fuels, etc.). Because renewable energy can be deployed 
economically only in an energy economy that is a few times more efficient than the present one, the 
unlimited character is strengthened. 
Decision 
More than half of the renewable electricity generation is to be developed in a distributed way. A large part 
of this can be invested and owned by end-users or by cooperatives of end-users. The power of 
centralized units will decrease, and so will the nuclear secrecy. The basic principles of procedural fairness 
are respected. 
Accessibility 
Renewable energy is available all over the globe. Some regions are given more sources while other 
regions with less sources. The scale, complexity, diversity, security, safety, of renewable energy 
technologies make them accessible for all people in the world. The poorest areas in the world (Africa, 
Latin America, Asia) own vast and diverse renewable resources, and they can develop their entire 
electricity sector based exclusively on renewable technologies, when the industrialized world converts to 




Except for large-scale hydro and non-sustainable biomass, the environmental impacts of renewable 
energy are minor. The additional impact is none or very low when the renewable energy technologies are 
integrated in other human activities, e.g. rooftop solar, wind turbines in industrial areas. 
Risk 
Except for large-scale hydro and non-sustainable biomass (that could be aggravated by genetic 
modification techniques), the risks of renewable energy are low and manageable by the human species. 
Affordability  
The wealthy societies of the world can afford the development and full implementation of renewable 
energy sources. True that people and societies addicted to faulty low-priced fossil fuels and nuclear 
power (rolling of the high externality costs) are reluctant to start the transition and conversion to a 
sustainable energy system. The transition is significant because the four basic change processes of a 
sustainable development are involved. But this transition is affordable, much more affordable than 
business-as-usual. Nevertheless, the affordability of an almost full transition to renewable power sources 
is subject of concern. 
Source: Modified from Verbruggen (2008). 
Wind power generation, as mentioned earlier, is being deployed rapidly and massively, but 




electricity distribution grid. For example, it had a capacity increase of about 15 GW electricity in 
2006 and forecasted to rise to an increase of 29 GW/year by the year 2014 (Lior, 2008). The main 
barriers limiting or emerging for the future development of large deployment of wind power are: 
(i) technology, in which it was found  that the rate of annual cost reduction due to improved 
design, construction, and operation is 15-20%; (ii) market incentives allocated by government for 
replacing unsustainable and polluting power sources by wind energy; (iii) efficiency of the 
electricity market and grid, primarily to accommodate the fact that wind energy is intermittent 
and distributed; and (iv) planning and environmental impact (noise, visual, and wildlife). 
However, with the development of new units, modifications in existing ones, and improved 
knowledge of plant sitting; some of the oppositions, such as noise and wildlife impact, are 
considered to become relatively negligible. In contrast to barriers stated above, wind power 
systems are increasingly efficient, reliable, and big, with 5 MW turbines reaching a diameter of 
125 m and height of 90 m (Lior, 2008). Moreover, there is a great interest in developing offshore 
units.  
Solar processes can be divided into heating, process heat, and solar thermal and 
photovoltaic (PV) power generation. PV power generation is becoming the main process for 
utilizing solar energy as it continues to increase in efficiency and decrease in price, and is 
employed in many applications. For example, about 5000 MW of PV power is installed 
nowadays, and it experiences an exponential growth; 31% a year on the average over the past 
decade. Multicrystalline silicone is still the dominant PV cell material, with an average efficiency 
of 15% (Lior, 2008). A new technology, which allows easier installation on curved surfaces, 
called thin-film flexible cell is under development. Recently, a US laboratory announced the first 
development of cells with an efficiency reaching 40.3% (Lior, 2008).  
The cost of PV systems is around $5000/ kW, which is three to five times more expensive 
than other power generation methods. This high cost is mainly as a result of the restrictions by 
the extent and quality of the electricity distribution grid, and also by availability of materials. For 
example, a recent unexpected shortage of PV-grade silicon has increased its price. Despite its 
current situation, it is forecasted to produce electricity at competitive price by the year 2020 
(Lior, 2008). Its cost expected to drop to a competitive level once new manufacturing factories 




While the use of biomass has very important benefits such as contribution to the security of 
fuel supply (see Table 2.3), lower greenhouse gas emissions, and their support for agriculture, 
there are also some key concerns and challenges. These include the fact that bioenergy 
production and policies have mostly not been based on a broad cost-and-benefit analysis at 
multiple scales and for the entire production chain, a particular element for bioenergy’s impact on 
agriculture. For example, while many publications extol the advantages of converting corn or 
other crops to ethanol, many of these analyses have their limitations as they do not consider the 
entire system and cycle (Lior, 2008). 
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N/A N/A 6-7 6-8 7-10 Unclear 
Source: Modified from Lior (2008). 
 
For bioenergy production, both crop-based and purpose-grown cellulosic energy 
plantations, water availability is regarded as one of possible future constraint. Around 40% of 
food production today is provided by irrigation, which already consumes massive amount of 
ground water with around 200 km
3
 globally. As a result, boreholes are being sunk chasing falling 
water tables, as far as 1 km for example, in both India and China. For borehole depths of greater 
than about 167m, pumping energy alone would require entire biomass energy that could be 
grown from the extracted water and the energy return is even negative for greater depths 
(Moriarty and Honnery, 2009). 
The conflict between food and bioenergy is already noticeable. During the oil price hike in 
the summer of 2009, corn prices have risen, as grain was increasingly diverted to ethanol 




forestry production as well as bioenergy fuels, can increase the conflict between food and 
bioenergy further. Global warming can also negatively affect grain yields because of reductions 
in photosynthetic activity at high temperatures. 
Hydroelectricity is mostly used for large scale power productions. However, it depends 
upon large differences in elevation that may not be available in every parts of the world. One 
solution to this obstacle is pumped storage, in which water is pumped uphill during times of low 
electrical demand and goes through the turbines at times of high electrical demand. This system 
is commonly used in some parts of the world to meet daily requirements for peak electricity 
(Forsberg, 2009).  
Main disadvantage of hydropower systems is causing various environmental and social 
problems as the dam, for example, creating an upstream lake of 600 km (Lior, 2008), relocating 
millions of people. Also, significant release of CO2 and methane caused by hydropower systems 
in warm climate vegetated regions is another critical drawback.  
Climate change has a significant negative effect on the non-intermittent renewable energy 
sources; hydro and biomass. Hydropower production depends on average annual rainfall, and its 
annual variation and extremity. As climate change cause extreme or insignificant rainfalls, it can 
cause severe reductions in hydropower production. Decrease in rainfall results into decrease in 
hydro potential and, on the other hand, intense rainfall events cause disproportionate soil erosion. 
It follows that reservoir siltation will increase even more in the future, if negative effects of 
climate change continue to grow. Increasing siltation rates lower the output from existing 
hydropower systems as well as the economic viability of building new systems. Also, global 
warming lowers the share of snowfall on mountain ranges that bring forward the discharge due to 
annual snowmelt, which results in more temporally skewed stream flows. Another effect of 
climate change is increased regional temperatures that will increase reservoir evaporation. 
Therefore, with 40-80 million people displaced to make way for large hydro schemes over the 
past half century and their often high environmental costs, major hydro electric expansion will 
continue to face serious public acceptance issues. The World Energy Technology Outlook 
(WETO) report, even in the most favourable case, projects only 19 EJ hydro globally for 2050, 
compared with 10.7 EJ in 2009 (Moriarty and Honnery, 2009). 
The other source of non-intermittent renewable energy is geothermal energy. Conventional 




The depth of the geothermal heat source and its temperature are two crucial parameters for 
assessing its efficiency and cost. Electricity production requires temperatures of at least 150-
200°C. Generally 4-5 km or more depth is needed for 200°C resources and the cost of wells rises 
roughly exponentially with depth, and hence the energy costs of produced electricity. The 
International Energy Agency (IEA) give the global potential of geothermal electricity production 
as only 85 GW (about 2.4 EJ/year) over the next 30 years (Moriarty and Honnery, 2009). 
The entry renewable energy technologies into the main stream of the power generation 
sector have been constrained by many obstacles, main of which is their higher unit cost of power 
production. Table 2.4 gives levelised energy costs (in US-cents/kWh, based on 2006 currency) 
for electricity generation by the major renewable and non-renewable technologies. Both coal and 
gas show a clear absolute cost advantage over the renewable technologies. Please note that, back-
up generation costs associated with the intermittency of renewables to ensure reliability of supply 
are not included in the table. Thus, on purely financial grounds, renewable technologies currently 
appear to be non-competitive. The cost gap between renewable and conventional power 
generation sources has however been narrowed significantly over the past two decades and it is 
expected to continue narrowing as reflected in projected cost levels for 2020 (Table 2.4). 
However, the gap is unlikely to be closed quickly enough without significant policy actions to 
help improved levels of investment in research and development to assist governments to meet 
their Kyoto Protocol (or other) commitments on global climate change initiatives in any major 
way (Owen, 2006). Such an action has been taking place in Ontario/Canada, started in November 
2006, in which to force utilities to purchase renewable power by setting a fixed price above 
market rates. This program offers a fixed rate of 11 cents/kWh for small scale hydroelectric, 
biomass, and wind projects and 42 cents/kWh for solar PV facilities, which are set in 20-year 
contracts with assured access to the grid. The program signed more than 655 MW of wind, 316 
MW of solar PV, 66 MW of hydroelectric, and 67 MW of biomass capacity in just 15 months. 
The Canadian program was very successful as in less than two years; it exceeded its 10 years 
anticipated target of 1000 MW. More than 1300 MW of contracts were fulfilled by the end of 
June 2008 (Sovacool, 2009). 
In contrast to fossil fuels, the efficiency of renewable technologies is usually site specific. 
For example, it would be expected that photovoltaics in the higher latitudes would require a 




internationally traded and thus have a similar cost throughout the world. Therefore, cost 
comparisons between energy sources should be made on the basis of ―optimal conditions‖ that 
include the charge of every aspect. For example, photovoltaics are generally ―delivered‖ as 
distributed electricity and so, its cost should be compared with ―delivered‖ electricity from other 
sources that include the transmission and distribution costs. In Table 2.4, cost ranges for 
delivered electricity are also given. In developing countries, the cost difference still in favour of 
fossil fuel technologies outside of rural electrification, but the difference is much smaller when 
delivery cost is not included (Owen, 2006). 
Table 2.4: Cost of traditional and renewable energy technologies current and expected trends. 
Energy source Technology 
Cost of delivered energy 
(US-cents/kWh) 
Expected future costs 
beyond 2020 as technology 
matures (US-cents/ kWh) 
Coal Grid supply (generation only) 4–6 
Capital costs to decline 
slightly with technical 
progress. This may be offset 
by increases in the (real) 
price of fossil fuels 
Gas 
Combined cycle (generation 
only) 
3–5 





Rural electrification 32–103 
Nuclear  5–8 4–6 
Solar 
Thermal electricity (Annual 
2500 kWh/m2) 
15–23 5–13 
Photovoltaics (Annual 1000 
kWh/m2) 
64–103  ~10 
Photovoltaics (Annual 1500 
kWh/m2) 
38–64  ~6 
Photovoltaics (Annual 2500 
kWh/m2) 
26–51 ~ 5 
Geothermal 
Electricity 3–13 1–10 
Heat 0.6–6 0.6–6 
Wind 
Onshore 4–6 3–4 
Offshore 8–13 3–6 
Hydro 
Large scale 3–10 3–10 
Small scale 5–13 4–13 
Biomass 
Electricity 6–19 5–13 
Heat 1–6 1–6 
Marine 
Tidal barrage 15 15 
Tidal stream 10–19 10–19 
Wave 10–26 6–9 
Source: Adapted from Owen (2006). 
Table 2.5 gives life-cycle CO2 emissions (in tons/GWh) of the main electric power 
generation forms. From this table, it is clear that CO2 emissions from coal and oil-based power 




In Table 2.4, the costs of damage to the environment or to people with all other associated 
effects, which are caused by climate change and GHG emissions, are not included. This category 
includes damage from acid rain and health damage from oxides of sulphur and nitrogen from 
fossil fuel power plants and many others. Also, another category that needs to be taken into 
account is costs associated with climate change such as damage from flooding, changes in 
agriculture patterns and other effects. Other costs in this category include factors such as power 
industry accidents (e.g. nuclear plants), visual pollution and noise. The European Commission’s 
(EC’s) ExternE study has estimated human health damages and other non-climate change 
pollution damages that range from 0.3 to 5.0 US cents/kWh for the coal fuel cycle (Owen, 2006). 
Estimates have showed that if damage costs resulting from combustion of fossil fuels are 
internalised into the price of electricity production, a number of renewable technologies can be 
financially competitive with coal. However, combined cycle natural gas technology would still 
have a significant financial advantage over both coal and renewables under current technology 
options and market conditions. Over the next few decades, the costs of renewable technologies 
are likely to drop noticeably as technical progress and economies of scale combine to reduce unit-
generating costs (Owen, 2006). 
 
Table 2.5: CO2 emissions from different electricity generation technologies.  
Technology Fuel (tons/GWh) Extraction (tons/GWh) Construction (tons/GWh) Total (tons/GWh) 
Coal-fired (Con) 1 1 962 964 
Oil-fired - - 726 726 
Gas-fired  - - 484  484 
Nuclear ~2 1  5  8 
Solar thermal N/A  3 N/A 3 
Photovoltaics  N/A  5  N/A  5 
Wind N/A  7 N/A 7 
Small hydro N/A  10 N/A 10 
Large hydro N/A  4 N/A  4 
Geothermal <1  1  56  57 
Wood  -1509 3 1346 -160 
Source: Modified from Owen (2006). 
 
To sum up, renewable power generation technologies are increasingly demanded in the 
marketplace. Unfortunately, relatively high cost, low efficiency and intermittency challenges 
prevent the possibility of a completely renewable power system in the near future. As a result, 
nuclear energy is receiving attention because of low greenhouse gas and criteria pollutant 




2.3 Nuclear Energy 
Public perception of nuclear energy is improving because of the increasing concern regarding  
global warming generated from the use of fossil fuels. But it is still not very good and people 
have the feeling that they have to choose between greenhouse effect and acid rains associated 
with fossil fuels use, and severe consequences of possible nuclear accidents, of nuclear wastes, 
and of use for warfare and terrorism. The nuclear power has an 18% increase in R&D, mainly 
due to rising public reorganization of the impact of global warming and energy independence 
concerns (Lior, 2008). Without permanent and economical solutions to the nuclear waste, 
massive use of nuclear fission power seems to be obstructed. 
Operational technologies of nuclear power are based on the fission of heavy atoms, in 
which only heat generated. There are various commercial technologies such as pressurized, 
boiling and water cooled graphite moderated light water reactors; heavy water reactors; gas-
cooled reactors, etc. Also, some new technologies are under development for the future such as 
breeders and fusion of light atoms (Lior, 2008).  
Existing nuclear plants operates at very large scales such as 500, 1000, 1300, 1500 MW 
and 1700 MW is planned for the future reactors (Verbruggen, 2008). Due to some technical and 
economic reasons, they operate at constant full load. They are located at far distances from urban 
areas and preferably also from industrial mega-complexes due to safety regulations. The steam 
conditions of the actual cycles make them incompatible for cogeneration as the loss in power 
output is extreme when steam at about 2 bar pressure is extracted. 
Nuclear power generates 16% of global electricity demand. The amount of nuclear power is 
increasing significantly while the number of reactors is increasing very slightly. This is because 
large scale reactors preferred to build. The public perception is improving and thus new 
government initiatives started to solve some related problems. These problems include the 
storage of nuclear wastes that cause strong public opposition. It is particularly because of the very 
long time, of the order of tens of thousands of years, needed for nuclear waste’s surveillance and 
monitoring. Even though most countries have their own technology to dispose high-level 
radioactive waste into deep geological repository, it is still difficult to find out suitable sites and 
to get the public acceptance. This difficulty is mainly due to the fact that high-level radioactive 
waste contains long-lived hazardous nuclides such as minor actinides (MA: Np, Am, Cm) and 




(Yamawaki et al., 2007). Partitioning and transmutation of the long-life radioactive elements 
seems to be a reasonable method of dealing with this problem. This method is currently done 
either in accelerator-driven systems or in futuristic critical reactors.  
Despite the unresolved problems of waste storage, proliferation risk, and to some extent 
safety, nuclear power plants continue to be constructed, especially in countries that have much 
better access to uranium than to fossil fuels. The amount of uranium in the world seems to be 
insufficient for substantial long-term operation of nuclear power generation. This situation can 
only change if breeder reactor technologies improve to a safe and mature level, which is not 
likely to be achieved in the next couple of decades.  
Breeder (Generation IV) reactors are planned to have the following main features with a 
target date of 2030. Its electricity price expected to be competitive with that generated by natural 
gas power plants of 3¢/kWh with capital cost of $1000/kW (Lior, 2008). Its construction time is 
predicted as 3-4 years with demonstrating safety to regulatory agencies and to the public. The 
safety attributes would include the following main developments (Lior, 2008),  
 reactor cores that do not melt in an accident,  
 coolants that do not react (corrosion and other chemical reactions) with their conduits,  
 passive cooling that is typically driven by the natural buoyancy of the coolant rather than 
by pumps and fans, 
 no accident scenarios that require offsite emergency response, and  
 high tolerance to human error.  
The performance of nuclear power on the sustainable backstop supply criteria is discussed 
in Table 2.6. Presently, the basic public interpretation is ―there is no solution without nuclear 
power but it is a part of the solution‖ (Verbruggen, 2008). Nuclear considered, as a result, an 
acceptable option as a transition to a complete renewable future. As discussed in the previous 
section, renewable forms of energy are currently not developed enough, or available on a large 
scale, to be a significant contributor to the world’s energy supply. Thus, it is decisive for nuclear 





Table 2.6: Evaluation of nuclear power on the criteria of sustainable backstop supply technology.  
Criteria Nuclear power performance 
Limitation  
Nuclear power on earth can be considered as an unlimited 
resource only when fusion will be technically, economically and 
safely possible. The second best unlimited nuclear source 
(breeders) has failed the practical tests. The once-through use of 
uranium in fission processes will exhaust the easy recoverable 
uranium concentrations. 
Decision  
Nuclear technology and the nuclear fuel cycle require secrecy and 
protection against intruders. Nuclear material can be abused for 
state or private terrorism. Decision-making on nuclear projects is 
mostly of the DAD (Decide–Announce–Defend) type. Citizens are 
considered not to ‘understand’ such complex technologies and 
their fortunes. This is opposed to the minimum requirements of 
procedural fairness where those directly affected by the decisions 
must have a voice and representation in the process. 
Accessibility  
The huge capital and technology intensity of the nuclear option 
makes this option inaccessible for many developing economies. In 
addition, proliferation of know- how and nuclear capabilities 
creates a more dangerous world than the containment and 
reduction of its spreading, and finally the banning of the nuclear 
technology in all uses but the medical ones. 
Environmental Friendliness 
Nuclear fission is a carbon-free process. Other emissions (inert 
gases) in the air are not as massive and diverse as emissions 
from fossil fuel combustion. Release of radioactive isotopes is the 
most significant source of contamination; massive releases 
happen in case of accidents. 
Risk 
Given the probability of accidents, and given the —from a human 
perspective— eternal lifetime of radioactive waste, nuclear power 
is not without risks. Some will consider the risks as minor, some 
as huge. Risk perception and assessment are circumstantial and 
personal matters that are difficult to define, measure and 
compare. Therefore one could call upon societal risk processing 
institutions and procedures, i.e. the insurance sector. However, 
given that the risks of nuclear accidents and the eternal horizon of 
nuclear waste fall out of the range accepted by experienced 
professional underwriters, it is false to argue that the societal risks 
of nuclear power are minor, and should be accepted by the lay 
people of present and future generations. 
Affordability  
‘‘Safe’’ nuclear power is too costly to build and operate. When 
societies accept particular kinds and levels of risks and the wheel 
of fortune is benevolent, large amounts of nuclear power can be 
generated at affordable monetary spending (see France over the 
last decades). The presented accounts however neglect the 
externality costs of major accidents and of the eternal concern for 
the high-level waste. Our instruments to gauge and assess such 
externality costs fall short. Up to now this is used as a validation 
that the costs are low, but in fact is an extra argument to adopt a 
precautionary attitude and policy. 
Source: Modified from Verbruggen (2008). 
 
Nuclear power is currently used almost completely to generate electricity and thus cannot 
be used on a large scale in the transport sector without significant R&D. Nuclear-based hydrogen 




potential to reduce CO2 emission from the global warming perspective and provide a carbon free 
energy solution for the future generations. Nuclear reactors can be coupled to a hydrogen 
production plant utilising either high temperature electrolysis or a thermochemical cycle, which 
will be discussed in the following chapter, to generate hydrogen environmentally friendly and 
economically. The cost of nuclear-based water splitting for hydrogen production is around $2/kg 
H2 (Elder and Allen, 2009). The technological feasibility and experimentation of key components 
is one of the main decisive factors in plant viability.  
2.4 Energy Sources for Nuclear-Based Hydrogen Production 
In this section, some common nuclear reactor types that are good candidates for nuclear-based 
hydrogen production will be discussed.  
2.4.1 High temperature gas-cooled reactor (HTGR) 
Hydrogen production using thermochemical cycles has been studied for decades. Well developed 
high-temperature gas-cooled reactor (HTGR) is one of the main thermal energy sources for these 
nuclear-based hydrogen production processes. Most of the thermochemical cycles operate at 
temperatures as high as about 800°C, which is easily available temperature level of HTGR. The 
HTGR is one of the most suitable nuclear reactors to couple with high temperature 
thermochemical cycle of hydrogen production, owing to its capability of producing high-
temperature heat at close to 1000°C. In addition, these high temperatures assure an efficient 
energy conversion. 
2.4.2 Advanced gas reactor (AGR) 
The AGR is a commercial thermal reactor that consists of uranium oxide fuel pellets core in 
stainless-steel cladding within graphite blocks. The carbon dioxide acts as a coolant while 
graphite as a moderator. The achievable temperature of the coolant at the reactor output during 
normal operation is around 650°C, which can be driven up to 750°C with new designs and 
analysis of further technological developments. The carbon dioxide circulates through the core at 
4.3 MPa. However, there is a potential to increase the operating pressure in order to couple it to a 
direct cycle supercritical CO2 power conversion system, in the future design and implementation. 
This coupled system can consequently enable high-efficiency, economic hydrogen production 




2.4.3 Advanced high-temperature reactor (AHTR) 
A comparatively new molten-salt-cooled reactor concept, called advanced high-temperature 
reactor (AHTR), is developed to provide very high-temperatures of 750°C to 1000°C (Forsberg et 
al., 2003). The AHTR utilizes the solid coated-particle fuel in a graphite-matrix similar to the 
MHR, but a molten-fluoride-salt as coolant. This technology basically combines the high-
temperature fuel from the HTGR with a denser coolant for the molten salt reactor. The proposed 
design operates at atmospheric pressure with coolant exit temperature of 1000°C. This high grade 
heat generation from the HTGR enables efficient, low-cost hydrogen and electricity production. 
The reactor is proposed to be built in large capacities such as 2000 MW with passive safety 
systems for decay heat removal.   
2.4.4 Modular helium reactor (MHR) 
The MHR consists of prismatic blocks of graphite core that allow coolant flow and contains 
ceramic fuel. The processing pressure of the MHR is about 7 MPa. The core design can provide 
passive safety by operating at high temperatures during transients and by large thermal inertia. 
The temperature of the coolant at the reactor output is presently designed to achieve temperatures 
around 850°C, but proposed to achieve 1000°C in the new future designs. Consequently, it can 
provide high grade/capacity heat at the convenient level to produce both hydrogen and electricity.   
2.5 Hydrogen  
Hydrogen is expected to play a significant role as an energy carrier in the future. Hydrogen can 
be used as fuel in almost every application where fossil fuels are utilized today. In contrast to 
fossil fuel, its combustion is without harmful emissions, disregarding only NOx emissions that 
can be effectively controlled. In addition, hydrogen can be transformed into useful forms of 
energy more efficiently than fossil fuels. And, hydrogen is as safe as other common fuels, despite 
its common perception. Yet, hydrogen is not an energy source and hence it does not exist in 
nature in its elemental form. Therefore, hydrogen must be produced from water, the most 
abundant source of hydrogen, or other manners. However, splitting of water for hydrogen 
production necessitates energy that is higher than the energy that can be obtained from produced 
hydrogen (because of the laws of thermodynamics). Therefore, hydrogen is considered an energy 




It is commonly thought that hydrogen is one of the promising energy carrier and that the 
demand for it will increase greatly in the near future, for it can be utilized as clean fuel in diverse 
energy end-use sectors including the conversion to electricity with no CO2 emission.  It can also 
be stored and transported over long distance with lower loss compared to electricity. Hydrogen 
produced from nuclear energy can contribute to addressing global warming issues, as well. 
Hydrogen is usually produced from carbonized hydrogen and oxidized hydrogen; that is, from 
fossil fuel and water, by providing large amount of energy such as heat and electricity. So, a large 
amount of hydrogen can be generated economically with nuclear energy and CO2 emissions be 
reduced simultaneously. The commercialization of hydrogen generation system using nuclear and 
renewable energy sources instead of fossil fuels is desired (Yamawaki et al., 2007). 
Hydrogen use as an energy carrier can make transportation of power to exact place of end-
use, without any pollutants and greenhouse gas emissions. Moreover, hydrogen can be produced 
efficiently with very low emissions from various renewable and more sustainable primary energy 
sources such as wind, solar, and nuclear power, from biogases and industrial waste streams, as 
well as from domestic fossil fuels such as natural gas and coal. However, before hydrogen can be 
considered for widespread use as an energy carrier, considerable technological improvements in 
hydrogen production, transfer and storage are needed. Even when hydrogen production and 
storage capabilities are notably improved, large investments in hydrogen distribution and fuelling 
infrastructure will be needed before widespread use is possible. Nevertheless, remarkable 
progress in improving the efficiency and lowering the cost of hydrogen production has been 
made (Brouwer, 2009). 
Hydrogen systems can provide feasible, sustainable alternatives to meet the world’s energy 
requirements. Hydrogen is suitable for all of the energy sectors such as transportation, buildings, 
utilities and industry. It can supply storage options for base-load (geothermal), seasonal 
(hydroelectric) and intermittent (PV and wind) renewable resources. Also, it can decrease the 
climate impacts of continued fossil fuel utilization, when combined with emerging 
decarbonization technologies. However, hydrogen energy systems still face many technical and 
economical barriers that must first be surmounted for hydrogen to become a competitive energy 
carrier. Improvements must be made in hydrogen production, storage, transport and utilization 
technologies along with in the integration of these components into complete energy systems. 




hydrogen program to cooperate with each other, and address the important barriers that hamper 
hydrogen’s worldwide acceptance to accelerate the advancement of hydrogen technologies and 
realize a hydrogen future. Through well-structured, collaborative projects, experts from around 
the world deal with many of the technical challenges that the hydrogen community is faced with. 
These collaborations have already led to remarkable advances in renewable hydrogen production 
and storage materials, and to the developments to evaluate and optimize integrated hydrogen 
energy systems. The IEA was established in 1974, following the first oil crisis, and it was 
managed within the framework of the Organization for Economic Cooperation and Development 
(OECD). The mission of the IEA is to facilitate collaborations for the economic development, 
energy security, environmental protection and well being of its members and of the world as a 
whole. As part of this effort, the IEA launched the Production and Utilization of Hydrogen 
Program, known as the Hydrogen Agreement, in 1977. This program aims to advance hydrogen 
production, storage and end-use technologies and to accelerate hydrogen’s acceptance and 
widespread use (Elam et al., 2003). 
Although hydrogen is usually accepted to be a clean fuel, it is essential to know that the 
method of production plays a very significant role in the level of environmental impact. 
Presently, fossil fuels and water are two main sources of hydrogen. Fossil fuels provide 96% of 
the hydrogen produced today, and steam reforming of natural gas accounts for a massive 48% 
(Elder and Allen, 2009).  
There are many contradictory views on the hydrogen economy. The proponents claim that 
future generations will depend on hydrogen, produced from fossil fuels in the short term and 
nuclear and renewable sources in the long run. Accepting the depletion of fossil fuels and 
considering environmental concerns, everyone agrees that a new energy solution is needed so as 
to provide a dependable/sufficient energy network for future generations. It is uncertain whether 
the electricity network can handle the dramatic increase in load that might result from turning to a 
solely electricity economy to replace fossil fuels. Therefore, it is likely that hydrogen and 
electricity will both be used in the future to meet public demand and needs.  
Nuclear energy and fossil fuels, with carbon dioxide sequestration, are currently two main 
technologies that can provide high volume, large scale, and centralised hydrogen production. The 
electricity and heat from nuclear plants can be coupled with electrolysis or thermochemical 




technology, yet the CO2 emissions must be sequestered if there is to be an environmental gain. 
This is not ideal in the long term and the technology still needs further development.  
Most of the technological requirements of hydrogen production, storage, and utilization 
have already been developed to a level where they can rival the existing energy technologies. 
Table 2.7 shows the technologies for hydrogen production, storage, distribution, and utilization.   
Table 2.7: Significant hydrogen technologies. 
HYDROGEN 







Hybrid processes   
Underground gas storage  
Above ground gas storage  
Vehicular pressurized tanks 
Liquid hydrogen storage  
Metal hydride storage 
Other novel storage methods  
Pipelines 
Gaseous and liquid 
containers by road 
and/or rail 
transportation  
Combustion in internal 
combustion engines and 
turbines  
Direct steam generation 
by hydrogen/oxygen 
combustion  





The hydrogen economy is an unavoidable energy system of the future and the transition to 
a hydrogen economy may have already begun. To fulfill all the energy needs of human 
civilization, available energy sources (preferably the renewables) will be used to generate 
hydrogen and electricity as energy carriers. In the future there will always be a need for 
convenient, clean, safe, efficient and versatile energy carriers or forms of energy that can be 
delivered to the end user regardless of the energy sources. One of these energy carriers is 
electricity that is already being used universally. Hydrogen is another clean, efficient and 
multipurpose energy carrier, which may supplement electricity very well. Together these two 
carriers, electricity and hydrogen, may address all the needs and form an energy system that is 
permanent and independent of energy sources. Hydrogen has some unique characteristics that 
make it an ideal energy carrier, namely (Sherif et al., 2005): 
 It can be produced from and converted into electricity at a relatively high efficiency. 
 Raw material for hydrogen production is water, which is abundant.  
 Hydrogen is a completely renewable fuel, since the product of hydrogen utilization (either 
through combustion or through electrochemical conversion) is pure water or water vapor. 




 It can be transported over large distances using pipelines, tankers, or rail trucks. 
 It can be converted into other forms of energy in more ways and more efficiently than any 
other fuel, i.e., in addition to flame combustion (like any other fuel) hydrogen may be 
converted through catalytic combustion, electro-chemical conversion, and hydriding. 
 Hydrogen as an energy carrier is environmentally compatible. It produces small amounts 










Figure 2.1: Hydrogen/electricity energy system (modified from Sherif et al., 2005). 
Figure 2.1 demonstrates a global energy system in which electricity and hydrogen are 
produced from existing energy sources and consumed in many applications. In particular, both 
hydrogen and electricity match renewable energy sources well, by presenting them to the end 
user in a suitable form and at a suitable time. Depending on location, electricity may be used 
directly or converted to hydrogen. 
2.5.1 Hydrogen production 
It is difficult to compete with the cost of fossil resources as long as they are reasonably 
accessible. The primary reason for the transition to hydrogen, however, is reduction of CO2 
emission, and thus, comparisons of the hydrogen production processes should include the effect 
of CO2 reduction. Because hydrogen is a synthetic fuel and a secondary medium of energy, both 
raw material and energy are needed for production. Water is abundant as a raw material but 




dioxide emission, efficiency and costs for both material and energy consumption must be 
considered in comparison of hydrogen production technologies. Table 2.8 summarizes the 
comparison, where features are rated from -- to ++. Note that biomass is regarded as ―carbon-
free‖ because its origin is the atmosphere, even though it generates CO2 when producing 
hydrogen. For raw materials, natural gas is preferred over coal or oil, as seen in Table 2.8.  
Table 2.8: Comparison of raw materials for hydrogen. 
 Reaction CO2 emission  Resource 
Coal  C+2H2O→CO2+2H2 - - + 
Oil  CH2+2H2O→CO2+3H2 - - 
Gas  CH4+2H2O→CO2+4H2 + - + - 
Water  2H2O→O2+2H2 + + 
Biomass  CH2O+H2O→CO2+2H2 + + + 
Source: Konishi (2005). 
Despite the results in Table 2.8, currently, the hydrogen production is mainly from the 
fossil resources for both raw material and energy. The typical process is steam reforming that is 
achieved with an endothermic reaction in the form of CnHm + nH2O = nCO + (m/2+n) H2. This 
reaction requires a large amount of heat that is usually supplied by the oxidation of a part of the 
hydrocarbon (Konishi, 2005). However, hydrogen should be produced from water, rather than 
fossil sources as done presently, in order to minimize greenhouse gas emissions and the 
following undesirable environmental impact. 
One of the most efficient methods for meeting increasing energy needs could be using 
nuclear power to produce electricity and hydrogen, thus providing effective and universal energy 
carriers. Nuclear power plants produce heat that can be used directly or converted to electricity 
for the production of hydrogen. The nuclear energy driven thermochemical cycle is one of the 
potential water-splitting processes for producing hydrogen that can compete with fossil fuel 
based productions.  
Electrolysis of water is another well-known technology, but subject to low overall 
efficiencies due to inefficiency of the thermal energy to electrical energy conversion in thermal 
power stations. This inefficiency can be avoided through thermochemical cycles, in a sequence of 
chemical reactions yield in a net reaction of decomposition of water (Utgikar and Ward, 2006). 
Thermochemical water splitting is a chemical process that is not limited by Carnot’s efficiency. It 




heat resulted from exothermic reaction, while high temperature reaction is endothermic (Konishi, 
2005). 
Centralized hydrogen production is favored by production and transportation economics, in 
much of the world. This is a system with characteristics independent of the choice of hydrogen 
production technology. Hydrogen production is a chemical process with cost-capacity scaling 
factors (between 0.6 and 0.7) that strongly favor large plants. Today the largest hydrogen 
consumers are refineries and ammonia (fertilizer) plants that typically use natural-gas-to-produce 
hydrogen with a large capacity that would require three 1000-MW (e) nuclear plants using 
electrolysis to match production (Forsberg, 2009). 
To produce hydrogen, the hydrogen bonds in hydrocarbons or water need to be broken and 
then hydrogen need to be separated from the reaction mixture. Four classes of H2 production 
options are under development (Forsberg, 2007): 
 electrolysis (electricity + H2O [liquid]→H2 + O2);  
 high-temperature electrolysis (electricity + H2O [steam]→H2 + O2);  
 hybrid cycles (electricity + heat + H2O → [cyclic chemical reactions] → H2 + O2);  
 thermochemical cycles (heat + H2O→ [cyclic chemical reactions] → H2 + O2). 
The near-term hydrogen production option is electrolysis, while the longer term options 
involve using heat to convert water to hydrogen and oxygen. Heat is less expensive than 
electricity because the cost of converting heat to electricity and associated losses is avoided. For 
example, estimates have made that the cost of nuclear thermochemical H2 production could be 
60% lower than nuclear H2 production by the electrolysis of water (Forsberg, 2003). 
Thermochemical H2 production involves the conversion of thermal energy to chemical energy 
(H2) while electrolysis involves the conversion of thermal energy to electricity and then 
conversion of electricity to chemical energy. 
The main processes for hydrogen production include steam reforming of natural gas, 
catalytic decomposition of natural gas, partial oxidation of heavy oil, coal gasification, water 
electrolysis, thermochemical cycles, and photo-chemical, electrochemical and biological 
processes. The first four processes are based on fossil fuels. Currently (and probably in the near 
future), methods for obtaining hydrogen using carbon compounds as the raw material are the 




methane are motivating the development of processes to produce hydrogen from water. The most 
attractive of these alternative methods in the context of nuclear power are electrolysis and 
thermochemical and thermoelectrochemical cycles. Fig. 2.2 presents an overview of nuclear-
based hydrogen production technologies.  
 
 
Figure 2.2: Technology options for nuclear hydrogen production (modified from Yildiz and 
Kazimi, 2006). 
2.5.1.1 Steam Conversion of Methane  
Recently, a large amount of hydrogen is produced primarily by steam conversion of the methane 
in natural gas. Steam and heat at 750°C-850°C separates hydrogen from the carbon base in 
methane on catalytic surfaces in chemical steam reformers. In the first step, methane and water 
vapour are converted into hydrogen and carbon monoxide by a chemical reaction (the synthesis 
gas). Next, in the ―shift reaction‖ carbon monoxide and water are converted into carbon dioxide 
and hydrogen in the range of 200°C-250°C. For the endothermic process, about half of the initial 
gas is consumed. The system can consist of two main parts, nuclear and process.  Nuclear part 
generates the synthesis gas, while in process part the input gas is used to produce the final 
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chemical formula is expressed as CH4+2H2O → 4H2+CO2. The heat of this endothermic reaction 














Figure 2.3: Principle of membrane reformer (adapted from Chikazawa et al., 2005). 
2.5.1.2 Thermochemical and Thermoelectrochemical Cycles 
Currently, about 90% of hydrogen is produced with a steam reforming process, mainly methane. 
In this process, combustion heat of fossil fuel is supplied for the chemical reaction of steam 
reforming, which approximately 0.9 kg-CO2 to generate 1 Nm
3
 H2. The electrolysis of the water 
also exhausts more than 1.6 kg CO2 for 1 Nm
3
-H2 as electricity is generated from fossil fuels 
(Yamawaki et al., 2007). A clean process of hydrogen generation without CO2 emission is 
possible by means of the electrolysis of the water using of electricity supplied from a Light 
Water-cooled Reactor (LWR). The efficiency of that process, on the other hand, is low because 
of the inefficient electricity generation of nearly 35%. Therefore, there is still need for a clean 
hydrogen production technology with high efficiencies. Thermochemical cycles are a good 
candidate, in which water splits into hydrogen and oxygen using a series of chemical reactions. 
All chemical intermediates are recycled internally within the process so that water is the only raw 
material and hydrogen and oxygen are the only products.   
High temperatures, such as 2500°C and above, are required for direct thermal 
decomposition of water into hydrogen and oxygen (Yildiz et al., 2006). However, a sequence of 
chemical reactions can be used to decompose water thermally at lower temperatures. This 
sequence of chemical reactions namely thermochemical cycles, perform several functions in 
continues cyclic base such as binding water, splitting hydrogen and oxygen from the water, and 
recovering the reagents. It is possible, in principle, to decompose water with heat at lower 




temperature exothermic chemical reactions that result in the decomposition of water. The process 
works like a chemical engine to produce hydrogen by absorbing high-temperature heat in the 
endothermic decomposition and discharging low temperature heat in the exothermic reactions. 
Figs. 2.4 and 2.5, respectively, show schematics for thermochemical processes that do not require 
electricity input and electrothermochemical processes that require electricity input in addition to 









Figure 2.4: Simple coupling of an electrothermochemical water-splitting process, a nuclear 










Figure 2.5: Simple coupling of a thermochemical water-splitting process and a nuclear reactor for 
hydrogen production. 
The concept of thermochemical production of hydrogen from water was first proposed in 
the 1960s. At standard temperature and pressure, the free energy and enthalpy changes of the 
direct water decomposition are ΔG = 56.7 kCal/gmol and ΔH =68.3 kCal/ gmol, respectively. The 
ΔG for the reaction becomes negative above 4400°C that cause great problems with materials and 
separations rendering the direct decomposition infeasible. The work required for the one step 
process can be reduced by increasing the operating temperature above 1100°C. In a multi-step 
process it is, in theory, possible to decrease the work requirement as low as zero by operating 




changes at low temperatures. As mentioned before, no two-step cycle is possible below 1100°C 
limit. Consequently, all possible cycles will have three or more steps.  
The thermochemical process for producing hydrogen with an efficiency up to 50% 
employs a sequence of chemical reactions that require heat at temperatures of below 1000°C. A 
high-temperature reactor can serve as the heat source for thermochemical decomposition of 
water. Electrolysis and plasma can be used, together with heat, to produce hydrogen at individual 
stages of such processes. Many combinations of chemical reactions have been studied. Some 
examples are as follow: 
Iodine-Sulfur Cycle 
The Iodine Sulfur (IS) process consists of the following three chemical reactions: 
 
I2+SO2+2H2O→2HI+H2SO4         (2.1) 
 
2HI→I2+H2           (2.2) 
 
H2SO4→H2O+SO2+1/2O2         (2.3) 
 
The principles for the IS process are illustrated in Fig. 2.6. The reaction in Eq. (2.1) is called 
Bunsen reaction, in which exothermic sulfur dioxide (SO2) gas absorption takes place in the 
liquid phase at 20°C-100°C. Gaseous SO2 reacts with iodine (I2) and water (H2O) to generate an 
aqueous solution of hydriodic acid (HI) and sulfuric acid (H2SO4). Then the two kinds of acids 
that produced at the end of reaction are separated by liquid-liquid phase separation in the 
existence of excess iodine. The HI breakdown reaction in Eq. (2.2) generates hydrogen with a 
low endothermic heat of reaction at 300°C-500°C in the gas phase. The reaction can also be 
carried out in the liquid phase. The H2SO4 decomposition reaction in Eq. (2.3) is an endothermic 
that produce oxygen (O2) at the end. This reaction proceeds in two stages; at first, gaseous H2SO4 
decomposes into H2O and SO3 at 400°C-500°C. Secondly, SO3 decomposes into SO2 and O2 at 
about 800°C with the help of a solid catalyst. By carrying out these three reactions in sequence, 















Step 3: 2HI→H2+I2  
Figure 2.6: Iodine-sulfur process for thermochemical production of H2 (adapted from Xinxin and 
Kaoru, 2005). 
ISPRA Mark 9 Cycle 
The ISPRA Mark 9 thermochemical cycle is illustrated in Fig. 2.7. The cycle consists of three 
steps cycle, involving iron chlorides as shown below: 
 
1. Decomposition of Fe (III) chloride: 6FeCl3 → 3Cl2 + 6FeCl2    (2.4) 
 
2. Hydrolysis: 6FeCl2 + 8H2O →2Fe3O4 + 12HCl + 2H2     (2.5) 
 
3. Chlorination: 3Cl2 + 2Fe3O4 + 12HCl →6FeCl3 + 6H2O + O2    (2.6) 
 
Net reaction: 2H2O → 2H2 + O2        (2.7) 
 
The hydrolysis reaction is conducted at the highest temperature in the cycle, such as 650°C. The 
decomposition of Fe (III) chloride is conducted at 430°C, and the chlorination at 150°C (Utgikar 













Figure 2.7: Flow diagram for the ISPRA Mark 9 hydrogen production process (adapted from 
Utgikar and Ward, 2006). 
Hybrid Sulfur Cycle 
The hybrid sulfur cycle, which is shown in Fig. 2.8, was developed by Westinghouse. In the 
cycle, H2SO4 is decomposed to SO2 at high temperatures around 850°C to produce O2. Then, SO2 
is converted back to H2SO4 in a PEM electrolyzer at 80°C to produce H2. Overall, only water and 










Figure 2.8: A schematic of the hybrid sulfur cycle (adapted from Sivasubramanian et al., 2007). 
 
Ca–Br Cycle 
In the calcium-bromine cycle, as illustrated in Fig. 2.9, CaO and CaBr2 are recycled in fixed bed 
reactors at high temperatures (e.g. 730°C) and O2 produced. On the other hand, HBr is converted 
to Br2 in a PEM electrolyzer at 80°C to produce H2. Overall only water and energy are consumed, 






Figure 2.9: A schematic of the Ca-Br cycle (adapted from Sivasubramanian et al., 2007). 
 
The Cu-Cl Cycle 
More than three hundred thermochemical cycles have been reported in the literature. However, 
many of these thermochemical cycles have drawback of very high process temperature 
requirements. Most thermochemical cycles (e.g. HTE, and the HyS and SI cycles) require process 
heat at high temperatures, exceeding 850°C-900°C that can cause very challenging engineering 
and material problems. On the other hand, existing nuclear power plants in North America are 
typically water-cooled plants operating at 250°C-500°C, which cannot satisfy above mentioned 
high temperature thermochemical cycles to produce nuclear-based hydrogen. Therefore, there is a 
considerable need for a low temperature thermochemical hydrogen production cycle to couple 
with existing low temperature nuclear reactors.  
Recently, Atomic Energy of Canada Limited and Argonne National Laboratory in the U.S. 
have been developing a low-temperature thermochemical cycle named copper-chlorine (Cu-Cl). 
This cycle designed to accommodate heat sources around 500°C-550°C. Such a cycle can be 
more readily incorporated with nuclear reactors and mitigate the demands on construction 
materials. Many types of nuclear reactors such as the supercritical water reactor, CANDU Mark 
2, the lead cooled reactor and the high temperature gas reactor can be used as a heat source. For 
this temperature range, the Cu-Cl cycle is one of the most promising (see Fig. 10). Several Cu-Cl 
cycles have been examined in the laboratory and various alternative configurations are identified. 
Proof-of-principle experiments that demonstrate the feasibility of the processes have been carried 




thesis intends to design and optimize the Cu-Cl cycle and detailed analysis will be presented in 

















Figure 2.10: Five step Cu-Cl thermochemical cycle for hydrogen production. 
2.5.2 Hydrogen storage 
Hydrogen storage is important for technically and economically viable hydrogen fuel systems; 
without it, a hydrogen economy is difficult to attain. Currently, there is agreement in the 
automotive industry that the on-board storage of hydrogen is one of the critical bottleneck 
technologies for the future. Still, no approach exists that can comply with the technical 
requirements for a range greater than 500 km (Ball and Wietschel, 2009), and fulfilling all the 
performance parameters. The physical limits for the storage density of compressed and liquid 
hydrogen have nearly been reached, but there is still potential in developing solid materials for 
hydrogen storage, such as metal hydrides. 
One of the crucial technological barriers to the extensive use of hydrogen is the lack of a 
safe, low-weight and low-cost storage method. Hydrogen contains more energy on a weight-for-
weight basis than any other substance. In contrast, it has a very low energy density per unit 




containers and cryogenically cooled (liquefied) liquid hydrogen are two commonly used storage 
options. One drawback of these methods is a high energy requirement, for instance up to 20% of 
the energy content of hydrogen needed to compress the gas and up to 40% to liquefy it (Edwards 
et al., 2008). A crucial issue for the use of high-pressure and cryogenic storage centers is public 
perception and acceptance associated with the use of pressurised gas and liquid hydrogen 
containment. Therefore, hydrogen storage requires some major scientific and technological 
developments to solve these critical problems. For instance, several classes of solid-state 
hydrogen storage materials, which show higher energy density than that of liquid hydrogen, are 
under development. Yet, much more research and improvement is required to improve their 
hydrogen absorption/desorption characteristics. 
Necessity for an efficient storage method is the central challenge to replace fossil fuels for 
variable electricity production. Hydrogen, on the other hand, can be stored economically for days, 
weeks, or months in large underground facilities with the same technology used to store natural 
gas. Significant progress has been made in hydrogen storage capabilities. For example, 
compressed storage has been very successfully demonstrated at 350 and 700 bars (Brouwer, 
2009). Also, liquid and metal hydride storage technologies have been significantly improved in 
the recent years. Furthermore, some novel methods such as glass microspheres, poly-hydride 
complexes and alanates have been significantly advanced.  
Hydrogen storage on a small scale is 1-2 times more expensive than on a large scale. The 
characteristics of centralized storage imply economic penalties for decentralized hydrogen 
production systems. For example, collector pipelines need to be used to move hydrogen to 
centralized storage. A few example of large scale centralized hydrogen storage facilities exist in 
Europe and the United States.  
Hydrogen can be stored underground in old mines, caverns, aquifers, and depleted 
petroleum and natural gas fields for large-scale storage. Also, large scale fuel cells in MW or kW 
power plant size can be coupled with this stored hydrogen for distributed power generation. This 
large scale underground hydrogen storage and fuel cell coupled system can overcome daily and 
seasonal divergence between energy source availability and demand. Therefore, large scale 
underground hydrogen storage is likely to be technologically and economically feasible.  
Hydrogen storage systems of the same type and the same energy content will be more 




hydrogen’s lower volumetric heating value (Sherif et al., 2005). Hydrogen liquefaction is an 
energy exhaustive process that requires amounts of energy equal to about one fourth of the 
energy in liquefied hydrogen. Hydrogen liquefaction and use of liquid hydrogen is usually 
practiced only when attaining high storage density is very necessary, such as in aerospace 
applications. Also, some prototype hydrogen-powered automobiles as well as commercially-
available automobiles also use specially developed liquid hydrogen tanks. Table 2.9 provides a 
list of hydrogen storage types and densities. 
Table 2.9: Hydrogen storage types and densities. 
 Storage Density 
 kg H2/kg kg H2/m3 
Large volume storage (102–104 m3)   
Underground storage   5–10 
Pressurized gas storage (above ground) 0.01–0.014  2–16 
Metal hydride   0.013–0.015  50–55 
Liquid hydrogen  ~1  65–69 
   
Stationary small storage (<100 m3)   
Pressurized gas cylinder  0.012 ~15 
Metal hydride  0.012–0.014  50–53 
Liquid hydrogen tank   0.15–0.50  ~65 
   
Vehicle tanks (0.1–0.5 m3)   
Pressurized gas cylinder   0.05  15 
Metal hydride  0.02  55 
Liquid hydrogen tank  0.09–0.13  50–60  
Source: Modified from Sherif et al. (2005). 
2.5.3 Hydrogen distribution 
Various options of hydrogen transport and distribution are available, including delivery of 
compressed gaseous and liquid hydrogen by trucks and of gaseous hydrogen by pipelines. 
Pipelines have been used for hydrogen distribution for more than 50 years, with 16,000 km of 
hydrogen pipelines around the world (Ball and Wietschel, 2009). Majority of these pipelines 
supply hydrogen to refineries and chemical plants. The technical and economic effectiveness of 
each transport option depends on transport volumes and delivery distances. For large quantities 
and long distances generally pipelines are preferred. On the other hand, liquid hydrogen trailers 
are useful for smaller volumes and long distances, while compressed gaseous hydrogen trailers 
are suitable for small scales over short distances. Pipelines have high capital costs but very low 
operating cost of compressor power. In contrast, liquid hydrogen has a high operating cost mainly 




hydrogen and the delivery distance. Distance is also an important factor to decide between liquid 
and gaseous trailers. The cost of hydrogen transportation are on average vary between 0.3 and 1.3 
$/kg H2 (Ball and Wietschel, 2009). Note that the distribution pipelines must be made of non-
porous, high quality materials such as stainless steel because of the specific physical and 
chemical properties of hydrogen. As a result, the capital cost of a hydrogen pipeline is up to two 
times higher than those for natural gas pipelines for a given diameter (Ball and Wietschel, 2009). 
For a unit energy throughput, hydrogen transmission through pipelines requires larger 
diameter piping and more compression power than natural gas. However, the recompression 
stations could be placed twice as far apart, due to lower pressure losses in the hydrogen. Large-
scale transmission cost of hydrogen is about 1.5 - 1.8 times larger than that of natural gas but 
lower than that of electricity for distances greater than 1000 km (Sherif et al., 2005).  
Hydrogen can be locally transported and distributed as both gas and liquid, by pipelines or 
in special cases in containers by road and rail transportation to match the consumption to 
demand. In some countries, gaseous and liquid hydrogen carriage is subject to strict regulations 
and constraints ensuring public safety. The gaseous or liquid transportation of hydrogen in a 
discontinuous mode is usually used by occasional or low volume users. Because, the cost of 
discontinuous transport can be very high, up to 2-5 times the production cost (Sherif et al., 2005). 
Gaseous hydrogen is generally transported in pressurized cylindrical vessels at about 200 bars. 
These cylindrical vessels are arranged in frames adapted to road transport with unit capacity of 
about 3000 m
3
. Such frames are installed by distribution companies at the user site to serve as a 
stationary storage. 
Hydrogen is commonly known as posing risks if not properly handled and controlled. 
However, the risk of hydrogen should be considered and fairly judged relative to common fuels 
such as gasoline, propane or natural gas. The specific physical characteristics of hydrogen are 
quite different from those common fuels. Some of those properties make hydrogen potentially 
less dangerous as others could make it more hazardous in specific situations. For example, 
hydrogen has a greater tendency to escape through small openings than other liquid or gaseous 
fuels, since it has the smallest molecule. For instance, the tendency of hydrogen to leak through 
holes or joints of low pressure fuel lines could be 1.26-2.8 times faster than that of natural gas, 




the natural gas leak would result in more energy release since it has over three times the energy 
density per unit volume (Sherif et al., 2005). 
2.5.4 Hydrogen-to-electricity conversion 
Fuel cells, steam turbines, or other technologies can be used to produce electricity from hydrogen 
and oxygen. The equipment to convert the fuel-to-electricity should have low-capital-costs for 
favorable economics. Fuel cells and steam turbines have been identified for conversion of 
hydrogen and oxygen to electricity at higher efficiencies and lower capital costs than commercial 
fossil-fuel methods. The steam turbine option is described in Fig. 2.11. Hydrogen, oxygen, and 
water are supplied directly to a burner to produce steam at high pressure and temperature. Water 
is added to control and lower the peak temperatures since the combustion temperature of a pure 
hydrogen-oxygen flame is far beyond the limits of construction materials. The process is similar 
to a low-performance rocket engine. Finally, the produced steam is fed directly to a very high-
temperature turbine that drives an electric generator. It is expected that peak steam temperatures 
at the inlet of the first turbines can approach 1500°C using advanced gas-turbine technology with 
actively cooled blades (Forsberg, 2009). 
In fuel cells, an electrochemical reaction that releases heat takes place to produce electricity 
and water. Usually, only hydrogen and oxygen are consumed in the reaction. Conventional 
electricity generation takes place in a three-stage conversion process of chemical energy – 
thermal energy –mechanical energy – electricity. In contrast, fuel cells convert chemical energy 
directly into electrical energy (Ball and Wietschel, 2009). 
Many types of fuel cells which are suitable for various energy applications have been 
developed. All types of fuel cells, however, share the same basic design of two electrodes anode 
and cathode, which separated by a solid or liquid electrolyte or a membrane. Hydrogen or a 
hydrogen-containing fuel and air are fed into the anode and cathode of the fuel cell, and the 
electrochemical reactions take place at the electrodes by the help of catalysts. The electrolyte 
enables transfer of ions between the electrodes, as the excess electrons flow through an external 
circuit to generate electricity. Fuel cells are classified based on the nature of their electrolyte, 
which also determines their operating temperature, the type of fuel and a range of applications. 
Some of electrolyte types are acid, base, salt or a solid ceramic or polymeric membrane that 















Figure 2.11: Oxygen–hydrogen–water steam cycle (adapted from Forsberg, 2009). 
 
Table 2.10: Summary of fuel cell types and their present characteristics. 











Mobile, portable, low power 
generation 
0.01-250 40-55 
Alkaline 70-130 Space, military, mobile 0.1-50 50-70 
Direct methanol  60-120 Portable, mobile 0.001-100 40 
Phosphoric acid 175-210 
Medium to large scale power 
and CHP 
50-1000 40-45 
Molten carbonate  550-650 Large scale power generation 200-100,000 50-60 
Solid oxide 500-1000 
Medium to large scale power 
and CHP, vehicle auxiliary 
power units,  off-grid power 
and micro-CHP 
0.5-2000 40-72 
Source: Edwards et al. (2008). 
Unlike internal combustion engines and turbines, fuel cells demonstrate high efficiencies 
across most of their power range. This scalability makes fuel cells ideal for a variety of 




compete with conventional energy conversion technologies in terms of cost and reliability 
(Edwards et al., 2008). 
Comparatively, it makes no sense to introduce hydrogen in the transport sector without fuel 
cells, because of the high electricity to heat ratio and the high overall conversion efficiency of 
fuel cells in comparison to other power generation processes. For example, the efficiency of the 
fuel cell system for passenger cars is over 40% compared to 25-30% for the gasoline/diesel 
powered internal combustion engine under real driving conditions (Ball and Wietschel, 2009). 
Fuel cell systems have a higher efficiency at partial load than full load, which is very suitable for 
motor vehicles as they usually operated at partial load during urban driving or even highway 
cruising. In addition, the fuel cells exhaust generates zero emissions when fuelled by hydrogen. 
Road transportation noise in cities would also be appreciably reduced. Furthermore, fuel cell 
vehicles could even act as electricity generators when parked and connected to a supplemental 
fuel supply. Therefore, the use of hydrogen in internal combustion engines can only be a 
temporary solution. 
Currently, power train expenses of fuel cell vehicles are still far from being cost-
competitive. The greatest challenge for hydrogen use in the transport sector is the necessity to 
drastically reduce fuel cell costs from currently more than $2000/kW to less than $100/kW for 
passenger cars (Ball and Wietschel, 2009). Yet, fuel cell drive systems offer totally new design 
opportunities for vehicles.  They provide better design flexibility, fewer vehicle platforms and 
hence more efficient manufacturing approaches, since they have fewer mechanical and hydraulic 
subsystems compared with combustion engines. These design opportunities may consequently 
lead to additional cost reductions. However, this cost reduction potential has to be realised first 
and is important to the requirements for efficiency and lifespan. These requirements are the main 
source of uncertainty for the market success of fuel cell vehicles, as well as some technical 





Chapter 3: LITERATURE REVIEW 
3.1 Energy and Exergy Analyses  
In this section, general energy and exergy analyses of various thermodynamic systems have been 
reviewed. The aim is to examine thermodynamic (energy and exergy) applications similar to the 
system studied in this thesis to follow similar approach and to use their results for comparison.  
Exergy is used as a common currency to assess and compare the reservoirs of theoretically 
extractable work we call energy resources. Resources consist of matter or energy with properties 
different from the predominant conditions in the environment. These differences can be classified 
as physical, chemical, or nuclear energy. In this regard Hermann (2006) identified the primary 
exergy reservoirs that supply exergy to the biosphere and quantifies the intensive and extensive 
exergy of their derivative secondary reservoirs, or resources. The interconnecting accumulations 
and flows among these reservoirs were illustrated to show the path of exergy through the 
terrestrial system from input to its eventual natural or anthropogenic destruction. The results were 
intended to assist in evaluation of current resource utilization, help guide fundamental research to 
enable promising new energy technologies, and provide a basis for comparing the resource 
potential of future energy options that is independent of technology and cost. 
Exergetic and thermoeconomic analyses were performed by Kwak et al. (2003) for a 500-
MW combined cycle plant. In these analyses, mass and energy balance equations were applied to 
each component of the system. Quantitative balances of the exergy and exergetic cost for each 
component, and for the whole system was carefully considered. The exergoeconomic model, 
which represented the productive structure of the system considered, was used to visualize the 
cost formation process and the productive interaction between components. The computer 
program developed in this study can determine the production costs of power plants, such as gas- 
and steam-turbines plants and gas-turbine cogeneration plants. The program can also be used to 
study plant characteristics, namely, thermodynamic performance and sensitivity to changes in 
process and/or component design variables. 
Energy and exergy analyses of energy consumptions in the industrial sector in South Africa 
have been analyzed by Oladiran and Meyer (2007). An energy and exergy analysis of a raw mill 
and raw materials preparation unit was performed of a cement plant in Turkey by Utlu et al. 
(2006) using the operating data. Energy and exergy balances of blast furnace iron making and 




Ostrovski and Zhang (2005). Energy and exergy analyses are applied by Camdali et al. (2004) to 
a dry system rotary burner with pre-calcinations in a cement plant of an important cement 
producer in Turkey using actual data. The rotary burner includes thermal and chemical processes. 
The first and second-law efficiencies were determined. 
Exergy losses in gasification and combustion of solid carbon were compared by Prins and 
Ptasinski (2005) by conceptually dividing the processes into several subprocesses: instantaneous 
chemical reaction, heat transfer from reaction products to reactants (internal thermal energy 
exchange) and product mixing. The thermodynamic performance of a water electrolysis process 
for producing hydrogen was investigated by Rosen (1995), using both energy and exergy 
analyses. Three cases were considered in which the principal driving energy inputs are (i) 
electricity, (ii) the high-temperature heat used to generate the electricity, and (iii) the heat source 
used to produce the high-temperature heat.  
Bonnet et al. (2005) studied the coupling of an Ericsson engine, with a system involving 
natural gas combustion. In designing this plant, they utilized energy, exergy and exergo-
economic analyses. This study focused on the design and the performance of a real engine rather 
than a purely theoretical thermodynamic cycle, and allowed a balancing of energy performance 
with heat exchanger sizes, the plotting of Grassmann exergy diagrams, and evaluation of the 
costs of thermal and electrical energy production processes. 
The definition of open cycle rational efficiency is unequivocally based on the ratio of the 
actual shaft work output from a power plant to the maximum work that could be obtained in a 
reversible process between prescribed inlet and outlet states. However, different constraints may 
be applied to such an ideal reversible process, and the maximum work obtainable will then vary, 
as will the value of the rational efficiency. This issue is discussed by Horlock et al. (2000). In 
particular, the consequences of defining the outlet state for the ideal process are critical. A further 
complication occurs when water or steam is injected into a gas turbine plant. Three definitions of 
rational efficiency were discussed in this paper and some illustrative calculations presented. 
There are small but significant differences between the values of the three derived efficiencies. 
Many applications of exergy to energy systems have been reported, illustrating the insights 
obtainable. The model proposed by Szargut for the calculation of the standard chemical exergy of 
elements and organic and inorganic substances has been revised by Rivero and Garfias (2006). 




approach to the exergy analysis was studied by Morosuk and Tsatsaronis (2008). Splitting the 
exergy destruction into endogenous/exogenous and unavoidable/avoidable parts represents a new 
development in the exergy analysis of energy conversion systems. This splitting improves the 
accuracy of exergy analysis, improves the understanding of the thermodynamic inefficiencies and 
facilitates the improvement of a system. An absorption refrigeration machine was used as an 
application example. This refrigeration machine represents the most complex type of a 
refrigeration machine, in which the sum of physical and chemical exergy was used for each 
material stream. A new quantitative structure–property relationship three-parameter correlation 
(R
2
 = 0.9977) of standard chemical exergy for a diverse set of 134 organic substances was 
developed by Gharagheizi and Mehrpooya (2007) by application of a genetic algorithm search. 
Gao et al. (2004) performed an exergy analysis of a coal-based polygeneration system for power 
and chemical production. The exergy regeneration performances of chemical recuperation with 
CO2-natural gas reforming were presented by Cao and Zheng (2006).  
The variations of chemical exergy with ambient temperature from -30°C to 45°C, pressure 
from 0.6 to 1.1 bar and relative humidity (RH) from 10% to 100% were investigated by Ertesvag 
(2007) for numerous gaseous fuels and atmospheric gases on the basis of Szargut’s model. It was 
found that the variations are significant. At ambient pressure of 1 atm and RH at 70%, the 
chemical exergy of hydrogen increased 0.7%–0.8% per 10°C of lower ambient temperature, 
while for methane, the increase was 0.25%–0.30%. For other gaseous hydrocarbons, the increase 
was 0.08%–0.20%. An error analysis verified that the uncertainties in the results were 2–3 orders 
of magnitude less than the results. It was shown that assuming the atmospheric mole fraction of 
water vapor constant when varying the temperature leads to unrealistic and even unphysical 
results, giving an opposite behavior of the model. Calculating the change of chemical exergy over 
certain processes showed that separation of air gases is potentially most efficient in cold climates, 
while water electrolysis to hydrogen is favorable in warmer climates. Combustion reactors and 
fuel cells are potentially most efficient in cold climates. 
The effects on the results of energy and exergy analyses of variations in dead-state properties 
were studied by Rosen and Dincer (2004). That work involved (i) examination of the sensitivities 
of energy and exergy values to the choice of the dead-state properties and (ii) analysis of the 
sensitivities of the results of energy and exergy analyses of complex systems to the choice of 




3.2 Exergoeconomic Analyses 
Many exergoeconomic analyses have been reviewed here to find the most appropriate approach 
and methods to use in the analysis of this thesis. The review in this section is also useful to 
compare and validate the exergoeconomic results of the thesis.  
The development and application of exergoeconomics has provided a theoretical basis for 
designing efficient and cost-effective energy systems. Since the 1950s, exergoeconomics has 
been described in various studies and applied to numerous technologies and processes. Many 
exergy-based economic studies have been reported. For example, Hua et al. (1997) presented a 
new exergoeconomic approach to optimize energy systems in which, after tracing the energy 
evolution and degradation within a system, a binary subsystem model was proposed and 
optimization strategies introduced.  
Exergonomics mirrors ordinary economics, using exergy expenditures instead of 
monetary ones. Some examples of optimization by a simple relation of invested exergy and 
current exergy expenditures, including heat transfer through a wall, an electrical conductor and a 
thermal insulating wall, have been recommended for educational purposes by Yantovski (2000). 
The progress of a systematic exergoeconomic methodology for analysis and optimization of 
process systems has been described by Zhang et al. (2000). Based on a three-link-model, by 
applying a reversed exergy costing method to process systems, a hierarchical exergoeconomic 
model has been developed and the decomposing-coordinating optimization strategy has been 
introduced to analyze and optimize the total process or system. A retrofit of an aromatic 
separation system has been used to illustrate this method. 
A combination of exergy and economic analysis for complex energy systems has been 
proposed by Kim et al. (1998). A general cost-balance which can be applied to any component of 
a thermal system has been derived. In the study, the exergy of material streams is decomposed 
into thermal, mechanical and chemical exergy flows and an entropy-production flow. A unit 
exergy cost is assigned to each disaggregated exergy in the streams at any state. The 
methodology results in a set of equations for the unit costs of various exergies by applying the 
cost-balance to each component of the system and to each junction. The monetary evaluations of 
various exergy costs (thermal, mechanical, etc.), as well as the production cost of electricity for 




system component can also be obtained by this method. The proposed exergy-costing method has 
been applied to a 1000-kW gas turbine cogeneration system. 
Tsatsaronis et al. (1997) have studied exergy-aided cost minimization, which shows how 
exergy-related variables can be used to minimize the cost of a thermal system. These variables 
include the exergy efficiency, the rates of exergy destruction and exergy loss, an exergy 
destruction ratio, the cost rates associated with exergy destruction, capital investment and 
operating and maintenance, a relative cost difference of unit costs and an exergoeconomic factor. 
A simple cogeneration system is used as an example to demonstrate the application of an iterative 
exergy-aided cost minimization method. 
A comprehensive methodology for the analysis of systems and processes, based on the 
quantities exergy, cost, energy and mass, and referred to as EXCEM analysis, was developed by 
Rosen and Dincer (2003a). The first law of thermodynamics embodies energy analysis, which 
identifies only external energy wastes and losses. Potential improvements for the effective use of 
resources are not consistently evaluated with energy, e.g., for an adiabatic throttling process. 
However, the second law of thermodynamics, which can be formulated in terms of exergy, takes 
entropy into consideration and accounts for irreversibilities. Economics, which are also 
important, are incorporated in EXCEM analysis through costs. 
Abusoglu and Kanoglu (2009a, 2009b) have performed exergy and thermoeconomic 
analyses of diesel engine based cogeneration systems. Formulations and procedures for the 
analysis have been provided along with the application. Exergy and exergoeconomic analyses of 
a combined heat and power system with a micro-gas turbine have been reported by Aras et al. 
(2008). Exergy and exergy cost balances for each component and the overall system are 
considered, and exergy consumption and cost generation within the system determined. An 
exergoeconomic analysis has been reported by Bakan et al. (2008) of glycol cold thermal energy 
storage, which is an application of sensible heat storage where the temperature of a storage 
material changes in order to store cold, usually generated from electricity when its cost is low. 
Balli et al. (2008) have presented an exergoeconomic analysis of a combined heat and power 
system. An exergy cost balance is presented for each component and the overall system, while 




3.3 Hydrogen Production from Nuclear Energy 
Others have examined processes for hydrogen production using nuclear energy. A fission reactor 
as a primary energy source with hydrogen as an energy carrier was suggested by Torjman and 
Shaaban (1998), and an assessment of hydrogen production from nuclear energy presented. A 
complete nuclear-electro-hydrogen energy system was proposed for a medium size city 
(population of 500,000), and the entire energy requirement was assessed including residential, 
industrial and transportation needs. A preliminary economic and environmental impact study was 
performed on the proposed system.  
Research and development on nuclear hydrogen production using the High Temperature 
Gas-cooled Reactor (HTGR) at Japan Atomic Energy Research Institute (JAERI) are presented 
by Onuki et al. (2005). The JAERI has been conducting research and development (R&D) on the 
HTGR and on hydrogen production using the HTGR. The reactor technology has been developed 
using High Temperature Engineering Test Reactor (HTTR) installed at Oarai site of the JAERI. 
The HTTR reached its full power operation of 30 MW in 2001 and demonstrated reactor outlet 
helium temperature of 950°C in April 2004. As for the hydrogen production technology, the 
thermo-chemical Iodine Sulfur (IS) process is under study. The process control method for 
continuous hydrogen production has been examined using a bench-scale apparatus. Also, studies 
are underway on process improvement and on materials of construction to be used in the 
corrosive environment. As for the system integration of the HTGR and the hydrogen production 
plant, research and development is underway aiming to develop technologies for safe and 
economical connection. It covers safety technology against explosion, safety technology against 
radioactive materials release, control technology to prevent the thermal disturbance from 
hydrogen production plant to reactor, etc. 
The HTGR represents a suitable concept of a future nuclear power plant with efficient, 
economic and safe generation of energy. Its potential to produce process heat at high 
temperatures can be utilized in many industrial processes for the generation of hydrogen or other 
synthetic chemical fuels, which may find broadening application on the future world energy 
markets. In this regard, Verfondern and Lensa (2005) presented a description of the German 
long-term projects ―Prototype Nuclear Process Heat Reactor Project‖, in which the technical 
feasibility of an HTGR in combination with coal gasification processes has been proven, and 




encouraged and supported by the Commission of the European Union within their Framework 
Programmes have been outlined. The Michelangelo Network has been created in 1997 by 19 
European partners to elaborate a general European R&D strategy for the further development of 
the nuclear industry with a strong focus on innovative nuclear reactor designs. The hydrogen 
network established in 1999 is working on the development of strategies for the introduction of a 
European hydrogen fuel infrastructure.  
Processes and technologies to produce hydrogen synergistically by the nuclear-heated 
steam reforming reaction of fossil fuels have been reviewed by Hori et al. (2005). The formulas 
of chemical reactions, required heats for reactions, saving of fuel consumption, reduction of 
carbon dioxide emission, and possible processes have been investigated for such fossil fuels as 
natural gas, petroleum and coal. In this investigation, examined is the steam reforming processes 
using the ―membrane reformer‖ and adopting the recirculation of reaction products in a closed 
loop configuration. The recirculation-type membrane reformer process was considered to be the 
most advantageous among various synergistic hydrogen production processes. Typical merits of 
this process are; nuclear heat supply at medium temperature around 550°C, compact plant size 
and membrane area for hydrogen production, efficient conversion of a feed fossil fuel, 
appreciable reduction of carbon dioxide emission, high purity hydrogen without any additional 
process, and ease of separating carbon dioxide for future sequestration requirements. The 
synergistic hydrogen production using fossil fuels and nuclear energy can be an effective solution 
in this century for the world which has to use fossil fuels to some extent, according to various 
estimates of global energy supply, while reducing carbon dioxide emission. 
The possibility of a hydrogen production system for fuel cell vehicles, which was zero 
carbon dioxide emission based on nuclear power, was investigated by Kato et al. (2005). The 
reactivity of calcium oxide to carbon dioxide was used for the carbon dioxide fixation and also 
for heat source of fuel reforming in experimental discussion. Methane was chosen as the first 
candidate reactant for steam reforming. Simultaneous reaction of methane reforming and carbon 
dioxide fixation by calcium oxide was demonstrated in a reactor packed with a reforming catalyst 
and calcium oxide. High-purity hydrogen, of which the concentration was higher than one at 
reaction equilibrium of conventional reforming, was generated from the reactor under mild 
operation conditions at temperature of 500°C-600°C and under pressure of 101 MPa. The 




proposed system was expected to be applicable as a hydrogen carrier system in carbon dioxide 
zero-emission fuel cell vehicles based on nuclear power. 
High-temperature helium-cooled reactors are the best understood nuclear technology that 
can supply high-temperature heat for thermal processes for producing hydrogen. The GT-MGR 
reactor – an innovative international modular design of a helium-cooled reactor with a gas-
turbine cycle – best meets the requirements for hydrogen production and is proposed as a basis 
for a nuclear energy source. In this regard, the technical aspects of the proposed application of 
HTGR as a source of energy for producing hydrogen have been analyzed by Mitenkov et al. 
(2004). The required parameters of the energy obtained from HTGR for the presently completed 
and future hydrogen-production technology were examined. The problems and additional R&D 
work on the use of the HTGR at high helium temperatures were indicated. 
Forsberg (2003) indicated that the infrastructure of H2 consumption is compatible with the 
production of H2 by nuclear reactors. Alternative H2 production processes were examined to 
define the requirements such processes would impose on the nuclear reactor. These requirements 
include supplying heat at a near-constant high temperature, providing a low-pressure interface 
with the H2 production processes, isolating the nuclear plant from the chemical plant, and 
avoiding tritium contamination of the H2 product. A reactor concept—the advanced high-
temperature reactor—was developed to match these requirements for H2 production. 
Hydrogen production with a fast breeder reactor may be attractive as a long-term energy 
source with nuclear fuel breeding. The thermochemical and electrolytic hybrid process is one of 
the hydrogen production methods using a sulfuric acid cycle with the maximum temperature at 
500°C, which can be supplied by a sodium-cooled fast breeder reactor. In this study, a hydrogen 
production plant with the thermochemical and electrolytic hybrid process has been designed by 
Chikazawa et al. (2006), and the hydrogen production efficiency has been evaluated. The 
structural materials of the components in the system are steels such as high-Si cast iron, which 
has good toughness against sulfuric acid. High hydrogen production efficiency of 44% (high 
heating value) has been achieved assuming development of high efficiency electrolysis. 
The Japan Atomic Energy Agency (JAEA) has been promoting research and development 
on the hydrogen production technology with a HTGR, with a view to contributing to the global 
warming issue and hydrogen energy society in the near future. The system integration technology 




put hydrogen production with nuclear energy to commercial use. Research and development on 
the system integration technology has been carried by Inagaki et al. (2007) out for four items: 
control technology to maintain reactor operation against thermal disturbance caused by the 
hydrogen production system, estimation of the tritium permeation into the hydrogen from the 
reactor, a countermeasure against explosion, and development of a high-temperature valve to 
isolate the reactor and hydrogen production systems in accidents. This report describes the 
research activities on the system integration technology at the JAEA. 
Nishihara and Inagaki (2006) summarized the research and development activities of 
hydrogen production using the HTTR in the Japan Atomic Energy Research Institute. One of the 
key issues for the HTTR hydrogen production system is the development of control technology 
for stable operation. A thermal load absorber concept using a steam generator installed 
downstream of a reformer is proposed to mitigate a variation of helium temperature. Thermal-
hydraulic analyses for the start-up operation and the suspension of the feed gas supply to the 
reformer are carried out. These results show that a large variation of the reformer outlet helium 
temperature takes place because of a change of the feed gas flow rate. However, the steam 
generator can mitigate the variation of the helium temperature. It is clarified that the HTTR can 
continue normal operation independently of the feed gas flow rate. 
The molten-salt-cooled Advanced High-Temperature Reactor (AHTR) is a new reactor 
concept designed to provide very high-temperature (750°C to 1000°C) heat to enable efficient 
low-cost thermochemical production of hydrogen (H2) or production of electricity. In a paper, 
Forsberg et al. (2003) provided an initial description and technical analysis of its key features. 
The proposed AHTR uses coated-particle graphite-matrix fuel similar to that used in HTGRs, 
such as the General Atomics gas turbine–modular helium reactor. However, unlike the HTGRs, 
the AHTR uses a molten-salt coolant and a pool configuration, similar to that of the General 
Electric Super Power Reactor Inherently Safe Module liquid-metal reactor. Because the boiling 
points for molten fluoride salts are near; 1400°C, the reactor can operate at very high 
temperatures and atmospheric pressure. For thermochemical H2 production, the heat was 
delivered at the required near-constant high temperature and low pressure. For electricity 
production, a multi-reheat helium Brayton (gas turbine) cycle, with efficiencies >50%, was used. 
The low-pressure molten-salt coolant, with its high heat capacity and natural circulation heat 




removal) and improved economics with passive safety systems that allow higher power densities 
and scaling to large reactor sizes >1000 MW(electric). 
One of the objectives of the HTTR is to demonstrate the effectiveness of high temperature 
nuclear heat utilization, which aims to extend the application of nuclear heat to non-electric 
fields, especially to hydrogen production. As part of the development of the hydrogen production 
processes, laboratory-scale experiments of a high-temperature electrolysis of steam (HTES) had 
been carried out by Hino et al. (2004) with a practical electrolysis tube with 12 solid-oxide cells 





h at a electrolysis temperature of 950°C. Thereafter, to improve hydrogen 
production performance, a self-supporting planar electrolysis cell with a practical size (80 
mm×80 mm of electrolysis area) was fabricated. In the preliminary electrolysis experiment 





h, and the energy efficiency was almost as high as that obtained with the electrolysis 
tube at 950°C. However, both electrolysis tubes and planar cells did not keep their integrity in 
one thermal cycle. Durability of the solid-oxide cell against the thermal cycle is one of the key 
issues of the HTES. 
The JAEA (by e.g., Ohashi et al., 2006) has been planning the demonstration test of 
hydrogen production with the HTTR. In a HTTR hydrogen production system (HTTR-H2), it is 
required to control a primary helium temperature within an allowable value at a reactor inlet to 
prevent a reactor scram. A cooling system for a secondary helium with a steam generator (SG) 
and a radiator was installed at the downstream of a chemical rector in a secondary helium loop in 
order to mitigate the thermal disturbance caused by the hydrogen production system. Prior to 
HTTR-H2, the simulation test with a mock-up test facility has been carried out to establish the 
controllability on the helium temperature using the cooling system against the loss of chemical 
reaction. It was confirmed that the fluctuations of the helium temperature at chemical reactor 
outlet, more than 200 K, at the loss of chemical reaction could be successfully mitigated within 
the target of ±10 K at SG outlet. A dynamic simulation code of the cooling system for the HTTR-
H2 was verified with the obtained test data. 
3.4 The Cu-Cl Cycle 
Thermochemical water splitting with a copper–chlorine (Cu-Cl) cycle is a promising process that 




hydrogen, through intermediate copper and chlorine compounds. The Cu-Cl cycle is a 
hypothetical process that has not yet been constructed. However, many studies of the Cu-Cl cycle 
are available in the literature. For example, Al-Dabbagh and Lu (2010) have studied the design 
and reliability of control systems for a Cu-Cl thermochemical hydrogen production plant. 
Equilibrium conversion in the Cu-Cl cycle multiphase processes has been studied by Daggupati 
et al. (2009). They perform a thermodynamic equilibrium analysis of individual steps within the 
cycle. Recently, they studied solid particle decomposition and hydrolysis reaction kinetics in Cu-
Cl (Daggupati el al., 2010a), and a solid conversion process during hydrolysis and decomposition 
of cupric chloride in the Cu–Cl cycle (Daggupati et al., 2010b).  
 One of the most challenging steps in the thermochemical Cu-Cl cycle is the hydrolysis of 
CuCl2 into Cu2OCl2 and HCl while avoiding the need for excess water and the undesired 
thermolysis reaction, which yields CuCl and Cl2. Argonne National Laboratory has designed a 
spray reactor where an aqueous solution of CuCl2 is atomized into a heated zone, into which 
steam/Ar are injected in co- or counter-current flow (Ferrandon et al., 2010a). Also, an 
experimental study using a spray reactor with an ultrasonic atomizer has been carried out 
(Ferrandon et al., 2010b). 
 Jaber et al. (2010) have studied heat recovery from molten CuCl in the Cu-Cl cycle. In 
that study, they examined the convective heat transfer between molten CuCl droplets and air in a 
counter-current spray flow heat exchanger.  
Ceramic carbon electrode-based anodes for use in the Cu-Cl cycle have been studied by 
Ranganathan and Easton (2010a, 2010b); CCE materials, prepared using 3-aminopropyl 
trimethoxysilane, are investigated in their study.  
Wang et al. (2010) have compared sulphur-iodine and copper-chlorine thermochemical 
hydrogen production cycles from the perspectives of heat quantity, heat grade, thermal efficiency, 
related engineering challenges, and hydrogen production cost.  
Thermophysical properties of copper compounds in the Cu-Cl cycle have been studied by 
Zamfirescu et al. (2010a). Also, the kinetics have been studied of the copper/hydrochloric acid 
reaction in the Cu-Cl (Zamfirescu et al., 2010b). 
Issues related to equipment scale-up and process simulation were examined by Rosen et al. 
(2010). The study basically outlines the challenges and the design issues of hydrogen production 




The total heat requirement to produce 1 mole of hydrogen using the Cu-Cl cycle was calculated 
as 543.7 kJ and the energy efficiency was found as 52.57%. 
Naterer et al. (2009) introduced a study of recent Canadian advances in nuclear-based 
hydrogen production and the thermochemical Cu-Cl cycle. Recent development with aspects of 
individual process and reactor developments within the Cu-Cl cycle, the thermochemical 
properties, advanced materials, controls, safety, reliability, economic analysis of electrolysis at 
off-peak hours, and integration of hydrogen plants with Canada’s nuclear plants are studied in 
this paper. 
Design issues associated with reactor scale-up in the thermochemical Cu-Cl cycle were 
examined by Wang et al. (2008). The study focused on hydrolysis, hydrogen and oxygen 
reactors. Scale-up design issues with molten salt reactor for handling of three phase material, 
including copper solid oxychloride particles, molten salt and oxygen were discussed. Moreover, 
variations of hydrolysis reactor for the two, three and five step Cu-Cl cycles were discussed. 
Lewis et al. (2009a, 2009b) presented a study which indicates that the Cu-Cl cycle is 
chemically viable, feasible with respect to engineering and energy-efficient. A conceptual process 
incorporating the Aspen Plus mass and energy flows were designed and hydrogen production 






Chapter 4: APPROACH AND METHODOLOGY 
4.1 Approach  
There are two levels of modeling; which are component modeling and system modeling. This 
thesis mainly consists of two stages. In the first stage, a detailed modeling of individual 
components in the Cu-Cl cycle is presented. For this purpose, a detailed comparative review of 
the literature is carried out with a specific goal of finding the most reliable and suitable models 
for the main components in the cycle. While carrying out this review, attempts are made to assess 
the validity of some of the assumptions used in developing these models and, if feasible, they 
were modified. In the second stage, thermal model of the overall Cu-Cl cycle by taking into 
account the energy, exergy and exergoeconomic effects is developed. Then, these two models are 
coupled and the distribution of the output parameters is shown.  
Following the approach outlined above, various configurations of the Cu-Cl cycle are 
designed, analyzed and discussed. Then, for selected configurations, energy and exergy analyses 
are used to calculate the exergy destructions within the system and exergy losses to the 
environment. Performance assessment parameters related to energy and exergy analyses are 
calculated. The system level design is then continued with engineering economic and 
thermoeconomic analyses to find the cost of products. Hence, according to the results of system 
level design, conclusions are drawn for the most feasible configurations.  
4.2 Methodology 
Aspen Plus (see the Appendix for details) is a full process simulation tool, primarily developed 
for processes in the chemical industry. It predicts the behaviour of chemical reactions using 
relationships such as mass and energy balances, equilibrium relationships and rate correlations 
(i.e. reaction and mass/heat transfer). Using these relationships, it predicts stream flowrates, 
compositions, properties as well as operating conditions, equipment sizes and etc.  
There are two approaches to flowsheet simulations in the software; sequential modular and 
equation oriented. One of the software tools, Aspen, with different versions has been introduced 
recently. Aspen Plus is a sequential modular simulation program. Each unit operation block is 
solved in a certain sequence. In contrast, Aspen Custom Modeler (formerly SPEEDUP) is an 
equation oriented simulation program. All equations are solved simultaneously to reduce the 
overall computational time. Aspen Dynamics (formerly DynaPLUS) is a combination of both 




the steady state simulation and the Aspen Custom Modeler equation oriented approach to solve 
the dynamic simulation.  
In this thesis, Aspen Plus has been chosen as the problem at hand mostly suits to sequential 
modular simulation type. Here, we will focus on simulation of a nuclear-based hydrogen 
production process using the copper-chlorine thermochemical cycle under development by UOIT 
and other partners, to improve the understanding of the cycle and enable scale-up to facilitate 
eventual commercialization. Simulation will be performed with the Aspen Plus chemical process 
simulation software.  
Aspen Plus reduces plant design time and allows a designer to quickly test various plant 
configurations. It also helps improve current processes by answering ―what if‖ questions, 
determining optimal process conditions within given constraints and assisting in locating the 
limitation of a process. Aspen Plus can easily vary design configurations, material compositions 
and operating conditions to predict and analyze new alternative cases. The software can analyze 
results and present them in plots, reports, drawings, and spreadsheets. Aspen Plus has many 
important features such as 
 Rigorous Electrolyte Simulations 
 Solids Handling 
 Petroleum Handling  
 Data Regression  
 Data Fit  
 Sensitivity Analysis and Case Studies 
 Optimization 
 User Routines  
In an Aspen Plus simulation, each block represents a unit operation model (e.g., reactor, heat 
exchanger, pressure changer, mixer/splitter, separator), or a user defined model among others 
(see Appendix for details). These unit operating models perform specific functions based on feed 




transfer within the unit operation models and interactions with the external environment take 
place through the material and energy streams.  
Note that the details of the Aspen Plus software and its features are given in the Appendix 
of this thesis. Using Aspen Plus, a successful simulation can be carried out by performing the 
following steps (Chukwu, 2008).  
 Select operation models and define unit for the simulation. Place them onto the 
flowsheet. Label the unit blocks from the Aspen Plus library, including user defined 
blocks. 
 Use labeled streams to link unit operation together. Identify all material and energy, 
including the input and output streams. 
 Specify the global setup. This includes units of measurement, run type, input, mode, 
flow conditions, and so forth. 
 Specify all components that are involved in the process and identify all Henry 
components. This can be performed from the Aspen Plus component database, and non-
database components. 
 Specify thermodynamic models for all unit blocks to represent the physical properties of 
the components and mixtures in the process, including properties that are not given in 
the Aspen Plus database. 
 Specify flow rate and thermodynamic conditions of all feed streams.  
 Specify the operating conditions of all unit operations.  
 Perform the simulation; normal, automatic, troubleshooting, or on-demand case.  
 Perform model analyses, flowsheeting options, or calculator blocks for sensitivity 
analyses.  
Using these steps stated above, a detailed flowsheet of the Cu-Cl cycle will be designed in 




done on realistic modeling of the electrolyzer in the Cu-Cl cycle. In the prior simulations, a 
simple stoichiometric reactor model has been used for the electrolyzer. Because there was 
insufficient data to model the electrolyzer, the inlet and outlet compositions have been defined for 
the cathode and anode streams and values for the cell voltage and current density have been 
assumed. In this thesis presents an Aspen Plus model that includes a realistic model that written 
as a user-defined Fortran model of the electrolyzer. The Aspen Plus model is developed in three 
steps. At first, a flowsheet is developed in which all reactors are stoichiometric with reactions 
going to completion. Secondly, equilibrium-based reactors (i.e. hydrolysis reaction) are used for 
more realistic approach to process reactions. The final step involves the inclusion of the Fortran 
code to describe the operation of the electrolyzer. 
While developing a flowsheet of the Cu-Cl cycles, at first the thermodynamic database 
used in the Aspen Plus simulation is updated. In this thesis, all thermodynamic data for the 
various chemical species is defined from literature and included in the physical property database 
of Aspen Plus. In addition, the reliability of the data for the other compounds is also checked by 
comparing data in various sources, such as HSC Chemistry 7 software (Outotec Research Oy, 







Chapter 5: THE COPPER-CHLORINE (Cu-Cl) CYCLE 
5.1 System Description  
The Cu-Cl cycle consists of a set of reactions to achieve the overall splitting of water into its 
constituents, hydrogen and oxygen. The overall net reaction is H2O (g) → H2 (g) + 1/2O2 (g). The 
Cu-Cl cycle uses a series of intermediate copper and chloride compounds. These chemical 
reactions form a closed internal loop that recycles all chemicals on a continuous basis, without 
emitting any greenhouse gases.  
The Cu-Cl cycle has been shown [e.g. Lewis et al. (2003, 2005, 2009a, 2009b); Naterer et 
al. (2008a, 2008b, 2009); Orhan et al. (2008a-c, 2009a-d, 2010a-b)] to be a potentially attractive 
option for generating hydrogen from nuclear energy. Compared with other hydrogen production 
options, the thermochemical Cu-Cl cycle is expected to have a higher efficiency, to produce 
hydrogen at a lower cost, and to have a smaller impact on the environment by reducing airborne 
emissions, solid wastes and energy requirements. 
It can be observed in Fig. 5.1 that only water and nuclear-derived heat enter the Cu-Cl 
cycle and only H2 and O2 are produced, while greenhouse gas emissions are avoided. In the first 
step of the cycle, steam at 400°C and solid copper chloride (CuCl2) at 400°C from the dryer enter 
the fluidized bed, where an endothermic chemical reaction occurs that yields hydrochloric gas 
(HCl) and Cu2OCl2. The hydrochloric gas is compressed and the Cu2OCl2 is transferred to 
another process step after its temperature is increased to the oxygen production reaction 
temperature of 500°C. In the second (oxygen production) step an endothermic chemical reaction 
takes place in which Cu2OCl2 is heated, and O2 and copper monochloride (CuCl) are produced. 
Liquid copper monochloride is solidified by cooling it to 20°C, after which it enters the third 
(copper production) step together with the solid copper monochloride from the fifth step. In the 
third step, solid copper monochloride and water interact endothermically at 20°C. The water acts 
as a catalyst in this reaction, and does not react with the other elements or compounds. The third 
reaction involves an electrolysis step, which makes it the most expensive step depending on the 
price of electricity. In this reaction, solid copper and copper chloride-water solution are produced. 
A mixture of copper chloride and water is transferred to the dryer, and solid copper enters the 
fifth step after its temperature is increased to the respective operating temperature. In the fifth 
(hydrogen production) step, hydrochloric gas and copper enter, and are converted to hydrogen 















































































































Figure 5.1: Conceptual layout of a thermochemical five-step Cu-Cl hydrogen production cycle 
(modified from Rosen et al., 2006). 
 
Three different variations of the Cu-Cl cycle are currently under investigation: 3-step, 4-
step and 5-step cycles. 
5.2 Three Step Cu-Cl Cycle 




5.2.1 First option 
In this three step option, the copper-chloride cycle illustrated in Fig. 5.2 consists of the three 
major reactions shown in Table 5.1. It can be found that step S-i is roughly equivalent to the 
grouping of steps S1, S2 and S4 of the five-step cycle, or the combination of steps S-I and S-II of 































































Table 5.1: Reactions in the three-step Cu-Cl cycle (first option). 
Step Reaction Temperature Range (°C) 
S-i 2CuCl2(aq)+H2O(g)→2CuCl(l)+2HCl(g)+1/2O2(g)+H2O(g) 400~600 
S-ii 4CuCl(s)→2Cu(s)+2CuCl2(aq) 20~80 
S-iii 2Cu(s)+2HCl(g)→2CuCl(l)+H2(g) 430~475 
Source: Adapted from Wang et al. (2009).  
5.2.2 Second option 
The copper-chloride cycle illustrated in Fig. 5.3 consists of the three major reactions shown in 
Table 5.2. Reaction 1 is an electrolytic process in which cuprous chloride (CuCl) is converted to 
cupric chloride (CuCl2) at the anode and hydrogen ion is converted to H2 at the cathode. The 
CuCl2 from reaction 1 is hydrolyzed to copper oxychloride (Cu2OCl2) at 400ᵒC according to 
reaction 2. The Cu2OCl2 is then decomposed to give molten CuCl and oxygen at 550ᵒC and 1 bar 
in reaction 3. All of the reactions have been demonstrated in proof-of-concept experiments at the 
Argonne National Laboratory (Argonne) and the Atomic Energy of Canada Limited (AECL) 




















Table 5.2: Reactions in the three-step Cu-Cl cycle (second option). 
 Reaction Conditions  
1. Electrolysis  2CuCl(a)+2HCl(a)→2CuCl2(a)+H2(g) 100°C, 24 bar 
2. Hydrolysis  2CuCl2(s)+H2O(g) →Cu2OCl2(s)+2HCl(g) 400°C, 1 bar 
3. Decomposition  Cu2OCl2(s) →1/2O2(g)+2CuCl(s) 550°C, 1 bar 
Source: Adapted from Lewis et al. (2009a). 
 
5.3 Four Step Cu-Cl Cycle  
There are two different configuration options in the four-step Cu-Cl cycle. 
 
5.3.1 First option 
A four step Cu-Cl cycle is shown in Fig. 5.4, with the main reactions described in Table 5.3. It 
can be found from Fig. 5.4 that step I is roughly equivalent to the combination of steps 1 and 4 in 
the five-step cycle. As the details given in Section 5.4, in the case of 5-step cycle, aqueous cupric 
chloride is first dried into a solid product of cupric chloride particles; then fed to the hydrolysis 
reactor to produce copper oxychloride. The 4-step cycle (Wang et al., 2009) combines these 
processes together by supplying aqueous cupric chloride into the hydrolysis chamber, such as 
spraying the solution with co-flowing steam to produce the same copper oxychloride product (see 
Table 5.3). The 4-step process has an advantage of reducing complexity by eliminating the solids 
handling and thus less equipment. However, the 5-step process may be advantageous from the 
viewpoint of energy and exergy efficiencies, because lower grade heat can be used to remove the 
water in the drying process, rather than high temperature heat in the hydrolysis reactor for the 
unnecessary latent heat of vaporization of water. 
 
Table 5.3: Reactions in the four-step Cu-Cl cycle (first option). 
Step Reaction Temperature Range (°C) 
S-I 2CuCl2(aq)+2H2O(g)→Cu2OCl2(s)+2HCl(g)+H2O(g) 375~400 
S-II Cu2OCl2(s)→1/2O2(g)+2CuCl(l) 500~530 
S-III 4CuCl(aq)→2Cu(s)+2CuCl2(aq) 30~80 
S-IV 2Cu(s)+2HCl(g)→2CuCl(l)+H2(g) 430~475 

































































Figure 5.4: Conceptual flow chart of first option of the four-step Cu-Cl cycle. 
 
5.3.2 Second option 
This option presents the Cu-Cl cycle which is being demonstrated in the Clean Energy Research 
Laboratory (CERL) at the UOIT.  The setup is based on the four-step Cu-Cl cycle that given in 





Table 5.4: Reactions in the four-step Cu-Cl cycle (second option). 
Step Reaction Temperature (°C) 
1. Hydrogen production  2CuCl(aq)+2HCl(aq)→2CuCl2(aq)+H2(g) <100 (electrolysis) 
2. Drying  CuCl2(aq)→CuCl2(s) <100 
3. Hydrolysis 2CuCl2(s)+H2O(g)→ Cu2OCl2(s) +2HCl(g) 400 
4. Oxygen production Cu2OCl2(s)→2CuCl(l)+1/2O2(g) 500 
Source: Adapted from Naterer et al. (2010). 
 
The details of all steps in this option and the experimental set-up of the Cu-Cl cycle at 
UOIT will be explained in Section 5.2.  
 
 
Figure 5.5: Schematic of process flow diagram for the Cu-Cl cycle in the CERL (Naterer et al., 
2010). 
5.4 Five Step Cu-Cl Cycle 
A conceptual layout of a five step Cu-Cl cycle is illustrated in Fig. 5.6. This case includes three 
thermochemical reactions and one electrochemical reaction as shown in Table 5.5.  
The cycle involves five steps:  




2. oxygen production,  
3. copper (Cu) production,  
4. drying, and  
5. hydrogen production.  
A chemical reaction takes place in each step, except drying (see Table 5.5).  
 
Table 5.5: The five steps in the Cu-Cl cycle with their corresponding reactions. 
Step Reaction Temperature Range 
S1 2CuCl2(s)+H2O(g)→CuO*CuCl2(s)+2HCl(g) 400°C 
S2 CuO*CuCl2(s)→2CuCl(l)+1/2O2(g) 500°C 
S3 4CuCl(s)+H2O→2CuCl2(aq)+2Cu(s) 25-80°C 
S4 CuCl2(aq)→CuCl2(s) >100°C 
S5 2Cu(s)+2HCl(g)→2CuCl(l)+H2(g) 430-475°C 
Source: Modified from Rosen et al. (2006).  
 
As illustrated in Fig. 5.6, only water and nuclear-derived heat enter the cycle and only H2 
and O2 are produced (with no greenhouse gas emissions). Liquid water at ambient temperature 
enters the cycle and passes through several heat exchangers where it evaporates and increases in 
temperature to 400°C. Heat for this process is obtained from cooling the hydrogen and oxygen 
gases before they exit the cycle. Steam at 400°C and solid copper chloride (CuCl2) at 400°C from 
the dryer enter the fluidized bed (S1), where a chemical reaction occurs. The chemical 
formulation for this reaction is  
 
2CuCl2(s) + H2O(g) → CuO*CuCl2(s) + 2HCl(g)      (5.1) 
 
This reaction is endothermic and yields hydrochloric acid gas (HCl) and Cu2OCl2. Hydrochloric 
acid gas is compressed and Cu2OCl2 is transferred to another process step after its temperature is 
increased to the oxygen production reaction temperature of 500°C.  
In the second (oxygen production) step (S2) an endothermic chemical reaction takes place: 
  
CuO*CuCl2(s)→2CuCl(l) + 1/2O2(g)       (5.2) 
 
in which Cu2OCl2 is heated, and O2 and copper monochloride (CuCl) are produced. Liquid 




production) step (S3) together with the solid copper monochloride from the fifth step. In the third 
process step solid copper monochloride and water react endothermically at 20°C as follows: 









































































However in this reaction water acts as a catalyst, and does not react with the other elements or 
compounds. Another specification for this third reaction that differentiates this step from others 
and makes it the most expensive, based on the price of electricity, is that electrolysis occurs. In 
this reaction, solid copper and a copper chloride-water solution are produced. A mixture of 
copper chloride and water is transferred to the dryer (S4), and solid copper enters the fifth step 
after its temperature is increased to that step’s operating temperature. A physical reaction takes 
place in the dryer as follows: 
 
CuCl2(aq)→ CuCl2(s) + H2O(l)        (5.4) 
 
In the fifth (hydrogen production) step (S5), hydrochloric gas and copper enter, and are converted 
to gaseous hydrogen (H2) and solid copper monochloride (CuCl). The reaction takes place at 
450°C at steady state as follows: 
 
2Cu(s) + 2HCl(g)→ 2CuCl(l) + H2(g)       (5.5) 
 
An alternative layout of a five-step Cu-Cl cycle is given in Fig. 5.7. This layout has been 
designed for effective heat recovery within the cycle. As explained above, there are five main 
steps in the cycle; a chemical reaction takes place in each step at various and high temperatures. 
These chemical reactions form a closed internal loop that recycles all chemicals on a continuous 
basis. The product of one step is a reactant for another. However, since each step is at different 
temperature, the product of a step needs to be cooled or heated to next step’s temperature before 
entering it. Thus, there are many heat recovery opportunities within the cycle. The recovered 
energy as well as the energy that is released from the exothermic reactions could be re-used in the 








































Figure 5.7: A variation of the five-step Cu-Cl cycle for effective heat recovery within the cycle. 
 
5.5 Experimental Set-up of the Cu-Cl Cycle at UOIT 
This section presents an overview of research activities on the Cu-Cl cycle in the Clean Energy 
Research Laboratory (CERL) at the UOIT. This experimental setup is one of the world’s first lab-
scale demonstrations of the Cu-Cl cycle of thermochemical water splitting for nuclear hydrogen 
production. The setup is based on the four-step Cu-Cl cycle that described in Table 5.4 and Fig. 
5.5.  
Hydrogen production step (Step 1 in Table 5.4) is a major reaction step taking place in the 
elecrolyzer to produce hydrogen. The electrochemical reaction between cuprous chloride (CuCl) 
and hydrochloride acid (HCl) will produce hydrogen gas and cupric chloride. The cupric chloride 
generated from this step is used for regenerating CuCl and HCl, using water and heat for 
continuous production of hydrogen. The electrolysis reactor, the hydrogen production step, has 
not been built in the CERL yet. However, the experiments of this step is carried out by the 
AECL, another project partner, and it is demonstrated that hydrogen can be produced at a current 
density of 0.1 A/cm
2
 for a cell voltage in the range of 0.6-0.7 V. A schematic of the experimental 
layout is illustrated in Fig. 5.8.  
The drying step (Step 2 in Table 5.4) utilizes low grade heat to generate cupric chloride 
powder from the effluent cupric chloride solution mixture exiting from the electrolysis step, Step 






Figure 5.8: Single cell process flow diagram (Courtesy of AECL). 
 
In the hydrolysis step (Step 3 in Table 5.4), cupric chloride solid generated from the 
previous step, Step 2, is contacted with steam at high temperatures around 400°C to split water 
and form copper oxychloride and hydrogen chloride. The hydrogen chloride is recycled back to 
Step 1 and the solid cupric chloride moves of Step 4 for oxygen production. Figures 5.10 and 
5.11 show the experimental units in the CERL, for the hydrolysis reaction. 
In Fig. 5.10, the cold modeler fluidized bed unit in the experiment has an internal 
fluidized column diameter of 0.1 m. It is made of Perspex glass. Copper, glass solids and air 
could be used for the experiment. Three pressure taps (2 differential, 1 absolute) are located for 
both differential and absolute dynamic pressure measurements. Varies aspect ratios, particle sizes 
and distributor plate geometries can be used for the experiments.  
The fluidized bed unit also include a downstream processing network. The main purpose of 
the downstream processing network in the pilot size Cu-Cl cycle is to cool, condense and 
neutralize CuCl laced steam. In the close loop cycle, which will be employed for the industrial 




within the cycle. However, due to the only semi-continuous operation of the pilot scale setup in 









Figure 5.10: Photograph of the low-temperature fluidized bed reactor for the hydrolysis reaction. 
 
 





The downstream network consists of three main sections; heat exchanger section, 
separator and scrubbing section. Glycol and Cu-Cl laced steam enter the heat exchanger section 
and the steam is cooled and condensed before entering the separator. The separator is used to 
separate two phases of flow. The fluid is extracted and neutralized. Non-condensable gases are 
then blown to a packed bed scrubber to be cleaned and exhausted to the atmosphere.  
In oxygen production step (Step 4 in Table 5.4), copper oxychloride produced from the 
hydrolysis step is decomposed to produce cuprous chloride (CuCl) and oxygen gas. The CuCl is 
recycled back to the electrolysis step for hydrogen production and the oxygen is a byproduct. 




Figure 5.122: Photograph of the high temperature experimental unit for copper oxychloride 




Chapter 6: THERMODYNAMIC AND THERMOECONOMIC ANALYSES 
6.1 Introduction  
A design engineer often strives for high efficiency and low cost under prevailing conditions 
(technological, economic, legal, ethical, environmental, social, etc.). The merit of a system or 
process has conventionally been based on parameters like performance, efficiency, economics 
and safety. Concerns like environmental impact and resource scarcity have recently made the 
evaluation of merit more complex. Designing efficient and cost effective systems, which also 
meet environmental requirements, is a significant challenge for engineers. Given the world’s 
finite natural resources and growing energy demands, it is increasingly important to understand 
energy and resource degradation and to improve systems while reducing environmental impact.  
The selection of energy sources for industrial and other uses is primarily governed by 
prices. Sometimes energy conversion systems are shown to be uneconomic over the long term 
and prices become inadequate for planning. For example, problems can occur when prices are set 
based on near-term political assessments or insufficient knowledge of the resource and the 
consequences of its use. It is therefore important to set prices using appropriate methods, and 
enhanced approaches have been sought. 
Exergy is thus applicable not only to efficiency studies but also to cost accounting and 
economic assessments. Exergy provides a rational basis for evaluating fuels and resources, 
efficiencies, dissipations, value and costs. Costs should reflect value. Since value is not generally 
associated with energy but with exergy, costing based on energy can be inappropriate, often 
leading to difficulties. Exergy-based cost accounting can help manage prices and profits. Exergy 
can also assist operating and design engineering decisions and optimization. 
One alternative method, ―thermoeconomics,‖ combines economic and thermodynamic 
methods. In this approach, efficiencies are calculated via exergy analysis, and ―non-energetic 
expenditures‖ (financial, labour and environmental remediation) are explicitly related to the 
technical and thermodynamic parameters of the process under consideration. Corresponding 
optimisation activities determine the final design point and operating schedule that minimise the 





Thus, the modeling of thermal systems necessitates principles from different areas such as 
thermodynamics, heat and mass transfer, fluid mechanics and engineering economics. The details 
of thermodynamic and thermoeconomic analyses are described in the following sections.  
6.2 Energy and Exergy Analyses 
Exergy is defined as the maximum work that can be produced by a stream or system in a 
specified environment. Exergy is a quantitative measure of the ―quality‖ or ―usefulness‖ of an 
amount of energy. When energy quality decreases, exergy is destroyed. From the viewpoint of 
exergy, maximum efficiency is attained for a process in which exergy is conserved. Efficiencies 
determined using ratios of exergy provide a measure of ―an approach to an ideal.‖ Efficiencies 
determined using energy are often misleading because, in general, they are not measures of an 
approach to an ideal. Exergy analysis accounts for energy quality and irreversibilities, and 
provides more meaningful and useful information than energy analysis about efficiency and 
losses. Exergy destruction can be used as the basis for the formulation of a theory of ―cost‖ 
because it clearly relates the idea that to produce any output, some resources have to be 
―consumed.‖ Exergy is the ―part‖ of energy that is useful to society and has economic value.  
Detailed energy and exergy analyses of the Cu-Cl cycle and its components were 
previously studied in my master’s thesis (Orhan, 2008) and have been published in various 
papers elsewhere. Therefore, here, in this thesis, we will focus on analysis of heat exchangers and 
thermal management in the Cu-Cl cycle to enhance thermal effectiveness. 
A counter-flow heat exchanger model and the hot and cold fluid temperature distributions 
are shown in Fig. 6.1. The hot fluid, with a mass flow rate of 1m and a specific heat, Cp,1, enters 
the system at an inlet temperature, T1,in and exits at a temperature of T1,out.  
On the other hand, the cold fluid enters the system with a mass flow rate of 2m and a specific 
heat, CP,2, at an inlet temperature, T2,in and exit at an exit temperature T2,out. The heat transferred 
from the hot stream is equal to the heat received by cold stream and heat loss to surroundings as 
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With negligible potential and kinetic energy changes and applying the steady flow energy 
equation,  
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where C1 and C2 are the hot and cold fluid heat capacity rates, respectively. The effectiveness of 
the heat exchanger can be defined as the ratio of the actual heat transfer rate for a heat exchanger 
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where maxmin / CCc  is the ratio of the minimum side heat capacity rate to the maximum side 
heat capacity rate and min)/( pCmUANTU  represents the number of heat transfer units. For the 
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Actual heat transfer rate can also be written in terms of the log mean temperature difference as 
 
lmTUAQ 
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The total exergy (Ex) of a system is summation of physical exergy (ExPH), kinetic exergy (ExKN), 
potential exergy (ExPT) and chemical exergy (ExCH): 
 
CHPTKNPH ExExExExEx          (6.15) 
 
In this study; chemical, potential, and kinetic exergies are neglected since physical exergy 
accounts for the majority of exergy of a heat exchanger. Therefore, the flow exergy of a control 
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Also, the exergy balance can be written as 
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For a steady-state process, systemEx  is zero. Combining Eqs. (6.16) and (6.17) for a process 
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where Qk represents the heat transfer rate occurring at the kth location on the boundary of the 
control volume where the instantaneous temperature is Tk. Then, the exergy destruction rate in an 
open system heat exchanger is 
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From Eq. (6.4), 
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Then, Eq. (6.19) can be reduced to 
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If the entropy changes of the hot and cold streams are expressed in terms of constant pressure 
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Substituting Eq. (6.22) into Eq. (6.21), 
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Considering the equations for C1, C2 and c, Eq.(6.23) can be rearranged as 
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6.3 Efficiency Analysis 
Energy supply in the past decades, at present and in the future is the outcome of market coverage 
by main players of a very different kind, supply sources and efficiency. Efficiency is crucial for 




reduced very significantly by increasing their efficiency. Thus, efficiency has received wider 
acceptance and is now seen as an important tool for sustainable development. 
The heat transfer for a chemical process involving no work interaction W is determined 
from the energy balance systemoutin EΔEE
   applied to a system with W = 0. For a steady state 
reaction process, the energy balance reduces to 
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(6.28) 
The overall energy efficiency of the Cu-Cl cycle, ηe, can be described as the fraction of 














         
(6.29a) 
where 
2HLHV is the lower heating value of hydrogen, W  is the electrical work required for 
elecrolyzer and auxiliary work required for pumps, compressors, etc. and netQ  is the net heat 
(after subtracting the recovered heat) used by the process to produce a unit amount of product 
hydrogen, all per mole of hydrogen produced. Therefore, Eq. (6.29a) can be rewritten as 
following to evaluate the effect of the effectiveness of the heat exchangers (ε) on the overall 
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The lower heating value of hydrogen is 240 kJ/mol H2. The overall exergy efficiency of the Cu-













where outex and inex  are output and input molar exergies.  Using the exergy balance in Eq. (6.30) 















         
(6.31) 
where 
2Hex  is exergy content of hydrogen produced, which is given as 236.12 kJ/mol (Rivero 
and Garfias, 2006). For overall cycle, we obtained the total input exergy of the cycle by adding 
total work requirement and exergy content of net heat input to the cycle. Again, in the summation 
of input exergy, the exothermic reaction (i.e., the hydrogen production reaction of five-step Cu-Cl 
cycle) is taken as negative, assuming this energy can be used for other endothermic reactions.  
6.4 Exergoeconomic Analysis 
The design of thermal systems requires the explicit consideration of engineering economics, as 
cost is always an important parameter. Thermoeconomics (also known as exergoeconomics) is 
the branch of engineering that combines exergy analysis and economic principles to provide 
information useful for designing a system and optimizing its operation and cost effectiveness, 
which is not available through conventional energy analysis and economic evaluation. A plant 
owner wants to know the true cost at which each of the utilities is generated. These costs are then 
charged to the appropriate final products according to the type and amount of each utility used to 
generate each final product. Accordingly, the objectives of thermoeconomic analysis include one 
or more of the following: (i) to calculate separately the costs of each product generated by a 
system having more than one product, (ii) to understand the cost formation process and the flow 
of costs in the system, (iii) to optimize specific variables in a single component, and (iv) to 
optimize the overall system (Abusoglu and Kanoglu, 2009a; 2009b). 
Another important aspect of thermoeconomics is the use of exergy for allocating the 
product cost of a thermal system. This involves assigning to each product the total cost to 
produce it, namely the cost of fuel and other inputs plus the cost of owning and operating the 
system (e.g., capital, operating and maintenance costs). Such costing is a common problem in 
plants where utilities such as electrical power, chilled water, compressed air and steam are 
generated in one department and used in others. The plant operator needs to know the cost of 




type and amount of each utility used. Common to all, such considerations are fundamentals from 
engineering economics, including procedures for annualizing costs, appropriate means for 
allocating costs and reliable cost data (Moran and Shapiro, 2007).  
A comprehensive exergoeconomic analysis of the Cu-Cl cycle consists of (i) an exergy 
analysis, (ii) an economic analysis, (iii) exergy costing, and (iv) an exergoeconomic evaluation. 
In the exergy analysis, we evaluate the exergy of all streams in the cycle as well as the rate of 
exergy destruction, destxE
 , and the exergy (second-law) efficiency
ex  for each plant component. 
In an economic analysis of thermal systems, the annual values of carrying charges, fuel 
costs, raw water costs, and operating and maintenance expenses Z  supplied to the overall system 
are necessary inputs. However these cost components may vary significantly over their economic 
lifes. Therefore, levelized (annualized) values for all cost components are typically used in the 
economic analysis and evaluations of the overall system. 
Based on the comprehensive literature review carried out in Section 3.2, there are two 
commonly used exergoeconomic methods, SPECO and EXCEM. These two methods are useful 
and present reasonably accurate results for non-commercialized systems that are still under 
development and no or little data available.  Therefore, in this thesis, these two methods are used 
to analyze a hypothetical Cu-Cl cycle that has not been built yet. 
6.4.1 Specific exergy cost (SPECO) method 
The specific exergy costing (SPECO) method has been explained by Tsatsaronis and Moran, 
(1997) as follow. This method is based on specific exergies and costs per exergy unit, exergy 
efficiencies, and the auxiliary costing equations for system components. The method consists of 
the following three steps: (i) identification of exergy streams, (ii) definition of fuel and product 
for each system component and (iii) allocation of cost equations. For the exergoeconomic 











Figure 6.2: Inlet and outlet streams of the Cu-Cl thermochemical cycle. 
 
The SPECO methodology can be used an exploratory approach aimed at improving the 
cost effectiveness of a thermal system, and involves the following steps (Tsatsaronis and Moran, 
1997):  
 Rank the components in descending order of cost importance using the sum destCZ
  . 
Here destC
 is cost of exergy that is destroyed during hydrogen production.  
 Consider design changes initially for components for which the value of this sum is 
high. 
 Pay particular attention to components with a high relative cost difference (RCD), 
especially when the cost rates Z  and destC
  are high. 
 Use the exergoeconomic factor f  to identify the major cost source (capital 
investment or cost of exergy destruction):  
 if f  is high, investigate whether it is cost effective to reduce the capital 
investment for the kth component at the expense of component efficiency; and 
 if f  is low, try to improve the component efficiency by increasing the capital 
investment. 
 Eliminate subprocesses that increase the exergy destruction or exergy loss without 





 Consider improving the exergy efficiency of a component if it has a relatively low 
exergy efficiency or relatively large values of exergy destruction, exergy destruction 
ratio, or exergy loss ratio. 
When applying this methodology, it is important to recognize that the values of all 
thermoeconomic variables depend on the component types (heat exchanger, compressor, pump, 
chemical reactor, etc.). Accordingly, whether a particular value is judged to be high or low can be 
determined only with reference to a particular class of components. It is also important to 
consider the effects of contemplated design changes in one component on the performance of the 
remaining components. These effects may be determined either by inspection of the system 
flowsheets or by using a simulation program, the detail of which is given in the following 
chapters. 
The methodology introduced above is now applied to the Cu-Cl cycle, in order to identify 
the effects of the design variables on the costs and suggest modifications to the design variables 
that can make the system more cost effective. 
The total cost to produce the exiting streams (hydrogen and losses) equals the total cost of 
the entering streams plus the cost of owning and operating the cycle. Here we treat oxygen as a 
waste, although it is also a potential by-product. The following cost rate balance can be expressed 
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where C  denotes the cost rate of the respective stream and Z  the cost rate associated with 
owning and operating the cycle. The cost rates are expressed in units like $/hour, for example. 
Equation (6.32) states that the total cost of the exiting exergy streams equals the total expenditure 
to obtain them: the cost of the entering exergy streams plus the capital and other costs. Since the 
oxygen and heat losses from the cycle are treated as wastes, the costs 
2O
C and LossesC
  can both be 










In the present discussion, the cost rate Z  is presumed known from a previous economic 
analysis (Orhan et al., 2008a). Although the cost rates denoted in Eq. (6.32) are evaluated by 
various means in practice, the present discussion features the use of exergy for this purpose. 
Since exergy measures the true thermodynamic values of the work, heat, and other interactions 
between a system and its surroundings as well as the effect of irreversibilities within the system, 
exergy is a rational basis for assigning costs. With exergy costing, each of the cost rates is 
evaluated in terms of the associated rate of exergy transfer and a unit cost. Thus, for an entering 
or exiting stream, we can write 
 
xEcC              (6.34) 
 
where c denotes the cost per unit of exergy (in cents per kWh, for example) and xE  is the 
associated exergy transfer rate. In exergy costing, a cost is associated with each exergy stream. 
Exergy cost rates associated with matter, electricity and heat flows may be written respectively as 
mattermatter xEcC )(
            (6.35) 
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Solving for the unit cost of hydrogen 
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When the SPECO method is applied, the performance of a component can be defined and the cost 
flow rates through components associated with the exergy loss are calculated using the cost 








           (6.42) 
 
Here, destE
  is the corresponding exergy destruction of the cycle. Another useful variable in 
thermoeconomic evaluations is the relative cost difference (RCD), which measures the relative 
increase in the average cost per exergy unit between fuel and product of the component. The 







           (6.43) 
 
where pc  is the unit exergetic cost of the product of the system and fc is the unit exergetic cost 













The relative cost difference is a useful variable for evaluating and optimizing a system 
component. Finally, the cost rate of exergy destruction is defined as 
 
destindest xEcC
            (6.45) 
 
6.4.2 Exergy-cost-energy-mass (EXCEM) method  
According to Rosen and Dincer (2003a), the rationale underlying an EXCEM analysis is that an 
understanding of the performance of a system requires an examination of the flows of each of the 
quantities represented by EXCEM into, out of and at all points within a system. The EXCEM 
analysis concept is illustrated in Fig. 6.3. Of the quantities represented by EXCEM, only mass 
and energy are subject to conservation laws. Cost increases or remains constant, while exergy 












Figure 6.3: Application of EXCEM analysis to a Cu-Cl thermochemical cycle (modified from 
Rosen and Dincer, 2003a). 
 
The application of EXCEM analysis requires that the appropriate balance be written for each 
EXCEM quantity. A general balance for a quantity in a system may be written as 
 
                                                    (6.46) 
 
where input and output refer, respectively, to quantities entering and exiting through system 
boundaries. Generation and consumption refer, respectively, to quantities produced and 
consumed within the system. Accumulation refers to change (either positive or negative) of the 




balance equation may be written in integral form, where the terms are expressed as amounts, and 
in differential form, where the terms are expressed as rates, as follows: 
 
                                                            
                             (6.47) 
 
                                                        
                           (6.48) 
 
The integral balance describes what happens in a system between two instants of time, and the 
differential balance describes what is occurring in a system at a given instant of time. Integral 
balances are usually applied to batch processes and differential balances to continuous processes. 
For steady state processes, the accumulation rate term is zero. 
Mass and energy, being subject to conservation laws (neglecting nuclear reactions), can be 
neither generated nor consumed. Consequently, at steady state and steady flow conditions, the 
general balance for each of these quantities becomes: 
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Exergy is consumed due to irreversibilities, and exergy consumption is proportional to entropy 
generation, which is also attributable to irreversibilities. By combining the conservation law for 
energy and non-conservation law for entropy, an exergy balance can be obtained. The general 
balances for entropy and exergy follow: 
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where cost input, output and accumulation represent, respectively, the cost associated with all 
inputs, outputs and accumulations for the system. Cost is an increasing quantity, and cost 
generation corresponds to the appropriate capital and other costs associated with the creation and 
maintenance of a system. The ―cost generation rate‖ term in a differential cost balance represents 
the total cost generation levelized over the operating life of the system. The ―amount of cost 
generated‖ term in an integral cost balance represents the portion of the total cost generation for a 
time interval. Note that, in the cost balance, the distribution of costs over outputs and 
accumulations is not defined, while values associated with all quantities in the balance equations 
for mass, energy and exergy are defined by scientific relationships. Cost input and generation are 
usually well defined, but costs outputs are allocated subjectively, depending on the type and 





Chapter 7: SIMULATION OF THE Cu-Cl CYCLES USING ASPEN PLUS 
7.1 Process Design of the Cu-Cl cycle 
This section describes the conceptual design of the Cu-Cl cycles. In order to determine the 
potential of the Cu-Cl cycles, an Aspen Plus flowsheet is developed using this process design and 
the cycle’s efficiency is calculated. The energy and mass balances, stream flows and properties, 
the heat exchanger duties and shaft work are calculated, and heat recovery is optimized with 
sensitivity analysis. An integrated heat exchange network is designed to use heat from the 
process streams efficiently and decrease the external heat demand.  
Based on the extensive literature review carried out in the previous chapters, no previous 
work has been done on realistic modeling of the electrolyzer in the Cu-Cl cycle. In the prior 
simulations a simple stoichiometric reactor model has been used for the electrolyzer. Because 
there was insufficient data to model the electrolyzer, the inlet and outlet compositions have been 
defined for the cathode and anode streams and values for the cell voltage and current density 
have been assumed. This thesis presents an Aspen Plus simulation that includes a realistic model 
of the electrolyzer written as a user-defined Fortran model. The Aspen Plus model is developed 
in three steps. At first, a flowsheet is developed in which all reactors are stoichiometric with 
reactions going to completion. Secondly, equilibrium reactors (i.e. REquil and RGibbs) are used 
for more realistic approach to process reactions. The chemical reactions are assumed to achieve 
thermodynamic equilibrium under the specified flow rates and operating conditions. The HeatX 
module of Aspen Plus is used to model the heat exchangers. The final step involves the inclusion 
of the Fortran code to describe the operation of the electrolyzer. 
While developing a flowsheet of the Cu-Cl cycles, at first the thermodynamic database 
used in the Aspen Plus simulation is updated. For example, in order to prepare a more realistic 
simulation, values of the enthalpy of formation, the free energy of formation and the heat 
capacity as a function of temperature for Cu2OCl2 had to be defined. Since Cu2OCl2 is not 
commercially available, a new experimental method for synthesizing it was developed by Lewis 
et al. (2009a, 2009b).  The enthalpy of formation at 25°C was measured using two different 
methods and compared with the literature data. A value of 380 ± 3 kJ/mol was determined to be 
the most reliable. The heat capacity was measured over three temperature regions: (i) from about 
4 (liquid He temperature) to 64 K (liquid N2 temperature), (ii) from 64 to 360K, and (iii) from 




energy of formation was then derived from the experimental values for the enthalpy of formation 
and entropy values. Also, CuCl undergoes a solid-solid transition and then a solid-liquid 
transition. The specific enthalpy and Gibbs energy of formation of CuCl(s) at the standard 
temperature of 298.15 K are -37.0 kJ/mol and -120.0 kJ/mol, respectively. The Gibbs energy of 
formation of CuCl(s) was obtained by subtracting the product of the entropy of formation of 
CuCl at 298.15 K and the absolute temperature, 298.15 K, from the enthalpy of formation of 
CuCl at 298.15 K. 
In this thesis, all thermodynamic data for the various chemical species is defined from 
literature and included in the physical property database of Aspen Plus (see Table 7.1). In 
addition, the reliability of the data for the other compounds is also checked by comparing data in 
various sources such as HSC Chemistry software.  
 
Table 7.1: Thermodynamic data used in the Aspen Plus Database. 
Compound DHSFRM (kJ/mol) DGSFRM (kJ/mol) 
CuCl2 (s) -217.4 -173.6 
CuO (s) -162.0 -129.4 
CuCl (s) -137.0 -120.0 
Cu (s) 0 0 
Cu2OCl2 (s) -381.3 -310.45 
DHSFRM: Enthalpy of formation at 298.15K and 1 bar  
DGSFRM: Gibbs free energy of formation at 298.15K and 1 bar 
Source: Ferrandon et al. (2008). 
 
In the following sections, simulations of the five-step, the four-step and the three-step Cu-
Cl cycles are discussed. There are two options given in Chapter 5 for both four-step and three-
step Cu-Cl cycles. First option of both four-step and three-step Cu-Cl cycles have not been 
studied in detail and proved yet. They have remained only as some ideas in the literature. In 
contrast, an experimental setup is being prepared for second option of four-step Cu-Cl cycle 
UOIT and three-step Cu-Cl cycle at the Argonne National Lab in US. This thesis focuses on the 





7.1.1 Simulation of the five-step Cu-Cl cycle  
In this section, an Aspen Plus simulation of five step Cu-Cl cycle is presented based on 
thermodynamic analysis, property values and conditions discussed previously. The reactions of 
the five-step Cu-Cl cycle are given Table 7.2, which was described earlier in Chapter 5. 
 
Table 7.2: Reactors in the five-step Cu-Cl cycle. 
Step Name Reaction Temperature (°C) 
1 Hydrolysis  2CuCl2(s)+H2O(g)→Cu2OCl2(s)+2HCl(g) 400 
2 O2 Production Cu2OCl2(s)→2CuCl(l)+1/2O2(g) 500 
3 Electrolyzer 4CuCl(s)+H2O→2CuCl2(aq)+2Cu(s) 25 
4 Dryer CuCl2(aq)→CuCl2(s) 80 
5 H2 Production 2Cu(s)+2HCl(g)→2CuCl(l)+H2(g) 450 
 
Detailed thermodynamic balances for these reactions in the Cu-Cl cycle are formulated in 
the previous chapters. Based on these five main reactions and conceptual flow chart in Fig. 5.6, 
an Aspen Plus flowsheet of the Cu-Cl cycle has been developed in Fig. 7.1. This simulation 
represent one of the first completed and closed loop flowsheet simulation of the Cu-Cl cycle. To 
eliminate recycling in the blocks, the electrolysis process in the cycle is simulated separately and 
the results transferred to the complete flowsheet.  
In the process flow diagram in Fig. 7.1, hydrolysis occurs in the S1 block. The reaction 
takes place at 400°C based on the equation given in Table 7.2. The products of reactor S1 then 
transferred to SEP1 where HCl separated from Cu2OCl2. Reactor S2 is used to simulate the oxy-
decomposition reaction, where oxygen gas is released and separated using the SEP2 block. The 
electrolysis step (block S3 in Fig. 7.1) is carried out independently and the results are linked back 
to the entire cycle, to avoid the problem of recycling in the electrolyzer. The drying step of the 
cycle is performed in the unit operation S4. Finally, reactor S5 performs the hydrogen generation 
process through the reaction of Cu and HCl. The hydrogen gas generated is separated by the unit 
operation SEP3 and other products are recycled. 
Heaters, coolers and heat exchangers are used to supply or recover heat for each process in 
the cycle. Mixers and splitters are used to combine and split the streams. Pumps are used to 
transfer components from block to the other, and supplying the required water to and within the 




conditions from experimental data in literature, the Cu-Cl cycle was simulated successfully. The 
reactors calculate the heat of reactions at the specified conditions. The results are presented per 
mol of hydrogen in this thesis. The corresponding heat requirements, recovered heat, work 
requirements and other data for the processes at various transfer points are shown in Table 7.3. 
Based on data given in this table, an energy balance of the cycle and the corresponding efficiency 
are evaluated. Note that all the exothermic heats are denoted by a negative sign. 
   
 






































































From Table 7.3, the total heat requirement for the endothermic processes is 501.9 kJ, and heat 
recovery from the exothermic processes is 210.8 kJ per mol of hydrogen. Using the recovered 
heat within the cycle again, for endothermic processes, the net heat requirement is 291.1 kJ. 
Table 7.3: Energy balance of the five-step Cu-Cl cycle process simulation.  









S1 Step 1 2CuCl2(s)+H2O(g)  
C400
Cu2OCl2(s)+2HCl(g) 120.2 - - 
S2 Step 2 Cu2OCl2(s)  
C500
2CuCl(l) + 1/2O2(g) 125.5 - - 
S3 Step 3 4CuCl(s) + H2O 
C25
 2CuCl2(aq) + 2Cu(s) - - 53.2 
S4 Step 4 CuCl2(aq) 
C80
 CuCl2(s) - - 33.2 
S5 Step 5 2Cu(s) + 2HCl(g)  
C450
 2CuCl(l) + H2(g) - -41.6 - 
HE1 Heat exchanger H2O (25°C)   H2O (400°C) 80 - - 
HE2 Heat exchanger CuCl2 (80°C)   CuCl2 (400°C) 61.3 - - 
HE3 Heat exchanger Cu2OCl2 (400°C)   Cu2OCl2 (500°C) 20.8 - - 
HE4 Heat exchanger HCl (400°C)   HCl (450°C) 4.0 - - 
HE5 Heat exchanger CuCl2/H2O (25°C)   CuCl2/H2O (80°C) 57.6 - - 
HE6 Heat exchanger H2O (80°C)   H2O (25°C) - -30 - 
HE7 Heat exchanger CuCl (500°C)   CuCl (25°C) - -64 - 
HE8 Heat exchanger CuCl (450°C)   CuCl (25°C) - -60.6 - 
HE9 Heat exchanger Cu (25°C)   Cu (450°C) 32.5 - - 
HE10 Heat exchanger H2 (450°C)   H2 (25°C) - -9 - 
HE11 Heat exchanger O2 (500°C)   O2 (25°C) - -5.6 - 
SEP 1 Separator (Cu2OCl2, HCl)mix  
C400
 (Cu2OCl2) + (HCl) - - 0.87 
SEP 2 Separator (CuCl, O2)mix  
C500
 (CuCl) + (O2) - - 1.2 
SEP 3 Separator (CuCl, H2)mix  
C450
 (CuCl) + (H2) - - 1.8 
SEP 4 Separator (Cu, CuCl2(aq))mix 
C25
 (Cu)+(CuCl2(aq)) - - 2 
P1 Pump Water feed to the cycle - - 3 
P2 Pump Water handling within the cycle - - 1.93 
MIX 1 Mixer Mixing CuCl from stream 11 and 12 - - 0.4 
TOTAL 501.9 -210.8 97.6 
 
For electrolysis step, and auxiliary work to operate pumps, compressors and so forth, the 
electrical energy requirement is also calculated. Assuming 40% conversion efficiency from heat 
to electricity, 97.6 kJ work in Table 7.3 accounts for 244 kJ heat per mol of hydrogen produced.  
The energy efficiency of the process is defined as energy out divided by energy in.  Based 















LHV is the lower heating value of hydrogen, W
 
is the electrical work required for 
elecrolyzer and shaft work for other processes, and 
netQ  is the net heat (after subtracting the 
recovered heat) used by the process to produce a unit amount of product hydrogen. The lower 
heating value of hydrogen is 240 kJ/mol H2. Thus, 
448.0






Using these energy results in Table 7.3, which is obtained from the process simulation in 
Fig. 7.1, a sensitivity analysis for the overall energy and exergy efficiencies of the cycle is 
presented in the following chapter.  
7.1.2 Simulation of the four-step Cu-Cl cycle  
A further desirable property is that possibly the cycle can be implemented such that minimal 
solids transfers are required. Previous modeling for this cycle involved five-reactions as given in 
Table 7.2. One of the most serious drawbacks of the five-step cycle is the presence of solid Cu 
and CuCl2, since it requires extra efforts for solid handling and cause more complexity of the 
cycle. To overcome this drawback, two different options of four-step design scheme of the Cu-Cl 
cycle have been proposed in the literature (as discussed previously in Chapter 5); 
First Option  
In this option, to get rid of solid CuCl2 production and hence extra efforts for its handling and 
drying, 1
st
 (hydrolysis) and 4
th
 (drying) steps of five-step Cu-Cl cycle (see Table 7.2) have been 
combined as shown in step 1 (hydrolysis) in Table 7.4. A four-step scheme of this Cu-Cl option 
has been proposed in Fig. 7.2 based on reactions in Table 7.4. 
  
Table 7.4: Reactions in the four-step Cu-Cl cycle (first option). 
Step Name Reaction Temperature range (°C) 
1 Hydrolysis  2CuCl2(aq)+2H2O(g)→Cu2OCl2(s)+2HCl(g)+H2O(g) 375~400 
2 O2 Production Cu2OCl2(s)→1/2O2(g)+2CuCl(l) 500~530 
3 Electrolyzer 4CuCl(aq)→2Cu(s)+2CuCl2(aq) 30~80 




In the four-step Cu-Cl configuration, CuCl2 in aqua form is transferred from electrolyzer 
directly to hydrolysis reactor without drying it (see Fig. 7.2). That way, energy requirements for 
drying and solid transfers is minimized. However, reducing the number of steps in the cycle 
results in a decrease in the overall efficiency of the cycle.  
 
Figure 7.2: Simplified Aspen Plus process flowsheet of the four-step Cu-Cl cycle (first option). 
In the flowsheet in Fig. 7.2, hydrolysis occurs in the S-I block as the chemical reaction is 
given in Table 7.4. The products of the hydrolysis reactor then transferred to SEP1 where HCl 
separated from Cu2OCl2. Reactor S-II is used to simulate the oxy-decomposition reaction, where 
oxygen gas is released and separated using the SEP2 block. The electrolysis step occurs in S-III 
block. This step is carried out independently and the results are linked back to the entire cycle, to 
































































performs the hydrogen generation process through the reaction of Cu and HCl. The generated 
hydrogen gas is then separated by the unit operation SEP3. 
 The corresponding heat requirements, recovered heat, work requirements and other data 
for the processes at various transfer points are shown in Table 7.5. Please note that all the 
exothermic heat is denoted by a negative sign. The basis for the calculations is 1 mol of H2 
produced.  
Table 7.5: Energy balance of the four-step Cu-Cl cycle (first option) process simulation. 









S-I Step 1 2CuCl2(aq)+H2O(g)  
C400
Cu2OCl2(s)+2HCl(g) 144.2 - - 
S-II Step 2 Cu2OCl2(s)  
C500
2CuCl(l) + 1/2O2(g) 125.5 - - 
S-III Step 3 4CuCl(s) + H2O 
C25
 2CuCl2(aq) + 2Cu(s) - - 53.2 
S-IV Step 4 2Cu(s) + 2HCl(g)  
C450
 2CuCl(l) + H2(g) - -41.6 - 
HE1 Heat exchanger H2O (25°C)   H2O (400°C) 80 - - 
HE2 Heat exchanger CuCl2/H2O (25°C)   CuCl2/H2O (400°C) 205 - - 
HE3 Heat exchanger Cu2OCl2 (400°C)   Cu2OCl2 (500°C) 20.8 - - 
HE4 Heat exchanger HCl (400°C)   HCl (450°C) 4.0 - - 
HE5 Heat exchanger H2O (400°C)   H2O (25°C) - -48 - 
HE6 Heat exchanger CuCl (500°C)   CuCl (25°C) - -64 - 
HE7 Heat exchanger CuCl (450°C)   CuCl (25°C) - -60.6 - 
HE8 Heat exchanger Cu (25°C)   Cu (450°C) 32.5 - - 
HE9 Heat exchanger H2 (450°C)   H2 (25°C) - -9 - 
HE10 Heat exchanger O2 (500°C)   O2 (25°C) - -5.6 - 
SEP 1 Separator (Cu2OCl2, HCl, H2O)mix  
C400
 (Cu2OCl2)+(HCl)+( H2O) - - 2 
SEP 2 Separator (CuCl, O2)mix  
C500
 (CuCl) + (O2) - - 1.2 
SEP 3 Separator (CuCl, H2)mix  
C450
 (CuCl) + (H2) - - 1.8 
SEP 4 Separator (Cu, CuCl2(aq))mix 
C25
 (Cu)+(CuCl2(aq)) - - 2 
P1 Pump Water feed to the cycle - - 3 
P2 Pump Water handling within the cycle - - 1.93 
MIX 1 Mixer Mixing CuCl from stream 11 and 12 - - 0.4 
TOTAL 612 -228.8 65.53 
 
From Table 7.5, the total heat requirement for the endothermic processes is 612 kJ and heat 
recovery from the exothermic processes is 228.8 kJ per mol of hydrogen. For electrolysis step, 
and auxiliary work to operate pumps, compressors and so forth, the electrical energy requirement 




and using the recovered heat within the cycle again, for endothermic processes, the overall 




H kJ/mol 65.53 







Using Table 7.5, which is obtained from the process simulation in Fig. 7.2, a sensitivity analysis 
for the overall energy and exergy efficiencies of the cycle is presented in the following sections. 
Second Option 
In the five-step Cu-Cl cycle, solid Cu production was also causing an extra effort for solid 
handling as CuCl2. In this four-step scheme, 3
rd
 (electrolyzer) and 5
th
 (H2 production) steps of 
five-step Cu-Cl cycle in Table 7.2 is combined to obtain step 4 in Table 7.6, to prevent Cu(s) 
production. A four-step scheme this option has been proposed in Fig. 7.3 based on reactions in 
Table 7.6. As discussed previously, an experimental setup is being prepared at UOIT for this 
four-step scheme of the Cu-Cl cycle.  
Table 7.6: Reactions in four-step Cu-Cl cycle (second option). 
Step Name Reaction Temperature range (°C) 
1 Hydrolysis  2CuCl2(s)+H2O(g)→Cu2OCl2(s)+2HCl(g) 375~400 
2 O2 Production Cu2OCl2(s)→1/2O2(g)+2CuCl(l) 500~530 
3 Drying CuCl2(aq)→CuCl2(s) <100 
4 H2 Production 2CuCl(aq)+2HCl(aq)→2CuCl2(aq)+H2(g) <100 (electrolysis) 
In the flowsheet in Fig. 7.3, hydrolysis occurs in the S1 block as the chemical reaction is 
given in Table 7.6. The products of the hydrolysis reactor then transferred to SEP1 where HCl 
separated from Cu2OCl2. Reactor S2 is used to simulate the oxy-decomposition reaction, where 
oxygen gas is released and separated using the SEP2 block. The drying step occurs in S3 block. 
At last, the cycle is completed as reactor S4 performs the hydrogen generation process through 
the electrolysis of CuCl and HCl. The generated hydrogen gas is then separated by the unit 
operation SEP3. 
 The corresponding heat requirements, recovered heat, work requirements and other data 
for the processes at various transfer points are shown in Table 7.7. Please note that all the 






Figure 7.3: Simplified Aspen Plus process flowsheet of the four-step Cu-Cl cycle (second 
option). 
From Table 7.7, the total heat requirement for the endothermic processes is 465.4 kJ and 
heat recovery from the exothermic processes is 111.6 kJ per mol of hydrogen. For electrolysis 
step, and auxiliary work to operate pumps, compressors and so forth, the electrical energy 
requirement is calculated as 96.2 kJ/mol H2. Assuming a 40% conversion efficiency from heat to 
electricity and using the recovered heat within the cycle again, for endothermic processes, the 





























































H kJ/mol 96.2 







Using Table 7.7, which is obtained from the process simulation in Fig. 7.3, a sensitivity 
analysis for the overall energy and exergy efficiencies of the cycle is presented in the following 
sections.  
Table 7.7: Energy balance of the four-step Cu-Cl cycle (second option) process simulation. 









S1 Step 1 2CuCl2(s)+H2O(g)  
C400
Cu2OCl2(s)+2HCl(g) 120.2 - - 
S2 Step 2 Cu2OCl2(s)  
C500
2CuCl(l) + 1/2O2(g) 125.5 - - 
S3 Step 3 CuCl2(aq) 
C80
 CuCl2(s)) - - 33.2 
S4 Step 4 2CuCl(aq)+2HCl(aq)  
C25
 2CuCl2(aq)+H2(g) - - 55 
HE1 Heat exchanger H2O (25°C)   H2O (400°C) 80 - - 
HE2 Heat exchanger CuCl2 (80°C)   CuCl2 (400°C) 61.3 - - 
HE3 Heat exchanger Cu2OCl2 (400°C)   Cu2OCl2 (500°C) 20.8 - - 
HE4 Heat exchanger HCl (400°C)   HCl (25°C) - -12 - 
HE5 Heat exchanger CuCl2/H2O (25°C) CuCl2/H2O (80°C) 57.6 - - 
HE6 Heat exchanger H2O (80°C)   H2O (25°C) - -30 - 
HE7 Heat exchanger CuCl (500°C)   CuCl (25°C) - -64 - 
HE8 Heat exchanger O2 (500°C)   O2 (25°C) - -5.6 - 
SEP 1 Separator (Cu2OCl2, HCl)mix  
C400
 (Cu2OCl2)+(HCl) - - 0.87 
SEP 2 Separator (CuCl, O2)mix  
C500
 (CuCl) + (O2) - - 1.2 
SEP 3 Separator (H2, CuCl2(aq))mix 
C25
 (H2)+(CuCl2(aq)) - - 1 
P1 Pump Water feed to the cycle - - 3 
P2 Pump Water handling within the cycle - - 1.93 
TOTAL 465.4 -111.6 96.2 
 
7.1.3 Simulation of the three-step Cu-Cl cycle  
To obtain a less complex design scheme, two options of the three-step Cu-Cl cycle have been 




First Option  
The flowsheet shown in Fig. 7.4 represents the Aspen Plus model for this option of the three-step 
Cu-Cl cycle. The flowsheet of Fig. 7.4 depicts several differences from that of Fig. 7.1 (the five-
step Cu-Cl cycle). In particular, the oxy-decomposition reaction has been combined with the 
hydrolysis reaction in Fig. 7.4. Also, the drying step has been omitted that CuCl2 from the 
electrolysis is transferred to fluidized bed (hydrolysis reaction) in aqua form.  
Aspen Plus was used to develop mass and energy balances for a process based on the three 
reactions in Table 7.8. The Aspen simulation provided stream flows and properties as well as 
heat exchanger duties and work requirements for pumps. This model uses an arbitrary 1 unit of 
water input, which results in 1 unit of hydrogen and 0.5 unit of oxygen output. The three 
reactions are carried out in the unit operation models S-1, S-2, and S-3, respectively. All 
separations in this preliminary version are implemented as perfect component separators. Valves 
and pumps are placed to produce the desired pressure in each section of the flowsheet.  
Table 7.8: Reactions in the three-step Cu-Cl cycle (first option). 
Step Name Reaction Temperature range (°C) 
1 Hydrolysis  2CuCl2(aq)+2H2O(g)→2CuCl(l)+2HCl(g)+1/2O2(g)+H2O(g) 400~600 
2 Electrolysis  4CuCl(s)→2Cu(s)+2CuCl2(aq) 20~80 
3 H2 Production  2Cu(s)+2HCl(g)→2CuCl(l)+H2(g) 430~475 
 
The corresponding heat requirements, recovered heat, work requirements and other data for 
the processes at various transfer points are given in Table 7.9. The results are presented per mol 
of hydrogen and all the exothermic heat is denoted by a negative sign.  
Table 7.9 shows that a CuCl cycle plant producing 1 mol of hydrogen requires 662.5 kJ of 
thermal energy and 65.13 kJ of electrical energy.  It also recovers 244.2 kJ of thermal energy to 






H kJ/mol 65.13 










A sensitivity analysis for the overall energy and exergy efficiencies of the cycle is presented in 




































































Table 7.9: Energy balance of the three-step Cu-Cl cycle (first option) process simulation. 









S-i Step 1 2CuCl2(aq)+H2O(g)  
C530
 2CuCl(l) + 
1/2O2(g)+2HCl(g) 
297 - - 
S-ii Step 2 4CuCl(s) + H2O 
C25
 2CuCl2(aq) + 2Cu(s) - - 53.2 
S-iii Step 3 2Cu(s) + 2HCl(g)  
C450
 2CuCl(l) + H2(g) - -41.6 - 
HE1 Heat exchanger H2O (25°C)   H2O (530°C) 105 - - 
HE2 Heat exchanger CuCl2/H2O (25°C)   CuCl2/H2O (530°C) 228 - - 
HE3 Heat exchanger HCl (530°C)   HCl (450°C) - -2 - 
HE4 Heat exchanger H2O (530°C)   H2O (25°C) - -56 - 
HE5 Heat exchanger CuCl (530°C)   CuCl (25°C) - -69 - 
HE6 Heat exchanger CuCl (450°C)   CuCl (25°C) - -60.6 - 
HE7 Heat exchanger Cu (25°C)   Cu (450°C) 32.5 - - 
HE8 Heat exchanger H2 (450°C)   H2 (25°C) - -9 - 
HE9 Heat exchanger O2 (530°C)   O2 (25°C) - -6 - 
SEP 1 Separator (CuCl, O2, H2O, HCl)mix  
C530
 (CuCl)+(O2)+(HCl)+( H2O) - - 2.8 
SEP 2 Separator (CuCl, H2)mix  
C450
 (CuCl) + (H2) - - 1.8 
SEP 3 Separator (Cu, CuCl2(aq))mix 
C25
 (Cu)+(CuCl2(aq)) - - 2 
P1 Pump Water feed to the cycle - - 3 
P2 Pump Water handling within the cycle - - 1.93 
MIX 1 Mixer Mixing CuCl from stream 11 and 12 - - 0.4 
TOTAL 662.5 -244.2 65.13 
Second Option  
All of the reactions of this option have been demonstrated in proof-of-concept experiments at the 
Argonne National Laboratory (Argonne) and the Atomic Energy of Canada Limited (AECL). The 





 (H2 production) steps of five-step Cu-Cl cycle in Table 7.2 is combined to 
obtain step 1 in Table 7.10, to prevent Cu(s) production. Also, drying step (step 4 of five-step Cu-
Cl cycle in Table 7.2) has been omitted.  
Table 7.10: Reactions in the three-step Cu-Cl cycle (second option). 
Step Name  Reaction Conditions  
1 Electrolysis  2CuCl(a)+2HCl(a)→2CuCl2(a)+H2(g) 100°C, 24 bar 
2 Hydrolysis  2CuCl2(s)+H2O(g) →Cu2OCl2(s)+2HCl(g) 400°C, 1 bar 




An Aspen Plus flowsheet of the three-step Cu-Cl cycle is developed in Fig. 7.5. Heaters, 
coolers and heat exchangers are used to supply or recover heat each process in the cycle. Mixers 
and splitters are used to combine and split the streams. Pumps are used to transfer components 
from block to the other, and supplying the required water to and within the cycle. Using the 
thermodynamic methods in the previous sections and specifying the operating conditions from 
experimental data in literature, the Cu-Cl cycle was simulated successfully. The reactors calculate 
the heat of reactions at the specified conditions. The results are presented per mol of hydrogen in 
this thesis. 
  The corresponding heat requirements, recovered heat, work requirements and other data 
for the processes at various transfer points are shown in Table 7.11. Based on the data given in 
this table, an energy balance of the cycle and the corresponding energy efficiency are evaluated. 
Note that all the exothermic heats are denoted by a negative sign.  
From Table 7.11, the total heat requirement for the endothermic processes is 566.5 kJ and 
heat recovery from the exothermic processes is 136.5 kJ per mol of hydrogen. Using the 
recovered heat within the cycle again, for endothermic processes, the net heat requirement is 430 
kJ. 
 For electrolysis step, and auxiliary work to operate pumps, compressors and so forth, the 
electrical energy requirement is also calculated. Assuming a 40% conversion efficiency from heat 











Using the energy results in Table 7.11, which is obtained from the process simulation given 
in Fig. 7.5, a sensitivity analysis for the overall energy and exergy efficiencies of the cycle is 





































































Table 7.11: Energy balance of the three-step Cu-Cl cycle (second option) process simulation. 









S1 Step 1 2CuCl(a)+2HCl(a)  
C100
 2CuCl2(a)+H2(g) - - 58 
S2 Step 2 2CuCl2(aq)+H2O(g)  
C400
Cu2OCl2(s)+2HCl(g) 144.2 - - 
S3 Step 3 Cu2OCl2(s)  
C500
2CuCl(l) + 1/2O2(g) 125.5 - - 
HE1 Heat exchanger H2O (25°C)   H2O (400°C) 80 - - 
HE2 Heat exchanger Cu2OCl2 (400°C)   Cu2OCl2 (500°C) 20.8 - - 
HE3 Heat exchanger H2O (400°C)   H2O (100°C) - -65 - 
HE4 Heat exchanger HCl (400°C)   HCl (100°C) - -7 - 
HE5 Heat exchanger CuCl (500°C)   CuCl (100°C) - -58 - 
HE6 Heat exchanger CuCl2/H2O (100°C)   CuCl2/H2O (400°C) 196 - - 
HE7 Heat exchanger H2 (100°C)   H2 (25°C) - -0.9 - 
HE8 Heat exchanger O2 (500°C)   O2 (25°C) - -5.6 - 
SEP 1 Separator (Cu2OCl2, HCl,H2O)mix  
C400
(Cu2OCl2)+(HCl)+(H2O) - - 2 
SEP 2 Separator (CuCl, O2)mix  
C500
 (CuCl) + (O2) - - 1.2 
SEP 3 Separator (H2, CuCl2(aq))mix 
C25
 (H2)+(CuCl2(aq)) - - 1 
P1 Pump Water feed to the cycle - - 3 
P2 Pump Water handling within the cycle - - 1.93 
TOTAL 566.5 -136.5 67.13 
 
7.2 Comparison of Various Design Configurations of the Cu-Cl Cycle  
Tables 7.12 and 7.13 summarize a number of grouping methods with their corresponding 
reactions. As we mentioned previously, one of the major disadvantages of five-step Cu-Cl cycle 
is production of solid CuCl2 and Cu, which increase solid transport and handling.   Various 
design configurations of the Cu-Cl cycle have been proposed as a solution.  
The design options in Table 7.12 have been suggested to eliminate CuCl2(s) production. 
This has been accomplished by combining some steps in the five-step Cu-Cl cycle and reducing 
the number of main reactions. In drying step (step 4 in five-step Cu-Cl cycle), liquid water is 
removed from the cupric chloride solution, CuCl2(aq), to obtain anhydrous or dry hydrated cupric 
chloride, CuCl2(s). On the other hand, in the subsequent hydrolysis step (step 1 in five-step Cu-Cl 
cycle), water vapour is required as a reactant. Therefore, in the first options of the four-step and 
the three-step Cu-Cl cycles in Table 7.12, steps 1 and 4 of the five-step Cu-Cl cycle have been 




are not the only reasons of the combination of the two steps. Some past investigations (e.g., 
Wang et al., 2009) on reaction kinetics of the hydrolysis step indicate that hydrolysis is a 
reversible reaction and the quantity of H2O must be in excess of the stoichiometric quantity, in 
order to reach the stoichiometric yield of Cu2OCl2 or HCl. In the first option of the three-step Cu-
Cl cycle, in Table 7.12, the oxy-decomposition reaction (step 2 of the five-step cycle) is also 
combined with hydrolysis and drying steps.  
 Table 7.12: Grouping of different steps to eliminate CuCl2(s) production.  
 
In Table 7.13, second options of the four-step and the three-step Cu-Cl cycles are given. 
These configurations are proposed to eliminate Cu(s) production and reduce solid transport and 
handling problems. In the table, electrolysis (step 3 of five-step cycle) and H2 production (step 5 
of five-step cycle) steps are combined in four-step Cu-Cl cycle (second option).  In the  three-step 
Cu-Cl cycle (second option), drying (step 4 of five-step cycle) step has also been eliminated.  
Table 7.13: Grouping of different steps to eliminate Cu(s) production.  
 
The corresponding major advantages and disadvantages of different copper-chlorine cycle 
variations are given in Table 7.14. Major advantage resulting from the reducing the number of 
steps is that the challenges arising from processing of solid particles are dramatically reduced. 
The homogenous mixing and handling of a liquid or gas is usually easier than a solid. Also, the 
heat and mass transfer of solid phases (e.g. between solid-solid or fluid-solid), is more complex 
and unpredictable. For example, any non-ideal mixing may result in an incomplete hydrolysis 
reaction in the Cu-Cl cycle, which may further add difficulty to the separation of product 
particles from reactant particles (Wang et al., 2009). Feeding of solid particles into a reactor, 




some other challenges may be faced during processing of solid particles. These challenges can be 
significantly reduced in the four-step and the three-step Cu-Cl cycles, whereby the feed is liquid 
only. 
Table 7.14: Main advantages and disadvantages of decreasing the number of steps in the Cu-Cl 
cycle. 
Configuration Advantages Disadvantages 
 
Five-step cycle  
 Less challenges to process solid 
particles  
 Less steps and hence equipment 
 Reduced complexity  
 Better reaction kinetics 
 Homogenous reaction mixture 
 Higher heat grade and 
intensity  
 More equipment material 
challenges  
 More undesirable side 
products. 




Reducing the number of steps in the Cu-Cl cycle can also bring some disadvantages. The 
main disadvantages are the higher grade heat requirement as shown in Fig. 7.6, and reduction in 
desirable products yield (and increase undesirable products yields as shown in Fig. 7.7).  These 
disadvantages are more significant in the three-step Cu-Cl cycles since they need higher heat 
grade than the four-step or the five-step cycles. Also, reducing the five-step cycle to the three-
step cycle increases heat intensity more significantly than reducing the five-step cycle to the four-
step cycle, because the heat load of three different reactions in the five-step cycle are combined 
and added to a single reactor in the three-step cycle. This can make the selection of reactor 
material very difficult from a practical engineering perspective. Also, combining two or more 
reactions causes more complex reaction with additional engineering challenges for efficient 
separation of products. All these disadvantages result in reduction of overall efficiency of the 
cycle.   
The variation of energy and exergy efficiencies of the cycle with the number of steps is 
illustrated in Fig. 7.8. Both energy and exergy efficiencies decrease as the number of steps in the 






Figure 7.6: Variation of the maximum operation temperature for various Cu-Cl cycles with 
number of steps. 
 
 
































































Figure 7.8: Variation of efficiencies of various Cu-Cl cycles.  
  
7.3 Validation of Simulation  
The Cu-Cl cycle has not yet been scaled up sufficiently to the level of industrial equipment and it 
is still at the stage of proof-of-principle and small bench-scale apparatus. Thus, there are few 
previous studies on the same subject that the results of this thesis can be compared with. 
Nonetheless, to facilitate the validation of the simulation models, a comparison is made in three 
stages. First, the simulation is compared with the previous thermodynamic analyses to make sure 
that the results are within the boundary of thermodynamic laws and logic. Secondly, although the 
present experimental studies by the UOIT and other partners are at the level of small bench-scale 
apparatus and for only individual steps, not the overall cycle, the simulation is compared with 
these experimental results to make sure that the trends are conformable. Finally, there are some 
theoretical studies about the Cu-Cl cycle in the literature that are given in the reference part of 
this thesis. The results in this thesis are also validated with them. A detailed comparison and 



























Chapter 8: RESULTS AND DISCUSSION 
8.1 Design and Simulations  
This section focus on the four-step Cu-Cl cycle (second option) since it is under experimental 
investigation at UOIT. That way, the simulation results in this thesis can be compared with the 
experimental results.  
The overall process flow sheet of the four-step Cu-Cl cycle (second option) is shown in 
Fig. 8.1, in which Aspen was used to develop mass and energy balances for a process based on 
four main reactions.  These reactions are given in Tables 5.4 and 7.6.  In Fig. 8.1, heat exchangers 
are denoted by HE. Also, H and C represent hot and cold streams, respectively. For example, 
HE1-H stand for hot stream of heat exchanger 1 and HE1-C stand for cold stream of heat 
exchanger 1. HeatX option of Aspen Plus is used to simulate heat exchange between two (hot and 
cold) streams. Equilibrium based reactors are used to simulate chemical reactions. REquil and 
RGibbs options are used to simulate hydrolysis and oxy-decomposition, respectively. Also, a user 
defined reactor model is used for electrolysis and Flash2 separator model of Aspen Plus for 
drying process.   
Based on the Aspen flow sheet in Fig. 8.1, a pinch analysis is developed for an integrated 
heat exchange network to enable an effective heat recovery within the Cu-Cl cycle. The heat 
exchanger network is presented in Fig. 8.2 and its specifications are presented in Table 8.1. The 
heat exchanger numbers in Fig. 8.1 and 8.2 are identical.  
Table 8.2 and 8.3 illustrate all the blocks that are used in the simulation of the four-step Cu-
Cl cycle (second option) in Fig. 8.1, providing all their associated specifications and design 
parameters. 
The Aspen simulation in Fig. 8.1 consists of four main sections; hydrolysis, oxy-
decomposition, electrolysis and drying. Figures 8.3-8.7 explain and justify how the actual 
reaction kinetics has factored into these four main sections. In Fig. 8.3, hydrolysis reactor, the 
heated CuCl2 is sprayed into the superheated steam bath at 400ºC.  Thermal energy is used to 
preheat the streams. Spraying process take places at 24 bar that it forms a free jet.  This high 
pressure is used to expand the CuCl2 and aspirates the superheated steam into the jet. This 
interaction results in high mass and heat transfer between the CuCl2 in the jet and the steam, 
where Cu2OCl2 and HCl are produced.  The HCl and steam exit the hydrolysis reactor to be 




bottom of the hydrolysis reactors due to gravitational flow.  The solid Cu2OCl2 then transferred to 
the oxy-decomposition reactor.   
 
 

























































Figure 8.2: Aspen Plus flow sheet of heat exchangers network (HS: Heat source). 
 
 
Table 8.1: The specifications of heat exchangers in the four-step Cu-Cl cycle (second option). 
Block 





In Out In Out 
HE1 HE1-H 80 30 HE1-C 25 60 
HE2 HE2-H 112 93 HE2-C 60 80 
HE3 HE3-H 400 112 HE3-C 80 378 
HE4 HE4-H 423 409 HE4-C 378 400 
HE5 HE5-H 500 423 HE5-C 400 482 
HE6 HS 578 490 HE6 482 500 
HE7 HE7-H 93 33 HE7-C 25 69 
HE8 HE8-H 409 77 HE8-C 69 213 
HE9 HE9-H 417 312 HE9-C 213 308 
























































































































































































Figure 8.3: Hydrolysis reactor of second option of the four-step Cu-Cl cycle (adapted from 










In the oxy-decomposition reactor (see Fig. 8.4), the Cu2OCl2 is heated to 500ºC using 
thermal energy. At 500ºC, the Cu2OCl2 decomposes to O2 and molten CuCl. The oxygen leaves 
at the top of oxy-decomposition reactor as a gas flow and the CuCl spills over a weir to a separate 
section. Cu-Cl is then pumped back to the anode feed tank.   
 
 
Figure 8.4: Oxy-decomposition reactor of second option of the four-step Cu-Cl cycle (adapted 
from Ferrandon et al., 2008). 
Figure 8.5 demonstrates the electrolysis process in the four-step CuCl cycle (second 
option).  The CuCl is added to the anode feed tank in aqua form.  The dissolved CuCl is then 
pumped to the anode section of the electrolyzer.  Chloride ion migrates from the cathode across 
the electrolyzer membrane and reacts at the anode with the CuCl to form CuCl2 (see Fig. 8.6).  
The aqueous CuCl2 is then transferred to the dryer (see Fig. 8.7).  On the other hand, aqueous 
HCl is pumped from the cathode feed tank to the cathode, where the H
+




H2.  The Cl
-
 ions transfer across the electrolyzer membrane as described above.  Water from the 
cathode is superheated to 400ºC and recycled to the hydrolysis section.    
 
 
Figure 8.5: Electrolysis reactor of second option of the four-step Cu-Cl cycle (adapted from 
Ferrandon et al., 2008). 
The Aspen Plus simulation in Fig. 8.1 provides stream flows and properties, heat duties as 
well as auxiliary work requirements for the four-step Cu-Cl cycle (second option).  The mass 
flow rates of main streams are given in Table 8.4. Based on these flow rates, it is found that the 
hydrolysis reactors with smaller capacity and larger (15/1 and more) steam to CuCl ratio are 
desirable to increase the reaction efficiency and prevent the formation of side products such as 




time are preferable to allow enough time for the copper oxychloride to decompose. Therefore, 10 
(or more) small scale hydrolysis reactors can feed one oxy-decomposition reactor with large 
capacity to keep continuity of the flow in the overall cycle.  
 
 
Figure 8.6: Schematic of electrolysis process in second option of the four-step Cu-Cl cycle 
(Naterer et al., 2010). 
 
 






Table 8.4: Mass flow rates (tons/hr) of main streams in the simulation of the four-step Cu-Cl 
cycle (second option). 
 
Hydrolysis reactor Oxy-decomposition Dryer Electrolyzer 
 
Feed Product Feed Product Feed Product Feed Product 
H2O 925 - - - - 624.3 - - 
HCl - 2.72 - - - - 2.72 - 
CuCl  - - - 411.8 - - - - 
CuCl(aq) - - - - - - 650 - 
CuCl2 158.5 - - - - 158.5 - - 
CuCl2(aq) - - - - 783.1 - - 783.1 
Cu2OCl2 - 449.1 449.1 - - - - - 
O2 - - - 33.3 - - - - 
H2 - - - - - - - 4.2 
 
8.1.1 Model sensitivity analyses and optimization of process steps  
In this section, main steps of the Cu-Cl cycle will be evaluated individually to determining how 
each process reacts to varying key operating and design variables.  A sensitivity analysis will be 
performed to vary one or more flowsheet variables and study the effect of that variation on other 
variables to achieve a simple process optimization.  
As discussed previously, there are various flow chart configurations of the Cu-Cl cycle 
(i.e., three-step, four-step, five-step Cu-Cl cycles). However, all these new configurations are 
obtained combining one or more steps in the five-step Cu-Cl cycle. Therefore, as the five-step 
Cu-Cl cycle is the first and main design schema, five main reactors will be analyzed individually.  
Hydrolysis Reactor 
Hydrolysis is Step 1 of the Cu-Cl cycle and denoted S1 in Fig. 7.1. In the hydrolysis reactor (see 
Fig. 8.8), the hot and pressurized CuCl2 is sprayed into a superheated vapour environment at 
400°C, forming a free jet.  As the jet expands, it aspirates the superheated steam into the jet 




then converted to Cu2OCl2 and HCl. The chemical reaction equation is 2CuCl2(s) + 
H2O(g)→CuO*CuCl2(s)+2HCl(g).  
 
Figure 8.8: Hydrolysis reactor. 
 
After the thermodynamic database updated to make it more reliable for the thermal 
reactions, we studied the hydrolysis reaction. The focus of the sensitivity analysis for the 
hydrolysis reactor is to maximize the yield of CuO*CuCl2 while minimizing the formation of side 
products. The results of these sensitivity studies are shown in Figs. 8.9 and 8.10. The hydrolysis 
reactor is modeled with a feed of various water steam and CuCl2 ratio (H2O/CuCl2). Fig. 8.9 
shows the effect of reaction temperature on the CuO*CuCl2 yield at a H2O/CuCI2 ratio of 10, 15 
and 20.  As can be seen from the figure, CuO*CuCl2 yield increases with reaction temperature up 
to 400°C. Above that point it starts decreasing. Also, an excess of steam is required for achieving 
high yields of CuO*CuCl2. For example, to achieve a yield of 70% (and more) mol of 
CuO*CuCl2 at 400°C, a H2O/CuCl2 ratio of more than 10 is needed. The effect of H2O/CuCl2 
ratio on the CuO*CuCl2 generation can be seen more clearly in Fig. 8.10.  
The results in Fig. 8.10 are obtained at reaction temperature of 350, 400 and 450°C. The 
effect of H2O/CuCl2 ratio on CuO*CuCl2 yield is very crucial until a ratio of 20.  Above a feed 
ratio of 20, this effect starts to decrease and it becomes constant at a H2O/CuCl2 ratio of 40 after 


























































































The variation of the reaction heat of the HCl production step, with reaction temperature, is 
illustrated in Fig. 8.11, for both percentage yield (yp) of 100% and 80%. As explained earlier, an 
endothermic reaction takes place in the fluidized bed. As reaction temperature increases, the 
reaction heat for the HCl production step decreases with a nearly linear relation. 
 
 




Figure 8.12 shows the variations of energy (ηe) and exergy (ηex) efficiencies of the Cu-Cl 
cycle with the temperatures of the hydrolysis reactor. These results are obtained using data from 
Aspen Plus simulations given in previous chapters. The expected values of step temperatures of 
the cycle are given in Table 7.2. When we vary a step temperature in the analysis, the other steps 
temperatures remain constant, at the value in Table 7.2. For example, to investigate the relation 
between T1 (reaction temperature of Step 1) and efficiencies, T2, T3, T4 and T5 (reaction 






































Figure 8.12: Variation of efficiencies of the Cu-Cl cycle with the reaction temperature of Step 1 
(Hydrolysis Reactor). 
Oxy-decomposition Reactor 
The Step 2 (Fig. 7.1) of the Cu–Cl cycle involves oxygen production in a molten salt reactor, as 
shown in Fig. 8.13. The following reaction between 480-530°C produces oxygen: 
CuO*CuCl2(s)→2CuCl(l)+1/2O2(g). 
The solid product from the hydrolysis reactor goes to the oxy-decomposition reactor. 
Thermal energy is used as the final preheat agent of all streams to the hydrolysis reactor and to 
decompose the CuO*CuCl2 in the oxy-decomposition reactor. In the oxy-decomposition reactor, 
the CuO*CuCl2 is heated to 500ºC and decomposes to oxygen and molten CuCl.  The oxygen 
leaves the oxy-decomposition reactor as a gas and the molten CuCl spills over the weir. The 
sewage from the oxy-decomposition reactor is a molten salt.  The heat from the molten salt is 




A reaction heat load of 125.5 kJ/mol is required for this endothermic reaction. The density 
of reactant CuO*CuCl2 is 4.853 g/cm
3
. The density of molten CuCl at 430°C is 3.692 g/cm
3
, 
while the density of solid CuCl at 25°C is 4.140 g/cm. The volume expansion coefficient from 
solid reactant CuO*CuCl2(s) to molten product 2CuCl is about 1.22, assuming that oxygen is 
removed from the reactor immediately. The melting and boiling points of CuCl are 430°C and 
1490°C, respectively. Also, the viscosity of molten CuCl at 430°C is 2.6 cp.  
 
Figure 8.13: Oxygen production process. 
The results of the sensitivity analysis for the oxy-decomposition step are shown in Fig. 
8.14, in which the effect of reaction temperature on oxygen production is investigated. The 
results show that oxygen generation starts at a temperature as low as 350°C and increases to a 
peak point at around 450°C for both reaction efficiency (η) of 100% (complete reaction) and 
80%. The oxygen yield remains fairly constant with an increase in temperature above 450°C. 
Traces of side products (i.e. chlorine gas) are also observed in this model analysis at incomplete 
reaction cases. The side-products generation increases with temperature and peaks at about 
450°C, then starts to decline as the temperature of the reactor raised. At a reactor temperature of 
550°C, the generation rate of side-products is negligible. This undesirable side products can be 
eliminated by a better reactor design and optimum operating condition.   
The variation of the reaction heat of oxy-decomposition reactor, with reaction temperature, is 
illustrated in Fig. 8.15. As explained earlier, an endothermic reaction takes place in this step. As 

















Figure 8.14: Variation of oxygen yield with the oxy-decomposition reaction temperature. 
 
 


































































Figure 8.16 shows the variations of energy (ηe) and exergy (ηex) efficiencies of the five-step 
Cu-Cl cycle with the temperatures of the oxy-decomposition reactor. These results are obtained 
using data from previous Aspen simulations. The overall energy efficiency of the cycle varies 
from 42% to 44% and exergy efficiency from 72% to 75%, respectively. 
 
 
Figure 8.16: Variation of efficiencies of the Cu-Cl cycle with the reaction temperature of Step 2 
(Oxy-decomposition Reactor). 
Electrolyzer  
The heat in the molten CuCl stream of oxy-decomposition (Step 2) and H2 production (Step 5) 
reactors is recovered in a direct heat exchanger.  As the molten CuCl cools and solidified, it is 
then fed to the electrolysis reactor (see Fig. 8.17).  A conceptual design for the electrolyzer has 
been developed and is discussed below.   
Here, a model of an electrolyte ion exchange membrane in Aspen Plus that illustrates the 
flow of Cl
-




membrane governs the flow of electrons, as a result, in the opposite direction. The cross pass of 
ions and electrons in the opposite directions, consequently ensures the Cu(s) and CuCl2(aq) 
production. Consider an electrolytic membrane that given in Fig. 8.18; recycled water, granulated 
CuCl are added to the anode feed tank.  The solution containing dissolved CuCl is transferred to 
the anode section of the electrolyzer.  The chloride ion migrates from the cathode across the 
electrolyzer membrane and reacts at the anode with the CuCl to form CuCl2, while Cu production 
occurs at the cathode side. The anolyte solution is then transferred to the dryer and CuCl2(s) 
separated from H2O.  After exiting the dryer, the solid CuCl2 is collected and then fed to the 
hydrolysis reactor.   
 
Figure 8.17: Electrolysis process. 
The Aspen Plus software cannot directly model this type of membrane because it does not 
have a unit operation block for such a process. However, Aspen Plus allows the user to design a 
unit operations block that follows equations and specifications that are entered into the system by 
the user. They are completely independent of any build in Aspen Plus calculations, and thus can 
be used to model a variety of processes, including ion exchange membranes. The user can 
indicate where the block should be calculated within the system, such as before or after another 
unit operations block, etc. Aspen does this via ―user defined variables‖ that can serve as input for 
the specified calculations, and outputs from the stated equations. The electrolysis process in Fig. 
8.18 is modeled in this thesis using ―user defined variables‖ with the help of Fortran, Excel and 



















The variation of the reaction heat for the Cu production step, with reaction temperature, is 
illustrated in Fig. 8.19. As explained earlier, an endothermic reaction takes place in this step. As 
reaction temperature increases, the reaction heat for the Cu production step decreases. 
 
 
Figure 8.18: Electrolysis cell in the Cu-Cl cycle. 
 
 











































Figure 8.20 shows the variations of energy (ηe) and exergy (ηex) efficiencies of the Cu-Cl 
cycle with the temperatures of the electrolysis. These results are obtained using data from 
previous Aspen simulation in Fig. 7.1. The overall energy efficiency of the cycle varies from 
42% to 44% and exergy efficiency from 71% to 75% (see Figs. 8.20).  The effect of reaction 
temperature of Step 3 on the energy and exergy efficiencies is significant. The energy efficiency 
of the cycle increases with increasing reaction temperature for Step 3, and the overall exergy 
efficiency of the cycle increases with decreasing reaction temperature for Step 3.  
 
Figure 8.20: Variation of efficiencies of the Cu-Cl cycle with the reaction temperature of Step 3 
(Electrolysis Reactor). 
 
Flash Dryer  
Step 4 of the five-step Cu-Cl cycle is the drying step (see Fig. 8.21) as expressed by: 
2CuCl2(aq)→2CuCl2(s) (see Table 7.2). Aqueous CuCl2 exiting from the previous electrolysis 




produces copper oxychloride (CuO*CuCl2) and HCl gas. The drying step is an endothermic 
nonchemical process within the Cu-Cl cycle.  
 
Figure 8.21: Flash dryer. 
 
Although the amount of heat required for the drying step is much higher than other steps in 
the cycle, it occurs at a lower quality (lower temperature, below 100°C) and therefore with heat 
that is more easily available. Thus, the required heat can be obtained from low-grade ―waste‖ or 
recovered heat to help improve the efficiency of overall cycle. A well established commercial 
spray dryer can be used for this process. Spray drying is an efficient method of water removal 
due to the relatively large surface area available for heat and mass transfer, provided the liquid 
atomizes into adequately small droplets. 
The effect of varying the dryer temperature Tdryer and inlet temperature of CuC2/H2O 
mixture on the process heat of dryer are illustrated in Figs. 22 and 23, respectively. The heat 
needed to evaporate water is seen to be approximately directly proportional to the evaporator 
temperature, but to decrease approximately linearly as inlet temperature increases. The 
evaporator inlet temperature is determined in the previous step (copper production), where the 



























































































Figure 8.24 shows the variations of energy (ηe) and exergy (ηex) efficiencies of the Cu-Cl 
cycle with the temperatures of the dryer. These results are obtained using data from Aspen 
simulations in previous sections.  
 
 
Figure 8.24: Variation of efficiencies of the Cu-Cl cycle with the process temperature of Step 4 
(Dryer). 
H2 Production Reactor  
As shown in Fig. 8.25, the chemical reaction to produce hydrogen in the Cu–Cl cycle is given by 
2Cu(s)+2HCl(g)→2CuCl(l)+H2(g). The reaction heat is -41.6 kJ/ mol H2 at 450°C (exothermic). 
The molar masses of reactants and products are listed as follows: H2=2, Cu=63.45, CuCl=98.99, 
HCl=36.46. The density of molten CuCl at 430°C is 3.692 g/cm
3
. The melting point of CuCl is 





Figure 8.25: Hydrogen production reactor. 
 
The variation of the reaction heat for the H2 production step, with reaction temperature, is 
illustrated in Fig. 8.26. As explained earlier, an exothermic reaction takes place in the H2 
production step. As reaction temperature increases, the reaction heat for the H2 production step 
decreases with a nearly linear relation.  
 






















































Figure 8.27 shows the variations of energy (ηe) and exergy (ηex) efficiencies of the Cu-Cl 
cycle with the temperatures of the H2 Production reactor. These results are obtained using data 
from previous Aspen simulations.  
 
 




  In all cases presented, the energy efficiency of the cycle increases with increasing reaction 
temperature for steps 1 and 3, and decreasing reaction temperature for steps 2, 4 and 5. Also, the 
overall exergy efficiency of the cycle increases with increasing reaction temperature for steps 2, 4 
and 5, and decreasing reaction temperature for steps 1 and 3. The effect of reaction temperature 
of steps 3 and 4 on the energy and exergy efficiencies is significant while the effect of reaction 




8.2 Thermal Management within the Cu-Cl Cycle 
The Cu-Cl cycle is expected to be driven in an environmentally benign manner using nuclear 
energy. The cycle involves five steps of which three are thermally driven chemical reactions and 
one is an electrochemical reaction. However, since each step is at different temperature, the 
product of a step needs to be cooled or heated to next step’s temperature before entering it. Thus, 
there are many heat recovery opportunities within the cycle. The recovered energy as well as the 
energy that is released from the exothermic reactions could be re-used in the cycle. Heat is 
transferred between various endothermic and exothermic reactions in the Cu-Cl cycle through 
heat exchangers that supply or recover heat from individual processes. Effective thermal 
management within the Cu-Cl cycle is crucial for achieving high efficiency. The cycle’s 
efficiency is improved drastically when all heat released by the products of reactions is recycled 
internally. Therefore, the energy handling and hence heat exchangers within the cycle make a 
great deal in terms of overall effectiveness of the cycle. 
In this section, the heat exchangers in the Cu-Cl thermochemical cycle are analyzed, so as 
to enhance heat transfer effectiveness and thereby improve the cycle efficiency. The thermal 
management options for internal and external heat transfer are studied and heat recovery 
opportunities are investigated and compared. Each heat exchanger in the cycle is examined 
individually based on the chemical/physical behaviour of the process, and the most appropriate 
options are recommended. A thermodynamic analysis and some associated parametric studies are 
performed for various configurations to contrast their efficiencies and effectivenesses.  
A detailed Aspen Plus flowchart of the five-step Cu-Cl cycle is given in Fig. 7.1, denoting 
heat exchangers as HE. As can be seen from the figure, HE6, 7, 8, 10 and 11 are the heat 
exchangers that heat recovery from the cycle taking place while heat input takes place through 
HE1, 2, 3, 4, 5 and 9.  Heating in HE1, 2, 3, 4, 5 and 9 is can easily be done in many manners.  
Thus, in this study we will focus on heat recovery options to improve the cycle efficiency. 
In the Cu-Cl cycle, heat recovery from molten CuCl is required at various points within the 
cycle. HE7 and HE8 in Fig. 7.1 are heat exchangers where the convective heat transfer between 
molten CuCl droplets and air occurs. Recovering heat from molten CuCl is very challenging due 
to the phase transformations of molten CuCl, as it cools from liquid to different solid states. This 
is a type of multiphase flow, similar to droplet/particle flows in spray columns, packed beds and 




contact heat transfer between droplets and air involves physical interactions that accomplish very 
efficient heat transfer and also allows for mass transfer to occur, which in some cases may be 
desirable, for example in cooling towers. Fig. 8.28 shows a schematic of a counter-current spray 
flow heat exchanger. In the figure, a flow configuration where molten CuCl droplets are injected 
from the top of a heat exchanger, and counter flowing air enters from the bottom, ascends and 
recovers heat from the falling droplets.  
In HE6, 10 and 11 of Fig. 7.1, heat transfer takes place between liquid and gas form 
substances. In HE10 and HE11, produced H2 and O2 cooled down before leaving the cycle while 
water condensates in HE6. Many heat exchanger options are available for these kinds of heat 
interactions. The cross-flow plate serpentine heat exchanger as shown in Fig. 8.29 could be a 











Figure 8.29: A cross flow serpentine heat exchanger. 
 
Using equations that are derived in Section 6.2, here we obtained some results to validate 
the equations and to give some general idea about heat exchangers that can be helpful while 
building the Cu-Cl cycle. Variation of exergetic efficiency is given in Fig. 8.30. The figure shows 
that at T1,in/T2,in=1.2, exergetic efficiency value significantly decreases with the effectiveness of 
heat exchanger. This implies that, to obtain high exergy efficiency, a heat exchanger with high 
effectiveness need to be used. Fig. 8.30 also shows that, there is a maximum exergy efficiency 
value that can be achieved. This peak takes place at C1/C2 value of 1. Any value other than 
C1/C2=1, either increasing or decreasing, will result in the exergy efficiency drop. For the C1/C2 
values larger than 1.0, the heat capacity rate of the hot stream is larger than that of the cold 
stream. An increase of the C1/C2 value results in an increase of the amount of thermal energy in 
the hot stream exiting from the heat exchanger without being recovered by the cold stream. 
Hence, the exergy efficiency value decreases with an increase of the C1/C2 value. For the C1/C2 
values smaller than 1.0, the heat capacity rate of the cold stream is larger than that of the hot 
stream. A decrease of the C1/C2 value causes a drop of the exit temperature of the cold stream. A 
drop of the exit temperature of the cold stream indicates that the amount of recovered exergy is 





Figure 8.30: Variation of exergy efficiency at T1,in/T2,in=1.2 
 
 Fig. 8.31 shows the exergy efficiency values at T1,in/T2,in=2.4. A similar trend as those 
shown in Fig. 8.30 was obtained. Comparing Fig. 8.30 to Fig. 8.31, it shows that the effect of ε 
and total value on the exergy efficiency value increases with a decrease of the T1,in/T2,in value. 
This implies that, for a heat exchanger using in a low temperature heat recovery process, the 
effectiveness could be an important factor affecting the exergy efficiency.  
The dimensionless outlet temperatures of the hot and cold streams which depend on c are 
shown in Fig. 8.32. The introduced optimization technique given above is an efficient method for 
defining the optimal performance and design parameters for given c values by considering the 
heat transfer rate and exergy destruction together. It should also be noted that the above results 
have showed that the optimal performance characteristics depend on many parameters such as c, 
ε and NTU. These parameters should be considered for the optimal design of a heat exchanger. 
Heaters, coolers and heat exchangers are used to supply or recover heat each process in the 
cycle. The corresponding heat requirements, recovered heat and other data for the heat 
exchangers at various transfer points are shown in Table 8.5. The results are presented per mol of 
hydrogen. Based on data given in this table, an energy balance of the cycle and the corresponding 

































































From Table 8.5, total heat requirement for the endothermic processes is 256.2 kJ and heat 
recovery from the exothermic processes is 169.2kJ per mol of hydrogen. Using the recovered 
heat within the cycle again, for endothermic processes, net heat requirement is 87 kJ.  
The effect of heat exchanger effectiveness on the thermal management in the Cu-Cl cycle is 
illustrated in Fig. 8.33. As can be seen clearly in the figure, the amount of recovered heat within 
the cycle can be increased by using heat exchangers with higher effectiveness. That way, total 
heat requirement and consequently net heat requirement to run the cycle could be decreased. This 
drop is very essential that at ε=0.85, total heat demand is equal to recovered heat and thus net 
heat requirement is zero. Beyond that point (ε>0.85), the net heat requirement is negative since 
the recovered heat is more than the total heat demand in the cycle. However, in this calculations 
heat need for the chemical reactions and electrical energy need for electrolysis, pump, 
compressors etc. are not included, as we are only dealing with heat exchangers.  
 
Table 8.5: Energy balance of heat exchangers in the five-step Cu-Cl cycle in Fig. 7.1 at ε=0.75. 
Block Description Process 
ΔH 
(kJ/mol H2) 
HE1 Heater H2O (25°C)   H2O (400°C) 80 
HE2 Heater CuCl2 (80°C)   CuCl2 (400°C) 61.3 
HE3 Heater Cu2OCl2 (400°C)   Cu2OCl2 (500°C) 20.8 
HE4 Heater HCl (400°C)   HCl (450°C) 4.0 
HE5 Heater CuCl2/H2O (25°C)   CuCl2/H2O (80°C) 57.6 
HE6 Cooler H2O (80°C)   H2O (25°C) -30 
HE7 Cooler CuCl (500°C)   CuCl (25°C) -64 
HE8 Cooler CuCl (450°C)   CuCl (25°C) -60.6 
HE9 Heater Cu (25°C)   Cu (450°C) 32.5 
HE10 Cooler H2 (450°C)   H2 (25°C) -9 
HE11 Cooler O2 (500°C)   O2 (25°C) -5.6 
Total Heat Recovery from Exothermic Heat Exchangers 256.2 
Total Heat Demand for Endothermic Heat Exchangers -169.2 






Figure 8.33: Effect of the heat exchanger effectiveness on the thermal management in the five-
step Cu-Cl cycle. 
 
The variation of the overall efficiencies of the Cu-Cl cycle with heat exchangers effectiveness is 
given in Fig. 8.34. Both energy and exergy efficiencies of the cycle increase using more effective 
heat exchangers in the cycle. This is because heat exchangers with higher effectiveness result in 
more heat recovery within the cycle and thus decrease external heat requirements for the cycle. 
The results given up to now are based on presuming all recovered heat could be used within 
the Cu-Cl cycle for endothermic processes. However, as can be seen in Table 8.6, most of the 
endothermic heat exchangers require high grade energy above 400°C while most of the 
exothermic heat exchangers produce heat below 400°C. Fig. 8.35 shows variation of the Cu-Cl 

























defined as the ratio of the recovered energy by the total amount of energy from the exothermic 








Table 8.6: Temperature profiles of heat exchangers. 
Exothermic Heat Exchangers Endothermic Heat Exchangers 
Block  ΔH (kJ/mol H2) Tin (°C) Tout (°C) Block  ΔH (kJ/mol H2) Tin (°C) Tout (°C) 
HE6 -30 80 25 HE1 80 25 400 
HE7 -64 500 25 HE2 61.3 80 400 
HE8 -60.6 450 25 HE3 20.8 400 500 
HE10 -9 450 25 HE4 4.0 400 450 
HE11 -5.6 500 25 HE5 57.6 25 80 





























Figure 8.35: Variation of the Cu-Cl cycle overall efficiencies with the recycling ratio of 
recovered energy. 
8.3 Thermodynamics and Thermoeconomics  
The results in this section are evaluated using thermodynamic correlations in Chapter 6 of this 
thesis and based on some assumptions. These results are obtained before studying the Aspen Plus 
simulation of the Cu-Cl cycle and, as mentioned earlier, we are analyzing a hypothetical Cu-Cl 
plant that has not been built yet. Thus, many parameters such as quantity, capacity and material 
of equipment (pumps, heat exchangers, compressors, fluidized bed, evaporator, etc.) that are 
needed for these analyses are unknown. Therefore, for simplicity, in overall efficiency 
calculations, only the five main steps of the Cu-Cl cycle are considered and it is assumed that 
there are no heat losses in these steps, individually. However, overall a total heat loss (Qloss) from 
the Cu-Cl cycle is assumed as a percentage of total heat (Qin) that enters the cycle.  
 The results in this section should be regarded preliminary and approximate. Nonetheless, 
they are a good tool to start with, and useful for comparison to validate the results from Aspen 
Plus simulation.  
8.3.1 Sensitivity results from efficiency analysis 
All energy and exergy results here are obtained by thermodynamic analysis given in Chapter 7, 



























cycle steps at specified temperature and pressure are given. Also, variations of the reaction heats 
for steps involving a reaction are illustrated in Fig. 8.36 for various temperatures of the reactions. 
All steps are endothermic except the fifth (hydrogen production), in which heat produced and 
rejected from the system (Fig. 8.36). As reaction temperature increases, the reaction heat for steps 
1, 3 and 5 (absolute value for fifth step) decreases while that for steps 2 and 4 increases. In all 
cases, the relations are nearly linear. As it can be seen from Fig. 8.36, even though the curve of 
fifth step rises, its absolute value decreases since it is at the negative range (because the reaction 
is an exothermic reaction). The curve simply shows that the amount of energy that is released 
from the fifth step reaction decreases with reaction temperature.  
Table 8.7: Reaction energy the Cu-Cl cycle steps and their associated exergy value at specified 
temperature and pressure of 101 kPa. 








1 Fluidized Bed 105,266 - 58,654 400 
2 O2 Production Step 110,523 - 67,915 500 
3 Cu Production Step - 140,557 140,557 25 
4 Dryer 18,346 - 5421 150 
5 H2 Production Step -55,493 - -32,620 450 
 
All the previous theoretical studies on the Cu-Cl cycle have assumed a complete reaction 
for each step in the cycle. To obtain more realistic values, an assessment carried out in which a 
parametric study of reaction efficiency of each step performed.  Fig. 8.37 shows the variation of 
overall efficiencies of the five-step Cu-Cl cycle with reaction efficiency of the steps. As can be 
observed from the figure, energy efficiency of the cycle approaches to 45% and exergy efficiency 
to 10%, when all reactions go to completion. Based on the parametric study in this figure, a 
reaction efficiency of 80% is assumed for the steps in the Cu-Cl cycle involving a chemical 
reaction and that 75% heat exchangers effectiveness for heat management and handling within 
the cycle, for the following sensitivity analysis. 80% reaction efficiency for each step is an 
assumption based on expected values (usual for this kind of chemical reaction) and it is just used 
to see what will be the effect of reaction efficiency on the overall cycle efficiency. How much the 






Figure 8.36: Variation of reaction heat with reaction temperature for several steps in the Cu-Cl 
cycle. 
 
Figure 8.37: Effect of reaction yield on the overall efficiencies of the Cu-Cl cycles. 
Figs. 8.38, 8.39 and 8.40 show the variations of energy (ηe) and exergy (ηex) efficiencies of the 
Cu-Cl cycle with the temperatures of the steps. These results are obtained assuming 20, 30 and 
40% of the total energy entering the Cu-Cl cycle is lost. These values (20, 30 and 40%) are just 















































assumptions used to see the effect of losses on the overall cycle efficiency. It is believed (based 
on some previous studies) that the losses from the cycle should be at these ranges. As the Cu-Cl 
plant is only being developed, many parameters needed for analyses, such as capacity and 
equipment material for pumps, heat exchangers, compressors, fluidized bed, evaporator, etc. that 
we are unknown. For simplicity, therefore, we consider in overall efficiency calculations only the 
five main steps of the Cu-Cl cycle and assume that no heat losses in these steps, individually. 
However, overall we assume a total heat loss (Qloss) from the Cu-Cl cycle as a percentage of total 
heat (Qin) entering the cycle.  
 
Figure 8.38: Variation of efficiencies of the Cu-Cl cycle with the temperatures of the steps 
assuming an overall heat loss of 20% of the total input energy to the cycle. 
 
The expected values of step temperatures of the cycle are given in Table 8.7. When we vary 
a step temperature in the analysis, the other steps temperatures remain constant, at the value in 
Table 8.7. For example, to investigate the relation between T1 and efficiencies, T2, T3, T4 and T5 
are fixed at the values in Table 8.7. The results in Fig. 8.38, 8.39 and 8.40 assume reactions 




Cu-Cl cycle with step temperatures, assuming 30% of the total input energy is lost as waste heat 
and assuming an 80% reaction efficiency for each step. These assumptions help provide more 
realistic results.  
In Fig. 8.38, assuming an overall heat loss of 20% of the total input energy to the cycle, the 
overall energy efficiency of the cycle is observed to vary between 55% and 62%, and the overall 
exergy efficiency between 8% and 13%. When we increase the heat loss from the cycle to 30% of 
total energy input (as shown in Fig. 8.39), the range for energy efficiency decreases to between 
50% and 55%, and for exergy efficiency to between 7% to 12%. The effect of heat loss from the 
cycle on its overall energy and exergy efficiencies is depicted more clearly in Fig. 8.40, for the 
case in which an overall heat loss of 40% of the total input energy is assumed. In that figure, the 
energy efficiency varies from 45% to 50% and exergy efficiency from 6% to 11%.  It can be 
inferred from the results presented in Figs. 8.38, 8.39 and 8.40 that the effect of heat losses from 
the cycle is greater for its energy efficiencies than for its exergy efficiencies, since the chemical 
exergy values of chemical compounds have a greater role in the exergy analysis compared to 
thermal exergy losses. Increasing the thermal energy losses from the cycle by 10% of the energy 
input to the cycle results in a 5% decrease in the energy efficiency but only a 1% decrease in the 
exergy efficiency.  
The results presented in Figs. 8.38, 8.39 and 8.40 also appear to be higher than expected, 
based on values obtained in some previous studies. This difference is likely attributable to the 
fact that we assumed a complete reaction for each step in the present calculations. To obtain more 
realistic values, we carry out an assessment in which we assume a reaction efficiency of 80% for 
the steps in the Cu-Cl cycle involving a chemical reaction and that 30% of the total input energy 
to the cycle becomes heat loss. 80% reaction efficiency for each step is an assumption based on 
expected values (usual for this kind of chemical reaction) and it is just used to see what will be 
the effect of reaction efficiency on the overall cycle efficiency. How much the overall cycle 
efficiency will drop if reaction efficiency is 80% instead of 100%, for example. Based on these 
two assumptions, the overall energy efficiency of the cycle varies from 42% to 44% and exergy 





Figure 8.39: Variation of efficiencies of the Cu-Cl cycle with the temperatures of the steps 
assuming an overall heat loss of 30% of the total input energy to the cycle. 
 
Figure 8.40: Variation of efficiencies of the Cu-Cl cycle with the temperatures of the steps 




 In all cases presented in Figs. 8.38, 8.39, 8.40 and 8.41, the energy efficiency of the cycle 
increases with increasing reaction temperature for steps 1 and 3, and decreasing reaction 
temperature for steps 2, 4 and 5. Also, the overall exergy efficiency of the cycle increases with 
increasing reaction temperature for steps 2, 4 and 5, and decreasing reaction temperature for steps 
1 and 3. The effect of reaction temperature of steps 3 and 4 on the energy and exergy efficiencies 
is significant while the effect of reaction temperature of other steps is minor.  
 
Figure 8.41: Variation of efficiencies of Cu-Cl cycle with the temperatures of the steps assuming 
an overall heat loss of 30% of the total input energy to the cycle and an 80% reaction efficiency 
for each step. 
 
 
The variation of energy and exergy efficiencies of the cycle with reference-environment 
temperature (T0) is illustrated in Fig. 8.42. The exergy efficiency decreases with increasing T0, 








Figure 8.42: Variation of efficiencies of the Cu-Cl cycle with reference-environment temperature 
assuming an overall heat loss of 30% of the total input energy to the cycle and an 80% reaction 
efficiency for each step. 
8.3.2 Exergoeconomics  
Specific exergy cost (SPECO) method 
Exergoeconomic analyses consider the quality of energy, as measured by exergy, in allocating the 
costs of a process to its products. It is important to determine the critical points in the unit from 
the exergy viewpoint and to properly allocate the total cost to the product streams, to determine 
the monetary flows through the cycle, and to state the relevance in economic terms of the exergy 
losses of each component.  
The variation of the unit cost of hydrogen with respect to the exergy efficiency of the Cu-
Cl cycle is shown in Fig. 8.43. This graph is obtained for three plant capacities (10, 50 and 200 
tons/day). These numbers are just some reasonable assumptions used to see the effect of plant 
capacity on the hydrogen cost. It can be seen from the figure that a larger plant capacity leads to a 
lower unit cost of hydrogen since the capital and operating costs of the cycle ( Z ) per unit mass 
of hydrogen is smaller for a larger capacity plant. The cost of hydrogen decreases also by 
improving the exergy efficiency of the cycle. This is because as exergy efficiency increases, the 
exergy destruction cost ( destC
 ), which represents the cost that been wasted by exergy destruction, 

















decreases. The inversely proportional relation between the cost rate of exergy destruction and 
exergy efficiency is illustrated in Fig. 8.44. The cost rate of exergy destruction continually 
increases as the exergy efficiency approaches zero, and approaches zero as the exergy efficiency 
approaches unity. It is observed in the figure that the capacity of the plant does not affect the 
relation between cost rate of exergy destruction and efficiency. The effect of the cost rate of 
exergy destruction on the unit cost of hydrogen can be seen more clearly in Fig. 8.45. The cost 
rate of exergy destruction varies between $1 and $15 per kilogram of hydrogen while the cost of 
hydrogen rises from $20 to $140 per GJ of hydrogen energy. In Fig. 8.43, the cost of hydrogen is 
seen to be highest when the exergy efficiency approaches zero and it decreases as the exergy 
efficiency increases. The effect of efficiency on the cost of hydrogen is very high in the 
efficiency range of 5 to 30% and very low in the efficiency range of 30 to 60%. The hydrogen 
cost approaches its lowest cost and becomes roughly constant above an exergy efficiency of 60%. 
Clearly, an efficiency improvement measure should be evaluated carefully to determine whether 
it is economically worthwhile.  
 
 
Figure 8.43: Variation of the unit cost of hydrogen with exergy efficiency of the Cu-Cl cycle, for 
several hydrogen production capacities. 

























Figure 8.44: Relation between cost rate of exergy destruction and exergy efficiency, for several 
hydrogen production capacities. 
 
 
Figure 8.45: Variation of the unit cost of hydrogen with the cost rate of exergy destruction, for 
several hydrogen production capacities. 
















































The relation between the unit cost of hydrogen and exergoeconomic factor f is presented in Fig. 
8.46. The exergoeconomic factor varies between 0.02 and 0.5 while the hydrogen cost varies 
from $20/GJ to $140/GJ. The hydrogen cost is inversely proportional to the exergoeconomic 
factor, mainly because by improving the exergoeconomic factor, the exergy destruction rate 
decreases and hence the exergy efficiency increases. The effect on the exergoeconomic factor of 
exergy destruction and exergy efficiency is shown in Figs. 8.47 and 8.48, respectively.  
 
 
Figure 8.46: Relation between the unit cost of hydrogen and exergoeconomic factor f, for several 
hydrogen production capacities. 
 
Figure 8.49 shows the variation of the relative cost difference (RCD), the relative increase in the 
average cost per exergy unit between fuel (inlet energy) and product (hydrogen), with the unit 
cost of hydrogen. Increasing the relative cost difference raises the cost of hydrogen linearly since 
it is inversely proportional to exergy efficiency (see Fig. 8.50). 
 

























Figure 8.47: Variation of the exergoeconomic factor with exergy destruction rate, for several 
hydrogen production capacities. 
 
 
Figure 8.48: Variation of exergoeconomic factor with the cycle exergy efficiency, for several 
hydrogen production capacities. 




























Figure 8.49: Variation of the relative cost difference (RCD) with the unit cost of hydrogen, for 
several hydrogen production capacities. 
 
Figure 8.50: Variation of the relative cost difference (RCD) with exergy efficiency, for several 
hydrogen production capacities. 
































Exergy-cost-energy-mass (EXCEM) method 
The relation between exergy and cost is demonstrated using plots of exergy loss as a function of 
cost generation. Both internal exergy losses (i.e., destructions) and total exergy losses (i.e., 
destruction plus waste emissions) can be considered. The intensive properties of the reference 
environment need to be completely specified when total exergy losses are measured.  
An overall rate balance for mass for the Cu-Cl cycle is shown in Fig. 8.51, with the main 
inlet and outlet streams highlighted. Water enters the cycle and is decomposed into hydrogen and 
oxygen. As seen in the figure, mass is conserved and, on the product side, oxygen account for 
89% of total mass flow rate and hydrogen 11%. The copper and chlorine compounds form are 
contained in an internal closed loop. 
 
 
Figure 8.51: Overall rate balance of mass in the Cu-Cl cycle. 
 
 
An overall rate balance for energy in the Cu-Cl cycle is given in Fig. 8.52, where energy is 
seen to be conserved. The Cu-Cl cycle is a hybrid cycle, in which heat and electricity enter. The 
inlet energy can be broken down as 44% electricity and 56% heat since in the third step (Cu 
production step) of the cycle electrolysis occurs which accounts for 44% of total inlet energy to 
the cycle. During the process, 30% of the inlet energy is lost via waste emissions. Hydrogen is 
observed to be produced with 43% energy efficiency, while the rest of the energy exits with the 
oxygen. The exergy of the oxygen is mainly physical, and is relatively large because the oxygen 
exits the cycle at high temperature (500˚C).  
Exergy flow rates are shown in Fig. 8.53 for the Cu-Cl cycle. Exergy is clearly not conserved 
in the system, as the exergy of the inlet heat and electricity significantly exceeds the exergy of the 
hydrogen and oxygen products. It also can be seen that exergy content of oxygen is very small in 




molar chemical exergy of hydrogen is 236,090 kJ/kmol, whereas for oxygen it is 3970 kJ/kmol. 
The blackened area in Fig. 8.53 represents the exergy destruction during the process as well as 
waste exergy emissions from the cycle. The exergy flow rate values are explained in greater 
detail in Fig. 8.56.  
 




Figure 8.53: Overall rate balance of exergy in the Cu-Cl cycle. 
 
 
Costs associated with hydrogen production based on the Cu-Cl cycle are shown in Table 
8.8. There, it can be observed that production becomes more economic at larger capacities of 
hydrogen production (a result that can also be seen in Fig. 8.54). Based on costs in Table 8.8, Fig. 
8.55 provides an overall rate balance for cost in the Cu-Cl cycle. The cost of the input energy 




cost of hydrogen production. The blackened area in the figure represents the cost creation rate of 
the cycle for hydrogen production. In contrast to exergy, which is destroyed (see Fig. 8.53), cost 
is created during the process (see Fig. 8.55). 
 
Table 8.8: Cost of hydrogen production for Cu-Cl thermochemical plants of varying hydrogen 
production capacities (Orhan et al. 2008a, Naterer et al. 2009). 
 H2 production capacity of Cu-Cl plant (tons/day) 
 2  10 50 200  
Capital cost of plant ($/GJ) 13.2 7.7 4.4 2.7 
Capital cost of storage ($/GJ) 0.5 0.5 0.5 0.5 
Energy cost ($/GJ) 6.3 6.3 6.3 6.3 
Distribution cost ($/GJ) 4.6 4.6 4.6 4.6 
Total ($/GJ) 24.6 19.1 15.8 14.1 











































Figure 8.55: Overall rate balance for cost in the Cu-Cl cycle. 
 
 
Efficiency improvement measures for a thermal plant cost generally require financial 
resources since system efficiency can usually only be improved and thermodynamic losses 
reduced with more expensive equipment. At the design stage, system efficiency improvements 
typically require less capital cost (investment). The use of more expensive equipment or more 
advanced technology, normally results in higher efficiency. Thus, efficiency improvements cause 
initial cost creation. The total exergy input is wasted if no investment is made, i.e., 
 
Total exergy loss → Total exergy input as capital cost generation → 0 
 
The performance approaches the ideal if a very large investment is made, i.e., 
 
Total exergy loss → 0 as capital cost generation → 1 
 
Efficiency improvements decrease energy or exergy losses from the system and exergy 
destruction within the system. Also, decreases in losses lead a decrease in inlet energy for fixed 
production. This often leads to a decrease in cost creation for a unit production. Therefore, an 
efficiency improvement (or decrease in losses) causes an increase in the capital cost creation rate 
but a decrease in the energy cost creation rate. Thus if reducing the energy cost were deemed 
more important than minimizing the capital cost, we might choose a design that would operate at 
the highest possible efficiency. A design with a lower efficiency would be more desirable if 




total cost generation rate, which is the accumulation of capital and energy cost rates. Flow rates 
in the Cu-Cl cycle for hydrogen production of the EXCEM quantities are shown in Fig. 8.56, 
where costs are in Canadian dollars. These costs were evaluated based on a plant with an 
assumed capacity of 50 tons/day. The exergy loss rate and exergy destruction rate for the Cu-Cl 
cycle are plotted as a function of total cost creation rates for the plant in Fig. 8.57. Plots of the 
type in Fig. 8.57 demonstrate that exergy and cost are the only EXCEM quantities subject to non-
conservation laws. Since for any device, the associated values of cost creation and exergy loss are 
positive, the lines in these plots always rise to the right. The variation of exergy loss and 
destruction rates with cost creation rate shown in Fig. 8.57 illustrates the trade-off between cost 
and efficiency. Exergy destruction represents the exergy that is destroyed within the cycle while 
exergy loss refers to exergy that escapes to the environment or is transferred with oxygen.  
 
 
Figure 8.56: Flow rates of several of the EXCEM quantities for hydrogen production with the 







Figure 8.57: Variation of exergy loss and destruction rates with cost creation rate for the Cu-Cl 
cycle. 
 
The variation of energy loss from the cycle with heat and oxygen (which is a potential by-
product) with cost creation rate is presented in Fig. 8.58. The analogous curve in Fig. 8.58 to the 
exergy destruction rate curve in Fig. 8.57 is a straight line along the horizontal axis (because 
energy is conserved). The idea that costing should be based on exergy rather than energy because 
exergy often is a consistent measure of value (i.e., a large quantity of exergy is often associated 
with a valuable commodity), while energy is only sometimes a consistent measure of value, is 




























Figure 8.58: Variation of energy loss rates with cost creation rate for the Cu-Cl cycle. 
 
A more general version of Fig. 8.57, in which the flow rates of exergy and cost at different 
points in the cycle are plotted, is shown in Fig. 8.59. The intensive properties of the reference 
environment must be completely specified, and the costs associated with all inputs must be 
known to construct Fig. 8.59. A monotonically decreasing composite line is again traced. 
However, the line does not necessarily begin at the origin of the plot. The properties of the 
reference environment and the costs associated with inputs determine the origin of the composite 
line. As can be seen from both figures, the cost flow rate at the inlet of the cycle is 0.893 $/kg 
while it is 2.24 $/kg at the outlet of the cycle, since 1.347 $/kg is generated within the cycle. The 
situation is reversed for exergy. Exergy enters at the inlet at the rate of 0.151 GW and exit at the 
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Figure 8.59: Relation between exergy and cost flow rates of Cu-Cl cycle. 
 
8.4 Nuclear and Renewable Integrated Cu-Cl Cycles  
It is now suggested that nuclear and renewable energies are suitable to couple to address the 
climate change challenge. For a long time to come, nuclear energy will be serving as a support, 
make-up and back-up power suppliers in the transition to an almost complete renewable energy 
sector. This is shown in the left panel Fig. 8.60. Half or more than half of the power is generated 
in nuclear base-load stations (full/constant load) and the other half (the variable loading) is 
covered by renewable energies. 
The power generation must be from the flexible sources since the demand is irregular daily 
and seasonally, as shown in right panel Fig. 8.60. In many markets usually the price of peak 
electricity is 3-4 times that of base-load electricity. The renewable plants will equal almost the 
peak capacity of the systems, and consist mainly of flexible technologies that the production 
capacity can be controlled easily to ramp up and down. Renewable sources are presented by 
nature in a fluctuating and partly unpredictable way. Currently, the variable electric power output 
of most electrical grids is achieved by varying the power output of low-capital-cost, premium-






























electrical demand becomes one of the main challenges since there are constraints on the use of 
fossil fuels. Therefore, nuclear and renewable coupled hydrogen systems are potential solutions 
to the challenge of producing peak energy and are also enabling technologies for the large-scale 
use of renewable energy options such as solar and wind. Without hydrogen, the contributions of 
renewable energy will be limited since there is not any method to effectively (cost and efficiency 
wise) store electricity yet. A more practical approach would be the construction of nuclear power 
plants in serial running permanently at full load and directing extra capacity that the grid cannot 
absorb to hydrogen generation. As a hydrogen production method, the direct way of electrolysis 
is unlikely due to high infrastructure costs and low efficiencies. Also, obtaining hydrogen by 
current commercial thermochemical cycles requires high-temperature reactors. These 
considerations lead to the conclusion that a low temperature thermochemical cycle, such as Cu-Cl 
cycle, can be one of the great hydrogen production options to couple with renewable and nuclear 
energy sources. Thus, some nuclear-renewable integrated hydrogen production systems are 





















Figure 8.60: Renewable energies add-on to nuclear bulk output versus the fluctuating energy 
demand. 
 
8.4.1 Nuclear independent solar-hydrogen production  
Instead of connecting to the grid, a solar array may be connected to the Cu-Cl cycle to produce 
hydrogen, which then may be used in a variety of applications, as shown in Fig. 8.61. If the solar 




delivery of hydrogen through a pipeline over a long distance may be an option. Some studies 
suggest that transmission of hydrogen through a pipeline in some cases may be more economical 











Figure 8.61: Schematic diagram of nuclear independent solar-hydrogen generation. 
 
This system has some drawbacks related to no backup energy source connection and generation 
imbalance charges. The Cu-Cl cycle will be exposed to the variable power supply, and a power 
regulator must be a part of the power conditioning and controls box in Fig. 8.61, in order to 
match the cycle’s energy requirements at any power with minimum conversion losses.  
Operation of a Cu-Cl cycle in combination with renewable energy sources, and particularly 
with a solar, has several specific issues. A Cu-Cl cycle may be sized to receive all the power 
generated from a solar, but it would operate with the same capacity factor as the solar plant, 
which is determined by the sun availability. Capacity factor is a coefficient of utilization of 
installed capital, and therefore it is an important factor in determining the economics of any 
power generating and conversion device. A more economical option may be to size the Cu-Cl 
cycle at a power lower than the solar plant’s maximum power output. In that case some of the 
power from the solar would be unutilized, but the Cu-Cl cycle would operate with a higher 
capacity factor. For any combination of solar availability and load profiles, there is an optimum 
Cu-Cl cycle capacity. Economics of solar-hydrogen systems significantly related to the 
configuration of the system and its application, in addition to the available solar insolation. Direct 






8.4.2 Nuclear-assisted solar-hydrogen production 
One way to eliminate problems with intermittent energy operation is to combine the solar with an 
input from the nuclear (Fig. 8.62), if available. The power conditioning/controls unit provides 
that the Cu-Cl cycle receives constant energy input, by combining the output from the solar with 
the required input from the nuclear. This way the Cu-Cl cycle may operate all the time at its 
design capacity. The capacity factor may reach high 90% (the only down-time would be for 
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Figure 8.62: Schematic diagram of nuclear-assisted solar-hydrogen generation. 
 
8.4.3 Nuclear independent wind-hydrogen production 
As discussed above hydrogen complements the renewable energy sources. An energy system that 
generates hydrogen from renewable sources is self-sufficient, clean, and represents a permanent 
energy solution for sustainable development. Wind power is a renewable option that, in some 
locations today, is cost competitive with conventional, fossil fuel, or nuclear generated electricity.  
Hydrogen can be produced from the wind-generated electricity for a variety of applications. 
It may be transmitted through pipelines to the users to utilize as a fuel directly. Also, it can be 
recycled in the system to enhance the performance of the wind turbine or a wind farm and match 
its output with the user expectations. Each of these applications is briefly discussed below. Wind 
power can be used to generate hydrogen in either nuclear-connected or standalone applications. 




hydrogen since the Cu-Cl cycle is a hybrid cycle and cannot operate with only electrical power 
that produced by the wind turbine.   
One of the natural drawbacks of wind power is that the wind velocity is highly intermittent, 
on a second, as well as hourly, daily, and even seasonally. It is commonly accepted that, although 
power from the wind turbine or wind-farm fluctuates significantly with time, the grid can readily 
absorb most of the wind power produced, so long as it is designed less than 20% of the maximum 
load. Wind turbines operate with relatively low capacity factor because of a highly intermittent 
nature of its source. Wind power generation efficiency is around 35%. Wind power can impose 
some penalties when it cannot be called up on demand and scheduled energy is not delivered. 
These generation imbalance charges are costing wind plant operators as much as $0.10/kWh of 
undelivered energy (Sherif et al., 2005). Therefore, an electrolyzer may be sized to receive all the 
power generated from a wind turbine, but it would operate with the same capacity factor as the 
wind turbine. Capacity factor is a coefficient of utilization of installed capital and is an important 
factor in determining the economics of any power generating or energy conversion device. A 
more economical option may be to size the electrolyzer at a capacity lower than the wind 
turbine’s maximum power output. In that case some of the power from the wind would be 
unutilized, but the electrolyzer would operate with a higher capacity factor. For any wind turbine 
availability and load profiles there is an optimum electrolyzer capacity. In addition to the 
availability of wind resources, economics of wind hydrogen systems greatly depends on the 





































Figure 8.64: Schematic diagram of nuclear independent wind-hydrogen generation with the Cu-
Cl cycle. 
 
This system may also incorporate a solar plant to couple then with the Cu-Cl cycle (see Fig. 
8.64) and also to add security and versatility of power supply. Combined wind and solar systems 
are in operation at the Desert Research Institute (Reno, Nevada), and at the Hydrogen Research 
Institute (HRI), at the Universite du Quebec, Trois Rivieres (Barbir, 2005). These independently 
conceived systems use both solar and wind turbines to generate hydrogen. They use wind/solar to 





8.4.4 Nuclear-assisted wind-hydrogen production 
If nuclear is available, one way to eliminate problems with intermittent operation is to combine 
the wind turbine with an input from the nuclear reactor as shown in Fig. 8.65. The power 
conditioning/controls unit facilitates that, and the Cu-Cl cycle receives constant energy input by 
combining the output from the wind turbine with the required input from the nuclear reactor. This 
way the Cu-Cl cycle may operate all the time at its design point. The capacity factor may reach as 
high as high 90%, in which the only down-time would be for maintenance. This combination of 




















Figure 8.65: Schematic diagram of nuclear-assisted wind-hydrogen generation. 
 
8.4.5 Nuclear independent hydro-hydrogen production 
Hydro power is a non-intermittent renewable energy source with a large scale production 
capability where it is available. The main challenge for the hydro power is the gap between peak 
and off-peak electricity demand by end users. This problem remains unsolved and causes an 
enormous variation between peak and off-peak electricity cost since there is not any cost and 
energy effective electricity storage technology available in the market yet. Thus, contribution of 




transported and used very efficiently.  In addition, it can be converted to any energy form when it 
is needed. Hydrogen may be produced from the hydro-generated electricity and utilized in a 
variety of applications. It can be stored, used as a fuel directly or transmitted through pipelines to 
the users. Hydro power can be used to generate hydrogen in either nuclear-connected or 
standalone applications. The first option, as showed in Fig. 8.66, is to couple hydro with an 
electrolyzer to produce hydrogen since the Cu-Cl cycle is a hybrid cycle and cannot operate with 
only electrical power that produced by the hydro power plant.  
One way to deliver any required load at a constant rate to the grid is connecting the hydro 
power plant with an energy storage device, such as a regenerative fuel cell. Regenerative fuel 
cell, as shown in Fig. 8.66, is a combination of electrolyzer and a fuel cell with hydrogen storage. 
The electrolyzer and fuel cell functions may be included in a single stack (unitized version) or in 
two separate stacks (discrete version). A compressor may be required to fill the hydrogen tank or 
the electrolyzer may be designed at high pressures. The power conditioning and controls unit has 
a very complex function in this configuration. It must direct power from the hydro power plant to 
either the grid or the electrolyzer. It also needs to switch the system to fuel cell power when there 
is not enough power from the hydro power plant. Furthermore, it provides voltage regulation, 
both from AC/DC (for the electrolyzer) and DC/DC (from fuel cell to grid). This renewable fuel 
cell system is typically less costly than a battery bank for high power/long duration storage. One 
option is to use hydro-generated hydrogen as a fuel for cooking and heating in the house and/or 
for a fuel cell or hydrogen combustion engine-powered vehicle. This option is an attractive option 





















Figure 8.66: Schematic diagram of nuclear independent integrated hydro-hydrogen energy 
system. 
 
This system may also incorporate a solar system, in available areas, to be able to couple with the 




















Figure 8.67: Schematic diagram of integrated hydro-solar energy system for hydrogen production 





8.4.6 Nuclear-assisted hydro-hydrogen production 
To eliminate problems with availability of heat when produce hydrogen by the Cu-Cl cycle, the 
hydro power plant can be combined with an input from the nuclear reactor (if available), as 
illustrated in Fig. 8.68. The power conditioning/controls unit facilitates that, and the Cu-Cl cycle 
receives constant energy input by combining the off-peak electricity from the hydro power plant 
with the required heat input from the nuclear reactor (preferably waste heat). This way the Cu-Cl 
cycle may operate all the time at its design point, also using off-peak electricity from the hydro 
power plant and waste heat from the nuclear reactor would significantly improve the economics 
and as a result reduces the production cost of hydrogen. Full load electricity generation in the 


















Figure 8.68: Schematic diagram of nuclear assisted hydro-hydrogen production with the Cu-Cl 
cycle. 
 
8.4.7 Nuclear independent geothermal-hydrogen production 
Another renewable-based hydrogen production option is using geothermal energy resources at 
their availability. The produced hydrogen, then, can be used as a fuel directly or transmitted 
through pipelines to the users. It can also be recycled in the power generation system to enhance 
the performance of the geothermal and match its output with the user expectations. If the 
geothermal energy source is in a remote area delivery of hydrogen over a long distance may be a 
better option. In general, storage and transmission of hydrogen through a pipeline may be more 




As showen in Fig. 8.69, a geothermal source can be connected to a Cu-Cl cycle to produce 
hydrogen, which then may be used in a variety of applications as discussed above. As geothermal 
sources generally have low temperature drawback, the Cu-Cl cycle is therefore very convenient 
hydrogen production option to couple with the geothermal since it has a lower operating 
temperature comparing to other hydrogen production technologies. The system shown in Fig. 
8.69 can also be coupled with a solar PV array or a wind turbine (which ever available in the 












Figure 8.69: Nuclear independent geothermal-hydrogen production system. 
8.4.8 Nuclear-assisted geothermal-hydrogen production 
The geothermal-hydrogen production system can also be combined with nuclear, if available; this 
way the electricity requirement of the Cu-Cl cycle may be maintained. This configuration is 
illustrated in Fig. 8.70. The power conditioning/controls unit facilitates that the Cu-Cl cycle 
receives constant energy input, by combining the output heat from the geothermal with the 
required input electricity from the nuclear. This way the Cu-Cl cycle may operate all the time at 
its design point. Based on the capacity of the geothermal source, off-peak electricity and waste 



















Figure 8.70: Nuclear assisted geothermal-hydrogen production with the Cu-Cl cycle. 
8.4.9 Nuclear independent biomass-hydrogen production 
Biomass is one of the renewable sources that, in some locations today, presents a competitive 
energy option. In these areas, where biomass is available, hydrogen can be produced to store and 
carry the available energy. The produced hydrogen could be used as a fuel directly, or transmitted 
through pipelines to the users. If the biomass source is in a remote area delivery of hydrogen over 
a long distance may be a better option. In general, storage and transmission of hydrogen through 
a pipeline is more economical than other energy carrier options. A biomass powered hydrogen 
production system is given in Fig. 8.71. In the figure a biomass energy source has been connected 
to a Cu-Cl cycle to produce hydrogen, which then may be used in a variety of applications. The 
system shown in Fig. 8.71 can also be coupled with a solar PV array or a wind turbine 
(whichever is available in the area) to compensate the small (compared to heat requirement) 














8.4.10 Nuclear-assisted biomass-hydrogen production 
The above given biomass-hydrogen production system could also be combined with nuclear, if 
available; this way the electricity requirement of the Cu-Cl cycle can be maintained. This 
configuration is illustrated in Fig. 8.72. The power conditioning/controls unit facilitates that the 
Cu-Cl cycle receives constant energy input, by combining the output heat from the biomass with 
the required input electricity from the nuclear. This way the Cu-Cl cycle may operate all the time 
at its design point. Based on the capacity of the biomass source, off-peak electricity and waste 
















Figure 8.72: Nuclear assisted biomass-hydrogen production with the Cu-Cl cycle. 
8.4.11 Comparison of integrated Cu-Cl cycles  
In the cost analysis for producing hydrogen from renewable and nuclear energies, the cost of 
energy sources Chapter 2 is used. Also, energy, exergy and cost analyses have been given in 
Chapter 6 of this thesis. Note that, in these cost calculations here, the cost of oxygen is not 
included for simplicity. However, oxygen is produced by-product and it can be sold or used in 
energy generation process. In this case the price of produced oxygen should be reduced from the 
cost of produced hydrogen.    
The costs associated with the Cu-Cl cycle are given in Fig. 8.73.  The main cost parameters 




capital cost of the cycle is very high for small scale productions and inversely proportional to 
plant’s capacity. Thus, before building any plant, detailed economic analyses should be made and 
costs should be optimized based on the capacity. For small scale productions (less than 50 tons 
H2/day), capital cost of the cycle accounts for the main share of the overall cost in comparison to 
storage and distribution costs.  In contrast, for the large scale productions (>50 tons/day) storage 
keeps the major cost portion. Storage and distribution costs are constant with capacity, and about 
0.7 $/kg H2 and 0.1 $/kg H2, respectively. Note that, the cost of energy needed to run the cycle 
and produce hydrogen is not included here and details regarding this energy will be given in the 




Figure 8.73: Costs related to the Cu-Cl cycle versus production capacity. 
 
Using the costs related to the Cu-Cl cycle in Fig. 8.73 and cost of fossil fuels in Chapter 2, 
Fig. 8.74 is obtained to illustrate the cost of fossil fuelled hydrogen production. The cost of 
hydrogen using natural gas is less than that for coal and both are decreasing for larger capacities. 
These two fossil fuels seem to be the most inexpensive energy sources for hydrogen production 




climate changes. This effect has been shown in Fig. 8.75. In this figure, CO2 emissions during 
hydrogen production from different energy sources are illustrated. As seen in the figure, using 
coal energy to produce hydrogen causes 38 kg of CO2 per kg of produced hydrogen. And, it is 27 
kg CO2/kg H2 for oil and 18 kg CO2/kg H2 for natural gas, while very small (negligible compared 




Figure 8.74: Cost of hydrogen production with the Cu-Cl cycle using fossil fuel energy sources. 
 
Figure 8.76 shows the price of hydrogen produced by nuclear energy. In this figure, the 
cost trends for both current and expected future (2020) are given. The production cost varies 
between 5.2 and 3.7 $/kg H2 while capacity approaches to 200 tons/day, and this price range 
expected to drop in the future (~4.5-3.1 $/kg H2 in 2020). The hydrogen price is less for larger 
















Solar energy carries the highest expectations for the future compared to other renewable 
sources. Currently it is the most expensive (11-12 $/kg H2) energy source for hydrogen 
production but it is expected to drop very sharply (5-3 $/kg H2 by 2020) in the future as new and 
cheaper solar technology become available. These results are given in Fig 8.77. As seen in the 
figure, the gap between two curves (current and expected trends) shows the high expectations in 
the future solar technologies. Again, the costs are reverse proportional to Cu-Cl plant capacity.  
Cost of geothermal-hydrogen production using Cu-Cl thermochemical cycle is illustrated in 
Fig. 8.78. In the figure both current and expected future hydrogen prices have been given. As can 
be seen in the figure, the cost of geothermal energy is not expected to drop that much in the 
future. The expectations are low (regarding the energy cost) compared to solar energy. Current 
cost of hydrogen varies from 4.5 to about 3.2 $/kg H2 and decreases when capacity increased. 
This rage expected to drop to 4-2.8 $/kg H2 in 2020. 
 
 
Figure 8.77: Cost of hydrogen production with the Cu-Cl cycle using solar energy sources. 
 
Fig. 8.79 shows onshore and offshore costs of hydrogen production using wind turbines. 
The trends are given for both current and future expected prices. Wind energy has the second 




between onshore and offshore current productions.  Offshore current hydrogen production varies 
between ~6.5-5.5 $/kg H2 while onshore between 4.5-3.5 $/kg H2. These ranges are expected to 
drop to 4-2.5 $/kg H2 in 2020. All costs decrease while capacity of the plant increase.  
Hydro-hydrogen cost analyses are given in Fig. 8.80 both for large and small scale dams. 
The price of hydrogen for large scale hydro plants is around 5-6 $/kg H2 and it is around 3.5-4.5 
for small plants. These prices are dropping for larger capacities Cu-Cl plants since the capital cost 
of the cycle (per kg produced hydrogen) drops for larger capacities.    
 
 








































As illustrated in Fig. 8.81 the cost of hydrogen using biomass powered Cu-Cl cycle changes 
between 4 and 2.6 $/kg H2 inversely proportional to cycle capacity and it is expected to remain 
the same until 2020.   
 
Figure 8.81: Hydrogen production cost with the Cu-Cl cycle using biomass. 
 
8.5  Validation  
The Cu-Cl cycle has not yet been scaled up sufficiently to the level of industrial equipment and it 
is still at the stage of proof-of-principle and small bench-scale apparatus. Thus, there are no 
previous studies on the same subject to compare the results in thesis with. We have only been 
able to find a couple of studies about the Cu-Cl cycle in the literature that are given in the 
reference part of this thesis. Nonetheless, to facilitate the validation of the results here, a 
comparison is made among the previous studies on the Cu-Cl cycle (see Table 8.9), and other 
hydrogen production processes such as steam methane reforming (SMR) and sulphur-iodine (SI) 
cycle.   
As shown in Table 8. 9, a conceptual process design based on the 3 reaction Cu-Cl cycle 
has been developed to produce 125 MT of hydrogen/day by Ferrandon et al. (2008). Defining 
efficiency as energy out divided by energy in, results in estimated efficiency of around 39%. The 
voltage assumed for the electrolyzer is 0.7V which is for ambient conditions. Operating costs 





























producing hydrogen is $3.07/kg H2 with a range from $3.60 to 2.80/kg H2 depending capital 
investment, amount of equity financing, and the cost of thermal and electrical energy. These 
results from Argonne National Laboratory vary in a more recent study by Lewis et al. (2009a, 
2009b). Based on the above assumptions (used by Ferrandon et al., 2008), Lewis et al. (2009a, 
2009b) have estimated the cost and efficiency of hydrogen production as $3.30/kg H2 and 40.4%, 
respectively. A number of sensitivity analyses were run on the economics. Depending on the 
sensitivity tested, the cost of hydrogen can range from $3.00 to 3.95/kg H2.  










η (%) ηex (%) η (%) ηex (%) η (%)  ηex (%) 
Results in this 
Thesis  
 41.3 9.5 43.8 9.8 44.8 10 2.80 
Argonne 
National Lab  
Lewis et al. (2009a, b) 40.4 - - - - - 3.30 




Orhan et al. (2008) - - - - 43.0 7.9 1.68 
Chukwu (2008) 41.65 - - - 44.5 - - 
Naterer et al. (2009) - - 43 - - - 1.52 
 
 Besides above mentioned studies on the Cu-Cl cycle by Argonne National Laboratory in 
the US, there have been some preliminary studies at UOIT as well. For example, Orhan et al. 
(2008) have performed a cost estimation for the five-step Cu-Cl cycle based on energy and 
exergy analyses of the cycle. The study applies the sixth-tenths-factor rule in determining the 
fixed capital investment and total production cost for a plant capacity of 5 tons/day hydrogen, 
based on data for a similar process (the SI cycle). In the study by Orhan et al. (2008), the cost of 
producing hydrogen using the five-step thermochemical Cu-Cl cycle is $1.68/kg H2. The energy 
efficiency of the cycle is stated as 43% for this estimation. Due to lack of data at that time, this 
analysis however only considers five main steps and does not include process flowsheet 
parameters such as heat exchanger duties, shaft work, etc. 
Chukwu (2008) has reported the energy efficiency of the five-step Cu-Cl cycle as 45.5% 
and three-step Cu-Cl cycle as 41.65%. Also, a recent study has been carried out by Naterer et al. 
(2009) estimating the cost and efficiency of the four-step Cu-Cl cycle as $1.52/kg H2 and 43%, 
respectively.  
Williams et al. (2007) have analyzed a hydrogen production using steam methane 




between $1.50/kg H2 for large scale production such as over 500 tons/day and $3.75/kg H2 for 
small scale production below 500 kg/day. In this calculation, the natural gas price of $7.00/GJ 
has been assumed. In SMR technology natural gas used for energy source and feedstock and thus 
the cost of produced hydrogen is depends on the cost of natural gas. 
Hydrogen production using a SI thermochemical cycle has been studied by Brown et al. 
(2003). It has been reported that, for a hydrogen production plant capacity of 584 tons/day, the 
cost varies between $1.53/kg H2 and $2.01/kg H2. In the study, an energy efficiency of 42% has 
also been calculated.    
The comparison of these previous studies on the Cu-Cl cycle and similar hydrogen 
production processes (SMR and SI) shows that the results in this thesis are valid enough to be 
used in the future studies. With ongoing research, the results in this thesis can assist the efforts to 
understand the thermodynamic losses in the cycle, to improve efficiency and reduce cost to 
facilitate eventual commercialization. It also indicates that the designs presented in this thesis for 
the Cu-Cl thermochemical water decomposition cycles can be good candidates for the future 






Chapter 9: CONCLUSIONS AND RECOMMENDATIONS  
9.1 Summary of Accomplishments and Findings  
This thesis presents different design approaches that improves the performance of the Cu-Cl 
cycle. It investigates various design schemes for the overall Cu-Cl cycle and its components in 
order to identify potential performance improvements. The implications of implementing these 
configurations are described in detail and the potential benefits ascertained. The process 
simulation models are developed using the Aspen Plus simulation package, validating with 
experimental work carried out at the University of Ontario Institute of Technology and some 
other partners. The energy and mass balances, stream flows and properties, the heat exchanger 
duties and shaft work are taken into account and the required calculations are all carried out.  
Another performance improvement is identified through the heat exchangers in the Cu-Cl 
cycle. The heat exchangers in the Cu-Cl thermochemical cycle are analysed to improve heat 
transfer effectiveness and hence improve the overall cycle efficiency. The thermal management 
and energy handling options within the cycle are studied and heat recovery opportunities are 
examined. An integrated heat exchange network is designed to use heat from the process streams 
efficiently and decrease the external heat demand. Various types of heat exchangers are presented 
to determine the most suitable options based on the chemical/physical behaviour of reactions in 
the cycle. A thermodynamic analysis and associated parametric studies are performed for various 
configurations to contrast their efficiencies and effectivenesses. 
Also, a thermodynamic analysis and several parametric studies are presented for various 
configurations. The efficiency of the cycle based on three, four and five step cycle is examined in 
this thesis. For each of the steps in the Cu-Cl thermochemical water decomposition cycle, the 
variations of reaction heat with parameters like process temperature have been quantified and 
characterized. A parametric study is reported of how the reaction heat in each chemical reaction 
and overall energy and exergy efficiencies of the Cu-Cl cycle vary with reaction and reference-
environment temperatures. The thermal efficiency of the five step thermochemical process is 
calculated as 44%, while the four step is 43% and three step 41%, based on the LHV of 
hydrogen. Sensitivity analyses are performed to study the effects of various operating parameters 
on the efficiency, yield, and cost. A parametric study is conducted and possible efficiency 




Also, an integrated Cu-Cl hydrogen production system based on nuclear and renewable 
energy sources is explored. Nuclear and renewable energy sources are reviewed to determine the 
most appropriate option to couple with the Cu-Cl cycle. An environmental impact assessment is 
conducted and compared to the conventional methods using fossil fuels and other options. Some 
cost assessment studies of hydrogen production are presented for this integrated system. The 
results show that hydrogen production cost could drop down to 2.8 $/kg. The results are expected 
to assist ongoing efforts to increase the economic viability of the Cu-Cl cycle, and to reduce 
product costs of potential commercial versions of this process.  
Furthermore, results are presented of the thermodynamic simulation, economic and 
exergoeconomic analyses of the Cu-Cl thermochemical cycle for hydrogen production, including 
estimates of product costs. The exergoeconomic analysis identifies and evaluates the actual 
energy losses and the real cost sources in the Cu-Cl cycle. This thesis demonstrates also how 
exergy-related parameters can be used to reduce the cost of a thermal system and possibly 
minimize it. These parameters include the exergy efficiency, rates of exergy destruction and 
exergy loss, the exergy destruction ratio, cost rates associated with exergy destruction, capital 
investment and operating and maintenance costs, the relative cost difference of unit costs, and an 
exergoeconomic factor. It is found that, the cost rate of exergy destruction varies between $1 and 
$15 per kilogram of hydrogen; and the exergoeconomic factor between 0.5 and 0.02 as the cost of 
hydrogen rises from $2.8 to $20 per kg of hydrogen energy. The hydrogen cost is inversely 
related to the exergoeconomic factor, plant capacity and energy/exergy efficiencies. Based on the 
cycle’s designed parameters and conditions the hydrogen production cost calculated as $3.8/kg 
hydrogen.  
9.2 Conclusions 
The design and analysis techniques presented in this thesis require a minimum of available data 
and provides effective assistance in improving and optimizing thermal systems, particularly when 
they are complex and/or in cases where conventional optimization techniques cannot be applied 
in system optimization. These analyses are useful tools in evaluating the potential for improving 
the cycle efficiency and cost effectiveness. With the aid of these analyses, cost and design 
parameters can be approximated, even without the existence of designs for the total cycle. This 
information can assist ongoing efforts to understand the thermodynamic losses in the cycle, to 




presented in this thesis for the Cu-Cl thermochemical water decomposition cycles can be good 
candidates for the future applications of hydrogen production.  
The analysis, design and optimization reported in this thesis of a Cu-Cl thermochemical 
water decomposition cycle for hydrogen production have allowed several main conclusions to be 
drawn. 
 One of the major disadvantages of five-step Cu-Cl cycle is production of solid CuCl2 
and Cu, which increase solid transport and handling. This disadvantage can be 
overcome by combining some steps in the five-step Cu-Cl cycle and reducing the 
number of main reactions (e.g. four or three-step Cu-Cl cycle) in the cycle to 
eliminate production of solid compounds. Thus, reducing the number of steps in the 
Cu-Cl cycle can provide less challenge to process solid particles.  
 Another major advantage resulting from the reducing the number of steps is that 
providing better reaction kinetics. The homogenous mixing and handling of a liquid 
or gas is usually easier than a solid.  
 Reducing the number of steps and hence solid production provide homogenous 
reaction mixture. The heat and mass transfer of solid phases (e.g. between solid-solid 
or fluid-solid), is more complex and unpredictable. For example, any non-ideal 
mixing may result in incomplete reactions and thus, decrease the overall efficiency of 
the Cu-Cl cycle. It also may cause side product and further add difficulty to the 
separation of product particles from reactant particles. 
 Less the number of steps, and hence equipment, reduces complexity in the Cu-Cl 
cycle.  
 Reducing the number of steps in the Cu-Cl cycle can also bring some disadvantages 
such as higher heat grade and intensity requirements, and reduction in desirable 
products yield (and increased undesirable products yields).   
 These disadvantages are more significant in three-step Cu-Cl cycles since they need 




 Reducing five-step cycle to three-step cycle increases heat intensity more 
significantly than reducing five-step cycle to four-step cycle, because the heat load of 
three different reactions in five-step cycle are combined and added to a single reactor 
in three-step cycle.  
 Higher heat grade and intensity in four and three step cycles can make the selection 
of reactor material very difficult from a practical engineering perspective.  
 Combining two or more reactions causes more complex reaction with additional 
engineering challenges for efficient separation of products.  
 All the disadvantages stated above result in reduction of overall efficiency of four and 
three-step Cu-Cl cycles. Both energy and exergy efficiencies decrease as the number 
of steps in the cycle decreases, but the drop in exergy efficiency is not very 
significant compared to energy efficiency. 
 It is found that the hydrolysis reactors with smaller capacity and larger (15/1 and 
more) steam to CuCl ratio are desirable to increase the reaction efficiency and prevent 
the formation of side products such as CuO and CuC. In contrast, the larger capacity 
oxydecomposition reactors with longer residence time are preferable to allow enough 
time for the copper oxychloride time to decompose. Therefore, 10 (or more) small 
scale hydrolysis reactors can feed one oxy-decomposition reactor with large capacity 
to keep continuity of the flow in the overall cycle.  
 In oxy-decomposition reactor, oxygen generation starts at a temperature as low as 
350°C and increases to a peak point at around 450°C. The oxygen yield remains 
fairly constant with an increase in temperature above 450°C. Traces of side products 
(i.e. chlorine gas) are also observed in this model analysis at incomplete reaction 
cases. The side-products generation increases with temperature and peaks at about 
450°C, then starts declining as the temperature of the reactor is increased. At a reactor 
temperature of 550°C, the generation rate of side-products is negligible. This 
undesirable side product can be eliminated by better reactor designs and choice of 




 As reaction temperature increases, the reaction heat load of the oxy-decomposition 
step increases. 
 In drying step, for acquiring high exergy efficiency, a heat exchanger with high 
effectiveness must be chosen. Both energy and exergy efficiencies of the cycle 
increase using more effective heat exchangers in the cycle. This is because heat 
exchangers with higher effectiveness result in more heat recovery within the cycle 
and thus decrease external heat requirements for the cycle.  This implies that, for a 
heat exchanger using in a low temperature heat recovery process, the effectiveness 
could be an important factor affecting the exergy efficiency.  
 A larger plant capacity of the Cu-Cl cycle leads to a lower unit cost of hydrogen since 
the capital and operating costs of the cycle per unit mass of hydrogen is smaller for a 
larger capacity plant.  
 The cost of hydrogen decreases also by improving the energy and exergy efficiencies 
of the cycle. Efficiency improvements decrease energy or exergy losses from the 
system and exergy destruction within the system.  
 The use of more expensive equipment or more advanced technology, normally results 
in lower thermodynamic losses and higher efficiency. Thus, efficiency improvements 
cause initial cost creation. 
 An efficiency improvement (or decrease in losses) causes an increase in the capital 
cost creation rate but a decrease in the energy cost creation rate. Thus if reducing the 
energy cost were deemed more important than minimizing the capital cost, a design 
that would operate at the highest possible efficiency might be chosen. A design with a 
lower efficiency would be more desirable if capital cost were of greater concern. This 
is balance is generally evaluated by considering the total cost generation rate, which 





9.3 Recommendations  
This thesis recommends focusing on assessing in more detail (as the availability of more data for 
Cu-Cl cycle expands over time) more realistic design models for the overall Cu-Cl 
thermochemical water decomposition cycle and each of the steps comprising it. The main 
suggestions are presented below for the future research. These recommendations should assist 
efforts to understand the thermodynamic losses in the cycle to improve efficiency and reduce the 
product costs. They should also help to eliminate some uncertainties, thereby providing better 
simulations that enable eventual commercialization.  
 The electrolyzer design is the most challenging step in this cycle. More rigorous and 
realistic unit operations and thermodynamic models should be developed to design this 
step, in order to better represent the actual electrolysis process. A low-cost material for 
the membrane of the electrolyser should be chosen. In addition, there is a need for a good 
catalyst for the process and a way to reduce the energy requirement by lowering the cell 
potential.  
 Effects of reaction kinetics are crucial in the oxygen production step. To improve the 
reaction efficiency and product yield, optimum kinetics should be determined, including 
the characteristics of the products from the fluidized bed, and side reactions.  
 Research into analysis and comparison of different methods of recovering heat from the 
molten CuCl are required in order to establish the best method for recovering heat from 
the molten salt. Future studies should aim to determine the best configuration of injectors, 
number of injectors, droplet diameters, and potential dust /particle in the outlet air stream. 
 In order to thoroughly understand the heat recovery system for the cycle, a detailed pinch 
analysis of the heat exchangers should be undertaken to determine the best heat matching. 
An integrated heat exchange network should be designed to determine material, size and 
number of heat exchangers and other heat management equipments.  
 Detailed research on materials and equipment of heat exchangers should be done and 
effective methods should be specified for the drying step. The ways of how to use low 




 More experimental studies on the individual process steps are required in order to validate 
the results and better estimate the thermodynamic properties of the cycle compounds and 
components. In addition to small scale semi-continuous experiments of individual steps, a 
close loop experimental setup of complete cycle should be build to determine the thermal 
management and energy handling options within the cycle. Such a close loop network is 
vital to examine heat recovery opportunities, use the heat from the process streams 
efficiently and decrease the external heat demand. 
 Considerations for coupling of a thermochemical hydrogen plant with a nuclear power 
plant must be taken into account. Most of nuclear reactors in North America are water 
cooled and operates at a temperature range of 300-400°C, while waste heat from this 
reactors are at 70 to 80°C. In contrast, the maximum operation temperature in the Cu-Cl 
cycle is around 550°C. The heat upgrading methods should be examined to specify how 
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APPENDIX: ASPEN PLUS PROCESS SIMULATION SOFTWARE 
A1.  Introduction  
In this appendix, details about how to use Aspen Plus software, and its specifications and features 
is discussed based on Aspen Plus user guides (Aspen Technology, Inc., Cambridge, MA.). Please 
note that all of the following materials are adapted and modified from these user guides.    
A2. Unit Operation Model Types  
In Aspen Plus simulation each block represent a unit operation model such as reactors, heat 
exchangers, pressure changers, mixers/splitters, separators, or even user defined models among 
others. These unit operating models perform specific functions based on feed input, 
thermodynamic models and operating conditions. The reactants, products or energy transfer 
within the unit operation models and interactions with the external environment take place 
through the material and energy streams. The following blocks are the major types of unit 
operation models; 
A2.1 Mixers and splitters  
The Mixer unit operation model combines streams. FSplit and SSplit combine feed streams and 
then split the resulting stream, based on user defined specifications. Table A.1 gives a summary 
of mixers and splitters.  
Table A.1: Mixer and splitter blocks in Aspen Plus. 
MODEL DESCRIPTION  PURPOSE  USE 
Mixer Stream mixer Combine multiple streams 
into one stream 
Mixing tees, stream mixing operations, adding heat 
streams, adding work streams 
FSplit Stream splitter Split stream flows Stream splitters, bleed valves 
SSplit Substream splitter  Split substream flows Solid stream slitters, bleed valves 
 
Mixer combines material streams (or heat streams or work streams) into one outlet stream. 
If material streams are mixed, an optional water decant stream can use be to decant free water 
from the outlet. Also, an outlet pressure or pressure drop can be specified for material streams. 
The mixer model determines the combined outlet stream temperature and phase condition by 
performing an adiabatic phase equilibrium flash calculation on the composite feed streams. Mixer 
can be used to model mixing tees, or other types of stream mixing operations. 
FSplit combines material streams (or heat streams or work streams) and divides the 




properties. FSplit is generally used to model flow splitters and purges or vents. Specifications 
must be provided for all but one outlet stream. FSplit calculates the flowrate of the unspecified 
stream.  
SSplit combines material streams and divides the resulting stream into two or more outlet 
streams. SSplit allows specification of streams with various substreams. The splits of each 
substream should be specified for all but one outlet stream. SSplit calculates the flowrate of each 
substream in the unspecified outlet stream. For example, SSplit could be used to perfectly 
separate a stream containing both liquid and solid phases into two streams each containing only 
one pure phase. SSplit can also be used to model other solid stream splitters, bleed valves, purges 
or vents. 
A2.2 Separators  
The Separator Blocks (see Table A.2), Sep and Sep2, combine feed streams and then split the 
resulting stream, based on user defined specifications. When the details of the separation are 
unknown or unimportant, Sep and Sep2 can be use instead of rigorous separation models (such as 
distillation or absorption models) to save computational time. 
The flash models, Flash2 and Flash3, determine the thermal and phase conditions of a 
mixture with one or more inlet streams. Heating or cooling curve tables can be generated for 
these models. The flash models represent single stage separators such as knock-out drums. They 
perform a phase equilibrium flash calculation based on your specifications. Adiabatic, isothermal 
and isobaric flashes, and dew or bubble points, are among the calculations these models perform. 
In general, to fix the thermodynamic condition of inlet streams, a combination of any two of 
temperature, pressure, heat duty and molar vapor fraction must be specifed. The combination of 
heat duty and molar vapor fraction is not allowed in the flash models. 
Flash2 performs rigorous 2 (vapor-liquid) or 3 (vapor-liquid-liquid) phase equilibrium 
calculations. Flash2 produces one vapor outlet stream, one liquid outlet stream, and an optional 
water decant stream. Flash2 can be used to model flashes, evaporators, knock-out drums, and any 
other single-stage separators, with sufficient vapor disengagement space. Optionally, a 
percentage of the liquid phase can be specified to be entrained in the vapor stream. 
Flash3 performs rigorous 3 phase vapor-liquid-liquid equilibrium calculations, to produce 
one vapor outlet stream and two liquid outlet streams. Flash3 can be used to model any single-




settling space. Entrainment of each liquid phase in the vapor stream can be specified. The vapor 
outlet stream can have a flow rate of zero for a decanter with no vaporliquid disengagement. If it 
is not known whether there is a vapor phase, the Flash3 model should be used instead of the 
Decanter models knock-out drums, decanters, and other single-stage separators with sufficient 
residence time for separation of two liquid phases but without a vapor phase. Decanter 
determines the thermal and phase conditions of a mixture with one or more inlet streams, at the 
specified temperature or heat duty. Decanter can calculate liquid-liquid distribution coefficients 
from physical property method, user supplied distribution correlation and user supplied Fortran 
subroutine. Since the Decanter model assumes implicitly that there is no vapor phase formation, 
Flash3 should be used if any vapor phase formation is suspected. 
Table A.2: Separator unit operation modal types in Aspen Plus. 
MODEL DESCRIPTION PURPOSE USE 
Flash2 Two-outlet flash Determine thermal and phase 
conditions 
Flashes, evaporators, knockout drums, single 
stage separators 
Flash3 Three-outlet flash Determine thermal and phase 
conditions 





and phase conditions 
Decanters, single stage separators with two liquid 




Separate inlet stream 
components into any 
number of outlet 
streams 
Component separation operations such as 
distillation and absorption, when the details of the 




Separate inlet stream 
components into two 
outlet streams 
Component separation operations such as 
distillation and absorption, when the details of the 
separation are unknown or unimportant 
 
Sep combines inlet streams and separates the resulting stream into two or more streams, 
according to splits you specify for each component. The splits can be specifed for each 
component in each substream. The Sep model can be used to represent component separation 
operations such as a distillation column when fractionation achieved or desired by the column is 
known but the details of the column energy balance are unknown or unimportant. 
Sep2 combines inlet streams and separates the resulting stream into two outlet streams. 
Sep2 is similar to Sep, but offers a wider variety of specifications, such as component purity or 
recovery. These specifications make it even easier to represent component separation operations 
such as a distillation column when fractionation achieved or desired by the column is known but 




A2.3 Heat exchangers  
In this section, the unit operation models used for heat exchangers and heaters are introduced. 
Table A.3 gives detailed classification of unit operation models for heat exchangers in Aspen 
Plus. All heat exchangers determine the thermal and phase conditions of a mixture with one or 
more inlet streams. The heat exchanger models simulate the performance of heaters or two or 
multi stream heat exchangers. Heating or cooling curve tables can be generated for all models 
described in this section. 
Table A.3: Heat exchangers in Aspen Plus. 
MODEL DESCRIPTION PURPOSE USE 
Heater Heater or cooler Determines thermal 
and phase conditions 
Heaters, coolers, valves. Pumps and compressors 
when work-related results are not needed. 
HeatX Two-stream heat 
exchanger 
Exchange heat between two 
streams 
Two-stream heat exchangers. Rating shell and tube 
heat exchangers when geometry is known. 
MHeatX Multistream heat 
exchanger 
Exchange heat between any 
number of streams 
Multiple hot and cold stream heat exchangers. Two-
stream heat exchangers. LNG exchangers. 
Hetran Interface to B-JAC Hetran 
program 
Design and simulate 
shell and tube heat 
exchangers 
Shell and tube heat exchangers with a wide variety 
of configurations. 
Aerotran Interface to B-JAC 
Aerotran program 
Design and simulate 
air-cooled heat exchangers 
Air-cooled heat exchangers with a wide variety of 
configurations. Model 
economizers and the convection section of fired 
heaters. 
 
The Heater block mixes multiple inlet streams to produce a single outlet stream at a 
specified thermodynamic state. Heater can be used to represent heaters, coolers, valves, pumps 
(when work-related results are not needed) and compressors (when work-related results are not 
needed). Heater can also be used to set the thermodynamic conditions of a stream.  
Allowed combinations: 
 Pressure (or Pressure drop) and one of: 
• Outlet temperature 
• Heat duty or inlet heat stream 
• Vapor fraction (Vapor fraction of 1 means dew point condition and 0 means 
bubble point) 
• Temperature change 
• Degrees of subcooling or superheating 
 







• Vapor fraction 
• For single phase use Pressure (drop) and one of: 
• Outlet temperature 
• Heat duty or inlet heat stream 
• Temperature change 
Any number of inlet heat streams can be specified for a Heater, while one outlet heat stream can 
be specified for the net heat load from a Heater. The net heat load is the sum of the inlet heat 
streams minus the actual (calculated) heat duty. If only one specification (temperature or 
pressure) is given, Heater uses the sum of the inlet heat streams as a duty specification. If two 
specifications are given, Heater uses the heat streams only to calculate the net heat duty. 
HeatX can perform simplified or rigorous rating calculations. Simplified rating 
calculations (heat and material balance calculations) can be performed if exchanger geometry is 
unknown or unimportant. For rigorous heat transfer and pressure drop calculations, the heat 
exchanger geometry must be specified.  
HeatX can model shell-and-tube exchanger types are, 
 Counter-current and co-current 
 Segmental baffle TEMA E, F, G, H, J and X shells 
 Rod baffle TEMA E and F shells 
 Bare and low-finned tubes 
 
HeatX performs, 
 Full zone analysis 
 Heat transfer and pressure drop calculations 
 Sensible heat, nucleate boiling, condensation film coefficient calculations 





HeatX cannot perform design calculations, mechanical vibration analysis and estimate fouling 
factors. One of the following input specifications should be selected for HeatX, 
 Heat transfer area or Geometry 
 Exchanger duty 
 For hot or cold outlet stream: 
• Temperature 
• Temperature change 
• Temperature approach 
• Degrees of superheating / subcooling 
• Vapor fraction 
MHeatX can be used to represent heat transfer between multiple hot and cold streams. 
Detailed, rigorous internal zone analysis can be performed to determine pinch points. MHeatX 
uses multiple Heater blocks and heat streams to enhance flowsheet convergence. Two-stream 
heat exchangers can also be modeled using MHeatX. 
The Hetran block is the interface to the B-JAC Hetran program for designing and 
simulating shell and tube heat exchangers. The Aerotran block is the interface to the B-JAC 
Aerotran program for designing and simulating aircooled heat exchangers. Information related to 
the heat exchanger configuration and geometry is entered through the Hetran or Aerotran 
standalone program interface. 
All of the heat exchanger models are able to calculate Heat Curves (Hcurves). Tables can 
be generated for various independent variables (typically duty or temperature) for any property 
that Aspen Plus can generate. These tables can be printed, plotted, or exported for use with other 
heat exchanger design software. 
A2.4 Columns  
The models for shortcut distillation are DSTWU, Distl, and SCFrac, which given in Table A.4. 
DSTWU and Distl are for single columns. They can perform free-water calculations in the 
condenser and allow to use water decant streams to decant free water from the condenser. SCFrac 





As can be seen in Table A.5, Aspen Plus provides five rigorous multistage separation 
models; RadFrac, MultiFrac, PetroFrac, BatchFrac and RateFrac. Extract is a rigorous model for 
simulating liquid-liquid extractors. It is appropriate only for rating calculations. 
DSTWU performs a Winn-Underwood-Gilliland shortcut design calculation for a single-
feed, two-product distillation column, with a partial or total condenser. For the specified recovery 
of the light and heavy key components, DSTWU estimates the minimum for either reflux ratio or 
number of theoretical stages. DSTWU estimates reflux ratio given the number of theoretical 
stages, number of theoretical stages given the reflux ratio, optimum feed stage location, and 
condenser and reboiler duties. DSTWU can produce tables and plots of reflux ratio versus 
number of stages. 
Table A.4: Column models for shortcut distillation in Aspen Plus. 
MODEL DESCRIPTION PURPOSE USE 
DSTWU Shortcut distillation 
design 
Determine minimum RR, minimum stages, and 
either actual RR or actual stages by Winn-
Underwood-Gilliland method. 
Columns with one feed and two 
product streams 
Distl Shortcut distillation 
rating 
Determine separation based on RR, stages, 
and D:F ratio using Edmister method. 
Columns with one feed and two 
product streams 




composition and flow, 
stages per section, duty using fractionation 
indices. 
Complex columns, such as crude 
units and vacuum towers 
 
Table A.5: Columns-Rigorous models in Aspen Plus. 
MODEL DESCRIPTION PURPOSE USE 
RadFrac Rigorous 
fractionation 
Rigorous rating and design for 
single columns 
Distillation, absorbers, strippers, extractive and 
azeotropic distillation, 
reactive distillation 
MultiFrac Rigorous fractionation 
for complex columns 
Rigorous rating and design for 
multiple columns of any 
complexity 
Heat integrated columns, air separators, 
absorber/stripper combinations, ethylene 
primary fractionator/quench tower combinations, 
petroleum refining 
PetroFrac Petroleum refining 
fractionation 
Rigorous rating and design for 
petroleum refining applications 
Preflash tower, atmospheric crude unit, 
vacuum unit, catalytic cracker or coker 
fractionator, vacuum lube fractionator, ethylene 
fractionator and quench towers 
BatchFrac Rigorous batch 
distillation 
Rigorous rating calculations for 
single batch columns 
Ordinary azeotropic batch distillation, 3-phase, 
and reactive batch distillation 
RateFrac Rate-based 
distillation 
Rigorous rating and design for 
single and multiple columns. 
Based on nonequilibrium 
calculations 
Distillation columns, absorbers, strippers, 










Distl is a shortcut multicomponent distillation rating model. This model uses the Edmister 
approach to separate an inlet stream into two products. Number of theoretical stages, reflux ratio 
and overhead product rate must be specified. Distl estimates the condenser and reboiler duties. A 
partial or a total condenser also can be specified. 
SCFrac models petroleum refining towers, such as crude units and vacuum towers. SCFrac 
performs shortcut distillation calculations for columns with a single feed, one optional stripping 
steam stream, and any number of products. SCFrac models an n-product refining tower with n–1 
sections. Based on given product specifications and fractionation indices, SCFrac estimates 
product composition and flows, number of stages per section and heating or cooling duty for each 
section. SCFrac does not handle solids. 
RadFrac is a rigorous model for simulating all types of multistage vapor-liquid 
fractionation operations. In addition to ordinary distillation, it can simulates, absorption, reboiled 
absorption, stripping, reboiled stripping, and extractive and azeotropic distillation. RadFrac is 
suitable for three-phase systems, narrow-boiling and wide-boiling systems and systems 
exhibiting strong liquid phase nonideality. RadFrac can detect and handle a free-water phase or 
other second liquid phase anywhere in the column. Free water can be decanted from the 
condenser. RadFrac can handle solids on every stage. RadFrac can model columns where 
chemical reactions are occurring. Reactions can have fixed conversions, or they can be 
equilibrium, rate-controlled or electrolytic. RadFrac can model columns where two liquid phases 
exist and different chemical reactions occur in the two liquid phases. RadFrac can also model salt 
precipitation. RadFrac can operate in rating mode or design mode. 
In rating mode RadFrac calculates temperature, flow rate and mole fraction profiles. These 
profiles are based on specified column parameters, such as reflux ratio, product rates, and heat 
duties. All rating mode flow specifications can be in mole, mass, or standard liquid volume units. 
Component or stage efficiencies can be specified. RadFrac accepts both Murphree and 
vaporization efficiencies. Murphree efficiencies can be manipulated to match plant performance. 
In design mode, temperatures, flow rates, purities, recoveries, or stream properties can be 
specified anywhere in the column. Examples of stream properties are volume flow and viscosity. 
All flow, flow ratio, composition, and recovery specifications in mole, mass, or standard liquid 
volume units can be specifed. RadFrac has extensive capabilities for sizing and rating trays and 




MultiFrac is a rigorous model for simulating general systems of interlinked multistage 
fractionation units. MultiFrac models a complex configuration consisting of any number of 
columns each with any number of stages, any number of connections between columns or within 
columns, and arbitrary flow splitting and mixing of connecting streams. MultiFrac can handle 
operations with side strippers, pumparounds, bypasses, external heat exchangers, single-stage 
flashes and feed furnaces. Typical MultiFrac applications include heat-integrated columns, such 
as Petlyuk towers, air separation column systems, absorber/stripper combinations and ethylene 
plant primary fractionators. MultiFrac can also be used for petroleum refining fractionation units, 
such as atmospheric crude units and vacuum units. But for these applications PetroFrac is more 
convenient to use. MultiFrac should only be used when the configuration is beyond the 
capabilities of PetroFrac. MultiFrac can detect a free-water phase in the condenser or anywhere in 
the column. It can decant the free-water phase on any stage. Although MultiFrac assumes 
equilibrium stage calculations, either Murphree or vaporization efficiencies can be specified. 
MultiFrac may be used for sizing and rating trays and packings. MultiFrac can model both 
random and structured packings. 
PetroFrac is a rigorous model designed for simulating complex vapor-liquid fractionation 
operations in the petroleum refining industry. Typical operations include preflash tower, 
atmospheric crude unit, vacuum unit, FCC main fractionators, delayed coker main fractionators 
and vacuum lube fractionators. PetroFrac can also be used to model the primary fractionator in 
the quench section of an ethylene plant. PetroFrac can model the feed furnace together with the 
fractionation towers and strippers in an integrated fashion. With this feature, it can easily analyze 
the effect of furnace operating parameters on tower performance. PetroFrac can detect a free-
water phase in the condenser or anywhere in the column. It can decant the free-water phase on 
any stage. Although PetroFrac assumes equilibrium stage calculations, either Murphree or 
vaporization efficiencies can be specified. PetroFrac can be used to size and rate columns 
consisting of trays and/or packings. PetroFrac can model both random and structured packings. 
RateFrac is a rate-based model for non-equilibrium separation. It simulates actual tray and 
packed columns, rather than idealized representations. RateFrac explicitly accounts for the 
interphase mass and heat transfer processes. It simulates single and interlinked columns involving 
vapor-liquid fractionation operations such as absorption, distillation, and stripping. RateFrac 




phase only in the condenser), nonreactive systems, reactive systems and electrolyte systems. 
RateFrac does not use empirical factors, such as efficiencies and the Height Equivalent of a 
Theoretical Plate (HETP). RateFrac treats separation as a mass and heat transfer rate process, 
instead of an equilibrium process. The degree of separation achieved between the contacting 
phases depends on the extent of mass and heat transfer between phases. The transfer rates 
between phases are strongly affected by the extent to which the phases are not in equilibrium. 
RateFrac assumes that thermodynamic equilibrium prevails only at the vapor-liquid interface 
separating the contacting phases. 
BatchFrac is the unit operation model for batch distillation. It is a rigorous model for 
simulating multistage batch distillation columns. BatchFrac uses a robust and efficient algorithm 
to solve the unsteady-state heat and material balance equations that describe the behavior of batch 
distillation processes. Rigorous heat balances, material balances, and phase equilibrium 
relationships are applied at each stage. BatchFrac can handle a wide variety of batch distillation 
problems, including narrow-boiling, wide-boiling, highly non-ideal, three-phase and reactive. 
BatchFrac can detect the presence of a free-water phase in the condenser, or of any second liquid 
phase anywhere in the column. BatchFrac has complete flexibility in handling interstage 
decanters. BatchFrac should be used to simulate batch distillation columns with equilibrium-
controlled reactions or rate-controlled reactions. These reactions can occur on any stage, 
including the reboiler and condenser. BatchFrac assumes equilibrium stages are used (However, 
you can specify vaporization efficiencies.), there is constant liquid holdup and no vapor holdup 
and column hydraulics are not modeled. 
Extract is a rigorous model for simulating liquid-liquid extractors. It is appropriate only for 
rating calculations. Extract can have multiple feeds, heater/coolers, and sidestreams. To calculate 
distribution coefficients, either an activity coefficient model or an equation of state capable of 
representing two liquid phases should be used.  
A2.5 Reactors  
There are various classes of reactor models available in the Aspen Plus, and Fig. A.1 and Table 
A.6 give some details of each class. Here, we will introduce and examine in some detail, at least 
one reactor from each class. There are three main reactor options in Aspen Plus; balanced based, 





Figure A.1: Reactor models in Aspen Plus. 
Balanced Based Reactor: 
RYield: RYield type reactor requires a mass balance only and not an atom balance. It ss used to 
simulate reactors in which inlets to the reactor are not completely known but outlets are known 
(e.g. to simulate a furnace).  
RStoic: This reactor type requires both an atom and a mass balance. It is used in situations where 
both the equilibrium data and the kinetics are either unknown or unimportant. It can specify or 
calculate heat of reaction at a reference temperature and pressure. 
 
Table A.6: Reactor unit operation model types in Aspen Plus. 
MODEL DESCRIPTION PURPOSE USE 
RStoic Stoichiometric 
reactor 
Stoichiometric reactor with 
specified reaction extent or 
conversion 
Reactors where the kinetics are unknown or 
unimportant but stoichiometry and extent are known 
RYield Yield reactor Reactor with specified yield Reactors where the stoichiometry and kinetics are 
unknown or unimportant but yield distribution is known 
REquil Equilibrium reactor Chemical and phase 
equilibrium by stoichiometric 
calculations 
Single- and two-phase chemical equilibrium 
and simultaneous phase equilibrium 
RGibbs Equilibrium reactor Chemical and phase 
equilibrium by Gibbs 
energy minimization 
Chemical and/or simultaneous phase and chemical 
equilibrium. Includes solid phase equilibrium. 
RCSTR Continuous stirred 
tank reactor 
Continuous stirred tank 
reactor 
One, two, or three-phase stirred tank reactors with 
kinetics reactions in the vapor or liquid 
RPlug Plug flow reactor Plug flow reactor One, two, or three-phase plug flow reactors with kinetic 
reactions in any phase. Plug flow reactions with 
external coolant. 
RBatch Batch reactor Batch or semi-batch reactor Batch and semi-batch reactors where the 















Equilibrium Based Reactors: 
Equilibrium based reactor types do not take reaction kinetics into account. They solve similar 
problems, but problem specifications are different. In this reaction option individual reactions can 
be at a restricted equilibrium. Two commonly used reactor type in this option are REquil and 
RGibbs. 
  
REquil: This reactor option computes combined chemical and phase equilibrium by solving 
reaction equilibrium equations. REquil reactors cannot do a 3-phase flash. However, they are 
useful when there are many components, a few known reactions, and when relatively few 
components take part in the reactions.  
 
RGibbs: This feature is quite useful when reactions occurring are not known or are high in 
number due to many components participating in the reactions. A Gibbs free energy 
minimization is done to determine the product composition at which the Gibbs free energy of the 
products is at a minimum. RGibbs is the only Aspen Plus block that will deal with solid-liquid-
gas phase equilibrium. 
 
Kinetic Reactors:  
Kinetic reactors are RCSTR, RPlug and RBatch. Reaction kinetics are taken into account, and 
hence must be specified. Kinetics can be specified using one of the built-in models, or with a user 
subroutine. The current built-in models are Power Law and Langmuir-Hinshelwood-Hougen-
Watson (LHHW). A catalyst for a reaction can have a reaction coefficient of zero. Reactions are 
specified using a Reaction ID. Reaction IDs are setup as objects, separate from the reactor, and 
then referenced within the reactor(s). A single Reaction ID can be referenced in any number of 
kinetic reactors (RCSTR, RPlug and RBatch.). To set up a Reaction ID, the Reactions Reactions 
Object Manager should be used.  
Heats of reaction need not be provided for reactions. Heats of reaction are typically 
calculated as the difference between inlet and outlet enthalpies for the reactor. If a heat of 
reaction value does not match the value calculated by Aspen Plus, the heats of formation 




Heats of reaction can also be calculated or specified at a reference temperature and pressure in an 
RStoic reactor. 
A2.6 Pressure changers  
The objectives of this section are to introduce the unit operation models used to change pressure: 
pumps, compressors, and models for calculating pressure change through pipes and valves. Table 
A.7 gives detailed classification of the unit operation models of pressure changers.  
 
Table A.7: Pressure changer models. 
MODEL DESCRIPTION PURPOSE USE 
Pump Pump or hydraulic 
turbine 
Change stream pressure when the 
pressure, power requirement or 
performance curve is known 
Pumps and hydraulic turbines 
Compr Compressor or 
turbine 
Change stream pressure when the 
pressure, power requirement or 
performance curve is known 
Polytropic compressors, polytropic positive 
displacement compressors, isentropic 




Change stream pressure across multiple 
stages with intercoolers. Allows for liquid 
knockout streams from intercoolers 
Multistage polytropic compressors, 
polytropic positive compressors, isentropic 
compressors, isentropic turbines. 
Valve Control valve Determine pressure drop or valve 
coefficient (CV) 




Determine pressure drop and heat transfer 
in single-segment pipe or annular space 
Multi-phase, one dimensional, steady-state 
and fully developed 
pipeline flow with fittings 
Pipeline Multi-segment 
pipe 
Determine pressure drop and heat transfer 
in multi-segment pipe or annular space 
Multi-phase, one dimensional, steady-state 
and fully developed pipeline flow 
 
The Pump block can be used to simulate pumps and hydraulic turbines. Power 
requirement is calculated or input. A Heater model can be used for pressure change calculations 
only. Pump is designed to handle a single liquid phase. Vapor-liquid or vapor-liquid-liquid 
calculations can be specified to check outlet stream phases. Rating can be done by specifying 
scalar parameters or a pump performance curve. The rating can be done by specifying 
dimensional curves (head versus flow and power versus flow) or dimensionless curves (head 
coefficient versus flow coefficient).  
The Compr block can be used to simulate polytropic centrifugal compressor, polytropic 
positive displacement compressor, isentropic compressor and isentropic turbine. MCompr is used 
for multi-stage compressors. Power requirement is calculated or input. A Heater model can be 





The MCompr block can be used to simulate multi-stage polytropic centrifugal 
compressor, multi-stage polytropic positive displacement compressor, multi-stage isentropic 
compressor and multi-stage isentropic turbine. MCompr can have an intercooler between each 
stage, and an aftercooler after the last stage. One-, two-, or three- phase flash calculations can be 
performed in the intercoolers. Each cooler can have a liquid knockout stream, except the cooler 
after the last stage. Intercooler specifications apply to all subsequent coolers. Rating can be done 
by specifying a compressor performance curve. This can be done by specifying dimensional 
curves (head versus flow and power versus flow) and dimensionless curves (head coefficient 
versus flow coefficient). Compr cannot handle performance curves for a turbine. 
Any number of inlet work streams can be specified for pumps and compressors. One 
outlet work stream can be specified for the net work load from pumps or compressors. The net 
work load is the sum of the inlet work streams minus the actual (calculated) work. 
The Valve block can be used to simulate control valves and pressure drop. The pressure 
drop across a valve is related to the valve flow coefficient. Flow is assumed to be adiabatic. 
Valve can perform single or multiple phase calculations. The effect of head loss from pipe 
fittings can be included. There are three types of calculations adiabatic flash for specified outlet 
pressure (pressure changer), valve flow coefficient for specified outlet pressure (design) and 
outlet pressure for specified valve (rating). Valve can check for choked flow. Cavitation index 
can be calculated. 
The Pipe block calculates the pressure drop and heat transfer in a single pipe segment. 
The Pipeline block can be used for a multiple-segment pipe. Pipe can perform single or multiple 
phase calculations. If the inlet pressure is known, Pipe calculates the outlet pressure. If the outlet 
pressure is known, Pipe calculates the inlet pressure and updates the state variables of the inlet 
stream. Entrance effects are not modeled. 
A2.7 Manipulators  
Stream manipulators modify or change stream variables for convenience. They do not represent 
real unit operations. Manipulator types are given in Table A.8.  
Mult multiplies streams by a factor you specify. The heat and material balances are not 
maintained. The outlet stream has the same composition and properties as the inlet. Dupl copies 
the inlet stream to any number of outlet streams. This model does not satisfy material and energy 




ClChng changes the class of streams between blocks and flowsheet sections. It copies substreams 
from the inlet stream to the corresponding substreams of the outlet stream. Selector is a switch 
between different inlet streams. Any number of streams may enter the block, and one designated 
stream from among these is copied to the outlet stream. The Selector block can be used with 
material, heat, or work streams. 
 
Table A.8: Manipulator models in Aspen Plus. 
MODEL DESCRIPTION PURPOSE USE 
Mult Stream multiplier Multiply stream flows by a user 
supplied factor 
Multiply streams for scale-up or scale-down 
Dupl Stream duplicator Copy a stream to any 
number of outlets 
Duplicate streams to look at different scenarios in 
the same flowsheet 




This section provides an overview of the solid and solid handling capabilities of Aspen Plus. 
Solid models along with their description and use are given in Table A.9.  
Table A.9: Classification of solid unit operation models in Aspen Plus. 
MODEL DESCRIPTION USES 
Crystallizer Continuous Crystallizer Mixed suspension, mixed product removal (MSMPR) crystallizeer used 
for the production of a single solid product 
Crusher Crushers Gyratory/jaw crusher, cage mill breaker, and single or multiple roll 
crushers 
Screen Screens Solids-solids separation using screens 
FabFl Fabric filters Gas-solids separation using fabric filters 
Cyclone Cyclones Gas-solids separation using cyclones 
VScrub Venturi scrubbers Gas-solids separation using venturi scrubbers 
ESP Dry electrostatic precipitators Gas-solids separation using dry electrostatic precipitators 
HyCyc Hydrocyclones Liquid-solids separation using hydrocyclones 
CFuge Centrifuge filters Liquid-solids separation using centrifuge filters 
Filter Rotary vacuum filters Liquid-solids separation using continuous rotary vacuum filters 
SWash Single-stage solids washer Single-stage solids washer 
CCD Counter-current decanter Multistage washer or a counter-current decanter 
 
Components are divided into three main classes conventional components, conventional 
inert solids (CI Solids) and nonconventional solids (NC Solids). Conventional components are 
vapor and liquid components, and solid salts in solution chemistry. They participate in vapor and 




water, nitrogen, oxygen, sodium chloride, sodium ions, chloride ions and located in the MIXED 
substream.  
Conventional inert solids (CI Solids) are the solids that are inert to phase equilibrium and 
salt precipitation/solubility. Chemical equilibrium and reaction with conventional components is 
possible. Components have a molecular weight, e.g. carbon, sulfur and located in the CISOLID 
substream.  
Nonconventional solids (NC Solids) are heterogeneous substances inert to phase, salt, and 
chemical equilibrium that cannot be represented with a molecular structure. Chemical reaction 
with conventional and CI Solid components is possible. Components are heterogeneous 
substances and do not have a molecular weight, e.g. coal, char, ash, wood pulp and located in the 
NC Solid substream.  
Component attributes (see Table A.10) typically represent the composition of a 
component in terms of some set of identifiable constituents. Component attributes can be 
assigned by the user, initialized in streams and modified in unit operation models. Component 
attributes are carried in the material stream. Properties of nonconventional components are 
calculated by the physical property system using component attributes. 
 
Table A.10: Component Attribute Descriptions. 
Attribute Type Elements Description 
PROXANAL 1. Moisture 
2. Fixed Carbon 
3. Volatile Matter 
4. Ash 
Proximate analysis, weight %dry 
basis 







Ultimate analysis, weight % dry 
basis 
SULFANAL 1. Pyritic 
2. Sulfate 
3. Organic 
Forms of sulfur analysis, weight % 
of original coal, dry basis 
GENANAL 1. Constituent 1 
2. Constituent 2 
: 
20. Constituent 20 
General constituent analysis, weight 





For conventional components and conventional solids, enthalpy, entropy, free energy and 
molar volume are computed. Property models in the Property Method, specified on the Properties 
Specification Global sheet, are used. For nonconventional solids, enthalpy and mass density are 
computed. Property models are specified on the Properties Advanced NC-Props form. 
In Aspen Plus, a heat capacity polynomial model in Eq. A.1 is used to calculate enthalpy, 













TCTCCC oSP         (A.1) 
 
Also, to calculate density of conventional solids, a volume polynomial model in Eq. A.2 is used, 








s          (A.2) 
 
In contrast, to calculate enthalpy of nonconventional solids, a general heat capacity polynomial 
model called ENTHGEN is used. It uses a mass fraction weighted average based on the 
GENANAL attribute and the parameter is called HCGEN in the database. Also, a general density 
polynomial model named DNSTYGEN is used to calculate the density of nonconventional solids. 
It uses a mass fraction weighted average based on the GENANAL attribute. The parameter name 
is DENGEN in the database.  
 Aspen Plus, also have some special models to calculate solid properties (e.g. enthalpy, 
density) of coal.  
A2.9 User models  
Proprietary models or 3-rd party software can be included in an Aspen Plus flowsheet using a 
User2 unit operation block. Excel Workbooks or Fortran code can be used to define the User2 
unit operation model. User-defined names can be associated with variables. Variables can be 
dimensioned based on other input specifications (for example, number of components). Aspen 





Electrolyte capabilities in Aspen Plus will be introduced in this section. Common electrolytes are 
solutions with acids, bases or salts; sour water solutions; and aqueous amines or hot carbonate for 
gas sweetening. In an electrolyte system, some molecular species dissociate partially or 
completely into ions in a liquid solvent and liquid phase reactions are always at chemical 
equilibrium. Presence of ions in the liquid phase requires non-ideal solution thermodynamics and 
possible salt precipitation. Component types in an electrolyte system are given in Table A.10.  
Table A.10: Components of an electrolyte system. 





(Henry’s Law components) 
Ions 
(Species with a charge) 
Salts 




 Acetic Acid 
 Nitrogen 
 Oxygen 











There are two approaches to report results for electrolyte systems, Apparent and True 
Components approaches. Although the results in both approaches are equivalent, in True 
component approach result reported in terms of the ions, salts and molecular species present after 
considering solution chemistry. In contrast, in Apparent component approach, results reported in 
terms of base components present before considering solution chemistry Ions and precipitated 
salts cannot be apparent components. Specifications must be made in terms of apparent 
components and not in terms of ions or solid salts.  
Aspen Plus has Electrolyte Wizard option that generates new components (ions and solid 
salts) and revises the Pure component databank search order so that the first databank searched is 
now ASPENPCD. It also generates reactions among components, sets the Property method to 
ELECNRTL, creates a Henry’s Component list and retrieves parameters for reaction equilibrium 
constant values, salt solubility parameters, ELECNRTL interaction parameters and Henry’s 
constant correlation parameters. Generated chemistry can be modified. Simplifying the 
Chemistry can make the simulation more robust and decrease execution time. However, it is the 




Restrictions using the True component approach are liquid-liquid equilibrium cannot be 
calculated and the following models may not be used: 
 Equilibrium reactors: RGibbs and REquil 
 Kinetic reactors: RPlug, RCSTR, and RBatch 
 Shortcut distillation: Distl, DSTWU and SCFrac 
 Rigorous distillation: MultiFrac and PetroFrac 
 
Restrictions using the Apparent component approach are, 
 Chemistry may not contain any volatile species on the right side of the reactions. 
 Chemistry for liquid-liquid equilibrium may not contain dissociation reactions. 
 Input specification cannot be in terms of ions or solid salts. 
 
Steps for using Electrolytes are, 
1. Specify the possible apparent components on the Components Specifications Selection 
sheet.  
2. Click on the Elec Wizard button to generate components and reactions for electrolyte 
systems. There are 4 steps: 
• Step 1: Define base components and select reaction generation options. 
• Step 2: Remove any undesired species or reactions from the generated list. 
• Step 3: Select simulation approach for electrolyte calculations. 
• Step 4: Review physical properties specifications and modify the generated Henry 
components list and reactions. 
A4. Property Methods and Physical Property Parameters  
This section introduces the ideas of property methods and physical property parameters. Also, it 
identifies issues involved in the choice of a property method and covers the use of Property 
Analysis for reporting physical properties. Correct choice of physical property models and 
accurate physical property parameters are essential for obtaining accurate simulation results. Fig. 
A.2 shows how to establish physical properties. 
A property method is a collection of methods and models that Aspen Plus uses to compute 




Methods containing commonly used thermodynamic models are provided in Aspen Plus. Users 
can modify existing Property Methods or create new ones. The thermodynamic properties in 
Aspen Plus are fugacity coefficient (K-values), enthalpy, entropy, Gibbs free energy and volume. 
The transport properties are viscosity, thermal conductivity, diffusion coefficient and surface 
tension. Aspen Plus includes a large number of built-in property methods that are sufficient for 
most applications. However, you can create new property methods to suit your simulation needs. 
You must select one or more Property Methods to model the properties of specific systems in 
your flowsheet. Each property method has a unique approach to representing K-values. Fig. A.3 
lists all of the property methods available in Aspen Plus.  
Figure A.2: Steps in establishing physical properties. 
Choose a Property Method 
Check Parameters/Obtain 
Additional Parameters 
Confirm Results  





Figure A.3: Physical properties of component. 
 
Choice of model types depends on degree of non-ideal behavior and operating conditions. 
Ideal Gas law and Raoult’s law are applicable to systems with ideal behavior. Non-polar 
components of similar size and shape can be regarded as ideal. The degree of non-ideality is 
controlled by molecular interactions, e.g. polarity, size and shape of the molecules that can be 
studied by property plots. Fig. A.4 explains how to evaluate property parameter requirements, 
determine parameters available from databanks, and enter additional parameters and data.  
When beginning any new simulation, it is important to check if the physical properties of 
the system have been correctly represented. After the property methods for a simulation is 
selected as described above, property parameter requirements must be determined and ensured 
that all required parameters are available. 
Depending on the type of simulation, a model will require different parameters. The 
parameter requirements are for some basic property calculations, that is, for mass and energy 
balance simulations, Henry's law, and thermodynamic reference state. Most equation-of-state and 
activity coefficient models require binary parameters for meaningful results. To determine 
parameter requirements based on a chosen property methods, the Property Method Tables in 
Aspen Plus Physical Property Methods and Models should be used for each property method 
selected. 
















1. Choose Property Method - Select a Property Method based on (1) components present in 
simulation, (2) operating conditions in simulation, (3) available data or parameters for the 
components 
 
2. Check Parameters - Determine parameters available in Aspen Plus databanks 
 
3. Obtain Additional Parameters (if necessary) - Parameters that are needed can be obtained 
from literature searches, regression of experimental data (Data Regression), Property 
Constant Estimation (Property Estimation) 
 
4. Confirm Results - Verify choice of Property Method and physical property data using 
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Figure A.4: Choosing a Property Method. 
 
 
Do you have any polar 
components in your system 
Use EOS Model 
Are the operating 
conditions near the critical 
region of the mixture?  
Do you have light gases or 
supercritical components in 
your system?  
Use activity 
coefficient model 
with Henry’s Law  
Use activity 




A5. Sensitivity Analyses in Aspen Plus 
In this section, we will introduce the use of sensitivity analysis to study relationships between 
process variables. Sensitivity analysis is a tool for determining how a process reacts to varying 
key operating and design variables. It can be used to vary one or more flowsheet variables and 
study the effect of that variation on other flowsheet variables. It is a valuable tool for performing 
―what if‖ studies. The flowsheet variables that are varied must be inputs to the flowsheet. They 
cannot be variables that are calculated during the simulation. Sensitivity analysis can be used to 
verify if the solution to a design specification lies within the range of the manipulated variable. It 
can also be used to perform simple process optimization. 
Sensitivity blocks can be used to generate tables and/or plots of simulation results as 
functions of feed stream, block input, or other input variables. Sensitivity analysis results are 
reported in a table on the Sensitivity Results Summary sheet. The first n columns of the table list 
the values of the variables that are varied, where n is the number of varied flowsheet variables 
entered on the Sensitivity Input Vary sheet. The remaining columns in the table contain the 
values of variables that you tabulated on the Tabulate sheet. The tabulated results can be any 
flowsheet variable or any valid Fortran expression that may depend on flowsheet variables that 
are either input or calculated. The results can be plotted using the Plot Wizard from the Plot menu 
to easily visualize the relationships between different variables.  
Sensitivity blocks provide additional information to base-case results, but have no effect on 
the base-case simulation. The simulation runs independently of the sensitivity study. Sensitivity 
blocks with more than one varied variable generate a row in the sensitivity table for each 
combination of values. If one is interested in the sensitivity to more than one variable with each 
varied independently, a separate sensitivity block should be for each varied variable. Sensitivity 
blocks create loops that must be evaluated once for each row of the sensitivity table. Aspen Plus 
sequences sensitivity blocks automatically. Or, user can sequence a sensitivity block using the 
Convergence Sequence Specifications sheet. 
Accessed scalar flowsheet variables are in the units set selected for the sensitivity block. 
The units cannot be modified individually for different variables in the sensitivity. Either the unit 
set for the sensitivity block (on the toolbar of the Data Browser), or enter an expression on the 





Steps for using sensitivity analysis are,  
1. Specify measured (sampled) variable(s): These are quantities calculated during 
the simulation to be used in step 4 (Sensitivity Input Define sheet). 
2. Specify manipulated (varied) variable(s): These are the flowsheet variables to 
be varied (Sensitivity Input Vary sheet). 
3. Specify range(s) for manipulated (varied) variable(s): Variation for manipulated 
variable can be specified either as equidistant points within an interval or as a 
list of values for the variable (Sensitivity Input Vary sheet). 
4. Specify quantities to calculate and tabulate: Tabulated quantities can be any 
valid Fortran expression containing variables defined in step 1 (Sensitivity 
Input Tabulate sheet). 
A6. Optimization in Aspen Plus 
In this section, the optimization capability in Aspen Plus will be introduced. Optimization can be 
used to maximize or minimize a user-specified objective function by manipulating decision 
variables (feed stream, block input, or other input variables). The objective function can be any 
valid Fortran expression involving one or more flowsheet quantities. The tolerance of the 
objective function is the tolerance of the convergence block associated with the optimization 
problem. 
There are two options of imposing equality or inequality constraints on the optimization. 
Equality constraints within an optimization are similar to design specifications. The constraints 
can be any function of flowsheet variables computed using Fortran expressions or in-line Fortran 
statements. The tolerance of the constraint must be specified. 
Tear streams and the optimization problem can be converged simultaneously or separately. 
If they are converged simultaneously, the tear stream is treated as an additional constraint. Aspen 
Plus solves optimization problems iteratively. By default Aspen Plus generates and sequences a 
convergence block for the optimization problem. The convergence defaults can be overridden, by 
entering convergence specifications on Convergence forms. SQP and Complex methods could be 
used to converge optimization problems.  
The value of the manipulated variable that is provided in the Stream or Block input is used 




optimization problem converge in fewer iterations. This is especially important for optimization 
problems with a large number of varied variables and constraints. 
There are no results associated directly with an optimization problem, except the objective 
function and the convergence status of the constraints. The final value of the manipulated and/or 
sampled variables can be viewed either directly on the appropriate Stream or Block results sheets 
or summarized on the Results Manipulated Variables sheet of the convergence block. To find the 
summary and iteration history of the convergence block, the Results form of the appropriate 
Convergence block should be selected. 
Optimization problems can be difficult to formulate and converge. It is important to have a 
good understanding of the simulation problem before adding the complexity of optimization. The 
recommended procedure for creating an optimization problem is:  
1. Start with a simulation (instead of starting with optimization). There are a number 
of reasons for this approach:  
i. It is easier to detect flowsheet errors in a simulation.  
ii. Reasonable specifications can be determined. 
iii. A reasonable range of decision variables can be determined.  
iv. A good estimate for the tear streams can be obtained. 
2. Perform sensitivity analysis before optimization, to find appropriate decision 
variables and their ranges. 
3. Evaluate the solution using sensitivity analysis, to find out if the optimum is broad 
or narrow. 
Thus, the steps for using optimization in Aspen Plus are, 
 Identify measured (sampled) variables: These are the flowsheet variables used to calculate 




 Specify objective function (expression): This is the Fortran expression that will be 
maximized or minimized (Optimization Objective & Constraints sheet). 
 Specify maximization or minimization of objective function (Optimization Objective & 
Constraints sheet). 
 Specify constraints (optional): These are the constraints used during the optimization 
(Optimization Objective & Constraints sheet). 
 Specify manipulated (varied) variables: These are the variables that the optimization 
block will change to maximize/minimize the objective function (Optimization Vary 
sheet). 
 Specify bounds for manipulated (varied) variables: These are the lower and upper bounds 
within which to vary the manipulated variable (Optimization Vary sheet).  
 
 
