INTRODUCTION
A property U of an element x ∈ M is said to be "normal" if "almost all" elements of M have this property. There exist many mathematical notions (e.g., cardinality, measure, HausdorffBesicovitch dimension, Baire category) allowing us to interpret the words "almost all" in a rigorous mathematical sense. Normal properties of real numbers are connected with the "frequencies" of their digits in some systems of representation. Let us recall this.
Let us consider the classical s−adic expansion of x ∈ [0, 1] :
α n (x) = ∆ s α 1 (x)α 2 (x)...α k (x)... , 1 and let N i (x, k) be the number of digits "i" among the first k digits of the s−adic expansion of x, i ∈ A = {0, 1, ..., (s − 1)}. A number x = ∆ s α 1 (x)α 2 (x)...α k (x)... is said to be normal with respect to the base s if for all i ∈ A the following limit ν i (x) = lim k→∞ N i (x,k) k exists and ν i (x) = 1 s . Let us denote by V s the set of such numbers. If the above limit exists, then the number ν i (x) is said to be the frequency of the digit "i" (or the asymptotic frequency of "i") in the s−adic expansion of x. A number x ∈ [0, 1] is said to be normal if x is normal with respect to any base s ∈ N. It is well known (E. Borel, 1909 ) that the set V of all normal numbers is of full Lebesgue measure. Each of the sets V = [0, 1] \V and V s = [0, 1] \V s is an everywhere dense set of continuum cardinality and of zero Lebesgue measure.
A number x ∈ [0, 1] is said to be quasinormal with respect to the base s if x does not belong to the set V s , and the frequency ν i (x) exists for all i ∈ A. Let us denote by W s the set of such numbers. Let ν = (ν 0 , ν 1 , ..., ν s−1 ) be a stochastic vector and let
The well known Besicovitch-Eggleston's theorem (see, e.g., [4, 8] ) give the following formulae for the determination of the Hausdorff-Besicovitch dimension of the set W s [ν] :
From the latter formulae it easily follows that the set W s of all quasinormal numbers is a superfractal set, i.e., W s is a set of zero Lebesgue measure with full Hausdorff-Besicovitch dimension (α 0 (W s ) = 1). Let us remark that the set W s contains many interesting fractal subsets including superfractals.
If there exists i ∈ A such that the frequency ν i (x) does not exist, then the number x is said to be non-normal with respect to the base s. Let us denote by D s the set of such numbers. Properties of subsets of the set of non-normal numbers were intensively studied during the last years (see, e.g., [15, 11, 12, 13] and references therein). Some interesting subsets of D s were studied in [11] by using the techniques and results from the theory of multifractal divergence points. In [15] it has been proven that the set D s is superfractal.
A non-normal number is said to be essentially non-normal (with respect to the base s) if the frequency ν i (x) does not exist for any i ∈ A. We shall denote by L s the set of such numbers.
In the present paper we strengthen the result of [15] proving that the set L s ⊂ D s is also superfractal and it is of the second Baire category. From our results it follows that essentially nonnormal numbers are generic in the topological sense as well as in the sense of fractal geometry, nevertheless the set L s is small from the Lebesgue measure point of view.
To prove the main result, in Section 2 we consider a special family of nowhere dense perfect subsets {A p }, A p ⊂ L s , p ∈ N. By using methods which are similar to those used in [15] , we prove that α 0 (A p ) = p p+1 . From the latter formulae and from the countable stability of the HausdorffBesicivitch dimension it follows that α 0 (L s ) = 1 (theorem 1). In Section 3 we give a short proof of theorem 1 via a probabilistic approach. Theorem 2 establishes the topological properties of the set L s .
Nowadays there exist many essentially different systems for the representation of real numbers (see, e.g., [14, 16, 17, 2] ). Each representation generates its own metric theory and a specific "geometry of real numbers". For each representation there exist special classes of fractals and other mathematical objects with complicated local structures (singular probability measures (see, e.g., [14] ), continuous nowhere differentiable functions (see, e.g., [17] ), transformations preserving the fractal dimension (see, e.g., [1] ) and so on) which can be easily defined and studied by using the corresponding representation. For each system of representation there exist specific connections between "normal" properties of real numbers and properties of the "asymptotic frequencies". For instance, we show that there exist representations where for Lebesgue almost all numbers the asymptotic frequencies do not exist.
In Section 4 of the present paper we consider the Q * −representation of real numbers which is a generalization of the s-adic expansion. We study the connections between the notion of "normality of numbers" and the notion of "asymptotic frequencies". We also consider the sets V (Q * ),W (Q * ), L(Q * ) which are generalized analogues of the corresponding above mentioned sets V s ,W s , L s , and study their fractal properties via a probabilistic approach and by using the method of DP-transformations (see, e.g., [1] ).
In the sequel we shall not use the indices s in the notation of the corresponding subsets, since the natural number s will be fixed.
FRACTAL PROPERTIES OF THE SET OF ESSENTIALLY NON-NORMAL NUMBERS
For a given s ∈ N, s ≥ 2 and x ∈ [0, 1] let α n (x) be the digits of the nonterminating s-adic
Definition. The set
is said to be the set of essentially non-normal numbers. 
is the number of the position at which the m-th group of the fixed digits "i" is started, and k m is the number of the position at which the m-th group of the fixed digits "i" is finished. It is easy to calculate that
is the number of digits "i" among the digits of the sequence
Let us consider the expression
does not exist, then the limit of expression (1) also does not exist. If the limit (2) exists and equals τ i (x), then τ i (x) ≤ 2sp, and
In such a case the following limit also exists
Therefore, in all cases, the digit "i" does not have any frequency in the s-adic expansion of x ∈ A p .
Lemma 2 The Hausdorff-Besicovitch dimension of the set A p is equal to
Proof. I) Firstly we prove that
To this end we consider the sequence {B 
For the determination of the Hausdorff-Besicovitch dimension of any subset of the unit interval it is enough to consider coverings consisting of only s-adic closed rank intervals. The measure H α corresponding to the above mentioned class of coverings is equivalent to the classical Hausdorff measure, because for any set E we have :
(see, e.g., [5] for details).
The set A p ⊂ [0, 1] can be represented in the following form
where
is a union of s sp(2 m −1) the above mentioned closed intervals of rank r m . So, the set A p is compact, and for the determination of its Hausdorff-Besicovitch dimension it is enough to consider only finite coverings consisting of s-adic closed rank intervals.
Let q i be the rank of an s-adic closed interval u i , i.e., |u i | = s −q i . There exists a unique number m i such that r m i −1 < q i ≤ r m i . There exist two possible cases:
In the first case the set A p u i can be covered by one closed interval of the r m i −th rank, and
On the other hand
In the second case:
In the second case the set A p u i has nonempty intersections with a number s τ i of r m i − rank closed intervals covering this set.
Therefore, in both cases we get
and, hence,
. Taking into account the first part of the proof, we get the desired equality.
It is easy to see that L ⊃
A p , and, therefore,
So, α 0 (L) = 1 and the set of essentially non-normal numbers is a superfractal set.
Remark. To prove theorem 1 it is enough to show that L ⊃ A p and that α 0 (A p ) ≥ p p+1 . In Section 3 we shall give a short proof of the latter inequality via a probabilistic approach.
Theorem 2. For any positive integer s ≥ 2 the set L of essentially non-normal real numbers is of second Baire category, i.e., almost all (in the topological sense) real numbers are essentially non-normal.
Proof. Let us consider the sequence of sets {C n } :
where α i and β j may be arbitrary digits chosen independently from the set A = {0, 1, ..., (s − 1)},
For any fixed i ∈ {0, 1, ..., (s − 2)} let k n (i) = n(i + 2) and k n (i) = n(s + 1). Let j n (x, i) be the number of digits "i" among the first n digits of x. Then,
It is easy to check that
If i = s − 1, then we put k n (i) = sn and k n (i) = (s + 1)n. In such a case we also have
Let I n be the interior part of C n , i.e., I n consists of s n open s-adic intervals of rank (s + 1)n. If x ∈ I n , then for any i ∈ A and for any n ∈ N we have
Therefore, there exists an increasing infinite sequence of integers{n m } such that x ∈ I n m for all m ∈ N. Hence, for any fixed x ∈ F and for any i ∈ A one can choose two sequences k n m (i) and k n m (i) such that
So, F ⊂ L, which proves theorem 2.
Remark. From theorems 1 and 2 it follows that the set of essentially non-normal numbers is generic in the topological sense as well as in the sense of fractal geometry, nevertheless this set is small from the measure theoretical point of view. Since the set L contains a dense G δ -set F, we conclude that both the set V s of normal numbers and the set W s of quasinormal numbers are of the first Baire category.
SETS OF ESSENTIALLY NON-NORMAL NUMBERS AS SUPPORTS OF SINGULAR PROBABILITY DISTRIBUTIONS
Let us construct examples of probability distributions on the unit interval supported by the set A p described in Section 2. To this end we consider the random variable
where η k are independent random variables taking the values 0, 1, ..., (s − 1) with probabilities
The distribution of ξ is of pure type (in the sense of, e.g., [10] ). Necessary and sufficient conditions for absolute continuity, for discreteness resp. singular continuity are well known (see, e.g., [7] ). The properties of the distribution of ξ are completely determined by the matrix p ik . In the sequel we shall consider only continuously distributed random variables ξ , which is equivalent to the following condition:
Let F ξ be the distribution function of ξ . The set
is said to be the topological support of ξ . It is the minimal closed set supporting the distribution of ξ . Let us divide the set of positive integers by using the construction of the set A p in the following way:
where N i is the set of position's numbers such that the digit "i" is fixed (see the description of the set A p ), i.e.,
and N is the set of position's number k such that the digit α k may be chosen independently from the set A, i.e.,
It is easy to choose the distribution of η k to get the set A p as the topological support of the random variable ξ . To this end one can put p ik > 0(∀i ∈ A) iff k ∈ N, and p ik = 1 iff k ∈ N i .
As we have mentioned above, to prove the superfractality of the set L of essentially non-normal numbers it is enough to prove that L ⊃ A p and that α 0 (A p ) ≥ p p+1 . To this end we give some additional definitions.
Let ν be a continuous probability measure on the Borel subsets of [0, 1]. The ν-HausdorffBillingsley measure of a subset E is defined as follows:
The number α ν (E) = inf{α : L ν (M, α) = 0} is called the ν-Hausdorff-Billingsley dimension of the set E. If ν is Lebesgue measure on [0, 1] and the set E j are closed s-adic rank intervals, then α ν (E) = α 0 (E) (see, e.g., [6] for details).
Proposition.
α
Proof. Let us consider two continuous probability measures generated s , iff k ∈ N, and the random variable η k takes the value "i" with probability 1 for k ∈ N i , then ξ has a Cantor type singular continuous distribution and the measure P ξ = µ is supported by the set A p .
Let x be an arbitrary fixed real number from the set A p , and let ∆ n (x) be the corresponding s-adic closed interval of rank n containing x. For the number n there exist numbers m ∈ N and j(n) = j ∈ N such that r m < n ≤ r m+1 and n = r m + j.
In such a case we also have
Therefore, for any x ∈ A p the following inequality holds:
Therefore, from Billingsley theorem ([6]) it follows that
Since the set A p is the topological support of µ, we have µ(A p ) = 1, and, hence, α µ (A p ) = 1. As we have mentioned before α λ (E) = α 0 (E) for any subset E ⊂ R. n-th step. We divide (from the left to the right) each of the closed (n-1)-th rank interval ∆
NORMALITY OF NUMBERS IN DIFFERENT SYSTEMS OF NUMERATION
into s closed intervals of the n-th rank, whose lengths are in the following proportion : q 0n : q 1n : ... : q (s−1)n .
It is not hard to prove that
and the sequence of imbedded closed intervals ∆
Conversely, if a point x is not an end-point of any closed interval of the above partition, then for the point x there is a unique sequence of imbedded cylindrical intervals ∆
Symbolically we write
is called the Q * -representation of x. If a point x is an end-point of some closed interval of the above partition, then x has two Q * -representations. The Q * -representation of real numbers is a generalization of s− adic expansions for real numbers ( if q ik = 1 s , ∀i ∈ A, ∀k ∈ N, then we obtain the classical s-expansion). The restrictions of the family of possible ε− coverings to the family of Q * − cylindrical intervals give rise to the corresponding Hausdorff measure H * α . Of course,
.g., [3] ). Let the matrix Q * = q ik be fixed. Let N * i (x, k) be the number of digits "i" among the first k digits of the Q * −representation of x. If the limit lim 
where the numbers q ik are elements of the fixed matrix Q * = q ik . Let us consider the infinite product of probability spaces:
and the measurable mapping f: 
The measure ν * coincides with Lebesgue measure λ on the unit interval.
Let us consider the following sequence of independent random variables ψ
By using the strong law of large numbers, for ν-almost all ω ∈ Ω the following equality holds:
Let I (Q * ) be the set of all Q * −irrational real numbers of the unit interval, i,e., the set of real numbers whose Q * −representation does not contain periods "(0)" or "(s − 1)". The set [0, 1] \ I (Q * ) is countable. Let I (Ω) = f −1 (I (Q * )). The set Ω \ I (Ω) is also countable. ν(I (Ω)) = ν * (I (Q * )) = 1, since the measures ν and ν * are continuous. The mapping f is a bijection between I (Ω) and I (Q * ). Therefore, ν(E) = ν * ( f (E)) for any subset E ∈ A , and any real number x ∈ I (Q * ) uniquely determines the sequence ω 1 (x), ω 2 (x), . . . , ω k (x), . . . such that x = f (ω(x)) and the sequence {ψ
is equal to the number of the digit "i" on the k−th position of the Q * − representation of x. Therefore, for λ − almost all x ∈ [0, 1] :
conclude that λ (T ) = 1, which proves the theorem. Proof. Let s = 3 and let the matrix Q * be of the following structure:
where In the sequel we restrict our attention to the case where the matrix Q * has the following asymptotic properties: (9) lim
Definition. A real number x ∈ [0, 1] is said to be normal with respect to the Q * −representation (or Q * − normal), if for any Q * −symbol "i" the asymptotic frequency ν * i (x) = lim 
The notion of the Q * −normal numbers is well defined because of the following assertion. Proposition. If condition (9) holds, then
Proof. From condition 9 it follows that
and we obtain the desired equality (10) as the direct consequence of theorem 3.1.
Remark.
It is easy to see that the set V Q * [q 0 , q 1 , ..., q s−1 ] remains of full Lebesgue measure if we change condition (9) into the following less restrictive condition:
The latter condition admits some non-essential oscillations of the sequences {q ik }, but nevertheless this condition allows to formulate normal properties of real numbers in terms of asymptotic frequencies of Q * −digits. Let (ν 0 , ν 1 , ..., ν s−1 ) be a stochastic vector, and let 
Proof. If all columns of the matrix Q * are equal, i.e., q ik = q i , ∀i ∈ A, then the Q * −representation is said to be Q−representation of real numbers. For such a simple case, equality (11) has been proven in [17] . We shall show that the mapping f is a DP-transformation (see, e.g., [1] ), i.e., ∀E ∈ [0, 1] : α 0 (E) = α 0 ( f (E)). The mapping f coincides with the distribution function of the random variable with independent Q−symbols for which the matrix P * coincides with our fixed matrix Q * . Let µ be the corresponding probability measure. The cylindrical interval ∆ Remark. If the asymptotic property (9) holds, then, by using the methods developed in Sections 2 and 3, it is not hard to prove that the set of real numbers having no frequency of any Q * −symbols is a superfractal set of the second Baire category. Since the above defined strictly increasing continuous mapping f preserves the Hausdorff-Besicovitch dimension, it is enough to prove the statement for the Q−representation. To prove the topological generality of the set of real numbers having no frequency of any Q * −symbols, it is enough to rewrite the proof of theorem 2 changing the s−adic intervals into cylindrical intervals of the Q * −representation.
