We test the performances of two different approaches to the computation of forces for molecular dynamics simulations on Graphics Processing Units. A "vertex-based" approach, where a computing thread is started per particle, is compared to a newly proposed "edge-based" approach, where a thread is started per each potentially non-zero interaction. We find that the former is more efficient for systems with many simple interactions per particle, while the latter is more efficient if the system has more complicated interactions or fewer of them. By comparing computation times on more and less recent GPU technology, we predict that, if the current trend of increasing the number of processing cores -as opposed to their computing power -remains, the "edge-based" approach will gradually become the most efficient choice in an increasing number of cases.
I. INTRODUCTION
With the end of single-core performance scaling, architectural trends are headed towards integrating more and more cores onto a single piece of silicon. While classical CPUs have increased core count up to 8, legacy codes and some applications still require large caches and complicated control logic, which makes CPUs less energyefficient for trivially data-parallel applications that often occur in scientific computing. At the same time, accelerator architectures have emerged, the most prominent of which are Graphics Processing Units (GPUs) -integrating thousands of very simple compute cores into a single chip connected to high-speed memory. GPUs are aimed at vector processing -carrying out the same operations over different data -and they have the potential to deliver very high performance, of the order of a few TeraFlops (10 12 operations per second). This is a one order of magnitude increase over CPUs, but the substantially different architecture of GPUs requires different parallel programming models. The situation is further complicated by significant architectural changes when a new generation of GPUs is released, often permitting some algorithms to run more efficiently and slowing down others.
Computer simulations are a very valuable tool in many areas of science. [1] [2] [3] The relatively cheap computer power offered by GPUs is very attractive to simulators, since it allows extended time scales and system sizes to be investigated. But while some simulation algorithms are relatively easy to parallelize, some others are very difficult to code efficiently on a parallel machine. Molecular dynamics (MD), in its many variants, is a promi- * Author for correspondence, lorenzo.rovigatti@uniroma1.it nent technique in computational physics and chemistry, and it is in principle an algorithm that is suitable for parallelization. [4] Most free and commercial simulation packages have the option to run in parallel, and a growing number of them offers the option to run on GPUs. [5] [6] [7] [8] The different simulation packages exploit GPUs in different ways, each using a distinct approach to overcome the two main obstacles to make full use of a GPU: potentially concurrent writes to the same memory location and having a large number of balanced tasks for the GPU to carry out. Also, the usage of memory has received much attention -something almost unknown in CPU programming -since the bottleneck in GPU codes is quite often the latency of the memory. GROMACS 4.6, for example, uses the GPUs for the calculation of nonbonded interactions [9] and a parallel reduction algorithm to add the calculated forces between pairs of particles, rearranging particles in memory to speed-up memory access. NAMD [8] also implements a GPU-based calculation of non-bonded forces, [10] where forces for each pair of interacting particles are calculated twice. HOOMD [5] and LAMMPS [11] also compute forces for each interacting pair twice to avoid atomic operations or memory synchronization bottlenecks.
In this work, we consider two parallelization approaches for calculating pairwise interactions: A) a "vertex-based" approach, where a computing thread is started per each particle and where the force F ij between each pair of particles i and j is calculated separately for i and j, and B) an "edge-based" approach, where a thread is started per each potentially non-zero interaction, and we use atomic operations and Newton's third law, F ij = −F ji , to calculate the resulting force acting on each particle. To our best knowledge, the edge-based approach has not yet been considered and systematically compared to the vertex-based approach.
We study the two force calculation approaches by implementing a GPU-based MD algorithm for three different model molecules (Lennard-Jones particles, patchy particles and coarse-grained DNA) that differ substantially in the complexity and physical features of the interaction potential.
II. METHODS
For our performance tests, we perform Brownian dynamics simulations in the N V T ensemble, with the thermostat described in Ref. 12 . Thermostating the system with this method does not significantly affect performances, and thus we do not expect this thermostat to bias our comparison in any way. We implement a combination of fairly standard optimizations in order to speed-up performance. We use Verlet lists [13] to provide each particle i with a list L i of all the particles inside a sphere centred on i of radius r v = r c + r s , where r c is the interaction cut-off and r s is the Verlet skin. Verlet lists are then updated by using a standard cell algorithm. On GPU, both cell filling and Verlet lists updating are performed on a one-particle-per-thread basis.
In the case of the Lennard-Jones and patchy models (see next Section for details), we maximise cache hits by periodically sorting particle data, stored in the global memory, according to a 8-vertex Hilbert curve. [14] The resulting speed-up depends on the number of particles, ranging from 20% to 100% for N > 10 4 as discussed in Ref. 15 . We do not apply this procedure to DNA simulations, since doing so does not result in any significant performance gain.
Even though double precision support is quickly improving, GPU peak performances can be achieved only in single precision. Unfortunately, it has been shown that lengthy single precision simulations lack reliability even for simple potentials. [16] In order to maximise performances and minimise numerical instabilities, we use double precision calculations to carry out the integration of positions and momenta and single precision calculations to compute forces. This mixed precision algorithm results in a performance decrease ranging between 10% and 40% compared to single precision (depending on the model and simulation parameters), but dramatically improves the numerical stability. [15] The first parallelization approach, which we call "vertex-based", is to start a thread for each of the particles in the system. This thread will go through a list of potentially interacting neighbours, compute the force coming from each of the neighbours, and then add them together to yield the total force acting on the particle. The threads done in this way are completely independent, since they do not need to write concurrently to the same memory. In principle, one only needs to consider each pair in the neighbour list once, but it has been shown to be more efficient on GPUs to repeat the calculation to avoid concurrent writes, which are known to be a potential source of slowdown.
The other parallelization approach we consider is a more aggressively parallel "edge-based" approach, where a thread is started for each potentially non-zero interaction (or for each potentially interacting pair of particles). Therefore, the total number of launched threads is equal to the sum of the number of neighbours of each particle divided by two. Each thread will compute the force due to a specific pair interaction and add it to the total force acting on both particles i and j, using the fact that F ij = −F ji . However, multiple threads trying to concurrently apply a force to the same particle pose a data race which has to be resolved: the most general approach is for the force computation to store the three components of force vectors on a per-edge basis, and once all the threads have finished, carry out a parallel segmented reduction to add up the contributions from each interaction for each particle. The second approach is to use atomic operations to directly increment the total force acting on a particle. However, compared to regular memory transactions, atomic operations are very expensive. Therefore the update should not be performed naively, but only if the force is actually non-zero. In the case of anisotropic interactions, it is possible to have particles separated by a distance r < r c but mutually oriented in such a way that the force acting between them is zero. Threads computing the interaction between two such particles do not carry out any atomic operations. It is a target of this study to determine which physical scenarios fit which approach on different hardware.
The vertex-based approach has the advantage that it is "embarrassingly parallel"; threads do not have to communicate or synchronize in any way. On the other hand, the amount of threads that get started at the same time is equal to the number of particles in the system, which poses a lower bound on the computer time required per step: if there are fewer particles than the number of threads required to saturate the GPU (we point out that the current trend is to increase the number of concurrent threads), there will be no computational benefit in studying smaller systems using the vertex-based approach. We also point out that the edge-based approach is only effective if treating systems with short-range forces (i.e., forces that vanish faster than r −2 in 3D), since otherwise O(N 2 ) threads would need to be started, where N is the number of particles in the system. While this approach is in principle feasible for small values of N , the many concurrent updates to the force vector acting on each particle would make it not competitive.
It is important to identify the bottlenecks in each of the approaches, since the convenience in using one parallelization approach or the other will depend on how each particular case is affected by these bottlenecks. The vertex-based approach is limited by insufficient parallelism at low N , and by the computational time required by the slowest thread in each of the warps, and thus by the computation of the forces of the particle that has the most and/or most complicated interactions. The edge-based approach, on the other hand, is limited by the most expensive pair interaction, a much lower bound, and by the throughput of atomic operations.
All our simulations have been carried out on CUDAenabled NVIDIA GPUs with oxDNA, a simulation software originally developed to simulate a recently developed DNA model, [17, 18] In order to make a physically relevant comparison, we have implemented three different models with different features and different scopes. The first model is the widely employed Lennard-Jones (LJ) interaction potential, often used to model atomic and molecular systems such as noble gases and glass-forming materials. [13, 20] This iconic model potential, often used to test algorithms, is a pairwise, spherically symmetric potential that can be written in terms of the relative distance r between two particles as
where ǫ controls the depth of the attraction and σ is the particle diameter. As commonly done, we cut and shift the potential at a distance r c = 2.5σ. [13] The second interaction potential we implement, the patchy model, depends on the relative orientations of each pair of particles as well as their relative distance. Anisotropically interacting systems such as this one are becoming increasingly popular in the soft matter field, due to the richness of phenomena they exhibit [21] and to the possibility of synthesising particles with tunable shape and surface patterns. [22] Patchy particles are spherical colloids, i.e. nano-or micro-sized particles, with interacting spots decorating their surface. Lately, patchy particles have been the subject of several theoretical, numerical and experimental studies, and have been shown to exhibit novel and unexpected behaviour such as the formation of stress-yielding, density-vanishing equilibrium gels, [12, 23] crystallisation into open lattices [24, 25] or re-entrant gas-liquid phase separations. [26] [27] [28] The particular potential we use comprises a spherical hard-core-like repulsion and a short-ranged interaction that depends on the relative orientations of each pair of particles. More precisely, the interaction between particle 1 and particle 2 is given by
where V CM is the interaction between the centres of mass and V P is the interaction between the patches, modelled as follows:
where r 12 is the distance between the centres of mass, r ij 12 is the distance between patch i on particle 1 and patch j on particle 2 and M is the number of patches per particle, which we fix to the value M = 2. This potential has been used in the past to study the dynamics of gelforming mixtures of patchy particles by means of MD simulations. [12, 29] The third and last model we use is oxDNA, a coarsegrained model specifically designed to reproduce the mechanical, structural and thermodynamic properties of DNA, designed to simulate processes occurring in DNA nanotechnology. [17, 18, 30] Indeed, oxDNA has been used to investigate DNA nanotweezers, [31] DNA walkers, [32] , a burnt-bridges DNA motor [33] and other DNA motifs common in DNA nanotechnology. [34] By exploiting GPUs, oxDNA can be used to investigate systems composed of thousands of nucleotides. [35, 36] The basic unit of the oxDNA model is a nucleotide, which is modelled as a rigid body interacting with other nucleotides through a short-ranged, highly anisotropic potential that takes into account contributions due to excluded volume, backbone, stacking, coaxial stacking, cross-stacking and hydrogen bonding interactions. The detailed form of the potential can be found in Refs. 17 and 30. From the point of view of the computational complexity, these three models have different properties. In the LJ model, which is spherically symmetric and relatively long-ranged (r c = 2.5σ), particles can have a large number of interacting neighbours. The patchy model, on the other hand, is very short-ranged (r c = 0.18σ in our case), and thus each particle has a small number of neighbours. On top of that, its anisotropic nature makes it so that each particle has an interaction which is nonzero with only a fraction of its neighbours. Differently from the other two models, oxDNA features a very complicated and computationally demanding potential that somewhat hinders performances on GPUs. Indeed, the GPU vs CPU speed-up for oxDNA is 2-3 times smaller than what we find for the LJ or patchy model. Similarly to the patchy model, the high degree of anisotropy of the potential lowers the number of interacting neighbouring particles.
IV. RESULTS
We start the discussion of our results by comparing the performances of the two approaches for the three different models under standard thermodynamic conditions. We repeat our measurements for three different GPU architectures, since these are under fast development and tests might give substantially different results. We run our tests on the NVIDIA cards C2070 (Tesla architecture, released in 2010), K10 and K20 (Kepler architecture, released in 2012). In Fig. 1 we report the speed-up due to the edge-based approach versus the vertex-based approach, defined as the average running time for vertexbased algorithm divided by the average running time of the edge-based algorithm. The averages are taken over the same number of cycles with the two algorithms on the same hardware. We point out that newer hardware has better performance than old hardware in all cases. The timings are repeated 5 times for each data point to accumulate averages. Since pseudo-random sequences on the GPUs are non-reproducible, it is impossible to test the algorithms on exactly the same sequence of operations. We thus have to let each simulation undertake a different trajectory and make sure that our timings are taken over long enough intervals to average out the small differences in running time due to the different sequences of calculations. All panels in Fig. 1 show a plateau in the speed-up for a large enough system, and the height of this plateau is the benchmark that we use to asses the performance of the algorithms. Since GPUs become faster than a single CPU core only at large (N > ∼ 500−1000) system sizes, we assume that it is most relevant to compare GPU codes for large systems.
In the case of the LJ potential, shown in Fig. 1(a) , the vertex-based approach is the fastest for all GPUs considered, although newer architectures suffer less from the introduction of the edge-based approach. This is because the edge-based approach is slowed down by carrying out many atomic operations, which are faster in the newest architecture but not fast enough to make it competitive. The patchy model displays a different behaviour ( Fig. 1(b) ): the edge approach becomes favourable on the most recent architecture by roughly 30%, compared to a slowdown of 40% on the oldest hardware. In this case, the reduced amount of atomic updates makes the more parallel edge-based algorithm more efficient. Finally, the compute-intensive pair interactions of the oxDNA model ( Fig. 1(c) ) always benefit from the edge-based approach, which yields a performance increase of a factor 2 or more with the newest K20 hardware. There are several reasons for this, the main one being that the vertex approach has a poorer balance between the workload each thread has to carry out as opposed to the edge-based approach. It is worth pointing out that in general the more recent the hardware the bigger the speed-up of the edge-based approach.
The relative effectiveness of the two parallelization approaches depends on the amount of potentially interacting neighbours. For the LJ and patchy models this number can change significantly as the density of the system is changed, and we thus repeat our tests at three different values of the density. In the DNA model, since the local environment of the molecules stays the same, the density does not change significantly the number of potential interactions and hence performances are very weakly density-dependent, at least in the density range usually considered in DNA applications. In Fig. 2 we show how the speed-up is affected by density, and thus the number of potentially interacting neighbours per particle. In the case of LJ, the relative performances stay more or less constant, except for the oldest hardware where the increased number of atomic operations has a negative impact on the edge-based approach. In the case of the patchy system, on the other hand, increasing the density favours the edge-based approach if using new hardware and favours the vertex-based approach on the older hardware. This can be rationalized as follows: the number of potential interactions increases faster with increasing density than the number of non-zero interactions. The edge-based approach is effective in treating potential interactions that turn out to be zero, because they do not produce atomic operations. But the latter nevertheless increase with density, and when using the oldest hardware the balance is still reversed in favour of the vertex-based approach.
V. CONCLUSIONS
Being able to exploit the impressive computer power of GPUs can be important in molecular simulations, since these computing devices have the power to study system sizes and time scales previously untreatable. Unfortunately, this comes at the cost of rethinking the structure of the simulation codes, since approaches that are known to fail in CPU programming can turn out to be effective or vice-versa. We have compared the performances of two different parallelization approaches, "vertex"-and "edge"-based, by simulating three different models with quite distinct computational complexities. The as yet unreported edge-based parallelization approach, where a thread is started for each potentially non-zero interaction, is competitive and often outperforms the widelyused vertex-based approach, where a thread is started for each particle in the system. The reason for this is that sometimes the vertex-based approach is not parallel enough to take full advantage of the GPU.
A vertex-based approach is still the fastest when dealing with very simple potentials with a relatively large number of neighbours, which is the case when the interaction range is large. The edge-based approach is the fastest when the non-zero interactions per particle are few and/or complicated, giving its best performance when the interactions are both highly anisotropic and complicated as it is the case in the oxDNA model. Not surprisingly, the edge-based approach benefits more from an increased number of scalar processors on the graphics card, which appears to be the current trend in improving this kind of hardware. We thus predict that the edgebased parallelization will become more and more competitive in the future, if the current trends in hardware improvements are continued.
