Abstract-In this paper, we consider a cache aided network in which each user is assumed to have individual caches, while upon users' requests, an update message is sent through a common link to all users. First, we formulate a general information theoretic setting that represents the database as a discrete memoryless source, and the users' requests as side information that is available everywhere except at the cache encoder. The decoders' objective is to recover a function of the source and the side information. By viewing cache aided networks in terms of a general distributed source coding problem and through information theoretic arguments, we present inner and outer bounds on the fundamental tradeoff of cache memory size and update rate. Then, we specialize our general inner and outer bounds to a specific model of content delivery networks: file selection networks, in which the database is a collection of independent equal-size files and each user requests one of the files independently. For file selection networks, we provide an outer bound and two inner bounds (for centralized and decentralized caching strategies). For the case when the user request information is uniformly distributed, we characterize the rate versus cache size tradeoff to within a multiplicative gap of 4. By further extending our arguments to the framework of Maddah-Ali and Niesen, we also establish a new outer bound and two new inner bounds in which it is shown to recover the centralized and decentralized strategies, previously established by Maddah-Ali and Niesen. Finally, in terms of rate versus cache size tradeoff, we improve the previous multiplicative gap of 72 to 4.7 for the average case with uniform requests.
I. INTRODUCTION
C ONSIDER a cache-aided network that consists of a data server and L users depicted in Figure 1 . We assume that the data server has N equal size files each consisting of k bits, and further assume that each user is equipped with a cache of size k R c bits, where R c is the 'rate' of the cache defined as the cache size normalized by the file size. Moreover, assume that there exists a multicast link to all of the users. Ideally, the data server places some description of the database during off peak hours in the users' caches such that, when the actual file requests take place (most likely in peak hours), the total k R u bits sent to the users to recover the individual desired files is minimized. In the considered scenario, memory is traded for peak hour bandwidth. How can such trade be made efficiently? What is the fundamental tradeoff between cache memory size and update rate? In a pioneering work by Maddah-Ali and Niesen [1] , the "single-server shared link caching network" in Figure 1 was initially formulated and it was shown that by a coded caching strategy the update rate can be significantly reduced compared to conventional caching strategies.
Motivated by the work of [1] , we have previously formulated a cache-aided network in terms of a distributed source coding problem and characterized the fundamental limits of caching with arbitrary source and request distributions in [2] with emphasis on the single-user case. Moreover, in [2] , it was revealed that the caching problem had interesting connections to well studied information theoretic formulations, for instance, source coding with side information [3] , coding for computing [4] , the Gray-Wyner network [5] , the problem of successive refinement [6] , [7] , and Wyner's common information [8] . There are several advantages of formulating a cache network in terms of a distributed source coding problem. Firstly, distributed source coding is a well studied topic in information theory with a rich set of coding theorems and tools that can be extended to the caching problem. Secondly, single letter information theoretic results are generic and powerful that in many cases the results can easily treat various 0018-9448 © 2017 IEEE. Personal use is permitted, but republication/redistribution requires IEEE permission.
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source distributions and various side information distributions. In particular, in [2] , we have considered the case with correlated files which revealed interesting connections to Wyner's common information (see also [9] ). In this work, we follow our previous approach in [2] to study the "single-server shared link caching network" in terms of a generic distributed source coding problem. By studying the distributed source coding problem, which we will refer to as the "information theoretic model", we aim to accomplish two goals. Firstly, the information theoretic model is itself of independent interest in a distributed source coding perspective. By using joint typicality encoding and decoding, we establish new inner and outer bounds for the generic network. The inner and outer bounds for the information theoretic model extends the single-user results of [2] to the multi-user case. The appealing feature of our result is that we provide explicit single-letter mutual information and entropy based rate regions which can be specialized to specific configurations by optimizing over some distribution of auxiliary random variables. Secondly, by specializing the information theoretic model to the model in [1] , we show that our information theoretic approach can recover and improve some results from a different path.
A. Summary of the Results
Beginning with the next section, we first give a formal problem statement of the information theoretic model. With this formulation at hand and by utilizing information theoretic arguments, we provide a general outer and an inner bound for the general setup in Theorem 1 and Theorem 3, respectively. These results provide a unified treatment that enables extensions of these fundamental theorems to different models and assumptions. Then, we specialize the general model to file selection networks (the formal definition is given in Section II) which is closely related to the framework in [1] . Roughly speaking, the difference from the framework in [1] is that we assume that the request can vary along with the source sequence. The specialization of Theorem 1 and Theorem 3 to file selection networks is established in Theorem 2 for the outer bound and Theorems 4 and 5 for the inner bound. By comparing the outer and inner bounds for uniform requests, we show that the inner bound is within a multiplicative gap of 4 to the outer bound for file selection networks.
In Section III, we extend our results to the framework of [1] , i.e., when the request is constant and does not change along with the source. In particular, we provide a new outer bound (Proposition 1) and a new inner bound (Proposition 2) and show that the inner bound recovers the results [1, Th. 1] and [10, Th. 2] using joint typicality encoding and decoding. By comparing the new outer bound and the inner bound, we improve the previous multiplicative gap of 72 in [10] to 4.7 for the average rate vs. cache size tradeoff with uniform requests, and improve the previous multiplicative gap of 12 in [1] to 4.7 for the worst case rate vs. cache size tradeoff.
The remaining part of the paper is organized as follows. In Section IV we collectively treat and prove the converse bounds stated throughout the paper. In Section V we develop and analyze the coding strategies that establish the inner bounds. Numerical studies including some notes on the optimization of the achievable rate regions is discussed in Section VI, which is followed by some concluding remarks in Section VII. The lengthy proofs are deferred to the appendices.
B. Previous Results
The pioneering work of Maddah-Ali and Niesen in [1] first demonstrated that coded caching can significantly outperform uncoded caching strategies. This important observation led to several followup works on decentralized caching [10] , non-uniform users requests [11] , [12] , delaysensitive [13] , online [14] , multiple layers [15] , request of multiple items [16] , [17] , secure delivery [18] , improved outer bounds [19] , [20] , caching with distortion constraints [21] , caching for correlated sources [2] , [21] - [23] , wireless networks [24] - [26] , and improved order-optimality results [12] , [27] .
C. Notation
We closely follow the notation in [28] . In particular, we use upper-case letters to denote random variables and lower-case letters to denote realizations or deterministic variables. For a discrete random variable X ∼ p(x) on an alphabet X , and for some ∈ (0, 1), we define the set of -typical n-sequences x n (or the typical set in short) [4] as
is the empirical pmf of x n . We use δ( ) > 0 to denote a generic function of > 0 that tends to zero as → 0. A sequence of random variables is denoted by
II. PROBLEM SETUP AND MAIN RESULTS
Let (X, Y ) be a pair of independent discrete memoryless sources. A (2 k R c1 , . . . , 2 k R cL , 2 k R u ) code for the cache network consists of
• A cache encoder which assigns an index tuple
The performance metric is the average probability of error,
, and with some abuse of notation we denote
The optimal rate-cache region R is the closure of the set of achievable rate tuples. By designing efficient strategies for joint cache placement and 
update information processing, our goal is to characterize the fundamental tradeoff between memory size and the update bandwidth required to recover the desired contents. Motivated by practical content delivery networks, we further specify the definition to a file selection network (FSN) setup by the following (see Fig. 2 ). Let
, and the components X (n) i , n ∈ [1 : N] are independent Bern(1/2) random variables. 1 Further assume that the side information Y k is independent of X k , where
and Y i are independent of each other. Overall, we have the following joint distribution
We assume that decoder ∈ [1 : L] wishes to recover
In the sequel, we simply refer to specialized network with
as FSNs. When we specialize our results to FSNs, we further assume a symmetric setting, i.e., we assume symmetric cache memory R c1 = · · · = R cL = R c and we assume that Y , ∈ [1 : L] are independently and identically distributed, i.e.,
We assume without loss of generality that p 1 ≥ p 2 ≥ · · · ≥ p N . For some achievable rate region R, let 1 Since we define the rates by normalizing with respect to the source file size, assuming X (n) i to be binary is without loss of generality, i.e., the results remain the same if we assume |X cl(R) be its closure. When possible, we will simply express the tradeoff in terms of its rate-cache tradeoff function of R, i.e., for some achievable rate-cache region R,
Adopting from the rate-distortion function in rate-distortion theory, the rate-cache tradeoff function for R is simply referred to as the rate-cache function R u (R c ). Note that R u (R c ) is non-increasing and due to memory sharing (the equivalent of time sharing in distributed source coding), is convex. We are ready to state our main results.
A. Converse Bounds
In Section IV, we establish the following outer bound on the optimal rate-cache region.
Theorem 1 (General Lower Bound): If a rate tuple
for all S ⊆ [1 : L] and some conditional pmf p V L |X , where
The outer bound is established by a cutset argument in which we assume that nodes in S ⊆ [1 : L] cooperate, i.e., the decoders in S c are inactive while the decoders in S recover F(S) by sharing the caches. The outer bound has several similarities to the single user result in [2, Th. 1],
Compared with (3), (2) has F(S) instead of only f 1 (X, Y 1 ) to account for the multiple requests at the cooperating receivers, and has V (S) and ∈S R c instead of V 1 and R c1 to account for the total cache content and size of the cooperating receivers.
The proof of this theorem is given in Section IV. By specializing Theorem 1 to FSNs, we establish the following closed-form converse bound.
Theorem 2 (FSN Lower Bound): For FSNs with
where 
B. Inner Bounds
In Section V, we establish the following inner bounds on the optimal rate-cache region. The general coding scheme and its specialization for FSNs with centralized and decentralized caching constitute the key contributions for achievability.
Theorem 3 is attained by joint typicality encoding of the cache contents (represented by V ), and by sending multiple multicast codes using rate-splitting and joint typicality encoding with side information (represented by
The details of the coding scheme and its analysis is deferred to Section V.
For FSNs, Theorem 3 can be specialized to the following Theorems. Recall that for FSNs, we assume symmetric cache memory R c1 = · · · = R cL = R c and we assume that Y , ∈ [1 : L] are independently and identically distributed in which p n is the probability that file n is requested. By a specific choice of auxiliary random variables given in Section V-A we establish the first FSN inner bound in the following theorem.
Theorem 4 (Centralized Caching for FSNs): For FSNs and
The proof of this theorem is given in Subsection V-A. Remark 1: The achievable rate-cache tradeoff in (7) is defined for
The rest of the points in R c ∈ [0, N] are obtained by memory-sharing between these discrete points resulting in a piece-wise linear tradeoff function.
For the case with uniform requests, we establish the following corollary.
Corollary 2 (Centralized Caching for Uniform Requests): For FSNs with uniform requests and R
By a different choice of the auxiliary random variables given in Section V-B, Theorem 3 can also be specialized to the following inner bound for FSNs.
Theorem 5 (Decentralized Caching Inner Bound): For FSNs with
for r n ∈ [0, 1] such that N n=1 r n = R c , where
The proof of this theorem is given in Subsection V-B. 
e., the cache encoder mapping for user does not depend on the mappings of the other users messages. We note that the strategy that attains Theorem 5 is 'decentralized' if r n , n ∈ [1 : N] is chosen only based on the file popularity distribution.
By further assuming uniform requests, we simplify Theorem 5 to the following corollary. 
Denote byR u-dc (R c ) the right hand side of (9) . The following theorem provides a universal (in N and L) performance guarantee of the decentralized caching strategy in terms of a multiplicative gap from the optimal tradeoff for uniform requests.
Theorem 6 (Multiplicative Gap): For the case with
The proof of this theorem is given in Appendix A-A. The centralized strategy is optimal for some high-cache regime stated in the following corollary.
Corollary 4: For FSNs with arbitrary request distributions and
Moreover, for uniform requests, (10) holds for
The proof is given in Appendix D.
III. THE STATIC REQUEST MODEL
In this section, we extend our results to the static request model considered in [2, Sec. V]. In [2, Sec. V] the static request model was formulated for the single-user case. In this section, we first extend the formulation to the multi-user case. One feature of the static request model is that when specialize to file selection networks it becomes the model considered in [1] . Applying our information theoretic approach to the static request model, we derive new results for the model in [1] .
A. Static Request Model Definition
We begin by formulating the static request model for the multi-user case. In the static request model, the cache encoders observe the source sequence X T , i.i.d. drawn from the pmf p(x), the update encoder observes the source sequence X T and the request Y , and the decoders only observes the request Y . We assume that X T and Y are independent. The cache encoder generates a message M c ∈ [2 T R c ], and the update encoder generates a message
) and wishes to recover the sequence of functions
, losslessly. We note that, when specialized to file selection networks, i.e., f
, the single request model specializes to the model in [1] . We define a rate-cache region R for this case as a set of achievable rate tuples
is the update rate when the request side information is y.
We denote the corresponding rate-cache tradeoff function by
For the static request model, a rate tuple (R c , (R u (y) : y ∈ Y)) is said to be achievable if there exists a sequence of
= 0, where
Based on an achievable rate region R for the static request model, the update rate tuples can be projected to:
1) the worst case update rate or compound rate
2) the average rate
We denote by R u-wc (R c ) and R u-ave (R c ) the optimal worst case rate-cache function and the optimal average rate-cache function, respectively. In the following, we discuss some extensions of our results to the static request model.
B. Converse Bound for the Static Request Model Proposition 1 (Converse Bound): For the static request model, if a rate tuple
Moreover, if an average rate is achievable, it satisfies
and if a worst case rate is achievable, it satisfies
The proof of this proposition is given in Section IV. Remark 3: Due to (12), the outer bound for the average rate-cache region in Proposition 1 has the same expression as Theorem 1. As a consequence, Theorem 2 and Corollary 1 also apply to R u-ave (R c ). Furthermore, Theorem 2 and Corollary 1 also apply to
C. Achievability Results for the Static Request Model
For the static request model, Theorem 3 can be extended to the following proposition.
Proposition 2 (Inner Bound):
For the static request model, a rate tuple
for some p(q)
for
and the worst case rate
The proof of this proposition is given in Section V. 
= , we can get rid of the maximum in equation (16) . Under such distributions the rate-cache region in Theorem 3 and the average rate-cache region in Proposition 2 are equal.
D. Specialization and New Results for the Maddah-Ali and Niesen Model
By specializing Proposition 2, we establish a centralized rate-cache tradeoff for the static request FSN stated in the following theorem.
Theorem 7 (Centralized Inner Bound for Static Request):
This recovers the result of [1, Th. 1]. In this sense, Theorem 7 generalizes the strategy of [1, Th. 1] to the average rate-cache tradeoffs with arbitrary request distributions. The underlined strategy that establishes the theorem is based on distributed source coding techniques instead of the explicit network coding strategy in [1] . Potentially, the choice of auxiliary random variables used in the proof of Theorem 4 can improve the inner bound presented in Theorem 7 which is based on a simpler (but easier to evaluate) choice. We refer to Appendix B for the explicit choice of auxiliary random variables and the proof of Theorem 7. Similarly, by specializing Proposition 2, we establish a decentralized rate-cache tradeoff for the static request FSN stated in the following theorem. 
Theorem 8 (Decentralized Inner Bound for Static Request):
Remark 7: We remark that Theorem 9 implies that (21) also holds when R ave-u (R c ) is exchanged with R wc-u (R c ), i.e., the worst case rate-cache function, since it is lower bounded by the average rate-cache function R ave-u (R c ).
The above theorem improves upon the multiplicative gap of 72 in [10] . Furthermore, for the worst case, in light of Remark 7, we improve the previous gap of 12 in [1] . The proof of this theorem is given in Appendix A-B.
Remark 8: We note that for uniform requests, the specific choice of auxiliary random variables used in Theorem 8 specializes the achievable rates to the result in [10, Th. 1]. Thus, the main innovation in Theorem 9 is due to the outer bound in Theorem 2 and the gap analysis.
Remark 9: In an independent work [20] , the authors introduce a lower bound specifically for the worst-case that attains a multiplicative gap of 4. Compared to the lower bound in [20] , our lower bound applies to arbitrary request distributions.
E. Coding Over Multiple Blocks
In this section, we show how to improve the achievable rate results by coding over multiple blocks. By treating each block x T as a "super-symbol" and applying Theorem 3 (i.e., we code over k super-symbols), a rate tuple
, we can conclude that the exact expression in Theorem 3 is also achievable for the static request model, if we allow encoding over multiple blocks.
In Figure 4 we plot the rate-cache tradeoff curves for coding over multiple blocks (achievable rates in Corollary 2 and Corollary 3) for uniform requests, and the 'compound' rate-cache tradeoffs in [1] and [10] . For both centralized and decentralized strategies, coding over multiple blocks uniformly perform better than their respective single block encoding strategies. The example demonstrates that the achievable rate can be improved by coding over multiple request instances.
IV. PROOF OF CONVERSE BOUNDS
In this section, we present the proof of Theorem 1, Proposition 1, and Theorem 2. We begin with the proof of Theorem 1.
Suppose that we have a sequence of codes of rates R c and R u with vanishing probability of error as k → ∞, and for each k let M c and M u denote the encoding messages generated by the k-th code applied to X k , Y k . Therefore, (X k , Y k ), and the k-th code induce a joint distribution on
The converse proof in the following is with respect to such multi-letter distribution. The rate-cache tradeoff for the centralized and decentralized schemes, for N = 20, L = 300. The solid curves are the 'ergodic' rate-cache tradeoff curves in Corollary 2 and Corollary 3 with uniform requests, and the dashed curves are the 'compound' rate-cache tradeoff in Maddah-Ali and Niesen [1] , [10] . The comparison demonstrates the benefit of coding over multiple blocks.
Consider any subset
where
where (a) follows from the data processing inequality and Fano's inequality, and k tends to zero as k → ∞. The rest of the proof follows from the standard time sharing argument and then letting k → ∞. Thus, we have that
where the minimum is over all conditional pmfs p V L |X such that V L → X → Y form a Markov chain and
This concludes the proof of Theorem 1. At this point, extending the proof to Proposition 1 requires only minor changes which we highlight in the following. For the static request model, the proof steps for the bound on R c remains the same since the cache encoder does not utilize the information of Y in both cases. For the bounds on the update rate R u , the difference is that in the static request model, we have multiple messages M u,y for each y ∈ Y. Thus, we can redo the steps for the bounding R u with M u,y ∈ [1 : 2 k R u (y) ] assuming Y = y which gives the condition (11) .
Next, we prove Theorem 2. First, we restrict attention to the case of i.
Further specializing to FSNs, we obtain a closed-form bound on R u (R c ) by switching between the min and max (and thus relaxing the bound), i.e., we have that for
For simplicity, we will use the short hand notation s n = s n (S) while keeping in mind that s n depends on S. Without loss of generality, we assume that
. Now we show that R u can be lower bounded as in (4) . First, we have
where the last inequality follows by recursively applying
in the order N, N − 1, · · · , 1. Next, R u can be further lower bounded as 
where s N+1 = 0. Finally, for independent and identically distributed requests, s n (S) = s n ( ) for all |S| = , which concludes the proof of Theorem 2.
V. PROOF OF INNER BOUNDS
In this section, we present the proof of Theorem 3, Proposition 2, Theorem 4, and Theorem 5. We begin with the proof of Theorem 3.
The cache contents are formulated by simple digital compressions of the source sequence X k using joint typicality encoding. In particular, the source sequence X k is mapped by cache encoder
The cache message is sent through the individual cache links. For the update stage, we formulate multiple multicast messages using rate-splitting and joint typicality encoding. The multicast messages are then binned and sent through the common link. Specifically, the source and request sequence (X k , Y k ) is mapped by the update encoder into multiple sequences 
for all S such that ∈ S using joint typicality decoding. In the following we give a formal description of the strategy and its performance analysis.
We prove the achievability for |Q| = 1; the rest of the proof follows by time sharing. (6) 
From the covering lemma [28] , it can be shown that this encoding step is successful with high probability if
We denote by M c , ∈ [1 : L] the index sent to decoder by the cache encoder.
If there is more than one index pair, select one of them uniformly at random. If there is no such index pair, send an index pair from [1 :
uniformly at random. From the covering lemma [28] , it can be shown that this encoding step is successful with high probability if
The message m uS is sent to the decoders. We denote by M uS , S ⊆ [1 : L], S = ∅ the indices chosen by the update encoder. Decoding:
for each S such that ∈ S. From the packing lemma [28] , it can be shown that this decoding step is successful with high probability if
By using the fact that I (U S ; X, Y ) = I (U S ; X, Y, V ), eliminating the auxiliary rates R S andR S with S R S = R u the probability of error for recovering u k S tends to zero as k → ∞ if the conditions in Theorem 3 are satisfied. Finally, since we choose a joint distribution that satisfies condition (6) and by the typical average lemma [28] , the probability of error tends to zero as k → ∞.
Remark 10: The decoding phase for the update messages can be further improved by applying some decoding order on U k S such that receiver ∈ S, ∈S decodes U k S before U kS for every |S| > |S|. By this ordering, when decoding U kS , the decoder can further use U S as side information which results in the condition
I (U S ; X|(US : ∈S, |S| > |S|), V , Y, Q).
Next, to prove Proposition 2 which applies to the static requests case, we only need some minor modifications from the above steps in which we highlight in the following. For the cache encoder, we follow the same encoding step as in the previous case since for both cases, the cache encoder does not depend on the request information. As for the update stage, we fix a distribution S p(u S |x, y). 
x|y). This step is successful with high probability if R S,y +R S,y > I (U S ; X|Y = y) + δ( ).
At the decoder, with M uS,y , y, and
for each S such that ∈ S, where the typical set
is defined over p(u S , v|y). This decoding step is successful with high probability if
By eliminating the auxiliary rates R S,y andR S,y with S R S,y = R u (y), we arrive at the conditions in Proposition 2.
In the next subsections, we specify the choice of auxiliary random variables to characterize achievable rate regions for FSNs. The use of coded time (memory) sharing is critical in the analysis.
A. Proof of Theorem 4 and Corollary 2
We show the rate-cache tradeoff for
The auxiliary random variables in Theorem 3 are chosen as follows. Let Q = (Q n : n ∈ [1 : N]), where Q n = {T n :
where ½{A} is the indicator function of the event A. The
On the other hand, for S ⊆ [1 : L], S = ∅, we choose (28) where
and S c = [1 : L] \ S. Note that the above choice of auxiliary random variables satisfy (6).
With the above choice, the cache rate is given by
On the other hand, note that
Then, the update rate can be evaluated by
This concludes the proof of Theorem 4. Next, specializing to uniform requests, let r n = r such that
Thus, for R c = 0, we have r = 0, which gives
where Z ∼ Binom(L − r, 1/N).
B. Proof of Theorem 5
Consider 
Note that with this particular choice of V , the caching strategy is decentralized. On the other hand, for S ⊆ [1 : L], S = ∅, we choose
Note that the above choice of auxiliary random variables satisfy (6) . Then, the cache rate is given by
Furthermore, for S ⊆ [1 : L] and ∈ S, we have
where p j n = P{Y j = n and Q (n) j = 0} and α n = (1 − p n ) (1 − r n ). Thus, the update rate is given by
This concludes the proof of Theorem 5.
VI. NUMERICAL EVALUATIONS
In this section, we provide an algorithm for numerically optimizing Theorem 4, some notes on the optimization of Theorem 5, and some numerical examples of the outer bound and the centralized and the decentralized inner bounds.
We begin by providing an optimization algorithm for Theorem 4.
Proposition 3:
. . , N, Algorithm 1 finds the minimum value of R u (R c ) for the centralized strategy in Theorem 4, where Z n ∼ Binom(L − r n , p n ).
Algorithm 1 Greedy Algorithm
Initialization:
The proof of this proposition is given in Appendix E. Next, we consider the decentralized strategy in Theorem 5. Then, for R c ∈ [0, N], finding the minimum rate-cache tradeoff for the right hand side of equation (8) [29] :
For the following discussion, we assume that p n ∈ (0, 1) for all n ∈ [1 : N] and L ≥ 2. Now let us consider the Lagrange function
Denote by r and (μ , ν , λ ) the optimal solutions for the primal and dual problems, respectively. Since the optimization problem is convex, the corresponding Karush-Kuhn-Tucker (KKT) conditions are sufficient for optimality. In particular, we have for n ∈ [1 : N], 1) r n = 1 if and only if p n ≥ λ ; 2) r n = 0 if and only if
3) r n ∈ (0, 1) if and only if
In the following, we compare the centralized and decentralized inner bounds with an uncoded baseline strategy which follows the principle of caching the highest popularity first (HPF). In [2] , it was shown that HPF is optimal for the single user FSN. The HPF achievable rate pair for the multi-user network is given by
for R c ∈ [0 : N].
For numerical examples, we consider a Zipf distribution on the file popularities, i.e., the popularity of file n ∈ [1 : N] is given by
for some fixed parameter α ≥ 0. In Figure 5 we compare the performance of the two inner bounds, the HPF strategy, and the outer bound for the case N = 1000, L = 10, and α = 0, i.e., the case when the files are uniformly distributed. In Figures 6 and 7 , we compare the The cache-rate tradeoff curves for the centralized scheme (upper solid curve), the decentralized scheme (dash-dotted curve), the outer bound (bottom solid curve), and the HPF strategy (dashed curve) for N = 1000, L = 10, and α = 0. Fig. 6 .
The cache-rate tradeoff curves for the centralized scheme (upper solid curve), the decentralized scheme (dash-dotted curve), the outer bound (bottom solid curve), and the HPF strategy (dashed curve) for N = 1000, L = 10, and α = 0.7. Fig. 7 .
The cache-rate tradeoff for the centralized and decentralized schemes (closely merged in the upper solid curve), the outer bound (bottom solid curve), and the HPF strategy (dashed curve) for N = 10, L = 1000, and α = 0.7.
inner bounds and the outer bound for the cases α = 1.2 with (N = 1000, L = 10) and (N = 10, L = 1000), respectively. In all cases, the inner bounds in Theorems 4 and 5 are within a constant multiplicative factor of 4 from the outer bound in Theorem 2. On the other hand, the HPF strategy shows poor performance when the users' requests become uniformly distributed or the number of users is large compared to the number of files.
VII. CONCLUDING REMARKS
Following up on our previous information theoretic approach that formulated single and two-user cache aided networks in terms of a distributed source coding problem, in this paper, we have extended the approach and provided inner and outer bounds for several cache networks with multiple users.
Looking back, there has been several diverse approaches that have been taken to understand the benefit of coded caching, e.g., distributed source coding [2] , [21] , network coding [1] , [10] , computational [19] , and index coding [16] , [27] , [30] based approaches have been developed. Compared to the distributed source coding approach which is based on random coding arguments, the advantage of a (linear) network coding approach is that it explicitly reveals the coding strategy with potentially lower complexity. On the other hand, in terms of theoretical analysis on the performance of these coding techniques, as originally developed in the paper by Ahlswede et al. [31] , network coding can be specialized from the more general random coding theorems, e.g., [32] . We have also demonstrated this by showing that our coding theorem based on random coding arguments can recover the network coding based strategies which is accomplished by substituting network coding with random binning.
On the other hand, the relation with index coding based approaches is less apparent. The idea of translating the cache network into an index coding problem is as follows. Under the assumption that the cache content is fixed to some fraction of the database (in a uncoded fashion), and assuming that the users' requests are fixed, the update phase can be viewed as an index coding problem. In general, the uncoded cache placement assumption itself may lead to a sub-optimal strategy for the caching problem. Nonetheless, several approaches adopt this assumption, including our choice of auxiliary random variables which enables the analysis to be more tractable and in several cases is sufficient to obtain order optimality. Under such assumptions, there is an interesting analogy with the index coding results in [33] . In [33] , the authors provide an achievable scheme based on random coding for the index coding problem instead of the more commonly used graph theoretic, algebraic, and network coding based approaches. Using this approach, the authors showed that a composite random coding strategy is optimal for all index coding problems with up to five messages. Our update coding strategy is reminiscent of this composite coding strategy in that it is represented by the auxiliary random variables U S , S ⊆ [1 : L], S = ∅, for which only the decoders in ∈ S recovers U S . However, in general, the composite coding strategy can be strictly suboptimal for index coding. It would be interesting further work to seek for improved strategies over our proposed composite coding strategy for cache aided networks.
APPENDIX A ANALYSIS OF MULTIPLICATIVE GAP RESULTS

A. Proof of Theorem 6
Denote the right hand side of (9) byR u-dc (R c ). Note that we haveR u-dc (0) = R u (0). To prove Corollary 3, we consider the following (relaxed) achievable rate-cache region given by the convex hull of the point (R c , R u ) = (0, R * u (0)) and the set
Denote byȒ u-dc (R c ) the corresponding rate region. Now, we show that given a fixed cache rate R c ≥ 0, the decentralized coded caching scheme in Corollary 3 achieves an update rate within a constant multiplicative factor from the rate-cache function R u (R c ) for uniform requests. Let R u-lb (R c ) denote the right hand side of (5).
In the following, we assume that N ≥ 2. For notational convenience, we denote L = min{ L, N}. The lower bound R u-lb (R c ) is an intersection of half planes, and the corner points of R u-lb (R c ) are characterized by the set
We note that for ∈ [1 : L − 1], the two lines y = (1
Next, we relax the inner boundȒ u-dc (R c ) by the following piecewise-linear bound resulting from :
is a linear-fractional function with respect to R c and thus is quasiconvex [29] . A quasiconvex function has the property that the value of the function on a segment does not exceed the maximum of its values at the endpoints. Also, we note that for all R c ∈ [ω 1 , ω 0 ),
Therefore, it suffices to check whetherȒ 
B. Proof of Theorem 9
Recall the definition ofȒ MN (R c ), which is defined as the convexified bound in (20) . If N = 1, it can be easily checked
For the rest of analysis, we assume that N ≥ 5. To facilitate the gap analysis, we consider the following relaxed upper bound of (20) 
for all R c ∈ (0, N], and we define R upper (0) := min{ L, N}. We remark that R upper (R c ) is quite suboptimal as an upper bound and is not continuous at R c = 0 when L < N. However, the corresponding convexified boundȒ upper (R c ) is sufficient for our analysis. On the other hand, we consider the following relaxed lower bound
it suffices to show 
We note that for all ∈ [L − 1], the two lines
intersect at x = ω . Next, we relax the upper boundȒ upper (R c ) by the following piecewise-linear bound resulting from {ω : k ∈ [0 : L]}: if
In Figure 8 , we provide an example with (L, N) = (15, 10) summarizing the various bounds used in the analysis.
Then, for each segment
is a linear-fractional function with respect to R c , and
thus it is quasiconvex [29] . As noted before, a quasiconvex function has the property that the value of the function on a segment does not exceed the maximum of its values at the endpoints. Besides, we note that for all R c ∈ [ω 1 , ω 0 ),
Thus, it suffices to check whether
First, we have 
APPENDIX B PROOF OF THEOREM 7
We show the achievable rate pairs for 
Note that the above choice of auxiliary random variables satisfy (15) . Since
∈ T n and (b) follows since for |S| = |T n | + 1, ∈ T n , and ∈ S, we have S \ T n = { }. Thus,
This concludes the proof of the first part of Theorem 7.
Next, for the average rate-cache tradeoff,
where α j = N n=1 ½{r n = j } p n , and step (a) follows since
. This concludes the proof for the average rate-cache tradeoff.
Finally, to prove Remark 5, we choose r n = r , n ∈ we have 
APPENDIX D PROOF OF COROLLARY 4
For R c ≥ 0, we first relax the lower bound (4) 
APPENDIX E PROOF OF PROPOSITION 3
We prove the proposition by induction. First, for R c = 0, Algorithm 1 is initialized by the optimal value R u (0). Next, we assume that Algorithm 1 finds the minimum value of R u (R c ) (the right hand side of (7) 
and that r j ≥ r j +1, and step (c) follows from the incremental assignment of r s+1 from r s in Algorithm 1. It remains to prove (60) which we show in the following. First, we consider the case r = 1. Let Z ∼ Binom(L − 2, p) and A ∼ Bern( p).
Assume that Z and A are independent. Then, we have Z + A ∼ Binom(L − 1, p) and thus 
