Context-awareness is a one of the most important paradigm for nowadays/modern systems. It means sensing and reacting on environment which might be formed by things that belong to the IoT. The information that is derived from sensors constitutes, informally speaking, a kind of speech and language phrases, which could be expressed in terms of formal/temporal logic. Logic avoids ambiguity which is typical for natural languages. Such logical specifications, which could be the result of observing the behavior of users/inhabitants that belong to an environment, then might be used by context-aware applications. The knowledge expressed in terms of temporal logic formulas may constitute an input for formal reasoning processes to support decisions of applications that are context-aware and pro-active.
INTRODUCTION
Context-awareness is a property of linking changes in the environment with computer systems which are otherwise static. Important aspects of context might be: where you are, who you are with, and what resources are nearby [2] . In software engineering context-awareness means sensing and reacting on environment. Pervasive computing is understood as existing or being everywhere at the same time, assuming the omnipresence of computing providing strong support for users/inhabitants. The Internet of Things, or IoT, refers to uniquely identifiable objects enable automatic transfer data over a network and cooperation without any kind of intervention.
Formal logic allows to register behaviors in a precise way, i.e. without any ambiguity typical for natural languages. "Logic has simple, unambiguous syntax and semantics. It is thus ideally suited to the task of specifying information systems" (J.Chomicki, J.Saake). It also allows to perform automatic and trustworthy reasoning to obtain decisions for newly observed users/inhabitants, i.e. decisions of a system which is transparent for inhabitants, and on the other hand satisfying the assume of context-aware and pro-activity. The semantic tableaux method for temporal logic as a method of reasoning is considered.
The contribution of this work is an idea of automatic generation of logical specifications that describes behaviours of objects in the IoT networks, and providing formal reasoning that supports context-aware and pro-active decisions.
Pervasive computing or ubiquitous computing can be understood as existing or being everywhere at the same time, assuming the omni-presence of computing providing strong support for users/inhabitants. Context-awareness and context modeling is one of the crucial aspect of pervasive systems.
A context is conditions and circumstances that are relevant to the working system. A sample physical world which create a context which is interpreted by context-aware applications is shown in Fig. 1 . The physical world and the context-awareness soft- ware constitute the smart environment. Context model creates different types of sensors which are distributed in the whole considered physical area. These ideas also refer to the concept of Ambient Intelligence (AmI), i.e. electronic devices that are sensitive and responsive to the presence of humans/inhabitants. It follows that the smart application must both understand the context, that is context-aware, and characterized by pro-activity, that is acting in advance to deal with an expected occurrences or situations, especially negative or difficult ones. Context-aware system is able to adapt their operations to the current context without explicit user intervention.
EXAMPLE FOR THE IoT
Let us discuss a simple IoT-oriented example. The formal background are temporal logic and the semantic tableaux method. Temporal Logic TL is a branch of symbolic logic and focusses on statements whose valuations depend on time flows, e.g. [4] . Logic and reasoning are cognitive skills that might support formal decisions. Although the work is not based on any particular method of reasoning, the method of semantic tableaux is considered. The method of semantic tableaux, or descriptively satisfability trees, is well known in classical logic but it can be applied in modal logic [1] . Simple examples of inference trees are shown in Fig. 2 , and they refer to the first-order predicate calculus. The semantic tableaux method can be treated as a decision procedure, i.e. the algorithm that can produce the polar answer Yes-No as a result to some important questions. Let F be an examined formula and T is a truth tree build for a formula. Then the following conclusions can be drawn.
Theorem 1. The semantic tableaux method gives answers to the following questions related to the satisfiability problem:
The world of things/objects is modeled using a graph structure, the definition of which is given below. The graph is a tuple G = V, E, α, S, β, W comprising -V is a set of vertices, or things/objects, -E is a set of edges or lines that connect objects, -α : V → W is a function that labels vertices, where -W is a set of labels/names, -β : V → 2 S is a function that labels vertices, where -S is a set of labels/physical sensors that exist/operate in nodes.
Let us consider a simple yet illustrative example for the approach. Say we have a graph and there are registered things/objects in nodes. Different sensors register different aspects of object's presence in nodes. However, to simplify considerations it is assumed that only one sensor operates in a node. Work [3] discusses methods of obtaining logical specifications from a natural language. The following considerations propose a method-/idea to obtain logical specifications from a (technical) language of physical sensors that is less complex comparing a natural language.
The basic events that refer to the presence of users/inhabitants are recorded in nodes. Let O = {o 1 , o 2 , ...} is a set of users/inhabitants identified (RFID, biometric data, others) in the system. Particular users have unique identifiers. Let D = {d 1 , d 2 , ...} is a set of events, where every d i belongs to O, V, T , where O is a set of identified users/inhabitants, V is a node of a network, and T is a set of time stamps. For example, d i = idOla, p0123, t2014.03.01.21.45.00 means that the presence of the idOla object is observed at node p0123 (a physical area), and the time stamp assigned to this event is t2014.03.01.21.45.00.
Then, physical events are translated to logical specifications. The main idea is to analyze time stamps of events, however, the detailed algorithm is the goal of a separate work. The input for this translation are events d i as defined above. The output are logical formulas understood as triples of the form l i = id, f, r , where id is an identifier of an object that operates in nodes, f is a temporal logic formula, and r is a number of occurrences of this formula as a result of a user behaviour. The entire logical specification is a set of these triples, i.e. S = {l i : i ≥ 0}. The introduced notion requires some explanation. Many objects can be identified in the entire system. The system stores information about different users and the id allows to differentiate formulas intended for a particular user. The meaning of f is obvious, i.e. it is a syntactically-correct temporal logic formula. The r element, where r > 0, is a kind of counter and it means multiple occurrences of a given formula as a result of multiple registrations of the same behaviour. For example, idOla, n2 ⇒ ✸p018, 7 and idOla, n2 ⇒ ✸p015, 2 means that user idOla enters node n2 and sometime reaches the node p018 (seven times in the past), and sometime reaches the node p015 (two times in the past). When the decision . 2 . The sample truth trees is taken, then this node is suggested as the most preferred one, but if it is not free then p015 is suggested. Say, the logical specification for a user o i contains logical formula ✷¬(n3) which means that the user never reached n3. However, when at a certain time point user o i appears at n3, then it provides the logical formula ✷¬(n3) ∧ n3 which might give the reasoning tree for the semantic tableaux method shown in Fig. 2 .a, c.f. closed branch (×). Of course, this tree could be a part of a greater truth tree, which is omitted here to simplify considerations, but it must contain at least one closed branch, i.e. branch that contains a contradiction. It follows that the logical specification should be modified removing formula ✷¬(n3) from the initial specification, then new formula which results of a new event, entering node n3, are to be added to specification. Another case could refer a situation when user reaches node n2 and the logical specification contains formula n2 ⇒ ✸p010, which means that when n2 is reached then sometime node p010 is reached. It leads to the following formulas and reasoning: n2 ∧ (n2 ⇒ ✸p010) =⇒ ✸p010, or using the truth tree Fig. 2.b, c. f. the open branch (•). The decision contains the p010 node. The last case is the situation when a node is reached and there exist two (or more) different (sub-)formulas, i.e. n1 ∧ ((n1 ⇒ ✸p018) ∨ (n1 ⇒ ✸p015)) =⇒ ✸p018 ∨ ✸p015, or using the truth tree Fig. 2 .c, c.f. the open branches (•). It means that both p018 and p015 are nodes. It also means that the last element of the triple l i which is frequency r of a particular formula determines which node is chosen as a preferred one, i.e. the r element does not influence the formal inference process but it supports the choice between open branches which are result of an inference.
