The level-ancestor problem is considered. Suppose a rooted tree T is given for preprocessing.
INTRODUCTION
The level-ancestor problem is defined as follows. Suppose a rooted tree T is given for preprocessing. Answer quickly queries of the following form. Given a vertex v and an integer i> 0, find the vertex that is the ith ancestor of v in T; where, the first ancestor of vertex v is its parent, and the ith ancestor is the parent of the (i-1)th ancestor. We achieve the following results: For any given m, 1 ~<m ~< log* n, the preprocessing algorithm runs in O(m + log ~') n) time using an optimal number of processors and a query can be retrieved in O(m) time. Thus: (1) for constant m, the preprocessing algorithm runs in O(log (m) n) time and query retrieval takes constant time; and (2) for m = log* n, the preprocessing algorithm runs in O(log* n) time and query retrieval takes O(log* n) time. These results assume that the Euler tour of the tree and the level (distance from the root) of each vertex are given. Without these assumptions, preprocessing takes O(logn) time using an optimal number of processors and query retrieval takes constant time. A serial version needs linear time for preprocessing and constant time for processing a query. The present paper, along with [BV90, BV91], comprise a journal version of [BV89] , where the results presented here were stated. The level-ancestor problem is apparently defined in the present paper for the first time. Chazelle needed the following problem which is an instance of the level-ancestor problem: Given a vertex u and a descendant v of u, find the child of u which is on the path from v to u. Manber [Man90] has already used our level-ancestor algorithm to obtain a serial linear-time algorithm for recognizing breadth-first trees. In [Die91 ], Dietz gave a linear-time sequential algorithm for the level-ancestor problem and considers also a dynamic version of it. Our first encounter with the level-ancestor problem came during discussions of our new algorithm [BV89] for the lowest common ancestor (LCA) problem, which is defined as follows: Preprocess a given tree, T, to enable fast processing of queries requesting the lowest common ancestor of any two vertices u and v in T. While-the LCA problem seems related to the level-ancestor problem, we could not derive even a linear-time serial processing algorithm that enables constant-time level-ancestor query retrieval from the existing LCA algorithms. There are three such algorithms: (1) by [HT84]--a linear-time serial algorithm, (2) by ] (a simplification and parallelization of [HT84])--an optimal logarithmic-time parallel algorithm, and (3) by [BV89]--assuming the Euler tour of the tree and the level of each vertex is given, the preprocessing takes O(c~(n) ), the inverse of Ackermann's function, time using an optimal number of processors; without these assumptions, this is another optimal logarithmic-time parallel algorithm. Without elaborating any more, we note that for the strongest (i.e., O(e(n) ) proprocessing time, the retrieval time increases to O(c~(n)) . A challenging open problem would be to figure out whether the gap among the parallel results for the LCA problem and the level-ancestor problem can be closed.
The model of parallel computation used in this paper is the concurrent-read concurrent-write (CRCW) parallel random access machine (PRAM). We assume that several processors may attempt to write at the same memory location only if they are seeking to write the same value (the so-called Common-CRCW PRAM), as in [SV81] . We use the weakest Common-CRCW PRAM model, in which only concurrent writes of the value one are allowed. An optimal parallel algorithm is an algorithm whose time-processor product matches the sequential complexity of the problem (which in this paper is linear).
Our presentation aims at the strongest parallel complexity result we could have achieved. Some considerations that led us to the best asymptotic time bounds become less relevant if it is important that the asymptotic bounds (using the "big oh" notation) will not hide large constants. A version of our algorithm that trades asymptotic bounds for moderate constants, is also discussed. This version seems practical.
BASICS
We need the following problems and algorithms.
The Euler Tour Technique
Consider a tree T= (V, E), rooted at some vertex r. The Euler tour technique enables the computation of several problems on trees in logarithmic time and optimal speed-up (see also Vis85] ). The technique is summarized below:
Step 1. For each edge (v --* u) in T we add its anti-parallel edge (u --* v). Let H denote the new graph.
Since the in-degree and out-degree of each vertex in H are the same, H has an Euler path that starts and ends in the root r of T.
Step 2 computes this path into a vector of pointers D, where for each edge e of H, D(e) has the successor edge of e in the Euler path.
Step 2. For each vertex v of H, we do the following: (Let the outgoing 0 .... , d(v)-1 . Now D has an Euler circuit. The "correction" D(ue(r ) 1~ r):= end-of-list (where the out-degree of r is d(r)) gives an Euler path which starts and ends in r.
Step 3. In this step, we apply list ranking to the Euler path. This results in ranking the edges so that the tour can be stored in an array. Similarly, we can find for each vertex in the tree its distance from the root. This distance is called the level of vertex v. These and other applications of list ranking appear in [TV85] . This list ranking can be performed in logarithmic time using an optimal number of processors, by JAM88, CV86, or CV89].
Comments. 1. In Section3 we assume that the Euler tour is given in an already ranked form. There, we systematically replace each edge (u, v) in the Euler tour by the vertex v. We then add the root of the tree to the beginning of this new array. Suppose a vertex v has l children. Then v appears l+ 1 times in our array.
2. We note that while advancing from a vertex to its successor in the Euler tour, the level may either increase by one or decrease by one.
Finding, the Minimum for Restricted-Domain Inputs
Input. Array A = a l, a 2, ..., a n of numbers. The restricted-domain assumption: each a~ is an integer between 1 and n.
Finding the minimum. Find the minimum value in A. Fich, Ragde, and Wigderson [FRW88] gave the following four-step parallel algorithm for the restricted-domain minimum finding problem. It runs in O(1) time using n processors. We use an auxiliary vector B of size n, which is all zero initially.
(1) Processor i, 1 ~< i<~n, writes one into location B(a~). Now, the problem is to find the leftmost one in B. Partition B into ~ equal size subarrays. Remark 2.1. This algorithm can be readily generalized to yield O(1) time for inputs between one and pC, where c > 1 is a constant, as long as p ~> n processors are used.
LEVEL-ANCESTOR ALGORITHMS
Input. A rooted tree T= (V, E). The input for a level-ancestor query is an integer l> 0 and a vertex v. The query seeks the lth ancestor of v in T.
Each of our level-ancestor algorithms consists of two main components: (1)
Preprocessing. Using the input for the problem a table is built. (2) Query retrieval
It is shown how to process any level-ancestor query. Denote n = 21 V[-1. Our algorithms assume that we are given a sequence of n vertices B = I-v1, v2 ..... vn], which is the Euler tour of our input tree, and that we know for each vertex v its level, level(v), in the tree. We note that in case the Euler tour and the levels are not given, we can compute them in O(log n) time and n/log n processors.
This section is devoted to proving the following theorem.
MAIN THEOREM. Given any integer l~<m~<log*n, the following pair of statements holds together: 
Overview of This Sestion. (i) The next subsection presents a ("basic")
constant-time preprocessing algorithm for the FS problem, that uses nlog3n+ n log n processors and O(,~-k n log n)space. An FS query can be processed in constant time.
(ii) In Subsection 3.2, the results of the main theorem are derived as follows. We give an algorithm for the FS problem with k = 1 that has the same bounds as the bounds for the level ancestor problem in the main theorem. This proves the theorem since computing the above reduction takes O(1) time using O(n) operations. Subsection 3.3 discusses improvements of constant factors in the FS algorithm of Subsection 3.2 (and thus also in the level-ancestor algorithm). Throughout this section, we make the simplifying assumption that ~ is always an integer.
Basic Constant-Time Algorithm
Our description of the basic algorithm has two steps: (1) The output of the preprocessing algorithm is specified, and it is shown how to process an FS query in constant time using this output. (2) The preprocessing algorithm is described. This order helps in motivating the presentation.
Output of the Preprocessing Algorithm and Processing a Query
For each i, 1 ~< i ~< n, the preprocessing algorithm outputs three arrays: NEARi, MIDDLE/, and FAR/. Given a general FS(i, x) query, these three arrays enable zeroing in on an answer using four steps:
(1) If x is "much smaller" than ai (specifically ai-x>k), backtrack to an index il ~< i; otherwise, proceed directly to Step (3) below with i2 = i.
(2) Using information in array FARi~, advance to an index i2 > i, such that: (i) FS(i2, x)= FS(i, x), and (ii) ai2-x<~k.
(3) Using information in MIDDLEi 2 advance to an index i3 > i2 such that (i) FS(i3, x) = FS(i, x) and (ii) a~3 -x ~< xfk.
(4) Using information in NEAR~ 3, advance to the index i4 that provides the answer to FS(i, x). EXAMPLE 3.1. Figure 1 demonstrates arrays FAR i, MIDDLE, and NEAR; for A --(al, a2, ..., a16) = (89, 81, 76, 70, 68, 60, 53, 50, 44, 42, 34, 26, 25, 16, 17, 8) , where k = 9. To motivate the presentation below, we demonstrate the output of the processing algorithm on Fig. 1 , delaying exact definitions to later.
Consider the query FS(6, 20) with respect to array A. In step (1), we backtrack to a 5. Location 5 in FAR5 gives the first location, 12, such that a12 < 27 (it will be explained later how the value 27 was chosen); so advance to a12 in step (2). Advance to a14 in step (3) since, location 2 in MIDDLEI2 gives the first location, 14, such that a~4 < 21. Since a14 is less than 20 we are done (and the information in array NEAR14 need not be used in step (4)).
We now describe steps (3) and (4) in detail.
Steps (1) and (2) are described later. For each input element ag, the preprocessing algorithm computes two arrays of size ark each: NEAR~ and MIDDLE~. Location j, 1 ~<j~ ,,/-£, in NEAR~ gives the first Implementation of steps (3) and (4). Given is a query FS(i2, x), where ai2-x ~k. Denote d--a;2-x. We process the query as follows: Let fl be an integer satisfying x/k (fl -1) < d ~< xfk f~. If fl > 1 then either location f~ -1 or location ]'1 in MIDDLE; gives the first element a;3 to the right of ai2 with value less than or equal to x/'k f z, where f2 is an integer satisfying ~ (f2-1)< x ~< x/-k f2 (so far this is step (3)); Now, either i3 is the answer for the query FS(i2, x) (that is, i 4 = i3) or location ai3 -x in NEARi3 has the answer (step (4)). If fl = 1 then we set i3 := i2 and NEAR;3(d ) has the answer for the query. We turn to describe steps (1) and (2). Consider any i, 1 ~< i ~< n. For i= 1, denote r=r(i)---[-lognT. For i, 2~<i~<n, let i-l='s2 r, where s=s(i) and r=r(i) are integers and s is odd; that is, 2 r is the largest power of two that divides i-1. For input element a;, the preprocessing algorithm computes an array denoted FAR; of size 3-2 r. Suppose that (e-1)k<a;<~ek for some integer e. Location j, 1 ~<j~< 3-2 r in FAR/gives the first location to the right of a~ with value less than or equal to (e-j)k. (1) and (2) . We are given a query FS(i, x), such that d= a~-x > k. Let p t> 0 be the integer for which k2P~ d< k2 p+ 1. Then, the index i~ to which step(l) backtracks is [_(i-1)/2P_]2P+I. That is, i I is the largest index such that il ~< i and 2 p divides i~-1. Let el be the integer such that k(ex-1)<a;1-x<<,kel, and e2 be such that k(e2-1)<x<~ke2. Then, either location e~-l or location e~ in FAR;I gives the first element, denoted a~2, to the right of a;l with value less than or equal to ke2. Clearly a~2-x < k, and we can proceed to step (3).
Implementation of steps
The following two observations are needed to prove correctness of the above implementation of steps (1) and (2).
OBSERVATION (i). The first element to the right of a; with value less than or equal to x is also the first element to the right of ai~ with value less than or equal to x.
Proof We need to show that as->x for any index i~<j~i. Since x = a;-d ~< a~-k2 P, it is enough to show that for il ~< j ~< i, a s > a;-k2 p. However, this is correct since the difference between two adjacent values of the input array A is at most k and i-il < 2 p.
OBSERVATION (ii). Location e~ exists in FAR;~.
Proof Observe that O<a~,-x<3k2 p. Therefore, e~ ~<3.2 p, and sincep=r(i~), location el must exist in FARgo.
A low-level implementation comment. It remains to show how (1) r ~-r(i) is computed for any i, 1 ~< i ~< n in the preprocessing stage (s = s(i) is not needed); and (2) p is computed given d and k in the retrieval stage. For this we can build (as part of the preprocessing) a table that will give for any number in [1---n] the location of the rightmost and leftmost bits in its binary representation. These imply (respectively) the values of r and p. (Note that if d/k > n, there is no answer to the FS query and therefore we can assume that d/k <~ n.) The table is built as follows. Using logn processors for each number in [l---n] we compute the rightmost (or leftmost) bit of the number in constant time. Overall the number of processors used is n log n. We conclude that retrieval of an FS(i, x) query can be done in constant time using a single processor.
The Preprocessing Algorithm
The output of the preprocessing algorithm consists of 3n arrays: for each i, 1 <~i<<,n, we have arrays NEAR, MIDDLE, and FARi. The preprocessing algorithm has two parts. Part 1 constructs tables. Part 2 retrieves each entry in each of the 3n output arrays separately in O(1) time.
Part 1. Consider the input array All-..n]. For simplicity assume that n is a power of two (formally, n=2 r-l°gnT) and let T be a complete binary tree whose leaves are the elements of A. An interval is defined to consist of the leaves of the subtree of some internal node v of T. (Actually, we need only intervals of internal nodes which are the right children of their parents; however, for simplicity of presentation we work also on intervals of left children.) Part 1 consists of three main steps:
Step 1. For each interval, find its minimum. Specifically, given an interval [i..-j], find the minimum over ai, ai+l ..... aj.
Implementation. Each leaf participates in log n intervals, corresponding to its log n ancestors in the binary tree. We allocate to each leaf at each level x/k + log 2 n processors and the total number of processors used is thus ~ n log n + n log 3 n. The minimum computation at each interval takes constant time using the algorithm of Remark 2.1. It uses x/k(j-i) processors for an interval [i-. [a~-at[ <~ k(l-i) 
Step 2. For each interval, find the minimum for each of its prefixes. Specifically, given an interval [i.. 
OBSERVATION (iii

<~ mg (i) -m~ (j) <~ k(j-i).
The following type of query is used extensively in Part 2. Let [i--.j] be any of the intervals and let Mi[i, i+ 1, ...,j] be its array of prefix minima. The query search(x) with respect to this array requests the leftmost index l, i ~< l ~< j, such that
Mi(I) <~ x (if such index exists).
Step 3 (Handling search queries). Let M = (ma, m2, ..., mr) be a nonincreasing array of integers such that the difference between any two adjacent entries in M is at most k (formally mi>~mi+l>>.mi-k). The query searchM(x) requests the minimal index l, 1 <<.l<~r, such that ml<<.x (if such index exists). We show how to preprocess array M with ~ r processors in constant time and using O(x/kr) space, so that each query can be processed by a single processor in constant time.
By way of motivation, assume that we have kr processors for preprocessing, where k processors are standing by each element mi. Possible query values are all x, ml>~x>~ml-k(r-1) (since mr>~ml-k(r-1)). Construct in O(1) time an array (of size O(kr)), such that for each such value of x the array has the index for searchM(x). Specifically, processor j, O<~j<~k-1, of element m~ enters the answer i for query searchM(m/+j), unless mi+j>>.mi 1. A variant of this simple construction uses only ,,/kr processors and O(x/-k r)space, as shown below.
We build two kinds of arrays:
I. A single array B, of size ~< ~ r. Array B will have all answers for query values ml ~> x ~> mr which are integer multiples of x/k. It is easy to compute array B in constant time by assigning ~ processors to each element mi, 1 ~< i ~< r.
II. Several arrays, each of size x/k. Consider a query searchM(x), and recall that array B solves the query j=searchM(Xl), where Xl=FX/x/-k].~kk is an integer multiple of ,,fk. By element m j, we store an array C s of size ~< ,,~. Array C s will have all answers for query values xl >~ y>x~-x/-k. There will be processors standing by each element mi, 1 ~< i~< r, and they will compute in O(1) time all arrays C s (for every element mj such that j= searchM(X) for some integer multiple x of x/k). Specifically, the processors that will participate in the computation of Cj belong to all elements m j, mj+ 1 .... , m~ that lie between the same two multiples of w/k as mj itself. Implementation details are omitted.
In our case the array M~[i, i+ 1 ..... j] is of size j-i+ 1. Thus, the preprocessing for search query retrieval takes constant time using x/k (j-i + 1) processors and O(v/k (j-i + 1)) space and v/k n log n processors and O(x~ n log n) space overall. It enables retrieval of a search(x) query in 0(1) time:
Complexity of Part1. O(1) time using x/k n log n + n log3 n processors and O(~ n log n) space.
The following observation is needed for Part 2 below. To Part 2. We compute separately each entry in each of the three arrays, NEARi, MIDDLE i, and FARe for 1 ~< i ~< n. The goal of computing each such entry has the following character: an index 1 ~< l ~< n and an integer x are given, and we seek a leftmost index p ~> l, so that ap ~< x. Specifically, the values of x needed are a,-1, a i-2 ..... a i-~ for array NEAR~, ~ (f-1), x/k (f-2), ..., x/k (f-xflk) for array MIDDLE~ (where f is the integer satisfying ~ (f-1)< ai ~< ~ f, as in the definition of array MIDDLE~) and (e-1)k, (e-2)k ..... (e-3-2r) k for array FAR~ (where r and e are defined as in the definition of array FAR~).
OBSERVATION (iV
verify the correctness of (2) note that (a) the first interval begins with the index l, (b) the first index of an interval is always one larger than the last index of the previous interval (where intervals are added in order of decreasing ~), and (c) the last interval ends with the index n-1.
We compute the entry using log n processors, one per interval in the union of intervals for suffix [l, ..., n] . For each interval we process a search(x) query. Finally, we find the leftmost interval that has an answer to a search(x) query. This completes the computation of the entry.
Complexity of Part 2. The number of processors used for Part2 is logn for each entry of FAR t and the time is O(1). The same bounds apply for each entry of NEAR~ and MIDDLE~. The total size of all FAR i arrays is three times the total number of entries of all intervals which is nlogn. Thus the number of processors for computing all FAR~ arrays is 3n(log n) 2. The total number of entries in arrays NEAR and MIDDLE is 2 x/k n and the number of processors for computing these arrays is thus 2 ~ n log n. The computation of an entry in each of the arrays NEAR, MIDDLE, and FAR involves also finding the leftmost interval that has an answer to a search(x) query. This can be looked at as finding the leftmost one in an array of size log n and can be done in O(1) time using the log n processors allocated to the wanted entry using the algorithm of [FRW88] . Overall, Part 2 takes O(1) time using x/k n log n + n(log n) 2 processors. The space for Part 2 is bounded by the space for Part 1.
The Fast and Optimal Algorithm
Consider the FS problem with respect to the sequence of levels (ll, 12, ..., ln) in the Euler tour. In this section we give an optimal preprocessing algorithm for the problem.
THEOREM 1. For each m, 2 <~m ~<log* n, we present an optimal preprocessing algorithm that runs in O(m +log {m) n) time and uses linear space. An FS query can be retrieved in O(m) time.
The main theorem follows from Theorem 1, together with the reduction from the level-ancestor problem to the FS problem. A minor technical issue that requires explanation is the discrepancy between Theorem 1, which is stated for m ~> 2, and the main theorem, which is stated for m ~> 1. This is not really a problem, since the case m = 2 in Theorem 1 implies also the case m = 1 in the main theorem. It could have actually implied the case m = 1 in Theorem 1 itself. We stated Theorem 1 for m ~> 2, since only for these values did we have a direct proof.
COROLLARY 2. When m is constant, the preprocessing algorithm runs in O(log (m) n) time using linear space and retrieval of any FS query takes constant time.
COROLLARY 3. When m = log* n, the preprocessing algorithm runs in O(log* n) time using linear space and retrieval of any FS query takes O(log* n) time.
We need the following notation and lemmas. Denote J(°)(n)= n, J(n)= J{1)(n)= log4n, and J(i)(n)=log4j{i-1)(n) for i> 1. Lemma4, below, upper-bounds the asymptotic behavior of J{i)(n) in terms of log(nn. LEMMA 4. J(i)(n) <~ (11 log (n n) 4 for log (n n ~> 2; and J{n(n) < 228 for log {n n < 2.
The proof is given in Appendix A.
LEMMA 5. (a) j(O(n ) >~ ju+ ~)(n) for J(°(n) > 2 28. In other words, an additional iterate of J leads to a smaller value for large enough n.
(b) J(2)(n) < log n for J(Z)(n) >/2 28.
The proof is omitted.
OPTIMAL PREPROCESSING ALGORITHM. Let c~ be the smallest i<~m for which J(°(n) <~ 2 28. If J(°(n)> 2 28, for every i< m, then we define g to be m.
We build a balanced tree T, whose leaves are 11, 12 ..... I, as follows: (1) Each leaf has a + 1 ancestors. The height of a node of T is the number of its ancestors. The height of T is a + 1. (2) Let v be any internal node of T whose height h satisfies 0 < h < a-1 and whose rooted subtree has r leaves. Node v has r/log4r children. The structure of T relates to the functions JU)(n) as follows:
(a) the number of leaves of (the subtree rooted at) any node at height 0 ~< h ~< a is J(h)(n); and (b) the number of children of any node at height 0~<h~<c~-I is
Number Height of leaves in the per node tree 
@
Step 1. Let v be any internal node at a height h ~< ct in T and let its leaves be li, ..., lj. For each such node v find the minimum over {li ..... lj}.
Implementation. To do this we start from the nodes at height c~ and proceed up the tree, from nodes to their parents inductively as follows: The inductive base. We compute the minimum over the leaves of each node at height c~ of T using the algorithm of [FRW88] . Per node this is done in constant time using O(J(~)(n)) operations, since J(~)(n) is the number of children (which are leaves) of such node. The inductive step. Suppose we already know the minimum for each node of T at height greater than h, for some h, 0 <~ h < c~. We show how to compute the minimum over the leaves of v for some node v at height h of T. Let r = J(h)(n) (that is, r is the number of leaves of v) and denote the children of v by Vl, v2 ..... Vr/log4 r and the minimum with respect to each child vi, 1 ~< i~ r/log 4 r, by mini. The minimum over the leaves of v is the minimum over mini, min2, ..., minr/log, r" TO compute the minimum we use r/logar processors and apply the constant-time algorithm of Remark 2.1.
For r large enough, the size of the domain (which is r) does not exceed the square of the number of processors (which is r/log 4 r) and we can apply the algorithm of Remark 2.1. (If r > (r/log 4 r) 2 it follows that r/log 4 r is a constant and even one processor can perform the minimum computation in constant time. More specifically r is smaller than 2 44 and thus r/log 4 r is smaller than 223.) The whole computation takes O(m) time using a total of O(n) operations.
We are ready to give an overview and motivation for the remainder of the optimal preprocessing algorithm. Let v be a node at height h, 0 ~< h < e, with x children in T and let mini, rain2 .... , minx be the sequence of minima with respect to these children. For each such node v, separately, we apply the FS preprocessing algorithm of the previous subsection to the sequence mini, min2 .... , min x. In addition, for each node of height e, separately, we apply a special FS preprocessing algorithm for all its leaves. Next, we explain why these two operations are sufficient as preprocessing for the FS problem.
Processing an FS query. Suppose a query FS(i, x) with respect to the sequence Ii, 12, ..., In is given. We process the query in two stages using a single processor. In the first stage we start at the leaf (at height e + 1) that contains li and climb up a path from a node to its parent in T. Using an FS query at each node of this path the first stage ends when we find a node u that contains (the still unknown) lvs (i,x) as a leaf. In the second stage we follow a path down the tree, from a node to one of its children, starting at u. The path is guided by an FS query at each node and ends at the leaf that contains Ivs(i,x~. Step 2. For each node v at height ~< c~-1, we preprocess the array N(v) so that any query FSN(~)(i, x) (1 ~< i ~< r/log 4 r) requesting the smallest fl >~ i such that min B ~< x can be retrieved in constant time.
Implementation. The difference between any two adjacent entries of N(v) is at most log 4 r. Using the basic preprocessing algorithm of the previous subsection, this can be done in constant time using r/log4r.log3(r/lognr)+ lx/17gar.r/ log 4 r. log(r/log 4 r) ~< 2r/log r processors and O(x/log 4 r. r/log 4 r. log(r/log 4 r)) = O(r/log r) space. Thus, for all nodes at some height 0 ~< h < c~ of the tree, the computation is done in O(1) time using 2n/log J(h)(n) processors (recall that J(°)(n) is defined to be n) or, since j(h)(n)~> log(h)n, at most 2n/log log(hi n = 2n/log (h+ 1)n processors. The space needed for all nodes at height h is O(n/log (h+ l)n). The overall number of operations and space is thus O(n) and the time is O(1).
Step 3 Implementation. An alternative characterization of the sequence li, ..., li+j{~l(n) 1 can be obtained by the following two: (1) the value l~; (2) Complexity. For the preprocessing algorithm: O(m +log (m) n) time using an optimal number of processors and linear space. For query retrieval: O(m) time using a single processor.
Fine Tuning
The algorithm in the previous subsection is fast and optimal and involves moderate constants, for large enough values of n. However, for values of n that are not extremely large the algorithm has an important drawback: If JC~)(n)~< 2 2s, then an upper bound on the size of the table built in Step 3 above is 2 228. Otherwise, the upper bound is 2 J(m~(n). This upper bound might be too big for practical use, since the table has almost 2 22~ entries even for relatively small values of n. Therefore, we give an alternative implementation of Step 3.
For n, where J(~)(n) > 2 2s, Step 3 remains unchanged, since the space used for the table is O(n) (see Lemma 5(b)), and the big oh represents a small constant.
We give an alternative Step 3 (Step 3.ALT) for the case where J~)(n) <~ 2 zS. Our input consists of n/J~) (n) Step 3.ALT. We sort the values of ll ..... l N into an array A, whose size is N.
The sorting is done according to a lexicographic order <L, which is defined as follows: l~ < L lj if li < lj or l~= I/ and i < j.
How is a query FS(i, x) processed? If li ~< x then the answer is l~. Otherwise, the answer is the minimal j > i such that lj = x (or else there is no answer for the query within L). A binary search of the pair (x, i) in A (with respect to the lexicographic order <L) provides the answer to FS(i, x). 
Implementation of Step
Remark.
Step 3.ALT deals only with the case, where N is a constant. Our goal in this subsection was only to show that even for small values of n (where n is the length of the input) big constants can be avoided. We gave the simplest algorithm that we found for this purpose. We see alternative ways that need even smaller constants.
APPENDIX A: PROOF OF LEMMA 4
The proof is by an easy induction: For i= 1 the proof is trivial. We assume the lemma holds for i and prove for i+ 1. We first consider the case log (;+ I)n ~ 2. By definition, j(i+ l)(n ) = log4 j(i)(n).
Since log (`.+ 1l n >/2 it follows that log (i) n i> 2 and thus by the induction hypothesis log 4 J(i)(n) <~ log4(11 log (i) n) 4 = (4 log(11 log (i) n)) 4 = (4 log 11 + 4 log (i+ l) n)4 ~< (14 + 4 log (i+ 1) n)4.
Since log (i+ 1) n/> 2, ~< (11 log (i+ l) n)4.
We now consider the case log (i+ ~)n < 2. There are two subcases: (a) log(i/n < 2 and (b) log(il n >/2. In subcase (a) j(i+ l)(n ) = log4 j(i)(n ) <~ log4(228) < 228.
we obtain, by the same series of inequalities as for the case In subcase (b) log(;+ i) n ~> 2, j(i+ 1)(n) ~< (14 + 4 log (;+ 1)n)4 and, since log (i+ 1) n ~< 2, this implies j(i+ 1)(/7 ) ~ 224 < 228.
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