Accurate measurement of network parameters such as available bandwidth, link capacity, delay, packet loss and jitter are used to support and monitor several network functions, e.g., traffic engineering, Quality-of-Service (QoS) routing, end-to-end transport performance optimization, and link capacity planning. However, proactive network measurement schemes can impact both the data traffic and the measurement process itself, affecting the accuracy of the estimation if a significant amount of probe traffic is injected into the network. In this work, we propose two measurement schemes, one for measuring available bandwidth and the other for measuring link capacity, both of them use a combination of data probe packets and Internet Control Messaging Protocol (ICMP) packets. Our schemes perform available-bandwidth and link-capacity measurements in a short time and with a small amount of probe traffic. We show a performance study of our measurement schemes and compare their accuracy to those of other existing measurement schemes. We show that the proposed schemes achieve shorter convergence time than other existing schemes and high accuracy.
measurement tool. Active measurement methods proactively shoot probe packets from a source node towards a destination node to estimate various network parameters. In these methods, different probe packet characteristics, such as probe size, number of probes, and inter-probe gaps determine the features of the measurement. These probes add extra traffic into the network and may affect data traffic when the ABW is small. In addition to this, extra probe load can also affect the measurement process itself [7, 8] . To reduce the measurement time and probe load, this paper proposes two schemes: one scheme measures the ABW of a source-destination path, and the other measures per-hop link capacities and the narrow-link capacity (i.e., the smallest link capacity of an end-to-end path [9] ). The paper presents a performance study in terms of accuracy and the amount of probe load of both schemes and shows the measurement limit of the link-capacity measurement.
The remainder of this paper is organized as follows. Section 2 discusses related work on the existing network measurement schemes. Section 3 introduces the proposed algorithms to measure ABW and link capacity. Section 4 presents the simulation results of the proposed schemes. Section 5 presents our conclusions.
RELATED WORK
Controllability of the active measurement (e.g., rate and size of probe packets) makes it an attractive alternative. Several proactive measurement schemes have been proposed [10] - [19] . Most of them are targeted to the measurement of ABW and link capacity. Proactive measurement schemes inject probe packets either in probe pairs or probe trains on a sourcedestination path and check the modification that the probes undergo to collect link-state information. ABW and linkcapacity measurement schemes can be further categorized into either probe-gap or probe-rate models [1] . The probe-gap model is generally used to measure tight-link (i.e., the smallest available bandwidth of an end-to-end path [9] ) capacity between end-to-end nodes through measurement of the dispersion of the initial gap of a probe pair at the destination. A probe train, consisting of multiple probe pairs, is injected into the network to get an estimate over a large period of time.
IGI [7] and Spruce [14] are two examples of probe-gap model schemes that measure ABW in similar manner. IGI uses the probe-gap model with two conditions: that both the tight-link and the narrow-link of a path lie on the same hop (or single hop assumption) and that queues operate in a so-called joint queuing region (JQR). The queue operation region concept is elaborated after the following terms are introduced. where the link in between Switch and the destination (dst) is considered as both the tight-link and narrow-link (i.e., bottleneck). Here, the source (src) shoots two fixed-size probe packets of L bytes each, P1 and P2, in pair with an initial gap (Gi) towards the destination dst. The probe pair experiences a delay caused by the processing time, the transmission time, and the propagation time, on their way toward dst, which determines the output gap (Go) at the destination. However, because of the variable nature of the processing time, including the burstiness and the computation capacity of network nodes, this value is not constant. The bottleneck capacity (Bo) and the cross-traffic load (Bc) shape up the final gap of the pair at the destination. As Bc is an unknown parameter, the change in the initial gap as the difference between Gi and Go, is proportional to the amount of link capacity used by the cross traffic. Therefore, to notice an increase of Go, the probe pair is required to operate under JQR, which is the presence of P1 in Switch (i.e., queue) during the arrival of P2. This is defined as the JQR operation. This condition ensures that Gi is only affected by Bc, giving place to the the initial gap at the destination (Go). If P2 does not arrive in Switch before the departure of P1, the queuing operation is considered to be in a Disjoint Queuing Region (DQR). At DQR operation, Gi is not affected as there is no traffic in the network and therefore, the nodes solely process the probes.
In the gap model, Equations (1) and (2) are used to measure output gap and available bandwidth, respectively, as long as probe packets operate in JQR. Moreover, the gap model requires the knowledge of bottleneck capacity (Bo) in advance.
Go is calculated by measuring the effect the ratio of used bandwidth by the cross traffic Bc out of the bottle link capacity Bo has on the minimum probe gap, which is equal to the probe length Gb. This method requires knowledge of Bo and to ensure operation in JQR to perform the measurement of ABW. Therefore, ABW is calculated in function of the effect the ratio of the gap increase has on the bottleneck capacity Bo. The difference between the Bo and the effect determines ABW.
The probe-rate model is another model to measure ABW of an end-to-end path. In this model, probe packets are sent toward a destination node at a controlled transmission rate. Generally, the source node sends out a long train of probe packets with an initial rate and adjusts the rate during each iteration until the ending rate equals the receiving rate at the destination node. The determination of the probe rate in the rate model is not explicitly dependent on a particular queuing region operation as the gap model and the probe rates are adjusted by two simple parameters: probe size and inter-probe gap length (i.e., the transmission rate is determined as R=L/T bps, where T is the time period). The same process iterates and adjusts T, and sends probe packets at different rates. However, this scheme must conform with the packet specification size of the lower layer (e.g., Maximum Transmission Unit, MTU). Such a restriction defines the lowest possible values of available bandwidth that can be estimated with this method. This model does not require prior knowledge of the bottleneck capacity to measure ABW.
PTR [7] , Pathload [15] , and TOPP [13] are examples of schemes that measure available bandwidth based on the rate model. PTR and TOPP use a generic probe-rate model, and Pathload and Self-Loading Periodic Streams (SLoPS) [18] use an additional mechanism with the rate model to compare the transmitting and receiving probe rates by computing
One Way Delay (OWD) at the destination. Pathload uses a binary search algorithm [20] to adjust the probe rate at each iteration and determines a range of the ABW values as a final outcome unlike all other ABW measurement schemes that provide a single ABW value. Bprobe [10] , and Pathrate [11] , are proactive schemes that measure link capacity. In Bprobe, the sender sends out a sequence of Internet Control Messaging Protocol (ICMP) ECHO packets to a destination node and waits for the replies to measure the inter-arrival time of the consecutive probe packets. In this scheme, it is considered that the dispersion between a probe pair is inversely proportional to the narrow-link capacity where probe pair dispersion with JQR operation, no packet loss, no intervening cross traffic, and no congestion can represent the actual link capacity.
Bprobe applies either an intersection-set or a union-set operation to filter out the probe gap errors (i.e., error caused by DQR operation, cross-traffic, and congestion) to determine the minimum output gap for estimating the link capacity. IGI uses Bprobe for bottleneck capacity estimation to measure ABW [7] .
PROPOSED SCHEMES FOR THE MEASUREMENT OF AVAILABLE BANDWIDTH AND LINK CAPACITY
In this section, we introduce two new measurement schemes, one is for estimating ABW and the other is for estimating link capacity along a source-destination path.
Available-bandwidth Measurement Scheme
The proposed ABW measurement scheme iteratively shoots two trains of a fixed number of probes from a source node to a destination node at a specific transmission rate and checks the change of probe train size at the destination to estimate packet transmission capacity. The change in probe train size is the cumulative gap difference of the probe pairs at the source and destination ends. The change in the cumulative gap at the destination (i.e., the output gap) is affected by the tight-link capacity during the estimation period. If the probe transmission rate is lower than or equal to the ABW, no change in the cumulative gap occurs [18] . To determine the probe rate at each iteration, a ternary search algorithm [21] is adopted. This search algorithm sends two probe trains with two different transmission rates, during each iteration. These two probing rate values are one third and two thirds of the difference between the minimum and maximum probe rate limits of the algorithm. Figure 2 shows the flowchart for the proposed ABW measurement scheme. Figure 2 shows a flow chart that describes the ABW measurement scheme. In this scheme, the source node shoots two probe trains towards the destination at two different transmission rates, i.e., g-rate and h-rate. The source node computes the cumulative gaps of the trains affected at the destination, i.e., g outgap and h outgap, upon receiving the probes' replies, and compares them with the cumulative gap at the source, i.e., g ingap and h ingap, respectively. The source determines the next probing rates in the following iteration based on the change of g increment (i.e., g increment = g outgapg ingap) and h increment (i.e., h outgap -h ingap). The measurement process terminates by providing an ABW value when either the g increment or h increment rates have 1%-1.5% of change or when the g-rate and h-rate difference is smaller than or equal to 1.5 Mbps. Here, the selected minimum measurable ABW is 0.5Mbps. This minimum is selected according to the complexity to comply with the termination condition of the search scheme and in function of the expected link capacity. Here we chose to adopt 2.5% of the link capacity (e.g. 20 Mbps) for the considered simulations examples.
The maximum value is defined by the tight-link capacity of the path.
The proposed scheme is an improvement over both the IGI and Pathload methodologies concerning the probe rate adjustment technique (i.e., the methodology to determine probe transmission rate during each iteration) and the way the dependent on the switching speed of that node, which can be in the range of 10 to 40 microseconds, depending on the node operation level (i.e., kernel level or user-mode level [7] ). The switching speed of a node (e.g., Internet router or packet switch) is limited by hardware and it is assumed to be constant [22] . A minimum processing time of 40 microseconds is then assumed for the remainder of this paper. and P2.
Link-capacity Measurement Scheme
The proposed scheme to measure link capacity uses a probe train of novel compound probes separated by an inter-probe gap, which is determined by the ABW of the source-destination path. The proposed scheme measures link capacity in a hop-by-hop manner and estimates the narrow-link capacity of the path from the link capacities measured from source to destination. Figure 4 shows a compound probe structure. As shown in Figure 4 , there are two ICMP timestamp request packets following a 1500B dummy data-packet. The selection of the 1500B length follows the maximum transmission unit that a data-link layer protocol (e.g., Ethernet). The set of these three packets is named a compound probe. The initial gap (i.e., the gap between the first bits of any of the two probes in the probe structure) is 40 microseconds. At each destination, the 1500B data-packets are discarded by using an appropriate Time-to-Live (TTL) value. The 1500B data-packet in the compound probe ensures that the two ICMP packets operate in the JQR. Figure 5 shows the flowchart for the proposed link-capacity measurement scheme. 
SIMULATION RESULTS

ABW Results
The proposed ABW scheme and two other comparable schemes, IGI and Pathload, were simulated in the ns2 network simulator [23] using cross traffic, which was modeled as constant bit rate (CBR) traffic. Previous works [24] - [26] proved that the stationary trend of traffic (i.e., constant rate of traffic load) over Internet paths for a long interval makes network measurement possible over long periods of time. Moreover, IGI and other schemes [27] also adopt the CBR traffic model.
We follow this practice. topology. We also tested the proposed scheme in two multiple-hop scenarios as shown in Figure 6 .(b). These topologies have multiple cross-traffic sources on different nodes. In this case, the cross-traffic generated in different links provides possibilities for tight-link to appear in any hop of the network rather than on a single link only.
Probe-train Size
We investigated how the accuracy is affected by the probe-train size for ABW measurement using the single-hop scenario in Figure 6 .(a). Table 1 shows the measurement results for probe-train sizes of 30, 60, and 100 packets. The results show that probe-train sizes of 30 and 60 packets produce similar accuracy, while the 100-probe packet train overestimates the measurement for small ABW. The reason is that the higher rate of the probes negatively affects the cross traffic along the source-destination path. Therefore, a probe-train size of 30 packets is adopted in the proposed scheme to minimize probe load and intrusion rate. The probe-train size for IGI and Pathload are 60 and 100 packets, respectively. For comparison purposes, we adopted the packet size that IGI uses, or 800B. Furthermore, packet sizes of 1000B and 1500B were tested and the results indicate that 800B are sufficient to provide a JQR,without inducing a high intrusion rate [7] , [28] . Table 1 : ABW measurement using single-hop topology with different probe-train sizes. Table 2 shows the ABW measurement results of the proposed scheme for the multiple-hop scenario in Figure   6 .(a). We tested this scenario with different combinations of cross-traffic load values. In this paper, the error is the percentage error in reference from the actual value, which is calculated as the ratio of the difference between the actual value and the measured value and the actual value. For the proposed scheme, the error is below 10%, even under high load conditions. As an example, for an ABW of 16 Mbps, the measured output is 15 Mbps. This is an error of 6.25%. Table 2 : ABW measurement using a multiple-hop topology. The simulation results for the proposed scheme show an error smaller than or equal to 3% in every case. Even though IGI and Pathload deliver higher accuracy (i.e., smaller error) than the proposed scheme, the output of the proposed scheme is comparable to the other two schemes. Moreover, the proposed scheme has the shortest estimation time and does not require prior knowledge of the bottleneck capacity.
ABW Measurement Accuracy
Measurement Time and Probe Load
We investigated the measurement time and overhead of the proposed scheme and compared them to those of IGI, which is considered the fastest existing ABW measurement scheme [7] . Although the proposed scheme requires 30-packet probe trains for optimal performance, train sizes of 60 packets each were used in this experiment for a fair comparison with IGI. Both schemes shoot 800B probe packets and terminate the simulation after 1 measurement iteration with similar termination conditions (i.e., IGI and the proposed scheme terminate with 1% and 1%-1.5% resolution, respectively). This graph shows that the proposed scheme generates a smaller number of probe packets than IGI to achieve comparable measurement results. In general, the proposed scheme requires at least 984 fewer probe packets than IGI for every case. In addition, IGI requires the value of the link capacity to measure ABW. Moreover, IGI shoots probe packets more frequently than the proposed scheme as its initial gap increases with small increments, Gb/8 [7] , and this makes IGI perform a large number of iterations in a measurement process. On the other hand, the probe rate adjustment step value for the proposed scheme is larger than that of IGI as this is determined by the minimum and maximum probing rates at each iteration. scheme. More precisely, the inter-probe gaps in the two probe trains depend on the current g-rate and h-rate values, where the cumulative times for sending the probe packets of the two probe trains vary during each iteration. As the location of the window is different for every iteration, based on the capacity and load conditions, and an additional iteration requires sending two more probe trains with different rates, these fluctuations are, therefore, expected. Figure 9 shows the accuracy for different number of iterations of the proposed scheme. This graph shows that the proposed scheme has similar accuracy for both small and large number of measurement iterations. It also shows that this scheme can measure ABW with high accuracy in short time and a small number of iterations. 
Average Measurement Accuracy
Link-capacity Results
We tested the proposed link-capacity measurement scheme in a multiple-hop scenario, as shown in Figure 8 , to validate accuracy in different network conditions. Table 3 shows the results for the multiple-hop scenario in Figure 6 .c. The results show that the proposed scheme for measuring link capacity has high accuracy for links with low and high capacities (e.g., 15 Mbps and 150 Mbps, respectively), and with high cross-traffic loads (e.g., 12 Mbps over a 20 Mbps link). In every case, the measurement error is below 1%. The results also show that the amount of cross-traffic does not affect the link capacity and narrow-link estimation processes. The resolution for the link-capacity measurement scheme is finer than that of the ABW measurement scheme as these schemes use different probing techniques.
Link-capacity Measurement
Impact of Redundant Data-packet
To show the effect of the redundant data-packet, we performed an experiment with 2-packet (without the 1500B packet) and 3-packet (with the 1500B packet) compound probes. According to the results shown in the left columns of Table 4 , the measurement outcomes have low accuracy for small link capacities (e.g., 12 Mbps) with 2-probe compound probes without cross-traffic load. However, with 3-packet compound probes, the accuracy approaches 100%, as shown on the right columns of Table 4 . Table 4 : Hop-by-hop link-capacity measurement using 2-packet and 3-packet compound probes in a single-hop topology.
Redundant Data-packet Dependency in Link-capacity Measurement and Scalability
Due to heterogeneities of links in the Internet, the 1500B data-packet might not be sufficient for all link capacities.
Therefore, the proposed scheme has an upper limit for link-capacity measurement. This limitation is also dependent on the nodes' packet processing time. In the proposed scheme, a maximum processing time of 40 microseconds (in userlevel operation mode) have been considered for intra-compound-probe gap in link-capacity measurement. Therefore, a link capacity of an output link in a node that transmits a 1500B data-packet earlier than the intra-compound-probe gap would be infeasible due to DQR operation for the proposed scheme to measure accurately. As such, determining the upper measurement limit for a 1500B packet is required in this scheme.
A single-link topology was used to determine dependency on the redundant data-packet. Table 5 shows the measurement results obtained by using compound probes with the 1500B redundant packet with and without cross-traffic loads. In both load conditions, the measurement process shows low accuracy for link capacities beyond 300 Mbps. This limitation value follows the theoretical upper measurement limit determined by the use of a 1500B redundant packet and an intra-probe gaps of 40 microseconds. Therefore, the upper limit of the link-capacity measurement, called the Maximum Measurable 
In case the link capacities are larger than the M M C, the source node probes the measured link with a redundant datapacket size associated with the first measurement outcome. If the second outcome equals the first measurement value, the measured link capacity is accepted and is within the range marked by the M M C. Otherwise, the link capacity is declared over the range indicated by the M M C. For example, consider that the actual link capacity is 310 Mbps. In Table 5 , the measurement value for the 310 Mbps with load condition is 269.21 Mbps. Hence, the source node would probe the same link with a 1350B (using L=R*T, where R = 269.21 Mbps and T = 0.00004 sec) redundant data-packet in the compound probes. Any measurement value with the 1350B data-packet except 269. 21 Mbps would prove that the M M C range has been exceeded. Thus, the link-capacity measurement would be discarded from consideration.
CONCLUSIONS
Network measurement is a challenging task considering the current growth of networks and applications, and the high data rates on broadband links. This paper proposed a scheme for the measurement of ABW and another for the measurement of link capacity. These schemes can be bundled up as a tool kit. The ABW measurement scheme adopts a ternary search algorithm for measurement of available bandwidth. This scheme was simulated in ns2 in both single and multiple-hop scenarios to compare its accuracy against IGI and Pathload schemes. The new link-capacity measurement scheme uses a new probe-packet structure, which we have named compound probe. This probe structure has the potential to measure both per-hop link capacities and the narrow-link capacity accurately, regardless of the cross-traffic condition on the end-to-end path. A relationship between the redundant data-packet length of the compound probe structure and highest possible link capacity measurement is also shown. The proposed schemes show high accuracy for measuring link capacity and an acceptable accuracy for estimating ABW with a short convergence time and low probe load. The two schemes can be used to evaluate link states in single-and multiple-hop paths for wirelined networks.
