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Abstract. The main objective of this paper is to prove Bressoud’s conjecture for
j = 0. The case for j = 1 has been recently proved by Kim. We first obtained an
overpartition analogue of Bressoud’s conjecture for j = 1 by using a bijective method.
Then Bressoud’s conjecture for j = 0 immediately follows from this overpartition analogue
of Bressoud’s conjecture for j = 1 and the relation between the partition function B0 in
Bressoud’s conjecture and the partition function B1 established in our previous paper.
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1 Introduction
This is the second in a series of papers addressing Bressoud’s conjecture. In 1980, Bressoud
[7] established an analytic generalization of the Rogers-Ramanujan identities by employing
Andrews’ generalization of Watson’s q-analogue of Whipple’s theorem.
Theorem 1.1 (Bressoud [7]). Let λ, k, r, η and j = 0 or 1 be the integers such that
(2k + j)/2 > r ≥ λ ≥ 0. Then
(−qα1 , . . . ,−qαλ ; qη)∞(q
η(r−λ
2
), qη(2k−r−
λ
2
+j), qη(2k−λ+j); qη(2k−λ+j))∞
(qη; qη)∞
=
∑
N1≥···≥Nk−1≥0
qη(N
2
1+···+N
2
k−1+Nr+···+Nk−1)
(qη; qη)N1−N2 · · · (q
η; qη)Nk−2−Nk−1(q
(2−j)η; q(2−j)η)Nk−1
×
λ∏
s=1
(−qη−αs−ηNs ; qη)Ns
λ∏
s=2
(−qη−αs+ηNs−1 ; qη)∞.
(1.1)
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Throughout this paper, we assume that α1, α2, . . . , αλ and η are integers such that
0 < α1 < · · · < αλ < η, and αi = η − αλ+1−i for 1 ≤ i ≤ λ.
Here and in the sequel, we adopt the standard notation [3]:
(a; q)∞ =
∞∏
i=0
(1− aqi), (a; q)n =
(a; q)∞
(aqn; q)∞
,
and
(a1, a2, . . . , am; q)∞ = (a1; q)∞(a2; q)∞ · · · (am; q)∞.
To give a combinatorial interpretation of (1.1), Bressoud introduced two partition
functions.
Definition 1.2 (Bressoud [7]). Let λ, k, r and j = 0 or 1 be the integers such that
(2k + j)/2 > r ≥ λ ≥ 0. Define the partition function Aj(α1, . . . , αλ; η, k, r;n) to be the
number of partitions of n into parts congruent to 0, α1, . . . , αλ (mod η) such that
• If λ is even, then only multiples of η may be repeated and no part is congruent to
0,±η(r − λ/2) (mod η(2k − λ+ j));
• If λ is odd and j = 1, then only multiples of η/2 may be repeated, no part is congruent
to η (mod 2η), and no part is congruent to 0,±η(2r − λ)/2 (mod η(2k − λ+ 1));
• If λ is odd and j = 0, then only multiples of η/2 which are not congruent to η(2k−
λ)/2 (mod η(2k − λ)) may be repeated, no part is congruent to η (mod 2η), no
part is congruent to 0 (mod 2η(2k− λ)), and no part is congruent to ±η(2r− λ)/2
(mod η(2k − λ)).
Definition 1.3 (Bressoud [7]). Let λ, k, r and j = 0 or 1 be the integers such that
(2k + j)/2 > r ≥ λ ≥ 0. Define Bj(α1, . . . , αλ; η, k, r;n) to be the number of partitions of
n of the form (pi1, . . . , piℓ) where pii ≥ pii+1 satisfying the following conditions:
(1) pii ≡ 0, α1, . . . , αλ (mod η);
(2) Only multiples of η may be repeated;
(3) pii ≥ pii+k−1 + η with strict inequality if η | pii;
(4) At most r − 1 of the pii are less than or equal to η;
(5) If pii ≤ pii+k−2 + η with strict inequality if η ∤ pii, then
[pii/η] + · · ·+ [pii+k−2/η] ≡ r − 1 + Vπ(pii) (mod 2− j),
where Vπ(N) (or V (N) for short) denotes the number of parts not exceeding N which
are not divided by η in pi and [ ] denotes the greatest integer function.
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Bressoud [7] made the following conjecture.
Conjecture 1.4 (Bressoud [7]). Let λ, k, r and j = 0 or 1 be the integers such that
(2k + j)/2 > r ≥ λ ≥ 0. Then for n ≥ 0,
Aj(α1, . . . , αλ; η, k, r;n) = Bj(α1, . . . , αλ; η, k, r;n).
This conjecture specializes to many infinite families of combinatorial theorems, includ-
ing Euler’s partition theorem, Schur’s theorem, the Rogers-Ramanujan-Gordon theorem
and the Andrews-Go¨llnitz-Gordon theorem. For more details, please refer to Bressoud [7].
By definition, it is not difficult to show that the left-hand side of (1.1) is the generating
function of Aj(α1, . . . , αλ; η, k, r;n). For k > λ ≥ 0 and j = 0, we define∑
n≥0
A0(α1, . . . , αλ; η, k, k;n)q
n
=
(−qα1 , . . . ,−qαλ ; qη)∞(q
η(k−λ
2
), qη(k−
λ
2
), qη(2k−λ); qη(2k−λ))∞
(qη; qη)∞
.
Then, for k ≥ r ≥ λ ≥ 0, k + j − 1 ≥ λ and j = 0 or 1, we have∑
n≥0
Aj(α1, . . . , αλ; η, k, r;n)q
n
=
(−qα1 , . . . ,−qαλ ; qη)∞(q
η(r−λ
2
), qη(2k−r−
λ
2
+j), qη(2k−λ+j); qη(2k−λ+j))∞
(qη; qη)∞
.
(1.2)
However, it is difficult to show that the right-hand side of (1.1) is the generating
function of Bj(α1, . . . , αλ; η, k, r;n). Hence Bressoud [7] conjectured that
Conjecture 1.5 (Bressoud [7]). Let λ, k, r and j = 0 or 1 be the integers such that
(2k + j)/2 > r ≥ λ ≥ 0. Then∑
n≥0
Bj(α1, . . . , αλ; η, k, r;n)q
n
=
∑
N1≥···≥Nk−1≥0
qη(N
2
1+···+N
2
k−1+Nr+···+Nk−1)
(qη; qη)N1−N2 · · · (q
η; qη)Nk−2−Nk−1(q
(2−j)η; q(2−j)η)Nk−1
×
λ∏
s=1
(−qη−αs−ηNs ; qη)Ns
λ∏
s=2
(−qη−αs+ηNs−1 ; qη)∞.
Andrews [2] proved that Conjecture 1.4 holds for η = λ + 1 and j = 1 by using the
q-difference method. Kim and Yee [13] gave a proof of Conjecture 1.4 for j = 1 and
λ = 2. More precisely, they showed that Conjecture 1.5 holds for j = 1 and λ = 2 with
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the aid of Gordon marking introduced by Kurs¸ungo¨z [14, 15]. Recently, Kim [12] proved
that Conjecture 1.4 holds for j = 1. Instead of proving Conjecture 1.5, Kim proved that
for k ≥ r ≥ λ ≥ 0,∑
n≥0
B1(α1, . . . , αλ; η, k, r;n)q
n
=
(−qα1 , . . . ,−qαλ ; qη)∞(q
η(r−λ
2
), qη(2k−r−
λ
2
+1), qη(2k−λ+1); qη(2k−λ+1))∞
(qη; qη)∞
.
(1.3)
Conjecture 1.4 for j = 1 immediately follows from (1.2) and (1.3).
The main objective of this paper is to prove that Conjecture 1.4 holds for j = 0. We
aim to show that for k ≥ r ≥ λ ≥ 0 and k > λ,∑
n≥0
B0(α1, . . . , αλ; η, k, r;n)q
n
=
(−qα1 , . . . ,−qαλ ; qη)∞(q
η(r−λ
2
), qη(2k−r−
λ
2
), qη(2k−λ); qη(2k−λ))∞
(qη; qη)∞
.
(1.4)
It is easy to see that Conjecture 1.4 for j = 0 immediately follows from (1.2) and
(1.4). To show (1.4), we are required to recall the definitions of the partition functions
Aj(α1, . . . , αλ; η, k, r;n) and Bj(α1, . . . , αλ; η, k, r;n) in our previous paper [11], which can
be viewed as the overpartition analogues of the partition functions Aj(α1, . . . , αλ; η, k, r;n)
and Bj(α1, . . . , αλ; η, k, r;n) defined in Bressoud’s conjecture.
Recall that an overpartition of n is a partition of n in which the first occurrence of
a number can be overlined. Notice that the parts in an overpartition are order in the
following order
1 < 1¯ < 2 < 2¯ < · · · .
In [11], we introduced the following partition functions Aj(α1, . . . , αλ; η, k, r;n) and
Bj(α1, . . . , αλ; η, k, r;n).
Definition 1.6. [11, Definition 1.16] Let λ, k, r and j = 0 or 1 be the integers such that
(2k + 1 − j)/2 > r ≥ λ ≥ 0 and k + j − 1 > λ. Define Aj(α1, . . . , αλ; η, k, r;n) to be the
number of overpartitions of n satisfying pii ≡ 0, α1, . . . , αλ (mod η) such that
• If λ is even, then only multiplies of η may be non-overlined and there is no non-
overlined part congruent to 0,±η(r − λ/2) (mod η(2k − λ+ j − 1));
• If λ is odd and j = 1, then only multiples of η/2 may be non-overlined, no non-
overlined part is congruent to η(2k − λ)/2 (mod η(2k − λ)), no non-overlined part
is congruent to η (mod 2η), no non-overlined part is congruent to 0 (mod 2η(2k −
λ)), no non-overlined part is congruent to ±η(2r − λ)/2 (mod η(2k − λ)), and
no overlined part is congruent to η/2 (mod η) and not congruent to η(2k − λ)/2
(mod η(2k − λ));
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• If λ is odd and j = 0, then only multiples of η/2 may be non-overlined, no non-
overlined part is congruent to η (mod 2η), no non-overlined part is congruent to
0,±η(2r − λ)/2 (mod η(2k − λ − 1)), and no overlined part is congruent to η/2
(mod η).
For k > λ ≥ 0 and j = 1, we define∑
n≥0
A1(α1, . . . , αλ; η, k, k;n)q
n
=
(−qα1 , . . . ,−qαλ ,−qη; qη)∞(q
η(k−λ
2
), qη(k−
λ
2
), qη(2k−λ); qη(2k−λ))∞
(qη; qη)∞
.
By definition, it is easy to see that for k ≥ r ≥ λ ≥ 0, k + j − 1 > λ and j = 0 or 1,∑
n≥0
Aj(α1, . . . , αλ; η, k, r;n)q
n
=
(−qα1 , . . . ,−qαλ ,−qη; qη)∞(q
η(r−λ
2
), qη(2k−r−
λ
2
+j−1), qη(2k−λ+j−1); qη(2k−λ+j−1))∞
(qη; qη)∞
.
(1.5)
Definition 1.7. [11, Definition 1.12] Let λ, k, r, η and j = 0 or 1 be the integers such
that k ≥ r ≥ λ ≥ 0 and k − 1 + j > λ. Define Bj(α1, . . . , αλ; η, k, r;n) to be the number
of overpartitions of n of the form (pi1, . . . , piℓ) where pii ≥ pii+1 satisfying the following
conditions:
(1) pii ≡ 0, α1, . . . , αλ (mod η);
(2) Only multiples of η may be non-overlined;
(3) pii ≥ pii+k−1 + η with strict inequality if pii is non-overlined;
(4) At most r − 1 of the pii are less than or equal to η;
(5) If pii ≤ pii+k−2 + η with strict inequality if pii is overlined, then
[pii/η] + · · ·+ [pii+k−2/η] ≡ r − 1 + V π(pii) (mod 2− j),
where V π(N) (or V (N) for short) denotes the number of overlined parts not exceeding N
in pi.
It should be noted that for an overpartition pi counted by Bj(α1, . . . , αλ; η, k, r;n)
without overlined parts divided by η, if we change overlined parts in pi to non-overlined
parts, then we get a partition counted by Bj(α1, . . . , αλ; η, k, r;n). Hence we say that
Bj(α1, . . . , αλ; η, k, r;n) is an overpartition analogue of Bj(α1, . . . , αλ; η, k, r;n).
We established the following relationship between B1 and B0 in [11].
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Theorem 1.8. [11, Theorem 1.13] For k ≥ r ≥ λ ≥ 0 and k > λ,∑
n≥0
B1(α1, . . . , αλ; η, k, r;n)q
n = (−qη; qη)∞
∑
n≥0
B0(α1, . . . , αλ; η, k, r;n)q
n. (1.6)
Setting λ = 0 and η = 1 in Theorem 1.8, and combining with the Bressoud-Rogers-
Ramanujan theorem [6], we can recover the overpartition analogue of the Rogers-Ramanujan-
Gordon theorem due to Chen, Sang and Shi [9]. For more details, please refer to [11].
Theorem 1.9 (Chen-Shi-Sang). For k ≥ r ≥ 1, let B1(−; 1, k, r;n) denote the number
of overpartitions pi of n of the form (pi1, . . . , piℓ), where pii ≥ pii+1, pii − pii+k−1 ≥ 1 with
strict inequality if pii is non-overlined, and at most r − 1 of the pii are equal to 1.
For k > r ≥ 1, let A1(−; 1, k, r;n) denote the number of overpartitions of n such
that non-overlined parts 6≡ 0,±r (mod 2k), and for k = r, let A1(−; 1, k, k;n) denote the
number of overpartitions of n into parts not divided by k.
Then for k ≥ r ≥ 1 and n ≥ 0,
A1(−; 1, k, r;n) = B1(−; 1, k, r;n).
Setting λ = 1 and η = 2 in Theorem 1.8, and using the Bressoud-Go¨llnitz-Gordon the-
orem [7], we obtained an overpartition analogue of the Andrews-Go¨llnitz-Gordon theorem
in [11] which is different from that found by He, Ji, Wang and Zhao [10].
Theorem 1.10. [11, Theorem 1.20] For k ≥ r ≥ 1, let B1(1; 2, k, r;n) denote the number
of overpartitions of n of the form (pi1, . . . , piℓ), where pii ≥ pii+1, only even parts may be
non-overlined, pii ≥ pii+k−1 + 2 with strict inequality if pii is non-overlined, and at most
r − 1 of the pii are less than or equal to 2.
For k ≥ r ≥ 1, let A1(1; 2, k, r;n) denote the number of overpartitions of n such that
only even parts can be overlined, and non-overlined parts 6≡ 2 (mod 4) and 6≡ 0,±(2r−1)
(mod 4k − 2).
Then, for k ≥ 2, k ≥ r ≥ 1 and n ≥ 0,
A1(1; 2, k, r;n) = B1(1; 2, k, r;n).
In this paper, we first establish the following generating function ofB1(α1, . . . , αλ; η, k, r;n)
by generalizing Kim’s method in [12].
Theorem 1.11. For k ≥ r ≥ λ ≥ 0 and k > λ,∑
n≥0
B1(α1, . . . , αλ; η, k, r;n)q
n
=
(−qα1 , . . . ,−qαλ ,−qη; qη)∞(q
η(r−λ
2
), qη(2k−r−
λ
2
), qη(2k−λ); qη(2k−λ))∞
(qη; qη)∞
.
(1.7)
6
Substituting (1.7) into (1.6) in Theorem 1.8, we could obtain (1.4), which implies that
Bressoud’s conjecture for j = 0 holds.
By (1.5), it is easy to see that Theorem 1.11 can be interpreted as the following parti-
tion identity, which can be viewed as an overpartition analogue of Bressoud’s conjecture
for j = 1.
Theorem 1.12. Let λ, k, r and η be the integers such that k ≥ r ≥ λ ≥ 0 and k > λ.
Then for n ≥ 0,
A1(α1, . . . , αλ; η, k, r;n) = B1(α1, . . . , αλ; η, k, r;n).
We also obtain the generating function of Theorem 1.12 with the aid of Bailey pairs.
Theorem 1.13. For k ≥ r > λ ≥ 0, we have
∑
N1≥···≥Nk−1≥0
qη(N
2
1+···+N
2
k−1+Nr+···+Nk−1)(1 + q−ηNr)(−qη−ηNλ+1 ; qη)Nλ+1−1(−q
η+ηNλ ; qη)∞
(qη; qη)N1−N2 · · · (q
η; qη)Nk−1
×
λ∏
s=1
(−qη−αs−ηNs ; qη)Ns
λ∏
s=2
(−qη−αs+ηNs−1 ; qη)∞
=
(−qα1 , . . . ,−qαλ ,−qη; qη)∞(q
(r−λ
2
)η, q(2k−r−
λ
2
)η, q(2k−λ)η; q(2k−λ)η)∞
(qη; qη)∞
.
(1.8)
By Theorem 1.12 and Theorem 1.13, it is easy to obtain the following theorem.
Theorem 1.14. For k ≥ r > λ ≥ 0,∑
n≥0
B1(α1, . . . , αλ; η, k, r, j;n)q
n
∑
N1≥···≥Nk−1≥0
qη(N
2
1+···+N
2
k−1+Nr+···+Nk−1)(1 + q−ηNr)(−qη−ηNλ+1 ; qη)Nλ+1−1(−q
η+ηNλ ; qη)∞
(qη; qη)N1−N2 · · · (q
η; qη)Nk−1
×
λ∏
s=1
(−qη−αs−ηNs ; qη)Ns
λ∏
s=2
(−qη−αs+ηNs−1 ; qη)∞.
It is interesting to give a direct combinatorial proof of Theorem 1.14.
This article is organized as follows. In Section 2, we give the outline of the proof of
Theorem 1.11. We will show that the proof of Theorem 1.11 is equivalent to the proof of
Theorem 2.1. We also recall the preliminary definitions and operations defined in [11] and
give the outline of the proof of Theorem 2.1. In Section 3, we introduce the (k−1)-addition
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and the (k − 1)-subtraction which are the main ingredients in the proof of Theorem 2.1.
In Section 4, we recall the (k − 1)-insertion and the (k − 1)-separation defined in [11],
which are also useful in the proof of Theorem 2.1. In Section 5, we give a bijective proof
of Theorem 2.1. In Section 6, we provide an example for the illustration of the bijection
in the proof of Theorem 2.1. In Section 7, we give a proof of Theorem 1.13 with the aid
of Bailey pairs.
2 An outline of the proof of Theorem 1.11
In this section, we give a brief outline of the proof of Theorem 1.11. We will show that
the proof of Theorem 1.11 is equivalent to the proof of the following theorem.
Theorem 2.1. For k ≥ r ≥ λ ≥ 2 and k > λ,∑
n≥0
B1(α1, . . . , αλ; η, k, r;n)q
n
= (−qα1 ,−qαλ ; qη)∞
∑
n≥0
B1(α2, . . . , αλ−1; η, k − 1, r − 1;n)q
n.
(2.1)
To give a proof of Theorem 2.1, we will recall the definitions of Gordon marking and
the reverse Gordon marking of an overpartition counted by Bj(α1, . . . , αλ; η, k, r;n) which
were introduced in [11]. We also review the forward move and the backward move defined
in [11], which are the main ingredients in the proof of Theorem 2.1. We then give an
outline of the proof of Theorem 2.1.
2.1 Proof of Theorem 1.11 with the aid of Theorem 2.1
Proof of Theorem 1.11. By induction on λ. We first show that Theorem 1.11 holds when
λ = 0. Combining Theorem 1.9 and (1.5), we find that: For k ≥ r ≥ 1,∑
n≥0
B1(−; 1, k, r;n)q
n =
(−q; q)∞(q
r, q2k−r, q2k; q2k)∞
(q; q)∞
. (2.2)
Setting q → qη in (2.2), we obtain that for k ≥ r ≥ 1,∑
n≥0
B1(−; η, k, r;n)q
n =
(−qη; qη)∞(q
ηr, qη(2k−r), q2kη; q2kη)∞
(qη; qη)∞
,
so Theorem 1.11 holds when λ = 0.
We next show that Theorem 1.11 holds when λ = 1. In this case, α1 = η/2. By
Theorem 1.10 and (1.5), we see that: For k ≥ 2 and k ≥ r ≥ 1,∑
n≥0
B1(1; 2, k, r;n)q
n =
(−q; q2)∞(−q
2; q2)∞(q
2r−1, q4k−2r−1, q4k−2; q4k−2)∞
(q2; q2)∞
. (2.3)
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Setting q → qη/2 in (2.3), we obtain that for k ≥ 2 and k ≥ r ≥ 1,∑
n≥0
B1(η/2; η, k, r;n)q
n
=
(−qη/2; qη)∞(−q
η; qη)∞(q
η(r− 1
2
), qη(2k−r−
1
2
), qη(2k−1); qη(2k−1))∞
(qη; qη)∞
,
so Theorem 1.11 holds when λ = 1.
When λ ≥ 2, assume that Theorem 1.11 holds for λ− 2, that is, for k − 1 ≥ r − 1 ≥
λ− 2 ≥ 0 and k − 1 > λ− 2, we have∑
n≥0
B1(α2, . . . , αλ−1; η, k − 1, r − 1;n)q
n
=
(−qα2 , . . . ,−qαλ−1,−qη; qη)∞(q
η(r−λ
2
), qη(2k−r−
λ
2
), qη(2k−λ); qη(2k−λ))∞
(qη; qη)∞
.
(2.4)
We aim to show that Theorem 1.11 holds for λ. Namely, for k ≥ r ≥ λ ≥ 2 and k > λ,∑
n≥0
B1(α1, . . . , αλ; η, k, r;n)q
n
=
(−qα1 , . . . ,−qαλ ,−qη; qη)∞(q
η(r−λ
2
), qη(2k−r−
λ
2
), qη(2k−λ); qη(2k−λ))∞
(qη; qη)∞
,
which can be obtained by substituting (2.4) into (2.1) in Theorem 2.1. Hence we show
that Theorem 1.11 holds for λ. This completes the proof of Theorem 1.11.
2.2 The Gordon marking of a Bj-overpartition
Let λ, k, r, η and j = 0 or 1 be the integers such that k ≥ r ≥ λ ≥ 0 and k− 1 + j > λ.
An overpartition pi is called a Bj(α1, . . . , αλ; η, k, r) overpartition (or Bj-overpartition for
short) if pi is counted by
∑
n≥0Bj(α1, . . . , αλ; η, k, r;n). Let Bj(α1, . . . , αλ; η, k, r) denote
the set of Bj(α1, . . . , αλ; η, k, r) overpartitions. The Gordon marking of a Bj-overpartition
was defined in [11] as follows:
Definition 2.2 (Gordon marking). For an overpartition pi = (pi1, pi2, . . . , piℓ) where pi1 ≥
pi2 ≥ · · · ≥ piℓ, we assign a positive integer to each part of pi from the smallest as follows:
We first assign 1 to the smallest part of pi. Then, for each pii, we will assign q to pii,
where q is the least positive integer that is not used to mark the parts pip for p > i such
that pip ≥ pii − η with strict inequality if pii is overlined. We denote the Gordon marking
of pi by G(pi).
We will illustrate the Gordon marking of an overpartition by using the example in [11].
Let k = 5, r = 4, λ = 2, η = 10, α1 = 1, α1 = 9 and pi be an overpartition in
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B1(1, 9; 10, 5, 4) defined as follows:
pi = (80, 80, 80, 70, 70, 69, 60, 60, 59, 51, 50, 40, 40, 31, 29, 21,
20, 20, 19, 10, 10, 9, 1).
(2.5)
The Gordon marking of pi is given by
G(pi) = (802, 804, 801, 702, 703, 691, 602, 604, 593, 511, 502, 403, 401, 312, 291, 214,
203, 202, 191, 104, 103, 92, 11).
(2.6)
For an overpartition pi = (pi1, pi2, . . . , piℓ) where pi1 ≥ pi2 ≥ · · · ≥ piℓ, if there are k − 1
parts pii ≥ pii+1 ≥ · · · ≥ pii+k−2 satisfying the following relation:
pii ≤ pii+k−2 + η with strict inequality if pii is overlined, (2.7)
then these k− 1 parts have different marks in the Gordon marking of pi. Here we call the
set of these k − 1 parts as the (k − 1)-set of pi, denoted by {pii}k−1. Hence, we have the
following proposition:
Proposition 2.3. [11, Proposition 2.2] Let pi be an overpartition satisfying (1) and (2)
in Definition 1.7. Then pi is an overpartition in B1(α1, . . . , αλ; η, k, r) if and only if the
marks in the Gordon marking of pi do not exceed k − 1 and the marks of parts less than
or equal to η in the Gordon marking of pi do not exceed r − 1.
Let pi be an overpartition in B1(α1, . . . , αλ; η, k, r), assume that there are N (k − 1)-
marked parts in G(pi), and denote these (k − 1)-marked parts by g˜1(pi) > g˜2(pi) > · · · >
g˜N(pi). For each (k − 1)-marked part g˜p(pi), assume that g˜p(pi) is the i-th part pii of pi,
by Definition 2.2, we see that there must exist k − 2 parts pis for s > i in pi such that
pis ≥ pii−η with strict inequality if pii is overlined. Denote these k−2 parts together with
g˜p(pi) by {g˜p(pi)}k−1, and call it the (k − 1)-set of g˜p(pi):
{g˜p(pi)}k−1 = {g˜p,1(pi) ≤ g˜p,2(pi) ≤ · · · ≤ g˜p,k−2(pi) ≤ g˜p,k−1(pi) := g˜p(pi)}.
It is easy to check that these k − 1 parts satisfy (2.7).
Let pi be the overpartition defined in (2.5), and from the Gordon marking (2.6) of pi,
we see that there are four 4-marked parts in G(pi), which are g˜1(pi) = 80, g˜2(pi) = 60,
g˜3(pi) = 21 and g˜4(pi) = 10. The corresponding 4-set {g˜p(pi)}4 for each g˜p(pi) is indicated
as follows.
G(pi) = (802,
{80}4︷ ︸︸ ︷
804, 801, 702, 703, 691, 602,
{60}4︷ ︸︸ ︷
604, 593, 511, 502, 403, 401, 312, 291,
214, 203, 202, 191︸ ︷︷ ︸
{21}4
, 104, 103, 92, 11︸ ︷︷ ︸
{10}4
).
If we assign a mark to each part from the largest in same manner as in the definition
of the Gordon marking of a Bj-overpartition, we can get the reverse Gordon marking of
a Bj-overpartition, which has been defined in [11].
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Definition 2.4 (Reverse Gordon marking). For an overpartition pi = (pi1, pi2, . . . , piℓ)
where pi1 ≥ pi2 ≥ · · · ≥ piℓ, we assign a positive integer to each part of pi from the largest
as follows: We first assign 1 to the largest part of pi. Then, for each pii, we assign q to pii,
where q is the least positive integer that is not used to mark the parts pip for p < i such
that pip ≤ pii + η with strict inequality if pii is overlined. We denote the reserve Gordon
marking of pi by RG(pi).
For the overpartition pi defined in (2.5), the reverse Gordon marking of pi is given by:
RG(pi) = (801, 802, 803, 701, 704, 692, 601, 603, 592, 514, 501, 402, 403, 311, 292, 211,
203, 204, 192, 101, 103, 92, 14).
(2.8)
Let pi = (pi1, pi2, . . . , piℓ) be an overpartition with pi1 ≥ pi2 ≥ · · · ≥ piℓ, and let {pii}k−1
be the (k − 1)-set of pi. By the definition of reverse Gordon marking, we see that these
k − 1 parts in the (k − 1)-set {pii}k−1 of pi have different marks in the reverse Gordon
marking of pi. Hence, we have the following proposition:
Proposition 2.5. [11, Proposition 2.4] Let pi be an overpartition satisfying (1) and (2)
in Definition 1.7. Then pi is an overpartition in B1(α1, . . . , αλ; η, k, r) if and only if the
marks in the reverse Gordon marking of pi do not exceed k−1 and there are at most r−1
parts less than or equal to η in pi.
Let pi be an overpartition in B1(α1, . . . , αλ; η, k, r). Assume that there are M (k − 1)-
marked parts in RG(pi), and denote these (k − 1)-marked parts by r˜1(pi) > r˜2(pi) > · · · >
r˜M(pi). For each (k − 1)-marked part r˜p(pi), assume that r˜p(pi) is the i-th part of pi, by
Definition 2.4, we see that there must exist k−2 parts pis for s < i in pi such that pis≤pii+η
with strict inequality if pii is overlined. Denote these k − 2 parts together with r˜p(pi) by
{r˜p(pi)}k−1, and call it the (k − 1)-set of r˜p(pi):
{r˜p(pi)}k−1 = {r˜p(pi) :=r˜p,1(pi) ≤ r˜p,2(pi) ≤ · · · ≤ r˜p,k−2(pi) ≤ r˜p,k−1(pi)}.
It is easy to check that these k − 1 parts satisfy (2.7).
Let pi be the overpartition defined in (2.5). From the reverse Gordon marking (2.8)
of pi, we see that there four 4-marked parts in RG(pi), which are r˜1(pi) = 70, r˜2(pi) = 51,
r˜3(pi) = 20 and r˜4(pi) = 1. The corresponding 4-set {r˜p(pi)}4 for each r˜p(pi) is indicated
as follows.
RG(pi) = (801,
{70}4︷ ︸︸ ︷
802, 803, 701, 704, 692,
{51}4︷ ︸︸ ︷
601, 603, 592, 514, 501, 402, 403, 311,
292, 211,203, 204︸ ︷︷ ︸
{20}4
, 192, 101, 103, 92, 14︸ ︷︷ ︸
{1}4
).
The following proposition tells us that the number of (k − 1)-marked parts in the
Gordon marking of pi equals the number of (k − 1)-marked parts in the reverse Gordon
marking of pi. The proof of this proposition can be found in [11].
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Proposition 2.6. [11, Proposition 2.5] Let pi be an overpartition in B1(α1, . . . , αλ; η, k, r).
Assume that there are N (k − 1)-marked parts in the Gordon marking of pi, denoted by
g˜1(pi) > g˜2(pi) > · · · > g˜N(pi), and there are M (k−1)-marked parts in the reverse Gordon
marking of pi, denoted by r˜1(pi) > r˜2(pi) > · · · > r˜M(pi). We have N =M . Moveover, for
each 1 ≤ i ≤ N (=M), we have g˜i(pi) ∈ {r˜i(pi)}k−1 and r˜i(pi) ∈ {g˜i(pi)}k−1.
2.3 The forward move and the backward move
In this subsection, we will review the forward move and the backward move defined in [11]
based on the Gordon marking of a Bj-overpartition and the reverse Gordon marking of
a Bj-overpartition, and then state that they are inverses of each other. To this end,
we need to make the following assumption. Let pii be the i-th part of the overpartition
pi = (pi1, pi2, . . . , piℓ). We define a new part pii±η as an overlined part (resp. a non-overlined
part) of size |pii| ± η if pii is an overlined part (resp. a non-overlined part).
Definition 2.7 (The forward move). Let pi be an overpartition such that there are at most
k − 1 marks in its reverse Gordon marking. Assume that there are N (k − 1)-mark parts
in the reverse Gordon marking of pi which are denoted by r˜1(pi) > r˜2(pi) > · · · > r˜N(pi).
For 1 ≤ p ≤ N , we define the forward move of the p-th kind as follows: add η to each
r˜1(pi), r˜2(pi), . . . , r˜p(pi) and denote the resulting overpartition by φp(pi).
For example, let pi be the overpartition defined in (2.5), from the reverse Gordon
marking (2.8) of pi, we see that there are four 4-marked parts in the reverse Gordon
marking of pi. After applying the forward move of the second kind to pi defined in (2.5),
we obtain
φ2(pi) = (80, 80, 80, 80,70, 69, 61, 60, 60, 59, 50, 40, 40, 31, 29, 21,
20, 20, 19, 10, 10, 9, 1).
The Gordon marking of φ2(pi) is given by
G(φ2(pi)) = (801,
{80}4︷ ︸︸ ︷
804, 803, 801, 702, 691,
{61}4︷ ︸︸ ︷
614, 602, 603, 591, 502, 403, 401, 312,
291, 214, 203, 202, 191︸ ︷︷ ︸
{21}4
, 104, 103, 92, 11︸ ︷︷ ︸
{10}4
).
(2.9)
There are the following two lemmas on the resulting overpartition φp(pi). The proof
of these two lemmas can be found in [11].
Lemma 2.8. [11, Lemma 2.7] For 1 ≤ i ≤ p, the part r˜i(pi) + η is not repeated in φp(pi)
if r˜i(pi) is overlined.
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Lemma 2.9. [11, Lemma 2.8] There are at most k − 1 marks in the Gordon marking of
φp(pi) and there are N (k − 1)-marked parts in the Gordon marking of φp(pi), denoted by
g˜1(φp(pi)) > g˜2(φp(pi)) > · · · > g˜N(φp(pi)), then
g˜i(φp(pi)) = r˜i(pi) + η for 1 ≤ i ≤ p, and r˜i,1(pi) ≤ g˜i(φp(pi)) ≤ r˜i,k−1(pi) for p < i ≤ N,
(2.10)
where r˜i(pi) := r˜i,1(pi) ≤ r˜i,2(pi) ≤ · · · ≤ r˜i,k−2(pi) ≤ r˜i,k−1(pi) is the (k − 1)-set of r˜i(pi).
Definition 2.10 (The backward move). Let ω be an overpartition such that there are at
most k − 1 marks in its Gordon marking. Assume that there are N (k − 1)-marked parts
in the Gordon marking of ω, denoted by g˜1(ω) > g˜2(ω) > · · · > g˜N(ω).
For 1 ≤ p ≤ N , assume that ω satisfies the following two conditions: (a) g˜p(ω) ≥
η + α1 and (b) there are no (k−1)-sets of ω in [g˜p(ω)−2η, g˜p(ω)) (resp. (g˜p(ω)−2η, g˜p(ω)))
if g˜p(ω) is non-overlined (resp. overlined).
Then we could define the backward move of the p-th kind to ω as follows: subtract η
to each g˜1(ω), g˜2(ω), . . . , g˜p(ω) and denote the resulting overpartition by ψp(ω).
For example, for the overpartition ω defined in (2.9), we see that the largest mark in
the Gordon marking of ω is equal to four. For p = 2, we see that ω satisfies the conditions
(a) and (b) in Definition 2.10, hence we could apply the backward move of the second
kind to ω to recover the overpartition pi defined in (2.8).
There are following two lemmas on the resulting overpartition ψp(ω). The proof can
be found in [11].
Lemma 2.11. [11, Lemma 2.10] For 1 ≤ i ≤ p, the part g˜i(ω) − η is not repeated in
ψp(ω) if g˜i(ω) is overlined.
Lemma 2.12. [11, Lemma 2.11] There are at most k − 1 marks in the reverse Gordon
marking of ψp(ω) and there are N (k − 1)-marked parts in the reverse Gordon marking
of ψp(ω), denoted by r˜1(ψp(ω)) > · · · > r˜N(ψp(ω)), then
r˜i(ψp(ω)) = g˜i(ω)− η for 1 ≤ i ≤ p, and g˜i,1(ω) ≤ r˜i(ψp(ω)) ≤ g˜i,k−1(ω) for p < i ≤ N,
(2.11)
where g˜i,1(ω) ≤ g˜i,2(ω) ≤ · · · ≤ g˜i,k−2(ω) ≤ g˜i,k−1(ω) := g˜i(ω) is the (k − 1)-set of g˜i(ω).
We conclude this subsection by the following theorem.
Theorem 2.13. [11, Theorem 2.12] The forward move of the p-th kind φp and the
backward move of the p-th kind ψp are inverses of each other.
2.4 The outline of the proof Theorem 2.1
Let Dα1 and Dαλ denote the sets of distinct partitions whose parts are congruent to α1
and αλ modulo η respectively. It is easy to see that Theorem 2.1 is equivalent to the
following combinatorial statement.
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Theorem 2.14. Let λ, k and r be nonnegative integers such that k ≥ r ≥ λ ≥ 0 and
0 ≤ λ < k. There is a bijection Θ between Dα1 × Dαλ × B1(α2, . . . , αλ−1; η, k − 1, r −
1) and B1(α1, α2, . . . , αλ; η, k, r). Moreover, for a triplet (δ
(1), δ(λ), pi) ∈ Dα1 × Dαλ ×
B1(α2, . . . , αλ−1; η, k − 1, r − 1), we have τ = Θ(δ
(1), δ(λ), pi) ∈ B1(α1, . . . , αλ; η, k, r) such
that |τ | = |δ(1)|+ |δ(λ)|+ |pi|.
To build the bijection Θ in Theorem 2.14, we will first unit pi and δ(λ), and denote
the resulting overpartition by pi(0). By definition, we see that pi(0) is an overpartition in
B1(α2, . . . , αλ−1, αλ; k, r). Furthermore, there is a part congruent αλ modulo η in each
(k − 1)-set {pi
(0)
i }k−1 of pi
(0).
We next aim to insert the parts of δ(1) into pi(0). It turns out that the bijection Θ
consists of two bijections. We first insert some parts in δ(1) from smallest to largest
into pi(0) so that there are no parts congruent to αλ modulo η in some (k − 1)-sets of the
resulting overpartitions. To this end, we will introduce the (k−1)-addition and its inverse
the (k−1)-subtraction which are overpartition generalizations of the (k−1)-addition and
the (k − 1)-subtraction introduced by Kim [12]. We then use the (k − 1)-insertion with
a = α1 defined in [11] to insert the remaining parts of δ
(1) from smallest to largest into
the resulting overpartition after the application of the (k − 1)-addition. However, by
introducing non-degenerate (r − 1)-set, we could give a unified proof of Theorem 2.14.
3 The (k − 1)-addition and the (k − 1)-subtraction
Throughout this section and later, we assume that λ, k and r are nonnegative integers
such that k ≥ r ≥ λ ≥ 0 and k > λ.
In this section, we give the definitions of the (k−1)-addition and the (k−1)-subtraction
and show that they are inverses of each other. Before doing that, we will define the non-
degenerate (k−1)-sets, the non-degenerate (r−1)-sets, and the degenerate overpartitions.
In the remaining of the paper, we make the following assumption. Let pii be the i-th part
of the overpartition pi = (pi1, pi2, . . . , piℓ). If pii is an overlined part congruent to αλ modulo
η, then we define a new part pii + α1 as a non-overlined part of size |pii| + α1. If pii is
a non-overlined part divided by η, then we define a new part pii − α1 as an overlined
part of size |pii| − α1. For an overpartition pi and an interval I, we use fπI to denote
the number of parts of pi in the interval I. For example, we use fπ(0, η] to denote the
number of parts of pi less than or equal to η. Let pi = (pi1, pi2, . . . , piℓ) be an overpartition
in B1(α2, . . . , αλ; η, k, r). A (k − 1)-set of pi is called a non-degenerate (k − 1)-set if there
are no parts congruent to αλ modulo η in this (k − 1)-set.
Let {pim}k−1 be a non-degenerate (k − 1)-set of pi, namely
pim ≥ pim+1 ≥ · · · ≥ pim+k−2,
where pim ≤ pim+k−2 + η with strict inequality if pim is overlined. Note that 0 ≤ λ < k, so
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there is at least one non-overlined part in {pim}k−1. Let pim+t be the largest non-overlined
part in {pim}k−1. If pim+t > pim+t+1, then call pim+t a non-degenerate part of pi.
If fπ(0, η] = r− 1, and αλ does not occur in pi, then the set consisting of the following
parts
η ≥ pis−r+2 ≥ pis−r+3 ≥ · · · ≥ pis > 0
is called a non-degenerate (r− 1)-set of pi, denoted by {pis}r−1. Notice that r− 1 > λ− 2,
so there must be at lest one non-overlined part η of pi. Let pis−t = η > pis−t+1 where
0 ≤ t ≤ r − 2. If there are no (k − 1)-sets of pi in (0, η + αλ), then pis−t is called the
non-degenerate (r − 1)-part of pi.
It should be noted that for an overpartition pi in B1(α2, . . . , αλ; η, k, r), if there is a non-
degenerate (r−1)-part in pi, then r < k. Otherwise, if r = k, then fπ(0, η] = r−1 = k−1.
It implies that {pis}r−1 is a (k − 1)-set of pi, which contradicts to the assumption that
there are no (k − 1)-sets of pi in (0, η + αλ).
Let pi be an overpartition in B1(α2, . . . , αλ; η, k, r). Assume that there is at least a
non-degenerate (r − 1)-part or a non-degenerate part in pi, the degenerate overpartition
pˆi of pi can be defined as follows: There are two cases.
Case 1: If there is a non-degenerate (r − 1)-part in pi, then the degenerate overpartition pˆi
of pi is obtained by subtracting α1 from the non-degenerate (r − 1)-part of pi.
Case 2: Otherwise, the degenerate overpartition pˆi of pi is obtained by subtracting α1 from
the smallest non-degenerate part of pi.
For example, let k = 4, r = 3, λ = 3, η = 10, α1 = 3, α2 = 5 and α3 = 7. We consider
the following overpartition pi in B1(5, 7; 10, 4, 3).
pi1, pi2, pi3, pi4, pi5, pi6, pi7, pi8, pi9, pi10, pi11
↓ ↓ ↓ ↓ ↓ ↓ ↓ ↓ ↓ ↓ ↓
pi = ( 50, 47, 40, 40, 30, 25, 20, 20, 15, 10, 5 ).
Note that fπ(0, 10] = 2, 7 does not occur in pi and there are no 3-sets of pi in (0, 17), so
{10, 5} is the non-degenerate 2-set of pi. Then the degenerate overpartition pˆi is obtained
from pi by subtracting 3 from pi10 = 10.
pˆi1, pˆi2, pˆi3, pˆi4, pˆi5, pˆi6, pˆi7, pˆi8, pˆi9, pˆi10, pˆi11
↓ ↓ ↓ ↓ ↓ ↓ ↓ ↓ ↓ ↓ ↓
pˆi = ( 50, 47, 40, 40, 30, 25, 20, 20, 15, 7, 5 ).
For another example, let k = 4, r = 3, λ = 3, η = 10, α1 = 3, α2 = 5 and α3 = 7. We
consider the following overpartition τ in B1(5, 7; 10, 4, 3).
τ1, τ2, τ3, τ4, τ5, τ6, τ7, τ8, τ9, τ10, τ11
↓ ↓ ↓ ↓ ↓ ↓ ↓ ↓ ↓ ↓ ↓
τ = ( 50, 47, 40, 40, 30, 25, 20, 20, 10, 10, 7 ).
(3.1)
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Note that 7 is a part of τ , so there does not exist a non-degenerate 2-set in τ . There are
three non-degenerate 3-sets of τ , which are {40, 40, 30}, {25, 20, 20} and {20, 10, 10}. It
is easy to see that τ4 = 40 and τ8 = 20 are two non-degenerate parts of τ . Then, the
degenerate overpartition τˆ of τ can be obtained by subtracting 3 from τ8 = 20 in τ .
τˆ1, τˆ2, τˆ3, τˆ4, τˆ5, τˆ6, τˆ7, τˆ8, τˆ9, τˆ10, τˆ11
↓ ↓ ↓ ↓ ↓ ↓ ↓ ↓ ↓ ↓ ↓
τˆ = ( 50, 47, 40, 40, 30, 25, 20, 17, 10, 10, 7 ).
(3.2)
We are now ready to describe the first bijection, which involves the following two sets.
(a) For 0 ≤ p ≤ N , let Bλ(α2, . . . , αλ; η, k, r|N, p) denote the set of overpartitions pi in
B1(α2, . . . , αλ; η, k, r) such that there are N (k − 1)-marked parts in the reverse Gordon
marking of pi, denoted by r˜1(pi) > · · · > r˜N(pi), satisfying one of the following conditions:
(1) If 0 ≤ p < N , then there exists a part congruent to αλ modulo η in the (k− 1)-set
of r˜p+1(pi), denoted by ˜˜rp+1(pi), and there must be a part congruent to αλ modulo η in all
(k − 1)-sets of pi less than ˜˜rp+1(pi);
(2) If p = N , then fπ(0, η] = r − 1, r˜N(pi) > η and αλ is a part of pi denoted by
˜˜rN+1(pi).
(b) For 0 ≤ p ≤ N , let Bη(α2, . . . , αλ; η, k, r|N, p) denote the set of overpartitions pi in
B1(α2, . . . , αλ; η, k, r) such that there are N (k− 1)-marked parts in the Gordon marking
of the degenerate overpartition pˆi of pi, denoted by g˜1(pˆi) > · · · > g˜N(pˆi), satisfying one of
the following conditions:
(1) If 0 ≤ p < N and assume that {pim}k−1 is the smallest non-degenerate (k − 1)-set
of pi, then g˜p+1(pˆi) < pim + η < g˜p(pˆi);
(2) If p = N , then there is a non-degenerate (r − 1)-part of pi.
It should be noted that if pi is an overpartition in Bλ(α2, . . . , αλ; η, k, r|N,N), then
r < k. This is because that fπ(0, η] = r − 1 and fπ(0, η] < k − 1 since r˜N(pi) > η.
The (k − 1)-addition gives the following bijection between Bλ(α2, . . . , αλ; η, k, r|N, p)
and Bη(α2, . . . , αλ; η, k, r|N, p).
Theorem 3.1. For N ≥ 1, 0 ≤ p ≤ N and 0 < α1 < η, let pi be an overpartition in
Bλ(α2, . . . , αλ; η, k, r|N, p) and let r˜1(pi) > · · · > r˜N(pi) be the (k − 1)-marked parts in the
reverse Gordon marking of pi. Assume that ˜˜rp+1(pi) is a part congruent to αλ modulo η
in the (k − 1)-set {r˜p+1(pi)}k−1. Here we assume that ˜˜rN+1(pi) = αλ.
The (k−1)-addition τ = Apη+α1(pi) is defined as follows: First apply the forward move
of the p-th kind φp to pi to get pi
(1) and then add α1 to ˜˜rp+1(pi) to generate a non-overlined
part divided by η. We denote the resulting overpartition by τ .
Then τ is an overpartition in Bη(α2, . . . , αλ; η, k, r|N, p) such that
|τ | = |pi|+ pη + α1.
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Furthermore, the inverse map of the (k − 1)-addition, the (k − 1)-subtraction pi =
Spη+α1(τ), is defined as follows:
First subtract α1 from the smallest non-degenerate part (or the non-degenerate (r−1)-
part if it exists) in τ to obtain the degenerate overpartition τˆ . Then apply the backward
move of p-th kind ψp to τˆ to obtain pi.
Hence Apη+α1 is a bijection between the set Bλ(α2, . . . , αλ; η, k, r|N, p) and the set
Bη(α2, . . . , αλ; η, k, r|N, p).
For example, let k = 4, r = 3, λ = 3, η = 10, α1 = 3, α2 = 5, α3 = 7 and let pi be an
overpartition in B1(5, 7; 10, 4, 3), whose reverse Gordon marking is given below.
RG(pi) = (501, 472,
{30}3︷ ︸︸ ︷
401, 302, 303,
{17}3︷ ︸︸ ︷
251, 202, 173,
{7}3︷ ︸︸ ︷
101, 102, 73). (3.3)
There are there 3-marked parts in the reverse Gordon marking of pi, which are r˜1(pi) = 30,
r˜2(pi) = 17 and r˜3(pi) = 7. Let p = 1, we see that there is a part 17 which is congruent to
7 modulo 10 in the 3-set {r˜p+1(pi)}3 = {251, 202, 173}, so ˜˜rp+1(pi) = 17. It is easy to see
that {101, 102, 73} is the only one 3-set less than 17 in pi. Furthermore, there is a part 7
in the 3-set {101, 102, 73}. Hence
pi ∈ B3(5, 7; 10, 4, 3|3, 1).
We could apply the 3-addition A13 to pi to obtain an overpartition τ . Note that p = 1,
we first change the part r˜1(pi) = 30 to r˜1(pi) + η = 40 and then add α1 = 3 to the part
˜˜r2(pi) = 17 to get 20. So we obtain
τ = (50, 47, 40, 40, 30, 25, 20, 20, 10, 10, 7),
which is the overpartition defined in (3.1). It is obvious that |τ | = |pi|+pη+α1 = |pi|+13.
From the proceeding example (3.1), we see that the degenerate overpartition τˆ of τ is the
overpartition defined in (3.2), whose Gordon marking is given below.
G(τˆ) = (502, 471,
{40}3︷ ︸︸ ︷
403, 402, 301,
{25}3︷ ︸︸ ︷
253, 202, 171,
{10}3︷ ︸︸ ︷
103, 102, 71).
There are three 3-marked parts in the Gordon marking of τˆ , which are g˜1(τˆ ) = 40,
g˜2(τˆ ) = 25 and g˜3(τˆ) = 10. It is easy to check that {20, 10, 10} is the smallest non-
degenerate 3-set of pi, τm = 20 and g˜1(τˆ) = 40 > τm + η = 30 > g˜2(τˆ ) = 25. Hence
τ ∈ B10(5, 7; 10, 4, 3|3, 1).
We could apply the 3-subtraction S13 to τ . We first remove subtract α1 = 3 from the
smallest non-degenerate part 20 in τ to get the degenerate overpartition τˆ of τ . Then, we
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apply the backward move of the first kind ψ1 to τˆ , namely, changing the part g˜1(τˆ ) = 40
in τˆ to 30. Finally, we recover the overpartition pi defined in (3.3).
In order to prove Theorem 3.1, we will show Lemma 3.2 and Lemma 3.4, where Lemma
3.2 tells us that the (k − 1)-addition Apη+α1 is well-defined and Lemma 3.4 tell us that
the (k − 1)-addition Apη+α1 is reversible. Hence Theorem 3.1 immediately follows from
these two lemmas and Theorem 2.13.
Lemma 3.2. For N ≥ 1, 0 ≤ p ≤ N and 0 < α1 < η, let pi be an overpartition in
Bλ(α2, . . . , αλ; η, k, r|N, p). Applying the (k − 1)-addition Apη+α1 defined in Theorem 3.1
to pi, we obtain τ = Apη+α1(pi). Then τ is an overpartition in Bη(α2, . . . , αλ; η, k, r|N, p)
such that fτ (0, η] = fπ(0, η] and |τ | = |pi| + pη + α1. Furthermore, pi
(1) is the degenerate
overpartition of τ .
Proof. Let r˜1(pi) > · · · > r˜N (pi) be the (k−1)-marked parts in the reverse Gordon marking
of pi. Let pi(1) denote the resulting overpartition obtained by applying the forward move of
the p-th kind φp to pi. By Lemma 2.8 and Lemma 2.9, we see that pi
(1) is an overpartition
in B1(α2, . . . , αλ; η, k, r). Furthermore, there are N (k − 1)-marked parts in the Gordon
marking of pi(1), denoted by g˜1(pi
(1)) > g˜2(pi
(1)) > · · · > g˜N(pi
(1)). By (2.10), we see that
g˜i(pi
(1)) = r˜i(pi)+η for 1 ≤ i ≤ p, and r˜i(pi) ≤ g˜i(pi
(1)) ≤ r˜i,k−1(pi) for p < i ≤ N.
(3.4)
Note that there are no overlined parts congruent to α1 modulo η in pi
(1), so we conclude
that pi(1) is an overpartition in B1(α2, . . . , αλ; η, k, r).
When p = N , by (3.4) and note that r˜N(pi) > η, we see that g˜N(pi
(1)) = r˜N(pi)+η > 2η.
By definition, we see that there are no (k−1)-sets of pi(1) in (0, 2η]. So, there are no (k−1)-
sets of pi(1) in (0, η + αλ). Next, we change ˜˜rN+1(pi) = αλ in pi
(1) to η to obtain τ . We see
that the marks of parts in (0, 2η] in the Gordon marking of τ are at most k− 1 and there
are no (k − 1)-sets of τ in (0, η + αλ). Furthermore, it is easy to check that
fτ (0, η] = fπ(1)(0, η] = fπ(0, η] = r − 1.
Hence, τ is an overpartition in B1(α2, . . . , αλ; η, k, r). From the construction, we see that
αλ does not occur in τ , and so there is a non-degenerate (r − 1)-part in τ . Furthermore,
it is easy to find that τˆ = pi(1). Therefore, there are N (k − 1)-marked parts in the
Gordon marking of τˆ . Hence, τ is an overpartition in Bη(α2, . . . , αλ; η, k, r|N,N) such
that fτ (0, η] = fπ(0, η] and |τ | = |pi|+Nη + α1.
When 0 ≤ p < N , we first show that τ is an overpartition in B1(α2, . . . , αλ; η, k, r). By
definition, it suffices to show that there are at most k − 1 marks in the Gordon marking
of τ . Assume that ˜˜rp+1(pi) is the part congruent to αλ modulo η in the (k − 1)-set
{r˜p+1(pi)}k−1 and is the t-th part in the (k − 1)-set {r˜p+1(pi)}k−1. Namely, we have
r˜p+1(pi) ≤ · · · ≤ ˜˜rp+1(pi) ≤ · · · ≤ r˜p+1,k−1(pi),
where ˜˜rp+1(pi) = r˜p+1,t(pi). In the remaining proof of this lemma, we assume that
˜˜rp+1(pi) = (b− 1)η + αλ.
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We remove ˜˜rp+1(pi) = (b− 1)η + αλ from pi
(1) and denote the resulting overpartition
by pi(2). It is obvious that pi(2) is an overpartition in B1(α2, . . . , αλ; η, k, r). Furthermore,
we find that τ is obtained by inserting ˜˜rp+1(pi)+α1 = bη as a non-overlined part into pi
(2).
To show that τ is an overpartition in B1(α2, . . . , αλ; η, k, r), it suffices to show that there
are no (k − 1)-sets of pi(2) in [(b− 1)η, (b+ 1)η]. Suppose not. Then there is a (k − 1)-set
of pi(2) in [(b− 1)η, (b+ 1)η], denoted by {pi
(2)
i }k−1. Then
(b+ 1)η ≥ pi
(2)
i ≥ pi
(2)
i+1 ≥ · · · ≥ pi
(2)
i+k−2 ≥ (b− 1)η,
where pi
(2)
i ≤ pi
(2)
i+k−2+ η with strict inequality if pi
(2)
i is an overlined part. We consider the
following two cases:
Case 1: If pi
(2)
i < bη + αλ, then we find that there is a part marked with k among the
parts {pi
(2)
i }k−1 together with ˜˜rp+1(pi) = (b− 1)η + αλ in the Gordon marking of pi
(1). So
there is a part marked with k in the Gordon marking of pi(1). It contradicts to the fact
that there are at most k − 1 marks in the Gordon marking of pi(1).
Case 2: If pi
(2)
i = bη + αλ or (b+ 1)η, then pi
(2)
i+k−2 ≥ bη. That is,
(b+ 1)η ≥ pi
(2)
i ≥ pi
(2)
i+1 ≥ · · · ≥ pi
(2)
i+k−2 ≥ bη,
where pi
(2)
i ≤ pi
(2)
i+k−2 + η with strict inequality if pi
(2)
i is an overlined part. We proceed to
show that in such assumption,
r˜p(pi) > bη and fπ(2)[bη, (b+ 1)η] < k − 1. (3.5)
By definition, we see that r˜p(pi) ≥ ˜˜rp+1(pi) + α1 = bη. If r˜p(pi) is overlined, notice that
˜˜rp+1(pi) + α1 = bη is non-overlined, then r˜p(pi) > ˜˜rp+1(pi) + α1 = bη. If r˜p(pi) is non-
overlined, then r˜p(pi) > r˜p+1(pi) + η. In such case, we have r˜p(pi) > r˜p+1(pi) + η ≥
˜˜rp+1(pi)− αλ + η = ˜˜rp+1(pi) + α1 = bη. Hence, in either case, we have r˜p(pi) > bη.
In order to show (3.5), we consider the following two subcases.
Case 2.1: bη < r˜p(pi) ≤ (b+1)η. From the construction of the (k−1)-addition Apη+α1 ,
we see that g˜p(pi
(1)) = r˜p(pi)+η > (b+1)η, and so fπ(1) [bη, (b+1)η] = fπ[bη, (b+1)η]−1 <
k − 1. By definition, we see that fπ(1)[bη, (b + 1)η] = fπ(2) [bη, (b + 1)η]. This yields that
fπ(2) [bη, (b+ 1)η] < k − 1.
Case 2.2: r˜p(pi) > (b+1)η. Assume that fπ(2)[bη, (b+1)η] = k− 1, then by definition,
we have fπ[bη, (b + 1)η] = fπ(2) [bη, (b + 1)η] = k − 1. This implies that there exists a
part pij ∈ [bη, (b + 1)η] marked with k − 1 in the reverse Gordon marking of pi, which
contradicts to the fact that there are no (k − 1)-marked parts in (r˜p+1(pi), r˜p(pi)) in the
reverse Gordon marking of pi since r˜p(pi) > (b+ 1)η and r˜p+1(pi) < ˜˜rp+1(pi) + α1 = bη. So,
the assumption is false. Hence fπ(2) [bη, (b+ 1)η] < k − 1.
In either subcase, we deduce that fπ(2) [bη, (b+1)η] < k−1, but this contradicts to the
assumption that pi
(2)
i = bη + αλ or (b+1)η. It follows that there are no (k−1)-sets of pi
(2) in
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[(b−1)η, (b+1)η]. Hence, we conclude that τ is an overpartition in B1(α2, . . . , αλ; η, k, r).
Now, we proceed to show that τ is an overpartition in Bη(α2, . . . , αλ; η, k, r|N, p).
We first show that pi(1) is the degenerate overpartition of τ . To this end, we aim to
show that ˜˜rp+1(pi) + α1 is the smallest non-degenerate part of τ . It is easy to see that
r˜p+1(pi) ≤ · · · ≤ ˜˜rp+1(pi) + α1 ≤ · · · ≤ r˜p+1,k−1(pi) (3.6)
is a (k− 1)-set of τ and there is no part congruent to αλ modulo η in such (k− 1)-set. So
the (k − 1)-set (3.6) is a non-degenerate (k − 1)-set of τ . Notice that ˜˜rp+1(pi) + α1 = bη
and ˜˜rp+1(pi) +α1 > r˜p+1,t+1(pi). Furthermore, since r˜p+1,k−1(pi) ≤ r˜p+1(pi) + η < ˜˜rp+1(pi) +
α1 + η = (b+ 1)η, we see that ˜˜rp+1(pi) + α1 is a non-degenerate part of τ .
Assume that s(τ) is the smallest non-degenerate part of τ . From the above proof,
we see that ˜˜rp+1(pi) + α1 is a non-degenerate part of τ , and so s(τ) ≤ ˜˜rp+1(pi) + α1. On
the other hand, note that pi is an overpartition in Bλ(α2, . . . , αλ; η, k, r|N, p), we see that
there is a part congruent to αλ modulo η in all (k− 1)-sets of pi less than ˜˜rp+1(pi). By the
construction of τ , we see that there is a part congruent to αλ modulo η in all (k− 1)-sets
of τ less than ˜˜rp+1(pi) + α1. It follows that s(τ) ≥ ˜˜rp+1(pi) + α1. Thus, we obtain that
s(τ) = ˜˜rp+1(pi) + α1. Hence, we conclude that pi
(1) is the degenerate overpartition of τ ,
namely τˆ = pi(1).
It has been proved that there are N (k − 1)-marked parts in the Gordon marking of
pi(1), so there are N (k− 1)-marked parts in the Gordon marking of τˆ , which are denoted
by g˜1(τˆ) > · · · > g˜N(τˆ). Assume that {τm}k−1 is the smallest non-degenerate (k − 1)-set
of τ . We aim to show that
g˜p+1(τˆ ) < τm + η < g˜p(τˆ ).
Note that τˆ = pi(1), then it is equivalent to show that
g˜p+1(pi
(1)) < τm + η < g˜p(pi
(1)). (3.7)
By definition, we see that s(τ) = ˜˜rp+1(pi) + α1 is in {τm}k−1, and so
˜˜rp+1(pi) + α1 ≤ τm ≤ max{r˜p+1,k−1(pi), ˜˜rp+1(pi) + α1}. (3.8)
By (3.8), we see that
τm + η ≥ ˜˜rp+1(pi) + α1 + η > r˜p+1,k−1(pi) + α1 > r˜p+1,k−1(pi).
By (3.4), we find that r˜p+1,k−1(pi) ≥ g˜p+1(pi
(1)). Thus, we arrive at τm + η > g˜p+1(pi
(1)).
To show that g˜p(pi
(1)) > τm + η, by (3.4), it suffices to show that r˜p(pi) > τm. We
consider the following two cases.
Case 1: ˜˜rp+1(pi) < r˜p,k−1(pi). By (3.8), we see that τm ≤ max{r˜p+1,k−1(pi), ˜˜rp+1(pi) +
α1} = r˜p+1,k−1(pi) < r˜p(pi).
Case 2: ˜˜rp+1(pi) = r˜p,k−1(pi). Note that max{r˜p+1,k−1(pi), ˜˜rp+1(pi)+α1} = ˜˜rp+1(pi)+α1.
By (3.8), we see that τm = ˜˜rp+1(pi) + α1. Notice that r˜p(pi) ≥ r˜p+1(pi) + η with strict
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inequality if r˜p+1(pi) is non-overlined and r˜p+1(pi) ≥ ˜˜rp+1(pi)− αλ with strict inequality if
r˜p+1(pi) is overlined, so r˜p(pi) ≥ r˜p+1(pi) + η ≥ ˜˜rp+1(pi)− αλ + η = ˜˜rp+1(pi) + α1. Thus we
derive that r˜p(pi) > ˜˜rp+1(pi) + α1 = τm.
Hence, we obtain that r˜p(pi) > τm which implies that g˜p(pi
(1)) > τm + η. Thus
we have shown that (3.7) holds. Therefore, we conclude that τ is an overpartition in
Bη(α2, . . . , αλ; η, k, r|N, p). Furthermore, from the construction of (k − 1)-addition, it is
easy to see that fτ (0, η] = fπ(0, η] and |τ | = |pi| + pη + α1. Thus, we complete the proof
of this lemma.
To show that the (k − 1)-addition Apη+α1 is reversible, we will first show that the
backward move can be applied to the degenerate overpartition τˆ of τ .
Lemma 3.3. Assume that τ is an overpartition in Bη(α2, . . . , αλ; η, k, r|N, p) and τˆ is
the degenerate overpartition of τ , then τˆ is an overpartition in B1(α2, . . . , αλ; η, k, r) and
there are N (k − 1)-marked parts in the Gordon marking of τˆ , which are denoted by
g˜1(τˆ ) > · · · > g˜N(τˆ ). Furthermore, τˆ satisfies the following two conditions:
(a) g˜p(τˆ) ≥ η + α1 and (b) there are no (k − 1)-sets of τˆ in [g˜p(τˆ) − 2η, g˜p(τˆ)) (resp.
(g˜p(τˆ )− 2η, g˜p(τˆ))) if g˜p(τˆ ) is non-overlined (resp. overlined).
Proof. When p = N , by definition, there are no (k − 1)-sets of τ in (0, η + αλ). We
change the non-degenerate (r − 1)-part η in τ to αλ to obtain τˆ . We see that there are
no (k − 1)-sets of τˆ in (0, η + αλ). So
g˜N(τˆ ) ≥ η + αλ > η + α1. (3.9)
By definition, there are no (k−1)-sets of τˆ in (0, g˜N(τˆ)), otherwise, a part less than g˜N(τˆ )
should be marked with k − 1 in the Gordon marking of τˆ , which contradicts to the fact
that g˜N(τˆ ) is the smallest (k− 1)-marked part in the Gordon marking of τˆ . Furthermore,
there are no (k − 1)-sets of τˆ in [g˜N(τˆ )− 2η, g˜N(τˆ )).
When 0 ≤ p < N , assume that s(τ) is the smallest non-degenerate part of pi and
{τm}k−1 is the corresponding non-degenerate (k − 1)-set in τ . Namely,
τm ≥ · · · ≥ s(τ) ≥ · · · ≥ τm+k−2,
where τm ≤ τm+k−2 + η with strict inequality if τm is overlined and we assume that
τm+t−1 = s(τ). By the definition of the non-degenerate part, we see that τm+t−1 > τm+t.
Assume that s(τ) = bη, we have τm ≤ (b + 1)η, τm 6= (b + 1)η and τm 6≡ αλ (mod η).
Hence τm < bη + αλ.
By definition, we see that τˆ is obtained from τ by subtracting α1 from s(τ) = bη. In
order to show that τˆ is an overpartition in B1(α2, . . . , αλ; η, k, r), it suffices to show that
s(τ)− α1 is not repeated in τˆ . We consider the following two cases.
Case 1: t < k − 1. It is trivial that τm+t < s(τ)− α1 since there is no part congruent
to αλ modulo η in {τm}k−1.
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Case 2: t = k − 1. We have τm < τm+k−2 + αλ. Hence
τm+k−1 ≤ τm − η < τm+k−2 + αλ − η = s(τ)− α1.
In either case, we have τm+t < s(τ)−α1. This implies that s(τ)−α1 is not repeated in τˆ .
Note that τ is an overpartition in Bη(α2, . . . , αλ; η, k, r|N, p), we see that g˜p(τˆ ) >
τm + η ≥ s(τ) + η ≥ η + η = 2η, which implies that
g˜p(τˆ) ≥ η + α1.
We proceed to show that there are no (k − 1)-sets of τˆ in [g˜p(τˆ) − 2η, g˜p(τˆ )) (resp.
(g˜p(τˆ )− 2η, g˜p(τˆ ))) if g˜p(τˆ) is non-overlined (resp. overlined). Suppose not. Then we find
that there is a (k− 1)-marked part in [g˜p(τˆ)− 2η, g˜p(τˆ )) (resp. (g˜p(τˆ)− 2η, g˜p(τˆ))) in the
Gordon marking of τˆ , which should be g˜p+1(τˆ). Hence g˜p+1(τˆ ) ≥ g˜p(τˆ) − 2η. Note that
g˜p+1(τˆ) < τm+ η < g˜p(τˆ), and so τm+ η < g˜p(τˆ ) ≤ g˜p+1(τˆ)+ 2η < τm+3η.We claim that
for any Q ∈ [g˜p(τˆ)− η, g˜p(τˆ)), we have
fτˆ [Q− η,Q] < k − 1 (resp. fτˆ (Q− η,Q] < k − 1) (3.10)
if Q is non-overlined (resp. overlined), which contradicts to the assumption that there is a
(k−1)-set in [g˜p(τˆ)−2η, g˜p(τˆ )) (resp. (g˜p(τˆ )−2η, g˜p(τˆ))). Hence if the claim is true, then
we see that there are no (k − 1)-sets of τˆ in [g˜p(τˆ)− 2η, g˜p(τˆ )) (resp. (g˜p(τˆ)− 2η, g˜p(τˆ ))).
So, it remains to show that the claim is true.
Recall that τˆ is obtained from τ by subtracting α1 from s(τ) = bη, so
fτˆ [bη, (b+ 1)η] = fτ [bη, (b+ 1)η]− 1 < k − 1. (3.11)
We see that (3.10) holds for Q = bη + αλ and (b+ 1)η.
We next show that for 2 ≤ s < λ, if fτˆ ((b− 1)η + αs, bη + αs] = k − 1, then
fτˆ [Q− η,Q] < k − 1 (resp. fτˆ (Q− η,Q] < k − 1) (3.12)
for (b+ 1)η ≤ Q ≤ (b+ 1)η + αs.
Assume that
fτˆ ((b− 1)η + αs, bη + αs] = k − 1. (3.13)
(a) When Q = (b+ 1)η, by (3.11), we aim to show that
fτˆ (bη, (b+ 1)η] < k − 1.
Suppose not. Then fτˆ (bη, (b+ 1)η] = k−1. By (3.11), we deduce that fτˆ [bη, bη] = 0.
Hence
fτˆ ((b− 1)η + αs, bη + αs]
= fτˆ ((b− 1)η + αs, bη) + fτˆ [bη, bη] + fτˆ (bη, bη + αs]
≤ (λ− s) + 0 + (s− 1) = λ− 1 < k − 1,
which contradicts to (3.13). So fτˆ (bη, (b+ 1)η] < k − 1.
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(b) When Q = (b+ 1)η + αj with 2 ≤ j ≤ s, we aim to show that
fτˆ (bη + αj, (b+ 1)η + αj] < k − 1.
Suppose not. Then fτˆ (bη + αj , (b+ 1)η + αj ] = k − 1. By (3.11), we deduce that
fτˆ [bη, bη + αj ] < fτˆ [(b+ 1)η, (b+ 1)η + αj ] ≤ j.
Hence
fτˆ ((b− 1)η + αs, bη + αs]
= fτˆ ((b− 1)η + αs, bη) + fτˆ [bη, bη + αj ] + fτˆ (bη + αj , bη + αs]
< (λ− s) + j + (s− j) = λ ≤ k − 1,
which contradicts to (3.13). So fτˆ (bη + αj, (b+ 1)η + αj ] < k − 1.
Hence, we obtain (3.12).
We proceed to show that (3.10) holds for Q ∈ [g˜p(τˆ)− η, g˜p(τˆ )). Notice that τm+ η <
g˜p(τˆ ) < τm + 3η, we consider the following two cases.
Case 1. τm + η < g˜p(τˆ) ≤ τm + 2η. Notice that bη ≤ τm < bη + αλ, so (b + 1)η < g˜p(τˆ) <
(b+ 2)η + αλ. There are five subcases.
Case 1.1. If g˜p(τˆ ) = (b+ 1)η, then
fτˆ (bη, (b+ 1)η] = fτˆ (bη, (b+ 1)η] + 1 = k − 1.
By (3.11), we see that
fτˆ [bη, bη] + fτˆ (bη, (b+ 1)η] < k − 1.
It follows that
fτˆ [bη, bη] = 0.
We next show that (3.10) holds for bη ≤ Q ≤ (b+ 1)η. By (3.11), we see that
(3.10) holds for Q = bη + αλ or (b+ 1)η.
(a) When Q = bη, we find that
fτˆ ((b− 1)η, bη] = fτˆ [(b− 1)η + α2, (b− 1)η + αλ] + fτˆ [bη, bη]
≤ (λ− 1) + 0 < λ ≤ k − 1.
(b) When Q = bη + αj where 2 ≤ j < λ, we find that
fτˆ ((b− 1)η + αj, bη + αj ] = fτˆ ((b− 1)η + αj , bη) + fτˆ [bη, bη] + fτˆ (bη, bη + αj]
≤ (λ− j) + 0 + (j − 1) < λ ≤ k − 1.
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We see that (3.10) holds for bη ≤ Q ≤ (b+ 1)η.
Case 1.2. If g˜p(τˆ ) = (b+ 1)η + αi for some 2 ≤ i ≤ λ, then
fτˆ (bη + αi, (b+ 1)η + αi] = k − 1.
We will show that (3.10) holds for bη + αi ≤ Q < (b+ 1)η + αi. By (3.11), we
see that (3.10) holds for Q = bη + αλ or (b+ 1)η. By (3.12), we see that (3.10)
holds for Q = bη + αj with i ≤ j < λ.
(a) When Q = (b+ 1)η. Assume that fτˆ (bη, (b+ 1)η] = k − 1, note that
g˜p(τˆ ) = (b+ 1)η + αi, so g˜p+1(τˆ ) is in (bη, (b+ 1)η]. Set g˜p+1(τˆ) = bη + αs
with 2 ≤ s ≤ i ≤ λ. Notice that (3.10) holds for Q = bη + αλ, so
2 ≤ s < λ. By definition, we see that fτˆ ((b− 1)η + αs, bη + αs] = k − 1
where 2 ≤ s < λ. By (3.12), we see that (3.10) holds for Q = (b+ 1)η,
namely fτˆ (bη, (b+ 1)η] < k − 1, which contradicts to the assumption that
fτˆ (bη, (b+ 1)η] = k − 1. So (3.10) holds for Q = (b+ 1)η.
(b) When Q = (b+ 1)η + αj with 2 ≤ j < i. If fτˆ (bη + αj, (b+ 1)η + αj ] =
k − 1, note that g˜p(τˆ ) = (b+ 1)η + αi, then we see that g˜p+1(τˆ) = bη + αs
with j < s ≤ i ≤ λ. Notice that (3.10) holds for Q = bη + αλ. So 2 ≤
s < λ. By definition, we see that fτˆ ((b− 1)η + αs, bη + αs] = k − 1 where
2 ≤ s < λ. By (3.12), we see that (3.10) holds for Q = (b+ 1)η + αj where
2 ≤ j < s, namely fτˆ (bη + αj , (b+ 1)η + αj] < k− 1, which contradicts to
the assumption that fτˆ (bη + αj , (b+ 1)η + αj ] = k−1. So (3.10) holds for
Q = (b+ 1)η + αj with 2 ≤ j < i.
Hence, we conclude that (3.10) holds for bη + αi ≤ Q < (b+ 1)η + αi.
Case 1.3. If g˜p(τˆ) = (b+ 2)η, then we aim to show that (3.10) holds for (b+ 1)η ≤ Q <
(b+2)η. By (3.11), we see that (3.10) holds for Q = (b+1)η. Using the similar
arguments in Case 1.2, we could show that (3.10) holds for Q = (b+ 1)η and
(b+ 1)η + αj with 2 ≤ j < λ. Note that g˜p(τˆ) = (b + 2)η, then by definition,
we have fτˆ [(b+ 2)η, (b+ 2)η] ≥ 1, and so
fτˆ [(b+ 1)η, (b+ 1)η + αλ]
= fτˆ [(b+ 1)η, (b+ 2)η]− fτˆ [(b+ 2)η, (b+ 2)η] < k − 1.
It yields that (3.10) holds for Q = (b+ 1)η + αλ. Thus, we conclude that (3.10)
holds for (b+ 1)η ≤ Q < (b+ 2)η.
Case 1.4. If g˜p(τˆ ) = (b+ 2)η, then it suffices to show that (3.10) holds for (b+ 1)η ≤
Q ≤ (b + 2)η. We first show that (b+ 1)η does not occur in τˆ . Suppose not.
Then we have fτˆ [(b+ 1)η, (b+ 1)η] = 1, and so
fτˆ [(b+ 1)η, (b+ 2)η) = 1+fτˆ ((b+ 1)η, (b+ 2)η) = fτˆ ((b+ 1)η, (b+ 2)η] = k−1.
It implies that there is a part in [(b+ 1)η, (b+ 2)η) marked with k − 1 in the
Gordon marking of τˆ . Notice that g˜p(τˆ ) = (b+ 2)η, by definition, we see that
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the marks of the parts in ((b+ 1)η, (b+ 2)η) are less than k− 1 in the Gordon
marking of τˆ . So g˜p+1(τˆ ) = (b+ 1)η. Since τm + η > g˜p+1(τˆ), we find that
τm > bη. Assume that τm = bη + αj for some 2 ≤ j < λ, then by definition,
we have fτˆ ((b− 1)η + αj, bη + αj ] = k − 1. By (3.12), we see that (3.10) holds
for Q = (b+ 1)η, which contradicts to the fact that g˜p+1(τˆ) = (b+ 1)η. So,
the assumption is false, it follows that (b+ 1)η is not a part of τˆ .
By (3.11), we have
fτˆ (bη, (b+ 1)η] = fτˆ (bη, (b+ 1)η] ≤ fτˆ [bη, (b+ 1)η] < k − 1.
So (3.10) holds for Q = (b+ 1)η. With the similar argument in Case 1.2,
we can deduce that (3.10) holds for Q = (b+ 1)η + αj with 2 ≤ j < λ. It
remains to show that (3.10) holds for Q = (b+ 1)η + αλ or (b+ 2)η. Suppose
not. Then fτˆ [(b + 1)η, (b + 2)η] = k − 1, and note that g˜p(τˆ) = (b+ 2)η, so
g˜p+1(τˆ ) = (b+1)η or (b+ 1)η. From the proof above, we see that (b+ 1)η does
not occur in τˆ , so g˜p+1(τˆ) 6= (b+ 1)η. Thus g˜p+1(τˆ) = (b+ 1)η, and then
fτˆ [bη, (b+ 1)η] = k − 1,
which contradicts to (3.11). Hence fτˆ [(b + 1)η, (b + 2)η] < k − 1. Therefore
(3.10) holds for Q = (b+ 1)η + αλ or (b+ 2)η.
Hence we conclude that (3.10) holds for (b+ 1)η ≤ Q ≤ (b+ 2)η.
Case 1.5. If g˜p(τˆ ) = (b+ 2)η + αi with 2 ≤ i < λ, then we aim to show that (3.10) holds
for (b+ 1)η + αi ≤ Q < (b+ 2)η + αi. Since g˜p(τˆ) ≤ τm+2η, set τm = bη + αj
with i ≤ j < λ. We proceed to show that
g˜p+1(τˆ) ≥ bη + αj . (3.14)
Suppose not. Then we have bη + αi < g˜p+1(τˆ) < bη + αj. Setting g˜p+1(τˆ) =
bη + αt with i < t < j, by definition, we have
fτ ((b− 1)η + αt, bη + αt] = fτˆ ((b− 1)η + αt, bη + αt] = k − 1.
Notice that (b− 1)η + αλ is not a part of τ , so there is a non-degenerate (k−1)-
set of τ in ((b− 1)η + αt, bη + αt]. By definition, we see that τm ≤ bη + αt,
which contradicts to the fact that τm = bη + αj > bη + αt. Hence (3.14) holds.
Since g˜p(τˆ) ≥ g˜p+1(τˆ ) + η, we see that
bη + αj ≤ g˜p+1(τˆ) ≤ (b+ 1)η + αi.
By (3.11), we see that g˜p+1(τˆ ) 6= bη + αλ or (b+1)η. Recall that τm = bη + αj
with i ≤ j < λ, by (3.12) and note that i ≤ j, it follows that g˜p+1(τˆ) 6= (b+ 1)η
or (b+ 1)η + αs with 2 ≤ s ≤ i. Hence g˜p+1(τˆ) = bη + αs with j ≤ s < λ.
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Note that g˜p(τˆ) = (b+ 2)η + αi, by definition, we see that (3.10) holds for
(b+ 1)η + αs ≤ Q < (b+ 2)η + αi. It remains to show that (3.10) holds for
Q = (b+ 1)η + αj with i ≤ j < s. Since g˜p+1(τˆ ) = bη + αs with j ≤ s < λ, by
(3.12), we see that(3.10) holds for Q = (b+ 1)η + αj with i ≤ j < s.
Thus, we conclude that (3.10) holds for (b+ 1)η + αi ≤ Q < (b+ 2)η + αi.
Case 2. τm + 2η < g˜p(τˆ ) < τm + 3η. In such case, we see that
τm + η > g˜p+1(τˆ ) ≥ g˜p(τˆ)− 2η > τm.
Note that bη ≤ τm < bη + αλ, so
bη < g˜p+1(τˆ) < (b+ 1)η + αλ.
By (3.11), we find that g˜p+1(τˆ) 6= bη + αλ or (b+ 1)η.
We next show that bη < g˜p+1(τˆ) < bη + αλ. Suppose not. Then (b+ 1)η ≤
g˜p+1(τˆ ) < (b+ 1)η + αλ. Notice that τm + η > g˜p+1(τˆ ), we have τm > bη. Assume
that τm = bη + αj with 2 ≤ j < λ, by definition, we have fτˆ ((b− 1)η + αj, bη + αj ] =
k− 1. By (3.12), we see that (3.10) holds for (b+ 1)η ≤ Q ≤ (b+ 1)η + αj . On the
other hand, notice that g˜p+1(τˆ) < τm + η = (b+ 1)η + αj , so g˜p+1(τˆ ) = (b+ 1)η or
(b+ 1)η + αs with 2 ≤ s < j, which leads to a contradiction. Hence, bη < g˜p+1(τˆ) <
bη + αλ.
If g˜p+1(τˆ ) = bη, then (b + 2)η ≤ τm + 2η < g˜p(τˆ ) ≤ g˜p+1(τˆ) + 2η = (b+ 2)η. So
g˜p(τˆ ) = (b+ 2)η. By definition, there are no (k−1)-set of τˆ in (bη, (b+ 2)η). Hence,
(3.10) holds for Q ∈ [g˜p(τˆ)− η, g˜p(τˆ )) when g˜p+1(τˆ) = bη.
If g˜p+1(τˆ ) = bη + αs with 2 ≤ s < λ, then g˜p(τˆ) ≤ g˜p+1(τˆ) + 2η = (b+ 2)η + αs.
Note that g˜p(τˆ ) > τm + 2η ≥ (b+ 2)η, so
(b+ 2)η ≤ g˜p(τˆ ) ≤ (b+ 2)η + αs.
We next show that (3.10) holds for Q ∈ [g˜p(τˆ)− η, g˜p(τˆ)). Suppose not. Then there
exists Q ∈ [g˜p(τˆ)− η, g˜p(τˆ)) such that
fτˆ [Q−η,Q] = k−1 (resp. fτˆ (Q−η,Q] = k−1) if Q is non-overlined (resp. overlined).
(3.15)
By definition, we have Q ≥ g˜p(τˆ ) − η ≥ (b+ 1)η. Also, we have Q − η < bη + αs,
otherwise, there is a part that is less than or equal to Q should be g˜p(τˆ), which con-
tradicts to the fact that Q < g˜p(τˆ ). So (b+ 1)η ≤ Q < bη + αs+ η = (b+ 1)η + αs.
Notice that g˜p+1(τˆ) = bη + αs, by (3.12), we see that Q 6= (b+ 1)η and Q 6=
(b+ 1)η + αg with 2 ≤ g < s, which leads to a contradiction to the fact that
(b+ 1)η ≤ Q < (b+ 1)η + αs. So, the assumption is false. There does not exist
Q ∈ [g˜p(τˆ )−η, g˜p(τˆ )) satisfying (3.15). Hence, (3.10) holds for Q ∈ [g˜p(τˆ)−η, g˜p(τˆ ))
when g˜p+1(τˆ ) = bη + αs with 2 ≤ s < λ.
Hence, we conclude that (3.10) holds for Q ∈ [g˜p(τˆ)− η, g˜p(τˆ )).
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Thus, we complete the proof.
We are now in a position to show that the (k − 1)-subtraction is the inverse of the
(k − 1)-addition.
Lemma 3.4. For N ≥ 1, 0 ≤ p < N and 0 < α1 < η, let τ be an overpartition in
Bη(α2, . . . , αλ; η, k, r|N, p). The (k − 1)-subtraction pi = Spη+α1(τ) is defined as follows:
First subtract α1 from the smallest non-degenerate part (or the non-degenerate (r−1)-
part if it exists) in τ to obtain the degenerate overpartition τˆ . Then apply the backward
move of p-th kind ψp to τˆ to obtain pi.
Then pi is an overpartition in Bλ(α2, . . . , αλ; η, k, r|N, p) such that fπ(0, η] = fτ (0, η]
and |pi| = |τ | − pη − α1.
Proof. Let τˆ be the degenerate overpartition of τ . By Lemma 3.3, we see that the
backward move of the p-th kind ψp can be applied to τˆ , and so the (k − 1)-subtraction
pi = Spη+α1(τ) is well-defined. By Lemma 2.12, we see that pi is an overpartition in
B1(α2, . . . , αλ; η, k, r). Furthermore, there are N (k − 1)-marked parts in the reverse
Gordon marking of pi, denoted by r˜1(pi) > · · · > r˜N (pi). Assume that g˜1(τˆ ) > · · · > g˜N(τˆ )
are the (k − 1)-marked parts in the Gordon marking of τˆ . By (2.11), we see that
r˜i(pi) = g˜i(τˆ)− η for 1 ≤ i ≤ p, and g˜i,1(τˆ ) ≤ r˜i(pi) ≤ g˜i,k−1(τˆ ) for p < i ≤ N. (3.16)
When p = N , τˆ is obtained by subtracting α1 from the non-degenerate (r− 1)-part η
in τ . By (3.9) in the proof of Lemma 3.3, we see that g˜N(τˆ) ≥ η + αλ. By definition, we
have fτˆ [η, 2η] = fτ [η, 2η]− 1 < k − 1. We see that g˜N(τˆ) 6= η + αλ or 2η. So
g˜N(τˆ) > 2η. (3.17)
It follows that r˜N(pi) = g˜N(τˆ) − η > η. Furthermore, it is easy to check that fπ(0, η] =
fτ (0, η] = r − 1 and αλ occurs in pi. Therefore, we see that pi is an overpartition in
Bλ(α2, . . . , αλ; η, k, r|N,N) such that fπ(0, η] = fτ (0, η] and |pi| = |τ | − pη − α1.
When 0 ≤ p < N , let s(τ) be the smallest non-degenerate part of τ , and let {τm}k−1
be the smallest non-degenerate (k − 1)-set of τ . By definition, we see that
τm ≥ · · · ≥ s(τ) > · · · ≥ τm+k−2,
where τm ≤ τm+k−2 + η with strict inequality if τm is overlined. Furthermore, g˜p+1(τˆ ) <
τm + η < g˜p(τˆ ). Assume that s(τ) = bη, then bη ≤ τm < bη + αλ.
To show that pi is an overpartition in Bλ(α2, . . . , αλ; η, k, r|N, p), it suffices to show
that there exists a part congruent to αλ modulo η in the (k − 1)-set {r˜p+1(pi)}k−1 of pi,
denoted by ˜˜rp+1(pi), and there must be a part congruent to αλ modulo η in all (k−1)-sets
less than ˜˜rp+1(pi) of pi.
Notice that s(τ) is the smallest non-degenerate part of τ , we see that there is a part
congruent to αλ modulo η in any (k−1)-set less than s(τ) of τ . By the construction of pi,
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we see that there is a part congruent to αλ modulo η in any (k−1)-set less than s(τ)−α1
of pi. Furthermore, it is easy to see that
τm ≥ · · · ≥ s(τ)− α1 ≥ · · · ≥ τm+k−2
is a (k − 1)-set of pi, and so there is a (k − 1)-marked part in this set. Hence we deduce
that
r˜p+1(pi) ≥ min{τm+k−2, s(τ)− α1}. (3.18)
Notice that g˜p(τˆ ) > τm + η > g˜p+1(τˆ ), by (3.16), we have r˜p(pi) = g˜p(τˆ )− η > τm. Thus,
in order to show ˜˜rp+1(pi) = s(τ)− α1, it suffices to prove that
r˜p+1(pi) ≤ s(τ)− α1 = (b− 1)η + αλ.
Suppose not. Then r˜p+1(pi) ≥ s(τ) = bη. If r˜p+1(pi) = bη, then r˜p(pi) > r˜p+1(pi) + η =
(b+ 1)η. If r˜p+1(pi) > bη, then r˜p(pi) ≥ r˜p+1(pi) + η > (b+ 1)η. By (3.16), we see that
g˜p(τˆ)− η = r˜p(pi) > (b+ 1)η. (3.19)
Recall that τˆ is obtained by subtracting α1 from s(τ) = bη in τ , so
fπ[bη, (b+ 1)η] = fτˆ [bη, (b+ 1)η] = fτ [bη, (b+ 1)η]− 1 < k − 1, (3.20)
which implies that r˜p+1(pi) 6= bη. Hence
r˜p+1(pi) > s(τ) = bη.
Notice that r˜p+1(pi) < τm + η, we consider the following two cases.
Case 1: s(τ) < r˜p+1(pi) ≤ τm. Then τm = bη or bη + αi where 2 ≤ i < λ. By (3.20),
we see that r˜p+1(pi) 6= bη. Set r˜p+1(pi) = bη + αj and τm = bη + αi where 2 ≤ j ≤ i < λ.
Recall that {τm}k−1 is a (k − 1)-set of τ , and by (3.19), we find that
fπ[(b− 1)η + αi+1, bη + αi] = k − 1. (3.21)
Since r˜p+1(pi) = bη + αj, by definition, we see that
fπ[bη + αj , (b+ 1)η + αj) = fπ[bη + αj , (b+ 1)η] + fπ[(b+ 1)η, (b+ 1)η + αj) = k − 1.
By (3.20), we see that
fπ[bη, bη + αj) + fπ[bη + αj , (b+ 1)η] < k − 1.
Hence
fπ[bη, bη + αj) < fπ[(b+ 1)η, (b+ 1)η + αj) ≤ j − 1.
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Thus
fπ[(b− 1)η + αi+1, bη + αi]
= fπ[(b− 1)η + αi+1, (b− 1)η + αλ] + fπ[bη, bη + αj) + fπ[bη + αj, bη + αi]
< (λ− i) + (j − 1) + (i− j + 1) = λ ≤ k − 1,
which contradicts to (3.21).
Case 2: τm < r˜p+1(pi) < τm + η. From the construction of the (k − 1)-subtraction
Spη+α1 , we see that
r˜p+1(pi) ≤ · · · ≤ r˜p+1,k−1(pi)
are also parts of τˆ , so there exists g˜s(τˆ ) such that r˜p+1(pi) ≤ g˜s(τˆ ) ≤ r˜p+1,k−1(pi). Hence
g˜s(τˆ ) ≤ r˜p+1,k−1(pi) < r˜p(pi) + η = g˜p(τˆ ).
We see that s ≥ p+ 1. Notice that g˜p+1(τˆ) < τm + η, we have g˜s(τˆ ) ≤ g˜p+1(τˆ) < τm + η.
Hence τm < r˜p+1(pi) ≤ g˜s(τˆ ) < τm + η. Note that bη ≤ τm < bη + αλ, we consider the
following three subcases.
Case 2.1: If τm = bη, then bη < r˜p+1(pi) ≤ g˜s(τˆ ) < (b + 1)η. By (3.20), we see that
g˜s(τˆ) 6= bη + αλ and r˜p+1(pi) 6= bη. Hence r˜p+1(pi) = bη + αj and g˜s(τˆ) = bη + αi, where
2 ≤ j ≤ i < λ. By using the similar argument in Case 1, We can show that these two
relations could not hold simultaneously.
Case 2.2: If τm = bη, then bη < r˜p+1(pi) ≤ g˜s(τˆ) < (b+ 1)η. By (3.20), we see that
g˜s(τˆ) 6= bη + αλ and (b + 1)η. Hence r˜p+1(pi) = bη + αj and g˜s(τˆ) = bη + αi, where
2 ≤ j ≤ i < λ. These two relations can be shown not to be held simultaneously by using
the similar argument in Case 1.
Case 2.3: If τm = bη + αi where 2 ≤ i < λ, then bη + αi < r˜p+1(pi) ≤ g˜s(τˆ ) <
(b+ 1)η + αi. By (3.20), we see that g˜s(τˆ ) 6= bη + αλ and (b + 1)η. If g˜s(τˆ) < bη + αλ,
then bη + αi = τm < r˜p+1(pi) ≤ g˜s(τˆ ) < bη + αλ. With the similar argument in Case 1,
we find that this relation does not hold. Hence
(b+ 1)η < g˜s(τˆ ) < (b+ 1)η + αi.
From (3.12) in the proof of Lemma 3.3, we find that the inequality could not hold when
τm = bη + αi, where 2 ≤ i < λ, Hence, it leads to a contradiction.
So, the assumption that r˜p+1(pi) ≥ s(τ) is false. Hence r˜p+1(pi) ≤ s(τ) − α1 =
bη + αλ. Combining with (3.18), we arrive at ˜˜rp+1(pi) = s(τ) − α1. Furthermore, there
is a part congruent to αλ modulo η in all (k − 1)-sets of pi less than ˜˜rp+1(pi). Hence
pi ∈ Bλ(α2, . . . , αλ; η, k, r|N, p). It is easy to check that fπ(0, η] = fτ (0, η] and |pi| =
|τ | − pη − α1. Thus, we complete the proof of this lemma.
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4 The (k − 1)-insertion and the (k − 1)-separation
In this section, we recall the (k − 1)-insertion and the (k − 1)-separation defined in [11].
For more details, please see [11]. The definitions of the (k − 1)-insertion and the (k − 1)-
separation involve the following two sets.
(a) For q ≥ N ≥ 0 and a = η or αi where 1 ≤ i ≤ λ, let B<(α1, . . . , αλ; η, k, r|N, qη+a)
denote the set of overpartitions pi in B1(α1, . . . , αλ; η, k, r) such that there are N (k − 1)-
marked parts in the reverse Gordon marking of pi, denoted by r˜1(pi) > r˜2(pi) > · · · > r˜N(pi),
the largest overlined part ≡ a (mod η) is less than (q − p)η + a, where p is the least
integer such that 0 ≤ p ≤ N and (q − p)η + a ≥ r˜p+1(pi) + η, and if a < η, q = N and
fπ(0, η] = r − 1, then r˜N(pi) ≤ η. Here, we assume that r˜N+1(pi) = −∞.
(b) For s ≥ 0, 0 ≤ p ≤ N and a = η or αi for 1 ≤ i ≤ λ, let B=(α1, . . . , αλ; η, k, r|N, (s+
p)η + a) denote the set of overpartitions ω in B1(α1, . . . , αλ; η, k, r) such that the largest
overlined part ≡ a (mod η) in ω is sη + a, there are N (k − 1)-marked parts in the Gor-
don marking of ω, denoted by g˜1(ω) > · · · > g˜N(ω), and p is the least integer such that
g˜p+1(ω) < sη + a, where ω is the underlying overpartition of ω obtained by removing
sη + a from ω. Here, we assume that g˜N+1(ω) = −∞.
The (k−1)-insertion gives the following bijection between B<(α1, . . . , αλ; η, k, r|N, qη+
a) and B=(α1, . . . , αλ; η, k, r|N, (s+ p)η + a).
Theorem 4.1. [11, Theorem 3.8] For N ≥ 0, s ≥ 0, 0 ≤ p ≤ N , q ≥ N and a = η
or αi for 1 ≤ i ≤ λ, let pi be an overpartition in B<(α1, . . . , αλ; η, k, r|N, qη + a) and let
r˜1(pi) > · · · > r˜N(pi) be the (k − 1)-marked parts in the reverse Gordon marking of pi.
Assume that p is the least integer such that 0 ≤ p ≤ N and (q − p)η + a ≥ r˜p+1(pi) + η.
Define the (k − 1)-insertion ω = Iqη+a(pi) as follows: First apply the forward move of
the p-th kind into pi to get ω, and then insert (q − p)η + a into ω as an overlined part to
obtain ω.
Then ω is an overpartition in B=(α1, . . . , αλ; η, k, r|N, (s+ p)η + a) such that
q = s+ p and |ω| = |pi|+ qη + a.
Furthermore, the inverse map of the (k−1)-insertion ω = Iqη+a(pi), the (k−1)-separation
pi = SP (s+p)η+a(ω), is defined as follows:
First remove sη + a from ω to obtain ω. Then apply the backward move of the p-th
kind into ω to obtain pi.
Hence Iqη+a is a bijection between the set B<(α1, . . . , αλ; η, k, r|N, qη + a) and the set
B=(α1, . . . , αλ; η, k, r|N, (s+ p)η + a).
For example, assume that k = 4, r = 3, λ = 3, η = 10, α1 = 3, α2 = 5 and α3 = 7.
Let pi be an overpartition in B1(3, 5, 7; 10, 4, 3), whose reverse Gordon marking is given
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below.
RG(pi) = (
{90}3︷ ︸︸ ︷
971, 902, 903, 801,
{67}3︷ ︸︸ ︷
752, 701, 673,
{50}3︷ ︸︸ ︷
571, 502, 503, 451,
372, 331, 303︸ ︷︷ ︸
{30}3
, 252, 201, 101, 72, 33︸ ︷︷ ︸
{3}3
).
(4.1)
Note that there are five 3-marked parts in RG(pi), which are r˜1(pi) = 90, r˜2(pi) = 67,
r˜3(pi) = 50, r˜4(pi) = 30 and r˜5(pi) = 3. Let q = 7 and a = α1 = 3, it is easy to check
that p = 3 is the least integer such that (q − p) · η + a = 43 ≥ r˜p+1(pi) + η = 40 and the
largest overlined part congruent to 3 modulo 10 in pi is 33, which is less than 43. Hence
pi ∈ B<(3, 5, 7; 10, 4, 3|5, 73).
We can apply the 3-insertion I73 to pi to get ω. Note that p = 3, we first apply the forward
move of the third kind φ3 to ω, namely, changing 90, 67 and 50 in pi to 100, 77 and 60
respectively. Then we insert 43 into the resulting overpartition. Hence, we obtain
ω = (100, 97, 90, 80, 77, 75, 70, 60, 57, 50, 45, 43, 37, 33, 30, 25, 20, 10, 7, 3).
It is easy to check that |ω| = |pi|+qη+a = |pi|+73, ω is an overpartition in B1(3, 5, 7; 10, 4, 3)
and the largest overlined part congruent to 3 modulo 10 in ω is 43. For a = α1 = 3, let
ω be the underlying overpartition obtained by removing 43 from ω. Then, the Gordon
marking of ω is given as follows.
G(ω) = (
{100}3︷ ︸︸ ︷
1003, 972, 901, 801,
{77}3︷ ︸︸ ︷
773, 752, 701,
{60}3︷ ︸︸ ︷
603, 571, 502, 451,
372, 331, 303, 252, 201︸ ︷︷ ︸
{30}3
, 103, 72, 31︸ ︷︷ ︸
{10}3
).
Note that there are five 3-marked parts in G(ω), which are g˜1(ω) = 100, g˜2(ω) = 77,
g˜3(ω) = 60, g˜4(ω) = 30 and g˜5(ω) = 10. It is easy to check that s = 4 and p = 3 is the
least integer such that s · η + a = 43 > g˜p+1(ω) = 30. Hence
ω ∈ B=(3, 7; 10, 4, 3|5, 73).
We can apply the 3-separation SP 73 to ω. We first remove 43 from ω to get ω. Then, we
apply the backward move of the third kind ψ3 to ω, namely, changing 100, 77 and 60 in
ω to 90, 67 and 50 respectively. Finally, we recover the overpartition pi defined in (4.1).
5 Proof of Theorem 2.1
As stated in Section 2, the proof of Theorem 2.1 is equivalent to the proof of Theorem
2.14. In this section, we will show Theorem 2.14 by using the (k − 1)-addition defined in
Theorem 3.1 and the (k − 1)-insertion defined in Theorem 4.1 repeatedly.
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Before giving a proof of Theorem 2.14, we need to show that the (k− 1)-addition can
be applied to an overpartition in Bλ(α2, . . . , αλ; η, k, r|N, p) successively.
Lemma 5.1. For 0 ≤ p < N , let τ be an overpartition in Bη(α2, . . . , αλ; η, k, r|N, p).
Assume that there are N ′ (k − 1)-marked parts in the reverse Gordon marking of τ .
(1) If N ′ > p′ > p, then τ ∈ Bλ(α2, . . . , αλ; η, k, r|N
′, p′).
(2) Set pi = Spη+α1(τ). If pi is an overpartition in Bη(α2, . . . , αλ; η, k, r|N
′′, p′′) and τ
is not an overpartition in Bη(α2, . . . , αλ; η, k, r|N,N), then N
′′ > p′′ and p > p′′.
Proof. (1) Let r˜1(τ) > · · · > r˜N ′(τ) be the (k − 1)-marked parts in the reverse Gordon
marking of τ . If N ′ > p′ > p, then we wish to show that there exists a part congruent to
αλ modulo η in the (k− 1)-set {r˜p′+1(τ)}k−1 of τ , denoted by ˜˜rp′+1(τ), and there must be
a part congruent to αλ modulo η in all (k − 1)-sets of τ less than ˜˜rp′+1(τ).
By Theorem 3.1, we see that there is an overpartition pi in Bλ(α2, . . . , αλ; η, k, r|N, p)
such that τ = Apη+α1(pi), where Apη+α1 is the (k − 1)-addition defined in Theorem 3.1.
By definition, there are N (k − 1)-marked parts in the reverse Gordon marking of
pi, denoted by r˜1(pi) > · · · > r˜N (pi). Furthermore, there exists a part congruent to αλ
modulo η in the (k − 1)-set {r˜p+1(pi)}k−1, denoted by ˜˜rp+1(pi), and there must be a part
congruent to αλ modulo η in all (k−1)-sets of pi less than ˜˜rp+1(pi). Recall the construction
of τ = Apη+α1(pi), we first apply the forward move of the p-th φp to pi to get pi
(1) and then
add α1 to ˜˜rp+1(pi) to obtain τ . We first show that
r˜p(pi) ≤ r˜p(τ) ≤ r˜p(pi) + η. (5.1)
Let g˜1(pi
(1)) > · · · > g˜N(pi
(1)) be the (k − 1)-marked parts in the Gordon marking of
pi(1) and let r˜1(pi
(1)) > · · · > r˜N (pi
(1)) be the (k − 1)-marked parts in the reverse Gordon
marking of pi(1). From (3.4) in the proof of Lemma 3.2, we see that g˜p(pi
(1)) = r˜p(pi) + η.
By Proposition 2.6, we see that
r˜p(pi) = g˜p(pi
(1))− η ≤ r˜p(pi
(1)) ≤ g˜p(pi
(1)) = r˜p(pi) + η. (5.2)
From the construction of τ , we see that r˜p(τ) = r˜p(pi
(1)). Hence, we obtain (5.1) from
(5.2).
We next show that there are no (k−1)-sets of τ in (˜˜rp+1(pi)+α1, r˜p(pi)+ η). Suppose
not. Then let {τi}k−1 be a (k − 1)-set of τ in (˜˜rp+1(pi) + α1, r˜p(pi) + η), that is,
r˜p(pi) + η > τi ≥ · · · ≥ τi+k−2 > ˜˜rp+1(pi) + α1,
where τi ≤ τi+k−2 + η with strict inequality if τi is overlined. By definition, it is easy to
see that there are no (k − 1)-sets of pi in (˜˜rp+1(pi) + α1, r˜p(pi)). From the construction
of τ , we see that the parts of τ in (˜˜rp+1(pi) + α1, r˜p(pi)) stay the same as those of pi.
So there are no (k − 1)-sets of τ in (˜˜rp+1(pi) + α1, r˜p(pi)). Hence τi ≥ r˜p(pi). Notice
that r˜p(pi) in pi is changed to r˜p(pi) + η in τ , so τi 6= r˜p(pi). Hence τi > r˜p(pi), and so
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τi+k−2 ≥ τi−η > r˜p(pi)−η. Therefore {τi}k−1 is a (k−1)-set of τ in (r˜p(pi)−η, r˜p(pi)+η),
which contradicts to the fact that there are no (k − 1)-sets of τ in (r˜p(pi)− η, r˜p(pi) + η)
since r˜p(pi) in pi is changed to r˜p(pi) + η in τ . So the assumption is false. Hence, there are
no (k − 1)-sets of τ in (˜˜rp+1(pi) + α1, r˜p(pi) + η). Combining with (5.1), we obtain
r˜p+1(τ) ≤ ˜˜rp+1(pi) + α1. (5.3)
It follow that if N ′ > p′ > p, then
r˜p′+1,1(τ) ≤ · · · ≤ r˜p′+1,k−1(τ)<r˜p+1(τ) ≤ ˜˜rp+1(pi) + α1.
From the construction of τ , we see that ˜˜rp+1(pi) is not a part of τ . Hence
r˜p′+1,1(τ) ≤ · · · ≤ r˜p′+1,k−1(τ)<˜˜rp+1(pi).
By definition, there is a part congruent to αλ modulo η in all (k − 1)-sets of pi less than
˜˜rp+1(pi), so there exists a part congruent to αλ in the (k−1)-set {r˜p′+1(τ)}k−1 of τ , denoted
by ˜˜rp′+1(τ). Furthermore, there is a part congruent to αλ modulo η in all (k − 1)-sets of
τ less than ˜˜rp′+1(τ). Hence, we conclude that τ ∈ Bλ(α2, . . . , αλ; η, k, r|N
′, p′).
(2) By Theorem 3.1, we see that
pi ∈ Bλ(α2, . . . , αλ; η, k, r|N, p).
Let r˜1(pi) > · · · > r˜N(pi) be the (k− 1)-marked parts in the reverse Gordon marking of pi.
By definition, we see that there exists a part congruent to αλ modulo η in the (k− 1)-set
{r˜p+1(pi)}k−1, denoted by ˜˜rp+1(pi), and there must be a part congruent to αλ modulo η in
all (k − 1)-sets of pi less than ˜˜rp+1(pi).
Assume that pi is an overpartition in Bη(α2, . . . , αλ; η, k, r|N
′′, p′′) and τ is not an
overpartition in Bη(α2, . . . , αλ; η, k, r|N,N). Let g˜1(pˆi) > · · · > g˜N ′′(pˆi) be the (k − 1)-
marked parts in the Gordon marking of the degenerate overpartition pˆi of pi.
• If 0 ≤ p′′ < N ′′ and assume that {pim}k−1 is the smallest non-degenerate (k− 1)-set
of pi, then g˜p′′+1(pˆi) < pim + η < g˜p′′(pˆi);
• If p′′ = N ′′, then there is a non-degenerate (r − 1)-part of pi.
We first show that in this case, N ′′ 6= p′′, that is, N ′′ > p′′. Suppose not. Then
N ′′ = p′′. By definition, we see that fπ(0, η] = r − 1, there are no (k − 1)-sets of pi in
(0, η + αλ) and αλ is not a part of pi. Recall that pi = Spη+α1(τ) and τ is an overpartition
in Bη(α2, . . . , αλ; η, k, r|N, p) where p < N . Assume that {τm}k−1 is the smallest non-
degenerate (k− 1)-set of τ and τm+t is the smallest non-degenerate part of τ . Notice that
the (k − 1)-addition Apη+α1 is the inverse map of the (k − 1)-subtraction Spη+α1 , we see
that τ = Apη+α1(pi). By definition, we have τm+t ≥ 2η. Let g˜1(τˆ ) > · · · > g˜N(τˆ) be the
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(k−1)-marked parts in the Gordon marking of the degenerate overpartition τˆ of τ . Then,
by definition, we see that
g˜p(τˆ ) > τm + η ≥ τm+t + η ≥ 3η.
From the construction of pi = Spη+α1(τ), we see that the parts of pi in (0, η + αλ) are stay
the same as those of τ . Hence fτ (0, η] = r− 1, there are no (k− 1)-sets of τ in (0, η + αλ)
and αλ is not a part of τ . By definition, we see that
τ ∈ Bη(α2, . . . , αλ; η, k, r|N,N),
which contradicts to the fact that τ is not an overpartition in Bη(α2, . . . , αλ; η, k, r|N,N).
So the assumption is false. Hence N ′′ > p′′.
We proceed to show that p > p′′. Since pi is an overpartition in Bη(α2, . . . , αλ; η, k, r|N
′′, p′′),
by Theorem 3.1, we see that there exists an overpartition ω in Bλ(α2, . . . , αλ; η, k, r|N
′′, p′′)
such that pi = Ap′′η+α1(ω), where Ap′′η+α1 is the (k − 1)-addition defined in Theorem 3.1.
Let r˜1(ω) > · · · > r˜N(ω) be the (k − 1)-marked parts in the reverse Gordon marking
of ω. By definition, there exists a part congruent to αλ modulo η in the (k − 1)-set
{r˜p′′+1(ω)}k−1 of ω, denoted by ˜˜rp′′+1(ω), and there must be a part congruent to αλ
modulo η in all (k−1)-sets of ω less than ˜˜rp′′+1(ω). With the same argument in the proof
of (5.3), we have
r˜p′′+1(pi) ≤ ˜˜rp′′+1(ω) + α1.
Notice that
r˜p′′+1(ω) ≤ · · · ≤ ˜˜rp′′+1(ω) + α1 ≤ · · · ≤ r˜p′′+1,k−1(ω)
is a non-degenerate (k − 1)-set of pi, so
r˜p′′+1(pi) ≥ r˜p′′+1(ω). (5.4)
Assume that p ≤ p′′, by (5.4), we see that ˜˜rp+1(pi) ≥ r˜p+1(pi) ≥ r˜p′′+1(pi) ≥ r˜p′′+1(ω).
Notice that ˜˜rp+1(pi) and ˜˜rp′′+1(ω) are congruent to αλ modulo η, so ˜˜rp+1(pi) ≥ ˜˜rp′′+1(ω).
Furthermore, from the construction of pi, we see that ˜˜rp′′+1(ω) is not a part of pi. Hence
˜˜rp+1(pi) ≥ ˜˜rp′′+1(ω) + η.
It follows that
max{˜˜rp′′+1(ω) + α1, r˜p′′+1,k−1(ω)} < ˜˜rp′′+1(ω) + η ≤ ˜˜rp+1(pi).
Hence we conclude that r˜p′′+1,1(ω) ≤ · · · ≤ ˜˜rp′′+1(ω) + α1 ≤ · · · ≤ r˜p′′+1,k−1(ω) is a
non-degenerate (k − 1)-set of pi less than ˜˜rp+1(pi), which contradicts to the fact that any
(k−1)-set less than ˜˜rp+1(pi) of pi has a part congruent to αλ modulo η. So the assumption
is false. Hence p > p′′. Thus, we complete the proof.
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Similarly, the following lemma in [11] is also useful, which tells us that the (k − 1)-
insertion can be applied successively to an overpartition in B<(α1, . . . , αλ; η, k, r|N, (s +
p)η + a).
Lemma 5.2. [11, Theorem 3.11] Let ω be an overpartition in B=(α1, . . . , αλ; η, k, r|N, (s+
p)η + a). Assume that there are N ′ (k − 1)-marked part in the reverse Gordon marking
of ω.
(1) If q′ > s+ p, then ω is an overpartition in B<(α1, . . . , αλ; η, k, r|N
′, q′η + a);
(2) Set pi = SP (s+p)η+a(ω). If pi is an overpartition in B=(α1, . . . , αλ; η, k, r|N
′′, (s1 +
p1)η + a), then s+ p > s1 + p1.
The following lemma tells us that the (k−1)-insertion can be applied into the resulting
overpartition obtained by applying the (k − 1)-addition.
Lemma 5.3. For 0 ≤ p ≤ N , let pi be an overpartition in Bλ(α2, . . . , αλ; η, k, r|N, p).
Define τ = Apη+α1(pi). Assume that there are N
′ (k − 1)-marked parts in the reverse
Gordon marking of τ .
(1) For p = N , τ is an overpartition in B<(α1, . . . , αλ; η, k, r|N
′, qη + α1) if and only
if q > N .
(2) For 0 ≤ p < N , assume that αλ is a part of pi when fπ(0, η] = r − 1. If τ
is not an overpartition in Bλ(α2, . . . , αλ; η, k, r|N
′, N ′), then for q ≥ N ′, we have τ ∈
B<(α1, . . . , αλ; η, k, r|N
′, qη + α1).
(3) For 0 ≤ p < N and p < p′ < N ′, if τ is an overpartition in Bλ(α2, . . . , αλ; η, k, r|N
′, p′)
and αλ is a part of pi, then αλ is also a part of τ .
Proof. Let r˜1(pi) > · · · > r˜N(pi) be the (k − 1)-marked parts in the reverse Gordon
marking of pi and let r˜1(τ) > · · · > r˜N ′(τ) be the (k − 1)-marked parts in the reverse
Gordon marking of τ .
(1) We first show that N ′ = N orN+1 and r˜N ′(τ) = η ifN
′ = N+1. Let g˜1(τˆ ) > · · · >
g˜N(τˆ) be the (k−1)-marked parts in the Gordon marking of the degenerate overpartition
τˆ of τ . Note that p = N , so τ is an overpartition in Bη(α2, . . . , αλ; η, k, r|N,N), and hence
fτ (0, η] = r − 1, αλ does not occur in τ , and there are no (k − 1)-sets of τ in (0, η + αλ).
From (3.17) in the proof of Lemma 3.4, we see that g˜N(τˆ) > 2η. Let r˜1(τˆ) > · · · > r˜N(τˆ )
be the (k − 1)-marked parts in the reverse Gordon marking of τˆ . By Proposition 2.6, we
see that
r˜N(τˆ ) ≥ g˜N,1(τˆ ) ≥ g˜N(τˆ)− η > η.
By the definition of the degenerate overpartition, we see that
r˜N(τ) = r˜N (τˆ) > η. (5.5)
We consider the following two cases:
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Case 1: If there are no (k − 1)-sets of τ in (0, 2η], then N ′ = N .
Case 2: If there exists a (k− 1)-set of τ in (0, 2η], denoted by τi+k−2 ≤ · · · ≤ τi. Since
there are no (k − 1)-sets of τ in (0, η + αλ) and η is a part of τ , then η + αλ ≤ τi ≤ 2η,
τi+k−2 = η and {τi}k−1 is the only one (k − 1)-set of τ in (0, 2η]. There are two subcases.
Case 2.1: If η < r˜N(τ) ≤ 2η, then τi+k−2 < r˜N(τ) ≤ τi, which implies that there are
no (k − 1)-sets of τ in (0, r˜N(τ)). Hence N
′ = N .
Case 2.2: If r˜N (τ) > 2η, then there is a part in the (k − 1)-set {τi}k−1 marked with
k− 1 in the reverse Gordon marking of τ . Hence N ′ = N +1. By definition, there are no
(k − 1)-sets of τˆ in (η, r˜N(τ)). So there are no (k − 1)-sets of τ in (η, r˜N(τ)). It implies
that there is no (k − 1)-marked part in (η, r˜N(τ)) in the reverse Gordon marking of τ .
Hence r˜N+1(τ) = η.
From the argument above, we see that N ′ = N or N +1. Furthermore, if N ′ = N +1,
then r˜N+1(τ) = η.
We first show that if τ is an overpartition in B<(α1, . . . , αλ; η, k, r|N
′, qη + α1), then
q > N . By the definition of B<(α1, . . . , αλ; η, k, r|N
′, qη + α1), we see that q ≥ N
′ ≥ N .
We proceed to show that q > N . Suppose not. Then q = N . This implies that N ′ = N .
So, τ is an overpartition in B<(α1, . . . , αλ; η, k, r|N,Nη+ α1). Note that fτ (0, η] = r− 1,
by definition, we see that r˜N(τ) ≤ η, which contradicts to (5.5). So the assumption is
false. Hence q > N .
We next show that if q > N , then τ is an overpartition in B<(α1, . . . , αλ; η, k, r|N
′, qη+
α1). Assume that q > N , then q ≥ N + 1 ≥ N
′. So there exists p such that 0 ≤ p ≤
N ′ and p is the least integer such that (q − p)η + α1 ≥ r˜p+1(τ) + η. Note that there
are no overlined parts ≡ α1 (mod η) in τ , so the overlined parts ≡ α1 (mod η) in τ
are less than (q − p)η + α1. By definition, we have fτ (0, η] = r − 1. If q = N
′, then
q = N ′ = N + 1. From the proof above, we see that r˜N+1(τ) = η. Hence we arrive at
τ ∈ B<(α1, . . . , αλ; η, k, r|N
′, qη + α1). Thus, we complete the proof.
(2) Assume that p is the least integer such that 0 ≤ p ≤ N ′ and (q − p)η + α1 ≥
r˜p+1(τ) + η. It is easy to see that such p exists since q ≥ N
′ and (q −N ′)η + α1 > 0 ≥
r˜N ′+1(τ) + η, where r˜N ′+1(τ) = −∞. Note that there are no overlined parts congruent to
α1 modulo η in τ , so the largest overlined part congruent to α1 modulo η in τ is less than
(q − p)η + α1. By the definition of B<(α1, . . . , αλ; η, k, r|N
′, qη + α1), it suffices to show
that if q = N ′ and fτ (0, η] = r − 1, then r˜N ′(τ) ≤ η.
Assume that q = N ′ and fτ (0, η] = r−1. By Lemma 3.2, we have fπ(0, η] = fτ (0, η] =
r − 1. By definition, we see that αλ is a part of pi.
If αλ is a part of τ , note that τ is not an overpartition in Bλ(α2, . . . , αλ; η, k, r|N
′, N ′),
then r˜N ′(τ) ≤ η.
If αλ is not a part of τ , then by the construction of τ = Apη+α1(pi), we have ˜˜rp+1(pi) =
αλ. By (5.3) in the proof of Lemma 5.1, we see that
r˜N ′(τ) ≤ r˜p+1(τ) ≤ ˜˜rp+1(pi) + α1 = η.
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In either case, we can obtain that r˜N ′(τ) ≤ η if q = N
′ and fτ (0, η] = r − 1. Hence,
τ ∈ B<(α1, . . . , αλ; η, k, r|N
′, qη + α1). Thus, we complete the proof.
(3) From (5.3) in the proof Lemma 5.1, and note that p < p′, we see that
˜˜rp+1(pi) + α1 ≥ r˜p+1(τ) ≥ r˜p′+1(τ) + η > η.
So ˜˜rp+1(pi) > αλ. Then, by the construction of τ = Apη+α1(pi), we see that the part αλ in
pi is not changed after applying Apη+α1 to pi. It implies that αλ is also a part of τ . Thus,
we complete the proof.
We are now in a position to give a proof of Theorem 2.1. It suffices to give a proof of
Theorem 2.14.
Proof of Theorem 2.14: Let pi be an overpartition in B1(α2, . . . , αλ−1; η, k − 1, r − 1)
and let δ(1) be a partition into distinct parts congruent to α1 modulo η and let δ
(λ) be a
partition into distinct parts congruent to αλ modulo η. We will define τ = Θ(δ
(1), δ(λ), pi)
such that τ is an overpartition in B1(α1, . . . , αλ; η, k, r) and |τ | = |δ
(1)|+ |δ(λ)|+ |pi|.
We first insert the parts of δ(λ) as overlined parts into pi, and denote the resulting over-
partition by pi(0). By definition, we see that pi(0) is an overpartition in B1(α2, . . . , αλ; η, k, r)
such that
|pi(0)| = |pi|+ |δ(λ)|. (5.6)
Furthermore, there is a part congruent to αλ in all (k − 1)-sets of pi
(0), and αλ is a part
of pi(0) when fπ(0)(0, η] = r − 1. There are two cases:
Case 1: If δ(1) = ∅, then set τ = pi(0). It is easy to check that τ is an overpartition in
B1(α1, . . . , αλ; η, k, r) so that |τ | = |δ
(1)|+ |δ(λ)|+ |pi|.
Case 2: If δ(1) 6= ∅, then set δ(1) = (q1η + α1, . . . , qmη + α1) where q1 > · · · > qm ≥ 0.
We will insert qmη + α1, . . . , q1η + α1 into pi
(0) successively. There are three steps and we
will denote the resulting pairs by (Stepi(δ
(1)), Stepi(pi
(0))) after Step i, where i = 1, 2, 3.
Step 1: Assume that there are N(pi(0)) (k − 1)-marked parts in the reverse Gordon
marking of pi(0). If qm ≥ N(pi
(0)), then set Step1(δ
(1)) = δ(1) and Step1(pi
(0))) = pi(0), and
go to Step 2 directly. Otherwise, we apply the (k−1)-addition to insert some parts of δ(1)
from smallest to largest into pi(0) successively and denote the intermediate overpartitions
by pi(1), pi(2), . . .. Assume that there are N(pi(i)) (k−1)-marked parts in the reverse Gordon
marking of pi(i).
If 0 ≤ qm < N(pi
(0)), and let b = 0, then we repeat the following process until
qm−b ≥ N(pi
(b)).
• Step 1-1: When b = 0, by the definition of pi(0), we see that there is a part congruent
to αλ modulo η in any (k − 1)-set of pi
(0), so
pi(0) ∈ Bλ(α2, . . . , αλ; η, k, r|N(pi
(0)), qm).
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When b ≥ 1, note that
pi(b) ∈ Bη(α2, . . . , αλ; η, k, r|N(pi
(b−1)), qm−b+1).
Since N (b) > qm−b > qm−b+1, then by Lemma 5.1 (1), we see that
pi(b) ∈ Bλ(α2, . . . , αλ; η, k, r|N(pi
(b)), qm−b).
• Step 1-2: Hence we could apply the (k − 1)-addition to insert qm−bη + α1 into pi
(b)
to generate non-degenerate (k − 1)-sets. More precisely, apply Aqm−bη+α1 on pi
(b) to
obtain pi(b+1), that is,
pi(b+1) = Aqm−bη+α1(pi
(b)).
By Lemma 3.2, we see that
pi(b+1) ∈ Bη(α2, . . . , αλ; η, k, r|N(pi
(b)), qm−b)
and
|pi(b+1)| = |pi(b)|+ qm−bη + α1.
• Step 1-3: Replace b by b+ 1.
Suppose that qj ≥ N
(m−j), then set Step1(pi
(0)) = pi(m−j) and Step1(δ
(1)) = (q1η +
α1, . . . , qjη + α1) and go to Step 2.
Obviously,
Step1(pi
(0)) ∈ Bη(α2, . . . , αλ; η, k, r|N
(m−j−1), qj+1)
and
|Step1(pi
(0))| = |pi(0)|+ (qmη + α1) + · · ·+ (qj+1η + α1). (5.7)
Step 2: Denote Step1(pi
(0)) by σ, and assume that there are N(σ) (k − 1)-marked
parts in the reverse Gordon marking of σ. Recall that
Step1(δ
(1)) = (q1η + α1, . . . , qjη + α1)
and qj ≥ N(σ). We consider the following two cases:
Case 2-1: If σ is not an overpartition in Bλ(α2, . . . , αλ; η, k, r|qj, qj), then set Step2(pi
(0)) =
σ and Step2(δ
(1)) = (q1η + α1, . . . , qjη + α1) and go to Step 3 directly.
Case 2-2: If σ is an overpartition in Bλ(α2, . . . , αλ; η, k, r|qj, qj), then we could apply
the (k − 1)-addition to insert qjη + α1 into σ. More precisely, apply the map Aqjη+α1 to
σ to obtain Step2(pi
(0)) and set Step2(δ
(1)) = (q1η + α1, . . . , qj−1η + α1). Namely,
Step2(pi
(0)) = Aqjη+α1(σ).
By Lemma 3.2, we see that
Step2(pi
(0)) ∈ Bη(α2, . . . , αλ; η, k, r|qj, qj)
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and
|Step2(pi
(0))| = |σ|+ qjη + α1 = |Step1(pi
(0))|+ qjη + α1. (5.8)
Step 3: Denote Step2(pi
(0)) by ς, and assume that there are N(ς) (k−1)-marked parts
in the reverse Gordon marking of ς. Recall that
Step2(δ
(1)) = (q1η + α1, . . . , qtη + α1),
where t = j if ς = σ, or t = j− 1 if ς 6= σ. We first show that the (k− 1)-insertion Iqtη+α1
can be applied to ς, that is, ς ∈ B<(α1, . . . , αλ; η, k, r|N(ς), qtη + α1). We consider three
cases.
(1) If t = j−1, then ς = Aqjη+α1(σ), where σ ∈ Bλ(α2, . . . , αλ; η, k, r|qj, qj). Note that
qj−1 > qj , then by Lemma 5.3 (1), we see that
ς ∈ B<(α1, . . . , αλ; η, k, r|N(ς), qj−1η + α1).
(2) If t = j = m, then ς = σ = pi(0) is an overpartition in B1(α2, . . . , αλ; η, k, r). Let
r˜1(ς) > · · · > r˜N(ς)(ς) be the (k − 1)-marked parts in the reverse Gordon marking of
ς. Assume that p is the least integer such that 0 ≤ p ≤ N(ς) and (qm − p)η + α1 ≥
r˜p+1(ς) + η. It is easy to see that such p exists since qm ≥ N(pi
(0)) = N(ς) and
(qm −N(ς))η + α1 > 0 ≥ r˜N(ς)+1(ς) + η, where r˜N(ς)+1(ς) = −∞. Note that there are no
overlined parts congruent to α1 modulo η in ς, so the largest overlined part congruent to
α1 modulo η in ς is less than (qm − p)η + α1. By definition, ς is not an overpartition in
Bλ(α2, . . . , αλ; η, k, r|qm, qm). Hence if qm = N(ς) and fς(0, η] = fπ(0)(0, η] = r − 1, then
αλ is a part of pi
(0) = ς, and so r˜N(ς)(ς) ≤ η. Thus, by definition, we see that
ς ∈ B<(α1, . . . , αλ; η, k, r|N(ς), qmη + α1).
(3) If t = j < m, then we have ς = σ = pi(m−j) = Aqj+1η+α1(pi
(m−j−1)), where pi(m−j−1) ∈
Bλ(α2, . . . , αλ; η, k, r|N(pi
(m−j−1)), qj+1). By definition, we see that ς is not an overpartition
in Bλ(α2, . . . , αλ; η, k, r|qj, qj). If fπ(m−j−1)(0, η] = r − 1, then by Lemma 3.2, we see that
fπ(0)(0, η] = fπ(1)(0, η] = · · · = fπ(m−j−1)(0, η] = r− 1. So, in such case, αλ is a part of pi
(0).
By Lemma 5.3 (3), we see that αλ is also a part of pi
(b) for 0 ≤ b ≤ m− j− 1. Thus, αλ is
also a part of pi(m−j−1) when fπ(m−j−1)(0, η] = r − 1. Note that qj ≥ N
(m−j) = N(ς), then
by Lemma 5.3 (2), we see that
ς ∈ B<(α1, . . . , αλ; η, k, r|N(ς), qjη + α1).
Therefore, we arrive at
ς ∈ B<(α1, . . . , αλ; η, k, r|N(ς), qtη + α1).
Hence we could apply the (k − 1)-insertion with a = α1 in Theorem 4.1 to insert qtη +
α1, . . . , q1η + α1 into ς in succession to get τ , where the intermediate overpartitions are
denoted by ς(0), . . . , ς(t) with ς(0) = ς and ς(t) = Step3(pi
(0)). Assume that there are N(ς(i))
(k − 1)-marked parts in the reverse Gordon marking of ς(i).
Let b = 0, we repeat the following process until b = t:
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• Step 3-1: We wish to insert qt−bη+α1 into ς
(b) to generate an overlined part congruent
to α1 modulo η. More precisely, apply the map Iqt−bη+α1 to ς
(b) to obtain ς(b+1), that
is,
ς(b+1) = Iqt−bη+α1(ς
(b)).
By Theorem 4.1, we see that
ς(b+1) ∈ B=(α1, . . . , αλ; η, k, r|N(ς
(b)), qt−bη + α1) (5.9)
and
|ς(b+1)| = |ς(b)|+ qt−bη + α1.
• Step 3-2: When b = t−1, do nothing and go to Step 3-3 directly. When 0 ≤ b < t−1,
note that qt−b−1 > qt−b, then by (5.9) and using Lemma 5.2 (1), we see that
ς(b+1) ∈ B<(α1, . . . , αλ; η, k, r|N(ς
(b+1)), qs−b−1η + α1)
• Step 3-3: Replace b by b+ 1.
Hence when b = t, we see that
Step3(pi
(0)) = ς(t) ∈ B=(α1, . . . , αλ; η, k, r|N(ς
(t−1)), q1η + α1)
and
|Step3(pi
(0))| = |ς(t)| = |Step2(pi
(0))|+ (qtη + α1) + · · ·+ (q1η + α1). (5.10)
Set Step3(δ
(1)) = ∅ and τ = Step3(pi
(0)). From the construction of the (k − 1)-insertion
with a = α1 in Theorem 4.1, we see that τ is an overpartition in B1(α1, . . . , αλ; η, k, r)
and there are t overlined parts ≡ α1 (mod η) in τ . Furthermore, combining (5.7), (5.8)
and (5.10) with (5.6), we see that |τ | = |δ(1)|+ |δ(λ)|+ |pi|. Therefore Θ is well-defined.
To prove that Θ is a bijection, we shall give the description of the inverse map Υ of Θ.
Let τ be a B1(α1, . . . , αλ; η, k, r) overpartition. We shall define Υ(τ) = (δ
(1), δ(λ), pi) such
that δ(1) is a partition into distinct parts congruent to α1 modulo η, δ
(λ) is a partition into
distinct parts congruent to αλ modulo η and pi is an overpartition in B1(α2, . . . , αλ−1; η, k−
1, r − 1). Furthermore, |τ | = |δ(1)|+ |δ(λ)|+ |pi|. There are the following two cases:
Case 1: If there are no overlined parts ≡ α1 (mod η) in τ and there are no non-
degenerate parts in τ and there is no non-degenerate (r − 1)-part in τ when r < k, then
set δ(1) = ∅ and split the overpartition τ into δ
(λ)
and pi, where δ
(λ)
consists of the parts
congruent to αλ modulo η in τ and pi consists of the parts 6≡ αλ (mod η) in τ . Finally,
change the parts in δ
(λ)
to non-overlined parts to get δ(λ). It is not difficult to check that
pi is an overpartition in B(α2, . . . , αλ−1; η, k − 1, r − 1) and |τ | = |δ
(1)|+ |δ(λ)|+ |pi|.
Case 2: If there are overlined parts ≡ α1 (mod η) in τ or there are non-degenerate
parts in τ or there is a non-degenerate (r − 1)-part in τ , then we iteratively apply the
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(k − 1)-separation with a = α1 in Theorem 4.1 and the (k − 1)-subtraction in Theorem
3.1 to τ . There are three steps. We denote the resulting pairs by (Stepi(δ
(1)), Stepi(τ))
after Step i, where i = 1, 2, 3.
Step 1: There are the following two cases:
Case 1-1: If there are no overlined parts ≡ α1 (mod η) in τ , then set Step1(τ) = τ
and Step1(δ
(1)) = ∅, and go to Step 2 directly.
Case 1-2: Otherwise, assume that there are t ≥ 1 overlined parts ≡ α1 (mod η) in τ ,
denoted by ηs1 + α1 > ηs2 + α1 > · · · > ηst + α1. We shall apply the (k − 1)-separation
with a = α1 defined in Theorem 4.1 to remove the t overlined parts ≡ α1 (mod η) from
τ and denote the intermediate pairs by (γ(0), τ (0)), . . . , (γ(t), τ (t)) with γ(0) = ∅, τ (0) = τ ,
Step1(δ
(1)) = γ(t) and Step1(τ) = τ
(t). Assume that there are N(τ (i)) (k−1)-marked parts
in the reverse Gordon marking of τ (i).
Let b = 0, we repeat the following process until b = t.
• Step 1-1: We wish to remove ηsb+1 + α1 from τ
(b). More precisely, let τ (b) be the
underlying overpartition obtained from τ (b) by removing ηsb+1 + α1. Assume that
there are N(τ (b)) (k − 1)-marked parts in the Gordon marking of τ (b) denoted by
g˜1(τ
(b)) > · · · > g˜N(τ (b))(τ
(b)) and pb+1 is the least integer such that ηsb+1 + α1 ≥
g˜pb+1+1(τ
(b)). By definition, we see that
τ (b) ∈ B=(α1, . . . , αλ; η, k, r|N(τ
(b)), (sb+1 + pb+1)η + α1).
Hence we could apply the (k − 1)-separation SP (sb+1+pb+1)η+α1 to τ
(b) to get τ (b+1),
that is,
τ (b+1) = SP (sb+1+pb+1)η+α1(τ
(b)).
By Theorem 4.1, we see that N(τ (b)) = N(τ (b+1)),
τ (b+1) ∈ B<(α1, . . . , αλ; η, k, r|N(τ
(b+1)), (sb+1 + pb+1)η + α1),
and ∣∣τ (b+1)∣∣ = |τ (b)| − ((sb+1 + pb+1)η + α1).
• Step 1-2: Insert (sb+1 + pb+1)η + α1 into γ
(b) to generate a new partition γ(b+1).
• Step 1-3: Replace b by b+ 1.
From the construction of SP (sb+pb)η+α1 , it is easy to see that there are t− b parts ≡ α1
(mod η) in τ (b) and the largest part ≡ α1 (mod η) is ηsb + α1. When b = t,
Step1(δ
(1)) = γ(t) = ((s1 + p1)η + α1, . . . , (st + pt)η + α1),
and
Step1(τ) = τ
(t) ∈ B<(α1, . . . , αλ; η, k, r|N(τ
(t)), (st + pt)η + α1).
41
It is easy to check that there are no parts ≡ α1 (mod η) in Step1(τ) and
|Step1(τ)|+ |Step1(δ
(1))| = |τ |. (5.11)
Furthermore, for 0 ≤ b < t − 1, recall that pb+2 is the least integer such that
ηsb+2 + α1 ≥ g˜pb+2+1(τ
(b+1)), by definition, we see that
τ (b+1) ∈ B=(α1, . . . , αλ; η, k, r|N(τ
(b+2)), (sb+2 + pb+2)η + α1).
Hence, by Lemma 5.2 (2), we see that for 0 ≤ b < t− 1,
sb+1 + pb+1 > sb+2 + pb+2 ≥ N(τ
(b+2)). (5.12)
This implies that Step1(δ
(1)) is a partition into distinct parts congruent to α1 modulo η.
Step 2: There are the following two cases:
Case 2-1: If r = k or r < k and there is no non-degenerate (r − 1)-part in ς, then set
Step2(τ) = Step1(τ) and Step2(δ
(1)) = Step1(δ
(1)) and go to Step 3 directly.
Case 2-2: Otherwise, denote Step1(τ) by ς and assume that there are N(ς) (k − 1)-
marked parts in the Gordon marking of ς. From the Step 1, we see that
Step1(τ) = ς ∈ B<(α1, . . . , αλ; η, k, r|N(ς), (st + qt)η + α1). (5.13)
Assume that there are N(ςˆ) (k−1)-marked parts in the Gordon marking of the degenerate
overpartition ςˆ of ς. Set q0 = N(ςˆ), by definition, we see that
Step1(τ) = ς ∈ Bη(α2, . . . , αλ; η, k, r|q0, q0).
Then we could apply the (k − 1)-subtraction Sq0η+α1 to ς to obtain Step2(τ). More
precisely,
Step2(τ) = Sq0η+α1(ς),
and set
Step2(δ
(1)) = ((s1 + q1)η + α1, . . . , (st + qt)η + α1, q0η + α1).
By Theorem 3.1, we see that
Step2(τ) ∈ Bλ(α2, . . . , αλ; η, k, r|q0, q0) (5.14)
and
|Step2(τ)| = |ς| − (q0η + α1) = |Step1(τ)| − (q0η + α1). (5.15)
Combining (5.13) and (5.14), and by Lemma 5.3 (1), we see that st + pt > q0. Hence
Step2(δ
(1)) is a partition into distinct parts congruent to α1 modulo η.
Step 3: There are the following two cases:
Case 3-1: If there are no non-degenerate parts in Step2(τ), we shall do nothing. In
such case, we set Step3(δ
(1)) = Step2(δ
(1)) and Step3(τ) = Step2(τ). Setting δ
(1) =
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Step3(δ
(1)), it is easy to see that δ(1) ∈ Dα1 . Now, we split the overpartition Step3(τ)
into δ
(λ)
and pi, where δ
(λ)
consists of the parts congruent to αλ modulo η in Step3(τ)
and pi consists of the parts 6≡ αλ (mod η) in Step3(τ). Finally, change the parts in
δ
(λ)
to non-overlined parts to get δ(λ). It is easy to see that δ(λ) ∈ Dαλ and pi is a
B1(α2, . . . , αλ−1; k − 1, r − 1) overpartition. Furthermore, by (5.11) and (5.15), it is easy
to see that |τ | = |δ(1)|+ |δ(λ)|+ |pi|.
Case 3-2: If there are non-degenerate parts in Step2(τ), then we iteratively apply
the (k − 1)-subtraction defined in Theorem 3.1 to Step2(τ) until there does not exist
non-degenerate parts in the resulting overpartition. Assume that the (k − 1)-subtraction
defined in Theorem 3.1 can be applied j times into Step2(τ) so that there does not
exist non-degenerate parts in the resulting overpartition, and we denote the intermediate
overpartitions by (ζ (0), σ(0)), . . . , (ζ (j), σ(j)) with ζ (0) = Step2(δ
(1)), σ(0) = Step2(τ), ζ
(j) =
Step3(δ
(1)) and σ(j) = Step3(τ). Assume that there are N(σ
(i)) (k − 1)-marked parts in
the Gordon marking of σ(i).
Let b = 0, we repeat the following process until b = j.
• Step 3-1: Assume that there are N(σˆ(b)) (k−1)-marked parts in the Gordon marking
of the degenerate overpartition σˆ(b) of σ(b), denoted by g˜1(σˆ
(b)) > · · · > g˜N(σˆ(b))(σˆ
(b)),
{σ
(b)
m }k−1 is the smallest non-degenerate (k − 1)-set of σ
(b) and qb+1 is the largest
integer such that g˜qb+1(σˆ
(b)) > σ
(b)
m + η. By definition, we see that
σ(b) ∈ Bη(α2, . . . , αλ; η, k, r|N(σˆ
(b)), qb+1).
Hence we could apply the (k − 1)-subtraction Sqb+1η+α1 to σ
(b) to get a new over-
partition σ(b+1), that is,
σ(b+1) = Sqb+1η+α1(σ
(b)).
By Theorem 3.1, we see that N(σ(b+1)) = N(σˆ(b)),
σ(b+1) ∈ Bλ(α2, . . . , αλ; η, k, r|N(σ
(b+1)), qb+1),
and
|σ(b+1)| = |σ(b)| − (qbη + α1). (5.16)
• Step 3-2: Insert qb+1η + α1 into ζ
(b) to generate a new partition ζ (b+1).
• Step 3-3: Replace b by b+ 1.
From the above construction, we see that when b = j,
Step3(τ) = σ
(j) ∈ Bλ(α1, . . . , αλ; η, k, r|N(σ
(j)), qj).
Furthermore, there does not exist non-degenerate parts in σ(j). By (5.16), we see that
|Step3(τ)| = |σ
(j)| = |Step2(τ)| − (q1η + α1)− · · · − (qjη + α1). (5.17)
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Note that for 0 ≤ b < j − 1,
σ(b) ∈ Bη(α2, . . . , αλ; η, k, r|N(σ
(b+1)), qb+1),
and
σ(b+1) = Sqb+1η+α1(σ
(b)) ∈ Bη(α1, . . . , αλ; η, k, r|N(σ
(b+2)), qb+2).
By Lemma 5.1 (2), we have
qb+2 < qb+1 < N(σ
(b+1)). (5.18)
If Step2(δ
(1)) = Step1(δ
(1)) = ((s1 + q1)η + α1, . . . , (st + qt)η + α1), then
Step3(δ
(1)) = ((s1 + q1)η + α1, . . . , (st + qt)η + α1, q1η + α1, . . . , qjη + α1),
and Step1(τ) = τ
(t) = σ(0). By (5.12), we see that st + qt ≥ N(pi
(t)). By (5.18), we see
that q1 < N(σ
(1)) = N(σˆ(0)) ≤ N(σ(0)). It follows that st + qt > q1. Hence, by (5.18), we
arrive at Step3(δ
(1)) ∈ Dα1 .
If Step2(δ
(1)) 6= Step1(δ
(1)), then Step2(δ
(1)) = ((s1+q1)η+α1, . . . , (st+qt)η+α1, q0η+
α1). Hence
Step3(δ
(1)) = ((s1 + q1)η + α1, . . . , (st + qt)η + α1, q0η + α1, q1η + α1, . . . , qjη + α1).
Notice that q0 = N(σ
(0)) > q1, by (5.18), we see that Step3(δ
(1)) ∈ Dα1 .
Setting δ(1) = Step3(δ
(1)), we have shown that δ(1) ∈ Dα1 . Now, we split the overpar-
tition Step3(τ) into δ
(λ)
and pi, where δ
(λ)
consists of the parts congruent to αλ modulo
η in Step3(τ) and pi consists of the parts 6≡ αλ (mod η) in Step3(τ). Finally, change the
parts in δ
(λ)
to non-overlined parts to get δ(λ). We can see that δ(λ) ∈ Dαλ and pi is a
B1(α2, . . . , αλ−1; k − 1, r − 1) overpartition. By (5.11), (5.15) and (5.17), it is easy to
check that |τ | = |δ(1)|+ |δ(λ)|+ |pi|.
Thus, we complete the proof of Theorem 2.14.
6 Example
We provide an example for the illustration of the bijection Θ in Theorem 2.14.
The example for the map Θ: Assume that k = 6, r = 4, λ = 4, η = 10, α1 = 1,
α2 = 4, α3 = 6 and α4 = 9. Let δ
(1) = (61, 51, 31, 21, 1) and δ(4) = (49, 39, 29, 19, 9) and
let pi = (50, 50, 50, 36, 34, 30, 30, 26, 24, 20, 10, 10, 6) be an overpartition in B1(4, 6; 10, 5, 3).
We unit pi and δ(4) to obtain pi(0), whose reverse Gordon marking is given below.
RG(pi(0)) =(501, 502, 503, 494,
{30}5︷ ︸︸ ︷
391, 362, 343, 304, 305, 291, 262, 243, 204,
191, 102, 103, 91, 64).
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We see that pi(0) is an overpartition in B1(4, 6, 9; 10, 6, 4) and there are no non-degenerate
5-sets in pi(0). We wish to insert all parts of
δ(1) = (6× 10 + 1, 5× 10 + 1, 3× 10 + 1, 2× 10 + 1, 0× 10 + 1),
into pi(0), where q1 = 6 > q2 = 5 > q3 = 3 > q4 = 2 > q5 = 0.
Step 1: Note that N(pi(0)) = 1 and q5 = 0, so we could apply the 5-addition to insert
1 into pi(0). It is easy to check that
pi(0) ∈ B4(4, 6, 9; 10, 6, 4|1, 0).
Apply the 5-addition A1 to pi
(0) to get pi(1), namely, change 39 to 40.
RG(pi(1)) =(
{40}5︷ ︸︸ ︷
501, 502, 503, 494, 405,
{29}5︷ ︸︸ ︷
361, 342, 303, 304, 295, 261, 242, 203,
194, 101, 102, 93, 64).
By Lemma 3.2, we see that
pi(1) ∈ B10(4, 6, 9; 10, 6, 4|1, 0).
Note that N(pi(1)) = 2 and q4 = 2, so Step1(pi
(0)) = pi(1) and
Step1(δ
(1)) = (61, 51, 31, 21).
Step 2: Denote Step1(pi
(0)) by σ, there are two 5-marked parts in the reverse Gordon
marking of σ, which are r˜1(σ) = 40 and r˜2(σ) = 29. Notice that fσ(0, 10] = 3, r˜2(σ) =
29 > 10 and 9 is a part of σ, then by definition, we see that
σ ∈ B4(4, 6, 9; 10, 6, 4|2, 2).
Apply the 5-addition A21 to σ to get Step2(pi
(0)), namely, first change 29 and 40 in σ to
39 and 50 respectively and then change 9 in σ to 10.
RG(Step2(pi
(0))) =(
{49}5︷ ︸︸ ︷
501, 502, 503, 504, 495,
{30}5︷ ︸︸ ︷
391, 362, 343, 304, 305, 261, 242,
203, 194, 101, 102, 105︸ ︷︷ ︸
{10}5
, 63).
Furthermore, set Step2(δ
(1)) = (61, 51, 31), where q1 = 6 > q2 = 5 > q3 = 3.
Step 3: Denote Step2(pi
(0)) by ς, we will apply the 5-insertion to insert 61, 51 and
31 of δ(1) from smallest to largest into ς successively to generate some overlined parts
congruent to 1 modulo 10. Let ς(0) = ς.
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• b = 0. Insert 31 into ς(0), and note that q3 = 3. There are three 5-marked parts in
RG(ς(0)), which are r˜1(ς
(0)) = 49, r˜2(ς
(0)) = 30 and r˜3(ς
(0)) = 10. It is easy to check
that p3 = 3 is the least integer such that 10 · (q3 − p3) + 1 = 1 ≥ r˜p3+1(ς
(0)) + 10 =
−∞ and there are no overlined parts congruent to 1 modulo 10 in ς(0). Hence
ς(0) ∈ B<(1, 4, 6, 9; 10, 6, 4|3, 31).
Apply the 5-insertion I31 to ς
(0) to get ς(1). More precisely, note that p3 = 3, so we
first change 49, 30 and 10 to 59, 40 and 20 respectively and then insert 1 into the
resulting overpartition.
RG(ς(1)) =(
{50}5︷ ︸︸ ︷
591, 502, 503, 504, 505,
{30}5︷ ︸︸ ︷
401, 392, 363, 344, 305,
{19}5︷ ︸︸ ︷
261, 242, 203, 204, 195,
101, 102, 63, 14).
• b = 1. Insert 51 into ς(1), and note that q2 = 5. There are three 5-marked parts in
RG(ς(1)), which are r˜1(ς
(1)) = 50, r˜2(ς
(1)) = 30 and r˜3(ς
(1)) = 19. It is easy to find
that p2 = 1 is the least integer such that 10 · (q2 − p2) + 1 = 41 ≥ r˜p2+1(ς
(1))+ 10 =
40 and the largest overlined part congruent to 1 modulo 10 in ς(1) is 1, which is less
than 41. Hence
pi(3) ∈ B<(1, 4, 6, 9; 10, 6, 4|3, 51).
Apply the 5-insertion I51 to ς
(1) to get ς(2). More precisely, note that p2 = 1, so we
first change 50 to 60 and then insert 41 into the resulting overpartition.
RG(ς(2)) =(
{50}5︷ ︸︸ ︷
601, 592, 503, 504, 505,
{34}5︷ ︸︸ ︷
411, 402, 393, 364, 345, 301,
{19}5︷ ︸︸ ︷
262, 243, 201, 204, 195
102, 103, 61, 14).
• b = 2. Insert 61 into ς(2), and note that q1 = 6. There are three 5-marked parts in
RG(ς(2)), which are r˜1(ς
(2)) = 50, r˜2(ς
(2)) = 34 and r˜3(ς
(2)) = 19. It is easy to check
that p1 = 0 is the least integer such that 10 · (q1 − p1) + 1 = 61 ≥ r˜p1+1(ς
(2))+ 10 =
60 and the largest overlined part congruent to 1 modulo 10 in ς(2) is 41, which is
less than 61. Hence
ς(2) ∈ B<(1, 4, 6, 9; 10, 6, 4|3, 61).
Apply the 5-insertion I61 to ς
(2) to get ς(3), namely, insert 61 as a part into ς(2).
RG(ς(3)) =(611,
{50}5︷ ︸︸ ︷
602, 593, 501, 504, 505,
{34}5︷ ︸︸ ︷
412, 403, 391, 364, 345, 302,
{19}5︷ ︸︸ ︷
261, 243, 202, 204, 195
101, 103, 62, 14).
(6.1)
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• Furthermore, set Step3(pi
(0)) = ς(3) and Step3(δ
(1)) = ∅.
Set τ = Step3(pi
(0)), it is easy to check that τ is an overpartition in B1(1, 4, 6, 9; 10, 6, 4)
with three overlined pars congruent to 1 modulo 10 and |τ | = |pi|+ |δ(1)|+ |δ(4)|.
The example for Υ: Let k = 6, r = 4, λ = 4, η = 10, α1 = 1, α2 = 4, α3 = 6,
α4 = 9 and let τ be an overpartition in B1(1, 4, 6, 9; 10, 6, 4) given by
τ =(61, 60, 59, 50, 50, 50, 41, 40, 39, 36, 34, 30, 26, 24, 20, 20, 19
10, 10, 6, 1).
whose reverse Gordon marking is given in (6.1). Then the triplet (δ(1), δ(4), pi) can be
obtained by iteratively using the 5-separation and the 5-subtraction.
Step 1: Note that there are three overlined parts congruent to 1 modulo 10. Let
γ(0) = ∅ and τ (0) = τ . We will iteratively use the 5-separation to remove 61, 41 and 1
from τ .
• b = 0. Remove 61 from τ (0), and let s1 = 6.
Let τ (0) be the underlying overpartition obtained by removing 61 from τ (0). Then
the Gordon marking of τ (0) is given as follows.
G(τ (0)) =(
{60}5︷ ︸︸ ︷
605, 591, 504, 503, 502, 411,
{40}5︷ ︸︸ ︷
405, 394, 363, 342, 301, 264, 243,
205, 202, 191, 104, 103︸ ︷︷ ︸
{20}5
, 62, 11).
Note that there are three 5-marked parts in G(τ (0)), which are g˜1(τ
(0)) = 60,
g˜2(τ
(0)) = 40 and g˜3(τ
(0)) = 20. It is easy to check that p1 = 0 is the least in-
teger such that 10 · s1 + 1 = 61 > g˜p1+1(τ
(0)) = 60. Hence
τ (0) ∈ B=(1, 4, 6, 9; 10, 6, 4|3, 61).
We then apply 5-separation SP61 into τ
(0), that is, note that p1 = 0, so remove 61
from τ (0) to get τ (1) and insert 61 into γ(0) to obtain γ(1). Hence τ (1) = τ (0) and
γ(1) = (61).
• b = 1. Remove 41 from τ (1), and let s2 = 4.
Let τ (1) be the underlying overpartition obtained by removing 21 from τ (1). Then
the Gordon marking of τ (1) is given as follows.
G(τ (1)) =(
{60}5︷ ︸︸ ︷
605, 594, 503, 502, 501,
{40}5︷ ︸︸ ︷
405, 394, 363, 342, 301, 264, 243,
205, 202, 191, 104, 103︸ ︷︷ ︸
{20}5
, 62, 11).
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There are three 5-marked parts in G(τ (1)), which are g˜1(τ
(1)) = 60, g˜2(τ
(1)) = 40
and g˜3(τ
(1)) = 20. It is easy to check that p2 = 1 is the least integer such that
10 · s2 + 1 = 41 > g˜p2+1(τ
(1)) = 40. Hence
τ (1) ∈ B=(1, 4, 6, 9; 10, 6, 4|3, 51).
We then apply 5-separation SP51 to τ
(1) to get τ (2). We first remove 41 from τ (1) to
get τ (1), and then change 60 in τ (1) to 50 to obtain τ (2). Finally, we insert 51 into
γ(1) to obtain γ(2). Hence γ(2) = (61, 51), and
G(τ (2)) =(595, 504, 503, 502, 501, 405, 394, 363, 342, 301, 264, 243,
205, 202, 191, 104, 103, 62, 11).
• b = 2. Remove 1 from τ (2), and let s3 = 0.
Let τ (2) be the underlying overpartition obtained by removing 1 from τ (2). Then
the Gordon marking of τ (2) is given as follows.
G(τ (2)) =(
{59}5︷ ︸︸ ︷
595, 504, 503, 502, 501,
{40}5︷ ︸︸ ︷
405, 394, 363, 342, 301, 263, 242,
205, 204, 191, 103, 102︸ ︷︷ ︸
{20}5
, 61).
There are three 5-marked parts in G(τ (2)), which are g˜1(τ
(2)) = 59, g˜2(τ
(2)) = 40
and g˜3(τ
(2)) = 20. It is easy to check that p3 = 3 is the least integer such that
10 · s3 + 1 = 1 > g˜p3+1(τ
(2)) = −∞. Hence
τ (2) ∈ B=(1, 4, 6, 9; 10, 6, 4|3, 31).
We then apply 5-separation SP31 to τ
(2). We first remove 1 from τ (2) to get τ (2).
Next, we change 59, 40 and 20 in τ (2) to 49, 30 and 10 respectively to obtain τ (3).
Finally, we insert 31 into γ(2) to obtain γ(3). Hence γ(3) = (61, 51, 31), and
G(τ (3)) =(505, 504, 503, 502, 491, 395, 363, 342, 304, 301, 263, 242,
205, 191, 104, 103, 102, 61).
Note that there are no overlined parts congruent to 1 modulo 10 in τ (3), so Step1(τ) =
τ (3) and Step1(δ
(1)) = γ(3) = (61, 51, 31).
Step 2: Denote Step1(τ) by ς. Notice that fς(0, 10] = 3, there are no 5-sets of ς in
(0, 19) and 9 is not a part of ς. By definition, we see that the part 10 with mark 2 in
the Gordon marking of ς = τ (3) denoted by 102 is the non-degenerate 3-part of ς. We
will apply the 5-subtraction into ς to obtain an overpartition in B1(4, 6, 9; 10, 6, 4) so that
there is a non-degenerate 3-part.
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To this end, we subtract 1 from 102 to obtain the degenerate overpartition ςˆ of ς.
G(ςˆ) =(
{50}5︷ ︸︸ ︷
505, 504, 503, 502, 491,
{39}5︷ ︸︸ ︷
395, 364, 343, 302, 301, 264, 243,
202, 191, 104, 103, 92, 61).
There are two 5-marked parts in G(ςˆ), which are g˜1(ςˆ) = 50 and g˜2(ςˆ) = 39. Hence
ς ∈ B10(4, 6, 9; 10, 6, 4|2, 21).
We then apply 5-subtraction S21 to ς. We first subtract 1 from 102 in ς to get ςˆ. Next, we
change 50 and 39 in ςˆ to 40 and 29 to obtain Step2(τ). Set Step2(δ
(1)) = (61, 51, 31, 21).
G(Step2(τ)) =(505, 504, 503, 492, 401, 364, 343, 302, 305, 291, 264, 243,
202, 191, 104, 103, 92, 61).
Step 3: Denote Step2(τ) by σ. It is easy to see that there is at least one non-
degenerate part in σ, the smallest non-degenerate 5-set of σ is {305, 302, 343, 364, 401},
and the smallest non-degenerate part of σ is the part 40 with mark 1 in the Gordon
marking σ, denoted by 401. Hence we will iteratively apply the 5-subtraction to σ to
obtain an overpartition in B1(4, 6, 9; 10, 6, 4) so that there is a part congruent to 9 modulo
10 in any 5-sets of the resulting overpartition. Let σ(0) = σ and ζ (0) = Step2(δ
(1)).
We first subtract 1 from 401 to get the degenerate overpartition σˆ
(0) of σ(0).
G(σˆ(0)) =(504, 503, 502, 491, 391, 364, 343, 302,
{30}5︷ ︸︸ ︷
305, 291, 264, 243, 202,
191, 104, 103, 92, 61).
There is one 5-marked part in G(σˆ(0)), which is g˜1(σˆ
(0)) = 30. It is easy to check that
q1 = 0 is the largest integer such that g˜q1(σˆ
(0)) =∞ > 40 + 10. Hence
σ(0) ∈ B10(4, 6, 9; 10, 6, 4|1, 0).
We then apply 5-subtraction S1 to σ
(0) to get σ(1), namely, we just subtract 1 from 401
in σ(0) to get σ(1). We see that σ(1) = σˆ(0) and set ζ (1) = (61, 51, 31, 21, 1).
Note that any 5-set of σ(1) contains a part congruent to 9 modulo 10, so set Step3(τ) =
σ(1) and Step3(δ
(1)) = ζ (1). We set δ(1) = Step3(δ
(1)) = ζ (1) = (61, 51, 31, 21, 1) and split
Step3(τ) into δ
(4)
= (49, 39, 29, 19, 9) and
pi = (50, 50, 50, 36, 34, 30, 30, 26, 24, 20, 10, 10, 6).
Then, we change the parts in δ
(4)
to non-overlined parts to obtain δ(4) = (49, 39, 29, 19, 9).
It is easy to check that δ(1) = (61, 51, 31, 21, 1) ∈ D1, δ
(4) = (49, 39, 29, 19, 9) ∈ D9 and pi
is an overpartition in B1(4, 6; 10, 5, 3) so that |τ | = |δ
(1)|+ |δ(4)|+ |pi|.
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7 Proof of Theorem 1.13
In this section, we will give a proof of Theorem 1.13 by using some related results on
Bailey pairs. For more information on Bailey pairs, see, for example, [1, 4, 5, 8, 16–18].
Recall that a pair of sequences (αn(a, q), βn(a, q)) is called a Bailey pair relative to (a, q)
(or a Bailey pair for short) if for n ≥ 0,
βn(a, q) =
n∑
r=0
αr(a, q)
(q; q)n−r(aq; q)n+r
.
The proof of Theorem 1.13 is much similar to the proof Theorem 1.18 in [10]. We shall
invoke the following Bailey pair, which has appeared in [10, (2.9)]. Here we generalize the
range of k and r in the Bailey pair from k > r + 1 ≥ 2 to k ≥ r ≥ 1. For the proof of
other cases, please see the proof in [10, Lemma 2.6].
Lemma 7.1. For k ≥ r ≥ 1,
αn(1, q) =
{
1, if n = 0,
(−1)nq
2k−2r+1
2
n2(q
2k−2r−1
2
n + q−
2k−2r+1
2
n)(1 + qn)/2, if n ≥ 1,
βn(1, q) =
∑
n≥Nr+1≥···≥Nk−1≥0
(1 + qn)qN
2
r+1+···+N
2
k−1+Nr+1+···+Nk−1
2(q; q)n−Nr+1(q; q)Nr+1−Nr+2 · · · (q; q)Nk−1
(7.1)
is a Bailey pair relative to (1, q).
The proof of Theorem 1.13 also requires the following corollary.
Corollary 7.2. [11, Corollary 5.7] If (αn(1, q
η), βn(1, q
η)) is a Bailey pair relative to
(1, qη), then for r > λ ≥ 0,
∞∑
n=0
2q(r−
λ+1
2
)ηn2+λ+1
2
ηn−(α1+···+αλ)n(−qα1 ; qη)n · · · (−q
αλ ; qη)n
(1 + qηn)(−qη−α1 ; qη)n · · · (−qη−αλ ; qη)n
αn(1, q
η)
=
(qη; qη)∞
(−qη−α1 ; qη)∞
∑
N1≥N2≥···≥Nr≥0
qη(N
2
λ+2+···+N
2
r )+η((N1+12 )+···+(
Nλ+1+1
2 ))−(α1N1+···+αλNλ)
(qη; qη)N1−N2 · · · (q
η; qη)Nr−1−Nr
×
(−1; qη)Nλ+1(−q
α1 ; qη)N1 · · · (−q
αλ ; qη)Nλ
(−qη; qη)Nλ(−q
η−α2 ; qη)N1 · · · (−q
η−αλ ; qη)Nλ−1
βNr(1, q
η). (7.2)
We are ready to give the proof of Theorem 1.13.
Proof of Theorem 1.13: Plugging the Bailey pair (7.1) in Lemma 7.1 with q replaced
by qη into (7.2), and by using the fact that for 1 ≤ i ≤ λ, αi + αλ+1−i = η, the left-hand
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side of (7.2) can be simplified as follows.
1 +
∞∑
n=1
(−qα1 ; qη)n · · · (−q
αλ ; qη)n
(−qη−α1 ; qη)n · · · (−qη−αλ ; qη)n
× (−1)nq(k−
λ
2
)ηn2+λ+1
2
ηn−(α1+···+αλ)n(q
2k−2r−1
2
ηn + q−
2k−2r+1
2
ηn)
= 1 +
∞∑
n=1
(−1)nq(k−
λ
2
)ηn2(q(k−r)ηn + q−(k−r)ηn)
= (q(r−
λ
2
)η, q(2k−r−
λ
2
)η, q(2k−λ)η; q(2k−λ)η)∞. (7.3)
The right-hand side of (7.2) is
(qη; qη)∞
(−qη−α1 ; qη)∞
∑
N1≥···≥Nk−1≥0
(1 + q−ηNr)(−qη; qη)Nλ+1−1q
η(N2
λ+2+···+N
2
k−1+Nr+···+Nk−1)
(qη; qη)N1−N2 · · · (q
η; qη)Nk−2−Nk−1(q
η; qη)Nk−1
×
qη((
N1+1
2 )+···+(
Nλ+1+1
2 ))−(α1N1+···+αλNλ)(−qα1 ; qη)N1 · · · (−q
αλ ; qη)Nλ
(−qη; qη)Nλ(−q
η−α2 ; qη)N1 · · · (−q
η−αλ ; qη)Nλ−1
. (7.4)
Noting that
(−qr; qη)n = q
rn+η(n2)(−qη−r−nη; qη)n,
1
(−qη−r; qη)n
=
(−qη−r+nη; qη)∞
(−qη−r; qη)∞
,
so the summation in (7.4) can be simplified to
∑
N1≥···≥Nk−1≥0
qη(N
2
1+···+N
2
k−1+Nr+···+Nk−1)(1 + q−ηNr)(−qη−ηNλ+1 ; qη)Nλ+1−1
(qη; qη)N1−N2 · · · (q
η; qη)Nk−2−Nk−1(q
η; qη)Nk−1
×
(−qη+ηNλ ; qη)∞
∏λ
s=1(−q
η−αs−ηNs ; qη)Ns
∏λ
s=2(−q
η−αs+ηNs−1 ; qη)∞
(−qη; qη)∞
∏λ
s=2(−q
η−αs ; qη)∞
. (7.5)
Combining (7.3), (7.4) and (7.5), we deduce that
(qη; qη)∞
(−qη−α1 ; qη)∞
∑
N1≥···≥Nk−1≥0
qη(N
2
1+···+N
2
k−1+Nr+···+Nk−1)(1 + q−ηNr)(−qη−ηNλ+1 ; qη)Nλ+1−1
(qη; qη)N1−N2 · · · (q
η; qη)Nk−2−Nk−1(q
η; qη)Nk−1
×
(−qη+ηNλ ; qη)∞
∏λ
s=1(−q
η−αs−ηNs ; qη)Ns
∏λ
s=2(−q
η−αs+ηNs−1 ; qη)∞
(−qη; qη)∞
∏λ
s=2(−q
η−αs ; qη)∞
= (q(r−
λ
2
)η, q(2k−r−
λ
2
)η, q(2k−λ)η; q(2k−λ)η)∞.
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Multiplying both sides of the above identity by
(−qη−α1 , . . . ,−qη−αλ ,−qη; qη)∞
(qη; qη)∞
,
we obtain (1.8) by noting that for 1 ≤ i ≤ λ, αi + αλ+1−i = η. Thus we complete the
proof of Theorem 1.13.
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