The open issues and challenges that exist while using the spectral clustering algorithm (SCA) have led to its limited spread in practical life. This paper proposes to find an easier, faster and more accurate method to implement SCA that will lead to its wide use by statisticians, researchers, institutions and others. I suggest a new method called 'Kuwil method' for SCA on any dataset points without needing estimation or evaluation of any parameters or the use of linear algebra, not even the k_mean algorithm. The main aim is to apply an algorithm that relies on distance laws among points only. The algorithm by the Kuwil method has been applied a number of times on real data from the warehouse European Economic Association (http://ec.europa.eu/eurostat/data/database) and on unreal data. The results were highly efficient in terms of time, effort and simplification. It eliminates the problem of parameters and increases the effectiveness to give static results obtained from the first execution. No errors were seen from functions in the MATLAB language such as eigenvalues, eigenvector and k_mean.
Introduction
Despite the importance of algorithms in many aspects of computer science such as data mining, artificial intelligence and machine learning, it is still not prevalent among financiers, researchers and statistical centres; also, most of the applications, except for image segmentation, are limited to unreal data. A lot of research and studies have been done on spectral clustering, in regard to examining the number of clustering, which shows that the multiplicity of eigenvalue one is equal to the number of clusters (this was followed to some extent by Polito and Perona in [1] ). In [6] , it is shown that if some conditions apply, then spectral clustering minimizes the multi-method normalized cut, a generalisation of the two-way normalized cut criterion [4] , random walks [3] , graph cuts and normalized cuts [4] and matrix disorder theory [2] , simplifying the difficulties to make them easier to understand concurrently with the development of algorithms [2] [3] [4] [5] 8] . Significant theoretical progress has also been done. Yu and Shi [7] proposed to swap normalized eigenvectors to get optimal segmentation. In [9] , random projection tree is used. Dhillon et al. [10] used k-nearest-neighbour classifiers. I spent a long time trying to solve the problems and reducing the challenges in this algorithm, but unfortunately could not complete it. Hence, the common denominator among all previous studies and this paper is the implementation of spectral clustering algorithm (SCA) and the difference between this and the method and techniques. Therefore, it was necessary to find another simple and easy method for those who want to use this algorithm. What is needed to find the interface between the algorithm and the users by creation of a system that includes the application of optimisation and hide the complexities from users? In order to bring out the algorithms from the engineers' workshops to practical life, in this paper, we propose a general framework of the system of algorithms to be compiled in one application such as SCA, TSP and KNN.
Kuwil Method
According to the definition of SCA, it studies the relation among the data points themselves, then divides them into some clusters where the data in the same cluster must be connected, coherent and close to each other, while the data in different clusters are unconnected and dissimilar (Table 1) . This means the relation measured by the distance among points for which we do not need any techniques or laws, except the distance law between points in coordinate or space or any dimension [11] .
n is the number of points. . .
, j is not sequence.
 From CR matrix, find a critical distance where () min λ is a factor which is the required distance to create a perfect maximum number of clusters.  Pos matrix is similar to stat transaction table in automata theory, but without conditions (stat), we use the same technique to follow and separate every cluster in Pos matrix.
Analysis of Methods

Three Important Coefficients
The algorithm will give the perfect maximum number of clusters with three coefficients which help the user to control the results as follows:
is the required distance to merge clusters
is the required distance to prevent application of SCA.
Dealing with Outlier Values in Data
One of the important measures of dispersion in the statistics is the interquartile range (IQR), which is characterized by the standard deviation (SD) but not influenced by outlier values, although it is less accurate. So when you find the critical distance Figure 1 shows the method summary where the distance between every two points in all datasets inside every cluster is
Characteristics of the Method
. In addition, it shows the distance required to connect any cluster with others. Also, there are some conditions for its implementation: Every cluster should contain at least three points and ignore the outlier distances, as we mentioned earlier, which represents the basic concepts for SCA. The most important advantage is that we do not need any parameters to implement it. The results are fixed from the first implementation, and we use only the distance law between the points and, therefore, do not need any functions or additional techniques. This can sometimes cause some errors in the MATLAB compiler, due to outputs of eigenvalue and eigenvector which contain complex numbers in some cases. Two or more clusters may be combined according to the coefficients obtained with the results.
Analysis of Methods
The method has been applied on a lot of real and unreal data.
For Real Data
Some technologies have been used to coordinate and standardize data from warehouse European Economic Association database-knowledge discovery from data (KDD), so it is necessary to implement any algorithm in data mining for executing some KDD processing to provide and prepare a dataset appropriately. The following are a list of the most important operations: data selection, data cleaning, data transformation, data integration and data mining. After preparing the data by applying the previous operations, the data will be ready to implement the SCA by the Kuwil method. Table 2 represents the dataset that contains air pollution and renewable energies in 30 European countries in 9 years from 2006 to 2014. Figure 2 shows five clusters, each of them with a different colour. The data are close and coherent between them and far from the rest of the clusters. However, the graph does not appear to be precise, because of the scale; the distance of the vertical axis is greater than the distance in the horizontal axis. Table 3 represents the dataset for two variables. The first study classifies the people at risk of poverty or social exclusion (percentage), while the second study focuses on the population tertiary education attainment level. Both the studies were conducted (percentage) between 2008 and 2013 in 31 European countries. Figure 3 shows the results with three clusters. The nature of the data makes it impossible to increase the number of clusters where the concepts of SCA are verified. 
Unreal Data
The data are obtained by generation, so there are no procedures or techniques needed as in the treatment of real data. Here, we have six experiments, two in 3D and the others in 2D. The results are shown in Figure 4 . 
Outlier Values
In this experiment, we will illustrate how the algorithm deals with outlier values. We will apply the algorithm to Experiment 3 after adding a few outlier points as follows:  With more than two outlier points (three points in this example), the algorithm deals with the situations as shown in Figure 5 .  With two outlier points and execution, and some processing, the result is as shown in Figure 6 and the outlier points always combine to the nearest cluster.  With two outlier points, where one of the important conditions for applying SCA with the Kuwil method, the result without dealing with outlier will be all datasets in the same cluster as in Figure 7 . 
Discussion
These were samples of the total number of experiments that the algorithm was implemented using the Kuwil method. This method provides its effectiveness with all types of real and generated data, and with two or more dimensional data. All the results were correct and compatible with the algorithm concepts. The number of clusters cannot be increased with acceptable effectiveness, but we can decrease them by merging two or more clusters by mer λ . We can represent it as follows:
 it is possible to get a number of clusters, but it does not necessarily satisfy the algorithm concepts completely. 
Conclusion
In this paper, the most important characteristics of this method are based on the fact that they rely on the laws of distance between two points according to the concept of algorithm. In addition to the relative relations and solving the problems of extreme values through the science of statistics, it gives accurate coefficients and helps the user to control outputs through increasing or decreasing the number of clusters. This is done according to the nature of the data and the study, instead of requesting for finding and estimating of the implementation parameters. Using the method and its results, it is possible to say that the problems and challenges in applying the SCA, are now solved, thus opening the door for those who wants to be benefitted from this algorithm in practical life. Efficiency has increased, with less time and effort in implementation. In other words, access to the results was in a shorter and easier way. However, there is another challenge facing users: To what extent can the data be applied using SCA, as well as the measurement of the performance results. There are many cases where it has been applied, but the strength of the clusters is weak; in other cases, it was strong based on the proportion of distance differences inside and outside the clusters. In addition, it can measure the performance in the case of more than three dimensions of data.
