High-dimensional data can be useful for causal inference by providing many confounders that may bolster the plausibility of the ignorability assumption. Propensity score methods are powerful tools for causal inference, are popular in health care research, and are particularly useful for high-dimensional data. Recent interest has surrounded a Bayesian formulation of these methods in order to flexibly estimate propensity scores and summarize posterior quantities while incorporating variance from the (potentially high-dimensional) treatment model. We discuss methods for Bayesian propensity score analysis of binary treatments, focusing on modern methods for highdimensional Bayesian regression and the propagation of uncertainty from the treatment regression. We introduce a novel and simple estimator for the average treatment effect that capitalizes on conjugancy of the beta and binomial distributions. Through simulations, we show the utility of horseshoe priors and Bayesian additive regression trees paired with our new estimator, while demonstrating the importance of including variance from the treatment and outcome models. Cardiac stent data with almost 500 confounders and 9000 patients illustrate approaches and compare among existing frequentist alternatives.
Introduction
Comparative effectiveness research examines which health care interventions work best for which patients. These questions are typically causal in nature and frequently informed by randomized clinical trials (RCTs). When experimental evidence is unavailable, causal inferences may be drawn from observational data such as information found in health care databases. Propensity score approaches that condition on treatment assignment probabilities are often used to adjust for confounding and attain unbiased causal effects provided key assumptions are met. They have a central role in applied causal inference for inferring effectiveness of interventions in usual care settings or in regulatory settings for clearance of medical devices [12] . One key feature to the validity of findings is that propensity score approaches build treatment models without reference to outcome information in analogy to randomized trials, an outcome free design. This feature is vital for high-dimensional causal inference problems where many potential confounders are available [26] [2] [29] .
Recent work has attempted to bring propensity scores into the domain of Bayesian inference. It is difficult to reconcile the Bayesian paradigm, in which all parameters of interest are jointly estimated, with propensity scores, in which outcome and treatment models are explicitly separated. Nevertheless, Bayesian methods offer their own suite of tools for model building, provide intuitive ways to present posterior summaries of parameters, and propagate uncertainty from all stages of model fitting [22] [18] [35] [28] [10] . For these reasons, Bayesian propensity scores remain an appealing concept and an exciting area for methodological advancement. The propagation of uncertainty is a particularly important feature for high-dimensional causal inference, as the treatment model becomes the main source of variance.
Our work is motivated by a comparison of the effectiveness of two treatment alternatives for percutaneous coronary intervention (PCI) in a cohort of patients treated in Massachusetts non-federal hospitals. These interventions are standard care for clearing blockages in the blood vessels supplying the heart and frequently include the installation of a coronary stent to keep the treated artery clear and supported. We focus on two classes of coronary stents available in the U.S. market: bare-metal (BMS) which were first approved in the U.S. in the 1990s and drug-eluting (DES) approved in the U.S. in 2003. Many randomized clinical trials, meta-analyses, and observational studies have compared the effectiveness of DESs and BMSs for patients with a range of conditions [32] [20] [4] . Our main data source is the Mass-DAC clinical registry, a state mandated database harvesting clinical information for all PCIs performed in adults (age ≥ 18 years) in all non-federal Massachusetts' hospitals annually. We sought to estimate the causal effect of DES compared to BMS on repeat target-vessel revascularization (TVR) and on all-cause mortality within 1 year of the initial implant. Our data, examining stents implanted in 2011, includes about 9,000 patients undergoing coronary stenting and approximately 500 confounders. A small subset of these confounders and outcomes appears in table 1. Generally, BMS patients are sicker and older than DES patients, confounding a naive estimate of causal effect based on raw outcomes. We propose a new method of Bayesian propensity score analysis for causal inference, with emphasis on using high-dimensional data to meet the ignorability assumption -the assumption that treatment assignment does not depend on the potential outcomes. Our method estimates a difference in outcome proportions in a weighted pseudo-population, sharing links to frequentist inverse probability weighting (IPW) as well as the weighted likelihood approach of [28] . By focusing on a Bayesian framework, we allow for intuitive and flexible approaches to model building with many variables while propagating uncertainty in the treatment model. We do not offer new theory on Bayesian propensity scores, referring the interested reader to the extensive discussion in [28] , and its accompanying critiques. We assess our approach on the basis of finite sample frequentist characteristics such as consistency, efficiency, and coverage through simulation studies.
We next briefly review the goals and assumptions of causal inference in section 2. Section 3 provides background on propensity scores as a causal inference tool, introduces Bayesian methods for regression with high-dimensional data, and discusses recent work in developing a Bayesian framework for propensity scores. In section 4 we provide technical details and propose a two-step propensity score weighting procedure using Bayesian computation. Finite sample performance obtained through a simulation study of our methods and competing existing approaches is described in section 5. We return to the coronary stent problem in section 6. Throughout we assume a binary treatment, referring to one arm as treatment and the other arm generically as control. We label the "treatment model" as the model characterizing the relationship between confounders and treatment, and the "outcome model" as the model characterizing the relationship between treatment and outcome, adjusting for confounders.
Assumptions for Causal Inference
We make three assumptions necessary for causal inference: positivity, stable unit treatment value assignment (SUTVA), and ignorability. SUTVA encodes the assumptions that observations do not interfere with one another and that the nature of treatment does not vary across individuals. Positivity refers to the assumption that each subject has a chance for assignment to either treatment group. It is difficult to test for positivity violations in high-dimensions, as each subject is typically uniquely defined by some combination of their covariates. We do assume positivity is met in our data and refer the reader to our references for more information [23] . Our focus is on meeting the ignorability assumption by exploiting high-dimensional data.
Ignorability
For a subject i, let X i denote binary treatment, Y 1i and Y 0i potential outcomes under treatment and control respectively, and C i a vector of pre-treatment confounders. We are interested in the treatment effect, E(Y 0i ) − E(Y 1i ). However we can never observe both potential outcomes for a subjects. We can use observational data to estimate the treatment effect if we are willing to assume that conditional on observed pre-treatment confounders, treatment is independent of potential outcomes across the population [25] :
Coupled with positivity, ignorability permits estimation of the average treatment effect (ATE) defined here as the difference in marginal event rates under each treatment across the population:
If an important confounder is excluded from C, then the ignorability assumption is not met and our estimate of ∆ will be biased. Thus in the observational setting, inclusion of important confounders is essential to generating unbiased causal estimates.
3 Causal Inference and Bayesian Methods
Propensity Scores
For binary treatment the propensity score for subject i is defined as π(C i ) = P(X i = 1|C i ), the probability of receiving treatment given pre-treatment confounders. In their seminal paper, [25] define the vector π(C) = [π(C 1 )...π(C n )] as a "balancing score" and show that conditioning on it is sufficient to estimate unbiased causal effects, i.e.
This fact is particularly useful in the high-dimensional setting because we only need to condition on the one-dimensional propensity score vector, π(C), rather than the entire matrix of confounders, C [25] . However, in the absence of randomization, the propensity scores must still be estimated from a regression of confounders on treatment and a first step involves reducing the dimension of the confounders via variable selection or by some method of regularization. Focusing on the treatment model only, an outcome free design, is preferable over estimates based on outcome regression adjustment because it reduces the risk of selective inference [26] . The user can design a good propensity score model by assessing balance or overlap among confounders between treatment groups and tweaking the propensity score model if necessary [2] . Because this approach reduces investigator bias and shares important connections to randomized trials, propensity score methods are recommended for use in observational studies by important regulators and decision-makers [12] .
Bayesian Propensity Scores
Several researchers have justified and implemented propensity scores in a fully Bayesian framework by jointly modeling the outcome and treatment assignment mechanism [22] [18] [35] . In addition to adhering to the likelihood principle, an advantage of these approaches is that instrumental variables can be screened out by the use of carefully constructed priors that select variables associated with both treatment and outcome [35] . Nonetheless, strong critiques have been raised involving three key aspects of fully Bayesian propensity score methods. First, when the outcome model parameters are a-priori independent of the treatment model, the propensity scores play no role in Bayesian inference. Second, if a-priori treatment and outcome parameters are dependent then joint modeling of outcome and treatment change the treatment balancing property of the propensity score. Finally, joint modeling can be very sensitive to model misspecification, leading to poor calibration and coverage [34] [35] [28] [10] .
We instead pursue a method along the lines of [18] and [28] , who developed Bayesian computational approaches by estimating the treatment and outcome models in two stages. Due largely to the first criticism above, such a method is not widely accepted as formally Bayesian [28] . Our treatment and outcome models are separately Bayesian, but the way they are integrated is not. Thus our estimator must ultimately be assessed in terms of frequentist characteristics like coverage and consistency. Furthermore, because we maintain outcome free design, there is inherently no way to automatically screen instrumental variables and, as in a typical propensity score analysis, we rely on background knowledge to exclude instruments [2] . From a pragmatic viewpoint, we maintain the outcome free design feature while allowing the use of Bayesian modeling strategies (Bayesian algorithms, priors, posterior sampling, etc) for the propensity score model. Additionally, we propagate uncertainty from both the propensity score and outcome model which improves frequentist properties of causal estimators in high-dimensions [35] . As a further advantage, we generate the full posterior density for the causal parameter of interest, allowing us to present results more flexibly than we could relying on point estimates [10] .
Proposed Approaches
We propose new approaches for both the treatment regression and outcome model of a two-step Bayesian propensity score analysis. For the treatment regression, we estimate Bayesian logistic models regularized by weakly informative or sparsity inducing priors, as well as fully non-parametric Bayesian additive regression trees. For the outcome model, we sample from separate beta posterior distributions whose arguments are based on a weighted number of counts observed in the samples.
Regularization
Regularization is a popular technique in high-dimensional data analysis. Suppose we wish to estimate a logistic regression model to predict a binary treatment X from confounders C with coefficients β = (β 0 , β 1 , ...β p ):
If p, the dimension of C, is large, the parameter vector β becomes highly variable and the model tends to "over-fit" the data. Regularization trades a bit of bias for a relatively large efficiency gain when estimating β. This controls overfitting and can reduce the mean squared error of estimates. From a Bayesian perspective, regularization amounts to placing informative prior distributions on parameters, often centered at zero. Commonly used regularizing distributions include normal, double-exponential (Bayesian lasso), and Student-t distributions [13] . Choosing to exclude variable j based on subject matter knowledge is equivalent to prior certainty that β j = 0. Specification of priors can be very intuitive. For example, in a logistic regression we might assume with 95% prior certainty that a binary confounder will not have a log-odds effect greater than 5 in magnitude, which is quite large in our motivating example. A zero-centered Student-t distribution with 3 degrees of freedom and scale 2.5 accomplishes this, while heavy tails accommodate larger effect sizes if the data warrant. These are called "weakly informative priors" [13] . With more complex prior specifications some interpretability may be sacrificed for improved performance in high-dimensional settings. Ideal regularization priors separate confounders from noisy variables, aggressively shrinking covariates towards zero to reduce variance while allowing the coefficients of true confounders to remain relatively unbiased. The horseshoe prior is a Bayesian regularization tool designed for this purpose [6] . It has both a very high density near zero and fat tails that do not over-shrink true signals. The horseshoe prior can be expressed as a scale mixture of normal distributions:
2 ) where λ j ∼ Cauchy + (0, 1) and τ ∼ Cauchy + (0, 1).
The parameter τ acts as a global scale parameter and controls the overall degree of shrinkage; λ j acts as a local scale parameter for each coefficient, allowing confounder coefficients to be quite large while shrinking noisy coefficients towards zero. Weakly informative halfCauchy priors on λ j and τ imply a fully Bayesian specification [13] . With default specifications, horseshoe priors outperform the cross-validated lasso in sparse prediction problems and provide fully Bayesian inference [6] . Regularization in causal inference has garnered much attention, most of which is predicated on outcome modeling. For a thorough review of recent developments in highdimensional causal inference see [16] . Recent highlights in the frequentist literature include [14] that proposed lasso regularization for causal inference based on outcome regression, and [11] that developed theory for doubly-robust estimation using the lasso. On the Bayesian side, [33] proposed an algorithm using discrete priors with linked treatment and outcome parameters to select variables likely to be confounders. Hahn et al [16] used horseshoe priors with a carefully chosen parameterization to estimate a treatment effect in a regularized Bayesian outcome regression and [35] proposed a joint Bayesian propensity score approach with discrete regularizing priors.
The downside to regularizing priors paired with logistic regression is that the user must pre-specify the correct model form including interactions and non-linearities. This can be particularly challenging when many potential confounders are available.
Bayesian Additive Regression Trees (BART)
BART is a nonparametric modeling technique that translates decision tree-based ensemble methods, such as random forests, to a Bayesian framework. Such approaches are especially desirable when the form of the model is unknown. [9] provide a thorough introduction to the method. Broadly speaking, BART is a sum-of-trees model where prior distributions are placed over the parameters including tree depth, splitting variables, splitting values, and terminal node (leaf) estimates. As in linear models, the priors allow for regularization, while the Bayesian framework allows for posterior averaging and inference using MCMC. However, like other tree-based methods, BART has a number of advantages over linear models in that it automatically attempts to account for non-linearities and interactions between variables. For binary dependent variables, BART is simply modified by probit transforming the outputs such that they are on the probability scale [9] . Through simulations and applications, [9] showed BART to be highly competitive against advanced machine learning methods in prediction problems. [17] further demonstrated the efficacy of BART when used as an outcome model for causal inference. Though Hill's paper dealt with relatively few variables, [9] showed that BART scales quite well to high-dimension regression problems.
A sum-of-trees modeling approach to estimation of propensity scores resembles the generalized boosted modeling (GBM) approach used by [21] in their application of boosting to propensity score weighting. Like GBM, BART is data adaptive and works well in high-dimensional settings with little user input, but it also provides posterior inference via MCMC [17] . For these reasons, BART is an appealing Bayesian option for estimating a propensity score model. Further details of the algorithm and our implementation are included in the supplementary appendix.
Propensity Score Weighting and Competitors
When used for a treatment regression, the fitted values from regularized Bayesian logistic models and BART are samples from the propensity score distribution. Weighting is a typical way of using propensity scores to get unbiased ATE estimates. Propensity score weighting creates a pseudo-population of subjects from the original sample in which the treatment effect is unconfounded by covariate imbalances between treatment groups. A weighted estimator is given by:
where for brevity
Theoretical results and simulations studies show weighting to be superior to matching or regression adjustment in some settings, though matching can sometimes be more stable and intuitive in practice [1] [19] . Weighting is also relatively interpretable and easy to use, garnering an increasingly large user base among health care researchers [2] . For these reasons and to avoid explicit modeling of the outcome regression, we develop below a weighted estimator with close connections to equation (2) . Augmented inverse probability weighting (AIPW) comprise a doubly-robust and sometimes more efficient modification to equation (2) [24] . Recent work has created Bayesian techniques for doubly-robust estimation: [27] discuss theoretical connections and hurdles to Bayesian doubly-robust estimation, [10] present an approximately Bayesian method based on the Bayesian bootstrap, and [7] describe an algorithm for model-averaged doubly-robust estimates. Targeted maximum likelihood is another doubly-robust alternative, though one that has been researched solely in a frequentist framework [31] .
In terms of inference, multiple proposals exist to derive the variance of equation (2), including sample variances and the empirical sandwich method [19] , as well as the nonparametric bootstrap. Advantages of the bootstrap are that it works with arbitrary propensity score models and can account for the uncertainty associated with the weights. Simulation studies have shown that bootstrapping propensity score weighting is competitive with the sandwich variance and can outperform it in some settings [28] [3] . Bootstrapping provides approximate Bayesian posteriors with non-informative priors and, by refitting the treatment regression on bootstrapped data, propagates uncertainty from estimation of the propensity scores [3] . In this way, bootstrapping serves as a bridge between typical propensity score estimators and methods that use more formal Bayesian models for propensity scores [28] [10].
Bayesian Propensity Score Weighting
The estimator in (2) generates a weighted pseudo-population by allowing every subject to represent w i =
subjects. Intuitively we are taking a difference in means where treated subjects who "look like" untreated subjects (and vice versa) receive more weight, leading to an unconfounded point estimate of the causal effect [19] . Because w i > 1, the weights are re-normalized such that the size of each treatment group in the pseudopopulation is equal to the size of the original treatment group.
After estimating the propensity score model, we create an unconfounded pseudo-population by weighting each subject using w i . In this pseudo-population, let Y (0) denote the total number of events in the control group and Y (1) denote the total number of events in the treatment group, with fixed population sizes n 0 and n 1 respectively. We use a binomial likelihood Y (1) | p 1 ∼ Binomial(n 1 , p 1 ) where p 1 is the marginal probability of the event in the treatment group. For the control group we analogously have Y (0) | p 0 ∼ Binomial(n 0 , p 0 ). We are interested in inference on the marginal outcome probabilities p 0 and p 1 , which are equal in expectation to the quantities in equation (2) and thus unconfounded. So using Bayes' rule and suppressing the fixed n 0 and n 1 their posteriors are given by:
For the priors, we assume independent beta distributions p 0 ∼ Beta(α 00 , α 01 ) and p 1 ∼ Beta(α 10 , α 11 ). The hyperparameters, {α 00 , α 01 , α 10 , α 11 }, correspond to, respectively, prior counts of no outcomes in the control group, counts of outcomes in the control group, counts of no outcomes in the treatment group, and counts of outcomes in the treatment group. We set {α 00 , α 01 , α 10 , α 11 } = {1, 1, 1, 1}, implying a flat prior distribution over [0,1] for p 0 and p 1 , though informative hyperparameters could be specified if appropriate. The beta priors are conjugate to the binomial likelihood and closed form posteriors for p 0 and p 1 are obtained by augmenting the prior counts with those observed in the data. Thus for a given propensity score π(C) and observed data D = {Y , X} corresponding to the n × 2 matrix of observed binary outcome and treatment vectors, estimated posterior p 0 and p 1 are given by:
.
The parameter a 1 is the prior number of subjects with events (α 11 ) plus the number of subjects with events in group 1 of the pseudo-population, and b 1 is the prior number of subjects having no events (α 10 ) plus the number of subjects with no events in the group 1 pseudo-population. Both are renormalized by γ 1 so that their sum is equal to the size of the original (unweighted) group 1 population. Similar interpretations hold for a 0 , b 0 , and γ 0 in group 0. With the specification {α 00 , α 01 , α 10 , α 11 } = {1, 1, 1, 1} the priors add very little information. We can draw J times from the outcome model for each of K draws from the propensity score model. The jth draw from the estimated posterior distribution of the causal effect, ∆, using the kth draw forπ k can be calculated as:
Because (9) is conditional on a single value ofπ k (C), we can evaluate ∆ jk |D,π k (C) over the distribution of π(C). [18] proposed combining the estimates using the law of total variance to get:
which resembles multiple imputation. Formula (6) demonstrates how the variance from each model contributes to the final uncertainty: the average variance from the outcome models enters as the first term in (6) and variance across the propensity scores enters as the second term. With our proposed algorithm we get draws from the outcome model for each propensity score draw, not just a variance estimate. Thus we recommend generating the entire posterior density ∆ | D by simply concatenating across propensity score draws. The variance can then be computed directly from these draws and uncertainty measures like 95% confidence intervals can be calculated from their empirical quantiles.
[28] critiqued the approach of [18] for using a non-likelihood outcome model when generating the posterior variance in equation (6) . Because we specify a weighted binomial likelihood for the counts Y (0) and Y (1), our approach is grounded in the theoretical work of [28] , who used propensity score weights along with a Dirichlet distribution for Bayesian bootstrapping to obtain posterior draws. However in contrast to the method of [28] , our approach takes advantage of conjugacy and has clear connections to more conventional IPW.
In our supplementary materials, we show the equivalence between the posterior mean of equation (5) and the IPW estimator in equation (2) . We also provide further computational details and R code for sampling from ∆ | D.
5 Simulation Studies 5.1 Handling of Propensity Score Distribution [28] made the case that even in a Bayesian framework, propensity scores should be fixed to their maximum likelihood estimates or posterior mean estimates rather than integrating over the full distribution. However, doing so in high-dimensions ignores the crucial source of uncertainty from estimating the propensity scores, which could potentially cause under coverage and result in more type I errors. To test this, we first constructed some very simple simulation scenarios. We let X ∼ Bernoulli (logit
where C 1 and C 2 were drawn from independent standard normals with n = 100 subjects. We specified three Bayesian logistic models to estimate the propensity scores. The first estimates the correct model, with C 1 and C 2 as confounders. The second estimates an "over specified" model that includes C 1 , C 2 , and 8 additional covariates with no relation to treatment or outcome. Finally, we estimate an "under specified" model that includes only C 1 , making C 2 an unmeasured confounder. The results after 4000 simulations appear in table 2.
In their original paper, [28] focused on analyzing propensity score estimators across across different levels of confounding. They found that including variance from the propensity score estimate tended to cause slight over coverage in all scenarios, while IPW and fixed propensity score Bayesian estimators had either perfect coverage or under covered the true parameter. We too find that integrating over the propensity score distribution leads to slight over coverage, making it slightly conservative. Fixing the propensity score parameter estimates to the posterior means leads to good coverage when there are few variables, but underestimates the variance in the over specified case and is slightly more biased. Because we are primarily concerned with over specified models in high-dimensions, in which there are likely to be many noisy variables, the robust coverage of the integrated method in this setting is key. Thus these initial simulations supported integrating over the propensity score distribution for high-dimensional analysis. 
More Realistic Simulations
We compare three Bayesian methods to estimate the propensity score distribution: a logistic regression with weakly informative priors defined as Student-t 3 (0, 2.5) [13] , a logistic regression regularized by horseshoe priors, and BART with m = 200 trees grown using default priors on the tree depth and end nodes (details in appendix). We altered the horseshoe method slightly by replacing the half-Cauchy priors with half-t 3 (0, 1) priors, which allow much easier fitting using Monte Carlo sampling without substantive difference in estimates [30] . A naive estimate is computed as the unadjusted difference in means between treatment groups. As a baseline competitor, we examine IPW as in equation (2) with empirical sandwich standard errors. We also compare to targeted maximum likelihood estimation (TMLE), a frequentist approach to causal inference in high-dimensional settings [31] . TMLE used the SuperLearner ensemble method with unregularized and lasso penalized logistic regression as cross-validated candidate models to fit outcome and propensity score regressions. These regressions are combined to formulate a doubly-robust estimate of the ATE [31] .
We ran 500 simulations with n = 1000 and p = 100 constructed to partly resemble our coronary stent data in terms of coefficient values and confounder distributions, while remaining computationally tractable. To this end, 100 binary confounders were extracted from the data, fit to the treatment variable using logistic regression, and rounded to the nearest 10th. These estimated coefficients were then used as the true treatment coefficients (β X ) in simulated datasets. The values of β X ranged from -1.1 to 1.1 on the log-odds scale, with a lower quartile of -0.2 and upper quartile of 0.2, making most of the coefficients quite small, though only 18 were exactly equal to 0. The confounders C were drawn from independent Bernoulli distributions with probabilities equal to their empirical prevalence in our data. As a result, many of the covariates were quite sparse. The outcome coefficients β Y were then selected to create confounding while enforcing β Y = 0. The data were simulated following:
We set β Tr = −2, yielding an ATE over C of ∆ ≈ −0.15. An outcome intercept of β Y 0 = −2 gave a relatively low event rate with P(Y i = 1) ≈ 0.1. We assessed bias, mean squared error (MSE), confidence interval width, and realized 95% posterior interval coverage of each method.
Weakly informative t 3 (0, 2.5) priors had almost perfect coverage, but the highest MSE of any method ( Table 3 ). The lack of regularization likely made the treatment regressions unstable, and IPW suffered from similarly poor MSE results. The horseshoe and BART faired better, with considerably improved MSE, tight confidence intervals, and reasonably good coverage. BART even improved slightly over the horseshoe in terms of bias and coverage. It's competitive performance is remarkable because, unlike the logistic regressionbased approaches which correctly specified the model as linear, BART is completely nonparametric.
Fixing the propensity scores to their posterior means considerably reduced variance estimates, as evidenced by tighter confidence intervals for all methods, but led to poor coverage as a result. Although the MSE of the t 3 (0, 2.5) priors improved, the MSE and bias were actually slightly higher for the other Bayesian methods. As expected, the naive difference in means performed very poorly. The IPW suffered from poor MSE and slightly under-covered the true treatment effect. While the TMLE had among the best performance with the lowest MSE, low bias, and tight confidence intervals, it under-covered the true treatment effect considerably, indicating the inadequacy of it's standard error estimate. Bootstrapping TMLE would likely yield better coverage by incorporating uncertainty from estimating the scores, but was computationally infeasible in this simulation setting.
Our simulations show the effectiveness of Bayesian propensity scores and support including uncertainty from the propensity score distribution when fitting large treatment models. We also demonstrated the utility of Bayesian methods for regularization and nonparameteric regression for reducing the MSE of high-dimensional causal estimates.
Application: Drug Eluting vs Bare Metal Coronary Stenting in Massachusetts
We revisit a comparison of the causal effect of using drug-eluting stents (DES) to baremetal stents (BMS) on the risks of all-cause mortality and a composite endpoint including mortality, acute myocardial infarction, and target vessel revascularization (TVR) within 1 year after the initial procedure. Past studies using propensity score techniques have consistently found a benefit to drug-eluting stents on lowering rates of 1-year mortality. In contrast RCTs and an instrumental variables analysis report no such benefit [20] [32] [4] . However, these analyses have utilized well fewer than 100 variables for confounding adjustment. An analysis using a richer confounder set may align more closely with experimental 3 ), average confidence interval (CI) width, and coverage of 95% posterior intervals for various estimators over 500 simulations with sample size n = 1000 and p = 100 confounders specified above. Bayesian propensity scores were implemented with different treatment of the propensity score distribution (integrated or mean), and different modeling choices (horseshoe priors, t3(0, 2.5), or Bayesian additive regression trees (BART)). A naive difference in means, classic inverse probability weighting with robust standard errors (IPW), and targeted maximum likelihood (TMLE) were also evaluated.
Treatment Model
Bias results. Although we are primarily interested in TVR, we use a composite endpoint, which has been used in past stent trials, to avoid bias due to competing risks. We examined n = 8718 patients from the Mass-DAC clinical registry consisting of percutaneous coronary interventions (PCIs) performed in Massachusetts adults between October 1, 2010 and September 30, 2011 inclusive. We merged the Mass-DAC data with hospital billing data from the Massachusetts Center for Health Information and Analysis (CHIA). The Mass-DAC data contributed 131 potential confounders, a mix of measures indicating patient characteristics (e.g. age, sex), pre-existing conditions (e.g. diabetes, heart failure), or characteristics of the procedure (e.g. treated vessel, hospital). There were 12 continuous covariates, the remainder being binary or categorical covariates. The CHIA data included 15 free-response fields containing Present On Admission (POA) diagnoses entered as International Classification of Diseases, 9th Version (ICD-9) codes. POA codes describe patients at hospital arrival and therefore not impacted by treatment decisions. To set a lower bound on sparsity we considered all diagnoses for which 10 or more patients were coded as having the condition and converted them to dummy variables. This yielded 364 additional covariates for a total of 495 potential confounders. Henceforth we refer to the combined dataset as Mass-DAC. We imputed a small amount of missing data, creating one imputed dataset for simplicity. Due to the small amount of missingness substantive inferences would be unlikely to change if we had used multiple imputed datasets.
We estimate the ATE using Bayesian propensity score weighting with treatment models estimated from the full Mass-DAC data. Our causal parameter is defined as the average event rate in the BMS group subtracted from the average event rate in the DES group. We focus on analyzing two outcomes: 1-year mortality and a composite endpoint of 1-year mortality, acute myocardial infarction (AMI), and TVR. We derived 1-year AMI from records of in-hospital events as mandated in the Mass-DAC registry, or from any within-year hospital readmission with diagnosis code 410.x1 in the CHIA data. We defined 1-year TVR as a PCI on the same vessel or any coronary artery bypass graft (CABG) surgery within 1 year of stent implantation. As an additional check, we include 30-day mortality as a falsifiability endpoint. Since a true causal effect on mortality is unlikely to manifest after 30-days, we know a significant difference on this outcome is attributable to residual confounding.
For the first stage we estimated Bayesian models with three different specifications: Student-t priors, horseshoe priors, and BART with 2000 trees grown using default parameters. The logistic regressions were fit using Stan and convergence was assessed by inspecting trace plots and by ensuring all within-chain relative to between-chain statistics (R-hat) were less than 1.1 [30] . BART was fit in R using the package BayesTree, written by the original authors [9] . We implemented an IPW estimator as in equation (2) where propensity scores were estimated with logistic regression and the variance estimate used the empirical sandwich method or 2000 bootstrap replicates [2] . As a final competitor, we implemented TMLE with SuperLearner using unregularized and lasso penalized logistic regression as candidate models, with variance estimated from the influence curve or from 1000 bootstrap replicates [31] . We denote the sandwich variance IPW and influence curve variance TMLE with the preface analytic, to reflect the closed-form nature of their variance estimates. We expect the analytic methods to have tighter confidence intervals because they do not reflect variance from the propensity score model.
We assess positivity, balance, and stability of our estimated propensity scores. We also examine the distributions of weights and the (weighted) absolute standardized differences in covariates between the DES and BMS groups [2] . High weights tend to result from an overfit propensity score model and can also indicate a positivity violation, though low weights are no guarantee of good overlap [23] . The standardized difference in covariates provides a measure of balance, where an absolute standardized difference of less than 10% is considered negligible [2] . For the Bayesian methods, we graphically examined the distributions of balanced standardized differences in order to assess post-weighting covariate balance as well as the stability of the estimates. Optimally, the 95% posterior intervals for the standardized difference would be within (−10, 10) for all confounders, though in analogy to standard propensity score analyses balance is acceptable if all posterior means are within (−10, 10) [18] . Finally, we assessed the distribution of propensity score weights across subjects for both our Bayesian and non-Bayesian methods, defined as X i /π i + (1 − X i )/(1 − π i ). For the Bayesian methods the analyzed weights correspond to each subjects posterior mean weight, while for the frequentist methods there is only 1 weight (from the maximum likelihood propensity score) returned for each person.
Results
All Bayesian methods converged satisfactorily according to the trace plots and R-hat statistics. All TMLE bootstrap iterations fit, though about 25% of the bootstrapped IPW estimates failed to converge as a result of the data sparsity and lack of regularization. Figure 1 shows the distribution of the percent standardized differences for each of the 495 confounders for the Bayesian propensity score methods, sorted by the mean under weakly informative t 3 (0, 2.5) priors. The t 3 (0, 2.5) priors for the logistic treatment regression coefficients show a significant portion of the standardized difference distributions for some confounders outside of the -10% to 10% range. In contrast, the standardized difference distributions under horseshoe priors for the logistic treatment regression coefficients and those using a BART treatment model were almost all entirely within an acceptable range. Due to their heavier regularization, the posteriors under horseshoe priors and BART are more stable. The fact that some parts of the posterior under t 3 (0, 2.5) priors do not sufficiently balance the confounders is concerning. The t 3 (0, 2.5) priors had the highest average and maximum weights of all the approaches, while horseshoe priors and BART had the lowest. None of the methods' weights indicated a positivity violation. Table 4 displays the point estimates and 95% posterior intervals for each method and outcome. In terms of the estimated causal effect, every method sharply decreased the magnitude of the naive 1-year (30-day) mortality difference from 6.9 (3.4) while also decreasing the magnitude of the composite endpoint difference from 9.4. Even after adjustment, most methods found a significant benefit to mortality for DES. This is particularly concerning for 30-day mortality as any differences observed that soon after implantation are almost certainly a result of residual confounding. Only bootstrapped IPW and Bayesian propensity scores with t 3 (0, 2.5) priors found no significant DES benefit to 30-day mortality, though the other methods found only a small benefit. Only the Bayesian logistic treatment model with Table 4 : Mean (max) percent absolute standardized difference (Std Diff ) across covariates, mean (max) propensity score weights, estimates of causal effects (95% confidence interval) as percent difference in outcome rate between DES and BMS, ∆ = p1 − p0, after adjustment. A negative estimate indicates DES yields a lower rate than BMS. IPW = inverse probability weighting; TMLE = targeted maximum likelihood. found a significant DES benefit to the composite endpoint, as shown in clinical trials. Figure 2 compares standardized posterior mean coefficient estimates for the Bayesian logistic regression treatment model with t 3 (0, 2.5) priors and horseshoe priors. Sparser binary covariates appear to the right and are shrunk significantly towards zero by the horseshoe priors. The horseshoe priors may be shrinking the coefficients of sparse binary covariates too aggressively, as they may be rare but important confounders. On the other hand, imposing little regularization can be problematic as well, evidenced by our simulation studies, the instability apparent in figure 1 , and the fact that almost 500 of our 2000 bootstrapped IPW estimates failed to converge.
Mortality

Figure 2:
Posterior mean coefficients on log-odds scale, estimated from the Mass-DAC propensity score model for weakly informative t3(0, 2.5) and horseshoe priors. The 12 continuous covariates appear on the far left, and the remaining binary indicators are sorted in order of decreasing density. Thus indicators observed in many subjects appear towards the left side of the plot and rarely observed indicators appear towards the right. Continuous confounders were standardized before fitting for compatibility with regularization priors, binary coefficients were standardized only for this display.
BART provided covariate balance and estimates of the risk difference comparable to the horseshoe priors. In this example, accommodating non-linearities and interactions did not make a large difference on the causal estimate compared to the main effects logistic models.
Discussion
The methods we discussed combine the advantages of a Bayesian framework and frequentist propensity scores for causal inference with many variables, where including as many confounders as possible will help meet the ignorability assumption. In particular, Bayesian logistic regression using Student-t priors or horseshoe priors and BART provide useful parametric and non-parametric options to estimating propensity score distributions from high-dimensional data sets. Through simulations we showed that integrating over the propensity score model can slightly reduce bias and mean squared error but significantly improve coverage in high-dimensional settings. Because a significant portion of the variance in a propensity score analysis stems from estimating the scores, incorporating uncertainty from the propensity score regression was important to achieving good coverage in our Bayesian approaches. We also found that IPW coupled with bootstrapping gave more reasonable inferential results in our application than the empirical sandwich method, which does not account for uncertainty in the propensity score model.
We proposed horseshoe priors and BART as techniques for variance reduction and flexible model fitting. While these approaches dominated more conventional Student-t priors in our simulations and looked better diagnostically in our application, they failed to meet our falsifiability endpoint. For causal inference, we recommend weakly informative priors for known confounders, airing on the side of reducing bias over variance, incorporating substantive knowledge for variable selection and prior specification when available, and using sparsity-inducing priors when there is noisy data. A Bayesian framework provides a comprehensive and intuitive way to build models that include substantive knowledge and regularization, as well as adaptive specifications when little is known about the data generating process.
In our application we assessed the benefits of DES over BMS on preventing mortality and a composite endpoint. We found that by including a rich set of almost 500 confounders for adjustment and using Bayesian propensity scores we were able to adjust for considerably more confounding than an earlier propensity score analysis with the same data [20] . When used with weakly informative priors our method aligned with estimates observed in RCTs [4] .
Given that a few approaches exist for causal inference in high-dimensional data settings we have several recommendations. First, although the treatment model is essentially a nuisance parameter, accounting for the uncertainty of who receives what treatment is important in any approach. Second, an outcome free design in which the treatment model is separated from the outcome model is often desirable and sometimes mandated. Third, making fewer parametric assumptions in the outcome model, for example by using a weighting procedure instead of regression adjustment, is advantageous. Our approach meets these criteria. The methods we discussed did not use any information from the outcome in setting up the design (treatment) model, allowing the user to focus on designing a good propensity score model without revealing the causal effect until balance has been achieved [26] . Such an approach is not without drawbacks, as including outcome information can aid variable selection or enable doubly-robust estimation [29] [33][24] [7] . Nevertheless, propensity scores remain a powerful and popular tool for causal inference and we believe that our proposed methods provide a useful framework for comparative effectiveness research with high-dimensional data.
column to represent the intercept. Similarly, BART outputs π k (C) as fitted value draws from the probit sum-of-trees model.
We now present two different approaches depending on whether we want to integrate over or fix the propensity score. Throughout this section, i ∈ {1, ...N } indexes subjects, k ∈ {1, ...K} indexes draws from the propensity score model, and j ∈ {1, ...J} indexes draws from the outcome model conditional on the propensity score.
A.1 Fixed Propensity Score Saarela et al (2015) fixed the propensity score to it's posterior mean in analogy to frequentist propensity score analyses, in which the scores are fixed to their maximum likelihood estimate [28] . The posterior mean propensity score for each subject can simply be calculated as
Then conditional on the vector of mean propensity scores
} and the observed data D = {Y , X}, we can sample from the closed form beta posterior distributions for p 1 and p 0 :
. These can easily be done in R by simulating using the function rbeta. For a single draw p 0j and p 1j , we get a single draw ∆ j from the posterior ∆ | D, E[ π(C)] as the difference:
A.2 Integrating over Propensity Score Distribution Kaplan and Chen (2012) and Graham (2016) proposed integrating over the propensity score distribution to propagate uncertainty [18] [10] . To integrate over the propensity score distribution we generate draws from the outcome model for each draw from the propensity score model, and base posterior inferences on the resulting J × K total draws.
For k ∈ {1, 2, ...K} we condition on the kth propensity score draw π k (C) and the data D to get draws from the posterior p k1 and p k0
For a single draw p 0kj and p 1kj , we get a single draw ∆ jk from the posterior ∆ | D, π k (C) as the difference:
We make J such draws to get a representative sample from ∆ | D, π k (C). To get the posterior mean and variance of the ATE across both propensity score draws and outcome draws we compute:
is equal (or arbitrarily close) in expectation to ∆ IP W 2 from Lunceford and Davidian (2004), i.e. E( ∆ | D, π) = ∆ IP W 2 , which the authors showed is consistent under the assumption that π is properly specified [19] . In fact we only need to show that E(p 1 ) =
due to the linearity of expectations. Note that if Z ∼ Beta(a, b), then E(Z) = a a+b . Assuming improper priors α 11 = α 10 = 0 for p 1 we have:
The arithmetic for E( p 0 ) = µ 0 is nearly identical and we omit the details. Thus
, which is consistent. With proper priors E( p 1 ) is not exactly equal to µ 1 , but converges to it as n gets large and the data overwhelm the prior. For flat priors α = 1 or Jeffrey's priors α = 1 2 , the prior plays very little role for even moderate n.
The variance of the difference of two Betas does not have a simple closed form and we use MCMC for inference. We found good coverage of 95% posterior intervals in our simulations, though other methods like TMLE may be more efficient.
C BART Details
BART is a nonparametric modeling technique that translates decision tree-based ensemble methods, such as random forests, to a Bayesian framework. Such approaches are especially desirable when the form of the model is unknown, as nonlinearities and interactions in regression problems are accommodated. Chipman et al provide a thorough introduction to the method, and the version of BART we use here is identical to the authors' original BART-probit formulation for binary regression [9] . Briefly, let T denote a classification tree with it's associated binary decision rules, M = {µ 1 , µ 2 , ...µ L } a set of parameter values for each of L terminal nodes, R the total number of trees, and g(C i |T, M ) a function assigning value µ l to C i (i.e. a single tree model). Then the BART-probit sum-of-trees model for a binary treatment is given by:
where Φ is the CDF of the standard normal. Regularizing priors are then placed over T r to limit the "depth" of individual trees and over M r to shrink µ lr towards zero, controlling the effect of individual terminal nodes. The original authors provide default specifications for these parameters, which we use throughout this paper [9] .
Specifically, independence is assumed between trees T r given nodes M r , and between the terminal nodes µ lr given T r . Thus:
This greatly simplifies prior specification as we can set a prior relatively intuitively for the individual pieces P(T r ) and P(µ lr |T r ). P(T r ) is specified in 3 parts: the probability that each node is non-terminal (a leaf), the distribution over splitting variables, and the distribution over possible splitting values. The latter two are simply set to be uniform over all potential variables and splitting values. The prior on node depth d is more consequential and is given by:
a and b are essentially regularizing parameters that control how deep individual trees are allowed to grow. Shallow trees are less flexible and tend towards an additive model (no interactions) at the limit of 1 split. The authors experimented with various settings to control the depth and recommend the choices b = 2 and a = .95 as good defaults, which put most prior mass on trees of around depth 2 or 3 [9] . We used only these settings in our simulated and applied analyses, and did not "tune" these parameters.
P(µ lr |T r ) is specified as a normal distribution N (0, σ µ ) with σ µ = 3/c √ R. This shrinks the parameter estimates towards 0 on the probit scale (i.e. 0.5 on the probability scale). The idea is to put high prior probability that P(X i = 1|C i ) is in the interval [Φ(−3), Φ(3)] = [.001, .999] and the tuning parameter c is chosen to achieve this. The authors recommend c ∈ [1, 3] and suggest c = 2 as a good default, which is the specification that we used throughout this article [9] .
As a final specification, the authors recommend fixing R, the size of the forest grown [9] . The reason for fixing this parameter is to greatly reduce the computational burden that would be incurred by treating R as an unknown parameter.
Gibbs sampling can be used to obtain posterior draws from a BART-probit model. We use the R package BayesTree to fit BART-probit and extract a propensity score distribution [8] . 
D Sparse Simulations
We repeat the "realistic" simulation study done in the main paper, but with sparse underlying coefficients. To achieve this, we set 90 of the 100 propensity score coefficients exactly equal to zero. The remaining coefficients had magnitudes between .8 and 1.1, making them relatively strong predictors of treatment and important confounders. Otherwise the model was specified in exactly the same way as in the main paper. Again, all of our methods achieved a bias reduction compared to the naive estimate. The variance of the t 3 (0, 2.5) was large and resulted in terrible mean squared error (MSE) and wide confidence intervals that overcovered the true effect. Along with IPW and integrated BART, the MSE was actually worse than an unadjusted estimate, though coverage was improved.
Integrated Bayesian propensity scores using a logistic treatment model with horseshoe priors performed the best, with tight confidence intervals, low MSE, and coverage very near 95%. BART had wider confidence intervals and also slightly overcovered the causal effect. All of Bayesian methods had better coverage when integrating over the propensity score, though mean squared error was better when the propensity score was fixed due to the decrease in variance. TMLE is also unbiased and very efficient with the lowest MSE of any method, but suffered from significant undercoverage.
E Complete Mass-DAC Covariates
The full list of covariates from the Mass-DAC clinical registry appears in table 6. We include prevalences or mean and standard deviation overall and in each treatment group. For the sake of space and to conform to privacy requirements, we summarize the site and artery segment variables for which there are 25 and 31 categories, respectively. Table 6 : Prevalence or mean (SD) of variables in Mass-DAC registry. Columns denote prevalence or mean (SD) overall and conditional on treatment received. All potential confounders are pre-treatment. Cells representing data on fewer than 10 patients are suppressed in accordance with privacy guidelines. TVR = target vessel revascularization; AMI = acute myocardial infarction; HMO = health maintenance organization; CAD = coronary artery disease; CVD = cardiovascular disease; PAD = peripheral artery disease; CABG = coronary artery bypass graft; STEMI = ST-elevated myocardial infarction; LVSD = left ventricular systolic dysfunction; NYHA = New York heart association; LAD = left anterior descending (artery); RCA = right coronary artery.
Registry Outcomes
Overall (n = 8718) BMS (n = 3081) DES (n = 5637) 
