Abstract. Here, we proposed an improved version of the deterministic random extractors SEJ and P EJ proposed by R. R. Farashahi in [5] in 2009. By using the Mumford's representation of a reduced divisor D of the Jacobian J(F q ) of a hyperelliptic curve H of genus 2 with odd characteristic, we extract a perfectly random bit string of the sum of abscissas of rational points on H in the support of D. By this new approach, we reduce in an elementary way the upper bound of the statistical distance of the deterministic randomness extractors defined over F q where q = p n , for some positive integer n ≥ 1 and p an odd prime.
Introduction
The problem of converting random points of a variety (e.g a curve or Jacobian of a curve) into random bits has several cryptographic applications. Such applications are key derivation functions, key exchange protocols and design of cryptographically secure pseudorandom number generators. However the binary representation of the common secret element is distinguishable from a uniformly random bit-string of the same length. Hence one has to convert this group element into a random-looking bit-string. This can be done using a deterministic extractor.
Randomness extractors are having more and more applications in computer sciences, both in theory and in applications. Randomness extractors are objects that turn weak randomness into almost ideal randomness. For example, they can be used in designing key exchange protocols and are secure pseudorandom generators in the standard model. Nowaday, it's a routine matter to extract randomness from a single source using arithmetic of finite fields or Elliptic curves. However, some subexponential attacks again the discret logarithm problem on some elliptic curves are known. A recommendation is to move on Jacobian varieties( i.e hyperelliptic curves) of genus less or equals to 3. In 1989, Koblitz N. [9] proposed a cryptosystem based on hyperelliptic curves. Since then, hyperelliptic curves have gain lot of interest for cryptographic applications. Furthermore, they were shown to be competitive with elliptic curves in speed and security. In [8] , the security of genus 2 hyperelliptic curves is assumed to be similar to that of elliptic curves of the same group size.
At this moment, several deterministic extractors for elliptic curves are known. We refer to [3] , [2] , [6] , [7] and the references therein. In our knowledge, few work have been done on randomness extractors of Jacobian of hyperelliptic curves. In general terms the problem can be described as follows. Given an algebraic variety V over F q and one or several sources of random but not necessarily uniformly generated points on V, design an algorithm to generate long strings of random bits with a distribution that is close to uniform. In [4] , Dvir has considered the problem of constructing randomness extractors for algebraic varieties. His construction requires only one but rather uniform source of points on V. In fact, the task of extraction from an algebraic variety generalize the problem of extraction from affine sources which has drawn a considerable attention for cryptographic applications.
In this paper, we proposed an improved version of the extractors SEJ and P EJ from [5] for J(F q ), where q = p n for some positive integer n, the Jacobian of a genus 2 hyperelliptic curve H defined over F q . In fact, for a given reduced divisor D of J(F q ) we used the Mumford's representation of D and extract a perfectly random bit string of the coordinate of its undeterminate corresponding to the sums of the abcissas of the rational points on H in the support of D. The element extracted from D chosen randomly in J(F q ) is statistically close to uniform in F q . Instead of computing directly the statistical distance between the value of the element extracted form D and a random variable in F q as done by Farashahi in [5] , we compute first the collision probability by summing over polynomials of degree less or equal to 2 in K[X], where K is any subfield of F q .
The remainder of this paper is organized as follows. In Section 2, we recall some definitions and results on the measurement parameters of randomness and bounds on character sums with polynomial arguments. In sections 3.1 and 3.2, we present and analyze the security of the modified version of the randomness extractors defined over F p n and F p , respectively. We show that the outputs of these extractors, for a given uniformly random point of F q , are statistically close to a uniformly random variable in F q . For the analysis of these extractors, we need some bounds on the cardinalities of the character sums over polynomial defined over K [X] . We give our estimates for them using Mordell's bound for polynomial of degree ≤ 2.
Preliminary results
In this section, we recall basics definitions and notations that will be used throughout the paper.
Notation. : For a finite field F, we note by F the algebraic closure of the field F. Along this paper, F q is a finite field with q elements where q = p n , with p an odd prime and n ∈ N * . Let E be a curve defined over F q , then the set of F q -rational points on E is denoted by E(F q ). Let K be any subfied of F q and H be an imaginary hyperelliptic curve, then we denote by J H (K), the Jacobian of H over K. We denote by K[X] ≤d the sets of polynomial in K[X] of degree less or equal to d. Further, let lsb k (x) be the k-least significant bits of a random element in F q .
Hyperelliptic Curves.
Definition 1. Jacobian of Hyperelliptic Curves Let H be an Hyperelliptic curve of g in F q , where q is odd. Here, we consider H to be an imaginary hyperelliptic curve. Then H has a plane model of the form y 2 = f (x), where f is a square-free polynomial and deg(f ) = 2g + 1. For any subfield K of F q containing F q , the set
is called the set of K-rational points on H. The point P ∞ is called the point at infinity for H. A point P on H, also written P ∈ H, is a point P ∈ H(F q ). The negative of a point P = (x, y) on H is defined as −P = (x, −y) and −P ∞ = P ∞ .
Definition 2. Reduced divisors For each nontrivial class of divisors in
where P i = (x i , y i ) = P ∞ , P i = −P j , for i = j, and r ≤ g. Such a divisor is called a reduced divisor on H over K. By using Mumford's representation [10] , each reduced divisor D on H over K can be uniquely represented by a pair of polynomials
by O, is represented by [1, 0] . Cantors algorithm, [1] , efficiently computes the sum of two reduced divisors in J H (K) and expresses it in reduced form.
Measure of Randomness.
Definition 3. Collision Probability Let X be a finite set and X an X -valued random variable. The collision probability of X denoted by Col(X), is the probability
Definition 4. Statistical Distance Let X be a finite set and X. If X and Y are X -valued random variables. Then the statistical Distance between X and Y is define as
Let U X be a random variable uniformely distributed on X and δ ≤ 1 be a positive real number. Then a random variable X on X is said to be δ-uniform if SD(X, U X ) ≤ δ.
Lemma 5. Relation between SD and Col(X) Let X be a random variable over a finite set X of size |X | and ∆ = SD(X, U X ) the statistical distance between X and U X , U X is be a random variable uniformely distributed on X . Then
Let X and Y be two sets. Let Ext be a function Ext : X ← Y. We say that Ext is a deterministic
Character Sums with Polynomial arguments.
Definition 7. Character Let G be an abelian group. A character of G is a homomorphisme from G → C * . A character is trivial if it is identically 1. We denote the trivial character by ψ 0 .
Definition 8. Let F q be a given finite field. An additive character ψ : F + q → C is a character ψ with F q considered as an additive group. A multiplicative character ψ : F q → C is a character with F q = F q \{0} considered as a multiplicative group. We extend ψ to F q by defining ψ(0) = 1 if ψ is trivial, and ψ(0) = 0 otherwise. Note that the extended ψ still preserves multiplication.
The main interests of exponential sums is that they allow to construct some characteristic functions and in some cases we know good bounds for them. The use of these characteristic functions can permit to evaluate the size of these sets. We focus on certain character sums, those involving the character e p defined as follows.
Theorem 9. Multiplicative Characters of F p
The multiplicative characters of F p , where p is a prime, are given by: ∀x ∈ F p , e p (x) = e 2iπx p ∈ C * .
Theorem 10. Additive Characters of F q Suppose that q = p n , where p is a prime and n ≥ 1. The additive characters of F q are given by: ψ(x) = e p (T r(x)) where T r(x) = x + x p + · · · + x p n−1 is the trace of x.
Lemma 11. Let p be a prime number and G a multiplicative subgroup of Here we use the same presentation as in [11] . Let P (X) ∈ F q [X] be a polynomial of degree at most d. It seems reasonable to expect the distribution of values of P (x) as x varies in F q to be spread out of F q . In fact these values belong to a set V with probability about |V |/q.
One important way of measuring the uniformity of distribution is through the character sums:
There are several Theorems showing that this sum is small. In our case, we will use Mordell's bound which work for abitrary polynomial with degree ≤ d.
Theorem 13. (Mordell's Bound)
Let ψ be a non trivial additive character of F q and let P (X) be a nonzero polynomial of degree d < char(F q ). Then
Extractors over Jacobian of Hyperelliptic
In this section, we propose an impoved version of the extractors proposed by Farashahi in [5] on Jacobian of hyperelliptic curve of genus 2 with odd characteristic. In our case, instead of working directly with points on the Jacobian J(F q ), we use there Mumford's representation. Therefore, our source become a subset of the polynomial ring F q [X] where q = p n , with p an odd prime and n ≥ 1. Our approach uses character sums with polynomial arguments.
Let J(F q ) be the Jacobian of the hyperelliptic curve H.We recall that each reduced divisor D on H over F q can be uniquely represented by a pair of polynomials
. D can also be uniquely represent by at most 2 points on H. Then, there is a map
Therefore, we define the Sum and P rod extractors as the restriction of SEJ and P EJ to the first component of the image of h.
Sum and Product Extractors for Jacobian over
We consider the function f k defined as follow:
where x = (x 1 , x 2 , . . . , x n ) with x i ∈ F p .
Definition 14. Sum Extractor
The Sum extractor for the Jacobian J(F q ) of H over F q is defined as the function Sum :
Definition 15. Product Extractor The product extractor P rod for the Jacobian J(F q ) of H over F q is defined as the function P rod :
Let A and B be F q -valued random variables that are defined as
where D ∈ J(F q ). In the next Theorem, we show that provided the divisor D is chosen uniformly in J(F q ), the element extracted from the divisor D by Sum or P rod is indistinguishable from a uniformly random bit-string F k p , with k < n.
Theorem 16. Let U Fq be a random variable uniformily distributed in F q . Then
Proof. Let Ψ be the set of all additive characters over F q . We put f := Sum and G = F q [X] ≤2 . We consider the following sets.
M is an additive subgroup of F q of order k. Thus |M| = p k withe k ≥ 1. Using Lemma 11, we construct the following characteristic function for A
wich is equal to 1 if f (u 1 (x) − f (u 2 (x)) = m and 0 otherwise. Therefore, we have that
It's well known that the number of unitary polynomials of degree equl to d in a polynomial field F q [X] is q d . Thus we have that |G| = q 2 + q. Thus, |G| 2 = q 4 + 2q 3 + q 2 . Then, we have that
where
. One note that the sum
. In fact, if u 1 (x) is of degree 2, then |f (u 1 (x))| is approximatively equal to |u ′ 1 (0)| and if u 1 (x) is of degree 1 then |f (u 1 (x))| ≃ |u 1 (0)|. Thus, we can assume P (x) to be of degree d = 1. Therefore, Theorem 13 gives that
where c q is the constant involved in inequality 2. Therefore, combining inequality (4) and Theorem 12, inequality 5 becomes
From Lemma 11, we have that
Therefore,
. This finishes the proof of (1).
The proof of (2) can be done in a similar way, thus we omit the details.
⊓ ⊔
Corollary 17. The functions Sum and P rod are deterministic
Proof. 
Definition 18. We defined the extractors S k :
The following Lemmas states that S k and P k are deterministic extractors for the Jacobian of the hyperelliptic curve.
Lemma 19. Let G := F p [X] ≤2 and U G a random variable uniformly distributed in G and k a positive integer.Then
where U k is the uniform distribution on {0, 1} k .
Proof. Let δ = 2 k , σ 0 := msb n−k (p − 1) and A = S k (D). We consider the set
and U G a random variable uniformly distributed in G and k a positive integer.Then
Proof. The proof for the extractor P k is similar to the prood of Lemma (19). ⊓ ⊔
Comparison

.
We mainly compare our result with the result of R. R. Farashahi (see [5] .) In fact, Farashahi obtained a O(F q , 1 √ q )-deterministic extractor by computing directly the statistical distance. His method of proof was more complicated and involved bounds of cardinalities of some curves.
In our approach, instead of computing directly the statistical distance, we compute the collision probability then use the inequality (1) to obtain a sharper estimate of the statistical distance. One sees that the upper bounds obtained in Theorem 16 are smaller than the bounds on SEJ in Proposition 1 and P EJ in Corollary 2 in [5] .
Moreover, the output of the extractor SEJ in [5] is a coefficient −u 1 ∈ F p k of a polynomial of degree 2. Or, an element in F p k is not necessarely a uniform random-bit string. But, in our case, we extract the k least significant bits of the coefficient −u 1 using the function f k as defined in section 3.1. So, our approach gives more advantages for further applications in cryptography.
Furthermore, we have defined the extractors Sum and P rod on F p , where p is an odd prime. Our results obtained in Lemma 19 and Lemma 20 are, in our knowledge, new results in this subject.
