Abstract. we extend the result of [Bes04] to the case of curves with semistable reduction. In this case, one can replace Coleman integration by Vologodsky integration to extend the Coleman-Gross definition of a p-adic height pairing. we show that this pairing still equals the one defined by Nekovář.
Introduction
Let K be a finite extension of Q p and let X be a smooth variety over K. When X has an integral model X over the ring of integers O K of K, then past work of the author and others [Bes00a, Bes00b, BdJ03, BdJ12, Bes12, Bes04] shows a close connection between p-adic arithmetic invariants of X or X , such as syntomic regulators and p-adic heights, and the theory of Coleman integration [Col82, CdS88, Bes02] .
The present work is a first in a series of papers aiming at removing the good reduction assumption above by replacing Coleman integration with Vologodsky integration [Vol03] , which is (to some extent) an extension of Coleman integration to the bad reduction case. In this first paper we will extend the equivalence, proved in [Bes04] , between the Coleman-Gross height pairing on curves [CG89] and the Nekovář height pairing [Nek93] to the semi-stable case, modifying the ColemanGross height pairing by substituting Vologodsky integration for Coleman integration (The fact that one can use Vologodsky integration to extend the scope of the Coleman-Gross height pairing was observed already in [Bes05, Section 7] ).
To state the main theorem more precisely, suppose now that C is a smooth complete curve over a number field F having the property that at every p-adic completion K it has a model X over O K with a strictly semi-stable reduction. This implies that theétale cohomology group H 1 et (C, Q p ), viewed as a representation of Gal(F /F ) (here the bars denote extension of scalars to an algebraic closure), is semi-stable, in the sense of Fontaine, at every prime above p. As a result, given certain auxiliary data recalled in Section 2, There is a well-defined Nekovář height pairing [Nek93] h Nek : div 0 (C) × div 0 (C) → Q p , where div 0 (C) is the group of degree zero divisors on C. Note that this is a slight reformulation -The original Nekovář pairing is between cohomology classes and to get the pairing on divisors one applies theétale Abel-Jacobi map. However, the description using mixed extensions, which we are going to use for the comparison, already uses the geometric source of the cohomology classes so it is appropriate to reformulate things in this way (see [Bes04] ).
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When the models X above are actually smooth over O K , Coleman and Gross [CG89] give a construction of a height pairing with the same data. It is a sum of local height pairings h v , one for each place v of F . for v dividing p the construction has two main ingredients. The first is a certain projection operator, which is in fact the logarithm for the universal vectorial extension of the Jacobian of C, completed at v. The second ingredient is Coleman integration for certain forms with logarithmic singularities.
As the logarithm for the universal vectorial extension does not require an integral model of any sort, the first ingredient of the construction exists without any assumptions. Coleman integration may be replaced by Vologodsky integration [Vol03] . In fact, since iterated integrals are not used, these integrals were defined before Vologodsky by Zarhin [Zar96] and Colmez [Col98] . We thus obtain a trivial extension of the Coleman-Gross height pairing to the case of a general smooth C without any assumptions on the reductions above p:
Our main result is as follows: 
While this theorem is global, there is nothing global that needs to be said about its proof, as the part related to the comparison of local heights for places not above p is already dealt with in [Bes04] . The remaining problem, that of comparing local height pairings for a curve X over a p-adic field K, splits into two subproblems according to the two ingredients of the Coleman-Gross construction alluded to above. Of the two, it is actually the one involving Coleman integration that requires little modifications, as already the treatment of [Bes04] used the Zarhin-Colmez integration, which does not need good reduction.
This leaves the problem of comparing the projection combing from the logarithm of the universal vectorial extension with the corresponding construction in [Nek93] . It is therefore again entirely in the domain of Zarhin-Colmez integration and one does not need in principle Vologodsky's techniques. However, it is not obvious how to compare this description with the essentially cohomological treatment of Nekovář. For this reason we use in our proof two ingredients.
(1) The description of the projection in terms of local indices and Vologodsky integration [Bes05] (2) The description of Vologodsky integration on curves with semi-stable reduction in terms of Coleman integration given in [BZ17] . The local indices give rise to a certain pairing on 1-forms, and its analysis in terms of Coleman integrals will be key not only to the present work, but also for further work on regulators.
The paper is structured as follows: In Section 2 we recall the two height pairings and compare the Vologodsky integration with the construction of Nekovář. In Section 3 we recall the relevant facts about the local and double indices in the Coleman and Vologodsky settings. Finally, in Section 4 we prove the key formula for the global double index, from which the comparison between the two projections follows easily.
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The two height pairings
In this section we quickly review the details needed from the definitions of the Nekovář and Coleman-Gross pairings, discuss the extension of the latter using Vologodsky integration and explain the comparison between the pairings to indicate what needs to be proved in later sections. Let again C be a smooth complete curve over a number field F .
Both heights are defined first on a pair of divisors with disjoint supports and both extend to arbitrary pairs as they factor via the Jacobian. It is obviously sufficient to compare them for pairs with disjoint supports. They both depend on the following choices:
• A "global log"-a continuous idele class character
• for each v|p a choice of a subspace
complementary to the space of holomorphic forms.
As noted in [Bes04] , for the Coleman-Gross height to be defined we must have, for each v|p, a factorization
Let y and z be two divisors of degree 0 on C with disjoint supports Y and Z respectively. By definition, the Coleman-Gross height pairing h GC (y, z) is a sum of local terms over all finite places v of F ,
The Nekovář pairing has several descriptions. With the choice of a particular mixed extension (see [Bes04] ) it is also a sum of local terms
In both cases, the local terms at v depend only on the completion of C, y, z at v. Furthermore, for all v not above p we have [Bes04, Proposition 3 
A more careful comparison is required for places above p. For such a place v let K = F v , denote C ⊗ F v by X and consider y and z as divisors on X. For simplicity, we drop now the subscript v from all notation (W , t, etc.), as the analysis from this point onward will now be completely local.
We begin by describing the Coleman-Gross local height pairing h = h v . Let H 0 (X, Ω (1) It is the identity on
In fact, they define the map for varying Y but we will not need this.
The map Ψ and the subspace W give a unique choice of a differential form
Suppose now that X has a smooth O K model, so that Coleman integrals exist on X, giving a primitive function for ω y defined up to a constant. Coleman integration requires a choice of a branch of the logarithm, for which we use the branch log = log v defined in (2.1). The local height pairing at v can now be defined via We can now remove the good reduction assumption by simply using Vologodsky integration, which provides the primitive for ω y without any good reduction assumptions.
Definition 2.1. Suppose that C is as above but with no assumptions about the reduction above p. The extended Coleman-Gross height pairing h GC is defined exactly at the usual Coleman-Gross height pairing, but using Vologodsky integration instead of Coleman integration in (2.3). Proof. The proof is just as for the Coleman-Gross pairing. Let g be a rational function on X. By property (2) of Ψ we have Ψ(dlog(g)) = 0, so that ω (g) = dlog(g). Just as for Coleman integration, dlog(g) = log(g) so that
This also holds away from p [CG89, Prop. 1.2] and we thus have h GC ((g), E) = 0 by the fact that ℓ is an idele class character.
Let us now turn to the description of the local Nekovář pairing. It is defined in terms of the "geometric mixed extension" as follows. Let
(étale cohomology of X relative to Z), recalling that the bar denotes extension of scalars to an algebraic closure, and (for the construction, the mixed extension has to have a global source, but we only care about the particular geometric case so we do not need to discuss the global origin).
Recall now the Fontaine functors D cris , D st and DR. These go from p-adic representations of Gal(K/K) to certain enriched vector spaces (see [Nek93] for an excellent introduction). For a representation E, DR(E) is a filtered K-vector space while D st (E) is a K 0 -vector space (K 0 is the maximal unramified extension of Q p inside K) with a semi-linear Frobenius operator f and a K 0 -linear monodromy operator N and
which is bijective if E is semi-stable. According to the conjectures of Fontaine, proved by Faltings [Fal89] we have
We note that the following assumption holds for V and is required in the general definition of the height pairing as we will see below.
The height pairing is now defined as follows: First we observe that some of the constructions depend on a choice of the branch of the logarithm (used in the embedding of B st to B dR , see [Nek93, 1.3] ). We will simply take the branch given to us by (2.1). The leftmost long column of (2.4) gives a (semi-stable) extension class [E] ∈ Hom(A, H 
(this appears on page 157 of subsection 3.5 in [Nek93] ). Note that the B summand on the leftmost column maps isomorphically on itself via the horizontal map. One shows that the assumptions (2.6) on V imply that the embeddings of the DR components give isomorphisms
and we therefore obtain from the diagram above the following commutative diagram with exact rows
The leftmost vertical map is induced from an isomorphism [Nek93, 1.35]
Note the splitting w to be discussed below (2.12). The subspace W provides a splitting of the short exact sequence
hence also of the two horizontal sequence in (2.7) as follows:
Here, the leftmost map is the splitting according to the direct sum decomposition DR(V ) = F 0 ⊕ W while the map denoted (f, N ) indicates the unique (f, N )-equivariant splitting. The understanding of this splitting will be the subject of the sections to follow. By (2.5) it is dual, via Poincaré duality, to the unique Frobenius and monodromy equivariant splitting
Note in particular the splitting (2.12)
The Kummer map determines an isomorphism
evaluated on the classes y ∈ A and z ∈ Hom(B, Q p ). 
To complete the proof the the main theorem we need to compare the maps Θ and w ′ above with the maps appearing in the Coleman-Gross construction. In the rest of this section we will do this for the map Θ using a slight modification of the arguments in [Bes04] . In fact, we will show that Proposition 5.1 there continues to hold when we replace Coleman integration with Vologodsky integration.
By (2.5) DR(E 2 )/F 0 = H 1 dR (X; Z/K)/F 1 and we therefore have the duality (2.14) 
with D the Vologodsky integral.
Proof. Recall the generalized Jacobian J of X with respect to Z. It sits in a short exact sequence
where J X is the Jacobian of X. Since we are assuming that Z splits over K we have
where the diagonal maps sends a zero divisor to its class in J(K). Next, recall that the Vologodsky integral equals in this case the Zarhin integral, which is defined by (2.17)
where the right hand side means the logarithm of J (2.18)
evaluated at the class of the divisor D and then paired with ω via the duality (2.14). In view of (2.13) and (2.16) The proof will be complete if we show the commutativity of (2.19)
To see this, we first note that by Lemma 2.3 the map 
commutes, which, given the fact that the exponential is locally an inverse of the logarithm, proves that (2.19) commutes at least at a neighborhood of the identity element. Then, by the uniqueness of the log map ([Bou72, Chapitre III, 7.6] and [Zar96] ) the diagram commutes on the subgroup J(K) f defined there. Finally, as Zarhin notes, after multiplying by an appropriate integer, each element of J(K) lies in the sum of J(K) f and the image of T (K). Thus, the commutativity is reduced to the same statement for T , which is just Lemma 2.5.
The double index
In this section we recall the theory of the double index [Bes00b, Bes05] and in particular the alternative definition of the projection Ψ of (2.2) given in [Bes05] We will fix a branch of the logarithm, e.g., the one given to us by (2.16) Definition 3.1. An annulus over K is a rigid analytic space e isomorphic to a space of the form {r < |z| < s} via a function z which we call a uniformizer.
For an annulus e with a uniformizer z we consider the space A log,1 (e) = O(e) + K · log(z), viewed as a subspace of the space of locally analytic functions on e, and the surjective differential d : A log,1 (e) → Ω 1 (e). We note that A log,1 (e) is independent of the choice of the uniformizer though it does depend on the choice of the branch of the logarithm. To make some statements below uniform, we also consider annuli with infinitesimal width around a point e, where the corresponding space is A log,1 (e) = K((z))+K ·log(z) and Ω 1 (e) = K((z))dz, with z a uniformizing parameter at the point.
According to Coleman [Col89, Lemma 2.1 and the following paragraph], annuli can be given two opposite orientations corresponding to residue homomorphisms Res : Ω 1 (e) → K, factoring via cohomology. A uniformizer z determines an orientation by the condition Res dz/z = 1 and clearly the uniformizer z −1 determines the reverse orientation. Annuli of width 0 around a point have a canonical orientation corresponding to Res dz/z = 1 for a uniformizer. An annulus together with a choice of orientation is called an oriented annulus. For an oriented annulus e we let τ (e) be the annulus with reverse orientation and we have the residue homomorphism (3.1)
Res e : Ω 1 (e) → K with Res τ (e) = − Res e Definition 3.2. The double index on an oriented annulus e is the unique antisymmetric bilinear form , : A log,1 (e) × A log,1 (e) → K with the property that F, G = Res e F dG whenever the left hand side has a meaning, i.e., when Res e dF = 0.
When needed, we denote the pairing relative to the oriented annulus e by , e . The pairing relative to the width zero annulus around a point x will be denoted , x . The following is immediate One defines two related global indices by summing all the local indices. One uses Vologodsky integration and the other Coleman integration. To describe the first, let X again denote a smooth and proper curve over K and let Z be a subscheme consisting of a finite number of K-rational points.
Definition 3.4. The global index pairing on X − Z is defined by
Where F and G are Vologodsky integrals of ω and η respectively.
Hidden in this definition is the fact that the pairing depends only on ω and η and not on the choice of particular integrals F, G, which is a consequence of (2) of Proposition 3.5 below. Note that the definition above differs in emphasis from the one given in [Bes05, (3.1)] where the pairing was between any two meromorphic forms, as here we have fixed the possible singularities.
The following Proposition summarizes several properties of the global Proposition 3.5. The global pairing satisfies the following properties.
(1) It is alternating.
(2) We have df, η gl = 0 for any rational function f . Consequently, the global pairing induces a well defined pairing
The following diagram commutes
Proof. The first statement is obvious, the second and third are [Bes05, Lemmas 3.3,3.4] respectively.
The following is a slight reformulation of [Bes05, Definition 3.9] Definition 3.6. We define a map Ψ : To end this section we review the second global pairing. It is defined on Coleman's wide open spaces, certain rigid analytic spaces whose (slightly simplified) definition can be given as follows: Suppose that the curve X has an integral model X which is smooth and proper over O K . and pick a finite collection S of k-rational points of X ⊗ k. to each such point x corresponds the residue disc of X-points reducing to x, denoted D x and isomorphic to a standard unit disc via a uniformizer z x . The wide open space U is obtained by removing from X the rigid subspace For this definition to make sense one needs to note that Coleman integration is defined for holomorphic forms on U and that their restrictions to each annuli end e belongs to A log,1 (e). Analogous properties to the ones of the global pairing above hold here as well.
Proposition 3.9. The global pairing satisfies the following properties.
(2) We have df, η gl = 0 for any f ∈ O(U ). Consequently, the global pairing induces a well defined pairing
) The pairing is compatible with restriction to a smaller U . (4) If the reduction of U is a rational curve, then the pairing is trivial.
Proof. The first statement is obvious, the second is [Bes00b, Lemma 4.7] and the third follows because the index is trivial around an annulus inside a disc where both forms extend holomorphically. Property (4) is a consequence of the fact that , gl factors via a projection on the de Rham cohomology of X [Bes00b, Prop. 4.10], and when the reduction of U is rational this X may be taken to be a projective line which has no first de Rham cohomology.
Remark 3.10. The statement above continues to hold if we let U be a domain obtained by removing discs and points. In particular, if we shrink such U by removing instead of a finite number of points a disc that contains all of them the global index remains the same. This follows by an argument similar to the one in the proof of [Bes00b, Prop. 5.5] using (4) of Proposition 3.9.
The global pairing for curves with semi-stable reduction
In this section obtain a pairing on cohomology of curves with semi-stable reduction, which will turn out to be the same as the global pairing (3.2).
We begin by collecting a few well known facts about graph cohomology. For us, a graph Γ consists of a set of vertices V = V (Γ) and oriented edges E = E(Γ). Each edge e ∈ E(Γ) has a tail and head, e + , e − ∈ V (Γ) respectively, and for each edge we have the edge with reverse orientation −e such that (−e) + = e − and (−e) − = e + Definition 4.1. Given an abelian group A we define 0 and 1 cochains on Γ with values in A by
and we define the differential d :
This gives the graph complex, set in degrees 0 and 1, whose cohomology we call the graph cohomology with values in A, H * (Γ, A).
Definition 4.2. The pointwise product of two 1-cochains c and d on a finite graph G with values in a ring A is given by
Here, the sum is over the quotient set of unoriented edges E(G)/± which can be done because the summand is invariant to switching the orientation.
Definition 4.3. We define the differential d
The kernel of d * is the space of Harmonic cochains with values in A,
The following is well known Theorem 4.4. Suppose A is a field of characteristic 0. Then one has
This theorem allows us to define the pointwise product on cohomology. Note that the pointwise product of a harmonic cochain and a boundary is 0.
Definition 4.5. The pointwise product on H 1 (Γ, K), where K is a field of characteristic 0, is defined to be the product 4.2 of any two representing cochains, one of which at least is harmonic.
Returning to geometry now suppose that X is the generic fiber of a proper O K scheme X with semi-stable reduction
Let Γ(X) be the dual graph of T (this is of course an abuse of notation as it really depends on the particular model). The vertices correspond to the components T v while the edges are ordered pairs of intersecting components (T v , T w ) oriented from v to w. The reduction map X → T allows us to split X into rigid analytic domains U v = red −1 T v which are clearly wide open spaces. These then intersect along annuli corresponding bijectively to the unoriented edges of Γ(X) and we can make a bijection between oriented edges and oriented annuli. We need to choose a convention for this bijection and we do this as follows:
Definition 4.6. The orientation of the annulus corresponding to and edge e is the one corresponding to it being the annulus end of T e + .
We next recall the description of Coleman-Iovita [CI99, CI10] for the de Rham cohomology of X − Z and for its Frobenius and monodromy operators (Here we mean a linear Frobenius. Coleman and Iovita refine this by considering the semilinear Frobenius on a K 0 -lattice). When describing the Frobenius and monodromy we need to make the following assumption.
Assumption 4.7. the subscheme Z splits as a union of K-rational points, each residing in a different residue disc. In particular, it is the special fiber of an O Ksubscheme Z ⊂ X consisting of a disjoint union of sections.
The first de Rham cohomology of X − Z is the same as that of X, with log poles at Z, and under Assumption 4.7 also of the rigid space X − ]Z s [ 1−ǫ , where ]Z s [ 1−ǫ is a Coleman "Discoid domain" (3.5), which follows from the comparison between de Rham and rigid cohomology [BC94] . This cohomology may therefore be computed as the first cohomology of the total complex of the double complex
Here, − is the − eigenspace for the involution corresponding to switching the orientation of the edges and the vertical arrows areČech differentials. Explicitly, a one cochain is given by (4.2) (ω v ∈ Ω 1 (U v − Z)) v∈V , (f e ∈ O(e)) e∈E such that f −e = −f (e) and df e = ω e + | e −ω e − | e and a one coboundary is a cochain of the form
One easily gets the following exact sequence (4.4)
From the definition of graph cohomology we can easily get out of this the short exact sequence (4.5) 
The monodromy operator also takes values in H 1 (Γ, K) ⊂ H 1 dR (X − Z/K) and is given by the formula (4.7)
N ((ω v ) v∈V , (f e ) e∈E )(e) = Res e (ω e + )
Here one needs to note that this is the same as Res e (ω e − ) because the difference between the two forms is bounded by df e and the resulting cochain satisfies the antisymmetry condition by (3.1). Recall the convention of Definition 4.6 for the orientation on the annulus e.
We will now construct a pairing on H 1 dR (X − Z/K), which will later turn out to be the same as the global index pairing of (3.2). We begin with an auxiliary pairing. To define it, let ω, η ∈ H 0 (X − Z, Ω 1 ) and pick as auxiliary data, for every vertex v ∈ V Coleman integrals F v and G v of ω and η on U v − Z. We then define
Note that this pairing depends, in general, on the auxiliary choices of Coleman integrals.
Lemma 4.8. Suppose ω, η are of the second kind, with cohomology classes
and is in particular independent of the auxiliary choices.
Proof. In fact, by (1) Let us now assume that ω and η are general . Keeping the auxiliary choices as above we associate with the forms cochains on Γ(X) by assigning, for an oriented edge e the value (4.9)
c(e) = F This completes the proof.
The above Theorem suggests the following.
Definition 4.11. We define the pairing , h on H
where the first summand refers to the sum of the global pairings on the U v 's applied to the image of α and β under the restriction map in (4.4) and the last two terms are the pointwise products in graph cohomology, Definition 4.5, applied to the images of N and χ viewed as maps into graph cohomology. Proof. Assertion (1) follows, using Proposition 4.9, because the definition 4.5 of the pointwise product on graph cohomology precisely requires to take a harmonic representative to one of the terms. Then, assertion (2) is immediate from Lemma 4.8 where auxiliary choices do not matter. For (3) consider first blowing up a smooth point. In this case there is an additional rational component and an additional edge e to the graph, but the global pairing corresponding to this component is 0 by (4) of Proposition 3.9 and because we already have a Coleman function defined there it is easy to see that we have c(e) = d(e) = 0, so the pairing does not change. On the other hand, if we blow up an intersection point of two components we split and edge e into two edges e 1 and e 2 with a vertex corresponding to a rational component. The rational component again contributes a 0. Assuming that the harmonicity condition is imposed on the cochains c and d we see that harmonicity forces c(e 1 ) = c(e 2 ) = c(e)/2 and the same for d, while Res e = Res e1 = Res e2 so again the pairing does not change. We prove (4) Proof. Uniqueness was proved by Nekovář. We may thus show equivariance with respect to a power of Frobenius. The equivariance now follows easily from part (4) of the last Proposition.
End of the proof
We now recall the relation between Vologodsky integration and Coleman integration. Remark 5.2. This somewhat cryptic formulation is required because the Vologodsky integral is defined as a function on the K points only. In particular, stated this way it it is not at all defined on the annuli e. One can make it a function on the K points, but then it is no longer the restriction of a Coleman function on the annuli. Note furthermore that the cochain c depends on the choice of branch of the logarithm. Proof of Theorem 1.1. Having shown, under split divisors assumptions, that Θ is given by Vologodsky integration, while the Frobenius monodromy equivariant splitting (f, N ) from (2.11) is given by the projection Ψ, the proof, including the analysis of field extensions, is now identical with the corresponding proof of Theorem 3.3 in [Bes04] 
