A simulation model for amphiphilic molecules in a mesoscale solvent  by Inoue, Yasuhiro et al.
Computers and Mathematics with Applications 55 (2008) 1469–1480
www.elsevier.com/locate/camwa
A simulation model for amphiphilic molecules in a
mesoscale solvent
Yasuhiro Inouea,∗, Shu Takagib, Yoichiro Matsumotob
aComputational Cell Biomechanics Team, VCAD System Research Program, RIKEN, 2-1 Hirosawa, Wako, Saitama 351-0198, Japan
bDepartment of Mechanical Engineering, University of Tokyo, Hongo 7-3-1, Bunkyo-ku, Tokyo 113-8656, Japan
Abstract
We present a stochastic rotation dynamics model of amphiphilic molecules. Vesicle formation of amphiphilic molecules in
a thermal fluctuating fluid is demonstrated in this paper. In the model, the interaction of amphiphilic molecules is represented by
Lennard–Jones potentials, and stochastic rotation dynamics [T. Ihle, D.M. Kroll, Stochastic rotation dynamics: A Galilean-invariant
mesoscopic model for fluid flow, Phys. Rev. E 63 (2001) 020201(R)] of mesoscopic particles has been adopted to reproduce the
correct hydrodynamics of solvent fluids at the macroscopic scale. The amphiphilic molecules and the solvent particles interact via
Boltzmann sampling of a color potential as suggested in a previous paper [Y. Inoue, Y. Chen, H. Ohashi, A mesoscopic simulation
model for immiscible multiphase fluids, J. Comput. Phys. 201 (2004) 191] to reproduce a phase separation between hydrophobic
atoms and solvent fluids.
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1. Introduction
A vesicle is a spherical closed bilayer formed by amphiphilic molecules. Investigations of both vesicles and their
dynamics are important for our understanding of biology because vesicles can be regarded as a simple cellular model
in biological systems.
A large variety of simulation models which reproduce the self-assembly of vesicles has been developed. Noguchi
and Takasu [3] have shown Brownian dynamics (BD) simulations of amphiphilic particles self-assembling into
a vesicle without solvent particles, where the amphiphilic particle consists of one hydrophilic particle and two
hydrophobic particles. They defined a multi-body potential energy between hydrophobic parts to mimic the so-
called hydrophobic effect. However, because of the lack of the explicit solvent, the BD model may not capture how
hydrodynamics affects the macroscopic dynamics of amphiphilic molecules. Yamamoto et al. [4] have developed
a dissipative particle dynamics (DPD) model of amphiphilic molecules, in which the DPD amphiphilic molecules
can spontaneously assemble into a vesicle when suspended amongst explicit solvent particles. Since DPD features
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a soft repulsive force between particles, one can use a relatively large time step compared to that used in molecular
dynamics simulations. Thus, DPD can access the hydrodynamic regime but is restricted to small simulation boxes due
to the high computational cost. A more realistic molecular model, but still at the mesoscale, has been suggested by
Marrink and Mark [5], in which DPPC lipids are represented by twelve coarse-grained atoms and the water molecules
are represented by single coarse-grained atoms. Their result of the electron density distribution measured along the
bilayer normal quantitatively agrees with those obtained by atomistic molecular dynamics simulations; coarse-grained
DPPC showed spontaneous aggregation into vesicles.
All the models mentioned above can reproduce spontaneous aggregation into a vesicle. However, simulations of
dynamics of vesicles with hydrodynamics at the sub-micrometer scale are impossible for BD [3] due to the lack of
hydrodynamics, and impracticable for DPD [4] and MD [5] due to the computational costs of the calculations of many
solvent particles. Thus, a novel simulation model, which would be capable of simulations of vesicles on long time
scales and over long distances, is required.
2. A novel simulation model for amphiphilic molecules in a fluid
2.1. A fluid model
We focus on the dynamics of amphiphilic molecules and vesicles together with their hydrodynamic interactions,
such as how amphiphilic molecules aggregate in a flow field or the dynamics of a vesicle in a flow field. While most
of the computational time is occupied by the calculation of the motions of solvent particles, we are interested in some
of the degrees of freedom of solutes at the micro scale, at which the solutes interact with the dynamics of the solvents,
but yet the microscopic details are of less interest. In this case, we require a mesoscopic simulation model of solvent
dynamics which is simple and has a much lower cost compared with that of atomistic models, yet still accounts for
the dynamics over long times and large distances. One such candidate is stochastic rotation dynamics (SRD) [1].
SRD is an improved version of the Malevanets–Kapral model [6] which satisfies Galilean invariance of macroscopic
equations. In the model, the particle dynamics consists of two processes, namely, streaming and collision. In the
streaming, the position vector of each particle is shifted through a unit time interval as follows:
ri (t +1t) = ri (t)+ vi (t)1t. (1)
Here ri (t) and vi (t) are the position and the velocity vectors of particle i at time t . In the collision, the space is
divided into a square lattice with links of unit length, and particles exchange their momentum and kinetic energy if
they happen to reside in the same lattice cell. The process is formulated as follows:
vi (t +1t) = V([ri (t)])+(vi (t)− V([ri (t)])). (2)
Here,  indicates a rotation matrix for the particle collision and V([ri (t)]) is the velocity of the center of mass for
those “colliding particles” in the following way. The bracketed vector [ri ] stands for the integer part of ri . Taking the
mass of particle i as mi , V([ri (t)]) can be calculated as
V(X, t) = 1
M(X, t)
∑
i
mivi (t)δX[ri (t)]. (3)
Here, X is an arbitrary lattice point vector which only has integer components and we define δX[ri (t)] as
δX[ri (t)] =
∏
α
δXα[ri (t)]α . (4)
Here, α takes the x-, y-, z-component of the vector, and δab indicates the Kronecker delta function, δab = 1 (a = b);
δab = 0 (a 6= b). The total mass in a lattice cell is
M(X, t) =
∑
i
miδX[ri (t)]. (5)
Before the collision step, a random shift of the lattice is implemented. The random shifts reduce multiple correlations
between SRD particles and more importantly it makes them independent of an imposed homogenous flow. In this
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Fig. 1. A schematic picture of the amphiphilic molecule in our model system. The color of the atom corresponds to the visualization of Fig. 5.
method, the mesoscopic dynamics preserves the conservation laws for mass, momentum and energy. As a result, the
hydrodynamic equations are obtained in the macroscopic limit.
2.2. An amphiphilic molecule model
An amphiphilic molecule in our model consists of four spherical atoms, see Fig. 1. The hydrophilic atom is
labeled “H” and the hydrophobic atom is labeled “T”. Nearest-neighbor atom pairs of the molecule are connected
by a harmonic spring and interact via the harmonic potential given by
φ(r) = 1
2
K (r − σb)2, (6)
where, K is the spring constant and σb is the equilibrium bond length. Instead of introducing an angle-bending energy
between two bonds, we adopt the harmonic spring between the second-nearest neighbor atoms for simplicity as Farago
and Pincus did [7]:
φ(r) = 1
2
K (r − 2σb)2. (7)
The intermolecular interactions of amphiphilic molecules are expressed by spherical symmetric pair potentials as
follows:
UHH(r) = 4HH
{(σ
r
)12 − (σ
r
)6} ; (8)
UHT(r) = HT
(σ
r
)12 ; (9)
UTT(r) = 4TT
{(σ
r
)12 − (σ
r
)6}
. (10)
Here, r is the distance between two atoms, and σ is the diameter of the atom. These potentials (8)–(10) act only
between different amphiphilic molecules.
Since we use two methods: one is SRD to solve dynamics of a solvent, the other is MD to solve dynamics of
amphiphilic molecules, we need to couple MD with SRD.
2.3. Color method
Here, we introduce a color method to couple MD with SRD. In the color method, we use Eq. (2) for particle
collisions. but, the rotation matrix is not randomly chosen. Rather, it is chosen by the coarse-grained interactions
between particles, as we now explain.
First, we consider the energy conservation, namely
dE
dt
= dK
dt
+ dΦ
dt
(11)
=
∑
i
vi · Fi + dΦdt . (12)
Here, E indicates the total energy of the system, K indicates the kinetic energy and Φ indicates the potential energy
of the system. Applying a heatbath to the system leads to dEdt = dQdt , where Q is the heat supplied to the system from
the heatbath. Eq. (12) can be rewritten as
dΦ
dt
= −
∑
i
vi · Fi + dQdt , (13)
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and we will use the above expression later. The reason why we employ a heatbath arises from examining Eq. (2). This
equation conserves kinetic energy, yet a change of the molecular potential energy should be balanced with a change
of the kinetic energy under adiabatic conditions. This conflict disappears if we assume that the system is coupled to
a heatbath. Furthermore, since we use Eq. (2) in the color method, we need not use an explicit heatbath model such
as the velocity scaling method or Nose–Hoover method [12]. We shall henceforth regard Eq. (2) as particle collisions
coupled with an implicit heatbath. Thus, there is a limitation in usage of the color method: the color method should not
be used in simulations which involve a change in size of the system. Here, we shall point out the difference between
our implicit heatbath and the correct heatbath. In the system coupled with the correct heatbath, the total kinetic energy
should be fluctuated according to the temperature of the heatbath. As long as we use Eq. (2), the total kinetic energy
is not fluctuated in our system. However, the temperature of the system is constant during the simulation by using Eq.
(2), and the local kinetic energy in such a scale of a collision cell is fluctuated by time evolution. Furthermore, the
ratio of the fluctuation energy to the total energy should be proportional to O(1/
√
N ) in the correct canonical system.
Thus, we can neglect the fluctuation in a macroscopic scale as long as we will not study the fluctuation of energy of
the system. It is important for our system that the temperature of the system should be kept constant.
Next, we consider the detailed balance condition between state A and state B as follows:
WABe−βHA = WBAe−βHB , (14)
where H is the Hamiltonian of the system. Thus,
WAB
WBA
= e−β(HB−HA). (15)
Assuming that state A is close to state B, we can expand HB in a Taylor series of time derivatives at state A. By taking
into account the derivatives up to the first order, (15) is rewritten as
WAB
WBA
∼ e−β dΦdt δte−β dKdt δt (16)
= e
β
∑
i
vi ·Fi δt
e
−β
(
dK
dt + dQdt
)
δt
(17)
= e
β
∑
i
vi ·Fi δt
. (18)
Here, we used (13) to derive (17), and the isothermal condition dKdt + dQdt = 0 to derive the last equation. Finally, we
define a color potential:
1Ucolor := −δt
∑
i
vi · Fi . (19)
Thus, the normalized transition probability density is
PAB = 1Z e
−β1Ucolor; (20)
Z =
∫
e−β1Ucolord3p1 · · · d3pndq1 · · · d3qn . (21)
Here, n indicates the number of SRD particles in the collision cell. From the computational view point, we adopt the
following probability density in place of using (20):
PAB = e−β(1Ucolor−1Ucolor({p1,...,pn ,q1,...,qn})). (22)
Eq. (22) can be derived as follows. First, we expand 1Ucolor in a Taylor series around the set of MIN :=
{p1, . . . ,pn,q1, . . . ,qn} which gives the minimum of 1Ucolor. The first order term vanishes since the Taylor series
has been evaluated at the minimum of the potential. Taking into account the zeroth and the second order term of the
Taylor series, we can approximate Z by
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Z ∼ e−β1Ucolor({p1,...,pn ,q1,...,qn})
(
2pi
β
)n n∏
i=1
ξi ; (23)
ξi =

√√√√ ∂21U
∂p2i
∣∣∣∣∣
MIN
√√√√ ∂21U
∂q2i
∣∣∣∣∣
MIN
−1 . (24)
The term (
√
2pi/β)n
∏
i ξi of each collision cell can take any value over time, however its value during each collision
step is constant. Thus, we normalize this coefficient yielding Eq. (22) and choose a sample at random from the interval
of [0, 1] to evaluate Eq. (22), as follows.
(1) Calculate the minimum energy in the cell.
(2) Randomly choose a rotation axis nR .
(3) Randomly choose an angle θR from the interval of [0, 2pi ].
(4) Calculate a candidate state by using Eq. (2) with nR and θR .
(5) Calculate the value of PAB of the candidate state by using Eq. (20).
(6) Generate a random value ζ from [0, 1].
(7) Compare ζ with PAB . If ζ ≤ PAB , the candidate state is accepted as the post collision state in the cell. If ζ > PAB ,
go to (2) in this list and iterate the loop to satisfy ζ ≤ PAB .
We attempted to determine a post collision state by using the mentioned random sampling just outlined. However, the
iteration loop from the initial state (which is described in Section 3.1) to the state at the subsequent time step did not
terminate even though we ran the program for one day. Since this algorithm requires huge computational time, we
suggest a simplified algorithm to do the random sampling as follows.
(1) Calculate both the axis n0 and the angle θ0 which give the minimum energy in the cell.
(2) Fix a rotation axis to n0.
(3) Randomly choose an angle θR from the interval of [0, 2pi ].
(4) Calculate a candidate state by using Eq. (2) with n0 and θR .
(5) Calculate the value of PAB of the candidate state by using Eq. (20).
(6) Generate a random value ζ from [0, 1].
(7) Compare ζ with PAB . If ζ ≤ PAB , the candidate state is accepted as the post collision state in the cell. If ζ > PAB ,
go to (2) in this list and iterate the loop to satisfy ζ ≤ PAB .
In this algorithm, we sample a post state only from candidates on the plane defined by the axis n0. The calculation time
is reduced by using this second algorithm. However, detailed balance might not be satisfied because the post collision
state is sampled from a limited set of candidates. Thus, our algorithmmight give an equilibrium state different from the
correct one. More discussion is needed, but we will take advantage of the second algorithm to reduce the computational
costs in this paper.
Since SRD collision is done in the unit cell box, we approximate the forces exerted on particles as a force exerted
on the center of the cell. This is the zeroth moment approximation of the forces. Furthermore, we replace this force
with a mean field force which would be defined by lattice cell level interactions. The formula is derived as follows.
First, we multiply both sides of Eq. (19) by
∑
c δcci :
1Ucolor
∑
c
δcci = −δt
∑
i
vi · Fi
∑
c
δcci . (25)
Here, c indicates the color, ci indicates the color of particle i , and δcci is the Kronecker delta function. Each particle
has only one color so that
∑
c δcci = 1. The left-hand side of Eq. (25) is
1Ucolor
∑
c
δcci = 1Ucolor. (26)
Next, we change the order of sum of the right-hand side of Eq. (25), so that
−δt
∑
i
vi · Fi
∑
c
δcci = −δt
∑
c
∑
i
vi · Fiδcci . (27)
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We then define the mean force exerted on particles of color c in the collision cell as
Fc =
∑
i
Fiδcci∑
i
δcci
, (28)
and we rewrite the right-hand side (RHS) of Eq. (27) as follows.
(RHS) = −δt
∑
c
∑
i
vi · (Fc +1Fi )δcci (29)
= −δt
∑
c
∑
i
(V+1vi ) · (Fc +1Fi )δcci (30)
= −δt
∑
c
∑
i
(V · Fc +1vi · Fc + V ·1Fi +1vi ·1Fi )δcci , (31)
where 1Fi = Fi − Fc and 1vi = vi − V. From here, we evaluate the order of each term in Eq. (31). Since Fc
is defined by Eq. (28), it can be regarded as the force exerted on the center of the collision cell. Thus, 1Fi can be
basically calculated by a multi-pole expansion from the center of the collision cell to the position of particle i :
1Fi = ∂F
∂r
∣∣∣∣
center
δri + O(δr2i ). (32)
Here, δri indicates the relative position vector of particle i to the center of the cell. On the other hand, vδt ∼ δr . Thus,
1vi ·1Fi is of O(δr2) and the rest of the terms in Eq. (31) are of O(δr). Since we employ SRD collision in each cell,
δr is always less than
√
3/2. Furthermore, about 50% of the particles of the cell are within a sphere of radius 1/2.
Thus, we neglect the higher order term in Eq. (31), giving
(RHS) ∼ −δt
∑
c
∑
i
(V · Fci +1vi · Fci + V ·1Fi )δcci (33)
= −δt
∑
c
∑
i
(V · Fci +1vi · Fci )δcci (34)
= −δt
{∑
c
NcV · Fc +
∑
c
qc · Fc
}
. (35)
To derive Eq. (34) from Eq. (33), we use
∑
i 1Fiδcci = 0 which comes from the definition in Eq. (28). Fc indicates
the color flux of color c and Nc indicates the number of particles of color c as defined below:
qc =
∑
i
1viδcci ; (36)
Nc =
∑
i
δcci . (37)
Substituting (2) into (35), one finds that 1Ucolor depends on both the rotation angle α and the rotation axis rˆ through
1Ucolor = −δt
∑
c
NcV · Fc − δt
∑
c
(qc cosα + rˆqc · rˆ(1− cosα)+ rˆ× qc sinα) · Fc. (38)
The minimum of 1Ucolor is given by the set {α, θ, φ} which satisfies the following:
δu = ∂1Ucolor
∂θ
δθ + 1
sin θ
∂1Ucolor
∂φ
δφ + ∂1Ucolor
∂α
δα (39)
= 0. (40)
However, it is difficult to derive the set {α, θ, φ} by solving (39) directly. We shall choose another strategy. The last
three terms in (38) are rewritten as
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Fig. 2. The color method is employed in the collision step between SRD particles and MD atoms, at which the rotation matrix is sampled to
reproduce the transition probability (22).∑
c
(qc‖ + qc⊥ cosα + rˆ× qc sinα) · Fc, (41)
where ‖ indicates the component of a vector parallel to the rotation axis, and ⊥ is the perpendicular part. Once we
have chosen a rotation axis rˆ, we can derive the optimal rotation angle for the minimum energy from
tanα =
∑
c
(rˆ× qc) · Fc∑
c
qc⊥ · Fc
. (42)
The parallel part in (41) does not affect the calculation of the optimal rotation angle after we have chosen the axis.
Thus, we seek a rotation axis which minimizes the last term in (41).
To determine the angle φ of the rotation axis, we have
1
sin θ
∂
∂φ
∑
c
(rˆ× qc) · Fc (43)
= sinφ
∑
c
yˆ · (Fc × qc)− cosφ
∑
c
xˆ · (Fc × qc) (44)
= 0, (45)
and
tanφ =
∑
c
yˆ · (Fc × qc)∑
c
xˆ · (Fc × qc)
. (46)
The angle θ of the rotation axis is determined in a similar way:
∂
∂θ
∑
c
(rˆ× qc) · Fc (47)
= zˆ · (Fc × qc) sin θ − {xˆ · (Fc × qc) cosφ + yˆ · (Fc × qc) sinφ} cos θ (48)
= 0 (49)
giving
tan θ = xˆ · (Fc × qc) cosφ + yˆ · (Fc × qc) sinφ
zˆ · (Fc × qc)
. (50)
To obtain {α, θ, φ}, φ is firstly calculated from (46), and then θ is calculated by substituting this value of φ into (50).
Finally, α is obtained from (42). The corresponding 2D model [2] is obtained if we assume that all the SRD particles
reside in the xy plane. We have verified the color method by an analysis of fluctuating interfaces, and the results show
good agreement with that of thermodynamic theory [8]. To summarize this section, the algorithm of our model is
shown in Fig. 2.
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2.4. Time scale and length scale
As an example for an amphiphilic molecule, we discuss a lipid molecule having a molecular weight of 700. The
length of the lipid molecule is typically 2.3 nm. The length scale of SRD is defined in the following way. If the lipid
molecule is coarsened into 1.78 cell of SRD, the length of the cell corresponds to 1.29 nm. As a result, the mass
density of water in the unit cell is Mw = 2.09 × 10−24 kg/unit cell. Since the lipid molecule is represented by four
particles as shown in Fig. 1, the mass of the particle is m p = 2.91× 10−25 kg. If we choose that the mass of the SRD
particle is equal to m p, the number density ns of SRD particles is 7.42.
To define the time scale of SRD, we first adjust the ratio of the diffusion of lipid to the diffusion of water in the
simulation to be of that in a real system:
D∗l
D∗w
= Dl
Dw
. (51)
Here, Dl and Dw indicate the diffusion coefficients of the lipid and water in a real system, respectively. The asterisk
∗ refers to the quantity in our simulation. We then introduce the following time scales:
τw = a
2
Dw
; (52)
τl = l
2
Dl
, (53)
where a indicates the length of the unit cell and l indicates the length of the lipid. Finally, we can define the time scale
of 1 SRD time step by
τ ∗w
τ ∗l
= τw
τl
, (54)
from which τ ∗w = 194 ps when we set the rotation angle of the bulk phase to be α = pi/4 which is determined
by the ratio (51). Here, we use an analytical expression of the diffusion coefficient of SRD particles to estimate D∗w
[9]. On the other hand, we estimate the diffusion coefficient of the lipid molecule in the model by using the Einstein
relation
D∗l =
kBT
ξ∗l
, (55)
where ξ∗l indicates the friction coefficient of the center of mass of the single lipid molecule dispersed in the SRD
solvent. We have derived an analytical expression of ξ∗l with the assumption of a single short chain [10] in which
hydrodynamic correlations can be neglected. Here, we just show the analytical form of ξ∗l :
ξ∗l =
2
3
(1− cosα)Mc
δt
∑
L
Pl(NL)
∑
n
e−n¯ n¯n
n!
mn
MN (L) + mn
, (56)
where Mc indicates the total mass of the single lipid molecule, P(NL) indicates the probability for the number of
atoms residing in the unit cell when the length of the lipid molecule is elongated/shrunk to L , M indicates the mass
of the atom which constructs the lipid molecule, m indicates the mass of the SRD particle, n indicates the number of
SRD particles in the cell, and ·¯ indicates the mean value of ·. Fig. 3 shows the comparison between Eq. (56) and our
simulation results. Our analytical expression of the friction coefficient agrees with our simulation results except in the
case of a large number of the constituents. In this case, correlations due to the hydrodynamic interactions between
atoms cannot be ignored. Thus, Eq. (56) deviates slightly from the simulation result in the case of a large number
of the constituents. A larger number of constituents obviously break our assumption of the short chain. However, we
use only four atoms for our lipid molecule model where the analytical expression is in agreement with simulation
results.
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Fig. 3. Comparison between Eq. (56) (line) and simulation results (points): the mean number of SRD particles is set to 5. Nc indicates the number
of constituents of the lipid molecule. The ordinate axis indicates the friction coefficient, the abscissa axis indicates the rotation angle used in the
SRD collision.
Table 1
Interaction parameters of the MD part of the simulation
Parameter Measured in [1/β]
HH 0.50
HT 2.00
TT 0.50
3. Simulation
3.1. Model parameters
Since we employ SRD for the solvent dynamics, there is no hydrogen bonding between water molecules in our
simulations. Thus, we must select a measure of the potential energy in which water molecules apparently perform
Brownian motion without hydrogen bonds. We shall set the potential energy of the water–water interaction to be the
origin of the measure of the potential energy. As a result, all interactions should be repulsive in SRD because the
water–water interaction has usually the lowest potential energy in real aqueous solutions. Here, we set the interaction
parameters in the MD part to be repulsive as shown in Table 1.
To calculate the color potential (35), we define Fc(X) at the lattice point X as
Fc(X) = −
∑
J
∑
i
κcci δ(X+eJ )[xi ]eJ . (57)
Here, J is the index of nearest-neighbor lattice points, eJ indicates the integer vector to the nearest-neighbor lattice
point, and κcci is a color interaction parameter between color c and the color of particle i . Eq. (57) is the central-
difference derivative approximation of − ∂φc
∂x , in which φc is
φc(X+ eJ ) =
∑
j
δcc j δX[x j ]
∑
i
κcci δ(X+eJ )[xi ]∑
j
δcc j δX[x j ]
(58)
=
∑
i
κcci δ(X+eJ )[xi ]. (59)
To be exact, we should divide the right-hand side of Eq. (57) by 2 to do the central-difference derivative approximation.
However, we absorb 2 into κcci for simplicity. The numerator of the right-hand side in Eq. (58) is introduced as a
contact energy between one cell and its neighbor cell. Since SRD collision is done at the cell level, we adopt the
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Table 2
Interaction parameters of the color method
Parameter Measured in [1/(βn2/3s )]
κWT2 100/3
κWT3 100/3
κHT2 100/3
κHT3 100/3
Otherwise 0.0
Fig. 4. PDF for water, H,T1 and T2 + T3 obtained by using our model, in which the PDF is averaged for 20 ns after the equilibration of 1.5 µs.
27× 27× 2 molecules are set in a 25.82 × 45.2 nm simulation box with fully periodic boundary conditions.
cell–cell interaction energy for the color interaction borrowed from the enthalpy term in the regular solution theories
of Bragg–Williams and Flory–Huggins in which the enthalpy term is expressed as the product of the mole fraction of
substances and its interaction parameter [13]. Eq. (59) is regarded as the mean contact energy derived from the contact
energy divided by the number of particles of color c which reside in the cell X.
The color parameter used in this paper is shown in Table 2. These parameters have been determined by “trial and
error” to reproduce both a bilayer and a vesicle with the following strategy of handling the parameters. The potential
energy of the water–water interaction of the color is again set to zero. Hydrophilic interactions such as H–H and
H–W are also set to zero because we have excluded hydrogen bonds by using SRD collision. These cause an apparent
repulsive force between water and tails. Though we have set intermolecular potentials in the MD part, the interaction
between atoms at the SRD level should also be defined for the following reason: if we set no interaction between
heads and tails, then we should regard this interaction as being in the SRD part as they can participate in hydrogen
bonding networks. Since this is not true, we should impose an apparent repulsive H–T interaction at the SRD level.
The other parameters are set as follows. The time step of the MD part is set to 0.01τ ∗w. The spring constant is K =
72.25/(σ 2b β), and the equilibrium bond length is σb = 0.425 cell while the diameter of the atom is σ = 0.50 cell. The
temperature of the system is 1/β = 0.3, the number density of SRD particles is ns = 8.0 instead of 7.42 for simplicity,
the SRD collision interval 1t = 0.1τ ∗w, and the collision angle α of the bulk phase is set to pi/4 to satisfy (51).
3.2. Results
First, we simulate a planar bilayer to investigate the probability distribution function (PDF) for different segments.
Our results, shown in Fig. 4, qualitatively agree with the experimentally-determined shape of the PDF at the lipid
bilayer reported elsewhere [11]. Next, we simulate vesicle formation. The initial condition of the simulation is set
to be a bilayer of the size of 30 × 30 × 2 molecules and the system box is 453 nm3. Results of this simulation are
shown in Fig. 5. The calculation time is found to be only 4 h, by using a single Opteron 2 Ghz CPU. The calculation
time of SRD part depends on O(N ) due to Eq. (2). Here N is the number of water molecules. On the other hand,
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Fig. 5. The sealing process of the vesicle. Snapshots taken from a cross-sectional view (top) and a bird’s eye (bottom) are shown.
the calculation time of MD and DPD depends on O(N 2). Thus, if simulations are achieved in a larger system, the
advantage on the calculation time will be pronounced.
3.3. Discussion
Fig. 5 shows snapshots of the vesicle formation from the planar bilayer. Shown clearly is that the membrane first
deforms to the shape of a “U”, before the two edges contact each other, and finally the membrane is circularly closed.
This sealing process is similar to that obtained by DPD [4] and MD [5] simulations.
To close this section, we should point out the difference between our model and the Sakai model [14], which is
similar to our own. They have applied an immiscible real-coded lattice gas (IMRLG) [15] to model ternary amphiphilic
fluids, with surfactants modeled by an order parameter of color. Thus, the excluded volume of the surfactant is zero
in their model, that is, surfactants can easily overlap each other at a lattice point. As a result, the bending rigidity of a
bilayer cannot be reproduced by their model whereas the use of a Lennard–Jones potential in our model should enable
us to find the bending rigidity. Furthermore, as discussed in Section 2.3, Boltzmann sampling of the color potential is
required in SRD, and it should also be implemented in IMRLG to take into account the finite temperature but IMRLG
does not adopt Boltzmann sampling. We see this as a further advantage of our model over that of Sakai.
4. Concluding remarks
We developed an stochastic rotation dynamics model of amphiphilic molecules to simulate the dynamics of vesicles
in fluids. We constructed a 3D color method which bridges stochastic rotation dynamics and molecular dynamics. Our
simulation results of both the probability distribution function for segments and the sealing process qualitatively agree
with that obtained in previous studies involving molecular dynamics and dissipative particle dynamics simulations.
However, our simulation done here is very limited to a few examples. We have not clarified how each approximation
makes errors yet. We should achieve further simulations from the grand scope to test our model.
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