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ALGEBRAIC INTEGRABILITY OF THE CLASSICAL
XXZ SPIN CHAIN WITH REFLECTING BOUNDARY
CONDITIONS.
GUS SCHRADER
Abstract. In this paper we analyze the classical XXZ spin chain
with reflecting boundaries. We exhibit a system of log-canonical
coordinates on the phase space generalizing Sklyanin’s separation
of variables for the periodic XXZ chain, and use these coordinates
to construct action-angle variables for the system. We also inte-
grate the flows of the reflection Hamiltonians explicitly in terms of
Riemann theta functions. Central to our analysis is the algebraic
integrability of the model.
1. Introduction.
A family of integrable reflecting boundary conditions for the quan-
tum XXZ spin chain was introduced by Sklyanin in [Sk1]. In our recent
work [Sc], we studied the Poisson geometry of the classical analogues of
the quantum integrable systems constructed by Sklyanin. We showed
that such systems fit into a general framework of integrable systems
on Poisson symmetric spaces G/K, where (G, r) is a quasitriangular
Poisson-Lie group and the subgroup K is the fixed point set of a so-
lution σ of the classical reflection equation. In this construction, the
Hamiltonians of the classical XXZ chain with reflecting boundaries arise
as elements of a certain Poisson commutative subalgebra of (twisted)
bi-invariant functions on the loop group LSL2.
The goal of the present paper is to analyze the particular example
of the classical XXZ spin chain with reflecting boundaries in greater
detail. As noted in [Sk2], there are three fundamental problems in the
analysis of integrable Hamiltonian systems. They are:
• Separation of variables on the system’s phase space
• Integration of the system’s equations of motion
• Construction of the system’s action-angle variables
In this work we address all three problems. Crucial to our analysis is
the so-called algebraic integrability of the system: the tori on which the
flows of the reflection Hamiltonians are linearized are in fact abelian
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varieties, arising as Jacobians of the spectral curves of the reflection
monodromy matrix.
The plan of the paper is as follows. In section two, we introduce
the phase space of the model, and recall how to construct the Poisson
commutative subalgebra of reflection Hamiltonians using the reflection
monodromy matrix. We also write down the equations of motion gen-
erated by reflection Hamiltonians, which are shown to take the Lax
form.
In the third section, we study the various spectral curves associated
to the model, the holomorphic differentials on them, and the morphisms
between them.
In the section four, we write down a system of log-canonical coordi-
nates on the phase space generalizing Sklyanin’s separation of variables
for the periodic XXZ chain. In the fifth section, we use these coordi-
nates and the Hamilton-Jacobi method to integrate flow of the reflec-
tion Hamiltonians by quadratures. This construction also reveals the
algebraic integrability of the system. Section six contains the construc-
tion of the complex action-angle variables. Finally, in section seven we
exploit the geometric description of the reflection flows to write formu-
las for the time evolution of the reflection monodromy matrix in terms
of Riemann theta functions.
2. The integrable system.
In this section we recall the construction of the classical XXZ spin
chain with reflecting boundaries, as described in [Sc] and references
therein. To each site of the chain, we associate a copy of the SL∗2, the
Poisson Lie group dual to SL2 with its standard Poisson-Lie structure.
Explicitly, C[SL∗2] = C[e, f, k
±1], with the Poisson bracket given by
{k, e} = ke
{k, f} = −kf(2.1)
{e, f} = 2(k2 − k−2)
The function ω = k2+k−2+ef is a Casimir element of the Poisson alge-
bra C[SL∗2], and its generic level set Σt = {ω = t} is a two-dimensional
symplectic leaf in the Poisson manifold SL∗2.
It is convenient to gather the generators e, f, k into the 2× 2 matrix
Laurent polynomial
L(z) =
(
zk − z−1k−1 e
f zk−1 − z−1k
)
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The Poisson brackets (2.1) can be recast in terms of L(z) with the help
of the classical trigonometric r-matrix
r(z1/z2) =
1
2(z21 − z
2
2)

z21 + z
2
2 0 0 0
0 −(z21 + z
2
2) 4z1z2 0
0 4z1z2 −(z
2
1 + z
2
2) 0
0 0 0 z21 + z
2
2

(2.2)
We then have
{L1(z1), L2(z2)} = [r12(z1/z2), L1(z1)L2(z2)](2.3)
The C[SL∗2]⊗C[z, z
−1]-valued matrix L(z) also satisfies
detL(z) = z2 + z−2 − ω(2.4)
as well as the identities
L(z)L(z−1) = − detL(z)Id(2.5)
L(z−1)t = −σ2L(z)σ
−1
2(2.6)
L(−z) = −σ3L(z)σ
−1
3(2.7)
where
σ2 =
(
0 −1
1 0
)
, σ3 =
(
1 0
0 −1
)
are the Pauli matrices.
The phase space of the N -site spin chain is the 2N -dimensional sym-
plectic manifold
M2N = Σt1 × · · · × ΣtN
To write down the Hamiltonians of the integrable spin chain, we first
fix the data of a diagonal solution of the reflection equation
K(z) =
(
ξz − z−1ξ−1 0
0 ξz−1 − zξ−1
)
together with an N -tuple of non-zero complex numbers a1, . . . , aN . We
may then form the reflection monodromy matrix
T (z) =
(
1
z − z−1
)
L1(a1z) · · ·LN (aNz)K(z)LN (z/a1) · · ·L1(z/aN )
(2.8)
=:
(
A(z) B(z)
C(z) D(z)
)
(2.9)
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From the symmetries (2.5) of L(z), it follows that T (z) satisfies
T (−z) = σ3T (z)σ
−1
3(2.10)
T (z−1)t = −σ2T (z)σ
−1
2(2.11)
From the formula (2.3), one finds that matrix elements of T (z) have
the Poisson brackets
{T1(z1)⊗ T2(z2)} = [r12(z1/z2), T1(z1)T2(z2)]
+ T1(z1)r12(z1z2)T2(z2)− T2(z2)r12(z1z2)T1(z1)(2.12)
Later, we will need the following explicit formulae for the Poisson brack-
ets of matrix elements of T (z):
{A(z1), A(z2)} =
2
z1z2 − z
−1
1 z
−1
2
(
B(z1)C(z2)− C(z1)B(z2)
)(2.13)
{C(z1), A(z2)} =
2z1
(z22 − z
2
1)(z
2
1z
2
2 − 1)
(
z1z
4
2C(z1)A(z2)− z
2
1z
3
2A(z1)C(z2)−
(2.14)
z21z2D(z1)C(z2) + z
3
2D(z1)C(z2)− z1C(z1)A(z2) + z2A(z1)C(z2)
)
Note that unlike in the periodic case, the functions A(z) do not form
a Poisson commutative family.
The reflection transfer matrix is the Laurent polynomial t(z) defined
by
t(z) =
1
2
tr T (z)
Proposition 1. ([Sk1],[Sc]) The reflection transfer matrix satisfies
{t(z1), t(z2)} = 0
and thus its coefficients generate a Poisson commutative subalgebra in
C[MN ].
Let us describe some properties of the transfer matrix. Firstly, by
the symmetries (2.5) of T (z), we have
t(−z) = t(z), t(z−1) = −t(z)
The transfer matrix t(z) therefore a function of the variable w = z2,
which admits an expansion
t(z) =
1
2
(
w + 1
w − 1
)(
PN
(
wN + w−N
2
)
+ PN−1
(
wN−1 + w1−N
2
)
+ · · ·+ P0
)(2.15)
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Note also that
t(z) =
A(z)− A(z−1)
2
with the function A(z) taking the form
A(z) =
Pz2N+1 + · · · − P−1z−2N−1
z − z−1
where the leading coefficient
P = ξ−
N∏
j=1
k2j
is proportional to the deformed total σz-component of spin. The lead-
ing coefficient of the transfer matrix is
PN
2
= ξ−
N∏
j=1
(kj)
2 − ξ−1−
N∏
j=1
(kj)
−2
= P − P−1
The following lemma, giving a linear relation between the reflection
Hamiltonians, is a simple consequence of formulas (2.4) and (2.5).
Lemma 1. The reflection transfer matrix t(z) satisfies
lim
z→1
(z − z−1)t(z) =
N∑
j=0
Pj =
(
ξ− − ξ
−1
−
) N∏
k=1
(ωk − a
2
k − a
−2
k )
We also have the following proposition, which shows that the func-
tions (P1, . . . , PN) form a set of N functionally independent Hamilto-
nians.
Proposition 2. For generic values of the constants ξ, ωi, ai, the reflec-
tion Hamiltonians P1, . . . , PN are functionally independent.
Proof. Since the functional independence is an open condition, it suf-
fices to consider the case ξ = ai ≡ 1. We will prove the stronger
statement that the P1, . . . , PN remain independent when restricted to
the N -dimensional subvariety of phase space cut out by {fj = 0|j =
1, . . . , N}. On this locus, the local Lax operators become upper trian-
gular, so the reflection monodromy matrix becomes
t(z) =
(
z + z−1
z − z−1
)( N∏
j=1
(zkj − z
−1k−1j )
2 +
N∏
j=1
(zk−1j − z
−1kj)
2
)
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Note that the reflection Hamiltonians Pj are functions of the variables
k˜j = k
2
j : explicitly, for 1 ≤ j ≤ N , we have
Pj =
∑
ri∈{0,±1},r1+···+rk=j
( N∏
i=1
(−2)δri,0(k˜rii + k˜
−ri
i )
)
To verify their algebraic independence, it suffices to check that the
Jacobian J(k˜) = det
[
∂Pi
∂
k˜j
]
is not identically zero. Indeed, by count-
ing degrees one sees that the Laurent monomial kN−11 k
N−2
2 · · · kN−1 can
only be obtained from the diagonal term in the expansion of the deter-
minant J(k˜), where it appears with coefficient (−2)N(N+1)/2.

This proposition shows that the classical XXZ spin chain with re-
flecting boundary conditions is an integrable system. Note that the
reflection Hamiltonians can be written
Pk = 2
2−δk,0Resz=0
(
z − z−1
z + z−1
)
z−2k−1t(z)dz
Let us now write down the equations of motion generated by the Pk.
For this we need to introduce some notations. Given any Laurent
polynomial
f(z) =
∑
n∈Z
anz
n ∈ C[z, z−1]
we may uniquely decompose f as
f = fσ + f+
where fσ satisfies f
σ(z) = fσ(z−1) and f+ ∈ zC[z]. Let us also intro-
duce the matrices
Mσk (z) = 2
2−δk,0
((
z − z−1
z + z−1
)
z−2kT (z)
)σ
M+k (z) = 2
1−δk,0
((
z − z−1
z + z−1
)
z−2kT (z)
)+
Taking the trace over the first space in equation (2.12), we find that
the equations of motion take the following Lax form:
∂
∂tk
T (z) := {T (z), Pk} = [T (z),M
σ
k (z)](2.16)
=
[
M+k (z), T (z)
]
(2.17)
ALGEBRAIC INTEGRABILITY OF THE CLASSICAL XXZ SPIN CHAIN 7
We therefore obtain the following corollary, which opens the door to
studying the system using the algebro-geometric techniques explained
in [BB],[BBT],[H],[RSTS] and references therein.
Corollary 1. The spectrum of the reflection monodromy matrix T (z)
is preserved under the Hamiltonian flows of the reflection Hamilto-
nians. In particular, the coefficients of the characteristic polynomial
det (ζ − T (z)) are invariant under these flows.
3. Spectral curves.
Motivated by Corollary 1, we consider the invariant spectral curve
M : det (ζ − T (z)) = 0(3.1)
cut out of C × C∗ by the characteristic polynomial of the reflection
monodromy matrix T (z). More precisely, we shall work with the com-
pact Riemann surface obtained by adding four points at infinity, two
points over z = 0 and another two points over z =∞. In what follows,
we will use the notation M to refer to this compact Riemann surface.
Introducing
y = ζ − t(z)(3.2)
we have
y2 = t(z)2 − det T (z)
By (2.4), the coefficients of det T (z) are constant on a symplectic leaf,
so that all degrees of freedom for the moduli of M are in fact encoded
by the transfer matrix t(z) and its coefficients {Pj}.
Let us introduce the notations λ = z2 + z−2 and
Q(z) = t(z)2 − det T (z)
Lemma 2. We have Q(z) = Q2N (λ) where Q2N (λ) is a polynomial of
degree 2N in λ.
This fact has the following geometric meaning. Firstly, the curve M
is a 4-fold cover of a genus N − 1 hyperelliptic curve
Γ : y2 −Q2N (λ) = 0
and a 2-fold cover of the intermediate genus 2N − 1 spectral curve
Σ : y2 − Q˜(w) = 0
where w = z2 and Q(z) = Q˜(w) = Q2N (λ). The projection pi : Σ→ Γ
is given by λ = w + w−1. Note that Γ = Σ/τ , where τ : Σ→ Σ is the
involution τ(w, y) = (w−1, y).
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We now turn to the description of the holomorphic differentials on
the various spectral curves. The space H0(Σ, K) of holomorphic dif-
ferentials on Σ has dimension g(Σ) = 2N − 1. We may decompose
H0(Σ, K) into its ±1 eigenspaces V± with respect to the induced ac-
tion of the involution τ . Bases may be chosen as
V+ = span
{
ω+j =
(w − w−1)(wj + w−j)
yw
dw
∣∣∣∣ 0 ≤ j ≤ N − 2}
V− = span
{
ω−k =
(wk + w−k)
yw
dw
∣∣∣∣ 0 ≤ k ≤ N − 1}
The subspace V+ coincides with pi
∗H0(Γ, K), and its elements may be
regarded as holomorphic differentials on Γ. The following basis for V+
will prove well adapted to the description of the flows of our chosen
basis of reflection Hamiltonians Pj :
Ωj =
(
w + 1
w − 1
)
(wj + w−j − 2)
8yw
dw , 1 ≤ j ≤ N − 1
We will also need the following differential of the third kind
ΩN = −(P + P
−1)
(
w + 1
w − 1
)
(wN + w−N − 2)
2yw
dw
which has simple poles at the two points ∞± lying over λ =∞ and is
regular elsewhere. We shall label the points ∞± by
(λ−Ny)(∞±) = ±
(
P + P−1
2
)
Observe that ΩN is defined so as to have the normalization
Res∞+ΩN = 1 = −Res∞−ΩN
4. Separation of variables.
The next step in our analysis of the model is to find a system of
local Darboux coordinates on the symplectic manifoldMN . To do this,
we apply Sklyanin’s method of (classical) separation of variables, as
explained in [Sk2].
From the symmetries (2.5) of T (z), we have that
A(z−1) = −D(z), C(z−1) = C(z)(4.1)
C(−z) = −C(z), A(−z) = A(z)(4.2)
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In view of the symmetries of C(z), it is natural to consider
C˜(z) =
C(z)
z + z−1
which satisfies
C˜(z−1) = C˜(z), C˜(−z) = C˜(z)
and is therefore a function of λ. In fact, C˜(λ) is a polynomial of degree
N − 1, and following Sklyanin [Sk2], we may introduce coordinates
(λ1, . . . , λN−1, Q) as its zeros and asymptotic as λ→∞:
C˜(z) = Q
N−1∏
k=1
(λ− λk)(4.3)
Note that in order to obtain a well defined set of coordinates in this
fashion one must specify a locally consistent ordering of the roots λj.
However, the angle coordinates constructed in Section 5 will turn out
to be independent of this choice of ordering. Note also that the leading
coefficient Q is given by
Q =
N∑
j=1
fj
(
(kj/aj)
∏
i>j
k2i ξ− − (kj/aj)
−1
∏
i>j
k−2i ξ
−1
−
)
We also introduce the corresponding multi-valued w-coordinates
wj + w
−1
j = λj
Observe that since when C(z) vanishes the reflection monodromy ma-
trix becomes upper triangular, the points (w, ζ) = (wj, A(z
±1
j )) where
z2j = wj lie on the curve Σ, and the points (λ, ζ) = (λj, A(z
±1
j )) lie on
the curve Γ.
Let us fix a particular branch of the equation w + w−1 = λ to give
us a locally defined set of functions w1, . . . , wN−1. Again, the angle
coordinates we construct will be independent of this choice. We may
then introduce a further (N − 1) local coordinates
ζk = A(wk)(4.4)
In terms of the function y defined by (3.2), we have
yj := ζj − t(zj) =
A(zj)−D(zj)
2
which by (4.1) is independent of our choice of branch of w.
We now have the following proposition, which is proved by direct
calculation using formulae (2.13) for the Poisson brackets of reflection
monodromy matrix elements.
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Proposition 3. The coordinates (Q,w1, . . . , wN−1 ; P, ζ1, . . . , ζN−1)
are log-canonical: we have
{wk, ζj} = 2δj,kwjζk, {Q,P} = 2QP(4.5)
and the Poisson brackets of all other pairs of coordinates are zero.
To summarize, we obtain a system of log-canonical coordinates con-
sisting of the asymptotics Q,P of C˜(λ), A(z) respectively, together with
a degree (N −1) divisor (w, ζ) = (wk, ζk) on Σ which projects onto the
zero locus of the polynomial C˜(λ).
5. Linearization of flows and algebraic integrability.
In this section we explain how to construct affine coordinates on the
Liouville tori in MN cut out by the reflection Hamiltonians {Pj}, with
respect to which the Hamiltonian flows of the Pj correspond to linear
motion with constant velocity. To do this, we will use the Hamilton-
Jacobi method; for further details, see [A],[BBT],[H] and references
therein.
The first step is to use the log-canonical coordinates constructed in
the previous section to write down a local expression for a primitive α
for the symplectic form on MN . We find
α =
logP
2Q
dQ+
1
2
∑
k
log(ζk)
dwk
wk
(5.1)
We must now restrict α to the level sets of the reflection Hamiltonians
Pj and integrate in order to form the Hamilton-Jacobi action. The
final step consists of differentiating with respect to the invariants Pj
to obtain the canonically conjugate angle variables Fj. The action is
given by
S(Q, λ1, · · · , λN−1, P1, . . . , PN) =
(logP )(logQ)
2
+
1
2
N−1∑
k=1
∫ wk
w0
log(ζ)
dw
w
where the integral is understood as being taken on the spectral curve
Σ. We therefore find
Fj =
∂S
∂Pj
=

N−1∑
k=1
∫ λk
λ0
Ω+j 1 ≤ j ≤ N − 1
log(Q)
4(P + P−1)
−
1
4(P + P−1)
N−1∑
k=1
∫ λk
λ0
ΩN j = N
(5.2)
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where we may now regard the integrals as being taken on the genus
N − 1 curve Γ. The symplectic form being written as
ω =
N∑
k=1
dFk ∧ dPk
the time evolution under the reflection flows becomes linear in these
coordinates:
Fj(tk) = Fj(0) + tkδjk
Note that the coordinates F1, . . . , FN−1 coincide with the Abel map
applied to the degree g(Γ) = N − 1 divisor
D = p1 + · · ·+ pN−1
on Γ, where we write pj for the point (λ, y) = (λj , yj). Hence the
reflection flow is linearized on the Jac(Γ), the Jacobian variety of Γ,
which establishes the algebraic integrability of the system.
6. Action-angle variables.
In this section we explain how to construct complex action-angle
variables for the system. Let us choose a canonical basis
(A1, . . . , AN−1, B1, . . . , BN−1)
for H1(Γ0,Z), where Γ0 is some fixed spectral curve. By Gauss-Manin,
this choice of basis has a well defined propagation to a canonical ho-
mology basis for all nearby spectral curves Γ. We will also need to
introduce γ := AN , a contractible loop on Σ winding once around the
point ∞+.
In order to define the action-angle variables, we must choose a lifting
of A1, . . . , AN to homology classes A˜1, . . . , A˜N on the curve Σ
c obtained
by deleting slits between the branch points of the multi-valued function
log(ζ) on Σ. On the cut Riemann surface Σc, we have a well-defined
meromorphic differential
η = log(ζ)
dw
w
(6.1)
Then the action variables J1, . . . , JN are defined as the A-periods of
the differential η:
Jk =
∮
Ak
η, 1 ≤ k ≤ N(6.2)
A priori, this definition of the action variables depends on our choice of
lifting of the homology classes Ai. However, the following proposition
shows that this dependence is of a tame nature.
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Proposition 4. Let {Jk}, {J ′k} be two sets of coordinates defined by
formula (6.2) for two different choices of sets of lifts {A˜k}, {A˜
′
k} of the
homology classes {[Ak]} ⊂ H1(Γ,Z), having the same winding numbers
around∞+. Then each difference Jk−J ′k is a constant function on M ,
and the map
(P1, . . . , PN) 7−→ (J1, . . . , JN)(6.3)
is a change of coordinates.
Proof. Let us first show that (6.3) is a change of coordinates. For this,
note that
∂Ji
∂Pk
=
∮
Ai
Ωk(6.4)
Since the pairing between H0(Γ, K) and the span of the A-cycles is
perfect, and ΩN is the only differential of the Ωj with nonzero residue
at ∞+, it follows that the Jacobian matrix of (6.3) is of full rank,
which shows that (6.3) is a change of coordinates. Now to prove the
first assertion of proposition amounts to showing that
{Fk, (Ji − J
′
i)} =
∂
∂Pk
(Ji − J
′
i) = 0
for all j, k. But since the differentials Ω1, . . . ,ΩN−1 are well defined
meromorphic differentials on Γ, and by definition AN , A
′
N have the
same winding number around ∞+, we have
∂Ji
∂Pk
=
∮
Ai
Ωk =
∮
A′i
Ωk =
∂J ′i
∂Pk

Let us also note that , again up to a shift by an additive constant,
the action variable JN is given by JN = 2pii logP .
With these results in hand we can proceed to the construction of the
angle variables ωk as the coordinates canonically conjugate to the Jk
by the Hamilton-Jacobi method:
ωk =
∂S
∂Jk
(6.5)
Note that these coordinates are independent of our choices of repre-
sentative for the homology classes Ak, and the differentials dωk are τ -
invariant and thus descend to the curve Γ. Moreover, for 1 ≤ k ≤ N−1
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we have ∮
Ai
dωk =
∂
∂Jk
∮
Ai
dS
=
∂
∂Jk
∮
Ai
(∑
r
prdqr + FrdPr
)
=
∂
∂Jk
∮
Ai
α
= δik
which shows that the angle variables are indeed normalized correctly
with respect to the A-cycles of Γ, and that all A-periods of the differ-
ential dωN vanish. Note that if p ∈ {∞±}, and γp is a contractible loop
in Γ with winding number 1 around p, we also have∮
γp
dωk =
∂
∂Jk
∮
γp
dS
=
∂
∂Jk
∮
γp
η
= ±δkN
which shows that the differentials dω1, . . . , dωN−1 are holomorphic, and
that
Res∞+dωN = 1 = −Res∞−dωN .
7. Solutions in theta functions.
We will now apply the geometric description of the system given
in the previous sections to write explicit formulas for the flows of the
reflection Hamiltonians using Riemann theta functions.
Let (Ai, Bi) be the canonical homology basis and {dwj} be the nor-
malized abelian differentials constructed in the previous section. The
matrix of b-periods corresponding to this data is the (N −1)× (N −1)
symmetric matrix
Bjk =
∮
Bj
dωk, 1 ≤ j, j ≤ N − 1
This matrix gives the rise to the model
Jac(Γ) = CN−1/(ZN−1 + BZN−1)
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for the Jacobian of Γ. Expanding dωj =
∑
kNjkΩk where Njk ∈ C, we
define the normalized angle variables
F˜j =
∑
k
NjkFk, j = 1, . . . , N − 1
F˜N = 4(P + P
−1)
(
N∑
k=1
NjkFk
)
Note that NjN = 0 for j = 1, . . . , N − 1 and NNN = 1 so that we have
F˜N = logQ−
N−1∑
k=1
∫ λk
λ0
dωN
In these coordinates the time evolution takes the form
F˜i(tk) = F˜i(0) + tkNik, i = 1, . . . , N − 1(7.1)
F˜N (tk) = F˜N(0) + cktk(7.2)
where ck = 4(P + P
−1)NNk. If we define the normalized Abel map
with base point p0
Aj(p1 + . . .+ pN−1) =
N−1∑
k=1
∫ pk
p0
dωj(7.3)
we have
A(D(t)) = A(D(0)) + tkU
(k)
where the velocity vector U (k) is given by
U
(k)
j = Njk
and
F˜N (t) = F˜N(0) + cktk.
Let us now recall some background on theta functions. For a more
detailed discussion of this subject, see [BB] and references therein.
The Riemann theta function associated to the spectral curve Γ and its
matrix of b-periods B is the following holomorphic function on CN−1:
θ(z) =
∑
m∈ZN−1
e2pii(m,z)+pii(Bm,m)(7.4)
The theta function is automorphic with respect to the lattice of periods
of Γ: if n ∈ ZN−1, we have
θ(z + n) = θ(z)
θ(z + Bn) = exp (−2pii(n, z)− pii(Bn, n)) θ(z)(7.5)
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From these formulas, it follows that the divisor Θ of θ(z) is a well
defined analytic subset of the Jacobian Jac(Γ). Let us fix a so-called
odd non-singular point e ∈ Θ ⊂ CN−1 of the theta divisor. Then the
third kind differential Ω˜N can be expressed in terms of the odd theta
function θe(z) := θ(z + e) as
Ω˜N (p) = d log
(
θe(
∫ p
∞+
ω)
θe(
∫ p
∞−
ω)
)
where we use the shorthand notation∫ p
q
ω = A(p)−A(q)
Hence from our formula (7.2) for the time evolution of F˜N , we obtain
the following expression for the time evolution of the observable Q
under the Hamiltonian flow of the reflection Hamiltonian Pk:
Q(tk) = Q(0)e
cktk
N−1∏
j=1
θe(
∫∞+
pj(tk)
ω)θe(
∫∞−
pj(0)
ω)
θe(
∫∞+
pj(0)
ω)θe(
∫∞−
pj(tk)
ω)
(7.6)
However this formula is of limited practical value, in that it requires
knowledge of the points pk(t) for all times t, whereas all we know
explicitly is the (linear) time evolution of A(D(t)). We may remedy
this defect as follows. Let K denote the Riemann point for the based
Abel map (7.3). Consider two non-special effective degree g = N − 1
divisors
D = p1 + · · ·+ pg, D
′ = q1 + · · ·+ qg
and form the meromorphic function
m(p) =
g∏
j=1
θe(
∫ p
pj
ω)
θe(
∫ p
qj
ω)
·
θ(A(p)−A(D′)−K)
θ(A(p)−A(D)−K)
which must be constant since it has no poles. We therefore obtain, for
any point q on the curve,
g∏
j=1
θe(
∫ p
pj
ω)θe(
∫ q
qj
ω)
θe(
∫ p
qj
ω)θe(
∫ q
pj
ω)
=
θ(A(p)−A(D)−K)
θ(A(p)−A(D′)−K)
θ(A(q)−A(D′)−K)
θ(A(q)−A(D)−K)
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Applying this formula to in the case D = p1(t) + · · · + pg(t),D′ =
p1(0) + · · ·+ pg(0), p =∞+, q =∞−, we find
Q(tk) = Q(0)e
cktk
θ(A(∞+)−A(D(t))−K)
θ(A(∞+)−A(D(0))−K)
θ(A(∞−)−A(D(0))−K)
θ(A(∞−)−A(D(t))−K)
= Q(0)ecktk
θ(A(∞+)−A(D(0))− tkU (k) −K)θ(A(∞−)−A(D(0))−K)
θ(A(∞−)−A(D(0))− tkU (k) −K)θ(A(∞+)−A(D(0))−K)
which is an explicit formula for the time evolution of Q.
We now turn to the problem of reconstructing the full reflection
monodromy matrix. For this, we introduce the following meromorphic
function on Γ:
ρ =
Q(z + z−1)
P + P−1
·
y + h(λ)
C(z)
(7.7)
=
1
P + P−1
·
y + h(λ)
(λ+ 2)
∏N−1
k=1 (λ− λk)
(7.8)
where we write
h(λ) =
A(z)−D(z)
2
.
The relevance of the function ρ to our problem is that the vector
ψ =
(
1,
(P + P−1)
Q(z + z−1)
· ρ
)t
spans the eigenspace of T (z) corresponding to the given point on the
spectral curve. We have the following proposition characterizing the
function ρ.
Proposition 5. The meromorphic function ρ has exactly N poles, N−
1 of them at the divisor D, and one at the point q+ = (−2, h(−2)) lying
over λ = −2. In addition, ρ has a zero at ∞−. Its value at ∞+ is
ρ(∞+) = 1
Proof. The assertion about the pole at q+ follows from the identity
h2(−2) = Q2N (−2) =
(
ξ − ξ−1
4
) N∏
k=1
(ωk + a
2
k + a
−2
k )
2

By the Riemann-Roch theorem there is generically a unique such ρ,
which can be written as
ρ =
θe(
∫ p
∞−
ω)θ(A(p)−A(D)−K +W )
θe(
∫ p
q+
ω)θ(A(p)−A(D)−K)
·
θe(
∫∞+
q+
ω)θ(A(∞+)−A(D)−K)
θe(
∫∞+
∞−
ω)θ(A(∞+)−A(D)−K +W )
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where the vector W is defined as the vector of b-periods of the unique
normalized third kind differential Ω∞−,q+ with residue 1 at ∞− and
residue −1 at q+:
Wj =
∮
Bj
Ω∞−,q+
Hence the time evolution of ρ under the flow of the reflection Hamil-
tonian Pk is given by the explicit formula
ρ(p, tk) =
θe(
∫ p
∞−
ω)θ(A(p)−A(D(0))− tkU (k) −K +W )
θe(
∫ p
q+
ω)θ(A(p)−A(D(0))− tkU (k) −K)
·
θe(
∫∞+
q+
ω)θ(A(∞+)−A(D(0))− tkU
(k) −K)
θe(
∫∞+
∞−
ω)θ(A(∞+)−A(D(0))− tkU (k) −K +W )
From this we can reconstruct the eigenvector ψ(p) and therefore the
full reflection monodromy matrix T (z).
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