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１ はじめに
長記憶性を持つ時系列については水文学を初め，金融時系列にも多く
応用されている。特に，金融時系列における実証的な結果としては，
Ding et. al.（１９９３）によって指摘された通り，金融時系列のリターンそ
のままでは自己相関を計算すると相関がないように見えるのに対し，リ
ターンの絶対値および２乗の値の自己相関がラグを長くとるにつれて非
常にゆっくりと減少している。つまり，このことはリターンの絶対値お
よび２乗の値が長記憶性を持つことを示している。そしてリターンの２
乗とボラティリティは関係のある量であり，ボラティリティを高頻度
データから算出したものとして実現ボラティリティがある。日本の株価
リターンに対する実現ボラティリティの長記憶性を指摘しているものと
しては渡部（２００７）がある。また，長記憶性を持つ時系列についてサー
ベイしたものには，Beran（１９９４）, Robinson（２００３）, Doukhan et. al.
（２００３）, Teyssiere and Kirman（２００７）, Palma（２００７）がある。邦文文
献としては，矢島（２００３）がある。
１．１ 長記憶性と実数差分
長記憶性はHosking（１９８１）が示しているように，Fractional Differ-
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ence（実数差分）と関連がある。Fractional Differenceを使って表現さ
れる長記憶性をもつ典型的な時系列モデルとしては，ARFIMA（p，d，
q）モデルがある。ARFIMA（p，d，q）モデルはBox＝Jenkins法で用
いられるARIMA（p，d，q）の階差パラメータdを整数値以外にも拡張
したものである。本稿では，ARFIMA（p，d，q）モデルのパラメトリッ
クな推定法について西埜（２０１０）で取り上げた以外のカルマンフィルター
法，MA近似法，CSS（Conditional Sum of Squares）法を解説するこ
とを目的とする。
定常時系列｛yt，t＝１，２，．．．，｝は自己共分散関数をフーリエ変換
することにより以下のスペクトル密度関数を持つ。
f（λ）＝１
２π
∞
Σ
s＝－∞
eisλγ（s）． 
ただし，γ（s）＝Cov（yt，yt－s）は自己共分散関数である。長記憶性は以
下のようにスペクトル密度関数によって定義される。
f（λ）～Cλ－２d，λ→＋０ （０＜d＜１
２
）． 
次に，Fractional DifferenceをHosking（１９８１）に従って説明する。まず，
（１－L）dyt＝εt， －１／２＜d＜１／２， 
と書く。ただし，Lはラグ・オペレータであり，Lyt＝yt－１となる。また，
｛εt｝～WN（０，σ２）は平均０分散σ２のホワイトノイズ過程である。し
たがってMA表現を行えば，
yt＝（１－L）－dεt， 
である。さらに二項展開より
（１－L）－d＝
∞
Σ
j＝０
Γ（j＋d）
Γ（j＋１）Γ（d）L
j． 
である。ただし，Γ（x）＝∫
∞
０
zx－１e－zdzはガンマ関数である。
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Fractional Differenceを用いることによって，以下のARFIMA（p，d，
q）（autoregressive fractionally integrated moving average）モデルを
考えることができる。
φ（L）（１－L）dyt＝θ（L）εt，t＝１，２，．．．． 
ただし，｛εt｝はホワイトノイズプロセスWN（０，σ２）であり，φ（z）＝
０とθ（z）＝０の全ての根は単位円外にあるものとする。なお，０＜d＜
１
２
の時，｛yt｝は定常な長記憶過程である。ARFIMA（p，d，q）モデル
は以下のスペクトル密度を持つ。
f（λ）＝σ
２
２π
｜１－eiλ｜－２d
｜θ（eiλ）｜２
｜φ（eiλ）｜２
． 
ここで
f（λ）～σ
２
２π
｜θ（１）｜２
｜φ（１）｜２
λ－２d，λ→＋０． 
となり，原点でのスペクトルが発散するので，ARFIMA（p，d，q）モ
デルが長記憶性を持つことが分かる。ARFIMA（p，d，q）モデルの単
純な例として，以下のARFIMA（１，d，１）モデルをとりあげると
（１－φL）（１－L）dyt＝（１＋θL）εt， 	
を考えることができる。
１．２ ARFIMAモデルの推定法
ARFIMAモデルの推定には，正規分布を仮定した時間領域の厳密な
最尤法としてSowell（１９９２）によるものがある。しかしながら，本推定
法は計算にあたり難点がある。つまり，標本サイズが大きくなるにつれ
て，自己共分散行列の逆行列を計算することに多くの時間がかかってし
まうのである。
こうした難点を回避するために時間領域の尤度を近似する方法がいく
つか提案されている。良く使われているものとして偏自己相関を用いて，
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一定の長さをとったあとは近似式を使うHaslett and Raftery（１９８９）に
よるHaslett-Raftery法がある。この方法は統計ソフトＲのパッケージ
fracdiffにも使われているものである。その他に有力な方法として，AR
近似を使ったBeran（１９９５）による推定法がある。さらには，Robinson
（２００６）によるConditional Sum of Squares（CSS）法がある。この推定
法はAR（∞）に従うt期の値をt－１次で近似する方法である。
一方，MA表現を使ったものとしてChan and Palma（１９９８）がある。
この推定法は，MA表現したモデルに対して状態空間モデルへ当てはめ，
カルマン・フィルターのアルゴリズムを用いて推定する方法である。さ
らにChan and Palma（１９９８）ではMA表現したモデルを１階の階差を
とってから，有限次で打ち切ったモデルを用いた推定法も提案している。
この推定法を本稿ではMA近似法と呼ぶことにする。
さらには，周波数領域の観点からはWhittle推定を使うことができる。
Whittle推定量に関しては，すでにFox and Taqqu（１９８６），Dahlhaus
（１９８９）により長記憶性をもつ時系列においても，漸近的に良い性質を
持つことが確かめられている。他には，周波数領域のアプローチからd
だけを推定するセミパラメトリックな推定法が広く用いられている。例
えば，Geweke et al.（１９８３）によるGPH推定法およびRobinson（１９９５）
によるlocal Whittle推定法が代表的なものである。しかし，本稿ではセ
ミパラメトリックな推定法については扱わない。
すでに，西埜（２０１０）において，Sowell（１９９２）による厳密な最尤法，
Haslett-Raftery法，AR近似法，Whittle推定法については説明した。し
たがって，本稿ではカルマンフィルターによる方法，MA近似法，CSS
法について説明する。
なお，本稿は以下のように構成される。次節では，ARFIMAモデル
の推定法のうち，カルマン・フィルターとMA近似法，CSS推定法につ
いて説明する。３節では，ARFIMA（０，d，０）モデルとARFIMA
カルマン・フィルターとCSS法によるARFIMAモデルの推定
９６ （４７４）
（１，d，１）モデルに対してシミュレーションを行い，MA近似法の
打ち切り次数およびどの推定法がよいのかについて検討している。４節
では，本稿の結果についてまとめている。
２ 推定法
本節ではARFIMA（p，d，q）モデルの推定法について説明する。そ
の中でも，本節ではカルマン・フィルターによる方法，MA近似法，
CSS法について説明する。
２．１ カルマン・フィルター
Chan and Palma（１９９８）で提案されている，状態空間モデルを用い
たARFIMAモデルの推定法について説明する。この推定法は，AR-
FIMA（p，d，q）をMA（∞）に表現したものを無限次元の状態空間
モデルへ当てはめ，カルマン・フィルターを適用して，Exactな対数尤
度関数を計算する方法である。なお，無限次元の状態空間表現を用いる
ものの実際の計算にあたっては標本サイズTの状態ベクトルの計算だけ
で良いので，計算のステップとしては有限回で済むことになる。
推定に用いる状態空間モデルと推定に用いるアルゴリズムについては，
Brockwell and Davis（１９９１）に基づいたものになっている。次のAR-
FIMA（p，d，q）を考える。
φ（L）（１－L）dyt＝θ（L）εt，t＝１，２，．．．，T． 

このとき，εtは平均０，分散σ２εをもつGaussianホワイトノイズ過程で
ある。このARFIMA（p，d，q）のMA（∞）表現は次のようになる。
yt＝
∞
Σ
j＝０
 jεt－j，t＝１，２，．．．，T. 
ここで， jはMA（∞）の係数であり， ０＝１， （z）＝Σ∞j＝０ jz j＝φ（z）－１
θ（z）（１－z）－dである。このとき，次のような状態空間モデルを考え，
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カルマン・フィルターに基づいた推定を行うことになる。状態空間モデ
ルは次のようになる。
Xt＋１＝FXt＋Hvt＋１， 
yt＝GXt＋wt． 
このとき，XtはT×１ベクトル，ＦはT×T行列，ＨはT×１ベクトル，
Ｇは１×Tベクトルである。さらに，
Xt＋１＝


 １εt＋ ２εt－１＋…
 ２εt＋ ３εt－１＋…
 ３εt＋ ４εt－１＋…
…


，Ｆ＝


０１０
００１
０００１
… …


，Ｈ＝


 １
 ２
 ３
…


， 
vt＋１＝εt，Ｇ＝（１，０，．．．，０），wt＝εt 
である。また，E（vt）＝０，E（v２t）＝σ２ε，E（wt）＝０，E（w２t）＝σ２εである。
このとき，推定に用いる対数尤度関数l（θ）は，定数項部分を省略し
たとき，次のようになる。
l（θ）＝－１
２
log｜ΣT（θ）｜－
１
２
Y′TΣ－１T（θ）YT． 
ここで，YT＝（y１，．．．，yT）′，T×T行列である分散共分散行列ΣT（θ）
は，［ΣT（θ）］r,s＝１，．．．，T＝∫π－πfθ（ω）eiw（r－s）dωであり，パラメーターベクトル
θはθ＝（φ１，．．．，φp，θ１，．．．，θq，d，σε）′である。
このような対数尤度関数を推定するアルゴリズムがChan and Palma
（１９９８）で提案されている。そして，先ほど示した状態空間モデルを推
定するためアルゴリズムは以下のようになる。
～
状態ベクトルＸの一期先予測をXt＝E（Xt｜Xt－１）をT×１ベクトル，状
～
～態ベクトルの一期先予測の分散共分散行列をΩt＝V ar（Xt｜Xt－１）＝ω（t）ij を
～T×T行列，ytを観測値ytの予測値とする。標本サイズがTである時のア
ルゴリズムは，
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～ω（t＋１）ij ＝



ω（t）i＋１，j＋１＋ i j－
～ ～（ω（t）i＋１，１＋ i）（ω（t）j＋１，１＋ j）
～ω（t）１１＋１
，i，j＜－T－１，
～ i jω（t）１１
～ω（t）１１＋１
， i＝T or j＝T ;
～
～
X（t＋１）i ＝



X（t）i＋１＋
～
～（yt－X（t）１ ）（ω（t）i＋１，１＋ i）
～ω（t）１１＋１
，i＜－T－１，

～
（yt－X（t）１ ） i
～ω（t）１１＋１
， i＝T；
～
～ ～
yt＋１＝GXt＋１＝X（t＋１）１ ， 
～
～Δt＝ω（t）１１＋１ 
になる。
このアルゴリズムには初期値が必要になる。このときの初期値は次の
ようになる。
～
X１＝０， 
～ω（１）i,j ＝γ（｜i－j｜）， 
～
～Δ１＝ω（１）１１＋１． 
ただし，γ（｜i－j｜）はARFIMA（p，d，q）の自己共分散である。
～
このときの対数尤度関数 lTは次のようになる。
～ ～
lT＝－１２｛T log２π＋
T
Σ
t＝１
logΔt＋T logσ２ε＋
１
σ２ε
T
Σ
t＝１
～（yt－yt）２
～
Δt ｝． 
～
この対数尤度関数 lTを最大化するような（φ１，．．．，φp，θ１，．．．，θq，
d，σε）を求めればよい。
ここからは具体的なARFIMAモデルを考えていく。次のARFIMA
（０，d，０）を考える。
（１－L）dyt＝εt， 
yt＝（１－L）－dεt． 
ここで，二項展開より，
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（１－L）－d＝
∞
Σ
j＝０
ηjLj 
であり，
η０＝１， 
ηj＝
Γ（j＋d）
Γ（j＋１）Γ（d） 
となる。
ARFIMA（０，d，０）を先ほど示した状態空間モデルへ当てはめる
場合には，
 j＝ηj，j＝０，１，２，．．．，T 
とすればよい。ここで，実際に状態空間モデルへ当てはめると次のよう
になる。
Xt＋１＝


η１εt＋η２εt－１＋…
η２εt＋η３εt－１＋…
η３εt＋η４εt－１＋…
…


，Ｆ＝


０１０
００１
０００１
… …


，Ｈ＝


η１
η２
η３
…



vt＋１＝εt，Ｇ＝（１，０，．．．，０）, wt＝εt．  
また，初期値は次のようになる。
～
X１＝０， !
～ω（１）i,j ＝γ０（｜i－j｜）， "
～
～Δ１＝ω（１）１１＋１． #
ARFIMA（０，d，０）における自己共分散γ０（h）は，Palma（２００７）
より次のように与えられている。
γ０（h）＝σ２ε Γ（１－２d）Γ（１－d）Γ（d）
Γ（h＋d）
Γ（１＋h－d）． $
あとは，先ほど説明したアルゴリズムへこのモデルを当てはめて推定
すればよい。
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２．２ MA近似法
Chan and Palma（１９９８）では，ytではなく，ytへ１階の階差を取った
zt＝（１－L）ytを用いて推定する方法が提案されている。理由はytをその
まま推定に用いると長記憶性を持つ時系列の場合は非常に長い次数をと
る必要が出てきてしまうからである。具体的には，MA（∞）に従うzt
について，MAの次数をmで切ったものを先ほど説明した，カルマン・
フィルターのアルゴリズムを用いて推定するというものである。このよ
うに，ytへ１階の階差を取る理由は，ztからなるMA（∞）の係数ψjのほ
うが，ytからなるMA（∞）の係数 jよりも早く０へ収束するからであ
る。このことは，ztからなるMA（∞）を，ある値mで切断してMA（m）
で近似できることを示している。Chan and Palma（１９９８）ではmについ
て，m＝Tβとしたとき，β＞－１／２を満たしていれば，一致性および漸近
正規性が成り立っていることが示されている。
次のARFIMA（p，d，q）を考える。
yt＝
∞
Σ
j＝０
 jεt－j． %
このとき，ytへ１階の階差をとると次のようになる。
（１－L）yt＝（１－L）
∞
Σ
j＝０
 jεt－j， &
zt＝
∞
Σ
j＝０
 jεt－j－
∞
Σ
j＝０
 jεt－j－１
＝
∞
Σ
j＝０
 jεt－j－
∞
Σ
i＝１
 i－１εt－i
＝ ０εt＋
∞
Σ
j＝１
（ j－ j－１）εt－j
＝ψ０εt＋
∞
Σ
j＝１
ψjεt－j． '
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ここで，ψ０＝ ０＝１，ψj＝ j－ j－１である。
このとき，MA（∞）であるztをmで切断したMA（m）を状態空間モ
デルへ当てはめ，カルマン・フィルターのアルゴリズムを用いて推定す
る。MA（m）を状態空間モデルへ当てはめると次のようになる。
Xt＋１＝FXt＋Hvt＋１， (
zt＝GXt＋wt． )
このとき，Xtはm×１ベクトル，Ｆをm×m行列，Ｈをm×１ベクトル，
Ｇを１×mベクトルである。さらに，
Xt＋１＝


ψ１εt＋…＋ψmεt－m＋１
ψ２εt＋…＋ψmεt－m＋２
…
ψmεt－１


，Ｆ＝


０ Im－１
０ … ０


，Ｈ＝


ψ１
ψ２
…
ψm


，*
vt＋１＝εt，Ｇ＝（１，０，．．．，０），wt＝εt +
である。また，E（vt）＝０，E（v２t）＝σ２ε，E（wt）＝０，E（w２t）＝σ２εである。
～ ～
Xt＝E（Xt｜Xt－１）をm×１ベクトル，分散共分散行列Ωt＝V ar（Xt｜
～ ～Xt－１）＝ω（t）ij をm×m行列，ztを観測値ztの予測値としたとき，推定のため
のアルゴリズムは次のようになる。
～
ω（t＋１）ij ＝



ω（t）i＋１，j＋１＋ψiψj－
～ ～（ω（t）i＋１，１＋ψi）（ω
（t）
j＋１，１＋ψj）
～ω（t）１１＋１
，i,j＜－m－１，
,
～ψiψjω（t）１１
～ω（t）１１＋１
， i＝m or j＝m；
～
～
X（t＋１）i ＝



X（t）i＋１＋
～
～（zt－X（t）１ ）（ω（t）i＋１，１＋ψi）
～ω（t）１１＋１
，i＜－m－１，
-
～
（zt－X（t）１ ）ψi
～ω（t）１１＋１
， i＝m；
～
～ ～
zt＋１＝GXt＋１＝X（t＋１）１ ， .
～
～Δt＝ω（t）１１＋１． /
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初期値が必要になるが，初期値は次のように与えられている。
～
X１＝０， 0
～ω（１）i,j ＝
T
Σ
k＝０
ψi＋kψj＋k． 1
対数尤度関数は次のようになる。
～ ～
lT＝－１２［T log２π＋
T
Σ
t＝１
logΔt＋T logσ２ε＋
１
σ２ε
T
Σ
t＝１
～（zt－zt）２
～
Δt ］． 2
ここで，ARFIMA（１，d，１）を考える。
（１－φL）（１－L）dyt＝（１＋θL）εt，t＝１，２，．．．，T． 3
このとき，ARFIMA（１，d，１）をMA（∞）表現すると次のよう
になる。
yt＝（１＋θL）（１－φL）－１（１－L）－dεt
＝（１＋θL）｛
∞
Σ
k＝０
φkLk｝｛
∞
Σ
j＝０
ηjLj｝εt
＝｛
∞
Σ
k＝０
φkLk｝｛
∞
Σ
j＝０
ηjLj－
∞
Σ
j＝０
ηjLj＋１｝εt
＝［
∞
Σ
j＝０｛
j
Σ
k＝０
ηjφj－k｝Lk＋θ
∞
Σ
j＝０｛
j
Σ
k＝０
ηjφj－k｝Lk＋１］εt
＝［１＋
∞
Σ
j＝１｛
j
Σ
k＝０
ηjφj－k＋θ
j－１
Σ
k＝０
ηjφj－１－k｝Lk］εt． 4
これより，ARFIMA（１，d，１）をMA（∞）表現に対応させると，
 ０＝１， 5
 i＝
j
Σ
k＝０
ηkφj－k＋θ
j－１
Σ
k＝０
ηkθj－１－k 6
となる。これより，ARFIMA（１，d，１）をMA（∞）に書き換える
ことができたので，あとは， jからψj for j＝１，．．．，mを求めて，先
ほど説明した状態空間モデルへMA（m）を当てはめて推定すればよい。
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２．３ Conditional Sum of Squares（CSS）法
Conditional sum of squares estimation（CSS）法は，Robinson（２００６）
で提案された推定法である。これは短期記憶時系列においてBox et al.
（２００８）が最尤法の計算法として提案したものをARFIMAモデルへと応
用したものである。この推定法はARFIMAモデルをARモデルへ表現し
て残差を求め，その残差を用いて近似尤度を求めて最尤推定する方法で
ある。BeranのAR近似法でもARモデル表現を用いるが，BeranのAR近
似法では事前に切断する次数を決める必要があるのに対し，CSS法は
AR（∞）の次数を標本サイズまで用いるため，切断する次数を決める
必要がない。つまり，BeranのAR近似法はCSS法の特殊ケースとみな
すことができるだろう。さらに，Haslett-Raftery法やBeranのAR近似
法，MA近似法とは異なり，CSS法では推定時にARあるいはMAの次数
を自分で決定する必要がないという利点がある。
ARFIMA（p，d，q）を考える。
φ（L）（１－L）dyt＝θ（L）εt，t＝１，２，．．．，T． 7
このとき，AR（∞）表現は次のようになる。
εt＝θ（L）－１φ（L）（１－L）dyt
＝
∞
Σ
j＝０
πjyt－j． 8
ただし，πjはARFIMAモデルをARモデルへ近似したときの係数であ
り，π０＝１である。また，εtは平均０，分散σ２εの独立同一の正規分布に
従っている確率変数とする。
次のような残差etを考え，残差２乗和e２tの平均sTを求める。
et＝
t－１
Σ
j＝０
πjyt－j， 9
sT＝
１
T
T
Σ
t＝１
e２t． :
カルマン・フィルターとCSS法によるARFIMAモデルの推定
１０４ （４８２）
このとき，残差etは，8で示されているAR（∞）を次数t－１で切断
していることがわかる。ここがBeranのAR近似法と異なっているとこ
ろであり，BeranのAR近似法は，あらかじめ決めておいた次数mでAR
（∞）を切断している。推定によって求めるパラメーターをθ０としたと
き，次のθ＾Tから求めることができる。
θ＾T＝arg min sT（θ）．
θ∈Θ
;
ここで，Θ⊂Rpはコンパクト集合である。ただしpはパラメータの数
を表わしている。
sTは，T－１×ΣTt＝１ε２tを近似したものとして代用することができる。こ
のことは，sTが平均０の独立同一分布の正規分布の確率密度関数のexp
の部分の比として用いることができることを意味している。このときの
対数尤度関数は次のとおりである。
log L（θ）＝－ T
２
｛log（２π）＋logσ２ε｝－T・
sT
２σ２ε
． <
ここで，具体例としてARFIMA（０，d，０）を考える。このとき，
ARFIMA（０，d，０）をAR（∞）へ書き換えると，
εt＝（１－L）dyt＝
∞
Σ
j＝０
πjyt－j =
となる。このときのπjは二項展開より，
π０＝１， >
πj＝
Γ（j＋d）
Γ（－d）Γ（j＋１） ?
＝
j
Π
i＝１
i－１＋d
i @
となる。このとき，etは次のようになる。
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et＝
t－１
Σ
j＝０
πjyt－j． A
このときsTは，
sT＝
１
T
T
Σ
t＝１
e２t B
である。あとは，
log L（d，σ２ε）＝－ T２｛log（２π）＋logσ
２
ε｝－T・
sT
２σ２ε
C
を最大化するようなd，σ２εを求めればよい。
次に，ARFIMA（１，d，１）を考える。
（１－φL）（１－L）dyt＝（１＋θL）εt． D
このとき，AR（∞）へ表現する方法は，以下のとおりである。
εt＝（１＋θL）－１（１－φL）（１－L）dyt
＝（１＋θL）－１（１－φL）｛
∞
Σ
j＝０
πjyt－j｝
＝｛
∞
Σ
k＝０
（－θL）k｝｛
∞
Σ
j＝０
πjLjyt－φ
∞
Σ
j＝０
πjLj＋１yt｝
＝
∞
Σ
j＝０｛
j
Σ
k＝０
πk（－θ）j－k｝Ljyt－φ
∞
Σ
j＝０｛
j
Σ
k＝０
πk（－θ）j－k｝Lj＋１yt
＝［１＋
∞
Σ
j＝１｛
j
Σ
k＝０
πk（－θ）j－k－φ
j－１
Σ
k＝０
πk（－θ）j－１－k｝Lj］yt
～＝
∞
Σ
j＝０
πjyt－j． E
ここで，
～π０＝１， 
～πj＝
j
Σ
k＝０
πk（－θ）j－k－φ
j－１
Σ
k＝０
πk（－θ）j－１－k 
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である。これより，etは
～
et＝
t－１
Σ
j＝０
πjyt－j 
となる。このときのsTは，
sT＝
１
T
T
Σ
t＝１
e２t 
である。あとは，
log L（d，φ，θ，σ２ε）＝－ T２｛log（２π）＋logσ
２
ε｝－T・
sT
２σ２ε

を最大化すればよい。
３ シミュレーション
本節ではMA近似法のMAの次数の選択による推定結果の違いの比較
とARFIMAモデルの各推定方法のパフォーマンスを比較するためにシ
ミュレーションを行う。シミュレーションの目的は，次のとおりである。
まずMA近似法の推定結果を比較する目的は２つある。それは，MA
（∞）を切断する次数mの値をChan and Palma（１９９８）に示されている
とおりに選択してよいのかについて検証することと，次数mの値を選択
したときの推定精度が信頼できるものなのかということである。次に
ARFIMAモデルの各推定法の推定結果を比較する目的は，どの推定法
が高い推定精度を持つのか，ということと，計算時間が速いのかについ
て調べることである。
シミュレーションの内容は，繰り返し回数を１００回，ホワイトノイズ
の分散をσ２ε＝１．０とし，dの値はd＝０．２，０．４の２通りとした。ARFIMA
（０，d，０）のときは，標本サイズをT＝１００とT＝５００の２通りとした。
ARFIMA（１，d，１）のときはT＝５００とし，パラメーターについては
φ＝－０．５，θ＝０．３とφ＝０．５，θ＝０．３の２通りを想定した。推定すると
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きに求める値は，パラメーターのBiasと平均２乗誤差の平方根（RMSE）
と計算時間（Calc. time）の５つであり，Bias，RMSEの値については
値が小さいほうが良い推定結果であるといえる。なお，今回の推定に用
いたコンピューターのスペックは，OS：Windows７（３２bit），プロセッ
サ：Intel（R）Core（TM）i５ CPU M４６０＠２．５３GHz，メモリ：４GB
であり，使用したソフトはOx version６．２１である。
ARFIMAモデルの推定結果は次の構成になっている。まず，各種の
mに対するMA近似法の推定結果をARFIMA（０，d，０），ARFIMA
（１，d，１）において行う。次に，その後，各推定法ごとの推定結果
をARFIMA（０，d，０），ARFIMA（１，d，１）の各値の組み合わ
せごとに対し示し，各推定法のパフォーマンスを比較することとする。
３．１ MA近似法におけるシミュレーション
この小節では，MA近似法を用いたシミュレーションを行う。Chan
and Palma（１９９８）ではMA近似法による推定量が効率的であるために
はMA（∞）を切断する次数mがT＝mβとしたときに，β＞－１／２を満た
す値であることを示している。このことは，MAの次数を大きくしてい
くことによって，各パラメーターに対する推定精度が向上するものの，
mの値を選択する際に必要以上に大きくする必要がないことを示してい
る。したがって，ここではMA近似法で推定する一番目の目的について
考えることにする。ARFIMA（０，d，０）とARFIMA（１，d，１）
に対して，実際に切断するべきmの値がβ＞－１／２を満たす値で十分なの
か，それとも，より大きい値である必要があるのかについて検証するこ
とにする。なお，検証する際には，推定精度がこれ以上改善することが
ないと考えられる最小のmの値を求めることにする。
推定結果は，ARFIMA（０，d，０）について，T＝１００，d＝０．２のと
きはm＝６，T＝１００，d＝０．４のときはm＝８が最適なMAの次数である
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という結果になった。T＝５００，d＝０．２のときはm＝３０，T＝５００，d＝０．４
のときはm＝２５が最適なMAの次数であるという結果になった。AR-
FIMA（１，d，１）について，T＝５００，φ＝－０．５，θ＝０．３のときは，
dの値にかかわらずm＝６を選択した。これらの結果は，MAの次数mを
選択する際にβ＞－１／２を満たしていれば，それ以上大きな値をとって
も推定精度があまり向上しないことを示している。
３．１．１ ARFIMA（０，d，０）モデルの推定結果
ここでは，ARFIMA（０，d，０）モデルに対して，シミュレーショ
ンを行い，各場合におけるMAの次数mの選択を行っている。MAの次
数選択を行う際には，推定精度と計算時間の２つの点に注目して最もよ
いmの値を選択した。このときのMAの次数の候補値は，T＝１００のとき
は，６，８，１０，１５，２０，３０，４０，５０の８つの値にし，T＝５００のとき
の候補値は，６，１０，１５，２０，２５，３０，４０，５０の８つの値にした。
最初に，T＝１００のときの推定結果について考える。Table１より，d＝
０．２のときは，m＝６が最もよいという結果を得た。理由はBias，RMSE
ともにm＝６のときが最も小さいからである。d＝０．４のときは，m＝８
が最もよいと判断した。このように判断した理由は，Biasについては
m＝６のときのほうが小さいものの，d＾，＾σ２のRMSEについてはm＝８の
ときが最も小さいからである。なお，MAの次数であるmの値を大きく
したとき，大きくなるに従って計算時間が長くなっているが，これは状
態の平均と分散共分散行列を求めるための計算量が増えているためであ
る。また，次数を大きくしたからといって，推定精度が向上するわけで
はないという結果が得られた。つまり，mについてはT＝mβとしたとき
に，β＞－１／２を満たしていれば，小さい値でもよいということになる。
ただし，mの値についてはT＝１００ならばβ＞－１／２を満たさないぐらい
小さくても問題がないようである。
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次に，T＝５００のときの推定結果について考える。Table１より，d＝
０．２のときは，m＝３０が最もよいという結果になり，d＝０．４のときは，
m＝２５のときが最もよい結果になった。T＝５００においてはT＝１００のとき
とは異なり，d＝０．２，０．４のどちらの場合においてもmの次数を大きく
していくに従って推定精度が向上しているという結果を得られた。ただ
し，Table１を見ればわかるが，mの選択について，β＞－１／２程度に大
きい値をとっていれば，それで十分であるといえる。以上のことから，
mの値の選択については，Chan and Palma（１９９８）で示されているもの
Table１ ARFIMA（０，d，０）モデルにおけるMA近似法の推定結果
m ６ ８ １０ １５ ２０ ３０ ４０ ５０
（d＝０．２，σ２＝１．０，T＝１００）
Bias（ d＾） －０．００１ －０．０００ －０．００１ －０．００１ －０．００６ －０．００９ －０．０１１ －０．０１１
RMSE（ d＾） ０．０８６ ０．０８６ ０．０８７ ０．０８６ ０．０８８ ０．０８８ ０．０８８ ０．０８８
Bias（σ＾２） －０．０２３ －０．０２６ －０．０２７ －０．０３０ －０．０３１ －０．０３２ －０．０３３ －０．０３４
RMSE（σ＾２） ０．１３３ ０．１３４ ０．１３４ ０．１３５ ０．１３４ ０．１３５ ０．１３４ ０．１３４
Calc. time ４．７８ ５．２７ ６．２３ １０．１１ １０．６７ １７．７５ ２９．４９ ５０．２３
（d＝０．４，σ２＝１．０，T＝１００）
Bias（ d＾） －０．００９ －０．００９ －０．００９ －０．０１０ －０．０１１ －０．０１３ －０．０１５ －０．０１６
RMSE（ d＾） ０．０８０ ０．０７９ ０．０７９ ０．０７９ ０．０８０ ０．０８１ ０．０８１ ０．０８１
Bias（σ＾２） －０．０１６ －０．０２０ －０．０２３ －０．０２７ －０．０３１ －０．０２９ －０．０３２ －０．０３４
RMSE（σ＾２） ０．１３２ ０．１３２ ０．１３３ ０．１３４ ０．１３５ ０．１３５ ０．１３５ ０．１３５
Calc. time １１．３９ １２．２４ １１．７１ １９．７５ ２２．３７ ３２．２５ １’００．２４ １’５２．４２
m ６ １０ １５ ２０ ２５ ３０ ４０ ５０
（d＝０．２，σ２＝１．０，T＝５００）
Bias（ d＾） －０．００２ ０．００２ ０．００３ ０．００３ ０．００３ ０．００３ ０．００３ ０．００３
RMSE（ d＾） ０．０３８ ０．０３６ ０．０３５ ０．０３５ ０．０３５ ０．０３４ ０．０３４ ０．０３４
Bias（σ＾２） ０．０１３ ０．００８ ０．００６ ０．００５ ０．００４ ０．００４ ０．００４ ０．００３
RMSE（σ＾２） ０．０６４ ０．０６３ ０．０６２ ０．０６２ ０．０６２ ０．０６２ ０．０６２ ０．０６２
Calc. time ３３．１１ ３７．３４ ４４．４７ ５４．０６ １’０４．３６ １’１８．５５ ２’０４．９７ ２’５５．８２
（d＝０．４，σ２＝１．０，T＝５００）
Bias（ d＾） ０．００６ ０．００６ ０．００５ ０．００４ ０．００３ ０．００３ ０．００２ ０．００２
RMSE（ d＾） ０．０４０ ０．０３８ ０．０３６ ０．０３５ ０．０３５ ０．０３５ ０．０３５ ０．０３４
Bias（σ＾２） ０．０１５ ０．０１０ ０．００７ ０．００５ ０．００４ ０．００４ ０．００３ ０．００３
RMSE（σ＾２） ０．０６５ ０．０６４ ０．０６３ ０．０６２ ０．０６２ ０．０６２ ０．０６２ ０．０６２
Calc. time ３８．１５ ４０．６７ ４３．３６ ５２．６１ １’１１．１７ １’３７．４６ ２’３２．１４ ３’１５．４８
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で良いと判断できる。
３．１．２ ARFIMA（１，d，１）モデルの推定結果
ここでは，ARFIMA（１，d，１）モデルに対してシミュレーション
を行い，各場合におけるMAの次数mの選択を行っている。推定する際
の組み合わせについては，φ＝－０．５，θ＝０．３，T＝５００とφ＝０．５，θ＝
０．３，T＝５００の２つの組み合わせを想定した。このときのMAの次数の
候補値は，d＝０．２のときは，６，８，１０，１５，２０，３０の６つの値にした。
なお，φ＝０．５，θ＝０．３，T＝５００については，シミュレーション中に失
敗した回があったため，推定出来なかった。そのため，φ＝－０．５，θ＝
０．３，T＝５００の組み合わせの推定結果から，最適な次数mを求めること
にした。
Table２より，d＝０．２のときは，mの値を大きくしていくにつれて，
d＾以外のパラメーターのBiasとd＾，＾σ２のRMSEが小さくなる一方で，＾φ，
θ＾のRMSEが大きくなっていったことがわかる。MAの次数mが大きく
になるにつれて＾φ，θ＾のRMSEが大きくなるという結果は，ARFIMA（０，
d，０）のときのようにパラメーターの推定精度が向上するわけではな
く，逆に推定精度が低下するということを示している。ただし，d＾，＾σ２
に限ってみれば，ARFIMA（０，d，０）のときと同様に次数を大きく
することでRMSEが小さくなるという結果になったといえる。このよう
に，mの値を大きくすることによって＾φ，θ＾の推定精度が低下するとい
う結果は意外なものであったということができる。以上のことからm＝
６のときに推定精度が最もよくなるという判断をした。これは，AR-
FIMA（０，d，０）のT＝５００のときに選択した次数mの値とは異なっ
ていて，ARFIMA（１，d，１）のほうがmの値が小さいことを示して
いる。
d＝０．４のときについても，d＝０．２のときと同じように，mの値を大き
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くしていくと，＾φ，θ＾のRMSEの値が大きくなってしまうという傾向が
あるということができる。しかしながら，mの値を３０ぐらいまで大きく
した場合に＾φ，θ＾のRMSEが若干改善しているという点についてはd＝
０．２のときとは違っている。それでも，m＝６のときの値と比べると，
m＝３０のときの＾φ，θ＾のRMSEの値が大きく劣っていることに変わりはな
い。以上のことから，d＝０．４のときのmの値はm＝６が最もよいという
判断をした。ただし，d＾，＾σ２のRMSEに限っていえば，m＝３０が最もよ
いということができる。以上の結果から，ARFIMA（１，d，１）にお
Table２ ARFIMA（１，d，１）モデルにおけるMA近似法の推定結果
m ６ １０ １５ ２０ ２５ ３０
（d＝０．２，φ＝－０．５，θ＝０．３，σ２＝１．０，T＝５００）
Bias（ d＾） －０．００８ －０．００２ －０．００１ ０．００３ ０．００４ ０．００４
RMSE（ d＾） ０．０６１ ０．０５８ ０．０５７ ０．０５６ ０．０５６ ０．０５５
Bias（φ＾） ０．０３５ －０．０１０ －０．０２４ －０．０１３ －０．０１０ －０．００９
RMSE（φ＾） ０．１５２ ０．１７５ ０．２０５ ０．２０１ ０．２０５ ０．２０７
Bias（θ＾） －０．０１５ ０．０２２ ０．０３４ ０．０１８ ０．０１４ ０．０１２
RMSE（θ＾） ０．１８１ ０．２１５ ０．２４８ ０．２４４ ０．２４８ ０．２４８
Bias（σ＾２） ０．０１０ ０．００５ ０．００２ ０．００１ ０．０００ ０．０００
RMSE（σ＾２） ０．０６４ ０．０６３ ０．０６２ ０．０６２ ０．０６２ ０．０６２
Calc. time ２’３２．０８ ３’０１．０９ ３’３１．５１ ３’５６．０２ ４’３８．９６ ５’２４．１６
（d＝０．４，φ＝－０．５，θ＝０．３，σ２＝１．０，T＝５００）
Bias（ d＾） －０．０００ ０．００２ ０．００１ ０．００２ ０．００１ ０．００１
RMSE（ d＾） ０．０５５ ０．０５３ ０．０５２ ０．０５２ ０．０５１ ０．０５０
Bias（φ＾） ０．００５ －０．０１３ －０．０２１ －０．０１５ －０．０１３ －０．０１３
RMSE（φ＾） ０．１６４ ０．１８９ ０．２０８ ０．２１１ ０．２０９ ０．２０６
Bias（θ＾） ０．０１１ ０．０２２ ０．０３０ ０．０２２ ０．０２０ ０．０２０
RMSE（θ＾） ０．１９２ ０．２２２ ０．２４７ ０．２４９ ０．２４６ ０．２４３
Bias（σ＾２） ０．０１２ ０．００５ ０．００３ ０．００１ ０．０００ －０．０００
RMSE（σ＾２） ０．０６５ ０．０６４ ０．０６３ ０．０６３ ０．０６２ ０．０６２
Calc. time ３’２６．１１ ４’１４．８７ ４’５３．６１ ６’００．４６ ７’０７．６０ ８’３０．５７
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いても，Chan and Palma（１９９８）で示されているとおりに次数を選択
すればよいということができる。
３．２ 各推定法ごとの推定結果の比較
各推定法の推定結果から，ARFIMA（０，d，０）とARFIMA（１，
d，１）を推定する際にどの推定法を用いるのがよいのかについて考え
る。ここでの目的は，MA近似法の推定精度は，他の推定法に比べて
劣っていることがないのかについて検証することと，どの推定法がより
高い推定精度を持ち，より短い時間で推定できるのかについて調べるこ
とである。
推定を行った結果，ARFIMA（０，d，０）モデルについて，MA近
似法の推定結果は他の推定法の推定結果と大きな違いはなかった。これ
は，MA近似法が十分な推定精度を持つ推定法であることを示している。
推定の精度についてはRMSEを見る限り，Exact MLEがやや良かった。
他方，推定時間に関しては，dとTについて，どの組み合わせをとって
もBeranのAR近似法とCSS法が他の推定法よりも計算時間が短いとい
う結果を得た。ARFIMA（１，d，１）モデルについて，φ＝－０．５，θ＝
０．３，T＝５００のときは，MA近似法の推定結果は推定したパラメーター
によって，他の推定法よりも高い推定精度を持つ場合と逆に低い場合が
あった。このことは，MA近似法が他の推定法に比べて推定精度が劣る
部分があることを示している。ARFIMA（１，d，１）モデルについて，
どの推定法が優れているのかということについて，φ＝－０．５，θ＝０．３，
T＝５００のときは，dの値にかかわらず，推定精度についてはHaslett-Raf-
tery法がよく，計算時間の速さについてはどのような組み合わせに対し
てもBeranのAR近似法がよいという結果になった。φ＝０．５，θ＝０．３，
T＝５００のときは，d＝０．２のときは，推定精度と計算時間の両方の観点
からBeranのAR近似法がよいという結果になり，d＝０．４のときは，推
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定精度についてはHaslett-Raftery法がよく，計算時間についてはBeran
のAR近似法がよいという結果になった。
３．２．１ ARFIMA（０，d，０）のときにおける推定法ごとの推定結果
の比較
ここでは，異なる推定法の推定結果を比較している。Table３につい
ては左の列からExact MLE，カルマン・フィルター，Haslett-Raftery
法，BeranのAR近似法，CSS法，MA近似法，Whittle推定法である。
また，mの値はARあるいはMAの次数を示している。したがって，次
数が関係ない推定法についてはmの値の項については空欄になっている。
最初にT＝１００の場合の推定結果を比較する。ARあるいはMAの次数
選択についてであるが，Haslett-Raftery法，BeranのAR近似法につい
ては５０，MA近似法についてはこれまでに得られた結果からd＝０．２のと
きは６，d＝０．４のときは８とした。d＝０．２のときの推定結果から考える。
Table３より，BiasとRMSEについては，カルマン・フィルターの＾σ２の
BiasとRMSEが大きいこと以外は推定法ごとの大きな違いはなかった。
これは，どの推定法を用いたとしても基本的に同じような結果を得られ
るということと，MA近似法の推定精度が他の推定法と比べて劣ってい
ないことを意味している。
各推定法の計算時間については，推定法によって大きく違っており，
Exact MLEとカルマン・フィルターについて，他の推定法に比べて時
間がかかっていることがわかる。ただし，このことはExact MLEとカ
ルマン・フィルターの計算量が他の推定法と比べて多いので，想定の範
囲内であるということがいえる。また，Haslett-Raftery法も，MA近似
法やWhittle推定などの推定法と比べると，計算に時間がかかっている
といえる。これは，BeranのAR近似法などに比べて計算量が多いため
ではないかと思われる。残りの推定法については，計算時間が短いとい
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うことができる。しかし，その中でもBeranのAR近似法とCSS法の計
算時間が特に短いと考えることができる。推定法ごとのd＾，＾σ２のBias，
RMSEには大きな違いがないことと計算時間が短いことから，Beranの
AR近似法とCSS法が優れた推定法であるということができる。
次に，d＝０．４のときを考える。Table３より，BiasとRMSEについて
は，d＝０．２のときと同様にカルマン・フィルターの＾σ２のBiasとRMSEが
よくないぐらいである。計算時間については，d＝０．２のときと比べて全
体的に長くなっているものの，Haslett-Raftery法の計算時間がd＝０．２の
ときに比べて，非常に長くなったこと以外に注目するべき点は特にな
かった。したがって，d＝０．４のときもBeranのAR近似法とCSS法が計
算時間の観点からの他の推定法よりもよいということができる。
今度はT＝５００の時の推定結果を比較する。なお，Haslett-Raftery法と
BeranのAR近似法の次数についてはm＝１００とした。また，すでに得ら
れている結果から，MA近似法の次数をd＝０．２のときは３０，d＝０．４のと
きは２５とした。d＝０．２のときから考える。Table３から，まず推定精度
については，T＝１００，d＝０．２の時と同様にカルマン・フィルターの＾σ２に
対するBiasとRMSEが大きい値になっていることが気になるぐらいであ
る。計算時間については，Exact MLE，カルマン・フィルターの計算
時間が長かった。特にカルマン・フィルターについては６時間もかかっ
ている。Haslett-Raftery法とMA近似法，Whittle推定法の計算時間は，
BeranのAR近似法とCSS法の計算時間に比べて相対的により長くなっ
ているという結果が出た。以上のことから，推定法ごとの推定精度の違
いがほとんど無いことを踏まえると，BeranのAR近似法とCSS法がよ
り優れた推定法であることがわかる。d＝０．４のときについても考えると，
d＝０．２のとき同様，カルマン・フィルターの＾σ２に対するBiasとRMSEが
大きい値になっていること以外に，推定法ごとの推定精度に違いはない
ことがいえる。Table３より，BeranのAR近似法とCSS法の計算時間は，
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他の推定法に比べて短いという結果になった。これは，T＝５００のとき
もBeranのAR近似法とCSS法が他の推定法よりも優れているというこ
とを示している。
以上のことから，ARFIMA（０，d，０）を推定する際に，MA近似
法は十分な推定精度を持つ推定法であることがわかった。カルマン・
フィルターは，＾σ２のBiasとRMSEが大きい値になってしまったが，プロ
Table３ ARFIMA（０，d，０）モデルの各推定法ごとの推定結果
Exact KF H-R Beran CSS MA Whittle
（d＝０．２，σ２＝１．０，T＝１００）
m ５０ ５０ ６
Bias（ d＾） －０．０２３ ０．０２４ ０．００２ －０．００４ －０．００４ －０．００１ －０．０１２
RMSE（ d＾） ０．０７３ ０．０８７ ０．０８３ ０．０７９ ０．０７９ ０．０８６ ０．０９１
Bias（σ＾２） ０．００７ －０．３９６ －０．０３３ －０．０４０ －０．０４０ －０．０２３ －０．０２９
RMSE（σ＾２） ０．１５４ ０．４０１ ０．１３４ ０．１３５ ０．１３６ ０．１３３ ０．１３４
Calc. time １８．２８ ２’４３．０３ ９．４６ ２．０２ ２．２５ ４．７８ ４．６４
（d＝０．４，σ２＝１．０，T＝１００）
m ５０ ５０ ８
Bias（ d＾） －０．０３０ ０．０２０ ０．０２１ ０．０１６ ０．０１４ －０．００９ －０．０１５
RMSE（ d＾） ０．０７０ ０．０６０ ０．０７８ ０．０７７ ０．０７６ ０．０７９ ０．０８２
Bias（σ＾２） ０．００８ －０．３９４ －０．０３７ －０．０１４ －０．００７ －０．０２０ －０．０１２
RMSE（σ＾２） ０．１５６ ０．３９９ ０．１３７ ０．１３１ ０．１２９ ０．１３２ ０．１３５
Calc. time ２２．３６ ３’５８．５１ １’０１．４４ ５．７１ ５．１７ １２．２４ ９．３６
（d＝０．２，σ２＝１．０，T＝５００）
m １００ １００ ３０
Bias（ d＾） －０．０００ ０．０３４ ０．００２ ０．００１ ０．００１ ０．００３ ０．００１
RMSE（ d＾） ０．０３２ ０．０５０ ０．０３３ ０．０３４ ０．０３３ ０．０３４ ０．０３４
Bias（σ＾２） －０．００６ －０．３８０ ０．００２ ０．００１ ０．００１ ０．００４ ０．００３
RMSE（σ＾２） ０．０５８ ０．３８１ ０．０６２ ０．０６３ ０．０６２ ０．０６２ ０．０６２
Calc. time １０’２３．３７ ６：０８’０８．１７ １’３６．６４ ２１．８１ ２５．３３ １’１８．５５ １’２６．９７
（d＝０．４，σ２＝１．０，T＝５００）
m １００ １００ ２５
Bias（ d＾） －０．００２ ０．０４２ ０．０１２ ０．０１７ ０．０１３ ０．００３ ０．００４
RMSE（ d＾） ０．０３０ ０．０４９ ０．０３７ ０．０４１ ０．０３７ ０．０３５ ０．０３５
Bias（σ＾２） －０．００６ －０．３７９ ０．００２ ０．０１０ ０．００８ ０．００４ ０．００７
RMSE（σ＾２） ０．０５８ ０．３８０ ０．０６３ ０．０６４ ０．０６３ ０．０６２ ０．０６４
Calc. time １３’３８．２４ ７：１３’０３．３３ １’４２．１６ ２２．５９ ２５．４２ １’１１．１７ １’４７．２５
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グラミングなどで精度の改善の余地があり得るかもしれない。また，
BeranのAR近似法とCSS法については，２つの推定法が似ているため，
計算時間が短く，推定精度もほぼ同じだった。
３．２．２ ARFIMA（１，d，１）のときにおける推定法ごとの推定結果
の比較
ARFIMA（１，d，１）モデルについて，φ＝－０．５，θ＝０．３，σ２＝１．０，
T＝５００とφ＝０．５，θ＝０．３，σ２＝１．０，T＝５００の２つの組み合わせを想定
したときの推定結果を示している。なお，Exact MLEとカルマン・
フィルターはプログラムを作ることが難しいこと，計算時間が非常に長
くなってしまうことの２点から推定を行わないことにした。また，AR-
FIMA（１，d，１）をHaslett-Raftery法で推定する際には，西埜（２０１０）
に記述してある表現を用いて直接に尤度を計算することはできなかった。
そこで，Ｒのパッケージfracdiffと同じようにdを推定するステップと
ARMA部分のパラメータを推定するステップの２つに分けて推定するこ
ととしている。
φ＝－０．５，θ＝０．３，σ２＝１．０，T＝５００の組み合わせから考える。
Table４より，d＝０．２のときは，＾φ，θ＾のRMSEが，d＾，＾σ２のRMSEと比べ
て大きいことがわかる。その一方で，d＾，＾σ２のRMSEは，T＝５００におけ
るARFIMA（０，d，０）のときよりも大きかったが，ARFIMA（１，
d，１）のときのRMSEの値そのものは小さかった。d＾に注目すると，
Haslett-Raftery法のBiasは他の推定法よりも大きかったものの，RMSE
は最も小さかった。＾φ，θ＾のBiasとRMSEについて，Haslett-Raftery法の
値がMA近似法以外の推定法の値よりも小さかった。＾σ２について，推定
法による推定結果の違いは特になかった。推定法ごとの計算時間につい
ては，BeranのAR近似法が短く，逆にHaslett-Raftery法は計算時間が
長かったことがわかる。Haslett-Raftery法はもともとARFIMA（１，d，
千葉大学 経済研究 第２６巻第４号（２０１２年３月）
（４９５） １１７
１）で比較している推定法の中でも計算時間が長くなっているが，AR-
FIMA（０，d，０）のとき以上に計算時間の差がついてしまった理由
は，ARFIMA（０，d，０）のときとは異なる方法で推定しているため
である。以上のことから，MA近似法の推定精度は，d＾のRMSEが他の
推定法に少し劣っているものの，ARFIMA（１，d，１）を推定するに
は十分な推定精度を持っているといえる。推定精度を重視するのであれ
Table４ ARFIMA（１，d，１）モデルにおける各推定法ごとの推定結果（φ＝
－０．５）
H-R Beran CSS MA Whittle
（d＝０．２，φ＝－０．５，θ＝０．３，σ２＝１．０，T＝５００）
m １００ １００ ６
Bias（ d＾） －０．０２８ －０．０００ －０．００１ －０．００８ －０．００１
RMSE（ d＾） ０．０４８ ０．０５０ ０．０５０ ０．０６１ ０．０５４
Bias（φ＾） －０．０５９ －０．０１１ －０．０１３ ０．０３５ －０．０１１
RMSE（φ＾） ０．１６９ ０．１９２ ０．１９１ ０．１５２ ０．２０１
Bias（θ＾） ０．０９０ ０．０１８ ０．０２１ －０．０１５ ０．０１９
RMSE（θ＾） ０．２０２ ０．２２６ ０．２２６ ０．１８１ ０．２４１
Bias（σ＾２） －０．００３ －０．００３ －０．００３ ０．０１０ －０．００１
RMSE（σ＾２） ０．０６２ ０．０６３ ０．０６２ ０．０６４ ０．０６２
Calc. time ４７’５４．３５ ３５．９２ １’１７．２２ ２’３２．０８ ３’４５．０５
（d＝０．４，φ＝－０．５，θ＝０．３，σ２＝１．０，T＝５００）
m １００ １００ ６
Bias（ d＾） －０．０１４ ０．０２１ ０．０１５ －０．０００ ０．００２
RMSE（ d＾） ０．０４５ ０．０５６ ０．０５２ ０．０５５ ０．０５１
Bias（φ＾） －０．０４１ ０．００７ ０．００１ ０．００５ －０．０１０
RMSE（φ＾） ０．１６７ ０．１９０ ０．１８９ ０．１６４ ０．１９７
Bias（θ＾） ０．０６０ －０．０１３ －０．００３ ０．０１１ ０．０１７
RMSE（θ＾） ０．１９７ ０．２２４ ０．２２１ ０．１９２ ０．２３３
Bias（σ＾２） －０．００１ ０．００６ ０．００４ ０．０１２ ０．００３
RMSE（σ＾２） ０．０６３ ０．０６３ ０．０６３ ０．０６５ ０．０６４
Calc. time ４９’０４．６６ ５１．２１ １’４６．７０ ３’２６．１１ ５’１０．５５
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ばHaslett-Raftery法がよく，計算時間を重視するのであれば，Beranの
AR近似法がよいということがいえる。
d＝０．４のときについても，d＝０．２のときと同じことがいえる。MA近
似法の推定結果は，d＾のRMSEについて，d＝０．２のときほど他の推定法
との違いはなかった。＾φ，θ＾のRMSEについては，Haslett-Raftery法とほ
ぼ同じで，他の推定法に比べて小さかった。以上のことから，MA近似
法は他の推定法と比べても推定精度が劣ることがないことがいえる。こ
の中でいいと考えられる推定法は，推定精度を重視するのであれば
Haslett-Raftery法であり，計算時間の短さを重視するのであれば，
BeranのAR近似法になる。
次は，φ＝０．５，θ＝０．３，σ２＝１．０，T＝５００としたときの推定結果につ
いて考える。MA近似法については，シミュレーションを行ったときに
エラーが出ることがあったため，参考値として扱う。なお，d＝０．２のと
きは，１００回成功するまでに１４回失敗しており，d＝０．４のときは１００回成
功するまでに５回失敗している。
d＝０．２のときについては，Table５より，すべての推定法において，
φ＝－０．５のときよりもd＾のBiasおよびRMSEの値が悪化していることが
わかる。その一方で，Haslett-Raftery法を除いて，＾φ，θ＾のRMSEの値が
大きく改善している。計算時間については，Haslett-Raftery法を除けば，
φ＝－０．５のときよりも全体的に短くなっている。各推定法ごとの推定
結果を比較すると，BeranのAR近似法とCSS法，Whittle推定法の３つ
の推定法については，Whittle推定法のd＾のRMSEが少し大きいだけで推
定結果そのものには大きな違いはない。計算時間については，これまで
どおりBeranのAR近似法が最も短かった。以上のことから，d＝０．２，
φ＝０．５のときは推定精度と計算時間の両方の観点からBeranのAR近似
法が最もよいと考えられる。
d＝０．４のときについても，d＝０．２のときと同じくφ＝－０．５のときと
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比べてd＾のRMSEの値が悪化しているものの，＾φ，θ＾のRMSEの値が大き
く改善しているということができる。その一方で，d＝０．４，φ＝－０．５
のときよりもd＝０．４，φ＝０．５のときのほうが計算時間が長くなってい
る。このときの推定法ごとの推定結果を比較すると，Haslett-Raftery法
の推定精度，特にRMSEについては他の推定法に対して優れていること
がわかる。これは，d＝０．２，φ＝０．５のときとは異なる結果である。残
Table５ ARFIMA（１，d，１）モデルにおける各推定法ごとの推定結果（φ＝
０．５）
H-R Beran CSS MA＊ Whittle
（d＝０．２，φ＝０．５，θ＝０．３，σ２＝１．０，T＝５００）
m １００ １００ ２０
Bias（ d＾） ０．１７５ －０．０４８ －０．０４９ －０．０２６ －０．０６１
RMSE（ d＾） ０．１８０ ０．１４６ ０．１４２ ０．１１２ ０．１５７
Bias（φ＾） －０．２３５ ０．０３２ ０．０３２ ０．０１５ ０．０３９
RMSE（φ＾） ０．２４８ ０．１４１ ０．１３８ ０．１２８ ０．１４９
Bias（θ＾） ０．０３６ ０．０２０ ０．０１９ ０．０１６ ０．０２１
RMSE（θ＾） ０．０７７ ０．０６７ ０．０６６ ０．０６１ ０．０６５
Bias（σ＾２） ０．０１１ ０．００１ ０．００１ －０．００１ ０．００４
RMSE（σ＾２） ０．０６５ ０．０６３ ０．０６３ ０．０６２ ０．０６４
Calc. time １：３１’２１．２４ ３３．９６ １’１１．３８ ９’４１．８４ ３’１９．５５
（d＝０．４，φ＝０．５，θ＝０．３，σ２＝１．０，T＝５００）
m １００ ２５
Bias（ d＾） ０．０７６ －０．００９ －０．０２０ －０．０５７ －０．０６１
RMSE（ d＾） ０．０７８ ０．１３４ ０．１３９ ０．１３７ ０．１５５
Bias（φ＾） －０．０８５ ０．００７ ０．０１５ ０．０４５ ０．０４２
RMSE（φ＾） ０．１０３ ０．１２２ ０．１２４ ０．１３３ ０．１４２
Bias（θ＾） ０．０１４ ０．００６ ０．００７ ０．０１８ ０．０１２
RMSE（θ＾） ０．０６２ ０．０６５ ０．０６６ ０．０６２ ０．０６２
Bias（σ＾２） ０．００４ ０．０２４ ０．０２２ －０．０００ ０．０２７
RMSE（σ＾２） ０．０６４ ０．０７４ ０．０７２ ０．０６３ ０．０８４
Calc. time １：３１’１５．１６ １’００．５７ １’５０．９４ １３’２７．２１ ５’４７．３９
MA＊は最適化に失敗している回を除いた参考値である。
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りの３つの推定法である，BeranのAR近似法，CSS法，Whittle推定法に
ついては，d＝０．２，φ＝０．５のときと同様に，推定結果に大きな違いは
なかった。以上のことから，推定精度を重視するのであれば，Haslett-
Raftery法がよく，計算時間を重視するのであればBeranのAR近似法が
それぞれよいと考えることができる。
４ まとめ
今回の推定結果から，ARFIMAモデルを推定したときにどういうこ
とがいえるのかについてまとめる。MA近似法について，ARFIMA（０，
d，０）モデルについては，MAの次数mを大きくしていくことで推定
精度が改善することがわかった。しかしながら，Chan and Palma
（１９９８）に示されているとおり，T＝mβとしたときにβ＞－１／２を満たす
mの値であれば，それ以上大きいmの値をとっても，推定精度が改善す
ることはほとんどないことがわかった。このことは，それほど大きい値
を取る必要がないということが示していると考えることができる。MA
近似法をARFIMA（１，d，１）モデルへ当てはめたときは，mの値を
大きくすることでd＾，＾σ２の推定精度が向上する一方で，＾φ，θ＾のRMSEが
大きくなっていくことがわかった。この結果は，少し意外ではあったが，
T＝mβとしたときにβ＞－１／２を満たすmの値をとれば，それ以上大きく
する必要がないという結論そのものは導くことができた。
各推定法の推定結果を比較した場合についてまとめると，以下のよう
になる。ARFIMA（０，d，０）モデルの推定結果からまとめていくこ
とにする。推定法ごとに推定結果を比較した結果，カルマン・フィル
ターを除いて，標本サイズやdの値にかかわらず，各推定法の推定精度
に大きな違いはなかった。微妙にExact MLEのRMSEが小さいという
程度である。計算時間は，d，Tのどの組み合わせをとってもBeranの
AR近似法とCSS法が短かった。また，BeranのAR近似法の方がCSS法
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よりもやや速かったが，計算時間に大きな差が出たわけでなかったので，
どちらも十分よい推定法であるといえる。
次に，ARFIMA（１，d，１）モデルの推定結果をまとめる。φ＝－０．５，
θ＝０．３とφ＝０．５，θ＝０．３の２つの組み合わせを試した結果，φ＝－０．５，
θ＝０．３のときよりもφ＝０．５，θ＝０．３のときのほうがどの推定法を用い
たとしても，d＾のBiasとRMSEが大きくなり，計算時間も長くなってし
まうということがわかった。φ＝－０．５，θ＝０．３の組み合わせであれば，
Haslett-Raftery法の推定精度が最もよく，計算時間についてはBeranの
AR近似法が最も短いということがわかった。また，φ＝０．５，θ＝０．３の
組み合わせのときは，d＝０．２のときはBeranのAR近似法が最もよい推
定法であるという結果になった。d＝０．４のときは，Haslett-Raftery法の
推定精度が最もよく，計算時間についてはBeranのAR近似法が最も短
いという結果になった。
以上のことから，ARFIMAモデルを推定する方法は多くあり，推定
法によって推定精度や推定に要する時間が異なってくることがわかった。
各推定法ごとの推定精度は，ARFIMA（０，d，０）モデルの推定時に
はどの推定法も同じような推定結果を示すので，特に問題にはならない。
しかし，ARFIMA（１，d，１）モデルを推定する際にはdやφの値に
よって推定精度に違いが出てくるので，どの推定法を用いるかという問
題が生じてくる。このことは，実際のデータを推定する際には，どの推
定法を用いるかよく考える必要があることを示している。
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