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Abstract
A one-dimensional many-body model is established to mimic the charge distribution and dynam-
ics in nonfullerene organic solar cells. Two essential issues are taken into account in the model:
The alternating donor and acceptor structure and the local imbalance of the intrinsic electrons and
holes. The alternating structure is beneficial for the direct generation of charge transfer state which
enhances the local imbalance of intrinsic charges. The most remarkable outcome of the model is
that, due to the strong Coulomb attractive potential energy, the intrinsic charges in the cells are
self-accumulated in a small spatial region. Outside the self-accumulation region, the charge density
vanishes so that the recombination is regarded to be largely suppressed. The photogenerated elec-
trons are subsequently observed to spread freely outside the self-accumulation region implying the
Coulomb attraction does not matter in the ultrafast charge separation dynamics. These findings
enable an appealing understanding of the high performance of emerging nonfullerene cells, and the
designing rules of molecules and devices are then comprehensively discussed.
∗Electronic address: yaoyao2016@scut.edu.cn
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I. INTRODUCTION
Massive researches were devoted to nonfullerene organic solar cells (OSCs) in recent
years due to their rapidly developing performance [1–17]. The up-to-date power conversion
efficiency has achieved 17.3% [2], exceeding the long-term bottleneck of fullerene-based cells.
The substantial progress benefits from two novel strategies. Firstly, several nonfullerene
acceptors (NFAs) are utilized, such as PDI, ITIC, N2200 and their derivatives [17]. These
NFAs normally possess much smaller band gap than that of fullerene so that the optical
absorption of nonfullerene cells are much better than that of fullerene-based cells. Secondly,
tandem structures are extensively employed so that the absorption of cells effectively covers
the entire solar spectrum which further improves the efficiency [2, 12, 15]. Despite the
high device performance, the tandem structure is too complicated for a practical fabrication
limiting its potential commercial applications. Researchers thus put great effort into the
study of (cascade) multi-component blends, such as the donor/acceptor (D/A) binary blends
and also the ternary ones with more complicated combinations of D and A components [17–
31]. The multi-component blends, both in all-polymer [18] and all-small-molecule [13] cells,
perform as perfect as the tandem cells exhibiting promising application potentials in a very
near future.
The physical origin of driving force for the charge separation turned out to be a long-
standing puzzle in OSCs [32]. The relatively low dielectric constant of organic materials
results in a strong Coulomb attractive potential energy between electron and hole which
is much stronger than that of the thermal fluctuation and the built-in electric field, lead-
ing to the difficult dissociation of photogenerated excitons. Therefore, in a long period of
investigations on the OSCs, the acceptor is consistently chosen to be fullerene and its deriva-
tives. The special molecular structure of fullerene gives rise to sufficient available orbits for
electrons and thus the strong electron affinity. In other words, in order to achieve enough
driving force for the efficient charge separation, the fullerene-based cells compromise the
optical absorption of acceptor by using fullerene with wide energy gap. Due to the fixed
gap of fullerene acceptors, the choice of donors are greatly limited. In order to improve
the absorption and thus the short-circuit current (Jsc), the donors should be of low energy
gap, and unfortunately the energy offset between the donor and acceptor is subsequently
reduced lowering the driving force of charge separation and thus the open-circuit voltage
2
(Voc). These two competing factors, Jsc and Voc, constitute the bottleneck of the cell effi-
ciency. Furthermore, it is stated that the wavefunction of electron tends to be delocalized
among the fullerene molecules and the charge separated states have got larger density than
that of local excitons [33–38]. These two arguments are frequently mentioned to explain
the mechanism of charge generation in fullerene-based cells. From these points of view,
materials with better crystallinity or purity should perform better than amorphous ones. In
the real situations, however, perylene derivatives with good crystallinity normally exhibit
worse performance than other NFAs and ternary structures act as well as binary ones [17],
suggesting the delocalization mechanism does partly not work in these systems.
Nonfullerene cells extensively employ the “seem-to-be-poor” tandem or ternary structures
and perform very well [17]. They seem to be poor because the NFAs always have relatively
low band gap so that in these structures the energy offset between donor and acceptor and
thus the driving force should be even smaller than that in fullerene-based cells. A recent
experiment has demonstrated that the driving force in nonfullerene cells is much smaller than
that in fullerene-based cells [39], which implies the charge separation itself is a spontaneous
process and does not need an energetic driving force. In the same experimental research, the
Jsc is found to be largely improved by finely tuning the molecular structures while the Voc
is concurrently increased manifesting contradictory to the normal sense. As a consequence,
the great achievements of nonfullerene cells are currently challenging all the conventional
theories for the charge separation in OSCs, and a comprehensive theoretical model applicable
in this new kind of cells is in high demand.
In order to rationally build a theoretical model that appropriately mimicking the major
physics in nonfullerene cells, let us first briefly summarize the essential experimental findings
up to date. First of all, due to the efficient absorption of photons in both donor and acceptor,
the film of device is not necessary to be very thick, so that the mobilities and thus the single-
carrier transport no longer play the essential role. The charge separation still serves as the
key issue for the device performance. Secondly, different from the fullerene molecule, the
NFAs always comprise complicated functional units which must be carefully considered. For
example, the end groups manifest strong charge affinity, and the side groups on the other
hand shape the whole blend to be an alternating structure of D and A units. Lastly, the
polaron pair state as a component of the photogenerated excited state has been demonstrated
to exist [40, 41]. The model in the present work will be established on the basis of these
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issues. The paper is organized as follows. In Section II we discuss the main features of
nonfullerene cells and propose a model Hamiltonian to mimicking these cells. In Section III
the calculating results are present, and the self-accumulation effect and the ultrafast charge
separation are investigated. The conclusion and outlook are drawn in Section IV.
II. MICROSCOPIC MODEL
In this work, we take the blend of PBDB-T and ITIC as instance to build our microscopic
model [42]. PBDB-T is a conjugated polymer donor composing of a D–A structure with D
unit being BDT and A unit being BDD [9]. ITIC was firstly synthesized in 2015 and quickly
became a benchmarking small-molecule NFA [5]. It has an A–D–A structure with a core D
unit being IDT and two end units of A being IC. The chemical structures of the molecules
are displayed in Fig. 1(a). In this blend, the major electron-withdrawing groups should be
the end groups of acceptor molecules, i.e. cyano- and/or ketone-group in ICs.
As the component of nonfullerene OSCs, molecules usually comprise three functional
units [16]. (1) The core groups, such as the thiophene, the perylene, the fused ring in ITIC
and the backbone in polymers, dedicate the main conjugated orbits for electron and/or hole
polarons. (2) The end groups with different electron affinity (and possibly some paired
radicals [43, 44]) induce local charge dipoles which is the intrinsic charge transfer effect,
and the imbalanced spatial distribution of negative and positive charges break the local
neutrality in the device. For example, the fluorine or the cyanogroup has strong ability of
electron attraction, and experiments have found that substitution of these groups can largely
enhance the device performance [11, 13]. (3) The side groups with poor conductivity shape
the special structure of the blend. Interestingly, one can find in Fig. 1(a), there are long side
groups on the D units in both PBDB-T and ITIC. These side groups act as struts to brace
the whole molecules, such that the D unit in PBDB-T does not directly contact to the D unit
in ITIC [1, 45]. This means the blend should be of a repeating structure of D· · ·A–D–A· · · ,
with ‘· · · ’ indicating the intermolecular contact and ‘–’ being the intramolecular bond. It is
worth noting that, the side group engineering is commonly presented in nonfullerene cells,
implying the alternating structure of D and A units emerges as an essential feature for the
high performance [16].
As the first important issue inputted in our model, the structure of PBDB-T/ITIC het-
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FIG. 1: (a) Chemical structures of PBDB-T and ITIC. (b) Model of an alternating structure of
D and A units. The A–D–A structure of acceptor molecules is sandwiched in two polymer chains.
Negative charges denoted by ‘n’ are assumed to reside on the A unit of ITIC while positive charges
denoted by ‘p’ distribute along the polymer chain. ‘R’ represents the side group. The solid lines
represent the intramolecular bonds and the dashed lines denote the intermolecular interactions
(pi − pi stacking). (c) Schematic of the many-body tight-binding model abstracted from the real
materials.
erojunction could be abstractly sketched as follows. The polymer chains of PBDB-T are
parallel to each other, and the A–D–A structure of ITIC is sandwiched in two polymers with
pi − pi stacking between the D unit of PBDB-T and A unit of ITIC. The realistic situation
could be slightly different because the polymers are always disordered and entangled, but
this does not matter because the parallelism is not the central point of our simplified model.
The side groups labeled by ‘R’ in the D unit of ITIC separate the D units and shape a
quasi-one-dimensional (1D) structure.
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The dimensionality is an extensively discussed issue in OSCs. In the traditional fullerene-
based cells, people rationally thought that the fullerene molecules have a three-dimensional
structure such that the entropy for free electron states in fullerene is much larger than
that in polymer donors which have got low dimensionality [32]. Significantly different from
fullerene, most commonly-used small-molecule NFAs possess the planar structure and spa-
tial anisotropy, suggesting their dimensionality is smaller than 3, or even than 2. There
are two evidences. One is that the molecular orientation can largely influence the device
performance of nonfullerene cells as reviewed by Hou et al. [1]. The other is the weak
electron-spin resonance signal in ITIC showing that the two radicals in ITIC form a singlet
pair and excluding the high-dimensional structure in which the electron is more free [44]. By
these considerations, we believe our model is applicable to most planar NFAs. In addition,
although the bulk heterojunction structure of OSCs leads to amorphous phase, there is a
1D percolating pathway for the charge transport. We thus borrow this picture to mimic the
nonfullerene solar cells with a quasi-1D microscopic model.
The second essential point introduced in the model is the imbalanced charges in the
system. There are two origins of charges in the cells. The first is the intrinsic charge in
the system self-doped by either electropolar (end) groups or radicals which can be self-
accumulated in a small region as addressed below [43]. The second is the photogenerated
charge. The photogenerated excited states have been demonstrated to comprise two com-
ponents [40, 41]. One is the usual Frenkel exciton with local charge neutrality, and more
importantly there is another elementary excitation, the charge transfer state (or the po-
laron pair state) [46]. The charge transfer state consists of two spatially separated polarons
with opposite charges. The excitations in the nonfullerene cells are thus the combinations
of Frenkel excitons and polarons. We realize that the different electron affinity and the
alternating D and A structure can intuitively enhance the generation rate of polarons.
For convenience of expression, in the following we uniformly call the (intrin-
sic/photogenerated) negative charges as (intrinsic/photogenerated) electrons and positive
charges as holes. To avoid confusing, readers should bear in mind that intrinsic and pho-
togenerated electrons are indistinguishable particles in the theoretical modelings, but they
stem from different origination. We assume in our situation the intrinsic electrons locally
reside on the A unit of ITIC while the intrinsic holes distribute along the polymer chain
due to the conjugation of polymers, as drawn in Fig. 1(b). It means some intrinsic holes
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distribute out of the range of the 1D alternating structure that we are investigating. As a
result, the local density of electrons on the 1D alternating structure should be larger than
that of holes. It is apparent that the inverse situation could produce qualitatively same con-
clusions. Furthermore, as we are mainly consider the dynamics on an ultrafast timescale,
the recombination terms will not be involved in the model. We will argue that due to the
self-accumulation effect, the recombination in the realistic cells could be largely suppressed.
We are now on the stage to build the 1D tight-binding model with the topological struc-
ture schematized in Fig. 1(b). The solid lines in Fig. 1(b) represent the intramolecular
covalence bonds in the ITIC molecules and the dashed lines denote the intermolecular in-
teractions between PBDB-T and ITIC. Via the bridge effect of opposite units [47, 48], holes
move among the D units while electrons move among the A units, respectively. As a nor-
mal consideration in tight-binding models, we assume the hopping of hole or electron can
only occur between the nearest D or A unit, respectively, and for simplicity we neglect the
disorder of the hopping constant in the present work, which will be held as a future subject.
Electron and hole residing on nearest units will feel a strong attractive potential energy
which could be different for intra- and inter-molecular bond. We do not consider the long-
range attraction because of the electrostatic screening of the opposite charges. It is worth
noting that, if the long-range attraction was taken into account, the main conclusion in this
work, i.e. the self-accumulation effect, would be further enhanced.
The Hamiltonian of the 1D alternating structure as schematized in Fig. 1(c) is thus
written as
H = −
∑
j
(tec
†
2jc2j+2 + thd
†
2j+1d2j+3 + h.c.)
+
∑
j
Ujc
†
2jc2jd
†
2j+1d2j+1, (1)
where c†2j(c2j) creates (annihilates) an electron on 2j-th site (unit); d
†
2j+1(d2j+1) creates
(annihilates) a hole on (2j + 1)-th site; te/h is the hopping constant for electron/hole and
in this work we set them to 100meV (on the order of vibrational frequencies); Uj is the
attractive potential energy between nearest electron and hole. In order to distinguish the
intra- and inter-molecular interactions, Uj for odd and even j will be set to different values
U1 and U2, respectively. For simplicity, we set U1 to be −400meV and adjust U2 in the
practical computations. It is reasonable that U1 is four times larger than the hopping
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constant, since the dielectric constant in organic molecules is as small as 3 and the Coulomb
interaction is relatively strong. We note here that, in realistic materials the results could be
quantitatively different with those presented in this work because of the distinct parameters,
but the qualitative conclusions are still valid.
One would be noting that, if we consider the electron as a spin up and the hole as a spin
down, the model is nothing but a 1D extended Hubbard model with negative Hubbard U and
next-nearest interactions. The features in the Luttinger liquid theory could be safely applied
to the model. For example, with negative U there is a phase named “phase separation” in
which the charges are accumulated in a local region [49]. The self-accumulation effect shown
below actually stems from this effect. In addition, the Hubbard model and the Luttinger
liquid theory have been applied to the benzene and fullerene systems [50, 51], but those are
solely related to single-component systems. Our model is more generic for multi-component
cells.
III. RESULTS
In this section, we show the results calculated by the static and adaptive time-dependent
density matrix renormalization group algorithm [52, 53]. The total number of sites in the
system is set to 128 and the truncation number of states is 64. The key parameters are the
total number of electron and hole in the system, namely Ne and Nh, respectively. Without
loss of generality, we mainly study the case that the electron number is larger than that of
hole in this work.
A. Self-accumulation effect of intrinsic charges
We first study the properties of the intrinsic charges of the system without photoexcita-
tion. The local charge densities ρe/h(x, t) for electron (minus sign) or hole (positive sign)
with x being the site index are calculated with Nh = 6, U2 = −200meV and different Ne,
as shown in Fig. 2. It is found that, when Ne ≤10 the intrinsic charges are accumulated
in a small spatial region of the lattice, and outside the region the charge densities are com-
pletely vanishing. For example, in the case Ne = 8 the charge densities are accumulated
within 40 sites. Holes are spaced out over 20 sites while electrons are approximately evenly
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FIG. 2: Charge densities ρe/h on the lattice for Nh = 6, U2 = −200meV and six sets of Ne.
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FIG. 3: Phase diagram of the model for U2 = −200meV and different sets of Ne and Nh. The
purple area illustrates the self-accumulation phase.
distributed, since now the total number of electron is larger than that of hole. As stated,
this is the feature of the phase separation of intrinsic charges [49]. The strong Coulomb
attraction between electron and hole results in the accumulation. In organic materials, due
to the small dielectric constant the Coulomb attraction is always sufficiently strong so that
the accumulation found here could be spontaneously present in realistic cases. Intrinsic
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charges in the vicinity are easily absorbed into the accumulation region making the vicinity
region empty. We call this effect to be “self-accumulation”, which is one of the essential
consequences of the present work. When Ne >10 the self-accumulation effect breaks down
and the system enters into the phase of charge density wave.
We can parallel calculate the cases of other values of Nh, and Fig. 3 displays a phase
diagram to figure out the parameter regimes for the appearance of self-accumulation effect.
Obviously, when the intrinsic electrons and holes are nearly equivalent, namely Ne ≃ Nh,
the self-accumulation effect emerges as expected. The phase boundaries are close to linear
and located at around Ne/Nh = Nh/Ne ≃ 1.75. One can see that, the parameter regime for
the self-accumulation effect is quite flexible. It is not necessary that the electron density
is extremely larger than that of hole, so a number of organic materials can be chosen as
candidates for the nonfullerene cells. As discussed later, however, if Ne is too close to Nh
the photogenerated charges are not easy to be dissociated. Subsequently, we conclude here
an optimal condition for an efficient nonfullerene cell is that Ne/Nh or Nh/Ne lies between
1.5 and 2.0, depending on the specific material parameters.
As a critical consequence, the self-accumulation effect of intrinsic charges stems from the
alternating D and A structure. As aforementioned, this effect leads to the suppression of
charge recombination, since there are few charges outside the self-accumulation region. It
is well accepted that the nonfullerene cells manifests good performance, but people do not
understand why the ultrahigh recombination loss of Voc observed in traditional fullerene-
based cells is suppressed in this new kind of cells [54, 55]. Herein, we provide a possible
explanation of this issue by uncovering the self-accumulation effect of intrinsic charges.
B. Spread of photogenerated charges outside the self-accumulation region
In this subsection, we calculate the dynamics upon photoexcitation. As shown in Fig. 3,
for Nh = 6 the phase boundary of self accumulation locates at Ne ≃ 10. For mimicking the
physical situation of photoexcitation, we fix Nh to be 6 and set Ne to be larger than 10,
which is the maximum number of intrinsic electrons for the presence of self accumulation
as discussed in the last subsection, and the excess electrons over the 10 intrinsic electrons
are thus regarded to be photogenerated. At time ≤ 0 we add a balance potential energy to
the system for both electron and hole with the form being V (x) = −0.5 exp[−(x−xc)
2/400]
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FIG. 4: Spatial distribution of ∆ρe/h at five time points. Insets show the relevant distribution of
charge densities ρe/h. The parameters are Ne = 14, Nh = 6 and U2 = −200meV.
with xc the center of the lattice. In this situation, the electrons and holes will be initially
accumulated in the middle of the lattice. Once time > 0 the potential is switched off to
mimic the situation that the laser pulse is switched off and the photogenerated electrons
starts to spread. We then calculate ∆ρe/h[≡ ρe/h(t) − ρe/h(0)] to quantify the spreading
charges.
In Fig. 4, the spatial and temporal dependence of both ∆ρe/h and ρe/h are shown with
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FIG. 5: Time evolution of ∆ρe on the lattice for four sets of Ne and Nh = 6, U2 = −200meV.
Ne = 14, Nh = 6 and U2 = −200meV. As expected, both the electron and hole are initially
accumulated in the middle of the system due to the initial potential energy. After the initial
potential is off, it is found that a part of electrons which can be regarded as photogenerated
electrons quickly spread out to the two ends of the lattice. At around 100fs the photogener-
ated electron wavepackets travel over 40 sites and arrive in the ends, and then they will stay
there as we do not consider the recombination loss. In a realistic situation, 40 sites are long
enough for the electron-hole pair to be dissociated. In order to maintain the conservation
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FIG. 6: Time evolution of ∆ρh on the lattice for Ne = 16, Nh = 6 and U2 = −200meV.
of the particle number in the entire system, in the middle of the lattice two positive peaks
are induced which do not move during the whole process. The summation of the density of
spreading photogenerated electrons at 100fs equals to 1.89, which means about 2 electrons
spread out of the self-accumulation region. On the other hand, one can find the hole density
(red dashed lines in Fig. 4) does almost not change at all. This is surprising because we
expected that the spreading electrons would be able to pull at least a few holes out due to
the strong attraction among them. It suggests a new mechanism for the charge separation of
photogenerated electron-hole pairs. As stated, when Ne ≤ 10 the intrinsic charges are self-
accumulated, so that 10 electrons are recognized to be resident (intrinsic charges) self-doped
by electropolar groups or radicals. The other electrons could therefore be regarded to be
originated from photogeneration, and 2 of them spontaneously leave the self-accumulation
region leading to an effective dissociation of the electron-hole pairs and ultrafast charge
separation process. This effect turns out to be the second remarkable finding in this work.
In order to see the essential parameters affecting the motion of photogenerated electron
and hole, we adjust the total number of electron Ne while keeping Nh to be 6. It is found
in Fig. 5, when Ne = 12 the spread of photogenerated electron is extremely slow. When
Ne ≥ 14, the spread becomes efficient, and the larger the Ne is, the faster the spread is. As
a comparison, the time evolution of hole density is plotted in Fig. 6, where one can observe
that the hole density does almost not spread in the entire process. Notice that in our model
we do not consider any energy offsets and energetic driving forces, this could be regarded as
a novel scenario of charge separation in the presence of strong Coulomb attraction between
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FIG. 7: Time evolution of ∆ρe on the lattice for four sets of U2 and Ne = 16, Nh = 6.
electron and hole. We also calculate the time evolution for different U2 and the results are
shown in Fig. 7. Following U2 increasing, the region of self-accumulation becomes shrunk,
while the motion of photogenerated electron outside the region is not affected.
As an additional remark, the ultrafast charge separation process presented here is com-
pletely different from that in the planar heterojunctions which is correlated with the long-
range charge transfer state [38]. In the latter case, there is not an alternating structure
so that the many-body model can not be applied and the self-accumulation effect can not
14
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FIG. 8: Time evolution of ρe/h on the lattice for Ne = 14, Nh = 6, U2 = −200meV. Arrows indicate
the paths of electrons and holes.
be found. As we studied in the previous work, a nonlocal electron-phonon interaction is
necessary to serve as the driving force for the charge separation [38]. In the present model,
the electron-phonon interaction is not taken into account and the driving force turns out to
be the many-body effect of electrons and holes.
C. Photogenerated charge transport outside the self-accumulation region
As the photogenerated electrons will spontaneously spread out of the self-accumulation
region, one would be wondering what will happen when these photogenerated electrons en-
counter other self-accumulation region: Will they be absorbed by this region due to the
strong Coulomb attraction? If the answer is yes, it means the recombination loss of photo-
generated charges is still large in the cells. In order to mimic the physical scenario, in the
presence of V (x), an additional term V˜e/h is initially acted on the site xc−25 on which local
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electron/hole densities are induced. To distinguish the behavior of electron and hole, V˜e/h is
adjusted to be different values for electron and hole such that we can separately study the
motion of photogenerated electron and hole and eliminate the influence of the interaction
between them.
Fig. 8 shows the evolution of ρe/h for Ne = 14, Nh = 6, U2 = −200meV. In order to
be more focused, only 48 sites are displayed. As indicated by the arrows, there is a local
excitation of electron/hole charge density outside the self-accumulation region, and following
time evolving the charges split into two branches and spread to opposite directions. For
electrons, the right-moving branch runs and crashes against the self-accumulation region,
and quickly it rebounds to the left. It means the photogenerated electrons are not captured
by the accumulated charges at all. This result suggests that the photogenerated electrons
are nearly free and have small chance to be captured and recombined. On the other hand,
the holes behave different as one can find in Fig. 8(b) that the majority hole densities are
localized adhering to the self-accumulation region, implying that the holes are easy to be
captured. This is easy to understand since we are studying the case that the electron is
majority. As a result, so long as the local density of electron is larger than that of hole, they
can be efficiently separated and the electron can be smoothly transported out of the active
layer.
IV. CONCLUSION AND OUTLOOK
In summary, we have presented a 1D many-body microscopic model taking the strong
Coulomb attraction between electron and hole into account. By analysis of the molecu-
lar structures of PBDB-T and ITIC, an alternating D and A structure is proposed which
gives rise to efficient generation of charge transfer states. It is found that there is a self-
accumulation region in the electron-rice case and outside the region there are few charges
leading to free transport of photogenerated electrons. In a dynamical manner, the photo-
generated electron is uncovered to be easily dissociated from the self-accumulation region.
We realize that this effect could be applied to explain the underlying mechanism of ultrafast
charge separation in nonfullerene OSCs.
As an outlook, we would like to discuss more on the designing rules of OSCs. As stated,
fullerene molecules possess denser states for electrons and higher symmetry than other or-
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ganic molecules, so that in a long history the fullerene dominated the battles among electron
acceptors. Fullerene molecules however hold very obvious drawback, i.e. its energy gap is
too wide to absorb the solar emission. This drawback constraints the choice of donor mate-
rials which must be of low energy gap and the choice of device structure in which the donor
layer must be sufficient thick. As a result, both the Voc and Jsc easily meet their bottlenecks
in the fullerene-based cells. In the very initial studies of NFAs, the designing rule suitable
for the fullerene is also partly applied to the NFAs slowering the developing progress.
Based upon the new insights in nonfullerene cells, the designing rules should also be
modified to a large extent. As a conclusion, we here summarize two sufficient conditions
for an efficient charge separation in the cells. (1) An alternating structure of D and A
units is essential. The reason is twofold. Firstly, the D–A structure prefers the charge
transfer states rather than Frenkel excitons, which means in this structure the charge transfer
states are more easily to be generated than in other structures. Secondly, as found in this
work, the D and A alternating structure gives rise to self-accumulation of charges implying
outside the region there are few charges. As stated, this is critically important because
the recombination outside the accumulated region is overwhelmingly weakened, such that
the transporting electrons outside the accumulated region can be smoothly collected by the
electrodes. This can be adopted to explain the reason that the Voc loss is not significant in
nonfullerene cells [39]. On the experimental side, the alternating structure could be achieved
by either properly modulating the side groups or adding strong electropolar groups to firmly
connect the D and A units. In our work, we take a 1D structure as instance, but a 2D
structure still works because the 2D system also shares the features of the Luttinger liquid.
(2) There has to be imbalanced local charge densities of intrinsic electron and hole, and in
a local system with an equal number of electrons and holes the mechanism does not work
at all. Apart from these two issues, the electronic energies (to form cascade structure) and
the molecular morphology (to form percolating pathway for charge transport) do not play
the significant role, opposite to the conventional viewpoint in fullerene-based cells.
In addition, our model can be straightforwardly applied to other nonfullerene cells besides
the PBDB-T/ITIC blend. It is not necessary to require a NFA to have the similar A-D-A
structure with that in ITIC. Proper modulation of side groups can still shape the alternating
structure and large difference of electron affinity can enhance the packing of the D and A
units. Rather, the parameters for efficient charge separation must be reconfirmed in other
17
cells.
1D metal exhibits the feature of the Luttinger liquid, and one important phenomenon
in 1D metals is the so-called spin-charge separation [52, 53]. That is, in a non-half-filled
Hubbard model with on-site repulsive interaction, it is well known that the charge excitation
moves faster than spin. The present mechanism of charge separation is however different
with the spin-charge separation, since we do not find the spread of holes. In addition,
the electron-phonon interaction and the disorders are always essential in organic materials.
Taking both the electron-phonon interactions and disorder into account, it refers to the effect
of many-body localization [56]. We expect that the many-body localization can enhance the
present self-accumulation effect since in this situation the charges are more likely to be
localized. This is held as the future subject.
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