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We establish the existence of a mountain pass solution for a variational integral
involving a quasiconvex function with a double-well structure in the geometrically
linear elasticity setting. We show that under small dead-load perturbations, the
Neumann boundary value problem has at least three solutions, a global minimizer, a
local minimizer and a mountain pass solution. We show that our variational integral
satisﬁes a Weak Palais–Smale condition (WPS) hence the mountain pass lemma
applies. # 2002 Elsevier Science (USA)
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tone mapping; minimizers; mountain pass point; Young measure.1. INTRODUCTION
This paper establishes the existence of mountain pass solutions for some
double-well quasiconvex variational models arising from the variational
approach to material microstructure in geometrically linear elasticity
[11, 13]. We consider the case where the minimizing sequences do not form
microstructures, while the corresponding variational integrals have intrinsic
unstable solutions other than minimizers under small dead-load perturba-
tions. Let W ðX Þ ¼ U ðeðX ÞÞ ¼ Q dist2ðeðX Þ; fA; AgÞ be the quasiconvex
relaxation of a double-well energy density [13] of linear strain eðX Þ ¼
ðX þ XT Þ=2 for X 2 Mn	n with n52 and A be an incompatible strain. Then
U ð
Þ deﬁned on symmetric matrices still has a double-well structure. We
consider the Neumann problem corresponding to the energy
IeðuÞ ¼
Z
O
U ðeðDuÞÞ þ ef dx ð1:1Þ
and show that for small e > 0; Ieð
Þ has at least three critical points. Besides a
global minimizer and a local minimizer ‘near’ A and A; there is a mountain
pass solution (Theorem 2). This solution is an intrinsic unstable solution490
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Geometrically, since U ð
Þ has a double-well structure with 0 a saddle point,
u  0 is a critical point of the unperturbed energy (e ¼ 0). We show that Ieð
Þ
satisﬁes a weak version of the Palais–Smale (PS) compactness condition
[2, 6] which makes it possible to bring the inﬁnite dimensional critical point
problem to ﬁt in the ﬁnite dimensional geometric picture of U ð
Þ:
More precisely, let E; E?  Mn	n be the subspace of all skew-symmetric
and symmetric matrices, respectively. Note that eðX Þ ¼ PE?ðX Þ–the ortho-
gonal projection from Mn	n to E?: We consider the energy density W ðX Þ ¼
QF ðX Þ; where
F ðX Þ ¼ dist2ðeðX Þ; fA;AgÞ ð1:2Þ
is the squared distance function from eðX Þ to the two point set fA;Ag; and
QF is the quasiconvex relaxation of F : The set of linear strains K ¼
fA;Ag  E? is said to be incompatible if spanðAÞ  E does not have rank-
one matrices. This deﬁnition agrees with that in [13] where the compatibility
of K is deﬁned as either A is of rank-one or A is of rank-two and the two
non-zero eigenvalues of A have opposite signs.
In this paper we only consider the case K ¼ fA;Ag: The more general
cases where K ¼ fA;Bg can be easily deduced to our case by a simple
translation by letting X ¼ Y þ ðAþ BÞ=2 so that GðY Þ ¼ F ðY þ ðAþ BÞ=2Þ
¼ dist2ðeðY Þ; fðA BÞ=2; ðA BÞ=2gÞ: We can also generalize our result to
more general models where
F ðX Þ ¼ minf½aðeðX Þ  AÞ 
 ½eðX Þ  A; ½aðeðX Þ  BÞ 
 ½eðX Þ  Bg
with a a general elastic moduli as in [13]. However, the proofs will be more
technical.
Let O Rn be a connected smooth C1 domain and W ¼ QF is given as
above. We will consider the variational integral (1.1) in
X ¼ u 2 W 1;2ðO;RnÞ;
Z
O
u dx ¼ 0;
Z
O
PEðDuÞ dx ¼ 0
 
; ð1:3Þ
where PE is the orthogonal projection from Mn	n to E and f 2 L2ðO;R
nÞ
is a ﬁxed function satisfying
R
O f dx ¼ 0 and
R
O x^ f ðxÞ dx ¼ 0; where
x^ f ðxÞ ¼ x f ðxÞ  f ðxÞ  x with a b 2 Mn	n the tensor product of
a; b 2 Rn (see [20]).
The integrands we design fall into a different category from known
structures such as the Hamilton system [17] and semilinear elliptic equations
[2, 6] where the mountain pass solutions and more general solutions are
obtained by perturbations of large lower-order terms. In our models,
internal structure of the leading term is responsible for unstable solutions.
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and the perturbations are very small. The variational model Ie given by (1.1)
is originally from geometrically linear models [11,13] for studying material
microstructures. The type of perturbations ef represents small dead-load
body force applied [20]. Before we proceed, let us make a few remarks.
(i) The Dirichlet problem corresponding to (1.1), say u ¼ u0 on the
boundary @O has a unique solution given by the global minimizer.
Therefore, there are no possibilities for the existence of other solutions.
As we will see later in Theorem 1 that the relaxed energy density is
in the form W ðX Þ ¼ U ðeðX ÞÞ ¼ GðPA0ðX ÞÞ þ H ðeðX ÞÞ where G is a
convex function and H ðeð
ÞÞ is a rank-one convex quadratic form, hence it
is easy to check that the gradient mapping u! DW ðDuÞ is monotone,
that is, Z
O
½DW ðDuÞ  DW ðDvÞ 
 ðDu DvÞ dx50;
when u ¼ v on @O and the equality holds only when u ¼ v almost
everywhere in O due to the special structure of H : This can be checked
via the Plancherel’s identity applied to H ðDu DvÞ:
(ii) It is difﬁcult to use the original energy density function
F ðX Þ ¼ dist2ðeðX Þ; fA;AgÞ ¼ minfjeðX Þ þ Aj2; jeðX Þ  Aj2g
as a model because it is neither differentiable nor weakly lower
semicontinuous in W 1;2 [1]. The model function F is used to feature the
double-well structure by using piecewise quadratic functions which vanish
precisely at A and A in the space E? of linear strains. Therefore, we believe
that QF is still a very good model with a similar structure.
(iii) Since the function U ð
Þ has a geometric saddle point at zero, it
would be interesting to see whether the mountain pass solution is ‘close’ to
0 for small e > 0: Recall that the mountain pass solution is obtained by
applying global methods in the calculus of variations, it does not provide
much information about how close to zero it could be. Another possible
approach would be to solve the Euler–Lagrangian equation locally near zero
by using stronger topology such as W 2;p with p > n [20]. Then (geome-
trically) near zero, the integrand U becomes the quadratic form H plus a
constant (see Theorem 1) hence the corresponding Euler–Lagrangian
equation is linear. Since H ; as a quadratic form, has a negative eigenvalue,
the linear equation would be difﬁcult to solve under Neumann boundary
condition without imposing further complementary conditions. The
situation is quite different if we look for solutions near the wells A or A
respectively, in W 2;p: For example, near A; the energy density becomes F ðX Þ
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equation and we can easily claim that there are two smooth (W 2;p) solutions
near A and A; respectively. What I do not know is whether these solutions
are the same as the global minimizer and the local minimizer.
(iv) It is also mentioned in [13] that the quasiconvex relaxation formula
of multiwell structure similar to the double-well case can be calculated
explicitly when the linearized wells are located along a straight line.
Theorem 1 could be generalized to ﬁnd quasiconvex lower bounds for
multiwell energy density provided that the linear strains are in a liner
subspace without compatible strains. However, in the physically relevant
cases when n ¼ 2 or 3; it can be shown [23] that such spaces can only be one-
dimensional. On the other hand, it is also possible to construct examples of
ﬁnite sets K of linear strains when n ¼ 3 via a translation method
similar to that used in Theorem 1 such that the quasiconvex relaxation
vanishes exactly in K and the afﬁne dimension of the convex hull CðKÞ
equals 3 [23]. However, recall that there is an example [4] of a set of three
linear strains K ¼ fA1;A2;A3g such that they are mutually incompatible
(that is, ðAi  AjÞ is not compatible, i=j) while K generates non-trivial
microstructure.
The methods we use are (i) Korn’s second inequality [10, 12]; (ii) the
compactness and regularity results for the minimizing sequences and
minimizers which satisfy
R
O W ðDujÞ dx! 0 as j!1 [4, 8]; (iii) the notion
of Weak Palais–Smale condition; and (iv) the analytic and geometric
properties of our special integrands.
The plan of this paper is as follows. In Section 2, we give our notation and
preliminaries. We also describe our model integrand W ðX Þ ¼ U ðeðX ÞÞ by an
explicit calculation (Theorem 1). We state and prove our main result
Theorem 2 in Section 3.
2. NOTATION, PRELIMINARIES AND THE MODEL
We denote by MN	n ðN ; n52Þ the space of all real N 	 n matrices, with
RNn norm. The inner product of A;B 2 MN	n is denoted by A 
 B ¼ tr ATB
and the norm of A 2 MN	n is given by jAj ¼
ﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃ
trðATAÞ
p
where AT is the
transpose of A and tr is the trace of a square matrix. A linear subspace of
MN	n generated by a matrix A0 is denoted by spanðA0Þ: We write the direct
sum of two linear subspaces E1 and E2 by E1  E2: The Lebesgue measure of
a measurable subset U  Rn is denoted by jU j: From now on O denotes
a non-empty, open and bounded Lipschitz domain in Rn: We denote
by Du the gradient of a (vector-valued) function u and we deﬁne the space
Ck;aðO;RN Þ; the Lp spaces and Sobolev spaces W 1;p in the usual way. K 
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We use * and ! to denote weak and strong convergence in Banach spaces.
Recall that we denote by E;E?  Mn	n the subspaces of skew-
symmetric and symmetric matrices, respectively. We see that E? is the
orthogonal complement of E in Mn	n: We also see that the linear
strain eðX Þ ¼ ðX þ XT Þ=2 is the orthogonal projection of X to E?: eðX Þ ¼
PE?ðX Þ:
Let f :MN	n ! R be a continuous function. The following are some
conditions related to weak lower semicontinuity of the integral (c.f.
[3, 7, 16]) IðuÞ ¼
R
O f ðDuðxÞÞ dx:
(i) f is rank-one convex if for each matrix A 2 MN	n and each rank-one
matrix B ¼ a b 2 MN	n; the function t! f ðAþ tBÞ is convex.
(ii) f is quasiconvex at A 2 MN	n on O; if for any smooth function
f : O! RN compactly supported in O;Z
O
f ðAþ DfðxÞÞ dx5
Z
O
f ðAÞ dx
holds. f is quasiconvex if it is quasiconvex at every A 2 MN	n: The class of
quasiconvex functions is independent of the choice of O:
It is well-known that ðiiÞ ) ðiÞ; while ðiÞ )= ðiiÞ (cf. [3, 7, 16, 19]). Notice
that a quadratic form on MN	n is quasiconvex if and only if it is rank-one
convex.
To construct quasiconvex functions, we need the following
Definition 2.1 (Dacorogna [7]). Suppose f :MN	n ! R is a contin-
uous function. The quasiconvex relaxation of f is deﬁned by Qf ¼
supfg4f ; g quasiconvexg:
Similarly, the convexiﬁcation of f is Cf ¼ supfg4f ; g convexg:
To calculate the rank-one relaxation Rf of a lower semicontinuous
function f which is bounded below, we apply the following iteration method
introduced by Kohn and Strang in [15], namely,
R0f ¼ f ;
Rkþ1f ðAÞ ¼ infflRkf ðA1Þ þ ð1 lÞRkf ðA2Þ;
lA1 þ ð1 lÞ A2 ¼A; rankðA1  A2Þ41g:
Then it was proved in [15] that Rf ¼ limk!1 Rkf :
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convex relaxation Cf as well. In the iteration scheme above we only
need to drop the restriction rankðA1  A2Þ41 to obtain a characteriz-
ation of convexiﬁcation of f by using the limit of Ckf ; that is, Cf ¼
limk!1 Ckf :
We need the following results in the proof of our main theorem.
Proposition 2.1 (Korn’s Second Inequality [10, 12]). For u 2 X defined
by (1.3), we have Z
O
jDuj2 dx4CðOÞ
Z
O
jeðDuÞj2 dx
where CðOÞ > 0 is a constant depending on O:
Proposition 2.2 (Bhattacharya et al. [4]; DeSimone and Friesecke [8]).
Suppose A;B 2 E? are two linear strains such that A B is not compatible. Let
K ¼ fA;Bg and let O Rn be bounded, open and connected. Then
for a bounded sequence uj in W 1;pðO;R
N Þ; ðp51Þ; such that limj!1R
O dist
2ðeðDujÞ;KÞ dx ¼ 0: Then up to a subsequence, either eðDujÞ ! A in
L2ðOÞ or eðDujÞ ! B in L2ðOÞ:
The following is a special case of a general theorem due to Kristensen [14].
Proposition 2.3. Suppose O Rn is bounded and smooth and uj * u in
W 1;pðOÞ with 15p51: Then there are two bounded sequences vj 2 W 1;pðOÞ
and wj 2 W
1;p
0 ðOÞ such that uj  u0 ¼ vj þ wj; and up to a subsequence Dvj !
0 almost everywhere in O; while wj * 0 in W
1;p
0 ðOÞ and jDwjj
p is equi-
integrable in O:
Let X be a real Banach space and let hxn; xi be the dual pair of X and its
dual space X n: We need the following weaker version of the Palais–Smale
condition which is satisﬁed by our model. For the original (PS) condition,
we refer to [2, 6, 18].
Definition 2.2. Suppose X is a Banach space, f 2 C1ðX ;RÞ: We say
that f satisﬁes the Weak Palais–Smale Condition, or the (WPS) if for every
sequence ðxjÞ in X ; such that f ðxjÞ is bounded and f 0ðxnÞ ! 0; there is a
subsequence ðxjk Þ such that
(i) there is x0 2 X such that xjk * x0 weakly;
(ii) f ðxjk Þ ! f ðx0Þ;
(iii) hf 0ðxjk Þ; ui ! hf
0ðx0Þ; ui for every u 2 X ; as k !1:
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proof follows easily from the approach in [18]. We call c 2 R a critical value
of f : X ! R if there is a critical point x0 2 X of f ; such that f 0ðx0Þ ¼ 0 and
f ðx0Þ ¼ c:
Proposition 2.4. Let X be a Banach space and f 2 C1ðX ;RÞ: Suppose
O X is an open set with x0 2 O and x1 =2 %O: Let G ¼ fl 2 Cð½0; 1;X Þ; lð0Þ ¼
x0; lð1Þ ¼ x1g; and
c ¼ inf l2G maxt2½0;1 f 8lðtÞ:
If the following conditions hold:
(1) a :¼ infx2@O f ðxÞ > maxff ðx0Þ; f ðx1Þg;
(2) f satisfies the ðWPSÞ:
Then c is a critical value and c5a:
Now we turn to the study of our model. Let K ¼ fA;Ag  E? be a set
of two incompatible linear strains. Let A0 ¼ A=jAj and we denote by PA0 and
PA?
0
\E? the orthogonal projections from M
n	n to the one-dimensional space
spanðA0Þ and its complement in E?; respectively. Note that A0 2 E?; A?0 \
E?  E?: Before we examine our model, let us introduce some quantities we
need. Let a; b 2 Rn; we deﬁne
lA0 ¼ inf jaj¼jbj¼1
jPA?
0
\E?ða bÞj
2
jPA0ða bÞj
2
¼
1
xA0
 1; ð2:1Þ
where
xA0 ¼ supjaj¼jbj¼1
jPA0 ða bÞj
2
jPE?ða bÞj
2
:
We have 05xA041 and xA0 ¼ 1 if and only if A0 is compatible in the sense
that spanðA0Þ  E has rank-one matrices. This is easy to see because
jPA?
0
\E?ða bÞj
25c0jaj2jbj2 for some c0 > 0 for every rank-one matrix a b:
The exact value of xA0 can be calculated [22]. However, we do not need it
here.
The following is our model integrand W ¼ QF : The explicit calculation of
QF was done by Kohn [13] via Fourier Theory for more general double-well
models. Here we give a short proof by using the translation method
(also mentioned in [13]). Our calculations provide further information about
the analytic and geometric structure of QF : For a function h deﬁned on
spanðA0Þ; we denote by CA0h the convexiﬁcation of h in spanðA0Þ:
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QF ðX Þ ¼U ðeðX ÞÞ
¼CA0ðdist
2ðPA0 ðX Þ;KÞ þ lA0 jPA0ðX Þj
2Þ þ ðjPA?
0
\E?ðX Þj
2  lA0 jPA0 ðX Þj
2Þ
¼GðPA0 ðX ÞÞ þ H ðeðX ÞÞ; ð2:2Þ
where
GðPA0 ðX ÞÞ ¼CA0 ðdist
2ðPA0ðX Þ;KÞ þ lA0 jPA0 ðX Þj
2Þ
¼
jAj2ð1 xA0 Þ; if 04jPA0 ðX Þj4jAjxA0 ;
dist2ðPA0ðX Þ;KÞ þ lA0 jPA0 ðX Þj
2; if jPA0 ðX Þj5jAjxA0 ;
(
ð2:3Þ
is the convexification of dist2ðPA0 ðX Þ;KÞ þ lA0 jPA0 ðX Þj
2 along the one-
dimensional space spanðA0Þ and
H ðeðX ÞÞ ¼ jPA?
0
\E?ðX Þj
2  lA0 jPA0 ðX Þj
2
is a rank-one convex quadratic form satisfying H ðeða bÞÞ50 for every rank-
one matrix a b 2 Mn	n: The function U ðY Þ is defined on the subspace of
symmetric matrices E?: Furthermore, if we let GðtA0Þ ¼ f ðtÞ; then f is convex
and
jf 0ðtÞ  f 0ðsÞj24cðf 0ðtÞ  f 0ðsÞÞðt  sÞ ð2:4Þ
for t; s 2 R and some constant c > 0; independent of t; s:
We observe from the explicit formula of QF ðX Þ that the relaxation
depends on eðX Þ only, that is W ðX Þ ¼ QF ðX Þ ¼ U ðeðX ÞÞ: Note that PA0ðX Þ ¼
PA0ðeðX ÞÞ; PA?0 \E?ðX Þ ¼ PA?0 \E?ðeðX ÞÞ and PE?ðX Þ ¼ eðX Þ:
Proof. Since spanðA0Þ  E does not have rank-one matrices, we see that
there is a constant c0 > 0 such that jPA?
0
\E?ða bÞj
25c0jaj2jbj2: From the
deﬁnition of lA0 ; we see that for every rank-one matrix a b 2 M
n	n;
H ðeða bÞÞ ¼ jPA?
0
\E?ða bÞj
2  lA0 jPA0 ða bÞj
250;
and there is some a0  b0 with ja0j ¼ jb0j ¼ 1 such that H ða0  b0Þ ¼ 0: By
noticing that K  spanðA0Þ; we have
dist2ðeðX Þ;KÞ ¼ dist2ðPE?ðX Þ;KÞ ¼ dist
2ðPA0 ðX Þ;KÞ þ jPA?0 \E?ðX Þj
2:
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2; ðt þ aÞ2g; we further have
that
F ðX Þ ¼ dist2ðPE?ðX Þ;KÞ
¼minfðt  aÞ2; ðt þ aÞ2g þ jPA?
0
\E?ðX Þj
2 ¼ gðtÞ þ jPA?
0
\E?ðX Þj
2
5CðgðtÞ þ lA0 t
2Þ þ jPA?
0
\E?ðX Þj
2  lA0 t
2 ¼ GðPA0ðX ÞÞ þ H ðeðX ÞÞ:
Therefore, we see that QF ðX Þ5GðPA0 ðX ÞÞ þ H ðeðX ÞÞ from the deﬁnition of
quasiconvex relaxation. The explicit form of G can be easily calculated. It is
also easy to see that the quasiconvex lower bound depends only on eðX Þ so
we may write GðPA0 ðX ÞÞ þ H ðeðX ÞÞ ¼ U ðeðX ÞÞ:
Since QF4RF ; we now show that RF ðX Þ4GðX Þ þ H ðX Þ and the proof is
then ﬁnished. We apply the Kohn–Strang iteration. Since spanðA0Þ is one
dimensional and H ðeða0  b0ÞÞ ¼ 0; we let
M ¼ fa b 2 Mn	n; H ðeða bÞÞ ¼ 0g:
Then the projection PA0 :M ! spanðA0Þ is an onto mapping. To simplify
notation, we let hðPA0ðX ÞÞ ¼ dist
2ðPA0 ðX Þ;KÞ þ lA0 jPA0 ðX Þj
2 and observe that
CA0hðPA0 ðX ÞÞ ¼ GðPA0ðX ÞÞ:
We ﬁrst consider R1F ðX Þ: Let 05s51 and let B1;B2 2 spanðA0Þ be such
that sB1 þ ð1 sÞB2 ¼ PA0 ðX Þ: Let B ¼ B1  B2; we see that there is some
a b 2 M such that PA0 ða bÞ ¼ B: Now we set X1 ¼ X þ ð1 sÞa
b; X2 ¼ X  sa b; then X1  X2 ¼ a b; PA0ðX1Þ ¼ B1; PA0 ðX2Þ ¼ B2:
Therefore, from the facts that H ðeða bÞÞ ¼ 0 and that H is a quadratic
form, we have
R1F ðX Þ4sF ðX1Þ þ ð1 sÞF ðX2Þ ¼ sF ðX þ ð1 sÞa bÞ
þ ð1 sÞF ðX  sa bÞ
¼ shðPA0ðX þ ð1 sÞa bÞÞ þ ð1 sÞhðPA0ðX  sa bÞÞ
þ sH ðeðX þ ð1 sÞa bÞÞ þ ð1 sÞH ðeðX  sa bÞÞ
¼ shðB1Þ þ ð1 sÞhðB2Þ þ H ðeðX ÞÞ:
Taking inﬁmum on B1; B2 in span A0 with sB1 þ ð1 sÞB2 ¼ PA0 ðX Þ for
some 04s41; we see that
R1F ðX Þ4C1hðPA0 ðX ÞÞ þ H ðX Þ:
Repeating this process, we obtain RkF ðX Þ4CkhðPA0ðX ÞÞ þ H ðeðX ÞÞ for k ¼
1; 2; . . . : Passing to the limit k !1; we obtain RF ðX Þ4CA0hðPA0ðX ÞÞ þ
H ðeðX ÞÞ: Hence,
RF ðX Þ ¼ QF ðX Þ ¼ GðPA0ðX ÞÞ þ H ðeðX ÞÞ ¼ U ðeðX ÞÞ:
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GðtA0Þ ¼ f ðtÞ ¼
jAjð1 xA0Þ; jtj4jAjxA0 ;
ðt  jAjÞ2 þ lA0 t
2; t5jAjxA0 ;
ðt þ jAjÞ2 þ lA0 t
2; t4 jAjxA0 :
8><
>:
Recall that lA0 ¼ 1=xA0  1; we obtain
f 0ðtÞ ¼
0; jtj4jAjxA0 ;
2ð1þ lA0 Þðt  jAjxA0 Þ; t5jAjxA0 ;
2ð1þ lA0 Þðt þ jAjxA0 Þ; t4 jAjxA0 :
8><
>:
Hence inequality (2.4) can be proved easily from the explicit formula for
f 0ðtÞ: ]
The following are some properties of QF which are easy to check and are
left to interested readers.
Proposition 2.5. The quasiconvex relaxation W ¼QF given by Theorem 1
satisfies
ðiÞ W is of C1;1 and the gradient mapping DW is Lipschitz.
ðiiÞ DW is quasimonotone [9, 21], that is, for every X 2 Mn	n; every open
set U  Rn and every f 2 W 1;10 ðU ;R
nÞZ
U
DW ðX þ DfÞ 
 Df dx50;
ðiiiÞ W ðX Þ ¼ 0 if and only if PE?ðX Þ ¼ A: Furthermore, when
distðeðX Þ;KÞ5jAjð1 xA0Þ; W ðX Þ ¼ F ðX Þ ¼ dist
2ðeðX Þ;KÞ:
ðivÞ There are positive constants c0; C0 and c1 depending on jAj and xA0 ;
such that,
jH ðeðX ÞÞj4C0ðjeðX Þj þ 1Þ;
c0ðjeðX Þj2  1Þ4W ðX Þ ¼ U ðeðX ÞÞ4C0ðjeðX Þj2 þ 1Þ;
DW ðX Þ 
 X5c1jeðX Þj2  c2; jDW ðX Þj4C0ðjeðX Þj þ 1Þ
DU ðY Þ 
 Y5c1jY j2  c2; jDU ðY Þj4C0ðjY j þ 1Þ; Y 2 E?:
ðvÞ there is a constant c > 0 such that W ðX Þ5cF ðX Þ for all
X 2 Mn	n:
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In this section, we state and prove our main result. Let W ðX Þ ¼ QF ðX Þ ¼
U ðeðX ÞÞ for X 2 Mn	n; where F ðX Þ ¼ dist2ðeðX Þ;KÞ: We consider critical
points of the functional
IeðuÞ ¼
Z
O
½U ðeðDuÞÞ þ ef 
 u dx
in X ¼ u 2 W 1;2ðO;RnÞ;
Z
O
u dx ¼ 0;
Z
O
PEðDuÞ dx ¼ 0
 
;
with norm jjujjX ¼ jjeðDuÞjjL2ðOÞ: Poincar!e’s inequality and Korn’s
second inequality [13] imply that jjeðDuÞjjL2 is equivalent to jjujjW 1;2 in X
and X is a closed subspace of W 1;2ðO;RnÞ: Recall the notation x^ f ¼
x f  f  x:
Theorem 2. Suppose O Rn is a bounded smooth ðC1Þ domain. Let
W ðX Þ ¼ U ðeðX ÞÞ ¼ QF ðX Þ be given by Theorem 1 and f 2 L2ðO;RnÞ withR
O f dx ¼ 0;
R
O x^ f dx ¼ 0: Let r ¼ jOj
1=2jAj=2: Then for 05Z5minf1; rg
sufficiently small, there is some eðZÞ > 0; with eðZÞ5Z; such that
when 05e5eðZÞ; Ieð
Þ has at least three critical points in X:
ðaÞ There is a global minimizer um;e near A (or AÞ; in the sense that
jjeðDum;eÞ  AjjL24r or respectively jjeðDum;eÞ þ AjjL24r; where
Ieðum;eÞ4C2e; ð3:1Þ
where C2 ¼ j
R
O f 
 ðAxþ bÞ dxj and b ¼ ð1=jOjÞ
R
O Ax dx are constants
depending on O; f and A.
ðbÞ If the global minimizer given by ðaÞ is near A, there is a local
minimizer ul;e in %BrðAÞ ¼ fu 2 X; jjeðDuÞ þ Ajj4rg; which is in the interior
of %BrðAÞ; so it is a critical point of Ieð
Þ: Furthermore,
Ieðul;eÞ ¼ infu2 %BrðAÞIeðuÞ4C2e5C2
ﬃﬃ
e
p
42C2
ﬃﬃ
e
p
4 infu2@BrðAÞIeðuÞ; ð3:2Þ
where @BrðAÞ ¼ fu 2 X; jjeðDuÞ þ AjjL2 ¼ rg:Similarly, if the global mini-
mizer given by ðaÞ is near A; there is a local minimizer ul;e in %BrðAÞ ¼ fu 2
X; jjeðDuÞ  AjjL24rg; which is in the interior of %BrðAÞ: Furthermore,
Ieðul;eÞ ¼ infu2 %BrðAÞIeðuÞ4C2e5C2
ﬃﬃ
e
p
42C2
ﬃﬃ
e
p
4 infu2@BrðAÞIeðuÞ; ð3:3Þ
where @BrðAÞ ¼ fu 2 X; jjeðDuÞ  AjjL2 ¼ rg:
In both cases, %BrðAÞ \ %BrðAÞ ¼ |; hence um;e=ul;e:
SOLUTIONS FOR DOUBLE-WELL ENERGY 501ðcÞ There is a mountain pass point us;e 2 X which differs from the two
(local) minimizers. Furthermore,
Ieðus;eÞ5C2
ﬃﬃ
e
p
: ð3:4Þ
Remark 3.1. The constraints
R
O f dx ¼ 0;
R
O x^ f dx ¼ 0 on the
perturbation f are the compatibility requirements for the Euler–Lagrangian
equations of Ieð
Þ [20].
Proof of Theorem 2. We prove Theorem 2 through the following lemmas.
Firstly, since W ðX Þ ¼ QF ðX Þ ¼ U ðeðX ÞÞ is quasiconvex and c0jeðX Þj2 
c14W ðX Þ4C0ðjeðX Þj2  1Þ; Ieð
Þ is weakly lower semicontinuous in X
for each ﬁxed e > 0 [1, 3] and there exists a global minimizer um;e in X:
Recall that b 2 Rn is a constant vector such that
R
OðAxþ bÞ dx ¼ 0; we have
u0 ¼ Axþ b 2 X: Since W ðAÞ ¼ 0;
Ieðum;eÞ4Ieðu0Þ4e
Z
O
f 
 u0 dx4C2e:
Therefore (3.1) is proved.
Lemma 3.1. For r ¼ jOj1=2jAj=2; and for small Z > 0; with Z5minf1; rg;
there exists 05eðZÞ4Z; such that whenever e4eðZÞ; either
jjeðDum;eÞ  AjjL24Z or jjeðDum;eÞ þ AjjL24Z:
Proof. Suppose that the claim is not true, there is some Z0 > 0 with
Z05minf1; rg such that there is a decreasing sequence ej > 0 with ej ! 0 as
j!1 with
jjeðDum;ej Þ  AjjL25Z0 and jjeðDum;ejÞ þ AjjL25Z0: ð3:5Þ
From (3.1) we see that
lim supj!1 Iej ðum;ej Þ40;
because we can easily check that um;ej is bounded in X;
limj!1 ej
Z
O
f 
 um;ej dx ¼ 0; and U ðeðX ÞÞ5c dist
2ðeðX Þ; fA;AgÞ ð3:6Þ
for all X 2 Mn	n (Proposition 2.5), we have
lim supj!1
Z
O
dist2ðeðDum;ejÞ; fA;AgÞ dx ¼ 0:
KEWEI ZHANG502Therefore, by Proposition 2.2, up to a subsequence,
jjeðDum;ejÞ  AjjL2 ! 0; or jjeðDum;ejÞ þ AjjL2 ! 0:
This contradicts (3.5). The proof is complete. ]
Next we consider the local minimizer. We have
Lemma 3.2. There is a small Z1 > 0 with Z15minf1; rg; such that for any
05e4eðZ1Þ given by Lemma 3.1, if jjeðDum;eÞ  AjjL24Z1; there is a local
minimizer ul;e of Ieð
Þ in %BrðAÞ  X such that
ul;e =2 @BrðAÞ ¼ fu 2 X; jjeðDuÞ  ðAÞjjL2 ¼ rg
and
Ieðul;eÞ ¼ infu2 %BrðAÞIeðuÞ4C2e52C2
ﬃﬃ
e
p
4 infu2@BrðAÞIeðuÞ; ð3:7Þ
where C2 > 0 is the constant given by (3.1).
Similarly, if jjeðDum;eÞ þ AjjL24Z1; there is a local minimizer of Ieð
Þ in %BrðAÞ
which is not on the boundary and (3.7) holds by replacing A by A.
Notice here that if um;e 2 BrðAÞ; then ul;e 2 BrðAÞ; and vice versa. Since
%BrðAÞ \ %BrðAÞ ¼ |; we see that um;e=ul;e in X:
Proof. We deﬁne
VþðZÞ ¼ f05e5eðZÞ; jjeðDum;eÞ  AjjL24Zg
VðZÞ ¼ f05e5eðZÞ; jjeðDum;eÞ þ AjjL24Zg;
ð3:8Þ
for 05Z5r small. We have VþðZÞ \ VðZÞ ¼ |; and VþðZÞ [ VðZÞ ¼ ð0; eðZÞÞ:
This is because um;e is either in BrðAÞ or in BrðAÞ; while BrðAÞ \ BrðAÞ ¼ |:
We show that if
inffe 2 VþðeðZÞÞg ¼ 0;
there is an Z0 > 0 with Z04Z; when e 2 VþðZ0Þ; ul;e 2 BrðAÞ and (3.7) holds.
Let ul;e be a local minimizer of Ieð
Þ in %BrðAÞ where e 2 VþðZÞ: The existence
of the local minimizer is guaranteed by the quasiconvexity, coercivity,
Korn’s inequality and growth condition of W ; and the convexity and
closedness of the ball %BrðAÞ:We have ul;e 2 %BrðAÞ: Let us show that ul;e is,
in fact, in the interior of BrðAÞ: Since u0 ¼ Ax b 2 BrðAÞ; we have
Ieðul;eÞ4Ieðu0Þ4C2e:
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inffIeðuÞ; u 2 @BrðAÞg52C2
ﬃﬃ
e
p
; ð3:9Þ
for e 2 VþðZ0Þ and for sufﬁciently small 05Z05minf1; rg: Hence ul;e 2 BrðAÞ
so that ul;e is a critical point of Ieð
Þ:
If this is not true, there is a sequence Zj > 0 and ej 2 VþðZjÞ such that
Zj ! 0; ej ! 0 while
inffIejðuÞ; u 2 @BrðAÞg52C2
ﬃﬃﬃﬃ
ej
p
:
Therefore, there is a sequence uj 2 @BrðAÞ; such that
IejðujÞ44C2
ﬃﬃﬃﬃ
ej
p
; jjeðDuj þ AÞjjL2 ¼ r:
Let j!1; we have, as showed in the proof of Lemma 3.1 that
limj!1
Z
O
dist2ðeðDujÞ; fA;AgÞ dx ¼ 0
so that eðDujÞ ! A in L2ðOÞ or eðDujÞ ! A in L2ðOÞ:
If eðDujÞ ! A in L2ðOÞ; we pass to the limit j!1 in jjeðDujÞ þ AjjL2 ¼ r
to obtain jj2AjjL2 ¼ r: On the other hand, jj2AjjL2 ¼ 2jOj
1=2jAj ¼ 4r > r: This is
a contradiction.
If eðDujÞ ! A in L2ðOÞ as j!1; we obtain from jjeðDujÞ þ AjjL2 ¼ r
that jj  Aþ AjjL2 ¼ r; which leads to 0 ¼ r: This also contradicts to r > 0:
Therefore, we see that there is 05Z05minf1; rg; such that (3.9) holds.
Now if inf VðZÞ ¼ 0: We can establish a similar result.
Finally, for a ﬁxed Z > 0; if VþðZÞ is already an empty set or inf VþðZÞ > 0;
we may choose Z > 0 smaller, such that VþðZÞ ¼ |: Hence for small Z >
0; VðZÞ ¼ ð0; eðZÞÞ: Similarly, if inf VðZÞ > 0; we see that VðZÞ ¼ |: for
small Z > 0: So we can repeat previous argument to reach our conclu-
sions. ]
Remark 3.2. The existence of the global and local minimizers does not
depend on whether DW is a gradient quasimonotone mapping. We only
need the two-well structure of W ; the fact that W is quasiconvex, and the
compactness property Proposition 2.2.
Now we show that the (WPS) holds for Ieð
Þ in X:
Lemma 3.3. For every e > 0; Ieð
Þ satisfies the ðWPSÞ:
Proof. Since e > 0 does not play a r #ole in our proof, we set e ¼ 1 to
simplify our notation and consider IðuÞ ¼
R
O U ðeðDuÞÞ þ f 
 u dx: Suppose
KEWEI ZHANG504jIðujÞj4C0 and I 0ðujÞ ! 0 as j!1; We ﬁrst show that eðDujÞ is bounded in
L2 (Proposition 2.1). Since jIðujÞj4C0; the coercivity of U implies that
c0
Z
O
ðjeðDujÞj2  1Þ dx4C0 þ C2:
Therefore, eðDujÞ is bounded in L2 so that Duj is bounded in L2:Hence, there
is a subsequence (still denoted by uj 2 X) such that uj * u in W 1;2ðO;R
nÞ:
Let fj ¼ uj  u: we ﬁrst show that eðDfjÞ is equi-integrable on O:
Since fj is bounded in X; hI
0ðujÞ;fji ! 0 as j!1: This gives
limj!1
Z
O
½DU ðeðDuþ DfjÞÞ 
 eðDfjÞ þ f 
 fj dx ¼ 0;
and we always use DU to means the gradient of U against its arguments in
the space of symmetric matrices E?: Since
R
O f 
 fj dx! 0 as j!1; we
have
limj!1
Z
O
DU ðeðDuÞ þ eðDfjÞÞ 
 eðDfjÞ dx ¼ 0: ð3:10Þ
Recall Theorem 1 that
W ðX Þ ¼ QF ðX Þ ¼ U ðeðX ÞÞ ¼ GððPA0 ðX ÞÞ þ H ðeðX ÞÞ;
which is the sum of a convex function G deﬁned on spanðA0Þ  E? with
quadratic growth and a rank-one convex quadratic form H which also
depend on eðX Þ only. We also have that DGðPA0 ðX ÞÞ is monotone.
We apply Proposition 2.3 to fj ¼ uj  u componentwise so that fj ¼
vj þ wj with vj bounded in W 1;2ðO;R
N Þ and Dvj ! 0 almost everywhere,
while wj is bounded in w
1;2
0 ð; r
nÞ; wj * 0 in W
1;2
0 ðO;R
N Þ with jDwjj
2 equi-
integrable. Our aim at this stage is to show that jeðDfjÞj
2 is equi-integrable
on O:
Since Du 2 L2ðOÞ; for any 05m51; there is d > 0 ðd5mÞ; such that on any
measurable o0  O with jo0j5d;
R
o0
jDuj2 dx4m: Because Dvj ! 0 almost
everywhere, we have, from Egorov’s theorem that for this d > 0; there is a
measurable subset o O with joj5d such that Dvj ! 0 uniformly on O=o
as j!1: Thus jDfjj
2 is equi-integrable in O=o: Therefore, we haveZ
O
DU ðeðDuÞ þ eðDfjÞÞ 
 eðDfjÞ dx
¼
Z
O =o
DU ðeðDuÞ þ eðDfjÞÞ 
 eðDfjÞ dx
þ
Z
o
DU ðeðDuÞ þ eðDfjÞÞ 
 eðDfjÞ dx ¼ Aj þ Bj;
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R
o DU ðeðDuÞ þ eðDfjÞÞ 
 eðDfjÞ dx: We estimate Aj ﬁrst,
Aj ¼
Z
O =o
DU ðeðDuÞ þ eðDfjÞÞ 
 eðDfjÞ dx
¼
Z
O =o
DGðPA0 ðDuþ DfjÞÞÞ 
 PA0ðDfjÞÞ dx
þ
Z
O =o
DH ðeðDuþ DfjÞÞ 
 eðDfjÞ dx
5
Z
O =o
DGðPA0 ðDuÞÞ 
 PA0 ðDfjÞÞ dx
þ 2
Z
O =o
H ðeðDfjÞÞ dxþ
Z
O =o
DH ðeðDuÞÞ 
 eðDfjÞ dx:
Here we have used the fact that DG is monotone and H a quadratic form on
E?: Now from [5] we have that
lim inf j!1
Z
O =o
H ðeðDfjÞÞ dx5
Z
O =o
H ð0Þ dx ¼ 0
so that for sufﬁciently large j > 0;Z
O =o
H ðeðDfjÞÞ dx5 2m:
We also have that
R
O =o DGðPA0 ðDuÞÞ 
 PA0 ðDfjÞÞ dx! 0 and
R
O =oDH ðeðDuÞÞ 

eðDfjÞ dx! 0 as j!1: Therefore for sufﬁciently large j > 0; Aj5 3m:
Let sj ¼ Aj þ Bj: From (3.10), sj ! 0 and we see that Bj44m for large
j > 0; that is, Z
o
DU ðeðDuþ DfjÞÞ 
 eðDfjÞ dx44m:
From Proposition 2.5 (iv), we have
DU ðY Þ 
 Y5c1jY j2  c2; and jDU ðY Þj4C0ðjY j þ 1Þ:
hence
c1
Z
o
jeðDuÞ þ eðDfjÞj
2 dx
4
Z
o
c2 dxþ
Z
o
C0ðjeðDuÞ þ eðfjÞj þ 1ÞjeðDuÞj dxþ 4m:
KEWEI ZHANG506By noticing that jeðDuþ DfjÞj is bounded in L
2ðOÞ and
R
o jeðDuÞj
2 dx4m; we
have Z
o
jeðDuÞ þ eðDfjÞj
24Cðdþ m1=2 þ mÞ4Cm1=2;
for large j > 0 with C > 0 a constant independent of j: Thus jeðDfjÞj
2 is equi-
integrable in O:
Next we show that IðujÞ ! IðuÞ as j!1:
Since fj ¼ vj þ wj as given above, we see that eðDvjÞ ! 0 in L
2: jeðDwjÞj2
is equi-integrable in O; eðDwjÞ* 0 and wj ¼ 0 on @O: From (3.10) we also
have Z
O
DGðPA0 ðDuþ DfjÞÞ 
 PA0ðDfjÞÞ dx
þ
Z
O
DH ðeðDuþ DfjÞÞ 
 eðDfjÞ dx ¼ tj ! 0; ð3:11Þ
as j! 0: We have in (3.11) thatZ
O
DH ðeðDuþ DfjÞÞ 
 eðDfjÞ dx
¼
Z
O
DH ðeðDuþ Dvj þ DwjÞÞ 
 eðDvj þ DwjÞ dx
¼ 2
Z
O
H ðeðDwjÞÞ dxþ
Z
O
DH ðeðDuþ DvjÞÞ 
 eðDfjÞ dx
þ
Z
O
DH ðeðDuþ DfjÞÞ 
 eðDvjÞ dx
¼ 2
Z
O
H ðeðDwjÞÞ dxþ rj5rj; ð3:12Þ
where
rj ¼
Z
O
DH ðeðDuþ DvjÞÞ 
 eðDfjÞ dxþ
Z
O
DH ðeðDuþ DfjÞÞ 
 eðDvjÞ dx! 0;
and
2
Z
O
H ðeðDwjÞÞ dx50 ð3:13Þ
because wj ¼ 0 on @O and H is quasiconvex, H ð0Þ ¼ 0: Similarly,Z
O
H ðeðDujÞÞ dx ¼
Z
O
H ðeðDuÞÞ dxþ
Z
O
H ðeðDwjÞÞ dxþ lj; ð3:14Þ
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O
DGðPA0ðDuþ DfjÞÞ 
 PA0 ðDfjÞÞ dx
þ 2
Z
O
H ðeðDwjÞÞ dx ¼ tj  rj ! 0; ð3:15Þ
as j!1: Since G is convex,Z
O
DGðPA0ðDuþ DfjÞÞ 
 PA0 ðDfjÞÞ dx
5
Z
O
DGðPA0 ðDuÞÞ 
 PA0 ðDfjÞÞ dx! 0 ð3:16Þ
as j!1: Therefore, (3.13), (3.15) and (3.16) imply
limj!1
Z
O
DGðPA0 ðDuþ DfjÞÞ 
 PA0ðDfjÞÞ dx ¼ 0;
limj!1
Z
O
H ðeðDwjÞÞ dx ¼ 0: ð3:17Þ
Thus from (3.14) and (3.17)
limj!1
Z
O
H ðeðDujÞÞ dx ¼
Z
O
H ðeðDuÞÞ dx: ð3:18Þ
Since G is convexZ
O
GðPA0ðDujÞÞ 
Z
O
GðPA0 ðDuÞÞ5
Z
O
DGðPA0 ðDuÞÞ 
 PA0 ðDfjÞÞ dx! 0;Z
O
GðPA0ðDuÞÞ 
Z
O
GðPA0 ðDujÞÞ5
Z
O
DGðPA0 ðDujÞÞ 
 PA0 ðDfjÞÞ dx! 0;
hence
limj!1
Z
O
GðPA0 ðDujÞÞ ¼
Z
O
GðPA0ðDuÞÞ: ð3:19Þ
From (3.18) and (3.19) we obtain, as j!1 that
IðujÞ ¼
Z
O
GðPA0ðDujÞÞ þ
Z
O
H ðeðDujÞÞ dxþ
Z
O
f 
 uj dx
!
Z
O
GðPA0ðDuÞÞ þ
Z
O
H ðeðDuÞÞ dxþ
Z
O
f 
 u dx ¼ IðuÞ:
Finally, we prove that hI 0ðujÞ;fi ! hI 0ðuÞ;fi ¼ 0 for each ﬁxed f 2 X:
KEWEI ZHANG508Since H is a quadratic form, we haveZ
O
DH ðeðDujÞÞ 
 eðDfÞ dx!
Z
O
DH ðeðDuÞÞ 
 eðDfÞ dx:
We only need to prove thatZ
O
DGðPA0ðDujÞÞ 
 PA0ðDfÞ !
Z
O
DGðPA0ðDuÞÞ 
 PA0 ðDfÞ: ð3:20Þ
From (2.4) and (3.10) we also haveZ
O
jDGðPA0 ðDujÞÞ  DGðPA0 ðDuÞÞj
2 dx
4
Z
O
ðDGðPA0ðDujÞÞ  DGðPA0 ðDuÞÞ 
 ðPA0ðDujÞ  PA0ðDuÞÞ dx! 0
as j!1 and (3.20) follows. Therefore limj!1 hI 0ðujÞ;fi ¼ hI 0ðuÞ;fi ¼ 0:
The proof is ﬁnished. ]
Remark 3.3. The proof of IðujÞ ! IðuÞ in Lemma 3.3 given above was
suggested by Professor Jiaquan Liu. In a previous version, I used Young
measures without referring to (2.4) in order to establish the same fact. The
advantage of the present proof is that it is much shorter. However,
inequality (2.4) is needed.
Lemma 3.3. Let W ðX Þ ¼ QF ðX Þ ¼ U ðeðX ÞÞ be defined as in Theorem 1.
For 05Z5minf1; rg sufficiently small, Ieð
Þ has a mountain pass point us;e in X
satisfying
Ieðus;eÞ52C2
ﬃﬃ
e
p
:
Proof. Recall the deﬁnition of VþðZÞ and VðZÞ given by (3.8). For
sufﬁciently small Z0 > 0; we see that if 05e5eðZ0Þ is in VþðZ0Þ; then um;e 2
BrðAÞ; and ul;e 2 BrðAÞ: If 05e5eðZ0Þ is in VðZ0Þ; then um;e 2 BrðAÞ; and
ul;e 2 BrðAÞ: Without loss of generality, we assume that um;e 2 BrðAÞ; and
ul;e 2 BrðAÞ: In this case we also have
Ieðum;eÞ4Ieðul;eÞ4C2e5C2
ﬃﬃ
e
p
52C2
ﬃﬃ
e
p
4inffIeðuÞ; u 2 @BrðAÞg:
Since Ieð
Þ also satisﬁes the (WPS), the Mountain Pass Lemma implies that
there is a mountain pass solution us;e 2 X of the Euler–Lagrangian equation
of Ieð
Þ; such that Ieðus;eÞ52C2
ﬃﬃ
e
p
: ]
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