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Abstract
We are concerned with establishing completeness and separability criteria for large classes of topologi-
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Orlicz spaces, mixed-normed spaces, tent spaces, and discrete Triebel–Lizorkin and Besov spaces. For vec-
tor spaces of measurable functions we also derive pointwise convergence results. Our approach relies on
abstract capacitary estimates and works in certain cases of interest even in the absence of a background
measure space and/or of a vector space structure.
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1.1. Description of results
In this paper we are concerned, among other things, with establishing abstract completeness
and separability criteria (as well as pointwise convergence results, when dealing with spaces
of functions) which apply to large classes of topological vector spaces that are not necessarily
locally convex. As is well known, these topological/functional analytic characteristics play a
basic role in the study of such spaces, and our original motivation came from attempting to
understand the validity of the complex interpolation method for the tent spaces T p,q introduced
by R.R. Coifman, Y. Meyer and E.M. Stein in [8], for the full range 0 < p,q ∞. Concerning
the topic of interpolation, in [14,16] (cf. also the discussion in [17]) a version of the complex
method of interpolation has been developed which yields the result predicted by the Calderón
formula for nice pairs of function spaces. In order to record a specific theorem proved in [16],
following work in [14] (for what we now call the outer method), recall that a Polish space is
a topological space that is homeomorphic to some complete separable metric space. Also, recall
that being analytically convex essentially amounts to having a maximum modulus principle for
vector-valued analytic functions defined in the unit disk in the plane (the reader is referred to [16,
17] for more on this, other pieces of terminology, as well as further references to earlier works).
Then the (motivational) interpolation result in question reads:
Theorem 1.1. Let Σ be a Polish space and let μ be a sigma-finite Borel measure on Σ . Let
X0,X1 be a pair of quasi-Banach function spaces on (Σ,μ). Suppose that both X0 and X1 are
analytically convex and separable. Then for each θ ∈ (0,1),
[X0,X1]θ = X1−θ0 Xθ1
:= {h ∈ L0(Σ,μ): ∃f ∈ X0, ∃g ∈ X1 such that |h| |f |1−θ |g|θ}. (1.1)
Recall that, given a vector space X, a quasi-norm on X is a function ‖ · ‖: X → [0,+∞)
which satisfies for each f,g ∈ X and each λ ∈R,
‖f ‖ = 0 ⇔ f = 0, ‖λf ‖ = |λ|‖f ‖, ‖f + g‖ c(‖f ‖ + ‖g‖), (1.2)
for some fixed finite constant c  1. Since a quasi-Banach space is a complete quasi-normed
vector space, the above theorem highlights the basic role played by the completeness and separa-
bility in interpolation theory. It is also relevant to note that the vector function spaces in question
are associated with a background measure space.
Typically, completeness results are proved via ad hoc methods, by reducing matters to the
completeness of other, more standard spaces (a case in point is the treatment of tent spaces
from [8]) or, when done abstractly, such considerations are largely limited to genuine Banach
spaces (as is the case with the treatment in Chapter 15 of the classical monograph [33] of A.C. Za-
anen, or the more timely presentation in Theorem 1.7, p. 6 in the monograph [3] by C. Bennett
and R. Sharpley). More specifically, in [3,20,33] (as well as in many other works based on these
references) the authors consider Köthe function spaces, i.e., having fixed a background measure
space, spaces of the form Lρ := {f measurable: ‖f ‖ := ρ(|f |) < +∞}, where ρ is a mapping
defined on M+, the collection of all nonnegative measurable functions, satisfying
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ρ(λf ) = λρ(f ) for each f ∈M+ and each λ 0, (1.4)
ρ(f + g) ρ(f )+ ρ(g) for each f,g ∈M+, (1.5)
ρ(f ) ρ(g) whenever f,g ∈M+ satisfy f  g a.e. (1.6)
In particular, the subadditivity property (1.5) precludes one from considering arbitrary quasi-
normed spaces. A notable exception is the treatment in §2.3 of the monograph [24] by S. Okada,
W.J. Ricker, and E.A. Sánchez Pérez where a completeness result is proved for quasi-normed
spaces, though the scope of this work is limited to order ideals of measurable functions associated
with finite measure spaces,3 a setting too restrictive for the applications we have in mind.
By way of contrast, here we adopt an abstract, general point of view, aimed at identifying the
essential characteristics of topological/functional analytic nature of a given vector space which
ensure completeness and/or separability. Regarding the former issue, a sample result, itself a con-
sequence of more general theorems proved in the body of the paper, is formulated in Theorem 1.4
below. Before stating it, we first make a couple of definitions, the first of which describes a gen-
eral recipe for constructing topologies on a given group and clarifies the notion of completeness.
Definition 1.2. Let (X,+) be a group and denote by 0 the neutral element in X and by −f the
inverse of f ∈ X. In this context, for a given function ψ : X → [0,+∞] with the property that
ψ(0) = 0, define the topology τψ induced by ψ on X by demanding that O ⊆ X is open in τψ
if and only if for each f ∈ O there exists r > 0 such that Bψ(f, r) ⊆ O, where Bψ(f, r) :=
{g ∈ X: ψ(f − g) < r}.
In such a setting, call a sequence {fn}n∈N ⊆ X Cauchy provided for every ε > 0 there exists
Nε ∈N such that ψ(fn −fm) < ε whenever n,m ∈N are such that n,mNε . Also, call (X, τψ)
complete if any Cauchy sequence in X is convergent in τψ to some element in X.
Our second definition introduces a severely weakened notion of measure.
Definition 1.3. Given a measurable space (Σ,M), call a function μ :M→ [0,+∞] a feeble
measure provided the collection of its null-sets, i.e., Nμ := {A ∈M: μ(A) = 0} contains ∅, is
closed under countable union, and satisfies A ∈ Nμ whenever A ∈M and there exists B ∈ Nμ
such that A ⊆ B .
Let (Σ,M) be a measurable space and let μ be a feeble measure on M. As in the case of
genuine measures, we shall say that a property is valid μ-a.e. provided the property in question
is valid with the possible exception of a set in Nμ. Identifying functions coinciding μ-a.e. on Σ
then becomes an equivalence relation, and we shall denote by M(Σ,M,μ) the collection of all
equivalence classes4 of scalar-valued,M-measurable functions on Σ . Finally, we define
M+(Σ,M,μ) :=
{
f ∈M(Σ,M,μ): f  0 μ-a.e. on Σ}. (1.7)
3 As is indicated in the last paragraph on [24, p. 18].
4 Even though we shall work with equivalence classes of functions, we shall follow the common practice of ignoring
this aspect in the choice of our notation.
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nature are established in the body of the paper):
Theorem 1.4. Assume that (Σ,M) is a measurable space and that μ is a feeble measure onM.
Suppose that the function
‖ · ‖ :M+(Σ,M,μ) → [0,+∞], (1.8)
satisfies the following properties:
(1) (Quasi-subadditivity) there exists a constant C0 ∈ [1,+∞) with the property that
‖f + g‖ C0 max
{‖f ‖,‖g‖}, ∀f,g ∈M+(Σ,M,μ); (1.9)
(2) (Pseudo-homogeneity) there exists a function ϕ : (0,+∞) → (0,+∞) satisfying
‖λf ‖ ϕ(λ)‖f ‖, ∀f ∈M+(Σ,M,μ), ∀λ ∈ (0,+∞), (1.10)
and such that5
sup
λ>0
[
ϕ(λ)ϕ
(
λ−1
)]
< +∞ and lim
λ→0+
ϕ(λ) = 0; (1.11)
(3) (Non-degeneracy) there holds
‖f ‖ = 0 ⇔ f = 0, ∀f ∈M+(Σ,M,μ); (1.12)
(4) (Quasi-monotonicity) there exists C1 ∈ [1,+∞) such that for any f,g ∈ M+(Σ,M,μ)
satisfying f  g μ-a.e. on Σ there holds ‖f ‖ C1‖g‖;
(5) (Weak Fatou property) if (fi)i∈N ⊆M+(Σ,M,μ) is a sequence of functions satisfying fi 
fi+1 μ-a.e. on Σ for each i ∈N and such that supi∈N ‖fi‖ < +∞, then ‖ supi∈N fi‖ < +∞.
Finally, define
L := {f ∈M(Σ,M,μ): ‖f ‖L := ∥∥|f |∥∥< +∞}. (1.13)
Then functions in L are finite μ-a.e. on Σ and, with the topology τ‖·‖L considered in the sense
of Definition 1.2 (relative to the additive group structure on L),
(L, τ‖·‖L) is a Hausdorff, complete, metrizable, topological vector space. (1.14)
5 Any function of the form ϕ(λ) := λp , with p ∈ (0,∞) fixed, satisfies (1.11). Such an example arises naturally if,
e.g., μ is a measure and ‖f ‖ := ∫Σ f p dμ for each f ∈ M+(Σ,M,μ) (note that ‖ · ‖ satisfies all hypotheses of
Theorem 1.4).
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(classes of) functions from M(Σ,M) which are finite μ-a.e., satisfies the axioms (1)–(3). In
such a scenario, property (4) is a relaxation of the demand that ‖ · ‖ is monotone, a condition
which reads
∀f,g ∈M+(Σ,M,μ) with f  g μ-a.e. on Σ ⇒ ‖f ‖ ‖g‖. (1.15)
Also, the weak Fatou property mimics (in abstract, and with a weaker conclusion) the fa-
miliar Fatou’s Lemma in the standard setting of Lebesgue spaces. Indeed, in Proposition 3.9
we shall prove that, given a feeble measure μ on a measurable space (Σ,M) and a function
‖ · ‖ :M+(Σ,M,μ) → [0,+∞] which is quasi-subadditive and quasi-monotone, the weak Fa-
tou property stated in Theorem 1.4 is equivalent to the demand that
∀(fi)i∈N ⊆M+(Σ,M,μ) such that lim inf
i→∞ ‖fi‖ < +∞
⇒
∥∥∥ lim inf
i→∞ fi
∥∥∥< +∞. (1.16)
Moreover, under the hypotheses of Theorem 1.4, a quantitative version of this implication holds;
see (1.20) below. It is worth noting that under the stronger assumption that ‖ · ‖ is genuinely
monotone, establishing the equivalence between condition (1.16) and the weak Fatou property
stated in Theorem 1.4 is a trivial matter.6 However, the proof of this equivalence is considerably
more subtle under the mere quasi-monotonicity assumption we presently make (see the discus-
sion in the proof of Proposition 3.9 for details). The interested reader is referred to, e.g., [1,3],
[33, §65, pp. 446–449], for more on the role and significance of the Fatou property, albeit under
considerably stronger background assumptions than ours. Finally, we wish to note that (1.13) is
a general recipe according to which large classes of function spaces naturally arise in practice;
see Section 1.2 for concrete examples of interest.
In addition to completeness, we are also interested in this paper in establishing abstract results
pertaining to the pointwise behavior of sequences of functions which are convergent in topolog-
ical vector spaces created according to formula (1.13). Specifically, we shall prove the following
theorem.
Theorem 1.5. Retain the same hypotheses as in Theorem 1.4 and recall the vector space L
from (1.13). Then any sequence (fj )j∈N in L which is convergent to some f ∈ L in the topol-
ogy τ‖·‖L has a subsequence which converges to f pointwise μ-a.e. on Σ .
In particular, the positive cone in L equipped with the partial order induced by the poitwise
μ-a.e. inequality of functions, i.e., L+ := {f ∈ L: f  0 μ-a.e. on Σ}, is closed in (L, τ‖·‖L).
It is also possible to specify general conditions ensuring the continuous embedding of the
vector space L from (1.13) equipped with the topology τ‖·‖L into the space of measurable,
a.e. finite functions equipped with the topology of convergence in measure. To state a theorem
6 Since lim infi→∞ fi = supi∈N gi , where gi := infji fj , for any sequence (fi )i∈N of functions in M+(Σ,M,μ),
it follows that (1.16) implies the weak Fatou property. For the converse implication, note that supi∈N ‖gi‖ =
lim infi→∞ ‖gi‖ whenever (gi )i∈N ⊆M+(Σ,M,μ), gi  gi+1 μ-a.e. on Σ for each i ∈ N, given that the sequence
{‖gi‖}i∈N is monotone.
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given a sigma-finite measure7 space (Σ,M,μ), let L0(Σ,M,μ) stand for the vector space
{f ∈M(Σ,M,μ): |f | < +∞ μ-a.e. on Σ} and denote by τμ the topology on this space in-
duced by convergence in measure on sets of finite measure.
Theorem 1.6. Let (Σ,M,μ) be a measure space and assume that ‖ · ‖ : M+(Σ,M,μ) →
[0,+∞] is a function satisfying properties (1)–(4) from Theorem 1.4. In addition, suppose that
∃(Kj )j∈N ⊆M satisfying
∞⋃
j=1
Kj = Σ and with the property that
Kj ⊆ Kj+1, μ(Kj ) < +∞, ‖1Kj ‖ < +∞ for each j ∈N. (1.17)
Then, if L is as in (1.13), it follows that
(L, τ‖·‖L) ↪→
(
L0(Σ,M,μ), τμ
)
continuously. (1.18)
The last topic of interest for us here concerns the separability of the topological vector space
from (1.14). In this regard, we shall establish the following result (the reader is referred to Defi-
nition 3.12 for the notion of separable measure).
Theorem 1.7. Retain the hypotheses of Theorem 1.6 and, in addition, assume that ‖ · ‖ is abso-
lutely continuous, in the sense that for any given f ∈ L there holds
∀(An)n∈N ⊆M such that 1An → 0 μ-a.e. on Σ as n → ∞
⇒ lim
n→∞
∥∥|f | · 1An∥∥= 0. (1.19)
Then (L, τ‖·‖L) is a separable topological space whenever the measure μ is separable.
In the case when (L,‖·‖L) is a Banach function space, it follows from [3, Theorem 5.5, p. 27]
that both the absolute continuity property stated in (1.19) and the separability of the measure μ
are actually necessary conditions for the separability of the topological space (L, τ‖·‖L).
The proof of Theorem 1.4 is presented in Section 3.1, after Theorem 3.1 has been established.
The latter theorem constitutes our main completeness result in the setting of topological vector
spaces in this paper, and Theorem 1.4 is essentially obtained as a fairly routine corollary of
it. Significantly, Theorem 3.1 is formulated in the setting of partially ordered vector spaces,
without any reference to a background measure space. Theorem 1.5 is proved in the last part
of Section 3.2 by making use of capacitary estimates and the fact that the weak Fatou property
implies a quantitative version of itself. More precisely, in the context of Theorem 1.4,
∃C ∈ [0,+∞) such that ∀(fi)i∈N ⊆M+(Σ,M,μ)
⇒
∥∥∥lim inf
i→∞ fi
∥∥∥ C lim inf
i→∞ ‖fi‖. (1.20)
7 Throughout the paper, unless otherwise specified, by “measure” we shall always understand a positive measure.
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stated and proved in Section 5, while Theorem 1.7 is readily implied by Theorem 6.1 discussed
in Section 6.
With the sole exception of the separability result from Section 6, the proofs of all our other
theorems make essential use of capacitary estimates established in Section 2. In this paper, we
shall refer to a nonnegative function C defined in some algebraic environment G equipped
with some associative binary operation ∗ which is allowed to be only partially defined (i.e.,
its domain could, in principle, be just a subset of G × G), as being a capacity provided C is
quasi-subadditive. The latter property indicates that there exists a constant c ∈ [0,+∞) such that
C (f ∗g) c(C (f )+C (g)) whenever f,g ∈ G have a meaningfully defined product f ∗g ∈ G.
In this paper, this notion of capacity is used in such settings as the case when (G,∗) is the under-
lying Abelian additive group of a given vector space X (in which scenario, C may be allowed
to be a quasi-norm on X), when (G,∗) consists of a sigma-algebra of setsM equipped with the
operation of taking unions, or, more generally, when G is a lattice X , with f ∗ g taken to be
f ∨ g := sup{f,g} for each f,g ∈ X (in which case C may be thought of as a rough version
of a measure). The reader is referred to Theorem 3.10 for a representative completeness result
formulated in the setting of Boolean algebras.
In all situations, a fundamental question is that of controlling the size of C (f1 ∗ · · · ∗ fN) in
terms of the size of the individual numbers C (fi), 1  i  N , independently of the integer N .
This issue is taken up in Section 2 where such estimates are derived in the general case when
(G,∗) is a semigroupoid, which is a type of algebraic structure encompassing all previously
mentioned cases. By necessity, all considerations in this section are of a non-linear and non-
commutative nature. We owe to the referee the suggestion of further exploring the extent to
which replacing sigma-algebras with more general structures, such as delta-rings, affects our
present results. This is relevant in light of the recent developments in [9,10], which have found
significant applications in the representation theory of Banach lattices and operators.
1.2. Examples
At this stage in the discussion, it is instructive to illustrate the scope of Theorems 1.4–1.7 by
considering a multitude of examples of interest and studying, in each case, the extent to which
the conditions stipulated in the statement of these theorems are satisfied.
Example 1 (Abstract Lebesgue spaces Lp(Σ,M,μ), 0 < p ∞, associated with a measure
space (Σ,M,μ)). This is, of course, a toy-case and the goal is to illustrate the role and necessity
of the assumptions we have made in our earlier theorems. Here, for each f ∈M+(Σ,M,μ),
we take ‖f ‖ := (∫
Σ
f p dμ)1/p if p ∈ (0,∞) and, corresponding to p = ∞, ‖f ‖ := ess-supf .
Then, for each f,g ∈M+(Σ,M,μ) and p ∈ (0,∞],
‖f + g‖ cp
(‖f ‖ + ‖g‖) 2cp max{‖f ‖,‖g‖},
where cp := 2max{0,1/p−1} ∈ [1,+∞), (1.21)
which shows that the quasi-norm condition (1.9) is satisfied. Moreover, for each index p ∈
(0,∞], the classical Fatou Lemma gives that8
8 In fact, (1.22) holds with equality, as the observant reader has undoubtedly noted.
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i∈N
fi
∥∥∥ sup
i∈N
‖fi‖ (1.22)
whenever the functions (fi)i∈N ⊆M+(Σ,M,μ) satisfy fi  fi+1 μ-a.e. on Σ for each i ∈ N.
Thus, properties (1)–(5) in the statement of Theorem 1.4 hold. As a consequence, we recover
the familiar result that Lp(Σ,M,μ) is a complete quasi-metric (hence, quasi-Banach) space
with the property that any convergent sequence from this space has a subsequence which con-
verges (to its limit in Lp) in a pointwise μ-a.e. fashion. Furthermore, if μ is sigma-finite then
Lp(Σ,M,μ) embeds continuously into (L0(Σ,M,μ), τμ). Finally, if p ∈ (0,∞) (which is
the range for which (1.19) holds) and the measure μ is separable and sigma-finite, then the
space Lp(Σ,M,μ) is separable. As is well known (cf., e.g., [3, Theorem 5.5, p. 27]), for each
p ∈ [1,∞), the separability of the measure μ is actually a necessary condition for the separability
of the Lebesgue space Lp(Σ,M,μ).
Example 2 (Generalized Lebesgue spaces Lθ(Σ,M,μ), associated with a measure space
(Σ,M,μ)). Let θ : R → [0,+∞) be an even, lower-semicontinuous function which vanishes
at, and only at, the origin. In addition, assume there exist c0, c1 ∈ [1,+∞) and p ∈ (0,+∞)
with the property that
θ(t1) c0θ(t2), ∀t1, t2 ∈ [0,+∞) such that t1  t2, (1.23)
θ(st) cspθ(t), ∀s ∈ [0,+∞) and ∀t ∈ (0,+∞). (1.24)
Define ‖ · ‖ :M+(Σ,M,μ) → [0,+∞] by setting
‖f ‖ :=
∫
Σ
θ
(
f (x)
)
dμ(x), ∀f ∈M+(Σ,M,μ), (1.25)
and, consistent with (1.13), consider
Lθ(Σ,M,μ) := {f ∈M(Σ,M,μ): ∥∥|f |∥∥< +∞}. (1.26)
Of course, for each fixed p ∈ (0,∞), the function θ(t) := |t |p satisfies all conditions stipulated
above and, corresponding to this choice of θ , the space Lθ(Σ,M,μ) coincides, as a topological
vector space, with the classical Lebesgue space Lp(Σ,M,μ) (thus justifying the terminology
adopted here).
To understand the nature of the space (1.26), observe that for each f,g ∈M+(Σ,M,μ) we
may write
‖f + g‖ =
∫
Σ
θ
(
f (x)+ g(x))dμ(x)
=
∫
{x∈Σ : f (x)g(x)}
θ
(
f (x)+ g(x))dμ(x)+ ∫
{x∈Σ : f (x)<g(x)}
θ
(
f (x)+ g(x))dμ(x)
 c0
∫
Σ
θ
(
2f (x)
)
dμ(x)+ c0
∫
Σ
θ
(
2g(x)
)
dμ(x)
 c0c12p
(‖f ‖ + ‖g‖) c0c12p+1 max{‖f ‖,‖g‖}, (1.27)
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[1,+∞). In addition, for each function f ∈M+(Σ,M,μ) and each scalar λ ∈ (0,+∞),
‖λf ‖ =
∫
Σ
θ
(
λf (x)
)
dμ(x) c1λp
∫
Σ
θ
(
f (x)
)
dμ(x) = c1λp‖f ‖, (1.28)
hence the pseudo-homogeneity condition (2) holds for ϕ : (0,+∞) → (0,+∞) given by ϕ(λ) :=
c1λp for each λ ∈ (0,+∞). Moreover, since θ vanishes only at the origin, it is clear that ‖ · ‖
is non-degenerate. Also, whenever f,g ∈M+(Σ,M,μ) are such that f  g pointwise μ-a.e.
on Σ ,
‖f ‖ =
∫
Σ
θ
(
f (x)
)
dμ(x) c0
∫
Σ
θ
(
g(x)
)
dμ(x) = c0‖g‖, (1.29)
from which we deduce that ‖ · ‖ is quasi-monotone. Finally, in concert with the lower-
semicontinuity of θ , the classical Fatou Lemma gives that if (fi)i∈N ⊆ M+(Σ,M,μ) is a
sequence of functions satisfying fi  fi+1 μ-a.e. on Σ for each i ∈N, then∥∥∥ sup
i∈N
fi
∥∥∥= ∫
Σ
θ
(
sup
i∈N
fi(x)
)
dμ(x) =
∫
Σ
θ
(
lim inf
i→∞ fi(x)
)
dμ(x)

∫
Σ
[
lim inf
i→∞ θ
(
fi(x)
)]
dμ(x) lim inf
i→∞
∫
Σ
θ
(
fi(x)
)
dμ(x)
= lim inf
i→∞ ‖fi‖ supi∈N ‖fi‖. (1.30)
Thus, the weak Fatou property (5) is satisfied as well, hence, all conditions hypothesized in The-
orem 1.4 hold. Consequently, Lθ(Σ,M,μ) is a complete quasi-metric space with the property
that any convergent sequence from this space has a subsequence which converges (to its limit
in Lθ ) in a pointwise μ-a.e. fashion. Furthermore, Lebesgue’s Dominated Convergence The-
orem shows that (1.19) is satisfied in the current setting. As such, the space Lθ(Σ,M,μ) is
separable granted that the measure μ is separable and sigma-finite. Lastly, if the measure μ is
sigma-finite then (1.17) holds, which further implies that Lθ(Σ,M,μ) embeds continuously into
(L0(Σ,M,μ), τμ) in this case.
Example 3 (Variable exponent Lebesgue spaces Lp(·)(Σ,M,μ) associated with a measure
space (Σ,M,μ)). Let p : Σ → (0,+∞) be a measurable function,9 called a variable exponent,
with the property that
p+ := ess-supp < +∞ and p− := ess-infp > 0. (1.31)
Define the Luxemburg “norm” ‖ · ‖ = ‖ · ‖Lp(·)(Σ,M,μ) by setting (with the convention that
9 Typically, in the literature it is assumed that p  1 μ-a.e. on Σ but such a restriction is artificial for us here.
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‖f ‖ := inf
{
λ > 0:
∫
Σ
(
f (x)/λ
)p(x)
dμ(x) 1
}
, ∀f ∈M+(Σ,M,μ). (1.32)
The variable exponent Lebesgue space Lp(·)(Σ,M,μ) is then constructed as in (1.13) for the
choice of ‖ · ‖ as above. Since ∫
Σ
(f (x)/‖f ‖)p(x) dμ(x) 1 for each nonnegative function f ∈
Lp(·)(Σ,M,μ), a straightforward computation gives
‖f + g‖
{
2
max{p+,1}
p− (‖f ‖ + ‖g‖) if p− < 1,
‖f ‖ + ‖g‖ if p−  1,
∀f,g ∈M+(Σ,M,μ). (1.33)
By design, ‖λf ‖ = λ‖f ‖ for each f ∈ M+(Σ,M,μ) and λ ∈ (0,+∞). Also, if f ∈
M+(Σ,M,μ) is such that ‖f ‖ = 0 then
∫
Σ
(f (x)/ε)p(x) dμ(x)  1 for each ε > 0 which
immediately gives that f = 0 μ-a.e. on Σ . Clearly, ‖ · ‖ is monotone and the classical Fatou
Lemma proves that ‖ · ‖ satisfies the strong Fatou property (i.e., (1.22) holds). This shows that
all hypotheses in Theorem 1.4 hold in the current setting. Consequently, Lp(·)(Σ,M,μ) is a
complete quasi-metric (hence, quasi-Banach) space with the property that any convergent se-
quence from this space has a subsequence which converges (to its limit in Lp(·)) in a pointwise
μ-a.e. fashion. Moreover, since for any A ∈M one has ‖1A‖ [μ(A)]1/pA where pA := p+ if
μ(A) 1 and pA := p− if μ(A) > 1, it follows from Theorem 1.6 that Lp(·)(Σ,M,μ) embeds
continuously into (L0(Σ,M,μ), τμ) whenever the measure μ is sigma-finite. Finally, the abso-
lute continuity condition (1.19) is automatically verified in this setting, hence Lp(·)(Σ,M,μ) is
separable if the measure μ is separable and sigma-finite.
Example 4 (The mixed-normed spaces LP , with P = (p1, . . . , pn) ∈ (0,∞]n, of Benedek–
Panzone). Let (Σi,Mi ,μi), 1  i  n, be measure spaces, set Σ := Σ1 × · · · × Σn, M :=
M1 ⊗ · · · ⊗Mn, and define the product measure μ := μ1 ⊗ · · · ⊗ μn on Σ . Next, given
P = (p1, . . . , pn) ∈ (0,∞]n, consider ‖ · ‖ :M+(Σ,M,μ) → [0,+∞] defined for each f ∈
M+(Σ,M,μ) according to the formula
‖f ‖ :=
( ∫
Σ1
( ∫
Σ2
· · ·
( ∫
Σn
f (x1, . . . , xn)
pn dμn(xn)
)pn−1/pn
· · ·
)p1/p2
dμ1(x1)
)1/p1
,
(1.34)
understood with natural alterations when pi = ∞ for some i ∈ {1, . . . , n}. In [2], the mixed-
normed spaces LP = LP (Σ,M,μ), constructed according to the recipe (1.13) adapted to the
above context, have been introduced and studied in the case when 1  pi ∞ for each i ∈
{1, . . . , n}. Here we wish to note that, for the full range of indices P = (p1, . . . , pn) ∈ (0,∞]n,
repeated applications of (1.21) yield
‖f + g‖ 2
(
n∏
cpi
)
max
{‖f ‖,‖g‖}, ∀f,g ∈M+(Σ,M,μ), (1.35)i=1
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(applying the classical Fatou Lemma n times), and the remaining hypotheses in the statement
of Theorem 1.4 are trivially satisfied. As a corollary, LP (Σ,M,μ) is a complete quasi-metric
space (hence, quasi-Banach) with the property that any convergent sequence from this space has
a subsequence which converges (to its limit in LP ) in a pointwise μ-a.e. fashion. In addition, this
space is continuously embedded into (L0(Σ,M,μ), τμ) whenever each measure μi , 1 i  n,
is sigma-finite. Finally, if P = (p1, . . . , pn) ∈ (0,∞)n and each measure μi is separable and
sigma-finite, 1 i  n, then the space LP (Σ,M,μ) is separable.
Example 5 (Variable exponent mixed-normed spaces LP(·), with P(·) = (p1(·), . . . , pn(·)),
n ∈N). Let (Σi,Mi ,μi), 1  i  n, be measure spaces, set Σ := Σ1 × · · · × Σn, M :=
M1 ⊗· · ·⊗Mn, and define the product measure μ := μ1 ⊗· · ·⊗μn on Σ . In this setting, assume
that for each i ∈ {1, . . . , n} aMi -measurable function pi : Σi → (0,+∞) has been given such
that
p+i := ess-suppi < +∞ and p−i := ess-infpi > 0. (1.36)
Consider  :M+(Σ,M,μ) → [0,+∞] defined for each f ∈M+(Σ,M,μ) according to the
formula
(f ) :=
∫
Σ1
( ∫
Σ2
· · ·
( ∫
Σn
f (x1, . . . , xn)
pn(xn) dμn(xn)
)pn−1(xn−1)
· · ·
)p1(x1)
dμ1(x1),
(1.37)
and define the Luxemburg “norm” ‖ · ‖ = ‖ · ‖LP(·)(Σ,M,μ) by setting
‖f ‖ := inf{λ > 0: (f/λ) 1}, ∀f ∈M+(Σ,M,μ). (1.38)
Then the variable exponent mixed-norm space LP(·)(Σ,M,μ) is constructed for this choice of
‖ · ‖ as in (1.13). Arguments similar in spirit to those presented in Examples 2–3 show that
LP(·)(Σ,M,μ) is a quasi-Banach space with the property that any convergent sequence from
this space has a subsequence which converges (to its limit in LP(·)) in a pointwise μ-a.e. fashion.
Furthermore, LP(·)(Σ,M,μ) embeds continuously into (L0(Σ,M,μ), τμ) provided each mea-
sure μi is sigma-finite, and is separable whenever each measure μi is sigma-finite and separable.
Example 6 (Lorentz spaces Lp,q(Σ,M,μ), 0 <p < ∞, 0 < q ∞, associated with a measure
space (Σ,M,μ)). Recall that if 0 < p < ∞ and 0 < q ∞ the Lorentz quasi-norm ‖ · ‖ =
‖ · ‖Lp,q (Σ,M,μ) is defined for each f ∈M+(Σ,M,μ) by
‖f ‖ :=
{
(
∫∞
0 λ
qμ({x ∈ Σ : f (x) > λ})q/p dλ
λ
)1/q, if q < ∞,
supλ>0[λμ({x ∈ Σ : f (x) > λ})1/p], if q = ∞.
(1.39)
The Lorentz space Lp,q(Σ,M,μ) is defined as in (1.13) when ‖ · ‖ is as in (1.39). Clearly,
‖ · ‖L is then a monotone quasi-norm. Also, it is well known (cf., e.g., [4, Theorem 1.9.9(c),
p. 55]) that the strong Fatou property (1.22) holds for the above quasi-norm, and it is straightfor-
D. Mitrea et al. / Journal of Functional Analysis 262 (2012) 4766–4830 4777ward to check that all the other hypotheses in Theorem 1.4 are also satisfied. Moreover, the
absolute continuity condition from (1.19) holds whenever q < ∞ (cf. [4, Theorem 1.9.9(d),
p. 55]), hence Theorem 1.7 applies in this case. In summary, the Lorentz space Lp,q(Σ,M,μ)
is a complete quasi-metric space with the property that any of its convergent sequences has a
subsequence which converges (to its limit in Lp,q ) in a pointwise μ-a.e. fashion, and which
embeds continuously into (L0(Σ,M,μ), τμ) provided the measure μ is sigma-finite. More-
over, if p,q ∈ (0,∞) and the measure μ is separable and sigma-finite, then the Lorentz space
Lp,q(Σ,M,μ) is separable.
Let us also note here that similar considerations apply to the scale of Lorentz–Orlicz spaces
(cf. [19,23,29]), as well as to the so-called Lorentz-Sharpley spaces. We omit the details.
Example 7 (Capacitary spaces Lp,q(Σ,M,C ), 0 < p < ∞, 0 < q ∞, associated with a
measurable space (Σ,M) and a standard Fatou capacity C onM). By a standard capacity on
a sigma-algebra of setsM we understand here a function C :M→ [0,+∞] satisfying for any
A,B ∈M the following conditions:
C (∅) = 0, C (A) C (B) if A ⊆ B, and C (A∪B) c(C (A)+C (B)), (1.40)
where c  1 is a fixed, finite constant. A standard Fatou capacity is then a standard capacity
which has the Fatou property, that is,
lim
n→∞C (An) = C
( ∞⋃
n=1
An
)
for every (An)n∈N ⊆M
with the property that C (An \An+1) = 0 for each n ∈N. (1.41)
In particular, if “” stands for the set-theoretic difference operation, this and (1.40) imply that10
C (A) = C (B) whenever A,B ∈M are such that C (AB) = 0. (1.42)
Next, given a standard Fatou capacity C , it follows that C is a feeble measure. Following [5], we
define ‖ · ‖ = ‖ · ‖Lp,q (Σ,M,C ) analogously to (1.39), i.e., for eachM-measurable function f on
Σ which is nonnegative C -a.e., set
‖f ‖ :=
{
(
∫∞
0 λ
qC ({x ∈ Σ : f (x) > λ})q/p dλ
λ
)1/q, if q < ∞,
supλ>0[λC ({x ∈ Σ : f (x) > λ})1/p], if q = ∞.
(1.43)
Then, based on (1.42), it is clear that any two M-measurable functions that coincide C -a.e.
have identical quasi-norms (i.e., (1.8) is well defined). Keeping this in mind and relying on [5,
Theorem 1(d)], it follows that all hypotheses made in Theorem 1.4 are verified in this setting.
Consequently, the capacitary space Lp,q(Σ,M,C ) is a complete quasi-metric space with the
property that any of its convergent sequences has a subsequence which converges (to its limit
in Lp,q(Σ,M,C )) in a pointwise μ-a.e. fashion. Moreover, additional properties for this space
may be obtained by suitably strengthening the assumptions on C (as to fit the hypotheses of
Theorems 1.5–1.7).
10 Cf. the discussion preceding Theorem 1 on p. 98 in [5].
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sider an even, lower-semicontinuous function θ : R → [0,+∞] which is not identically zero.
In addition, assume that θ is nondecreasing on [0,+∞) and that there exist c ∈ [1,+∞) and
p ∈ (0,+∞) with the property that
θ(st) cspθ(t), ∀s ∈ [0,1], ∀t ∈ (0,+∞). (1.44)
Parenthetically, we note that any Young function satisfies the above conditions. Let us also note
that if to ∈ (0,+∞) is such that θ(to) > 0, then c−1s−pθ(to) θ(to/s) for each s ∈ (0,1) which,
in particular, implies that
lim
t→+∞ θ(t) = +∞. (1.45)
In this setting, introduce the Luxemburg “norm” of any function f ∈M+(Σ,M,μ) by set-
ting
‖f ‖ := inf
{
a > 0:
∫
Σ
θ
(
f (x)/a
)
dμ(x) 1
}
∈ [0,+∞], (1.46)
with the convention that inf∅ := +∞. Then the Orlicz space Lθ(Σ,M,μ) is defined as
Lθ(Σ,M,μ) :=
{
f ∈M(Σ,M,μ): ∥∥|f |∥∥< +∞}. (1.47)
It is then clear that the Orlicz space Lθ(Σ,M,μ) fits within the framework of (1.13). Clearly,
‖ · ‖ is monotone. Also, that ‖ · ‖ is non-degenerate readily follows from (1.45) upon observing
that, for each f ∈M+(Σ,M,μ), the following level set estimate holds
θ(ε/a)μ
({
x ∈ Σ : f (x) > ε}) ∫
Σ
θ
(
f (x)/a
)
dμ(x), ∀a, ε ∈ (0,+∞). (1.48)
To verify the quasi-subadditivity condition, assume that the functions f,g ∈M+(Σ,M,μ) are
such that 0 < min{‖f ‖,‖g‖} and max{‖f ‖,‖g‖} < +∞. Then∫
Σ
θ
(
f (x)+ g(x)
c1/p(‖f ‖ + ‖g‖)
)
dμ(x)
=
∫
Σ
θ
( ‖f ‖
‖f ‖ + ‖g‖ ·
c−1/pf (x)
‖f ‖ +
‖g‖
‖f ‖ + ‖g‖ ·
c−1/pg(x)
‖g‖
)
dμ(x)
max
{ ∫
Σ
θ
(
c−1/pf (x)
‖f ‖
)
dμ(x),
∫
Σ
θ
(
c−1/pg(x)
‖g‖
)
dμ(x)
}
max
{ ∫
θ
(
f (x)
‖f ‖
)
dμ(x),
∫
θ
(
g(x)
‖g‖
)
dμ(x)
}
 1. (1.49)Σ Σ
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a ∈ [0,1] and t1, t2 ∈ (0,+∞) (which, in turn, is implied by the monotonicity of θ ), the second
uses (1.44), while the last inequality is a consequence of the readily verified observation that∫
Σ
θ(f/‖f ‖) dμ 1 for each f ∈M+(Σ,M,μ) with ‖f ‖ ∈ (0,+∞). Having proved (1.49),
we then deduce from (1.46) that
‖f + g‖ c1/p(‖f ‖ + ‖g‖) 2c1/p max{‖f ‖,‖g‖}, ∀f,g ∈M+(Σ,M,μ), (1.50)
as desired. Furthermore, it is routine to check that
∀(fi)i∈N ⊆M+(Σ,M,μ) ⇒
∥∥∥lim inf
i→∞ fi
∥∥∥ lim inf
i→∞ ‖fi‖ (1.51)
which, as already noted, implies the weak Fatou property hypothesized in Theorem 1.4. Hence,
all conditions stipulated in this theorem are satisfied. As such, Lθ(Σ,M,μ) is a complete quasi-
metric space with the property that any convergent sequence from this space has a subsequence
which converges (to its limit in Lθ ) in a pointwise μ-a.e. fashion. Moreover, it is elementary
to check that (1.19) holds in the current situation and, hence, the space Lθ(Σ,M,μ) is sepa-
rable whenever the measure μ is separable and sigma-finite. Finally, if limt→0+ θ(t) = 0 and
the measure μ is sigma-finite then (1.17) holds, hence Lθ(Σ,M,μ) embeds continuously into
(L0(Σ,M,μ), τμ) in this situation.
Example 9 (The tent spaces T p,q , 0 < p,q ∞ with min{p,q} < ∞, of Coifman–Meyer–
Stein). With L n denoting the n-dimensional Lebesgue measure, consider the function ‖ · ‖ =
‖ · ‖T p,q mapping a Lebesgue measurable function f :Rn+1+ → [0,+∞] to
‖f ‖ :=
{
(
∫
Rn
(Aqf )(x)p dL n(x))1/p, if p < ∞,
ess-supCqf, if p = ∞,
(1.52)
where, for each x ∈Rn, if Γ (x) stands for the cone {(y, t) ∈Rn × (0,∞): |x − y| < t}, then
(Aqf )(x) :=
{
(
∫
Γ (x)
f (y, t)q t−(n+1) dL n+1(y, t))1/q , if q < ∞,
sup(y,t)∈Γ (x) |f (y, t)|, if q = ∞,
(1.53)
denotes the area-operator while, if T (B) := B × (0, rad(B)) ⊆Rn+1+ stands for the Carleson box
above the n-dimensional ball B ,
(Cqf )(x) := sup
Bx
B ball in Rn
(
1
L n(B)
∫
T (B)
f (y, t)q t−1 dL n+1(y, t)
)1/q
(1.54)
denotes the Carleson operator. Then the tent space T p,q := T p,q(Rn+1+ ) is defined as in (1.13)
for the choice of the quasi-norm ‖ · ‖ as in (1.52), provided p ∈ (0,∞] and q ∈ (0,∞). In this
situation, analogously to the case discussed in Example 4, all hypotheses of Theorem 1.4 are
readily verified. From this and Theorems 1.5–1.7 we may then conclude (keeping in mind that
the Lebesgue measure is both separable and sigma-finite) that the tent space T p,q with q < ∞ is a
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converges (to its limit in T p,q ) in a pointwise μ-a.e. fashion, and which embeds continuously
into the space of measurable, a.e. finite functions on Rn+1+ . In addition, if p,q ∈ (0,∞) then the
tent space T p,q is separable.
The case q = ∞ requires some special attention due to the presence of “sup” in (1.53). In this
scenario, the space T p,∞ is defined in [8] as11
T p,∞ := {f :Rn+1+ →R: f continuous, and ‖f ‖T p,∞ < +∞}, 0 <p < ∞. (1.55)
While this space does not fall directly under the scope of Theorem 1.4 (given that it consists of
continuous functions), a closely related version of it does, and this suffices in so far as the com-
pleteness of T p,∞ is concerned. Specifically, given a Lebesgue measurable function f in Rn+1+ ,
observe that the mapping
Rn  x → ‖f ‖L∞(Γ (x),L n+1) ∈ [0,+∞] (1.56)
is lower-semicontinuous. Thus, for such a function, it is meaningful to consider
‖f ‖T˜ p,∞ :=
( ∫
Rn
‖f ‖p
L∞(Γ (x),L n+1) dL
n(x)
)1/p
, 0 <p < ∞, (1.57)
and then define (with R denoting the extended real-axis [−∞,+∞])
T˜ p,∞ := {f :Rn+1+ →R: f Lebesgue measurable, and ‖f ‖T˜ p,∞ < +∞},
0 <p < ∞. (1.58)
It may then be verified without difficulty that ‖ · ‖T˜ p,∞ satisfies the hypotheses of Theo-
rem 1.4, hence T˜ p,∞ is a complete quasi-normed space. Also, it is clear from definitions that
the Coifman–Meyer–Stein space T p,∞ is a linear subspace of our space T˜ p,∞. Hence, in order
to conclude that T p,∞ is a complete quasi-normed space, it suffices to show that T p,∞ is closed
in T˜ p,∞. This is where the pointwise convergence result from Theorem 1.5 plays a key role,
given that there exists c ∈ (0,+∞) such that for every (y0, t0) ∈Rn+1+
sup
B((y0,t0),t0/2)
|f |L n(B(y0, ct0))−1/p‖f ‖T˜ p,∞, (1.59)
for every function f which is continuous on Rn+1+ .
Example 10 (The homogeneous Triebel–Lizorkin sequence spaces f˙ p,qα (Rn), 0 < p,q ∞,
α ∈ R, of Frazier–Jawerth). To set the stage, denote by Qn the standard family of dyadic cubes
in Rn, i.e., Qn := {2−j ([0,1]n + k): j ∈ Z, k ∈ Zn}. For each Q ∈ Qn, we shall abbreviate
|Q| := Ln(Q). Following [13], we may now introduce the homogeneous Triebel–Lizorkin scale
11 Strictly speaking, in [8] the authors also impose the condition that functions in T p,∞ possess nontangential limits
a.e. on Rn ≡ ∂Rn+1+ but this condition turns out to be superfluous.
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tion of all sequences s = {sQ}Q∈Qn with elements from R such that
‖s‖f˙ p,qα (Rn) :=
∥∥|s|∥∥< +∞, (1.60)
where |s| := {|sQ|}Q∈Qn and, for each sequence s = {sQ}Q∈Qn of numbers from [0,+∞], we
have set
‖s‖ :=
∥∥∥∥( ∑
Q∈Qn
(|Q|− 12 − αn sQ1Q)q) 1q ∥∥∥∥
Lp(Rn)
, if 0 <p < ∞, 0 < q ∞, (1.61)
and, corresponding to the case when p = ∞ and 0 < q ∞,
‖s‖ := sup
P∈Qn
(
1
|P |
∫
P
∑
Q∈Qn: Q⊆P
(|Q|− 12 − αn sQ1Q(x))q dLn(x)) 1q . (1.62)
This corresponds to the set-up in Theorem 1.4 for the case when Σ :=Qn,M := 2Qn (i.e., the
collection of all subsets ofQn), and μ is the counting measure onM, since measurable functions
may be canonically identified with numerical sequences indexed by Qn. Then the quasi-triangle
inequality for ‖ · ‖ is a direct consequence of the quasi-triangle inequality for the quasi-norms as-
sociated with the classical sequence space q (indexed by Qn) and Lebesgue space Lp(Rn) and,
in fact, so is the homogeneity and non-degeneracy of ‖ · ‖. Also, the fact that ‖ · ‖ is monotone is
obvious, while the weak Fatou property for ‖ · ‖ may be easily verified by (twice) making suit-
able use of the Lebesgue Monotone Convergence Theorem. Thus, the hypotheses of Theorem 1.4
hold in this case. In fact, the hypotheses of Theorem 1.7 are also verified, as it may be seen by
applying (twice) the Lebesgue Dominated Convergence Theorem provided max{p,q} < ∞. All
in all, this shows that f˙ p,qα (Rn) is a complete quasi-metric space with the property that any con-
vergent sequence from this space has a subsequence which converges (to its limit in f˙ p,qα ) in a
pointwise fashion, and which is separable whenever max{p,q} < ∞.
Of course, similar considerations apply to the inhomogeneous Triebel–Lizorkin sequence
spaces f p,qα (Rn) defined in [13, §12]. Moreover, results for the discrete Triebel–Lizorkin spaces
directly translate into analogous results for the continuous Triebel–Lizorkin scale, Fp,qα (Rn), via
wavelet transforms (more details on the latter issue may be found in [30,31,27,17]).
Example 11 (The homogeneous Besov sequence spaces b˙p,qα (Rn), 0 < p,q ∞, α ∈ R, of
Frazier–Jawerth). Recall thatQn stands for the standard family of dyadic cubes inRn, and denote
by (Q) the side-length of Q ∈ Qn. Then, following [12], the homogeneous Besov sequence
space b˙p,qα (Rn), where 0 < p,q ∞ and α ∈ R, is defined as the collection of all numerical
sequences s = {sQ}Q∈Qn satisfying (with natural interpretations when p = ∞, or q = ∞)
‖s‖b˙p,qα (Rn) :=
(∑
j∈Z
( ∑
Q∈Qn
(Q)=2−j
[|Q|−α/n−1/2+1/p|sQ|]p)q/p)1/q < +∞. (1.63)
Then it is clear that the same type of analysis and conclusions as in Example 10 apply to this
context.
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Weiss)). The reader is referred to [6,7] for a pedantic introduction to the topic of spaces of homo-
geneous type (SHT, for short). Here we only wish to mention that the definition of the tent spaces
of Coifman–Meyer–Stein in Rn+1+ has a natural counterpart in the setting of SHT (a detailed anal-
ysis of which is found in [21]), and that the arguments used in Example 9 make minimalistic use
of the structure of the ambient Euclidean space and, as such, carry over to the setting of tent
spaces in SHT. In fact, a variety of other function spaces, naturally arising in the context of SHT,
are amenable to the scope of the results in this paper. For example, this is the case for the discrete
Triebel–Lizorkin and Besov spaces on SHT, as defined in [11,15]. We omit the details.
2. Abstract capacitary estimates
In this section we shall derive capacitary estimates in the abstract setting of semigroupoids,
which are going to be of basic importance for most of the subsequent developments in this paper.
As mentioned in the introduction, all considerations in this section are of a non-linear and non-
commutative nature. We begin by making a couple of definitions.
Definition 2.1. Given a non-empty set G, a partially defined binary operation
on G is a function ∗ : G(2) → G, where G(2) is a subset of G×G, called the domain of ∗ (or the
set of composable pairs in G). In this context, given N ∈ N, define G(N) := G if N = 1 and, if
N  2,
G(N) := {(f1, . . . , fN) ∈ G× · · · ×G: (fi, fi+1) ∈ G(2) for each i ∈ {1, . . . ,N − 1}}.
(2.1)
Definition 2.2. A semigroupoid is a non-empty set G equipped with a partially defined
binary operation ∗ on G, whose domain is denoted by G(2), and which is associative in the
following precise sense. For every f,g,h ∈ G, the following three implications hold
(f, g), (g,h) ∈ G(2) ⇒
{
(f ∗ g,h) ∈ G(2), (f, g ∗ h) ∈ G(2),
and (f ∗ g) ∗ h = f ∗ (g ∗ h), (2.2)
(f, g) ∈ G(2), (f ∗ g,h) ∈ G(2) ⇒
{
(g,h) ∈ G(2), (f, g ∗ h) ∈ G(2),
and (f ∗ g) ∗ h = f ∗ (g ∗ h), (2.3)
(g,h) ∈ G(2), (f, g ∗ h) ∈ G(2) ⇒
{
(f, g) ∈ G(2), (f ∗ g,h) ∈ G(2),
and (f ∗ g) ∗ h = f ∗ (g ∗ h). (2.4)
The reader is alerted that other terms have been occasionally used in the literature in place
of “semigroupoid”, most notably “half-groupoid” and “incomplete groupoid”. Given a semi-
groupoid (G,∗), the binary operation ∗ : G(2) → G can be thought of as a partially defined
multiplication.
Of course, any semigroup (S,∗) (i.e., a set S equipped with an associative binary operation ∗
whose domain is S × S) is a semigroupoid, and actually a semigroupoid (G,∗) is a semigroup
if and only if G(2) = G × G. More generally, given a semigroup (S,∗) and G ⊆ S, then (G,∗)
becomes a semigroupoid upon taking the domain of ∗ to be
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if and only if for any f,g,h ∈ G the following conditions are satisfied:
f ∗ g ∈ G and g ∗ h ∈ G ⇒ f ∗ g ∗ h ∈ G,
f ∗ g ∈ G and f ∗ g ∗ h ∈ G ⇒ g ∗ h ∈ G,
g ∗ h ∈ G and f ∗ g ∗ h ∈ G ⇒ f ∗ g ∈ G. (2.6)
As recently shown in [22], the above example is typical, in the sense made precise in the
following theorem (which reinforces the heuristic idea that semigroupoids are “incomplete”
semigroups).
Theorem 2.3 (The structure of semigroupoids). For any semigroupoid (G,∗) there exists a semi-
group (S,◦) such that G is a subset of S and a ◦ b = a ∗ b whenever (a, b) ∈ G(2).
Assume next that (G,∗) is a semigroupoid. Given N ∈ N and an N -tuple J of positive inte-
gers, say J = (j1, . . . , jN ) ∈NN , then for every family (fj )j∈J ∈ G(N) abbreviate
∏
j∈J
fj :=
N∏
i=1
fji := fj1 ∗ fj2 ∗ · · · ∗ fjN ∈ G. (2.7)
Since the binary operation ∗ is associative, this is unambiguously defined.
A semigroupoid offers the proper algebraic context in which one can perform the type of
regularization procedure for quasi-subadditive functions described in the next theorem.
Theorem 2.4. Let (G,∗) be a semigroupoid and assume that C : G → [0,+∞] is a quasi-
subadditive function, i.e., there exists a constant C0 ∈ [1,+∞) such that
C (f ∗ g) C0 max
{
C (f ),C (g)
}
, for all (f, g) ∈ G(2). (2.8)
Introduce
α := 1
log2 C0
∈ (0,+∞] (2.9)
and define the regularization C# : G → [0,+∞] of the function C by setting, for each f ∈ G,
C#(f ) := inf
{(
N∑
i=1
C (fi)
α
) 1
α
: N ∈N, (f1, . . . , fN) ∈ G(N), f = f1 ∗ · · · ∗ fN
}
(2.10)
if α < +∞ and, corresponding to the case when α = +∞,
C#(f ) := inf
{
max C (fi): N ∈N, (f1, . . . , fN) ∈ G(N), f = f1 ∗ · · · ∗ fN
}
. (2.11)1iN
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C−20 C  C#  C on G, (2.12)
and, for every finite number β ∈ (0, α] the function C β# is genuinely subadditive, i.e.,
C#(f ∗ g)β  C#(f )β +C#(g)β, ∀(f, g) ∈ G(2). (2.13)
Moreover, C = C# on G if and only if C (f ∗ g)α  C (f )α + C (g)α for all (f, g) ∈ G(2), as-
suming α < +∞. When α = +∞, the latter condition reads C (f ∗ g)max{C (f ),C (g)} for
all (f, g) ∈ G(2).
This result has been established in [22] and may be regarded as a non-commutative version
of the classical Aoki–Rolewicz Theorem (cf. the discussion in [18,22,25]). The upper bound
(log2 C0)−1 for the exponent β in the context of (2.13) is sharp. We shall also need a companion
result to Theorem 2.4, also proved in [22], which we now recall.
Theorem 2.5. Let (G,∗) be a semigroup (hence, G(2) = G×G) and suppose that  is a partial
order relation on the set G which is compatible with the semigroup multiplication operation in
the sense that
for any f1, g1, f2, g2 ∈ G satisfying f1  f2 and g1  g2
⇒ f1 ∗ g1  f2 ∗ g2. (2.14)
In this context, assume that C : G → [0,+∞] is a function which is quasi-subadditive, i.e., there
exists a constant C0 ∈ [1,+∞) such that
C (f ∗ g) C0 max
{
C (f ),C (g)
}
, for all f,g ∈ G, (2.15)
and which is quasi-monotone, i.e., there exists a constant C1 ∈ (0,+∞) such that
C (f ) C1C (g), whenever f,g ∈ G are such that f  g. (2.16)
Consider
α := 1
log2 C0
∈ (0,+∞], (2.17)
and define the regularization C : G → [0,+∞] of the function C by setting, for each f ∈ G,
C(f ) := inf
{(
N∑
i=1
C (fi)
α
) 1
α
: N ∈N, f1, . . . , fN ∈ G, f  f1 ∗ · · · ∗ fN
}
(2.18)
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C(f ) := inf
{
max
1iN
C (fi): N ∈N, f1, . . . , fN ∈ G, f  f1 ∗ · · · ∗ fN
}
. (2.19)
Then, if C0,C1 are as in (2.15)–(2.16), for every finite number β ∈ (0, α] the following prop-
erties hold
C−11 C
−2
0 C  C  C pointwise on G, (2.20)
C(f ∗ g)β  C(f )β +C(g)β, ∀f,g ∈ G, (2.21)
C(f ) C(g) for all f,g ∈ G such that f  g. (2.22)
We continue by recording a couple of consequences of Theorem 2.4 which are extremely
useful for the goals we have in mind.
Corollary 2.6. Assume that (G,∗) is a semigroupoid and that C : G → [0,+∞] is a function
with the property that there exists a constant C0 ∈ [1,+∞) such that the quasi-subadditivity
condition (2.8) is satisfied. Then for each finite number β ∈ (0, (log2 C0)−1] there holds
C (f1 ∗ f2 ∗ · · · ∗ fN) C20
{
N∑
i=1
C (fi)
β
} 1
β
, ∀N ∈N and ∀(fi)1iN ∈ G(N). (2.23)
Consequently, if (fi)i∈N ⊆ G is a sequence with the property that (fi, fi+1) ∈ G(2) for every
i ∈N, then for each finite number β ∈ (0, (log2 C0)−1] one has
sup
N∈N
C (f1 ∗ f2 ∗ · · · ∗ fN) C20
{ ∞∑
i=1
C (fi)
β
} 1
β
. (2.24)
Proof. Fix a finite number β ∈ (0, (log2 C0)−1]. Given N ∈ N and (fi)1iN ∈ G(N), we may
write
C (f1 ∗ f2 ∗ · · · ∗ fN)β  C2β0 C#(f1 ∗ f2 ∗ · · · ∗ fN)β
 C2β0
N∑
i=1
C#(fi)
β  C2β0
N∑
i=1
C (fi)
β, (2.25)
based on (2.12) and (repeated applications of) (2.13). From this, (2.23) follows. In turn,
(2.24) readily follows from (2.23). 
Corollary 2.7. Suppose that (G,∗) is a semigroup (hence, G(2) = G × G) and that C : G →
[0,+∞] is a function for which there exists a constant C0 ∈ [1,+∞) with the property that
the quasi-subadditivity condition (2.8) holds. In this context, for each N ∈ N and each f ∈ G
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f N :=
N∏
i=1
f and cN := sup
f∈G
C (f )=0,+∞
(
C (f N)
C (f )
)
. (2.26)
Then
cN  C20N log2 C0, ∀N ∈N. (2.27)
Proof. Fix a finite number β ∈ (0, (log2 C0)−1] and consider f ∈ G such that C (f ) ∈ (0,+∞).
Then, given N ∈N, invoke (2.23) used with f1 = · · · = fN = f . Such a choice yields the estimate
C (f N) C20N1/βC (f ) which, in turn, forces
cN = sup
f∈G
C (f )=0,+∞
(
C (f N)
C (f )
)
 C20N1/β . (2.28)
Optimizing this last estimate with respect to β ∈ (0, (log2 C0)−1] then leads to (2.27). 
We are now ready to prove a capacitary estimate involving the action of the capacity on an
infinite product. Such a result is of fundamental importance for the subsequent considerations in
this paper.
Theorem 2.8. Let (S,∗) be a semigroup and assume that  is a partial order relation on S
satisfying the axioms (A1)–(A2) below:
(A1) For every sequence (fi)i∈N ⊆ S,
the set
{
N∏
i=1
fi : N ∈N
}
has a least upper bound in (S,), (2.29)
i.e., there exists f ∈ S such that∏Ni=1 fi  f for all N ∈N and such that if g ∈ S satisfies∏N
i=1 fi  g for all N ∈N, then f  g. Hence, f is uniquely determined and one denotes
sup
N∈N
(
N∏
i=1
fi
)
:= f. (2.30)
(A2) For every N,M ∈N with M N and for each family (fj )1jN ⊆ S the following holds
M∏
i=1
fji 
N∏
j=1
fj whenever (ji)1iM ⊆N is such that 1 j1 < j2 < · · · < jM N .
(2.31)
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∞∏
i=1
fi := sup
N∈N
(
N∏
i=1
fi
)
∈ S is well defined. (2.32)
Let C : S → [0,+∞] be such that the following conditions are satisfied:
(i) (quasi-subadditivity) there exists a constant C0 ∈ [1,+∞) with the property that
C (f ∗ g) C0 max
{
C (f ),C (g)
}
, ∀f,g ∈ S; (2.33)
(ii) (weak monotonicity) whenever (fi)i∈N ⊆ S and f ∈ S are such that fi  f for each i ∈ N
and C (f ) < +∞, it follows that supi∈NC (fi) < +∞;
(iii) (weak Riesz–Fischer property) for every sequence (fi)i∈N ⊆ S such that
sup
N∈N
C
(
N∏
i=1
fi
)
< +∞
there holds C (
∏∞
i=1 fi) < +∞.
Then, for every finite number β ∈ (0, (log2 C0)−1], there exists C ∈ [0,+∞) such that
C
( ∞∏
i=1
fi
)
 2max{1/β−1,0}C20
{ ∞∑
i=1
C (fi)
β
} 1
β
+C,
for each family (fi)i∈N ⊆ S. (2.34)
In general, one cannot take C = 0 in (2.34). However, one does have
lim sup
N→∞
(
C (
∏∞
i=1 f Ni )
cN
)
 2max{1/β−1,0}C20
{ ∞∑
i=1
C (fi)
β
} 1
β
, ∀(fi)i∈N ⊆ S, (2.35)
provided (with (cN)N∈N retaining the same significance as in (2.26))
lim
N→∞ cN = +∞. (2.36)
Proof. Let C# be the regularization of the function C as described in Theorem 2.4 for the semi-
group (S,∗). Then, we have
C−20 C  C#  C on S, (2.37)
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C#
(
N∏
i=1
fi
)β

N∑
i=1
C#(fi)
β, ∀N ∈N, ∀(fi)1iN ⊆ S. (2.38)
We next claim that, given any finite number β ∈ (0, (log2 C0)−1],
∃C ∈ [0,+∞) such that C#
( ∞∏
i=1
fi
)β

∞∑
i=1
C#(fi)
β +C, ∀(fi)i∈N ⊆ S. (2.39)
Seeking a contradiction, assume that there exists a finite number β ∈ (0, (log2 C0)−1] such that
(2.39) does not hold. Then, for each k ∈N there exists a family (fi,k)i∈N ⊆ S such that
C#
( ∞∏
i=1
fi,k
)β
>
∞∑
i=1
C#(fi,k)
β + k. (2.40)
In particular, the right-hand side of (2.40) is finite and, as such,
C#(fi,k) < +∞, ∀i ∈N and ∀k ∈N, (2.41)
and
for each k ∈N there exists ik ∈N such that
∞∑
i=ik
C#(fi,k)
β <
1
k2
. (2.42)
Then, by (2.38) and (2.40)
ik−1∑
i=1
C#(fi,k)
β +C#
( ∞∏
i=ik
fi,k
)β
 C#
( ∞∏
i=1
fi,k
)β
>
∞∑
i=1
C#(fi,k)
β + k. (2.43)
Thus, using (2.43) and (2.41) we may write
C#
( ∞∏
i=ik
fi,k
)β
> k, ∀k ∈N. (2.44)
Going further, for each N ∈N define gN ∈ S by setting
gN :=
N∏
k=1
(
ik+N∏
i=ik
fi,k
)
. (2.45)
We then obtain
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β  C2β0 C#(gN)
β  C2β0
N∑
k=1
ik+N∑
i=ik
C#(fi,k)
β
 C2β0
∞∑
k=1
ik+N∑
i=ik
C#(fi,k)
β  C2β0
∞∑
k=1
1
k2
< +∞. (2.46)
Indeed, the first two inequalities above follow from (2.37) and (2.38), the forth inequality is a
consequence of (2.42), and the remaining ones are obvious. Hence, from (2.46) we may conclude
that
sup
N∈N
C (gN) < +∞. (2.47)
Also, in light of hypothesized property (A2) we have gi  gi+1 for each i ∈ N. Keeping this in
mind and using (A1), (2.47), as well as the weak Riesz–Fischer property, we deduce that
g := sup
N∈N
gN ∈ S is well defined and C (g) < +∞. (2.48)
Now, for each k ∈ N and each N ∈ N, there holds ∏ik+Ni=ik fi,k  g, by (A2) and (2.45). Having
observed this, (A1) then ensures that
∞∏
i=ik
fi,k  g, for each k ∈N. (2.49)
Let us also note that, using (2.37) and (2.44), we have
C
( ∞∏
i=ik
fi,k
)
 C#
( ∞∏
i=ik
fi,k
)
> k1/β, for each k ∈N. (2.50)
Hence, on the one hand, supk∈NC (
∏∞
i=ik fi,k) = +∞. On the other hand, from (2.49), the weak
monotonicity property (cf. (ii) in the statement of the theorem) and the second part of (2.48) we
see that supk∈NC (
∏∞
i=ik fi,k) < +∞. This contradiction completes the proof of (2.39).
Using (2.39) along with (2.37) twice, we obtain that for each family (fi)i∈N ⊆ S and every
finite number β ∈ (0, (log2 C0)−1] there holds
C
( ∞∏
i=1
fi
)β
 C2β0 C#
( ∞∏
i=1
fi
)β
 C2β0
∞∑
i=1
C#(fi)
β +C2β0 C
 C2β0
∞∑
i=1
C (fi)
β +C2β0 C, (2.51)
where the constant C ∈ [0,+∞) is as in (2.39). By using the elementary fact that for any
a, b ∈ [0,+∞) one has (a+b)1/β  2max{1/β−1,0}(a1/β +b1/β), and re-denoting 2max{1/β−1,0} ×
C20C
1/β ∈ [0,+∞) by C, the above estimate readily implies (2.34), for each finite number
β ∈ (0, (log2 C0)−1].
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envision a scenario in which (2.34) holds for an arbitrarily specified constant. To see this, fix an
arbitrary number C˜ > 0 and consider the case in which S := 2N (i.e., S is the set of subsets of N),
the binary operation ∗ is the union of sets (hence, (S,∪) is a semigroup), and C : 2N → [0,+∞)
is defined by
C (A) :=
{0, if A is finite,
C˜, if A is infinite,
∀A ⊆N. (2.52)
Then, it is straightforward to see that properties (A1)–(A2) hold, and that C is quasi-subadditive,
more precisely that
C (A∪B)max{C (A),C (B)}, ∀A,B ⊆N. (2.53)
In particular property (i) from the statement of Theorem 2.8 is satisfied with C0 := 1. Also, C is
monotone, i.e.,
C (A) C (B), ∀A ⊆ B ⊆N. (2.54)
It is immediate that (2.54) implies the weak-monotonicity property (ii) from the statement of
the theorem. Since C takes finite values on S, the weak Riesz–Fischer property (iii) is trivially
satisfied. Consider next the family (fi)i∈N ⊆ 2N defined by fi := {i}, for every i ∈ N. Then, on
the one hand,
∞∏
i=1
fi =
∞⋃
i=1
{i} =N and C
( ∞∏
i=1
fi
)
= C˜. (2.55)
On the other hand, C (fi) = 0 for all i ∈N. This shows that the smallest value of the constant C
for which the inequality (2.34) holds is precisely C˜ (incidentally, since C˜ > 0, this shows that in
general one cannot take C = 0 in (2.34)).
Finally, we are left with proving (2.35) under the assumption (2.36). To do so, first observe
from (2.34) that for every finite number β ∈ (0, (log2 C0)−1] there exists C ∈ [0,+∞) such that
for every family (fi)i∈N ⊆ S there holds
C
( ∞∏
i=1
f Ni
)
 2max{1/β−1,0}C20
{ ∞∑
i=1
C
(
f Ni
)β}1/β +C, ∀N ∈N. (2.56)
To proceed, we note that
C
(
f N
)
 cNC (f ), ∀f ∈ S and ∀N ∈N. (2.57)
Indeed, (2.57) follows from the definition of cN when C (f ) = 0,+∞. However, if C (f ) =
+∞ there is nothing to prove and if C (f ) = 0 then, as a consequence of (2.23), it follows that
C (f N) = 0 for all N ∈ N, so once again (2.57) is trivially satisfied. Having established (2.57),
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C
( ∞∏
i=1
f Ni
)
 cN · 2max{1/β−1,0}C20
{ ∞∑
i=1
C (fi)
β
}1/β
+C, ∀N ∈N. (2.58)
Then, (2.35) readily follows by dividing both sides of the inequality in (2.58) by cN and by taking
lim sup as N → ∞. This completes the proof of Theorem 2.8. 
3. Abstract completeness results
3.1. Linear background
In this subsection we shall formulate and prove the main completeness result in the setting of
a linear vector space (with additional structure), as described below.
Theorem 3.1. Let (X,) be a partially ordered vector space12 and denote by X+ the positive
cone in (X,), i.e., X+ := {f ∈ X: 0  f }, where 0 is the null-vector in X. Also, consider a
mapping
‖ · ‖ : X → [0,+∞), (3.1)
satisfying the following properties:
(1) (Quasi-triangle inequality) there exists a constant C0 ∈ [1,+∞) such that
‖f + g‖ C0 max
{‖f ‖,‖g‖}, ∀f,g ∈ X; (3.2)
(2) (Pseudo-homogeneity) there exists a function ϕ : (0,+∞) → (0,+∞) satisfying
‖λf ‖ ϕ(λ)‖f ‖, ∀f ∈ X, ∀λ ∈ (0,+∞), (3.3)
as well as
sup
λ>0
[
ϕ(λ)ϕ
(
λ−1
)]
< +∞ and lim
λ→0+
ϕ(λ) = 0; (3.4)
(3) (Non-degeneracy) for each f ∈ X there holds
‖f ‖ = 0 ⇔ f = 0; (3.5)
(4) (Weak-monotonicity) if a countable family of vectors (fi)i∈N ⊆ X+ has an upper bound in
(X,) then supi∈N ‖fi‖ < +∞;
12 That is, X is a vector space and  is a partial order relation on X with the property that if f,g ∈ X are such that
f  g then f + h g + h for every h ∈ X and λf  λg for every λ ∈ [0,+∞).
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fi  fi+1, ∀i ∈N, and sup
i∈N
‖fi‖ < +∞, (3.6)
has a least upper bound in (X,);
(6) (X+ spans X, with control) there exist two functions P± : X → X+ satisfying
P+(f )−P−(f ) = f, ∀f ∈ X, (3.7)
and there exists a numerical sequence (ai)i∈N ⊆ (0,+∞) with the property that
for every sequence (fi)i∈N ⊆ X such that ‖fi‖ ai for each i ∈N
⇒ ∃γ ∈ (0, (log2 C0)−1] finite, with ∞∑
i=1
∥∥P±(fi)∥∥γ < +∞. (3.8)
Let τ‖·‖ denote the topology induced by ‖ · ‖ on (X,+) (in the sense of Definition 1.2). Then
(X, τ‖·‖) is a Hausdorff, complete, metrizable, topological vector space.13
Before presenting the proof of this theorem, a few comments are in order.
Remark 3.2.
(i) Since X+ is the positive cone in (X,), it follows that X+∩ (−X+) = {0}. Hence, (3.7) im-
plies that X+ − X+ = X, so X+ spans X. Parenthetically, we note that the latter property
holds whenever X is a Riesz space, i.e., a partially ordered vector space (X,) where
the order structure is also a lattice. Indeed, in such a scenario, for any f ∈ X we have
f = f+ − f− where f± := sup{±f,0}.
(ii) Hypothesis (3.8) may be regarded as a degenerate continuity condition for the operators P±.
It amounts to the ability of specifying a rate of decay for the “norms” of a sequence of
functions which ensures the membership of the sequences of “norms” of their positive and
negative parts to the classical sequence space γ (with γ playing the role of a fine-tune
parameter of geometric character, as it relates to the quasi-subadditivity constant for ‖ · ‖).
Thus, P±(fi) → 0 whenever fi → 0 in τ‖·‖ fast enough.
(iii) In the context of Theorem 3.1, if the condition
∃C ∈ [0,+∞) such that ∀f ∈ X, ∃f± ∈ X+ with f = f+ − f−
and
∥∥f±∥∥ C‖f ‖ (3.9)
holds, then property (6) in the statement of Theorem 3.1 is satisfied. Indeed, in such a case,
we may take P±(f ) := f± for every f ∈ X, and (3.8) is satisfied for every γ ∈ (0,+∞)
by choosing, e.g., ai := 2−i for each i ∈N.
13 That is, the vector addition and multiplication by scalars are continuous functions.
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satisfied, the topological space (X, τ‖·‖) is complete, and the positive cone X+ is closed
in (X, τ‖·‖), then (3.9) holds. This is proved later, in Proposition 3.8, by relying on Baire’s
Category Theorem, and shows that (3.8) is a necessary condition for the conclusion of The-
orem 3.1 in the class of partially ordered vector spaces with closed positive cones.
The above comments also warrant recording the following utilitarian corollary of Theo-
rem 3.1.
Corollary 3.3. Let (X,) be a Riesz space and assume that ‖ · ‖ is a quasi-norm on X which
satisfies the weak Fatou property (cf. (5) in Theorem 3.1) and for which there exists C ∈ [0,+∞)
such that14
‖f ‖ C‖g‖, ∀f,g ∈ X+ with f  g, (3.10)∥∥sup{f,g}∥∥ C max{‖f ‖,‖g‖}, ∀f,g ∈ X. (3.11)
Then (X, τ‖·‖) is a Hausdorff, complete, metrizable, topological vector space.
Proof. This is a direct consequence of Theorem 3.1 and parts (i), (iii) of Remark 3.2. 
We proceed now to presenting the
Proof of Theorem 3.1. That (X, τ‖·‖) is a topological vector space is a straightforward conse-
quence of (3.2), (3.3) and the last condition in (3.4). Furthermore, the fact that the topological
space (X, τ‖·‖) is Hausdorff is an immediate consequence of property (3) and (3.2). Also, that
the topology τ‖·‖ is metrizable is justified by observing that if ‖ · ‖# is the regularization of ‖ · ‖
(as in Theorem 2.4, in the context of the Abelian group (X,+)) then, having fixed a finite num-
ber β ∈ (0, (log2 C0)−1], the mapping X × X  (f, g) → d(f,g) := ‖f − g‖β# ∈ [0,+∞) is
a genuine distance (thanks to (2.13)), which yields the same topology on X as τ‖·‖ (thanks
to (2.12)).
Capacitary estimates of the type (2.35) play an essential role in the proof of the completeness
of the space (X, τ‖·‖), and next we shall set the stage for employing Theorem 2.8 in order to
establish such estimates. To this end, let f∞ /∈ X and consider S := X+ ∪ {f∞}. Then define
f ∗ g :=
{
f + g, if f,g ∈ X+,
f∞, otherwise,
∀f,g ∈ S. (3.12)
It is straightforward to check that ∗ is an associative binary operation on S and, as such, (S,∗) is
a semigroup. Going further, we extend  to a partial order on S by agreeing that f∞  f∞ and
f  f∞, ∀f ∈ X+, (3.13)
14 Based on the formula sup{f,g} = f +sup{g−f,0} for all f,g ∈ X, it may be readily verified that (3.11) is equivalent
with the condition that ‖|f |‖ C‖f ‖ for each f ∈ X, where |f | := f+ + f−.
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‖f∞‖ := +∞. (3.14)
Using the fact that  is a partial order on S, it is straightforward to see that property (A2)
stipulated in Theorem 2.8 is satisfied.
Next we claim that
any monotone sequence in (S,) has a least upper-bound, (3.15)
which in turn guarantees that property (A1) from the hypotheses of Theorem 2.8 is also satisfied.
To show (3.15), let (fi)i∈N ⊆ S be such that fi  fi+1, for all i ∈N. If supi∈N ‖fi‖ < +∞ then,
in fact, (fi)i∈N ⊆ X+ and, by property (5) from the current hypotheses, there exists a vector
f ∈ X+ ⊆ S which is the least upper-bound for (fi)i∈N in (S,), as desired. There remains
to analyze the situation in which supi∈N ‖fi‖ = +∞, in which case we claim that f∞ ∈ S is
the least upper-bound for the family (fi)i∈N ⊆ S in (S,). Indeed, in light of (3.13), f∞ is an
upper-bound for the family (fi)i∈N and, reasoning by contradiction, assume that g ∈ S \ {f∞}
is another upper-bound for (fi)i∈N. Then (fi)i∈N ⊆ X+ and, by property (4) from the statement
of the theorem, supi∈N ‖fi‖ < +∞ which is a contradiction. This shows that, in the current
case, f∞ ∈ S is the least upper-bound for the family (fi)i∈N in (S,). This finishes the proof
of (3.15).
Going further and letting C := ‖ · ‖ : S → [0,+∞], it is straightforward to see that this
satisfies the quasi-subadditivity, weak-monotonicity and the weak Riesz–Fischer property, as
formulated in (i)–(iii) from the statement of Theorem 2.8. In addition it is easy to check that in
this setting, the definition of the constant cN from the second part of (2.26) becomes
cN = sup
f∈X+\{0}
(‖Nf ‖
‖f ‖
)
, ∀N ∈N, (3.16)
as f N = Nf , in this context, and f ∈ S with C (f ) = 0,+∞ is equivalent with the requirement
that f ∈ X+ \ {0}. Notice that (3.3) and (3.16) give that
cN  ϕ(N), ∀N ∈N. (3.17)
Also, using again (3.3) and (3.16) we obtain
‖f ‖ = ∥∥N−1(Nf )∥∥ ϕ(N−1)‖Nf ‖ cNϕ(N−1)‖f ‖, ∀f ∈ S and ∀N ∈N. (3.18)
This in turn implies (assuming that X = {0}, since otherwise there is nothing to prove) that for
each N ∈N there holds cN  ϕ(N−1)−1. Using the second part of (3.4), this further implies
lim
N→∞ cN = +∞. (3.19)
In particular, this ensures that (2.35) holds, i.e., for each finite number β ∈ (0, (log2 C0)−1] we
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lim sup
N→∞
(‖N(∑∞i=1 fi)‖
cN
)
 2max{1/β−1,0}C20
{ ∞∑
i=1
‖fi‖β
}1/β
, ∀(fi)i∈N ⊆ S. (3.20)
Fix next an arbitrary family (fi)i∈N ⊆ S and, using (3.3), write
ϕ
(
N−1
)∥∥∥∥∥N
( ∞∑
i=1
fi
)∥∥∥∥∥
∥∥∥∥∥
∞∑
i=1
fi
∥∥∥∥∥, ∀N ∈N. (3.21)
This and (3.17) imply that
‖N(∑∞i=1 fi)‖
cN
 ‖
∑∞
i=1 fi‖
ϕ(N)ϕ(N−1)
 ‖
∑∞
i=1 fi‖
M
, (3.22)
where we have set (recall (3.4))
M := sup
λ>0
[
ϕ(λ)ϕ
(
λ−1
)] ∈ (0,+∞). (3.23)
Combining (3.20) and (3.22) proves that, for each finite number β ∈ (0, (log2 C0)−1], there
holds ∥∥∥∥∥
∞∑
i=1
fi
∥∥∥∥∥MC202max{1/β−1,0}
{ ∞∑
i=1
‖fi‖β
}1/β
, ∀(fi)i∈N ⊆ S. (3.24)
Estimate (3.24) is the key ingredient for establishing the completeness of the space (X, τ‖·‖),
an issue to which we now turn. Our goal is to show that any Cauchy sequence in (X, τ‖·‖)
is convergent and, to this end, consider an arbitrary Cauchy sequence {fn}n∈N in (X, τ‖·‖).
In particular, there exists a subsequence {fni }i∈N of {fn}n∈N such that (with (ai)i∈N as
in (3.8))
‖fni+1 − fni‖ < ai, ∀i ∈N. (3.25)
Recall the mappings P± from property (6) in the statement of the theorem and abbrevi-
ate
u±i :=P±(fni+1 − fni ) ∈ X+, ∀i ∈N. (3.26)
Notice that, in light of property (6) from the hypotheses and (3.25)–(3.26), there exists a finite
number γ ∈ (0, (log2 C0)−1] such that
∞∑∥∥u±i ∥∥γ < +∞. (3.27)
i=1
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condition (3.27) further entails
sup
N∈N
∥∥∥∥∥
N∑
i=1
u±i
∥∥∥∥∥ C20
{ ∞∑
i=1
∥∥u±i ∥∥γ
}1/γ
< +∞. (3.28)
Consequently, from the weak-Fatou type property (5) from the hypothesis it follows that
the families
{
N∑
i=1
u+i
}
N∈N
and
{
N∑
i=1
u−i
}
N∈N
have least upper-bounds
in (X,), which we denote by
∞∑
i=1
u+i and
∞∑
i=1
u−i , respectively. (3.29)
In the notation introduced in Theorem 2.8 we have
∞∑
i=1
u±i = sup
N∈N
(
N∑
i=1
u±i
)
. (3.30)
Next we claim that
∞∑
i=1
u±i −
N∑
i=1
u±i =
∞∑
i=N+1
u±i , ∀N ∈N, (3.31)
where, much as in (3.29)–(3.30), we have set∑∞i=N+1 u±i := sup k∈N
kN+1
(
∑k
i=N+1 u
±
i ).
To prove (3.31), we start by making the observation that for each N ∈N there holds
k∑
i=1
u±i −
N∑
i=1
u±i =
k∑
i=N+1
u±i 
∞∑
i=N+1
u±i , ∀k ∈N, k N + 1, (3.32)
and, consequently,
k∑
i=1
u±i 
N∑
i=1
u±i +
∞∑
i=N+1
u±i , ∀k ∈N, k N + 1. (3.33)
Keeping N ∈N fixed and taking supremum over k N + 1 in (3.33) leads to
∞∑
i=1
u±i 
N∑
i=1
u±i +
∞∑
i=N+1
u±i , (3.34)
establishing that the left-hand side in (3.31) is less than or equal to the right-hand side in (3.31).
As far as the reverse inequality is concerned we note that for each N ∈ N and each k ∈ N such
that k N + 1, there holds
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i=1
u±i +
k∑
i=N+1
u±i =
k∑
i=1
u±i 
∞∑
i=1
u±i , (3.35)
and then take supremum over k. This finishes the proof of (3.31).
Next, use (3.31) and (3.24) (applied for the exponent γ as in (3.27)) in order to write, for each
N ∈N, that ∥∥∥∥∥
∞∑
i=1
u±i −
N∑
i=1
u±i
∥∥∥∥∥=
∥∥∥∥∥
∞∑
i=N+1
u±i
∥∥∥∥∥ C
{ ∞∑
i=N+1
∥∥u±i ∥∥γ
} 1
γ
, (3.36)
where we have re-denoted MC20 2
max{1/γ−1,0} by C. Then (3.27) gives∑∞i=N+1 ‖u±i ‖γ → 0 as
N → ∞ and, hence, ‖∑∞i=1 u±i −∑Ni=1 u±i ‖ → 0 as N → ∞. Consequently,
N∑
i=1
u±i →
∞∑
i=1
u±i ∈ X+ as N → ∞ in τ‖·‖. (3.37)
Next, from (3.7) and (3.26) we see that for each i ∈N we have
fni+1 − fni = u+i − u−i , (3.38)
and summing up over i ∈ {1, . . . ,N}, where N ∈N is arbitrary, we obtain
fnN+1 = fn1 +
(
N∑
i=1
u+i
)
−
(
N∑
i=1
u−i
)
, ∀N ∈N. (3.39)
Using (3.37), we see that both ∑Ni=1 u+i and ∑Ni=1 u−i converge, as N → ∞, in τ‖·‖ to limits
belonging to X+ and, hence, identity (3.39) implies that
the sequence {fni }i∈N is convergent in (X, τ‖·‖). (3.40)
Finally, since {fni }i∈N is a subsequence of the original Cauchy sequence {fn}n∈N, using (3.40)
it is straightforward to see that {fn}n∈N is itself convergent in (X, τ‖·‖), as desired. This finishes
the proof of the fact that (X, τ‖·‖) is complete. 
In Corollary 3.7 below, we single out a significant consequence of Theorem 3.1. This is formu-
lated in terms of functional analytic jargon which, for the convenience of the reader, is clarified
below.
Definition 3.4. Given a measure space (Σ,M,μ), let L0(Σ,M,μ) stand for the vector space of
(equivalence classes of) measurable functions which are finite μ-a.e. on Σ . In this context, call
a linear subspace X of L0(Σ,M,μ) an order ideal in L0(Σ,M,μ) provided
for all f ∈ X and g ∈ L0(Σ,M,μ) such that |g| |f | μ-a.e. on Σ
⇒ g ∈ X. (3.41)
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μ-a.e. pointwise inequality on Σ ), and its positive cone is X+ = {f ∈ X: f  0 μ-a.e. on Σ}.
Definition 3.5. Let (Σ,M,μ) be a measure space. A quasi-norm ‖ · ‖ on a linear subspace X of
L0(Σ,M,μ) is said to be a lattice quasi-norm on X provided
‖f ‖ ‖g‖ whenever f,g ∈ X are such that |f | |g| μ-a.e. on Σ. (3.42)
Definition 3.6. Let (Σ,M,μ) be a measure space. Call (X,‖ · ‖) a quasi-normed func-
tion space based on (Σ,M,μ) if X is an order ideal in L0(Σ,M,μ) and ‖ · ‖ is a lattice
quasi-norm on X.
The result below is a generalization of [24, Proposition 2.35, p. 54] where the case of quasi-
normed function space based on finite measure spaces has been considered.
Corollary 3.7. Any quasi-normed function space satisfying the weak Fatou property (relative to
the partial order induced by the pointwise a.e. inequality) is a quasi-Banach space.
Proof. Note that if X is a quasi-normed function space and  is the partial order on X induced
by the pointwise a.e. inequality, then (X,) is a partially ordered vector space. Then the fact that
X is complete is a direct consequence of Theorem 3.1, taking P±(f ) := 12 (|f | ± f ) ∈ X+ for
each f ∈ X. 
Here is the result mentioned in part (iv) of Remark 3.2.
Proposition 3.8. Assume that all hypotheses of Theorem 3.1 with the exception of (3.8) are
satisfied, that the topological space (X, τ‖·‖) is complete, and that the positive cone X+ of (X,)
is closed in (X, τ‖·‖). Then the claim made in (3.9) holds.
Proof. For each r ∈ (0,+∞), set Br := {f ∈ X: ‖f ‖ < r}. Based on (3.2), it is then not difficult
to check that
Br +Br ⊆BC0r , ∀r ∈ (0,+∞), (3.43)
θ ∈ (0,C−10 ) ⇒ Bθr ⊆Br ⊆ (Bθ−1r )◦, ∀r ∈ (0,+∞), (3.44)
where, generally speaking, A and A◦ denote, respectively, the closure and the interior of a set
A ⊆ X in the topology τ‖·‖. Moreover, from definitions and (3.3) we see that
λBr := {λf : f ∈Br} ⊆Bϕ(λ)r , ∀λ, r ∈ (0,+∞), (3.45)
which further entails
Br ⊆ λBϕ(λ−1)r and Bϕ(λ−1)−1r ⊆ λBr , ∀λ, r ∈ (0,+∞). (3.46)
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Xn := X+ ∩ (nB1)−X+ ∩ (nB1) :=
{
f − g: f,g ∈ X+ ∩ (nB1)
}
. (3.47)
Since limλ→0+ ϕ(λ) = 0, it is possible to choose some ko ∈ N such that ϕ(k−1o ) < C−10 , where
C0 ∈ [1,+∞) is as in (3.2). In relation to the family of sets Xn, n ∈ N, and the number ko, we
make the following claims:
Xn −Xn ⊆ Xnko, ∀n ∈N, (3.48)
X =
∞⋃
i=1
Xni , ∀(ni)i∈N ⊆N with lim
i→∞ni = ∞. (3.49)
To justify (3.48), note that if f,g ∈ Xn there exist f1, f2, g1, g2 ∈ X+ ∩ (nB1) such that f =
f1 − f2 and g = g1 − g2. Hence, (3.48) is proved upon noting that, by (3.43), (3.46) and the
choice of ko we have
f − g = (f1 + g2)− (f2 + g1) ∈ X+ ∩ (nBC0)−X+ ∩ (nBC0)
⊆ X+ ∩ (nkoBC0ϕ(k−1o ))−X+ ∩ (nkoBC0ϕ(k−1o ))
⊆ X+ ∩ (nkoB1)−X+ ∩ (nkoB1) = Xnko . (3.50)
As for (3.49), assume that a sequence (ni)i∈N ⊆ N satisfying limi→∞ ni = ∞ is given and that
an arbitrary f ∈ X has been fixed. Then (3.7) shows that there exist f± ∈ X+ such that f =
f+ − f−. Pick r ∈ (0,+∞) with the property that r > max{‖f+‖,‖f−‖} and, keeping in mind
that ϕ vanishes at the origin in the limit, select i ∈ N large enough so that ϕ(n−1i ) < r−1. Then,
thanks to (3.46), we may write
f± ∈ X+ ∩Br ⊆ X+ ∩ (niBϕ(n−1i )r ) ⊆ X
+ ∩ (niB1), (3.51)
and (3.49) readily follows from this. Recall that we are assuming that the topological space
(X, τ‖·‖) is complete and, as we have shown in the course of the proof of Theorem 3.1 (without
any reference to the condition (3.8) which is now omitted), the topology τ‖·‖ is metrizable. Based
on these, (3.49) and Baire’s Category Theorem (cf., e.g., [20, Theorem 6, p. 27]) we then deduce
that
∃no ∈N and ∃O ⊆ X non-empty and open in τ‖·‖ such that O ⊆ Xnoko . (3.52)
To proceed, recall from the proof of Theorem 3.1 that (X, τ‖·‖) is a topological vector space
(again, this has been established without any reference to the condition (3.8)). Consequently, for
any set A ⊆ X we have A−A ⊆ A−A. Based on this, (3.52) and (3.48) we obtain
O−O ⊆ Xnoko −Xnoko ⊆ Xnoko −Xnoko ⊆ Xnok2o . (3.53)
On the other hand, since O is non-empty and open in τ‖·‖ it follows that there exists r1 > 0
such that Br ⊆ O − O. Thanks to (3.53) this forces Br ⊆ Xn k2 = nok2X1, where the last1 1 o o o
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is a homeomorphism of (X, τ‖·‖). In turn, based on this and (3.46), we may conclude that if
ro := ϕ(nok2o)−1r1 ∈ (0,+∞) then
Bro ⊆ X1. (3.54)
Hence, for every λ ∈ (0,+∞), from (3.46), (3.54) and (3.45) we see that
Bϕ(λ−1)−1ro ⊆ λBro ⊆ X+ ∩ (λB1)−X+ ∩ (λB1)
⊆ X+ ∩Bϕ(λ) −X+ ∩Bϕ(λ). (3.55)
To continue, recall M ∈ (0,+∞) from (3.23) and consider c := M−1ro ∈ (0,+∞). From (3.23)
we then deduce that cϕ(λ)  ϕ(λ−1)−1ro for each λ ∈ (0,+∞). In concert with (3.55), this
ultimately allows us to conclude that
Bcϕ(λ) ⊆ X+ ∩Bϕ(λ) −X+ ∩Bϕ(λ), ∀λ ∈ (0,+∞). (3.56)
Recall next that ϕ vanishes at the origin in the limit and choose a sequence (λi)i∈N ⊆ (0,+∞)
with the property that ϕ(λi) < 2−i for each i ∈ N. We claim that, for each fixed f ∈ Bcϕ(λ1),
there exist two sequences (f±i )i∈N ⊆ X+ with the property that∥∥∥∥∥f −
n∑
i=1
(
f+i − f−i
)∥∥∥∥∥< c2−n−1 and ∥∥f±n ∥∥< 2−n, ∀n ∈N. (3.57)
We shall prove this claim by induction on n ∈N. When n = 1, we deduce from (3.56) (used with
λ = λ1) that there exist f±1 ∈ X+ ∩Bϕ(λ1) such that ‖f − (f+1 − f−1 )‖ < cϕ(λ2). In particular,
f±1 ∈ X+, ‖f±1 ‖ < 2−1 and ‖f − (f+1 − f−1 )‖ < c2−2, as wanted. Going further, the fact that
f − (f+1 − f−1 ) ∈Bcϕ(λ2) allows us to appeal to (3.56) (used with λ = λ2) in order to conclude
that there exist f±2 ∈ X+ ∩Bϕ(λ2) such that ‖f − (f+1 − f−1 )− (f+2 − f−2 )‖ < cϕ(λ3). Hence,
f±2 ∈ X+, ‖f±1 ‖ < 2−2 and ‖f − (f+1 − f−1 ) − (f+2 − f−2 )‖ < c2−3, as desired. Continuing
this procedure in an inductive fashion then yields two sequences (f±i )i∈N ⊆ X+ satisfying the
properties listed in (3.57).
Moving on, fix a finite number β ∈ (0, (log2 C0)−1] and invoke the capacitary estimate (2.24)
in order to conclude that
∥∥∥∥∥
N+k∑
i=N
f±i
∥∥∥∥∥ C20
{ ∞∑
i=N
∥∥f±i ∥∥β
} 1
β
< C20
{ ∞∑
i=N
2−iβ
} 1
β
= C
2
02
−N
(1 − 2−β)1/β , ∀N,k ∈N. (3.58)
This shows that the sequences {∑Ni=1 f±i }N∈N ⊆ X+ are Cauchy in (X, τ‖·‖). Since the latter is
complete, and since we are assuming that X+ is closed in (X, τ‖·‖), it follows that there exist
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N∑
i=1
f±i → f± in τ‖·‖ as N → ∞. (3.59)
On the other hand, the first inequality in (3.57) gives that(
N∑
i=1
f+i
)
−
(
N∑
i=1
f−i
)
→ f in τ‖·‖ as N → ∞. (3.60)
Together, (3.59) and (3.60) prove that f = f+ − f−, since (X, τ‖·‖) is a Hausdorff topologi-
cal vector space. Let us also note that, if R := C202(1−2−β )1/β > 0 then (3.58) (used with N = 1
and k = N − 1) yields ‖∑Ni=1 f±i ‖ < R for each N ∈ N. Thus, {∑Ni=1 f±i }N∈N ⊆ BR and,
hence, f± ∈ BR ⊆ BθR for any θ > C0 (cf. (3.44)). This shows that ‖f±‖ < θR for any
θ > C0, hence, ultimately, ‖f±‖ C0R. In summary, the above argument shows that any f ∈ X
with ‖f ‖  C1 := cϕ(λ1) can be decomposed as f = f+ − f− for some f± ∈ X+ satisfying
‖f±‖ C0R.
At this stage, fix an arbitrary f ∈ X \ {0} and consider
λo := sup
{
λ ∈ (0,+∞): ϕ(λ) < C1‖f ‖−1
} ∈ (0,+∞). (3.61)
In particular, there exists λ˜ ∈ (λo/2, λo] such that ϕ(˜λ) < C1‖f ‖−1. Then ‖˜λf ‖ 
ϕ(˜λ)‖f ‖  C1. Hence λ˜f ∈ Bcϕ(λ1) and, based on what we have proved so far, we may de-
compose λ˜f = g+ − g− with g± ∈ X+ satisfying ‖g±‖  C0R. From this we then conclude
that f = f+ − f−, where f± := λ˜−1g± ∈ X+ satisfy (with M ∈ (0,+∞) as in (3.23))∥∥f±∥∥= ∥∥2(2˜λ)−1g±∥∥ ϕ(2)∥∥(2˜λ)−1g±∥∥ ϕ(2)ϕ((2˜λ)−1)C0R
 ϕ(2)MC0R
ϕ(2˜λ)
 ϕ(2)
(
MC0R
C1
)
‖f ‖, (3.62)
since the fact that 2˜λ > λo forces, in light of (3.61), ϕ(2˜λ) C1‖f ‖−1. This shows that the claim
made in (3.9) holds with C := ϕ(2)MRC0C−11 ∈ (0,+∞). 
With Theorem 3.1 at our disposal, we now turn to the task of providing the
Proof of Theorem 1.4. We start with the claim that
f ∈ L ⇒ |f | < +∞ μ-a.e. on Σ, (3.63)
which ensures that the pointwise addition and multiplication by scalars induce a vector space
structure on L. Indeed, fix f ∈ L and let
A := {x ∈ Σ : ∣∣f (x)∣∣= +∞} ∈M. (3.64)
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statement of Theorem 1.4 further imply that ‖f ‖L = ‖|f |‖ C−11 ‖n1A‖. Since 1A = n−1n1A,
utilizing (1.10) we have ‖n1A‖ ϕ(n−1)−1‖1A‖ and thus
1
C1ϕ(n−1)
‖1A‖ ‖f ‖L < +∞, ∀n ∈N. (3.65)
Passing to the limit as n → ∞ in the estimate ‖1A‖ C1ϕ(n−1)‖f ‖L and using the second part
in (1.11), we obtain that necessarily
‖1A‖ = 0. (3.66)
We now make the claim that, in general,
E ∈M and ‖1E‖ = 0 ⇒ μ(E) = 0. (3.67)
Indeed, if E ∈M is such that ‖1E‖ = 0 then, on grounds of (1.12), we deduce that 1E = 0 which
means that there exists B ∈M with μ(B) = 0 and such that 1E(x) = 0 for every x ∈ Σ \ B .
This, in turn, forces E ⊆ B hence, by the properties of a feeble measure, μ(E) = 0. Having
established (3.67), we then conclude from (3.66) that μ(A) = 0, as desired.
Consider next the partially order vector space (L,), where  is the pointwise inequality ,
μ-a.e. on Σ , and notice that properties (1)–(5) in the statement of Theorem 3.1 are direct conse-
quences of properties (1)–(5) in the current hypotheses. Next define
P± : L→ L+, P±(f ) := 12
(|f | ± f ), ∀f ∈ L, (3.68)
and since 0  P±f  |f |, for all f ∈ L, property (4) in the current statement guarantees that
‖P±f ‖ C1‖f ‖, for all f ∈ L. Hence, using Remark 3.2(iii), property (6) from the statement
of Theorem 3.1 also holds for the partially ordered vector space (L,). Finally, the remaining
conclusions in (1.14) follow directly from applying Theorem 3.1. 
Here is the proposition dealing with the equivalence between the weak Fatou property and the
condition expressed in (1.16).
Proposition 3.9. Assume that (Σ,M) is a measurable space and that μ is a feeble measure
onM. Suppose that ‖ ·‖ :M+(Σ,M,μ) → [0,+∞] is a function for which there exist C0,C1 ∈
[1,+∞) with the property that
‖f + g‖ C0 max
{‖f ‖,‖g‖}, for all f,g ∈M+(Σ,M,μ), (3.69)
‖f ‖ C1‖g‖ whenever f,g ∈M+(Σ,M,μ) are such that f  g μ-a.e. on Σ. (3.70)
Then the following two conditions are equivalent:
(i) if (fi)i∈N ⊆M+(Σ,M,μ) is a sequence of functions satisfying fi  fi+1 μ-a.e. on Σ for
each i ∈N and such that supi∈N ‖fi‖ < +∞, then ‖ supi∈N fi‖ < +∞;
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‖lim infi→∞ fi‖ < +∞.
Proof. The implication (ii) ⇒ (i) is trivial (and holds irrespective of the validity of the assump-
tions (3.69)–(3.70)), so we will concentrate on proving that (i) ⇒ (ii). With this goal in mind,
assume that (fi)i∈N ⊆M+(Σ,M,μ) is a sequence satisfying lim infi→∞ ‖fi‖ < +∞ and, for
each i ∈N, introduce gi := infji fj . Then
gi ∈M+(Σ,M,μ), gi  gi+1 μ-a.e. on Σ,
gi  fi μ-a.e. on Σ for each i ∈N, and sup
i∈N
gi = lim inf
i→∞ fi. (3.71)
To proceed, consider the semigroup (G,∗) where G :=M+(Σ,M,μ), and where f ∗g := f +g
for every f,g ∈M+(Σ,M,μ). Then, taking  to be the partial order relation on G induced by
the pointwise μ-a.e. inequality between functions, the compatibility condition (2.14) obviously
holds. In addition, if we define C : G → [0,+∞] by setting C (f ) := ‖f ‖ for each f ∈ G, then
properties (3.69)–(3.70) ensure that the quasi-subadditivity and quasi-monotonicity conditions
for C stated in (2.15)–(2.16) are satisfied. Consequently, if C stands for the regularization of C
considered in Theorem 2.5 relative to the current algebraic setting, we have (cf. (2.20)–(2.22))
C−11 C
−2
0 ‖f ‖ C(f ) ‖f ‖ for each f ∈M+(Σ,M,μ), (3.72)
C(f ) C(g) for all f,g ∈M+(Σ,M,μ) such that f  g μ-a.e. on Σ. (3.73)
Moving on, based on (3.71), (3.72)–(3.73) and assumptions, we estimate
sup
i∈N
‖gi‖ C1C20 sup
i∈N
C(gi) = C1C20 lim inf
i→∞ C(gi) C1C
2
0 lim inf
i→∞ C(fi)
 C1C20 lim inf
i→∞ ‖fi‖ < +∞. (3.74)
In turn, (3.74), (3.71) and condition (i) in the statement of the proposition imply that∥∥∥ lim inf
i→∞ fi
∥∥∥= ∥∥∥ sup
i∈N
gi
∥∥∥< +∞, (3.75)
as desired. 
3.2. Boolean algebra background
The capacitary estimates established in Section 2 are also useful for proving the completeness
of certain classes of quasi-metric spaces which are lacking a linear space structure. Indeed, as we
shall see in Theorem 3.10 below, this is the case for certain classes of Boolean algebras equipped
with capacities compatible with the (sub-)lattice structure. Formulating this result in a precise
manner requires a number of preliminaries which we shall deal with first.
Consider an arbitrary set X. A function ρ : X×X → [0,+∞) is called a quasi-distance
provided, for every x, y, z ∈ X, it satisfies
4804 D. Mitrea et al. / Journal of Functional Analysis 262 (2012) 4766–4830ρ(x, y) = 0 ⇔ x = y, ρ(x, y) = ρ(y, x),
ρ(x, y) co
(
ρ(x, z)+ ρ(z, y)), (3.76)
for some fixed finite constant co  1. A pair (X,ρ) consisting of a set X and a quasi-distance ρ
on X is called a quasi-metric space. Going further, a quasi-metric space (X,ρ) is said to
be complete provided any Cauchy sequence is convergent, i.e., for every {xn}n∈N ⊆ X with the
property that for each ε > 0 there exists Nε ∈N such that ρ(xn, xm) < ε whenever n,m ∈N with
n,mNε , one can find x∗ ∈ X for which ρ(xn, x∗) → 0 as n → ∞. Finally, the topology τρ on
a quasi-metric space (X,ρ) is the largest topology on X with the property that, for each point
x ∈ X, the family of sets of the form Bρ(x, r) := {y ∈ X: ρ(x, y) < r}, indexed by r ∈ (0,+∞),
is a fundamental system of neighborhoods of x.
Recall that a Boolean algebraX is a distributive lattice15 (X ,,∨,∧) with (distinct)
unit and zero16 denoted by 1 and 0, respectively, whose every element A ∈ X has a comple-
ment,17 denoted by Ac . In such a setting, for each n ∈N we set
n∨
i=1
Ai := sup{A1, . . . ,An} and
n∧
i=1
Ai := inf{A1, . . . ,An},
∀{Ai}1in ⊆X . (3.77)
Going further, call a Boolean algebra (X ,,∨,∧,0,1, (·)c) sigma-complete provided
∞∨
i=1
Ai := sup{Ai : i ∈N} and
∞∧
i=1
Ai := inf{Ai : i ∈N} (3.78)
exist (in (X ,)) for every sequence {Ai}i∈N of elements in X . Next, given a Boolean algebra
(X ,,∨,∧,0,1, (·)c), define the symmetric difference by the formula
AB := (A∧Bc)∨ (Ac ∧B), ∀A,B ∈X , (3.79)
and note that for every A,B ∈X we have
AB = B A, AB = 0 ⇔ A = B, and A B ∨ (AB), (3.80)
B A and A∧Bc = 0 ⇒ A = B; (3.81)
(cf., e.g., the discussion in [32, p. 11 and p. 23]). In fact,
15 A partially ordered set (X ,) is said to be a lattice if, for any elements A,B ∈ X, the set {A,B} (we agree
here that {A,B} := {A} if A = B) has a least upper bound in (X ,), denoted A∨B , as well as a greatest lower bound
in (X ,), denoted A ∧ B . In turn, a lattice (X ,,∨,∧) is said to be distributive provided (A ∨ B) ∧ C =
(A∧C)∨ (B ∧C) for any A,B,C ∈X .
16 The unit and zero in a Boolean algebra are, respectively, the greatest and least elements in the partially ordered set
(X ,) (assumed to exist).
17 The complement Ac of A ∈X is (uniquely) characterized by the conditions A∨Ac = 1 and A∧Ac = 0.
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and such that each element is its own inverse. (3.82)
Also, assuming that the Boolean algebra in question is sigma-complete, define
lim sup
n→∞
An :=
∞∧
n=1
∞∨
m=n
Am and lim inf
n→∞ An :=
∞∨
n=1
∞∧
m=n
Am, (3.83)
for any sequence {An}n∈N of elements in X . Then it may be verified (cf., e.g., [32, Lemma 3,
p. 191]) that (
lim sup
n→∞
An
)
∧
(
lim inf
n→∞ An
)c = lim sup
n→∞
(An+1 An), (3.84)
for any sequence {An}n∈N of elements in the (sigma-complete) Boolean algebra X . In a sigma-
complete Boolean algebra X , a sequence {An}n∈N is said to be order-convergent to
A ∈X provided18
lim sup
n→∞
An = A = lim inf
n→∞ An. (3.85)
Finally, we note that in any sigma-complete Boolean algebra X one has (cf. [32, Theorem 3 and
its corollary on p. 14])
A∧
( ∞∨
n=1
An
)
=
∞∨
n=1
(A∧An) and A∨
( ∞∧
n=1
An
)
=
∞∧
n=1
(A∨An), (3.86)
for any A ∈X and any sequence (An)n∈N ⊆X . More details, as well as a multitude of examples
of Boolean algebras, may be found in, e.g., [32, §2.4, pp. 15–22].
After this preamble, we are ready to formulate and prove the completeness result alluded to
at the beginning of this subsection. Elements of the proof of Theorem 3.10 will also play an
essential role in the proof of Theorem 1.5 given at the end of this subsection.
Theorem 3.10. Suppose that (X ,,∨,∧,0,1, (·)c) is a sigma-complete Boolean algebra and
assume that C :X → [0,+∞] is a mapping satisfying the following properties:
(1) (quasi-subadditivity) there exists C0 ∈ [1,+∞) such that
C (A∨B) C0 max
{
C (A),C (B)
}
, ∀A,B ∈X ; (3.87)
(2) (quasi-monotonicity) there exists C1 ∈ [1,+∞) such that
C (A) C1C (B), ∀A,B ∈X such that A B; (3.88)
18 This is not the typical definition of order-convergence, though it is equivalent to it; see [32, Theorem 3, p. 187] for
more details.
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such that An An+1 for every n ∈N there holds
C
( ∞∨
n=1
An
)
 C2 lim sup
n→∞
C (An). (3.89)
Consider the relation
A ∼ B def⇔ C (AB) = 0, ∀A,B ∈X . (3.90)
Then ∼ is an equivalence relation on X , and for every A,B ∈X there holds
(C0C1)
−2 sup
X A′∼A
X B ′∼B
C
(
A′ B ′) C (AB) (C0C1)2 inf
X A′∼A
X B ′∼B
C
(
A′ B ′). (3.91)
Also, if
C−1
({0})= {0}, (3.92)
and if one defines
Xfin :=
{
A ∈X : C (A) < +∞} (3.93)
and considers the function ρ :X ×X → [0,+∞] given by the formula
ρ(A,B) := C (AB), ∀A,B ∈X , (3.94)
then (Xfin, ρ) is a complete quasi-metric space. In addition, any convergent sequence in
(Xfin, ρ) contains a subsequence which is order-convergent to the limit of the original sequence
in (Xfin, ρ). While, in general, C : (Xfin, τρ) → [0,+∞) is not continuous, where τρ denotes
the topology canonically induced by the quasi-distance ρ on Xfin, one nonetheless has
A ∈X , (An)n∈N ⊆X , An → A in τρ
⇒ (C0C1)−2 lim sup
n→∞
C (An) C (A) (C0C1)2 lim inf
n→∞ C (An). (3.95)
Finally, if in place of (1) and (2) above, one assumes that
C (A∨B) C (A)+C (B), ∀A,B ∈X , (3.96)
C (A) C (B), ∀A,B ∈X such that A B, (3.97)
then, retaining (3.92) and the quasi-Fatou property, (Xfin, ρ) becomes a complete metric space,
and (3.91) improves to
C (AB) = C (A′ B ′), ∀A,B,A′,B ′ ∈X with A′ ∼ A, B ′ ∼ B. (3.98)
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Step I. Formula (3.90) defines an equivalence relation on X . To justify this claim, note that if
A,B,C ∈X then, by (3.82) and (3.79),
AB = (AC) (C B) (AC)∨ (C B). (3.99)
Hence, by (3.99), (3.88) and (3.87),
C (AB) C0C1 max
{
C (AC),C (C B)}, ∀A,B,C ∈X . (3.100)
In particular, this shows that if A,B,C ∈ X are such that A ∼ C and C ∼ B then A ∼ B ,
so that the relation (3.90) is transitive. By (3.80), this relation is also reflexive and symmetric,
concluding the discussion in Step I.
Step II. For each A,B ∈X , there holds
sup
X A′∼A
X B ′∼B
C
(
A′ B ′) (C0C1)2C (AB). (3.101)
Since for any A,B ∈X we have AB A∨B , from (3.87)–(3.88) we deduce that
C (AB) C0C1 max
{
C (A),C (B)
}
, ∀A,B ∈X . (3.102)
Hence, if β ∈ (0, (log2 C0 + log2 C1)−1] is a fixed finite number and C# is the regularization of
C as described in Theorem 2.4, relative to the Abelian group (X ,), then (C#)β is subadditive
on (X ,), i.e.,
C#(AB)β  C#(A)β +C#(B)β, ∀A,B ∈X . (3.103)
In turn, if A,B,A′ ∈X satisfy A′ ∼ A, it follows from (3.103) and the equality in (3.99) (used
with C := A′) that
C#(AB)β  C#
(
AA′)β +C#(B A′)β. (3.104)
On the other hand, thanks to (2.12), (3.90) and assumptions, 0 C#(AA′) C (AA′) = 0.
In combination with (3.104), this shows that C#(AB) C#(B A′). Reversing the roles of A
and A′ we therefore obtain C#(AB) = C#(B A′) hence, ultimately,
C#(AB) = C#
(
A′ B ′), ∀A,B,A′,B ′ ∈X such that A′ ∼ A, B ′ ∼ B. (3.105)
To proceed, fix A,B ∈X and assume that A′,B ′ ∈X are such that A′ ∼ A and B ′ ∼ B . Based
on (3.105) and (2.12) (the reader is alerted to the fact that the role of the constant C0 in (2.12) is
played by C0C1 in the current setting; cf. (3.102)), we may then estimate
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(
A′ B ′) (C0C1)2C#(A′ B ′)= (C0C1)2C#(AB)
 (C0C1)2C (AB). (3.106)
Taking the supremum over all A′,B ′ ∈X such that A′ ∼ A and B ′ ∼ B then yields (3.101).
Step III. For each A,B ∈X , there holds
(C0C1)
−2C (AB) inf
X A′∼A
X B ′∼B
C
(
A′ B ′). (3.107)
This is established using similar ideas as in the proof of (3.101). In concert, (3.101) and (3.107)
give (3.91).
Step IV. The function ρ is a quasi-distance on the set Xfin. To begin with, we claim that the
function ρ : Xfin × Xfin → [0,+∞) is well defined. To see this, note that if A,B ∈ Xfin then
A  B ∈ Xfin, thanks to (3.87), (3.88) and the fact that A  B  A ∨ B . Hence, ρ(A,B) =
C (A  B) < +∞. Next, for each A,B ∈ X we have ρ(A,B) = 0 if and only if A = B , by
virtue of (3.94), (3.92) and (3.80). Also, ρ(A,B) = ρ(B,A) for each A,B ∈X , thanks to (3.94)
and (3.80). Finally, (3.100) and (3.94) yield
ρ(A,B) C0C1 max
{
ρ(A,C),ρ(C,B)
}
, ∀A,B,C ∈X , (3.108)
and the desired conclusion follows. In particular, (Xfin, ρ) is a quasi-metric space.
Step V. If (Bn)n∈N ⊆X is an arbitrary sequence then
(
lim sup
m→∞
Bm
)
Bn 
∞∨
m=n
(Bm+1 Bm), ∀n ∈N. (3.109)
To prove this, consider (Bn)n∈N ⊆X and abbreviate
B := lim sup
n→∞
Bn =
∞∧
n=1
( ∞∨
m=n
Bm
)
. (3.110)
We shall actually show that
B ∧Bcn 
∞∨
m=n
(
Bm+1 ∧Bcm
)
, ∀n ∈N, (3.111)
Bk :=
∞∧
m=k
Bm  B, ∀k ∈N, (3.112)
Bn ∧Bc 
∞∨(
Bm ∧Bcm+1
)
, ∀n ∈N, (3.113)m=n
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B 
∞∨
m=n
Bm and
∞∨
m=n
Bm =
( ∞∨
m=n
(
Bm+1 ∧Bcm
))∨Bn. (3.114)
Indeed, the first inequality is a direct consequence of (3.110) and, since Bm+1 ∧ Bcm  Bm+1
for every m ∈ N, it follows that (∨∞m=n(Bm+1 ∧ Bcm)) ∨ Bn ∨∞m=n Bm. To prove the opposite
inequality, it suffices to show that
N∨
m=n
Bm 
(
N∨
m=n
(
Bm+1 ∧Bcm
))∨Bn, for every N ∈N satisfying N  n. (3.115)
In turn, inequality (3.115) follows by induction on N , upon observing that for every m ∈ N we
have Bm+1  Bm ∨Bm+1 = Bm ∨ (Bm+1 ∧Bcm). Moving on, based on (3.114) we write
B ∧Bcn 
[( ∞∨
m=n
(
Bm+1 ∧Bcm
))∨Bn
]
∧Bcn

∞∨
m=n
(
Bm+1 ∧Bcm
)
, ∀n ∈N, (3.116)
which finishes the proof of (3.111).
Turning our attention to proving (3.112), fix k ∈ N, k  2, and note that, since based on the
definition Bk  Bk , we have
Bk 
∞∨
m=n
Bm, ∀n ∈ {1, . . . , k − 1}. (3.117)
Also, since for any n ∈N we have Bn ∨∞m=n Bm, we deduce that
Bk =
∞∧
n=k
Bn 
∞∧
n=k
( ∞∨
m=n
Bm
)
. (3.118)
Hence, whenever k ∈ N, k  2, the inequality in (3.112) follows from (3.117)–(3.118)
and (3.110). If k = 1 then (3.112) is an immediate consequence of inequality (3.118) which
holds when k = 1 as well. Thus, (3.112) is now proved.
As for (3.113), fix again n ∈ N and start with the observation that by applying the second
identity in (3.114) with Bm replaced by Bn ∧Bcm we obtain
∞∨
m=n+1
(
Bn ∧Bcm
)= ∞∨
m=n
(
Bn ∧
(
Bm ∧Bcm+1
))= Bn ∧
( ∞∨
m=n
(
Bm ∧Bcm+1
))
, (3.119)
where the last equality is easily established (cf., e.g., [32, Theorem 3, p. 13]). Hence,
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∞∨
m=n+1
(
Bn ∧Bcm
)
⇔
[ ∞∨
m=n+1
(
Bn ∧Bcm
)]c

[
Bn ∧Bc
]c
. (3.120)
However, using De Morgan’s laws (cf., e.g., [28, formula (3), p. 55]) and the definition of Bn+1
from (3.112), we have[ ∞∨
m=n+1
(
Bn ∧Bcm
)]c = ∞∧
m=n+1
(
Bcn ∨Bm
)= Bcn ∨
( ∞∧
m=n+1
Bm
)
= Bcn ∨Bn+1, (3.121)
and [Bn ∧ Bc]c = Bcn ∨ B . When combined with (3.120)–(3.121), this gives that (3.113) is
equivalent to showing that Bcn ∨Bn+1  Bcn ∨ B which follows immediately from the inequali-
ties (3.112). This finishes the proof of (3.113).
Step VI. Suppose that β ∈ (0, (log2 C0)−1] is a fixed finite number. Then for every sequence
{Wn}n∈N in X there holds
∞∑
n=1
C (Wn)
β < +∞ ⇒ C
(
lim sup
n→∞
Wn
)
= 0. (3.122)
To justify this claim, fix a sequence {Wn}n∈N ⊆X and, for each n, k ∈N, introduce
An,k :=
n+k∨
i=n
Wi ∈X . (3.123)
Then
An,k An,k+1, ∀n, k ∈N, and
∞∨
k=1
An,k =
∞∨
i=n
Wi, ∀n ∈N. (3.124)
Therefore, for each fixed n ∈N,
C
( ∞∨
i=n
Wi
)
= C
( ∞∨
k=1
An,k
)
 C2 lim sup
k→∞
C (An,k)
 C2C20
{ ∞∑
i=n
C (Wi)
β
}1/β
, (3.125)
by the quasi-Fatou property (cf. (3.89)) and the capacitary estimate (2.24) (specialized to our
setting). Consequently, for each n ∈N,
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(
lim sup
m→∞
Wm
)
= C
( ∞∧
n=1
∞∨
i=n
Wi
)
 C1C
( ∞∨
i=n
Wi
)
 C20C1C2
{ ∞∑
i=n
C (Wi)
β
}1/β
, (3.126)
by (3.83), the quasi-monotonicity of C and (3.125). From this, (3.122) readily follows.
Step VII. Every Cauchy sequence in (Xfin, ρ) contains an order-convergent subsequence to an
element in Xfin. Let (An)n∈N be a Cauchy sequence in (Xfin, ρ). Then there exists a subsequence
(Ank )k∈N of (An)n∈N such that
ρ(Ank+1 ,Ank ) < 2
−k, ∀k ∈N. (3.127)
Fix a finite number β ∈ (0, (log2 C0)−1] and note that this implies (cf. (3.94))
∞∑
k=1
C (Ank+1 Ank )β <
∞∑
k=1
2−βk < +∞. (3.128)
With this in hand, (3.122) yields C (lim supn→∞(Ank+1 Ank )) = 0, hence
lim sup
n→∞
(Ank+1 Ank ) = 0, (3.129)
by (3.92). In turn, (3.129) and (3.84) entail(
lim sup
n→∞
Ank
)
∧
(
lim inf
n→∞ Ank
)c = 0. (3.130)
Now, (3.130) and (3.81) imply
lim sup
n→∞
Ank = lim infn→∞ Ank =: A ∈X , (3.131)
hence {Ank }k∈N is order-convergent to A. From estimate (3.109) we also deduce, in a manner
similar to the way in which (3.125) has been derived, that
C (AAn1) C1C
( ∞∨
k=1
(Ank+1 Ank )
)
 C1C2 lim sup
N→∞
C
(
N∨
k=1
(Ank+1 Ank )
)
 C1C2C20
{ ∞∑
k=1
C (Ank+1 Ank )β
}1/β
 C1C2C20
{ ∞∑
2−βk
}1/β
< +∞. (3.132)
k=1
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C (A) C1C
(
An1 ∨ (AAn1)
)
 C0C1 max
{
C (An1),C (AAn1)
}
< +∞, (3.133)
thanks to (3.132) and the fact that An1 ∈Xfin. Thus, A ∈Xfin, as desired.
Step VIII. Every Cauchy sequence in (Xfin, ρ) contains a convergent subsequence to an element
in Xfin. Assume that (An)n∈N is a Cauchy sequence in (Xfin, ρ) and consider a subsequence
(Ank )k∈N of (An)n∈N such that (3.127) is satisfied. Also, set
A := lim sup
k→∞
Ank =
∞∧
k=1
( ∞∨
i=k
Ani
)
. (3.134)
Then, in a similar fashion to (3.131)–(3.133), it follows that A ∈ Xfin. Also, much as in (3.132)
we may estimate
ρ(A,Ani ) = C (AAni ) C1C
( ∞∨
k=i
(Ank+1 Ank )
)
 C1C2 lim sup
N→∞
C
(
N∨
k=i
(Ank+1 Ank )
)
 C1C2C20
{ ∞∑
k=i
C (Ank+1 Ank )β
}1/β
 C1C2C20
{ ∞∑
k=i
2−βk
}1/β
→ 0 as i → ∞. (3.135)
Having proved this, the fact that the sequence (An)n∈N is Cauchy in (Xfin, ρ), allows us to obtain
that limn→∞ ρ(An,A) = 0, i.e., the sequence (An)n∈N converges to A in (Xfin, ρ), as desired.
This finishes the proof of completeness of the quasi-metric space (Xfin, ρ).
Step IX. If C# is the regularization of C in the sense of Theorem 2.4, relative to the Abelian
group (X ,) then, for each exponent
β ∈ (0,min{1, (log2 C0 + log2 C1)−1}], (3.136)
the function C# satisfies the following local Hölder regularity condition of order β on Xfin:
∣∣C#(A)−C#(B)∣∣ 1
β
ρ(A,B)β max
{
C (A),C (B)
}1−β
, ∀A,B ∈Xfin. (3.137)
Indeed, from the equality in (3.99) and (3.103), it follows that C#(A  B)β  C#(A  C)β +
C#(C  B)β for every A,B,C ∈ X . In particular, by taking B = 0 and using the symmetry
of C#, we may conclude that∣∣C#(A)β −C#(C)β ∣∣ C#(AC)β, ∀A,C ∈Xfin. (3.138)
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∣∣xγ − yγ ∣∣ γ |x − y|[max{x, y}]γ−1 if x, y ∈ (0,+∞) and γ  1. (3.139)
Writing (3.139) for x := C#(A)β , y := C#(C)β (analyzing separately the situation when one of
these numbers vanishes) and γ := 1/β  1, then using (3.138), (2.12) and (3.94) we arrive at
∣∣C#(A)−C#(C)∣∣ 1
β
C#(AC)β max
{
C#(A),C#(C)
}1−β
 1
β
ρ(A,C)β max
{
C (A),C (C)
}1−β
, ∀A,C ∈Xfin. (3.140)
Now condition (3.137) follows from (3.140) by adjusting notation (i.e., re-denoting C by B).
This finishes the proof of the claim made in Step IX.
Having established (3.137), we may then conclude that
C# : (Xfin, τρ) → [0,+∞) is continuous. (3.141)
Furthermore, from (2.12) and (3.102) we deduce that this function is pointwise comparable to C
in the precise sense that
(C0C1)
−2C  C#  C on Xfin. (3.142)
Now, (3.95) readily follows from (3.141)–(3.142).
Step X. Assume in place of (1) and (2) in the statement of the theorem that (3.96)–(3.97) hold.
Then (Xfin, ρ) is a metric space and (3.98) holds. In the setting just specified, from (3.79) we
deduce that
C (AB) = C ((A∧Bc)∨ (Ac ∧B)) C (A∧Bc)+C (Ac ∧B)
 C (A)+C (B), ∀A,B ∈X . (3.143)
Hence, if C# is as in Step II, it follows from the last part in Theorem 2.4 that C = C# on X
(given that, in the application of Theorem 2.4 to the present setting, (2.8) holds with C0 := 2,
hence, α = 1). Consequently, the validity of (3.98) is guaranteed by (3.105). From (3.99) and the
current assumptions, we also deduce that
C (AB) C (AC)+C (C B), ∀A,B,C ∈X , (3.144)
which shows that (Xfin, ρ) is a metric space. This finishes the treatment of Step X and completes
the proof of the theorem. 
The following useful consequence of Theorem 3.10, itself a generalization of the well-known
result corresponding to the case when μ is a measure, deserves a brief discussion.
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assume that μ :M→ [0,+∞] is a function which satisfies the following properties:
μ(∅) = 0, μ(A) μ(B) whenever ∀A,B ∈M with A ⊆ B,
μ(A∪B) μ(A)+μ(B) whenever ∀A,B ∈M,
and
μ
( ∞⋃
n=1
An
)
 lim
n→∞μ(An), ∀(An)n∈N ⊆M with An ⊆ An+1, ∀n ∈N. (3.145)
Next, consider the equivalence relation onM given by
A ∼ B def⇔ μ(AB) = 0, (3.146)
where “” denotes the set theoretic symmetric difference, and denote by [A] the equivalence
class of a generic set A ∈M. Then{[A]: A ∈M, μ(A) < +∞} equipped with the distance,([A], [B]) → μ(AB) is a complete metric space. (3.147)
Proof. Define a partial order relation on X := {[A]: A ∈M} by setting
[A] [B] def⇔ ∃E ∈M with A ⊆ B ∪E and μ(E) = 0. (3.148)
Then, if [A] ∨ [B] := [A∪B], [A] ∧ [B] := [A∩B], [A]c := [Σ \A], for every A,B ∈M, and
0 := [∅], 1 := [Σ], then it is straightforward to check that(
X ,,∨,∧,0,1, (·)c) is a sigma-complete Boolean algebra. (3.149)
In this setting, if C : X → [0,+∞] is given by C ([A]) := μ(A) for every A ∈M, then Theo-
rem 3.10 applies and shows that (3.147) holds. 
Parenthetically, we wish to note that any measure onM, as well as any outer measure on Σ ,
satisfies (3.145) (in the latter case takingM := 2Σ ).
We shall now make the following definition which is going to be relevant for us later, in
Section 6.
Definition 3.12. Given a measure space (Σ,M,μ), call the measure μ separable provided
the (complete) metric space (3.147) is separable.
We proceed now to presenting the
Proof of Theorem 1.5. We shall work in the context of Theorem 1.4. In the first part of the proof,
the goal is to show that the weak Fatou property stated in Theorem 1.4 implies a quantitative
version of itself. Specifically, we claim that
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satisfying fi  fi+1 μ-a.e. on Σ for each i ∈N
}
⇒
∥∥∥ sup
i∈N
fi
∥∥∥ C sup
i∈N
‖fi‖. (3.150)
Seeking a contradiction, assume that (3.150) fails. Then, for every number n ∈ N, there exists a
sequence of functions (fi,n)i∈N ⊆M+(Σ,M,μ) satisfying
fi,n  fi+1,n μ-a.e. on Σ for each i ∈N, (3.151)
and such that if fn ∈M+(Σ,M,μ) is given by the formula
fn := sup
i∈N
fi,n for each n ∈N, (3.152)
then
‖fn‖ > 2n sup
i∈N
‖fi,n‖ for each n ∈N. (3.153)
Trivially, for each n ∈ N, the strict inequality (3.153) implies that ‖fn‖ > 0 and supi∈N ‖fi‖ <
+∞. In turn, when combined with the weak Fatou property (cf. item (5) in the statement of
Theorem 1.4), the latter condition implies that ‖fn‖ = ‖supi∈N fi,n‖ < +∞ for each n ∈ N.
Hence, all together,
‖fn‖ ∈ (0,+∞) for each n ∈N. (3.154)
To proceed, note that since there is nothing to prove in the case when L = {0}, we may
assume that there exists fo ∈ L with ‖fo‖L > 0. Then f := |fo| ∈ M+(Σ,M,μ) satisfies
‖f ‖ ∈ (0,+∞) while, for each λ ∈ (0,+∞), condition (1.10) yields ‖f ‖ = ‖λ(λ−1f )‖ 
ϕ(λ)ϕ(λ−1)‖f ‖. Consequently, with M ∈ (0,+∞) as in (3.23), we have
1 ϕ(λ)ϕ
(
λ−1
)
M, ∀λ ∈ (0,+∞). (3.155)
In particular, ϕ(λ) ϕ(λ−1)−1 for each λ ∈ (0,+∞) from which we deduce (upon recalling that
ϕ vanishes in the limit at the origin) that limλ→+∞ ϕ(λ) = +∞. Having noticed this and keeping
in mind that ϕ vanishes in the limit at the origin, for each n ∈N it follows from (3.154) that
tn := inf
{
λ ∈ (0,+∞): ϕ(λ−1) n−1‖fn‖} (3.156)
is a well-defined number belonging to (0,+∞). Next, if for each n ∈ N we set λn := tn/2 ∈
(0,+∞) then the fact that λn < tn forces
ϕ
(
λ−1n
)
> n−1‖fn‖, ∀n ∈N. (3.157)
Moreover, the definition of tn from (3.156) entails that for each n ∈ N there exists λ˜n ∈ [tn,2tn)
such that ϕ(˜λ−1) n−1‖fn‖. Together with (1.10), for each n ∈N this allows us to estimaten
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∥∥˜λ−1n ( λ˜nfn)∥∥ ϕ( λ˜−1n )‖˜λnfn‖ n−1‖fn‖‖˜λnfn‖, (3.158)
hence n  ‖˜λnfn‖, thanks to (3.154). Making use of this, the quasi-monotonicity condition
for ‖ · ‖, (1.10) as well as the definitions of λ˜n, λn, we may then write (with C1 ∈ [1,+∞)
as in hypothesis (4) of Theorem 1.5)
n ‖˜λnfn‖ C1‖2tnfn‖ = C1‖4λnfn‖ C1ϕ(4)‖λnfn‖, ∀n ∈N. (3.159)
Introducing θ := [C1ϕ(4)]−1 ∈ (0,+∞), we therefore arrive at the conclusion that
θn ‖λnfn‖, ∀n ∈N. (3.160)
Moving on, define
f˜i,n := λnfi,n ∈M+(Σ,M,μ), ∀i ∈N, ∀n ∈N, (3.161)
and note that, by virtue of (3.161), (1.10), (3.153) and (3.157), for each i, n ∈N we have
‖f˜i,n‖ ϕ(λn)‖fi,n‖ < ϕ(λn)2−n‖fn‖ < 2−nnϕ(λn)ϕ
(
λ−1n
)
Mn2−n. (3.162)
At this stage, for each i ∈N introduce
gi := λ1fi,1 + λ2fi,2 + · · · + λifi,i =
i∑
n=1
f˜i,n. (3.163)
Hence, from (3.163) and (3.151) we see that
gi ∈M+(Σ,M,μ) and gi  gi+1 μ-a.e. on Σ, ∀i ∈N. (3.164)
In addition, from (3.163), (1.9), the capacitary estimate (2.24) (used here with C := ‖ · ‖), and
(3.162) we obtain that for each fixed number β ∈ (0, (log2 C0)−1],
sup
i∈N
‖gi‖ = sup
i∈N
∥∥∥∥∥
i∑
n=1
f˜i,n
∥∥∥∥∥ C20
{ ∞∑
n=1
‖f˜i,n‖β
} 1
β
 C20M
{ ∞∑
n=1
(
n2−n
)β} 1β
< +∞. (3.165)
Having established (3.164)–(3.165), the weak Fatou property then ensures that, on the one hand,∥∥∥ sup
i∈N
gi
∥∥∥< +∞. (3.166)
On the other hand, the fact that (cf. (3.163))
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j∈N
gj  gi  λnfi,n μ-a.e. on Σ, ∀i ∈N and ∀n ∈ {1, . . . , i}, (3.167)
entails (upon recalling (3.151)–(3.152))
sup
j∈N
gj  λn sup
i∈N, in
fi,n = λn sup
i∈N
fi,n = λnfn μ-a.e. on Σ, ∀n ∈N. (3.168)
In concert with the quasi-monotonicity of ‖ · ‖ and (3.160), the pointwise estimate (3.168) forces
θn ‖λnfn‖ C1
∥∥∥ sup
j∈N
gj
∥∥∥, ∀n ∈N (3.169)
and, hence,
∥∥∥ sup
i∈N
gi
∥∥∥= +∞. (3.170)
This contradicts (3.166), hence (3.150) is proved.
To set the stage for the subsequent discussion, define the function C :M→ [0,+∞] by
setting
C (A) := ‖1A‖, ∀A ∈M. (3.171)
We claim that the function C is a quasi-monotone capacity, i.e., it satisfies the following two
properties:
C (A) C1C (B) for any A,B ∈M such that A ⊆ B, (3.172)
C (A∪B) C0C1 max
{
C (A),C (B)
}
, ∀A,B ∈M. (3.173)
Indeed, as regards the quasi-monotonicity property (3.172), if A,B ∈M are such that A ⊆ B
then 1A  1B on Σ . In concert with the definition of C and the quasi-monotonicity prop-
erty of ‖ · ‖, this implies that C (A) = ‖1A‖  C1‖1B‖ = C1C (B), as desired. As far as the
quasi-subadditivity property (3.173) is concerned, pick two arbitrary sets A,B ∈M. Then,
since 1A∪B  1A + 1B on Σ , it follows from this and the quasi-monotonicity of ‖ · ‖ that
‖1A∪B‖ C1‖1A + 1B‖. Based on this and (1.9), we may then write
C (A∪B) = ‖1A∪B‖ C0C1 max
{‖1A‖,‖1B‖}
= C0C1 max
{
C (A),C (B)
}
, (3.174)
finishing the proof of the quasi-subadditivity property for C .
In relation to the capacity C , we also make the claim that if β ∈ (0, (log2 C0 + log2 C1)−1] is
a fixed finite number, then for every sequence {Wn}n∈N ⊆M there holds
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n=1
C (Wn)
β < +∞ ⇒ μ
(
lim sup
n→∞
Wn
)
= 0,
where lim sup
n→∞
Wn :=
∞⋂
n=1
⋃
in
Wi. (3.175)
To justify this claim, consider the semigroup (G,∗), where G := M and where A ∗ B :=
A ∪ B , for all A,B ∈M. Then the inclusion of sets induces a partial order relation on G which
satisfies condition (2.14). Denote by C the regularization of C defined in Theorem 2.5 relative
to the algebraic setting just described. In particular, properties (2.20) and (2.22) translate (in light
of (3.172)–(3.173)) to
C−31 C
−2
0 C (A) C(A) C (A) for each A ∈M, (3.176)
C(A) C(B) for all A,B ∈M such that A ⊆ B. (3.177)
Next, we note that if a sequence (An)n∈N ⊆M is such that An ⊆ An+1 for every n ∈ N then,
with C ∈ [0,+∞) as in (3.150), we have
C
( ∞⋃
n=1
An
)
= ‖1⋃∞
n=1 An‖ =
∥∥∥sup
n∈N
1An
∥∥∥ C sup
n∈N
‖1An‖ = C sup
n∈N
C (An)
 CC31C20 sup
n∈N
C(An) = CC31C2 limn→∞C(An)
 CC31C20 lim sup
n→∞
C (An). (3.178)
Indeed, the first inequality above is a consequence of (3.150), the second inequality is implied by
(the first part in) (3.176), the last equality holds by virtue of (3.177) and the fact that An ⊆ An+1
for every n ∈ N, while the last inequality follows from (the second part in) (3.176). To pro-
ceed, observe that (M,⊆,∪,∩,∅,Σ, (·)c) is a sigma-complete Boolean algebra, and that C
from (3.171) satisfies conditions (1)–(3) stipulated in the statement of Theorem 3.10, thanks
to (3.172), (3.173), and (3.178). Then the claim established in Step VI of the proof of Theo-
rem 3.10 ensures that, in the context of (3.175), the finiteness of the series in the left-hand side
implies C (lim supn→∞ Wn) = 0. With this in hand, the implication in (3.175) follows with the
help of (3.67).
Turning now in earnest to the proof of the conclusion in Theorem 1.5, assume that the se-
quence (fj )j∈N ⊆ L converges to some f ∈ L in the topology τ‖·‖L . Then it is possible to find
integer numbers 1 n1 < n2 < · · · < nk < · · · with the property that
‖fnk − f ‖L < 2−kϕ
(
2k
)−1
, ∀k ∈N. (3.179)
Next, for each k ∈N introduce
Ak :=
{
x ∈ Σ : ∣∣fn (x)− f (x)∣∣> 2−k} ∈M, (3.180)k
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A := lim sup
k→∞
Ak :=
∞⋂
k=1
⋃
in
Ai ∈M. (3.181)
Then for each point x ∈ Σ \ A there exists ko ∈ N with the property that x /∈⋃kko Ak and,
hence, |fnk (x)− f (x)| 2−k for each k  ko. Consequently,
lim
k→∞
∣∣fnk (x)− f (x)∣∣= 0, ∀x ∈ Σ \A. (3.182)
Thus, we may conclude that the subsequence (fnk )k∈N of (fn)n∈N converges to f pointwise
μ-a.e. on Σ as soon as we show that
μ(A) = 0. (3.183)
In turn, by (3.175), matters may be further reduced to proving that
∞∑
k=1
C (Ak)
β < +∞. (3.184)
To this end, for each fixed k ∈N, using the fact that ‖ · ‖ is quasi-monotone, (1.10) and (3.179),
we may estimate
C (Ak) = ‖1Ak‖ C1
∥∥2k · |fnk − f |∥∥
 C1ϕ
(
2k
)‖fnk − f ‖L <C12−k, ∀k ∈N. (3.185)
Hence,
∑∞
k=1 C (Ak)β < C
β
1
∑∞
k=1 2−kβ < +∞, proving (3.184) and finishing the proof of the
theorem. 
We conclude this subsection by recording a notable consequence of the proofs of Theorem 1.5
and Proposition 3.9.
Corollary 3.13. In the context of Theorem 1.4, the quantitative Fatou property formulated
in (1.20) holds.
Proof. This is proved much as the implication (i) ⇒ (ii) in Proposition 3.9, making use
of (3.150). 
4. Absolute continuity of a measure with respect to a capacity
We debut by making the following definition.
Definition 4.1.
(i) Given a lattice (X ,,∨,∧), call A,B ∈X disjoint provided A∧B = 0.
4820 D. Mitrea et al. / Journal of Functional Analysis 262 (2012) 4766–4830(ii) If (X ,,∨,∧,0,1, (·)c) is a sigma-complete Boolean algebra, a mapping μ : X →
[0,+∞] is called a measure provided
μ
( ∞∨
n=1
An
)
=
∞∑
n=1
μ(An) (4.1)
for every sequence (An)n∈N consisting of pairwise disjoint elements in (X ,,∨,∧). Such
a measure is called finite if μ(1) < +∞.
The next lemma summarizes some of the main properties of finite measures on sigma-
complete Boolean algebras.
Lemma 4.2. Let (X ,,∨,∧,0,1, (·)c) be a sigma-complete Boolean algebra and assume that
μ is a measure on it. Then μ satisfies the following properties:
(1) μ(0) = 0;
(2) μ(A) μ(B) for every A,B ∈X with A B;
(3) if (An)n∈N ⊆ X satisfy An  An+1 for every n ∈ N and A :=∨∞n=1 An, then μ(An) ↗
μ(A) as n → ∞;
(4) if (An)n∈N ⊆ X satisfy An+1  An for every n ∈ N and A :=∧∞n=1 An, then μ(An) ↘
μ(A) as n → ∞, provided μ(A1) < +∞.
The proof of this result is analogous to the proof of the version of this lemma corresponding
to finite measures on ordinary measure spaces (see, e.g., [26, Theorem 1.19, p. 16]; in the current
context, the identity in (3.114) is also useful). We omit the routine details.
The theorem below, which constitutes the main result in this section, extends the classical
result regarding the ε–δ characterization of the absolute continuity of measures (cf., e.g., [26,
Theorem 6.11, p. 124] for the familiar formulation), by considering the setting of sigma-complete
Boolean algebras and allowing the role of the dominating measure to be played by a quasi-
monotone capacity.
Theorem 4.3. Suppose (X ,,∨,∧,0,1, (·)c) is a sigma-complete Boolean algebra. Let μ be
a finite measure on X . Assume that the function
C :X → [0,+∞] (4.2)
satisfies the following properties:
(i) (Quasi-subadditivity) there exists C0 ∈ [1,+∞) such that
C (A∨B) C0 max
{
C (A),C (B)
}
, ∀A,B ∈X ; (4.3)
(ii) (Quasi-monotonicity) there exists C1 ∈ [1,+∞) such that
C (A) C1C (B), ∀A,B ∈X such that A B. (4.4)
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(1) there holds μ  C in the sense that whenever A ∈ X satisfies C (A) = 0 then necessarily
μ(A) = 0;
(2) for every ε > 0 there exists δ > 0 such that μ(A) < ε for each A ∈X with C (A) < δ;
(3) for any family {Aj }j∈N ⊆X such that limj→∞C (Aj ) = 0 there holds limj→∞ μ(Aj ) = 0.
Compared to the classical setting of measures, there are two novel ingredients in the proof of
this result. First, the capacitary estimates from Section 2 play a basic role here and, second, the
overall strategy of the proof has been designed to cope with the lack of countable additivity of
the capacity.
Proof of Theorem 4.3. The implications (2) ⇒ (1) and (3) ⇒ (1) are obvious and the impli-
cation (2) ⇒ (3) is easy. Thus, we only have to prove that (1) ⇒ (2), and we shall do so by
reasoning by contradiction. To this end, assume that property (1) holds and that property (2)
fails, i.e., there exist εo > 0 and a family (An)n∈N ⊆X such that
C (An) < 2−n and μ(An) εo, ∀n ∈N. (4.5)
Introduce A ∈X defined by
A :=
∞∧
n=1
( ∞∨
k=n
Ak
)
. (4.6)
Then, using (4) and (2) in Lemma 4.2, as well as (4.5), we may write
μ(A) = lim
n→∞μ
( ∞∨
k=n
Ak
)
 εo. (4.7)
For each k ∈N, define
A˜k := Ak ∧A, (4.8)
and note that for each j ∈N we have
∞∨
k=j
A˜k = A∧
( ∞∨
k=j
Ak
)
= A, (4.9)
since the definition of the set A in (4.6) entails A∨∞k=j Ak for each j ∈N.
Going further, for each n, j ∈N with n j define the set
Vj,n :=
n∨
A˜k, (4.10)
k=j
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Vj,n A, ∀n, j ∈N with n j. (4.11)
In addition, from the definition of the sets A˜k we deduce that
Vj,n = A∧
(
n∨
k=j
Ak
)

n∨
k=j
Ak, ∀n, j ∈N, with n j. (4.12)
To proceed, fix β ∈ (0, (log2 C0)−1] and, for each n, j ∈N with n j , write
C (Vj,n) C1C
(
n∨
k=j
Ak
)
 C20C1
(
n∑
k=j
C (Ak)
β
)1/β
 C20C1
( ∞∑
k=j
2−kβ
)1/β
= C20C1
2−j
(1 − 2−β)1/β , (4.13)
where above the first inequality follows from (4.12) and the quasi-monotonicity property (4.4)
of C , the second one is a consequence of the capacitary estimate (2.23), while the third inequality
is a consequence of the first part of (4.5).
Since for each j ∈N fixed, Vj,n  Vj,n+1 for every n ∈N with n j and∨∞n=j Vj,n = A, by
property (3) in Lemma 4.2 we may conclude that (recall that the measure μ is finite)
∀j ∈N, ∃nj ∈N such that nj  j and μ(A)−μ(Vj,nj ) < 2−j . (4.14)
Moreover, for each j ∈N fixed, we have A = Vj,n ∨ (A∧V cj,n) for every n ∈N satisfying n j ,
thanks to (4.11) and the distributivity laws in X . Thus, based on this and (4.1) we deduce that
μ(A) = μ(Vj,n) + μ(A ∧ V cj,n) for every n ∈ N with n  j . Utilizing this back in (4.14) then
yields
∀j ∈N, ∃nj ∈N such that nj  j and μ
(
A∧ V cj,nj
)
< 2−j . (4.15)
Next, for each k ∈ N we define the set Wk ∈ X by setting Wk :=∧∞j=k Vj,nj . Using again the
quasi-monotonicity property (4.4) of C along with (4.13), for each k ∈ N and j ∈ N with j  k
we have
C (Wk) C1C (Vj,nj ) C20C21
2−j
(1 − 2−β)1/β → 0 as j → ∞. (4.16)
Thus, for each k ∈N we have C (Wk) = 0 which, granted property (1) from the statement of the
theorem, implies that μ(Wk) = 0 for each k ∈N. In concert with property (3) in Lemma 4.2, this
implies
μ
( ∞∨
Wk
)
= 0. (4.17)k=1
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μ(E) μ
((
A∧ V cj,nj
))

∞∑
j=k
μ
(
A∧ V cj,nj
)
, for each k ∈N. (4.18)
Combining (4.18) with the second part of (4.15), we obtain μ(E)∑∞j=k 2−j for each k ∈ N.
Hence,
μ(E) = 0. (4.19)
There remains to observe that based on the definition of the sets E and Wk , k ∈N, (3.86), (4.11),
as well as the distributivity and De Morgan’s laws in X , we have
E ∨
( ∞∨
k=1
Wk
)
=
(
A∧
( ∞∨
k=1
∞∧
j=k
Vj,nj
)c)
∨
( ∞∨
k=1
∞∧
j=k
Vj,nj
)
= A. (4.20)
Thus, ultimately,
μ(A) μ(E)+μ
( ∞∨
k=1
Wk
)
= 0, (4.21)
which contradicts the fact that μ(A) εo > 0 from (4.7). This finishes the proof by contradiction
of the fact that (1) ⇒ (2) and completes the proof of the theorem. 
Specializing the previous theorem to the case when the sigma-complete Boolean algebra in
question is a sigma-algebra of subsets of a given background set, equipped with the standard
set-theoretic operations, readily yields the following corollary.
Corollary 4.4. Let (Σ,M,μ) be a complex measure space and assume that C : M →
[0,+∞] has the property that for some fixed constant C0 ∈ [1,+∞) one has C (A ∪ B) 
C0 max{C (A),C (B)} for all A,B ∈M, and C (A) C0C (B) for all A,B ∈M with A ⊆ B .
Then the following statements are equivalent:
(1) there holds μ  C in the sense that if A ∈M satisfies C (A) = 0 then μ(A) = 0;
(2) for every ε > 0 there exists δ > 0 such that |μ(A)| < ε for each A ∈M with C (A) < δ;
(3) for any family (Aj )j∈N ⊆M such that limj→∞C (Aj ) = 0 there holds limj→∞ μ(Aj ) = 0.
The conclusion in Corollary 4.4 is false for μ in the class of sigma-finite measures, even
when C is a finite measure. For example, if for each k ∈ N we let δk denote the Dirac measure
on the real line with mass at k, then μ :=∑∞k=1 δk and C :=∑∞k=1 2−kδk . Then, obviously,
μ  C and, yet, the sequence (Aj )j∈N with Aj := {j}, j ∈ N satisfies C (Aj ) = 2−j → 0 and
μ(Aj ) = 1 → 1 as j → ∞.
In turn, Corollary 4.4 is the key ingredient in the proof of the embedding result from Theo-
rem 5.1, stated in the next section.
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Let (Σ,M,μ) be a sigma-finite measure space. Hence, there exists a sequence (Kj )j∈N sat-
isfying
(Kj )j∈N ⊆M, Kj ⊆ Kj+1, μ(Kj ) < +∞, ∀j ∈N,
∞⋃
j=1
Kj = Σ. (5.1)
In this scenario, we equip the space L0(Σ,M,μ) with the topology τμ in which a fundamental
system of neighborhoods of an arbitrary f ∈ L0(Σ,M,μ) is given by (Vε,j (f ))ε>0,j∈N where
Vε,j (f ) :=
{
g ∈ L0(Σ,M,μ): μ({x ∈ Kj : ∣∣f (x)− g(x)∣∣> ε})< ε},
ε > 0, j ∈N. (5.2)
As is well known, the topology τμ is metrizable, and a sequence (fj )j∈N ⊆ L0(Σ,M,μ) con-
verges to some f ∈ L0(Σ,M,μ) in τμ if and only if (fj )j∈N converges to f in measure on sets
of finite measure, i.e.,
∀A ∈M with μ(A) < +∞
⇒ lim
j→∞μ
({
x ∈ A: ∣∣fj (x)− f (x)∣∣> ε})= 0, ∀ε > 0. (5.3)
Furthermore, (L0(Σ,M,μ), τμ) is a complete topological vector space if the measure μ is com-
plete.
The stage has been set for formulating and proving our main embedding theorem in this paper.
Specifically, the following result holds.
Theorem 5.1. Let (Σ,M,μ) be a background sigma-finite measure space. Assume that X is a
linear subspace of L0(Σ,M,μ) and ‖ · ‖ : X → [0,+∞) is a function satisfying the following
properties:
(1) (Quasi-triangle inequality) there exists a constant C0 ∈ [1,+∞) with the property that
‖f + g‖ C0 max
{‖f ‖,‖g‖}, ∀f,g ∈ X; (5.4)
(2) (Weak pseudo-homogeneity) there exists a function ϕ : (0,+∞) → (0,+∞) satisfying
‖λf ‖ ϕ(λ)‖f ‖, ∀f ∈ X, ∀λ ∈ (0,+∞); (5.5)
(3) (Non-degeneracy) there holds
‖f ‖ = 0 ⇔ f = 0, ∀f ∈ X; (5.6)
(4) (Quasi-monotonicity) there exists C1 ∈ [1,+∞) such that whenever f ∈ X and g ∈
L0(Σ,M,μ) satisfy |g| |f | pointwise μ-a.e. on Σ then g ∈ X and ‖g‖ C1‖f ‖;
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1Kj ∈ X, ∀j ∈N. (5.7)
Then, with the topology τ‖·‖ on X considered in the sense of Definition 1.2, there holds
(X, τ‖·‖) ↪→
(
L0(Σ,M,μ), τμ
)
continuously. (5.8)
Proof. Note that, thanks to (5.7) and the fact that ‖ · ‖ is quasi-monotone, we have 1E ∈ X
whenever E ∈M is such that there exists j ∈ N for which E ⊆ Kj . This observation allows us
to (meaningfully) consider the family of functions Cj :M→ [0,+∞], defined by setting
Cj (A) := ‖1A∩Kj ‖, ∀A ∈M, ∀j ∈N. (5.9)
Fix j ∈ N, arbitrary. Then, much as in (3.172)–(3.173), the function Cj is a quasi-monotone
capacity; more specifically, Cj satisfies:
• (quasi-monotonicity) for any sets A,B ∈M such that A ⊆ B there holds Cj (A) C1Cj (B);
• (quasi-subadditivity) for any sets A,B ∈M there holds
Cj (A∪B) C0C1 max
{
Cj (A),Cj (B)
}
. (5.10)
Next, consider the finite measure μj :M→ [0,+∞) defined by μj (E) := μ(E ∩ Kj) for each
E ∈M. If A ∈M is such that Cj (A) = 0 then ‖1A∩Kj ‖ = 0, hence μj (A) = μ(A ∩ Kj) = 0
by (3.67). Thus, property (1) from the statement of Corollary 4.4 is satisfied, i.e., μj  Cj . With
this in hand, implication (1) ⇒ (2) from Corollary 4.4 guarantees that
∀ε > 0, ∃δ > 0 such that μ(A∩Kj) < ε
whenever A ∈M satisfies Cj (A) < δ. (5.11)
Moving on, fix ε > 0, and let δ = δ(ε, j) > 0 be as in (5.11). Given an arbitrary, fixed function
f ∈ X, introduce
A := {x ∈ Kj : ∣∣f (x)∣∣> ε} ∈M. (5.12)
Note that the above definition ensures that ε1A  |f | pointwise on Σ . Using this, the definition
of Cj , the weak pseudo-homogeneity condition and the quasi-monotonicity property of ‖ · ‖, we
therefore obtain
Cj (A) = ‖1A‖ ϕ
(
ε−1
)‖ε1A‖ C1ϕ(ε−1)‖f ‖. (5.13)
Consequently, if ‖f ‖  δo where δo ∈ (0, δϕ(ε−1)−1C−11 ), then Cj (A) < δ which, in light
of (5.11), forces μ(A) < ε.
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δo ∈ (0, δϕ(ε−1)−1C−11 ) guarantees that
f ∈ X such that ‖f ‖ δo ⇒ μ
({
x ∈ Kj :
∣∣f (x)∣∣> ε})< ε. (5.14)
Granted the nature of the fundamental system of neighborhoods of the origin in L0(Σ,M,μ) for
the topology τμ described in (5.2), the continuity of the embedding operator in (5.8) is readily
seen from (5.14). 
The nature of the range of the inclusion operator in (5.8) naturally invites revisiting the issue
of pointwise convergence of sequences of functions from the vector space X. In this regard, we
have the following result.
Theorem 5.2. In the context of Theorem 5.1, any sequence (fj )j∈N ⊆ X which is convergent
to some f ∈ X in the topology τ‖·‖ has a subsequence which converges to f pointwise μ-a.e.
on Σ .
If, in addition, the measure μ is assumed to be complete, then any Cauchy sequence in
(X, τ‖·‖) has a subsequence which converges pointwise μ-a.e. on Σ .
Proof. The first claim in the statement of the theorem follows from (5.8) given that any sequence
(fj )j∈N ⊆ L0(Σ,M,μ) which is convergent to some f ∈ L0(Σ,M,μ) in the topology τμ has
a subsequence which converges to f pointwise μ-a.e. on Σ .
The second claim in the statement of the theorem follows also from (5.8) by invoking the well-
known fact (cf., e.g., [4, pp. 3–4]) that, if μ is a complete measure then, as already mentioned,
(L0(Σ,M,μ), τμ) is a complete, metrizable, topological vector space. 
6. Separability
Here we consider the issue of the separability of certain classes of topological vector spaces.
In particular, Theorem 1.7 is an immediate consequence of the following more general result.
Theorem 6.1. Let (Σ,M,μ) be a sigma-finite measure space with the property that the mea-
sure μ is separable (in the sense of Definition 3.12). Assume that X is a linear subspace of
L0(Σ,M,μ) and ‖ · ‖ : X → [0,+∞) is a function satisfying the following properties:
(1) (Quasi-triangle inequality) there exists a constant C0 ∈ [1,+∞) with the property that
‖f + g‖ C0 max
{‖f ‖,‖g‖}, ∀f,g ∈ X; (6.1)
(2) (Pseudo-homogeneity) there exists a function ϕ : (0,+∞) → (0,+∞) satisfying
‖λf ‖ ϕ(λ)‖f ‖, ∀f ∈ X, ∀λ ∈ (0,+∞), (6.2)
and such that
sup
λ>0
[
ϕ(λ)ϕ
(
λ−1
)]
< +∞ and lim
λ→0+
ϕ(λ) = 0; (6.3)
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‖f ‖ = 0 ⇔ f = 0, ∀f ∈ X; (6.4)
(4) (Quasi-order ideal) there exists C1 ∈ [1,+∞) such that whenever f ∈ X and g ∈
L0(Σ,M,μ) satisfy |g| |f | pointwise μ-a.e. on Σ then g ∈ X and ‖g‖ C1‖f ‖;
(5) (Locality) there exists a sequence (Kj )j∈N as in (5.1) such that
1Kj ∈ X, ∀j ∈N. (6.5)
(6) (Absolute continuity) there holds
∀f ∈ X, ∀(An)n∈N ⊆M such that 1An → 0 μ-a.e. on Σ as n → ∞
⇒ ‖f · 1An‖ → 0 as n → ∞. (6.6)
Then, if the topology τ‖·‖ on X is as in Definition 1.2, it follows that
(X, τ‖·‖) is a separable topological space. (6.7)
Proof. Introduce X+ := {f ∈ X: f  0 μ-a.e. on Σ} and define
X+bc :=
{
f ∈ X: ∃j ∈N and ∃M ∈ [0,+∞) such that
0 f M μ-a.e. on Σ and f = 0 μ-a.e. on Σ \Kj
}
. (6.8)
We claim that
X+bc −X+bc is dense in (X, τ‖·‖). (6.9)
Given an arbitrary function f ∈ X, decompose it into f = f+ − f− with f± := 12 (|f | ± f ) ∈
L0(Σ,M,μ) and note that, since ‖ · ‖ is quasi-monotone, we have f± ∈ X+. Hence, as far as
(6.9) is concerned, matters have been reduced to proving that
X+bc is dense in
(
X+, τ‖·‖
)
. (6.10)
To this end, given f ∈ X+ ⊆ L0+(Σ,M,μ), define fn := f · 1{f<n} ∈ X+ for each n ∈ N and
note that ‖f − fn‖ = ‖f · 1{fn}‖ → 0 as n → ∞ by (6.6) and the fact that 1{fn} → 0 point-
wise μ-a.e. on Σ as n → ∞. The latter condition is justified by observing that, much as in the
proof of (3.63), the fact that f ∈ X+ entails f < +∞ μ-a.e. on Σ . Consequently,
fn → f in τ‖·‖ as n → ∞. (6.11)
Next, for each fixed f ∈ X+, a similar type of argument also gives that
f · 1Kj → f in τ‖·‖ as n → ∞. (6.12)
In concert, (6.11) and (6.12) readily imply (6.10), and this finishes the proof of (6.9).
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sequence (sn)n∈N ⊆ L0+(Σ,M,μ) of nonnegative simple functions on the measurable space
(Σ,M) with the property that
0 f − sn  2−n · 1{f>0} on Σ, for each n ∈N sufficiently large. (6.13)
Then, ‖f − sn‖ C1‖2−n · 1{f>0}‖ C1ϕ(2−n)‖1{f>0}‖ for each n ∈N sufficiently large, and
since ϕ(2−n) → 0 as n → ∞, while ‖1{f>0}‖ < +∞ given that f ∈ X+bc (keeping in mind
(6.8) and (6.5)), we may ultimately conclude that sn → f in τ‖·‖ as n → ∞. In addition, since
0 sn  f , there exists j ∈N with the property that sn = 0 on Σ \Kj whenever n is sufficiently
large.
Next, assume that a simple function s =∑Ni=1 λi1Ei has been fixed, with the property that
λi ∈ (0,+∞) and Ei ∈M for each i ∈ {1, . . . ,N}, and such that there exists j ∈ N for which⋃N
i=1 Ei ⊆ Kj . Then, choosing for each i ∈ {1, . . . ,N} a sequence (λi,n)n∈N ∈Q with the prop-
erty that λi,n ↗ λi as n → ∞, it follows that ‖λi1Ei − λi,n1Ei‖  ϕ(λi − λi,n)‖1Ei‖ → 0 as
n → ∞.
At this stage in the proof, the goal is to identify a countable set D ⊆ X whose closure in
(X, τ‖·‖) contains
{λ · 1E : λ ∈Q+, E ∈M such that ∃j ∈N with E ⊆ Kj }. (6.14)
By assumption, the measure μ is separable and, as such, there exists a sequence (En)n∈N ⊆M
with the property that
∀A ∈M with μ(A) < +∞, ∃(Enk )k∈N subsequence of (En)n∈N
satisfying μ(AEnk ) → 0 as k → ∞. (6.15)
We then define
D := {λ · 1En∩Kj : λ ∈Q+, n, j ∈N} ⊆ X+, (6.16)
and claim that this satisfies the desired property (mentioned above). To justify this claim, consider
a function of the form λ · 1E where λ ∈Q+ and E ∈M is such that E ⊆ Kj for some j ∈N. By
(6.15) there exists a subsequence (Enk )k∈N of (En)n∈N with the property that
0 = lim
k→∞μ(AEnk ) = limk→∞
∫
Σ
|1Enk − 1E |dμ. (6.17)
Hence, there exists a subsequence (Enki )i∈N of (Enk )k∈N such that
1Enki → 1E pointwise μ-a.e. on Σ, as i → ∞. (6.18)
In fact, since E ⊆ Kj it follows that
1En ∩Kj ∈D for each i ∈N,ki
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1Enki ∩Kj = 1Enki · 1Kj → 1E pointwise μ-a.e. on Σ, as i → ∞. (6.19)
There remains to observe that
‖1Enki ∩Kj − 1E‖ = ‖1(Enki ∩Kj )E · 1Kj ‖ → 0, as i → ∞, (6.20)
by virtue of (6.5), (6.6) and (6.19). From this, the desired conclusion readily follows, and this
completes the proof of the theorem. 
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