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The bivariate exponential distribution is neither absolutely 
continuous nor discrete due to the property that there is a positive 
probability that the two random variables may be equal. Basic properties 
of the distribution are presented as well as methods of parameter esti-
mation including maximum likelihood. The distribution is shown to 
satisfy the usual regularity conditions in spite of its possession of 
a singularity. The maximum likelihood estimates are asymptotically 
efficient. Two other methods of estimation are compared with the 
maximum likelihood method in terms of efficiency. 
Tests of the hypothesis that two random variables each have inde-
pendent exponential distributions versus the alternative hypothesis 
that the variables follow a bivariate exponential distribution with 
positive correlation are considered in detail. The estimation of the 
reliability of a simple two component series system or a parallel 
system in which the components have life times which follow the bi-
variate exponential distribution is considered. The errors made when 
assuming erroneously that the two random variables are independent, 
each with exponential distributions, when in fact they follow the 
bivariate exponential distribution, are illustrated. 
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I. INTRODUCTION 
A multivariate exponential distribution which allows for de-
pendency among the variables has recently been introduced in the 
literature [1]*. It appears that this distribution will be an im-
portant model for reliability studies as well as being an interesting 
distribution from a mathematical point of view. The object of this 
thesis is to consider certain statistical inferences about the bi-
variate exponential distribution. It is felt that an understanding 
of the bivariate exponential distribution is fundamental to the 
analysis of the multivariate exponential distribution. The random 
variables X and Y are distributed according to the bivariate expo-
nential distribution, (X,Y)~BVE(A 1 , A2 , A3), if P[X>x, Y>y] = 
exp{-A1 x-A2y-A3max(x,y)}. 
The bivariate exponential distribution has both an absolutely 
continuous and a continuous singular part due to the property that 
P[X=Y]>O and yet the Lebesgue measure of the set X = Y is zero. This 
situation causes some problems in maximum likelihood estimation and 
hypothesis testing. 
Some basic properties of the distribution are given in Chapter 
III. The maximum likelihood equations for the estimates of the param-
eters are derived and given in Chapter IV. The regularity conditions 
for the BVED are verified so that the conclusion may be drawn that the 
maximum likelihood estimates are asymptotically efficient. The in-
formation matrix based on a sample of size n for the distribution is 
obtained. 
*All numbers [a] refer to the bibliography while the numbers (a) refer 
to equat:ions. 
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In Chapter V another method of estimation of the parameters is 
given which is based on the idea of the method of moments. The esti-
mators by this method are easier to compute than by the method of 
maximum likelihood and yet the efficiency is close to that of the 
method of maximum likelihood. An asymptotic result is given for the 
covariance matrix of these estimators. It is noted that the propor-
tion of sample points such that X=Y does a better job of estimating 
the correlation of X and Y than the usual sample correlation coef-
ficient. A comparison of the efficiencies of three methods of estima-
tion is given based on simulations from the bivariate exponential 
distribution and asymptotic considerations. 
Chapter VI deals with the problem of testing the hypothesis that 
the correlation between X and Y is zero against the alternative that 
the correlation is positive when (X,Y)~BVE(A 1 , A2 , A3). That is, pro-
cedures are given to determine whether a sample comes from a joint 
distribution which is the product of marginal exponential distribu-
tions, or from the bivariate exponential distribution with p=cor(X,Y)>O. 
A simple test based on the number of sample points such that X=Y 
is given first. This test is useful when none of the parameters is 
known and the power of the test serves as a lower bound for other 
tests considered. The power of this test is tabled for various values 
of p and sample sizes n. It is indicated how this test may be gener-
alized to the multivariate exponential distribution. 
When all parameters but p are known then a test of the simple 
hypothesis H:p•O against the simple alternative K:p=p 0 >0 may be 
based on the method of the Neyman-Pearson lemma. This test is de-
rived an4 .critical values and power tables are given. When the 
' .. ' ~'·; 
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marginal parameters y 1 =A 1+A 3 , y 2 =A 2 +A 3 are known and equal, a uniformly 
most powerful test exists for H : p=O against K : p>O. When y 1 =y2 
but the common value is unknown, a test procedure is given which has 
power close to the power of the test mentioned above. For each of 
these tests considered, as n gets large or as p gets large the power 
approaches the power of the test given in the preceding paragraph. A 
confidence region is given for the sum of the parameters A +A +A • 
1 2 3 
Then a joint confidence region is obtained for the correlation p be-
tween X and Y and the sum of the marginal parameters of the marginal 
exponential distributions. From this a conservative confidence in-
terval may be developed for the sum of the marginal parameters. 
In Chapter VII the problem of estimating the reliability of a 
simple two component series system or a two component parallel system 
is considered where the lifetimes of the two components X and Y, are 
assumed to foilow the bivariate exponential distribution. Point esti-
mates of both the series reliability and the parallel reliability are 
given and a lower confidence limit for the series reliability is 
developed. 
If when estimating reliability it is assumed that X and Y are 
independent when in fact they are dependent an error will be intro-
duced. A comparison of this discrepancy is given for various sample 
sizes and values of the correlation between X and Y based on simula-
tions. It is found that the series reliability estimate is conserva-
tive in that it underestimates the true value when assuming wrongly 
that X and Y are independent whereas the parallel reliability estimate 
is misleading in that it overestimates the true value when assuming 
wrongly that X and Y are independent. A further example of the 
4 
introduced error in assuming wrongly that X and Y are independent when 
(X,Y)~BVE is given in terms of a tolerance region. 
5 
II. REVIEW OF THE LITERATURE 
In 1966 Marshall and Olkin [1] gave meaningful derivations of a 
multivariate exponential distribution based on shock models and the 
requirement that residual life is independent of age. The distribu-
tion obtained has the interesting feature of having both an absolutely 
continuous part as well as a continuous singular part. Meaningful 
examples of this type of distribution have been missing from the 
literature and many standard textbooks on statistics seem to dismiss 
from consideration the case where the distribution is neither discrete 
nor absolutely continuous. The bivariate exponential distribution is 
given by F(x,y)=P[X>x, Y>y]=exp{-A1x-A 2y-A3max(x,y)} and will be de-
noted by BVE(A 1 , A2 , A3). The moment generating function for the bi-
variate exponential distribution is obtained in [1] as well as the 
important property that if X and Y are dependent but (X,Y) is distrib-
uted according to the bivariate exponential distribution then min(X,Y) 
has an exponential distribution. It was shown that (X,Y)~BVE if and 
only if there exist independent exponential random variables U, V, W 
such that X=min{U,W) and Y=min(V,W). An initial discussion is given 
concerning the discrepancy in assuming that the random variables are 
independent with exponential marginals when in fact they are dependent 
and follow the bivariate exponential distribution. The maximum 
discrepancy between F(x,y) and F1 (x)F2 {y) in terms of the correla-
tion between X andY is given as [pP/(l+p)l+p]l/p where F(x,y) de-
notes P[X>x, Y>y] when (X,Y)~BVE. 
In 1968 Arnold [2] dealt with the problem of parameter estima-
tion for the multivariate exponential distribution. He gave a method 
6 
of estimation which is unbiased and consistent for the parameters. A 
measure of efficiency of the estimation procedure was given using the 
criterion of the mean square of the vector of estimates, that is, the 
expected squared distance of the vector of estimates from the vector 
of parameters. 
For the bivariate case the information matrix is given in [2] and 
it is stated that the infinum of the asymptotic relative efficiency of 
this method of estimation is 1/2 in the limiting case when A 1 ~2 is 
large relative to A3 • Also if the three parameters are equal then the 
asymptotic relative efficiency is approximately 81/105 whereas when 
one of the parameters is much larger than the other two the asymptotic 
relative efficiency is close to 1. 
Though only these two articles deal directly with the bivariate 
exponential distribution, this new probability model has been found in 
the textbook Applied Probability by Thompson [3] as an example of a 
reliability model for dependent responses. In the article entitled 
"A Reliability Bound for Systems of Maintained, Interdependent Compo-
nents" [4] the concept of associated random variables which was dis-
cussed in [5] is mentioned with the multivariate exponential distribu-
tiontion as a prime example. Also the concept of a joint performance 
process being associated in time is mentioned with the Marshall-Olkin 
multivariate exponential distribution an example. Finally in this 
same article [4] it is mentioned that the case of a "2 out of 3" system, 
when the components have lives distributed according to the trivariate 
exponential distribution, gives an example to show that the minimal 
cut lower bound is a poor approximation to system reliability due to 
the fact that there is a positive probability that two or more compo-
nents may fail simultaneously. 
One further place where the multivariate exponential distribu-
tion is mentioned as an example is in the article [6] in which a 
definition is given for a multivariate distribution function to have 
an increasing hazard rate. 
In the abstracts of the April 1969 issue of the Annals of Mathe-
matical Statistics [7] Maik indicates that he has found the joint 
asymptotic distribution of the ith order statistic from the bivariate 
exponential distribution. In the abstracts of the April 1970 issue 
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of the same journal [8] Maik indicates that he has found a set of 
complete sufficient statistics for the parameters of the multivariate 
exponential distribution and hence the unique minimum variance un-
biased estimates of these parameters within the framework of observing 
only the minimum of the responses and which variable yielded the 
minimum. 
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III. SOME PROPERTIES OF THE BIVARIATE EXPONENTIAL DISTRIBUTION 
A. Introduction 
In [1] basic properties of the multivariate exponential distribu-
tion are given with specific reference to the bivariate exponential 
distribution. The purpose of this chapter is to restate some of those 
properties given in [1] and to state other properties which may be 
used in later chapters. In particular the density function for the 
bivariate exponential distribution which does not exist with respect 
to the usual two dimensional Lebesgue measure will be given under the 
condition that the two random variables lie in certain regions. Also 
the manner of integration with respect to the bivariate exponential 
distribution will be considered with an example to illustrate the 
method. The central moments of the bivariate exponential distribu-
tion are tabulated through the fourth order. Finally a comparison 
will be made between the distribution of X and Y based on a sample of 
size n from the bivariate exponential distribution with an appropriate 
bivariate normal distribution and a certain bivariate gamma distribu-
tion given by Kibble in (9]. 
B. Basic Properties of the Bivariate Exponential Distribution 
Let X and Y be continuous random variables each of which take 
values in (o,~). X andY are distributed according to the bivariate 
exponential distribution (BVED) with parameters x1 ,x2 ,x3 if P[X>x,Y>y]= 
exp{-X 1x-X 2y-X 3max(x,y)}[l] where x1 and x2 are positive and x3 is 
nonnegative. For convenience of notation this is indicated by 
(X,Y)~BVE(X1 ,x 2 ,X 3). In case X3=0 then (X,Y)~BVE(X1 ,x 2 ,0) is equiv-
alent to saying that X and Y are independent, each with exponential 
9 
distributions with parameters Al and A2 , respectively. Letting F(x,y)= 
P[X>x, Y>y] it is clear that the marginal distributions of X and Y are 
If y1= Al + AJ and y2 = A2 + AJ then X has a marginal exponential dis-
tribution with parameter y1 and Y has a marginal exponential distribu-
tion with parameter y2 • 
It is pointed out in [1] that the BVED has both an absolutely 
continuous and a singular part due to the fact that P[X=Y]=A 3/A 
where A=A1+A 2+A3 , while the Lebesgue measure of the set A={(x,y)l x=y>O} 
is zero. That is, this distribution is continuous but not absolutely 
continuous with respect to ordinary Lebesgue measure on (o,~)x(o,~). 
Let F(x,y)=G1 (x,y)+G2 (x,y) where G1 (x,y)=exp{-A1x-A 2y-A3max(x,y)}-
A3 exp{-Amax(x,y)}/A and G2(x,y)=A3exp{-Amax(x,y)}/A. G1 is abso-
lutely continuous with respect to the usual two dimensional Lebesgue 
measure and G2 is continuous singular concentrated on x=y>O. The 
mixed partial of G1 with respect to x and y is 
[
A1y2F(x,y) if x<y 
a2Gl 
axay _ 
A2y1F(x,y) if x>y 
This may be interpreted as the density of the bivariate exponential 
distribution over the regions Rl~{(x,y)IO<x<y} and R2={(x,y)IO<y<x}. 
The ordinary derivative of G2 (x,x) with respect to xis A3F(x,x); this 
may be interpreted as the density of the bivariate exponential distri-
bution over R3~{(x,y)IO<x=y}. 
The above is motivated by the following considerations. 
•X 
Now f fd(G1 +G2 )=f fdG1 +f fdG2 • Since G2 is concentrated on R3 the con-
tributions of ffdG2 over Rl and R2 are zero. Since G1 is absolutely 
continuous, the contribution of ffdGl over R3 is zero. Hence 
coco -1=ffdF(x,y)=f[dG1+!fdG1+JfdG2 • 
oo Rl R2 R3 
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But each of the integrals on the right side in the above equation may 
be evaluated by ordinary methods. 
ffdG1=JJX 1y 2F(x,y)dxdy=X 1 /X 
Rl Rl 
ffdG 1=JJX 2 y 1F(x,y)dxdy=X2 /X 
R2 R2 
co -ffdG 2=rx 3F(x,x)dx=x 3/x (a) 
R3 0 
To indicate why the first equality in equation (a) above holds 
consider the following. Let S=(O,M)x(O,M) where M is a positive con-
stant and let T=R3ns. Let P be a partition of S into rectangles 
{Rt},(i=l, ••• n). Let the rectangles in the partition P be divided 
into two disjoint sets P1 and P 2 where P1 is the set of rectangles in 
P which have no interior points common to T and P2 is the set of rec-
tangles in P which have interior points common to T. For example if 
P={Ri},(i=l, ••• ,l5) where the Ri are illustrated in Figure 1 below, 
then P1 is the set of rectangles numbered 1, 2, 3, 4, 7, 8, 9, 11, 14 
and P2 is the set of rectangles numbered 5, 6, 10, 12, 13, 15. 
Let G2 IR=G2 (a,b)+G2 (c,d)-G2 (a,d)-G2 (c,b) where R~{(x,y) la<x<c, 
b<y<d}. Then ffdG2 =IG2 IRi.* For Ri in set P1 it is clear from the 
R3 
definition of G2 that G2 1Ri=O since Ri above T implies G2 (a,b)=G2 (c,b) 
and G2 (a,d)•G2 (c,d) whereas Ri below T implies G2 (a,b)=G2 (a,d) and 
*The index of ! will always be from 1 to n unless indicated otherwise .• 
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(O,M) (M,M) 
2 1~ / 1 
3 v 





7 8 v (0,0) (M,O) 
Figure 1. A Partition of the Set S 
G2 (c,b)=G2 (c,d). Hence only rectangles in P2 need to be considered. 
Each rectangle in P2 may be partitioned further to include one square 
with diagonal common to T and other rectangles which are back in class 
P1 • Hence only squares with diagonal common to T need to be considered. 
Let O•x0 <x1<x2 ••• <xn=M induce a partition of n squares 
{Ri}, (i=l, ••• ,n) where Ri= {(x,y)lxi_1<x<xi, xi_1<y<xi}. So 
M 
Let H(x)=A 3exp{-Ax}/A, and HII=H(b)-H(a) where I=[a,b]. Then fdH(x) = 
0 
2HIIi where Ii=[xi-l'xi] and O=x0 <x1<x2< ••• <~=M is a partition of 
M 
[O,M]. Now H(x)=G2 (x,x) so ff dG2 (x,y) • [dG2 (x,x). Taking the limit 
~u o . 
as~ it is clear that ffdGz(x,y) • fdG2(x,x). 
~ 0 
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The function f(x,y) given below by (1) will be referred to as the 
density function of (X,Y) when (X,Y}VBVE(A 1 ,A 2 ,A 3). It should be 
noted that the density for (X,Y) in Rl or R2 is with respect to two-
dimensional Lebesgue measure whereas for (X,Y) in R3 the density is 
with respect to one-dimensional Lebesgue measure. I A1y 2F(x,y) if (x,y)c:Rl f(x,y) = A2y 1F(x,y) if (x,y)£R2 (1) 
. A 3F(x,x) if (x,y)£R3 
The conditional distributions are given below. Though the mar-
ginal distributions are absolutely continuous with respect to the one 
dimensional Lebesgue measure the conditional distributions do not 
share this property for they illustrate one dimensional distributions 
which are neither absolutely continuous nor discrete. Note that each 
has a jump at x=y indicating a point mass there as a reflection of 
the situation that P[X=Y] is not zero. 
Let Ix be the event that X lies in (x' ,x] and Iy be the event that 
Y lies in (y',y]. Then F(x,y!Ix)=P[X<x,Y<ynix]/P[Ix] and F(x,y!Iy)= 
F(yjx) denotes lim F(x,yjix) and F(xjy) denotes 
x'-+x-
lim F(x,y!Iy). These definitions are given in Wilks on page 60 [10]. 
y'-+y-
In F(ylx) it is assumed that x>O and in F(xly) it is assumed that y>O. 
FCylx> = 
0 if y<O 
1-exp{-AzY} if O<y<x 
l-A1exp{-A2y}/y1 if y=x 
l-A1exp{-A 2y-A3 (y-x)}/y1 if y>x 
F(x!y) = 
0 if x<O 
1-ex.p{ -A. 1x} if O<x<y 
l-A. 2ex.p{-A. 1x}/y2 if x=y 
l-A. 2exp{-A. 1x-A. 3 (x-y)}/y 2 if x>y 
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As an example, F(y!l) is computed below when A. 1=A. 2=A. 3=1. 
F(y 1) = 
0 when y<O 
1-exp{-y} if O<y<l 
l-exp{-2y+l}/2 if y>l 
1-exp{-y}/2 if y=l 
Note the jump at y=l has size exp{-1}/2~.184. 
C. Integration with Respect to the BVED. 
If R is a Borel set in (o,m)x(o,m) and (X,Y)~BVE(A. 1 ,A. 2 ,A. 3 ) then 
P[(X,Y)ER]=f!dF(x,y)=!!dF(x,y) 
R R 
where this is meant as integration with respect to the probability 
measure induced by F(x,y;A.l'A. 2 ,A. 3)=exp{ -A. 1 x-A. 2y-A.3max(x,y)}. In 
particular if R is a rectangle, R~{(x,y)ja<x<b, c<y<d}, then 
P[(X,Y)ER]=!fdF(x,y)=F(b,d)+F(a,c)-F(a,d)-F(b,c) 
R 
or if R~{(x,y)lx>a, y>b} then 
P [(X, Y) e:R]=f !dE( x,y)=F(a,b). 
R 
For a general set R (recall (1) and the definitions of Rl, R2, R3) 
P[(X,Y)ER]=ffdF(x,y)= ff A.1y2F(x,y)dxdy + 
R RilRl 
ff A.2y1F(x,y)dxdy + f t.. 3F(x,x)dx. 
RfiR2 RnR3 
That is, integration with respect to F may be represented in terms of 
ordinary Riemann integration. If g(x,y) is a continuous function on 
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(o,~)x(o,oo) then also ffg(x,y)dF(x,y) over R may be expressed as the 
sum of three ordinary Riemann integrals: 
ffg(x,y)dF(x,y) = ff g(x,y)A1y2F(x,y)dxdy + 
R RnRl 
ff g(x,y)A 2y1F(x,y)dxdy + 
RnR2 
f g(x,x)A 3F(x,x)dx. (2) 
RnR3 
Suppose (X,Y)~BVE(A1 , A2 , A3) and Z=max(X,Y). Now P[Z<z] = 
P[X<z, Y<z] = F(z,z) = F(z,z) + F(O,O) - F(O,z) - F(z,O) = 1 + exp{-Az}-
exp{-y1z}-exp{-y2z} so that the probability density function of Z, 
call it g(z), may be obtained by differentiation: g(z)=y1exp{-y1z} + 
y2exp{-y2z}-Aexp{-Az} for z>O. Using g(z), the values for E(Z), 
E(Z2), Var(Z) may be obtained in a straightforward manner. The values 
obtained are 
E(Z) = 1/yl + l/y2 - 1/A 
E(z2) = 2/yl2 + 2/y22 - 2/A2 
Var(Z) = l/Al2 + l/A22 - 3/A2 - 2/y1y2 + 2/y1A + 2/y2A 
Without finding the p.d.f. of Z one may use (2) to obtain the values 
for E(Z), E(Z2). Since E(Z)=JJmax(x,y)dF(x,y) one has 
Each of the three integrals can be evaluated readily though not as 
conveniently as when using g. The first integral on the right yields 
l/y2 - y2/A2 , the second l/y1 - y1/A2 , and the third A3 /A2 • Adding the 
terms together gives l/y1 + l/y2 - 1/A(since y1+y2-A3=A}, which is the 
same result as above. The computation for E(Z2) is similar. 
The distribution of X+Y where (X,Y)~BVE(A1 , A2 , A3) is found as 
another example of this manner of integration. Let Z=X+Y and 




G(z) = ff A1y2F{x,y)dxdy + ff A2y1F(x,y)dxdy + J A3F(x,x)dx. 
RnRl RnR2 R11R3 
Or specifically 
z/2 z-x z/2 z-y 
G(z) = l A1exp{-A1x} ~ y 2exp{-y2y}dydx + l A2exp{-A 2y} ~ y1exp{-y1x}dxdy 
z/2 
+ l A3exp{-Ax}dx. 
These integrations may be carried out with little trouble. The dis-
tributions of X-Y and X/Y may be obtained in this manner also. 
In Appendix C certain expected values are required. For example, 
the expected value of X over R1 is required. 
E (X) and is computed by f/xA1y2F(x,y)dxdy. 
Rl R1 
This will be denoted by 
It is found that E(X) 
Rl 
Al/A 2 and E(X)=l/y1-y1 /A 2 and E(X)=A 3/A 2 so that E(X)=l/y1=E(X)+E(X)+E(X). 
R2 R3 R1 R2 R3 
D. MOments of the Bivariate Exponential Distribution 
In [1] Marshall and Olkin develop a formula for the moments about 
the origin of the bivariate exponential distribution. The central 
moments through the fourth order are tabulated here for reference and 
use in a later portion of this thesis. Let E[(X-a)i(Y-b)j] be denoted 
by ~ij where a=E(X)=l/y1 and b=E(Y)=l/y2 and (X,Y)~BVE(A 1 , A2, A3). 
The following relations hold: 
The marginal moments ~. , ~ . are easy to obtain from the mar-10 OJ 
ginal distributions. However, for i and j positive the computations 
are tedious. If p=O, that is, if (X,Y)~BVE(y1 , y2 , 0) so that X and 
Y are independent with marginal exponentials, the moments given here 
will correspond to the moments for the independent case. 
E. Distributiort of (X,Y). 
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In this section a comparison is made between the distribution of 
(X,Y) based on a random sample of size n from BVE(A 1 , A2 , A3 ) and an 
appropriate bivariate normal distribution (BVN) and a bivariate gamma 
type distribution (BVG) given by Kibble in [9]. Since the distribu-
tion of (X,Y) is hard to obtain, the comparison will be made by exam-
ining the moments of the distribution of (X,Y) when (X,Y)~BVE(A 1 ,A 2 ,A3 ) 
in relation to the moments of the BVN and BVG. Some Monte Carlo simu-
lations of the distribution of (X,Y) will illustrate the approxima-
tions for fixed sample size n and values of A1 , A2 , A3 • 
Suppose (X,Y)~BVE(A1 ,A2 ,A 3 ) and {(Xj,Yj)},(j=l, ••• ,n) is a random 
sample of size n. The moments for (X,Y) may be computed from ~(s,t) = 
E[exp -sX-tY ] where ~(s,t) is given in [1]. The central moments 
through the fourth order have been given in the previous section. Let 
X • LXj/n and Y • LYj/n. Then fr9m properties of expected values 
E[exp{-sX-tY}] • [~(s/n, t/n)]n. If this expression is expanded out 
17 
the raw moments for X and Y may be computed. The raw moments and the 
central moments have been calculated through the third order and are 
tabulated in Table I. 
For sufficiently large n the central limit theorem implies that 
(X,Y) has approximately a bivariate normal distribution with mean 
vector (l/y1 l/y2 ) and covariance matrix 
Under the assumption that (X,Y) has a bivariate normal distribution 
with mean vector and covariance matrix given above, then 
The first and second moments will agree exactly with those in Table I 
and it is known that the central third order moments are zero. The 
raw third moments are 
It is apparent that for n large and p small there is a close agree-
ment between the moments of (X,Y) assumed from BVE with those of 
(X,Y) assumed from BVN. 
TABLE I 
MOMENTS FOR X AND Y BASED ON A SAMPLE OF SIZE n 
ll' = 1/y1 10 
ll' = 1/y2 01 
ll' = 02 1/ny 2 2 + 1/y 2 2 
ll' = 11 p/ny1y2 + 11Y1Y2 
' = 6/n2y 3 + 6(n-1)/n2y 3 + ll30 1 1 
ll ' = 03 6/n2y23 + 6(n-3)/n2y23 + 
' -ll21- 2p(1/ny 1 + 1/ny2)/y 1y 2 + 
' -ll12- 2p (1/ny1 + 1/ny 2)/y 1y 2 + 
llo2 = 1/ny22 
ll11= p/ny1y2 




(n-1)(n-2)/n2y 3 1 
(n-1)(n-2)/n2y23 
1/ny 12y 2 + 1/Y 12y 2 
1/ny1y22 + 1/y1yl 
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In [9] Kibble gives a bivariate gamma-type distribution given by 
the moment generating function G(s,t) = E[exp{sU+tV}] = [(1-s)(l-t)-stp]-p 
where each of the random variables U and V have the same marginal 
gamma distribution and cor(U,V)=p~O. X has a gamma distribution with 
parameters a and B [X~G(a,S)] if the probability density function of X 
is f(x) = xa-lexp{-x/S}/Sar(a). The probability density function for 
U is given by ~(u) = uP-1exp{-u}/r(p); that is, U~G(p,l). Also the 
joint probability density function of U and V is given by 
00 
~(u,v) = cl>(u)~(v) r prf(p)Lr(u,p)Lr(v,p)/r!f(p+r) 
r=o 
.where Lr(u,p) is a certain polynomial of degree r in u with coeffi-
cients dependent on p. Using just the first two terms of the series 
~2 (u,v) = cjl(u)~(v)[l+p(u-pXv-p)/2p] (L1 (u,p)=u-p). 
Note that when p=O the distribution is just the product of the mar-
gina! gamma distributions. 
To adapt this distribution for comparison with that of (X,Y) 
from BVE, let U=y1nX and V=y2nY. If. {(Xj,Yj)}(j=l, ••• ,n) is a random 
sample from BVE(A 1 ,A2 ,A 3) then the marginal distribution of X is a 
gamma with a=n and S=l/ny1 and the marginal distribution of Y is a 
gamma with a=n and S=l/nY2 • Also cor(X,Y)=P>O where P=A 3/A. So 
U=y1nX~G(n,l) and V=y2n~G(n,l) and cor(U,V)=P. From the moment 
generating function given above with p replaced by n the moments for 
U and V may be found. By adjusting then for the constants y1n and 
y2n the moments for X andY may be found assuming that (U,V) follows 
this bivariate gamma distribution (BVG). The third order central 
moments for (X,Y) assuming that U=y1nX and V=y2nY follow the BVG with 
20 
p=n and p~A3 /A are given here: 
~30 
It should be noted that not only will the moments through the second 
order match up with those corresponding to BVE given in Table I but 
also all marginal moments, that is, ~io' ~oi' ~io' ~~i' will match up 
since th~ marginal distributions in both cases are the same. The 
differences in the third order moments between BVE and BVG occur only 
in ~ 21 and ~ 12 • 
To give some numerical illustrations of the idea of approximating 
the distribution of (X,Y) based on a sample of size n from BVE(A1 ,A 2 ,A 3), 
several samples of size n were simulated from BVE(A1 ,A 2 ,A3 ) and per-
centage points of X and Y were obtained. 
the normalized variables A=(X-EX)/cr_ and 
X 
probabilities G1 (h)=P[jAj<h, jBj<h] were 
Interest was concentrated on 
B=(Y-EY)/cr_. The simulated y 
found for h=l.0(.2)3.0. That 
is, G1 (h) is the probability that the normalized variables lie in a 
square centered at (0,0) with side 2h. These simulated values are 
compared with the bivariate normal probabilities [11] and the bi-
variate gamma probabilities. Tables of the incomplete gamma function 
[12] were used to evaluate the bivariate gamma probabilities and only 
the first two terms ~ 2 (u,v) for ~(u,v) were used. Table II below 
gives some examples of the numerical comparisons. G2 denotes the cor-




PERCENTAGE POINTS OF THE DISTRIBUTION OF (X,Y) 
p=. 30 
G1 (h) G2 (h) G3(h) 
n=10 n=20 n=40 n=100 n=10 n=20 n=40 n=100 
h 
1.0 .500 .482 .476 .479 .477 .478 .471 .469 .467 
1.2 .632 .605 .599 .596 .603 .611 .602 .597 .595 
1.4 .741 .714 .711 • 734 .711 .727 .714 .708 .706 
1.6 .824 .793 .783 .811 .799 .816 .804 .797 .795 
1.8 .884 .870 .860 • 871 • 865 .880 .870 .865 .863 
2.0 .923 .914 .910 .918 .913 .920 .916 .913 .912 
2.2 .947 .946 .936 .953 .946 .946 .946 .945 .946 
2.4 .962 .965 .961 .977 .968 .962 .966 .966 .967 
2.6 .973 .977 .973 .983 .982 .974 .976 .979 .981 
2.8 .982 .985 .986 .997 .990 .981 .985 .987 .988 
3.0 .987 .988 .989 .998 .994 .986 .990 .992 .994 
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TABLE II Continued 
0=.10 
G1 (h) G2 (h) G3 (h) 
n=10 n=20 n=40 n=100 n=10 n=20 n=40 n=100 
h 
1.0 .480 .470 .456 .462 .467 .477 .471 .469 .467 
1.2 .608 .603 .583 .590 .594 .610 .• 601 .597 .594 
1.4 .720 .716 .697 .698 • 704 .726 .713 .708 .705 
1.6 .809 .807 .789 .789 • 793 .814 .803 .797 .795 
1.8 .874 .870 .865 .860 • 862 • 878 • 869 .865 .863 
2.0 .917 .916 .912 .917 .911 .919 .915 .913 .912 
2.2 .944 .946 .943 .950 .945 .945 .945 .945 .946 
2.4 .963 .964 .967 .970 .967 .961 .965 .966 .967 
2.6 .973 .977 .979 .984 .981 .973 .976 .979 .981 
2.8 .983 .985 .988 .990 .990 .981 .985 .987 .988 
3.0 .989 .990 .992 .995 .994 .986 .990 .992 .994 
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IV. MAXIMUM LIKELIHOOD ESTIMATION 
Suppose a random sample of size n is obtained from BVE(A 1 ,A 2 ,A 3). 
A 
The equations for determining the maximum likelihood estimates A1 , 
~ 2 ,~ 3 of the parameters are found to be 
(3) 
Where n1 counts the number of sample points where Xi<Yi, n 2 counts the 
number of sample points where Xi>Yi, and n3 counts the number of 
sample points where Xi=Yi. Note that n1 + n2 + n3 = n. 
The derivation of equations (3) is shown in Appendix A. It is 
shown in Appendix B that the BVED satisfies the usual regularity con-
ditions, so that it follows that the sequence of solutions (~ 1 ,~2 ,~ 3 )n 
of (3) converges almost certainly to (A 1 ,A 2 ,A 3 ) as n~. Also it fol-
lows that (~1 .~2 .~ 3 ) is asymptotically distributed for large n ac-
cording to the trivariate normal distribution with mean (A1 ,A 2 ,A3) 
and covariance matrix Q, where Q is the inverse of the information 
matrix. The information matrix for the distribution is given in 
Appendix B under the matrix name B. The information matrix based on 
a sample of size n will be denoted by In(A1 ,A2 ,A3) and is just n times 
B. Furthermore the maximum likelihood estimator (X1 ,~2 ,x3 ) has 
asymptotic efficiency 1 for estimating (A1 ,A 2 ,A3). General theorems 
relating to the max±mum likelihood estimates may be found in Chapter 
12 of Wilks [10]. 
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If one of n1 , n2 , n 3 is zero then the maximum likelihood equations 
(3) are not solvable for ~l' ~2 , ~3 • Consider the case where n1=0. 
Let AX= LXj, AY = LYj, AZ = Imax(Xj,Yj). With n1 = 0 it is clear that 
AX=AZ. The maximum likelihood equations would be 
If n 3>o one observes from the first and third equations that this 
system is inconsistent. If in addition n 3=0 then the first and 
third equations are equivalent and the solution to the above system 
is ~2=n/AY and y1=n/AX where y 1 = A1+A3 • However estimates for A1 , 
A2 , A3 separately ·are not possible from this system. 
Similarly if n 2=0 we have AY=AZ and the following system for the 
maximum likelihood estimates. 
If n 3>0 this system is inconsistent whereas if n 3=0 then the solutions 
are ~l = n/AX and y2 = n/AY where y 2 = A2+A3 , but separate estimates 
are not available. 
Now consider the case where n 3=0. The maximum likelihood 





It is not as obvious that the above system is not solvable for ~l' 
"' "' Az, AJ· However, consider n 1n 2>0 and subtract equations (a) and (b) 




A A A A A 
Together these inequalities imply A1>(A1+A 3)+A 3 or A3<o which is im-
possible. 
If both n1 and n 3 are zero then AX=AZ and equations (a) and (c) 
are equivalent. The solution to the system is -;. 2=n/AY and -;. 1=n/AX. 
If both nz and n3 are zero then AY=AZ and equations (b) and (c) are 
equivalent. The solution to the system in this case is ~1=n/AX and 
Yz=n/AY. So estimates for A1 , A2 , A3 separately are not available from 
the system when n 3=0 and one of n 1 or nz is zero. 
For sample size n and A1 , Az, A3 each positive it is clear that 
the probability of obtaining n1n2n3=0 will go to zero as n increases 
P[ni=O] n However for small sample size since = (1-Ai/A) and Ai<A. 
there is the possibility of obtaining an ni=O. In this situation the 
followi~g procedure is suggested. 
If n1=0 set ~1=0, ~2=n2/AY, ~ 3=n/AX. 
~l=nl/AX, A ~ 3=n/AY. If n 2=o set A2=0, 
i 1=n/AX, ~ 2=n/AY, A If n 3=0 set A3=0. 
The motivation for the above procedure is suggested from the maximum 
likelihood equations resulting respectively from BVE(O, A2 , A3), 
BVE(A1 , 0, A3), BVE(A1 , A2 , 0). For example, if n 3 is zero we find 
A 
the est±mates A1 , A2 as if the distribution were the product of two 
independent exponential distributions with parameters Al and A2 • 
In the general situation where n1n 2n 3>0 the maximum likelihood 
A A A 
equations (3) cannot be solved for A1 , A2 , A3 in closed form, but an 
iterative procedure such as Newton's method should be employed. (A 
discussion of such a procedure is given in Appendix C.) 
The maximum likelihood estimators are biased estimates of A1 , 
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A2 , A3 • However, multiplying each estimate by n/(n+l) where n is the 
sample size corrects the bias reasonably well. (Random samples from 
BVE(A1 , A2 , A3) were simulated and the maximum likelihood estimates 
computed for each sample.) Table III gives the average over several 
samples for various sample sizes and values of Al' A2 , A3 • 
The information matrix In(A 1 , A2 , A3) for the distribution based 
on a sample of size n is nB where B is given in Appendix B. Let Qn 
denote the inverse of the matrix nB. As a measure of efficiency of 
the estimate (i1 , ~2 , ~ 3) the trace of the matrix ~ will be used. That 
is, the sum of the variances or mean square errors of estimates for 
A1 , A2 , A3 based on a sample of size n will be compared with the trace 




A.l A.2 A.3 
n 
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E(~l) .... E(~3) E(A.2) 
.921 .916 .205 
.863 .861 .190 
.847 .842 .187 
.837 • 828 .181 
.824 .823 .181 
.606 .602 .511 
.569 .567 .483 
.555 .555 .475 
.550 .545 .464 
1.015 1.009 .103 
.949 .952 .101 
.934 .933 .100 
• 915 • 916 .096 
.405 .958 .152 
• 388 • 914 .145 
.377 .885 .140 
• 366 • 871 .138 
It is found that the trace of the matrix Q=nQn is given by 
Tr(Q) (b+d)(a+d+e) - b
2 + (a+c)(a+b+e) - a 2 + (a+c)(b+d) 
(a+c)[(b+d)(a+b+e) - b2] - a2(b+d) 
where a=Az/A(A1+A 3) 2 , b=A 1 /A(Az+A3 ) 2 , c=l/A1A, d=l/A 2A, e=l/AJA and 
A=Al+Az+A3 • The efficiency of the maximum likelihood estimators is 
compared with two other methods in Chapter V. Selected parameter 
sets were chosen and samples were simulated (See Table VII). 
Given a restriction on the parameters of the distribution the 
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(4) 
maximum likelihood equations may be derived for that restriction and 
the inverse of the information matrix for the estimates may be com-
puted. One ~portant example is the restriction that A1=A 2 to which 
reference will be made later. That is, suppose (X,Y)~BVE(Al, Al, A3) 
and a random sample of size n is obtained. The maximum likelihood 
equations are given below as well as the solutions in closed form. 
Here a 1 = (AX+AY)(AX+AY-AZ), a 2 = -2(n1+n2)(AX+AY-AZ) - n(AX+AY) and 
8 3 = (nl+nz)(n+nl+nz>· 






where ~=2b(2c+e) + 2ce and b, c, and e have the same definitions as 
given on page 28 of this chapter. 
The table below indicates the efficiency for various sample sizes 
and for selected values of the parameters. Tr(Qn') denotes the trace 
of the matrix Qn'· 
TABLE IV 


































































V. TWO OTHER METHODS FOR PARAMETER ESTIMATION 
A. Introduction 
In this chapter a method to estimate the parameters will be given 
which is motivated by the classical method of moments and by the par-
ticular nature of the bivariate exponential distribution. It will be 
seen that this method (which will be referred to as PROP) is a good 
competitor with the method of maximum likelihood estimation (MLE) 
given in Chapter IV. The PROP method has the advantage of ease of 
computation compared to the MLE method and yet has efficiency close 
to MLE. 
The second method of estimation to be discussed here has been given 
by Arnold in [2]. This method will be referred to as ACE for Arnold's 
consistent estimates. The estimates given by ACE have the advantage 
of being unbiased and share the feature of ease of computation with 
PROP but do not compete well with MLE or PROP in terms of efficiency. 
The reason for this will be indicated. Arnold gave his estimates 
which are unbiased and consistent for the multivariate exponential 
distribution whereas here only estimation for the bivariate exponen-
tial distribution is considered. Finally, comparisons of these methods 
will be given in terms of efficiency. 
B. PROP Method 
In applying the idea of the classical method of moments to the 
bivariate exponential distribution we seek three statistics from a 
random sample of size n drawn from BVE(A1 , A2 , AJ) whose expected 
values involve the three parameters of the distribution. Equating the 
statistics with their expected values and solving for the parameters in 
terms of the statistics we obtain estimates of the parameters. The 
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choice of which three statistics to use does not seem to be unique. 
The natural choice would seem to be rxj, LYj, and rxjYj. However, 
the following three seem to do better than others that have been tried 
thus far. They are rxj, LYj, and n3; that is, the sum of the X ob-
servations, the sum of theY observations and the number of sample 
points for which Xj=Yj. Since X andY both have marginal exponential 
distributions with parameters A1+A3 and A2+A3 , respectively, E(tXj) 
n/(A1+A3) and E(LYj) = n/(A 2+A3). The number, n 3 , of sample points 
where Xj=Yj is a random variable which has a binomial distribution 
with parameters n and A3/A where A=A1+A2+A 3 • Also the correlation 
between X andY in the BVED is precisely A3/A as shown in [1]. Now 
E(n3) = nP = nA3/A. In terms of moments the marginal means and the 
correlation are used. The equations for the PROP estimates are sum-
marized below. 
" " Ixj = n/(A1+A 3) 
LYj = n/62+~3) 
n3 = 0~3/ 61+~2+~3) 
.... ,.. ,.. 
These equations may be readily solved for A1 , A2 , A3 and the solutions 
are given below. 
" Al = (n/AX-n3/AY)/(l+n3/n) 
(5) 
" 
where AX=tXj and AY=tYj. Note that when n 3=0, PROP yields A3=0, 
~1-n/AX, ~2=n/AY. 
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The usual sample correlation coefficient 
used in normal theory is not a good estimator of p in the bivariate 
exponential distribution. Instead a natural estimate of p is n3/n, the 
proportion of the sample points such that Xj=Yj, due to the particular 
feature of the BVED that P[X=Y] = p. The discussion below indicates 
that n 3/n is a much more efficient estimate of p than r for the BVED. 
An approximate result for the variance of r has been given on 
page 359 in Cram~r'·s book [13] in terms of the central moments of the 
parent distribution which has error of order n-3/Z where n is the 
sample size on which r is based. This result is repeated here where 
D2 (r) denotes the approximate variance of r: 
D2 (r) 
Using the moments given in Chapter III for the BVED then 
In the special case when y1=y2=y the result simplifies to D2 (r) = 
(l-p2)(1+2p+p2-p3)/n. 
Since n3 has a binomial distribution with parameters n and p it 
follows that Var(n3/n) = p(l-p)/n. By examining the ratio of Var(n3/n) 
to n2(r) an asymptotic efficiency of r relative to n 3/n may be ob-
tained. In the case when y1-y2=y this ratio is p/(1+3p+3p2-p 4 ). For 
p close to zero the efficiency of r relative to n 3/n is approaching 
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zero. The maximum of the ratio is 1/6 when P=l. By evaluating the 
above ratio one may compare how the efficiency increases with p. The 
agreement between simulated runs and the variances given here are 
close. For example, when p=.l the asymptotic relative efficiency 
(A.R.E.) is 7.5% and the simulated efficiency is about 8%. Table V 
gives some comparisons. 
Let the random variable U take on the value 0 or 1 according to 
whether X~Y or X=Y. Then the statistic n 3 can be represented as the 
sum LUj. 
(l/(A.l+A.3) 
Let Z denote the vector (X,Y,U). Then E(Z) = 
Cov(Z) 
The upper two by two matrix in Cov(Z) is just the covariance matrix of 
X andY. The term in the bottom diagonal position is the variance of 
the point binomial random variable U. To indicate how the other terms 
are obtained consider the row 1, column 3 term which is the covariance 
of X and U. 
E(UX) a E(U E (X)) = E(U H(U)) = OH(O)P[U=O] + lH(l)P[U=l] 
xju u 
Now P[U=l] = A3/A and H(l) denotes the expected value of X given that 
U=l or X•Y. 




COMPARISON OF n 3/n WITH r 
Simulated Values 
Yl Y2 p n p (1-p) /n n2(r) A.R.E. E(n3 /n) E(r) MSE(n3/n) MSE(r) Eff. 
----
1.0 1.0 .OS 10 .00480 .1100 .0432 .0489 .0472 .00474 
20 .00238 .0550 .0432 .0505 .0503 .00230 
40 .00119 .0275 .0432 .0510 .0465 .00117 
100 .00048 .0110 .0432 .0500 .0496 .00043 
1.0 1.0 .10 10 .00900 .1200 .0752 .0996 .1061 .00914 
20 .00450 .0598 .0752 .0998 .1026 .00453 
40 .00225 .0299 .0752 .0996 .1051 .00224 
100 .00090 .0120 .0752 .0982 .0941 .00090 








.02100 .1510 .139 .296 .320 
.01050 .0757 .139 .298 .318 
.00525 .0378 .139 .299 .308 





.09000 .1166 .0772 .1002 .1109 .00899 
.00450 .0584 .0772 .0998 .1047 .00455 
.00225 .0292 .0772 .0995 .1112 .00221 

















Hence E(UX) = x3tx2 and thus 
Cov(U,Y) is obtained similarly. 
If {(Xj,Yj)} is a random sample of size n from BVE(X1 ,x2 ,X3) 
then by the central ·limit theorem L[Z.-E(Z)]/nl/2 is approximately 
J 
distributed as a trivariate normal with mean (0,0,0) and covariance 
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matrix Cov(z). Or LZj/n is approximately trivariate normal with mean 
E(Z) and covariance matrix Cov(Z)/n. 
For notational convenience let a=LXj/n, b=LYj/n, c=n3 /n=IUj/n. 
Then the equations (5) may be written in the form 
A 
Al = (1/a-c/b)/(l+c) 
A 
Xz = (1/b-c/a)/(l+c) 
A 
A 3 = c(l/a+l/b)/(l+c) 
Also LZj/n = (a,b,c). Let (a0 ,b0 ,c0 ) = E(Z); that is, a0 = l/(X1+X3), 
b 0 = l/(X2+X3), c 0 = A3/X. If L denotes the vector of PROP estimates 
and L denotes the vector of parameter values then by expanding equa-
A 
tions (5) through linear terms about (a0 ,b0 ,c0 ), L-L is approximately 
A 
B[LZj/n-E(Z)] and L is approximately distributed as a trivariate normal 
distribution with mean L and covariance matrix BCov(Z)BT/n. The 
matrix B is given below. Note that B is a matrix of full rank, since 
B=A.(A.+;A)-1 3. 
-(A. +A. )2 1 3 -A. 
-A. 
(Appendix D gives details of the expansion and computations.) 
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The matrix BCov(Z)BT/n may be used then as an approximation to the 
asymptotic covariance matrix for the PROP estimates. The matrix A = 
(p+l) 2 BCov(Z)BT is symmetric and the entries are given below, where 
p = "-3/"A. 
all = (A.l+A.3) 2 + P[(A.l+:.\3) 2 + A.z2] .. P2[A.l2+Z(A.l+A.3)(A.z+A.3)] 
For various parameter sets the trace of the inverse of the infer-
mation matrix In<h,,A.2 ,A.3) times the sample size n (trace of Q in 
Chapter IV), the trace of the matrix BCov(Z)BT, which serves as an 
asymptotic lower bound for the sum of the mean square errors of the 
PROP estimates of the parameters, and the results of simulations may 
be compared. Also by comparing the terms on the main diagonal of 
BCov(Z)BT with those on the main diagonal of Q, one may compare the 
efficiencies of the individual estimates by the PROP method. This 
will be done in the last section of this chapter. 
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If the equations (5) for the PROP estimates are expanded through 
quadratic terms about (a , b , c ) one can see that the estimates will 
0 0 0 
be biased. However, multiplying the Xi given by equations (5) by the 
factor n/(n+l) does a reasonable job of correcting for this bias. 
Appendix D gives the details. 
Suppose it is known that the marginal parameters y1 and r 2 are 
equal (equivalently X1=X 2) then the PROP estimation procedure for x1 , 
x2 ,·x3 is modified to take into account this information. The equations 
for the PROP estimates used in this case are 
A A 
2n/(X1+X 3) = AX+AY 
Since E(AX) = E(AY) = n/(X 1+X 3) = n/r1 , the first equation above 
comes from equating E(AX+AY) to AX+AY with the parameters replaced by 
estimates. The second equation is the same as before arising from 
The solutions for the estimates 
are 
A 
x3 = 4n n 3/(AX+AY)(n+n3) 
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C. ACE 
Suppose {(Xj,Yj)} is a random sample of size n from BVE(A1 ,A2 ,A3). 
In [2] the statistics n1 ,n2 , n3 and tmin(Xj,Yj)=AU are used to esti-
mate the parameters A1 , A2 , A3 of the BVED in the following way. 
"' A2 = n2 (n-l)/nAU (6) 
It was shown that the estimates given by equations (6) are un-
biased and consistent and that the sum of the mean square errors 
expression will be used to compare the efficiency of ACE with MLE and 
PROP in Section D. Also in [2) it is pointed out that AU is uncor-
related with each of n1 , n2 , n3 which will be used later in Chapters 
VI and VII. 
It is shown here that indeed if one has available only those 
statistics n1 , n 2 , n3 and AU, then the estimates given by equations (6) 
are the minimum variance unbiased estimates for A1 , A2 , A3 • 
Suppose (X,Y)~BVE(A1 , A2 , A3) and let u1= 1 if x<y and 0 other-
wise, let u2= 1 if X>Y and 0 otherwise, let U=min(X,Y). Now U has an 
exponential distribution with parameter A; that is, U has density 
Aexp{-Au} with respect to the usual Lebesgue measure on (0, oo). The 
random vector V=(U1 , u2) takes on values (1,0), (0,1), (0,0) with 
probabilities A1 /A, Az/A, A3/A, respectively. If p1=A1 /A and p2=A2 /A 
then V has density 
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with respect to the counting measure on the space {(0,0), (0,1), (1,0)}. 
Let M=(O,~) and M* denote the a-algebra of Borel sets which are 
subsets of M and ~ denote the usual Lebesgue measure on M*. Then 
(M,M*,~) is a a-finite measure space. Let N~{(O,O), (0,1), (1,0)} 
and N* denote the power set of N and v denote the counting measure 
on N*. Then (N,N*,v) is a finite measure space. 
The joint density of (U,V) will be found with respect to the 
product meas~re on MxN. Let S=MxN and S* denote the a-algebra on S 
generated by the class of product sets, the first from M* and the 
second from N*. Define the measure a on S* by a(~ x ~) = 
~(AM) x v (AN) where AM e:M* and AN e:N*. It is known that a defined on 
rectangle sets in the above way uniquely determines the product 
measure a = ~ x v on S*. [14] 
Let A be a set in S*. a(A) = ~ x v (A) = f~(~)dv = Jv(~)d~ 
where An is the section of A at the point n e: N and Au. is the section 
of A at the point m e: M. If a(A) were zero then ~(An) must be zero 
for n e: N, implying each of the sets An in M* have measure zero or 
A =~ for each m e: M. In either case it is clear that a(A)=O implies 
m 
P(A)=O where P denotes the probability measure associated with (U,V). 
Hence the probability measure for (U,V) on S* is absolutely continuous 
with respect to the product measure a. By the Radon-Nikodym theorem 
then it makes sense to talk about the joint density of (U,V) with 
respect to a. The obvious choice for this density is 
in view of the fact that U and V are independent. 
Since the joint density given by f(u~u1 ~u2 ) above has the form 
of a density in the exponential class 
one may inspect for the sufficient statistics. 
be a random sample of size nand AU= }:u., n = 
J 1 
Let {(uj, u1j, u2j)} 
}:u lj ' n2 = }:u2j" 
Then by the factorization theorem [15] AU, n1 , n2 are sufficient for 
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.A, p1 , p2 • Equivalently AU, n1 , n2 are sufficient for .A1 ~ .A2 ~ .A3 
since there is a 1-1 transformation from (.A, p1 , p2) to (:>..1 , :>..2 ~ . .A 3). 
Consider the maximum likelihood estimates for A.l' .A 2 ~ :>.. 3 in this 
restricted sampling setting. If L = ITf(U., u1 ., u2 .) then log(L) = J J J 
n log(A.)-A.AU+n1log(p1 )+n2log(p2 )+n3log(l-p1-p2) where n 3 = n-n1-n2 • 
Taking partials with respect to .Al, .A2, :>.. 3 and equating to zero the 
estimates are ~l = n1 /AU, ~2 = n2 /AU, ~3 = n3/AU (also ~ = n/AU). The 
maximum likelihood estimates are functions of the sufficient statis-
tics. If they are unbiased then the unique minimum variance unbiased 
estimates are obtained. Since E(l/AU) = A./(n-1) and n1 , n 2 are inde-
pendent of AU we obtain as the minimum variance unbiased estimates for 
.Al, :>..2 , :>..3 the same estimates as given by Arnold in [2]~ namely those 
given in equations (6). In an abstract [8] Maik makes reference to 
this also. 
In just considering the statistics n1 , n2 , n3 , Imin(Xj,Yj) one 
does not use all the information from the sample. In a life test 
situatipn both Xj and Yj may not be observable if Xj ~ Yj. In this 
case the estimates given by (6) are available to use. However, 
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observing all xj and yj so that rxj, tYj and Imax(Xj, Yj) are available 
indicates why PROP and MLE are better in general to use than ACE. In 
computing the information matrix In(A1 , A2 , A3) obtained by Arnold in 
[2] and also in Appendix B here, the availability of both responses 
Xj and Yj for each sample point is tacitly assumed. 
Arnold does point out in [2] that the efficiency of his estimates 
range from .5 to 1.0 depending on the parameter values. If the param-
eter values are Al = A2 = a, A3 = 1 and a becomes large, the effi-
ciency of the ACE estimates approaches SO%. But this may be one of 
the more interesting situations in which the BVED should be applied; 
that is, when the marginal parameters for X and Y are equal and there 
is a small positive correlation. Examples of this situation will be 
considered in later chapters. 
Suppose it is known that the marginal parameters y 1 and Y2 are 
equal (equivalently A! = A2) then the ACE estimation procedure for 
A1 , A2 , A3 is modified to take into account this information. The 
equations for the ACE estimates used in this case are 
A 
A3 = n3 (n-l)/nAU. 
Note that the estimate for A3 remains the same as when no information 
about Al = A2 is available and the estimate for Al has been modified 
A 
by using (n1+n2)/2 in place of n 1 in the formula for Al given pre-
viously in (6), or using (n1+n2)/2 in place of n 2 in the formula for 
X2 given in (6) since here ~l = ~2 • 
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D. Comparison 
Both MLE and PROP yield biased estimates of the parameters where-
as ACE yields unbiased estimates. All three methods yield consistent 
estimates. The efficiency of the estimation methods is given in terms 
of the ratio of the trace of the inverse of the information matrix to 
A A A 
the sum of the mean square errors of A1 , A2 , and A3 • For the trace of 
the inverse of the information matrix the quantity used is Tr(Q) given 
by equation (4) in Chapter IV. For the sum of the mean square errors 
for the PROP method the trace of the matrix BCov(Z)BT/n is used: 
For the sum of the mean square errors for the ACE method the quantity 
[(n-l)A2 + (A12+A22+A 32 )]/n(n-2) is given in [2]. The quantity below 
neglecting terms of order 0(1/n) is used for the comparison. 
MSE(ACE) = A2 /n (8) 
Table VI below compares these quantities: equation (4) in Chapter IV, 
equations (7) and (8) above multiplied by sample size for various 
values of A1 , A2 , A3 and the efficiency of PROP (ratio of (4) to (7)) 
and the efficiency of ACE (ratio of (4) to (8)). Let p = A3/A and 
E = Al/A2. 
Table VII gives the results of simulations of the sum of the mean 
square errors times sample size for all three methods (MLE, PROP, ACE) 
for selected parameter sets with sample size n = 10, 20, 40, 100. 
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TABLE VI 
ASYMPTOTIC COMPARISON OF PROP AND ACE WITH Tr(Q) 
Efficiency 
_p_· e: Tr(Q) nxMSE(PROP) nxMSE(ACE) PROP ACE 
.01 1.00 2.037 2.037 3.921 1.000 .S19 
.so 1.270 1.270 2.206 1.000 .S76 
.os 1.009 1.013 1.081 .996 .933 
.OS 1.00 2.128 2.136 3.628 .996 .S87 
.so 1.317 1.326 2.041 .994 .646 
.10 1.007 l.OSO 1.098 .9S9 .918 
.10 1.00 2.1S3 2.176 3.306 .990 .6S1 
.70 l.S9S 1.617 2.388 .987 .668 
.so 1.320 1.348 1.860 .978 .710 
.30 1.11S 1.162 1.397 .9S9 .798 
.30 1.00 1.849 1.94S 2.367 .9S1 .781 
.70 1.349 1.447 1. 710 .932 .789 
.so 1.069 1.210 1.331 .883 .803 
.so 1.00 1.448 l.S93 1. 778 .909 .814 
• 70 1.028 1.188 1.284 .86S .800 
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TABLE VII 
SIMULATED COMPARISON OF MLE, PROP, ACE 
Sample Efficiency 
_P_ £ Size n nxMSE(MLE) nxMSE(PROP) nxMSE(ACE) MLE PROP ACE 
---
.05 1.0 10 3.51 2.68 4.39 .61 . 79 .49 
20 2.66 2.33 3.90 .80 .92 .55 
40 2.45 2.27 3.83 .87 .94 .56 
100 2.31 2.24 3.74 .92 .95 .57 
.10 1.0 10 3.50 2.71 3.96 .62 .79 .54 
20 2.67 2.35 3.47 .81 .92 .61 
40 2.44 2.29 3.48 .88 .94 .62 
100 2.32 2.27 3.33 .93 .95 .63 
200 2.18 2.20 3.31 .99 .98 .65 
.10 .50 10 2.06 1.60 2.14 .64 • 82 .62 
20 1. 74 1.52 2.03 .76 .87 .65 
40 1.51 1.42 1.97 .88 .93 .67 
100 1.37 1.36 1.90 .96 .97 .70 
.30 1.0 10 2.80 2.33 2.75 .66 .79 .67 
20 2.20 2.08 2.49 • 84 .88 .73 
40 2.09 2.10 2.53 .89 • 89 .74 
100 1.93 1.99 2.44 .96 .93 .76 
r' ~-
By comparing the entries of Table VII and those of Table VI it 
is demonstrated that the method of maximum likelihood estimation and 
the method PROP has better efficiency than the method ACE. 
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Table VIII compares the asymptotic mean square error times sample 
size for individual estimates using the method PROP and ACE with the 
Cramer-Rao lower bounds. It appears that for p large, the estimation 
of Al and A2 by ACE is more efficient than by PROP. However, for 
other combinations PROP is superior for Al and A2 • To estimate AJ the 
PROP method is clearly indicated as more efficient. 
Table VII gives results of simulations for selected parameter 
combinations and sample size. One may compare these results with 
entries in Table VI to have an indication of the behavior of the mean 
square error times n as n becomes large in relation to Tr(Q). 
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TABLE VIII 
SAMPLE SIZE TIMES ASYMPTOTIC MEAN SQUARE ERROR 
FOR INDIVIDUAL ESTIMATES 
Lower Bound nxMSE(PROP) nxMSE(ACE) 
A.1 A.2 A.3 A1 A2 A3 A.1 A.2 A.3 
p=.01 e:= .05 .010 .990 .009 .012 .990 .011 .041 1.029 .011 
.10 .019 .990 .011 .019 .990 .012 .097 1.077 .012 
.30 .098 .991 .016 .099 .991 .016 .370 1.271 .017 
.50 .257 .992 .022 .257 .992 .022 .721 1.463 .022 
.70 .494 .994 .028 .494 .994 .028 1.150 1.655 .028 
.90 .811 .997 .035 .811 .997 .035 1.658 1.846 .035 
1.00 .999 .999 .038 .999 .999 .038 1.941 1.941 .039 
p=.05 e:= .10 .028 .950 .029 .050 .950 .050 .050 .992 .055 
.30 .117 .951 .064 .124 .951 .071 .295 1.161 .077 
.50 .270 .956 .091 .275 .956 .095 .612 1.327 .102 
.70 .498 .964 .119 .501 .965 .122 1.002 1.488 .131 
.90 .801 .976 .149 • 803 .976 .153 1.465 1.646 .164 
1.00 .981 .981 .166 .983 .983 .169 1. 723 1. 723 .181 
p=.10 e:= .30 .117 .900 .097 .141 .900 .121 0 .215 1.042 .140 
.50 .266 .905 .149 .280 .906 .163 .496 1.178 .186 
.70 .481 .914 .200 .491 .916 .210 • 843 1.307 .239 
.90 .767 .928 .253 .774 .932 .263 1.257 1.429 .299 
1.00 .936 .936 .280 .942 .942 .291 1.488 1.488 .330 
P=.30 e:= .50 .146 .687 .236 .214 .698 .299 .178 .754 .399 
.70 .318 .678 .353 .363 .692 • 392 .• 402 .795 .513 
•. 90 .538 .671 .461 .572 .694 .493 .675 .821 .641 
1.00 .668 .668 .513 .699 .699 .547 .828 .828 • 710 
P=.50 e:= .70 .140 .466 .423 .211 .494 .483 .151 .491 .642 
.90 .308 .428 .570 .362 .468 .612 .338 .464 .802 
1.00 .406 .406 .635 .457 .457 .680 .444 .444 .889 
P=.70 E:= .90 .128 •. 238 .676 .180 .279 .718 .131 .243 .874 
1.00 .202 .202 .756 .251 .251 .797 .208 .208 .969 
P•.90 e:=1.00 .055 .055 .907 .078 .078 .927 .055 .055 .997 
!!: r, •' ;\;:,,.\'" 
VI. TEST FOR DEPENDENCE 
A. Introduction 
The main problem considered in this chapter is constructing a 
test for the hypothesis that the correlation p between X and Y is 
zero against the alternative that p is positive when (X,Y)~BVE(A 1 , 
A2 , A3). The parameter A3 will be allowed to take on the value zero 
since P[X=Y] = p = AJ/A; that is, p=O if and only if A3=o. A simple 
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test based on the statistic n3 =number of sample points (X., Y.) such 
. J J 
that Xj=Y~ is given first which does not depend on knowledge of any 
of the parameters. An indication of how this test may be extended to 
the multivariate exponential distribution is also given. A test for 
H:p=O against K:p=p 0 >0 is then considered for the case when the mar-
ginal parameters y1=A1+A 3 , Yz=Az+A3 are known. This test is uniformly 
most powerful for H:p=O against the alternative K:p>O when y1=y2 • 
Then a test of H:p=O against K:p>O is given for the case when the 
marginal parameters are equal (y1=y2) but unknown. Finally the matter 
of constructing confidence intervals for p and the marginal parameters 
is considered. 
The test for p=O against p>O is made to determine whether the 
bivariate exponential distribution with A3>o is the appropriate model 
or whether the assumption of independent exponentials is appropriate. 
Some errors associated with assuming independence when in fact the 
random variables X and Y are positively correlated are illustrated in 
Chapter VII. Instead of using A1 , A2 , A3 as the parameters for the 
BVED. the parameters Y1 • Yz• P will be used. The reason for this will 
become clear in Chapter VII. 
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The following relations are clear if y1 = A1+A 3 , y2 = A2+A 3 • 
Al (y1-PYz)/(l+p) 
Az = (yz-PY1 )/(l+p) 
(9) 
A3 = p(yl+yz)/(l+p) 
A = (yl+Yz)/(l+p) 
If p•O then it is seen that y1=Al, y2=A 2 , A3=o and A=y1+y2 • 
The bivariate exponential distribution which has been denoted 
BVE(A1 , A2 , A3) will also now be denoted by BVE(y1 , y2 , p) where the 
context of the notation will clearly denote which set of parameters 
is being used, whether (A1 , A2 , A3) or (y1 , y2 , p). If P•O then 
BVE(yl, Y2, p) is just the product of two independent exponential 
distributions with parameters y1 and y2 , respectively. 
B. A Test Based on n3 
Suppose {(Xj, Yj)} is a random sample of size n from BVE(y1 ,y2 ,P) 
(yl>O, Y2>0, P~O). Since P[X=Y] = P it is natural to use as a test 
statistic n3 which counts the number of sample points (Xj, Yj) for 
which Xj=Yj. Clearly if n 3>o then p>O. Thus, to test H:P=O against 
the alternative K:p>Q one could reject H if n3>0. The probability of 
type I error is zero; that is, P[n3>o1H1 = 0. For when His true the 
probability that X=Y is zero. The power of the test is P[n3>o1K1 = 1-
P[n3=0IK]. Since n3 has a binomial distribution with parameters nand 
P, P[n3=0IK1 = (1-P)n. Hence the power of this test is 1 - (1-p)n. 
The power for various p and sample sizes n is given in Table IX. 
As an indication of how this test may be extended to the multi-
variate exponential distribution given in [1], consider a particular 
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TABLE IX 
POWER OF n 3 TEST 
Sample Size 
_P_ 2 4 6 8 10 15 
.01 .0199 .0394 .0585 .0773 .0956 .1399 
.03 .0591 .1147 .1670 .2163 .2626 . 3677 
.05 .0975 .1855 .2649 .3366 .4013 .5367 
.07 .1351 .2519 .3530 .4404 .5160 .6633 
.10 .1900 .3439 .4686 .5695 .6513 .7941 
.20 .3600 .5904 .7379 .8322 .8926 .9648 
.30 .5100 .7599 • 8824 .9424 .9718 .9953 
.40 .6400 • 8704 .9533 .9832 .9940 .9995 
.50 .7500 .9375 .9844 .9961 .9990 1.0000 
.60 • 8400 .9744 .9959 .9993 .9999 1.0000 
Sample Size 
_P_ 20 25 30 40 50 100 
.01 .1821 .2222 .2603 .3310 .3950 .6340 
.03 .4562 .5330 .5990 .7043 .7819 .9524 
.05 .6415 .7226 .7854 .8715 .9231 .9941 
.07 .7658 .8370 • 8866 .9451 .9734 .9993 
.10 .8784 .9282 .9576 .9852 .9948 1.0000 
.20 .9885 .9962 .9988 .9999 1.0000 1.0000 
.30 .9992 .9999 1.0000 1.0000 1.0000 1.0000 
.40 1.0000 1.0000 1.0000 1.0000 1.0000 1.0000 
.so 1.0000 1.0000 1.0000 1.0000 1.0000 1.0000 
.60 1.0000 1.0000 1.0000· 1.0000 1.0000 1.0000 
~I • ' \ 
so 
trivariate exponential distribution with only three parameters A1 , A2 , 
A3 denoted by TVE(Al' A2 , A3); where it is assumed that X, Y, Z are 
random variables which take on nonnegative values and F(x,y,z;A 1 ,A 2 ,A 3) 
= Pr[X>x, Y>y, Z>z] = exp{-A 1 (x+y+z) - A2 [max(x,y) + max(x,z) + 
max(y,z)] - A3 [max(x,y,z)]} where Al>O and AZ and AJ are nonnegative. 
It is found that P[X=Y=Z] = A3 /(3A 1+3Az+A 3) and P[X=Y] = P[X=Z] = 
P [Y=Zl = (A1 +A 2) (3A 2+x 3) I (2A. 1+3x 2+A. 3) (3A. 1+3A2+x 3>. 
Given a random sample of size n from TVE(A 1 , A. 2 , A 3) let n1 count 
the number of (Xj, Yj, Zj) such that no ties occur; that is the number 
of j such that Xj~yj and Yj~Zj and Xj~zj. Let n2 count -the number of 
(Xj, Yj, Zj) such that Xj = Yj~Zj or Xj=Zj~Yj or Yj=Zj~Xj; that is, the 
number of pairwise ties. Let n3 count the number of (Xj, Yj, Zj) such 
that a threeway tie occurs, Xj=Yj=Zj. Note that n1+n2+n3=n. To test 
H:X2=A3=0 against the alternative K:A. 2>0 or X3>0 based on a random 
sample of size n from TVE(A.l' A2 , A. 3) reject H if n2+n3>0. 
Let B3 = P[X=Y=Z], Bz = P[X=Y~Z or X=Z~Y or Y=Z~X] and e1 = 1-
Bz-B3 • Then (n1 , n 2) is distributed as a trinomial distribution with 
parameters n and e1 and e2 • The probability that n1 = k 1 and n2 = k2 
(hence n3 = n-k1-k2 = k3) is given by 
Hence the probability of rejecting H, when H is true, is zero since 
A2=x3=0 imply e2=e3=0. The power of the test P[n2+n3>0IK1 = 1 -
P[n1=0, n2=0IKl = 1-e1n. For example, if x1 = 1, x2 = .1, A3 = .1 
and n=lO the power of the test is .880. 
In a life test situation it may be that only min(Xj, Yj, Zj) is 
ob~erve4 for each j. In this case the event Xj=Yj would not be 
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observable if Zj<Xj. One ~ay consider, however, the following events. 
Let A be the event that X<min(Y,Z) or Y<min(X,Z) or Z<min(X,Y); 
let B be the event that X=Y<Z or X=Z<Y or Y=Z<X; let C be the event 
X=Y=Z. It is found that P[C] = A3/(3A1+3Az+A3) as before, but P[B] = 
3A2 /(3A1+3A2+A3) and P[A] = 1 - P[B] - P[C]. If m1 , m2 , m3 count the 
number of t~es events A, B, C occur, respectively, then reject H:Az=A3=o 
in favor of K:Az>O or A3>0 if m2+m3>0. If Bt = P[A] then the proba-
bility of a type I error is zero as before but the power is 1-(B!)n. 
For example, if A1=1, A2=.1, A3=.1 and n=lO the power of the test is 
.714. 
Again this difference in power from .880 to .714 indicates that 
if all observations are not available there is a loss of information, 
in this case a loss of power. The extension of this procedure to the 
multivariate exponential distribution is clear based on the multi-
nomial distribution of the counting statistics. 
C. A Test for the Simple Hypothesis and Simple Alternative. 
To test the simple hypothesis H:p=O, r 1 , Yz known against the 
simple alternative K:p = p 0 >0, y 1 , Yz known at level a. given a random 
sample of size n from BVE(y 1 , r 2 , P), the method of the Neyman-
Pearson lemma [15] requires that H be rejected when the ratio of the 
likelihood under K to the likelihood under H is greater than some 
constant chosen so that the probability of rejection when H is true 
is a.. Let LH and LK denote the likelihood under H and K, respectively. 
So H is rejected when LH/~>80 where P[~/~ > 90 IHl = a.. The power 
of the test is P[~/LH > e0 IKJ. Equivalently His rejected when 
ln(LK/LH) = ~>~0 = ln60 • The likelihood of the sample is defined (see 
page 351 in Wilks [10]) to be L • IIdF(Xj, Yj, Yl' Yz, p) where 
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if X<Y 
if X>Y (10) 
(h>O, k>O) exp{-AX}[exp{-A1h-A2k-A 3max(h,k)} + 1 
- exp{-y1h} - exp{-y2k}] if X=Y 
In (10) the values A1 , A2 , A3 , A are to be interpreted to mean those 
values obtained through relations (9) with the known values of y1 , 
y2 and p 0 inserted. 
With the remark above in mind the expressions below follow where 
n1 counts the number of (Xj, Yj) such that Xj<Yj, n 2 counts the number 
of (Xj, Yj) such that Xj>Yj and n3 counts the number of (Xj, Yj) such 
that Xj=Yj. 
Now ~ = ln(LK/LH) simplifies to the expression below where AU 
(11) 
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1. y1 = Yz Known 
Suppose now that y1 and Yz are known and equal. Let y denote 
their common value. Then (11) simplifies to the following: 
+ 1- exp(-yh) - exp(-yk)}]. (12) 
Under H, n 3=0 so P[~~~0 jH] = P[n ln(l-p0 )/(l+p0 ) + 2yp 0AU/(l+p0)~~0 jH] 
= P[(2yp0 AU)/(l+p0 ) ~ ~0 + n ln(l+p0 )/(l-p0 )jH]. Now AU has a gamma 
distribution with parameters n and 1/A, so 2AAU is distributed as a 
Chi-Square random variable with 2n degrees of freedom. Under H, A is 
2y, whereas under K, A is 2y/(l+p0 ). Hence P[~ ~ ~0 jH] = 
So choosing ~0 = p0x~(2n)/2(l+p0 ) + n ln(l-p 0 )/(l+p0 ) will give an 
~-level test for H against K where x2(2n)=c is found such that 
~ . 
"" !f(u)du=~ where f(u) is the Chi-Square density with parameter 2n. 
c 
The power of the test is found by computing P[~ ~ ~0 jK]. Let 
PK(E) denote the probability of event E when K is true. Consider 
•Pl{[2yp 0 AU/ (l+p0 )~P-oX~ (2n) /2(1+p 0 ) I n3•0] • P[x2 (2n) ~ .x; (2n) I (l+p 0 )] 
since.~y/(1-f1> 0)Au~x2 (2n) .under K. 
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It will be shown now that PK[~ ~ ~0 jn3>0] = 1. Consider the ex-
pression (12) as h+O+, k+O+. The first two terms in (12) are not de-
pendent on h or k. Consider the coefficient of -n3 repeated here: 
2 . ln(y hk)-ln[exp{-y(h+k)+(2yp 0 min(h,k)/(l+p 0 ))} + 1 -exp{-yh}-exp{-yk}]. 
The quantity in the square brackets above is 2yp min(h,k)/(l+p ) + D , 
0 0 2 
where n2 denotes terms of degree 2 or more in h and k. So ln(y2hk) -
ln[ ] = ln{y2hk(l+p 0 )/[2yp0 min(h,k)+D2]}. As h+O+, k+O+ the argument 
of the logarithm tends to zero so that the coefficient of -n3 tends 
to ~. If n 3>0 then it is clear that ~ given in (12) exceeds any 
constant ~0 , or in other words PK[~ ~ ~0 ln3>0] = 1. 
In summary then the power of the test of H:p=O, y1=y2 known 
against the alternative K:p=p 0 >0, y1=y2 known is 
PK[~ ~ ] ~ ~ o/o 
The first term on the right is just the power of the n 3 test given in 
section B. Table X gives the ~0 values and Table XI gives the power 
of the test for various p0 and sample sizes and a=.OS, .10, .20. In 
practice the procedure is to reject H if n 3>0 or if n3=0 and 
Imin(Xj, Yj) ~ x~(2n)/4y where y is the common known value of Y1 and 
y2 • This gives an a-level test of H against K. It is clear that this 
test is also uniformly most powerful for H:P=O, Y1=Y2=Y known against 
K:p>O, y1=Y2=Y known. 
2. y1 ~ Yz Known 
Suppose y1 and y2 are both known but Y1 ~ Y2 • Let Y denote 
max(Y1 , y2) and e-min(Y1 , y2)/Y. Note that Q<e<l. Without loss of 
Then 
in terms of y, E and p0 , the expression (11) becomes 
~ = n1 l~{(E-p )/E(l+p ) 0 0 
- n3(ln[Ey2hk] + 1 - exp{-yh} - exp{-yk} 
-ln[exp{-Eyh-yk+yp (E+l)min(h,k)/(l+p )]) 
0 0 
since n1 has a binomial distribution with parameters n and E/(E+l) 
For fixed n1 (and n2) as ~0 increases the probability above decreases 
so that ~0 can be chosen so that the above probability takes on a 
given value. In particular ~0 can be chosen so that 
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takes on a given value a which is the probability of the type I error. 
Given the values n, y, E, p0 and a the value of ~0 may be determined. 
Table XI gives ~0 for various n, E, p0 and a = .05, .10, .20. The 
maximum marginal parameter y is taken as 1 since when r1 and Yz are 
known the scale may be normalized with respect to the maximum of Y1 
'i,.1 
To compute the power of the test consider 
As in Section C-1 
= 1 - (1-p )n 
0 
PK[~ ~ ~oln3>0] = 1. 
The argument for the last equality is similar to that in Section C-1, 
so will not be repeated here. _To compute PK[~ ~ ~0 jn3=0] consider 
further conditioning on n1 • 
n 




As noted before 2AAU~x 2 (2n) where under K A=y(l+e:)l(l+p0 ). Hence 
Putting together (13) and (14) and summing over n1=0, 1, ••• , n with 
n2=n-n1 the power PK[~ ~ ~0 ] may be computed. The power of the test is 
n n n 
[1 - (l-p0 )n] + l n! (e-p0 ) 1 (1-e:p0 ) 2ln1 ln2! (l+e:)n • 
· n1=0 
P (x2(2n) ~ 2{~0 + n1ln[e:(l+p0 ) I (e:-p0 )] + n2ln[ (l+p0 ) I (1-e:p0 )] }/p0 ) 
Again note that the first term is just the power from the n test 
3 
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given in B. Table X gives the power of various n, £, p and a = .OS, 
0 
.10, .20. 
In practice reject H:p=O, y1~y2 known in favor of K:p=p 0 >0, 
Y1~Y2 known if n 3>o or if n3=0 and Lmin(Xj' Yj) ~ 
where ~0 is given in Table XI. 
If £•1, equivalently if y1=y2 , then the test given in this sec-
tion yields the same test as in Section C-1. When using Table X or 
XI the entries marked £=1 correspond to the test in Section C-1 where 
it is assumed that the common value y is scaled to unity. The test 
developed here in Section C will be referred to as the AD-n3 test. 
D. y1 = y 2 Unknown 
Suppose both y1 and Y2 are unknown but it is known that Y1=r 2 • 
Let y denote the common unknown value for y1 and y 2 • To test the 
composite hypothesis H:P=O, Y1=Y 2 unknown against the composite alter-
native K:p>O, Y1=Y2 unknown the following procedure is suggested. 
Given a random sample of size n from BVE(Y, Y, P) reject H if n3>o or 
if n 3=0 and the statistic 4AU/(AX+AY)>~0 where AU= Lmin(Xj,Yj), 
AX= LXj, AY = LYj. Here ~0 is a function of the sample size nand 
lev~l a of the test and may be found for given n and a by simulating 
the distribution of 4AU/(AX+AY) with P=O. ~0 then cuts off the upper 
a tail. The test appears to be independent of y. Table XII below 
gives ~ for n = 10, 20, 40 and a = .OS, .10, .20. The power for this 
0 
test has been found by simulation for various P values. These are 
given in Table XIII for sample sizes n•lO, 20, 40 and a=.20, .10, .05. 
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TABLE X 
POWER OF THE AU-n3 TEST 
a. = .20 
Sample Size 
_P_ E 4 10 20 40 100 
.01 1.0 .238 .285 .357 .477 .718 
.9 .238 .285 .357 .478 .718 
.7 .238 .286 .357 .478 .719 
.5 .239 .287 .359 .480 .721 
.3 .241 .290 .363 .485 .725 
.1 .243 .298 .377 .502 .742 
.05 .245 .302 .387 .520 .760 
.05 1.0 .374 .551 .738 .910 .996 
.9 .374 .551 • 738 .910 .996 
.7 .375 .552 .740 .911 .996 
.5 • 379 .557 .745 .914 .997 
.3 .388 .570 .756 .920 .997 
.1 .406 .613 .808 .949 .999 
.10 1.0 .517 .756 .920 .991 
.9 .517 .756 .921 .991 
.7 .519 .759 .922 .992 
.5 .527 .766 .926 .992 
.3 .545 .786 .937 .994 
.30 1.0 • 853 .986 1.000 
.9 .854 .986 1.000 
.7 • 860 .987 1.000 
.5 • 879 .991 1.000 
.so 1.0 .969 1.000 
.9 .969 1.000 
.7 .975 1.000 
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TABLE X Continued 
a = .10 
Sample Size 
_e_ e: 4 10 20 40 100 
.01 1.0 .140 .192 .271 .406 .678 
.9 .140 .192 .271 .406 .678 
.7 .140 .192 .272 .407 .678 
.5 .140 .193 .272 .408 .679 
.3 .141 .195 .275 .411 .682 
.1 .143 .199 .283 .422 .693 
.05 .143 .200 .287 .432 .706 
.05 1.0 .285 .481 .695 .893 .995 
.9 .285 .481 .695 .893 .995 
.7 .285 .482 .696 • 894 .995 
.5 .288 .486 .699 .896 .996 
.3 .292 .493 • 707 .901 .996 
.1 .302 .517 .742 .924 .998 
.10 1.0 .439 .711 .903 .989 
.9 .439 • 711 .903 .989 
.7 .441 • 713 .904 .989 
.s .445 • 718 .907 .990 
.3 .456 .731 .916 .992 
.30 1.0 • 819 .982 1.000 
.9 .819 .982 1.000 
.7 .824 .983 1.000 
.5 .838 .986 1.000 
.so 1.0 .959 1.000 
.9 .960 1.000 
.7 .965 1.000 
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TABLE X Continued 
a. = .OS 
Sample Size 
_P_ e: 4 10 20 40 100 
.01 1.0 .090 .144 .227 .370 .657 
.9 .090 .144 .227 .370 .657 
.7 .090 .145 .228 .370 .657 
.s .091 .145 .228 .370 .658 
.3 .091 .146 .230 .372 .659 
.1 .092 .148 .234 .378 .666 
.05 .092 .149 .236 .383 .674 
• 05 1.0 .238 .444 . .670 .884 .995 
.9 .238 .444 .670 .884 .995 
.7 .238 .445 .671 • 884 .995 
.s .239 .446 .673 • 885 .995 
.3 .242 .451 .678 .888 .995 
.1 .246 .463 .698 .905 .997 
.10 1.0 .396 .685 • 893 .988 
.9 .396 .685 .893 .988 
.7 .397 .686 .894 .988 
.s .400 .689 .896 .988 
.3 .406 .698 .902 .990 
.30 1.0 .797 .978 1.000 
.9 .797 .979 1.000 
.7 • 800 .979 1.000 
.s .809 .982 1.000 
.so 1.0 .953 .999 
.9 .953 .999 
.7 .957 1.000 
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TABLE XI 
CRITICAL VALUES FOR THE AU-n3 TEST 
C£ = .20 
Sample Size 
_e_ E 4 10 20 40 100 
.01 1.0 -.025 -.076 -.166 -.352 -.928 
.9 -.025 -.076 -.166 -.352 -.927 
.7 -.024 -.074 -.164 -.349 -.923 
.5 -.021 -.070 -.157 -.341 -.910 
.3 -.014 -.058 -.142 -.320 -.881 
.1 .004 -.015 -.088 -.249 -.784 
.05 .009 .006 -.018 -.194 -.698 
.05 1.0 -.138 -.405 -.876 -1.851 -4.851 
.9 -.137 -.404 -. 875 -1.850 -4.850 
• 7 ·-.132 -.396 -.866 -1.838 -4.838 
.5 -.116 -.375 -.839 -1.807 -4.809 
.3 -.077 -.322 -. 776 -1.741 -4.770 
.1 .014 -.084 -.615 -1.637 -5.133 
.10 1.0 -.301 -.869 -1.865 -3.918 
.9 -.300 -.867 -1.863 -3.916 
.7 -.289 -.853 -1.848 -3.903 
.5 -.257 -.813 -1.808 -3.876 
.3 -.174 -.723 -1.736 -3.880 
.30 1.0 -1.204 -3.301 -6.927 
.9 -1.200 -3.299 -6.930 
.7 -1.161 -3.285 -6.979 
.s -1.056 -3.322 -7.309 
.so 1.0 -2.556 -6.813 
.9 -2.548 -6.822 
.7 -2.494 -7.030 
62 
TABLE XI Continued 
a = .10 
Sample Size 
_e_ £ 4 10 20 40 100 
.01 1.0 -.014 -.059 -.144 -.322 -.881 
.9 -.014 -.059 -~143 -.322 -.880 
.7 -.013 -.057 -.140 -.317 -.874 
.5 -.009 -.051 -.132 -.305 -.855 
.3 -.001 -.037 -.111 -.275 -.809 
.1 .016 .008 -.036 -.174 -.657 
.05 .021 .025 .015 -.056 -.514 
.05 1.0 -.082 -.324 -.768 -1.704 -4.627 
.9 -.082 -.323 -.767 -1.702 -4.624 
.7 -.075 -.313 -. 752 -1.683 -4.600 
.s -.056 -.283 -.712 -1.630 -4.534 
.3 -.013 -.210 -.615 -1.510 -4.401 
.1 .073 .024 -.222 -1.149 -4.322 
.10 1.0 -.195 -.715 -1.659 -3.637 
.9 -.194 -.713 -1.656 -3.634 
. 7 -.180 -.692 -1.629 -3.604 -
.s -.140 -.633 -1.557 -3.526 
.3 -.047 -.489 -1.396 -3.390 
.30 1.0 -.934 -2.912 -6.403 
.9 -.929 -2.906 -6.400 
.7 -.872 -2.851 -6.383 
.s -. 714 -2.744 -6.384 
.so 1.0 -2.168 -6.251 
... 
.9 -2.153 -6.246 
.7 -2.020 -6.257 
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TABLE XI Continued 
a. = .os 
Sample Size 
_£_ E: 4 10 20 40 100 
.01 1.0 -.003 -.04S -.124 -.296 -.842 
.9 -.003 -.044 -.124 -.29S -.841 
.7 -.002 -.042 -.120 -.290 -.832 
.s .002 -.03S -.110 -.27S -.808 
.3 .011 -.018 -.08S -.238 -.750 
.1 .027 .02S -.003 -.116 -.556 
.05 .032 .041 .039 -.001 -.377 
.OS 1.0 -.031 -.2S3 -.674 -1.578 -4.437 
.9 -.030 -.2S2 -.672 -1.575 -4.399 
.7 -.023 -.239 -.655 -1.551 -4.399 
.5 -.002 -.204 -.604 -1.482 -4.304 
.3 .043 -.119 -.482 -1.320 -4.098 
.1 .126 .110 -.046 -. 798 -3.683 
.10 1.0 -.098 -.S79 -1.479 -3.396 
.9 -.096 -.S76 -1.441 -3.392 
• 7 -.080 -.SSl -1.441 -3.348 
.s -.036 -.478 -1.344 -3.232 
.3 .062 -.303 -1.120 -2.991 
• 30 1.0 -.687 -2.S66 -5.947 
.9 -.680 -2.5S8 -S.940 
.7 -.613 -2.474 -s. 873 
.5 -.427 -2.269 -S.806 
.so 1.0 -1.810 -5.751 
.9 -1.791 -S.736 











CRITICAL VALUES FOR H:p=O VS. K:p>O 






POWER FOR 4AU/ (AX+AY) TEST 
n a.=.20 a.=.lO a.=.OS 
10 .526 .459 .425 
20 .737 .699 .678 
40 .908 • 897 .891 
100 .996 .996 .993 
10 .733 .689 .669 
20 .910 .895 .886 
40 .991 .988 .987 
10 .981 .977 .974 
20 .9998 .9998 .9995 


















The simulated values given in Tables XII and XIII were based on 
8»000 samples of size 10» 4000 samples of size 20 and 2000 samples of 
size 40. 
By comparing the power of this test with that of the n 3 test of 
Section B tabled in Table IX it is found that this test is superior 
to that of the n 3 test in the case where Yl and y2 are unknown but 
equal. The AU-n3 test of Section C-1 gives an upper bound to the 
power attainable. 
The motivation for the statistic 4AU/(AX+AY) is based on the fact 
that 2AAU~x2(2n) and both 2yAX and 2yAY are distributed as x2(2n). 
If p=O then 2yAX and 2yAY are independent so that 2yAX+2yAY would be 
distributed as x2 (4n). Also if p=O, A=2y. Though AU is not inde-
pendent of AX+AY, a ratio of ChiSquare statistics divided by their 
degrees of freedom leads one to consider (2AAU/2n)/(2yAX+2yAY)/4n = 
4AU/(AX+AY) with the unknown parameter y dropping out. This statistic 
does a reasonable job of indicating whether p=O or p>O as indicated 
by Table XIII. 
E. Discussion 
A test for H:p=O against the alternative K:p>O has been given 
in Section B which is valid whether the marginal parameters Y1 , Yz are 
known or not. When the parameters are unknown but equal an improved 
test is given in Section D. When the parameters y1 , Y2 are known and 
equal then the test given in Section C-2 is uniformly most powerful. 
In other words the power given by the test in Section B serves as a 
lower bound for tests of H agains~ K and the power given by the test 
in Section c aeJrYes as an upper bound for tests of H against K. It 
iit· •~teen (~th;a:t fo~ large .n aad/or large alternative p the power of each 
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of these tests is close to the power given by the simple test based on 
n3. For example if n=lOO and the alternative value of p is .05 then 
the power of the test based on n 3 alone which has a-level zero is 
.9941. If the marginal parameters were known and equal the power is 
.9948s .9954, .9962 for a-level tests of .05, .10, .20, respectively. 
There is not much gain in power in assuming the marginal parameters 
known and equal. As another example consider n=lO and the alternative 
value of p=.3. The power of the n 3 test is .9718 whereas if the 
marginal parameters were known and equal the power is .9784, .9816, 
.9860 for a-level tests of .05, .10, .20, respectively. The gain in 
power over the n3 test is significant when·n and p are small. For 
example, if n=20 and p=.l the ~ test gives a power of .878 whereas if 
the marginal parameters were known and equal the power is .894, .903, 
.920 for a-level tests of .05, .10, .20, respectively. If the mar-
ginal parameters were unknown but equal then t~e power is .886, .895, 
.914 for a-level tests of .05, .10, .20 respectively. 
These results also indicate that one could not hope to improve 
much over the n 3 test with all parameters unknown even though it has 
a=O since it is so close to the UMP test for the special case. 
F. Confidence Regions for p and Marginal Parameters 
Let. {(Xj, Yj)}be a random sample of size n from BVE(y1 , y 2 , p). 
Since n3 (number of (Xj' Yj) such that Xj=Yj) has a binomial distribu-
tion with parameters n and p, a confidence interval for p may be 
based on n3 • Tables are available to find numbers p1 and p2 as func-
tions of n 3 and n such that (p1 , p2) is a 100a1% confidence interval 
for the parameter p. Also 2ALmin(Xj,Yj) has a Chi-Square distribution 
with 2n degrees of freedom as noted previously. So a confidence 
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interval on A may be obtained in terms of the statistic AU=tmin(Xj,Yj). 
For example, a lOOa% two-sided confidence interval for A is (A/2AU,B/2AU) 
where A=x~(2n), B=xfi(2n) and a=(l-a)/2, b=l-a. 
When p=O, A=y1+y2 • So a confidence interval on y1+y2 may be 
based on the statistic AU=Lmin(Xj,Yj) when X andY are uncorrelated. 
(A/2AU, B/2AU) is a 100a2% confidence interval for y1+y2 when P=O 
where A=x!(2n), B=x~(2n) with a=(l-a2)/2 and b=l-a. 
This same interval (A/2AU, B/2AU) may be used as an approximate 
lOOa2% confidence interval for y1+r2 when p>O. However, since E(AU) = 
n/A=n(l+p)/(y1+y2) it is clear that .the interval should be shifted 
to the right due to the factor (l+p). Using this approximate con-
fidence interval the actual confidence was computed by simulation. 
Table XIV compares the actual confidence with the approximate con-
fidence for various p. Eight thousand samples of size 10, 4000 
samples of size 20 and 2000 samples of size 40 were used. 
TABLE XIV 
ACTUAL CONFIDENCE FOR APPROXIMATE lOOa% 
CONFIDENCE INTERVAL ON y 
_J_ _P _ n a=.95 a=.90 a=.80 
1 .05 20 .940 .883 .781 
40 .947 .895 .793 
100 .949 .900 .795 
1 .10 20 .937 .880 .768 
40 .945 .882 .773 
100 .948 .900 .790 
200 .952 .905 .798 
1 .30 20 .899 .830 .720 
40 .908 .847 .732 
100 .928' .864 .755 
If it is known that y1=y2 then an approximate 100a2% confidence 
interval for y, the common value of r 1 • r 2 , is (A/4AU, B/4AU). 
Now A = (Y1+r2)/(l+p) and 2AAU~x2 (2n) together ~ply that 
(A/2AU, B/2AU) is really a lOOai% confidence interval for 
(yl+y2)/(l+p). Since AU and n3 are independent, the region defined 
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by A/2AU < (yl+y2)/(l+p) < B/2AU and pl < p < p2 is a joint 100a1a 2% 
confidence region for p and y1+y2 • This will be illustrated for the 
case when Y1=Y2=y. That is, the region defined by A/4AU < y/(l+p)<B/4AU 
and P1 < P < P2 is a joint lOOa1a2% confidence region for p and y. 
Given n3 and AU the confidence region appears as in Figure 2. 
1 
OL------------------------------------0 y-Axis 
Figure 2. A Joint Confidence Region for p and y. 
The (y, p) coordinates of the points P1 , P2 , P3 , P4 are p = 1 
IA(l+pl)/4AU, pl], p2 = [A(l+p2)/4AU, p2], p3 = [B(l+p2)/4AU, p2], 
p4 = [B(l+p1 )/4AU, p1 ]. By using they values of points P1 and P3 it 
is clear that [A(l+p1)/4AU, B(l+p 2)/4AU] is at least a 100a1a 2% con-
fidence interval for y. By adjusting a1 and a2 such that ala2 is 
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fixed one may be able to shorten this confidence interval for y. For 
the examples considered by the author it was found that there is not 
much gain over choosing a 1=a2 • To illustrate the method suppose n=20 
and n3=1 and AU=l5. Take a 1=a2=.95, so a 1a 2=.9025. Now p1 and p2 
are found to be .01 and .25 so that (.01, .25) is a 95% confidence 
interval for p. A/4AU and B/4AU are respectively, .41 and .99 since 
A= x~025 (40) = 24.4 and B = x~975 (40) = 59.3. A(l+p 1)/4AU = .42 and 
B(l+p2)/4AU = 1.24 so that (.42, 1.24) is at least a 90.25% confidence 
interval for y. The true values of p and y were .1 and 1, respec-
tively. Shifting the approximate 95% confidence interval (.41, .99) 
for y by l+p = 1.1 yields (.45, 1.09). In this example the approxi-
mate 95% confidence interval for y did not cover y. The procedure for 
one-sided and/or two-sided combinations for P and yl+y2 may be ob-
tained in similar ways. 
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VII. RELIABILITY ESTIMATION 
A. Introduction 
Suppose X and Y are random variables with joint distribution 
function F(x,y). If X andY denote the life times of two compone~ts 
then it is natural to consider the reliability of a system with the 
two components in series or in parallel. In the case of two compo-
nents in seriess a success is defined by the event X> c and y > c 
where c is a specified time. The series system is termed a success if 
both components survive at least time c. Hence the reliability of the 
two component series system is P[X > c, Y > c] = P[min(X,Y) > c] = 
F(c,c). In the case of two components in parallel, a success is de-
fined by the event X > c or Y > c where c is a specified time. The 
parallel system is termed a success if at least one component sur-
vives at least time c. Hence the reliability of the two component 
parallel system is 1- P[X < c, Y < c] = P[max(X,Y) > c] = 1- F(c,c). 
If X and Y are assumed independent when in fact they are de-
pendent the estimation of these reliabilities may be quite misleading. 
Suppose (X,Y)~BVE(y1 , y2 s p) with p > 0, but it is assumed that 
(XsY)~BVE(y1 , y2 , 0) or equivalently X and Y are independent and each 
has a marginal distribution which is an exponential with parameters 
Yls y2 , respectively. In Section D examples are given to compare the 
reliability estimation based on the assumption of independence when 
in truth the random variables are distrubuted as BVE(yl' Y2' p) with 
p > 0. Section E gives another illustration (based on the concept of 
a ·tolerance region) of the discrepancy between an independent analysis 
wbeD ~random varia~lea·are positively correlated. In Section B a 
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point estimate for the series reliability and an exact lower confidence 
limit for the series reliability is given. In Section C a point esti-
mate for the parallel reliability and an asymptotic lower confidence 
limit for the parallel reliability is given. 
B. Two Component Series System 
Suppose (X,Y)~BVE(y1 , y2 , p) and X denotes the lifetime of compo-
nent I and Y denotes the lifetime of component II where the two compo-
nents are in series. Then the reliability of this series system is 
Rs • P[min(X,Y) > a] where a system success is defined as the event 
min(X,Y) > c. Now min(X,Y) has an exponential distribution with pa-
rameter A = (y1+y2)/(l+p) so Rs = exp{-Ac}. A point estimate Rs of 
Rs is obtained by replacing the parameter A with a point estimate. 
That is, Rs = exp{-~c}. There are at least three point estimates of 
Rs available since ~ may be found by each of the three methods MLE, 
PROP or ACE referred to in Chapters IV and V. These will be compared 
in Section D. 
Since Rs is a monotone function of A, a lower confidence limit 
for R is available if an upper confidence limit can be found for A. 
s 
Such is the case since 2ALmin(Xj, Yj) = 2AAU has a Chi-square distri-
bution with 2n degrees of freedom. Hence P[O < 2AAU < x~(2n)] =a 
implies that A= X~(2n)/2AU is an upper lOOa% confidence limit for A 
where AU is based on a random sample of size n from BVE(Yl, Y2, P). 
Now 0 < A < A implies exp{-Ac} < exp{-Ac} = Rs < 1 so that exp{-Ac} is 
a lower lOOa% confidence limit for Rs. 
It should be noted that X and Y need not represent lifetimes of 
the components but could represent any pair of responses which have a 
B:vBD and . .l!lucceas is defiued as min(X,Y) > c. For example X andY may 
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represent two different responses from the same component. The anal-
ogous remark should be clear for the next section concerning the two 
component parallel system where success is defined by max(X,Y) > c. 
C. Two Component Parallel System 
Suppose (X,Y)'VBVE(y1 , y2 , p) and X denotes the lifetime of 
component I and Y denotes the lifetime of component II where the two 
components are in parallel. Then the reliability of this two compo-
nent parallel system is ~ = P[max(X,Y) > c] where a system success is 
defined as the event max(X,Y) > c. P[max(X,Y) > c] was found in 
Chapter III to be the expression exp{-y1c} + exp{-y2c} - exp{-Ac} 
where A = (y1+y2)/(l+p). Hence a point estimate of~ is ~ = 
exp{-y1c} + exp{-y2c} - exp{-~c} where y1 , y2., ~ are point estimates 
of y1 , y 2 , A, respectively. Again at least three point estimates of 
Rp are available from the three estimation methods, MLE, PROP and ACE. 
These will be compared in Section D. 
Obtaining a lower confidence limit for Rp presents a problem 
since ~ is not a monotone function of a single parameter. However, 
an asymptotic result may be obtained in the following manner. Let ~­
S(Al' AZ' AJ) where Al = (y1-PYz)/(l+p), Az = (Yz-PYl)/(l+P), A3 = 
A A A A 
p(y1+y2)/(l+P) and A= (y1+y2)/(l+P). Then~= g(A1 , A2 , A3). Now 
E(R ) = R + 0(1/n) where the estimates are based on a sample of size 
p p 
n. That is, Rp is consistent. Expanding the function g through 
linear terms about the point (A1 , A2 , A3) it is found that ~ = ~ + 
gl(~1-A1 ) + g2(~2-A2 ) + g3 (~3-A 3 ) +terms of degree two or greater in 
(~1-A1 ), (~2-A2), (~3-A3) where gi denotes the partial of g with re-
speet to its ith argument evaluated at (A1 , A2' A3)' i=1,2,3. By 
" taking the expected value ·of· (RP ... R.p) one obtains 
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By replacing Cov(~i'~j) with the corresponding term in the covariance 
matrix of the asymptotic distribution of (~1 , ~2 , ~ 3 ) in the above ex-
,.. 
pression one obtains Var(Rp) as a function of A.l, A.2, A. 3 , alone, call 
it h(A.l' A.2' A3)' plus terms of order n-312 • So n·Var(~) is asymp-
totically n•h(:A1 , A.z, A.3) • 
,.. 
h(~l,~2,~3). An estimate of Var(~) is then 
An approximate 100(1-a)% lower confidence limit for ~ then is 
Rp- za[h61, ~2' ~3)] 1/2 where Za is the normal abscissa such that 
the integral of the standard normal density from za to ~ is a. In 
Table XV below the actual confidences when R = .75, .90, .95 are p 
compared to the desired level based on simulations for n=20, 40, 100. 
As n increases the actual confidence approaches the desired level. 
D. Effect of Erroneous Assumption of Independence 
Suppose (X,Y)~BVE(yl, Y2, p) where P > 0. On the basis of a 
random sample of size n from this distribution a point estimate and a 
lower lOOa% confidence limit is required for Rs or ~· If the assump-
tion is made that X and Y are independent random variables each with 
an exponential distribution with parameters Yl, Y2, respectively, the 
estimation of Rs or Rp would be in error. In general Rs will be 
underestimated and Rp will be overestimated. Since Rs = exP{-A.c} 
where A = (y1+Yz)/(l+P), by assuming erroneously that p=O the estimate 
for R would be based on an estimate for just Y1 + Y2 which is in s 
general larger than that for (y1+y2)/(l+p). Hence the independent 
analysis would lead to an underestimate of Rs with a corresponding 
conservative lower confidence limit for Rs. From the form of 
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TABLE XV 
ACTUAL CONFIDENCE FOR APPROXIMATE 100a% LOWER 
CONFIDENCE LIMIT ON R p 
~=.75 ~=.90 ~=-95 
_l_ E _P_ n a=.80 a=.95 a=.80 a=.95 a=.80 a=.95 
1.0 1.0 .05 20 810 938 797 912 751 860 
40 826 946 802 936 786 906 
100 819 940 809 936 805 924 
1.0 1.0 .10 20 818 935 790 900 765 869 
40 818 939 796 921 779 912 
100 830 953 806 938 786 927 
1.0 .5 .10 40 886 982 846 952 816 930 
100 885 990 833 965 810 946 
1.0 1.0 .30 20 820 941 803 932 798 929 
40 809 945 800 936 799 935 
100 818 945 812 944 800 939 
. ~ ~ ' '·. .. ~·· ·' ·. t 
~ = exp{-ylc} + exp{-y2c}- exp{-Ac}, the erroneous assumption of 
p=O would lead to an overestimate of ~ with a corresponding over-
optimistic lower confidence limit for Rp. 
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When p=O is assumed then the distribution of (X,Y) is considered 
to have density f(x,y) = y1y2exp{-y1x-y2y}. The maximum likelihood 
estimates for y1 and y2 based on a sample of size n are y1 = n/lXj and 
y2 = n/lYj. When p=O is assumed, Rs is computed by exP{-(yl+y2)c} with 
Y1 and Y2 the maximum likelihood estimates given above. Similarly 
when p=O is assumed, ~ is computed by exp{-y1c} + exp{-y2c} -
exp{-(y1+r2)c}. 
The number c was chosen to give an expected reliability of .75, 
.90 or .95. This was accomplished by solving for c in the equation 
Ra = exp{-Ac} or Bp = exp{-ylc} + exP{-y2c} - exp{-Ac} where A = 
(yl+y2)/(l+p). Then samples of size n were generated from BVE(y1 ,y2 ,p) 
and ~ and ~ were computed for each sample by the methods of MLE, 
PROP, ACE not assuming p=O and also by the method in the preceding 
paragraph where p=O was assumed, that is, the independent analysis. 
Also 80% and 95% lower confidence limits for Rs and ~ were computed 
for each of the ~our methods from the simulated distributions of Rs 
A 
and Rp. 
Tables XVI and XVII compare the simulated mean of Rs and ~ for 
A 
the three estimation methods MLE, PROP and ACE with the mean of Rs and 
~ based on the assumption of independence. The numbers are based on 
simulations. For n=lO, 8000 samples were used; for n=20, 4000 samples 




SERIES RELIABILITY ESTIMATES 
Dependent Analysis Independent True 
_J_ e: 
_P_ n MLE PROP ACE MLE R 
1.0 1.0 .10 10 .726 .747 .751 .704 .75 
.888 • 897 .899 • 878 .90 
.943 .948 .949 .938 .95 
20 .740 .750 .751 .718 .75 
.895 .900 .900 .885 .90 
.947 .950 .950 .942 .95 
40 .743 .749 .749 .722 .75 
.897 • 899 .899 .887 .90 
.948 .950 .950 .943 .95 
100 .747 .749 .749 .726 .75 
.898 • 899 .899 .889 .90 
.949 .950 .950 .944 .95 
1.0 1.0 . 30 10 .727 .748 .752 .664 .75 
.888 • 898 .899 .859 .90 
.943 .948 .949 .928 .95 
20 .740 .750 .752 .677 • 75 
.895 .900 .900 .866 .90 
.947 .950 .950 .932 .95 
40 .744 .749 .750 .681 .75 
.897 .899 .900 .869 .90 
.948 .950 .950 .934 .95 
100 .747 .749 • 749 .685 .75 
.899 .900 .900 .871 .90 
.949 .950 .950 .935 • 95 
1.0 1.0 .OS 10 .727 .748 .751 .716 .75 
.888 .898 • 899 .884 .90 
.943 .948 .949 .941 .95 
20 .740 .751 .752 .729 .75 
.895 .900 .900 .890 .90 
.947 .950 .950 .945 .95 
40 • 743 .749 .748 .732 .75 
.897 .899 .899 .892 .90 
.948 .950 .949 .946 .95 
100 .748 .750 .750 .737 .75 
.900 .900 .900 .894 .90 
.950 .950 .950 .947 .95 
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TABLE XVI Continued 
Dependent Analysis Independent True 
_:y_ € _P_ n MLE PROP ACE MLE R 
1.0 .5 .10 10 .728 .749 .754 .707 .75 
.889 • 898 .900 .879 .90 
.944 .949 .949 .939 .95 
20 .738 .749 .751 .717 .75 
.894 .899 .900 .885 .90 
.947 .949 .950 .942 .95 
40 .744 .750 .751 .723 .75 
.897 .900 .900 .888 .90 
.949 .950 .950 .944 .95 
100 .748 .750 .751 .727 .75 
.899 .900 .900 .890 .90 
.950 .950 .95o· .945 .95 
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TABLE XVII 
PARALLEL RELIABILITY ESTIMATES 
Dependent Analysis Independent True 
y E p n MLE PROP ACE MLE 2._ 
1.0 1.0 olO 10 o726 o756 o765 0 759 o75 
0 886 o900 o902 o917 o90 
o942 o949 o949 o966 o95 
20 o740 o756 o758 o773 o75 
o895 o902 o902 o926 o90 
o947 o951 o950 o971 o95 
40 o743 o751 o752 0 777 o15 
.896 .900 .900 .927 .90 
.948 .950 .950 .972 .95 
100 o748 .751 o750 o781 o75 
o899 .900 o900 o929 o90 
o950 o950 o950 o972 o95 
1.0 1.0 o30 10 o730 o757 o760 o823 o75 
o889 o901 o901 o958 o90 
o944 o950 o950 o987 o95 
20 o741 o755 o756 o836 o75 
o896 o901 o901 o962 o90 
o948 o951 .950 o989 o95 
40 o744 o751 .752 .839 0 75 
o897 o900 o900 o964 o90 
o948 o950 o950 o989 o95 
100 o748 o751 0 751 0 843 o75 
o899 o900 .900 o965 o90 
o950 o950 o950 o990 o95 
1.0 0.5 0.1 10 o729 o759 o768 0 762 o75 
.888 o902 o903 o920 o90 
o943 .950 o950 o968 o95 
20 o137 o753 o758 0 771 o75 
o893 .901 .901 o925 o90 
o946 o950 o950 o971 o95 
40 0 744 .752 o755 o778 o75 
.897 o901 .901 o929 .90 
o948 .950 .950 .973 .95 
100 .748 • 751 .752 .782 .75 
.899 .900 .900 .931 .90 
.949 .950 .950 .973 .95 
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Tables XVIII and XIX compare the lower 80% and 95% confidence 
limits for Rs and ~ for each of the methods MLE, PROP, ACE with that 
of the independent analysis. 
By examining these tables the following observations may be made. 
For the dependent analysis the method of estimation using MLE or PROP 
is superior to that of ACE since the variance of the MLE and PROP 
estimates for Rs and ~ is smaller than that of the ACE estimates for 
Rs and ~· Consequently the lower confidence limits for Rs and ~ are 
tighter for MLE and PROP estimation than for ACE estimation. 
The independent analysis underestimates R and overestimates R • 
s p 
The discrepancy of the under or over estimation becomes greater as 
the sample size n increases or as the value of p increases. The 
discrepancy becomes so severe that in the example of (y1 , y 2 , p) = 
(1, 1, .1) with sample size n=40 the independent analysis leads to a 
95% lower confidence limit for Rp=.90 of .900 and an 80% lower con-
fidence limit for Rp=.90 of .915 which are obviously over-optimistic. 
That is, the true value for Rp is .90 and yet a sample of size 40 will 
consistently give 80% and 95% lower confidence limits which exceed the 
true value. This illustrates that using an independent analysis when 
in fact p>O may be very misleading especially in the parallel situa-
tion. In the series situation the independent analysis is too con-
servative in the sense that the correct dependent analysis would lead 
to more information. For example, consider again (y1 , r 2 , p) = 
(1, 1, .1) and n=40. A lower 95% confidence limit for Rs=.75 is ex-
pected to be .703 using PROP whereas the independent analysis only 
yields on the average .672. 
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TABLE XVIII 
COMPARISON OF lOOa% LOWER CONFIDENCE LIMITS FOR R 
s 
Dependent Analysis Independent True 
y e: p n MLE PROP ACE MLE ~ a 
1.0 1.0 0.1 20 .676 .688 .664 .647 .75 .95 
.709 .721 • 712 .686 .80 
.865 .871 .860 .852 .90 .95 
.882 .886 .883 .871 .80 
.932 .933 .929 .924 .95 .95 
.941 .942 .941 .934 .80 
40 .697 .703 .686 .672 .75 .95 
.722 .727 .720 .699 .80 
.875 .879 .871 .863 .90 .95 
.886 .890 .887 .876 .80 
.935 .938 .933 .931 .95 .95 
.942 .943 .942 .937 .80 
100 .721 .722 .712 .697 .75 .95 
.734 .736 • 732 .712 .80 
.884 .886 .881 .874 .90 .95 
.892 .893 .891 .882 .80 
.941 .941 .940 .934 .95 .95 
.943 .944 .944 .941 .80 
1.0 1.0 0.3 20 .670 .682 .662 .600 .75 .95 
.709 .720 .713 .638 .80 
.863 .869 .860 .823 .90 .95 
.881 .886 .883 .848 .80 
.931 .932 .929 .910 .95 .95 
.940 .942 .941 .922 .80 
40 .694 .700 .684 .618 • 75 .95 
.721 .726 .721 .653 .80 
.874 .877 .870 .838 .90 .95 
.886 .890 .886 .855 .80 
.935 .937 .933 .917 .95 .95 
.942 .943 .942 .925 .80 
100 .718 .720 .711 .651 .75 .95 
.733 .735 .732 .669 .80 
.883 .885 .881 .852 .90 .95 
.892 .893 .892 .863 .80 
.941 .941 .940 .923 .95 .95 
.943 .944 .944 .931 .80 
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TABLE XVIII Continued 
Dependent Analysis Independent True 
y e: p n MLE PROP ACE MLE ~ a -
1.0 1.0 .05 20 .674 .6S7 .664 .661 .75 .95 
.710 .722 .713 .697 .so 
.S65 .S71 .861 • S60 .90 .95 
.SS2 • SS7 .SS3 .S76 .so 
.931 .933 .930 .92S .95 .95 
.941 .942 .941 .937 .so 
40 .697 • 704 .685 .6S5 .75 .95 
.722 .72S .720 .710 .so 
.S75 .S79 .S71 .S70 .90 .95 
.sss .S90 .SS6 .882 .80 
.935 .93S .933 .932 .95 .95 
.942 .943 .942 .941 .so 
100 .720 .722 .713 • 708 .75 .95 
.734 .736 .732 .723 .80 
.884 .885 .8S2 .S81 .90 .95 
.892 .S93 .S92 .S87 .so 
.941 ~941 .941 .940 .95 .95 
.944 .944 .944 .942 .so 
1.0 0.5 0.1 20 .667 .680 .661 .639 .75 .95 
• 706 .718 .712 .682 .80 
.862 .S67 .859 .848 .90 .95 
.880 .S85 .883 .869 .80 
.930 .932 .928 .922 .95 .95 
.940 .942 .941 .933 .so 
40 .695 .701 .690 .672 .75 .95 
.722 .728 .724 .699 .so 
.874 .878 .872 .S63 .90 .95 
.887 .S90 .889 .877 .80 
.935 .93S .934 .931 .95 .95 
.942 .943 .943 .937 .80 
100 .721 .722 .714 .696 .75 .95 
.734 .736 .732 .712 .80 
.884 .885 .882 .874 .90 .95 
.892 .893 .892 .882 .80 
.941 .941 .941 .934 .95 .95 
.944 .944 .944 .941 .80 
'~ • ' > 
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TABLE XIX 
COMPARISON OF lOOa% LOWER CONFIDENCE LIMIT ON ~ 
Dependent Analysis Independent True 
y £ p n MLE PROP ACE MLE ~ a 
1.0 1.0 0.1 20 .632 .651 .612 .678 .75 .95 
.693 • 709 .695 .731 .80 
.835 .844 .824 .886 .90 .95 
.868 .876 .870 .910 .80 
.911 .915 .904 .953 • .95 .95 
.931 .935 .932 .963 .80 
40 .666 .675 .646 .708 .75 .95 
• 707 .716 .705 .745 .80 
.854 .859 .844 .900 .90 .95 
.876 .881 .876 .915 .80 
.921 .923 .917 .960 .95 .95 
.935 .938 .936 .965 .80 
100 • 704 • 706 .688 • 743 .75 .95 
.727 .731 .723 .763 .80 
.875 .876 .868 .913 .90 .95 
.887 .888 .886 .922 .80 
.933 .934 .931 .962 .95 • 95 
.942 .943 .941 .969 .80 
1.0 1.0 0.3 20 .637 .649 .618 • 750 .75 .95 
.694 .707 .699 .800 .80 
.842 .847 .833 .938 .90 .95 
.872 .878 .874 .953 .80 
.917 .921 .913 .980 .95 .95 
.934 .938 .935 .983 .80 
40 .666 .671 .653 .171 • 75 . 95 
.710 .716 • 708 • 824 .80 
.858 .861 .852 .946 .90 . 95 
.880 .883 .879 .956 .80 
.927 .928 .924 .981 .95 .95 
.939 .940 .939 .984 . 80 
100 • 705 .709 .696 • 811 .75 . 95 
.728 .730 .724 .886 .80 
.876 .879 .873 .953 .90 .95 
.889 .890 .887 .961 .80 
.936 .936 .934 .981 .95 .95 
.943 .943 .943 .984 .80 
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TABLE XIX Continued 
Dependent Analysis Independent True 
y E p n MLE PROP ACE MLE ~ a 
1.0 0.5 0.1 20 .627 .647 .601 .672 .75 .95 
.690 .705 .688 .728 .80 
.831 .840 .821 .885 .90 .95 
.866 .874 .867 .910 .80 
.907 .913 .903 .953 .95 .95 
.930 .934 .931 .963 • 80 
40 .672 .682 .653 .713 .75 .95 
.710 .719 .707 .748 .80 
.857 .861 .847 .903 .90 .95 
.879 .883 .877 .917 .80 
.923 .924 .919 .961 .95 .95 
.937 .940 .936 .966 .80 
100 .708 .711 .688 .743 .75 .95 
.727 .731 .722 .765 .80 
.875 • 876 .866 .915 .90 .95 
.887 .888 .885 .923 .80 
.933 .933 .931 .964 .95 .95 
.942 .942 .942 .971 .80 
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E. An Illustration Based on a Tolerance Region Approach 
Consider a two component system and suppose (X,Y)~BVE(y1 , y2 , p) 
with p>O where X denotes a response from one component and Y denotes a 
response from the second component. Suppose further that a system 
success is defined by the event S={X~a1 and Y~a2 } where a 1 and a 2 are 
specified. S will be referred to as the specification region. For 
example, if X and Y denote life times of the components, a system sue-
cess is such that the first component survives at least time a 1 and 
the second survives at least az. For the special case when a1=az 
S could be interpreted as success for a two component series system. 
Then the reliability R for the system is the probability that (X,Y)ES. 
Now 
R = P [(X, Y) £ S] = f /dF(x,y) = F(a1 ,a2) = exp{-A.1 a1-x2a 2-A.3max(a1 ,a2)}. 
s 
As in the previous sections an estimate of R may be obtained by re-
placing the unknown parameters in the above expression with estimates. 
However a different approach is taken here. 
In {16] Bain considers the evaluation of the reliability of a 
system of components where the components follow a joint exponential 
distribution through the approach of a tolerance region. A set T is 
called an (o,R) tolerance region if P{P[(X,Y) £ T] ~ R} = o. This 
means that with o confidence at least lOOR% of the population falls 
in T. If such an (o,R) tolerance region T is calculated on the basis 
of a sample and T is contained in the specification set S, then with 
at least lOOo% confidence the reliability of the system is at least R. 
In the case where X and Y are considered independent each with ex-
ponential -.rginals with parametera ¥l and y2 , respectively then such 
an (a,R) tolerance region T has been developed in [16]. T has the 
form T = {(X,Y)Ix ~ cnX, Y ~ cnY where c = -2 ln(R)/x~(4n). The 
method to be considered in this section will be as follows. Given a 
and R from the above independent analysis the actual confidence a' 
will be found for the same R by simulating the P{P[(X,Y) £ T] ~ R} 
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where T is chosen as if X and Y were independent but the samples will 
come from BVE(y1 , y2 , p) with p>O. In this way a comparison of the 
confidence a given by the independent analysis will be made with the 
actual confidence a' ~hen p is in fact positive. It will be noted 
that a' is not a function of R. Also a comparison will be made by 
keeping the confidence a fixed and computing the actual content R' 
when the samples come from BVE(y1 , y2 , p) with p>O. Here it appears 
that R' is independent of n and a. These comparisons are made in 
Tables XX and XXI. The following observation should be made. The 
independent analys'is gives conservative values for R and a compared to 
the corresponding dependent analysis. +bat is, if in fact p>O but yet 
the assumption is independence (p=O), then the values for a and Rare 
smaller than they actually should be. 
TABLE XX 
DEPENDENT a FOR FIXED R COMPARED TO INDEPENDENT a 
Independent Dependent a 
J_ £ _P_ a n=lO n=20 n=40 n=lOO 
1.0 1.0 .OS . 80 .848 .867 .896 .944 
.95 .968 .971 .981 .987 
1.0 0.5 .10 .80 .869 .897 .933 .970 
.95 .970 .978 .991 .994 
1.0 1.0 .10 .80 .878 .905 .940 .984 
.95 .974 .983 .992 .998 
1.0 1.0 .30 .80 .956 ~983 .997 1.000 
.95 .992 .998 1.000 1.000 
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TABLE XXI 
DEPENDENT R FOR FIXED a COMPARED TO INDEPENDENT R 
Independent Dependent R 
.J._ e: 
_P_ R n=lO n=20 n=40 n=lOO 
1.0 1.0 .OS • 75 .758 .759 .760 .761 
.90 .903 .904 .905 .905 
.95 .952 .952 .952 .952 
1.0 0.5 0.1 .75 .762 • 764 .764 .765 
.90 .905 .906 .906 .907 
.95 .952 .953 .953 .953 
1.0 1.0 0.1 .75 .• 765 .766 .767 .768 
.90 .906 .907 .907 .907 
.95 .953 .954 .954 .954 
1.0 1.0 0.3 .75 • 788 .790 .794 .798 
.90 .917 .918 .919 .920 
.95 .958 .959 .959 .960 
The details of the manner in which these numbers a' and R' given 
in Tables XX and XXI are obtained are given now. Consider first the 
numbers a'. Set a and Rand consider T to be the tolerance region 
given in [16] of the form T = {(X,Y)IX ~ cnX, Y ~ cnY} where 
c = 2 ln(R)/x~(4n) and X, Y are the means based on a sample of size n 
from BVE(y1 , y2 , p) with p>O or equivalently BVE(A1 , A2 , A3) with 
A3>0. a' is computed by a' = P{P[X,Y) e: T] ~ R} or equivalently 
ln(R)/cn = X~(4n)/2n]. From the above 
expression it is clear that a' is not a function of R but only de-
pendent on a and n along with the parameters of the distribution. The 
probability a' was then found by generating many samples of size n 
from BVE(A1 , A2 , A3) and counting the proportion of times that A1X + 
A2Y + A3max(X,Y) was less than x~(4n)/2n. 
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Now consider the numbers R'. Set a and Rand consider T to be 
the tolerance region given above. For the given a the number h is 
found such that P[A1X + A2Y + A3max(X,Y) ~ h] = a. The distribution 
of A1X + AzY + A3max(X,Y) is simulated where X and Y are based on a 
sample of size n from BVE(A1 , A2 , A3) with A3>0 (or equivalently p>O) 
and then h is the abscissa such that lOOa% of the distribution lies 
to the left of h. Then h is set equal to -ln(R')/cn where c = 
-2 ln(R)/x~(4n) from which R' is computed to be R' = exp{2nh ln(R)/x~(4n)}. 
,.,~:· •. ,:; . " ·~·:·. '" '. 
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VIII. SUMMARY, CONCLUSIONS AND FURTHER PROBLEMS 
The method of maximum +ikelihood estimation for the parameters 
of the bivariate exponential distribution is asymptotically efficient. 
The estimates are obtainable by solving a nonlinear system which is 
an easy matter with the aid of a computer. The PROP method of estima-
tion is almost as efficient as MLE with the advantage that the esti-
mates are computationally easier to obtain. Both MLE and PROP are 
superior to ACE, the method given by Arnold in [2], in terms of 
efficiency, even though ACE is unbiased and the other two methods are 
not. The estimation of the correlation p between X and Y based on the 
proportion of sample points such that X=Y is superior to the usual 
sample correlation coefficient. 
Procedures have been developed to test whether p=O or p>O. 
These tests are felt to be important since if (X,Y)~BVE(y1 , y2 , p) errors 
are introduced when assuming wrongly that the random variables X and 
Yare independent (p=O) when in fact they are dependent (p>O). These 
errors are illustrated in the chapter on Reliability Estimation. 
The tests developed for independence against dependence are inter-
esting in themselves in that the power of the n3 test, which has 
probability of type I error zero, serves as a uniform lower bound for 
the other tests considered and yet the power of the other tests ap-
proach that of the n3 test as n increases or as p increases. One may 
say that the n 3 test is uniformly most powerful asymptotically [17]. 
The joint confidence region approach for P and Y when the marginal 
parameters are assumed equal gives a conservative confidence interval 
for y. The exploitation of the fact that 2ALmin(Xj,Yj) has a chi-square 
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distribution with 2n degrees of freedom led to confidence limits for 
A and the series reliability exp{-Ac} as well as aiding in the com-
putation of the power and the critical values for the tests considered 
in Chapter VI. 
There is the question of whether the bivariate exponential dis-
tribution is a member of the exponential family of distributions or 
not. The matter of the existence of a minimal set of sufficient 
statistics for the parameters of the bivariate exponential distribu-
tion has not been considered. 
The matter of extending the statistical procedures mentioned here 
to the multivariate exponential distribution including reliability of 
n component systems with dependencies built in needs further investi-
gation. 
Also the manner in which one handles the procedures of maximum 
likelihood estimation and hypothesis testing for the general class of 
distributions which are neither absolutely continuous nor discrete 
needs further investigation • 
... ,', ·' 
APPENDIX A 
DERIVATION OF THE MAXIMUM LIKELIHOOD EQUATIONS 
(X,Y)~BVE(A1 , A2 , A3) if 
F(x,y) 
Following the notation in Wilks [10] Chapter 12, let 
Si(x,y; Al' A2 , A3) = 
Since dF = dF all F's above may be replaced by F's. Now dF(x,x) = 
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(1) 
In the regions where the distribution F possesses a density f the 
expression for Si may be simplified to 
(i=l,2,3). (2) 
In the first quadrant let R1 denote the region where x < y, R2 
denote the region where x > y and R3 denote the ray where x=y. In the 
regions Rl and R2 the definition (2) will be utilized whereas in R3 
the definition (1) will be used to obtain the expressions for Si, i= 
1,2,3. 
Hence 
[1/Al -X (x,y)e:Rl 
s1 (x,y) = 
l/(Al+A3)-x (x,y)e:R2 
[1/ (A2+A3) - y (x,y)e:Rl 
s2 (x,y) = 
1/Az - Y .(x,y)e:R2 
So dF(x,x) = exp{-Ax}(1+B-A-C) 
a~ [dF(x,x)] = exp{-Ax}[-x(1 + B- A- C)- h(B -A)] 
1 
a 
ar-[dF(x,x)]/dF(x,x) = -x- h(B -A)/(1 + B- A- C) 
1 
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Expanding A, B and C in a MacLaurin Series about h = 0, k = 0 and let-
ting Dm denote terms of degree m or higher in h and k we have 
A = 1 - A l h - A 3h + Dz 
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1 + B -A- C = X3 [h + k- max(h,k)] + n2 
if h ~ k 
if h > k 
lim 
So clearly h~o+ h(B- A) = 0. Hence s1 (x,x) = -x. By symmetry k~o+ 1 + B - A - C 
it follows that s2 (x,x) = -x. 
~[dF(x,x)] = exp{-Xx}[-x(l + B- A- C) - max(h,k)B + hA + kC] 
aA3 
__ a_[dF(x,x)]/dF(x,x) = -x + [hA + kC- max(h,k)B]/(1 + B- A- C) 
ax3 
[




So h~o+ ([hA - max(h,k)B + C]/(1 + B -A- c)) 
~0+ 
1JX 3• 
Hence s3 (x,x) = -x + l/X3. 
Summarizing we have (x,y)e:Rl [w1 - x 
s1 (x,y) = ~~(~1+1.3) - X (x,y)e:R2 
(x,y)e:R3 
l/(X2+X 3) - y (x,y)e:Rl 
s2 (x,y) = l/X 2 - y (x,y)e:R2 
-x (x,y)e;R3 
[l/(~2H3) - y (x,y)e:Rl 
s3 (x,y) = l/(X1+X 3) -X (x,y)e:R2 
l/X3 - X (x,y) e:R3 
if h ~ k 
if h > k 
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Let {(Xj,Yj)}be a random sample of size n from BVE(A1 , A2 , A3). Then 
the maximum likelihood equations for ~1 , ~ 2 , ~ 3 are obtained from 
n 
L Si(Xj,Yj; ~1, t2, t 3) = 0 j•l (i=l,2,3) 
The hats on the Ai have been suppressed for notational convenience 
below. 
= nl/Al - L xJ. + n2/(Al+A3) - L x. - r xj = 0 
Rl R2J R3 
or n1/Al + n2/(A1+A3) = LXj 
Similarly rs2(Xj,Yj) = L (l/(A2+A3) - Yj) + L (l/A2- Yj) + r - yj = 0 
R1 R2 D 
or n1 /(A2+A3) + n2 /A2 = LYj 
And rs3(XJ''YJ.) = r (l/(A2+A3)- YJ.) + L (l/(Al+A3)- x.) +I (l/A3-Xj)=O 
Rl R2 J R3 
or n1 /(A2+A3) + n2 /(A1+A3) + n3/A3 = Lmax(Xj,Yj). 
Here ni counts the number of sample points (Xj,Yj) which fall in 
Ri, i=l,2,3. 
APPENDIX B 
VERIFICATION OF THE REGULARITY CONDITIONS 
The bivariate distribution function F(x, y; A1 , A2 , A3) is said 
to be regular with respect to its first partial Ai-derivatives in 
D3=(0, ~) x (0, ~) x (0, ~)_if E[Si(X, Y; Al' A2 , A3)] = 0 for i = 
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1, 2, 3. F(x,y; A1 , A2 , A3) is said to be regular with respect to its 
second partial Ai-derivatives in n3 if E[Si(X, Y; A1 , A2 , A3) • 
Sj(X, Y; A1 , A2 , A3)] + E[Sij(X, Y; Al' A2 , A3)] = 0 for all i,j = 
1, 2, 3 where Si(x, y; A1 , A2 , A3) is given in Appendix A and 
Sij(x, y; A1 , A2 , A3) denotes the partial derivative of 
Sj(x, y; A1 , A2 , A3) with respect to Ai. The object of this appendix 
is to verify that the bivariate exponential distribution satisfies 
both of these regularity conditions. 
The following facts about the BVED which are easily verified, 
will be used. Let A=A 1 + A2 + A3 • 
E (X) = Al/A2 
R1 
E (X) = l/(A1+A 3) - (A 1+A 3)/A 2 
R2 
E (X) = A3/A 2 
R3 
E (Y) = l/(A2+A 3) - (A 2+A 3)/A 2 
Rl 
E (Y) = A2/A 2 
R2 
E (Y) • A3/A 2 
R3 
E (X2 ) = 21.. 1 t>.. 3 
R1 
E(X2) = 2/(A. +A. )2 1 3 
E (Y2) = 2/ (A.2+A. 3)2 
R1 
E (Y2) = 2/.. /A. 3 
R2 2 
E (Y2) = 2t..3ft..3 
R3 
E(Y2) = 2/(A. +A. )2 2 3 
E (1) = A. /A 
R2 2 
E (1) = t.. 3 /t.. 
R3 
- 2(A.2+A.3)/t..3 
E (XY) = 2A.1/t..3 + A.1/t..2(t..2+A.3) 
Rl 
E (XY) = 2A.2/t..3 + A.2/t..2(t..1+A.3) 
R2 
E(XY) = A.3/A.(A.1+A.3)(A.2+A.3) + 1/(A.1+A.3)(A.2+A.3) 
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E(Sl) = E (l/A1-X) + E (l/(A1+A 3) - X) + E (-X) 
ll ~ R3 
= E (1)/Al + E (l)/(A1+A3) - E(X) 
Rl R2 
E(S2) = E (l/(A2+A 3) - Y) + E (l/A2 - Y) + E (-X) 
Rl R2 R3 
= E (l)/(A2+A3) + E (1)/Az - E(Y) 
ll ~ 
E(S 3) = E (l/(Az+A3) - Y) + E (l/(A1+A3) - X) + E (l/A3 - X) 
U R2 R3 
= E (l)/(A2+A3) + E (l)/(A1+A3) + E (l)/A3 - E(max(X,Y)) 
Rl ~ R3 
Since E(Si) = 0 (i = 1, 2, 3), it is verified that the BVED is regular 
with respect to its first partial-Ai derivatives in n3• 
Again using the expressions for s1 , s2 , 83 derived in Appendix 
A the following array of S .. 's is obtained, where the three entries l.J 
for each 8ij are the values of Sij in regions Rl, R2 and R3 from top 




811 = :l/{Al+J.3)2 812 = 813 = -l/(Al+A3)2 
0 
[-l/(Az+A3)2 [:l/{J.2+A3) 2 [ -1/().2+).3)2 
8zz - -1/Al2 823 = 833 = -l/(A1+A3)2 
0 -1fA32 
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Let Dij=E(Sij) and D be the 3 x 3 matrix with entries Dij" Then -D = 
1
1/Al + A2/(Al+A3) 2 0 A /(A +A3)2 I 
A-1 0 l/A 2 + Al/(A2+A3)2 A:/(A~+A 3 )2 
A2/(Al+A3)2 Xl/(X2+A3)2 l/A3 + Xl/(X2+X3)2 + A2/(Al+A3)2 
Let Bij=E(SiSj) and B be the 3 x 3 matrix with entries Bij" To show 
that the BVED is regular with respect to its second partial-Ai deriv-
atives in n3 it must be verified that B + D = 03x3· The computation 
of the Bij is routine but tedious. Only two terms s11 and s23 will be 
computed to illustrate the method. The other computations are similar 
and not interesting. 
B11 = E(S12) = E (X - l/A1) 2 + E (X - l/(A1+X 3))2 + E (X2) 
R1 R2 R3 
= E (X2) - 2E (X)/Al + E (l)/X12 + E (X2) - 2E (X)/{A1+X3) + 
R1 Rl Rl R2 R2 
E (l)/(X1+A 3) 2 + E (X2) 
R2 R3 
= E(X2) - 2E (X)/Xl + E (l)/A12 - 2E (X)/{A1+A 3) + E (l)/(X1+X 3) 2 
R1 R1 R2 R2 
= 2/(Xl+A3)2 - 2/A2 + l/X1X - 2[1/(X1+X 3) - (X1+A 3)/X2 ]/(Xl+X3) + 
B23 = E(S S ) = E (1/(A +X )-Y)2 + E (l/A2-Y)(l/(A1+A 3)-X) + E (X)(X-l/A3) 2 3 R1 2 3 R2 R3 
= E (l)/(X2+x3)2 - 2E (Y)/(X2+X 3) + E (Y2) + E (1)/X2(Xl+X3) 
R1 R1 R1 R2 
- E (Y)/(Al+AJ) - E (X)/A2 + E (XY) + E (X2) - E (X)/X3 
R2 R2 R2 R3 R3 
B23 = A1 /A(A2+A 3) 2 - 2[1/(A2+A3) - (A 2+A3)/A2]/(A2+A3) 
+ [2/(A2+A 3) 2 - 2(A2+A 3)/A3] + l/A(Al+A3) - A2 /(Al+A 3 )A2 
- [l/(A1+A 3) - (A1+A 3)/A2]/A2 + [2A2/A3 + A2/A2(Al+A 3)] 
+ 2A 3/A3 - l/A2 
+ l/A(A1+A3) - A2/(A1+A3)X2 - l/A2 (A1+A 3) + (Al+A3)/A2A2 
+ 2A2/A 3 + A2/A2 (A1+A3) + 2A 3/A3 - l/A2 
Al/A(A2+A 3) 2 + l/A2 + l/A(A1+A 3) - l/A2 (A1+A3) + (Al+A3)/A2A2 
= Al/A(A2+A3) 2 + [l/A2 + (A1+A3)/A2A2]- (1/Az - l/A)/(Al+A3) 
= Al/A(Az+A3) 2 + [Az/A + (A1+A3)/A]/AzA - 1/'AzA 
In a similar fashion it can be verified that Bij + Dij = 0 for 
all other i, j = 1, 2, 3. 
Hence the BVED is also regular with respect to its second par-
tial-A! derivatives in o3 • 
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It should be noted that the matrix B = -D multiplied by the 
sample size is the information matrix In(A1 , A2 , A3) for the distribu-
tion based on a sample of size n. This has been given by Arnold [2] 
previously but no verification of the regularity conditions was in-
dicated. 
APPENDIX C 
SOLUTION OF THE MAXIMUM LIKELIHOOD EQUATIONS 
An iterative method to solve the maximum likelihood equations 
when n1n2n3>0 is given here. Equations (3) of Chapter IV have the 
following form. Let a~ b~ c, d~ e, f denote positive constants. 
a/x + b/(x+z) = d 
b/y + a/(y+z) = e 
c/z + a/(y+z) + b/(x+z) = f 
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Let (x0 , Y0 , z0 ) be an initial guess for the solution. Expand 
each of the terms in x, y and z through linear terms about (x0 , y0 , z0 ). 
Let ~x, ~y, ~z denote x-x , y-y ~ z-z respectively. Then solve the 
o o o' 
resulting linear system below for ~x, ~y, ~z and let (x1 , y 1 , z1 ) = 
(x0+~x, y0+~y, z0+~z). 
If the initial guess (x0 , y0 ~ z0 ) is sufficiently close to (x, y, z) 
then this method of iteration converges satisfactorily. (This is es-
sentially Newton's method which converges quadratically). Taking the 
initial guess for x1 , x2 , x3 to be the estimates suggested by 
Arnold [2] or the estimates based on moments described in Chapter V, 
it has been found that convergence occurred in few iterations. 
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APPENDIX D 
DETAILS OF EXPANSION FOR PROP ESTIMATES 
The equations {5) referred to on page 35 of Chapter V are re-
peated here. 
"' Al = f 1 (a,b,c) = (1/a - c/b)/(l+c) 
" 
A2 = f 2 (a,b,c) = (1/b - c/a)/(l+c) 
"' 
A3 = f 3 (a,b,c) = c(l/a + 1/b)/(l+c) 
The method involves the following compu.tations for each i = 1, 2, 3 
where fij denotes the partial of fi with respect to its jth argument. 
Note that fi(a0 ,b0 ,c0 ) = Ai for i = 1, 2, 3. 





So the ijth entry in matrix B is the partial of fi with respect to 
fll = -l/a0 2 (l+c0 ) fl2 = co/bo2 (l+co) 
fl3 = -(1/a + 1/b )/(l+c0 ) 2 f21 = co/ao2(l+co) 0 0 
f22 = -l/b0 2 (1+c0 ) f23 = -(1/a0 + 1/b0 )/(l+c0 ) 2 
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Upon substituting for a 0 , b 0 , c0 , the values l/(A.1+A. 3), 1/(A.2+A. 3), 
A. 3/A., respectively, the terms given in the B matrix in Chapter IV may 
be verified. 
Now expanding fi through quadratic terms in (a-ao), (b-b0 ), 
(c-c0 ) then subtracting fi(a0 , b 0 , c0 ) from both sides and taking ex-
pected values, one obtains approximate biases for the PROP estimates. 
{i = 1, 2, 3) 
where fijk denotes the second partial of function fi with respect to 
its jth and kth argument and A1=a, A2=b, A3=c. Cov(Aj, Ak) is given 
by the {j,k) entry in Cov(Z) divided by n found in Chapter V. The 
details will be given for i=l only, the others are similar. All 
partials below are evaluated at (a0 , b0 , c 0 ). 
flll = 2/a 3(l+c ) fll2 = 0 0 0 
fll3 = 1/a 2(l+c ) 2 fl21 = fll2 0 0 
f122 = -2c0 /b0 3(l+c0 ) f123 = l/bo2(1+co)2 
fl31 = £113 £132 = £123 
£133 = 2(1/ao + l/bo)/(l+co)3 
Substituting the values l/(A.1+A. 3), l/("Az+A.3), A.3/A. = P for ao, bo, 




E(A1-A1 ) ~ [2(A1+A3)/(l+p) 
After cancelling a factor of 2, the first and third terms inside the 
brackets may be combined to give Al while the remainder of the terms 
in the brackets simplify to p(A12+A22)/A(l+p)2. 
~ 
E(A1) ~ Al + A1/n + p(A12+A 22 )/A(l+p)2n. That is, the expected value 
~ 
of Al is of the order A1 (1+1/n). An approximate correction for bias 
then would be to consider n~l/(n+l). 
APPENDIX E 
SIMULATION OF SAMPLES FROM THE BIVARIATE 
EXPONENTIAL DISTRIBUTION 
If F(x,y) is the joint cumulative distribution function of the 
.random variables X and Y then a random sample of size one (X, Y) 
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from this distribution may be obtained in the following manner. First 
consider the marginal distribution of X, F1 (x). It is well known that 
F1 (X) has a uniform distribution on [0,1]. Let u1 and u2 be a random 
-1 
sample of size two from the uniform distribution. Then X = F1 (U1) 
provided that the inverse function F1-l can be obtained in closed 
form. Then consider the conditional distribution F(YIX). For the 
fixed X the random variable F(YIX) also has a uniform distribution. 
Let G(Y) = F(YIX). Then Y = G-1 (u2) provided that the inverse func-
tion G-l can be obtained in closed form. In this way a random sample 
of size 1 (X, Y) may be obtained from F(x, y). (The roles of X andY 
may be interchanged; that is, obtain a value for Y first and then a 
value for X.) To obtain a random sample of size n, a random sample 
of size 2n is required from the uniform distribution. If the dis-
tribution is the bivariate exponential distribution then it was seen 
in Chapter III that this procedure could be followed. 
The special property pointed out in [1] that (X, Y)~BVE(Al,A2,A3) 
if and only if there exist three independent random variables v1 , v2 , 
and v3 each with exponential distributions with parameters A1 , A2 , A3 
respectively, such that X= min(V1 , v3) andY= min(V2 , V3), permits 
an easier method to simulate a sample of size one (X, Y) from 
BVE(>-1', ;.2, >. 3). Let u1 , u2 , u3 be a random sample of size three from 
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the uniform distribution. 
uniform distribution for i = 1, 2, 3. So Vi= -ln(Ui)/Ai(Ai>O) for 
i = 1, 2, 3. Then X= min(u1 , u3) andY= min(u2 , u 3). If A3=o 
then u3 is not required and X= -ln(U1)/A1 , Y = -ln(U2)/A 2 . To ob-
tain a sample of size n from BVE(A1 , A2 , A3) with A1 , A2 , A3 > 0 a 
random sample of size 3n is required from the uniform distribution in 
[0, 1]. The above procedure was used in this thesis to generate 
samples from the bivariate exponential distribution. 
The Ui's were generated by an I.B.M. supplied subroutine available 
on the U.M.R. computer. The fact that these u1 's are representative 
of a uniform distribution has been well documented in [18] and [19]. 
The number of samples from the BVED used for each sample size n found 
in tables in this thesis is given below. 
Sample Size 10 20 40 100 200 
Number of Samples 8000 4000 2000 1000 500 
By studying control cases these numbers were obtained as reasonable 
numbers of samples for each sample size indicated. 
For example, for n=20 when 4000 samples were generated from 
BVE(y1 , y 2 , p) with y1 = Yz = 1, p = .1, the means and variances of 
the simulated values of certain statistics are compared below with 
their true values. For the definitions of these statistics see 
Chapters III and IV. 
The percent error in the simulated means compared to the exact 
values does not exceed .5% and the percent error in the simulated 
variances compared to the exact values does not exceed 2.5%. While 
it is difficult to make a precise statement about the simulated values 
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Simulated True 
Statistic Mean Variance Mean Variance 
nl 9.010 4.959 9.000 4.950 
n2 8.994 5.064 9.000 4.950 
n3 1.995 1.823 2.000 1.800 
AX 19.97 19 .. 96 20.00 20.00 
AY 20.03 20.02 20.00 20.00 
AZ 28.98 26.10 29.00 25.85 
of other statistics whose distributions may be unknown, it is felt 
that the errors are of the same order of magnitude. Clearly generating 
larger numbers of samples would be desirable but limitations of avail-
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