ABSTRACT Because of the diversity and popularity of image acquisition techniques, data-driven methods for image analysis and editing have become popular. However, the explosive growth of images also presents challenges. Helping users to retrieve their expected images quickly and effectively is one of the most difficult tasks. Although various methods have been proposed, most methods cannot guarantee the quality of the image, which is typically required for analysis and authoring tasks. In this paper, we present a progressive image retrieval method with a quality guarantee. Images are gradually filtered by various criteria: starting from the quickest textual comparison, proceeding through a series of quality criteria, and ending with the most time-consuming contour match. The entire framework is parallelized under MapReduce to improve the performance. Various experiments are conducted to validate the performance and accuracy of the algorithm and the quality of the retrieved results. We also demonstrate the potential of the algorithm with an image synthesis prototype system.
I. INTRODUCTION
Imaging devices (such as digital cameras and mobile phones) are popular and allow people to conveniently obtain highresolution images. The ease of image acquisition brings new opportunities of image editing and analysis. Data-driven methods for image analysis [1] and authoring [2] have become popular and achieved rather good advancements in many traditional problems. For example, we can easily create new images by synthesizing different components from various source images (Fig. 1) .
The explosive growth of images also presents challenges. One of the most difficult challenges is helping users retrieve their expected images from a massive database. For this task, direct browsing is clearly impractical. To date, queries with text have been commonly used. However, such queries require the images to be tagged. Given the increasing size of image databases, the assumption of an appropriate and complete set of tags might be invalid. People therefore tend to use content-based methods with various cues, such as an example image, rough and blurry drawing with the desired colors, simple outline sketch and so forth. The problem with example-based methods is that the user generally does not have an appropriate query image with the desired characteristics, similar to the so-called chicken-or-egg problem. Therefore, rough and blurry drawings with the desired colors are used as an alternative. However, the lack of shape expressiveness makes searching for a desired shape difficult. Sketch-based methods provide an easier and faster way for the user to specify the expected retrieval shape. However, the success of sketch-based retrieval highly depends on the quality of the query sketch. Unfortunately, users without an artistic background typically cannot draw neatly. There are always times and situations where people have difficulty in precisely expressing what they desire with any of the above retrieval manners alone. The combination of multiple cues has thus been introduced by several researchers [3] , [4] . These methods do improve the retrieval accuracy to an extent by filtering with different criteria. However, a large number of cues may increase the burden on users.
All the above methods cannot guarantee the quality of the retrieved results, and many applications have certain requirements on the quality of the input data: the retrieved shapes Images with poor quality for further reconstruction: (a) the salient object (boat) is too small; (b) the surrounding background of the salient object (dog) is too complex; and (c) the boundary between the salient object (bunny) and background is blurry.
may be too small to be used as prominent primitives in a new synthesized image ( Fig. 2(a) ), the surrounding background may be too complex to be separated from the retrieved foreground object (Fig. 2(b) ), and the boundary between the foreground and the background may be too blurry, making it difficult to segment the salient object out (Fig. 2(c) ).
Finally, performance is another problem that cannot be neglected, particularly for many interactive applications. Some researchers choose to parallelize the retrieval process using GPUs [5] . However, because image databases are generally distributed among many computers, a centralized mechanism will lead to massive data transfer and thus may crash the network. The emergence of the MapReduce framework provides a more reasonable approach for parallelization [6] . Although several works [7] , [8] have been dedicated to the implementation of common retrieval tasks (such as indexing structure construction) under the MapReduce framework, designing an efficient paradigm for the complete pipeline of a content-based image retrieval (CBIR for short) algorithm is still challenging.
Based on these analyses, we present a progressive image retrieval scheme that can guarantee the quality of the retrieved results. The method is realized under the MapReduce framework to achieve high performance. We first filter out images according to text tags, element prominence and background noise. Then, we perform the most time-consuming contour match to find the desired results. All these steps are performed under the MapReduce framework. Note that although several criteria are involved in the retrieval process, the user only needs to input text messages and sketches as queries; other criteria are derived automatically through the intelligent analysis of each image. The main technical contributions of this work include the following: 1) A progressive image retrieval scheme that greatly improves performance by reducing the frequency of time-consuming comparisons. 2) A set of carefully designed quality criteria to guarantee the quality of the retrieved results automatically. 3) Parallelization of the scheme under the MapReduce framework, which can avoid massive data transfer on the network involving a distributed image database.
II. RELATED WORKS A. CONTENT-BASED IMAGE RETRIEVAL
Content-based image retrieval is a well-studied yet still challenging problem [9] - [11] . Earlier studies used example images as a query cue [12] ; however, the user generally does not have an appropriate image that can express what he is looking for. This is actually the reason for the search. It is then natural to let the user sketch what he intends, leading to sketch-based image retrieval methods [13] - [18] . Sketchbased methods free the user from concerns about precision, orientation, scale, texture and color. However, most of these methods suffer from sketch distortion or timeconsuming contour comparisons. Other researchers proposed multimodal paradigms that involve both content-based and text-based processing in varying proportions. Käster et al. [3] described a multimodal system that involves hand gestures and speech for querying and relevance feedback. Fan et al. [4] described an image retrieval search on mobile phones using captured images and text messages as queries. We also take a multimodal strategy but with several differences from existing methods: (1) We use a progressive strategy to avoid the frequent use of time-consuming filters. Images are first filtered out with low-cost criteria and then with high-cost criteria. (2) We attempt to provide a quality guarantee of the retrieved results through several qualityrelated filters. (3) These quality-related criteria are derived automatically from image analysis and thus do not impose more burdens on the users.
B. MAPREDUCE
MapReduce is a programming paradigm originally introduced by Google [6] to process extremely large sets of data over a cluster of commodity machines. Inspired by higher-order functions in functional programming languages, MapReduce provides an abstraction for a programmerdefined ''mapper'' (specifying the per-record computation) and ''reducers'' (specifying result aggregation).
The framework will transparently handle all other aspects of execution on clusters, including scheduling, fault handling and so forth. This paradigm has been successfully used in various applications, such as various computer vision tasks [19] , [20] , scene rendering [21] , [22] , medical applications [23] , [24] and so on. For image retrieval, most existing works [7] , [8] focused on the construction of some type of indexing structure.
In contrast to existing methods, we focus on the implementation of a carefully designed multicue image retrieval system that provides a certain guarantee on the retrieved results.
III. QUALITY-GUARANTEED IMAGE RETRIEVAL
As mentioned before, we introduce a quality guarantee in the retrieval process to provide high-quality results for further processing. Fig. 3 shows the flowchart of our proposed algorithm. Images and associated tags are first packed and distributed onto a Hadoop distributed file system. Candidates are selected according to the match between the input text and tags. These candidates are then filtered through clarity and separability criteria. Subsequently, scene items are cut out, and their contours are compared with the sketch drawn by the user. The top n best matches are finally presented to the user. We employ a progressive strategy to first quickly rule out many unsuitable candidates to improve the performance and scalability of the system.
A. QUALITY CRITERIA
Note that in many applications (particularly digital content creation), the retrieved results are required to be not only FIGURE 3. The flowchart of the retrieval algorithm. VOLUME 6, 2018 accurate but also of high quality. The retrieved elements should be clear enough, and thus, they should generally be prominent in the original image. The surrounding background should be simple, and the object boundary should be clear such that the foreground element can easily be separated. We formulate these requirements into two categories of criteria: object clarity and object separability.
1) OBJECT CLARITY
We find that a prominent object tends to have a higher possibility of being clear. We therefore compute the saliency of an image with the method of [25] and collect those prominent objects O k s, each of which consists of continuous pixels with saliency values greater than a given threshold S t . For each salient object O k , we assign a saliency score with the following equation to reflect its prominence in the image:
where N s is the number of pixels in object O k and S i is the saliency of pixel p i . We sort prominent objects according to their saliency scores and select the top k (k = 3 in our current implementation) for further processing.
The arrangements of prominent objects in images taken by professionals generally follow certain aesthetic composition rules. Although general users may not follow those rules well, they also tend to place prominent objects at some conspicuous positions (such as the center). We consider three composition rules:
• Rule of thirds. The most familiar guideline considers the image to be divided into 9 equal parts by two equally spaced horizontal lines and two such vertical lines. Salient objects are encouraged to be placed on the four intersection points (power points) formed by these lines or the center of the images [26] . We define the aesthetic score for this rule as the minimum normalized distance from the center of the salient object to the power points and the center of the image (see the first column in Fig. 4 ):
where w and h are the width and height of the image, respectively; c i are the positions of the power points; the center of salient object c sal is defined as the weighted sum of all the object pixels' positions: c sal = i∈O k S i p i / i∈O k S i , with the saliency value S i of each pixel as the weight. To validate the effectiveness of the criteria, we collect 100 images with 203 salient objects. We then calculate a histogram of their scores by counting the percentage of objects with scores falling in each score segment. As shown in Fig. 5 , the definition can effectively differentiate objects following the rule well or poorly. Those that follow the rule well will be assigned a high score ( Fig. 5(d) ), while those that do not follow the rule well will be assigned a low score (Fig. 5(b) ).
• Diagonal dominance. In addition to the lines that mark the thirds, the diagonals (power lines) of the image are also aesthetically significant. Important elements are encouraged to be placed along these diagonals, and the line through two prominent objects should also be along one of the diagonals [27] . To calculate the associated energy of a prominent object O m , we first find the line segments l mn connecting the centers of O m and the other prominent objects O n in the image. E dia is then defined as the minimum distance between line segments and the two diagonal lines L 1 and L 2 (see the second column in Fig. 4 ):
FIGURE 4. Illustration of aesthetic composition rules and their definitions: the first column illustrates the rule of thirds; the second and third columns demonstrate the diagonal dominance rule for a pair of objects and a single object, respectively; and the fourth column illustrates the visual balance rule. where √ w 2 + h2. For the case with only one prominent object in the image, we perform an adaptively weighted principle component analysis on the positions of object pixels. The covariance matrix CV is defined as follows:
where ⊗ denotes the outer product vector operator. p i is the 2D position of each pixel. c m is the saliencyweighted center of O m . l mn in Eq. 3 is then replaced by the principle direction (corresponding to the highest eigenvalue), and the center of l mn is replaced by c m . The third column in Fig. 4 illustrates this case. We also validate the effectiveness of Eq. 3 by analyzing the histogram of an object set. However, as shown in Fig. 6 , most scores concentrate on the lower part of the range, making it difficult to differentiate objects following the rule well or poorly.
To address the problem, we adopt a mapping function f (x) = x 1/3 to adjust the distribution of scores:
The validation result of the improved definition is shown in Fig. 7 .
• Visual balance. Salient objects are distributed evenly around the center to achieve visual balance [26] . We use the normalized distance from the center of mass of all prominent objects to the image center as the visual balance value:
where c m = i N i c i / i N i denotes the area-weighted center of mass for all prominent objects O i . Similar to the diagonal dominance rule case, we adopt a mapping function to improve the differentiability of the score. Fig. 8 shows the validation result. For each prominent object, we evaluate the three scores and take the minimal one as its aesthetic score E a of the object:
VOLUME 6, 2018 Considering the variety of image sources, we take a relatively relaxed constraint on the aesthetic criteria by setting a greater threshold. A prominent object will be filtered out if its aesthetic score E aes > 0.6.
2) OBJECT SEPARABILITY
Once the user has retrieved the expected results, he generally needs to separate objects from the background for further editing. Objects that have clear boundaries and simple surrounding backgrounds are easier to be separated. We first calculated the bounding rectangle of an object of interest O k . The bounding rectangle is further expanded to be λ = 1.5 times larger. Starting from the corners of the rectangle, we then flood the inside to collect a continuous region B, the surrounding background region, with saliency values of each pixel smaller than α · S t (α = 1.1 in our implementation). To evaluate the clarity of an object's boundary, we first identify all potential boundary pixels p ∈ B, each with a confidence value C p . The clarity of an object's boundary is then defined as the normalized sum of these confidence values:
where N b is the number of potential boundary pixels. Objects with E con < 0.3 are filtered out. Potential boundary pixels are identified along the local maxima in the image I using a nonmaximal suppression detector [28] . Specifically, the images (taking I for example in the following description) are convolved with a two-dimensional second partial derivative kernel of a Gaussian. A pixel is identified as boundary when the following condition is satisfied:
where * denotes convolution,
2 ) is a two-dimensional Gaussian, and n = ∇(G * I ) |∇(G * I )| is the estimated normal to the direction of an edge to be detected. The confidence value of a pixel p is defined as:
We find that clear background generally consists of large uniform regions. To evaluate the complexity of the surrounding background, we segment the region with a standard algorithm [29] and count the number of segmentations. Objects with N seg > 10 are filtered out.
B. MAPREDUCE REALIZATION
Although there have been some works on parallel image retrieval, they often relied on dedicated high-performance infrastructure (in particular, specialized network topologies) to mitigate the bandwidth bottlenecks caused by interprocess communication. Consequently, these algorithms are unsuitable for implementation on general-purpose cloud computing resources, such as MapReduce and IaaS. However, a distributed memory model that partitions scene data between workers can still be implemented for MapReduce provided that internodal data dependencies are avoided. Fig. 10 shows the MapReduce realization of the above algorithm. The entire process is divided into two phases: Phase #1 collects those images whose tags match the query text, and Phase #2 performs the remaining jobs, including clarity filtering, separability filtering, salient object segmentation and contour matching.
1) PHASE #1
The implementation of this phase is outlined in Alg. 1. Each worker is assigned a task to determine whether there is any ReadTagFromFile(doc_tag, &tag); 4: while tag do 5: if match(query_text, tag) then 6: String doc_img; 7: GetImageFromTag(doc_tag, &doc_img); 8: EMIT(query_text, doc_img);
end if 10: ReadTagFromFile(doc_tag, &tag) 11: end while 12: end procedure FIGURE 9. Separability of object: the first row shows the case with a blurry boundary leading to poor separation, while the second row shows the case with a clear boundary leading to good separation. The third row demonstrates the case with a complex surrounding background leading to poor separation, while the fourth row demonstrates the case with a simple surrounding background leading to good separation. Original images are given in the first column, and the separation results are given in the third column. The first two rows of the second column show the canny edge detection results, while the other two rows show the segmentation results of the surrounding background.
tag matching the query in the tag file of a database image. The corresponding image file name is returned for each matched image.
2) PHASE #2
In this phase, we first detect salient objects from the input image, and then we filter out some candidate objects with quality criteria in order. We finally segment salient objects to obtain their boundary contours, compute the matching score between the contour of each salient object and the query sketch, and present the best matches to the user (Alg. 2).
IV. EXPERIMENTAL RESULTS
We have realized all the algorithms on a Hadoop system. We built a database of 2 million images, mainly from the Google Open Images Project. The main benefit of using this database is that we can easily obtain a tag file for each image. Other databases can also be used, provided that a set of tags for each image can easily be obtained. The 2 million images are randomly chosen from 100 categories. We place the entire image database together with tag files onto a Hadoop distributed file system (HDFS). Images and tag files are packed into equal-sized blocks and distributed randomly among several data nodes in the cluster. The environment that we built consists of 8 nodes with two types of computers, as shown in Table 1 . Fig. 11 shows how our strategy can progressively filter out objects. As shown, the algorithm can gradually rule out those unsatisfactory low-quality candidates and present expected high-quality results to the user. 
A. PERFORMANCE
To investigate the scalability of the algorithm, we measure the time cost for the same query with various numbers of nodes (one, two, four, and eight) in the cluster. Fig. 13 plots the time cost against the number of nodes for each phase. Note how doubling the number of nodes affects the retrieval time. Note that for larger databases, doubling the number of nodes halves the retrieval time.
Another interesting point is to investigate how the progressive filtering strategy can help improve the data scalability of the algorithm. We extract several subsets of images together with their tag files from the database and then perform retrieval with the same input sketch and label. Mat img_data;
LoadImage(doc_img, &img_data);
Mat img_sal; 5: ComputeSaliency(img_data, &img_sal); 6: list sal_regions; 7: CollectSalientRegions(img_sal, &sal_regions); 8: for each region sal_region in the list sal_regions do 9: BOOL aesthetic, separable; 10: CheckObjectAesthetic(sal_region, &aesthetic); 11: if aesthetic then 12: CheckObjectSeparability(sal_region, &separable); 13: if separable then 14: Contour s; 15: SegmentSaliencyRegion(sal_region, &s); 16: float score; 17: EvaluateContourConsistency(c, s, &score); 18: EMIT(c, tuple(img_region, score)); 19: end if 20: end if 21: end for 22 : end procedure 23: procedure Reduce(Contour c, tuples) 24: for all tuple < img_region, score >∈ tuples do 25: end for 26 : end procedure
B. LOAD STATUS
We recorded the load status during the retrieval process by monitoring the cluster with Ganglia. from HDFS in each. The results show fewer HDFS reads in our algorithm since it is more focused on data locality; thus, the network load is lower. 
C. RETRIEVAL QUALITY
To quantitatively evaluate the quality of the retrieved images, we perform a small-scale user study. We first want to confirm that some requirements on the quality of an image for further reconstruction do exist. After this confirmation, we want to further check whether our quality criteria are consistent with people's subjective judgment and whether the algorithm provides high-quality results for further reconstruction. Twenty users with a background in digital media creation are recruited. Each of the users will go through three stages to finish corresponding tasks. They are finally asked to complete a questionnaire to express their preferences on the image authoring system equipped with the retrieval algorithm.
1) STAGE 1
We prepare 10 images of the same object under various views and backgrounds (see Fig. 15) . Each participant is then asked to rate these images on a 5-point Likert scale (1-extremely unsuitable for further authoring applications, 5-extremely suitable for further authoring applications). Fig. 16 shows the statistics of the scores for each image. As shown in these two figures, those images with high scores generally have a relatively simple background surrounding the salient object or have a clear boundary between the salient object and the surrounding background. We can also observe that the scores calculated by our scheme matched the users' score. In summary, our observations in Section III and definitions of various criteria are well validated.
2) STAGE 2
In this stage, each participant is asked to retrieve images from the database by providing a sketched contour and label of the expected object. The system will then return two sets of images with the quality criteria switched on and off. The two sets of images are mixed, and the participant is asked to rate each image's quality. The average scores and standard deviations of each set are then calculated and plotted in Fig. 17 . As shown, images retrieved with quality criteria have a higher average quality score than those retrieved without quality criteria.
3) STAGE 3
Each participant is finally asked to author an image with our prototype system given some textual description of the image. They are asked to rate the system on ''easy to use'', ''easy to learn'', ''powerful'', ''provides high-quality retrieval results'', and ''preference'' on a scale of 1 to 5, where 1 means ''strongly disagree'' and 5 means ''strongly agree''. Fig. 20 shows some of the works authored by participants, and Fig. 18 shows the statistics on the rating.
D. APPLICATIONS
To demonstrate the efficiency and efficacy of the proposed algorithm, we have also realized a prototype system for image VOLUME 6, 2018 synthesis. Equipped with our retrieval algorithm, the user simply sketches on screen with a label to specify the desired item, and the system will automatically select high-quality items and composite them into a new image. The architecture of the system is shown in Fig. 19 . Fig. 20 shows some works created by users with the proposed system.
V. CONCLUSIONS
In this paper, we present a progressive image retrieval method with guaranteed quality. Various criteria reflecting the quality of an image are carefully designed with details aimed to the proposed research. The progressive strategy can greatly avoid the frequency of the most time-consuming contour match step, while the guarantee on the quality can greatly help the user in various reconstruction activities. The entire algorithm is further realized under the MapReduce framework to achieve high performance. Various experiments were conducted to validate the effectiveness of our method, and an image synthesis system is developed to demonstrate the potential of the retrieval algorithm.
In the future, we would like to improve this work in the following directions:
• More applications of the algorithm. We believe that there are many scenarios with requirements on the input image, and we will explore the use of the algorithm, particularly the quality filtering idea, in these situations.
• Improving the definition of image quality. The evaluation of an image's quality is quite vague and subjective, and thus far, we only take a few aspects into consideration. We would like to further explore the use of adaptive learning techniques [30] on the description of image quality. 
