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Abstract
This work concerns discrete-time Markov control processes with unbounded costs and unknown disturbance distribution θ .
Assuming observability of the random disturbance, we estimate θ using its empirical estimator, which, combined with a variant of
the vanishing discount factor approach, yields average cost optimal policies.
c© 2007 Elsevier Ltd. All rights reserved.
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1. Introduction
We consider a class of discrete-time Markov control processes in which the disturbance process {ξt } is an
observable sequence of independent and identically distributed (i.i.d.) random vectors on Rk with an arbitrary
unknown distribution θ . Assuming that the costs are possibly unbounded, our main objective is to introduce average
cost optimal policies for this class of stochastic control systems. The average optimality is studied by means of the
combination of a variant of the so-called vanishing discount factor approach with the empirical estimation process of θ .
That is, our procedure consists in choosing an appropriate sequence {αt } , αt ↗ 1, of discount factors, then replacing
the unknown distribution θ by its empirical estimators θt , and finally analyzing the corresponding αt -discounted
optimality equations taking the limit as t →∞.
This class of policies were originally introduced by Gordienko in [1], and revised by Herna´ndez-Lerma and
Cavazos-Cadena in [2], both papers considering bounded costs. Next, the results were extended to the unbounded
cost case in [3] but assuming the existence of a density of the distribution θ . Therefore, our work is an extension of
those works.
The assumption of possibly unbounded costs generates serious difficulties. For instance, the nice contractive-
operator techniques do not work for both discounted and average criteria. For this reason we impose a growth condition
on the cost and an ergodicity assumption on the control model to enable use of the results in [4,5]. Furthermore, the
weak convergence of θt is not sufficient for estimating θ. Indeed, we need to implement a suitable process of estimation
of θ based on the growth condition.
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2. Markov control processes
Notation. Given a Borel space X its Borel sigma-algebra and the space of probability measures on X are denoted,
respectively, by B(X) and P(X).
Markov control model. Let M := (X, A, {A(x) ⊂ A|x ∈ X},Rk, F, θ, c) be a discrete-time Markov control
model satisfying the following conditions. The state space X and the action space A are Borel spaces, and Rk is the
disturbance space. For each state x ∈ X , A(x) is a compact nonempty Borel subset of A denoting the set of admissible
controls when the system is in state x . Let K = {(x, a) : x ∈ X, a ∈ A(x)}. The dynamic of the system is defined by
the difference equation
xt+1 = F(xt , at , ξt ), t = 0, 1, . . . , (1)
where F : X × A × Rk → X is a given continuous function. In addition, θ ∈ P(Rk) denotes the common – but
unknown – distribution of the observable i.i.d. disturbances ξt , which are Rk-valued random vectors defined on an
underlying probability space (Ω ,F, P). Finally, the cost-per-stage c(x, a) is a possibly unbounded, nonnegative and
lower semi-continuous (l.s.c.) real-valued function on K. Moreover, there exists a function W : X → [1,∞) and a
constant c¯ such that supa∈A(x) c(x, a) ≤ c¯W (x), x ∈ X . In addition, the functions a →
∫
W (F(x, a, s))θ(ds) and
a → ∫ u(F(x, a, s))θ(ds) are continuous on A(x) for every measurable bounded function u on X.
The control modelM has the following interpretation. If at stage t the system is in state xt = x ∈ X , the controller
uses the empirical distribution to get an estimate θt of the unknown distribution θ . That is, {θt } ⊂ P(Rk) is obtained
by the process θ0 := ν,
θt (B) := 1t
t−1∑
i=0
1B(ξi ), for all t ≥ 1 and B ∈ B(Rk).
for an arbitrary ν ∈ P(Rk). Next, he/she combines this with the history of the system to select a control a = at (θt )
∈ A(x). Then, a cost c(x, a) is incurred, and the system moves to a new state xt+1 = x ′ according to the transition
law
Q(B|x, a) :=
∫
Rk
1B (F(x, a, s)) θ(ds) = θ
({
s ∈ Rk : F(x, a, s) ∈ B
})
,
where 1B(.) denotes the indicator function of the set B ∈ B(X). Once the transition to state x ′ occurs, the process is
repeated. Furthermore, the costs are accumulated throughout the evolution of the system in an infinite horizon using
an average cost criterion defined below.
Optimality criteria. The actions applied by the controller are selected according to rules known as control policies.
We denote by Π the set of all control policies, and by F ⊂ Π the subset of stationary policies. When using a policy
pi ∈ Π , given the initial state x0 = x , we define the total expected α-discounted cost and the long-run expected
average cost, under the true distribution θ, as
Vα(pi, x) := Epix
[ ∞∑
t=0
αtc(xt , at )
]
and J (pi, x) := lim sup
n→∞
n−1Epix
[
n−1∑
t=0
c(xt , at )
]
, (2)
where α ∈ (0, 1) is the so-called discount factor, and Epix denotes the expectation operator with respect to the
probability measure Ppix induced by the policy pi , given the initial state x0 = x . The functions
Vα(x) := inf
pi∈Π
Vα(pi, x) and J (x) := inf
pi∈Π
J (pi, x), for x ∈ X, (3)
are, respectively, the optimal α-discounted cost and the optimal average cost. In Section 4 we define the discounted
cost under the estimator θt and an appropriate discount factor αt , αt ↗ 1, and we get the corresponding minimizers.
Then letting t →∞ and applying the vanishing discount factor approach we construct an average cost optimal policy
pˆi ∈ Π under the true distribution θ . That is, pˆi satisfies J (x) = J (pˆi, x), for x ∈ X.
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3. Assumptions and preliminary results
We denote by BW the normed linear space of all measurable functions u : X → R with a finite norm
‖u‖W := supx∈X u(x)/W (x). In addition, for every f ∈ F, B ∈ B(X), x ∈ X , and t ≥ 0, we define
Qtf (B|x) := Qt (B|x, f ) = P fx (xt ∈ B).
Observe that Q0f (B|x) := 1B(x).
Assumption 3.1. (a) There exist a bounded nonnegative measurable function ψ0 : X → R and constants p > 1 and
β0 < 1 such that for all x ∈ X , a ∈ A(x), s ∈ Rk,
W p [F(x, a, s)] ≤ β0W p(x)+ ψ0(x) ≤ β0W p(x)+ b0, (4)
where b0 is a bound of the function ψ0.
(b) (W -geometric ergodicity) For every f ∈ F, x ∈ X, and u ∈ BW , there exists a probability measure µ f on X
such that∣∣∣∣∫
X
u(y)Qtf (dy|x)− µ f (u)
∣∣∣∣ ≤ ‖u‖W RρtW (x), t ≥ 0,
where µ f (u) :=
∫
X udµ f , and R > 0, 0 < ρ < 1 are constants independent of f.
In [5,6] there are given sufficient conditions for obtaining the geometric ergodicity property. On the other hand, by
means of an iterative process, it is easy to see that inequality (4) implies (see, e.g., [4–7]):
sup
t>0
Epix
[
W p(xt )
]
<∞ and sup
t>0
Epix [W (xt )] <∞, ∀x ∈ X, pi ∈ Π . (5)
As additional consequences of Assumption 3.1, we have the following results on the discounted and average
criterion, given in [4] (see also [5,6]).
Proposition 3.2. There exists a constant M > 0 such that Vα(x) ≤ MW (x)/(1− α), x ∈ X. In addition, Vα ∈ BW
satisfies the discounted optimality equation Vα(x) = T αθ Vα(x), where
T αθ u(x) = infa∈A(x)
(
c(x, a)+ α
∫
Rk
u(F(x, a, s))θ(ds)
)
, x ∈ X, u ∈ BW . (6)
Moreover, if Assumption 3.1 holds, there exist a constant j∗ and a function φ ∈ BW such that
j∗ + φ(x) ≥ inf
A(x)
[
c(x, a)+
∫
Rk
φ[F(x, a, s)]θ(ds)
]
, x ∈ X, (7)
and j∗ is the optimal average cost, i.e., j∗ = infpi∈Π J (pi, x), for all x ∈ X.
Remark 3.3. (a) Fix an arbitrary state z ∈ X , and let jα := (1−α)Vα(z) and φα(x) := Vα(x)−Vα(z), for α ∈ (0, 1).
It is easy to see that the discounted optimality equation is equivalent to jα+φα(x) = T αθ φα(x), x ∈ X, α ∈ (0, 1).
(b) Furthermore, following standard arguments from the literature on average cost Markov control processes (e.g.,
[4,5]) it is possible to prove that
lim
t→∞ jαt = j
∗, (8)
for any sequence {αt } of discount factors such that αt ↗ 1, and
sup
α∈(0,1)
‖φα‖W <∞. (9)
Estimation process. It is well known that θt converges weakly to θ a.s. However, in supposing unbounded costs,
this convergence is not sufficient for our objectives. To state our estimation process (Lemma 3.5 below) we need the
following assumption.
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Assumption 3.4. (a) Let γ > max{2, k} be an arbitrary number and γ1 := kγ /[(γ − k)(γ −2)]. Then E(ξ0)γ1 <∞.
(b) The family of functions GW := {φα(F(x,a,.))W (x) : (x, a) ∈ K, α ∈ (0, 1)} is equi-Lipschitzian on Rk .
Observe that from (9) and (4), GW is uniformly bounded. In fact we have, for all (x, a) ∈ K, α ∈ (0, 1),
|φα (F(x, a, s))| /W (x) ≤ M¯ , where M¯ := 21/p(β1/p + b1/p) supα∈(0,1) ‖φα‖W . Hence, from [8, Proposition 3.4]
we have the following result.
Lemma 3.5. Suppose that Assumptions 3.1 and 3.4 hold. Then, there exists a constant M ′ such that
Eηt ≤ M ′(M¯ + L)t−1/γ , (10)
where
ηt := sup
(x,a)∈K,α∈(0,1)
∣∣∣∣∫Rk φα(F(x, a, s))W (x) θt (ds)−
∫
Rk
φα(F(x, a, s))
W (x)
θ(ds)
∣∣∣∣ . (11)
As GW is uniformly bounded, following the ideas in [9, Proof of Theorem 2], a sufficient condition for
Assumption 3.4(b) is that the function s → φα (F(x, a, s)) /W (x) is convex, for all (x, a) ∈ K, α ∈ (0, 1). Another
sufficient condition can be obtained from the results [5, Lemma 6.1] and [10, Lemma 1].
4. Construction of average cost optimal policies
Let ν be an arbitrary real number such that 0 < ν < 1/2γ (see Assumption 3.4(a)). We fix an arbitrary
nondecreasing sequence of discount factors {αt } such that 1− αt = O(t−ν) as t →∞, and
lim
n→∞
κ(n)
n
= 0, (12)
where κ(n) is the number of changes of value of {αt } on [0, n].
Now, for a fixed t , let V θtαt (pi, x) := Epi,θtx
[∑∞
n=0 αnt c(xn, an)
]
and V θtαt (x) := infpi∈Π V θtαt (pi, x), x ∈ X , be the
total expected αt -discounted cost and the corresponding value function, for the process (1) in which all the r.v.’s
ξ1, ξ2, . . . have the same distribution θt . We define accordingly the sequences φ
θt
αt (·) and jθtαt (see Remark 3.3). Hence,
Proposition 3.2 yields, for each x ∈ X, t ≥ 0,
V θtαt (x) = T αtθt V θtαt (x) and jθtαt + φθtαt (x) = T αtθt φθtαt (x) a.s. (13)
Applying standard arguments on the existence of minimizers (see, e.g., [11]), for each t ≥ 0 and δt > 0, there
exists ft ∈ F such that
c(x, ft )+ αt
∫
Rk
φθtαt [F(x, ft , s)]θt (ds) ≤ jθtαt + φθtαt (x)+ δt a.s. (14)
We state our main result as follows.
Theorem 4.1. Let {δt } be a sequence of positive numbers such that δt → 0 as t →∞, and pˆi be the policy determined
by the corresponding minimizers ft in (14). Then, under Assumptions 3.1 and 3.4, pˆi is average cost optimal. That is
J (pˆi, x) = j∗.
5. Proof
The proof of Theorem 4.1 is based on the following lemma.
Lemma 5.1. Under Assumptions 3.1 and 3.4, for each x ∈ X and pi ∈ Π , as t →∞,
(a) Epix Ψt → 0; (b) Epix W (xt )Ψt → 0; (c) Epix W (xt )ηt → 0,
where Ψt :=
∥∥∥φαt − φθtαt∥∥∥W .
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The lemma can be proved by applying appropriately the arguments used in [7, Lemma 3.9], and by comparing the
order of convergence of ηt and 1− αt . Indeed, we first prove the relation
Ψt ≤ 2lt1− λt ηt = O(t
2ν)ηt a.s., (15)
where λt := (1+ αt )/2 and lt := 1+ 2b/(1− αt ). The last equality comes because 1/(1− λt )(1− αt ) = O(t2ν), as
t → ∞. Now, taking the expectation Epix on both sides of (15), from Lemma 3.5 we have Epix Ψt = O(t2ν)O(t−1/γ ),
as t → ∞, which in turn proves part (a) by virtue of the fact 2ν < 1/γ . On the other hand, observe that (see
(9)) supt≥0Ψt < ∞ and supt≥0 ηt < ∞. In addition, from part (a) and Lemma 3.5, we obtain the Ppix -probability
convergence to zero of Ψt and ηt as t → ∞, for each x ∈ X and pi ∈ Π . Hence, parts (b) and (c) of the lemma
follow applying arguments similar to those in the proof of [7, relation (35)].
5.1. Proof of Theorem 4.1
Let {kt } := {(xt , at )} be a sequence of state–action pairs corresponding to application of the policy pˆi . We define
Lt = c(kt )+ αt
∫
Rk
φαt [F(kt , s)]θ(ds)− jαt − φαt (xt ) = c(kt )+ αt E pˆix
[
φαt (xt+1)|kt
]− jαt − φαt (xt ). (16)
Hence, for n ≥ k ≥ 1
n−1E pˆix
[
n∑
t=k
c(kt )− jαt
]
= n−1E pˆix
[
n∑
t=k
(
φαt (xt )− αtφαt (xt+1)
)]+ n−1E pˆix
[
n∑
t=k
Lt
]
. (17)
On the other hand, observe that (see (5) and (9)) E pˆix [φα(xt )] < M2, α ∈ (0, 1), for some constant M2 < ∞.
Thus, defining α∗1 , α∗2 , . . . , α∗κ(n), n ≥ 1, the different values of αt for t ≤ n, and using that {αt } is a nondecreasing
sequence, we have [see condition (12) and the definition of φα]
n−1E pˆix
[
n∑
t=k
(
φαt (xt )− αtφαt (xt+1)
)]
= n−1E pˆix
[
n∑
t=k
(
φαt (xt )− αtφαt (xt )
)]+ n−1E pˆix
[
n∑
t=k
αt
(
φαt (xt )− φαt (xt+1)
)]
≤ (1− αk)M2 + n−12M2
κ(n)∑
i=1
α∗i ≤ (1− αk)M2 + 2M2κ(n)n−1, x ∈ X. (18)
Now, from (16) (see Remark 3.3(a)) we have
Lt = c(kt )+ αt
∫
Rk
φαt [F(kt , s)]θ(ds)− T αtθ φαt (xt ) ≤ W (xt )ηt + |I1(t)| + |I2(t)| , (19)
where
I1(t) := αt
∫
Rk
φαt [F(kt , s)]θt (ds)− αt
∫
Rk
φθtαt [F(kt , s)]θt (ds),
I2(t) := αt
∫
Rk
φθtαt [F(kt , s)]θt (ds)+ c(kt )− T αtθ φαt (xt ).
Now, Lemma 5.1 yields E pˆix |I1(t)| → 0, as t →∞. For the term I2(t), from definition of the policy pˆi , combining
(13) and (14), by adding and subtracting the term T αtθ φ
θt
αt (xt ) in I2(t), we get
|I2(t)| ≤ δt + sup
A(xt )
∫
Rk
∣∣φθtαt [F(xt , a, s)] − φαt [F(xt , a, s)]∣∣ θt (ds)
+ sup
A(xt )
∣∣∣∣∫Rk φαt [F(xt , a, s)]θt (ds)−
∫
Rk
φαt [F(xt , a, s)]θ(ds)
∣∣∣∣ ≤ Ψt (βW (xt )+ b)+W (xt )ηt .
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Thus, from Lemma 5.1, E pˆix |I2(t)| → 0 as t →∞. Therefore, we conclude that E pˆix [Lt ] → 0, as t →∞. Finally,
from (17), (18) and (12), we have for any k ≥ 1 and n →∞,
n−1E pˆix
[
n∑
t=k
c(kt )− jαt
]
= (1− αk)M2 + o(1), x ∈ X.
Hence, from (8), the fact that limt→∞ αt = 1 and (2), we obtain J (pˆi, x) = j∗, x ∈ X . That is, pˆi is an average
cost optimal policy. 
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