Sound event detection is intended to analyze and recognize the sound events in audio streams and it has widespread applications in real life. Recently, deep neural networks such as convolutional recurrent neural networks have shown state-of-the-art performance in this task. However, the previous methods were designed and implemented on devices with rich computing resources, and there are few applications on mobile devices. This paper focuses on the solution on the mobile platform for sound event detection. The architecture of the solution includes offline training and online detection. During offline training process, multi model-based distillation method is used to compress model to enable real-time detection. The online detection process includes acquisition of sensor data, processing of audio signals, and detecting and recording of sound events. Finally, we implement an application on the mobile device that can detect sound events in near real time.
Introduction
Our living environment contains many types of sound events that provide us with a wealth of useful information to help us identify and perceive the environment Xu et al., 2019] . The sound event detection (SED) task is proposed to help the intelligent devices understand the sound events and better serve humans. The task of SED includes localization and classification of sound events, aiming at estimating the onset and offset times of sound events and predicting the sound events to predefined types. SED is widely used for many applications. For example, in the field of driverless driving, if the system can identify the sound events of vehicles approaching or leaving, it can make self-driving system more reliable. Except driverless driving, SED is also used for environmental surveillance [Harma et al., 2005] and multimedia events detection [Wang et al., 2016] . In real life, sound events often overlap, which makes it difficult to detect the sound event from a mixture of different sound events. Depending on how to tackle the overlapping * Corresponding Author sound events in audio, SED tasks can be divided into monophonic sound event detection and polyphonic sound event detection. Monophonic SED only detects the most prominent sound event at a given time while polyphonic SED can detect multiple sound events at the same time which is closer to real-life scenario.
Recently, deep neural networks have shown good performance on polyphonic SED task, which use the log mel band energy features or mel frequency cepstral coefficients (MFCC) features as input. Convolutional neural network (CNN) [Espi et al., 2015] can exploit spatially local correlation across input data, and recurrent neural network (RNN) [Parascandolo et al., 2016] can capture long term temporal context for the audio signal. As a result of taking advantage of both approaches, convolutional recurrent neural network (CRNN) has provided state-of-the-art results. However, most of the deep models have millions of parameters, which is not applicable to the embedded or mobile devices with limited computation and storage resources. So there are few applications on mobile devices that can detect sound events. This paper presents a complete solution for polyphonic SED task on mobile devices. The architecture includes offline training and online detection as shown in Figure 1 . The offline training process involves the model training and compression. The online detection process includes acquisition of sensor data, processing of audio signals, and detecting and recording of sound events. For offline training, we will introduce the model compression method which is critical to reducing the usage of computation and storage resources. We improve the distillation method [Hinton et al., 2015] to get better performance on the compact model than the complex models with more parameters. For online detection, we will introduce the acoustic data processing method. Finally, we will demonstrate the application how to perform sound event detection on mobile devices in near real time.
2 Architecture of the Solution
Offline Training
Getting the audio dataset, the first thing is to train the model. There are multiple models with different structures and parameters, which can detect the polyphonic sound events. However, these models are of tens of millions of parameters, like ResNet50 [He et al., 2016] followed by Bi-GRUs [Cho et al., 2014] or Xception [Chollet, 2017] followed by Bi-GRUs, which require high storage and computational resources to perform the detection. Model distillation method can compress the model but often cause loss of accuracy. Based on the model distillation, we propose a multi model-based distillation method for sound event detection. After training the complex models, the frame-level predictions obtained by these models are used as an extra supervision term when training the compact CRNN model. The frame-level knowledge of different models can help the compact CRNN model with fewer parameters achieve better performance. The compact CRNN model used for deployment are only of hundreds of thousands of parameters, which can reduce the storage usage and speed the forward propagation time up.
Online Detection
During the online detection process, the acoustic data is acquired from the sensor. The Pulse Code Modulation (PCM) data can be obtained by sampling and encoding acoustic data. And then the Fast Fourier Transform (FFT) is applied to the PCM data in order to get the data in the frequency domain. Besides, the data processing also includes extracting the log mel band energy features and the delta features of log mel. The delta features contain the trend information about the change of log mel band energy features, which can enrich the features and improve the model performance . Finally, we implement the compact CRNN as an Android library. This library can take the processed data as input and then output the detected sound events. Due to limitations of mobile devices, online detection process is performed every 10 seconds. Our results show that the library is able to detect most sound events within 10 seconds.
Evaluation
We evaluate the models on the DCASE 2017 Challenge Task4 dataset which is a subset of AudioSet [Gemmeke et al., 2017] . The dataset consists of 17 sound events divided into two categories: "Warning" and "Vehicle". The training, testing and evaluation set contains 51172 and 488 and 1103 audio clips respectively. During the offline training process, the audio clips are re-sampled using 22.05KHz and transformed to log mel band energy features and the delta features. The segmentbased instance-based average (SIA) F1 value is employed for the evaluation by using the official sed val package [Mesaros et al., 2016] with a 1s segment size. The SIA F1 values of ResNet50 followed by Bi-GRUs, Xception followed by Bi-GRUs and the compact CRNN model on the evaluation set are 47.0%, 50.6% and 50.9% respectively. The compact model has better performance than complex models.
Demonstration
The demonstration shows the application for the polyphonic SED on mobile devices. The snapshot is shown in Figure 2 . The main functions of the application include the selection of models and tasks, the detection and recording of sound events, and the uploading of labeled data. Before the detection starts, the manager must first select the corresponding model and task. At the time of detection, the application will display and record the detection result every 10 seconds. Since we use the compact model for deployment, the detection is performed in almost real time. In addition, the labeled audio data by the application can be uploaded to the server with the manager's consent, which can expand the sample database and improve the accuracy of the model by iterative training.
In our demonstration, we randomly play the audio clips in the DCASE 2017 Challenge Task4 evaluation dataset. The captured audio signal is processed and the detected sound events are presented in the screen. We compared the detection results on the application and on the server. Due to the influence of the real environment and equipment, the audio data captured by mobile devices has more noise, which makes the detection results on mobile devices often less accurate than on the server.
In conclusion, we present a SED application on mobile devices. Due to limitations of computation and storage resources on mobile devices, we use multi model-based distillation method to compress the complex models. During the detection process, the data acquired from the sensors is processed to get the log mel band energy features and delta features in order to improve the model performance. And finally, we demonstrate the application which can detect the sound events in near real time.
