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REDUCIBLE CONNECTIONS AND NON-LOCAL SYMMETRIES OF THE
SELF-DUAL YANG–MILLS EQUATIONS
JAMES D.E. GRANT
To David E. Williams
Abstract. We construct the most general reducible connection that satisfies the self-dual
Yang–Mills equations on a simply-connected, open subset of flat R4. We show how all such
connections lie in the orbit of the flat connection on R4 under the action of non-local symme-
tries of the self-dual Yang–Mills equations. Such connections fit naturally inside a larger class
of solutions to the self-dual Yang–Mills equations that are analogous to harmonic maps of finite
type.
1. Introduction
Reducible connections play an important roˆle in Donaldson’s study of four-manifold topol-
ogy [11]. In particular, the singular ends of the moduli space of global solutions of the self-dual
Yang–Mills equations on a four-manifold are due to the existence of connections on which the
group of gauge transformations (modulo its centre) do not act freely. In the current paper, we
study reducible connections from a different point of view, that of integrable systems theory.
In this paper and its companion [13] we investigate the non-local symmetry algebra of the self-
dual Yang–Mills equations on R4 discussed in [7, 8, 9] and corresponding group actions on spaces of
solutions of the self-dual Yang–Mills equations on open subsets of R4. In [13] we studied instanton
moduli spaces, as explicitly described by the ADHM construction [1, 2], and group actions that
preserved the L2 nature of the curvature of the connection. In the current work, we investigate
reducible connections defined on a simply-connected, open subset of R4. Given that reducible
and irreducible connections play a different roˆle in Donaldson’s work, our main motivation was
to study whether such connections have different properties from an integrable systems point of
view. This does, indeed, seem to be the case.
In the case of instanton solutions on R4, it was argued in [13] that the symmetry group that
acts on the moduli space has orbits of high codimension in the moduli space. (In other words,
the orbits are quite small.) Our conclusion for reducible connections, however, are quite different.
After explicitly constructing the most general reducible self-dual connection on a simply-connected,
open subset of R4 (there are no reducible self-dual connections on R4 with L2 curvature), we deduce
that all reducible connections lie in the orbit of the flat connection on R4 under the action of the
non-local symmetry group of the self-dual Yang–Mills equations. Also, the reducible connections
lie within a larger class of solutions that arise quite naturally from the symmetries of the self-dual
Yang–Mills equations. Solutions in this larger family are determined by a holomorphic function,
T , defined on an open subset of CP 3 that obeys the condition [T, T ∗] = 0. Such formulae bear a
strong resemblance to those arising in the theory of harmonic maps of finite type (see, e.g., [14,
Chapter 24]). This result is distinct from the instanton case discussed in [13], which bears more
of a resemblance to the theory of harmonic maps of finite uniton number [25].
The organisation of this paper is as follows. In the following Section, we set up notation and
recall the non-local symmetries of the self-dual Yang–Mills equations on R4 constructed in [7, 8, 9].
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We also recall the main results of [10] concerning the twistorial interpretation of these symmetries
in terms of their action on the patching matrix of holomorphic bundles over open subsets of CP 3.
In Section 3, we determine the most general reducible self-dual connection on a simply-connected,
open subset of R4. We show that these may be constructed directly from harmonic functions.
We then show the patching matrix of such connections may be constructed directly. In Section 4,
we deduce that all such patching matrices, and therefore all reducible self-dual connections, lie
in the orbit of the flat connection on R4. In particular, we see there is a larger class of patching
matrices that appear quite naturally from the group action of [10] that contains all reducible
connections. Analogies between this larger class of solutions and harmonic maps of finite type
are briefly investigated in Section 5. After some final remarks, in an Appendix we study some
properties of a simplified version of the group action of [10].
As in the companion paper [13], we study only the non-local symmetries of the self-dual Yang–
Mills equations constructed in [7, 8, 9], and not symmetries that require the existence of a non-
trivial conformal group on our manifold. We also specialise to the case of SU2 structure group,
although the generalisation to any classical Lie group is straightforward.
2. Preliminaries
2.1. The self-dual Yang–Mills equations on R4. Let U be a connected, simply connected
open subset of R4 with its flat metric. From the Cartesian coordinates (t, x, y, z) on R4, we define
complex coordinates
u := t+ ix, v := y − iz
on R4 ∼= C2. In terms of these coordinates, the metric on R4 is
g =
1
2
(du⊗ du+ du ⊗ du+ dv ⊗ dv + dv ⊗ dv) .
and the standard volume form is
ǫ = dt ∧ dx ∧ dy ∧ dz =
1
4
du ∧ du ∧ dv ∧ dv.
In terms of these coordinates, a local basis for the bundle of anti-self-dual two-forms (with respect
to the above metric and volume form) on U is given by {du∧ dv, 12 (du ∧ du+ dv ∧ dv) , du∧ dv}.
Let π : P → U be a principal SU2 bundle over U . Since we are, essentially, working locally, a
connection on P may be represented by an su2-valued one-form A ∈ Ω
1(U, su2), with curvature
F ∈ Ω2(U, su2). In terms of the complex coordinates above, the connection satisfies the self-dual
Yang–Mills equations on U if and only if
Fuv = 0, (2.1a)
Fuu + Fvv = 0, (2.1b)
Fuv = 0. (2.1c)
Since U is simply-connected, (2.1a) and (2.1c) imply the existence of maps ψ0, ψ∞ : U → SL2(C)
with the property that
Au = − (∂uψ∞)ψ−1∞ , Av = − (∂vψ∞)ψ
−1
∞ , (2.2a)
Au = − (∂uψ0)ψ
−1
0 , Av = − (∂vψ0)ψ
−1
0 . (2.2b)
The fields ψ0, ψ∞ are determined by equations (2.2) up to transformations
ψ0(x) 7→ ψ˜0(x) := ψ0(x)R(u, v), ψ∞(x) 7→ ψ˜∞(x) := ψ∞(x)S(u, v),
where R, S are arbitrary analytic functions of (u, v), (u, v) respectively. We may use this freedom
to set, without loss of generality, ψ∞(x) =
(
ψ0(x)
−1)† , ∀x ∈ U . The remaining freedom in the
choice of ψ0, ψ∞ is then of the form
ψ0(x) 7→ ψ˜0(x) := ψ0(x)R(u, v), ψ∞(x) 7→ ψ˜∞(x) := ψ∞(x)
(
R(u, v)−1
)†
. (2.3)
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In terms of these fields we define the Yang J-function, J : U → SL2(C), by
J(x) := ψ−1∞ (x) · ψ0(x), x ∈ U.
It follows from the reality properties of ψ0, ψ∞ that J is Hermitian
J(x) = J(x)†, x ∈ U,
and that, under the transformation (2.3), J transforms according to the rule
J(x) 7→ J˜(x) := R(u, v)†J(x)R(u, v). (2.4)
Substituting into equation (2.1b), we find that the connection, A, satisfies the self-dual Yang–
Mills equations if and only if J satisfies the two (equivalent) versions of the Yang–Pohlmeyer
equation
∂u
(
JuJ
−1)+ ∂v (JvJ−1) = 0, (2.5a)
∂u
(
J−1Ju
)
+ ∂v
(
J−1Jv
)
= 0. (2.5b)
2.2. Associated linear problem. Let Ω be a non-empty, open subset of CP 1 := C ∪ {∞}, and
consider the following overdetermined system of equations for a map Ψ: U × Ω→ SL2(C)
(∂v + z∂u)Ψ(x, z) = − (Av + zAu)Ψ(x, z), (2.6a)
(∂u − z∂v)Ψ(x, z) = − (Au − zAv)Ψ(x, z), (2.6b)
∂zΨ(x, z) = 0. (2.6c)
An important property of the self-dual Yang–Mills equations is that they are the integrability
condition for this system. In particular, if the connection A satisfies the self-dual Yang–Mills
equations on U , then there exists ǫ > 0 and a solution Ψ0 : U × V
0
ǫ → SL2(C) of this system that
is analytic in z for z ∈ V0ǫ , where V
0
ǫ :=
{
z ∈ CP 1
∣∣ |z| < 1 + ǫ}.
Notation. We define the involution σ : CP 1 → CP 1 by σ(z) = − 1/z. Given a subset V ⊂ CP 1
and a map g : V → SL2(C), we define a corresponding map g
∗ : σ(V)→ SL2(C) by
g∗(z) := (g(σ(z)))† .
Similarly, given any map f : U × V → SL2(C), we define a corresponding map f
∗ : U × σ(V) →
SL2(C) by
f∗(x, z) := (f(x, σ(z)))† .
Given the solution, Ψ0, of (2.6), we may now construct another solution Ψ∞ : U×V∞ǫ → SL2(C),
where V∞ǫ :=
{
z ∈ CP 1
∣∣∣ |z| > 11+ǫ }, by Ψ∞(x, z) := Ψ∗0(x, z)−1. The solution Ψ∞ is analytic in
z for z ∈ V∞ǫ .
Remark 2.1. Note that, for the construction of the connection in equation (2.2), we may take
ψ0(x) := Ψ0(x, 0) and ψ∞(x) := Ψ∞(x, 0). We will assume, from now on, that ψ0 and ψ∞ are
defined in this way.
Definition 2.2. The patching matrix (or clutching function, in Uhlenbeck’s terminology [25]),
G : U × Vǫ → SL2(C) is defined by
G(x, z) = Ψ∞(x, z)−1 ·Ψ0(x, z), (2.7)
where Vǫ := V
0
ǫ ∩ V
∞
ǫ =
{
z ∈ CP 1
∣∣∣ 11+ǫ < |z| < 1 + ǫ}.
Remark 2.3. Viewing U × Vǫ as a subset of π
−1(U) ⊆ CP 3, the patching matrix is the transition
function of the holomorphic vector bundle over CP 3 corresponding to our self-dual connection
A [3, 27]. Since U ×V0ǫ and U ×V
∞
ǫ are open subsets of C
3, any holomorphic bundle over them is
trivial. As such, the bundle over π−1(U) is completely determined by the patching matrix G (see,
e.g., [10]). The fact that the patching matrix splits as in (2.7) implies that the bundle is trivial
on restriction to a line π−1(x), for each x ∈ U [27]. Since the patching matrix obeys the reality
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condition G(t, z) = G∗(t, z), the bundle admits a Hermitian structure, and the corresponding
self-dual connection is an SU2 connection, rather than an SL2(C) connection.
2.3. Non-local symmetries. In order to study symmetries of the self-dual Yang–Mills equa-
tions, we let J(·, s) : Us → SL2(C) be a one-parameter family of solutions of the Yang–Pohlmeyer
equations (2.5). Here, s ∈ I with I an open interval in R containing the origin, J is assumed to
depend in a C1 fashion on the parameter s, and Us ⊆ R
4 is the open subset of R4 on which the
solution is well defined (i.e. non-singular)1. Taking the derivative with respect to s of (2.5), we
find that J(·, s) must satisfy the linearised equation
∂u
(
J∂u
(
J−1J˙
)
J−1
)
+ ∂v
(
J∂v
(
J−1J˙
)
J−1
)
= 0. (2.8)
where J˙ := ∂J/∂s. It is known that the only local symmetries of the self-dual Yang–Mills
equations on flat R4 are gauge transformations and those generated by the action of the conformal
group (see, e.g., [22]). However, there exists a non-trivial family of non-local symmetries of the
self-dual Yang–Mills equations [7, 8, 9], defined as follows. We define maps χ0 : U ×V
0
ǫ → SL2(C),
χ∞ : U × V∞ǫ → SL2(C) by the relations
χ0(x, z) := ψ0(x)
−1 ·Ψ0(x, z), (x, z) ∈ U × V0ǫ
χ∞(x, z) := ψ∞(x)−1 ·Ψ∞(x, z), (x, z) ∈ U × V∞ǫ .
χ0 is analytic in z for all z ∈ V0, with χ(x, 0) = Id, for all x ∈ U , and is a solution of the system[(
∂v − JvJ
−1)+ z∂u]χ0(x, z) = 0,[(
∂u − JuJ
−1)− z∂v]χ0(x, z) = 0,
for all (x, z) ∈ U × V0ǫ . Similarly, χ∞ is analytic in z for all z ∈ V
∞
ǫ , with χ∞(x,∞) = Id, for all
x ∈ U . Note that we have
χ∞(x, λ) = (χ0(x, σ(λ)))
−†
, for all (x, λ) ∈ U × V∞ǫ ..
Based on the work of [7, 8, 9], we have the following result from [10]:
Proposition 2.4. Let T : U × Vǫ → sl2(C) obey the relations
(∂v + λ∂u)T (x, λ) = (∂u − λ∂v) T (x, λ) = 0,
and be analytic in λ on a neighbourhood, Vǫ, of the unit circle S
1 ⊂ C. Then
J˙(x, s) = χ∞(x, λ)T (x, λ)χ∞(x, λ)−1 · J
+ J · χ0(x, σ(λ))T (x, λ)
†χ0(x, σ(λ))−1
= ψ∞(x)−1
[
Ψ∞(x, λ)T (x, λ)Ψ∞(x, λ)−1
+Ψ0(x, σ(λ))T (x, λ)
†Ψ0(x, σ(λ))−1
]
ψ0(x) (2.9)
is a solution of the linearisation equation (2.8), for all x ∈ U , and all λ ∈ Vǫ.
Remark 2.5. In the case where the function T is independent of (u, v), it defines an element of
the loop group ΛSL2(C) with a holomorphic extension to an open neighbourhood of S
1 in C∗.
The algebra of symmetries generated by such T is then isomorphic to the Kac-Moody algebra of
sl2(C) [7, 8, 9].
The natural question is how to exponentiate the above algebra into a group action on the space
of solutions of the self-dual Yang–Mills equations. A solution to this problem is given by the
following result
Theorem 2.6. [10, Chapter IV.C] Let g : X × S1 → SL2(C) be a smooth map that admits a
continuous extension to a holomorphic map g : X × Vǫ ⊂ CP
3 → SL2(C), for some ǫ > 0. Then
the action of g on the patching matrix, G(x, z), is defined by
G(x, z) 7→ (g ·G) (x, z) := g(x, z) ·G(x, z) · g∗(x, z). (2.10)
1We will often notationally suppress the dependence of the domain U on s.
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This equation defines an action of the set of such maps g on the space of self-dual connections on
X. If g extends holomorphically to z ∈ V0ǫ , then the corresponding transformation is a holomorphic
change of basis on the bundle over π−1(X), which leaves the self-dual connection, A, unchanged.
Remark 2.7. The above group action on the solution space have been given a cohomological
description by Park (see [20] and references therein), which has been further investigated by
Popov and Ivanova (see [17, 18, 22] and references therein).
Remark 2.8. The group action (2.10) is slightly unusual since, in integrable systems theory, it is
usually adjoint or coadjoint orbits of Lie groups that turn out to be relevant. If we consider the case
where G and g are constant, and study the action of SL2(C) on itself by (g,G) 7→ g ·G := gGg
†,
then the generic orbits of this action are five-dimensional. As such, the orbits do not carry the
invariant symplectic structures that one would associate with, for example, coadjoint orbits. A
brief investigation of this orbit structure is given in Appendix A.
The connection between Theorem 2.6 and the transformation (2.9) is given by the following:
Theorem 2.9. Given T : U × Vǫ → sl2(C) as in Proposition 2.4, the corresponding flow on the
space of patching matrices is given by
G˙(x, z) = −T (x, z)G(x, z)−G(x, z)T ∗(x, z) + ρ∞(x, z)G(x, z) +G(x, z)ρ0(x, z) (2.11)
for (x, z) ∈ R4 × Vǫ. In this equation, ρ0 : R
4 × V0ǫ → sl2(C) and ρ∞ : R
4 × V∞ǫ → sl2(C) are
analytic functions of z on the respective regions and satisfy
(∂v + z∂u) ρ0(x, z) = (∂u − z∂v) ρ0(x, z) = 0,
(∂v + z∂u) ρ∞(x, z) = (∂u − z∂v) ρ∞(x, z) = 0.
Remark 2.10. It follows from a similar argument to that given in the proof of Proposition 1
(b) of [10] that the terms ρ0 and h∞ in the above formula may be absorbed into a change of
holomorphic frame on the sets z ∈ V0ǫ and V
∞
ǫ , respectively.
Remark 2.11. The group action (2.10) was derived in [10], arguing by analogy with the action of
dressing transformations in harmonic map theory. It has been investigated further in, for example,
[17, 18, 22]. The first direct derivation of the infinitesimal result (2.11) from the generator (2.9),
to my knowledge, appears in [13].
3. Reducible connections
Recall [12, Chapter 3] that a connection, D, on an SU2 bundle π : E → U is reducible if the
group of gauge transformations G := C∞(U, SU2) modulo its centre does not act freely on the
connection D. We now proceed to derive the most general form of a reducible connection on a
simply-connected, open subset of R4. In doing so, we make extensive use of the classical Pauli
matrices, which we define as follows:
τ ≡ (τ1, τ2, τ3) =
((
0 1
1 0
)
,
(
0 −i
i 0
)
,
(
1 0
0 −1
))
.
Proposition 3.1. Let U be a simply-connected, open subset of R4, a ∈ C∞(U,R) a harmonic
function. We define the connection
A =
1
2
(
∂a− ∂a
)
τ3 ∈ Ω
1(U, su2). (3.1)
Then the connection, A, is reducible and satisfies the self-dual Yang–Mills equations on U . Con-
versely, up to gauge transformation, all reducible self-dual connections on U arise in this way.
Proof. A connection is reducible if and only if there exists a parallel section, η, of the adjoint
bundle ad su2 [12, Theorem 3.1]. In terms of local coordinates (u, v) ∈ C
2 ∼= R4, and relative to a
local trivialisation of the bundle E, this condition implies that
∂
∂xa
η + [Aa, η] = 0.
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It follows from equations (2.2) that, for a parallel section η, the map A : C2 → sl2(C) defined
by the equation η = ψ0(x)A(u, v)ψ0(x)
−1 is holomorphic. In a similar fashion, using (2.2) and
the relationship between ψ0 and ψ∞, one may verify that η = −ψ∞(x)A(u, v)†ψ∞(x)−1. These
relations imply that
JA(u, v) +A(u, v)†J = 0. (3.2)
Note that this equation and the fact that detJ 6= 0 implies that detA(u, v) = detA(u, v)∗.
Therefore detA(u, v) is real. Since A is holomorphic in u and v, it follows that detA is a real
constant.
Let A = (R+ iI) · τ , with R, I : U → R3. The fact that A depends holomorphically on (u, v)
implies that
∂tR = ∂xI, ∂xR = −∂tI, ∂yR = −∂zI, ∂zR = ∂yI. (3.3)
Moreover, we find that
detA = |I|2 − |R|2 − 2i〈R, I〉.
Since detA is real, we deduce that 〈R, I〉 = 0. We now let J = Λ + λ · τ , with λ : U → R3 and
the condition that det J = 1 implies that we require Λ2 = 1 + |λ|2. Imposing (3.2), we find that
we require
ΛR = λ× I. (3.4)
This equation implies that
Λ2|R|2 = |λ× I|2 = |λ|2|I|2 − 〈I,λ〉2.
Therefore
detA = |I|2 − |R|2 =
1
|λ|2
(
Λ2|R|2 + 〈I,λ〉2
)
− |R|2
=
1
|λ|2
(
|R|2 + 〈I,λ〉2
)
≥ 0
For λ 6= 0, equality occurs in this inequality if and only if R = 0 and 〈I,λ〉 = 0. From (3.4), it
follows that, in this case, R = I = 0, so A = 0. Moreover, if λ = 0, then (3.2) implies that R = 0,
so detA = |I|2, which is, again, strictly positive unless I = 0 and, hence, A = 0.
To summarise, the fact that detA is real, along with (3.2), implies that detA is a non-negative
constant. Moreover, detA = 0 if and only if A = 0. Since we are assuming A 6= 0 and since any
constant multiple of a parallel section is also parallel we may, without loss of generality, assume
that detA = 1. In this case, it follows that the eigenvalues of A are ±i.
Note that we still have the freedom to rotate the ψ’s, as given in (2.3). It follows that A
transforms under the adjoint action of R−1:
A(u, v) 7→ A˜(u, v) := R(u, v)−1A(u, v)R(u, v) = AdR−1A. (3.5)
We now write A in the form
A(u, v) =
(
a(u, v) b(u, v)
c(u, v) −a(u, v)
)
where a, b, c are holomorphic functions of (u, v). On a neighbourhood of any point (u, v) at which
a(u, v) 6= −i, the holomorphic change of frame
R+(u, v) =
(
a+ i b
c a+ i
)
has the property that
R+(u, v)
−1A(u, v)R+(u, v) = iτ3.
Similarly, for a(u, v) 6= +i,
R−(u, v) =
(
−b a− i
a− i c
)
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gives a holomorphic change of frame with the property that
R−(u, v)−1A(u, v)R−(u, v) = iτ3.
As such, given any point p ∈ X , there exists a neighbourhood of p and a holomorphic frame such
that A = iτ3 in that frame.
From (3.2), it follows that there exist real functions α, β such that J = α Id + βτ3. Since
detJ = 1, we have α2 = 1 + β2. Since J is continuous, α will have constant sign, so we assume
that α > 0. Therefore, since U is assumed simply-connection, we may consistently define a
real-valued function a with the property that α = cosha, β = sinh a. It then follows that
J = exp (aτ3) . (3.6)
We therefore have
J−1Ju = au τ3, J−1Jv = av τ3.
Imposing the Yang–Pohlmeyer equation implies that a is harmonic:
(∂u∂u + ∂v∂v) a = 0.
From (3.6), we see that, up to a gauge transformation, we may take
ψ0 = exp
(a
2
τ3
)
, ψ∞ = exp
(
−
a
2
τ3
)
.
The form of the connection given in equation (3.1) then follows from equation (2.2). The parallel
section, η, is equal to iτ3. 
Example 3.2. The case
J(x) = exp
{(
|u|2 − |v|2
)
τ3
}
corresponds to a = |u|2 − |v|2 and, therefore, defines a reducible connection. In this case, the
connection is non-singular on R4. However, the curvature is not L2, and therefore the connection
cannot be extended to S4 [26].
In this particular case the connection is algebraically special, in the sense that, in addition to
satisfying the self-dual Yang–Mills equations (2.1), the curvature satisfies
Fuv = 0, Fvu = 0.
It can be shown that all algebraically special connections arise in this way, and are thus reducible.
Recall [16] that there is a 1 − 1 correspondence between harmonic functions on U ⊆ R4 and
sheaf cohomology classes in H1(Û ,O(−2)), where Û := π−1(U) ⊆ CP 3. In the present case, such
a cohomology class may be represented by a holomorphic function2 f : U × C∗ → C. In terms
of homogeneous coordinates on CP 3, we have f(λz) = λ−2f(z). The corresponding harmonic
function on U ⊆ R4 is then given by the contour integral
a(x) =
1
2πi
∮
γ
f(u− wv, v + wu,w)dw, (3.7)
where γ := {w ∈ C ⊂ CP 1 : |w| = 1}.
Proposition 3.3. Given the connection as in Proposition 3.1, the patching matrix for the holo-
morphic bundle on Û may be taken as
G(x, z) = exp
[
1
2
(F (x, z) + F ∗(x, z)) τ3
]
where
F (x, z) :=
1
2πi
∮
γ
w + z
w − z
f(u− wv, v + wu,w)dw, (3.8)
and the holomorphic function f is a representative of the cohomology class in H1(Û ,O(−2))
corresponding to the harmonic function a.
2By holomorphic, we mean with respect to the complex structure induced on U × C∗ as a subset of CP 3.
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Proof. We assume that there exists Ψ0(x, z) of the form exp
(
1
2F (x, z)τ3
)
, with F (x, 0) = a(x).
From (2.6) for Ψ and the explicit form of the connection, we deduce that F must be analytic in z
and satisfy the relations
(∂u − z∂v)F (x, z) = (∂u + z∂v) a(x), (∂v + z∂u)F (x, z) = (∂v − z∂u) a(x).
From (3.7) we then calculate
(∂u + z∂v) a(x) = (∂u + z∂v)
1
2πi
∮
γ
f(u− wv, v + wu,w)dw
=
1
2πi
∮
γ
(w + z) (∂2f) (u − wv, v + wu,w)dw
=
1
2πi
∮
γ
w + z
w − z
(w − z) (∂2f) (u− wv, v + wu,w)dw
=
1
2πi
∮
γ
w + z
w − z
(∂u − z∂v) f(u− wv, v + wu,w)dw
= (∂u − z∂v)
1
2πi
∮
γ
w + z
w − z
f(u− wv, v + wu,w)dw.
Along with a similar calculation for (∂v − z∂u) a(x), we have the above candidate for F given
in (3.8). By its definition as a contour integral, it follows that F is analytic in z, for z in the
interior of γ. Since the function w+z
w−zf(u − wv, v + wu,w) is continuous for w ∈ γ, and γ is
compact, the Dominated Convergence Theorem implies that limz→0 F (x, z) = a(x). As such, F
has all of the required properties. 
Remark 3.4. Note that the patching matrix in Proposition 3.3 takes the formG(x, z) = exp (ϕ(x, z)τ3),
where ϕ is a holomorphic function of (u− zv, v + zu, z) that satisfies ϕ∗(x, z) = ϕ(x, z).
Example 3.5. In the case of our algebraically special connection, where a = |u|2 − |v|2, we
may take f(x, z) = 1
z2
(u − zv)(v + zu). We then find that F (x, z) = |u|2 − |v|2 − 2uv and
G(x, z) = exp
[
1
z
(u− zv) (v + zu) τ3
]
.
4. Orbit of the flat connection
Let T : U × S1 be analytic on a neighbourhood of U × S1 in U ×C∗ ⊂ CP 3, with the property
that
[T, T ∗] = 0. (4.1)
Given a solution of the self-dual Yang–Mills equations, described by patching matrix G(x, z), we
may consider the one-parameter family of connections generated by T via the flow (2.11). Since
the functions ρ0, ρ∞ can be removed by a holomorphic change of basis on the regions U ×V0ǫ and
U × V∞ǫ we may, without loss of generality, fix the holomorphic bases by setting ρ0 = ρ∞ = 0.
The unique solution of (2.11) with initial conditions G(x, z) is then
Gt(x, z) = exp (−tT (x, z)) G(x, z) exp (−tT (x, z)
∗) .
In general, one would perform a Birkhoff splitting of Gt, which would yield connections At gen-
erated from the connection, A, corresponding to the patching matrix G. (Generally, there will be
jumping points at which G does not admit a splitting of the form (2.7), so we will need to shrink
the set U accordingly. The set of such points will, generically, be of strictly positive codimension
in U .)
A case of particular interest to us is when the initial connection is flat, in which case we may
take G(x, z) = 1. We then have
Gt(x, z) = exp (−t (T (x, z) + T (x, z)
∗))
as the patching matrix of connections that lie in this orbit of the flat connection. As a special case
of this construction, letting T = − 12ϕ(x, z)τ3 where ϕ : U × Vǫ → SL2(C) satisfies
(∂u − z∂v)ϕ = (∂v + z∂u)ϕ = 0
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and is analytic in z ∈ Vǫ for some ǫ > 0. Then, assuming that ǫ is chosen sufficiently small that
G(x, z) is analytic on U × Vǫ, we deduce that
Gt(x, z) = exp (tϕ(x, z)τ3) , (x, z) ∈ U × Vǫ.
In light of this construction, and the classification of patching matrices arising from reducible
connections in the previous section, we deduce:
Theorem 4.1. Let A be a reducible connection on an open subset U ⊂ R4. Then A lies on the
orbit of the flat connection on U under the action of the non-local symmetry group of the self-dual
Yang–Mills equations.
Remark 4.2. As mentioned earlier, the set U on which the self-dual connection is defined will
generally shrink under the action of the symmetry group. In the case of reducible connections,
where one may start from the flat connection on R4, then there do exist reducible connections
defined on the whole of R4. (Our algebraically special connection is an example of such.) Since
there are no non-trivial reducible connections on S4, however, Uhlenbeck’s theorem [26] implies
that the curvature of such a connection cannot be L2. (This property may also be checked directly
from the explicit form of the connection.)
Remark 4.3. Takasaki [24] has argued that, if we drop the reality conditions on self-dual connec-
tions and consider SL2(C) connections rather than SU2 ones, then the group action generated by
transformations of the form
J˙(x, s) = χ∞(x, λ)T (x, λ)χ∞(x, λ)−1 · J (4.2)
is transitive on the space of local solutions of the SL2(C) self-dual Yang–Mills equations. In the
current context, we are explicitly restricting ourselves (via the form of equation (2.9)) to trans-
formations that preserve the SU2 nature of the connection, in which case there is no reason to
believe that the group action should be transitive. In an analogous situation in the theory of
harmonic maps into Lie groups, one can show that transformations analogous to (4.2) map real
extended harmonic maps to real harmonic maps if and only if the action is trivial [4, Proposi-
tion 3.4] (i.e. g ·Φ = Φ). It is, similarly, expected that transformations of the form (4.2) will map
SU2 connections to SU2 connections if and only if the connections coincide.
5. Harmonic maps of finite type
It is clear from the discussion in the previous section that the reducible connections on a
simply-connected, open subset U ⊆ R4 are a special case of a more general type of connection. In
particular, given a map T : U × Vǫ → SL2(C) satisfying the commutator condition (4.1), then the
patching matrix
G(x, z) = exp (T (x, z) + T (x, z)∗) (5.1)
will generate a solution of the self-dual Yang–Mills equations on a subset of U .
The forms of condition (4.1) and the patching matrix (5.1) are reminiscent of formulae that
appear when one considers harmonic maps of finite type into Lie groups (see, e.g., [14, Chapter 24]
and [5, 6] for harmonic maps into k-symmetric spaces). Recall that, in this context, we consider
Lie groups G, G1, G2 such that G = G1 · G2 (in the sense that, given g ∈ G, there exist unique
g1 ∈ G1, g2 ∈ G2 such that g = g1g2). At the Lie algebra level, we have a direct sum decomposition
g = g1 + g2, and we denote the projections onto the two summands by π1, π2. In the case where
AdG1g2 ⊆ g2, then various Lax flows on g can be solved explicitly. In particular, let J1, J2 be
invariant vector fields on g3 consider the Lax equations
∂sX(s, t) = [X(s, t), (π1 ◦ J1) (X(s, t))] , (5.2a)
∂tX(s, t) = [X(s, t), (π1 ◦ J2) (X(s, t))] , (5.2b)
for a map X : R2 7→ g with initial conditions
X(0, 0) = V ∈ g.
3i.e. J1,J2 : g→ g satisfy J1(Adgv) = AdgJ1(v) for all g ∈ G and v ∈ g and similarly for J2
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These equations are compatible, and the solution to this problem may be written in the form
X(s, t) = AdF (s,t)−1V
where F : R2 → G1 takes the form
F (s, t) = exp (s (π1 ◦ J1) (V) + t (π1 ◦ J2) (V)) , (s, t) ∈ R
2.
The connection with harmonic maps arises if we let G be a compact Lie group and use the standard
loop-group decompositions (see, e.g., [14, Chapter 12] and [23, Chapter 8]) to take G := ΛGC,
G1 := ΩG, G2 := Λ+G
C. If we now impose that the initial conditions for the Lax equation (5.2)
corresponds to an element of the loop group of G (rather than GC) and that its Laurent expansion
of which lies between degrees −d and d:
V =
[
λ 7→ f(λ) ≡
d∑
n=−d
αnλ
n
]
∈ ΛGC,
then it turns out that the map X also has Laurent expansion which lies between degrees −d and
d. Moreover, F : R2 → ΩG is automatically the extended solution corresponding to a harmonic
map ϕ : R2 → G. (In particular, ϕ(s, t) = F (s, t)|λ=−1.) Such harmonic maps are of finite type.
In the context of self-dual Yang–Mills connections, the analogue of harmonic maps of finite type
for self-dual Yang–Mills fields would appear to be patching matrices of the form
G(x, z) = expΦ(x, z),
where Φ: U × Vǫ → SL2(C) satisfies
1). (∂u − z∂v)Φ(x, z) = (∂v + z∂u)Φ(x, z) = 0;
2). Φ∗(x, z) = Φ(x, z)
3). Φ(x, z) is analytic in z for z ∈ Vǫ for some ǫ > 0, and there exists d ∈ N0 such that Φ has
a finite Laurent expansion of the form
Φ(x, z) =
d∑
n=−d
an(x)z
n, (x, z) ∈ U × Vǫ,
for some ai : U → g
C, i = −d, . . . , d on this set.
In particular, fixing a point p ∈ U then the finite Laurent expansion at p is analogous to the initial
condition V having finite Laurent expansion. Moreover, Condition 1) above is then the analogue
of the Lax equations (5.2) satisfied by the map X in the harmonic map case.
Definition 5.1. We will call a solution of the self-dual Yang–Mills equations for which there exists
a patching matrix that satisfies the above criteria a self-dual connection of finite type4.
Remark 5.2. The conditions above imply that the maps ai satisfy the conditions
∂ua−d = 0 ∂ua−d = 0, (5.3a)
∂uan+1 = ∂van, ∂van+1 = −∂uan, n = −d, . . . , d− 1 (5.3b)
∂vad = 0 ∂uad = 0. (5.3c)
For d = 0, we deduce that G is constant, and therefore the corresponding self-dual connection A
is flat. For d ≥ 1, the algebraic condition (4.1) imposes non-trivial restrictions on the coefficients
ai. Note that our algebraically special connection is a self-dual connection of type 1.
Remark 5.3. Let A be a reducible connection defined by a harmonic function a as in (3.1). Letting
a0(x) := a(x) then A is a self-dual connection of finite type if and only if there exists d > 0 and
functions a−d, . . . , ad such that equations (5.3) hold. In particular, this condition implies that
∂da
∂ur∂vs
= 0, for all r, s such that r + s = d.
4Or, of type d, when we wish to be more specific
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Therefore, Φ is necessarily a polynomial of degree less than or equal to d in (u, u, v, v). As such,
the space of self-dual connections of type d is necessarily finite-dimensional.
Remark 5.4. The most restrictive case is when we impose that G splits in the form (2.7) with
Ψ0(x, z) = exp
(
a0(x)
2
+
d∑
n=1
an(x)z
n
)
,
Ψ∞(x, z) = exp
(
−
a0(x)
2
−
−1∑
n=−d
an(x)z
n
)
.
Such a splitting only occurs if [ai(x), aj(x)] = 0, for all i, j = −d, . . . , d. Since SL2(C) is of rank
one, it follows that there exists a constant element α ∈ SL2(C) such that ai(x) = ϕi(x)α, for
functions ϕi : U 7→ C. A change of basis (rotating so that α 7→ τ3) implies that such patching
matrices give rise to reducible connections when a0 is real.
Remark 5.5. One of the main differences between the integrable systems approach to harmonic
maps and the self-dual Yang–Mills equations is the form of the symmetry group action on the
solutions. In the case of harmonic map equations from a domain X ⊆ R2 to a Lie group G, one
interprets the harmonic map equations as implying the existence of a holomorphic map E : X →
ΩG into the based loop group of G. The “dressing action” on the space of harmonic maps is then
induced by the action of various groups on the group ΩG [15, 25]. In particular, the symmetry
group acts only on the space where the map E takes its values, rather than on the map E itself.
In the case of the self-dual Yang–Mills equations, the object of study is the patching matrix
G : U ×Vǫ → sl2(C), and the group action (2.10) acts non-trivially on the map G. This difference
is the main issue that makes the case of self-dual Yang–Mills equations more complicated. As
remarked earlier, the particular form of the group action (2.10) implies that many of the techniques
used to study orbits in the harmonic map case have no direct analogue in the self-dual Yang–Mills
case.
6. Final remarks
Our main result is that reducible connections that satisfy the self-dual Yang–Mills equations on
simply-connected, open subsets of R4 lie in the orbit of the flat connection under the action of the
non-local symmetry group of these equations found in [7, 8, 9]. In particular, such connections lie
within a larger class of solutions, discussed in Section 4, defined by a holomorphic function T (x, z)
with the property that [T (x, z), T ∗(x, z)] = 0. This condition defines a class of solutions of the
self-dual Yang–Mills equations that seem quite natural from the integrable systems point of view,
and suggests a connection with the theory of harmonic maps of finite type. Whether the analogy
with such harmonic maps may be extended, and techniques developed in, for example [5, 6], may
be adapted to the study of our class of self-dual connections, is under investigation.
It is clear that the work here (and in the sister paper [13]) may be extended in several ways. The
investigation of the symmetry group on the one-instanton moduli space on the four-manifold CP 2
would be of particular interest, since, in this case, the standard reducible connection is also L2 so we
have reducible and irreducible connections in the same moduli space. Such an investigation would
yield further information concerning the different behaviour of reducible connections studied here
and the instanton connections studied in [13] under the symmetry group. In a different direction,
given that the reducible connections and the class discussed in Section 4 seem quite a natural family
of solutions to investigate from the point of view of integrable systems, it would be of interest to
investigate whether there are similar families of self-dual Ricci-flat four-manifolds (for example,
those with algebraically special self-dual Weyl tensor) that arise naturally from the symmetries
of, for example, Plebanski’s equations [21].
We should also point out that we have exclusively considered the self-dual Yang–Mills equations
on Riemannian manifolds, due to the original motivation of Donaldson theory. It is more usual
to investigate the integrable systems aspects of the self-dual Yang–Mills equations equations on
manifolds of signature (−−++) (see, e.g., [19] for an extensive treatment of this topic). It would
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be of interest to investigate the action of symmetries on, for example, reducible connections in the
case of signature (−−++).
Viewed in conjunction with the results of the companion paper [13], where instanton solutions
of the self-dual Yang–Mills equations were investigated, it appears that the action of the non-local
symmetry group on the space of solutions of the self-dual Yang–Mills equations is quite different
in the two cases. In the case of instanton moduli spaces, evidence was found that the orbits of the
symmetry group that preserve the L2 nature of the curvature of the connection are rather small.
In the present case, however, all reducible connections are contained in a single orbit. It appears
that the distinction between instanton connections and reducible connections for the self-dual
Yang–Mills equations are, in this sense, similar to the distinction between harmonic maps of finite
uniton number [25] and harmonic maps of finite type. Since the original motivation for the current
work (and [13]) was to investigate connections between integrable systems theory and Donaldson’s
use of the self-dual Yang–Mills equations in connection with four-dimensional topology [11], it is
rather striking that the behaviour of reducible connections and irreducible connections should be
so different from the integrable systems point of view. Whether these results point to a deeper
relationship between integrable systems theory and topological field theory would certainly seem
worthy of further investigation.
Appendix A. Constant group action
The group action G(x, z) 7→ h(x, z)G(x, z)h∗(x, z) is a little unusual. In order to gain some
insight into this action, we consider some similar actions on simpler groups, analogous to the case
where G and h are constant.
A.1. SL2(R). Consider the action of SL2(R) on itself given by
SL2(R)× SL2(R)→ SL2(R); (h, g) 7→ h · g := hgh
t,
where t denotes transpose. The subgroup PSL2(R) ∼= SO
0
2,1 acts effectively. We decompose g into
symmetric and skew-symmetric parts
g = U + αǫ,
where U is symmetric, α ∈ R and ǫ =
(
0 1
−1 0
)
. It then follows that α is invariant under the
action of h and U transforms according to U 7→ h · U := hUht. The fact that g lies in SL2(C)
implies that
detU = 1− α2.
Writing
U =
(
t+ x y
y t− x
)
then detU = −‖u‖2, where u = (t, x, y) ∈ R2,1. The orbits of the group action are then
parametrised by α ∈ R and consist of vectors u ∈ R2,1 with
‖u‖2 = α2 − 1.
Since the restriction on u is insensitive to the sign of α, we consider the orbits for α ≥ 0:
α = 0 Here there are two orbits consisting of symmetric elements of SL2(R). We have ‖u‖
2 = −1,
so u lies on the two-sheeted hyperboloid in R2,1, with each sheet constituting an orbit. In this
case, giving the orbits the induced hyperbolic metric, the group SL2(R) acts isometrically.
0 < α < 1 In this case, there are two orbits i.e. the two components of the hyperboloid ‖u‖2 =
−1+α2 ∈ (−1, 0) in R2,1. Again, the group SL2(R) acts isometrically with respect to the induced
metric on the orbits.
α = 1 In this case, ‖u‖2 = 0, so either u = 0 or u is null. In the first case, the group orbit
consists of the point u = 0. In the latter case, the future and past null-cones of the origin give
two distinct group orbits.
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α > 1 In this case, there is one orbit, consisting of the one-sheeted hyperboloid ‖u‖2 = −1+α2 ∈
(1,∞) in R2,1. In this case, SL2(R) acts isometrically with respect to the induced (Lorentzian)
metric on the orbit.
A.2. SL2(C). In particular, we consider the action of SL2(C) on itself given by
SL2(C)× SL2(C)→ SL2(C); (h, g) 7→ h · g := hgh
∗, (A.1)
where ∗ denotes complex-conjugate transpose. The subgroup PSL2(C) ∼= SO3,1 acts effectively. It
is straightforward to check that
I[g] :=
1
2
tr
(
g
(
g−1
)†)
is invariant under the transformation g 7→ h · g. It is useful to split g into Hermitian and skew-
Hermitian parts
g = U + V where U∗ = U, V ∗ = −V,
and to note that this decomposition is preserved under (A.1) (i.e. (h · g)U = h · gU , etc.) A
straightforward calculation implies that
detU =
1
2
(I + 1) .
In particular, letting U = t+ xτ1 + yτ2 + zτ3 and u := (t, x, y, z) ∈ R
3,1, we deduce that
‖u‖2 = −
1
2
(I + 1) . (A.2)
Similarly, letting V = i (T +Xτ1 + Y τ2 + Zτ3) and v := (T,X, Y, Z) ∈ R
3,1, we find that
det g = −‖u‖2 − 2i〈u,v〉+ ‖v‖2.
Since g ∈ SL2(C), we therefore deduce that
‖v‖2 = −
1
2
(I − 1) , (A.3)
〈u,v〉 = 0. (A.4)
If I > 1 then u and v would be non-zero, orthogonal, time-like vectors in R3,1. Since this
cannot occur, we deduce that I ≤ 1. We investigate the distinct cases separately:
I = 1 In this case, ‖u‖2 = −1 and ‖v‖2 = 0. As such, u lies on the two-sheeted hyperboloid
in R3,1. The condition that ‖v‖2 = 0 and is orthogonal to the non-zero, time-like vector u then
implies that v = 0. As such, we have two distinct orbits, corresponding to the two components
of the two-sheeted hyperboloid. These orbits correspond to the Hermitian elements of SL2(C).
Giving the orbits the hyperbolic metric induced from R3,1, the group SL2(C) acts isometrically.
Note that for I < 1, the vector v is always space-like, and lies on the one-sheeted hyperboloid
ΣI :=
{
w ∈ R3,1 : ‖w‖2 = 12 (1 − I)
}
in R3,1.
−1 < I < 1 We have ‖u‖2 = −(I +1)/2 in R3,1. Since u is orthogonal to v, we may view u as a
time-like vector of length
√
(I + 1)/2 lying in the two-sheeted hyperboloid in TvΣI . As such, we
have two distinct orbits, consisting of the two components of the two-sheeted hyperboloid bundle
in TΣI . In this case, the group action on the orbit is the action induced by the isometric action
of SL2(R) on the Lorentzian metric induced on the one-sheeted hyperboloid.
Alternatively, we may view u as a time-like vector lying on the two-sheeted hyperboloid ‖u‖2 =
−(I +1)/2 in R3,1. We then view v as a tangent vector to the hyperboloid of length 1√
2
(1 + |I|).
Therefore the orbits in this case may be identified with the radius 1√
2
(1 + |I|) sphere sub-bundle
of the tangent bundle of the hyperbolic space of radius 1√
2
(I + 1). Again, there are two orbits
corresponding to the two components of the hyperboloid. In this case, the group action on the orbit
is the action induced by the isometric action of SL2(R) on the induced metric on the two-sheeted
hyperboloid.
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I = −1 In this case, ‖u‖2 = 0 and ‖v‖2 = 1. As such, we may view u as a null vector in TvΣ−1.
There are then three distinct orbits. The first consists of u = 0, and is simply the hyperboloid
Σ−1. This orbit consists of the skew-Hermitian elements of SL2(C). The other orbits consist of
the sub-bundle of TΣ−1 consisting of the past and future null cone of the origin in each tangent
space.
I < −1 In this case, ‖u‖2 = (|I|+1)/2 > 0 in R3,1. Therefore there is one orbit, consisting of the
one-sheeted hyperboloid sub-bundle of TΣ1. The SL2(C) action is that induced by the isometric
action on the induced Lorentzian metric on ΣI .
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