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Abstract 
Generalized end-to-end (GE2E) [1] model is widely used in 
speaker verification (SV) fields due to its expandability and 
generality regardless of specific languages. However, the long- 
short term memory (LSTM) [2] based on GE2E has two limita- 
tions: First, the embedding of GE2E suffers from vanishing gra- 
dient, which leads to performance degradation for very long in- 
put sequences. Secondly, utterances are not represented as a 
properly fixed dimensional vector. In this paper, to overcome 
issues mentioned above, we propose a novel framework for SV, 
end-to-end trainable self-attentive shallow network (SASN), in- 
corporating a time-delay neural network (TDNN) and a self-at- 
tentive pooling mechanism [3, 4] based on the self-attentive x- 
vector system [5, 6] during an utterance embedding phase. We 
demonstrate that the proposed model is highly efficient, and 
provides more accurate speaker verification than GE2E. For 
VCTK dataset [7], with just less than half the size of GE2E, the 
proposed model showed significant performance improvement 
over GE2E of about 63%, 67%, and 85% in EER (Equal error 
rate), DCF (Detection cost function), and AUC (Area under the 
curve), respectively. Notably, when the input length becomes 
longer, the DCF score improvement of the proposed model is 
about 17 times greater than that of GE2E. 
Index Terms: speaker verification, speech recognition, Self-at- 
tention, time-delay-neural-network 
1. Introduction 
Speaker verification (SV) refers to the task of verifying the 
identity of a person based on the characteristics of the voice. 
There are two different approaches to SV: text-dependent (TD) 
and text-independent (TI). In TD-SV, all stages of the SV pro- 
cess rely on a predefined text. On the other hand, TI-SV does 
not impose the constraints of the spoken phrases by the speaker, 
making it much more demanding than the TD-SV. In general, 
the SV process consists of three steps: development, enrollment, 
and evaluation. In the development step, a background model 
for speaker expression is created. The enrollment step uses the 
background model to generate a speaker model for a new user. 
Finally, the evaluation phase confirms or rejects the identity of 
the test utterance by comparing expression with previously gen- 
erated speaker models. 
One of the powerful approaches in SV applications was i-vec- 
tor based systems [8]. It is based on the combination of an en- 
coder module that generates speaker representation and a dis- 
criminative module that compares speaker embedding vectors 
of the encoder. The i-vector system requires independent train- 
ing of the encoder and the discriminative modules, essentially 
increasing the size of the complexity of the system. Recent 
studies have attempted to design SV systems in a way to be 
trainable in an end-to-end manner [9, 10, 11, 12, 13]. In this 
approach, the speaker embedding and the discrimination part 
are have been integrated into a single network, such that it re- 
quires minimal configuration and assumptions. This single net- 
work approach improves test accuracy by precluding accumu- 
lation of errors in each independent part. Especially, GE2E [1] 
model has wide applicability. For example, GE2E achieves 
good performance on both TD-SV and TI-SV tasks, as well as 
on speaker diarization [14, 15], multi speaker TTS [16], speech- 
to-speech translation [17] and voice filter [18]. 
However, GE2E has a few limitations. Firstly, GE2E has a 
LSTM based embedding structure, making it difficult to process 
long inputs. This can be ascribed to the vanishing gradient [19], 
which often occurs when processing long input sequences. Ac- 
cording to the study [20] examining the effect of input length 
on SV accuracy, the longer length of the input speech can help 
the model improve the SV accuracy. Secondly, the encoder of 
GE2E considers all frames equally, failing to accommodate the 
fact that each frame conveys a different amount and type of in- 
formation for speaker identification. For example, some frames 
may have valuable information to identify speakers, whereas 
some have little information. This means that model’s compu- 
tational power is also consumed to learn the frames with unnec- 
essary information, which may have bad influence on compu- 
tational efficiency and accuracy. 
To cope with these issues, we propose a novel framework 
called self-attentive shallow network (SASN). SASN has the 
following advantages. First, its embedding module is based on 
a combination of a TDNN and a self-attention mechanism. 
TDNN's sub-sampling method makes it possible to identify dis- 
criminative patterns in a wide temporal context while reducing 
computational load. In addition, its parallel sampling operation 
makes training faster than RNNs whose outputs are autoregres- 
sively calculated. And its pooling layer, based on a self-atten- 
tion mechanism allowing the model to identify an important 
time window to focus on [21], improves embedding efficiency. 
Second, a single end-to-end architecture of SASN not only pre- 
vents accumulation of errors between different independent 
components, but also makes it easier to configure the hyperpa- 
rameter setting. 
Finally, we found that the efficiency and performance of 
SASN can be further improved by introducing a batch-wise loss, 
as done in [1], because it allows the model considers various 
relationships between multiple data at each step of the training 
process. As a result, when tests were carried out on with VCTK 
[7] datasets, SASN not only shows 63%, 67% and 85% perfor- 
mance improvement over the baseline GE2E in terms of EER, 
DCF and AUC, respectively, and notably, our model size is only 
58%  of  GE2E.  Moreover,  we  found  that  for  longer inputs, 
thanks to the self-attentive components of SASN, performance 
improvement was remarkable. When the input length was in-
creased from 180 to 300 frames, the performance improvement 
in terms of DCF was 17 times greater than that of GE2E. Full 
details on performance comparison are provided in Section 5. 
2. Related works 
2.1. Self-Attentive Speaker Embedding SV 
The process of self-attentive x-vector system [6] consists of 
two phases: embedding and scoring. In the embedding process, 
the speaker discriminative TDNN is trained to produce speaker-
specific representation called x-vectors. In the scoring process, 
a probabilistic linear discriminant analysis (PLDA) [22] back-
end is used to compare pairs of x-vectors. In the embedding 
stage, each frame of the utterance embedding resulting from 
previous TDNN layers represents context information. Then the 
self-attentive pooling layer aggregates over frame-level vectors 
by deriving a mean and a standard deviation from the outputs 
of the final layer of TDNN. One challenge of this approach is 
that each of the embedding and scoring module should be 
trained independently, making it difficult to find the optimal 
configuration of train/test environments and datasets. Besides, 
independently trained modules can potentially accumulate er-
rors.  
To resolve this issue, we integrate the embedding part and the 
scoring part into a single network that is trainable in a end-to-
end fashion. As a result, the total number of parameters of the 
whole system of SASN is 1940K, which is only less than half 
the size of the embedding part of the x-vector model (4200K)[5].  
2.2. Generalized End-to-End loss For Speaker Verification 
GE2E [1] model maps the utterance to an embedding vector by 
using LSTM and scores similarity between them. Each part has 
an independent role and is optimized jointly. The loss function 
of GE2E was designed for batch training; it can learn a large 
number of utterances at once. Each utterance embedding is used 
to obtain the corresponding speaker embedding. Subsequently, 
the similarity matrix was calculated based on the cosine simi-
larity between each utterance and each speaker. The cost func-
tion is optimized in a way that the similarity between each ut-
terance and the corresponding speaker is maximized.  
We introduced TDNN and the attention pooling layer to over-
come the limitation of LSTM-based embedding methods, as 
mentioned in Section 1. Owing to TDNN, along with the atten-
tional pooling layer, the performance of the model is signifi-
cantly increased without any temporal information loss. The re-
sults of the performance analysis are summarized in Table 2 and 
Figure 2. 
3. Proposed framework 
Our SASN model consists of two modules. The encoder gener-
ates the representation vector from each utterance feature. The 
scoring module then compares the embedding vectors of the en-
coder and scores them. These two parts are jointly trained 
within a single network in a fully end-to-end fashion, as shown 
in Figure 1. 
3.1. Context-aware, self-attentive encoder module 
The purpose of the encoder is to produce an utterance embed-
ding. It is based on the encoder architecture introduced in the x-
vector baseline system [8, 9]. The frame-level input, a 40-
dimensional feature vector, passes through the TDNN that con-
sists of the three layers from l1 to l3. The layer l3 thus processes 
contextual temporal information. The configuration of TDNN 
is outlined in Table 1. 
 
The output vector of TDNN is passed to the attention layer. The 
structure of the attention layer is shown in Figure 1. Suppose 
that an utterance segment of length 𝑇 is represented as the se-
quence of vectors 𝐻 = {ℎ1, ℎ2 … ℎ𝑇} and the number of atten-
tion heads is 𝑑𝑟 . In the first attention layer, H of the size 
512 × 𝑇 is compressed into the fixed-length 𝐸𝑠𝑖𝑛𝑔𝑙𝑒 of the 
size 512 × 𝑑𝑟. 
 
 
where the size of each term is as follows: 
𝑊1: 512 × 𝑑𝑎; 𝑊2: 𝑑𝑎 × 𝑑𝑟; 𝐴𝑠𝑖𝑛𝑔𝑙𝑒: 𝑇 × 𝑑𝑟;  
The 𝑓(∙) is a ReLUs activation function. The 𝑠𝑜𝑓𝑡𝑚𝑎𝑥(·) is 
computed column-wise. The first attention layer multiplies each 
ℎ𝑡 by its weight differentially according to the amount of in-
formation necessary for speaker identification. As a result, each 
column of 𝐸𝑠𝑖𝑛𝑔𝑙𝑒 encodes different utterance characteristics 
as follows: 
 
Furthermore, we also found that stacked self-attention enhances 
performance, consistent with previous demonstrations [23, 24, 
25]. In SASN, an additional attention operation can be per-
formed as follows:  
 
 
The size of W3 is 512 × 1, and therefore the size of 𝐴𝑑𝑜𝑢𝑏𝑙𝑒
𝑇  
is 1 × 𝑑𝑟 . The function 𝑔(∙) is a tile operation that is repeat-
edly applied 512 times based on the row axis. The optional sec-
ond attention layer performs column-wise multiplication on 
𝐸𝑠𝑖𝑛𝑔𝑙𝑒. The output E (𝐸𝑠𝑖𝑛𝑔𝑙𝑒 𝑜𝑟 𝐸𝑑𝑜𝑢𝑏𝑙𝑒) through the attention 
layer enters the pooling layer. Finally, the 1-dimensional 
speaker embedding vector e is concatenated with a mean and 
standard deviation of 𝐸 on a time axis.  
3.2. Scoring module 
The scoring module is intended to quantify the similarity be-
tween utterances embedding with speaker embedding. The in-
put batch consists of the multiple utterance embedding vectors 
forwarded from the encoder module. The input batch is  𝑁 × 𝑀 
matrix, where the utterances are from 𝑁 different speakers and 
each speaker has 𝑀  utterances. Each embedding vector is 
given by 𝑥𝑗𝑖  (1 ≤ 𝑗 ≤ 𝑁, 1 ≤ 𝑖 ≤ 𝑀) for the j-th speaker and 
the i-th utterance. The centroid of the embedding vectors c𝑘  
Table 1. Configuration of TDNN Architecture 
Layer Context window # Context In×Out 
𝑙1 (𝑡 − 2, 𝑡 + 2) 5 200 × 512 
𝑙2 {𝑡 − 2, 𝑡, 𝑡 + 2} 9 1536 × 512 
𝑙3 {𝑡 − 3, 𝑡, 𝑡 + 3} 15 1535 × 512 
         𝐴𝑠𝑖𝑛𝑔𝑙𝑒  = 𝑠𝑜𝑓𝑡𝑚𝑎𝑥(𝑓(𝐻
𝑇𝑊1)𝑊2),      (1) 
𝐸𝑠𝑖𝑛𝑔𝑙𝑒 = ‖𝐻𝐴𝑠𝑖𝑛𝑔𝑙𝑒‖2,            (2) 
𝐶𝑜𝑙𝑐 =  𝛼1ℎ1 + 𝛼2ℎ2 +  ⋯ + 𝛼𝑇ℎ𝑇 ,           (3) 
 (𝑐: 𝑐𝑜𝑙𝑢𝑚𝑛 𝑖𝑛𝑑𝑒𝑥 ,   ∑ 𝛼𝑖 = 1𝑖=1 ) 
𝐴𝑑𝑜𝑢𝑏𝑙𝑒  = 𝑠𝑜𝑓𝑡𝑚𝑎𝑥 (𝑔(𝐸𝑠𝑖𝑛𝑔𝑙𝑒
𝑇 𝑊3)),      (4) 
𝐸𝑑𝑜𝑢𝑏𝑙𝑒 = ‖𝐸𝑠𝑖𝑛𝑔𝑙𝑒 ∗  𝑔(𝐴𝑑𝑜𝑢𝑏𝑙𝑒
𝑇 )‖
2
 ,    (5) 
from the 𝑘-𝑡ℎ speaker is obtained from the average value of 
the utterance embedding [𝑒𝑘1, 𝑒𝑘2 … 𝑒𝑘𝑀] . However, when 
comparing the centroid of 𝑘-𝑡ℎ speaker with utterance embed-
ding 𝑒𝑘𝑖 of 𝑘 -𝑡ℎ speaker, the 𝑘 -𝑡ℎ speaker centroid is re-
placed with the average value excluding 𝑒𝑘𝑖 for stable training 
and avoiding trivial solution. The similarity matrix 𝑆 quanti-
fies similarity between all embedding vectors 𝑒𝑗𝑖  and centroid 
c𝑘 pairs as follows:  
 
The loss function, shown in below (7), makes the similarity be-
tween utterance embedding and the corresponding speaker em-
bedding 1, whereas the similarity between different speaker em-
bedding is set to -1. The penalty term 𝑃 described in [13] is 
intended to reduce redundancy errors in the attention matrix 
𝐴𝑠𝑖𝑛𝑔𝑙𝑒 . 
 
 
In the SV model, the loss function (7) is used to jointly train 
the encoder and the scoring component 
 
4. Experiments 
4.1. Simulation setting 
Our simulation setting mostly follows what the baseline system 
used [1, 9]. In the feature extraction process, raw audio signals 
are transformed into the vector of the 25ms frame with 10ms 
step size. Then we compute 40-dimension log-mel-filter bank 
energies for each frame. In the encoder module, the input frame 
length is more than 180 frames (180, 300, 600). The network 
was trained with stochastic gradient descent (SGD) using the 
learning rate 0.01; clipping gradient descent was not applied. 
We set the attention head number 𝑑𝑟 to 5, 10 and 20 respec-
tively. 
4.2. Datasets 
We used the following datasets to train and evaluate. First, the 
VCTK [7] dataset is an English dataset consist of recorded 
voice of 109 speakers. Each speaker reads about 400 sentences 
of different news articles. It contains 13100 voices in total (44 
hours). Second, we used TIMIT [26] dataset, which contains a 
total of 6300 voices (5.4 hours) consisting of 10 sentences rec-
orded by each of the 630 speakers in the eight major dialect re-
gions of the United States. The third dataset used is 20SER; it 
is a Korean dataset with some artifact noise due to it being rec-
orded using condenser microphone. This dataset consists of 
5593 voices with 20 speakers recorded while reading the drama 
script (4.7 hours). The dataset not only varies the number of 
sentences read by each speaker from 9 to 400, but the length of 
the sentence also varies from 0.89 sec to 17.02 sec and the av-
erage length is 3.03 sec.  
4.3. Evaluation 
We ran experiments in three different scenarios. In the first 
case (Case1 of Table2), the VCTK dataset is used. The train da-
taset consists of 90 speakers, and the test dataset consists of the 
remaining 19 speakers. In the second case (Case2 of Table2), 
the 20SER dataset is used. The train was carried out with 16 
speakers’ data, and the evaluation was with the remaining 4 
speakers. In the third case (Case3 of Table2), all the above da-
tasets were used; VCTK, and TIMIT datasets were used for 
training, while 20ser datasets for evaluation. Note that in all 
cases, the male and female ratios were almost identical both for 
the training and the test dataset. 
 
 
Figure 2. Visualization with t-SNE of the latent space 
of each model on 20SER dataset 
𝑆𝑗𝑖,𝑘 = 𝑤 ∙ cos(𝑒𝑗𝑖 ,  𝑐𝑘) + 𝑏  (𝑤 > 0),     (6) 
𝐿(𝑒𝑗𝑖) = −𝑆𝑗𝑖,𝑗 + 𝑙𝑜𝑔 ∑ 𝑒𝑥𝑝(𝑆𝑗𝑖,𝑘) + 𝛼𝑃,
𝑁
𝑘=1  (7) 
SASN 5                GE2E 
 
 
 
Figure 1. Structure of self-attention module and system overview. The input entering the pooling layer is the 𝐸𝑠𝑖𝑛𝑔𝑙𝑒 or 𝐸𝑑𝑜𝑢𝑏𝑙𝑒 
5. Simulation results 
The performance comparison between SASN and GE2E for 
each experiment case is shown in Table 2. Note that the model 
using only the attention layer 1 and layer 2 is called Single 
SASN and Double SASN, respectively. Also, the number at the 
end of the SASN notation indicates the number of attention 
heads 𝑑𝑟 (5, 10, 20); e.g., SASN 5 means the model with 5 
attention heads. We used three different performance measures: 
EER, DCF, and AUC. The formula of each metric is given as 
follows. 
 
𝐸𝐸𝑅 = (𝐹𝐴𝑅 + 𝐹𝑅𝑅)/2, 
(𝑡ℎ𝑟𝑒𝑠ℎ𝑜𝑙𝑑, 𝜃 =  𝑎𝑟𝑔𝑚𝑖𝑛(|𝐹𝐴𝑅 − 𝐹𝑅𝑅|)) 
 
𝐷𝐶𝐹 =  𝑃𝑡𝑎𝑟𝑔𝑒𝑡𝐹𝑅𝑅 +  (1 − 𝑃𝑡𝑎𝑟𝑔𝑒𝑡)𝐹𝐴𝑅, 
(𝑃𝑡𝑎𝑟𝑔𝑒𝑡 = 0.01) 
 
𝐴𝑈𝐶 =  ∑ 𝑇𝑅𝑅𝜃(𝑇𝑃𝑅𝜃−1  −  𝑇𝑃𝑅𝜃)
1
𝜃=−1 ,  
(𝑡ℎ𝑟𝑒𝑠ℎ𝑜𝑑, 𝜃) 
 
Our model significantly outperformed GE2E in terms of all of 
the three types of performance metric. First of all, the SASN 5 
used 58% less resources in terms of model size than the GE2E. 
Intriguingly, the SASN achieves better accuracy with only 
1,940K parameters than the GE2E which has 4,654K parame-
ters. In Case1 (English dataset VCTK), the EER score of the 
SASN was 63% higher than GE2E. The DCF score was 67% 
higher, and the AUC score was 85% higher than its counterpart. 
In Case2 (Korean Dataset 20SER), the SASN showed better 
performance up to 51%, 23%, and 69% in EER, DCF, and AUC 
respectively. In Case3 in which all the datasets were used, the 
performance improvement of the SASN was 34%, 29%, and 43% 
in terms of EER, DCF, and AUC, respectively. The result of 
Case3 experiment shows that even lightweight SASN is also 
able to successfully learn the cross-language task. 
 
Table 3. Single SASN vs Double SASN on the TIMIT 
dataset 
 
The 2-dimensional visualization with t-SNE (Stochastic 
Neighbor Embedding) of the learned latent space of the baseline  
GE2E and SASN 5 used in the Case3 is shown in Figure 2. Each 
point in Figure3 is color-coded according to the speaker ID. It 
is clear that the embedding quality of the SASN 5 model is bet-
ter than that of the GE2E. Table 3 shows that the difference in 
accuracy between the single and double attention mode of 
SASN for the TIMIT dataset. The double mode is 19% and 15% 
higher than the single attention mode in terms of the softmax 
and AUC score, respectively. Finally, to roughly assess perfor-
mance improvement of the SV model as a function of the input 
utterance length, we re-ran the Case2 experiment with the in-
creased input length from 180 to 300 frames. As shown in Fig-
ure 3, the DCF performance gain of the SASN 5 for the long 
input was 17 times larger than that of the GE2E. 
6. Conclusion 
This paper aims to overcome the limitations of the GE2E [1], 
such as reduced efficiency for lengthy inputs and a lack of effi-
cient resource allocation to different frames during embedding. 
To resolve these issues, we propose a new SV framework. It is 
inspired by the complementary speaker embedding method 
from the self-attentive x-vector system [6]. Compared to the 
GE2E, the proposed model showed 63%, 67%, and 85% perfor-
mance improvement in EER, DCF, and AUC score, even though 
the model size is reduced by 58%. In a subsequent analysis, 
when the input length is increased from 1.8sec to 3sec, we 
found that the improvement was about 17 times greater than 
that of the GE2E in terms of DCF. 
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 softmax (%) DCF(%) AUC 
Double SASN 2.00 .684 98.77 
Single SASN 2.47 .682 98.55 
GE2E 5.57 .768 97.93 
(8) 
(9) 
(10) 
Table 2. Performance comparison between SASN and GE2E (test accuracy) 
 Case1 Case2 Case3 
Train: VCTK  Test: VCTK Train: 20SER  Test: 20SER Train: VCTK+TIMIT  Test:20SER 
EER(%) DCF(%) AUC EER(%) DCF(%) AUC EER(%) DCF(%) AUC 
GE2E 6.05 0.73 98.40 18.95 0.99 88.43 25.72 1.04 80.51 
SASN 5 2.76 0.3 99.63 9.32 0.79 96.43 17.28 0.75 88.89 
SASN 10 2.49 
 
0.25 99.73 
 
9.62 0.77 96.10 17.02 0.75 88.82 
SASN 20 2.23 0.24 
 
99.76 9.53 0.76 
 
96.19 17.14 0.74 88.83 
 
 
Figure 3. Accuracy improvement when the input length is 
increased from the 180 to 300 frames 
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