Abstract. We address repulsion property among the singular values of random iid matrices, as well as among the eigenvalues of random Wigner matrices. We show evidence of repulsion under arbitrary perturbation even in matrices of discrete entry distributions. In many cases our method yields nearly optimal bounds in long range repulsion.
1. introduction 1.1. Random iid matrices with subgaussian tails. Consider a random matrix M = (m ij ) 1≤i,j≤n , where m ij are iid copies of a random variable ξ of mean zero and variance one. Let σ n ≤ · · · ≤ σ 1 be the singular values of M .
An important problem with practical applications is to bound the condition number of M . As the asymptotic behavior of the largest singular value σ 1 is well understood under natural assumption on ξ, the main problem is to study the lower bound of the least singular value σ n . This problem was first raised by Goldstine and von Neumann [10] well back in the 1940s, with connection to their investigation of the complexity of inverting a matrix.
To answer Goldstine and von Neumman's question, Edelman [7] computed the distribution of the least singular value of Ginibre matrix (where ξ is standard gaussian). He showed that for all fixed ε > 0 P(σ n ≤ εn −1/2 ) = Note that the same asymptotic continues to hold for any ε > 0 which can go to zero with n (see also [22] )
For other singular values of Ginibre matrices, an elegant result by Szarek [24] shows that the σ n−k+1 are separated away from zero with an extremely fast rate. Theorem 1.2. Assume that ξ is standard gaussian, then there exist absolute constants C 1 , C 2 such that for all ε > 0, and all 1 ≤ k ≤ n
In one way, this result reflects an optimal repulsion bound of the singular values. We will recast a proof of the upper bound in Appendix B for completeness.
Motivated by the universality phenomenon in random matrix theory, we expect similar repulsion bounds for general random matrix ensembles. More specifically, we will assume ξ to have mean zero, variance one, and subgaussian distribution. In other words, there exists B > 0 such that P(|ξ| > t) ≤ 2 exp(−t 2 /B 2 ) for all t.
The smallest of such B is called the subgaussian moment of ξ. A representative example of our study, on the opposite side of being gaussian, is the Bernoulli (Radamacher) random variable which takes value ±1 with probability 1/2.
When k = 1, Rudelson and Vershynin [18] extended (1) to more general iid random matrices. Theorem 1.3. Let M = (m ij ) 1≤i,j≤n be a random matrix where m ij are iid copies of a subgaussian random variable ξ as in (2) . Then for any ε > 0 that might depend on n we have
where C and c depend only on the subgaussian moment of ξ.
Furthermore, it was shown by Tao and Vu [27] that the statistics of √ nσ n is universal. Thus our understanding in the case k = 1 is nearly complete.
In this note we address the repulsion direction by investigating Theorem 1.2 under various settings.
Theorem 1.4 (the iid case).
Let M = (m ij ) 1≤i,j≤n be a random matrix where m ij are iid copies of a subgaussian random variable ξ as in (2) . For any k ≥ 1 there exist a constant C k depending on k and a constant c depending only on the subgaussian moment of ξ such that for any ε > 0,
Furthermore, for any 0 < γ < 1, there exist C, c and γ 0 such that for γ
Equivalently, with k < γ 0 n, for any 0 < ε < 1 let I be the interval [0, kε/ √ n] and N I be the number of singular values belonging to I. Then we obtain the following (overcrowding) Wegner-type estimate at the hard edge P(N I ≥ k) ≤ (Cε)
Estimate (5) improves [4, Proposition 4 .1] of Cacciapuoti, Maltsev and Schlein where they showed P(N I ≥ k) = O(ε Ck ) with the assumption that ξ has bounded density and subgaussian tail. Under this assumption we can omit the additional terms exp(−cn) above, see Remark 3.11.
1.5. Perturbation of random iid matrices. In connection to Edelman's formula for Ginibre ensemble, and motivated by the study of smoothed analysis, Sankar, Spielman and Teng [22, 23] have found the following striking phenomenon. Theorem 1.6. Let M be a Ginibre ensemble, and let F be any deterministic matrix. Then for any ε > 0
Thus, no matter deterministic matrix F we perturb, the gaussian randomness regularizes it out in such a way that σ n (M + F ) behaves similar to σ n (M ). Interestingly, this affect no longer holds if the entries of M are allowed to have discrete distributions, see for instance the construction by Tao and Vu in [26] , or by Rudelson in [9] . In fact in the latter example, one can have iid M and deterministic F 2 = N for any N such that P(σ n (M + F ) ≤ √ n/N ) ≥ 1/2.
Although one can still get useful bounds on σ n (M + F ) when M 2 = n O(1) (see for instance [26] by Tao and Vu) , these examples just demonstrate that there is no universal F -independent asymptotic behavior of σ n (X + F ) in terms of randomness.
However, we might still ask:
What about the local interaction of the eigenvalues (singular values)?
Our results below, Theorem 1.7 and Corollary 1.8, support the phenomenon that the eigenvalues (singular values) keep repelling against each other under arbitrary perturbation even in random matrices having discrete entry distributions. Theorem 1.7 (the perturbed case for iid matrices). Let M be a random matrix where the entries are iid copies of a random variable ξ of variance one. Let F be any deterministic matrix. There exists an absolute constant C such that for any ε > 0 and for any k ≥ 1 we have
where p = p(ε) = sup x∈R P(|ξ − x| ≤ ε).
Furthermore, for given 0 < γ < 1, there exists a constant C = C(γ) such that for any k we have
Equivalently, with I being the interval [0,
and N I be the number of singular values of M + F in I
Finally, if |ξ| = O(1) with probability one then there exist constants K and c 1 , c 2 depending on ξ such that for any k > K we have
The multiplicative factors n O(.) above (and also in Theorem 1.16) are possibly optional, but we cannot get rid of them using the current method because of lacking information on the singular vectors. We next deduce two consequences. Corollary 1.8. Let M be a random matrix where the entries are iid copies of a random variable ξ of variance one. Let F be any deterministic matrix.
• If the common distribution ξ has a density function bounded by K, then for given 0 < γ < 1 there exists a constant C = C(γ) such that for any ε > 0 and k ≥ 1, with I = [0,
• If ξ has discrete distribution, then there exist constants C, c 1 , c 2 depending on ξ such that for any k ≥ C log n, with I = [0,
The quadratic rate in (11) is consistent with Theorem 1.2. Furthermore, the bound is valid for any nondegenerate discrete distribution and any F .
1.9. Symmetric Wigner matrices with sub-gaussian tails. A symmetric Wigner matrix X of size n with sub-gaussian tail is a random symmetric matrix whose strictly upper triangular entries are iid copies of a real-valued random variable ξ as in (2), and whose diagonal entries are independent sub-gaussian random variables with mean zero and variances bounded by n 1−o (1) , with the diagonal entries independent of the strictly upper triangular entries.
Similarly to Theorem 1.3, the following result was shown by Vershynin [31] . Theorem 1.10. With X = (x ij ) 1≤i,j≤n a Wigner matrix of subgaussian entries as in (2), there exists an absolute constant c < 1 such that for any fixed real number z and any ε > 0 we have
).
This bound does not seem to be optimal, in fact the RHS is conjectured to be similar to that of Theorem 1.3 [31] . Note that it follows from a result by Bourgade, Erdős, Yau and Yin [2] that the distribution of min k √ n|λ k (X)| is universal.
Under some strong smoothness and decay hypotheses on the entries of a symmetric Wigner matrix X
1
, it was shown, again in [2, Theorem B1] (see also [8] ), a near optimal Wegner-type estimate. Theorem 1.11. Let X = (x ij ) 1≤i,j≤n be a symmetric Wigner matrix with entries of finite p-moment for some sufficiently large p, and G be a GOE matrix. For any t > 0 we denote λ 1 (t) ≤ · · · ≤ λ n (t) the eigenvalues of
Define the set
where γ i denotes the classical location of the i-th eigenvalue under the semicircle law ordered in increasing order. For any fixed κ there exists C 1 > 0 such that for any k ≥ 1, τ, δ > 0 there exists C 2 > 0 such that the following holds for any z ∈ (−2 + κ, 2 − κ)/n 1/2 , t ∈ [n −τ , 1] and ε > 0
We will represent a proof sketch of this result in Appendix C for completeness. Aside from the correcting factor n 2kδ+C1k
Here we show a variant of Theorem 1.11 only under the subgaussian decay of the entries. We will also address the case that k might vary together with n, which seems to be new even for smooth ensembles.
Theorem 1.12 (the symmetric case). Let X = (x ij ) 1≤i,j≤n be a Wigner matrix of subgaussian entries as in (2) . For any k ≥ 1 there exist a constant C k depending on k and a constant c depending only on the subgaussian moment of ξ such that for any ε > 0,
Furthermore, for given 0 < γ < 1, there exist C, c and γ 0 such that for γ
Equivalently, let I be the interval
and N I be the number of eigenvalues belonging to I. Then we have the following Wegner-type estimate
If we work with Hermitian Wigner matrices instead (where the real and imaginary parts of the off diagonal entries are iid subgaussian of zero mean and variance 1/2) then the exponents of the bounds above are doubled. Furthermore, the additive term exp(−n c ) can be omitted if the subgaussian random variable has bounded density function (Remark 5.6).
Notice also that unlike in the iid case, our repulsion result is valid over any interval. By taking union bound over all z = z i = iε/ √ n, |i| = O(nε −1 ), we obtain the following bound on all gaps of given range (say for small k). Corollary 1.13. With the same assumption as in Theorem 1.12,
This bound is vacuous for k = 1, 2 but becomes nearly optimal for large k. It is also comparable to [14, Theorem 2.4] where the gaps λ i+k−1 − λ i were considered for given i.
1.14. Perturbation of symmetric Wigner matrices. For symmetric Wigner matrices, Theorem 1.6 was extended to GOE (and GUE) recently by Aizenman, Peled, Schenker, Shamis and S. Sodin in [1] (see also a similar bound by Bourgain in [3] ). Furthermore, Farell and Vershynin [9] showed an F -independent bound for min i |λ i (X + F )| whenever the upper diagonal entries of X have bounded density.
Here again, it is possible to modify the constructions for iid matrices to show that the phenomenon no longer holds when the entries of M have discrete distributions (see for instance [1, p. 19] ). Our question here, similarly to the iid case is whether eigenvalue repulsion sustains perturbations.
To proceed further, we introduce a Wegner-type estimate by Aizenman, Peled, Schenker, Shamis and Sodin in [1, (1.9) ]. Theorem 1.15. Let G be a GOE matrix, and F be any deterministic symmetric matrix of size n. Then for any ε > 0, for any interval I ⊂ R of length ε/ √ n, the number of eigenvalues of G + F in I satisfies the following F -independent bound for any k ≥ 1
where C is an absolute constant.
It is remarked that although Aizenman et. al. considered Theorem 1.15, their primary focus was on the simultaneous distribution of eigenvalues from possibly different intervals. However, it seems that their method was designed only for GOE and GUE (see for instance Section D for a short proof for the sake of completeness). Also, the repulsion rate should be quadratic in k (as also remarked in [1, p. 18] ). Here we show the following. Theorem 1.16 (the perturbed case for symmetric matrices). Let X be a random symmetric Wigner matrix where the upper diagonal entries are iid copies of a random variable ξ of variance one. Let F be a deterministic symmetric matrix. There exists an absolute constant C such that for any ε > 0, for any z ∈ R, and for any k ≥ 1 we have
Equivalently, with I being the interval [z −
Similarly to Corollary 1.8, we single out two consequences.
Corollary 1.17. Let X be a random symmetric Wigner matrix where the upper diagonal entries are iid copies of a random variable ξ of variance one. Let F be a deterministic symmetric matrix.
• If the common distribution ξ has a density function bounded by K, then for given 0 < γ < 1, there exists a constant C = C(γ) such that for any ε > 0 and k ≥ 1, with I being the interval
• If ξ has discrete distribution, then there exists a constant C, c 1 , c 2 depending on ξ such that for any k ≥ C log n, with I being the interval
1.18. Proof method and presentation. Our method is simple. Roughly speaking it translates the estimates under consideration to the events of having multiple independent columns of small distances to another independent subspace. One then uses the given distance estimates to show that these events are unlikely. As such, the starting point in each proof will be quite similar, however the later steps will evolve differently depending on the models.
The rest of the note is organized as follows. We will introduce the necessary ingredients in Section 2. The proof of Theorem 1.4 is broken down into two parts, Subsection 3.1 is devoted to prove (3) and Subsection 3.5 is devoted for (4) . The proof of Theorem 1.12 is carried out in Subsections 5.1 and 5.4 in a similar fashion. The proof of Theorem 1.7 and Theorem 1.16 will be completed in Section 4 and Section 6 respectively. Finally, in the appendix sections we recast the proof of Theorem 1.2, of Theorem 1.11 and of Theorem 1.15 by following the given references.
to denote the claim that |X| ≤ CY for some fixed C; this fixed quantity C is allowed to depend on other fixed quantities such as the sub-gaussian parameter of ξ. We also write X = Θ(Y ) to denote the claim that X Y and Y X.
For a square matrix A and a number λ, for short we will write A − λ instead of A − λI n . All the norms in this note, if not specified, will be the usual 2 -norm. We use the notation r i (A) and c j (A) to denote its i-th row and j-th column respectively.
For notational convenience, identical constants will be reused in various contexts; these are usually different if not specified otherwise.
Some supporting lemmas
First of all, for the unperturbed models considered in Theorem 1.4 and Theorem 1.12 we will condition on the event E bound that
These hold with probability 1 − exp(−Θ(n)). We now introduce the definition of compressible and incompressible vectors from [18] by Rudelson and Vershynin.
Definition 2.1. Let c 0 , c 1 ∈ (0, 1) be two numbers (chosen depending on the sub-gaussian moment of ξ.)
The sets of compressible and incompressible vectors in S n−1 will be denoted by Comp(c 0 , c 1 ) and Incomp(c 0 , c 1 ) respectively.
Regarding the behavior of M x and (X − z)x for compressible vectors, the following was proved in [18] and in [31] (see also [14] ) for iid matrices and symmetric Wigner matrices respectively. Lemma 2.2. There exist positive constants c 0 , c 1 , c, α depending on the subgaussian moment of ξ such that the following holds
• (symmetric matrices) For any fixed z,
Our next focus is on the set Incomp(c 0 , c 1 ) of incompressible vectors.
We will need the notion of least common denominator (see [18] ). Fix parameters κ and γ (which may depend on n), where γ ∈ (0, 1). For any nonzero vector x define
Theorem 2.3.
[18] Let ξ be a sub-gaussian random variable of mean zero and variance one, and let ξ 1 , . . . , ξ n be iid copies of ξ. Consider a vector x ∈ R n which satisfies x 2 ≥ 1. Then, for every κ > 0 and γ ∈ (0, 1), and for
we have sup
where the implied constants depend on the subgaussian moment of ξ.
We introduce the extension of LCD to higher dimension. Consider k unit vectors
..,x k ⊂ R n be the subspace generated by x 1 , . . . , x k . Then for κ > 0 and γ ∈ (0, 1) we define,
Similarly to Theorem 2.3, the following result [19] gives a bound on the small ball probability for the R krandom sum S = n i=1 ξ i y i in terms of the joint structure of x 1 , . . . , x k . Theorem 2.4. Let ξ be a sub-gaussian random variable of mean zero and variance one, and let ξ 1 , . . . , ξ n be iid copies of ξ. Assume that for any w ∈ R k we have i w, y i 2 ≥ w 2 2 . Then, for every κ > 0 and γ ∈ (0, 1), and for
where the implied constants depend on ξ.
To this end, for any subspace V in R n , we denote by LCD κ,γ (V ) the infimum of LCD κ,γ (x) over all unit vectors x ∈ V . With help of Theorem 2.4, with γ = Θ(1) and κ = Θ( √ n) where the implied constants are chosen depending on other given parameters (we will surpass these subscripts for convenience), Rudelson and Vershynin [19, Theorem 4.2] showed the following. Theorem 2.5. Let H be a subspace in R n spanned by any n − k column vectors of M from Theorem 1.4, with 1 ≤ k < γ 0 n for some constant γ 0 depending on the subgaussian moment of ξ. Then
As a consequence, let c = (x 1 , . . . , x n ) be a random vector independent from H where x i are iid copies of the same ξ. Then there exist positive constants C 0 , c 0 such that
For random symmetric Wigner matrices, with sufficiently small γ, c and κ = n c , we will be using the following result [15, Theorem 6.1] (see also [21, Section 8] ). Theorem 2.6. Let H be a random subspace in R n spanned by any n − k column vectors of X from Theorem 1.12, with 0 < k < γ 0 n for some constant γ 0 depending on the subgaussian moment of ξ. Then
where the constants c, c are sufficiently small. As a consequence, let c = (x 1 , . . . , x n ) be a random vector independent from H where x i are iid copies of the same ξ. Then there exist positive constants C 0 , c 0 such that
The proof of Theorem 2.6 follows the same idea as in the proof of Theorem 2.5, although the step of showing the LCD of H ⊥ to be large is more complicated as the columns of X are dependent. We refer the reader to [15] and [21] for more details.
To continue the discussion on distances, for perturbed models considered in Theorem 1.7 and Theorem 1.16 we will extract the randomness on the column vector c only by using the following result from [20, Theorem 1, Corollary 1.3].
Theorem 2.7. Let P H ⊥ be a (deterministic) orthogonal projection in R n onto a subspace of dimension k ≥ 1. Let c = (x 1 , . . . , x n ) be a random vector where x i are iid copies of a random vector ξ of mean zero, variance one. Then there exist an absolute constant C 0 such that
where p = p t is a parameter such that sup x P(|ξ − x| ≤ t) ≤ p.
In particular, if ξ has density function bounded by K then
Notice that the above result does not include arbitrary discrete distribution. In this case, we will replace it by the following result (see also [29] by Tao and Vu).
Theorem 2.8. Let P H ⊥ as in Theorem 2.7. Let c = (x 1 , . . . , x n ) be a random vector where x i are iid copies of a random vector ξ of mean zero, variance one and |ξ| ≤ K with probability one. Then there exist constants C, c 1 , c 2 depending on ξ such that for any 0 < t < 1/2
A proof of Theorem 2.8 is given in Appendix A.
The aforementioned ingredients are sufficient for our results with bounds implicitly depending on k. To work out the explicit dependences (especially for Theorem 1.4 and Theorem 1.12) we will be relying on several additional tools to be introduced below.
The first such ingredient is a non-gap delocalization result by Rudelson . For a vector x = (x 1 , . . . , x n ), and for an index set I ⊂ [n], we denote x I by the projected vector (x i1 , . . . ,
Theorem 2.9. Let γ 0 > 0 be given. Then there exist positive constants γ 1 , γ 2 , γ 3 depending on γ 0 such that with probability at least 1 − exp(−γ 1 n) the following holds.
(1) Let M be a random iid matrix as in Theorem 1.4. Then or any x ∈ S n−1 such that M x 2 ≤ γ 2 √ n, for any I ⊂ [n] with |I| ≥ γ 0 n we have
(2) Let X be a random Wigner matrix as in Theorem 1.12. Then for any
with |I| ≥ γ 0 n we have
We will also work with non-random matrices. Roughly speaking we would like to obtain many wellconditioned almost square minors from a well-conditioned rectangular matrix. For this type of restricted invertibility phenomenon, we will take into account two powerful such results. The first ingredient is the main result from [17] by Rudelson and Vershynin.
Theorem 2.10. Let X be an k × n matrix with r = X 2 HS / X 2 2 . Let ε, δ ∈ (0, 1) and let d ≤ n be an integer such that d ≥ C r ε 4 δ log r ε 4 δ .
Consider the k × d matrixX which consists of d unit-normalized columns of X picked independently with replacement, with probabilities propositional to the squares of their Euclidean lengths. Then with probability at least 1 − 2 exp(−c/δ) the following holds
The second ingredient is a more recent paper [12, Theorem 6] by Naor and Youssef.
Theorem 2.11. Suppose that X is a full rank matrix of size
. . , i l such that the matrix X (i1,...,i l ) restricted by c i1 (X), . . . , c i l (X) has the smallest non-zero singular value σ l satisfying
where K 0 is an absolute constant. 3. Random iid matrices: proof of Theorem 1.4
3.1. Proof of (3) of Theorem 1.4. In this section we will condition on the event E bound of (23) 
By the min-max principle,
Thus if σ n−k+1 (M ) ≤ ε/ √ n then there are k orthogonal unit vectors z 1 , . . . , z k such that
Assume that z i = (z i1 , . . . , z in ) T , and let c 1 , . . . , c n be the column vectors of M . The condition (29) can be read as
For short, let Z be the k × n matrix spanned by the row vectors z We gather here a simple fact that will be in good use. Proof. (of Lemma 3.2) Note that as z 1 , . . . , z k are orthogonal, for any unit vector z ∈ H z1,...,z k we also have
The claim then follows as we are under E incomp , as long as ε ≤ cn.
Basing on this elementary fact, we show that Z contains many well-conditioned minors.
Proof. Note also that as y i 2 ≤ c
..,j k−1 ) by eliminating its l-th row. Now assume that Z (j1,...,j k ) is as in Lemma 3.3. Let A be the k × k matrix Z T (j1,...,j k ) . Recall that the event E in (29) can be written as 
Notice that
Let H be the subspace generated by c j k+1 , . . . , c jn . Project each of the identity from (31) onto the orthogonal complement of H, after taking the norm square, we obtain
HS .
It then follows that
By Theorem 2.5 (first conditioning on H satisfying (24), and then unfolding), this event E (j1,...,j k ) is bounded by
To complete (3) of Theorem 1.4, it remains to combine Lemma 3.3 with the following elementary claim.
} be a collection of n k events with P(E (j1,...,j k ) ) ≤ p for all (j 1 , . . . , j k ). Assume that if E holds then some cn k events E (j1,...,j k ) of the collection also hold. Then
Proof. (of Claim 3.4) Let I (j1,...,j k ) be the indicator of E (j1,...,j k ) . Then by definition
Taking expectation,
3.5. Proof of (4) of Theorem 1.4. While (3) gives the optimal rate in terms of ε, the dependence in k is quite poor. Here we will try to improve on Lemma 3.3 by relying on Theorem 2.10 and Theorem 2.11. We will actually prove the following result.
Theorem 3.6. For any fixed 0 < γ < 1 there exist positive constants C, c and γ 0 depending only on the subgaussian moment of ξ and on γ such that for 1 ≤ l ≤ k − 1 < γ 0 n and for any ε > 0
It is clear that (4) follows from this result by taking l close to k. To prove Theorem 3.6, the extra ingredient to be used is the non-gap delocalization result from Theorem 2.9 for random iid matrix M .
Together with the events E bound and E incomp in the previous section, we will also condition on the delocalization event E deloc of Theorem 2.9 for appropriate choice of γ 0 .
With Z as in Section 3.1, we will extract from it many almost square well-conditioned minors.
Lemma 3.7. There exist constants δ, c > 0 and there exists c
Proof. Consider the matrix Z of size k × |W | generated by the columns y i , i ∈ W . Recall that c Set d = Ck log k for some sufficiently large C. Theorem 2.10 applied to Z with ε = γ 
Note that by the process of Theorem 2.10, the j 1 , . . . , j d are not necessary distinct, but the set {j 1 , . . . , j d } has cardinality at least k in any case. Rescaling back to Z (j1,...,j d ) , we obtain
Consider a matrix Z (j1,...,j d ) that satisfies the conclusion of Lemma 3.7. Let 1 ≤ l ≤ k − 1. Theorem 2.11 applied to this matrix yields l distinct indices i 1 , . . . , i l ∈ {j 1 , . . . , j d } such that the matrix Z (i1,...,i l ) has the smallest non-zero singular value σ l satisfying
where we chose r = Let A be the k × l matrix so that AA = I l . Then by Corollary 3.8,
Let H be the subspace generated by c i l+1 , . . . , c in . Similarly to the previous section, (35) implies the event
By Claim 3.4 and by Corollary 3.8 it suffices to show that for any fixed tuple (i 1 , . . . , i l )
for some absolute constants C and c.
Lemma 3.9. Let E t be the event dist(c i1 , H)
Then there exist constants C and c (which also depend on γ) such that
Observe that Lemma 3.9 follows from the following claim where the assumption is satisfied by Theorem 2.5.
(Here, again, we first condition on H satisfying (24), and then unfold the conditioning.)
Claim 3.10. Let f (t) be an increasing positive function on R + . Assume that ξ i are independent random variables such that P(|ξ i | < t) ≤ (Ct/ √ l) l + exp(−cn) for all t ≥ t 0 > 0. Then for all 0 < γ < 1 there exists a constant C γ such that for all t ≥ t 0
Proof. (of Claim 3.10) As i ξ 2 i ≤ t 2 , there are at most γl indices such that |ξ i | ≥ γ −1/2 t/ √ l. For these events we use the simple bound P(|ξ i | ≤ t), while for other events we use the bounds P(|ξ i | ≤ γ −1/2 t/ √ l). Using independence (conditioned on H satisfying (24)) and by taking union bound over at most 2 l possibilities, we obtain
Remark 3.11. When ξ has density function bounded by K, then one applies Theorem 2.7 instead of Theorem 2.5 to bound the events dist(c ij , H) ≤ t, conditioning on any realization of H. As a consequence, we obtain a bound (Kt/ √ l) l without additional terms, and so (3) and (4) hold without exp(−cn).
Perturbed iid matrices: proof of Theorem 1.7
Similarly to the starting point of Subsection 3.1, by the min-max principle, if σ n−k+1 (M + F ) ≤ ε/ √ n then there are k orthogonal unit vectors z 1 , . . . , z k such that
Assume that z i = (z i1 , . . . , z in ) T , and let c 1 , . . . , c n be the column vectors of M + F . The condition (36) can be read as
As usual, let Z be the k × n matrix spanned by the row vectors z We will extract from Z one well-conditioned minor.
l such that the matrix Z (i1,...,i l ) of size l × k satisfies
Proof. Theorem 2.11 applied to Z yields l distinct indices i 1 , . . . , i l ∈ {j 1 , . . . , j d } such that the matrix Z (i1,...,i l ) has the smallest non-zero singular value σ l satisfying
where we chose r = k+l 2 .
We next proceed as in Subsection 3.5. Let A be the l × k matrix Z T {i1,...,i l } . Recall that the event E in (36) can be written as
, and where by definition each of the k column vectors of B has norm at most ε/ √ n.
Let A be the k × l matrix so that AA = I l . Then by Lemma 4.1,
Let H be the subspace generated by
Proof of (6). Choose l = k − 1. Conditioned on H, the subspace H ⊥ has dimension at least l (notice that the more H becomes degenerate, the better bound we will get).
With less focus on the implicit constants, we just simply bound p t = sup x P(|ξ − x| ≤ t) ≤ 4K 0 k sup x P(|ξ − x| ≤ ε) = 4K 0 kp. By Theorem 2.7 we have
Hence, conditioned on H,
The proof of (6) is then complete by unfolding the condition, and by taking the union bound over all possible n l choices of (i 1 , . . . , i l ).
Proof of (7). Here we use our deduction as above, but with ε replaced by kε (as we are working with (M + F )z i ≤ εk/ √ n now), and hence t = 4K 0 k 2 ε/(k − l).
Assume that k is sufficiently large, we will choose l = (1 − γ/2)k . From (39), by averaging there are at least l = (1 − γ/2)l indices i such that P(dist(c ij , H)
. Thus, by taking union bound over at most 2 l possibilities, it boils down to estimate the event E i1,...,i l that
With p = sup x∈R P(|ξ − x| ≤ ε). Conditioned on H, by Theorem 2.7
We then unfold the condition and take union bound over the choices of (i 1 , . . . , i l ).
Proof of (9) . Assume that k is sufficiently large, we proceed as in the proof of (7) above with ε = c 1 with sufficiently small c 1 , and t = 4K 0 k 2 ε/(k − l), l = (1 − γ/2)k , as well as l = (1 − γ/2)l . After obtaining (40), instead of Theorem 2.7 we apply Theorem 2.8, which yields that (conditioned on any realization of H),
completing the proof.
5. Random symmetric matrices: proof of Theorem 1.12
5.1. Proof of (13) of Theorem 1.12. Our starting point is similar to that of Subsection 3.1. We will condition on the event E bound of (23) and the event E incomp of Lemma 2.2 that for all unit vectors x such that (X − z)x 2 ≤ c √ n, we must have x ∈ Incomp(c 0 , c 1 ).
By definition, there are k orthogonal unit vectors (i.e. the corresponding eigenvectors) z 1 , . . . , z k such that
Assume that z i = (z i1 , . . . , z in ) T , and let c 1 , . . . , c n be the column vectors of M . The condition (41) can be read as
As we are in E incomp , by Lemma 3.2 the set of unit vectors in the subspace H z1,...,z k spanned by z 1 , . . . , z k belongs to Incomp(c 0 , c 1 ).
Let Z be the k × n matrix spanned by the row vectors z T 1 , . . . , z T k , and let y 1 , . . . , y n ∈ R k be the columns of Z. By the incompressibility property (applied for symmetric matrices), for any set J ⊂ [n] of size at least (1 − c 0 )n, the least singular value of Z J at least c 1 , and so Lemma 3.3 applies, hence we can choose
Now assume that
Notice that BA −1
. Let H be the subspace generated by c j k+1 , . . . , c jn . Project each of the identity from (43) onto the orthogonal complement of H, after taking the norm square, we obtain
Thus we have translated the event (41) to the event of having many small distances. Now our treatment with this event E j1,...,j k will be different from the iid case as the distances are now correlated. Without loss of generality, assume that j i = i, 1 ≤ i ≤ k, and H is the subspace generated by the last n − k columns of X. We will remove correlations by relying on the following simple fact.
where c i,I and H I are the projections of c i and H onto the coordinates indexed by I respectively.
To exploit this fact, we observe that the event E 1,...,k implies the event F 1,...,k where
We next use the multiplicative rule
..,n} be the the sigma-algebra generated by the X-entries x kl , i + 1 ≤ k, l ≤ n.
For 1 ≤ i ≤ k − 1, we apply Theorem 2.6 as follows: first work with the event LCD(H {i+1,...,n} ) ⊥ ≥ exp(n c ) and use (27) , and then with the complement of LCD(H {i+1,...,n} ) ⊥ ≥ exp(n c ) (with has probability at most exp(−n c ) by (26) ). One obtains
Hence,
To complete the proof of (13) of Theorem 1.12 we then just need to use Claim 3.4 again, taking into account all tuples (j 1 , . . . , j k ) obtained from (42).
Remark 5.3. It is the process of passing from E j1,...,j k to F j1,...,j k via Fact 5.2 that we lost a factor of ε in each iterative conditional substep leading to (46). To recover the cumulative loss of ε k in the final bound one must not use Fact 5.2 but work directly with E j1,...,j k . This requires to work with anti-concentration of quadratic forms [13, 31] . A more plausible goal is to improve the RHS of Theorem 1.10 to O(ε + exp(−n c )). (14) of Theorem 1.12. Similar to the proof of (4) of Theorem 1.4 in Subsection 3.5, we will condition on the event E bound of (23), the event E incomp of Lemma 2.2, and also on the event E deloc for appropriate choice of γ 0 from the non-gap delocalization result of Theorem 2.9 applied to X.
Proof of
Next, assume as in Section 5.1 that there are k orthogonal unit vectors (eigenvectors) z 1 , . . . , z k such that
Let Z be the k × n matrix spanned by the row vectors z Let A be the k × l matrix so that AA = I l . Then by Corollary 5.5,
As such, with H being the subspace generated by c i l+1 , . . . , c in , we are in the event
By Claim 3.4 and by Corollary 3.8 (as bounds of type (c/2) d are absorbed by other factors), to prove (14) of Theorem 1.12 it suffices to show that there exist absolute constants C and c such that
To this end, let E t be the event dist(c 1 , H)
By averaging, there are at most γl/2 indices such that dist(c i , H)
. Again, by taking union bound over at most 2 l possibilities, it boils down to estimate the event E i1,...,i l that
Finally, by the argument leading to (46) basing on Theorem 2.6
completing the proof of (49).
Remark 5.6. When ξ has density function bounded by K, then one applies Theorem 2.7 instead of Theorem 2.6 to bound the events dist(c ij , H) ≤ t in Subsection 5.1 and Subsection 5.4 (conditioned on any realization of H). As a consequence, we obtain bounds of type (Kt/ √ l) l without additional terms. Consequently, (13) and (14) hold without the additive terms exp(−n c ) in this case.
6. Perturbed symmetric matrices: proof of Theorem 1.16
Our approach here is similar to that of Section 4. Let z be the midpoint of I. Assume that λ i ∈ I, and (X + F )z i = λ i z i with orthogonal eigenvectors x i of norm one. Then (X + F − z)z i = (λ i − z)z i , and so,
Assume that z i = (z i1 , . . . , z in ) T , and let c 1 , . . . , c n be the column vectors of X − z. The condition (51) can be read as
As usual, let Z be the k × n matrix spanned by the row vectors z T 1 , . . . , z T k . We then extract from Z one well-conditioned minor, by the same way as in Lemma 4.1.
We next proceed as in Subsection 5.4. Let A be the l × k matrix Z T {i1,...,i l } . Recall that the event E in (51) can be written as
Let A be the k × l matrix so that AA = I l . Then by Lemma 6.1,
Let H be the subspace generated by c i l+1 , . . . , c in . Similarly to the previous section, (53) implies the event
where
Without loss of generality, assume (i 1 , . . . , i l ) = (1, . . . , l). Now we pass to distances as in Subsections 5.1 and 5.4.
Proof of (17) . Choose l = k − 1. Using Fact 5.2, we pass from E 1,...,l to the following event F as an analog of (45)
We next use the multiplicative rule. Let A {i+1,...,n} be the the sigma-algebra generated by the X-entries x rs , i + 1 ≤ r, s ≤ n.
For 1 ≤ i ≤ k − 1, we apply Theorem 2.7, with p t = sup x P(|ξ − x| ≤ t) ≤ 2K 0 k sup x P(|ξ − x| ≤ ε) = 2K 0 kp, we obtain P dist(c i,{i+1,...,n} , H {i+1,...,n} ) ≤ t|A {i+1,...,n} ≤ (2CK 0 kp) l−i .
Proof of (18) . Here we use the deduction as above but with ε replaced by kε and t = 2K 0 k 2 ε/(k − l). Assume that k is sufficiently large, we will choose l = (1 − γ/2)k . From (54), by averaging there are at least l = (1 − γ/2)l indices i such that P(dist(c i , H)
. Thus, by taking union bound over at most 2 l possibilities, it boils down to estimate the event E 1,...,l that
where H is the subspace generated by the last n − k columns of X . Now we exploit Fact 5.2 to pass from E 1,...,l to
To this end, for 1 ≤ i ≤ l −1, we apply Theorem 2.7 with p = sup x P(|ξ −x| ≤ ε) and noting that H {i+1,...,n} has co-dimension at least k − i > γk/2,
Hence by the multiplicative rule
Proof of (22) . Assume that k is sufficiently large, we proceed as in the proof of (18) with ε = c 1 where c 1 is sufficiently small, and with t = 2K 0 k 2 ε/(k − l), l = (1 − γ/2)k and l = (1 − γ/2)l . After using Fact 5.2 to pass to (56), we apply Theorem 2.8 (instead of Theorem 2.7), noting that H {i+1,...,n} has co-dimension at least k − i > γk/2, to obtain
The proof is then complete by the multiplicative rule. Now we consider two cases.
by the triangle inequality we must have either P H ⊥ c 2 ≤ (1 − t) √ k or P H ⊥ c 2 ≥ (1 + t) √ k, and so (28) follows from Theorem A.1.
for some constants C, c 2 that depend on K.
We need to specify the median of X. Notice that
. We write
After squaring out and as x i are iid and Eξ = 0, Eξ 2 = 1 as well as |ξ| ≤ K, we have
where we used the fact that i v
Thus by Markov's inequality the median of |Y | is O(K √ k), and so the median of X 2 is at least (k + u
Substitute into (57), with sufficiently small t, we obtain
For any measurable set E ⊂ L, and any piecewise one-to-one smooth function Φ : E → L, we simply estimate
Now for fixed ε, let E k be the event σ n−k+1 ≤ kε/ √ n, that is λ ≤ k 2 ε 2 (here we slightly modified the bound for convenience). Define the function φ :
By definition of ρ, for We need to estimate for λ ∈ E k exp(
One can check that P 0 ≤ exp(k 2 /2).
Also, if λ j ≤ 2ε 2 k 2 (which happens at least for j = 1, . . . , k as λ ∈ E k ) then
The remaining factors are easily bounded by one as λ j ≥ 2ε 2 k 2 . Putting together, there exists an absolute constant C 2 such that P(σ n−k+1 ≤ kε/ √ n) = P(λ ∈ E k ) ≤ (C 2 ε)
Appendix C. Proof of Theorem 1.11: sketch
The presentation here is from [2] . We first list a few supporting results which can be shown directly or can be deduced from [8] with some appropriate modifications toward the ensembles in Theorem 1.11.
(1) The rigidity result that for any (small) ξ > 0 and (large) D > 0 we have
with G ξ from Theorem 1.11.
(2) The tail distribution of the eigenvalue gap [8, Theorem 3.3] : denoting by µ α the largest eigenvalue greater than E, there are constants C, c > 0 such that uniformly in n, K ≥ 0 and E in the bulk of the spectrum we have
(3) The analogue of [8, Theorem 3.4 ] that with I = [E − ε/(2n), E + ε/(2n)], there exists C > 0 such that uniformly in 0 ≤ ε ≤ 1, we have
(4) [2, Lemma B.3] Let X = (x ij ) be a symmetric Wigner matrix as in Theorem 1.11 and τ > 0. Denote f = e −g the probability density of √ 1 − tx ij + √ tG, where t ∈ [n −τ , 1] and G is a standard Gaussian independent from X. There there exists C > 0 such that for any a ≥ 1 there exists c a > 0 such that uniformly in n, i, j, s ∈ R we have f (s) ≤ c a n Caτ (1 + s 2 ) a ; | f g (s)| ≤ c a n Caτ (1 + s 2 ) a . .
(ii) For any r ∈ .
(iii) For any r ∈ 1, 
We remark that (3) is a near optimal extension of Theorem 1.10, although the ensembles here are assumed to have smooth densities.
To bound P(N I ≥ k, G ξ ), we introduce the more general quantity
We will prove that I 
By induction over k, together with the initial condition (66), the proof is complete as 1 +
To prove (67), thanks to (64) for any r ≥ 1 we have
where we used Markov's inequality in the first inequality, and interlacing property in the second. We used the definition (65) applied to the eigenvalues of the minor λ and also B j ≤ ε k n Ckτ I
(j) n−1 (M + 2, k − 1, + 1).
We omit the details here.
Appendix D. Proof of Theorem 1.15: sketch
The presentation here is from [1] . We will show E N (I)(N (I) − 1) + · · · (N (I) − k) + ≤ (Cε/k) k .
