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ON THE USE OF APPROXIMATE BAYESIAN COMPUTATION
MARKOV CHAIN MONTE CARLO WITH INFLATED TOLERANCE
AND POST-CORRECTION
MATTI VIHOLA AND JORDAN FRANKS
Abstract. Approximate Bayesian computation allows for inference of complicated prob-
abilistic models with intractable likelihoods using model simulations. The Markov chain
Monte Carlo implementation of approximate Bayesian computation is often sensitive to the
tolerance parameter: low tolerance leads to poor mixing and large tolerance entails excess
bias. We consider an approach using a relatively large tolerance for the Markov chain
Monte Carlo sampler to ensure its sufficient mixing, and post-processing the output lead-
ing to estimators for a range of finer tolerances. We introduce an approximate confidence
interval for the related post-corrected estimators, and propose an adaptive approximate
Bayesian computation Markov chain Monte Carlo, which finds a ‘balanced’ tolerance level
automatically, based on acceptance rate optimisation. Our experiments show that post-
processing based estimators can perform better than direct Markov chain targetting a fine
tolerance, that our confidence intervals are reliable, and that our adaptive algorithm leads
to reliable inference with little user specification.
1. Introduction
Approximate Bayesian computation is a form of likelihood-free inference (see, e.g., the
reviews Marin et al., 2012; Sunn˚aker et al., 2013) which is used when exact Bayesian in-
ference of a parameter θ ∈ T with posterior density pi(θ) ∝ pr(θ)L(θ) is impossible, where
pr(θ) is the prior density and L(θ) = g(y∗ | θ) is an intractable likelihood with data y∗ ∈ Y.
More specifically, when the generative model of observations g( · | θ) cannot be evaluated,
but allows for simulations, we may perform relatively straightforward approximate inference
based on the following (pseudo-)posterior:
(1) pi(θ) ∝ pr(θ)L(θ), where L(θ) = E[K(Yθ, y∗)], Yθ ∼ g( · | θ),
where  > 0 is a ‘tolerance’ parameter, and K : Y
2 → [0,∞) is a ‘kernel’ function, which
is often taken as a simple cut-off K(y, y
∗) = 1 (‖s(y)− s(y∗)‖ ≤ ), where s : Y → Rd
extracts a vector of summary statistics from the (pseudo) observations.
The summary statistics are often chosen based on the application at hand, and reflect
what is relevant for the inference task; see also (Fearnhead and Prangle, 2012; Raynal et al.,
to appear). Because L(θ) may be regarded as a smoothed version of the true likelihood
g(y∗ | θ) using the kernel K, it is intuitive that using a too large  may blur the likelihood
and bias the inference. Therefore, it is generally desirable to use as small a tolerance  > 0
as possible, but because the computational methods suffer from inefficiency with small ,
the choice of tolerance level is difficult (cf. Bortot et al., 2007; Sisson and Fan, 2018; Tanaka
et al., 2006).
We discuss simple post-processing procedure which allows for consideration of a range of
values for the tolerance  ≤ δ, based on a single run of approximate Bayesian computation
Markov chain Monte Carlo (Marjoram et al., 2003) with tolerance δ. Such post-processing
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1
ar
X
iv
:1
90
2.
00
41
2v
2 
 [s
tat
.C
O]
  1
6 M
ay
 20
19
2 MATTI VIHOLA AND JORDAN FRANKS
was suggested in (Wegmann et al., 2009) (in case of simple cut-off), and similar post-
processing has been suggested also with regression adjustment (Beaumont et al., 2002) (in
a rejection sampling context). The method, discussed further in Section 2, can be useful
for two reasons: A range of tolerances  ≤ δ may be routinely inspected, which can reveal
excess bias in the pseudo-posterior piδ; and the Markov chain Monte Carlo inference may
be implemented with sufficiently large δ to allow for good mixing.
Our contribution is two-fold. We suggest straightforward-to-calculate approximate confi-
dence intervals for the posterior mean estimates calculated from the post-processing output,
and discuss some theoretical properties related to it. We also introduce an adaptive approx-
imate Bayesian computation Markov chain Monte Carlo which finds a balanced δ during
burn-in, using acceptance rate as a proxy, and detail a convergence result for it.
2. Post-processing over a range of tolerances
For the rest of the paper, we assume that the kernel function in (1) has the form
K(y, y
∗) = φ
(
d(y, y∗)/
)
,
where d : Y2 → [0,∞) is any ‘dissimilarity’ function and φ : [0,∞) → [0, 1] is a non-
increasing ‘cut-off’ function. Typically d(y, y∗) = ‖s(y) − s(y∗)‖, where s : Y2 → Rd are
the chosen summaries, and in case of the simple cut-off discussed in Section 1, φ(t) =
φsimple(t) = 1 (t ≤ 1). We will implicitly assume that the pseudo-posterior pi given in (1) is
well-defined for all  > 0 of interest, that is, c =
∫
pr(θ)L(θ)dθ > 0.
The following summarises the approximate Bayesian computation Markov chain Monte
Carlo algorithm of Marjoram et al. (2003), with proposal q and tolerance δ > 0:
Algorithm 1 (abc-mcmc(δ)). Suppose Θ0 ∈ T and Y0 ∈ Y are any starting values, such
that pr(Θ0) > 0 and φ(d(Y0, y
∗)/δ) > 0. For k = 1, 2, . . ., iterate:
(i) Draw Θ˜k ∼ q(Θk−1, · ) and Y˜k ∼ g( · | Θ˜k).
(ii) With probability αδ(Θk−1, Yk−1; Θ˜k, Y˜k) accept and set (Θk, Yk)← (Θ˜k, Y˜k); otherwise
reject and set (Θk, Yk)← (Θk−1, Yk−1), where
αδ(θ, y; θ˜, y˜) = min
{
1,
pr(θ˜)q(θ˜, θ)φ
(
d(y˜, y∗)/δ
)
pr(θ)q(θ, θ˜)φ
(
d(y, y∗)/δ
)}.
Algorithm 1 may be implemented by storing only Θk and the related distances Tk =
d(Yk, y
∗), and in what follows, we regard either (Θk, Yk)k≥1 or (Θk, Tk)k≥1 as the output
of Algorithm 1. In practice, the initial values (Θ0, Y0) should be taken as the state of the
Algorithm 1 run for a number of initial ‘burn-in’ iterations. We also introduce an adaptive
algorithm for parameter tuning later (Section 4).
It is possible to consider a variant of Algorithm 1 where many (possibly dependent)
observations Y˜
(1)
k , . . . , Y˜
(m)
k ∼ g( · | Θ˜k) are simulated in each iteration, and an average of
their kernel values is used in the accept-reject step (cf. Andrieu et al., 2018). We focus here in
the case of single pseudo-observation per iteration, following the asymptotic efficiency result
of Bornn et al. (2017), but remark that our method may be applied in a straightforward
manner also with multiple observations.
Definition 2. Suppose (Θk, Tk)k=1,...,n is the output of abc-mcmc(δ) for some δ > 0. For
any  ∈ (0, δ] such that φ(Tk/) > 0 for some k = 1, . . . , n, and for any function f : T→ R,
define
U
(δ,)
k = φ(Tk/)
/
φ(Tk/δ), W
(δ,)
k = U
(δ,)
k
/∑n
j=1 U
(δ,)
j ,
Eδ,(f) =
∑n
k=1W
(δ,)
k f(Θk), Sδ,(f) =
∑n
k=1(W
(δ,)
k )
2
{
f(Θk)− Eδ,(f)
}2
.
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Algorithm 11 in Appendix details how Eδ,(f) and Sδ,(f) can be calculated in O(n log n)
time simultaneously for all  ≤ δ in case of simple cut-off. The estimator Eδ,(f) approxi-
mates Epi [f(Θ)] and Sδ,(f) may be used to construct a confidence interval; see Algorithm 5
below. Theorem 4 details consistency of Eδ,(f), and relates Sδ,(f) to the limiting variance,
in case the following (well-known) condition ensuring a central limit theorem holds:
Assumption 3 (Finite integrated autocorrelation). Suppose that Epi [f 2(Θ)] < ∞ and∑
k≥1 ρ
(δ,)
k is finite, with ρ
(δ,)
k = Corr
(
hδ,(Θ
(s)
0 , Y
(s)
0 ), hδ,(Θ
(s)
k , Y
(s)
k )
)
, where (Θ
(s)
k , Y
(s)
k )k≥1
is a stationary version of the abc-mcmc(δ) chain, and
hδ,(θ, y) = wδ,(y)f(θ) where wδ,(y) = φ
(
d(y, y∗)/
)
/φ
(
d(y, y∗)/δ
)
.
Theorem 4. Suppose (Θk, Tk)k≥1 is the output of abc-mcmc(δ), and denote by E
(n)
δ, (f) and
S
(n)
δ, (f) the estimators in Definition 2. If (Θk, Tk)k≥1 is ϕ-irreducible (Meyn and Tweedie,
2009) then, for any  ∈ (0, δ), we have as n→∞:
(i) E
(n)
δ, (f)→ Epi [f(Θ)] almost surely, whenever the expectation is finite.
(ii) Under Assumption 3, n1/2
(
E
(n)
δ, (f)−Epi [f(Θ)]
)→ N(0, vδ,(f)τδ,(f)) in distribution,
where τδ,(f) =
(
1 + 2
∑
k≥1 ρ
(δ,)
k
) ∈ [0,∞) and nS(n)δ, (f) → vδ,(f) ∈ [0,∞) almost
surely.
Proof of Theorem 4 is given in Appendix. Inspired by Theorem 4, we suggest to report
the following approximate confidence intervals for the suggested estimators:
Algorithm 5. Suppose (Θk, Tk)k=1,...,n is the output of abc-mcmc(δ) and f : Θ→ R is a
function, then for any  ≤ δ:
(i) Calculate Eδ,(f) and Sδ,(f) as in Definition 2 (or in Algorithm 11).
(ii) Calculate τˆδ(f), an estimate of the integrated autocorrelation of
(
f(Θk)
)
k=1,...,n
.
(iii) Report the confidence interval[
Eδ,(f)± zq
(
Sδ,(f)τˆδ(f)
)1/2]
,
where zq > 0 corresponds to the desired normal quantile.
The confidence interval in Algorithm 5 is straightforward application of Theorem 4, except
for using a common integrated autocorrelation estimate τˆδ(f) for all τδ,(f). This relies on
the approximation τδ,(f) / τδ(f), which may not always be entirely accurate, but likely
to be reasonable, as illustrated by Theorem 6 in Section 3 below. We suggest using a
common τˆδ(f) for all tolerances because direct estimation of integrated autocorrelation is
computationally demanding, and likely to be unstable for small .
The classical choice for τˆδ(f) in Algorithm 5(ii) is windowed autocorrelation, τˆδ(f) =∑∞
k=−∞ ω(k)ρˆk, with some 0 ≤ ω(k) ≤ 1, where ρˆk is the sample autocorrelation of
(
f(Θk)
)
(cf. Geyer, 1992). We employ this approach in our experiments with ω(k) = 1 (|k| ≤M)
where the cut-off lag M is chosen adaptively as the smallest integer such that M ≥ 5(1 +
2
∑M
i=1 ρˆk
)
(Sokal, 1996). Also more sophisticated techniques for the calculation of the
asymptotic variance have been suggested (e.g. Flegal and Jones, 2010).
We remark that, although we focus here on the case of using a common cut-off φ for
both the abc-mcmc(δ) and the post-correction, one could also use a different cut-off φs in
the simulation phase, as considered by Beaumont et al. (2002) in the regression context.
The extension to Definition 2 is straightforward, setting U
(δ,)
k = φ(Tk/)
/
φs(Tk/δ), and
Theorem 4 remains valid under a support condition.
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3. Theoretical justification
The following result, whose proof is given in Appendix, gives an expression for the inte-
grated autocorrelation in case of simple cut-off.
Theorem 6. Suppose Assumption 3 holds and φ = φsimple, then
τδ,(f)− 1 =
(
τˇδ,(f)− 1
)
varpiδ(fδ,) + 2
∫
piδ(θ)w¯δ,(θ)
(
1− w¯δ,(θ)
) rδ(θ)
1−rδ(θ)f
2(θ)dθ
varpiδ(fδ,) +
∫
piδ(θ)w¯δ,(θ)
(
1− w¯δ,(θ)
)
f 2(θ)dθ
,
where w¯δ,(θ) = L(θ)/Lδ(θ), fδ,(θ) = f(θ)w¯δ,(θ), τˇδ,(f) is the integrated autocorrelation
of {fδ,(Θ(s)k )}k≥1 and rδ(θ) is the rejection probability of the abc-mcmc(δ) chain at θ.
We next discuss how this loosely suggests that τδ,(f) / τδ,δ(f) = τδ(f). The weight
w¯δ,δ ≡ 1, and under suitable regularity conditions both w¯δ,(θ) and τˇδ,(f) are continuous
with respect to , and w¯δ,(θ) → 0 as  → 0. Then, for  ≈ δ, we have w¯δ, ≈ 1 and
therefore τδ,δ(f) ≈ τδ,(f). For small , the terms with varpiδ(fδ,) are of order O(w¯2δ,), and
are dominated by the other terms of order O(w¯δ,). The remaining ratio may be written as
2
∫
piδ(θ)w¯δ,(θ)
(
1− w¯δ,(θ)
) rδ(θ)
1−rδ(θ)f
2(θ)dθ∫
piδ(θ)w¯δ,(θ)
(
1− w¯δ,(θ)
)
f 2(θ)dθ
= 2Epiδ
[
g¯2δ,(Θ)
rδ(Θ)
1− rδ(Θ)
]
,
where g¯δ, ∝ {w¯δ,(1− w¯δ,)}1/2f with piδ(g¯2δ,) = 1. If rδ(θ) ≤ r∗ < 1, then the term is upper
bounded by 2r∗(1− r∗)−1, and we believe it to be often less than τδ,δ(f), because the latter
expression is similar to the contribution of rejections to the integrated autocorrelation; see
the proof of Theorem 6.
For general φ, it appears to be hard to obtain similar theoretical result, but we expect the
approximation to be still sensible. Theorem 6 relies on Y
(s)
k being independent of (Θ
(0)
k , Y
(0)
k )
conditional on Θ
(s)
k , assuming at least single acceptance. This is not true with other cut-offs,
but we believe that the dependence of Y
(s)
k from (Θ
(s)
0 , Y
(s)
0 ) given Θ
(s)
k is generally weaker
than dependence of Θ
(s)
k and Θ
(s)
0 , suggesting similar behaviour.
We conclude the section with a general (albeit pessimistic) upper bound for the asymp-
totic variance of the post-corrected estimators.
Theorem 7. For any  ≤ δ, denote by σ2δ,(f) = vδ,(f)τδ,(f) the asymptotic variance of
the estimator of Definition 2 (see Theorem 4(ii)) and f¯(θ) = f(θ)−Epi [f(Θ)], then for any
 ≤ δ,
σ2δ,(f) ≤ (cδ/c)
{
σ2 (f) + p˜i
(
f¯ 2(1− wδ,)
)}
,
where p˜i is the stationary distribution of the direct abc-mcmc() and σ
2
 (f) = σ
2
,(f) its
asymptotic variance.
Theorem 7 follows directly from (Franks and Vihola, 2017, Corollary 4). The upper
bound guarantees that a moderate correction, that is,  close to δ and cδ close to c, is
nearly as efficient as direct abc-mcmc(δ). Indeed, typically wδ, → 1 and c → cδ as → δ,
in which case Theorem 7 implies lim sup→δ σ
2
δ,(f) ≤ σ2 (f). However, as → 0, the bound
becomes less informative.
4. Tolerance adaptation
We propose Algorithm 8 below to adapt the tolerance δ in abc-mcmc(δ) during a burn-in
of length nb, in order to obtain a user-specified overall acceptance rate α
∗ ∈ (0, 1). Tolerance
optimisation has been suggested earlier based on quantiles of distances, with parameters
simulated from the prior (e.g. Beaumont et al., 2002; Wegmann et al., 2009). This heuristic
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might not be satisfactory in the Markov chain Monte Carlo context, if the prior is relatively
uninformative. We believe that acceptance rate optimisation is a more natural alternative,
and Sisson and Fan (2018) suggested this as well.
Our method requires also a sequence of decreasing positive step sizes (γk)k≥1. We used
α∗ = 0.1 and γk = k−2/3 in our experiments, and discuss these choices later.
Algorithm 8. Suppose Θ0 ∈ T is a starting value with pr(Θ0) > 0. Initialise δ =
d(Y0, y
∗) > 0 where Y0 ∼ g( · | Θ0). For k = 1, . . . , nb, iterate:
(i) Draw Θ˜k ∼ q(Θk−1, · ) and Y˜k ∼ g( · | Θ˜k).
(ii) With probability Ak = αδk−1(Θk−1, Yk−1; Θ˜k, Y˜k) accept and set (Θk, Yk) ← (Θ˜k, Y˜k);
otherwise reject and set (Θk, Yk)← (Θk−1, Yk−1).
(iii) log δk ← log δk−1 + γk(α∗ − Ak).
In practice, we use Algorithm 8 with a Gaussian symmetric random walk proposal qΣk ,
where the covariance parameter Σk is adapted simultaneously (Andrieu and Moulines, 2006;
Haario et al., 2001) (see Algorithm 23 of Supplement C). We only detail theory for Algorithm
8, but note that similar simultaneous adaptation has been discussed earlier (cf. Andrieu and
Thoms, 2008), and expect that our results could be elaborated accordingly.
The following conditions suffice for convergence of the adaptation:
Assumption 9. Suppose φ = φsimple and the following hold:
(i) γk = Ck
−r with r ∈ (1
2
, 1] and C > 0 a constant.
(ii) The domain T ⊂ Rnθ , nθ ≥ 1, is a nonempty open set and pr(θ) is bounded.
(iii) The proposal q is bounded and bounded away from zero.
(iv) The distances Dθ = d(Yθ, y
∗) where Yθ ∼ g( · | θ) admit densities which are uniformly
bounded in θ.
(v) (δk)k≥1 stays in a set [a, b] almost surely, where 0 < a ≤ b < +∞.
(vi) c =
∫
pr(dθ)L(θ) > 0 for all  ∈ [a, b].
Theorem 10. Under Assumption 9, the expected value of the acceptance probability, with
respect to the stationary distribution of the chain, converges to α∗.
Proof of Theorem 10 will follow from the more general Theorem 14 of Supplement A.
Polynomially decaying step size sequences as in Assumption 9 (i) are common in adap-
tation which is of the stochastic approximation type as our approach (Andrieu and Thoms,
2008). Slower decaying step sizes such as n−2/3 often behave better with acceptance rate
adaptation (cf. Vihola, 2012, Remark 3).
Simple random walk Metropolis with covariance adaptation (Haario et al., 2001) typically
leads to a limiting acceptance rate around 0.234 (Roberts et al., 1997). In case of a pseudo-
marginal algorithm such as abc-mcmc(δ), the acceptance rate is lower than this, and
decreases when δ is decreased (see Lemma 16 of Supplement B). Markov chain Monte
Carlo would typically be necessary when rejection sampling is not possible, that is, when
the prior is far from the posterior. In such a case, the likelihood approximation must be
accurate enough to provide reasonable approximation piδ ≈ pi. This suggests that the
desired acceptance rate should be taken substantially lower than 0.234.
The choice of the desired acceptance rate α∗ could also be motivated by theory developed
for pseudo-marginal Markov chain Monte Carlo algorithms. Doucet et al. (2015) rely on
log-normality of the likelihood estimators, which is problematic in our context, because the
likelihood estimators take value zero. Sherlock et al. (2015) find the acceptance rate 0.07
to be optimal under certain conditions, but also in a quite dissimilar context. Indeed, in
our context, the 0.07 guideline assumes a fixed tolerance, and informs about choosing the
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number of pseudo-data per iteration. As we stick with single pseudo-data per iteration
following (Bornn et al., 2017), the 0.07 guideline cannot be taken too informative. We
recommend slightly higher α∗ such as 0.1 to ensure sufficient mixing.
5. Post-processing with regression correction
Beaumont et al. (2002) suggested similar post-processing as in Section 2, applying a
further regression correction. Namely, in the context of Section 2, we may consider a
function f˜ ()(θ, y) = f(θ)− s¯(y)Tb where s¯(y) = s(y)− s(y∗) and b is a solution of
min
a,b
Ep˜i
[{
f(Θ)− a − s¯(Y )Tb
}2]
= min
a,b
Ep˜iδ
[
wδ,(Y )
{
f(Θ)− a − s¯(Y )Tb
}2]
,
where p˜iδ is the stationary distribution of abc-mcmc(δ), with marginal piδ, given in Ap-
pendix. When the latter expectation is replaced by its empirical version, the solution
coincides with weighted least squares (aˆ, bˆ
T
 )
T = (MTWM)
−1MTWv, with vk = f(Θk),
W = diag(W
(δ,)
1 , . . . ,W
(δ,)
n ) and with matrix M having rows [M ]k, · = (1, s¯(Yk)T).
We suggest the following confidence interval for a = Ep˜i [f˜
()(Θ, Y )] in the spirit of
Algorithm 5: [
aˆ ± zq
(
Sregδ, τˆ
reg
δ
)1/2]
,
where τˆ regδ is the integrated autocorrelation estimate for (Fˆ
(δ)
k ) where Fˆ
(δ)
k = f(Θk) − s¯T bˆδ
and Sregδ, = [(M
TWM)
−1]1,1
∑n
k=1(W
(δ,)
k )
2(Fˆ
()
k − aˆ)2, where the first term is included as an
attempt to account for the increased uncertainty due to estimated bˆ, analogous to weighted
least squares. Experimental results show some promise for this confidence interval, but we
stress that we do not have better theoretical backing for it, and leave further elaboration of
the confidence interval for future research.
6. Experiments
We experiment with our methods on two models, a lightweight Gaussian toy example,
and a Lotka-Volterra model. Our experiments focus on three aspects: can abc-mcmc(δ)
with larger tolerance δ and post-correction to a desired tolerance  < δ deliver more
accurate results than direct abc-mcmc(); does the approximate confidence interval ap-
pear reliable; how well does the tolerance adaptation work in practice. All the experi-
ments are implemented in Julia (Bezanson et al., 2017), and the codes are available in
https://bitbucket.org/mvihola/abc-mcmc.
Because we believe that Markov chain Monte Carlo is most useful when little is known
about the posterior, we apply covariance adaptation (Andrieu and Moulines, 2006; Haario
et al., 2001) throughout the simulation in all our experiments, using an identity covariance
initially. When running the covariance adaptation alone, we employ the step size n−1 as in
the original method of Haario et al. (2001), and in case of tolerance adaptation, we use step
size n−2/3.
Regarding our first question, we investigate running abc-mcmc(δ) starting near the
posterior mode with different pre-selected tolerances δ. We first attempted to perform the
experiments by initialising the chains from independent samples of the prior distribution,
but in this case, most of the chains failed to accept a single move during the entire run. In
contrast, our experiments with tolerance adaptation are initialised from the prior, and both
the tolerances and the covariances are adjusted fully automatically by our algorithm.
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Figure 1. Gaussian model with φsimple. Estimates from single run of abc-
mcmc(3) (left) and estimates from 10,000 replications of abc-mcmc(δ) for
δ ∈ {0.1, 0.825, 1.55, 2.275, 3} indicated by colours.
6.1. One-dimensional Gaussian model. Our first model is a toy model with pr(θ) =
N(θ; 0, 302), g(y | θ) = N(y; θ, 1) and d(y, y∗) = |y|. The true posterior without approxima-
tion is Gaussian. While this scenario is clearly academic, the prior is far from the posterior,
making rejection sampling approximate Bayesian computation inefficient. It is clear that
pi has zero mean for all  (by symmetry), and that pi is more spread for bigger . We
experiment with both simple cut-off φsimple and Gaussian cut-off φGauss(t) = e
−t2/2.
We run the experiments with 10,000 independent chains, each for 11,000 iterations in-
cluding 1,000 burn-in. The chains were always started from θ0 = 0. We inspect estimates
for the posterior mean Epi [f(Θ)] for f(θ) = θ and f(θ) = |θ|. Figure 1 (left) shows the
estimates with their confidence intervals based on a single realisation of abc-mcmc(3).
Figure 1 (right) shows box plots of the estimates calculated from each abc-mcmc(δ), with
δ indicated by colour; the rightmost box plot (blue) corresponds to abc-mcmc(3), the sec-
ond from the right (red) abc-mcmc(2.275) etc. For  = 0.1, the post-corrected estimates
from abc-mcmc(0.825) and abc-mcmc(1.55) appear slightly more accurate than direct
abc-mcmc(0.1). Similar figure for Gaussian cut-off, with similar findings, may be found in
the Supplement Figure 6.
Table 1 shows frequencies of the calculated 95% confidence intervals containing the
‘ground truth’, as well as mean acceptance rates. The ground truth for Epi [f1(Θ)] is known
to be zero for all , and the overall mean of all the calculated estimates is used as the
ground truth for Epi [f2(Θ)]. The frequencies appear close to ideal with the post-correction
approach, being slightly pessimistic in case of simple cut-off as anticipated by the theoretical
considerations (cf. Theorem 6 and the discussion below).
Figure 2 shows progress of tolerance adaptations during the burn-in, and histogram of
the mean acceptance rates of the chain after burn-in. The lines on the left show the
median, and the shaded regions indicate the 50%, 75%, 95% and 99% quantiles. The figure
suggests concentration, but reveals that the adaptation has not fully converged yet. This
is also visible in the mean acceptance rate over all realisations, which is 0.17 for simple
cut-off and 0.12 for Gaussian cut-off (see Figure 7 in the Supplement). Table 2 shows
root mean square errors for target tolerance  = 0.1, with both abc-mcmc(δ) with δ fixed
as above, and for the tolerance adaptive algorithm. Here, only the adaptive chains with
final tolerance ≥ 0.1 were included (9,998 and 9,993 out of 10,000 chains for φsimple and
φGauss, respectively). Tolerance adaptation (started from prior distribution) appears to be
competitive with ‘optimally’ tuned fixed tolerance abc-mcmc(δ).
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Table 1. Frequencies of the 95% confidence intervals, from abc-mcmc(δ)
to tolerances , containing the ground truth in the Gaussian model.
f(x) = x f(x) = |x| Acc.
Cut-off δ \  0.10 0.82 1.55 2.28 3.00 0.10 0.82 1.55 2.28 3.00 rate
φsimple
0.1 0.93 0.93 0.03
0.82 0.97 0.95 0.95 0.94 0.22
1.55 0.97 0.97 0.95 0.96 0.95 0.95 0.33
2.28 0.98 0.97 0.96 0.95 0.96 0.96 0.96 0.95 0.4
3.0 0.98 0.98 0.97 0.97 0.95 0.96 0.96 0.96 0.95 0.95 0.43
φGauss
0.1 0.93 0.93 0.05
0.82 0.94 0.95 0.92 0.95 0.29
1.55 0.94 0.94 0.95 0.94 0.94 0.95 0.38
2.28 0.95 0.95 0.95 0.95 0.95 0.95 0.96 0.95 0.41
3.0 0.95 0.95 0.95 0.95 0.95 0.95 0.96 0.95 0.95 0.95 0.42
0 250 500 750 1000
-2
-1
0
1
2
3
4
k (burn-in iteration)
lo
g 
δ k
0.0 0.1 0.2 0.3 0.4 0.5
0
200
400
600
800
acceptance rate
Figure 2. Progress of tolerance adaptation (left) and histogram of accep-
tance rates (right) in the Gaussian model experiment with simple cut-off.
Table 2. Root mean square errors (×10−2) from abc-mcmc(δ) for tolerance
 = 0.1 with fixed tolerance and with the adaptive algorithms in the Gaussian
model.
φsimple φGauss
Fixed tolerance Adapt Fixed tolerance Adapt
δ 0.1 0.82 1.55 2.28 3.0 0.64 0.1 0.82 1.55 2.28 3.0 0.28
x 9.75 8.95 9.29 9.65 10.3 9.15 7.97 7.12 7.82 8.94 9.93 7.08
|x| 5.49 5.35 5.51 5.81 6.24 5.38 4.47 4.22 4.68 5.26 5.95 4.15
6.2. Lotka-Volterra model. Our second experiment is a Lotka-Volterra model suggested
by Boys et al. (2008), which was considered in the approximate Bayesian computation
context by Fearnhead and Prangle (2012). The model is a Markov process (Xt, Yt)t≥0 of
counts, corresponding to a reaction network X → 2X with rate θ1, X + Y → 2Y with rate
θ2 and Y → ∅ with rate θ3. The reaction log-rates (log θ1, log θ2, log θ3)T are parameters,
which we equip with a uniform prior, (log θ1, log θ2, log θ3)
T ∼ U([−6, 0]3). The data is a
simulated trajectory from the model with θ = (0.5, 0.0025, 0.3)T until time 40. The inference
is based on the Euclidean distances of five-dimensional summary statistics of the process
observed every 5 time units (X˜k = X5k and Y˜k = Y5k). The summary statistics are the
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Figure 3. Lotka-Volterra model with simple cut-off. Estimates from single
run of abc-mcmc(200) (left) and estimates from 1,000 replications of abc-
mcmc(δ) with δ ∈ {80, 110, 140, 170, 200} indicated by colour.
80 110 140 170 200
0.525
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0.600
0.625
θ 1
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0.525
0.550
0.575
0.600
0.625
80 110 140 170 200
0.0025
0.0026
0.0027
0.0028
0.0029
0.0030
0.0031
θ 2
80 110 140 170 200
0.0025
0.0026
0.0027
0.0028
0.0029
0.0030
0.0031
80 110 140 170 200
0.300
0.325
0.350
0.375
0.400
ε
θ 3
80 110 140 170 200
0.300
0.325
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0.375
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ε
Figure 4. Lotka-Volterra model with Epanechnikov cut-off and regression
correction. Estimates from single run of abc-mcmc(200) (left) and estimates
from 1,000 replications of abc-mcmc(δ) with δ ∈ {80, 110, 140, 170, 200} in-
dicated by colour.
sample autocorrelation of (X˜k) at lag 2 multiplied by 100, and the 10% and 90% quantiles
of (X˜k) and (Y˜k). The observed summary statistics are (−51.07, 29, 304, 65, 404)T.
We first run comparisons similar to Section 6.1, but now with 1,000 independent abc-
mcmc(δ) chains with simple cut-off. We investigate the effect of post-correction, with
20,000 samples, including 10,000 burn-in, for each chain. All chains were started from near
the posterior mode, from (−0.55,−5.77,−1.09)T. Figure 3 shows similar comparisons as in
Section 6.1, and Figure 4 shows results for regression correction with Epanechnikov cut-off
φEpa(t) = max{0, 1− t2} (Beaumont et al., 2002). The results suggest that post-correction
might provide slightly more accurate estimators, particularly with smaller tolerances. There
is also some bias in abc-mcmc(δ) with smaller δ, when compared to the ground truth
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Table 3. Mean acceptance rates and frequencies of the 95% confidence in-
tervals, from abc-mcmc(δ) to tolerances , in the Lotka-Volterra model.
f(θ) = θ1 f(θ) = θ2 f(θ) = θ3 Acc.
δ \  80 110 140 170 200 80 110 140 170 200 80 110 140 170 200 rate
φ
si
m
p
le
80 0.8 0.73 0.74 0.05
110 0.97 0.93 0.94 0.89 0.94 0.9 0.07
140 0.99 0.97 0.93 0.98 0.96 0.92 0.98 0.96 0.94 0.1
170 0.99 0.98 0.96 0.93 0.98 0.97 0.96 0.93 0.99 0.98 0.96 0.95 0.14
200 1.0 0.99 0.98 0.97 0.94 0.99 0.99 0.98 0.97 0.92 0.99 0.98 0.98 0.96 0.94 0.17
re
gr
.
φ
E
p
a 80 0.75 0.76 0.68 0.05
110 0.92 0.92 0.93 0.94 0.87 0.91 0.07
140 0.93 0.94 0.94 0.94 0.96 0.97 0.9 0.92 0.94 0.1
170 0.93 0.95 0.95 0.95 0.96 0.97 0.97 0.98 0.92 0.94 0.94 0.95 0.14
200 0.96 0.96 0.96 0.96 0.96 0.98 0.98 0.98 0.98 0.98 0.95 0.96 0.95 0.96 0.96 0.17
0 2500 5000 7500 10000
4.0
4.5
5.0
5.5
6.0
k (burn-in iteration)
lo
g 
δ k
0.075 0.100 0.125 0.150 0.175 0.200
0
50
100
150
acceptance rate
Figure 5. Progress of tolerance adaptation (left) and histogram of accep-
tance rates (right) in the Lotka-Volterra experiment.
Table 4. Root mean square errors of estimators from abc-mcmc(δ) for
tolerance  = 80, with fixed tolerance and with adaptive tolerance in the
Lotka-Volterra model.
Post-correction, simple cut-off Regression, Epanechnikov cut-off
Fixed tolerance Adapt Fixed tolerance Adapt
δ 80 110 140 170 200 122.6 80 110 140 170 200 122.6
θ1 (×10−2) 2.37 1.81 1.75 1.83 1.93 1.8 3.1 2.74 3.02 3.09 3.19 2.57
θ2 (×10−4) 1.32 0.99 0.93 0.96 1.06 1.04 1.52 1.39 1.54 1.61 1.63 1.28
θ3 (×10−2) 2.94 2.26 2.11 2.14 2.37 2.34 2.77 2.53 2.76 2.85 2.91 2.34
calculated from abc-mcmc(δ) chain of ten million iterations. Table 3 shows coverages of
confidence intervals.
In addition, we experiment with the tolerance adaptation, using also 20,000 samples out
of which 10,000 are burn-in. Figure 5 shows the progress of the log-tolerance during the
burn-in, and histogram of the realised mean acceptance rates during the estimation phase.
The realised acceptance rates are concentrated around the mean 0.10. Table 4 shows root
mean square errors of the estimators from abc-mcmc(δ) for  = 80 for fixed tolerance
and with tolerance adaptation. Only the adaptive chains with final tolerance ≥ 80.0 were
included (999 out of 1,000 chains).
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In this case, the chains run with the tolerance adaptation led to better results than those
run only with the covariance adaptation (and fixed tolerance). This perhaps surprising
result may be due to the initial behaviour of the covariance adaptation, which may be
unstable when there are many rejections. Different initialisation strategies, for instance
following (Haario et al., 2001, Remark 2), might lead to more stable behaviour compared to
using the adaptation of Andrieu and Moulines (2006) from the start, as we do. The different
step size sequences (n−1 and n−2/3) could also play a roˆle. We repeated the experiment for
the chains with fixed tolerances, but now with covariance adaptation step size n−2/3. This
led to more accurate estimators for abc-mcmc(δ) with higher δ, but worse behaviour with
smaller δ. In any case, also here, tolerance adaptation delivered competitive results (see
Supplement E).
7. Discussion
We believe that approximate Bayesian computation inference with Markov chain Monte
Carlo is a useful approach, when the chosen simulation tolerance allows for good mixing.
Our confidence intervals for post-processing and automatic tuning of simulation tolerance
may make this approach more appealing in practice.
A related approach by Bortot et al. (2007) makes tolerance an auxiliary variable with a
user-specified prior. This approach avoids explicit tolerance selection, but the inference is
based on a pseudo-posterior pˇi(θ, δ) not directly related to piδ(θ) in (1). Bortot et al. (2007)
also provide tolerance-dependent analysis, showing parameter means and variances with
respect to conditional distributions of pˇi(θ, δ) given δ ≤ . We believe that our approach,
where the effect of tolerance in the expectations with respect pi can be investigated explic-
itly, can be more immediate to interpret. Our confidence interval only shows the Monte
Carlo uncertainty related to the posterior mean, and we are currently investigating how the
overall parameter uncertainty could be summarised in a useful manner.
The convergence rates of approximate Bayesian computation has been investigated by
Barber et al. (2015) in terms of cost and bias with respect to true posterior, and recently by
Li and Fearnhead (2018a,b) in the large data limit, the latter in the context of regression.
It would be interesting to consider extensions of these results in the Markov chain Monte
Carlo context. In fact, Li and Fearnhead (2018a) already suggest that the acceptance rate
must be lower bounded, which is in line with our adaptation rule.
Automatic selection of tolerance has been considered earlier in Ratmann et al. (2007), who
propose an algorithm based on tempering and a cooling schedule. Based on our experiments,
the tolerance adaptation we present in this paper appears to perform well in practice, and
provides reliable results with post-correction. For the adaptation to work efficiently, the
Markov chains must be taken relatively long, rendering the approach difficult for the most
computationally demanding models.
We conclude with a brief discussion of certain extensions of the suggested post-correction
method; more details are given in Supplement D. First, in case of non-simple cut-off, the
rejected samples may be ‘recycled’ by using the acceptance probability as weight (Ceperley
et al., 1977). The accuracy of the post-corrected estimator could be enhanced with smaller
values of  by performing further independent simulations from g( · | Θk) (which may
be calculated in parallel). The estimator is rather straightforward, but requires some care
because the estimators of the pseudo-likelihood take value zero. The latter extension, which
involves additional simulations as post-processing, is similar to the ‘lazy’ version of Prangle
(2015, 2016) incorporating a randomised stopping rule for simulation, and to debiased
‘exact’ approach of Tran and Kohn (2015), which may lead to estimators which get rid
of -bias entirely.
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Appendix
The following algorithm shows that in case of simple (post-correction) cut-off, Eδ,(f)
and Sδ,(f) may be calculated simultaneously for all tolerances efficiently:
Algorithm 11. Suppose φ = φsimple and (Θk, Tk)k=1,...,n is the output of abc-mcmc(δ).
(i) Sort (Θk, Tk)k=1,...,n with respect to Tk:
• Find indices I1, . . . , In such that TIk ≤ TIk+1 for all k = 1, . . . , n− 1.
• Denote (Θˆk, Tˆk)← (ΘIk , TIk).
(ii) For all unique values  ∈ {Tˆ1, . . . , Tˆn}, let m = max{k ≥ 1 : Tˆk ≤ }, and define
Eδ,(f) = m
−1

∑m
k=1 f(Θˆk), and Sδ,(f) = m
−2

∑m
k=1
[
f(Θˆk)− Eδ,(f)
]2
.
(and for Tˆk <  < Tˆk+1, let Eδ,(f) = Eδ,Tˆk(f) and Sδ,(f) = Sδ,Tˆk(f).)
The sorting in Algorithm 11(i) may be performed in O(n log n) time, and Eδ,(f) and
Sδ,(f) may all be calculated in O(n) time by forming appropriate cumulative sums.
of Theorem 4. Algorithm 1 is a Metropolis–Hastings algorithm with compound proposal
q˜(θ, y; θ′, y′) = q(θ, θ′)g(y′ | θ′) and with target p˜i(θ, y) ∝ pr(θ)g(y | θ)φ
(
d(y, y∗)/
)
. The
chain (Θk, Yk)k≥1 is Harris-recurrent, as a full-dimensional Metropolis–Hastings which is
ϕ-irreducible (Roberts and Rosenthal, 2006). Because φ is monotone and  ≤ δ, we have
φ
(
d(y, y∗)/δ
) ≥ φ(d(y, y∗)/), and therefore p˜i is absolutely continuous with respect to p˜iδ,
and wδ,(y) = cδ,p˜i(θ, y)/p˜iδ(θ, y), where cδ, > 0 is a constant. If we denote ξk(f) =
U
(δ,)
k f(Θk) and ξk(1) = U
(δ,)
k = wδ,(Yk), then E
(n)
δ, (f) =
∑n
k=1 ξk(f)/
∑n
j=1 ξj(1) →
Ep˜i [f(Θ)] almost surely by Harris recurrence and p˜i invariance (e.g. Vihola et al., 2016).
The claim (i) follows because pi is the marginal density of p˜i.
The chain (Θk, Yk)k≥1 is reversible, so (ii) follows by (Vihola et al., 2016, Theorem 7(i)),
because m
(2)
f (θ, y) = w
2
δ,(y)f
2(θ) satisfies
Ep˜iδ [m
(2)
f (Θ, Y )] = cδ,Ep˜i [wδ,(Y )f
2(Θ)] ≤ cδ,Epi [f 2(Θ)] <∞,
and because the asymptotic variance of the function hδ, with respect to (Θk, Yk)k≥1 may be
expressed as varp˜iδ
(
hδ,(Θ, Y )
)
τδ,(f), so vδ,(f) = varp˜iδ
(
hδ,(Θ, Y )
)
/c2δ,. The convergence
nS
(n)
δ, (f)→ vδ,(f) follows from (Vihola et al., 2016, Theorem 9). 
of Theorem 6. The invariant distribution of abc-mcmc(δ) may be written as p˜iδ(θ, y) =
piδ(θ)g¯δ(y | θ) where g¯δ(y | θ) = g(y | θ)1 (d(y, y∗) ≤ δ) /Lδ(θ), and that
∫
g¯δ(y | θ)wpδ,(y)dy =
w¯δ,(θ) for p ∈ {1, 2}. Consequently, p˜iδ(hδ,) = piδ(fδ,) and p˜iδ(h2δ,) = piδ(f 2w¯δ,), so
varp˜iδ(hδ,) = varpiδ(fδ,) + piδ
(
w¯δ,(1 − w¯δ,)f 2
)
. Hereafter, let aδ, =
(
varp˜iδ(hδ,)
)−1/2
and
denote h˜δ, = aδ,hδ, and f˜δ, = aδ,fδ,. Clearly, varp˜iδ(h˜δ,) = 1 and
ρ
(δ,)
k = e
(δ,)
k −
(
piδ(f˜δ,)
)2
, where e
(δ,)
k = E
[
h˜δ,(Θ
(s)
0 , Y
(s)
0 )h˜δ,(Θ
(s)
k , Y
(s)
k )
]
.
Note that with φ = φsimple, the acceptance ratio is αδ(θ, y; θˆ, yˆ) = α˙(θ, θˆ)1 (d(yˆ, y
∗) ≤ δ),
where α˙(θ, θˆ) = min
{
1, pr(θˆ)q(θˆ, θ)
/(
pr(θ)q(θ, θˆ)
)}
, which is independent of y, so (Θ
(s)
k ) is
marginally a Metropolis–Hastings type chain, with proposal q and acceptance probability
α(θ, θˆ)Lδ(θˆ), and
E
[
h˜δ,(Θ
(s)
1 , Y
(s)
1 )
∣∣ (Θ(s)0 , Y (s)0 ) = (θ, y)]− rδ(θ)h˜δ,(θ, y)
= aδ,
∫
q(θ, θˆ)α˙(θ, θˆ)g(yˆ | θˆ)wδ,(yˆ)f(θˆ)dθˆdyˆ =
∫
q(θ, θˆ)α˙(θ, θˆ)Lδ(θˆ)f˜δ,(θˆ)dθˆ.
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Using this iteratively, we obtain that
e
(δ,)
k = E
[
f˜δ,(Θ
(s)
0 )f˜δ,(Θ
(s)
k )
]
+
∫
p˜iδ(θ, y)
[
h˜2δ,(θ, y)− f˜ 2δ,(θ)
]
rkδ (θ)dθdy,
and therefore with γ
(δ,)
k = a
2
δ,cov
(
fδ,(Θ
(s)
0 ), fδ,(Θ
(s)
k )
)
,∑
k≥1 ρ
(δ,)
k =
∑
k≥1 γ
(δ,)
k + a
2
δ,
∫
piδ(θ)w¯δ,(θ)
(
1− w¯δ,(θ)
)
rδ(θ)(1− rδ(θ))−1f 2(θ)dθ.
We conclude by noticing that 2
∑
k≥1 γ
(δ,)
k = a
2
δ,varpiδ(fδ,)(τˇδ,(f)− 1). 
Supplement A. Convergence of the tolerance adaptive ABC-MCMC under
generalised conditions
This section details a convergence theorem, under weaker assumptions than that of The-
orem 10, for the tolerance adaptation (Algorithm 8) of Section 4.
For convenience, we denote the distance distribution here as T ∼ Qθ( · ), where T =
d(Y, y∗) for Y ∼ g( · |θ). With this notation, and re-indexing Θ′k = Θ˜k+1, we may rewrite
Algorithm 8 as follows:
Algorithm 12. Suppose Θ0 ∈ T is a starting value with pr(Θ0) > 0. Initialise δ = T0 ∼
QΘ0( · ). k = 0, . . . , nb − 1, iterate:
(i) Draw Θ′k ∼ q(Θk−1, · ) and T ′k ∼ QΘ′k( · ).
(ii) Accept, by setting (Θk+1, Tk+1)← (Θ′k, T ′k), with probability
(2) α′δk(Θk, Tk; Θ
′
k, T
′
k) = min
{
1,
pr(Θ′k)q(Θ
′
k,Θk)φ(T
′
k/δk)
pr(Θk)q(Θk,Θ′k)φ(Tk/δk)
}
and otherwise reject, by setting (Θk+1, Tk+1)← (Θk, Tk).
(iii) log δk+1 ← log δk + γk+1
(
α∗ − α′δk(Θk,Θ′k, T ′k)
)
.
Let us set β = log δ, and consider the proposal-rejection Markov kernel
(3) P˙β(θ, dϑ) = q(θ, dϑ)αβ(θ, ϑ) +
(
1−
∫
q(θ, dϑ)αβ(θ, ϑ)
)
1 (θ ∈ dϑ) ,
where αβ(θ, ϑ) = α˙(θ, ϑ)Lβ(ϑ),
α˙(θ, ϑ) = min
{
1,
pr(ϑ)q(ϑ, θ)
pr(θ)q(θ, ϑ)
}
, and Lβ(ϑ) =
∫
Qϑ(dt)1
(
t ≤ eβ) .
Then P˙βk is the transition of the θ-coordinate chain of Algorithm 12 with simple cut-off at
iteration k, obtained by disregarding the t-coordinate. It is easily seen to be reversible with
respect to the posterior probability piβ(θ) ∝ pr(θ)Lβ(θ) given in (1), written here in terms
of β = log δ instead of δ.
Assumption 13. Suppose φ = φsimple and the following hold:
(i) Step sizes (γk)k≥1 satisfy γk ≥ 0, γk+1 ≤ γk,∑
k≥1
γk =∞, and
∑
k≥1
γ2k
(
1 + |log γk|+ |log γk|2
)
<∞.
(ii) The domain T ⊂ Rnθ , nθ ≥ 1, is a nonempty open set.
(iii) pr( · ) and q(θ, · ) are uniformly bounded densities on Rnθ (i.e. ∃C > 0 s.t. q(θ, ϑ) < C
and pr(θ) < C for all θ, ϑ ∈ Rnθ), and pr(θ) = 0 for θ /∈ T.
(iv) Qθ(dt) admits a uniformly bounded density Qθ(t).
(v) The values {βk} remain in some compact subset B ⊂ R almost surely.
(vi) cβ > 0 for all β ∈ B, where cβ =
∫
pr(dθ)Lβ(θ).
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(vii) There exists V˙ : T → [1,∞) such that the Markov transitions P˙β are simultaneously
V˙ -geometrically ergodic: there exist C > 0 and ρ ∈ (0, 1) s.t. for all k ≥ 1 and
f : T→ R with |f | ≤ V˙ , it holds that
|P˙ kβ f(θ)− piβ(f)| ≤ CV˙ (θ)ρk.
(viii) With E[ · ] = Eθ,β[ · ] denoting expectation with respect to the law of the marginal
chain (Θk) of Algorithm 12 started at θ ∈ T, β ∈ B, and with V˙ as in Assumption
13(vii), we have,
sup
θ,β,k
E
[
V˙ (Θk)
2
]
<∞.
Theorem 14. Under Assumption 13, the expected value of the acceptance probability (2),
taken with respect to the stationary measure of the chain, converges to α∗.
Proof of Theorem 14 can be found in Section B. It relies heavily on the simple conditions
of (Andrieu et al., 2005, Theorem 2.3), which says that one must essentially show that the
noise in the stochastic approximation update is asymptotically controlled.
We remark that there are likely extensions of Assumption 13(v) to the general non-
compact adaptation parameter case based on projections (cf. Andrieu et al., 2005).
Supplement B. Analysis of the tolerance adaptive ABC-MCMC
In this section we aim to prove generalised convergence (Theorem 14 of Section A) of
the tolerance adaptation, from which Theorem 10 of Section 4 will follow as a corollary.
Throughout, we denote by C > 0 a constant which may change from line to line.
B.1. Proposal augmentation. Suppose L˙ is a Markov kernel which can be written as
(4) L˙(x, dy) = q(x, dy)α(x, y) +
(
1−
∫
q(x, dy′)α(x, y′)
)
1 (x ∈ dy) ,
where α(x, y) ∈ [0, 1] is a jointly measurable function and q(x, dy) is a Markov proposal
kernel. With x˘ = (x, x′), we define the proposal augmentation to be the Markov kernel
(5) L(x˘, dy˘) = α(x˘)1 (x′ ∈ dy) q(x′, dy′) + (1− α(x˘))1 (x ∈ dy) q(x, dy′).
It is easy to see that L need not be reversible even if L˙ is reversible. In this case, however,
L does leave a probability measure invariant.
Lemma 15. Suppose a Markov kernel L˙ of the form given in (4) is µ˙-reversible. Let L be
its proposal augmentation. Then the following statements hold:
(i) µL = µ, where µ(dx, dx′) = µ˙(dx)q(x, dx′).
(ii) If L˙ is V˙ -geometrically ergodic with constants (C˙, ρ˙), then L is V -geometrically ergodic
with constants (C, ρ), where C = 2C˙/ρ˙, ρ = ρ˙, and V (x˘) = 1
2
(
V (x) + V (x′)
)
.
Lemma 15 extends (Schuster and Klebanov, 2018, Theorem 4), who consider the case
where P˙ is a Metropolis–Hastings chain (see also Delmas and Jourdain, 2009; Rudolf and
Sprungk, 2018). The extension to the more general class of reversible proposal-rejection
chains allows one to consider, for example, jump and delayed acceptance chains, as well as
the marginal chain (3) of Section A, which will be important for our analysis of the tolerance
adaptation.
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of Lemma 15. Part (i) follows by a direct calculation. We now consider part (ii). For
f : X2 → R, we shall use the notation f˙(x) = ∫ f(x˘)q(x, dx′). For f : X2 → R, we have∫
q(x, dx′)L
(
(x, x′); dy˘
)
f(y˘) =
∫
q(x, dx′)α(x˘)f˙(x′) +
∫
q(x, dx′)
(
1−α(x˘))f˙(x) = L˙f˙(x),
and then inductively, for k ≥ 1,∫
q(x, dx′)Lk
(
(x, x′); dy˘
)
f(y˘) =
∫
q(x, dx′)α(x˘)q(x′, dy′)Lk−1
(
(x′, y′); dz˘
)
f(z˘)
+
∫
q(x, dx′)
(
1− α(x˘))q(x, dy′)Lk−1((x, y′); dz˘)f(z˘)
=
∫
q(x, dx′)α(x˘)L˙k−1f˙(x′) +
∫
q(x, dx′)
(
1− α(x˘))L˙k−1f˙(x)
= L˙kf˙(x).
We then have the equality,
Lkf(x˘) = α(x˘)
∫
q(x′, dy′)Lk−1
(
(x′, y′); dz˘
)
f(z˘) +
(
1− α(x˘)) ∫ q(x, dy′)Lk−1((x, y′); dz˘)f(z˘)
= α(x˘)L˙k−1f˙(x′) +
(
1− α(x˘))L˙k−1f˙(x).
For ‖f‖ ≤ V , note that ‖f˙‖ ≤ V˙ since ‖q‖∞ ≤ 1, and we conclude (ii) from
|Lkf(x˘)− µ(f)| ≤ α(x˘)|L˙k−1f˙(x′)− µ˙(f˙)|+ (1− α(x˘))|L˙k−1f˙(x)− µ˙(f˙)|
≤ C˙ρ˙k−1(V˙ (x′) + V˙ (x)). 
Consider now the θ-coordinate chain P˙β presented in (3) of Section A. This transition
P˙β is clearly a reversible proposal-rejection chain of the form (4). We now consider Pβ,
its proposal augmentation. This is the chain Θ˘k = (Θk,Θ
′
k) ∈ T2, formed by disregarding
the t-parameter as with P˙β before, but now augmenting by the proposal θ
′ ∼ q(θ, · ). Its
transitions are of the form θ˘ = Θ˘k goes to ϑ˘ = Θ˘k+1 in the ABC-MCMC, with ϑ˘ = (ϑ, ϑ
′)
and kernel
Pβ(θ˘, dϑ˘) = αβ(θ˘)1 (θ
′ ∈ dϑ) q(θ′, dϑ′) + (1− αβ(θ˘))1 (θ ∈ dϑ) q(θ, dϑ′)
By Lemma 15(i), Pβ leaves pi
′
β = pi
′
β,u/cβ invariant, where pi
′
β,u(dθ˘) = pr(dθ)Lβ(θ)q(θ, dθ
′)
and cβ =
∫
pr(dθ)Lβ(θ).
B.2. Monotonicity properties. The following result establishes monotonicity of the mean
field acceptance rate with increasing tolerance.
Lemma 16. Assume Assumption 13(iii) and 13(iv) hold. The mapping β 7→ pi′β(αβ) is
monotone non-decreasing.
Proof. Since pr(θ) and q(θ, θ′) are uniformly bounded (Assumption 13(iii)), and Lβ(θ) ≤
1, differentiation under the integral sign is possible in the following by the dominated
convergence theorem. By the quotient rule,
(6)
d
dβ
(
pi′β(αβ)
)
=
1
c2β
(
cβ
d
dβ
(
pi′β,u(αβ)
)
− pi′β,u(αβ)
dcβ
dβ
)
.
By reversibility of Metropolis–Hastings targeting pr(θ) with proposal q,
d
dβ
(
pi′β,u(αβ)
)
= 2eβ
∫
pr(dθ)Lβ(θ)q(θ, dθ
′)α˙(θ, θ′)Qθ′(eβ).
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With
f(θ′) = 2Qθ′(eβ)
∫
pr(dθ˜)Lβ(θ˜)− Lβ(θ′)
∫
pr(dθ˜)Qθ˜(e
β),
we can then write (6) as
d
dβ
(
pi′β(αβ)
)
=
eβ
c2β
∫
pr(dθ)Lβ(θ)q(θ, dθ
′)α˙(θ, θ′)f(θ′).
By the same reversibility property as before, we can write this again as
d
dβ
(
pi′β(αβ)
)
=
eβ
c2β
∫
f(θ)pr(dθ)
∫
q(θ, dθ′)Lβ(θ′)α˙(θ, θ′),
We then conclude, since∫
f(θ)pr(dθ) =
∫
Qθ(e
β)pr(dθ)
∫
Lβ(θ˜)pr(dθ˜) ≥ 0. 
Lemma 17. The following statements hold:
(i) The function β 7→ cβ is monotone non-decreasing on R.
(ii) If Assumption 13(v) and 13(vi) hold, then there exist Cmin > 0, Cmax > 0 such that
Cmin ≤ cβ ≤ Cmax for all β ∈ B.
Proof. Part (i) follows, for β ≤ β′, from
cβ =
∫
pr(dθ)Qθ([0, e
β]) ≤
∫
pr(dθ)Qθ([0, e
β′ ]) = cβ′ .
Consider part (ii). By part (i) and compactness of B (Assumption 13(v)), we can set
Cmin = cmin(B) and Cmax = cmax(B), both of which are positive by Assumption 13(vi). 
B.3. Stochastic approximation framework. To obtain a form common in the stochastic
approximation literature (cf. Andrieu et al., 2005), we write the update in Algorithm 12 as
βk+1 = βk + γk+1Hβk(Θ˘k, T
′
k)
= βk + γk+1h(βk) + γk+1ζk+1
where Hβ(θ˘, t
′) = α∗ − α′β(θ˘, t′),
α′β(θ˘, t
′) = min
{
1,
pr(θ′)q(θ′, θ)
pr(θ)q(θ, θ′)
}
1
(
t′ ≤ eβ) ,
h(β) = pi′β(Ĥβ) =
∫
piβ(dθ)q(θ, dθ
′)Qθ′(dt′)Hβ(θ, θ′, t′),
noise sequence ζk+1 = Hβk(Θ˘k, T
′
k)− h(βk), and conditional expectation
Ĥβ(θ˘) = E[Hβ(Θ˘, T ′)|Θ˘ = θ˘],
where T ′ ∼ Qθ′( · ). We also set for convenience H¯β(θ˘) = Ĥβ(θ˘)− pi′β(Ĥβ).
Lemma 18. Suppose Assumption 13(vii) holds. Then the following statements hold:
(i) The proposal augmented kernels (Pβ)β∈B are simultaneously V -geometrically ergodic,
where V (θ, θ′) = 1
2
(
V˙ (θ) + V˙ (θ′)
)
, with V˙ as in Assumption 13(vii).
(ii) There exists C > 0, such that for all β ∈ B, the formal solution gβ =
∑
k≥0 P
k
β H¯β to
the Poisson equation gβ − Pβgβ = H¯β satisfies |gβ(θ˘)| ≤ CV (θ˘).
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Proof. (i) follows directly from the explicit parametrisation for (C, ρ) given in Lemma 15(ii).
Part (ii) follows from part (i) and the bound, since |H¯β| ≤ 1 ≤ V ,
|gβ(θ˘)| ≤ 1 + Cβ
∑
k≥1
ρkβV (θ˘) ≤
(
1 +
Cβ
1− ρβ
)
V (θ˘). 
B.4. Contractions. We define for V : T → [1,∞) and g : T → R the V -norm ‖g‖V =
supθ∈T
|g(θ)|
V (θ)
. We define for a bounded operator A on a Banach space of bounded functions
f , the operator norm ‖A‖∞ = supf ‖Af‖∞‖f‖∞ .
Lemma 19. Suppose Assumption 13(iv), 13(v) and 13(vi) hold. The following hold:
(i) ∃C > 0, ∃C+B > 0 s.t. ∀β1 ∈ B, ∀β2 ∈ B, ∀g : T2 → R bounded, we have
‖(Pβ1 − Pβ2)g‖∞ ≤ C‖g‖∞|eβ1 − eβ2| ≤ C+B ‖g‖∞|β1 − β2|.
(ii) ∃C−B > 0, ∃CB > 0, s.t. ∀β1 ∈ B, ∀β2 ∈ B, we have
‖H¯β1 − H¯β2‖∞ ≤ C−B |eβ1 − eβ2| ≤ CB|β1 − β2|.
(iii) ∃C−B > 0, ∃CB > 0, s.t. ∀β1 ∈ B, ∀β2 ∈ B, ∀g : T2 → R bounded, we have
|pi′β1(g)− pi′β2(g)| ≤ C−B ‖g‖∞|eβ1 − eβ2| ≤ CB‖g‖∞|β1 − β2|.
Proof. By Assumption 13(iv), we have for all β1, β2 ∈ B,
|Lβ1(θ)− Lβ2(θ)| =
∫ eβ1∨β2
eβ1∧β2
Qθ(dt) ≤ C|eβ1 − eβ2|.
We obtain the first inequality for part (i), then, from the bound,
|(Pβ1 − Pβ2)g(θ˘)| = |
(
αβ1(θ˘)− αβ2(θ˘)
)
g˙(θ′) +
(
αβ2(θ˘)− αβ1(θ˘)
)
g˙(θ)|
≤ α˙(θ˘)|Lβ1(θ′)− Lβ2(θ′)|
∫ (
q(θ′, dϑ′)|g(θ′, ϑ′)|+ q(θ, dϑ′)|g(θ, ϑ′)|
)
,
The second, Lipschitz bound follows by a mean value theorem argument for the function
β 7→ eβ, namely
|eβ1 − eβ2| ≤ sup
β∈B
eβ |β1 − β2| ≤ C+B |β1 − β2|,
where the last inequality follows by compactness of B (Assumption 13(v)).
We now consider part (ii). We have,
‖H¯β1 − H¯β2‖∞ ≤ ‖Ĥβ1 − Ĥβ2‖∞ + |h(β1)− h(β2)|.
For the first term, by Assumption 13(iv), as in (i), we have
‖Ĥβ1 − Ĥβ2‖∞ ≤ sup
θ˘
α˙(θ˘)
∫ eβ1∨β2
eβ1∧β2
Qθ′(dt) ≤ C|β1 − β2|.
For the other term, we have
|h(β1)− h(β2)| ≤ 1
cβ1
|pi′β1,u(αβ1)− pi′β2,u(αβ2)|+ pi′β2,u(αβ2)
|cβ1 − cβ2 |
cβ1cβ2
.
By the triangle inequality, we have
|pi′β1,u(αβ1)− pi′β2,u(αβ2)| ≤ |pi′β1,u(αβ1)− pi′β1,u(αβ2)|+ |pi′β1,u(αβ2)− pi′β2,u(αβ2)|
Each term above is bounded by C|eβ1 − eβ2|, as is |cβ1 − cβ2|. Moreover, by Lemma 17(ii),
we have cβ ≥ cmin > 0 for all β ∈ B, and the first inequality in part (ii) follows. The second
inequality follows by a mean value theorem argument as before. Proof of (iii) is simpler. 
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B.5. Control of noise. We state a simple standard fact used repeatedly in the proof of
Lemma 21 below, our key lemma.
Lemma 20. Suppose (Xj)j≥1 are random variables with Xj ≥ 0, Xj+1 ≤ Xj, and limj→∞ E[Xj] =
0. Then, almost surely, limj→∞Xj = 0.
Lemma 21. Suppose Assumption 13 holds. Then, with Tj,n =
∑n
k=j γkζk, we have
lim
j→∞
sup
n≥j
∣∣Tj,n∣∣ = 0, almost surely.
Proof. Similar to (Andrieu et al., 2005, Proof of Prop. 5.2), we write Tj,n =
∑8
i=1 T (j)j,n ,
where
Ĥβk−1(Θ˘k−1) = E[Hβk−1(Θ˘k−1, T
′)|F ′k−1],
with F ′k−1 = σ(βk−1,Θk−1,Θ′k−1) representing the information obtained through running
Algorithm 12 up to and including iteration k − 2 and then also generating Θ′k−1, and
T (1)j,n =
n∑
k=j
γk
(
Hβk−1(Θ˘k−1, T
′
k−1)− Ĥβk−1(Θ˘k−1)
)
,
T (2)j,n =
n∑
k=j
γk
(
gβk−1(Θ˘k−1)− Pβk−1gβk−1(Θ˘k−2)
)
,
T (3)j,n = γj−1Pj−1gβj−1(Θ˘j−2)− γnPβngβn(Θ˘n−1),
T (4)j,n =
n∑
k=j
(
γk − γk−1
)
Pβk−1gβk−1(Θ˘k−2),
T (5)j,n =
n∑
k=j
γk
∑
i≥mk+1
P iβkH¯βk(Θ˘k−1),
T (6)j,n = −
n∑
k=j
γk
∑
i≥mk+1
P iβk−1H¯βk−1(Θ˘k−1),
T (7)j,n =
n∑
k=j
γk
mk∑
i=1
(
P iβk − P iβk−1
)
H¯βk(Θ˘k−1),
T (8)j,n =
n∑
k=j
γk
mk∑
i=1
P iβk−1
(
H¯βk − H¯βk−1
)
(Θ˘k−1).
Here, gβ is the Poisson solution defined in Lemma 18(ii), and mk = d|log γk|e. We remind
that H¯β = Ĥβ − h(β) from Section B.3.
We now show limj→∞ supn≥j
∣∣T (i)j,n ∣∣ = 0 for each of the terms i ∈ {1:8} individually, which
implies the result of the lemma.
(1) Since for all n > j,
E[T (1)j,n − T (1)j,n−1|F ′n−1] = 0,
we have that (T (1)j,n )n≥j is a F ′n-martingale for each j ≥ 1. By the Burkholder-Davis-Gundy
inequality for martingales (cf. Burkholder et al., 1972), we have
E[sup
n≥j
|T (1)j,n |2] ≤ CE
[ ∞∑
k=j
γ2k
(
Hβk−1(Θ˘k−1, T
′
k−1)− Ĥβk−1(Θ˘k−1)
)2] ≤ C ∞∑
k=j
γ2k,
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where in the last inequality we have noted that |Hβ − Ĥβ| ≤ 1. Since
∑
k≥1 γ
2
k <∞, we get
that
lim
j→∞
E[sup
n≥j
|T (1)j,n |2] = 0.
Hence, the result follows by Lemma 20.
(2) For j ≥ 2, we have for n > j,
E[T (2)j,n − T (2)j,n−1|F ′n−2] = 0,
so that (T (2)j,n )n≥j is a F ′n−1-martingale, for j ≥ 2. By the Burkholder-Davis-Gundy inequal-
ity again,
E[sup
n≥j
|T (2)j,n |2] ≤ CE
[ ∞∑
k=j
γ2k
(
gβk−1(Θ˘k−1)− Pβk−1gβk−1(Θ˘k−2)
)2]
.
We then use Lemma 18(ii) and ‖Pβ‖∞ ≤ 1, to get, after combining terms,
E[sup
n≥j
|T (2)j,n |2] ≤ C
∞∑
k=j−1
γ2kE
[
V (Θ˘k−1)2
]
≤ C
∞∑
k=j−1
γ2k,
where we have used Assumption 13(viii) in the last inequality. We then conclude by Lemma
20 as before.
(3) By Lemma 18(ii), the triangle inequality, ‖Pβ‖∞ ≤ 1, and the dominated convergence
theorem, we obtain
E[sup
n≥j
|T (3)j,n | ≤ Cγj−1E[V (Θ˘j−2)] + C sup
n≥j
γnE[V (Θ˘n−1)].
We then apply Assumption 13(viii) and Jensen’s inequality, and use that γk go to zero,
since
∑
γ2k <∞, to get that
lim
j→∞
E[sup
n≥j
|T (3)j,n |] ≤ C
(
lim
j→∞
γj−1 + sup
n≥j
γn
)
= 0.
We now may conclude by Lemma 20.
(4) By Lemma 18(ii) and γk ≤ γk−1, we have for j ≥ 2,
E[sup
n≥j
|T (4)j,n |] ≤ C sup
n≥j
n∑
k=j
(γk−1 − γk)E[V (Θ˘k−2)] ≤ C sup
n≥j
n∑
k=j
(γk−1 − γk)
where we have used lastly Assumption 13(viii) and Jensen’s inequality. Since this is a
telescoping sum, we get
E[sup
n≥j
|T (4)j,n |] ≤ C sup
n≥j
(γj−1 − γn) ≤ Cγj−1
We then conclude by Lemma 20, since γj → 0.
(5) By Lemma 18(i), |P iβH¯β(θ˘)| ≤ CρiV (θ˘), where C, ρ do not depend on β ∈ B. Hence,
E[|T (5)j,n |] ≤ C
n∑
k=j
γk
∑
i≥mk+1
ρiE[V (Θ˘k−1)] ≤ C
n∑
k=j
γkρ
mk ,
where we have used lastly Assumption 13(viii) and Jensen’s inequality. Since mk was defined
to be of order |log γk|, we have
E[|T (5)j,n |] ≤ C
∞∑
k=j
γ2k <∞
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By the dominated convergence theorem, we then have
E[sup
n≥j
|T (5)j,n |] ≤ C
∞∑
k=j
γ2k.
Taking the limit j →∞, we can then conclude by using Lemma 20.
(6) The proof is essentially the same as for (5).
(7) We write for i ≥ 1,
P iβk − P iβk−1 =
i−1∑
l=0
P i−l−1βk
(
Pβk − Pβk−1
)
P lβk−1 .
Since ‖P iβ‖∞ ≤ 1 for all i ≥ 0, and |H¯β| ≤ 1, by Lemma 19(i), we have
‖(P iβk − P iβk−1)H¯βk‖ ≤ C
i−1∑
l=0
‖P i−l−1βk ‖∞|βk − βk−1|‖P lβk−1H¯βk‖∞ ≤ C|βk − βk−1|i.
Since |βk − βk−1| ≤ γk from the adaptation step in Algorithm 12, we have
|T (7)j,n | ≤ C
n∑
k=j
γk
mk∑
i=1
iγk ≤ C
∞∑
k=j
γ2kmk(1 +mk) <∞.
We then take supn≥j on the left, take the expectation, and conclude by Lemma 20.
(8) Since ‖P iβ‖∞ ≤ 1 and by Lemma 19(ii), we have that
‖P iβk−1(H¯βk − H¯βk−1)‖∞ ≤ ‖P iβk−1‖∞‖H¯βk − H¯βk−1‖∞ ≤ C|βk − βk−1|
Since |βk − βk−1| ≤ γk, we have
E[sup
n≥j
T (8)j,n ] ≤ C
∞∑
k=j
γ2kmk <∞.
We then conclude by Lemma 20. 
B.6. Proofs of convergence theorems.
of Theorem 14. We define our Lyapunov function w : R → [0,∞) to be the continuously
differentiable function w(β) = 1
2
|eβ− eβ∗ |2. We also have that h(β) = pi′β(Ĥβ) is continuous,
which follows from Lemma 19(iii). One can then check that Assumption 13 and Lemma 21
imply that the assumptions of (Andrieu et al., 2005, Theorem 2.3) hold. The latter result
implies lim|βk − β∗| → 0, for some β∗ ∈ B satisfying pi′β∗(αβ∗) = α∗, as desired. 
Lemma 22. Suppose Assumption 9 holds. Then both (P˙β)β∈B and (Pβ)β∈B are simultane-
ously 1-geometrically ergodic (i.e. uniformly ergodic).
Proof. We have pr(θ) ≤ Cpr some Cpr > 0, and also 0 < δq ≤ q(θ, ϑ), for all θ, ϑ ∈ T.
Hence, for A ⊂ T,
P˙β(θ, A) ≥
∫
δq min
{
1,
pr(ϑ)
pr(θ)
}
Lβ(ϑ)1 (ϑ ∈ A) ≥
∫
δq
pr(ϑ)
Cpr
Lβ(ϑ)1 (ϑ ∈ A)
By Lemma 17(ii), it holds cβ ≥ Cmin for some Cmin > 0 for all β ∈ B. Therefore,
P˙β(θ, A) ≥ δpiβ(A),
where δP˙ = δqCmin/Cpr > 0 is independent of β. As in Nummelin’s split chain construction
(cf. Meyn and Tweedie, 2009), we can then define the Markov kernel Rβ(θ, A) = (1 −
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δP˙ )
−1(P˙β(θ, A)− δP˙piβ(A)) with piβRβ = piβ. Set Πβ(θ, A) = piβ(A). For any f ≤ 1, β ∈ B,
and k ≥ 1, we have
‖P˙ kβ f − piβ(f)‖∞ = (1− δP˙ )‖(Rβ − Πβ)P˙ k−1β f‖∞ = (1− δP˙ )‖RβP˙ k−1β
(
f − piβ(f)
)‖∞
≤ (1− δP˙ )‖P˙ k−1β
(
f − piβ(f)
)‖∞ = (1− δP˙ )‖P˙ k−1β f − piβ(f)‖∞
≤ . . . ≤ (1− δP˙ )k‖f − piβ(f)‖∞ ≤ 2(1− δP˙ )k‖f‖∞,
where we have used ‖Rβ‖∞ ≤ 1 in the first inequality. Hence, (P˙β)β∈B are simultaneously
1-geometrically ergodic, and thus so are (Pβ)β∈B by Lemma 18(i). 
of Theorem 10. Since (P˙β)β∈B are simultaneously 1-geometric ergodic by Lemma 22, it is
direct to see that Assumption 9 implies Assumption 13. We conclude by Theorem 14. 
Supplement C. Simultaneous tolerance and covariance adaptation
Algorithm 23 (TA-AM(nb, α
∗)). Suppose Θ0 ∈ T ⊂ Rnθ is a starting value with pr(Θ0) > 0
and Γ0 = 1nθ×nθ is the identity matrix.
1. Initialise δ = T0 where T0 ∼ QΘ0( · ) and T0 > 0. Set µ0 = Θ0.
2. For k = 0, . . . , nb − 1, iterate:
(i) Draw Θ′k ∼ N(Θk, (2.382/nθ)Γk)
(ii) Draw T ′k ∼ QΘ′k( · ).
(iii) Accept, by setting (Θk+1, Tk+1)← (Θ′k, T ′k), with probability
αδk(Θk, Tk; Θ
′
k, T
′
k) = min
{
1,
pr(Θ′k)φ(T
′
k/δk)
pr(Θk)φ(Tk/δk)
}
.
Otherwise reject, by setting (Θk+1, Tk+1)← (Θk, Tk).
(iv) log δk+1 ← log δk + γk+1
(
α∗ − α′δk(Θk,Θ′k, T ′k)
)
.
(v) µk+1 ← µk + γk+1
(
Θk+1 − µk
)
.
(vi) Γk+1 ← Γk + γk+1
(
(Θk+1 − µk)(Θk+1 − µk)T − Γk
)
.
3. Output (Θnb , δnb).
Supplement D. Details of extensions in Section 7
In case of non-simple cut-off, the rejected samples may be ‘recycled’ the rejected samples
in the estimator (Ceperley et al., 1977). This may improve the accuracy (but can also
reduce accuracy in certain pathological cases; see Delmas and Jourdain (2009)). The ‘waste
recycling’ estimator is
EWRδ, (f) =
n∑
k=1
W
(δ,)
k
[
αδ(Θk, Yk; Θ˜k+1, Y˜k+1)f(Θ˜k+1) + [1− αδ(Θk, Yk; Θ˜k+1, Y˜k+1)]f(Θk)
]
.
When Eδ,(f) is consistent under Theorem 4, this is also a consistent estimator. Namely, as
in the proof of Theorem 4, we find that (Θk, Yk, Θ˜k+1, Yk+1)k≥1 is a Harris recurrent Markov
chain with invariant distribution
pˆiδ(θ, y, θ˜, y˜) = p˜iδ(θ, y)q˜(θ, y; θ˜, y˜),
and pˆi(θ, y, θ˜, y˜)/pˆiδ(θ, y, θ˜, y˜) = cwδ,(y), where q˜(θ, y; θ
′, y′) = q(θ, θ′)g(y′ | θ′). Therefore,
EWRδ, (f) is a strongly consistent estimator of
Epˆi
[
αδ(Θ, Y ; Θ˜, Y˜ )f(Θ˜) + [1− αδ(Θ, Y ; Θ˜, Y˜ )]f(Θ)
]
= Epi [f(Θ)].
See (Rudolf and Sprungk, 2018; Schuster and Klebanov, 2018) for alternative waste recycling
estimators based on importance sampling analogues.
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A refined estimator may be formed as
Eˆδ,(f) =
∑n
k=1
∑m
j=0 Uˆ
(δ,)
k,j f(Θk)
/∑n
`=1
∑m
i=0 Uˆ
(δ,)
`,i ,
where Uˆ
(δ,)
k,0 = U
(δ,)
k and Uˆ
(δ,)
k,j = Nˆkφ(Tˆk,j/)
/
φ(Tk/δ), for j ≥ 1, and where Nˆk is the
number of independent random variables Zˆ1, Zˆ2, . . . ∼ g( · | Θk) generated before observing
φ(Tˆk,Nˆk/δ) > 0. The variables Tˆk,j = d(Zˆj, y
∗), and Tˆk = d(Yˆk, y∗) with independent
Yˆk ∼ g( · | Θk). This ensures that
E[Nˆkφ(Tˆk,j/) | Θk = θ, Yk = y] = L(θ)Pg( · |θ)
(
φ
(
d(Y, y∗)/δ
)
> 0
) ,
which is sufficient to ensure that ξk,j(f) = Uˆ
(δ,)
k,j f(Θk) is a proper weighting scheme from
p˜iδ to pi; see (Vihola et al., 2016, Proposition 17(ii)), and consequently the average ξk(f) =
(m+ 1)−1
∑m
j=0 ξk,j(f) is a proper weighting.
Supplement E. Supplementary results
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Figure 6. Gaussian model with Gaussian cut-off. Estimates from single
run of abc-mcmc(3) (left) and estimates from 10,000 replications of abc-
mcmc(δ) for δ ∈ {0.1, 0.825, 1.55, 2.275, 3} indicated by colours.
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Figure 7. Progress of tolerance adaptation (left) and histogram of accep-
tance rates (right) in the Gaussian model experiment with Gaussian cut-off.
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Table 5. Root mean square errors (×10−2) from abc-mcmc(δ) for toler-
ances  in the Gaussian mode with φsimple.
f(x) = x f(x) = |x| Acc.
Cut-off δ \  0.10 0.82 1.55 2.28 3.00 0.10 0.82 1.55 2.28 3.00 rate
φsimple
0.1 9.68 5.54 0.03
0.82 8.99 3.81 5.38 2.14 0.22
1.55 9.21 3.66 3.59 5.5 2.17 1.96 0.33
2.28 9.67 3.86 3.6 3.97 5.85 2.28 2.02 2.08 0.4
3.0 10.36 4.03 3.71 3.98 4.51 6.21 2.42 2.12 2.16 2.26 0.43
φGauss
0.1 7.97 4.47 0.05
0.82 7.12 3.67 4.22 2.08 0.29
1.55 7.82 3.39 4.35 4.68 1.99 2.52 0.38
2.28 8.94 3.59 3.81 5.52 5.26 2.2 2.29 3.29 0.41
3.0 9.93 4.01 3.97 4.81 6.76 5.95 2.44 2.44 2.92 4.1 0.42
Table 6. Frequencies of the 95% confidence intervals for the adaptive algo-
rithm in the Gaussian model, for tolerance  = 0.1.
φsimple φGauss
Fixed tolerance Adapt Fixed tolerance Adapt
δ 0.1 0.82 1.55 2.28 3.0 0.64 0.1 0.82 1.55 2.28 3.0 0.28
x 0.93 0.97 0.97 0.98 0.98 0.96 0.93 0.94 0.94 0.95 0.95 0.93
|x| 0.92 0.95 0.96 0.96 0.96 0.96 0.93 0.92 0.94 0.95 0.95 0.92
Table 7. Root mean square errors and acceptance rates in the Lotka-
Volterra experiment.
f(θ) = θ1 f(θ) = θ2 f(θ) = θ3 Acc.
δ \  80 110 140 170 200 80 110 140 170 200 80 110 140 170 200 rate
φ
si
m
p
le
80 2.37 1.32 2.94 0.05
110 1.81 1.48 0.99 0.86 2.26 1.88 0.07
140 1.75 1.41 1.22 0.93 0.77 0.68 2.11 1.69 1.4 0.1
170 1.83 1.35 1.14 1.05 0.96 0.75 0.64 0.6 2.14 1.65 1.33 1.15 0.14
200 1.93 1.41 1.11 0.97 0.95 1.06 0.75 0.61 0.56 0.6 2.37 1.74 1.36 1.16 1.09 0.17
re
gr
.
φ
E
p
a 80 3.1 1.52 2.77 0.05
110 2.74 1.99 1.39 1.0 2.53 1.81 0.07
140 3.02 2.08 1.56 1.54 1.05 0.79 2.76 1.9 1.39 0.1
170 3.09 2.13 1.6 1.31 1.61 1.09 0.83 0.69 2.85 1.95 1.46 1.16 0.14
200 3.19 2.2 1.68 1.36 1.15 1.63 1.1 0.84 0.71 0.63 2.91 2.04 1.52 1.21 1.01 0.17
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Table 8. Coverages of confidence intervals from abc-mcmc(δ) for tolerance
 = 80, with fixed tolerance and with adaptive tolerance in the Lotka-Volterra
model.
Post-correction, simple cut-off Regression, Epanechnikov cut-off
Fixed tolerance Adapt Fixed tolerance Adapt
δ 80.0 110.0 140.0 170.0 200.0 122.6 80.0 110.0 140.0 170.0 200.0 122.6
θ1 0.8 0.97 0.99 0.99 1.0 0.93 0.75 0.92 0.93 0.93 0.96 0.9
θ2 0.73 0.94 0.98 0.98 0.99 0.84 0.76 0.93 0.94 0.96 0.98 0.9
θ3 0.74 0.94 0.98 0.99 0.99 0.86 0.68 0.87 0.9 0.92 0.95 0.83
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Figure 8. Lotka-Volterra model with simple cut-off and step size n−2/3.
Estimates from single run of abc-mcmc(200) (left) and estimates from 1,000
replications of abc-mcmc(δ) for δ ∈ {80, 110, 140, 170, 200} indicated by
colours.
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Table 9. Frequencies of the 95% confidence intervals and mean acceptance
rates in the Lotka-Volterra experiment with step size n−2/3.
f(θ) = θ1 f(θ) = θ2 f(θ) = θ3 Acc.
δ \  80 110 140 170 200 80 110 140 170 200 80 110 140 170 200 rate
φ
si
m
p
le
80 0.32 0.11 0.11 0.07
110 0.91 0.78 0.76 0.52 0.79 0.56 0.09
140 0.97 0.96 0.91 0.95 0.88 0.8 0.96 0.9 0.86 0.12
170 0.98 0.98 0.97 0.94 0.97 0.97 0.93 0.87 0.97 0.97 0.95 0.91 0.15
200 0.99 0.98 0.98 0.96 0.93 0.99 0.99 0.98 0.94 0.87 0.98 0.98 0.97 0.94 0.92 0.18
re
g
r.
φ
E
p
a 80 0.34 0.41 0.25 0.07
110 0.86 0.81 0.88 0.87 0.81 0.82 0.09
140 0.94 0.94 0.92 0.95 0.95 0.96 0.9 0.91 0.91 0.12
170 0.95 0.95 0.95 0.95 0.96 0.97 0.97 0.97 0.92 0.94 0.94 0.95 0.15
200 0.95 0.95 0.95 0.95 0.94 0.96 0.97 0.97 0.98 0.98 0.92 0.94 0.95 0.95 0.95 0.18
Table 10. Root mean square errors and acceptance rates in the Lotka-
Volterra experiment with step size n−2/3.
f(θ) = θ1 f(θ) = θ2 f(θ) = θ3 Acc.
δ \  80 110 140 170 200 80 110 140 170 200 80 110 140 170 200 rate
φ
si
m
p
le
80 3.24 2.2 4.67 0.07
110 2.12 2.14 1.14 1.38 2.69 3.17 0.09
140 1.87 1.56 1.49 0.89 0.81 0.79 2.1 1.82 1.63 0.12
170 1.77 1.27 1.05 0.96 0.87 0.68 0.59 0.59 2.14 1.6 1.31 1.19 0.15
200 1.94 1.45 1.2 1.11 1.08 0.95 0.69 0.59 0.54 0.57 2.44 1.95 1.68 1.58 1.52 0.18
re
gr
.
φ
E
p
a 80 2.67 1.14 2.17 0.07
110 2.88 2.18 1.27 0.9 2.36 1.76 0.09
140 2.67 1.98 1.61 1.38 1.02 0.83 2.57 1.91 1.54 0.12
170 2.89 1.98 1.49 1.21 1.46 0.98 0.74 0.61 2.63 1.79 1.34 1.08 0.15
200 3.57 2.85 2.46 4.93 1.2 1.82 1.41 1.21 1.42 0.63 3.11 2.32 1.88 1.81 1.22 0.18
Table 11. Root mean square errors of estimators from abc-mcmc(δ) for
tolerance  = 80, with fixed tolerance and with adaptive tolerance in the
Lotka-Volterra model with step size n−2/3.
Post-correction, simple cut-off Regression, Epanechnikov cut-off
Fixed tolerance Adapt Fixed tolerance Adapt
δ 80 110 140 170 200 122.6 80 110 140 170 200 122.6
θ1 (×10−2) 3.24 2.12 1.87 1.77 1.94 1.8 2.67 2.88 2.67 2.89 3.57 2.57
θ2 (×10−4) 2.2 1.14 0.89 0.87 0.95 1.04 1.14 1.27 1.38 1.46 1.82 1.28
θ3 (×10−2) 4.67 2.69 2.1 2.14 2.44 2.34 2.17 2.36 2.57 2.63 3.11 2.34
