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Abstract
We study the problem of finding the k most similar
trajectories in a graph to a given query trajectory. Our
work was inspired by the work of Grossi et al. [6] that
considered trajectories as walks in a graph in which
each visited vertex is accompanied by a time-interval.
Grossi et al. define a similarity function which is able to
capture both temporal and spatial aspects. We modify
this similarity function in order to derive a spatio-
temporal distance function for which we can show that
a specific type of triangle inequality is satisfied.This
distance function builds the basis for our index structure
which is able to quickly answer queries for the top-k
most similar trajectories. Our evaluation on real-world
and synthetic data sets shows that our new approaches
outperform the baselines with respect to indexing time,
query time, and quality of results.
1 Introduction
Similarity of trajectories is attracting increasing atten-
tion in the scientific literature [1, 2, 11, 7, 4, 13, 10, 12, 3]
since it is the basis for trajectory data mining. Often
the trajectories of interest are related to a graph.
• Tourism: Persons share their side-seeing tours.
The locations are points-of-interests (POI) and the
intervals are the duration person stays at a POI.
These travel logs are shared in social communities.
A query is a request for a recommendation.
• Animal behavior: Consider wild live that is
tracked using GPS. The living space of the animal
is divided into zones. The goal is to identify
similarities in animal behaviors. Vertices represent
either specific locations like waterhole or feeding
place, or territories of animals.
• Website browsing analyses: Web users follow-
ing links on a website. The goal is to find similar
browsing behavior.
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• Traffic and crowd analysis: Here the goal is
to identify person or vehicle flows at specific times
through predefined areas. Vertices represent these
areas.
These applications have in common that one is inter-
ested in finding a set of the most similar trajectories to
a given one. An important basis for trajectory mining
like clustering, outlier detection, classification or pre-
diction tasks is the selection of an adequate similarity
measure or distance function, respectively. Here, we are
interested in similarity which takes spatial and tempo-
ral aspects into account. Two trajectories are close to
each other if they visit vertices nearby to each other at
about the same time.
Our work has been inspired by Grossi et al. [6], who
claim to provide the first similarity measure for two
trajectories in a graph of different length taking into
account spatial and temporal similarity, and which can
be computed in linear time with respect to the length
of the trajectories. The authors defined a trajectory to
be a walk in the graph for which each visited vertex is
associated with a time interval.
Based on the trajectory notion in [6], we introduce a
new spatio-temporal similarity. The corresponding dis-
tance function provides the basis for efficient algorithms
answering top-k similarity queries. A top-k trajectory
query (Q, s) consists of a trajectory Q and a time inter-
val s. The result contains all trajectories in T having
one of the k highest similarities to Q with respect to the
time interval s. Our contributions are the following:
1. We introduce a spatio-temporal similarity function
and show that for the corresponding distance func-
tion the triangle-inequality holds under certain con-
ditions. The similarity computation for two trajec-
tories only needs linear time with respect to the
length of the longest trajectory.
2. We use the advantageous properties of our new
similarity function to design indices that can be
constructed very efficiently and use linear memory
with respect to the number of trajectories. The
indices are based on spatial as well on temporal
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filtering and allow heuristic top-k similarity queries
with low running times and high quality of the
results. Additionally, we apply upper bounding,
which allows a direct, highly efficient query even
without the need for a preprocessed index data
structure. In the latter case the output is exact.
3. We evaluate our new approaches on real-world and
synthetic data sets. Our new approaches outper-
form the baselines (including [6]) with respect to
indexing time by several orders of magnitude. In
most cases the query time and the quality of the
results are better or on-par to the baseline algo-
rithms.
1.1 Related Work Since trajectory similarity is of
high interest for many data analytics tasks, many
different similarity measures have been used, e.g., based
on dynamic time warping, euclidean distances or edit
distances. For trajectory analysis in networks, many
approaches have concentrated on the spatial similarity
only.
Hwang et al. [7] have suggested a similarity measure
which is based on the network distance measuring
spatial and temporal similarity. However, a set of nodes
need to be selected in advance, and spatial similarity
then means passing through the same nodes at the
same time. Xia et al. [13] use a similarity measure for
network constrained trajectories based on an extension
of the Jaccard similarity. As similarity measure they use
the product of spatial and temporal similarity. Tiakas
et al. [11, 12] suggest a weighted sum of spatial and
temporal similarity. Their similarity function works
for two trajectories with the same length. and can be
computed in linear time with respect to the length of
the given trajectories.
Our work has been inspired by Grossi et al. [6].
They suggest a spatio-temporal similarity measure for
two trajectories in a graph of different length. If the
pairwise distances are given, then the measure can be
computed in linear time with respect to the length of
the trajectories. The authors also suggest an algorithm
for answering the top-k trajectory query problem. For
speeding up the computations they suggest an index-
ing method based on interval trees and a method to
approximate their similarity measure. A more detailed
description of their work and a comparison to our ap-
proach is provided in section 5.
Another way to approach the problem is to use
a distance measure based on the discrete Fre´chet dis-
tance, or dynamic time warping, which optimize over
all vertex-mappings between the two trajectories that
respect the time-ordering, where the underlying metric
would be derived from the shortest-path metric given
by the graph. Near-neighbor data structures have been
studied theoretically with specific conditions on the un-
derlying graph and the length of the queries, see [5, 8].
2 Preliminaries
An undirected and weighted graph G = (V,E, c) consists
of a finite set of vertices V , a finite set E ⊆ {{u, v} ⊆
V | u 6= v} of undirected edges and a cost function
c : E → R>0 that assigns a positive cost to each edge
e ∈ E. A walk in a graph G is an alternating sequence of
vertices and edges connecting consecutive vertices. For
notational convenience we sometimes omit edges. The
length of a walk (v1, e1, v2, . . . , ek, vk+1) is k, i.e., the
number of edges traversed. A path is a walk that visits
each vertex at most once. The cost of a walk or path is
the sum of its edge costs. Let d(u, v) denote the shortest
path distance between u, v ∈ V .
Definition 1. (Trajectory) Let G = (V,E, c) be an
undirected, weighted and connected graph. A trajectory
T is a sequence of pairs ((v1, t1), . . . , (v`, t`)), such that
for 1 ≤ i ≤ ` the pair (vi, ti) consists of vi ∈ V and a
discrete time interval ti = [ai, bi] with ai, bi ∈ Z, ai < bi
and ai+1 = bi for 1 ≤ i < `.
The starting time of T is T.start = t1 and the ending
time T.end = t`. We denote with I(T ) the total
interval in which trajectory T = ((v1, t1), . . . , (v`, t`))
exists, i.e., from T.start to T.end. For a trajectory
T and a time interval t = [a, b] we define T [t] as
the time-restricted trajectory that is intersected with
t, i.e., T [t] = ((vi, t
′
i), . . . , (vj , t
′
j)) with vi (vj) being
the first (last) vertex of T such that for ti = [ai, bi]
it holds that bi > a (and for tj = [aj , bj ] aj < b,
resp.), t′i = max{ti, a} and t′j = min{tj , b}. We assume
for T = ((v1, t1), . . . , (v`, t`)) that vi 6= vi+1 for all
1 ≤ i < `. We say trajectory T intersects a time interval
t if there is a (vi, ti) ∈ T with ti ∩ t 6= ∅.
3 Spatio-Temporal Similarity
In this section we define our new similarity function for
trajectories on networks based on the work of [6]. The
goal of the similarity is to capture both temporal and
spatial aspects, such that if two trajectories are often
in close spatial distance, i.e., visiting vertices that are
close to each other, at the same time, then the similarity
should be high.
Definition 2. Let T = ((v1, t1), . . . , (v`, t`)) and Q =
((u1, s1), . . . , (uk, sk)) be two trajectories, and s a time
interval. We define the similarity of Q and T in the
time interval t as
Sim(Q,T, s) =
1
|s| ·
∑
(vi,ti)∈T
(uj ,sj)∈Q
|s ∩ ti ∩ sj | · e−d(vi,uj).
Notice that for two trajectories T and Q, and a
time interval s, it holds that 0 ≤ Sim(Q,T, s) ≤
1. Sim(Q,T, s) is minimal if the intersection of
the intervals is empty for all intervals. In this case
Sim(Q,T, s) = 0.
Lemma 3.1. Let Q and T be trajectories and s a time
interval. It holds that
1. Sim(Q,T, s) = Sim(T,Q, s), and
2. let s ⊆ I(Q), then Q[s] = T [s] if and only if
Sim(Q,T, s) = 1.
Proof. (1.) The shortest path metric is symmetric, i.e.,
d(u, v) = d(v, u) for all u, v ∈ V . The summation is over
the same pairs of (vi, ti) ∈ T and (uj , sj) ∈ Q, and the
intersection of the intervals is commutative. Therefore,
the result follows.
(2.) ⇒: Notice that if Q[s] = T [s] in each step of
the summation e−d(u,v) = 1. Because s ⊆ I(Q), the
result of the summation is s and normalization is 1.
⇐: Assume that Sim(Q,T, s) = 1 but Q[s] 6= T [s], i.e.,
Q[s] and T [s] differ in the vertices they visit or the
times when they visit them. In the first case, due to
the strictly positive edge weights, there is a vertex pair
such that e−d(u,v) < 1, however for all other vertex pairs
the value e−d(u
′,v′) is at most 1. Because the intervals
are intersected with the interval s the total sum will
be less than |s| and leads to a contradiction to the
assumption. Analogously, in the case that I(T [s]) < |s|
a contradiction follows. Now, the case that Q[s] and T [s]
differ in the times when they visit the vertices. Because
of the assumption that a trajectory does not stay at
the same vertex in two consecutive time intervals, there
is an. intersection of time intervals in which Q[s] and
T [s] visit different vertices u and v. Due to the strictly
positive edge weights it is e−d(u,v) < 1. This leads again
to a contradiction.
For the computation of the similarity the shortest
paths distance between the vertices of the graph is
needed. These distances can be globally precomputed
or computed on-the-fly during the computation of the
similarity only for vertices u that are visited by the
query trajectory Q.
Theorem 3.1. Let Q and T be trajectories, and s
a time interval, the computation of the similarity
Sim(Q,T, s) takes O(|Q|+|T |) time, if the shortest path
distance d(u, v) between u, v ∈ V can be obtained in con-
stant time.
Proof. Consider the query trajectory Q =
((u1, s1), . . . , (ui, [ai, bi]), . . . , (uk, sk)) and the tra-
jectory T = ((v1, t1), . . . , (vj , [cj , dj ]), . . . , (v`, t`)). We
start the computation with i = 1 and j = 1, and
|s∩ t1∩s1| is either zero or larger than zero. In the first
case we can increase both i and j. In the second case,
we increase i if bi < dj or j = `, and we increase j if
bi > dj or i = k. We repeat this for maximal |Q| + |T |
times and find all pairs (ui, si) and (vj , tj) that have
non-empty intersection.
Next, we define a distance function based on the simi-
larity and show useful properties for it.
Definition 3. Let Q, T and R be trajectories, and s
a time interval with s ⊆ I(Q). We define the distance
dS(Q,T, s) = 1− Sim(Q,T, s).
Using this definition of the distance we can show that a
specific type of triangle inequality holds under reason-
able conditions on the time intervals of the query.
Lemma 3.2. Let Q, T and R be trajectories, and s
a time interval. If s ⊆ I(Q), then dS(Q,T, s) ≤
dS(Q,R, s) + dS(R, T, s).
Proof. Let t = I(T ) and r = I(R). We can assume
without loss of generality that s = I(Q). We show that
1−Sim(Q,T, s) ≤ 1−Sim(Q,R, s) + 1−Sim(R, T, s).
This is equivalent to 1 +Sim(Q,T, s) ≥ Sim(Q,R, s) +
Sim(R, T, s). By substituting Definition 2 and multi-
plying both sides with |s| we get
|s|+
∑
(uj ,sj)∈Q
(vi,ti)∈T
|s ∩ sj ∩ ti| · e−d(uj ,vi) ≥
∑
(uj ,sj)∈Q
(wk,rk)∈R
|s ∩ sj ∩ rk| · e−d(uj ,wk)
+
∑
(wk,rk)∈R
(vi,ti)∈T
|s ∩ rk ∩ ti| · e−d(wk,vi)
Now, using the fact that
|s ∩ t| =
∑
(uj ,sj)∈Q
(vi,ti)∈T
|s ∩ ti ∩ sj |
st
r
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Figure 1: Example for time intervals s, t and r of the
three trajectories Q, T and R.
we can rewrite the above equivalently as
|s| − |s ∩ t|+
∑
(uj ,sj)∈Q
(vi,ti)∈T
|s ∩ sj ∩ ti| · (1 + e−d(uj ,vi)) ≥
∑
(uj ,sj)∈Q
(wk,rk)∈R
|s ∩ sj ∩ rk| · e−d(uj ,wk)
+
∑
(wk,rk)∈R
(vi,ti)∈T
|s ∩ rk ∩ ti| · e−d(wk,vi).
We now want to show that the above inequality holds
true. Consider the following multisets of vertex pairs.
A contains the pairs (uj , vi) that are summed up on the
left side of the inequality for which |s∩sj∩ti| > 0, where
each (uj , vi) is in A exactly |s∩sj∩ti| times. Similarly, B
contains the pairs (uj , wk) that are summed up during
the first summation on right side of the inequality for
which |s ∩ sj ∩ rk| > 0, where each (uj , wk) is in B
exactly |s ∩ sj ∩ rk| times. And finally, C contains the
pairs (wk, vi) that are summed up during the second
summation on right side of the inequality for which
|s ∩ rk ∩ ti| > 0, where each (wk, vi) is in C exactly
|s ∩ rk ∩ ti| times. Then, we show
|s| − |s ∩ t|+
∑
(uj ,vi)∈A
(1 + e−d(uj ,vi)) ≥
∑
(uj ,wk)∈B
e−d(uj ,wk) +
∑
(wk,vi)∈C
e−d(wk,vi).(3.1)
We show that the multisets A, B and C contain vertex
pairs such that the inequality holds. And let p ⊆ s be
an interval of length one. For each possible p we have
some vertex pairs in the multisets. We need consider
the following cases (see also Figure 1):
1. p ∩ t 6= ∅ and p ∩ r = ∅: A contains vertex pairs
(u, v) but neither B nor C contain corresponding
pairs. Therefore, favoring the left side of eq. (3.1).
2. p ∩ t 6= ∅ and p ∩ r 6= ∅: There are (vi, uj) ∈ A,
(vi, wk) ∈ B and (wk, uj) ∈ C. In this case it holds
that 1 + e−d(uj ,vi) ≥ e−d(uj ,wk) + e−d(wk,vi).
3. p∩ t = ∅ and p∩r 6= ∅: There are no corresponding
vertex pairs in A and C but in B. However, this
can only be the case for |s| − |s ∩ t| pairs and each
contributes max. 1 to the right side.
4. p∩ t = ∅ and p∩r = ∅: There are no corresponding
vertex pairs in A, B or C.
Next, we show a strong relationship between the dis-
tance of two trajectories with respect to two different
time intervals.
Lemma 3.3. Let Q and T be trajectories, and s and
t time intervals with I(Q) = s ⊆ t. It holds that
dS(Q,T, t) =
|s|
|t| dS(Q,T, s).
Proof. Assuming s ⊆ t and using Definition 2 it holds
that
dS(Q,T, t) =
1
|t|
∑
(uj ,sj)∈Q
(vi,ti)∈T
|t ∩ sj ∩ ti| · e−d(uj ,vi)
=
1
|t|
∑
(uj ,sj)∈Q
(vi,ti)∈T
|s ∩ sj ∩ ti| · e−d(uj ,vi)
since sj ⊆ s ⊆ t for all sj . Now we can apply
Definition 2 again and obtain
dS(Q,T, t) =
|s|
|t| dS(Q,T, s)
4 Indexing the Trajectories
In this section, we introduce our efficient indexing
method for the trajectories and the application of
temporal and spatial filters. We give first a high level
view on how the approaches work: (1) Given a set
of trajectories T a preprocessing phase constructs the
indexD that allows efficient queries. (2) Our approaches
use the following procedure for querying given a query
trajectory Q and a time interval s. Let the data
structure D containing the trajectories T . We first
determine a candidate set C ⊆ T . For each T ∈ C
we compute the similarity Sim(Q,T, s). We keep all
trajectories with a top-k similarity in a heap data
structure. The query result is the set of trajectories
with a top-k similarity to Q w.r.t. s.
Notice that it is possible that the candidate set
contains all trajectories stored in D, e.g., if k ≥ |T |
or if all trajectories have the same similarity. In the
following we describe the techniques that achieve small
candidate sets if possible. To this end, use filters for the
temporal and the spatial domain.
4.1 Pivot-Based Spatial Filters We choose h ∈ N
vertices p1, . . . , ph from which we construct h pivot
trajectories P1, . . . , Ph. The h vertices are the ones
that are visited the most often by trajectories, where
we also count multiple visits from a trajectory T at
a vertex. Each pivot trajectory Pi stays stationary
at vertex pi during the time interval t = [a, b], where
a is the earliest starting and b the latest ending time
over all trajectories T ∈ T . Next we compute the pair-
wise distance dS(T, Pi, t) between all T ∈ T and Pi for
1 ≤ i ≤ h and store these distances together with the
pivot trajectories.
Given a query (Q, s) we compute dS(Q,Pi, t) for
1 ≤ i ≤ h. Using Lemma 3.2 and Lemma 3.3, and since
|s|
|t| ≤ 1, it follows that
|dS(Q,Pi, t)− dS(Pi, T, t)| ≤ dS(Q,T, t) ≤ dS(Q,T, s),
where we use that t ⊆ I(Pi) which holds by construction
of Pi. We can use the above bound to filter out a lot
of trajectories from the candidate set that are too far
away from the query. To this end, we use a threshold
radius r such that we only keep trajectories for which
|dS(Q,Pi, t)− dS(T, Pi, t)| ≤ r
for all Pi and 1 ≤ i ≤ h.
The construction of an index utilizing pivot-based
spatial filtering is efficient, because we only need not
compute the distance between the h pivot trajectories
and all T ∈ T , each in O(|T |+ |Pi|).
Theorem 4.1. The index for pivot-based spatial filters
can be computed in O(|T | · h ·m) time, where m is the
the maximal length of a trajectory over T . Furthermore,
it needs O(|T | · h) memory.
4.2 Temporal Filter Notice that the candidate set
C ⊆ T only needs to contain trajectories that (partly)
overlap the query time interval s. To filter out all
trajectories that do not intersect the query interval s
we construct a binary interval tree using the following
procedure. For each node h in the tree, we have set of
trajectories Th. We compute the median m of the end-
points in Th and assign all trajectories that end before
m to the left child and all trajectories that start after m
to the right child of h. All other trajectories are stored
at h. We proceed recursively until we reach a minimum
size for the trajectory set Tl, where l is a leaf of the tree.
We combine the temporal filter with the pivot-based
spatial filter by using an interval tree that uses a pivot-
based spatial filter at each node h for the trajectories
stored at node h.
4.3 Upper Bounding During the computations of
the similarities between Q and each trajectory T in a
set of trajectories T we can apply the following upper
bounding technique. After calculating the similarity
of the first k trajectories, we can stop the similarity
computation between Q and T ′ early if we can assure
that Sim(Q,T ′, s) ≤ l, where l is the smallest similarity
between Q and any T ∈ T found so far.
Let T1, . . . , T|C| be the trajectories of the candidate
set in order of processing. Consider the computation of
the similarity Sim(Q,Th, s) for h > k described in the
proof of Theorem 3.1. At each step, before increasing
i or j, we obtain an upper bound s¯ for Sim(Q,Th, s)
by assuming each remaining time step the trajectories
are at the same vertices. If s¯ is smaller than the k
lowest similarity found so far, we stop the computation
of Sim(Q,Th, s) and proceed with Sim(Q,Th+1, s).
5 Comparison to Existing Approaches
Grossi et al. [6] introduce three algorithms answering
top-k similarity queries in a spatio-temporal setting.
The idea of their baseline algorithm is to add a prepro-
cessing phase in which an interval tree is constructed at
each vertex v of the graph. This interval tree contains
all pairs of (T.id, t) in the case that a trajectory T ∈ T
visits v or any of its adjacent vertices during time in-
terval t, where T.id is the identifier of the trajectory
T . Then, using the constructed index, a query (Q, s) is
answered by visiting all vertices v with (v, t) ∈ Q and
collecting all ids of trajectories that visit the vertex or
any of its neighbors during t∩ s. With the collected set
of ids the candidate set of trajectories can be evaluated
and the top-k similar trajectories are found. The run-
ning time and memory requirements therefore depend
on the maximal vertex degree. Moreover, the algorithm
solves a special case, in which only trajectories are con-
sidered that have at least one vertex in hop-distance one
to a vertex of the query trajectory.
A simple example for which the algorithm will
fail to find a similar trajectory can be constructed
in a graph consisting of a chain of four vertices, i.e.,
G = ({v1, . . . , v4}, {v1v2, v2v3, v3v4}), and a trajectories
T = ((v1, [0, 1])) and Q = ((v4, [0, 1])). After the
preprocessing phase only the interval trees at v1 and v2
contain the id of T . For a query (Q, [0, 1]) the algorithm
will only look at the empty interval tree at v4 and cannot
find T .
Grossi et al. [6] also introduce two heuristic ap-
proaches for the top-k query problem. Their idea is to
reduce the graph size and shrink the length of the query
trajectory or all trajectories, in order to save time by
reducing the number of distance computations between
vertices. However, this often leads to larger candidate
sets, and hence more evaluations of the similarity func-
tion are necessary.
Our approaches differ from the ones suggested by
Grossi et al. [6] as follows. We have introduced an
alternative similarity function for which we could show
certain metric properties. Our indices attempt to
reduce the size of the trajectory candidate set and
therefore reduce the number of similarity computations.
Furthermore, by using the upper bounding technique
without preprocessing and constructing an index we
obtain an exact algorithm that is competitive in running
time.
6 Experiments
In this section, we evaluate our new algorithms and
compare them to the approaches suggested in [6]. We
are interested in answering the following questions:
Q1: How fast are the indexing times of our algorithms
compared to the baseline and to the heuristic
approaches in [6]?
Q2: How fast are queries of our algorithms compared to
the baseline and to the heuristic approaches in [6]?
Do our index approaches accelerate the queries?
Q3: How good is the quality of the provided approxi-
mated top-k queries?
6.1 Algorithms and Experimental Protocol We
implemented the following new algorithms:
• Exact is the direct and exact algorithm that
does not use indexing. It iteratively computes the
similarity between the query and all trajectories
using the upper bounding described in section 4.3.
• Tree is the index that uses an interval tree with
additional pivot-based spatial filtering at each node
of the interval tree.
• Pivot is the index that applies the pivot-based
spatial filtering globally.
Exact, Tree and Pivot use the upper bounding
technique (Section 4.3). Furthermore, we implemented
the following algorithms from [6].
• Gbase, the baseline algorithm in [6] (see section 5).
• Gshq and Gshqt denote their heuristic ap-
proaches based on shrinking the graph and the
trajectories and gaining advantage of the smaller
graph size and reduced trajectory lengths (see sec-
tion [6]).
Table 1: Statistics and properties of the synthetic and
real world data sets.
Properties
Data set |V | |E| # Traj. ∅ Traj. Length
Facebook1 4 039 88 234 1 000 1481.98±300.9
Facebook2 4 039 88 234 10 000 1497.62±290.1
Milan 3 000 130 071 43 977 33.33±33.4
T-Drive 2 000 261 617 4 900 598.45±379.4
All of these algorithms are based on our new similarity
measure. We implemented all algorithms in C++ using
GNU CC Compiler 9.3.0 with the flag --O2. All
experiments were conducted on a workstation with an
AMD EPYC 7402P 24-Core Processor with 2.80 GHz
and 256 GB of RAM running Ubuntu 18.04.3 LTS using
a single core.
6.2 Data Sets For the evaluation of the algorithms
we used the following data sets.
• Facebook 1&2: The network consists of Facebook
friendship relations [9] and is provided by the
Stanford Network Analyses Project1. We have
generated synthetic trajectories.
• Milan: The Milan data set is based on GPS
trajectories of private cars in the city of Milan2.
• T-Drive: The data set contains GPS data of taxi
trajectories in Beijing [14, 15].
For the Milan and T-Drive data set we have generated a
network by first interpreting each GPS location point as
a vertex and then clustering these vertices using the k-
means algorithm. The resulting clusters are the final
vertices. Two clusters are connected by an edge if
at least one trajectory visits a vertex in each of both
clusters in a consecutive time interval. We assign the
great-circle distance between the centers of the clusters
as distance to the edge. Table 1 shows some statistics
for the data sets.
6.3 Results We answer questions Q1 to Q3.
Q1: Table 2 shows the running times for indexing the
data sets. For Tree and Pivot, we choose the number
of pivots h = 10 for all data sets but Milan, for which we
set h = 20. The construction of our index structures is
orders of magnitude faster than that of the approaches
suggested in [6]. The largest speed-up has been achieved
1https://snap.stanford.edu/data/ego-Facebook.html
2https://sobigdata.d4science.org/catalogue-sobigdata?
path=/dataset/gps_track_milan_italy
for the Facebook1 data sets, for which Pivot is over
6000 times faster. Out of all indexing approaches, as
expected, Pivot is the fasted method for all data sets.
Table 2: Indexing times in seconds.
Algorithm
Data set Tree Pivot Gbase Gshq Gshqt
Facebook1 0.61 0.48 2 965.24 342.74 248.04
Facebook2 6.49 4.97 3 921.03 442.55 327.28
Milan 1.25 0.68 193.77 59.26 52.91
T-Drive 1.26 0.91 1 509.30 135.68 87.86
Q2: We selected 100 trajectories randomly from the
data sets as queries. The query interval is set to I(Q).
We ran the algorithms for k = 2i with 0 ≤ i ≤ 6. Table 3
shows the threshold radii that we used for the pivot-
based filtering, and Table 4 shows the average running
times for querying a trajectory from the data set.
Table 3: Threshold values r used for the pivot based
filters during query time.
Data set
Index Facebook1 Facebook2 Milan T-Drive
Tree 0.35 0.25 0.20 0.60
Pivot 0.15 0.15 0.005 0.30
First note that the query times of our exact ap-
proach is about the same as that for Gbase. For the
Facebook2 and the T-Drive instances Gbase is up 0.2
seconds slower. Note that the running time of Gbase
does not depend on k, since the collected candidate set
is the same for all k. The latter is true for our exact ap-
proach, however, the upper bounding leads to varying
running times. We will see later that Gbase in contrast
to our exact approach does not always find the optimal
solution set. Both of our index structures lead to ac-
celerated query times compared to the exact approach.
The largest speed-up of about 3 to 4 has been achieved
for Tree on the Facebook2 instances. Note that almost
always the two heuristic approaches Gshq and Gshqt
are much slower in answering the queries. For the Mi-
lan and T-Drive instances they are even slower than our
exact approach.
Q3: In order to evaluate the quality of our query
results, we use the similarity score ratio (SSR) defined
in [6]. The SSR of two sets T1 and T2 of trajectories with
respect to a query is defined as SSR(T1, T2, (Q, s)) =∑
T1∈T1 Sim(Q,T1,s)∑
T2∈T2 Sim(Q,T2,s)
. We compare the results of the
indices to the results of the exact algorithm Exact.
Table 4: Query times in seconds for top-k similarity
queries. The running times are the average and stan-
dard deviations over 100 queries.
Algorithm
Data set k Exact Tree Pivot Gbase Gshq Gshqt
Facebook1 1 0.22±0.04 0.20±0.05 0.13±0.07 0.22±0.06 0.13±0.03 0.15±0.02
Facebook2 1 2.39±0.47 1.51±0.78 1.45±0.57 2.57±0.53 1.53±0.23 2.55±0.27
Milan 1 0.02±0.02 0.03±0.03 0.01±0.01 0.01±0.02 0.06±0.05 0.05±0.04
T-Drive 1 0.29±0.16 0.28±0.15 0.25±0.16 0.44±0.20 0.69±0.37 0.63±0.3
Facebook1 2 0.22±0.04 0.17±0.03 0.14±0.07 0.23±0.07 0.13±0.03 0.15±0.02
Facebook2 2 2.40±0.46 0.82±0.19 1.46±0.57 2.58±0.53 1.54±0.23 2.58±0.28
Milan 2 0.02±0.02 0.03±0.03 0.01±0.01 0.01±0.02 0.06±0.05 0.05±0.04
T-Drive 2 0.30±0.16 0.18±0.08 0.25±0.16 0.45±0.21 0.71±0.39 0.65±0.39
Facebook1 4 0.22±0.04 0.17±0.03 0.13±0.07 0.22±0.06 0.13±0.03 0.15±0.02
Facebook2 4 2.41±0.46 0.82±0.18 1.46±0.58 2.58±0.53 1.54±0.23 2.60±0.28
Milan 4 0.02±0.03 0.03±0.03 0.02±0.02 0.01±0.02 0.06±0.05 0.05±0.04
T-Drive 4 0.31±0.16 0.19±0.08 0.26±0.16 0.45±0.21 0.72±0.39 0.65±0.39
Facebook1 8 0.22±0.04 0.17±0.03 0.13±0.07 0.22±0.06 0.13±0.03 0.15±0.02
Facebook2 8 2.43±0.46 0.83±0.18 1.47±0.58 2.58±0.53 1.54±0.53 2.60±0.28
Milan 8 0.03±0.03 0.03±0.03 0.01±0.02 0.01±0.02 0.06±0.05 0.05±0.04
T-Drive 8 0.31±0.16 0.19±0.08 0.26±0.16 0.45±0.21 0.72±0.39 0.65±0.40
Facebook1 16 0.22±0.04 0.17±0.03 0.13±0.07 0.22±0.06 0.13±0.03 0.15±0.02
Facebook2 16 2.44±0.45 0.84±0.17 1.48±0.58 2.58±0.53 1.54±0.24 2.61±0.28
Milan 16 0.03±0.03 0.03±0.03 0.01±0.02 0.01±0.02 0.06±0.05 0.05±0.04
T-Drive 16 0.32±0.16 0.19±0.08 0.27±0.16 0.45±0.21 0.72±0.39 0.65±0.39
Facebook1 32 0.22±0.04 0.17±0.03 0.13±0.07 0.22±0.06 0.13±0.03 0.15±0.02
Facebook2 32 2.46±0.45 0.84±0.17 1.48±0.58 2.58±0.53 1.54±0.53 2.61±0.28
Milan 32 0.03±0.03 0.03±0.03 0.02±0.02 0.01±0.02 0.06±0.05 0.05±0.04
T-Drive 32 0.32±0.16 0.19±0.08 0.27±0.16 0.45±0.21 0.72±0.39 0.65±0.39
Facebook1 64 0.22±0.04 0.17±0.03 0.13±0.07 0.22±0.06 0.13±0.03 0.15±0.02
Facebook2 64 2.48±0.44 0.85±0.17 1.49±0.58 2.58±0.53 1.54±0.24 2.61±0.24
Milan 64 0.03±0.03 0.03±0.03 0.02±0.02 0.01±0.02 0.06±0.05 0.05±0.04
T-Drive 64 0.33±0.16 0.20±0.08 0.27±0.16 0.45±0.21 0.72±0.39 0.64±0.39
Table 5 shows the average SSR values and the standard
deviations over 100 queries.
First we observe that as expected (see section 5) the
baseline Gbase [6] has not always found the optimal
solution set. The SSR score takes values of 0.85 for
k = 64 on the Milan data set. With increasing value
of k the SSR value for our Tree approach decreases
from 0.94 for k = 1 to 0.77 for k = 64. However,
for our Pivot approach the decrease is less strong;
the SSR score is always above 0.92 for the instances
Facebook1, Facebook2, and T-Drive. For the MILAN
instances our heuristic approaches do not behave very
well. Here, the SSR score for both, Tree and Pivot
takes values below 0.8 for k ≥ 16. We believe that the
reason for these low values is the small value of r chosen
in our experiments. However, a larger value of r will
not lead to an improvement of the running time with
respect to exact computations, which are quite fast.
This is because of the length of the Milan trajectories
is relatively small (only about 33, see Table 1). For
the Facebook2 instances the SSR score of Pivot is
always above 0.99. Surprisingly, the values of the Gshq
and Gshqt heuristics for Facebook1, Facebook2, and T-
Drive are always above 0.9. However, remember that
their query time takes longer than that for Tree and
Pivot – for T-Drive even more than twice as long as
our exact computations.
Table 5: The SSR results are the average and standard
deviations over 100 queries.
Algorithm
Data set k Tree Pivot Gbase Gshq Gshqt
Facebook1 1 0.99±0.01 0.99±0.00 1.00±0.00 1.00±0.00 0.93±0.00
Facebook2 1 0.96±0.05 1.00±0.00 1.00±0.00 1.00±0.00 0.59±0.45
Milan 1 0.91±0.21 0.92±0.19 0.97±0.14 0.99±0.09 0.98±0.10
T-Drive 1 0.94±0.09 0.97±0.05 0.99±0.00 1.00±0.00 0.99±0.06
Facebook1 2 0.98±0.02 0.99±0.00 1.00±0.00 1.00±0.00 0.92±0.22
Facebook2 2 0.91±0.05 1.00±0.00 1.00±0.00 1.00±0.00 0.59±0.45
Milan 2 0.85±0.23 0.88±0.20 0.97±0.14 0.98±0.10 0.92±0.23
T-Drive 2 0.82±0.16 0.97±0.05 0.99±0.00 1.00±0.00 0.99±0.06
Facebook1 4 0.98±0.01 0.99±0.00 1.00±0.00 1.00±0.00 0.92±0.23
Facebook2 4 0.90±0.05 1.00±0.00 1.00±0.00 1.00±0.00 0.59±0.45
Milan 4 0.83±0.24 0.86±0.21 0.96±0.14 0.98±0.10 0.91±0.23
T-Drive 4 0.79±0.16 0.97±0.04 0.99±0.00 1.00±0.00 0.99±0.05
Facebook1 8 0.98±0.01 0.99±0.00 1.00±0.00 1.00±0.00 0.91±0.24
Facebook2 8 0.90±0.05 1.00±0.00 1.00±0.00 1.00±0.00 0.59±0.45
Milan 8 0.81±0.26 0.82±0.22 0.94±0.16 0.98±0.10 0.91±0.24
T-Drive 8 0.78±0.15 0.97±0.04 0.99±0.01 1.00±0.00 0.99±0.06
Facebook1 16 0.97±0.03 0.99±0.00 1.00±0.00 1.00±0.00 0.91±0.25
Facebook2 16 0.89±0.07 0.99±0.07 1.00±0.00 1.00±0.00 0.58±0.45
Milan 16 0.79±0.26 0.78±0.23 0.92±0.17 0.98±0.10 0.90±0.24
T-Drive 16 0.77±0.14 0.96±0.04 0.99±0.03 0.99±0.00 0.99±0.05
Facebook1 32 0.96±0.04 0.99±0.03 1.00±0.00 1.00±0.00 0.90±0.25
Facebook2 32 0.86±0.11 0.99±0.00 1.00±0.00 1.00±0.00 0.58±0.45
Milan 32 0.77±0.27 0.74±0.24 0.88±0.19 0.97±0.10 0.90±0.24
T-Drive 32 0.77±0.13 0.94±0.05 0.99±0.05 0.99±0.05 0.99±0.01
Facebook1 64 0.95±0.05 0.97±0.08 1.00±0.00 1.00±0.00 0.90±0.25
Facebook2 64 0.84±0.15 0.99±0.00 1.00±0.00 1.00±0.00 0.57±0.44
Milan 64 0.76±0.28 0.71±0.24 0.85±0.20 0.97±0.10 0.90±0.24
T-Drive 64 0.77±0.11 0.92±0.06 0.98±0.06 0.99±0.03 0.99±0.05
7 Conclusion
We studied the problem of computing the top-k most
similar trajectories in a graph to a given query trajec-
tory. For this, we proposed a new spatio-temporal simi-
larity measure based on work of Grossi et al. From this,
we derive a distance function which satisfies a trian-
gle inequality under certain conditions. This builds the
basis for an upper bounding procedure which acceler-
ates finding exact solutions of top-k trajectory queries.
Moreover, we suggest novel spatial and temporal index-
ing structures that further accelerate the search process;
however, our experimental evaluations have shown that
for certain instances (e.g., the Milan data set) for which
the computation is already fast, this acceleration is at
the expense of the solution quality.
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