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Abstract
Let G be a graph with n vertices, and let A(G) and D(G) denote respectively the
adjacency matrix and the degree matrix of G. Define
Aα(G) = αD(G) + (1− α)A(G)
for any real α ∈ [0, 1]. The collection of eigenvalues of Aα(G) together with multiplicities
are called the Aα-spectrum of G. A graph G is said to be determined by its Aα-spectrum
if all graphs having the same Aα-spectrum as G are isomorphic to G. We first prove that
some graphs are determined by its Aα-spectrum for 0 ≤ α < 1, including the complete graph
Km, the star K1,n−1, the path Pn, the union of cycles and the complement of the union of
cycles, the union of K2 and K1 and the complement of the union of K2 and K1, and the
complement of Pn. Setting α = 0 or
1
2
, those graphs are determined by A- or Q-spectra.
Secondly, when G is regular, we show that G is determined by its Aα-spectrum if and only
if the join G ∨Km is determined by its Aα-spectrum for
1
2
< α < 1. Furthermore, we also
show that the join Km ∨ Pn is determined by its Aα-spectrum for
1
2
< α < 1. In the end,
we pose some related open problems for future study.
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1 Introduction
Let G = (V (G), E(G)) be a graph with the vertex set V (G) = {v1, v2, . . . , vn} and the edge
set E(G) = {e1, e2, . . . , em}. The adjacency matrix of G, denoted by A(G) = (aij)n×n, is an
n × n symmetric matrix such that aij = 1 if vertices vi and vj are adjacent and 0 otherwise.
Let di = di(G) = d(vi) = dG(vi) be the degree of vertex vi in G. The degree matrix of G,
denoted by D(G), is the diagonal matrix with diagonal entries the vertex degrees of G. The
Laplacian matrix and the signless Laplacian matrix of G are defined as L(G) = D(G) − A(G)
and Q(G) = D(G) +A(G), respectively.
Nikiforov [18] proposed to study the following matrix:
Aα(G) = αD(G) + (1− α)A(G),
where α ∈ [0, 1] is a real number. Note that A0(G) = A(G) and 2A1/2(G) = Q(G). So, it
was claimed in [18, 19] that the matrices Aα(G) can underpin a unified theory of A(G) and
Q(G). Up until now, a few properties on Aα(G) have been investigated, including bounds on
the k-th largest (especially, the largest, the second largest and the smallest) eigenvalue of Aα(G)
[9, 18, 19, 20], the positive semidefiniteness of Aα(G) [18, 20], etc. For more properties on Aα(G),
we refer the reader to [18].
Let M be an n× n real matrix. Denote by
PM (x) = det(xIn −M),
the characteristic polynomial of M , where In is the identity matrix of size n. Denote the eigen-
values of M by λ1(M) ≥ λ2(M) ≥ · · · ≥ λn(M). The collection of eigenvalues of M together
with multiplicities are called the spectrum of M , denoted by Spec(M). If M = Aα(G) (respec-
tively, A(G), L(G), or Q(G)), then we simply write the spectrum of Aα(G) (respectively, A(G),
L(G), or Q(G)) as Aα-spectrum (respectively, A-spectrum, L-spectrum, or Q-spectrum). Two
graphs are said to be M -cospectral if they have the same M -spectrum (equivalently, the same
M -characteristic polynomial). A graph is called an M -DS graph if it is determined by its M -
spectrum, meaning that there exists no other graph that is non-isomorphic to it butM -cospectral
with it.
Characterizing which graphs are determined by their spectra is a classical but difficult problem
in spectral graph theory which was raised by Gu¨nthard and Primas [8] in 1956 with motivations
from chemistry. Up until now, although many graphs have been proved to be DS graphs (see
[4, 5]), the problem of determining DS graphs is still far from being completely solved. In [4,
Concluding remarks], van Dam and Haemers proposed to solve the following problem, where J
denotes the matrix with all entries equal to one:
Problem 1.1 Which linear combination of D(G), A(G), and J gives the most DS graphs?
From [4, Table 1], van Dam and Haemers claimed that the signless Laplacian matrix Q(G) =
D(G) + A(G) would be a good candidate. Since then, a lot of researchers tried to confirm
this claim (see [5, 7, 10, 11, 12, 14, 21, 23, 26, 27] for example). When it comes to Aα(G) =
2
αD(G) + (1 − α)A(G), by enumerating the Aα-characteristic polynomials for all graphs on at
most 10 vertices (see [13, Table 1]), it seems that Aα-spectra (especially, α >
1
2 ) are much more
efficient than Q-spectra when we use them to distinguish graphs. In this paper, we show some
graphs are determined by their Aα-spectra, no mater which are or are not determined by A-, L-
or Q-spectra. This in some sense supports the claim that Aα-spectra are much more efficient
than Q-spectra when we use them to distinguish graphs.
The rest of the paper is organized as follows. In Section 2, we give some Aα-DS graphs with
α ∈ [0, 1]. In Section 3, we prove that if G is a regular graph, then G is determined by its
Aα-spectrum if and only if the join G ∨ Km is determined by its Aα-spectrum for
1
2 < α < 1.
In particular, we prove that the join of a path and a complete graph is determined by their
Aα-spectra with α ∈ (1/2, 1). In Section 4, we give some related open problems.
2 Graphs determined by their Aα-spectra with α ∈ [0, 1]
For any graph, we can get a lot of information about its structure by its Aα-spectrum. The
following result presents some basic properties if two graphs have the same Aα-spectra.
Theorem 2.1 Let G and G′ be two graphs. If Spec(Aα(G)) = Spec(Aα(G
′)) with α ∈ [0, 1],
then we have the following statements:
(I) |V (G)| = |V (G′)|;
(II) |E(G)| = |E(G′)|;
(III) If G is r-regular, then G′ is r-regular;
Suppose that d1 ≥ d2 ≥ · · · ≥ dn and d
′
1 ≥ d
′
2 ≥ · · · ≥ d
′
n are the degree sequences of G and G
′,
respectively. If Spec(Aα(G)) = Spec(Aα(G
′)) with α ∈ (0, 1], then
(IV)
∑
1≤i<j≤n didj =
∑
1≤i<j≤n d
′
id
′
j;
(V)
∑
1≤i≤n d
2
i =
∑
1≤i≤n d
′2
i .
Proof. The statement (I) is trivial, (II) and (V) follow from [18, Propositions 34 and 35].
Suppose that the characteristic polynomials of G and G′ are
PAα(G)(λ) = |λI −Aα(G)| = λ
n + a1λ
n−1 + a2λ
n−2 + · · ·+ an−1λ+ an
and
PAα(G′)(λ) = |λ
′I −Aα(G
′)| = λn + a′1λ
n−1 + a′2λ
n−2 + · · ·+ a′n−1λ+ a
′
n.
Since a2 = a
′
2, we have
∑
1≤i<j≤n
∣∣∣∣∣
αdi (1 − α)ai,j
(1− α)aj,i αdj
∣∣∣∣∣ =
∑
1≤i<j≤n
∣∣∣∣∣
αdi (1− α)ai,j
(1 − α)aj,i αdj
∣∣∣∣∣ ,
3
that is,
α2
∑
1≤i<j≤n
didj − (1− α)
2
∑
1≤i<j≤n
a2ij = α
2
∑
1≤i<j≤n
d′id
′
j − (1− α)
2
∑
1≤i<j≤n
a′2ij .
Note that ∑
1≤i<j≤n
a2ij = |E(G)| = |E(G
′)| =
∑
1≤i<j≤n
a′2ij .
Then (IV) holds.
Note that the average row sum of Aα(G) is
2|E(G)|
n . If G is r-regular, then λ1(Aα(G)) = r =
2|E(G)|
n , hence λ1(Aα(G
′)) = r = 2|E(G
′)|
n . This implies that the largest eigenvalue of Aα(G
′) is
equal to its average row sum. Thus, G′ is also r-regular, leading to (III). ✷
Let G and H be two disjoint graphs. Denote by G ∪ H the disjoint union of G and H .
Especially, mG means the disjoint union of m copies of G. The complement of a graph G,
denoted G, is the graph with the same vertex set as G such that two vertices are adjacent in G
if and only if they are not adjacent in G. Using Theorem 2.1, we deduce the following results.
Theorem 2.2 The following graphs are determined by their Aα-spectrum:
(a) the complete graph Kn;
(b) the star K1,n−1 for 0 < α ≤ 1;
(c) the path Pn for 0 ≤ α < 1;
(d) the disjoint union of cycles
⋃s
i=1 Cni for 0 ≤ α < 1;
(e) the complement of the disjoint union of cycles
⋃s
i=1 Cni for 0 ≤ α < 1;
(f) kK2
⋃
(n− 2k)K1 where 1 ≤ k ≤ ⌊
n
2 ⌋ and 0 ≤ α ≤ 1;
(g) kK2
⋃
(n− 2k)K1 where 1 ≤ k ≤ ⌊
n
2 ⌋ and 0 ≤ α ≤ 1.
Proof. (a) According to Theorem 2.1 (III), it follows that the complete graph is determined
by its Aα-spectrum.
(b) Let G be Aα-cospectral with K1,n−1 for 0 < α ≤ 1. If α = 1, then the degree sequence
of G is (n− 1, 1, . . . , 1). Thus G ∼= K1,n−1. If 0 < α < 1, then 0 is not the eigenvalue of K1,n−1
and λ2(Aα(K1,n−1)) = α by [18, Proposition 38]. Thus G have no isolated vertex. If G is not
connected, then there exists at least two connected components, denoted by U and W , then we
have λ1(Aα(U)) ≥ 1 and λ1(Aα(W )) ≥ 1. It follows that
λ2(Aα(G)) ≥ 1 > α = λ2(Aα(K1,n−1)),
a contradiction. Hence, G is connected. Then G is a tree due to Theorem 2.1 (II). Moreover,
K1,n−1 is the unique tree with maximal Aα-spectral radius among all trees by [19, Theorem 2].
Therefore, G ∼= K1,n−1.
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(c) Let G be Aα-cospectral with Pn. Note that Pn is the unique graph with minimal Aα-
spectral radius among all connected graphs by [19, Theorem 3]. Thus we have G ∼= Pn if G is
connected. If G is not connected, then by Theorem 2.1 (II), there exists at least one component
U of G containing cycles. This implies that 2|E(U)||V (U)| ≥ 2. So,
λ1(Aα(G)) ≥ λ1(Aα(U)) ≥
2|E(U)|
|V (U)|
≥ 2,
it contradicts to the fact that λ1(Aα(G)) = λ1(Aα(Pn)) < 2. Thus, Pn is determined by its
Aα-spectrum.
(d & e) Suppose that G is r-regular. Then λ1(Aα(G)) = r and λi(Aα(G)) = αr+(1−α)λi(A).
Thus, an r-regular graph is determined by its A-spectra, it is also determined by its Aα-spectra.
Note that the union of the cycles and the complement of the union of the cycles are both
determined by its A-spectra. Then (d) and (e) hold.
(f) Let G be Aα-cospectral with kK2
⋃
(n− 2k)K1. Let U be a component of G which is not
an isolate vertex. We claim that U ∼= K2. If not, we have
λ1(Aα(G)) > 1 = λ1(Aα(kK2
⋃
(n− 2k)K1)).
Hence G ∼= sK2
⋃
tK1. It is easy to see that s = k and t = n− 2k. Thus, kK2
⋃
(n − 2k)K1 is
determined by its Aα-spectrum.
(g) Let G be Aα-cospectral with kK2
⋃
(n− 2k)K1. By Theorem 2.1 (II) we deduce that G
has at least n− 2k vertices with degree n− 1. Let n− 1 = · · · = n− 1 ≥ d1 ≥ d2 ≥ · · · ≥ d2k be
the degree sequence of G. By Theorem 2.1 (II) and (IV), we have
(n− 2k)(n− 1) +
2k∑
i=1
di = (n− 2k)(n− 1) + 2k(n− 2)
and
(n− 2k)(n− 1)2 +
2k∑
i=1
d2i = (n− 2k)(n− 1)
2 + 2k(n− 2)2.
Then
∑2k
i=1 di = 2k(n− 2) and
∑2k
i=1 d
2
i = 2k(n− 2)
2. According to Cauchy-Schwarz inequality,
it follows that
2k∑
i=1
d2i ≥
(
∑2k
i=1 di)
2
2k
=
(2k(n− 2))2
2k
= 2k(n− 2)2.
Hence d1 = · · · = d2k = n − 2. Thus G ∼= kK2
⋃
(n − 2k)K1, since G has n − 2k vertices with
degree n− 1 and 2k vertices with degree n− 2. This completes the proof. ✷
Remark 2.3 The star K1,n−1 is not determined by its Aα-spectrum if α = 0. For example,
both the star K1,4 and C4 ∪K1 have the same A0-spectrum: 2, 0, 0, 0,−2.
In [6], Doob and Haemers showed that the complement of the path is determined by its
A-spectra. In the following, we prove that the complement of the path is also determined by its
Aα spectrum when 0 < α < 1. Before proceeding, we need the following two lemmas.
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Lemma 2.4 Let G = Cn1 ∪ Cn2 ∪H and G
′ = Cn1+n2 ∪H where H is a graph of order n −
n1 − n2. Then we have λ1(Aα(G)) = λ1(Aα(G
′)).
Proof. We first show that λ1(Aα(G
′)) ≥ λ1(Aα(G)). Let X be the Perron vector of Aα(G).
Suppose that Cn1 = u1u2 . . . un1u1 and Cn2 = v1v2 . . . vn2v1. Clearly, Cn1 ∪Cn2 − v1v2− u1u2+
u1v1 + u2v2 is a cycle of order n1 + n2. It is easy to see that xu1 = xu2 and xv1 = xv2 . Hence
λ1(Aα(G
′))− λ1(Aα(G)) ≥ 2(1− α)(xv1xv2 + xu1xu2 − xu1xv1 − xu2xv2)
= 2(1− α)(xu1 − xv1)
2
≥ 0.
Then λ1(Aα(G
′)) ≥ λ1(Aα(G)).
On the other hand, we assume that X is the Perron vector of Aα(G
′) and let Cn1+n2 =
v1v2 . . . vn1+n2v1. Note that
Cn1+n2 + v1vn1 + vn1+1vn1+n2 − v1vn1+n2 − vn1vn1+1
∼= Cn1 ∪Cn2 .
Moreover, since xvi = xvj for any 1 ≤ i, j ≤ n1 + n2, we have
λ1(Aα(G)) − λ1(Aα(G
′)) ≥ 2(1− α)(xv1xvn1+n2 + xvn1xvn1+1 − xv1xvn1 − xvn1+1xvn1+n2 )
= 0.
It implies that λ1(Aα(G)) ≥ λ1(Aα(G
′)). This completes the proof. ✷
Lemma 2.5 Let G = Pk ∪ Cn−k with 2 ≤ k ≤ n− 3. Then
(a) λ1(Aα(Pn)) > λ1(Aα(G)), if k is even;
(b) λ1(Aα(Pn)) < λ1(Aα(G)), if k is odd.
Proof. (a) If k is even, then we take k = 2s. Assume that Pk = v1v2 . . . v2s and Cn−k =
u1 . . . un−ku1. Let X be the Perron vector of Aα(G). Note that
Pk ∪ Cn−k + vsu1 + vs+1u2 − vsvs+1 − u1u2 ∼= Pn.
By symmetry, we have xvs = xvs+1 and xu1 = xu2 , then
λ1(Aα(Pn))− λ1(Aα(G)) ≥ 2(1− α)(xvsxvs+1 + xu1xu2 − xu1xvs − xu2xvs+1)
= 2(1− α)(x2vs + x
2
u1 − 2xu1xvs)
= 2(1− α)(xvs − xu1)
2
≥ 0.
Furthermore, if xvs = xu1 , then it is easy to see that xvs−1 = xu1 by eigenequations. By this
way, we deduce that xv1 = · · · = xvs = xu1 , a contradiction. This implies that λ1(Aα(Pn)) >
λ1(Aα(G)).
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(b) If k is odd, then we take k = 2s+1. Let Pn = v1v2 . . . vn. Let X be the Perron vector of
Aα(Pn). Clearly, xvi = xvn+1−i for all 1 ≤ i ≤ n. Since
Pn − vsvs+1 − vn−s−1vn−s + vsvn−s + vs+1vn−s−1 ∼= Pk ∪ Cn−k,
we have
λ1(Aα(G))− λ1(Aα(Pn)) ≥ 2(1− α)(xvsxvs+1 + xvn−sxn−s−1 − xvs+1xvn−s−1 − xvsxvn−s)
= 2(1− α)(xvs+1 − xvn−s)(xvs − xvn−s−1)
= 0 (since xvs+1 = xvn−s).
We can also confirm that X is not an eigenvector of λ1(Aα(G)) by using the similar method to
the case when k is even. Thus, λ1(Aα(G)) > λ1(Aα(Pn)). ✷
Theorem 2.6 The complement of the path Pn is determined by its Aα-spectrum for 0 ≤ α < 1.
Proof. Recall [6, Theorem 1] that the complement of the path Pn is determined by its A-
spectrum. So, it is sufficient to show that the theorem holds for 0 < α < 1. Consider an integer
programming: 

min
∑n
i=1 a
2
i
ai ≤ n− 1∑n
i=1 ai = (n− 2)(n− 1).
We claim that (n−2, n−2, n−3, . . . , n−3) is the unique optimal solution. If ai = n−1 for some
i ∈ [n], then there exists aj ≤ n− 3 for some j ∈ [n]. However, (ai − 1)
2 + (aj + 1)
2 < a2i + a
2
j ,
a contradiction. If ai ≤ n − 4 for some i ∈ [n], then there exists aj ≥ n − 2 for some j ∈ [n].
Similarly, (ai − 1)
2 + (aj + 1)
2 < a2i + a
2
j , a contradiction. This implies that ai is equal to either
n− 2 or n− 3. Thus, the claim holds.
Let G be Aα-cospectral with Pn. According to Theorem 2.1 (II), (III) and the integer
programming, it follows that the degree sequence of G is (n− 2, n− 2, n− 3, . . . , n− 3). Hence
G ∼= Pk ∪Cn−k. If k 6= n, then by Lemmas 2.4 and 2.5, we have either λ1(Aα(G)) > λ1(Aα(Pn))
or λ1(Aα(G)) < λ1(Aα(Pn)), a contradiction. Therefore, G ∼= Pn. This completes the proof. ✷
3 Graphs determined by their Aα-spectra with α ∈
(
1
2 , 1
)
3.1 The A
α
-characteristic polynomial of a join
The join of two disjoint graphs G and H , denoted by G∨H , is the graph obtained by joining each
vertex of G to each vertex of H . In this subsection, we give the Aα-characteristic polynomial of
a join. Before proceeding, we give the definition of coronal of a matrix.
The M -coronal of an n× n square matrix M , denoted by ΓM (x), is defined [2, 17] to be the
sum of the entries of the matrix (xIn −M)
−1, that is,
ΓM (x) = 1
T
n (xIn −M)
−11n,
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where 1n denotes the column vector of size n with all the entries equal to one, and 1
T
n means
the transpose of 1n.
The following result is obtained by modifying [12, Theorem 2.1].
Lemma 3.1 Let Gi be an arbitrary graph on ni vertices for i = 1, 2. Then
PAα(G1∨G2)(x) = PAα(G1)(x−αn2)PAα(G2)(x−αn1)
(
1− (1− α)2ΓAα(G1)(x− αn2)ΓAα(G2)(x− αn1)
)
.
Proof. Note that Aα(G1 ∨G2) can be written as
Aα(G1 ∨G2) =

αn2In1 +Aα(G1) (1− α)Jn1×n2
(1− α)Jn2×n1 αn1In2 +Aα(G2)

 ,
where Js×t denotes the s× t matrix with all entries equal to one. Then
PAα(G1∨G2)(x) = det

(x− αn2)In1 −Aα(G1) −(1− α)Jn1×n2
−(1− α)Jn2×n1 (x− αn1)In2 −Aα(G2)


= det((x − αn2)In1 −Aα(G1)) · det (S)
= PAα(G1)(x − αn2) · det(S),
where
S = (x− αn1)In2 −Aα(G2)− (1 − α)
2Jn2×n1((x − αn2)In1 −Aα(G1))
−1Jn1×n2
= (x− αn1)In2 −Aα(G2)− (1 − α)
2ΓAα(G1)(x− αn2)Jn2×n2
is the Schur complement [24] of (x−αn2)In1 −Aα(G1). Note that Jn2×n2 = 1n21
T
n2 , whose rank
is equal to 1. Then the result follows from
det(S) = PAα(G2)(x− αn1) ·
(
1− (1 − α)2ΓAα(G1)(x− αn2) · 1
T
n2 ((x− αn1)In2 −Aα(G2))
−1
1n2
)
= PAα(G2)(x− αn1) ·
(
1− (1− α)2ΓAα(G1)(x− αn2)ΓAα(G2)(x− αn1)
)
.
Here in the penultimate step we used the Sherman-Morrison formula for the determinant. ✷
Up until now, a lot of A-, L- or Q-cospectal graphs are constructed by graphs operations (see
[2, 3, 12, 15, 16, 17, 25, 27] for example). Here, by Theorem 3.1, we construct infinitely many
pairs of Aα-cospectral graphs, as stated in the following corollary (Note that, by setting α = 0
or 1/2, we also obtain infinitely many pairs of A- or Q-cospectral graphs).
Corollary 3.2 (a) If G is an arbitrary graph, and H1 and H2 are Aα-cospectral graphs with
ΓAα(H1)(x) = ΓAα(H2)(x), then G ∨H1 and G ∨H2 are Aα-cospectral.
(b) If G1 and G2 are Aα-cospectral graphs with ΓAα(G1)(x) = ΓAα(G2)(x), and H1 and H2
are Aα-cospectral graphs with ΓAα(H1)(x) = ΓAα(H2)(x), then G1 ∨ H1 and G2 ∨ H2 are
Aα-cospectral.
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Example 3.3 By Theorem 2.1 (I) and (III), we know that Aα-cospectral regular graphs H1 and
H2 must satisfy ΓAα(H1)(x) = ΓAα(H1)(x) (see [4, Fig. 2] for a pair of Aα-cospectral regular
graphs). Then, by Corollary 3.2 (a), we obtain that G∨H1 and G∨H2 are Aα-cospectral, where
G is an arbitrary graph. By Corollary 3.2 (b), H1 ∨H1 ∨ · · · ∨H1︸ ︷︷ ︸
i
and H2 ∨H2 ∨ · · · ∨H2︸ ︷︷ ︸
i
for
i = 1, 2, 3, . . . are also Aα-cospectral.
It is known [2, Proposition 2] that, if M is an n × n matrix with each row sum equal to a
constant t, then
ΓM (x) =
n
x− t
. (1)
Let Gi be an ri-regular graph on ni vertices for i = 1, 2. Note that each row sum of Aα(Gi) is
equal to ri. Then, by (1), we have
ΓAα(G1)(x− αn2) =
n1
x− αn2 − r1
, (2)
ΓAα(G2)(x− αn1) =
n2
x− αn1 − r2
. (3)
Substituting (2) and (3) into Lemma 3.1, we have the following corollary immediately.
Corollary 3.4 Let Gi be an ri-regular graph on ni vertices for i = 1, 2. Then
PAα(G1∨G2)(x) =
PAα(G1)(x − αn2)PAα(G2)(x− αn1)
(x− αn2 − r1)(x − αn1 − r2)
f(x),
where f(x) = (x− αn2 − r1)(x− αn1 − r2)− n1n2.
3.2 The join of a complete graph and a regular graph
Up until now, a lot of joins have been proved to be A-, L-, or Q-DS graphs (see [5, 7, 10, 11, 12,
15, 25, 27] for example). In this subsection, we prove that any join of a complete graph and a
regular graph is determined by the Aα-spectrum with
1
2 < α < 1.
In [9], Lin, Xue and Shu gave the following result.
Lemma 3.5 ([9], Theorem 1.2) Let G be a graph with n vertices and 1/2 < α < 1. Then
λk(Aα(G)) = αn− 1 for k ≥ 2 if and only if G has k vertices of degree n− 1.
Lemma 3.6 Let G be an r-regular graph on n vertices and G is determined by its Aα-spectrum.
Let H be a graph Aα-cospectral with G ∨Km. If d1(H) = d2(H) = · · · = dm(H) = n +m − 1,
then H ∼= G ∨Km.
Proof. The following equations follow from the fact that Aα-cospectral graphs have the same
sum of vertex degrees and the same sum of square of vertex degrees (see Theorem 2.1 (II) and
(V)):
m+n∑
i=1
di(H) = m(n+m− 1) + n(r +m), (4)
m+n∑
i=1
di(H)
2 = m(n+m− 1)2 + n(r +m)2. (5)
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Plugging d1(H) = d2(H) = · · · = dm(H) = n+m− 1 into Equations (6) and (7), we have
m+n∑
i=m+1
di(H) = n(r +m),
m+n∑
i=m+1
di(H)
2 = n(r +m)2.
Then
m+n∑
i=m+1
(di(H)− r −m)
2 =
m+n∑
i=m+1
di(H)
2 − 2(r +m)
m+n∑
i=m+1
di(H) +
m+n∑
i=m+1
(r +m)2 = 0.
This implies that dm+1(H) = dm+2(H) = · · · = dm+n(H) = r +m. Then H ∼= G1 ∨Km, where
G1 is an r-regular graph. Corollary 3.4 implies that G and G1 are Aα-cospectral graph. Thus,
H ∼= G ∨Km comes from the assumption that G is determined by its Aα-spectrum. ✷
Theorem 3.7 Let G be an r-regular graph on n vertices for 0 ≤ r ≤ n−1. If 1/2 < α < 1, then
G is determined by its Aα-spectrum if and only if G∨Km is also determined by its Aα-spectrum.
Proof. If G is determined by its Aα-spectrum, assume that H be Aα-cospectral with G ∨Km.
Then Lemma 3.5 implies that d1(H) = d2(H) = · · · = dm(H) = m+ n− 1. By Lemmas 3.6, we
have H ∼= G ∨Km.
Conversely, if G ∨ Km is determined by its Aα-spectrum, assume that G1 is Aα-cospectral
with G. By Theorem 2.1 (III), G1 is an r-regular graph. Then, by Corollary 3.4, we have
PKm∨G(x) = PKm∨G1(x), and then Km ∨ G
∼= Km ∨ G1 by the assumption that G ∨ Km is
determined by its Aα-spectrum. Thus, it follows that G ∼= G1.
This completes the proof. ✷
In Theorem 3.7, we proved that if an r-regular G is determined by its Aα-spectrum for
1/2 < α < 1, then G ∨ Km is also determined by its Aα-spectrum for 1/2 < α < 1. This
can help us to find more graphs determined by their Aα-spectra provided that we have found
enough many regular graphs determined by their Aα-spectra. Next, we give many regular graphs
determined by their Aα-spectra.
Proposition 3.8 Let G be an r-regular graph determined by its A-spectrum (respectively, L-
spectrum, Q-spectrum). Then G is determined by its Aα-spectrum.
Proof. Suppose that H and G are Aα-cospectral graphs. Then, by Theorem 2.1 (III), H is an
r-regular graph. Note that the Aα-spectrum of H is αr+(1−α)λi(G), where λi(G) are adjacency
eigenvalues of G. Then H and G are A-cospectral. Therefore, H and G are isomorphic since G
is determined by its A-spectrum.
Similarly, we can verify that the result is also valid if G is an r-regular graph determined by
its L-spectrum or Q-spectrum, respectively. ✷
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Remark 3.9 By Proposition 3.8, we can obtain many regular graphs determined by their Aα-
spectra, since a lot of regular graphs have been proven to be determined by their A-spectra
(respectively, L-spectra, Q-spectra) (see [4, Sections 5, 6 and 7]). Then, by Theorem 3.7, we can
construct lots of joins determined by their Aα-spectra (see Corollaries 3.10–3.13 for example).
Note [3, Section 6.2] that any r-regular graph on n vertices for r = 0, 1, 2, n− 3, n− 2, n− 1
is determined by its A-spectrum. Proposition 3.8 implies that such an r-regular graph is also
determined by its Aα-spectrum. Then, by Theorem 3.7, we have the following result immediately.
Corollary 3.10 Let G be an r-regular graph on n vertices for r = 0, 1, 2, n − 3, n − 2, n − 1.
Then the join G ∨Km is determined by its Aα-spectra for
1
2 < α < 1.
If G is the disjoint union of K1, then Corollary 3.10 implies the following result immediately.
Corollary 3.11 The complete split graph is determined by its Aα-spectra for
1
2 < α < 1.
Similarly, by setting G be the disjoint union of K2 and Km = K1 in Corollary 3.10, we have
the following result immediately.
Corollary 3.12 The friendship graph is determined by its Aα-spectra for
1
2 < α < 1.
At last, by setting G ∼= Cn and Km = K1, Corollary 3.10 leads to the following result.
Corollary 3.13 The wheel graph is determined by its Aα-spectra for
1
2 < α < 1.
3.3 The join of a complete graph and an irregular graph
In this section, we first show Km ∨ Pn is determined by its Aα-spectra for
1
2 < α < 1.
Theorem 3.14 Let m,n ≥ 1. Then Km ∨ Pn is determined by its Aα-spectra for
1
2 < α < 1.
Proof. Let G be Aα-cospectral with Km ∨ Pn. Then by Lemma 3.5, we know that G has m
vertices with degree m+ n− 1. So we assume that G ∼= Km ∨H with |V (H)| = n. Suppose that
d1(G) = d2(G) = · · · = dm(G) = n +m − 1. The following equations follow from the fact that
Aα-cospectral graphs have the same sum of vertex degrees and the same sum of square of vertex
degrees (see Theorem 2.1 (II) and (V)):
m+n∑
i=1
di(G) = m(n+m− 1) + 2(m+ 1) + (n− 2)(m+ 2), (6)
m+n∑
i=1
di(G)
2 = m(n+m− 1)2 + 2(m+ 1)2 + (n− 2)(m+ 2)2. (7)
Note that di(G) = di(H) +m for i = m + 1, . . . , n +m, and plugging d1(H) = d2(H) = · · · =
dm(H) = n+m− 1 into Equations (6) and (7), we have
m+n∑
i=m+1
di(H) = 2n− 2, (8)
m+n∑
i=m+1
di(H)
2 = 4n− 6. (9)
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Then (9)− 4× (8), we have
m+n∑
i=m+1
(di(H)− 2)
2 = 2. (10)
Combining Equations (8) and (10), we have that H is a path, or H is the disjoint union of
cycles and a path. Suppose that H is the disjoint union of cycles and a path. In the following,
we will prove that
λ1(Aα(Km ∨H)) > λ1(Aα(Km ∨ Pn)), (11)
which contradicts our assumption that Km∨H and Km∨Pn are Aα-cospectral. Thus, H is just
a path, which implies that Km ∨ Pn is determined by its Aα-spectra for
1
2 < α < 1.
Now, we prove (11). First, consider the following claim.
Claim 1. Let H ′ = Cn1 ∪ Cn2 ∪ H1 and H
′′ = Cn1+n2 ∪ H1, where H1 is a graph of order
n− n1 − n2. Then
λ1(Aα(Km ∨H
′)) = λ1(Aα(Km ∨H
′′)).
Proof of Claim 1. The proof is similar to that of Lemma 2.4, and hence we omit the detail.
Without loss of generality, by Claim 1, we assume that H = Ck ∪ Pn−k with 3 ≤ k ≤ n− 1.
Claim 2. Let H = Ck ∪ Pn−k with 3 ≤ k ≤ n− 1. Then
λ1(Aα(Km ∨H)) > λ1(Aα(Km ∨ Pn)).
Proof of Claim 2. Let X be the Perron vector of Km ∨Pn and Pn = {v1, . . . , vn}. By symmetry,
assume that X = (x, . . . , x, x1, . . . , xn)
t with xi = xn−i+1. Note that


λx1 = α(m+ 1)x1 + (1− α)x2 + (1− α)mx,
λx2 = α(m+ 2)x2 + (1− α)x1 + (1− α)x3 + (1− α)mx,
λx3 = α(m+ 2)x3 + (1− α)x2 + (1− α)x4 + (1− α)mx,
...
λx⌊n
2
⌋−1 = α(m+ 2)x⌊n
2
⌋−1 + (1 − α)x⌊n
2
⌋−2 + (1− α)x⌊ n
2
⌋ + (1− α)mx.
Then

λ1(x2 − x1) = α(m+ 2)(x2 − x1) + x1 + (1− α)(x3 − x2),
λ1(xi+1 − xi) = α(m+ 2)(xi+1 − xi)
+(1− α)(xi − xi−1) + (1− α)(xi+2 − xi+1) for 2 ≤ i ≤ ⌊
n
2 ⌋ − 1.
(12)
By [18, Corollary 12], we have
λ1(Aα(Km ∨ Pn)) > α∆ = α(m+ n− 1) > α(m+ 2) + (1 − α)
n
2
. (13)
By (12), we have
(
λ1 − α(m+ 1) + (1− α)
)
(x2 − x1) = αx2 + (1 − α)x3 > 0.
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This implies that x2 > x1.
Now we are ready to prove the Claim 2. Consider the following two cases.
Case 1. k ≤ n− 2.
Choose two vertices vi and vi+k such that

|d(vi, vn+1
2
)− d(vi+k, vn+1
2
)| ≤ 1, if n is odd,
|d(vi, vn
2
)− d(vi+k, vn
2
+1)| ≤ 1, if n is even,
where d(vi, vj) denotes the distance between vi and vj . It is easy to see that
Km ∨H = Km ∨ Pn − vi−1vi − vi+kvi+k+1 + vi−1vi+k+1 + vivi+k.
Then
λ1(Aα(Km ∨H))− λ1(Aα(Km ∨ Pn))
≥ 2(1− α)(xi−1xi+k+1 + xixi+k − xi−1xi − xi+kxi+k+1)
= 2(1− α)(xi+k − xi−1)(xi − xi+k+1).
Suppose that n is odd. Then k = 2(n+12 −i)−1, 2(
n+1
2 −i) or 2(
n+1
2 −i)+1. If k = 2(
n+1
2 −i),
then xi = xi+k and xi−1 = xi+k+1, thus
λ1(Aα(Km ∨H))− λ1(Aα(Km ∨ Pn))
≥ 2(1− α)(xi+k − xi−1)
2
≥ 0.
Otherwise,
λ1(Aα(Km ∨H))− λ1(Aα(Km ∨ Pn))
≥ 2(1− α)(xi+k − xi−1)(xi − xi+k+1)
= 0
since xi = xi+k+1 when k = 2(
n+1
2 − i)− 1 and xi−1 = xi+k when k = 2(
n+1
2 − i) + 1.
Suppose that n is even. The discussion is completely similar to the case when n is odd. Thus,
we conclude that
λ1(Aα(Km ∨H)) ≥ λ1(Aα(Km ∨ Pn)).
Suppose that λ1(Aα(Km ∨ H)) = λ1(Aα(Km ∨ Pn)). Then, X is also the Perron vector of
Aα(Km ∨ H) and xi = xi+1 = · · · = xi+k by symmetry (Recall that H = Ck ∪ Pn−k with
3 ≤ k ≤ n− 1). Since k ≥ 3, by (12), we obtain that
(1− α)(xi − xi−1) = [λ1 − α(m+ 2)](xi+1 − xi)− (1 − α)(xi+2 − xi+1) = 0,
(1− α)(xi−1 − xi−2) = [λ1 − α(m+ 2)](xi − xi−1)− (1 − α)(xi+1 − xi) = 0,
...
(1 − α)(x2 − x1) = [λ1 − α(m+ 2)](x3 − x2)− (1− α)(x4 − x3) = 0,
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i.e., x1 = x2 = · · · = xi−1 = xi, which contradicts to x2 > x1. Thus,
λ1(Aα(Km ∨H)) > λ1(Aα(Km ∨ Pn)).
Case 2. k = n− 1.
Note that Km ∨H = Km ∨ Pn − v1v2 + v2vn. Then
λ1(Aα(Km ∨H))− λ1(Aα(Km ∨ Pn))
≥ 2(1− α)(x2xn − x1x2) + α(x
2
n − x
2
1)
= 0.
Suppose that λ1(Aα(Km ∨ H)) = λ1(Aα(Km ∨ Pn)). Then, X is also the Perron vector of
Aα(Km ∨H) and x2 = x3 = · · · = xn by symmetry. By (3.12), we obtain that
(1− α)(x2 − x1) = [λ1 − α(m+ 2)](x3 − x2)− (1− α)(x4 − x3) = 0,
which contradicts to x2 > x1. Thus
λ1(Aα(Km ∨H)) > λ1(Aα(Km ∨ Pn)).
This completes the proof of Claim 2.
Therefore, by Claims 1 and 2, we conclude that (11) is valid. This leads to that Km ∨ Pn
is determined by its Aα-spectra. ✷
Remark 3.15 Very recently, for sufficiently large n, Tait and Tobin [22] showed that K2∨Pn−2
and K1 ∨ Pn−1 attain the maximal spectral radius among all planar graphs and outerplanar
graphs, respectively. As a corollary of Theorem 3.14, these two graphs are determined by their
Aα-spectrum for 1/2 < α < 1.
4 Concluding remarks
In Section 3, we prove that the join of some graphs G and Km are determined by their Aα-
spectra for 1/2 < α < 1 provided that G is determined by its Aα-spectrum for 1/2 < α < 1. In
particular, if G is an r-regular graph, then G is determined by its Aα-spectrum if and only if
G ∨Km is determined by its Aα-spectrum for 1/2 < α < 1. Motivated by these results, we pose
the following problems:
Problem 4.1 Characterizing more graphs G determined by their Aα-spectra such that G ∨Km
are also determined by their Aα-spectra for α ∈ (1/2, 1).
Problem 4.2 Let G be an r-regular graph determined by its Aα-spectrum. Finding more graphs
H such that G ∨H are determined by its Aα-spectrum for α ∈ (1/2, 1).
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We would also like to propose the following problem which could be regarded as an impetus
to sloving Problem 4.2. Note that Corollaries 3.11, 3.12 and 3.13 are also the motivation why
we pose the following problem.
Problem 4.3 Let G be an r-regular graph determined by its Aα-spectrum. Is G ∨ (nK1) deter-
mined by its Aα-spectrum for α ∈ (1/2, 1)?
Problems 4.1, 4.2 and 4.3 are investigated under the condition α ∈ (1/2, 1). So, it is natural
to study them under the condition α ∈ (0, 1/2).
Problem 4.4 Investigating Problems 4.1, 4.2 and 4.3 under the condition α ∈ (0, 1/2).
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