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a b s t r a c t
The present work is devoted to the studying of a boundary-value problemwith Neumann’s
condition for three-dimensional elliptic equationwith singular coefficients. Themain result
is a proof of the unique solvability of the problem considered. An energy integral method
and a Green’s function method were used as the main tools in the proof of the main result.
The unique solution is found in an explicit form, which contains Appel’s hypergeometric
functions.
© 2010 Elsevier Ltd. All rights reserved.
1. Introduction
The theory of equations with singular coefficients is one of the rapidly developing parts of the modern theory of partial
differential equations, which has many applications in aerodynamics and gas dynamics [1] and irrigation problems [2].
For a detailed bibliography and description of the main boundary problems for degenerate equations of various types –
in particular, for elliptic equations with singular coefficients – we refer the readers to the monographs by Bitsadze [3],
Gilbert [4], Smyrnov [5], and Salakhitdinov [6].
Known fundamental solutions for singular partial differential equations contain hypergeometric functions [7,8] and
therefore further investigations depend on the properties of appropriate hypergeometric functions [9]. For instance,
fundamental solutions for the equation
Hα,β,γ (u) = uxx + uyy + uzz + 2αx ux +
2β
y
uy + 2γz uz = 0 (1)
were found in [10], based on results of Srivastava and Hasanov [11]. In Eq. (1), α, β, γ are supposed to be constants
such as 0 < 2α, 2β, 2γ < 1. In the present work, one of the fundamental solutions found will be used for solving the
Dirichlet–Neumann problem for Eq. (1).
Omitting a huge amount of papers on studying local and non-local problems for elliptic equation with singular
coefficients, we note some works which are close to the present work. For many-dimensional elliptic equations with one
singular coefficient, there were dedicated works by Agostinelli [12], Olevsky [13]. In the paper [14], fundamental solutions
for biaxially symmetric Helmholtz equations are constructed, and in [15], the unique solvability of the Dirichlet–Neumann
problem for the aforementioned equation is proved. In the work by Urinov [16], fundamental solutions for a class of many-
dimensional degenerate elliptic equations with spectral parameters, containing Kummer’s hypergeometric functions [17],
were constructed.
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Note also that many authors, such as Altyn [18], Fryant [19], Gilbert [4], Henrici [20], Kumar [21], McCoy [22],
Weinacht [23], and Radzhabov [24], investigated axially symmetric potentials using complex analytic methods.
2. Formulation of the problem and the uniqueness theorem
LetΩ ⊂ R+3 be a domain, bounded by planes
Ω1 = {(x, y, z) : x = 0, 0 < y < b, 0 < z < c} , Ω2 = {(x, y, z) : y = 0, 0 < x < a, 0 < z < c} ,
Ω3 = {(x, y, z) : z = 0, 0 < x < a, 0 < y < b}
and by a surfaceΩ4, which intersects the domainsΩi
(
i = 1, 3). Lines of intersection are designated as Γ1 = Ω4∩Ω1,Γ2 =
Ω4 ∩Ω2,Γ3 = Ω4 ∩Ω3, respectively. Here a, b, c = const > 0.
Problem N–D. Find a regular solution u(x, y, z) of Eq. (1) satisfying the conditions
u(x, y, z)|x=0 = τ1(y, z), (y, z) ∈ Ω1, (2)
y2βuy(x, y, z)|y=0 = ν2(x, z), (x, z) ∈ Ω2, (3)
z2γ uz(x, y, z)|z=0 = ν3(x, y), (x, y) ∈ Ω3, (4)
u(x, y, z) = ϕ(x, y, z), (x, y, z) ∈ Ω4, (5)
where τ1(y, z), ν2(x, z), ν3(x, y), ϕ(x, y, z) are given smooth enough functions, and, moreover, ν2(x, z); ν3(x, y) can reduce
to an infinity of order less than 1− 2β; 1− 2γ on the boundaries ofΩ2;Ω3, respectively.
Consider the identity
x2αy2βz2γ
[
uHα,β,γ (w)− wHα,β,γ (u)
] = (x2αy2βz2γ (uwx − wux))x + (x2αy2βz2γ (uwy − wuy))y
+ (x2αy2βz2γ (uwz − wuz))z .
Integrating both sides of this identity along the domainΩε and using the Gauss–Ostrogradsky formula [25], we obtain∫∫∫
Ωε
x2αy2βz2γ
[
uHα,β,γ (w)− wHα,β,γ (u)
]
dxdydz
=
∫∫
∂Ωε
x2αy2βz2γ
[
(uwx − wux) cos(n, x)+ (uwy − wuy) cos(n, y)+ (uwz − wuz) cos(n, z)
]
dS. (6)
Here Ωε is a sub-domain of Ω at distance ε from its boundary ∂Ω = Ω1 ∪ Ω2 ∪ Ω3 ∪ Ω4, and cos(n, x)dS =
dydz, cos (n, y) dS = dxdz, cos (n, z) dS = dxdy, n is the outer normal to ∂Ω . One can easily check that the following
equality holds:∫∫∫
Ωε
x2αy2βz2γ uHα,β,γ (u)dxdydz =
∫∫∫
Ωε
x2αy2βz2γ
[
u2x + u2y + u2z
]
dxdydz
+
∫∫∫
Ωε
[(
x2αy2βz2γ uux
)
x +
(
x2αy2βz2γ uuy
)
y +
(
x2αy2βz2γ uuz
)
z
]
dxdydz.
An application of the Gauss–Ostrogradsky formula [25] to this equality after ε→ 0 gives∫∫∫
Ω
x2αy2βz2γ
[
u2x + u2y + u2z
]
dxdydz =
∫∫
Ω1
y2βz2γ τ1ν1dydz
+
∫∫
Ω2
x2αz2γ uν2dxdz +
∫∫
Ω3
x2αy2βuν3dxdy−
∫∫
Ω4
x2αy2βz2γϕ
∂u
∂n
dS, (7)
where x2αux(x, y, z)|x=0 = ν1(y, z), (y, z) ∈ Ω1.
If we consider the homogeneous problem N–D, then from (7) one can get that∫∫∫
Ω
x2αy2βz2γ
[
u2x + u2y + u2z
]
dxdydz = 0.
Hence, it follows that u(x, y, z) = 0 inΩ . Therefore the following uniqueness theorem holds:
Theorem 1. If the problem N–D has a solution, then it is unique.
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3. The existence of the solution
A Green’s function method will be used to prove the existence of the solution. With this aim suppose that a = b = c and
Ω4 is a 1/8 part of a sphere with radius R = a and origin at the point O(0, 0, 0).
Definition. As the Green’s function of the problem N–D for Eq. (1) we take a function G2 (x, y, z; x0, y0, z0), satisfying the
following conditions:
(1) this function is a regular solution of (1) in the domainΩ , except at the point (x0, y0, z0);
(2) it satisfies the boundary conditions
G2 (x, y, z; x0, y0, z0)|Ω4 = 0, G2 (x, y, z; x0, y0, z0)|x=0 = 0,
y2β
∂
∂y
G2 (x, y, z; x0, y0, z0)
∣∣∣∣
y=0
= 0, z2γ ∂
∂z
G2 (x, y, z; x0, y0, z0)
∣∣∣∣
z=0
= 0;
(3) it can be represented as
G2 (x, y, z; x0, y0, z0) = q2 (x, y, z; x0, y0, z0)+ q∗2 (x, y, z; x0, y0, z0) , (8)
where
q2 (x, y, z; x0, y0, z0) = k2
(
r2
)α−β−γ−3/2
(xx0)1−2α F (3)A (−α + β + γ + 3/2; 1− α, β, γ ; 2− 2α, 2β, 2γ ; ξ, η, ζ )
is a fundamental solution [10], and the function q∗2 (x, y, z; x0, y0, z0) = −
(
a
R0
)−2α+2β+2γ+3
q2 (x, y, z; x0, y0, z0) is a regular
solution of (1) in the domainΩ; here
ξ = r
2 − r21
r2
, η = r
2 − r22
r2
, ζ = r
2 − r23
r2
, r2 = (x− x0)2 + (y− y0)2 + (z − z0)2 ,
r21 = (x+ x0)2 + (y− y0)2 + (z − z0)2 , r22 = (x− x0)2 + (y+ y0)2 + (z − z0)2 ,
r23 = (x− x0)2 + (y− y0)2 + (z + z0)2 , x0 =
a2
R20
x0, y0 = a
2
R20
y0, z0 = a
2
R20
z0,
R20 = x20 + y20 + z20 , k2 =
1
2pi
Γ (1− α)Γ (β)Γ (γ )Γ (2− 2α + 2β + 2γ )
Γ (2− 2α)Γ (2β)Γ (2γ )Γ (1− α + β + γ ) ,
and F (3)A (a; b1, b2, b3; c1, c2, c3; x, y, z) is Lauricella’s hypergeometric function of three variables [17],Γ (·) is Euler’s Gamma
function [26].
Let us have (x0, y0, z0) ∈ Ω . Excise a small ball with its center at (x0, y0, z0) and with radius ρ from the domain Ω .
Denote the remaining part ofΩ asΩρ , and by Cρ designate the sphere of the excised ball. Applying formula (6), obtain∫∫
Cρ
x2αy2βz2γ
[
u
∂G2
∂n
− G2 ∂u
∂n
]
dS = −
∫∫
Ω1
y2βz2γ τ1 (y, z)G∗2 (0, y, z; x0, y0, z0) dydz
−
∫∫
Ω2
x2αz2γ ν2 (x, z)G2 (x, 0, z; x0, y0, z0) dxdz −
∫∫
Ω3
x2αy2βν3 (x, y)G2 (x, y, 0; x0, y0, z0) dxdy
−
∫∫
Ω4
x2αy2βz2γϕ (S)
∂G2 (x, y, z; x0, y0, z0)
∂n
dS, (9)
where G∗2 (0, y, z; x0, y0, z0) = x2α ∂G2(x,y,z;x0,y0,z0)∂x
∣∣∣
x=0
.
Considering (8) and
F (3)A (a; b1, b2, b3; c1, c2, c3; 0, y, z) = F2 (a; b2, b3; c2, c3; y, z) ,
F (3)A (a; b1, b2, b3; c1, c2, c3; x, 0, z) = F2 (a; b1, b3; c1, c3; x, z) ,
F (3)A (a; b1, b2, b3; c1, c2, c3; x, y, 0) = F2 (a; b1, b2; c1, c2; x, y) ,
find
G∗2 (0, y, z; x0, y0, z0) = k2(1− 2α)x1−2α0
F2
(
−α + β + γ + 32 ;β, γ ; 2β, 2γ ; η(x)01 , ζ (x)01
)
[
x20 + (y− y0)2 + (z − z0)2
]−α+β+γ+ 32
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−
(
a2
R20
)1−2α F2 (−α + β + γ + 32 ;β, γ ; 2β, 2γ ; η(x)02 , ζ (x)02 )[(
a− yy0a
)2 + (a− zz0a )2 + x20+z20a2 y2 + x20+y20a2 z2 − a2]−α+β+γ+
3
2
 ,
G2 (x, 0, z; x0, y0, z0) = k2 (xx0)1−2α
F2
(
−α + β + γ + 32 ; 1− α, γ ; 2− 2α, 2γ ; ξ (y)01 , ζ (y)01
)
[
(x− x0)2 + y20 + (z − z0)2
]−α+β+γ+ 32
−
(
a2
R20
)1−2α F2 (−α + β + γ + 32 ; 1− α, γ ; 2− 2α, 2γ ; ξ (y)02 , ζ (y)02 )[(
a− xx0a
)2 + (a− zz0a )2 + y20+z20a2 x2 + x20+y20a2 z2 − a2]−α+β+γ+
3
2
 , (10)
G2 (x, y, 0; x0, y0, z0) = k2 (xx0)1−2α
F2
(
−α + β + γ + 32 ; 1− α, β; 2− 2α, 2β; ξ (z)01 , η(z)01
)
[
(x− x0)2 + (y− y0)2 + z20
]−α+β+γ+ 32
−
(
a2
R20
)1−2α F2 (−α + β + γ + 32 ; 1− α, β; 2− 2α, 2β; ξ (z)02 , η(z)02 )[(
a− xx0a
)2 + (a− yy0a )2 + y20+z20a2 x2 + x20+z20a2 y2 − a2]−α+β+γ+
3
2
 ,
where
ξ
(y)
0i = ξi|y=0, ξ (z)0i = ξi|z=0, η(x)0i = ηi|x=0, η(z)0i = ηi|z=0, ζ (x)0i = ζi|x=0,
ζ
(y)
0i = ζi|y=0, ξi = σixx0, ηi = σiyy0, ζi = σizz0, (i = 1, 2) , σ1 = −
4
r2
,
σ2 = −4a
2
R20
1(
a− xx0a
)2 + (a− yy0a )2 + (a− zz0a )2 + y20+z20a2 x2 + x20+z20a2 y2 + x20+y20a2 z2 − 2a2 , (11)
and F2(a; b1, c1; b2, c2; x, y) =∑∞i,j=0 (a)i+j(b1)i(b2)j(c1)i(c2)j i!j! xiyj is Appel’s hypergeometric function [26].
Using the formula for differentiation [17]
∂ i+j+kF (3)A
∂xiyjzk
= (a)i+j+k (b1)i (b2)j (b3)k
(c1)i (c2)j (c3)k
F (3)A (a+ i+ j+ k, b1 + i, b2 + j, b3 + k; c1 + i, c2 + j, c3 + k; x, y, z)
and considering the adjacent relation [17]
b1
c1
xF (3)A (a+ 1; b1 + 1, b2, b3; c1 + 1, c2, c3; x, y, z)+
b2
c2
yF (3)A (a+ 1; b1, b2 + 1, b3; c1, c2 + 1, c3; x, y, z)
+ b3
c3
zF (3)A (a+ 1; b1, b2, b3 + 1; c1, c2, c3 + 1; x, y, z) = F (3)A (a+ 1; b1, b2, b3; c1, c2, c3; x, y, z)
− F (3)A (a; b1, b2, b3; c1, c2, c3; x, y, z) ,
obtain
∂
∂n
q2 (x, y, z; x0, y0, z0) = ∂
∂x
q2 · cos (n, x)+ ∂
∂y
q2 · cos (n, y)+ ∂
∂z
q2 · cos (n, z)
=
(
α − β − γ − 3
2
)
k2
(
r2
)−α+β+γ+ 32 (xx0)1−2α F (3)A
×
(
−α + β + γ + 5
2
; 1− α, β, γ ; 2− 2α, 2β, 2γ ; ξ, η, ζ
)
∂
∂n
[
ln r2
]
+ 2
(
α − β − γ − 3
2
)
k2
(
r2
)−α+β+γ+ 12 (xx0)1−2α
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×
[
x0F
(3)
A
(
−α + β + γ + 5
2
; 2− α, β, γ ; 3− 2α, 2β, 2γ ; ξ, η, ζ
)
dydz
dS
+ y0F (3)A
(
−α + β + γ + 5
2
; 1− α, β + 1, γ ; 2− 2α, 2β + 1, 2γ ; ξ, η, ζ
)
dxdz
dS
+ z0F (3)A
(
−α + β + γ + 5
2
; 1− α, β, γ + 1; 2− 2α, 2β, 2γ + 1; ξ, η, ζ
)
dxdy
dS
]
+ (1− 2α)k2
(
r2
)−α+β+γ+ 32 (xx0)1−2α F (3)A
×
(
−α + β + γ + 3
2
; 1− α, β, γ ; 2− 2α, 2β, 2γ ; ξ, η, ζ
)
dydz
dS
. (12)
The left part of the equality (9) can be divided into two parts:∫∫
Cρ
x2αy2βz2γ u
∂G2
∂n
dS =
∫∫
Cρ
x2αy2βz2γ u
∂q2 (x, y, z, x0, y0, z0)
∂n
dS
−
(
a
R0
)−2α+2β+2γ+3 ∫∫
Cρ
x2αy2βz2γ u
∂q2 (x, y, z, x0, y0, z0)
∂n
dS. (13)
Substitute (12) into (13) and pass to the spherical system of coordinates:
x = x0 + ρ sin θ cosϕ, y = y0 + ρ sin θ sinϕ, z = z0 + ρ cos θ, 0 < θ < pi, 0 < ϕ < 2pi, 0 < ρ <∞.
Further, using some formulas for Lauricella’s hypergeometric function such as the decomposition formula [11]
F (3)A (α;β1, β2, β3; γ1, γ2, γ3; x, y, z) =
∞∑
i,j,k=0
(α)i+j+k (β1)i+j (β2)i+k (β3)j+k
(γ1)i+j (γ2)i+k (γ3)j+k i!j!k!
xi+jyi+kz j+k
× F (α + i+ j, β1 + i+ j; γ1 + i+ j; x) F (α + i+ j+ k, β2 + i+ k; γ2 + i+ k; y)
× F (α + i+ j+ k, β3 + j+ k; γ3 + j+ k; z) ,
and the auto-transformation formula [26]
2F1(a, b; c; x) = (1− x)−b2F1
(
c − a, b; c; x
x− 1
)
,
and considering the properties of Gamma functions [26]
Γ (a+m) = Γ (a)(a)m; Γ (a+ 1/2) =
√
piΓ (2a)
22a−1Γ (a)
, Γ (1/2) = √pi,
after several evaluations we find a solution of the stated problem in the following form:
u (x0, y0, z0) = −
∫∫
Ω1
y2βz2γ τ1 (y, z)G∗2 (0, y, z; x0, y0, z0) dydz −
∫∫
Ω2
x2αz2γ ν2 (x, z)G2 (x, 0, z; x0, y0, z0) dxdz
−
∫∫
Ω3
x2αy2βν3 (x, y)G2 (x, y, 0; x0, y0, z0) dxdy−
∫∫
Ω4
x2αy2βz2γϕ (S)
∂G2 (x, y, z; x0, y0, z0)
∂n
dS, (14)
where G2 (0, y, z; x0, y0, z0) ,G2 (x, 0, z; x0, y0, z0) ,G2 (x, y, 0; x0, y0, z0) are defined by (10).
Thus the following theorem is proved:
Theorem 2. The solution of the problem N–D exists and is defined by formula (14).
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