This paper proposes a low power real-time packet scheduling scheme that reduces power consumption and network errors on wireless local area networks. The proposed scheme is based on the dynamic modulation scheme which can scale the number of bits per symbol when time slots are unused, and the reclaiming scheme which can switch the primary polling schedule when a specific station falls into a bad state. Built on top of the EDF scheduling policy, the proposed scheme enhances the power performance without violating the constraints of subsequent realtime streams. The simulation results show that the proposed scheme enhances success ratio and reduces power consumption.
Introduction
Battery-powered portable systems have been widely used in many applications such as mobile computing, wireless communications, information appliances, wearable computing as well as various industrial and military applications. As systems become more complex and incorporate more functionality, they become more power-hungry [1] . Thus, reducing energy consumption and, thus, extending battery lifespan have become a critical aspect of designing batterypowered systems. Low energy consumption is an increasingly important design requirement for digital systems, with impact on operating time, system cost, and the environment.
EDF (Earliest Deadline First) is known to be one of the most common scheduling policy for real-time message streams [2] . WLAN can also exploit EDF for message scheduling in various ways on the assumption that the communication pattern of data is fixed and known a priori. However, it is not clear how well these algorithms work for the wireless networks, since wireless channels are subject to unpredictable location-dependent and bursty errors, which make a realtime application fail to send or receive some of its real-time packets [3] .
To address these problems, this paper proposes an energy efficient fault-tolerant scheduling scheme based on the dynamic modulation scheme along with the reclaiming scheme which can switch the primary polling schedule when a specific station falls into a bad state or time slot is unused. The rest of this paper is organized as follows: After introducing some related works in Sect. 2, Sect. 3 explains backgrounds. Section 4 describes the proposed low power real-time scheduling scheme in detail, and Sect. 5 shows the results of performance evaluation. Finally, Sect. 6 summarizes and concludes this paper.
Related Works
PAMAS (Power Aware Multi-Access Protocol with Signalling for Ad Hoc Networks) is one of the earliest contention-based protocols which saves energy by attempting to avoid over-hearing among neighboring nodes. The Sensor MAC protocol, or S-MAC, is also in the contentionbased protocol category but achieves energy efficiency by making use of low-power radio mode. Contention-based T-MAC introduces an adaptive duty cycle by dynamically ending the active part of it [4] . This reduces the amount of energy wasted on idle listening. TRAMA (TRaffic-Adaptive Medium Access) protocol is introduced for energy-efficient collision-free channel access in wireless sensor networks [5] . It reduces energy consumption by allowing nodes to switch to a low-power idle state whenever they do not transmit or receive. TRAMA assumes that time is slotted and uses a distributed election scheme based on traffic information at each node to determine which node can transmit at a particular time slot.
Reducing power and energy dissipation has long been addressed by several research groups [6] - [8] . One common CPU energy management technique is DVS (Dynamic Voltage Scaling) which reduces the system energy consumption by reducing the CPU supply voltage and the clock frequency 
Backgrounds
WLAN divides its time axis into CFP (Contention Free Period) and CP (Contention Period), which are mapped into PCF (Point Coordination Function) and DCF (Distributed Coordination Function), respectively. To provide the deterministic access to each node during CFP, AP (Access Point) polls each node according to a predefined order, and only the polled node can transmit its frame. In the DCF interval, every node including AP contends the medium via the CSMA/CA protocol. The AP periodically initiates CFP by broadcasting a beacon frame that has the precedence in transmission via shorter IFS (InterFrame Space).
This paper exploits the contention-free TDMA style access policy as in [3] for the real-time guarantee. The network time is divided into a series of equally sized slots to eliminate the unpredictability stemmed from access contention. Then the allocation scheme assigns each slot to realtime streams so as to meet their time constraints. The slot is the basic unit of wireless data transmission. Therefore, a preemption occurs only at the slot boundary.
The traffic of sensory data is typically synchronous, consisting of message streams that are generated by their sources and delivered to their respective destinations continuously [2] . This paper follows the general real-time message model which has n streams, and each stream, R i , is represented by a tuple, (P i , D i , C i ), where P i is its period, D i is its deadline, and C i is the WCET (Worst Case Execution Time). The execution time of each task is usually less than its WCET, and the actual utilization at run time is usually lower than the worst case utilization. Each packet must be delivered to its destination within D i time unit from its generation or arrival at the source. Otherwise, the packet is considered to be lost. Generally, D i coincides with P i to make the transmission complete before the generation of the next message. A task set is called feasible if deadline of each task is satisfied at all times.
In our channel prediction scheme, the probing process is performed once per time slot. Channel predictor sends a short probing RTS packet to the designated receiver before the start of packet transmission. The receiving device responds by sending a CTS packet as an acknowledgement to the RTS. If the CTS packet is received intact, the state of the channel is assumed to be good. If the CTS is not received after a given timeout, the channel state is considered to be bad.
However, channel measurement and estimation also incur unnegligible overhead. The probing cost varies between channels, depending on the probing time and interference caused to other users. Let us denote ∆ as the overhead term originated from the network management such as polling/probing overhead, beacon packet broadcast, interframe space, and so on. As ∆ is fixed for a stream set, we can calculate per-slot overhead and merge it into C i .
Proposed Scheduling Scheme
The description of proposed off-line scheduling operation on AP is shown in Fig. 1 . An example schedule is shown in Fig. 2 . A typical EDF schedule assumes that tasks run at their WCETs as shown in Fig. 2(a) . Thus, the maximum number of bits per symbol, b * can be reduced by the utilization of streams, U = n i=1
. Each modulation scheme has a b min , which is equal to 2 for QAM (Quadrature Amplitude Modulation). The maximum modulation scaling factor, b max , is only bounded by implementation constraints. In our work, we choose b max equal to 8. If the number of bits per symbol can be lowered, the transmission time can be also stretched by X st = , 2). As shown in Fig. 2(b) , the number of bits per symbol, b * , can be lowered down to 4, given by b * = max(
C i P i for all t in the planning cycle t = t + L t while (t > t) if ((A t ≤ t) and (S t S t ))
, 2) = 4.
If AP cannot poll the stream because the channel between itself and the station has fallen to a bad state as shown in Fig. 2(c) :Bad, the existing poll is invalidated. For this situation, this paper proposes a scheme for an auxiliary schedule shown in Fig. 1 . The auxiliary schedule has a candidate stream in case a scheduled stream fails to send at the prescheduled time. Let us denote S t as the stream that AP will poll at time t. Also let us denote A t and L t as the arrival time and the laxity time of S t , respectively. Let's assume that S t is unreachable at time t during the actual runtime. If S t is swapped for another stream, M at t , t ≤ t + L t , then S t has one or more chances to be delivered within its deadline. Based on this observation, we can fill the initial auxiliary polling list, X t , as shown in Fig. 2(c) . The maximum size of the TDMA polling table is the hyperperiod, T h , of the all message periods.
At run-time, some task instances may complete earlier than their WCETs. So, there are more idle intervals as shown in Fig. 2(c) :Null. As a result, a node may have no pending message when it receives a poll, in which case it responds with a null frame containing no payload. How to utilize this unused slot is critical in achieving high network throughput. Figure 2(d) shows the result that the next stream is stretched to the current time according to the modulation scaling factor. Figure 2(e) shows the result that the unused slot is used by auxiliary stream and then scaled down to low power. Figure 2 (f) checks the network errors using the probing packet and then reclaims the slots to retransmit failed messages or swap slots at run-time. This scheme follows the procedure in Fig. 3 based on dynamic modulation scaling along with reclaiming scheme. The scheduler checks whether the next polling order is empty. If so, modulation scaling factor is calculated considering the number of next empty slots of polling table. In the result, the power consumption is reduced and the success ratio of real-time traffic is enhanced by reclaiming unused or bad state slots.
Performance Evaluation
The average time to transmit one bit is given by T bit = 1 b×R S , where b is the modulation level and R S is the symbol rate in number of symbols sent over the channel per second. We focus on QAM as it is both efficient and easy to implement. The energy consumed for transmitting one bit is given by
, [9] . Parameter C S and C E depend on the radio implementation, the wireless channel, the transmit distance, and the required error performance. Strictly speaking, they are also functions of b, but a weak one, and therefore we assume them to be constant (C S = 10 −7 , C E = 1.8 × 10 −8 J, R S = 1 MHz). This section measures the performance of the proposed scheduling scheme in terms of the energy consumption and the success ratio according to the PER (Packet Error Rate) Fig. 3 Description of on-line scheme on AP.
using the event simulator. The success ratio means the ratio of the number of successfully transmitted packets within their deadlines to the total number of generated packets. It is assumed that the execution time of each instance of a task is drawn from a random gaussian distribution. For the target stream sets, we fixed the length of a planning cycle to 24, and the number of streams to 3, and generated every possible 7256 stream sets whose utilization ranges from 0.2 to 1.0. Figure 4 plots the relative energy consumption ratio according to the utilization. NoDMS a and DMS e curves represent the results of Figs. 2(a) and (e). The larger the utilization through 0.2 to 0.5, the larger the gap. But, beyond the 50%, DMS e curve consumes more energy abruptly because transmission time can be extended by multiple of slot time, that is, the number of bits per symbol can be 8, 4, 3 or 2 to scale the average bits per symbol all over the hyperperiod. If the utilization is over 50%, it can not be scaled any more. Also, DMS e curve shows a different case that the initial number of bits per symbol is calculated adaptively by the equation of Fig. 3 without using the equation of Fig. 2 at the beginning of scaling. Simulation result shows that DMS e provides the best performance. Figure 5 plots the relative energy consumption ratio according to the PER when the utilization is 46%. NoDMS EC a, DMS EC c, and DMS EC f mean the cases of Figs. 2(a) , (c), and (f) when the transmission opportunity is given according to the probe result and the failed messages are controlled by retransmission. These values are ratios compared with Fig. 2(a) case when the error ratio is 0.01. Case DMS EC c considers initial static modulation scheme only, while DMS EC f uses adaptive scaling scheme on run-time. In this figure, DMS EC f shows the best performance because of the adaptive modulation chance. As the PER goes high, the gap between those curves is smaller, but DMS EC c and DMS EC f curves consume energy under 14.5% and 10.2%, respectively, compared with NoDMS EC a when the error rate is 0.5. Figure 6 plots the success ratio according to the error rate. We measured how many errors can be recovered by the auxiliary polling schedule, for the PER of 0.0 through 0.5. As shown in this figure, the performance gap gets larger with a higher error rate, and thus, it considerably relieves the problem of error-prone WLAN and poor utilization of PCF operation.
Conclusion
In this paper, we have proposed a low power real-time packet scheduling scheme that reduces power consumption and network errors on wireless local area networks. The proposed scheme is based on the dynamic modulation scheme and the reclaiming scheme. The simulation results show that the proposed scheme enhances success ratio up to 16.6% and reduces power consumption up to 45.7% when the error ratio is 0.5. As a future work, we are to apply the power management scheme to the bandwidth allocation scheme based on variable size slot combined with an error control mechanism and dual-channel network scheme.
