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ABSTRACT 
This thesis describes an approach to data-driven discovery of decision trees or 
rules for assigning protein sequences to functional families using sequence 
motifs. This method is able to capture regularities that can be described in terms 
of presence or absence of arbitrary combinations of motifs. A training set of 
peptidase sequences labeled with the corresponding MEROPS functional families 
or clans is used to automatically construct decision trees that capture regularities 
that are sufficient to assign the sequences to their respective functional families. 
The performance of the resulting decision tree classifiers is then evaluated on an 
independent test set. Results of experiments that proposed approach matches or 
outperforms protein function classification based on the presence of a single 
characteristic motif in terms of accuracy, precision, and recall. We compared the 
rules constructed using motifs generated by a multiple sequence alignment based 
motif discovery tool (MEME) with rules constructed using expert annotated 
ProSite motifs (patterns and profiles). Our results indicate that the former provide 
a potentially powerful high throughput technique for constructing protein function 
classifiers when adequate training data are available. Examination of the 
generated rules in the case of a Caspase (C14) family suggests that the proposed 
technique might be able to identify combinations of sequence motifs that 
characterize functionally significant 3-dimensional structural features of proteins. 
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INTRODUCTION 
The success of genome sequencing projects has resulted in the release of 
genome sequences for nearly 300 organisms, ranging from 450 genes to over 
100,000 (Luscombe et al., 2001 ). The amount of available data is growing at an 
exponential rate. For example, the GenBank repository of nucleic acid 
sequences (Benson et al., 2000) and the Sw1ss-PROT database of protein 
sequences are reported to be doubling in size every 15 months (Benson et al., 
2000; Luscombe et al., 2001 ). In addition a large number of projects are 
providing a wealth of data from high throughput techniques for studying gene 
expression (Duggan et al., 1999; Brown and Botstein, 1999; Lipshutz et al., 
1999), and protein-protein interaction (Bartel and Fields, 1997; Uetz et al, 2000). 
Many Facets of Protein Function 
Proteins are the main catalysts, structural elements, signaling messengers, and 
molecular machines in tissues. Hence, assigning putative functions to protein 
sequences remains one of the most challenging problems in functional 
genomics. Until recently, the primary source of information about protein function 
has come from biochemical, structural, or genetic experiments on individual 
proteins. The post-genomic era offers new opportunities and challenges in 
characterization of different notions of protein function from multiple perspectives, 
using diverse sources of information (Skolnick and Fetrow, 2000; Eisenberg et 
al., 2000). From one perspective, a protein could be a globular protein such as 
an enzyme or an antibody or a membrane-bound protein. From another 
perspective, proteins can be classified in terms of their enzymatic function. From 
a related, but somewhat broader perspective, proteins can be associated with 
one or more molecular functions commonly defined by interactions with specific 
compounds, cofactors, substrates, regulators, etc. A protein's cellular function is 
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determined by its interactions with other macromolecules and its location in a cell 
or in relation to a metabolic or signaling pathways. A protein's phenotypic role 
provides another way of characterizing protein function, typically observed by 
deleting or mutating the corresponding gene. To complicate matters further, 
many proteins are multi-functional, and sometimes in unrelated areas (Jeffrey, 
1999; Skolnick and Fetrow, 2000). 
Data-Driven Approaches to Protein Function Classification 
There is increasing availability of large data sets of proteins whose functions and 
structures, interactions, and expression patterns are experimentally well-
characterized. However, experimental determination of protein structure and 
function significantly lags behind, by at least an order of magnitude, the rate of 
growth of protein sequence databases. This situation is likely to hold in the 
foreseeable future. Hence, there is a need for sophisticated computational 
approaches to assigning proteins to one of the known functional families. In the 
case of protein families with sufficient number of well-characterized members, 
data-driven approaches offer an attractive approach to assigning putative 
functions to protein sequences. 
From Protein Sequence to Protein Function 
Of the various sources of data that can be used for assigning proteins to function 
families, protein sequence information is perhaps the least expensive and the 
most readily available. Consequently, sequence-based approaches to protein 
function prediction are among the best developed. A simple and widely used 
example of such an approach involves comparison of the sequence in question 
to other sequences with known function in a database, then transfer the function 
and structure information between similar sequences. The theory of evolution 
provides a basis for transfer of the function and structural information between 
3 
homologues, as homologues carry the memory of common ancestry in their 
amino acid sequences as a result of functional constraints that have persisted 
through successive generations. 
Annotation by similarity is typically based on a nearest neighbor approach. 
Neighbors of query sequences are detected using programs such as Blast 
(Altschul et al., 1997) or Fasta (Pearson, 2000). Software tools that carry out 
similarity searches at the primary, secondary and tertiary structural levels have 
been developed (lots of those software can be found at European Bioinformatics 
Institute, http://www.ebi.ac.uk). The SWISSPROT database also provides a 
collection of protein functional analysis tools (Bairoch and Apweiler, 2001 ). Such 
tools typically assist users in picking the highest scoring hit(s) with informative 
annotation to generate a plausible function of the query sequence. There are 
numerous possibilities of error in this approach (Andrade et al., 1999). For 
example, sequence databases generally contain poor positional pointers of 
functional domains, and an erroneous inference will result if the annotation of the 
database hit refers to the presence of a particular functional domain but the 
query protein matches in a different region. More difficult to check and correct are 
the quality and integrity of second-hand, similarity-derived functional annotation 
in the search databases. In particular, it is not possible to trace back a chain of 
annotations by similarity, or to propagate changes in annotation to dependent 
sequence entries in current sequence databases (Heger et al., 2000). 
Sequence search often returns multiple results, so significant human expertise is 
needed in interpreting the results. The reliability of homologues detected by 
multiple sequence alignment falls rapidly once the pairwise sequence identity 
drops below 30% (Rost, 1999). Furthermore, at shorter alignment lengths (9 out 
of 16 aligned residues), it becomes impossible to infer structural similarity 
although results can be improved by careful exploration of related sequences to 
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accumulate further evidence. While there is substantial evidence that structure is 
preserved among homologous proteins (i.e., those encoded by genes that have 
evolved from a common ancestor), sequence similarity is strongly correlated with 
the structure (Chothia and Lesk, 1995; Chothia and Gerstein, 1997), the 
evidence is less clear with respect to preservation of function (Bork et al., 1994 ). 
A second class of sequence-based function classification approaches have 
evolved from early work on protein pattern recognition (Dayhoff et al., 1983) 
which suggested that short sequences of amino acids (motifs) may be conserved 
in a protein family. Several databases that contain motifs or profiles, e.g., 
PROSITE (Hofmann et al., 1999), Pfam (Bateman et al., 2000), PRINTS (Attwood 
et al., 2000), and Blocks (Henikoff et al., 2000) have been developed. PROSITE 
is perhaps the most carefully curated database of patterns and profiles. It 
associates with each functional family, a characteristic pattern or hidden Markov 
model (HMM) profile that can be used to identify members of the family. The 
information distilled from groups of related sequences can be used as descriptors 
or discriminators to facilitate detection of weaker sequence similarities. 
Therefore, pattern based searches are often more sensitive and selective than 
sequence database searches. For example, Jaakkola et al (2000) have shown 
that HMM profiles generated from local alignment of sequence fragments can be 
used to build classifiers that can help identify distantly related sequences (where 
sequence similarity is less than 40% ). 
Such motif databases can be queried using a protein sequence to obtain a list of 
motifs that are found in the sequence as well as the functions or structures 
associated with these motifs. The results can be used to assign putative 
functions to the protein sequence. Motif-based techniques can often detect more 
distant similarities between sequences than sequence comparison based 
methods. This is especially valuable if the relationship between sequence and 
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function depends on the conservation of a few residues at an active site, or a 
binding site. Motif-based techniques for protein function prediction focus similarity 
searches on potentially functionally significant parts of the protein sequence that 
are likely to be conserved among members of a functional family. Recently, 
several resources that integrate multiple motif databases e.g., lnterPro (Apweiler 
et al., 2001 ), MetFam (Silverstein et al., 2001) have become available. 
In the last couple of years, several automated tools for generating a set of motifs 
that capture conserved sequence regularities among a given set of sequences 
have been developed (Hudak and McClure, 1999). They fall into two broad 
categories: The first class of methods relies on (typically local) multiple sequence 
alignment to extract conserved patterns among set of (functionally) related 
sequences, such as MEME (Multiple Expectation Maximization for Motif 
Elicitation) (Bailey et al., 1999). A second class of methods uses a combinatorial 
approach to build a dictionary of motifs from a given set of sequences (Rigoutsos 
et al., 1999) without making any assumptions about the functional family 
memberships of the sequences in question. The latter are especially useful for 
extracting sequence regularities among divergent families. In the discussion that 
follows, we will use the term sequence pattern or motif to describe all of the 
different types of sequence patterns described above. 
Regardless of the motif database or motif finding algorithms used, many proteins 
match several motifs and the same motif may be found in proteins belonging to 
different functional families. More generally, it may be necessary to identify 
combinations of motifs that are present, or perhaps even absent in a sequence, 
to reliably assign it to a functional family. Indeed, in the PRINTS database 
(Attwood, et al., 2000), the fingerprints used to assign proteins to functional 
families can be simple motifs or a combination of motifs. However, the process of 
identifying a fingerprint for each protein family of interest can be labor intensive 
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and requires considerable domain knowledge. Another problem of these 
methods is that they depend on the functions of the motifs for making inference, 
if the annotation of the motif's function is erroneous, then the predicted function 
of the query sequence is unreliable and potentially misleading. Thus, there is a 
need for sophisticated tools that automate the discovery of sequence regularities 
predictive of protein function and allow efficient updating of databases. 
Protein Sequence, Structure, and Function 
The function of a protein depends to a large extent on its 3-dimensional structure; 
the shape of the protein both constrains and facilitates the ways in which the 
protein can interact with other proteins. Proteins with similar 3-dimensional 
structural features very often, but not always, have similar functions. Hence, if the 
structure of a protein is known, one might assign a putative function to it on the 
basis of its structural similarity to a known structure. Several algorithms have 
been developed for recognizing structurally related proteins (Holm and Sander, 
1994; Orengo, 1994 ), accompanied by the establishment of a number of 
structural databases and structural class databases such as Pos (Berman et al., 
2000), ScoP (Lo Conte et al., 2000), CATH (Pearl et al., 2000), and DALI (Holm 
and Sander, 1996). Experimental determination of protein structures using NMR 
or X-ray crystallography techniques is time consuming and expensive. While 
there are 254,293 protein records in PIR-PSD database (Release 70.01, Oct-
2001 ), (Baker and Sali, 2001 ), there are only 14,339 experimentally determined 
3-dimensional protein structures in the Protein Data Bank (PDB) (version 23-0ct-
2001) (Berman et al., 2000), corresponding to approximately 3000 different 
proteins. Hence, protein function prediction often relies on protein structure 
prediction using computational approaches. Ab initio methods that predict the 
conformation of a protein from its amino acid sequence are computationally very 
demanding and are currently limited to relatively short proteins or peptides 
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(Samudrala et al., 1999). Consequently, there is a significant interest in 
identification of functionally significant features of protein that can be predicted 
with high accuracy from sequence information. 
The long-term goal of structural genomic efforts (McKusick et al., 1997) is to 
determine all possible protein folds experimentally just as genome sequencing 
projects can determine all protein sequences. This is motivated in part by the 
hypothesis that there may be a relatively limited number of protein folds (Gerstein 
and Hegyi, 1998). As more and more protein structures are determined, it would 
become feasible to exploit structural information in functional classification of 
proteins. However, assigning function to uncharacterized proteins based on 
structural similarity to proteins with known structure may not be straightforward 
(Orengo et al., 1999). This is partly due to the fact that many similar proteins 
perform multiple functions (Orengo et al., 1999; Jeffrey, 1999; Skolnick and 
Fetrow, 2000). 
A number of structure-based approaches to function determination are therefore 
focused on identification of functionally significant structural elements (e.g., 
active sites, binding sites) of proteins (Baker and Sali, 2001 ). A recent study by 
Fetrow et al (2001) has shown that a sequence-to-structure-to-function paradigm 
that exploits knowledge of functionally relevant 3-dimensional structural elements 
together with sequence information significantly improves the accuracy of 
function annotation of disulphide oxidoreductases in S.cervisiae. However, 
experimental determination of functionally relevant structural features is tedious 
and expensive. A recent study by Aloy et al. (2001) reports success on 
automated structure-based prediction of functional sites in proteins in the context 
of transfer of function across homologous proteins. With the accumulation of 
known structures, there is both the potential as well as a need for data-driven 
computational methods for identification of functionally meaningful structural 
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features (and their sequence correlates) that can serve as reliable predictors of 
function. 
In summary, the current sequence similarity based search techniques seem to 
break down at low levels of sequence similarity. Combinations of sequence 
motifs can often provide more reliable information about protein function. Thus, 
there is a need for sophisticated tools that automate the discovery of sequence 
correlates (e.g., combinations of sequence motifs) of protein function or 
functionally significant structural features of proteins and potentially offer new 
insights into protein sequence-structure-function relationships. 
Bioinformatics 
The recent transformation, enabled in part by advances in high throughput 
genomics and proteomics, of biology from a data poor science into a data rich 
science has led to the emergence of Bioinformatics - an interdisciplinary field at 
the intersection of biology, computer science, statistics, and information 
technology. The ultimate goal of bioinforamtics is to enable the discovery of new 
biological insights as well as to create a global perspective from which unifying 
principles in biology can be discerned. There are three important sub-disciplines 
within bioinformatics: 
• The analysis and interpretation of various type of data including nucleotide 
and amino acid sequences, protein domains, and protein structures; 
• The development of new algorithms and statistics with which to assess 
relationships among members of large data sets; 
• The development and implementation of tools that enable efficient access to, 
and use and management of various types of information. 
The first discipline has completely changed its character since the late 1980s. 
The main driving force behind the changes has been the advent of new, efficient 
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experimental techniques, primarily DNA sequencing, which have led to an 
exponential growth of data. As the process of data accumulation continues to 
advance unabatedly, the emphasis has switched to data interpretation. 
Data Mining and Knowledge Discovery 
Data mining, a sub-discipline at the intersection of artificial intelligence 
(especially machine learning), statistical inference, databases or information 
systems, and data and knowledge visualization, offers one of the most promising 
and cost-effective approaches to the discovery of a-priori unknown features, 
correlations, and complex relationships that reflect intrinsic regularities or 
patterns from a large collection of data (Frawley, et al., 1992; Mitchell, 1997). The 
past few decades have seen successful development and application of data 
mining algorithms for: 
• Classification: Mapping the data into predefined groups identified by labels 
(e.g. promoter site identification, diagnosis). 
• Approximation (Estimation): Calculate a numerical value based on an 
observation (e.g. estimation of a person's weight based on his/her 
appearance). 
• Prediction: Estimation of a value at a future time base on past values. 
• Regression: Finding a set of parameter values for a given model such that the 
model fits a given set of data. 
• Clustering: Mapping data into groups defined by the data themselves 
• Dependency modeling: Identify dependencies among data items 
• Link analysis: Identify other relations between data (association rules, 
exclusion rules, non-linear dependencies, etc.) 
• Time series analysis: Identify sequential temporal patterns in data (trend 
analysis, etc.). 
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The goal of data mining is to obtain useful knowledge from large collection of 
data. Such a task is inherently interactive and iterative. The user of the data 
mining systems has to have a solid understanding of the domain in order to 
select the right subsets of data, suitable classes of patterns, and good criteria for 
interestingness of the pattern. Thus, data mining process involves several steps: 
• Understanding the domain: the user of the system has to have some sort of 
understanding about the application area before any valuable information can 
be obtained. 
• Preparing the data set: the step involves selection of the data sources, 
integration of heterogeneous data, cleaning the data from errors, accessing 
noise, dealing with missing values, etc. This step can take up most of the time 
needed for the whole process. 
• Discovering patterns: applying data mining techniques to discover interesting 
and frequently occurring patterns from the data. 
• Post-processing of discovered patterns: the user will determine whether the 
discovered patterns are useful or interesting based on his or her knowledge of 
the domain and selects a subset of the results for further analysis or 
application (e.g., in designing further experiments). 
• Application of results. 
Data mining approaches are ideally suited for domains characterized by the 
presence of larger amounts of data, noisy patterns and the absence of general 
theories. The fundamental idea behind these approaches is to learn the theory 
automatically from the data, through a process of inference, model fitting, or 
learning from examples. Thus, data mining methods form a viable 
complementary approach to conventional methods for knowledge discovery in 
Biology (Baldi et al., 1998). 
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A variety of data mining algorithms have been applied in the field of 
bioinformatics, including: decision trees (Quinlan, 1992), artificial neural networks 
(Bishop, 1995), Bayesian statistical analysis (Zhu, 1998), Markov Chain Monte 
Carlo methods (Geyer, 1992), grammars and automata (Parekh and Honavar, 
2000), evolutionary and genetic algorithms (Koza, 1994 ), support vector machine 
(Brown, 2000), etc. The choice of the model and the inference algorithm are 
influenced by various factors including: the form and amount of data and prior 
knowledge that are available, the need for transparency of the learned model, 
etc. (Mitchell, 1997). 
Decision tree algorithm is one of the most widely used and practical methods for 
inductive reference. It is relatively fast, and produces rules that are easy to 
interpret (and hence understandable by humans). A large body of experimental 
results suggests that the C4.5 family (Quinlan, 1992) of algorithms compare 
favorably with neural networks and other machine learning algorithms in terms of 
classification accuracy. This algorithm is used previously for protein function 
classification. For example, King et al. (2001) investigated an inductive logic 
programming approach to the construction of protein function classifiers using 
alternative representations of protein sequences (amino acid residue 
frequencies, phylogeny, and predicted structure). In this work, we used the C4.5 
program to discover rules for protein function classification. The rules can be 
used to assign protein sequences to functional families on the basis of the 
presence or absence of specific motifs or combinations of motifs. The 
advantages of using decision tree classifier compare with the other methods are: 
•Absences of specific motif(s) contribute to the identification of certain family. 
• The classification doesn't depend on the annotation of the motifs. 
• The order of motifs appear in a sequence is not important. 
• Robust to noisy data 
• The whole process can be automated. 
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In a previous study, we used the C4.5 family of decision tree induction algorithms 
(Quinlan, 1992) to discover rules for assigning protein sequences to functional 
families based on the combinations of presence or absence of PROSITE motifs 
or patterns with encouraging results (Wang, et al., 2001 ). The study 
demonstrated, for several protein families, that decision tree classifiers generated 
using PROSITE patterns and motifs can provide more accurate protein family 
classification than the use of a single characteristic motif. 
Thesis Overview 
This thesis explores the use of relatively short, automatically generated motifs to 
discover rules for protein classification. In this study, we used MEME (Multiple 
Expectation Maximization for Motif Elicitation) (Bailey et al., 1999), a multiple 
sequence alignment based motif discovery program to automate the construction 
of motif databases from any given set of sequences. For our data set, we chose 
a well-characterized subset of protein families from the MEROPS protease 
database (Rawlings et al., 2000). We compared rules discovered based on 
motifs automatically generated using MEME with those generated based on 
PROSITE patterns and profiles (Hofmann et al., 1999). Further, we investigated 
the ability of decision trees to discover functionally significant structural features 
of proteins using several protease families (such as Caspase family) as test 
cases. 
Note 
The work presented in this thesis has also been published in two manuscripts: 
•Wang, D., Wang, X., Honavar, V., and Dobbs, D. (2001 ). Data-Driven 
Generation of Decision Trees for Motif-Based Assignment of Protein 
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Sequences to Functional Families. In: Proceedings of the Atlantic Symposium 
on Computational Biology, Genome Information Systems & Technology. 
•Wang, X., Schroeder, D., Dobbs, D., and Honavar, V. (2002). Data-Driven 
Discovery of Rules for Protein Function Classification Based On Sequence 
Motifs: Rules Discovered for Peptidase Families Based on MEME Motifs 
Outperform Those Based on ProSite Patterns and Profiles. In: Proceedings 
of the Conference on Computational Biology and Genome informatics. 
Accepted for publication. 
For the first paper, I was involved in the preparation of part of the data set and 
the testing of the decision tree. For the second paper, I did most of the work 
except for the results on PROSITE motifs, which is done by Diane Schroeder. 
The data sets used for the study described in this thesis can be found at 
http://www.cs.iastate.edu/-honavar/ailab/-xyunwang/data . 
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METHODS AND MATERIALS 
Data Driven Discovery of Rules for Protein Function 
Classification Using Sequence Motifs 
The basic computational problem is the following: Given a database or training 
set of amino acid sequences that code for proteins with known (i.e., 
experimentally determined) functions, our goal is to induce a classifier that would 
be able to assign novel protein sequences to one of the protein families 
represented in the training set. The general approach is illustrated in Figure 1. 
Data Representation 
The first step in this process is the preparation of a data set. A majority of 
algorithms for data-driven induction of pattern classifiers represent instances to 
be classified using a fixed set of attributes. Hence, we first map each protein 
sequence into a corresponding attribute-based representation. The choice of 
attributes plays a critical role in the data mining process. We represent protein 
sequences using a suitable vocabulary of sequence motifs. The set of motifs to 
be used can be chosen to correspond to one of the existing motif databases 
(e.g., PROSITE) or the set of motifs identified by running a suitable motif-finding 
program (e.g., MEME) on the set of protein sequences. Our choice of motif-
based representation of sequences is inspired by the success of a similar 
vocabulary-based representation of documents in text classification (Salton, 
1983). 
Suppose the vocabulary contains N motifs. Any given sequence typically 
contains a few of these motifs. We encode each sequence as an N-bit binary 
pattern where the ith bit is 1 if the corresponding motif is present in the 
sequence; otherwise the corresponding bit is 0. Each N-bit sequence is 
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associated with a label that identifies the functional family of the sequence (if 
known). A training set is simply a collection of N-bit binary patterns, each of 
which has associated with it a label that identifies the function of the 
corresponding protein. This training set can be used to train a classifier which 
can then be used to assign novel sequences to one of the several functional 
families represented in the training set. This process is illustrated in Figure 2. 
Data Sets 
A subset (84 out of 161) of the peptidase (protease) families classified according 
to the MEROPS (Release 5.5 15-Jun-2000) two-level classification system 
(Rawlings, 1993) was used in this study. The MEROPS database 
(http://www.MEROPS.co.uk/) classifies proteases into functional families and 
clans (figure 3). Families are defined on the basis of statistically significant 
similarities between the protein sequences in the part termed the peptidase unit 
that is most directly responsible for activity. Families that are thought to have 
common evolutionary origins (commonly because their peptidases have similar 
tertiary folds) are grouped into clans. Peptidases hydrolyze peptide bonds and in 
most of them, only the catalytic site is conserved (Barett et. al, 1998). Peptidases 
from different clans are diverging significantly from each other. The choice of the 
peptidases as the dataset was thus motivated by the diversity of the proteins 
among the families and clans. The fact that many of them have well 
characterized functions and have known structures available in PDB will help us 
to evaluate the biological meanings of the classifier bulit from the data. The two-
level classification structure of peptidases offers an excellent system to evaluate 
the sensitivity and selectivity of the classifier. Thus, peptidase families provide a 
challenging data set for the study of protein classification. 
The protein IDs, clan and family classifications, and the corresponding PROSITE 
family IDs were obtained from the SwissProt protein knowledgebase 
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(http://ca.expasy.org/cgi-bin/lists?peptidas.txt). PROSITE's functional family 
classifications are independent of MEROPS's. For each of PROSITE's families, 
one or more characteristic motifs have been assigned. MEROPS families/clans 
that have no equivalent PROSITE family may lack characteristic PROSITE motifs 
or profiles. 
All of the protein families with more than 2 members and belonged to a clan were 
chosen, families with less than two member proteins were excluded from the 
data set, thus 84 out of the total 161 families of release 5.5 were chosen. Note 
that the database is going through change now, the latest release has 215 
families and 42 clans. For Clan classification, families belong to the same clan 
are merged and the label at the end of each protein representation was replaced 
by the corresponding clan label. The protein sequences that were only fragments 
were then removed, leaving 1933 proteins. The resulting 84 families had 
anywhere from 3 to 313 members. A total of 19 clans were used, each having 1 
to 18 families. Due to the computational time involved, only 50-100 randomly 
chosen proteins from large families were used (1627 proteins total) to build the 
MEME motifs. In later study, we have replaced the random sampling process by 
the "PURGE" program (Neuwald, 1995) to remove closely related sequences to 
construct a most divergent subset of proteins within a large family. 
MEME and MAST Program 
MEME (Multiple Expectation Maximization for Motif Elicitation) (Bailey and Elkan, 
1994) is a tool for discovering motifs in a group of related DNA or protein 
sequences. MEME takes as input a group of DNA or protein sequences and 
outputs as many motifs as requested. MEME uses statistical modeling 
techniques to automatically choose the best width, number of occurrences, and 
description for each motif. MEME represents motifs as position-dependent letter-
probability matrices that describe the probability of each possible letter at each 
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position in the pattern. Individual MEME motif does not contain gaps. Patterns 
with variable-length gaps are split by MEME into two or more separate motifs. 
Two important parameters of the program are the number of motifs to be found in 
each alignment and the maximum length of the motifs. MEME program ranks the 
motifs from one multi-alignment by their statistical significance (E-value). If the E-
value applied is too low, the more divergent patterns will be missed. If it is too 
high, some of the motifs found may match a relatively small subset of the 
sequences in a family. After some initial exploratory runs, we settled on the 
default settings for all MEME parameters except the number of motifs to be found 
and the E-value. The E-value was set at 0.001 and number of motifs to be found 
was set to infinite, so that all the motifs with e-value less than 0.001 would be 
found. 
MAST (Motif Alignment and Search Tool) (Bailey and Gribskov, 1998) is the 
companion program of MEME. It is used to finding the motif composition of a 
given sequence relative to the set of motifs discovered using MEME. Determining 
the motif composition of sequences is complicated by the possibility of purely 
random matches between a given motif and a sequence (Bailey, 1999). The 
chance of a random match between a motif and a sequence at a particular 
position along the sequence is quantified by the so called p-value which is 
computed from the match score of the site with the position specific scoring 
matrix of the motif. The lower the p-value, the less likely that the observed motif 
occurrence is random. Since short motifs generally have low complexity and low 
specificity, a given short motif is more likely than a longer motif to be found in 
proteins belonging to different families (figure 4 ). 
Motif-Based Representation of the Protein Sequences 
Decision trees were constructed using motif-based representation of sequences 
generated using two different sources of motifs: 
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• A database of motifs generated by the MEME program based on the 
sequence alignments for each peptidase family used in the study. Because of 
the computational cost involved, only the top 15 motifs from each family (if 
more than 15 motifs were found) were pooled together as the motif database. 
As a result, the motif database contains 940 motifs from the 84 families. The 
MAST program was used to determine the motif composition of a sequence. 
Several perl scripts were used to transform the MAST output data into the data 
format that can be used by the C4.5 program. MEME was chosen as a 
representative of the family of multiple sequence alignment-based automated 
motif identification programs because of its ability to identify motifs among 
highly divergent sequences as shown in the study by Hudak and McClure 
(1999). 
• PROSITE motifs and profiles (Hofmann, et. al., 1999), release 16.41. These 
motifs tend to characterize the active sites of their protein families. 
ProfileScan (available from PROSITE) was run on each protein, looking for 
both PROSITE profiles and PROSITE patterns with a length of at least 5 
amino acids. Motifs of shorter length were not included because they are 
highly likely to produce random matches with many different proteins. 
Motifs can be represented in different ways. PROSITE use both regular 
expressions and profiles, for example, motif PS01121 for Caspase family 
histidine active site is represented as regular expression: H-x(2,4 )-(SC)-x(4 )-
(LIVMF)(2)-(ST)-H-G. While the corresponding motif found by MEME is 
represented as position-dependent letter-probability matrix of the size 20 (20 
amino acids) x 12 (length of the motif). It can be transformed into a 
corresponding regular expression as: (DS)-(SC)-(FT)-(FVl)-(CLV)-(VA)-(LIF)-
(LM)-SHGE, which is quite similar to the PROSITE motif in this case. Generally 
speaking, each protein sequence has more MEME motifs than PROSITE motifs. 
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Data Driven Generation of Decision Tree Classifiers 
Decision trees offer an attractive model for pattern classification. A decision tree 
takes as input an instance (typically described in terms of the values of a finite 
set of attributes) and outputs a classification of the instance into one of a finite 
set of classes. In our case, the instances are N-bit representation of protein 
sequences where each bit represents the presence or absence of a particular 
motif in the sequence as described above. The classes correspond to functional 
families. Each internal node in the tree examines the value of a specific attribute 
of the instance to be classified. The branches from the node are labeled with the 
possible values of the attribute in question. If the attributes are binary, each 
internal node has two branches (labeled 0 and 1 ). An instance to be classified 
follows a path through the tree (starting at the root node) and ends up in one of 
the leaf nodes. Each leaf node is associated with class label (or more generally, 
a probability distribution over classes) that is used to determine the classification 
of the instance. Note that a path from the root to a leaf node represents a 
classification rule and there can be more than one leaf node for one class. 
A number of algorithms are available for inducing decision trees from training 
sets. Typically, more than one decision tree can be induced from the same data 
set and all of those trees could assign the correct class labels to each instance 
(or a majority of instances) in the training set (Figure 5). A good inductive 
learning algorithm has to select from among these, a tree that is likely to 
generalize well on (i.e., correctly classify) instances that were not part of the 
training set. A large body of theoretical and empirical work in machine learning 
suggests that one way to achieve this goal is to select a tree that not only 
assigns correct class labels to all or most of the training instances, but also has 
low complexity (Mitchell, 1997). Thus, algorithms for construction of decision tree 
classifiers attempt to identify minimal or near-minimal trees (i.e., ones with the 
fewest nodes) from a given training set. One such algorithm recursively selects 
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attributes (using an information gain criterion, defined by Shannon and Weaver 
(1949)) that best partition the training data into various classes until the resulting 
tree assigns each of the instances in the training set to their respective (known) 
classes. Thus, decision tree learning algorithms automatically identify 
combinations of attribute values (e.g., presence or absence of specific motifs) 
that are predictive of the classification (e.g., function) of instances (e.g., proteins). 
In practice, decision tree learning algorithms include several additional 
enhancements (e.g., pruning of the tree to minimize over fitting of the training 
data) (Mitchell, 1997). 
It is straightforward to generate classification rules from a decision tree. The 
transparency of the resulting rules make it easy for humans to examine and to 
explore the significance of the regularities extracted from the data. In this study, 
we used the C4.5 family of decision tree algorithms (Quinlan, 1992) for building 
protein sequence classifiers. It uses a greedy procedure that selects the 
attributes that yield the maximum information gain to recursively partition the 
training set. It also uses post-pruning to compensate for any over fitting that may 
have occurred. The decision trees generated were evaluated using 5-fold cross-
validation (i.e., 5 independent runs using 80% of the data for training and the 
remaining 20% for testing). The decision tree produced was then converted into 
a rule set for further analysis. A sub tree generated in this work and its 
associated rule sets were shown in figure 6. 
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RESULTS AND DISCUSSION 
The computational experiments were designed to address the following 
questions: 
• How does the performance of protein function classifiers based on PROSITE 
motifs and profiles compares with those based on motifs generated using a 
multiple sequence alignment based motif discovery tool such as MEME? 
• How do the parameter settings used by MEME influence the motifs that are 
found and consequently, the classification rules? 
• Is there any benefit to using classification rules that check for presence or 
absence of combinations of motifs as opposed to assigning function based on 
single motifs? 
The performance of the classifiers was measured by two values in this study: 
Precision and Recall. Intuitively, precision of a classifier (whether it is a simple 
rule that checks for presence of one motif or a complex rule checks the 
combinations of the presence and absence of motifs) measures the degree to 
which the classifier is able to pick out members of a class of interest while 
rejecting all other instances. Recall measures the extent to which the classifier is 
able to identify all members of the class of interest (perhaps at risk of including 
some instances that do not belong to the class). An instance assigned by a 
classifier to a specific class is said to be a true positive with respect to that class 
if it in fact belongs to that class. An instance is said to be a false positive with 
respect to a class if it is assigned to that class by the classifier, but in fact 
belongs to a different class. True negatives and false negatives can be defined 
in an analogous fashion. Let a be a classifier and ca class. Let TP a(c), TNa(c), 
FP a(c), and FNa(c) respectively be the number of true positives, true negatives, 
false positives, and false negatives produced by the classifier a for class c on a 
given test set. Then the precision of classifier a on class c (estimated using the 
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given test set) is given by TPa (c )/(TPa (c) + FPa (c )) and recall by 
TPa (c )/(TPa (c) + FN a (c )) . The accuracy of the classifier a. on class c is estimated 
by (TPa(c)+ TNa(c))/N where N is the total number of instances tested. Error rate 
is: 1 - accuracy. In our study, these estimates were averaged over 5-fold cross-
validation runs. Note that an ideal classifier has both precision and recall of 1 for 
each class. Average precision and recall for a classifier can be obtained by 
averaging the precision and recall for each class. 
We first optimized two parameters for the MEME and MAST program: motif 
length and p-value. Then we compared the precision and recall of the decision 
trees (the resulting rule sets) based on MEME motifs with that of classifiers 
based on single best motif for each class. The single best motif for a family or 
clan was chosen by finding the motif that had the highest value for the product of 
precision and recall for that family or clan using the entire data set. This scoring 
was used because having high recall and low precision (and vice versa) is 
useless for classification. The whole process was repeated with PROSITE motifs 
on the same data set and the results were compared to those of the MEME 
motifs. In order to find out the biological meanings of the rule sets based on 
MEME motifs, we first examined whether the motifs in the rule sets 
corresponding to the peptidase active site. Then we examined the 3-D structures 
of several proteins who are representative of three families in our data set to see 
how the motifs in the rule set corresponding to the functional or structural 
important region of the protein and whether there are any interactions among 
these motifs. 
Effect of MEME Motif Length on Decision Tree Performance 
The default maximum motif length of MEME program is 50. We found that the 
program tends to find longer motifs than shorter ones because longer motifs are 
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statistically more significant than shorter ones. In general, more than half of the 
motifs found were longer than 30 amino acids. Since the common belief among 
biologists is that motif is a short pattern between 6-15 amino acids (longer ones 
are referred as domains), an experiment was designed to study the effect of motif 
length on the performance of decision trees. The maximum motif length was set 
at 6, 8, 12, 18, 25, and 50 respectively and six corresponding sets of motifs were 
extracted from 48 families of peptidase (because of the computational cost 
involved, not all the families were used). 
An important parameter for the MAST program is the p-value. MAST calculates a 
score for every motif found in the sequence. If this score is below a preset 
threshold value, then the motif will be counted as a true hit. The p-value 
determines the threshold value. Since the decision trees classify sequences 
based on presence and/or absence of combinations of motifs, the p-values 
selected have a direct impact on decision performace. A detailed study of p-value 
was carried out and the results were shown next. Here, the experiments on using 
motifs of different lengths to generate decision trees were repeated at two p-
values: 0.0001 (the default value) and 0.00001. Twelve decision trees were built 
from six sets of motifs and their performance was compared in figure 7. 
The results showed that at p-value of 10-5 decision trees generated from 
maximum length 12 motifs had the highest accuracy, while at p-value of 10-4 
decision trees generated from maximum length 50 motifs had the highest 
accuracy and all of them performed worse than those trees at p-value 10-5. After 
examination of the data set and the trees generated, this could be the result of 
the balance between the specificity of the data representation and the amount of 
information contained in the data representation. 
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When using short motif, more motifs were found in each protein, thus the 
information contained in each protein representation is high. However, shorter 
motifs have greater chance of random matches to sequences. Consequently, the 
noise in the data increases and the resulting trees tend to be bushier and less 
reliable as compared to trees constructed using longer motifs. On the other hand, 
longer motifs have higher specificity when matching with sequences, results in 
more accurate representation of protein sequences. However, the number of 
motifs in each protein is also reduced with longer motifs, resulting in fewer motifs 
that can be used by the decision tree to distinguish subtle difference among 
protein families. At high p-value, high specificity in motif matching to reduce noise 
in data representation is beneficial, thus longer motifs perform better than shorter 
ones. At lower p-value, the specificity of the data is quite good and increasing the 
amount of information in data representation becomes more important. Under 
these circumstances, data representation base on maximum length 12 motifs are 
both accurate and informative, results in best performance of the corresponding 
decision tree. According to these results, maximum motif length 12 was used in 
all the following experiments. 
Effect of Stringency of Motif Match on Decision Tree 
Performance 
As stated in the above experiment, the p-value can have a significant impact on 
the performance of decision trees. Hence, we explored a range of p-values to 
find the optimal value for decision trees. The motif compositions of the 1627 
proteins were determined based on maximum length 12 motif set, for a range of 
p-values from 10-5 to 1. 
The results are shown in Figure 8 (panels A and B). In Panel A, we can see that 
the decision tree error rate goes up when p-value rises. This is because the 
noise in the data set increases when larger p-values are used. The data in Panel 
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B show how the size of the rule set (or the decision tree) is affected by the p-
value. Examination of the resulting rules shows that as p-value is decreasing, the 
average size of the rule set drops from 8 motifs per family to 1.46 motifs per 
family. 
Lower p-value causes better matching between motifs and sequences, thus 
reduces the noise in data representaion and improves the decision tree 
performance. On the other hand, lower p-value may eliminate the potential match 
between motifs and the more divergent members of the family, results in less 
informative data representations. In this work, we took an empirical approach to 
determine the best p-value for data representation by experimenting on different 
p-values. Panel A showed that decision tree performance was very sensitive to 
p-values changes between 10-3 and 10-5 , with the decision tree error rate drops 
almost linearly with the decrease in p-value (log odds). It's possible that different 
data set will respond differently to p-value changes. 
From panel B, we can also see that if we use very low p-values for the MAST 
program thereby ensuring a very stringent standard for motif matching, the 
performance of the decision tree is comparable to that obtained by using the 
single motif for assigning proteins to families. This is consistent with the 
observation that most families contain one or several highly conserved motifs 
that help distinguish them from other families. However, if a protein class does 
not contain a unique motif that is able to distinguish it from all other classes (as in 
the case of clans), the decision trees offer a distinct advantage over single best 
motifs. It is also worth noting the precision of decision trees, as opposed to that 
of single best motifs, is less sensitive to the choice of p-values. Therefore, 
Decision trees offer a more accurate and robust approach to identifying 
sequence regularities in the form of combination of presence or absence of 
specific motifs that are predictive of the protein's family or clan membership. 
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Decision Trees Using MEME Motifs 
After we determining the two important parameters of the MEME and MAST 
program, we measured the performance of the decision tree against best single 
motif by precision and recall. In figure 9, panels A and B showed how the 
precision and recall of the family decision tree rule sets compared with the best 
single motif. At low p-values, the precision and recall of rule sets was comparable 
to that of the single best motif, but rule sets out-performed single best motif at 
higher p-values. The precision of the rule sets remained steady with a slight 
decrease in recall at higher p-values, while the precision of the single best motif 
drops rapidly to 40% and recall only drops slowly to 90%. This is explained by 
the fact that high p-values lead to more permissive and hence potentially 
misleading matches. However, the set of motif matches at higher p-value is a 
superset of the motif matches at a lower p-value thereby ensuring relatively 
stable values of recall. 
Panels A and B of figure 10 show how the precision and recall of the clan 
decision tree rule sets compared with the best single motif. The results were 
similar to those for family rule sets, except that the recall of single best motif was 
significantly lower than that of the clan rule set at all p-values. This was 
consistent with the observation that for clans with more than one family, normally 
there is no single motif that is shared by all the proteins belong to the clan. 
It is also worth noting that families with fewer than 8 members in the data set 
tended not to show up in the rules. This is due to the fact that the C4.5 algorithm 
performs pruning to eliminate branches of the decision tree that have low 
statistical support. For example, at p-value 1 o-5 , out of 84 families used in the 
study, 77 families had rules defined and 80 families had single best motifs. We 
computed the statistics for families with more than 10 members (51 families) and 
20 members (32 families) and found that all these families had rules and best 
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motifs. The statisticas showed that the rules for families with more members had 
generally better accuracy, precision, and recall as compared to families that had 
fewer members. In particular, the precision (for both rule sets and best motif) for 
families with more than 10 members was 3 to 5 percent higher than that for the 
entire data set and the standard deviations was 6 to 9 percent lower. The clan 
rules also showed improved performance, but to a lesser extent, since most 
clans have more members proteins than families. These observations are 
consistent with theoretical and empirical results that the quality and reliability of 
classification rules discovered using machine learning approach tends to improve 
with increase in size of the training set. 
Table 1 summarizes some of the key results for decision trees and single best 
motifs (averaged separately over families and clans). We noted that the decision 
trees had somewhat higher precision for families, but at the expense of lower 
recall. However, in the case of clans, the precision of the decision trees was 
comparable to that of single best motifs but the decision tree had better recall. 
Note however, that closer examination of the results show that there were a few 
families (with large number of members) for which the rules significantly 
outperformed single motifs. 
The data show that the family rule sets have higher precision but lower recall 
relative to the single best motifs, while clan rule sets have much better recall than 
that of the single best motif. The performance of the decision tree against sigle 
best motif was measured by the product of precision and recall. At p-value 10-5, 
for performance on family, rule sets is 0.918x0.909 = 0.8344 and single best 
motif is 0.861x0.969 = 0.8446; for performance on clan, rule sets is 0.837 and 
single best motif is 0.627. The reason for the similar performance on family by 
the two methods is that MEME motifs are generated from each protein family, 
when using a low p-value at 0.00001, certain conserved motifs from one family 
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will only appear in that family. Thus, the presence of one specific motif may be 
enough to distinguish most member of the family from other proteins, which is not 
the case when higher p-value is used. The precision of single best motif drops 
sharply when p-value increases (as shown in figure 7, panel A). The rule sets, 
which use the presence and absence of several motifs to distinguish a family, is 
more tolerent to the noise in the dataset. It outperforms single best motif at 
higher p-values (from p-value 10-4 to 0, the average difference between the two 
methods is 0.15). 
The clan rule set was superior to the individual motifs in terms of precision as 
well as recall, no matter what p-value is used. The reason is that there is no 
single motif can cover most of the proteins in the same clan since sequence 
similarity between families in a clan is not very high, while rule sets can use the 
combination of motifs to characterize a clan. The results demonstrate the 
decision tree's ability to weed out false positives resulting in improved precision. 
This may sometimes result in a decreased ability to find all members of the class 
resulting in slight decrease in recall. 
Decision Trees Using PROSITE Motifs (patterns and profiles} 
We started the work on protein function classification using decision tree on 10 
PROSITE families using PROSITE motifs (Wang, et al., 2001 ). In this work, we 
also used PROSITE motifs (and profiles) on the peptidase data set. PROSITE 
patterns are usually short (less than 20 amino acids) and typically correspond to 
biologically significant sites experimentally and computationally identified in 
PROSITE functional families. PROSITE profiles, on the other hand, correspond 
to Hidden Markov models that usually match longer sequence fragments (often 
over 100 amino acids). These longer profiles are useful as "signatures" for 
protein families, but make it difficult to identify underlying sequence regularities 
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that are predictive of protein function, or may correspond to biologically 
significant structural features. 
Table 2 summarizes the result for decision trees and single best motifs based on 
PROSITE motifs (this part of the work is done by Diane Schroeder). The columns 
are corresponding to those of table 1. The data show that decision trees give 
improved classification performance over the use of single, characteristic motifs. 
It was found that the family rule sets have higher precision and a slight decrease 
in recall relative to the single best motifs. However, the product of precision and 
recall for the family rule set (0.852x0779 = 0.664) is better than the score for the 
best individual motifs (0.667x0.803 = 0.536). The clan rule set was superior to 
the individual motifs in terms of both precision and recall. 
It should be noted that in our analysis, 19 families and 2 clans had to be 
excluded because they did not appear in any of the cross-validation rule sets. In 
all cases, the corresponding families or clans had fewer than 17 protein 
members. Thirteen families had five or fewer members. The two clans and all 
but one family that were thus eliminated had no associated PROSITE family 
classification. 
Our results show that the clan rule sets generated using PROSITE motifs 
performed much better than the family rule sets (see Table 2), in terms of 
accuracy, precision, and recall. This may in large part be due to the fact that the 
PROSITE motifs characterize the clans better than the families compared with 
MEME motifs. 
The precision, recall, and error estimates statistics for families with 10 or more 
members were found to be not significantly different from the corresponding 
estimates for the entire data set. This may be explained by the fact that, the 
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PROSITE motifs used to represent sequences are not influenced by the data set 
to the extent that MEME motifs are. 
Table 3 shows how the rule sets performed on families and clans that had a 
corresponding PROSITE family. When PROSITE had a single, corresponding 
family to a MEROPS family or clan, no improvement in performance was found 
by using decision trees. In fact, the family rule sets showed slight decreases in 
performance. This does not necessarily show that a single motif would perform 
just as well as a decision tree given the motif was designed for the family in 
question. 
MEROPS families with no associated PROSITE family are likely to be those that 
are less likely to be characterized in terms of a single PROSITE motif. Indeed, 
the results using MEME motifs show that highly conserved MEME motifs were 
found for all MEROPS families although characteristic PROSITE motifs for some 
of them were unknown. 
Comparison of Decision Trees Using PROSITE Motifs and MEME 
Motifs 
It's somehow difficult to compare the performance of classifiers constructed using 
PROSITE motifs with those constructed using MEME motifs because of the 
different parameters used by each program. ProfileScan offers two choices for 
motif matching: weak match and strong match. We used the weak match setting 
based on preliminary experiments which showed that it yielded better results on 
peptidases, but we don't know the exact parameters used by the program. A 
second source of difficulty in comparing is that decision tree based on MEME 
motifs are very sensitive to p-value. For example, when p-value 0.0001 is used, 
the tree error rate is 24%, close to the error rate of the tree from PROSITE motifs 
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of 22%. But when the p-value is reduced by a factor of 10 to 0.00001 the tree 
error drops to 8%. 
PROSITE motifs tend to correspond to sites that have been empirically 
determined to be critical for function, e.g., the active sites, which tend to be 
conserved among members of PROSITE families. MEME motifs pick out the 
most highly conserved regions of proteins, which may or may not correspond to 
the functionally significant sites of the proteins. 
Comparison of data shown in tables 1 and 2 indicate that classification rules 
constructed using MEME motifs (with maximum motif length set to 12 and p-
value set to 10-5 or lower) perform substantially better than the rules constructed 
using PROSITE motifs for classifying peptidase sequences into the 
corresponding MEROPS families. Thus, it appears that the MEME motifs 
characterize the peptidase families (according to MEROPS classification) better 
than the available PROSITE motifs. In fact, many of the peptidase families did 
not have a characteristic PROSITE motif at all. This is not very surprising since 
the set of motifs found in PROSITE is limited to those that have been identified 
as signatures of the families that are included in PROSITE and the degree of 
functional specificity that was chosen for annotation. In contrast, MEME motifs 
are generated automatically from a given set of sequences, they can capture a 
broader range of regularities among the chosen set of sequences. Therefore, 
decision trees or rules constructed using MEME motifs have more flexibility than 
the rules constructed using PROSITE motifs in characterizing functional families 
at varying degrees of functional specificity. 
In the case of rules for assigning peptidases to MEROPS clans (where each clan 
typically contains several families) the performance of the classification rules 
constructed from MEME motifs is comparable to that of rules constructed from 
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PROSITE motifs. It is also worth noting that the clan classification rules 
constructed from PROSITE motifs used fewer motifs per clan than the rules 
constructed from MEME motifs. This may be due to the fact that some of the 
PROSITE motifs (especially if they happen to be profiles) are significantly longer 
than MEME motifs (and hence may correspond to multiple MEME motifs). In 
summary, MEME motifs seem to be better suited for distinguishing closely 
related protein families (at least in the case of peptidases) from each other than 
PROSITE motifs. 
From table 1 and 2, we can also see that the precision, recall, and accuracy 
estimates of rules constructed using MEME motifs generally had lower standard 
deviations than those constructed using PROSITE motifs. 
Structural and Functional Significance of the Classification 
Rules Constructed Using MEME Motifs 
The results presented in previous sections show that decision trees constructed 
using relatively short (12 amino acids long) motifs can classify peptidase 
sequences into MEROPS families and clans with high accuracy, precision, and 
recall. This suggests that the resulting classification rules may capture sequence 
regularities that correspond to functionally or structurally significant aspects of 
the protein. Hence, it is interesting to examine the 3-dimensional structure of 
some peptidase families with known structures and functions. 48 of the 84 
families have at least one protein member with its 3-D structure determined by 
crystallography. We examined the 3-D structures of 31 families in detail because 
of the abundance of references related with these families. Generally speaking, a 
motif is important for a protein if it helps to carry out the function of the protein or 
it helps to maintain the structure of the protein. Thus, we studied two aspects of 
each motif: how it relates with the active sites (catalytic sites and substrate bind 
sites, motifs containing these sites will be referred as active motifs in later 
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discussion) of the protein and how it related with the secondary structures in 
each protein. 
The first family we examined is the C14 family (Caspase family) because of the 
critical roles its member proteins played in programmed cell death or apoptosis 
(Earnshaw et al., 1999) and the extensive structural studies done on proteins in 
the family. C14 has four member proteins' 3-dimensional structural information 
available in the PDB database (Berman H.M, et al., 2000). The structure of a 
representative member of the C14 family, human Caspase 1 (PDB ID: 1 BMQ, 
SwissProt ID: P29466), is shown in Figure 11. The two catalytic residues of the 
enzyme are His237 and Cys285 with two other residues, Arg 179 and Arg341, 
contribute to substrate binding. Mutations of any of the two catalytic residues and 
Arg179 had been shown to abolish Caspase activity (Wilson et al., 1994). 
Examination of the rule sets for the C14 family constructed based on MEME 
motifs (using maximum motif lengths 6, 8, 12, 18, 25, 50 and a p-value of 10-5) 
revealed that four motifs were found in a vast majority of the rules generated 
from 10 independent runs (decision tree may select different sequences of 
attributes to build the tree, resulting in different rule sets for the same data in 
different runs). When we located the position of these motifs within the human 
Caspase-1 protein structure, we found that three of the four motifs are close to 
each other in the 3-dimensional structure, and each of the three motifs containing 
one of the three residues responsible for the catalytic activity of Caspase-1: 
Arg179, His237 and Cys285. For all the rule sets generated from different 
maximum motif length, those three motifs counted to 69% of the motifs present in 
the rule sets; for all the rule sets generated from maximum length 12 motifs at 
different p-values from 10-5 to 1, those three motifs counted to 66% of the motifs 
present in the rules. The trend is that the higher the p-value (more moise in the 
dataset), the more likely those three motifs will show up in the rule. In most 
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cases, the presence of one or two of these three motifs was found to be sufficient 
to reliably classify Caspase from all the other peptidases families. 
The 3-D structure of the Caspase 1 shows that the protein has 6 alpha-helixes 
and 6 beta-sheets. For the 15 MEME motifs (maximum length 12) generated 
from this family, 13 of them contain or overlap with a secondary structure region. 
On the other hand, 11 of the 12 secondary structures regions coincide with a 
motif. 
The same study was carried out for the other 30 families. Table 4 summarizes 
the result of the study on motifs in the rule sets. For each family, a representative 
protein was chosen for the study. Active site information was extracted from the 
corresponding entry at MEROPS database and secondary structure information 
was extracted from the protein's PDB file. The results showed that in 10 families, 
active motifs show more often in the rule sets (above 50%) with an average of 
73%. In 11 families, active motifs consist 25-50% of the motifs in the rule sets 
with an average of 36%. The other 10 families' rule sets show no preference for 
active motifs. The trend of motif usage observed for Caspase family is still true, 
which is: the higher the p-value, the more likely active motifs will be used in 
combination to form the rules. In general, active motifs appear more often than 
non-active motifs (consider that on average, only 2-3 motifs out of 15 motifs from 
a family contains active sites) in the rule sets, though it's still not clear under what 
situations active motifs are preferred in the rule sets. One possible explanation 
for this is that active motifs are normally conserved and unique for a family, thus 
are the best discriminators for the family. This is not true in some families, 
especially in clans, which contains peptidases families that have arisen from a 
single evolutionary origin. Families in the same clan often have similar active 
sites or structures, thus are difficult to be identified by active motifs only. For 
example, in clan MA (metallopeptidase clan A, which including M 1 OA, M 1 OB, 
M12A, M12B, M13, M27, M4, M8, most of them are at the bottom part of table 4), 
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an active site (HEXXH) is shared by all member families. The motifs with the 
active site (though contain the same 5 amino acid pattern, are different motifs in 
each member families) are not used in the rule sets for these families, since they 
can match to each other's sequences by chance and thus are not a good 
candidate to distinguish the member families from each other. The family M12A 
of MA does have very high usage of active motifs. A close examination reveals 
that it is quite different from the other families in clan MA, since it uses two extra 
residues: His and Tyr to form the zinc bind pocket. We studied the 3-D structure 
of a representative member Astacin from Astacus astacus (Figure 12). Three 
motifs of the protein contain the active sites, two of them are used by the rule 
sets. The HEXXH pattern is split into two motifs (maybe because of the extra 
conserved His 102). The first motif containing the HE residues and the motif with 
the extra Tyr are in the rule sets. 
The families with high usage of active motifs normally come from clans with 
fewer members (or only limited member families are included in the dataset). For 
example, M14 is the sole member of clan MC, C15 is the sole member of clan 
CF, C14 is the only member from clan CD that is used in the dataset, M24A and 
M24B are the only members of clan MG. Family M24B has the highest usage of 
active motifs (98%) in its rule sets. We studied the 3-D structure of a 
representative member of the M24B family: aminopeptidase P from Escherichia 
coli (Figure 13). This is a quite interesting case since there are five important 
residues forming the binding ligands for two manganese ions and all those five 
residues are in a different MEME motif. Why motifs with residue 271 and 260 are 
not used by the rule sets needs further study. 
We also studied the motif usage in clans. Generally, motifs show the same trend 
of usage in the clan rule sets compared with that in the family rule sets, though 
active motifs consist a smaller portion of the total motifs used in clan rule sets. 
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For clan MA whose families share an active site, almost no motifs in the clan rule 
sets contain the active motifs, maybe because of the existence of several similar 
representations of the active sites motifs makes it difficult to choose the common 
one. Since clans are larger, there are more rule sets for each clan and more 
motifs are used in the rule sets. The percentage of active motifs in the rule sets is 
lower than the percentage for family rule sets, except for those clans with only 
one or few families. For example, M24A and M248 have very high usage of 
active motifs, 98% and 83%, respectively. However, for clan MG that has only 
those two members, usage of active motifs is 55%. The results may be different if 
the MEME motifs used are generated from clan sequence alignment instead of 
family sequence alignment. If MEME motifs are generated base on clan 
sequences, an active motif (if it exists) may be identified and used as a 
discriminator for clan classification. This will also help to reduce the rule sets 
number and size. 
As for the secondary structure study, we get rid of several protein families that 
have only a very short sequence crystallized compare to its whole sequence. The 
results show that 73% of the motifs from MEME coincide with the occurrences of 
the secondary structures. Consider the fact that normally, motifs in a family 
covers 40-60% of the sequence, most of the motifs are found at the region of the 
protein with some secondary structures. This also makes sense since secondary 
structures are likely to be more conserved then the unstructured portion of the 
protein. 
These results suggest that the decision tree algorithm was able to identify a 
combination of motifs that are functionally relevant from among a large number of 
candidate motifs. This is especially significant in light of the fact that no biological 
expertise or knowledge was used in identifying the motifs or in constructing the 
rules (other than the MEROPS family labels for the sequences). More extensive 
37 
studies with a broader range of proteins are needed to rigorously test whether 
rules constructed using decision trees or other similar machine learning 
algorithms can, using a purely data-driven automated approach, identify the 
sequence correlates of functionally significant 3-dimensional structural features 
of proteins. 
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SUMMARY AND FUTURE DIRECTIONS 
The results presented in this paper have shown that a multiple sequence 
alignment based motif discovery algorithm such as MEME can provide a source 
of sequence features for automated, data-driven construction of decision trees or 
rules for classifying proteins into relevant functional families. With appropriate 
parameter settings (p-value of 0.00001 or lower and maximum motif length = 12), 
the results also show that such rules typically outperform single best motifs (as 
measured by the product of precision and recall values). This suggests that the 
rules constructed using MEME motifs are especially good at characterizing 
sequence regularities (in the form of relatively short conserved sequence 
patterns) associated with closely related functional families (e.g., different 
families of peptidases). Thus, when adequate training data are available, data-
driven discovery of protein sequence-function relationships using automated 
motif identification and machine learning appears to complement if not offer a 
viable high throughput alternative to protein function classification rules 
generated by labor intensive expert annotation. 
The classification rules generated from decision tree do not depend on the 
annotation of the motifs for classification. This could be a great advantage when 
the motifs function is dubious or its function varies according to the other part of 
the protein. On the other hand, the presence or absence of certain motifs could 
be very important in determining the family a protein belongs to, which is the 
reason that we tried to optimize the p-value used for the data set. The best p-
value could be different for each data set. This could be a problem when the data 
set expands. In order to reflect the fuzziness of the motif presence, we have tried 
to use three values to represent a motif: 1 for presence for sure, -1 for absence 
for sure, and O for presence with certain probability. The data representations 
generated from two p-values (such as 10-5 and 10-3) are combined to represent 
39 
each protein's motif composition. The corresponding decision tree size almost 
doubled (compared to the size of the larger one from the high p-value) with an 
accuracy that is somehow between the original two trees with the corresponding 
p-values. The reason for the not-so-good performance of the new tree could be 
over-fitting. The Use of three values for each motif could generate too much 
diversity among proteins belonging to the same family. 
The decision tree learning algorithm is able to identify combinations of motifs 
whose presence or absence is sufficient to distinguish one functional family from 
another with rather high accuracy. However, our data are inconclusive as to 
whether functional families can be adequately characterized by the combination 
of only the presence of the motifs or whether it is necessary to explicitly include 
the absence of particular motifs in the characterization of functional families. If 
experiments with additional protein families demonstrate that sufficiently high 
accuracy, precision, and recall can be achieved by rules that only test for the 
presence of combinations of motifs, it is possible to replace the decision-tree 
learning algorithm by an even simpler learning algorithm. 
In the study of motifs in 3-dimentional structures (such as in C14 Caspase 
family), we found that the motif combinations selected by the decision tree 
algorithm included motifs that were far apart along the sequences, but were close 
to each other in 3-dimentional structures. These results suggest that the decision 
tree algorithm was able to identify a combination of motifs that are structurally or 
functionally relevant motifs from among a large number of candidate motifs. This 
also suggested the possibility of using techniques similar to those employed in 
this study to explore and characterize protein structure-function relationships at 
multiple levels. Survey of the general usage of motifs in the rule sets show that 
they are more related with secondary structural features, though their relations 
with functional active sites are hard to predict based solely on sequence data. It 
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is intriguing to consider whether knowledge of such relationships mined from the 
data can be effectively incorporated into ab-initio approaches to structure 
prediction. 
Work in progress is aimed at: 
• Systematic comparison of different machine learning algorithms for building 
predictors of protein function from sequence data; 
• Evaluation of the effectiveness of alternative approaches to motif detection in 
conjunction with different learning algorithms for building such predictors; 
• Motif discovery using representations of protein sequences using alphabets 
that are much smaller than the 20-letter amino acid alphabet (based on 
classification of amino acids in terms of their physico-chemical properties); 
•Incorporation of diverse sources of information (sequence data, expression 
data, evolutionary relationships) in protein function prediction; 
• Development of data driven machine learning approaches to the discovery of 
sequence features that correspond to functionally significant 3-dimensional 
structural features of proteins; and Integration of the resulting tools with 
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Figure 1. Overview of the experimental approach: Protein sequences (represented 
by their motif composition) with known functions are divided into k subsets. Each 
experimental run uses k-1 subsets for training and the remaining subset for testing. 
On each run, the decision tree learning algorithm is used to build a classifier using 
the training set and the performance (accuracy, recall, precision) of the resulting 
decision tree is evaluated on the test set. The reported performance represents the 
average over the k runs. Composite rule sets are then generated using the k decision 
trees and used to assign novel protein sequences to known functional families based 
on their motif compositions. 
Protein sequence x 
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Each digit represents the presence (1) or absence 
(0) of a motif from M at the fixed position 
Figure 2. Data presentation. Each protein sequence is searched against the motif 
database (with m motifs) to find the motifs that are present in this sequence. 
Then, an m bit string is generated for each sequence, each bit represent a motif 
in the motif database at the fix position in the string, for example, the third bit 
represent the motif PS01121 from PROSITE. The presence of the motif in the 
sequence is marked by 1, otherwise 0. For protein x with n motifs found, the 
resulting sting has n "1 "s and m-n "O"s. Label of the protein denote the protein 
family each sequence belongs to and is attached at the end of the sting. 
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Peptidase (MEROPS) 













Figure 3. Structure of the MEROPS (peptidase) database. The peptidases in 
MEROPS database are divided into clans and families. Clan represents one 
or more families that show evidence of their evolutionary relationship by their 
similar tertiary structures, or the order of catalytic-site residues in the peptide. 
Each clan is identified with two letters, the first representing the catalytic type 
(five types are identified according to the chemical groups responsible for 
catalysis, plus the unknown). Family describes a group of peptidases in which 
each member shows evolutionary relationship to at least one other. Each 
family is identified with a letter according to its catalytic type, followed by a 
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Figure 4. Searching for the presence of motifs in protein sequences. After 
using the MEME program to extract sets of motifs from families of proteins. 
The MAST program is used to search each protein sequence against the 
database of motifs to locate the motifs in each protein. The example, 
FIXR_BRAJA from SwissProt, contains three motifs corresponding to motif 
number 1, 2, 3 in the motif database. A perl script is used to process the 
"DIAGRAM" line above the alignment to extract the motif composition for 
each protein. 
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1 1 1 A 
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Figure 5. Construction of a simple decision tree. Given a training dataset, the 
decision-tree learning algorithm generates a simple tree that correctly 
classifies the training examples. About the two trees shown, tree 1 is simpler 
than the tree 2. In this case, the training set has 4 examples belonging to 
one of two classes (A or B). Each pattern is represented using two binary 
attributes x and y. Decision tree 1 tests on the binary attribute x first, while 
tree 2 tests on y first and then on x. The leaf nodes of the tree have class 
labels associated with them. Thus, once the tree is constructed, a pattern can 
be assigned to the appropriate class by checking the value of the 
corresponding attributes and following the corresponding branches starting at 








ME0208 = 0 
ME0473 = 1 
ME0858 = 0 
-> class M3 [89.8%] 
Rule 73: 
ME0513 = 1 
ME0792 = 0 
-> class M48 [93.6%] 
Rule 83: 
ME0208 = 1 
ME0789 = 0 
ME0858 = 0 
-> class C4 [97.2%] 
Rule 86: 
ME0840 = 1 
ME0858 = 1 
-> class S53 [70. 7%] 
Figure 6. Example of decision tree and rule sets. Panel A shows part of a 
sample decision tree. Each ellipse represents an internal node for testing the 
presence or absence of a motif. The rectangles represent leaf nodes, with the 
associated class labels. Panel B shows the corresponding rule sets for several 
classes in Panel A. For example, rule 73 means that if a protein has Motif 
ME0513 but not motif ME792, it belongs to class M48 93.6% confidence. 
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Figure 7. Effect of MEME maximum motif length on the accuracy of decision 
tree, using two p-value 0.00001 (lower line) and 0.0001 (upper line). The x-
axis shows the maximum length 6, 8, 12, 18, 25, 50 used and the y-axis 
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Figure 8. The Effect of p-value on the performance of the decision tree and rule set 
size. The X-axis shows the base 10 logarithm of the p-value. In panel A. The Y-axis 
shows the percentage error. Diamond and square dots show the test results for 
family and clan decision tree, respectively. In Panel B, Y-axis shows the average 
rule set size (number of motifs used in each rule, both presence or absence of motif 
counts). Diamond and square dots show the results for family and clan decision tree 
rule sets, respectively. 
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Figure 9. Comparison of rule sets precision and recall of the decision tree against 
best single motif precision and recall for families. The X-axis shows the base 10 
logarithm of the p-value. The Y-axis shows the precision (Panel A) and recall (Panel 
B). Diamond and square dots show the average (over five runs) values for rule sets 
and best single motifs, respectively. 
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Figure 10. Comparison of rule sets precision and recall of the decision tree against 
best single motif precision and recall for clans. The X-axis shows the base 10 
logarithm of the p-value. The Y-axis shows the precision (Panel A) and recall (Panel 
B). Diamond and square dots show the average (over five runs) values for rule sets 
and best single motifs, respectively. 
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CYS 285 
Figure 11. The 3-dimensional structure of human Caspase-1 from PDB 
entry 1 BMQ. Three motifs used in the classification rules for Caspase 
family discovered by the decision tree learning algorithm are highlighted by 
using the RASMOL program (Sayle et al., 1995). The three MEME motifs 
correspond to residues 179-190 (red alpha-helix, with Arg 179, dark blue at 
the start of the helix), 228-239 (yellow beta-sheet, with His 237, light blue 
at the end of the beta-sheet), 276-287 (blue beta-sheet, with Cys 285, 
yellow at the end of the beta-sheet). Residue Arg 341 is shown in green. 
These four residues form the pocket for binding the substrate and play 
catalyzing of the hydrolyzing reaction (Wilson et al., 1994 ). 
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Figure 12. The 3-D structure of Astacin (family M12, clan MA) from 
Astacus astacus corresponding to PDB entry 1 QJJ. Three motifs 
identified by MEME are involved in the catalytic activity of astacin, they 
are at: residue 83-94 (red alpha-helix, with His92 in light blue and Glu93 
in deep purple), 96-107 (blue chain, with His 96 and His 102 in light 
blue), 142-153 (light green chain, with Tyr149 in brown). These five 
residues form the pocket for binding the zinc molecule (Bond et al., 




Figure 13. 3-D structure of aminopeptidase P (family M24B) from 
Escherichia coli corresponding to PDB entry 1A16. Several motifs 
identified by MEME are involved in the catalytic activity of 
aminopeptidase P, three motifs most frequently used by the classification 
rules (98%) are at: residue 347-358 (blue chain, with His354 in yellow), 
378-389 (red beta-sheet, with Glu383 in blue), 400-411 (yellow beta-
sheet, with Glu406 in brown). His354, Glu383, Glu406 and Asp 271 form 
the pocket for binding one of the manganese ions (Wilce et al. 1998). 
Asp 271 is also in one of the motif found by MEME, though the motif is 
not used in the rule sets. Residue Asp 260, Asp271 (not show here) and 
Glu406 are the ligands for the other manganese ions. All those residues 
are in a different motif. 
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Table 1: Comparison of the family and clan rule sets based on MEME motifs 
(maximum length = 12; p-value = 1 o-5). All but the error rates represent averages 
over the families/clans (not individual rules). Precision, recall, and error as well 
as changes in precision and recall shown are percentages. The percentage error 
rate is given by (100 - %accuracy) estimated from the 5 cross-validation runs. 
The second column shows the average number of motifs used to distinguish a 
class (presence and absence). The last two columns show the improvement in 
precision and recall resulting from the use of decision trees (relative to single 
best motifs) for classification. Numbers in parentheses are the standard 
deviations. 
% Error #Motifs %Rule %Rule % Motif % Motif % Change % 
in precision recall precision recall in Change 
Class precision. in recall 
MEME 8.2 2.93 91.8 90.9 86.14 96.89 5.0 -6.0 
Family (1.14) (1.02) (12.41) (12.23) (12.28) (4.4) (12.17) (12.51) 
rules 
MEME 9.6 9.2 92 91 91.6 68.4 0.4 22.6 
Clan (2.14) (15.35) (6.03) (7.31) (8.95) (28.18) (9.19) (26.29) 
rules 
Table 2: Comparison of the family and clan rule sets based on PROSITE motifs 
(patterns and profiles). All but the error rates represent averages over the 
families/clans (not individual rules). Error, precision, and change in precision and 
recall are shown as percentages. The percentage error rate is given by (100 -
%accuracy) estimated from the 5 cross-validation runs. The second column 
shows the average number of motifs used to distinguish a class (presence and 
absence). The last two columns show the improvement in precision and recall 
resulting from the use of decision trees (relative to single best motifs) for 
classification. Numbers in parentheses are the standard deviations. 
% #Motifs % Rule %Rule % Motif % Motif % Change % 
Error in precision recall precision recall in Change 
Class precision. in recall 
PROSITE 22.6 2.9 85.2 77.9 66.7 80.3 13.3 -5.9 
Family (0.9) (3.0) (30.1) (33.5) (36.9) (24.4) (31.6) (32.6) 
rules 
PROSITE 12.0 3.6 98.4 81.0 91.0 71.6 6.4 7.1 
Clan (2.3) (4.0) (6.2) (24.0) (20.3) (29.6) (15.3) (23.3) 
rules 
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Table 3: Performance of the clan and family rule sets for those families and 
clans that had a corresponding PROSITE family. All but the error rates represent 
averages over the families/clans (not individual rules). Error, precision, and 
change in precision and recall are shown as percentages. The percentage error 
rate is given by (100 - %accuracy) estimated from the 5 cross-validation runs. 
The second column shows the average number of motifs used to distinguish a 
class (presence and absence). The last two columns show the improvement in 
precision and recall resulting from the use of decision trees (relative to single 
best motifs) for classification. Numbers in parentheses are the standard 
deviations. 
#Motifs %Rule %Rule %Motif %Motif %Change %Chang 
in precision recall I precision recall in ein 
Class precision recall 
Family 1.6 95.6 88.8 95.3 93.1 -1.1 -3.6 
rules (1.0) (18.7) (22.5) (16.5) (7.5) (5.8%) (21.9) 
Clan 1 99.8 89.8 99.8 88.9 0% 1.0 
rules (0) (1.2) (18.4) (0%) (9.9) (1.0%) (15.0) 
66 
Table 4: Study of motifs in the rule sets. The first column shows the names of 
peptidase families. A representative protein from each family is used to study the 
motifs used in the rule sets. The second column shows the corresponding 
protein's PDB ID. The third column shows the percentage of the motifs (relative 
to all the motifs used in the rule set for a family) which are associated with an 
active site. The fourth column shows the number of motifs that overlap with a 
recognizable seconda~ structure (relative to all the motifs that appear in the 
protein) (at p-value 10- ). 
Peptidase PDBID % of motifs with active # of motifs with secondary 
Family site in the rule sets structure I total # of motifs 
M24A 1MAT 9B 11/12 
M20A 1CG2 B7 6/6 
M24B 1A16 B3 16/16 
M12A 1QJJ 7B B/10 
C15 1A2Z 6B 9/10 
821 1LAY 6B B/17 
C14 11CE 66 13/15 
SBA 1BE6 64 9/9 
M10A 2TCL 59 7120 
C12 1UCh 57 9/10 
C1 1YAL 46 B/16 
A2 4UPJ 43 12/17 
S1A 2GMT 43 10/13 
814 1TYF 41 13/14 
826 1812 39 B/12 
cs 1AVP 37 13/15 
M17 1BLL 33 1B/1B 
810 1CPY 30 16/19 
A1 1F34 29 14/17 
M10B 1AFO 2B 14/16 
M12B 1DTH 26 9/10 
C2 1DFO * 15/16 
C3 1HAV * 6/31** 
M13 1DMT * 14/16 
M27 1F82 * 4/17 
M4 1TLP * 12/14 
MB 1LML * 10/16 
83 2SNV * 6/31** 
824 1UMU * 7/B 
829 1A1R * 3/40** 
A6 1FBV * 7/17 
* denotes the families for which less than 25% of the motifs appearing in the rule sets are 
associated with an active site 
**denotes families for which the representative 3-D structure covers less than 25% of the length 
of the protein sequence 
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