Abstract. Let T n denote the set of log canonical thresholds of pairs (X, Y ), with X a nonsingular variety of dimension n, and Y a nonempty closed subscheme of X. Using non-standard methods, we show that every limit of a decreasing sequence in T n lies in T n−1 , proving in this setting a conjecture of Kollár. We also show that T n is closed in R; in particular, every limit of log canonical thresholds on smooth varieties of fixed dimension is a rational number. As a consequence of this property, we see that in order to check Shokurov's ACC Conjecture for all T n , it is enough to show that 1 is not a point of accumulation from below of any T n . In a different direction, we interpret the ACC Conjecture as a semi-continuity property for log canonical thresholds of formal power series.
Introduction
Let k be an algebraically closed field of characteristic zero. We consider pairs of the form (X, Y ), where X is a smooth variety defined over k and Y ⊆ X is a nonempty closed subscheme. For every integer n ≥ 0, we are interested in the set of all possible log canonical thresholds in dimension n T n (k) := {lct(X, Y ) | X smooth over k of dimension n, ∅ = Y ⊆ X} ⊆ R, where we make the convention that lct(X, X) = 0. It is well-known that T n (k) ⊆ Q. Note that T 0 (k) = {0} and T n−1 (k) ⊆ T n (k) for every n ≥ 1.
Key words and phrases. Log canonical threshold, multiplier ideals, ultrafilter, resolution of singularities.
2000 Mathematics Subject Classification. Primary 14B05; Secondary 03H05, 14E30. The first author was partially supported by NSF grant DMS 0548325, and the second author was partially supported by NSF grant DMS 0500127 and a Packard Fellowship.
In a different direction, we investigate the ACC Conjecture using the Zariski topology on the set of formal power series. In fact, we will see that the set R n (c) has the property in the above proposition if and only if it is open inside the maximal ideal with respect to the Zariski topology on k[[x 1 , . . . , x n ]] (see §5). Furthermore, Corollary 1.6 implies that in order to prove the ACC Conjecture for every n, it is enough to prove the assertion in the proposition only for the sets R n (1).
The main ingredient in the proof of the above theorems is given by non-standard methods. This approach is very natural in this context, when one wants to encode a sequence of polynomials (or ideals) in a single object. In our case, we start with a sequence of ideals a m ⊂ k[x 1 , . . . , x n ] whose log canonical thresholds converge to some c ∈ R. Ultrafilter constructions give non-standard extensions of our algebraic structures: we get a field * k containing k and a ring * we denote by a. Our key result is that lct( a) = c. After possibly replacing * k by a larger field K, we obtain an ideal in a polynomial ring over K whose log canonical threshold is c. Since T n (k) is independent of k, we get the conclusion of Theorem 1.3. If the sequence {c m } m is strictly decreasing, then we conclude that the limit is actually a log canonical threshold in a smaller dimension via a more careful analysis of the singularities of the ideal a. We mention that non-standard methods were also employed in [BMS] to study the sets of F -pure thresholds of hypersurfaces in positive characteristic (though in that case one could only obtain the analogue of Theorem 1.3 above).
As it should be apparent from the above sketch of the proof, we need to work with log canonical thresholds of ideals in formal power series rings. The familiar framework for studying such invariants is that of schemes of finite type over a field. However, since resolutions of singularities are available for arbitrary excellent schemes (see [Tem] ), it is not hard to extend the theory of log canonical thresholds and multiplier ideals to such a general setting. We explain this extension in detail in the next section.
In §3 we discuss some elementary properties of the sets T n , in particular the independence of the base field. The proofs of the main results are contained in §4. In §5 we make some comments on Conjecture 1.1, proving Corollary 1.6 and Proposition 1.7. The proposition follows from a basic property of cylinders in the ring of formal power series. This interpretation of the ACC Conjecture illustrates once more that formal power series provide the natural setting when considering sequences of log canonical thresholds.
After the first version of this article was made public, János Kollár gave a new proof of the above theorems using an infinite sequence of approximations and field extensions in place of non-standard methods (at the core the two proofs are the same). In fact, making use of results from [BCHM] , he obtains a stronger version of Theorem 1.5, showing that all accumulation points of the set of log canonical thresholds in dimension n (not just the limits of decreasing sequences) are log canonical thresholds in dimension n − 1.
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Multiplier ideals on excellent schemes
Our goal in this section is to develop the theory of multiplier ideals and log canonical thresholds for ideals on a regular excellent scheme of characteristic zero. We will apply this theory when the ambient space is either a smooth scheme of finite type over a field or the spectrum of a formal power series ring over a field. All our schemes have characteristic zero, that is, they are schemes over Spec(Q).
Recall that a Noetherian ring A is excellent if the following hold: 1) For every prime ideal p in A, the completion morphism A p − → A p has geometrically regular fibers. 2) For every A-algebra of finite type B, the regular locus of Spec(B) is open. 3) A is universally catenary.
For the basics on excellent rings we refer to [Mat] . It is known that every algebra of finite type over an excellent ring is excellent, and that all complete Noetherian local rings are excellent. A Noetherian scheme X is excellent if it admits an open cover by spectra of excellent rings.
The key ingredient in building the theory of multiplier ideals is the existence of log resolutions of singularities. It was shown in [Tem] that Hironaka's Theorem giving existence of resolutions for integral schemes of finite type over a field implies the following general statement (in fact, the result in loc. cit. holds for quasi-excellent schemes, but we do not need this generality).
Theorem 2.1 ( [Tem] ). Let X be an integral, excellent scheme of characteristic zero, and let Y ֒→ X be a proper closed subscheme. There is a proper, birational morphism f : X ′ − → X with the following properties: From now on we assume that all our schemes are excellent, of characteristic zero. We want to define the relative canonical divisor K Z/X for a proper birational morphism f : Z − → X between two regular schemes. We consider the ideal J on Z defined as the Fitting ideal Fitt 0 (Ω Z/X ). We first show that this ideal can be computed locally in a similar way with the case of schemes of finite type over a field.
Given z ∈ Z and x = f (z), we consider the injective homomorphism of regular local rings ϕ : O X,x − → O Z,z . Since this morphism induces an isomorphism of rings of fractions, and since our rings are in particular universally catenary, it follows from the dimension formula (see Theorem 15.6 in [Mat] 
If we choose local parameters t 1 , . . . , t r for O X,x , and u 1 , . . . , u s for O Z,z , then the ring homomorphism induced by ϕ at the level of completions can be described as
, by acting on coefficients. If we put ϕ i := ϕ(t i ) and D r−s+j = ∂/∂u j for 1 ≤ j ≤ s, then we see that J · O Z,z is generated by det(D i (ϕ j )) 1≤i,j≤r . In particular, J is a locally principal ideal around z ∈ Z. We denote by K Z/X the effective divisor corresponding to J. It defines the locus where the morphism f is notétale. Its complement is the inverse image of an open subset U of X, such that f −1 (U) − → U is an isomorphism.
Suppose now that X is a regular connected scheme. If Y is a closed, proper subscheme of X, a log resolution f : X ′ − → X of (X, Y ) is a morphism as in Theorem 2.1, such that in addition the union of f −1 (Y ) with the exceptional locus of f has simple normal crossings. (Note that this exceptional locus is automatically a divisor, being equal to the support of K X ′ /X .) We see that every f : X ′ − → X as in Theorem 2.1 is dominated by some g : X ′′ − → X ′ such that f • g is a log resolution. Indeed, it is enough to apply the theorem for (X ′ , D),
Furthermore, the above assertion implies that every two log resolutions of (X, Y ) are dominated by a third one.
Let X be a regular, connected excellent scheme of characteristic zero. Suppose that Y is a proper closed subscheme of X, and let a be the ideal sheaf defining Y . If λ ∈ R ≥0 , then the multiplier ideal sheaf J (a λ ) is defined as follows.
Consider a log resolution f :
This is, of course, consistent with the usual definition of multiplier ideals when X is of finite type over a field. Our reference for the basic results on multiplier ideals is [Laz] . Most of the results therein extend almost verbatim to our setting. We state the results for completeness, but we give detailed proofs only when there is a significant difference from the familiar case.
Proposition 2.2. The definition of J (a λ ) does not depend on the choice of a log resolution.
Proof. The argument follows as in [Laz] , Thm. 9.2.18, using the fact that every two log resolutions can be dominated by a third one, and the following consequence of our local computation of K X ′ /X . If E is a smooth prime divisor on X ′ , and D 1 , . . . , D r are simple normal crossings divisors such that E appears with coefficient
We make the convention that if a = 0, then J (a λ ) = 0 for every λ ≥ 0. The following easy properties follow immediately from the definition. Proposition 2.3. Let X be a scheme as above, and let a be a (coherent) sheaf of ideals on X.
Suppose now that a = 0 and a = O X . A positive number λ is called a jumping number of a if J (a λ ) = J (a λ ′ ) for every λ ′ < λ. It is clear that a has jumping numbers.
Consider a log resolution f : X ′ − → X, and the divisors F and K X ′ /X , where
It is clear that if λ is a jumping number of a, then there is i such that a i λ is an integer. In particular, all jumping numbers are rational numbers. Moreover, the jumping numbers of a given ideal a form a discrete subset of R + .
The smallest jumping number of a is called the log canonical threshold of a, and it is denoted by lct(a). It is the smallest λ such that J (a λ ) = O X . With the notation in (1), we have lct(a) = min
It follows from Proposition 2.3 3) that if b ⊆ a, then lct(b) ≤ lct(a). It is natural to make the convention that lct(0) = 0 and lct(O X ) = ∞.
Proposition 2.4. If a denotes the integral closure of the ideal a, then J (a λ ) = J (a λ ) for every λ. In particular, we have lct(a) = lct(a).
Proof. This is an immediate consequence of the fact that if f : X ′ − → X is a log resolution of both a and a, then f −1 (a) = f −1 (a). See also [Laz] , §9.6.A.
It is convenient to define also a local version of the log canonical threshold: if ξ ∈ X is a (not necessarily closed) point in V (a), then we define
Using the notation in (1), we have
Note that if X = Spec(R), where R is a local ring, then X has only one closed point x 0 , and lct x 0 (a) = lct(a).
The log canonical threshold locus LCT(a) of a is the closed subset of X where J (a lct(a) ) vanishes. More generally, for every (not necessarily closed) point ξ on X, we denote by LCT ξ (a) the support of the closed subscheme of X defined by J (a lct ξ (a) ). With the notation in (1), we have
Suppose that X is a scheme as above, and let a be a nonzero ideal sheaf on X. We consider a point ξ ∈ X, and let p denote the ideal defining the closed set {ξ} (with the reduced scheme structure). Suppose that ξ lies in the support of the subscheme defined by a (that is, p ⊇ a). Since a ⊆ a + p d , we clearly have
In fact, the following key property holds.
Proposition 2.5. With the above notation, we have
We first prove the following lemma. Recall that a divisor over X is a prime divisor E on some X ′ , where we have a proper birational morphism f : X ′ − → X, with X ′ regular. The center of E on X is c X (E) := f (E). Such a divisor defines a valuation ord E of the function field of X. In particular, we may define ord E (K X ′ /X ) and ord E (a) in the natural way. Note that if we use the notation in (1), then ord E i (K X ′ /X ) = κ i and ord E i (a) = a i . Lemma 2.6. With the notation in Proposition 2.5, we have
where the infimum is taken over all divisors E over X whose center on X is equal to {ξ}. Moreover, if {ξ} is an irreducible component of LCT ξ (a), then there is a divisor E with center {ξ} on X, such that
Proof. Note first that the infimum in (3) is ≥ lct ξ (a) by definition. In order to prove the other inequality, the argument follows as in [K + , (17.1.1.3)]. Let us consider a log resolution f : X ′ − → X for a · p (recall that p is the ideal defining {ξ}). With the notation in (1), fix a prime divisor F = E i on X ′ such that ξ ∈ c X (F ) and lct ξ (a) =
If c X (F ) = {ξ}, then we are done. Otherwise, by construction, f −1 ({ξ}) is a union of divisors having simple normal crossings with F . Hence we may choose such a divisor F 0 , with F ∩ F 0 containing a point ξ ′ ∈ f −1 (ξ). This implies that f (F ∩ F 0 ) = {ξ}. We define recursively F m for m ≥ 1, as follows. Let X ′ 1 be the blow-up of X ′ along F ∩F 0 , and F 1 be a component of the exceptional divisor whose image in X ′ contains ξ ′ . In general, we denote by X 
The second assertion, when {ξ} is an irreducible component of LCT ξ (a), follows from (2). Indeed, note that if ξ ∈ f (E i ), then by definition we have
and the inequality is strict if {ξ} is strictly contained in f (E i ).
Therefore every irreducible component of LCT ξ (a) containing ξ is of the form f (E i ) for some E i that achieves equality in (4).
Proof of Proposition 2.5. By the lemma, we see that for every ε > 0 there is a divisor E on some X ′ over X having center {ξ} and such that
Since p is the ideal defining {ξ}, we have ord
Hence for all such d we have
Since, as we have already observed, lct ξ (a + p d ) ≥ lct ξ (a) for every d ≥ 1, we conclude that the limit exists and is equal to lct ξ (a).
Regarding the second assertion, if {ξ} is an irreducible component of LCT ξ (a), then by the second part of the lemma we can find an E with center {ξ} such that
and thus we obtain that lct
Our next result allows us to reduce the computation of multiplier ideals and log canonical thresholds to the case when X is the spectrum of a complete regular local ring of characteristic zero.
Proposition 2.7. Let X be a regular, connected excellent scheme of characteristic zero. Suppose that ξ ∈ X is a (not necessarily closed) point, and let O X,ξ be the completion of the local ring at ξ. If h : Spec( O X,ξ ) − → X is the canonical morphism, then for every nonzero sheaf of ideals a on X such that ξ lies in the support of the subscheme defined by a, and for every λ ∈ R + we have
In particular, we have lct ξ (a) = lct(a · O X,ξ ).
We will make use, in particular, of the following special case. Proof of Proposition 2.7. Let W = Spec( O X,ξ ), and denote by Y and Z the subschemes of X and W , respectively defined by a and a · O X,ξ . Let f : X ′ − → X be a log resolution of (X, Y ). If we consider the Cartesian diagram
is a log resolution of (W, Z). Indeed, it is clear that g is proper, and if f is an isomorphism over the nonempty open subset U, then g is an isomorphism over h −1 (U), which is nonempty. Furthermore, W ′ is a regular scheme. In order to see this, it is enough to show that all fibers of h ′ are regular (note that h is flat, and therefore h ′ is flat, too, and we may apply Thm. 23.7 in [Mat] ). This in turn follows from the fact that the morphism O X,ξ − → O X,ξ has geometrically regular fibers (see the first property in the definition of excellent rings).
Using the same argument, we see that if x 1 , . . . , x n are algebraic coordinates in an open subset V of X ′ , then their pull-backs to h ′ −1 (V ) give an algebraic system of coordinates in this open subset of W ′ . Note also that K W ′ /W = h ′ * (K X/X ). Putting these together, we see that K W ′ /W +g −1 (Z) is a divisor with simple normal crossings on W ′ , and therefore g is a log resolution of (W, Z).
, and flat base change gives
The assertion about log canonical thresholds is an immediate consequence, since
whose cosupport contains the point 0 corresponding to (x 1 , . . . , x n ), then
Similarly, if b is a nonzero proper ideal in
Proof. Let X = A n k and W = A n K , and let h : W − → X denote the induced flat map. It follows as in the proof of Proposition 2.7 that if f is a log resolution of (X, a), then we get a Cartesian diagram (5) such that g is a log resolution of (W, a · O W ) (the key fact is that since we are in characteristic zero, the field extension K/k is separable, hence geometrically regular). As a consequence, we deduce that
for every λ ∈ R + , and since the homomorphism O X,0 − → O W,0 is faithfully flat, we get (6).
In the formal power series case, denote by m and m
On the other hand, Proposition 2.7 gives
Using Proposition 2.5, we deduce that
and since lct
We note that using Propositions 2.5 and 2.7 one can extend various results about log canonical thresholds from the familiar case of varieties over an algebraically closed field to our more general setting. We state one such result which gives a sharpening of Proposition 2.5.
Corollary 2.10. Let X be a connected, regular excellent scheme, and let a be a nonzero ideal sheaf on X. We consider a point ξ in the cosupport of a, and let p be the ideal sheaf defining {ξ}. If e = dim(O X,ξ ), and if b is an ideal sheaf on
Proof. After replacing a and b by their images in O X,ξ , and applying Proposition 2.7, we see that we may assume that
) and that ξ = m is the closed point. Note that in this case the hypothesis simply says that b ⊆ a + m d , and it is enough to show that
Furthermore, using Proposition 2.9, we may replace k by an algebraic closure, and therefore assume that k is algebraically closed.
If we put a q = a + m q , then by Proposition 2.5 we have
Therefore it is enough to prove the corollary when we replace a by a q . Since each a q is the extension of an ideal in k[x 1 , . . . , x e ], it follows that it is enough to prove the corollary when X = A e k and ξ is the origin 0. In this case, the assertion is well-known: it follows, for example, from the fact that
Note that every complete regular local ring of characteristic zero (or more generally, containing a field) is isomorphic to a formal power series ring k[[x 1 , . . . , x n ]]. It follows from Corollary 2.8 that the log canonical threshold of every ideal a in our general setting is equal to the log canonical threshold of an ideal in a formal power series ring whose log canonical threshold locus is supported at the closed point. We now show that for every such ideal, its log canonical threshold is equal to the log canonical threshold of a zero-dimensional ideal in a polynomial ring over an algebraically closed field.
Proposition 2.11. Let X be a connected, regular excellent scheme of dimension N. For every proper nonzero ideal sheaf a on X, there is an algebraically closed field k of characteristic zero and an ideal b in a polynomial ring k[x 1 , . . . , x n ] such that b is cosupported at the origin 0, and lct(a) = lct 0 (b). Moreover, i) We may take n ≤ N. ii) If dim LCT(a) > 0, then we may take n < N.
iii) If dim LCT(a) = 0 and X is a scheme of finite type over an algebraically closed field K, then we may take k = K.
Proof. Let ξ be the generic point of an irreducible component of LCT(a). We fix an 
, where k is an algebraic closure of k 0 . Since lct( a + m d ) = lct 0 (c) by Proposition 2.7, and lct 0 (b) = lct 0 (c) by Proposition 2.9, we deduce that lct(a) = lct 0 (b).
It is clear from the above construction that n ≤ N, and the inequality is strict if ξ is not a closed point. This gives i) and ii) in the proposition. Moreover, if X is of finite type over the algebraically closed field K, and ξ is a closed point, then k 0 = K, which gives iii).
Sets of log canonical thresholds
Let k be an algebraically closed field of characteristic zero. For every integer n ≥ 0 we consider the following subsets of R:
Note that all these sets are contained in Q. We also consider the set T iso n (k) ⊆ T n (k) of log canonical thresholds of pairs (X, Y ), with X smooth and n-dimensional, Y nonempty, and such that the log canonical threshold locus LCT(X, Y ) is zero-dimensional (by convention, we put T iso 0 (k) = {0}). It is clear that we have T n−1 (k) ⊆ T n (k) for every n ≥ 1 (and similar inclusions for the other sets). Indeed, this follows from the fact that lct(X,
Before discussing some basic properties of the sets we have just introduced, we make some general remarks about log canonical thresholds of polynomials of bounded degree. We start by recalling an interpretation of the log canonical threshold in terms of jet schemes from [Mus] . Let us fix an algebraically closed field k of characteristic zero. Recall that if X is a scheme of finite type over k, then the m th jet scheme of X is a scheme X m of finite type over X, such that the k-points of X m are in natural bijection with Hom(Spec k[t]/(t m+1 ), X). If P ∈ X is a point, then we denote by X m,P the fiber of X m over P . It is proved in Corollary 3.6 in loc. cit. that if X is smooth and Y ֒→ X is a closed subscheme containing the point P ∈ X, then
An important remark for our applications is the fact that if we have a family of subschemes Y ֒→ S × A N parametrized by S and defined over a subfield k 0 of k, then we have a closed subscheme (Y/S) m ֒→ S × (A N ) m defined over k 0 , whose fiber over a point t ∈ S is the m th jet scheme of the fiber of Y over t.
We now turn to describing the set of ideals generated in bounded degree and having constant log canonical threshold. Suppose that L is an algebraically closed field containing our base field k. Since there are r :
. . , x n ] generated in degree ≤ d can be generated by r linear combinations of these monomials. Hence we can find a parameter space W = A r 2 such that for every such L, we have a functorial surjective map
Here we denote by W (L) the set of L-valued points of W . There is also a closed subscheme
For every L as above, and for every λ ∈ R, consider the set
This is a closed subset of W (L) by the semicontinuity property of log canonical thresholds (see Corollary 9.5.39 in [Laz] , or Theorem 4.9 in [Mus] ). On the other hand, consider for every i ∈ N the closed subset S i of W such that for every L, the points in S i (L) correspond to those u ∈ W (L) having the fiber over 0 of the i th jet scheme of V (ϕ L (u)) of dimension > (i + 1)(n − λ) (the fact that S i is closed in W follows using the G m -action on jet schemes, see Proposition 2.3 in [Mus] ). We deduce from (8) that for every L, we have W (L) <λ = i≥0 S i (L). A key point is that each S i is defined over our base field k (in fact, over the algebraic closure Q of Q).
Let us now fix an extension L of k that is uncountable (and algebraically closed). Since i≥0 S i (L) is closed, it follows that there is s ∈ N such that S i ⊆ ∪ s j=0 S j for every i. If we put W <λ := ∪ s j=0 S j , then we see that this is a closed algebraic subset of W defined over k, such that for every extension K of k, the points of W <λ (K) ⊆ W (K) correspond to W (K) <λ . Note that there are only finitely many distinct W <λ as λ varies in R: this follows from the fact that over k there are only finitely many possible log canonical thresholds corresponding to ideals parametrized by a scheme of finite type over k (see, for example, Lemma 4.8 in [Mus] ). The above discussion implies that the same will hold over every field:
Proposition 3.1. For every d, the set of log canonical thresholds of ideals of k[x 1 , . . . , x n ] generated by polynomials of degree ≤ d is finite and independent of the ground field k. In particular, the set T pol n (k) is independent of the (algebraically closed) field k.
Proof. After a linear change of coordinates, we see that it is enough to consider log canonical thresholds at the origin. In this case, it is enough to run the above argument with k replaced by Q. We have already mentioned that there are only finitely many possible log canonical thresholds. Moreover, λ really is such a log canonical threshold if and only if W <λ = W <λ ′ for every λ ′ > λ. This condition is independent of the ground field, hence our assertion.
Remark 3.2. Of course, the above proposition can be also proved using the description of log canonical thresholds in terms of log resolutions. However, we decided to give the above argument using jet schemes, since in the next section we will need to make use of this setting anyway.
Proposition 3.3. For every n and every k we have
n (k) follows from Proposition 2.11 and Proposition 3.1. On the other hand, we have T n (k) ⊆ T ser n (k) by Proposition 2.7: if c = lct(a), where a is an ideal on X, and if p ∈ LCT(a), then c = lct
In light of Propositions 3.1 and 3.3, from now on we simply write T n for either of
Proof. The proof of i) is similar to that of Proposition 3.1, so we just describe the required modifications. If k ⊆ K are algebraically closed fields, then the inclusion T iso n (k) ⊆ T iso n (K) is clear: it is enough to use Proposition 2.9.
For the reverse inclusion, note that if c ∈ T iso n (K), then by Proposition 2.11 we can write c = lct 0 (a) for an ideal a ⊆ (x 1 , . . . , x n ) · K[x 1 , . . . , x n ] cosupported at {0}. Fix d ≫ 0 such that x d i ∈ a for every i, and such that a is generated in degree ≤ d. We mimic the construction preceding Proposition 3.1, replacing W = A r 2 by the parameter space W ′ = A (r−n) 2 defined so that W ′ (K) gives all ideals generated in degree ≤ d and containing all the x d i . We see that there is a locally closed subset A of W ′ defined over Q, such that A(K) corresponds to those ideals having log canonical threshold c. Since A = ∅, we have A(k) = ∅, hence we find a zero-dimensional ideal b ⊆ (x 1 , . . . , x n ) · k[x 1 , . . . , x n ] cosupported at the origin and such that c = lct(b). We clearly have LCT(b) = {0}, hence c ∈ T iso n (k). This completes the proof of i). For ii), fix an algebraically closed field k. It follows from definition that T n−1 ∪T iso n ⊆ T n . Suppose now that c ∈ T n T iso n . We have c = lct(X, Y ), where X is an n-dimensional smooth variety over k and dim LCT(X, Y ) > 0. It follows from Proposition 2.11 that c ∈ T n−1 , hence ii). The assertion in iii) is an immediate consequence.
Remark 3.5. The set T iso n is dense in T n . In fact, every c ∈ T n is the limit of a decreasing (possibly constant) sequence in T iso n . Indeed, if c = lct x (a), for an ideal a ⊆ m x on the n-dimensional smooth variety X (here m x is the ideal of the point x), then Proposition 2.5 shows that {lct x (a + m ℓ x )} ℓ is a decreasing sequence in T iso n converging to c.
We now define similar sets by considering only pairs (X, Y ), with Y locally principal. More precisely, we denote by HT n (k) the set of all lct(X, Y ), where X is a smooth variety over k of dimension n and Y is a nonempty closed subscheme locally defined by one equation. We similarly put
We also define HT iso n (k) ⊆ HT n (k) by requiring that LCT(X, Y ) is zero-dimensional. For future reference, we record in the following proposition some easy properties of the sets T n and HT n . Proposition 3.6. Given n ≥ 1, we have
Proof. All assertions are well-known. For i) one uses the fact that if a is an ideal sheaf on a smooth variety X vanishing at the point P , and if E is the exceptional divisor on the blowing-up X ′ of X at P , then
For the assertion in ii) we use the fact that if a ⊂ O X is a proper ideal, with X affine, and if f ∈ a is a general linear combination of a set of generators, then J (a λ ) = J (f λ ) for every λ < 1 (see Prop. 9.2.28 in [Laz] ). In particular, if lct(a) ≤ 1, then lct(a) = lct(f ).
Note that iii) follows from the fact that lct(a m ) = 1 m
lct(a), and iv) is a consequence of i)-iii).
Corollary 3.7. For every n, the set HT n (k) is independent of the algebraically closed field k (hence we denote it simply by HT n ).
Proof. The assertion follows from Proposition 3.6 ii) and the analogous property of T n (k).
Corollary 3.8. For every algebraically closed field k, we have
Proof. The fact that HT n (k) = HT pol n (k) follows from Proposition 3.6 ii). The inclusion HT ser n (k) ⊆ HT n (k) follows from Propositions 3.3 and 3.6 ii), and the reverse inclusion follows from Proposition 2.7.
In light of the above two corollaries, we simply write HT n for either of the sets HT n (k), HT pol n (k) or HT ser n (k). Note that we have HT n = T n ∩ [0, 1].
Remark 3.9. We also have HT iso n (k) = T iso n (k) ∩ [0, 1) for n ≥ 2. Indeed, note first that for every locally principal ideal sheaf a, we have J (a) = a, hence 1 ∈ HT iso n (k). On the other hand, suppose that we have lct(a) < 1, where a ⊂ O X is a proper ideal sheaf, with X affine, nonsingular and n-dimensional, and let f ∈ a be a general linear combination of a system of generators of a. Since J (a λ ) = J (f λ ) for every λ < 1, we see that lct(f ) = lct(a) and LCT(f ) = LCT(a).
Together with Proposition 3.4, this implies that HT iso n (k) is independent of k, and therefore we simply write HT iso n . We also deduce that HT n = HT n−1 ∪ HT iso n for every n ≥ 1.
Limits of log canonical thresholds via ultrafilter constructions
Our main goal in this section is to prove Theorems 1.3 and 1.5. Recall first some terminology. If T is a subset of R, then an element r ∈ R is said to be a point of accumulation (or accumulation point) of T if T ∩ (r − ε, r + ε) \ {r} = ∅ for every ε > 0. We say that r is a point of accumulation from above (resp., from below) of T if T ∩ (r, r + ε) = ∅ (resp., T ∩ (r − ε, r) = ∅) for every ε > 0.
The key arguments in this section are based on ultrafilter constructions. For basic definitions and properties, we refer to [Gol] . In the following we fix a non-principal ultrafilter U on the set of nonnegative integers N. We say that a property P(m) holds for almost all m ∈ N if the set {m ∈ N | P(m) holds} belongs to U. We now turn to the case that will be of particular interest to us. Suppose that k is a field, and that we have a sequence of polynomials f m ∈ k[x 1 , . . . , x n ]. We can view any polynomial g ∈ k[x 1 , . . . , x n ] as a function N n − → k given by sending the tuple (m 1 , . . . , m n ) to the coefficient of the monomial x
Hence we have the following natural maps
Note that we have a natural inclusion * Note that A is indeed an ideal in the ring of internal polynomials * (k[x 1 , . . . , x n ]). We denote by a ⊆ * k[[x 1 , . . . , x n ]] the ideal generated by ρ(A), that is, the ideal generated by the restrictions of the elements in A to N n . We will refer to a as the ideal of power series associated to A. k that is zero away from a finite subset of N n . As such, G can be naturally identified with a polynomial g ∈ * k[x 1 , . . . , x n ] (of course, g is independent of the choice of the polynomials g ′ m chosen to represent G).
We say that an internal polynomial
= r+1, we deduce that if B is generated in degree ≤ d, then we may assume that every b m is generated by a set of r + 1 polynomials of degree ≤ d. [x 1 , . . . , x n ]) and every d ∈ N, we consider the internal ideal 
We now consider the behavior of codimension under the previous construction. Sup- Proof. We give two different proofs. Suppose first that a = (f 0 , . . . , f r ) is an ideal in k[x 1 , . . . , x n ] generated by r + 1 polynomials of degree ≤ d, where as above r = n+d n − 1. It is known that there is a first-order formula (Codim=e) d in the coefficients of f 0 , . . . , f r such that for every field k and every f 0 , . . . , f r as above, we have codim(a) = e if and only if the coefficients of the f i 's satisfy this formula over k (see Prop. 5.1 in [Sch] ). Recall that a first-order formula (in the free variables z = z 1 , . . . , z N ) is an expression of the form
where p ij and q ij are polynomials over Z, and the y j are (possibly empty) tuples of variables. One says that such a formula is satisfied over k (for given z 1 , . . . , z N ∈ k) if we have a true statement when the y variables are also assumed to take values in k.
Suppose now that we write our ideals as
We see that codim(G 0 , . . . , G r ) = e if and only if the coefficients of the G i satisfy the formula (Codim=e) d over * k. However, this is the case if and only if for almost all m ∈ N, the coefficients of the f m,i satisfy the formula (Codim=e) d over k. This holds since by assumption we have codim(b m ) = e for almost all m.
For the benefit of the reader without experience in model theory, we give a second, more transparent proof. After replacing k by a suitable extension, we may assume that k is algebraically closed. We use the fact that a polynomial ring over a field is CohenMacaulay, hence the codimension of an ideal a in such a ring is equal to the length of any maximal regular sequence contained in a. Furthermore, if codim(a) = e and a is generated by elements of degree ≤ d, then any e general linear combinations of these generators with coefficients in k form a regular sequence. In particular, we get such a regular sequence whose elements have all degree ≤ d.
The key ingredients in this proof are two results from [vdDS] . The first one (Theorem 1.11 in loc. cit.) says that given d and n, there is a bound N = N(d, n) such that for every field K, and every g 0 , g 1 , . . . , g ℓ ∈ K[x 1 , . . . , x n ], with deg( 
is generated by elements (q 0 , . . . , q ℓ ) with deg(
It is worth mentioning that the proofs of these two results use in an essential way non-standard arguments.
Suppose now that we have a sequence of ideals b m as in the statement of the proposition. For every m in the set I := {m ∈ N | codim(b m ) = e}, let us choose g m,1 , . . . , g m,e ∈ b m of degree ≤ d, forming a regular sequence. We get g j = [g m,j ] ∈ b for 1 ≤ j ≤ e (we can take arbitrary g m,j for m ∈ I, as these are irrelevant). We start by showing that g 1 , . . . , g e is a regular sequence in * k[x 1 , . . . , x n ]. Indeed, otherwise we can find i ≤ e and h ∈ * k[x 1 , . . . , x n ] (g 1 , . . . , g i−1 ) such that g i h ∈ (g 1 , . . . , g i−1 ). This implies that for almost all m we have g m,i h m ∈ (g m,1 , . . . , g m,i−1 ). For almost all m, we know that g m,1 , . . . , g m,e forms a regular sequence, hence h m ∈ (g m,1 , . . . , g m,i−1 ). Since the degrees of h m are also bounded above by deg(h), it follows from the first result we quoted from [vdDS] that there is N such that h m = i−1 j=1 p m,j g m,j and deg(p m,j ) ≤ N for almost all m. In this case
In order to conclude the proof, it is enough to also show that g 1 , . . . , g e is a maximal regular sequence in the ideal b. For this, suppose that there is h ∈ b such that g 1 , . . . , g e , h is a regular sequence. For almost all m, we have codim(b m ) = e, hence h m is a zerodivisor modulo (g m,1 , . . . , g m,e ). By the second result we quoted from [vdDS] we deduce that we can find N ′ and polynomials q m,0 , . . . , q m,e ∈ k[x 1 , . . . , x n ] of degree ≤ N ′ such that q m,0 ∈ (g m,1 , . . . , g m,e ) and q m,0 h m = e i=1 q m,i g m,i for almost all m. If we put q i = [q m,i ], then q 0 h = e i=1 q i g i , and our assumption on h implies q 0 ∈ (g 1 , . . . , g e ). This contradicts the fact that q m,0 ∈ (g m,1 , . . . , g m,e ) for almost all m, and completes our second proof.
We now turn to log canonical thresholds. From now on k is a fixed algebraically closed field of characteristic zero. The function
extends to a function * lct 0 , defined for internal ideals contained in (x 1 , . . . , x n )· * (k[x 1 , . . . , x n ]) and taking values in * R. Explicitly, we have
Recall that for every bounded u ∈ * R there is a unique real number sh(u), the shadow of u, characterized by |u − sh(u)| < ε for every positive real number ε (we abuse the notation by writing |u|, instead of * |u| for u ∈ * R). For a discussion of this notion, we refer to [Gol] , §5.6. A useful fact (see Theorem 6.1 in loc. cit.) implies that if {c m } m is a sequence of real numbers converging to c, then sh([c m ]) = c. The following is the key result that allows us to interpret limits of log canonical thresholds as log canonical thresholds of ideals of formal power series.
is the ideal of power series associated to A, then
We first prove the following lemma. Proof. We can assume that each b m is contained in m and is generated in degree ≤ d.
We have seen in the previous section that there is an affine space W = A r 2 , where r = d+n n − 1, such that for every field extension k ⊆ L, with L algebraically closed, we have a functorial surjective map
Moreover, we have seen that W can be written as the disjoint union of finitely many locally closed subsets
Therefore there is λ such that b m ∈ W λ for almost all m, hence
If L is as above, and if a ⊆ (x 1 , . . . , x n )L[x 1 , . . . , x n ], let us denote by a i the ideal defining the i th jet scheme of the subscheme of A n L defined by a. This is an ideal in the polynomial ring
. We refer to [EM] , §3 for this description by equations of the jet schemes. We denote by a i ⊆ R i /(x 1 , . . . , x n ) the ideal defining the fiber over 0 in the above jet scheme.
It follows from the above description that in our setup the ideal On the other hand, we have seen in §3 that there is a positive integer N such that for every algebraically closed field extension L of k, and every ideal a ⊆ (x 1 , . . . , x n )L[x 1 , . . . , x n ] that is generated in degree ≤ d, we have lct 0 (a) = λ if and only if codim(a i ) satisfies suitable inequalities for every i ≤ N. Indeed, note that we have only finitely many possible log canonical thresholds for these ideals, hence given such a log canonical threshold λ, we can find λ ′ > λ such that there is no possible log canonical threshold in (λ, λ ′ ). We can then choose N such that the condition lct 0 (a) ≥ λ is equivalent to codim(a i ) ≥ (n−λ)(i+1) for every i ≤ N, whereas the condition lct 0 (a) ≤ λ is equivalent to codim(a i ) ≤ (n−λ ′ )(i+1) for some i ≤ N.
It follows that if these inequalities are satisfied by codim(b i m ) for almost all m, then they are satisfied also by codim(b i ). We conclude that lct 0 (b) = λ, as required.
Proof of Proposition 4.2. For every fixed d ≥ 1, we consider the internal ideal
Note that this internal ideal is generated in degree ≤ d. Let
denote, respectively, the ideal of polynomials and the ideal of power series that are asso-
by Proposition 2.7. Applying Corollary 2.10, we get
for every d ≥ 1, and similarly
On the other hand,
As this holds for every d, we get the assertion in the proposition. We are now ready to prove our main results stated in the Introduction. On the other hand, since {c m } m converges to c, we have sh([c m ]) = c. We conclude that c ∈ T ser n , and therefore c ∈ T n , by Proposition 3.3.
Proof of Theorem 1.5. The fact that every element of T n−1 is a point of accumulation from above for T n is well-known. It follows from the fact that if c = lct(a), for some ideal sheaf a on a nonsingular (n − 1)-dimensional variety X, then c + 1 m = lct(a + (t m )), where a + (t m ) is an ideal on X × A 1 , t denoting the coordinate on A 1 (see, for example, Proposition 1.20 in [ELSV] ). Remark 4.5. Since HT n = T n ∩ [0, 1] we immediately obtain variants of Theorems 1.3 and 1.5 for log canonical thresholds of hypersurfaces: each set HT n is closed, and the set of accumulation points from above of HT n is HT n−1 {1}.
Comments on the ACC Conjecture
By Proposition 3.6, we have HT n ⊆ T n ⊆ n · HT n . This implies that Conjecture 1.1 holds for n if and only if HT n has no points of accumulation from below. We now show that this holds for every n if and only if for every n there is no strictly increasing sequence in HT n converging to 1.
Proof of Corollary 1.6. Fix an algebraically closed field k of characteristic zero. Suppose that we have a strictly increasing sequence {c m } m in HT n (k). By Corollary 3.8, we may write c m = lct 0 (f m ) for some f m ∈ k[x 1 , . . . , x n ] with f m (0) = 0. Theorem 1.3 (see also Remark 4.5) gives c := lim m− →∞ c m ∈ HT n (k). In particular c ∈ Q, hence we may write c = a b for positive integers a and b. Note that a ≤ b, and let N = n + b − a and
A special case of the Thom-Sebastiani Theorem (see Proposition 8.21 in [Kol] ) implies that
hence {lct(g m )} m is a strictly increasing sequence in HT N (k) converging to 1.
We now turn to the proof of Proposition 1.7 from the Introduction. In fact, we will give a stronger statement in Proposition 5.2 below, that also interprets the ACC Conjecture as a semicontinuity property of log canonical thresholds of formal power series.
From now on we fix an uncountable algebraically closed field k of characteristic zero. We consider the set R = k[[x 1 , . . . , x n ]] as the set of k-valued points of an infinitedimensional affine space over k, parametrizing the coefficients of the power series. As such, it carries a natural Zariski topology.
This can be described, more precisely, as follows. If m denotes the maximal ideal of R, then R ≃ proj lim ℓ R/m ℓ . Each R/m ℓ parametrizes polynomials over k of degree < ℓ, and as such it consists of the k-points of an affine space of dimension n+ℓ−1 n . The Zariski topology on R is the projective limit of the Zariski topologies on each of the R/m ℓ . Note that m ⊂ R is a closed subset.
We denote by ψ ℓ : R − → R/m ℓ the natural projection maps. A subset of R is a cylinder if it is of the form ψ −1 ℓ (S) for some ℓ and some subset S of R/m ℓ (note that we do not put any condition on S). A cylinder C is constructible, open or closed if S is constructible, open or closed, respectively. Since the projections R/m ℓ+1 − → R/m ℓ are continuous and open (being flat), it follows that these notions are well-defined. These are variants of the corresponding notions when instead of R one considers the space of arcs of a smooth variety (see for example [ELM] ).
Remark 5.1. A variant of an argument due to Batyrev [Bat] in the case of spaces of arcs (see also Lemma 1.2 in [ELM] ) implies that if C 1 ⊇ C 2 ⊇ · · · is a sequence of constructible cylinders with ∩ m C m = ∅, then C m = ∅ for some m. This is the key point where we use the fact that k is uncountable. Proof. For every f ∈ R and every nonnegative integer d, we denote by f ≤d the truncation of f of degree ≤ d. It is convenient to consider also the map ι d : R/m d+1 − → R that identifies each coset h + m d+1 with the corresponding polynomial h ≤d of degree ≤ d.
In order to prove that i) ⇒ ii) note that if c is not a point of accumulation from below for the set HT n , then there is ε > 0 such that (c − ε, c) ∩ HT n = ∅. It follows from Corollary 2.10 that if . This implies that the condition for having f ∈ R n (c) depends only on ψ d+1 (f ). Therefore R n (c) = ψ −1 d+1 (ψ d+1 (R n (c))), hence it is a cylinder. Conversely, suppose now that we have a strictly increasing sequence c m in HT n converging to c, and that R n (c) is a cylinder. We note that in general, for every c ′ > 0, we may write R n (c ′ ) as a countable intersection of constructible cylinders. Indeed, it follows from Corollary 2.10 that we can write
where
is open in m/m ℓ by the Semicontinuity Theorem for log canonical thresholds (see Corollary 9.5.39 in [Laz] ). Since R n (c) is a cylinder, it follows from Remark 5.1 that R n (c) is the intersection of finitely many C m ℓ . In particular, R n (c) = R n (c m ) for m ≫ 0. However, by Corollary 3.8 we can find h m ∈ R such that c m = lct(h m ). Since c m < c for every c, we have h m ∈ R n (c m ) R n (c) for all m, a contradiction. This completes the proof of i) ⇔ ii).
Suppose now that c is fixed, and that R n (c) is a cylinder. In this case, we can write R n (c) = ψ ℓ+1 (Z ℓ+1 ) for every ℓ. On the other hand, we have seen that we can write
where each C ℓ is a constructible cylinder, and we may assume that C ℓ ⊇ C ℓ+1 for every ℓ. We deduce that if we put C Remark 5.3. Suppose that Conjecture 1.1 holds for n, and let c > 0. It follows from the above proposition that if k is an uncountable algebraically closed field of characteristic zero, then we can find N(n, c) such that the condition for f ∈ k[[x 1 , . . . , x n ]] with f (0) = 0 to satisfy lct(f ) ≥ c depends only on the truncation of f up to level N(n, c). In fact, this integer N(n, c) is independent on k: we have seen in the proof of the proposition that it depends only on the largest element in HT n that is < c. Moreover, N(n, c) satisfies the same property for formal power series over every algebraically closed field k of characteristic zero, as can be seen by taking an uncountable extension of k.
Remark 5.4. We deduce from Corollary 1.4 that in order to prove Conjecture 1.1 for a given n it is enough to show that every R n (c) is a cylinder, for c ∈ Q. Furthermore, it follows from Corollary 1.6 that in order to prove Conjecture 1.1, it is enough to show that for every n the set R n (1) is a cylinder.
