Abstract. Applying the Lyapunov-Schmidt reduction approach introduced by Mielke and Schneider in their analysis of the fourth-order scalar Swift-Hohenberg equation, we carry out a rigorous small-amplitude stability analysis of Turing patterns for the canonical second-order system of reaction diffusion equations given by the Brusselator model. Our results confirm that stability is accurately predicted in the small-amplitude limit by the formal Ginzburg Landau amplitude equations, rigorously validating the standard weakly unstable approximation and Eckhaus criterion.
Introduction
The topic of pattern formation has been the object of considerable attention since the fundamental observation of Turing [T, C] that reaction diffusion systems modeling biological/chemical processes can spontaneously develop patterns through destabilization of the homogeneous state.
A parallel impetus has come from the study through bifurcation theory of hydrodynamic pattern formation phenomena such as Taylor-Couette flow and Rayleigh-Bènard convection [KS, NPL, M3] .
Going beyond the question of existence, an equally fundamental topic is stability, or "selection," of periodic patterns, and linear and nonlinear behavior under perturbation [E, NW, M1, M2, M3, S1, S2, DSSS, SSSU, JZ, JNRZ1, JNRZ2] . Here, two particular landmarks are the formal "weakly unstable," or small-amplitude, theory of Eckhaus [E] deriving the Ginzburg Landau equation as a canonical model for behavior near the threshold of instability in a variety of processes, and the rigorous linear and nonlinear verification of this theory in [M1, M2, S1] for the Swift-Hohenberg equation, a canonical model for hydrodynamic pattern formation.
The first-mentioned analysis is completely general, and the second in principle equally so. Indeed, the passage from spectral to nonlinear stability has by now been established for small-and large-amplitude patterns alike [S1, S2, JZ, JNRZ1, JNRZ2, SSSU] , with in addition considerable information on modulational behavior. However, up to now the rigorous characterization of spectral stability has been carried out in all details only for the particular case of the (scalar) SwiftHohenberg equation [M1, M2, S1] (1.1)
where ε ∈ R 1 is a bifurcation parameter. The purpose of the present paper is to carry out the program of [M1, M2, S1] also for a system of reaction diffusion equations
in the case n = 2 originally considered by Turing, rigorously characterizing spectral stability in the small-amplitude, or weakly-unstable, limit. Specifically, we consider the Brusselator model [PL] (1.3) ∂ t u 1 = D 1 ∂ 2 x u 1 + a − (β + 1)u 1 + u 2 1 u 2 ∂ t u 2 = D 2 ∂ 2 x u 2 + βu 1 − u 2 1 u 2 a canonical model for pattern formation in autocatalytic chemical reaction, with equilibrium states u ≡ (a, β/a). Here, u j ∈ R 1 represent species concentrations, D j ∈ R 1 species diffusion constants and a and β ambient concentrations of precursor species. As is standard, we consider a, D j as model parameters and β > 0 a bifurcation parameter, for concreteness fixing the "typical" values a = 2, D 1 = 4, D 2 = 16 throughout. The analysis readily generalizes to general values of a, D j .
For this model, there is a Turing instability of the equilibrium state at β = 4, with linear oscillating modes ce ±ik 0 x r, k 0 = 1/2, r ∈ R 2 . Thus, setting β = 4+ε 2 following standard convention, we expect, similarly as for (1.1), a smooth branch of solutions (1.4) u = (2, 2) ⊤ + {εe i(k 0 +εω)x r + O(ε 2 )} + c.c.,
bifurcating from ε = 0, where c.c. denotes complex conjugate, and ω lies in an appropriate range consisting of an ε-order perturbation of a fixed open interval I E determined by an associated formal amplitude equation given in this case by the real Ginzburg Landau equation [E, M1, M2, M3, S1] ; moreover, stability and behavior under perturbation of these solutions are expected to be governed to lowest order by this same Ginzburg Landau equation, with stability determined by the simple Eckhaus criterion that ω lie in an ε-perturbation of a fixed open subinterval I S of the interval of existence I E . Following the Lyapunov-Schmidt reduction program laid out in [M1, M2, S1] , we rigorously validate (1.4) as describing the unique branch of solutions bifurcating from equilibrium in a neighborhood of the Turing instability, and give a detailed description of the spectra of the linearized operator about the bifurcating solution, showing that it agrees to lowest order with that of the linearization of the Ginzburg Landau equation about (1.4). This verifies in particular that stability is indeed predicted by the simple Eckhaus criterion of the formal theory.
The analysis, and computations, turn out to be surprisingly more complicated than in the SwiftHohenberg case. In particular, it is here necessary to compute the ε 2 -order and ε 3 -order correctors in (1.4), whereas in the Swift-Hohenberg case, due to the twin properties that it is scalar with only third-order nonlinearities, the ε 2 -order term can be seen to identically vanish and the ε 3 -order term need not be computed for the analysis of the reduced equation. This amounts to computing thirdorder instead of first-order Taylor expansions, which, in the vectorial case, grow exponentially in computation effort with degree. Moreover, it is not a priori clear that the associated new remainder terms in the ultimately resulting 2×2 reduced equations will be sufficiently small to yield the desired spectral description. To carry out the details of the program of [M1, M2, S1] in this more generic case, and to verify that the argument indeed closes, is one of the main contributions of this paper.
A second contribution is to reframe the stability analysis of the Ginzburg Landau equation in a way illuminating the connection with Lyapunov-Schmidt reduction, for which, under appropriate interpretation/scaling, the two processes can be seen not only to generate the same final results but to match operation-by-operation. In the analyses of the Swift-Hohenberg equation in [M1, M2, S1] , these final results were instead obtained by apparently quite different computations, then seen by direct comparison to correspond, leaving unclear the mechanism by which this correspondence should extend to more general models. An interesting further detail arising in the present case that was not present in the Swift-Hohenberg case is that the linearized equations are not self-adjoint, so that there is a transition between the large-scale spectrum of the linearized operator, which is in general complex, and the small-scale spectrum, expected by analogy to the approximating self-adjoint linearized Ginzburg Landau operator to be real. By a higher order Lyapunov-Schmidt reduction computation, we are able to pinpoint the location and nature of this transition rather precisely, showing that within an order ε "Ginzburg Landau" regime, spectra of the full equations are real, while in an order ε transition regime there exist spectra that are complex. We hope, finally, that it may be useful simply to gather here in one place the elements of the weakly unstable/smallamplitude theory in the concrete but general context of reaction diffusion systems.
1.1. Turing instability and the Ginzburg Landau approximation. We first recall the general Ginzburg Landau approximation, following [M3] . Consider a general reaction diffusion system (1.2) with D > 0 diagonal and constant, assuming without loss of generality f (0, µ) ≡ 0, so that u ≡ 0 is an equilibrium solution for all µ. Following Turing, suppose moreover that matrix M µ := (∂f /∂u)(0, µ) is stable (has eigenvalues of strictly negative real part). (Here and elsewhere, Sp(N ) denotes spectrum of an operator or matrix N ). Then, the dispersion relation λ ∈ Sp(−k 2 D + M µ ) determined by the Fourier symbol of the linearized operator about u ≡ 0, where k ∈ R denotes Fourier frequency, is evidently stable (ℜλ < 0) for |k| sufficiently small or large; thus, instabilities, should they occur, must occur for finite wave numbers, bounded away from 0 and ±∞. This cannot happen for n = 1, as D and M µ then commute. However, it can occur for any n ≥ 2, with appropriate choices of parameters [C] . Of particular interest is the transition at value µ 0 from stability to instability of the constant solution u ≡ 0, at which one or more eigenvalues of the symbol (−k 2 D + M µ ) pass through the imaginary axis for k = ±k 0 = 0. In the case n = 2 considered by Turing, this crossing necessarily occurs at λ = 0 and involves a simple root [C] .
More generally, for an n-dimensional system (1.2), we denote as a Turing instability a system (1.2) and values µ 0 , k 0 for which ℜ Sp(−Dk 2 + M µ ) < 0 for all k ∈ R for µ < µ 0 but not for µ ≥ µ 0 , with ℜ Sp(−k 2 D + M µ 0 ) < 0 except for simple eigenvalues λ = 0 at k = ±k 0 , whose real parts are nondegenerate maxima with respect to k and grow at nonvanishing rate with respect to µ. By matrix perturbation theory [K] , these eigenvalues may in the vicinity of (µ 0 , k 0 ) be extended along with their associated eigenvectors r as smooth functions
By reflection symmetry of the linearized equations with respect to x (indeed, there holds O(2) symmetry given by translation and reflection invariance in x), eigenfunctions for a given λ value appear in pairs e ±ikx r, whence we may deduce, noting that also by real-valuedness of the operator,λ, e −ikxr must be another eigenvalue, eigenfunction pair, that simplicity of λ 0 (µ, k) implies (λ 0 , r 0 )(µ, k) real (see, e.g., [PYZ, GS] and references therein). Thus, we have
Motivated by the parabolic behavior (1.6), introduce the diffusive scaling
and make the multi-scale ansatz
where c.c. denotes complex conjugate and v j are to be determined. Denote
, where N j are symmetric multilinear forms corresponding to mixed directional derivatives, so that
Then, substituting in (1.2) and matching powers of ε, we obtain, at order ε 1 , the equation Le ik 0 x r 0 = 0, as follows automatically by definition of k 0 , r 0 . At order ε 2 , we obtain
where L is applied in the second (fast) variable only. By the assumptions on Sp(L), this is soluble for v 2 precisely if the eigenprojection P of (−k 2 0 D + M µ 0 ) onto its kernel annihilates the term ik 0 D∂ X Ae ik 0 x r 0 , or (1.11) P Dr 0 = 0.
By standard spectral perturbation theory [K] , this is equivalent to (∂λ 0 /∂k)(µ 0 , k 0 ) = 0, as holds by assumption (1.6)(i). At order ε 2 , the corresponding solvability condition gives, finally, the real Ginzburg Landau equation
Here, the linear coefficients may be computed simply through
while the nonlinear coefficient f is given by a more complicated formula involving N 2 , N 3 , r 0 , L; see Section 1.1 for details. Equation (1.12) may then be solved explicitly for solutions A = c(ω)e iωX = e iωεx , yielding the aforementioned prediction (1.4) regarding existence, for
Likewise, the linearized stability problem may be solved explicitly [T, TB, M1] (see Section 4) to yield the Eckhaus stability criterion (1.14) ω ∈ I S := (− e/3d, + e/3d) ⊂ I E .
This recovers the formal theory of Eckhaus [E] as applied to reaction diffusion systems.
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Remark 1.1 (Shortcut computations). As noted by Mielke [M3, Section 2], once one knows existence of a valid Ginzburg Landau expansion, one may compute coefficients efficiently by various shortcuts. For example, consider the dispersion relation λ(µ, k) around the given base (constant) state. Introducing the Ginzburg-Landau scalings µ = ε 2 , k = k 0 + εω, expand λ(ε 2 , k 0 + εω) in powers of ε, we obtain (via the Chain rule):
Then, the coefficients of (1.15) agree with the linear parts of the Ginzburg-Landau equation (4.8), with e = (∂λ/∂µ)| 0,k 0 and d = −(1/2)(∂ 2 λ/∂ 2 k )| 0,k 0 . This may be proved alternatively by: (i) direct comparison, computing via implicit differentiation from the characteristic polynomial, or (ii) observation that the Ginzburg-Landau expansion procedure, omitting nonlinear terms, is exactly the spectral expansion procedure for determining the Taylor expansion of λ(ε 2 , k 0 + εω 2 ). As noted in [M3] , the constant-coefficient dispersion relation is typically computed in the course of locating Turing instability in the first place, so often already available. In the scalar case, or for 2 × 2 systems, it is also considerably easier to compute the partial derivatives of λ(·, ·) than to carry out the complete Ginzburg Landau expansion. Likewise [M3] , it is not necessary to include slow time-dependence in the derivation of nonlinear coefficients, thus eliminating a number of terms.
1.2. The Brusselator model. The Brusselator model (1.3) corresponds to reactions
with u 1 = {X}, u 2 = {Y }, a = {A}, β = {B}, in the situation that precursor species A and B are present in inexhaustible, essentially fixed, concentrations, yielding rate equations for product species X and Y (setting rate constants = 1) of (1.17)
where {·} denotes concentration, with fixed point {X} = {A}, {Y } = {B} / {A}. The fixed point is stable for {B} < 1 + {A} 2 , at which point there is a Hopf bifurcation to chemical oscillation, or "clock reactions." For us, {A} = 2, {B} = 4, so that we are indeed in the stable regime envisioned by Turing. As discussed in [C] , Turing instability can occur for 2 × 2 systems only for ratios of diffusion constants D 1 /D 2 rather far from 1, hence our choice of D j : (from [C] ) "Since the diffusion coefficients of most small ions in water have the same value of about 10 −9 m 2 /sec, some ingenuity is required to create a Turing instability. Experimentalists found (by accident!) that one way to achieve a large disparity in diffusion coefficients was to introduce a third molecule (such as starch...) that was fixed to an immobile matrix in the solution..."
The real Ginzburg Landau equation corresponding to the Brusselator model with our choice of parameters may be computed (see Section 4) to be
in the notation of (1.12)-(1.14), d = 32/3, e = 2/3, f = 1. Hence, for the Brusselator model that we study here, the stability and existence intervals given in (1.14) are (1.19)
1.3. Diffusive stability condition. We next briefly recall the diffusive stability condition of Schneider [S1, S2] . Linearizing (1.2) about a periodic solution u(x, t) ≡ū(x), we obtain the linearized equations
Differentiating with respect to x the profile ODE ∂ 2
x Dū + f (ū) = 0, we find that ∂ xū is a bounded solution of the eigenvalue ODE (L−λ)w = 0 for λ = 0, whence, by general Bloch expansion/Floquet theory [S2, M2, M3] , there exists a continuous curve λ * (σ) of spectra of L, defined for σ ∈ R sufficiently small. The diffusive stability condition is that this branch be isolated, in the sense that all other spectra have strictly negative real part, and multiplicity one in the sense of Bloch expansion; we describe this last more carefully in Section 3. The second condition (see [S2] ) is that
1.4. Main results. We are now in position to state our main results. Let H s per ([0, 2π] , R 2 ) denote the space of H s functions that are periodic on the interval [0, 2π] . Making the coordinate shift u → u − (2, β/2) and the shift in β: β → b + 4, we may rewrite (1.3) in the general form (1.2), with all equilibrium states centered at u ≡ u * = 0 and Turing instability occurring at b = 0. Introducing the wave number k and making the independent coordinate change x → kx, we may further normalize the set of periodic solutions with wave number k to periodic solutions on the fixed interval [0, 2π] of
. Our first result rigorously characterizes Turing bifurcation of periodic solutions of (1.3) from equilibrium states u ≡ (2, β/2). there is a unique small solutionũ ε,ω ∈ H 2 per ([0, 2π], R 2 ) of (1.22) which is even in w, positive at w = 0 and has the expansion formula:
(1.23)
Note that when ω = ± 1 4 ,ũ ε,ω ≡ 0 reduces to the equilibrium (zero) solution. Proof. Given in Section 2.
Our second result rigorously characterizes diffusive stability/instability of bifurcating solutions. where ℜλ < −δ for λ ∈ S and |λ j | << 1. Moreover, for each fixed ω ∈ I S = (−
giving diffusive instability.
Proof. Given in Section 3.
Theorems 1.2 and 1.3 together rigorously validate the predictions of the Ginzburg Landau approximation regarding existence and stability of small bifurcating solutions; cf. (1.19). Our third main result addresses reality of the critical modes λ j (·), identifying a transition from a Ginzburg Landau zone σ ∼ ε in which λ j are real to a transition zone σ ∼ √ ε for which λ j can be complex.
Theorem 1.4 (Reality). Let λ 1 and λ 2 be as in Theorem 1.2. Then there existε 0 ∈ (0,ε 0 ) and
Our fourth main result states that, within the Ginzburg Landau regime λ ∼ ε 2 , σ ∼ ε, the Ginzburg Landau approximation not only well-predicts stability/instability, but to lowest order also the linearized dispersion relations for the two smallest eigenmodes. Theorem 1.5. Setting σ =: 2εσ, λ j =: ε 2λ j in accordance with the Ginzburg Landau scaling (1.7), λ j as in ( 1.25), we obtain expansionŝ
(1.27)
for |σ| << 1, agreeing to lowest order with the corresponding expansions for the associated Ginzburg Landau approximation (cf. (4.31)). Moreover, for |σ| ≤ C and ω ∈ I int E , λ j are real for ε << 1. Proof. Given in Section 4.
1.5.
Discussion and open problems. The dispersion relation (1.27) agrees to lowest order with
2 , a self-adjoint matrix eigenvalue problem coming from the spectral stability analysis of the approximating Ginzburg Landau equation linearized about the periodic solution corresponding to wave number ω, for whichλ j are evidently real; see (4.31). (As described in Section 4.3, the spectral stability problem for the Ginzburg Landau equation is reducible to a constant-coefficient analysis; see, for example, [TB] .) In the Swift-Hohenberg case [M1, M2, S1] , the linearized operator for the full system is selfadjoint, and so it is known a priori that all exact eigenvalues are real-valued as well. In the present (general) situation, this property is replaced by reflection-symmetry of the linearized system, which persists even when self-adjointness is lost. By the same argument applied to the constant-coefficient problem below (1.5), plus simplicity of eigenvalues λ j (σ) at σ = 0, it follows that the two small eigenvalues λ j (σ) remain real so long as they remain distinct. However, the rest may be real or complex, depending on the particular system, as may be readily seen even for the constantcoefficient case described in (1.5). Moreover, as λ j (0) differ only to order ε 2 , we cannot conclude by this argument reality for σ >> ε 2 , in particular not for the range |σ| ≤ σ 0 of our main analysis. This has implications for the stability argument, as we can therefore not use the approach of [M1, M2, S1] on the intermediate regime ε 2 << |σ| ≤ σ 0 of studying the sign of the better-behaved product λ 1 λ 2 rather than the real parts of individual eigenvalues λ j . We substitute for this a different argument subdividing into cases (i) |σ| << ε 2 , (ii) ε 2 /C ≤ |σ| ≤ Cε 2 , and (iii) |σ| >> ε 2 , treating (i) and (iii) by |σ| → 0 and |σ| → ∞ asymptotics and (ii) by continuity from the GinzburgLandau approximation. In this way we obtain finally, by a rather different and more complicated route, all of the information regarding the critical modes λ j that was obtained in [M1, M2, S1] for the Swift-Hohenberg case.
In particular, as in [M1, M2, S1] , we rigorously validate the predictions of the formal Ginzburg Landau approximation, both for existence and stability of periodic solutions bifurcating from a constant, homogeneous state. In [M1, M2, S1] , this was done by a posteriori comparison of the two sets of results, obtained by apparently quite different computations. Here, with an eye toward greater generality, we explore this issue further, seeking an equivalence also at the level of computations. Namely, we show in Section 4 that after appropriate preconditioning, the two processes of Ginzburg Landau approximation and rigorous Lyapunov-Schmidt reduction may be matched exactly at each order of ε up the the top order ε 3 involved in the Ginzburg Landau expansion: that is, the two methods involve solving identical sets of equations with identical compatibility conditions at each step. This not only verifies their correspondence, but indicates the mechanism by which it arises.
The preconditioning steps are, on the Lyapunov-Schmidt side, to impose the Ginzburg Landau scaling (1.7), and, on the Ginzburg Landau side, to make the ansatz
where A ω (x) = 2 3 (1 − 16ω 2 )e iωx is the background periodic solution, observing that this reduces the linearized equations to constant coefficients and the operator ∂x to multiplication by iω. With these adjustments, the correspondence between the two analyses is then revealed.
The latter observation so far as we know is new, and appears to point the way to a more general proof of correspondence not requiring computations; to carry this out in detail would be a very interesting direction for future study. The correspondence so obtained is at formal level: at ε 3 order in the reduced spectral problem (1.28), ignoring higher-order truncation errors. A second important open problem is to carry out a rigorous analysis, as here and in [M1, M2, S1] , (i) verifying that these higher-order truncation errors result in acceptable, higher-order approximation errors in the resulting eigenmodesλ j (σ), and (ii) justifying by separate analysis the reduction to the "Ginzburg Landau regime" |λ,σ| ≤ C. This would have the important contribution of validation/illumination of the formal Ginzburg Landau approximation, commonly used without proof to study stability in studies both mathematical and physical. See for example [PP-G, GLSS] and references therein. We hope that our analysis here will serve as a useful blueprint for this more general case.
Existence of periodic solutions from Turing instability
In this section we study existence of periodic solutions, carrying out the proof of Theorem 1.2. Setting D 1 = 4, D 2 = 16 and a = 2 (just for convenience, no chemical reason), the Brusselator model is
Then the uniform state is u * = (2, β 2 ), where β is the bifurcating parameter. In this section, we consider existence of periodic solutions bifurcating from u * = (2, β 2 ) by Turing instability.
We start with the Turing instability. Linearizing the Brusselator model around u * , we have the Jacobian matrix
To satisfy the conditions of Turing instability, A is stable, that is, detA = 4 > 0 and trA < 0 which means β < 5. In order to find the critical value β c (that is, u * is not stable anymore at β = β c by adding diffusion terms, we consider det(A − k 2 D) = 0 for some wave number k = 0. By a simple calculation, Turing instability occurs at β = 4 with the corresponding wave number k = ± 1 2 . (That is, the parameter β should satisfy 4 < β < 5 and β c = 4). Now, we consider the normalized model (obtained by translating
Then Turing instability occurs at b = 0 with the corresponding wave number k = ± 1 2 and we consider a two-paramametric (b, k) family of stationary solutionsũ b,k which bifurcate for b = 0 from u * = (0, 0). In order to show that there are bifurcating periodic stationary solutions from u * = (0, 0), we use the Lyapunov-Schmidt reduction. Letũ(b, k, ξ) = (ũ 1 ,ũ 2 )(b, k, ξ) be 2π -periodic in ξ where ξ = kx (that is, we assume 2π k -periodic in x). We will look at the expression of the periodic solutionũ in a neighborhood of (b,
2.1. The Lyapunov-Schmidt reduction for the equation (2.3). We first sketch the LyapunovSchmidt reduction for the equation (2.3). Since N (0, ± 1 2 , 0 0 ) = 0, we want to study the stationary periodic solutions of the equation (2.3) in a neighborhood of (0, ±
, then by the Implicit Function Theorem, in a neighborhood of (0, ± 1 2 , 0 0 ), there exist a unique solutionũ(ξ) = φ(b, k) satisfying (2.3) for some C ∞ function φ. In this case, however, L per is not invertible, so we apply the Lyapunov-Schmidt reduction. We first denote the kernel and range of L per by ker(L per ) and ran(L per ), respectively. Moreover, we assume the decompositions:
where
We first focus on the second equation. Defining
We now substitute V = Φ(b, k, U ) into the first equation of (2.8) in order to obtain the bifurcation equation:
B is a C ∞ function from Γ×Ω to Y 1 which has a finite dimension, B(0, ± 1 2 , 0) = 0 and ∂ U B(0, ± 1 2 , 0) = 0. Actually, solving (2.12) is equivalent to solving the original equation (2.3), that is, it is enough to solve the finite -dimensional problem B(b, k, U ) = 0 locally in R 2 × ker(L per ).
Remark 2.1. In the above argument, (
In particular, putting
and the adjoint of L per :
Then the kernels of L per and L * per are spanned by (2.17)
Now, in order to use Lyapunov-Schmidt reduction, we first define the zero eigenprojection
and define the mapping
that is,Q is just a vector form in R 2 of the projection
By the Implicit Function Theorem, there exists an open neighborhood U ⊂ R 4 of (0, 1 2 , 0, 0) and a unique function V : U → (I − P )H 2 per ([0, 2π], R 2 ) that solves the second equation of (2.21) for (b, k, α 1 , α 2 ) ∈ U . After we substitute V into the first equation of (2.21), the reduced equation (or the bifurcation equation) will be O(2) equivariant. This is due to the fact that the original problem is translation invariant and reflection symmetric. Hence, we can conclude that the reduced equation is of the form
f is a real-valued scalar function (c.f. [CL, Chapters 2, 5] ). Next, let us find asymptotic expansion of V with respect to parameter α 1 and set α 2 = 0. 1.) First of all, it is clear that V (b, k, 0) = 0. 2.) Now, we differentiate the second equation of (2.21) with respect to α 1 .
Hence, by step 1.),
Since R 2 cos ξ is an invariant subspace for the invertible operator (
should be orthogonal to the vector 2 1 , which means that
Next, note that
Using (2.29)-(2.32), we derive that
Hence, (2.34)
So far, we have shown that
3.) Next, we would like to compute ∂ 2 α 1 V | α=0 . We differentiate (2.24) with respect to α 1 .
where • indicates the Hadamard product sign. Therefore,
Notice that
(2.37)
Hence,
(2.38)
It is easy to see that (2.39)
Therefore, using (2.36), we obtain
Since R 2 and R 2 cos 2ξ are invariant subspaces for the invertible operator (I −Q)(k 2 D∂ 2 ξ +A)(I −P ),
Note that a b and ã b cos 2ξ belong to ran(I − P ).
It follows from (2.40) that 
Collecting terms from (2.42) and (2.44), we arrive at
4.) Next, we compute ∂ 3 α 1 V | α=0 . We differentiate (2.35) with respect to α 1 .
(2.46) Therefore,
Next, it is easy to see that (2.50)
It follows from the last line of (2.48) and (2.50) that
Since R 2 cos ξ and R 2 cos 3ξ are invariant subspaces for the invertible operator (I − Q)(k 2 D∂ 2 ξ + A)(I − P ), ∂ 3 α 1 V | α=0 is of the form f 4 1 −2 cos ξ + * * cos 3ξ.
Using (2.29)-(2.32) and (2.51), we derive at
(2.54)
In order to obtain the reduced equation, we substitute (2.54) into the first equation from (2.21),
Next, we split the left-hand side of (2.55) into two parts. a.) Linear part. In order to treat linear terms, we use the following computations.
(2.56) Therefore, we have the following expression for the linear part from (2.55)
b.) Non-linear part. We next treat the nonlinear terms
(2.58)
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By direct computation, we have:
Using formulas (2.58) and (2.59), we have the following expression for the non-linear part from (2.55)Q
(2.60)
Hence, taking into account formulas (2.60) and (2.23), the reduced equation has the form:
From now on, we take without loss of generality α 2 = 0 and α 1 = α. Our goal is to solve (2.61) for α in terms of b and k. Let us introduce A:
Solving (2.61) is equivalent to solving
Next, plugging α = |A|B into (2.65), we obtain
We need to solve (2.67) in terms of A. The second equation in (2.67) has no solutions. By the Implicit Function Theorem, there exists an open neighborhood U ⊂ R of 0 and a unique function B : U → R that solves the first equation of (2.67) for A ∈ U . Therefore, we have the restriction 17 A ≥ 0. Hence, using formula (2.64) and the restriction on A, we conclude that (b − (4k 2 −1) 2 4k 2 ) must be greater or equal to 0 (note that b must be greater or equal to 0 as well). Next, we introduce a scaling parameter ω defined by the equation
We can solve (2.68) for k, i.e. 
Next, using the first equation in (2.67), we arrive at the asymptotic formula for B:
Since, k and b are functions of ε. A is a function of ε as well. In particular,
Therefore, using (2.73), we arrive at the asymptotic formula for α:
Note that when ω = ± 1 4 , α = 0. By direct computation, we obtain the expansions:
Using formulas (2.54) and (2.76), we obtain the result of Theorem 1.2.
Stability of periodic solutions
In this section we study stability of the bifurcating periodic solutions established in Section 2, carrying out the proof of Theorem 1.3. Linearizing (2.1) aboutũ ε,ω , we have
Since df (ũ ε,ω ) is 2π-periodic, every coefficient of the linear operatorB ε,ω is 2π-periodic. By substituting v(ξ) = e iσξ V (ξ) we define the Bloch operator family: for σ ∈ R,
where B(ε, ω, σ) :
. However, in order to study the spectral stability ofũ ε,ω , it is enough to consider σ ∈ [− 2 ) and m ∈ Z; hence we consider e imξ V (ξ) instead of V (ξ). We now define the operator B 0 :
which has constant coefficients. Here, we consider Bloch operators B(ε, ω, σ) as small perturbations of B 0 (σ). So we first study the eigenvalue problem of B 0 (σ):
which is equivalent to the eigenvalue problem of the matrix B:
Since trace of B is negative, at least one of the eigenvalues of B has the negative real part. So we need to consider σ ∈ [− detB = 0 becomes (m + σ) 2 = 1. Since m ∈ Z, the possible values of m are 1 and −1, and so we consider the following "dangerous set:" for some sufficiently small η > 0.
(3.7) Γ = {σ| − η < σ < η}.
Therefore, as long as σ is bounded away from 0, the real part of the spectrum of B 0 (σ) has negative upper bound. Similarly, one can show that the real part of the spectrum of the constant- 3.1. Stability of the bifurcating periodic solutions: coperiodic case σ = 0. We now consider the eigenvalue problem of B(ε, ω, 0):
In order to use the Lyapunov-Schmidt reduction, we decompose W = β 1 U 1 + β 2 U 2 + V and we first solve
By the Implicit Function Theorem, there exists an open neighborhood U ⊂ R×C×R 2 of (0, 0, 0, 0) and a unique function V : U → (I − P )H 2 per ([0, 2π], R 2 ) that solves (3.9) for (ε, λ, β 1 , β 2 ) ∈ U . Next, it is clear that the relation between β and V is linear. Then, let V(ε, ω, λ, β) = V 1 (ε, ω, λ)β 1 + V 2 (ε, ω, λ)β 2 . Now let us find asymptotic expansions of V 1 and V 2 with respect to parameter ε. 1.) First, we compute V i (0, ω, λ) = ∂ β i V| ε=0 . We differentiate (3.9) with respect β i and plug in 0 for ε.
is invertible for small values of λ, we conclude that (3.12)
2.) Now, we differentiate the second equation of (3.9) with respect to β 1 and ε and, then, plug in 0 for ε. Note that it follows from (2.71) that
Taking into account formulas (2.26), (3.2), (3.3) and (3.13), we arrive at
(3.16)
Since R 2 cos ξ is an invariant subspace for the invertible operator (I − Q)(B(0, ω, 0) − λ)(I − P ),
Using (3.16)-(3.17), we derive that (−6 − λ)h 1 = 8ω. Hence,
sin ξ. So far, we have shown that
3.) Now, we would like to compute ∂ 2 ε ∂ β i V| ε=0 . Differentiating the second equation of (3.9) with respect to β 1 and ε twice and, then, plugging in 0 for ε, we obtain
Using (2.31) and (2.50), we arrive at
Since R 2 , R 2 cos ξ, R 2 cos 2ξ and R 2 cos 3ξ are invariant subspaces for the invertible operator
In order to obtain the reduced equation for the spectral problem, we substitute W = β 1 U 1 + β 2 U 2 + V, where V is given by (3.22) into the equation
Using (2.27), (2.31), (2.50), (2.59), (3.2), (3.13) and (3.23), we arrive at
(3.26)
Now, we will establish the following refined remainder estimate.
Lemma 3.1. The remainder in (3.26) has the form
Proof. All we need to show is that if λ = 0, then the reduced spectral equation is of the form
Now, we plug 0 for λ in (3.9) and then differentiate it with respect to β 1 .
Let us also differentiate the second equation of (2.21) with respect to α 1 and then plug in 0 for α 2 . (3.30) Due to the uniqueness part in the Implicit Function Theorem, we conclude that
(3.31)
Similarly, we conclude that
Therefore, in order to find the entries of the spectral matrix from the reduced equation (3.24) we differentiate the first and second equations of (2.61) with respect to α 1 and α 2 and then plug 0 for (3.33) where A − α 2 + O(|α| 4 ) is exactly the left-hand side of (2.65). Using formulas (2.74) and (2.75), we arrive atQ
Using the refined remainder estimate, we obtain the following characterization of co-periodic stability. where
(3.36)
Moreover, if λ ∈ S, then ℜλ < −δ.
Proof. Setting the determinant of the matrix from (3.26) equal to 0, we obtain (3.37) where c(ε, ω) = −
Now assume that ω = ± 1 4 . Then c(ε, ω) = 0. Instead of (3.38), we have
Then, both λ 1 and λ 2 are of the form O(ε 2 |λ|).
3.2. Stability of the bifurcating periodic solutions: general case. We now consider the eigenvalue problem of B(ε, ω, σ):
Next, we go through steps described in the previous section. Next, it is clear that the relation between β and V is linear. Then, let V(ε, ω, σ, λ, β) = V 1 (ε, ω, σ, λ)β 1 + V 2 (ε, ω, σ, λ)β 2 . Now let us find asymptotic expansions of V 1 and V 2 with respect to parameter ε. 1.) First, we compute V i (0, ω, σ, λ) = ∂ β i V| ε=0 . a.) Differentiating (3.43) with respect β 1 and plugging in 0 for ε, we obtain
Therefore,
(3.44)
We conclude that V 1 (0, ω, σ, λ) is of the form
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Let us compute h i . Plugging (3.45) into the left-hand side of (3.44), we obtain
(3.46)
Taking into account (3.44) and (3.46), we have a system of linear equations in h 1 and h 2 :
we conclude that V 2 (0, ω, σ, λ) is of the form
Then, similarly as in (3.47), we have a system of linear equations inh 1 andh 2 :
Therefore,h
2.) Next, we would like to compute ∂ ε ∂ β i V| ε=0 . a.) We start with ∂ ε ∂ β 1 V| ε=0 . Differentiating (3.43) with respect β 1 and ε, and plugging in 0 for ε, we obtain 0 = (I − Q) ∂ ε B(0, ω, σ)(
, or, using the second line in (3.44) and the last line in (3.46),
(3.51)
Hence, ∂ ε ∂ β 1 V| ε=0 is of the form
Let us compute g i . Note that span{ * * sin ξ, * * cos ξ} is an invariant subspace for the in-
cos ξ into the left-hand side of (3.51) (c.f. (3.46)), we obtain
(3.53)
Taking into account (3.51) and (3.53), we have a system of linear equations in g 1 and g 2 : (3.54) b.) In a similar fashion, we compute ∂ ε ∂ β 2 V| ε=0 . Taking into account (3.50), we arrive at
Hence, ∂ ε ∂ β 2 V| ε=0 is of the form
and we have the system of linear equations ing 1 andg 2 :
Therefore,g 1 = g 2 andg 2 = −g 1 . Overall, we have
(3.55)
In order to obtain the reduced equation for the spectral problem, we plug W = β 1 U 1 + β 2 U 2 + V, where V is given by (3.55), into the equation
Using (2.27), (2.31), (2.50), (2.59), (3.2), (3.13), (3.23) and Lemma 3.1, we arrive at
(3.57) Some computations we need based on (3.48) and (3.54) are:
(3.58)
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Taking into account (3.26), (3.57) and (3.58), we arrive at
where c(ε) = − 4 3 (1 − 16ω 2 )ε 2 + O(ε 3 ). One can improve the error estimates in (3.59) using symmetric properties of the eigenvalue problem (3.42). In particular, we gain additional information on elements of matrix m. Proof. First, we note that (3.42) possesses two symmetries [M2] [B(ε, ω, σ) m(ε, ω, σ, λ)
And (3.62) m(ε, ω, σ, λ)
Corollary 3.4. The error matrix in (3.59) has the form
i.e. for the diagonal entries we conclude that O(σε 2 ) = O(σ 2 ε 2 ) and for the off-diagonal entries we conclude that O(|λ|ε 3 ) = 0.
Proof of Theorem 1.3. Let us take the determinant of (3.59).
(3.64)
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According to the Weierstrass Preparation Theorem, there exists an analytic function q(ε, σ, λ) in a neighborhood of (0, 0, 0) such that q(0, 0, 0) = 1 and
(3.66) Therefore, the eigenvalue problems boils down to the second order polynomial (3.67) where c 1 (ε, σ) = − 4 3 (1 − 16ω 2 )ε 2 + O(ε 2 (ε + σ)). Therefore, the roots are of the form
Next, we fix ω such that ω 2 < 1 48 . Then we consider three different cases: 1) |σ| << 1, 2) 1/C ≤ |σ| ≤ C, 3) |σ| >> 1. 1) |σ| << 1. We expand λ 1,2 w.r.t.σ. 2) 1/C ≤ |σ| ≤ C. For the unperturbed Ginzburg Landau case, we know (see Section 4 for details) that ℜλ j ≤ η < 0. Sinceσ belongs to the compact interval, we deduce that ℜλ j ≤η < 0.
3) |σ| >> 1. The roots λ 1 and λ 2 are controlled by − 16 3 σ 2 .
ℜλ 1 ≤ c(ε, ω) +c(ε, ω)σ −c 1 (ε, ω)σ 2 + O(σ 3 ), ℜλ 2 ≤ −c 2 (ε, ω)σ 2 + O(σ 3 ), (3.71)
For a fixed ω such that 1 48 < ω 2 ≤ 1 16 similar to the case 2 we deduce that max σ {ℜλ 1 , ℜλ 2 } > 0.
3.3. Reality of critical eigenmodes. We now perform a higher-order Lyapunov-Shmidt reduction, addressing the more subtle question of reality of the critical modes λ j (·). (3.74)
According to the Weierstrass Preparation Theorem, there exists a real analytic function q(ε, σ, λ) in a neighborhood of (0, 0, 0) such that q(0, 0, 0) = 1 and q(ε, σ, λ) det m(ε, ω, σ, λ) = λ 2 + a 1 λ + a 0 . (3.75) Let a real analytic function q(ε, σ, λ) be of the form q(ε, σ, λ) = 1 + ν 0 (ε, σ) + ν 1 (ε, σ)λ + ν 2 (ε, σ)λ 2 + . . . Then, a 0 (ε, σ) = (1 + ν 0 (ε, σ)) det m(ε, ω, σ, 0), a 1 (ε, σ) = ν 1 (ε, σ) det m(ε, ω, σ, 0) + (1 + ν 0 (ε, σ))(det m) ′ λ (ε, ω, σ, 0).
Next, in (3.75), we compare the coefficients in front of different powers of σ, to obtain:
(1 + ν 0 (ε, 0) + ν 1 (ε, 0)λ + ν 2 (ε, 0)λ 2 + . . .)((1 − 32 9 ω 2 ε 2 )λ 2 + λ(−c(ε) + O(λ 2 ε 2 + λε 3 ))) = λ 2 + λ(−c(ε) + O(ε 3 )), 
