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We investigate the classical Heisenberg and planar (XY) models on the windmill lattice. The
windmill lattice is formed out of two widely occurring lattice geometries: a triangular lattice is
coupled to its dual honeycomb lattice. Using a combination of iterative minimization, heat-bath
Monte Carlo simulations and analytical calculations, we determine the complete ground state phase
diagram of both models and find the exact energies of the phases. The phase diagram shows a rich
phenomenology due to competing interactions and hosts, in addition to collinear and various copla-
nar phases, also intricate non-coplanar phases. We briefly outline different paths to an experimental
realization of these spin models. Our extensive study provides a starting point for the investigation
of quantum and thermal fluctuation effects.
I. INTRODUCTION
Insulating materials that host localized spin degrees
of freedom can exhibit complex ground states and fas-
cinating low-temperature properties. This behavior fre-
quently arises from competing interactions that cannot
be satisfied simultaneously. Prime examples are antifer-
romagnetic nearest-neighbor spin couplings on frustrated
geometries like the two-dimensional (2D) triangular and
kagome lattice or the three-dimensional (3D) pyrochlore
lattice1–3. These systems are characterized by a large de-
generacy of classical ground states. This often leads to
complex states of matter and phase transitions if quan-
tum or thermal fluctuations are present4–6.
A triangular lattice geometry with antiferromagnetic
spin couplings is realized in a large number of mag-
netic materials such as Cs2CuCl2
7–9, NaxCoO2
10,11,
NaCrO2
12,13 and α−NaFeO214. Another frustrated tri-
angular material is the recently discussed cluster magnet
LiZn2Mo3O8
15–18. Here, Mo3O13 clusters that carry a
total spin S = 1/2 are arranged in two-dimensional tri-
angular lattice planes that are weakly coupled along the
third dimension. Another lattice geometry that exhibits
frustration effects if further neighbor antiferromagnetic
couplings are present is the honeycomb lattice. This lat-
tice is dual to the triangular lattice. It is realized in
various solid-state compounds and can arise by replacing
one third of the magnetic ions in a triangular lattice sys-
tem by a non-magnetic one. This is done, for example,
in Na2Co2TeO6 or Na3Co2SbO6
19. Another recently dis-
cussed interesting honeycomb material is Na1−xNiSbO6,
where magnetic Ni2+ and Ni3+ form a honeycomb lattice
with mixed spins S = 1/2 and S = 1.
Here, we study the situation where these two lat-
tice geometries are combined and consider spins on a
honeycomb lattice that are antiferromagnetically cou-
pled to spins situated on a triangular lattice. It has
recently been shown that such a setup shows intrigu-
ing order from disorder effects in the regime of weakly
coupled sublattices. There, an emergent Z6 degree of
freedom has been revealed that exhibits a sequence of
Berezinskii-Kosterlitz-Thouless phase transitions brack-
eting a critical phase20,21. Experimentally, such a sit-
uation might arise, for example, in the cluster magnet
LiZn2Mo3O8 at low temperatures
18 or in a material such
as Na1−xNiSbO6 by replacing the non-magnetic ion Sb
by a magnetic one. The progress in chemical synthe-
sis, in particular considering the approach of using small
magnetic clusters as basic units, might bring other exper-
imental candidates in the future as well, possibly with a
large spin S > 1/2.
Another experimental platform where classical frus-
trated magnetism has been investigated in recent years
is based on cold bosonic atoms in optical lattices22,23.
At low temperatures and for weak interactions these sys-
tems form a superfluid and the atoms at site i in the lat-
tice have a well-defined local phase φi. This local phase
degree of freedom can be interpreted as a classical pla-
nar (XY) spin
(
cosφi, sinφi
)
. Nearest-neighbor spins are
coupled via tunneling of atoms between the sites. For
regular tunneling of atoms between the sites, the associ-
ated coupling between the planar spins is ferromagnetic.
By shaking the lattice in a periodic way, however, it is
possible to add a non-zero Peierls phase to the tunneling
element. In this way, it is possible to induce a change
in the sign of the tunneling element which leads to an
antiferromagnetic coupling between the spins. Within
this approach, different links of the lattice can be ad-
FIG. 1. Windmill lattice. Left: The lattice may be thought
of as a triangular lattice (red vertices) together with its dual
honeycomb lattice (blue vertices). The model has a three-site
basis. The Bravais lattice vectors are a1 and a2. The shaded
region is a unit cell. Right: Reciprocal lattice vectors with
first Brillouin zone.
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2dressed independently. Frustration effects have been ex-
perimentally observed on the triangular lattice via stan-
dard time-of-flight imaging22. Honeycomb optical lattice
geometries have also been realized in the past24,25.
This serves as our motivation to extensively study the
classical Heisenberg and the classical planar (XY) spin
model on a lattice that combines both a honeycomb and a
triangular lattice. We refer to this lattice, which is shown
in Fig. 1, as the “windmill lattice”. Considering anti-
ferromagnetic interactions between all nearest-neighbor
pairs of spins, we determine the complete ground state
phase diagram of both models. Due to competing in-
teractions, the models turn out to show an extremely
rich ground state phenomenology. For the Heisenberg
model we find that next to phases where the spins or-
der in a collinear or a coplanar fashion there exist also
phases where the spins exhibit an intricate non-coplanar
configuration where they arrange themselves into seper-
ate double cones. In the windmill XY model those non-
coplanar phases are replaced by other similarly involved
configurations.
The structure of the remainder of the paper is as fol-
lows: in Sec. II we introduce the classical Heisenberg and
planar spin models on the windmill lattice, and in Sec. III
we describe the methods that we employ to obtain the
ground state phase diagram. We use an “iterative min-
imization” technique to find a variational expression of
the ground state whose energy can be analytically com-
puted, minimized and compared to the numerical result.
In Sec. IV we present one of our main results: the full
ground state phase diagram of the Heisenberg model on
the windmill lattice as a function of exchange couplings.
In Sec. V, we then discuss the various ground state phases
in detail. In Sec. VI we analyze the planar (XY) model on
the windmill lattice and determine its complete ground
state phase diagram. In the appendices we provide the
details on the calculation of all the ground state energies
from the variational forms.
II. WINDMILL SPIN MODEL
The windmill lattice that we study consists of a tri-
angular lattice combined with its dual, honeycomb lat-
tice. The windmill lattice can be described as a trian-
gular Bravais lattice with a three-site basis per unit cell
containing triangular, honeycomb A and B sites. The
spins are positioned on the vertices of the lattice as shown
in Fig. 1. We consider classical spins with an antiferro-
magnetic exchange coupling between all nearest-neighbor
pairs of spins. The Hamiltonian of the windmill model
reads
H = Jt
∑
〈ij〉
Sti · Stj + Jh
∑
〈ij〉
SAi · SBj
+Jth
∑
〈ij〉,ν=A,B
Sti · Sνj (1)
where 〈i, j〉 denotes summation over each nearest-
neighbor pair, the index {t, A,B} refers to the sub-
lattices and Jt, Jh, Jth are positive, i.e., antiferromag-
netic, coupling constants. In the classical windmill model
all spins are classical unit vectors. The vectors have
three components in the case of Heisenberg spins Sαi =
(Sαi,x, S
α
i,y, S
α
i,z) and two components in the case of planar
(XY) spins Sαi = (S
α
i,x, S
α
i,y) with α ∈ {t, A,B}.
The triangular Bravais lattice with lattice constant a
is spanned by the primitive lattice vectors a1 = a(1, 0)
and a2 =
a
2 (1,
√
3). The basis vectors are given by
bt = (0, 0), bA =
1
3a1 +
1
3a2 and bB =
2
3a1 +
2
3a2. The
reciprocal vectors take the form G1 =
2pi√
3a
(
√
3,−1) and
G2 =
2pi√
3a
(0, 2), and are shown in Fig. 1.
III. METHODOLOGY
All the results in this paper were obtained by using
an “iterative minimization” algorithm that has been em-
ployed in the literature to discover ground state con-
figurations of classical spin models26,27. Independently
we verified our results by using heat-bath Monte Carlo
simulations28 in combination with parallel tempering up-
dates29,30. We then extract variational forms of the spin
configurations and determine the variational parameters
by minimizing the corresponding ground state energies.
We analytically find the configuration of minimal en-
ergy which determines the phase diagram and the phase
boundaries.
We begin with an explanation of the iterative mini-
mization algorithm. Starting from a randomized spin
configuration, in every iteration of the algorithm a spin
is chosen at random and rotated such as to minimize the
interaction energy with its neighbors. Each step of the
algorithm is an update of the form
Sti → Sti = −
Jt
∑
k S
t
k + Jth
∑
k,ν S
ν
k
‖Jt
∑
k S
t
k + Jth
∑
k,ν S
ν
k‖
(2)
Sαj → Sαj = −
Jh
∑
k,ν S
ν
k + Jth
∑
k S
t
k
‖Jh
∑
k,ν S
ν
k + Jth
∑
k S
t
k‖
(3)
with the index α ∈ {A,B}. The sum over index ν = A,B
runs over both honeycomb sublattices and the summa-
tion over the index k ranges over the neighbors of the
spin that is being updated. This technique does not pro-
vide rigorous proofs for the correctness of the discovered
phases. One difficulty that one may imagine is that the
algorithm converges to a local minimum of the energy
landscape. In this case a local update is not capable of
improving the energy. This possibility is made unlikely
by the fact that for all phases we ran the algorithm mul-
tiple times with different random initial configurations
and observed that the system always converged to the
same phase.
In order to discover the groundstate configurations,
the algorithm was applied to a spin system with
3N = L× L = 30× 30 unit cells (i.e., N triangular spins
and 2N honeycomb spins) with periodic boundary condi-
tions. We applied the minimization algorithm for 50,000
steps. The resulting spin configurations were all explored
and a mathematical description of their spin ordering was
extracted, from which the energies were analytically cal-
culated.
After the numerical search, we performed systematic
runs on a lattice withN = 12×12 unit cells to confirm the
absence of further phases. This run was performed for the
regime of parameters Jh/Jt ∈ [0.2, . . . , 9.4] in steps of 0.1
and Jth/Jt ∈ [0.2, . . . , 9.4] in steps of 0.1. At every point
within this parameter range, the minimization algorithm
was applied for 60, 000×N iterations. Every application
optimized one randomly chosen triangular lattice spin
and one randomly chosen honeycomb lattice spin. The
resulting energies of the converged configurations were
compared to the analytically computed energies.
Some of the discovered phases have spin configura-
tions that depend parametrically on the coupling con-
stants such as the pitch angle in a spiral phase. Here,
we computed the energy by leaving these variables, like
the pitch angle, as variational parameters and obtained
their value by minimizing the energy with respect to the
parameters. In most cases, the results of the simulation
were highly converged such that the energy per spin that
emerged from the simulation numerically coincided ex-
actly with the energy computed by minimization of the
variational state. Similarly, the spin configurations (e.g.
scalar products between neighboring spins) of all the sim-
ulated phases were to many digits identical to those of
the phases proposed. In the few cases where the con-
vergence was not so good, which was evidenced by the
higher energy per spin value, we investigated snapshots of
the spin configurations and found that the algorithm had
been trapped in a local minimum with topological defects
that could not be removed by local updates. Neverthless,
even in the presence of these defects the snapshots still
showed ordering of the spins that were clearly those of
the proposed phases.
As a final test we repeated the systematic run with
Monte Carlo simulations. The simulations were carried
out at 40 temperature points Ti covering the interval
[10−3Jt, . . . , 2.0Jt]. The temperature points are chosen
to be geometrically spaced31, i.e., Ti+1/Ti is a constant
ratio. The lattice has N = L× L = 30× 30 unit cells
and we again employ periodic boundary conditions. The
simulations are done in parallel for all temperatures with
the spin configurations of the 40 lattices stored simul-
taneously. To every one of these lattices the heat-bath
algorithm is applied N times. This is followed by a par-
allel tempering move. The latter kind of update con-
sists in proposing for every pair of neighboring temper-
atures (Ti, Ti+1) an exchange of the full spin configura-
tions. The proposals are accepted/rejected according to
the standard Metropolis-Hastings rule. The parallel tem-
pering algorithm helps to quickly produce uncorrelated
spin configurations.
The cycle of heat-bath steps followed by parallel tem-
pering updates was repeated a total of 10, 000 times be-
fore we finally measured the energy of the lattice with
the smallest temperature.
In this way the energies were determined for the cou-
pling constants in the parameter regime jh ≡ Jh/Jt ∈
[0.1, . . . , 10.0] and J¯ ≡ Jth/
√
JtJh ∈ [0.1, . . . , 4.0]. We
found all resulting energies to be slightly larger than the
analytically calculated minimum energies. This is further
confirmation of the absence of ground state phases other
than the ones we have found.
IV. GROUND STATE PHASE DIAGRAM OF
HEISENBERG WINDMILL MODEL
The complete ground state phase diagram of the
Heisenberg windmill model is shown in Fig. 2 as a
function of the ratios of coupling constants Jt/Jh and
Jth/
√
JtJh. Note that the vertical axis is the ratio Jt/Jh
in the upper panel of the figure, while we use the in-
verse ratio Jh/Jt in the lower panel. The horizontal axis
is Jth/
√
JtJh. In total, the Heisenberg model exhibits
eight different ground state phases, which we describe in
detail in Sec. V.
The energies of the different spin configurations, mea-
sured in units of Jt, are functions of the dimensionless
coupling constant ratios
jh = Jh/Jt (4)
jth = Jth/Jt. (5)
The ground state energy E(jh, jth) is defined as the en-
ergy of the spin configuration with the lowest energy, and
the ground state phase is described by this spin configu-
ration.
As a function of the couplings jh and jth there will
eventually be level crossings where the energies of the
spin configurations with the lowest two energies switch
places32. A phase transition occurs at a crossing of the
energies of two different spin configurations. Exactly
at the transition point, their energies match, but their
(higher order) derivatives will generally not be the same.
According to the usual Ehrenfest classification of phase
transitions, the order of the phase transition is deter-
mined by the lowest order of the derivative of the ground
state energy E(jh, jth) with respect to the tuning param-
eter, jh or jth, that exhibits a singularity. In the phase
diagram we have indicated the order of the phase transi-
tion by the labels 1st and 2nd for first and second order
phase transitions.
Some of the discovered phases are continuously con-
nected to each other, and exactly at the level crossing the
spin configurations are identical. We often denote those
phases in the phase diagram by the suffix a or b. In this
case both the energies as well as the first order deriva-
tives of the energies will match at the transition point.
The second order derivatives, however, will in general not
be equal. The phase transitions between phases that are
4FIG. 2. Ground state phase diagram of the Heisenberg model
on the windmill lattice as a function of the dimensionless ra-
tios of coupling constants Jt/Jh and Jth/
√
JtJh. In the upper
figure we use the y-axis label Jt/Jh while in the lower figure
we use the inverse ratio Jh/Jt. The different phases are de-
scribed in detail in Sec. V. The order of the phase transition
between the phases is indicated above the arrows. The non-
coplanar phases are labelled (4a) and (4b).
continuously deformed into each other at the transition
are therefore always of second order.
There are two special points in the phase diagram,
where multiple phases become energetically degenerate.
These are the points (jh, jth/
√
jh) = (1/4, 1) and at
(jh, jth/
√
jh) = (1, 2). One would not expect a large
number of unrelated phases to coincide at one point. In
fact, one can prove a simple result similar to the Gibbs
phase rule33 about the number of generically coinciding,
energically degenerate phases. Let E1(jh, jth), E2(jh, jth)
and E3(jh, jth) be the energies of three minimum energy
phases. The requirement that these energies should co-
incide at a point (jh, jth) is expressed by the conditions
E1(jh, jth) = E2(jh, jth) (6)
E2(jh, jth) = E3(jh, jth) (7)
which can be expected to be a solvable system in jh and
jth, since the number of variables equals the number of
conditions. Equating a larger number of energy functions
will generally result in an overdetermined, unsolvable sys-
tem, unless the energy functions are related to each other
in a special way. Thus the number of generically coinci-
dent points is limited to three.
In the ground state phase diagram in Fig. 2 there
are, however, seven phases coinciding at the point
(jh, jth/
√
jh) = (1, 2) and four phases coinciding at the
point (jh, jth/
√
jh) = (1/4, 1). This is possible because a
number of these phases are related to each other in the
way described above, i.e., they continuously transform
into each other at the degeneracy point.
Let us consider the point (jh, jth/
√
jh) = (1, 2) in
more detail. The detailed description of the different
phases can be found below in Sec. V. Exactly at the
point (jh, jth/
√
jh) = (1, 2) there are two energetically
equal ground state configurations, which are those of
phase (2b) and phase (3b) (see Secs. V B and V C). In
the limit (jh, jth/
√
jh) → (1, 2) the spin configurations
of all the surrounding phases are equal to the configura-
tion of one of these two phases. All these phases must,
therefore, meet at this point in the phase diagram. Ob-
viously phase (2a) deforms into (2b) and phase (3a) into
(3b). The half-opening angles of the conical phase (4a)
(see Sec. V D) go to zero in this limit, which yields a spin
configuration identical to the one of phase (2b). Simi-
larly, the spiral angle of phase (5) (see Sec. V E) goes to
zero resulting in a spin configuration that is identical to
the one of phase (3b).
A similar line of reasoning explains the degeneracy at
the point (jh, jth/
√
jh) = (1/4, 1). Here, phases (4b) and
(2a) turn into (2b). The opening angle αt of the double
cone configuration tends to zero as the border to region
(2b) is approached. This border includes the degeneracy
point, as shown in the phase diagram.
V. GROUND STATE PHASES
In the following we describe the phases that were found
in a broad search of the two-dimensional parameter space
(jh = Jh/Jt, jth/
√
jh = Jth/
√
JtJh). The phases are la-
belled as shown in the phase diagram in Fig. 2. In de-
scribing these phases we adopt the convention of placing
the spins in the coplanar phases in the Sx-Sy-plane in
spin space. In many of the following phases there is an
additional degeneracy in that a certain symmetry may
5be broken along different directions of lattice space. In
such cases we adopt one particular direction for the de-
scription of the phase and follow this with a discussion
about the symmetry properties. Next to the figures with
the spin arrangements are shown the positions of the or-
dering wave vectors in the Brillouin zone with the wave
vectors of the honeycomb lattice as blue points and tri-
angular lattice as red points.
In some of the following ground state phases the sym-
metry of the lattice is broken. This can manifest itself, for
example, in stripes of equal spin orientation along a cer-
tain direction in lattice space. In such cases, one can ob-
tain a distinct, but energetically degenerate ground state
by means of a rotation of all spins in lattice space around
an arbitrary triangular site. The description of such a ro-
tated state is complicated by the fact that the windmill
lattice has a three site basis. The operation of rotating
the lattice by 60◦ will in general also involve a reattribu-
tion of honeycomb spins to their respective unit cells and
a possible relabeling of A into B site spins and vice versa.
In order to avoid such complications, our description in
the following will always be of only one lattice configu-
ration. The other symmetry related configurations are
discussed.
The differerent phases are characterized by their or-
der parameter manifold. This manifold is defined as the
symmetry group, whose elements transform a given spin
configuration into a distinct, but energetically degenerate
configuration. A simple (anti-)ferromagnetic state in the
Heisenberg model thus has the order parameter manifold
O(3)/O(2), since it is characterized by a normalized unit
vector in the direction of magnetization n. Global rota-
tions around an axis that is not (anti-)parallel to a given
magnetization n yield another energetically degenerate
ground state spin configuration. In Table IV we list the
order parameters manifolds of the various ground state
phases.
We measure energies in units of NJt, where N is the
number of the spins on the triangular lattice. The en-
ergies of the ground state spin configurations can be an-
alytically calculated and are given in Table II. We refer
to Appendix A for the details. Finally, in Table III we
Phase Order Parameter Manifold (Heisenberg model)
1 SO(3)×O(3)/O(2)
2a, 2b O(3)/O(2)×O(2)× Z3
3a O(3)/O(2)×O(2)
3b O(3)/O(2)
4a SO(3)× Z3
4b SO(3)× Z3
5 SO(3)× Z3
TABLE I. Order parameter manifold of the ground state
phases of the Heisenberg windmill model. The elements
of these group manifolds transform energetically degenerate
ground state spin configurations into each other.
list the functional forms of the boundaries between the
phases, which are calculated from the explicit form of the
energies and the conditions for the existence of phases.
The same table also contains the order of the phase tran-
sitions between two neighboring phases. For complete-
ness we also include in these tables the additional phases
found in the planar windmill model that is discussed in
Sec. VI.
A. Decoupled windmill phase (1)
In the “decoupled windmill” phase (1) the spins on
the triangular lattice are arranged in a 120◦ configura-
tion while the honeycomb spins exhibit Ne´el order. This
phase exists in a large region of the phase diagram where
Jth ≤
√
JtJh. The spin configuration of phase (1) is
Phase Energies E/NJt Condition
1 − 3
2
− 3jh none
2a −1− 3jh − j
2
th
2jh
2jh ≥ jth
2b −1− jh − 2jth 2jh ≤ jth
3a 3− 3jh − 32
j2th
Jh
2jh ≥ jth
3b 3 + 3jh − 6jth 2jh ≤ jth
4a see (A38) j2th ≥ 4jh, σ ≤ 1 ≤ ρ
4b − 3
2
− jh − 2j2th 2jth ≤ 1
5 − 3
2
− (2jth−jh)2
2
|1 + jh − 2jth| ≤ 2
XY I − 3
2
− (2jth+jh)2
2
jth + jh/2 ≤ 1/2
XY II see Eq. (A60)) j2th ≥ 2jh, ρ ≤ 1 ≤ σ
TABLE II. Energies of the different ground state spin config-
urations of the Heisenberg and XY windmill model.
Phases Phase Boundary Order of transition
1 : 2a j2th = jh 1
1 : 4b j2th = jh 1
2a : 2b jth = 2jh 2
2b : 4b jth =
1
2
2
2b : 4a 2jh =
√
2j
3/2
th − jth 2
2a : 3a j2th = 4jh 1
3a : 3b jth = 2jh 2
3b : 5 jth =
3
2
+ 1
2
jh 2
4a : 5 jh + 1 = jth 2
1: XY I 6jh = (2jth + jh)
2 1
1 : 2b 2jth = 2jh + 1/2 1
XY I : 2b jh + 2jth = 1 2
2b : XY II 2j2th = jth + jthjh + 4jh 2
5 : XY II E5 = EXY II 1
TABLE III. Parametric location of the phase boundaries and
order of the phase transition between different phases in the
ground state phase diagram of the Heisenberg and XY wind-
mill model (see Figs. 2 and 11).
6FIG. 3. Decoupled windmill phase (1). In this phase the
two sublattices are decoupled. The triangular lattice spins
have a 120◦ order, whereas the honeycomb spins are Ne´el
ordered. Left: Ordering wave vectors for honeycomb (yellow)
and triangular (red) lattice
shown in Fig. 3, and an analytical expression is given by
St(r) =
cos(Qt · r)sin(Qt · r)
0
 (8)
SA(r) =
cos(QA · r)sin(QA · r)
0
 (9)
SB(r) = −SA(r) . (10)
Here, r = na1 +ma2 is a Bravais lattice vector and the
ordering wave vectors read in the basis of the reciprocal
lattice vectors as
Qt = ±(1/3,−1/3) (11)
QA,B = (0, 0) . (12)
The triangular ordering vectors are thus given by Qt =
±(G1/3 − G2/3) = ±2pi( 13 ,− 1√3 ) and are located, as
shown in Fig. 3, at the corners of the first Brillouin zone.
Only two of those six corners are non-equivalent, i.e.,
cannot be reached by adding a reciprocal lattice vector.
We have chosen to place the honeycomb spins in the same
plane as the triangular lattice spins. This is only done
for convenience, since in this configuration the spins on
the triangular lattice are decoupled from the spins on the
honeycomb lattice: global rotations of spins on either of
the two sublattices do not cost any energy. The sign
of the different wave vectors Qt corresponds to different
chiralities of the 120◦-order.
To find the order parameter manifold of this phase,
we first divide the tripartite triangular lattice into X,Y
and Z-sites, where the different sites correspond to the
three possible directions of triangular lattice spins in the
120◦ configuration. Consider a plaquette of X-, Y - and
Z-site spins and let t2 be a unit vector along the spin
on the X-sites SX . Then define the unit vector t1 to be
parallel to the component of the spin SY on the Y sites
that is orthogonal to SX . Finally, define the unit vector
t3 = t1 × t2. The triad (t1, t2, t3) that is defined in this
way is the local order parameter for the 120◦ phase. The
vector t3 is essential to encapsulate the chirality of the
ordering, i.e., XY Z ordering versus XZY . The chirality
on a triangular plaquette is defined to be negative (posi-
tive), if the rotation of spins going from site X to Y to Z
is (counter)clockwise. If the plane of triangular spin or-
der is given by the x-y-plane of real-space, as is assumed
in Fig. 3, a positive (negative) chirality corresponds to
the unit vector t3 pointing out-of (into) the plane. The
chirality of the configuration can be changed by perform-
ing a pi-rotation around an axis that lies in the plane of
the triangular spins. The order parameter manifold of
the triangular lattice spins is thus given by SO(3).
The order parameter of the honeycomb lattice spins
can be defined by a unit vector n that points along the
direction of the A-site spins, and global rotations around
an axis that is not parallel (or anti-parallel) to n yield
other energetically degenerate spin configurations. The
order parameter manifold of the “decoupled windmill”
phase (1) is thus given by SO(3)×O(3)/O(2).
We finally mention that at finite temperatures, it was
shown in Refs. 20 and 21 that thermal (or quantum) fluc-
tuations around this ground state lead to a finite tem-
perature phase diagram with Z6 order and an emergent
critical phase.
B. Collinear antiferromagnetic phase/canted
ferromagnetic phase (2a) and (2b)
This is a planar phase in which the spins on the tri-
angular sublattice are collinearly ordered, i.e., ferromag-
netically along one lattice direction and antiferromagnet-
ically along the others. The A/B honeycomb sublattices
are each collinear canted ferromagnets with spins on the
B sites that are antiparallel to two of the neighboring
spins on the A-site. The spin configuration is shown in
Fig. 4. We have chosen the direction of one of the trian-
gular lattice spins to be along the Sx-axis of spin space.
An analytical expression of the spin configuration in this
phase is given by
St(r) =
 cos(Qt · r)0
0
 (13)
SA(r) = −
 cos(θ +QA · r)sin θ
0
 (14)
=
 −jth/(2jh) cos(QA · r)−[1− j2th/(4j2h)]1/2
0
 (15)
SB(r) = −SA(r) (16)
with
θ = − cos−1
(
jth
2jh
)
(17)
7FIG. 4. Collinear Antiferromagnet/Canted Ferromagnet (left:
(2a), right: (2b)). Phase (2a) can exist only for jth < 2jh,
when this inequality is violated, phase (2b) minimizes the
energy. In configuration (2a) the honeycomb spins can be
globally rotated around the triangular spin direction without
any cost in energy. The ordering wave vectors of both lattices
are identical.
Qt = QA,B ∈ {(1/2, 0), (0, 1/2), (1/2, 1/2)} . (18)
The form of θ was obtained by taking it as a varia-
tional parameter and minimizing the energy found from
the explicit evaluation of the Hamiltonian (we refer to
Appendix A 1 for details).
Note that θ is undefined for jth > 2jh. In this lat-
ter range the minimum is instead found at θ = 0. The
region where this phase is hosted is denoted (2b) in the
phase diagram. The transition between this configura-
tion and one of finite θ is accompanied by a discontinuity
of the second derivative of the energy as a function of the
coupling constants, i.e., the phase transition between the
phases (2a) and (2b) is of second order.
The order parameter is given by defining the direc-
tion of one triangular lattice spin and by specifying
one direction in lattice space in which the spins are
collinear with the chosen spin. For the latter there are
three possible choices. The honeycomb spins arrange
themselves in a plane that contains the triangular spins
and enclose a certain angle θ with the triangular spins.
Global O(2) rotations of the honeycomb spins around
an axis parallel to the triangular spins yield energeti-
cally degenerate spin configurations. The order parame-
ter manifold of the phases (2a) and (2b) is thus given by
O(3)/O(2)×O(2)× Z3.
C. Ferromagnetic phases (3a) and (3b)
In phase (3a) all three sublattices are separately fer-
romagnetically ordered. The spins on the honeycomb A
and B sites enclose an angle θ with the triangular spins,
but point in mirror opposite directions with respect to
the triangular spins. The spin configuration is depicted
FIG. 5. Left: (3a), right: (3b). All three sublattices are
ferromagnetically ordered. In phase (3a) the relative angles
between the lattices is tunable by changing jth. However,
once jth ≥ 2jh the spins become locked in the configuration
(3b).
FIG. 6. Figure shows the dice lattice obtained in the limit
of large Jth  Jt, Jh. This is effectively the lattice for phase
(3b). Red (blue) arrows lie on triangular (honeycomb) lattice
sites.
in Fig. 5. Let the direction of St be the Sx-axis of spin
space. An analytical expression of the spin configuration
reads
St(r) =
 10
0
 (19)
SA(r) =
 cos θsin θ
0
 =
 −jth/(2jh)[1− j2th/(4j2h)]1/2
0
 (20)
SB(r) =
 cos θ− sin θ
0
 =
 −jth/(2jh)−[1− j2th/(4j2h)]1/2
0
(21)
with
cos(θ) = − jth
2jh
. (22)
The ordering wave vectors are all identically zero, which
corresponds to ferromagnetic order.
Once again the variational parameters become unde-
fined for jth > 2jh. The minimum for this region is in-
stead found at θ = pi and the corresponding phase is
denoted (3b) in the phase diagram. This phase is the
one that would be obtained in the limit of infinite Jth
and finite Jt, Jh. Such a limit corresponds to a lattice
8where there is a vanishingly small coupling within the
triangular lattice and within the honeycomb lattice, but
a dominant inter-sublattice coupling Jth. The resulting
bipartite lattice is depicted in Fig. 6 and is known as the
dice lattice. It is the dual of the kagome lattice and has
been studied in the literature in various contexts34.
The order parameter manifold of this phase is defined
by the direction of the triangular lattice spin. The energy
of phase (3a) remains invariant, however, if we rotate all
honeycomb spins around an axis parallel to the triangular
spin, which corresponds to an O(2) symmetry. Therefore,
the order parameter manifold of phase (3a) is given by
O(3)/O(2)×O(2), whereas that of phase (3b) is equal to
O(3)/O(2).
D. Double cone phases (4a) and (4b)
Spins in the phases (4a) and (4b) exhibit a non-
coplanar arrangement. In phase (4a), spins on the trian-
gular and the honeycomb lattice lie on separate double-
cones. The phase (4a) is shown in Figs. 7 and 8. The
double cone structure is depicted in Fig. 7 and the ar-
rangement of the spins on the lattice is clearly illustrated
in Fig. 8. As one moves horizontally in lattice space along
a1 (a2) from one site to the next, the spins advance by
an azimuth angle of θ (2θ). In other words, the spins
in the figure labelled by the same angles share a com-
mon plane in spin space. Additionally, they alternately
lie on upper and lower cones, which is represented by
blue and red in Fig. 8. We are showing only one of the
six symmetry-related ground states. The others are ob-
tained by rotating the lattice through an angle of (2pi/6)n
with n = 1, . . . , 5.
Non-coplanar ground states, similar to the ones we
have found, have also been discovered in Heisenberg mod-
els on triangular, square, pyrochlore and octahedral lat-
tices26,27,35,36. The interest in such phases stems from
the fact that non-coplanar spin orderings are expected to
give rise to an anomalous Hall effect37, due to the non-
vanishing spin chirality. Moreover, considering quantum
fluctuations it is expected that non-coplanar classical
ground states give rise to chiral spin liquid phases26,38,39.
To describe this configuration we choose the opening
axis of the cones to be the Sz-axis. Then the spins are
described by
St(r) =
sin(αt) cos(Q1 · r)sin(αt) sin(Q1 · r)
cos(αt) cos(Q2 · r)
 (23)
SA(r) =
− sin(αh) cos(Q1 · r + θ)− sin(αh) sin(Q1 · r + θ)
− cos(αh) cos(Q2 · r)
 (24)
SB(r) = SA(r + a1) (25)
FIG. 7. Double Cone Phase (4a). Spins on the triangular
(top) and the honeycomb lattice (bottom) lie on separate
double cones with different opening angles αt and αh. In
the figures we use the notation St,A,Bn+1 = S
t,A,B
1 (r+na1) and
St,A,B2n+1 = S
t,A,B
1 (r + na2).
FIG. 8. Double Cone Phase (4a). Left: Q vectors of all
sublattices are identical. The phase contains one of the three
Q vectors on the boundary and one from the dashed lines.
Specifying θ determines the exact position of the Q vector
on the dashed lines. Right: Scheme of spin orientations on
the lattice. Let the middle reference spin be on the upper
double cone of the triangular lattice. The blue (red) spins lie
on upper (lower) cones. The angles describe by how much a
spin’s azimuthal angle differs from that of the reference spin.
with ordering wave vectors
Q1 = ± 1
2pi
(θ, 2θ) (26)
Q2 = (1/2, 0) (27)
9The ambiguity in sign corresponds to two possible or-
derings that are related by a pi-rotation in lattice space.
Four other orderings are possible, that correspond to the
remaining rotated states
Q1 = ± 1
2pi
(θ,−θ) (28)
Q2 = (1/2, 1/2) (29)
and
Q1 = ± 1
2pi
(2θ, θ) (30)
Q2 = (0, 1/2). (31)
The angles αt and αh are the half-opening angles of
the respective cones. The angle θ is the difference in the
azimuthal angle, as shown in Fig. 7. These three angles
{αt, αh, θ} are functions of the coupling constants. By
solving the minimization problem (see Appendix A 3) for
the set of variables {αt, αh, θ}, one finds the solution
sinαt =
√
1− σ2
ρ2 − σ2 (32)
sinαh =
√
1− σ2
ρ2 − σ2 ρ (33)
cos θ = jth
jth −
√
j2th − 4jh
4jh
=
jth
2
ρ (34)
with
ρ ≡ sinαh
sinαt
=
jth −
√
j2th − 4jh
2jh
(35)
σ ≡ cosαh
cosαt
=
jth
(
jth −
√
j2th − 4jh
)2
8j2h
. (36)
Generally both angles αt, αh are nonzero.
Another solution to the minimization problem exists,
for which ρ = 0. The corresponding phase is denoted
by (4b) and is shown in Fig. 9. In this configuration the
honeycomb lattice spins are aligned with the cone axis,
while the triangular lattice spins lie again on a cone with
variable half-opening angle
cosαt = 2jth . (37)
Consecutive triangular lattice spins rotate by an angle of
θ = 2pi/3 around the cone axis.
The order of both phases may be described by first
specifying the cone axis and one of the triangular lat-
tice spins. Once this choice is made, there is a further
degeneracy due to the freedom in rotating the lattice,
as explained above. Thus there are six energetically de-
generate configurations. These six possibilities may be
further classified into two chiralities: three cover the con-
figurations that describe a right handed screw around the
cone axis when advancing in the a1 direction and three
describe a left handed screw. In specifying the cone axis,
FIG. 9. Double Cone Phase (4b). The spins on the honey-
comb lattice align with the cone axis, while the spins on the
triangular lattice lie on a double cone with half-opening angle
cosαt = 2jth and advance by a fixed angle of θ =
2pik
3
when
translated by ak.
we may encode the chirality of the spins via the direc-
tion of the cone axis vector. The chirality can thus be
reversed by a pi-rotation around an axis that lies in the
plane orthogonal to the cone axis. The order in this phase
is therefore described by an element of SO(3)× Z3.
E. Incommensurate spiral phase (5)
In phase (5) the spins are arranged in a coplanar in-
commensurate spiral as shown in Fig. 10. The spin con-
figuration takes the form
St(r) =
 cos(Q · r)sin(Q · r)
0
 (38)
SA(r) = −
 cos (Q · r + θ)sin (Q · r + θ)
0
 (39)
SB(r) = −
 cos (Q · r + 2θ)sin (Q · r + 2θ)
0
 , (40)
where the ordering wave vector is given by
Q = ± 1
2pi
(θ, 2θ). (41)
with the angle θ defined via
cos θ = −1
2
(1 + jh − 2jth) . (42)
As for the double cone phase, the sign ambiguity of Q
describes the chirality. Four further symmetry related
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FIG. 10. Phase (5). Left: Q vector is identical for all sub-
lattices. It lies on one of the dashed lines and is determined
by θ. Right: The spins exhibit incommensurate spiral order.
The spiral can be either left-handed or right-handed.
configurations exist and are described by the Q vectors
Q = ± 1
2pi
(2θ, θ) (43)
and
Q = ± 1
2pi
(θ,−θ). (44)
The right-hand side of Eq. (42) must satisfy
|(1 + jh − 2jth)| ≤ 2 . (45)
For parameters that violate this inequality the minimum
is instead found at either θ = 0 or θ = pi. The former
case is identical to phase (3b) and the latter one to phase
(2b).
In the spiral phase the triangular lattice spins have
the same order parameter manifold as the 120◦ ordered
spins of phase (1). This is clear, since the 120◦ order is
just a special case of this incommensurate spiral phase.
An incommensurate spiral phase on the windmill lattice,
however, can appear in three distinct types, as described
above, three of each chirality. The order parameter man-
ifold of the incommensurate spiral phase is thus equal to
SO(3)× Z3.
VI. PLANAR (XY) WINDMILL MODEL
We now discuss the XY windmill model, where planar
(XY) spins Sαi = (S
α
i,x, S
α
i,y), α ∈ {t, A,B}, are placed
Phase Order Parameter Manifold (planar model)
1 O(2)× SO(2)
2a, 2b SO(2)× Z6
3a SO(2)× Z2
3b SO(2)
5 O(2)× Z3
XY I O(2)× Z3
XY II O(2)× Z3
TABLE IV. Order parameter manifolds in the planar windmill
model.
FIG. 11. Ground state phase diagram of the XY windmill
model. The top figure has as the vertical axis Jt/Jh, while in
the lower panel it is Jh/Jt . The 6 planar phases of the Heisen-
berg windmill model reappear, with two additional phases
labelled (XY I) and (XY II)
on the vertices of the windmill lattice (see Fig. 1). This
case is particularly interesting given the recent advances
in the field of ultracold atoms, where XY spins with
nearest-neighbor antiferromagnetic interactions were suc-
cessfully simulated on a triangular lattice22,23. The lat-
tice is created by means of standing wave laser fields.
The atoms are trapped in and tunnel between the lo-
cal minima of this optical lattice. At low temperatures,
the system becomes superfluid and the atoms have well-
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defined local condensate phases φi at every site i of the
lattice. This U(1) degree of freedom plays the role of the
XY spins Si = (cosφi, sinφi). The nearest-neighbor spin
couplings are determined by the tunneling amplitudes of
atoms that move between the different laser field min-
ima. For normal quantum mechanical tunneling between
the sites, the corresponding spin interaction is always fer-
romagnetic, favoring a locking of the condensate phases
to the same value. In contrast, it was recently demon-
strated that the tunneling element acquires a non-zero
Peierls phase by periodically shaking the optical lattice
and an antiferromagnetic coupling of local XY phases
on a triangular lattice was experimentally realized22,23.
As honeycomb optical lattice geometries have also been
successfully implemented in various groups24,25,40, it is
entirely feasible to realize the XY windmill model using
cold bosonic atoms in optical lattices.
We have determined the full phase diagram of the XY
windmill model. It is shown in Fig. 11. We note that
a coplanar state that minimizes the energy for Heisen-
berg spins has to minimize the energy for XY spins, as
well. Thus, compared to the results for the Heisenberg
windmill model the only major modification in the phase
diagram, apart from a quantitative shift of the phase
boundaries, takes place in the regions where the Heisen-
berg model exhibits non-coplanar phases. These regions
are now largely occupied by two new planar phases, (XY
I) and (XY II), which we describe below.
Of the two highly degenerate points in the phase dia-
gram of the Heisenberg model, only one remains in the
planar model: at the point (jh, jth/
√
jh) = (1, 2) six
phases meet. Like in the case of the Heisenberg model,
this high degeneracy is explained by the fact that all six
phases deform into either phase (2b) or phase (3b) in the
limit (jh, jth/
√
jh)→ (1, 2). Thus there are only two dis-
tinct phases present at this point. In particular, phase
(XY II) transforms into phase (2b), as we explain below.
A. Incommensurate alternating spiral phase (XY I)
In place of the non-coplanar phase (4b) we now find a
new planar phase. We denote this phase by (XY I). It
is an incommensurate spiral phase with the directions of
spins alternating from one site to the next. It is shown
in Fig. 12. It may be described as a twisted Ne´el-ordered
configuration. The spin configuration is given by
St(r) =
(
cos(Q · r)
sin(Q · r)
)
(46)
SA(r) =
(
cos (Q · r + θ)
sin (Q · r + θ)
)
(47)
SB(r) =
(
cos (Q · r + 2θ)
sin (Q · r + 2θ)
)
(48)
FIG. 12. Phase (XY I). Left: Q vectors are identical for
all sublattices. By specifying θ the wave vectors come to lie
either on the boundary or on the dashed lines. Right: The
spins arrange themselves in an incommensurate, alternating
spiral.
with ordering wave vectors
Q = ± 1
2pi
(θ + pi, 2θ) , (49)
and an angle θ that is defined by
cos θ =
1
2
(1 + jh + 2jth) . (50)
The chiralities are encoded in the sign of Q. Four further
symmetry related phases are possible with Q vectors
Q = ± 1
2pi
(2θ, θ + pi) (51)
and
Q = ± 1
2pi
(θ + pi, pi − θ). (52)
Imposing the condition that the angle θ be real, yields
jh + 2jth ≤ 1. (53)
This phase is never an energy minimum for the Heisen-
berg model, since the non-coplanar phase (4b) includes
the whole range of existence of phase (XY I) and has a
smaller energy.
Like in the case of the incommensurate spiral phase
(5), the order parameter of phase (XY I) is determined by
giving the direction of two triangular lattice spins and by
specifying one of the three Q vectors. Hence, its manifold
is O(2)× Z3.
B. Canted ferromagnetic phase (XY II)
The phase (XY II) is found in the former region of
the non-coplanar phase (4a) in the phase diagram. It is
depicted on the left of Fig. 13. All spins lie symmetrically
about a line, which we choose in the following to be the
x-axis.
The spin configuration is related to the double-cone
state, since it can be obtained by forcing the double-cone
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FIG. 13. Left: Phase (XY II). The spins on all three sub-
lattices alternate between two positions. These two positions
may be viewed as reflections along a mirror line that is com-
mon to all three sublattices. Right: Shown are spins from the
triangular lattice (red) and (A-site) honeycomb lattice (blue)
at neighboring lattice sites along a1. The horizontal line is a
mirror line, analogous to the mirror plane of the double cone
phase. The spins are aligned ferromagnetically along a2.
azimuth angle θ to be zero (see Eqs. (23)-(25)). The spin
configuration is given by
St(r) =
(
cos(αt)
sin(αt +Q · r)
)
(54)
SA(r) =
(
− cos(αh)
− sin (αh +Q · r)
)
(55)
SB(r) =
(
− cos(αh)
sin (αh +Q · r)
)
(56)
with
Q ∈ {(1/2, 0), (0, 1/2), (1/2, 1/2)} . (57)
The angles αh and αt are given by
sinαt =
√
1− σ2
ρ2 − σ2 (58)
sinαh =
√
1− σ2
ρ2 − σ2 ρ (59)
with
σ ≡ cosαh
cosαt
(60)
=
2
3jth
+
jth
3jh
−
√(
2
3jth
+
jth
3jh
)2
− 1
jh
ρ ≡ sinαh
sinαt
= 3σ − 4
jth
. (61)
As we approach the high degeneracy point
(jh, jth/
√
jh) = (1, 2), it is straightforward to show
from (58)-(61) that αh, αt → pi/2 as the degeneracy
point is approached and (XY II) becomes identical to
phase (2b).
Concerning the lattice symmetry of this phase, we note
that from the configuration shown in Fig. 13 two fur-
ther energetically degenerate phases are obtained by ro-
tation of the lattice by (i) 120◦ and (ii) 240◦, respec-
tively. Hence, the order parameter manifold in this phase
is equal to O(2)× Z3.
VII. CONCLUSIONS
We have determined the complete ground state phase
diagram of both the classical Heisenberg and the planar
(XY) spin models on the windmill lattice. Like the well-
known J1-J2-model on the square lattice, the windmill
model couples a lattice to its dual lattice. In the wind-
mill model this is a triangular lattice coupled to its dual
honeycomb lattice. Competing antiferromagnetic inter-
actions between the spins lead to a rich ground state
phenomenology with collinear, coplanar, incommensu-
rate spiral and non-coplanar phases. We discussed dif-
ferent routes to an experimental realization of these spin
models. Based on our results and recent finite temper-
ature studies of the Heisenberg windmill model in the
regime of weak sublattice coupling, the region of phase
(1), we expect interesting physics to emerge in the pres-
ence of quantum and thermal fluctuations.
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Appendix A: Energies
For all the phases that we have found, the spin con-
figurations are such that the interaction energy of a spin
with its neighbors is translationally invariant, i.e., the
nearest-neighbor sums∑
j
Sti · Stj ,
∑
j
SAi · SBj ,
∑
j
Sti · SA/Bj (A1)
are all independent of j. As a consequence, the compu-
tation of the total energy is rather straightforward. One
merely needs to consider the energy of a spin and its
neighbors and multiply the result by N/2 (for spins on
the triangular lattice) or N (for spins on the honeycomb
lattice). In some of the phases, however, there are con-
figuration parameters that change continuously with the
coupling constants. We introduce these as variational pa-
rameters that have to be chosen appropriately in order
to minimize the total energy.
1. Collinear antiferromagnetic phase/canted
ferromagnetic phase (2a) and (2b)
To calculate the energy of these phases, consider the
left configuration in Fig. 4. Out of the neighboring 6
honeycomb spins of a triangular spin there are always
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two spins that have the same orientation (positive scalar
product) as the triangular spin. One is an A-site spin,
the other a B-site spin. All remaining honeycomb spins
are either equal or opposite to one of the two. We intro-
duce as the variational parameters θ1 and θ2, the angles
that the A- and B-site honeycomb spins make with the
triangular lattice spin. For the energy we find
E2 = Et + Eh + Eth (A2)
= −NJt − 2NJh +NJh cos(θ1 + θ2) (A3)
−NJth (cos θ1 + cos θ2) (A4)
which is minimized by
θ ≡ θ1 = θ2 = cos−1
( Jth
2Jh
)
(A5)
with energy
E2a = −NJt − 3NJh −N J
2
th
2Jh
. (A6)
In order for Eq. (A5) to be meaningful, it is required that
Jth ≤ 2Jh. In the opposite regime Jth ≥ 2Jh, we instead
have the minimum at θ1 = θ2 = 0. The energy for this
locked phase is
E2b = −NJt −NJh − 2NJth. (A7)
2. Ferromagnetic phases (3a) and (3b)
To compute the energy of this phase, we note from
Fig. 5 that the A and B sublattices are each ferromagnet-
ically ordered. Let θ1 and θ2 denote the angles between
A and triangular sublattice magnetizations and between
B and the triangular lattice magnetization, respectively.
The total energy in this phase is
E = 3NJt + 3NJh cos(θ1 + θ2)
+ 3NJth (cos θ1 + cos θ2) . (A8)
Minimization yields the angles
cos θ ≡ cos θ1 = cos θ2 = − jth
2jh
(A9)
and energy
E3a = 3NJt − 3NJh −N 3J
2
th
2Jh
. (A10)
The coupling constants have to satisfy
Jth
2Jh
≤ 1 (A11)
in order for θ to be real.
When this condition is violated, the minimum of the
energy function is instead found at
θ = θ1 = θ2 = pi (A12)
with
E3b = 3NJt + 3NJh − 6NJth. (A13)
This is phase (3b) in the phase diagram.
3. Double Cone Configuration (4a) and (4b)
We parametrize the energy of this phase in terms of
the cone opening angles αh and αt as well as the advance
angle θ. Let the z axis be parallel to the cone axis. Then
we can write the total energy as
E4 = −NJt −NJh + 2NJt sin2 αt
(
cos2 θ + cos θ
)
+ 2NJh sin
2 αh
(
cos θ + 1
)− 2NJth(cos(αh − αt)
+ 2 sinαt sinαh cos θ
)
. (A14)
Minimizing with respect to {αt, αh, θ} yields the three
equations
2(cos2 θ + cos θ) + jth(σ − ρ− 2ρ cos θ) = 0 (A15)
2jh(cos θ + 1)σρ+ jth(ρ− σ − 2σ cos θ) = 0 (A16)
2 cos θ + 1 + jhρ
2 − 2jthρ = 0 . (A17)
We have introduced the definitions
ρ =
sinαh
sinαt
(A18)
σ =
cosαh
cosαt
. (A19)
In order to find the solutions of this set of equations, we
solve Eq. (A17) for cos θ and substitute this solution into
the other two equations (A15) and (A16)
−1− 2jhjthρ3 + j2hρ4 + 2jthσ = 0 (A20)
ρ
(
jth − 2jth2σ + 3jhjthρσ + jh(1− jhρ2)σ
)
= 0 (A21)
One obvious solution comes from the second equation
with ρ = 0. We will treat this case later. We assume
ρ 6= 0, then the two resulting equations contain σ linearly
and eliminating it results in a 6th order equation for ρ
that happens to be solvable and has the roots
ρ1 =
jth −
√
j2th − 4jh
2jh
(A22)
ρ2 =
jth +
√
j2th − 4jh
2jh
(A23)
ρ3 =
jth −
√
jh + j2th
jh
(A24)
ρ4 =
jth +
√
jh + j2th
jh
. (A25)
The last two solutions ρ3 and ρ4 are both doubly degen-
erate. From these solutions the resulting values for σ and
θ are found to be
σ1 =
jth(jth −
√
j2th − 4jh)2
8j2h
(A26)
σ2 =
jth(jth −
√
j2th − 4jh)2
8j2h
(A27)
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σ3 =
−jth +
√
jh + j2th
jh
(A28)
σ4 = −jth +
√
jh + j2th
jh
(A29)
and
cos θ1 = jth
jth −
√
j2th − 4jh
4jh
(A30)
cos θ2 = jth
jth +
√
j2th − 4jh
4jh
(A31)
cos θ3 = −1 (A32)
cos θ4 = −1. (A33)
Note that cos θ2 ≥ 1, thus the solution θ2 is not admissi-
ble. The solution θ3 may also be discarded, because it has
a negative value of ρ, whereas ρ ≥ 0 from the definition
and 0 ≤ αh, αt ≤ pi.
The solution θ4 has ρ4 = −σ4. Inserting into this
relation the definitions in terms of αt and αh we have
sinαh = ρ4 sinαt (A34)
cosαh = −ρ4 cosαt (A35)
and by taking squares and adding, ρ4 = 1 is deduced and
as a consequence αt = pi − αh. Such a phase, however,
has energy E = −NJt − NJh + 2NJth. This energy is
always larger than that of phase (1). We can therefore
discard this solution as well.
To summarize, the only solution that needs to be con-
sidered is (ρ1, σ1, θ1) and we therefore drop the subscript
in the following. We can express the angles in terms of ρ
and σ as
sinαt =
√
1− σ2
ρ2 − σ2 (A36)
sinαh =
√
1− σ2
ρ2 − σ2 ρ. (A37)
By inserting these parameters back into the expression
for the energy, we find the energy in explicit form as a
function of the coupling constants:
E4a
NJt
= −1 + j
2
th
2jh
− 5
3
j2th −
j4th
4j2h
+
j3th
√
j2th − 4jh
4j2h
+
12j2h + j
2
th (5jh − 12)
12jh + 9j2th
+
8jh(2jh − 1) + 2j2th(4jh + 1)− 5j4th√
j2th − 4jh (4jh + 3j2th)
jth +
2jth√
j2th − 4jh
−4
√
2
j2th
jth −
√
j2th − 4jh
√√√√√
(
j2th − jth
√
j2th − 4jh − 2jh(jh + 1)
)
(
−j4th + j3th
√
j2th − 4jh + 2j2thjh + 8j2h
)
×
√√√√(3j4th − 3j3th√j2th − 4jh + 8j2h(1 + jh) + 4jthjh(jh + 2)√j2th − 4jh − 2j2thjh(jh + 7))
(−3j4th + 8j2thjh + 16j2h)
. (A38)
The necessary condition for the existence of this phase is
that the coupling constants are such that all three quan-
tities αt, αh, θ are real. As a first condition we have
j2th ≥ 4jh (A39)
in order to make the square root expression in ρ, σ and θ
real.
The requirement that αt be real translates into
0 ≤ 1− σ
2
ρ2 − σ2 ≤ 1. (A40)
From the form of ρ and σ in terms of the coupling con-
stants it is straightforward to show that σ ≤ ρ. With
this the inequality (A40) results in the final requirement
σ ≤ 1 ≤ ρ. (A41)
There are no further conditions, since αh is guaranteed
to be real if αt is.
We return to the case ρ = 0, which is also one of the
solutions of Eqs. (A15)-(A17) with
ρ = 0→ αh = 0 (A42)
σ =
1
2jth
→ cosαt = 2jth (A43)
θ =
2pi
3
. (A44)
The energy in terms of the coupling constants has a sim-
pler form
E4b = −3
2
NJt −NJh − 2N J
2
th
Jt
(A45)
This is the other double cone phase that we have denoted
(4b) in the phase diagram. The necessary condition for
this phase to exist, which follows from the requirement
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that αt must be real, is
jth ≤ 1
2
. (A46)
4. Incommensurate spiral phase (5)
We calculate the energy with the spiral angle θ as a
variational parameter. The variational expression for the
energy is
E(θ) = −NJt +NJh − 2NJth + 2NJt cos2 θ
+ (2NJt + 2NJh − 4NJth) cos θ. (A47)
We minimize with respect to θ and obtain
cos θ = −1
2
(
1 +
Jh
Jt
− 2Jth
Jt
)
E5 = −3
2
NJt − N
2Jt
(Jh − 2Jth)2
as minimizing angle and energy. Since θ must be real, it
follows that
|1 + jh − 2jth| ≤ 2
must hold for the existence of the spiral phase.
5. Incommensurate alternating spiral phase (XY I)
The total variational energy is given by
E(θ) = −NJt + 2NJth +NJh + 2NJt(cos2 θ − cos θ)
− 4NJth cos θ − 2Jh cos θ . (A48)
The energy is minimized for
cos θ =
1
2
+
Jth
Jt
+
Jh
2Jt
(A49)
which yields the energy of phase XY I:
EXY I = −3
2
NJt −N (Jh + 2Jth)
2
2Jt
. (A50)
6. Canted ferromagnetic phase (XY II)
This phase is related to phase (4a) and the minimiza-
tion problem may be solved in close analogy with it. The
energy is given in terms of the parameters αt and αh:
E = NJt +NJh + 2NJt cos 2αt + 2NJh cos 2αh
− 2NJth [cos(αt + αh) + 2 cos(αt − αh)] . (A51)
The minimization conditions are given by
2jhρσ = jth(σ + ρ) (A52)
3σ − ρ = 4
jth
. (A53)
These equations are solved by
σ± ≡ cosαh
cosαt
(A54)
=
2
3jth
+
jth
3jh
±
√(
2
3jth
+
jth
3jh
)2
− 1
jh
ρ ≡ sinαh
sinαt
= 3σ − 4
jth
. (A55)
The positive sign of σ leads to a solution with an energy
that is always larger than that of the other planar phases.
Hence we will disregard this configuration and only focus
on the negative sign solution σ− (and drop the subscript
on σ). As a first condition we require that the expression
under the square root in the formula for σ must not be
negative. This is easily shown to be satisfied in exactly
two disjoint regions of parameter space
j2th ≤ jh (A56)
jh ≤ j2th/4 . (A57)
Furthermore, we require, as we did for phase (4a), that
αt is real. If αt is real, so will be αh. This condition will
hold if either one of the two inequalities
σ < 1 < ρ (A58)
ρ < 1 < σ . (A59)
is satisfied. From the form of σ and ρ in terms of the
coupling constants we can show that the first case does
not exist for any choice of coupling constants. Thus we
require only the second inequality (A59).
Finally, we compute the energy from the values of the
angles αt and αh, which are known in terms of σ and ρ,
and find
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EXY II =
9j2th
4
√√√√√ 2(j2h+1)j4thj2h + 8j2h − 9j2h+2jh+9jh j2th + 8 +
[
2(j2h−1)j3th
jh
− 4 (j2h − 1) jth
]√
j2th−5jh
j2h
+ 4
j2th
j4th − 5jhj2th + 4j2h
− (jh − 1)
(
8jh − 5j2th
) (
2jh + j
2
th
)
4jh
√
j4th − 5jhj2th + 4j2h
+
5(jh + 1)j
2
th
4jh
+ jh + 1 . (A60)
1 A. P. Ramirez, Annu. Rev. Mater. Sci. 24, 453 (1994).
2 J. T. Chalker, P. C. W. Holdsworth, and E. F. Shender,
Phys. Rev. Lett. 68, 855 (1992).
3 R. Moessner and J. T. Chalker, Phys. Rev. Lett. 80, 2929
(1998).
4 C. L. Henley, Phys. Rev. Lett. 62, 2056 (1989).
5 E. Shender, Sov. Phys. JETP 56, 178 (1982).
6 G.-W. Chern and R. Moessner, Phys. Rev. Lett. 110,
077201 (2013).
7 R. Coldea, D. A. Tennant, A. M. Tsvelik, and Z. Tylczyn-
ski, Phys. Rev. Lett. 86, 1335 (2001).
8 R. Coldea, D. A. Tennant, K. Habicht, P. Smeibidl,
C. Wolters, and Z. Tylczynski, Phys. Rev. Lett. 88, 137203
(2002).
9 T. Radu, H. Wilhelm, V. Yushankhai, D. Kovrizhin,
R. Coldea, Z. Tylczynski, T. Lu¨hmann, and F. Steglich,
Phys. Rev. Lett. 95, 127202 (2005).
10 I. Terasaki, Y. Sasago, and K. Uchinokura, Phys. Rev. B
56, R12685 (1997).
11 M. L. Foo, Y. Wang, S. Watauchi, H. W. Zandbergen,
T. He, R. J. Cava, and N. P. Ong, Phys. Rev. Lett. 92,
247001 (2004).
12 A. Olariu, P. Mendels, F. Bert, B. G. Ueland, P. Schiffer,
R. F. Berger, and R. J. Cava, Phys. Rev. Lett. 97, 167203
(2006).
13 M. Hemmida, H.-A. Krug von Nidda, N. Bu¨ttgen, A. Loidl,
L. K. Alexander, R. Nath, A. V. Mahajan, R. F. Berger,
R. J. Cava, Y. Singh, and D. C. Johnston, Phys. Rev. B
80, 054406 (2009).
14 T. McQueen, Q. Huang, J. W. Lynn, R. F. Berger,
T. Klimczuk, B. G. Ueland, P. Schiffer, and R. J. Cava,
Phys. Rev. B 76, 024420 (2007).
15 J. P. Sheckelton, J. R. Neilson, D. G. Soltan, and T. M.
McQueen, Nat. Mat. 11, 493 (2012).
16 J. P. Sheckelton, F. R. Foronda, L. Pan, C. Moir, R. D. Mc-
Donald, T. Lancaster, P. J. Baker, N. P. Armitage, T. Imai,
S. J. Blundell, and T. M. McQueen, Phys. Rev. B 89,
064407 (2014).
17 M. Mourigal, W. T. Fuhrman, J. P. Sheckelton,
A. Wartelle, J. A. Rodriguez-Rivera, D. L. Abernathy,
T. M. McQueen, and C. L. Broholm, Phys. Rev. Lett.
112, 027202 (2014).
18 R. Flint and P. A. Lee, Phys. Rev. Lett. 111, 217201
(2013).
19 L. Viciu, Q. Huang, E. Morosan, H. Zandbergen, N. Green-
baum, T. McQueen, and R. Cava, J. Solid State Chem.
180, 1060 (2007).
20 P. P. Orth, P. Chandra, P. Coleman, and J. Schmalian,
Phys. Rev. Lett. 109, 237205 (2012).
21 P. P. Orth, P. Chandra, P. Coleman, and J. Schmalian,
Phys. Rev. B 89, 094417 (2014).
22 J. Struck, C. O¨lschla¨ger, R. Le Targat, P. Soltan Panahi,
A. Eckardt, M. Lewenstein, P. Windpassinger, and K. Sen-
gstock, Science 333, 996 (2011).
23 J. Struck, M. Weinberg, C. O¨lschla¨ger, P. Windpassinger,
J. Simonet, K. Sengstock, R. Ho¨ppner, P. Hauke,
A. Eckardt, M. Lewenstein, and L. Mathey, Nat. Phys.
9, 738 (2013).
24 P. P. Soltan-Panahi, J. Struck, P. Hauke, A. Bick,
W. Plenkers, G. Meineke, C. Becker, P. Windpassinger,
M. Lewenstein, and K. Sengstock, Nat. Phys. 7, 434
(2011).
25 L. Tarruell, D. Greif, T. Uehlinger, G. Jotzu, and
T. Esslinger, Nature (London) 483, 302 (2012).
26 S. R. Sklan and C. L. Henley, Phys. Rev. B 88, 024407
(2013).
27 M. F. Lapa and C. L. Henley, “Ground states of the clas-
sical antiferromagnet on the pyrochlore lattice,” (2012),
arXiv:1210.6810.
28 Y. Miyatake, M. Yamamoto, J. J. Kim, M. Toyonaga, and
N. O., J. Phys. C 19, 2539 (1986).
29 E. Marinari and G. Parisi, Europhys. Lett. 19, 451 (1992).
30 K. Hukushima and K. Nemoto, J. Phys. Soc. Jpn 65, 1604
(1996).
31 H. G. Katzgraber, arXiv:0905.1629 (2009).
32 N. Goldenfeld, Lectures on Phase Transitions and the
Renormalization Group (Westview Press, Boulder, CO,
USA, 1992).
33 E. Fermi, Thermodynamics (Dover Publications, 1956).
34 F. Wang and Y. Ran, Phys. Rev. B 84, 241103 (2011).
35 L. X. Hayden, T. A. Kaplan, and S. D. Mahanti, Phys.
Rev. Lett. 105, 047203 (2010).
36 O. A. Starykh, W. Jin, and A. V. Chubukov, Phys. Rev.
Lett. 113, 087204 (2014).
37 Y. Taguchi, Y. Oohara, H. Yoshizawa, N. Nagaosa, and
Y. Tokura, Science 291, 2573 (2001).
38 S. Sachdev, Quantum Phase Transitions (Cambridge Uni-
versity Press, Cambridge, U.K., 1999).
39 L. Messio, B. Bernu, and C. Lhuillier, Phys. Rev. Lett.
108, 207204 (2012).
40 G. Jotzu, M. Messer, R. Desbuquois, M. Lebrat,
T. Uehlinger, D. Greif, and T. Esslinger, arXiv:1406.7874
(2014).
