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Abstract. Non linear programming is the most important optimizations. One
of them is linear fractional programming problem. On some applications of linear
programming problems, the coefficient on the model often can not be determined pre-
cisely. One method to solve this linear programming problem is to use an interval
approach, where uncertain coefficients are transformed into the form of intervals.
The linear fractional programming problem with interval coefficients in the objective
function is solved by the variable transformation. The transformation was intro-
duced by Charnes and Cooper. In this method a combination of the first and the
last points of the intervals are used in place of the intervals. This research showed
that optimization linear fractional programming problems with interval coefficient in
objective function can be transformed with Charnes and Coopers transformation.
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1. INTRODUCTION
In recent years, The mathematicians have tried many approaches to solving
linear fractional Programming problems. This article will explain the linear
fractional programming is one of the special case of non-linear programming,
which is commonly used for real-life problems by modeling one or more
destinations such as comparison between benefit and cost, the actual revenue
and standardization, input and employees, etc. It is applied to a wide range
of disciplines such as engineering, business, finance, economics, and others.
[1]
Linear fractional programming is a special class of non-linear program-
ming which can be transformed into a linear programming problem with the
method Charnes and Cooper. Linear programming is a way to resolve the
issue of allocating limited resources among several activities that compete
with the best way possible. For example, the allocation of production fa-
cilities, national resources for domestic needs, production scheduling and
others.
Linear fractional programming is a generalization of linear program-
ming. In the linear programming has the objective function is a linear
function. While linear fractional programming has the objective function
which is a ratio of two linear functions. Linear fractional programming is
a special class of non-linear programming. It said special class because it
can be transformed into a linear form where the function denominators on
linear fractional program objective function value is 1 and the denominator
of the objective function entered into constraint functions.
Linear programming and linear fractional program is an optimization
problem that use linear equations and inequalities, and each problem has
a feasible region. In general, the linear programming calculates the policy
to seek maximum profit or minimum cost. While the linear fractional pro-
gram used to calculate the optimal efficiency ratio between benefit and cost.
Linear fractional programming aimed at finding a ratio of 2 pieces of ob-
jective function in a linear programming to obtain optimal results. In some
applications of linear programming problems, the coefficients in the model
often can not be determined precisely. So in such cases, it is much better to
choose the coefficients as the interval is not a fixed numbers.
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2. Charnes and Cooper’s Transformation
Linear programming is a planning technique that uses mathematical models
with the aim of finding some alternative combination of problem solving.
Then, it will be choosen best to formulate a strategy and policy steps on
the allocation of available resources in order to achieve the desired goals or
objective optimally by involving linear variables. In the linear programming
model are two kinds of functions, namely the objective function objective
function and constraint functions are linear.
Maximum Z = c1x1 + c2x2 + ...+ cjxj
(minimum)
Constraints : a11x1 + a12x2 + ...+ a1jxj ≤ b1
a21x1 + a22x2 + ...+ a2jxj ≤ b2
...
...
...
ai1x1 + ai2x2 + ...+ aijxj ≤ bi
xj ≥ 0, for j = 1, 2, ...,m and i = 1, 2, ..., n
Linear fractional programming is a special class of non-linear programming.
Charnes and Cooper introduced their transformation to convert the non-
linear form of linear fractional programming to linear programming. Where
the function denominator value is 1. After transformed, the denominator
function was added constraint functions. [2]
The general form of linear fractional programming problems are as follows:
Maximum Z =
a1x1 + a2x2 + ...+ akxk + ak+1
c1x1 + c2x2 + ...+ ckxk + ck+1
Constraints A1x1 + ...+Akxk ≤ b
x1 ≥ 0, ..., xk ≥ 0 (1)
Where Ai is a matrix 1 x m, for i = 1, . . . , k and b is m-dimensional column
vector constants
Thus, it is assumed that: c1x1 + c2x2 + · · · + ckxk + ck+1 ≥ 0 for all
xT = (x1, . . . , xk) ∈ X , Where X results feasible region of the equation
(1).
To solve the equation (1). Transformation Charnes-Chooper set for:
Z =
1
c1x1 + c2x2 + ...+ ckxk + ck+1
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c1x1z + c2x2z + ...+ ckxkz + ck+1z
x1 ≥ 0, ..., xk ≥ 0, z ≥ 0
Thus, equation (1) is transformed into linear programming problems:
Maximum Z =
a1x1 + a2x2 + ...+ akxk + ak+1
c1x1 + c2x2 + ...+ ckxk + ck+1
Constraints : A1x1 + ...+ Akxk ≤ b
x1 ≥ 0, ..., xk ≥ 0 (2)
assumed yi = xi
1
c1x1+c2x2+...+ckxk+ck+1
= xizfori = 1, . . . , k, equation (2)
can be reduced becomes:
Maximum Z = a1y1 + a2y2 + ...+ akyk + ak+1z
Constraints : A1y1 + ...+Akyk ≤ bz
c1y1 + c2y2 + ...+ ckyk + ck+1z = 1
y1 ≥ 0, ..., yk ≥ 0, z ≥ 0 (3)
On some problems of linear programming applications, the coefficients in
the model often can not be determined precisely. One method in solving
linear programming problems is by using the interval approach, where the
coefficients are not necessarily converted into a form of interval.
3. Optimization Linear fractional programming problems with
Interval Coefficients in the Objective Function
Linear fractional programming is a generalization of linear programming. In
the linear programing has the objective function is a linear function. While
linear fractional programming has the objective function which is a ratio of
two linear functions. Linear fractional programming is a special class of non-
linear programming. It said special class because it can be transformed into
a linear form where the function denominators on linear fractional program
objective function value is 1 and the denominator of the objective function
entered into constraint functions.
Linear programming and linear fractional program is an optimization
problem that use linear equations and inequalities, and each problem has a
feasible region. In general, the linear programming calculates the policy to
seek maximum profit or minimum cost. While the linear fractional program
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used to calculate the optimal efficiency ratio as profit and cost. Linear frac-
tional programming aimed at finding a ratio of 2 pieces of objective function
in a linear programming to obtain optimal results.In some applications of
linear programming problems, the coefficients in the model often can not
be determined precisely. So in such cases, it is much better to choose the
coefficients as the interval is not a fixed numbers.[3]
So the optimization problem of linear fractional program with interval
coefficients in the objective function is a combination of linear fractional
programming problem with linear programming with interval coefficient.
So that the problem equation can be written as:
Maximum Z =
[a1, b1]x1 + [a2, b2]x2 + ...+ [aj, bk]xj + [aj+1, bj+1]
[c1, d1]x1 + [c2, d2]x2 + ...+ [cj, dk]xj + [cj+1, dj+1]
Constraints : A1x1 + ...+Ajxj ≤ b
x1 ≥ 0, ..., xj ≥ 0, for(j = 1, 2, 3, ..., n) (4)
To resolve this problem it is assumed that
[c1, d1]x1 + [c2, d2]x2 + · · ·+ [ck, dk]xj + [ck+1, dk+1] ≥ 0
for all xT = (x1, ..., xk) inX , where X is a compact feasible region.
To complete the equation (4), assumed variables
Maximum Z = [a1, b1]x1t+ [a2, b2]x2t+ ...+ [ak, bk]xjt+ [ak+1, bk+1]t
COnstraints A1x1t+ ...+ Akxkt ≤ bt
[c1, d1]x1t+ [c2, d2]x2t+ ...+ [ck, dk]xkt+ [ck+1, dk+1]t = 1
x1 ≥ 0, ..., xk ≥ 0, t ≥ 0 (5)
By assumed variables
ui = xi
1
[c1,d1]x1+[c2,d2]x2+···+[ck ,dk]xj+[ck+1,dk+1]
= xit for i = 1, . . . , k,
equation (5) can be reduced to:
Maximum Z = [a1, b1]u1 + [a2, b2]u2 + ...+ [ak, bk]uk + [ak+1, bk+1]t
Constraints : A1u1 + ...+Akuk ≤ bt
[c1, d1]u1 + [c2, d2]u2 + ...+ [ck, dk]uk + [ck+1, dk+1]t = 1
u1 ≥ 0, ..., uk ≥ 0, t ≥ 0 (6)
Linear combination of each region interval following the equation:
Maximum Z = [α1a1 + (1− α1)b1]u1 + [α2a2 + (1− α2)b2]u2 + ...+
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[αkak + (1− αk)bk]uk + [αk+1ak+1 + (1− αk+1)bk+1]t
Constaints A1u1 + ...+Akuk − bt ≤ 0
[β1c1 + (1− β1)d1]u1 + [β2c2 + (1− β2)d2]u2 + ...+ [βkck
+(1− βk)dk]uk + [βk+1ck+1 + (1− βk+1)dk+1]t = 1
u1 ≥ 0, ..., uk ≥ 0, t ≥ 0, 0 ≤ αi ≤ 1, ..., 0≤ βi ≤ 1,
for i = 1, ..., k+ 1 (7)
From equation (7). At the constraint functions can be reduced to:
[β1c1 + (1− β1)d1]u1 + ...+ [βkck + (1− βk)dk]uk+
[βk+1ck+1 + (1− βk+1)dk+1]t = 1
[β1c1u1 + β1d1u1 + ...+ βkcku1 + dkuk − βkdkuk+
βk+1ck+1t+ dk+1t− βk+1dk+1t] = 1
[β1c1u1 + β1d1u1] + ...+ [βkcku1 + βkdkuk] + [βk+1ck+1t−
βk+1dk+1t] + d1u1 + ...+ dkuk + dk+1t = 1
[β1u1(c1 − d1) + ...+ βkuk(ck − dk) + βk+1t
(ck+1 − dk+1)] + d1u1 + ...+ dkuk + dk+1t = 1 (8)
because, uj ≥ 0 untuk j = 1, . . . , k, t ≥ 0, 0 ≤ βi ≤ 1, (di − ci) ≥ 0 untuk
i = 1, . . . , k+ 1
Therefore, the equation (8) can be written:
1 ≤ 1 + [β1u1(d1 − c1) + ...+ βkuk(dk − ck) + βk+1t(dk+1ck+1)]
≤ 1 + u1(d1 − c1) + ...+ uk(dk − ck) + t(dk+1 − ck+1)] (9)
By combining equations (8) and (9) yields:
1 ≤ d1u1 + ...+ dkuk + dk+1t ≤ 1 + u1(d1 − c1) + ...+ uk(dkck) + t(dk+1 − ck+1)(10)
Which is then reduced to:
d1u1 + ...+ dkuk + dk+1t ≥ 1 (11)
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and
c1u1 + ...+ ckuk + ck+1t ≤ 1 (12)
Therefore, using equation (11) and (12), equation (7) is transformed into
the following equation:
Maximum Z = [α1a1 + (1− α1)b1]u1 + [α2a2 + (1− α2)b2]u2 + ...+
[αkak + (1− αk)bk]uk + [αk+1ak+1 + (1− αk+1)bk+1]t
Constraints c1u1 + ...+ ckuk + ck+1t ≤ 1
d1u1 + ...+ dkuk + dk+1t ≥ 1
A1u1 + ...+Akuk − bt ≤ 0
u1 ≥ 0, ..., uk ≥ 0, t ≥ 0, 0 ≤ αi ≤ 1
untuk i = 1, ..., k+ 1 (13)
If (U1, . . . , uk, t) be the point of the area is feasible from equation (13),
with 0 ≤ αi ≤ 1, (ai−bi) ≤ 0 to i = 1, . . . , k+ 1, then the objective function
in equation (13) can be written as:
α1u1(a1 − b1) + · · · + αkuk(ak − bk) + αk+1t(ak+1 − bk+1)] + b1u1 + · · · +
bkuk + bk+1t ≥ u1(a1 − b1) + · · ·+ uk(ak − bk) + t(ak+1 − bk+1)] + b1u1 +
· · ·+ bkuk + bk+1t = a1u1 + · · ·+ akuk + ak+1t
The equation above proves that a1, a2, ..., ak+1 is the lower limit of the
interval coefficient in the objective function. Then the worst optimum ob-
jective function equation is Z = a1U1 + dots + akuk + ak+1t
So the form of transformations linear fractional programming problems with
interval coefficients in the objective function is
Maximum Z = a1u1 + ...+ akuk − ak+1t
Constraints : c1u1 + ...+ ckuk + ck+1t ≤ 1
d1u1 + ...+ dkuk + dk+1t ≥ 1
A1u1 + ...+ Akuk − bt ≤ 0
u1 ≥ 0, ..., uk ≥ 0, t ≥ 0, for k = 1, ..., m
Whereas to obtain the best optimum taken the upper limit of the interval
coefficients in the objective function. So the form of transformations linear
fractional programming in the objective function is
Maximum Z = b1u1 + ...+ bkuk − bk+1t
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Constraints : c1u1 + ...+ ckuk + ck+1t ≤ 1
d1u1 + ...+ dkuk + dk+1t ≥ 1
A1u1 + ...+ Akuk − bt ≤ 0
u1 ≥ 0, ..., uk ≥ 0, t ≥ 0, for k = 1, ..., m
The following will be proven that the linear fractional programming prob-
lems with interval coefficients in the objective function following the method
Charnes-Cooper.
Maximum Z =
[a1, a1]x1 + [a2, a2]x2 + ...+ [ak, ak]xj + [ak+1, ak+1]
[c1, c1]x1 + [c2, c2]x2 + ...+ [ck, ck]xj + [ck+1, ck+1]
Constraints A1x1 + ...+Akxk ≤ b
x1 ≥ 0, ..., xk ≥ 0
(k = 1, ..., m) and (j = 1, ..., n)
Prove :
Because the interval coefficients in the numerator of the objective function
has the same value. The coefficient of the objective function at its optimum
best and the worst are the same optimum. Then the optimization linear
fractional programming problems with interval coefficients in the objective
function above can be transformed into:
Maximum Z = a1u1 + ...+ akuk + ak+1t
Constraints : c1u1 + ...+ ckuk + ck+1t ≤ 1
c1u1 + ...+ ckuk + ck+1t ≥ 1
A1u1 + ...+ Akuk − bt ≤ 0
u1 ≥ 0, ..., uk ≥ 0, t ≥ 0, for k = 1, ..., m
Because the left-hand side coefficients of the first equation and the second at
the same constraint function, then the first and second combined equation,
so the equation becomes linear programming:
Maximum Z = a1u1 + ...+ akuk + ak+1t
Constraints c1u1 + ...+ ckuk + ck+1t = 1
A1u1 + ...+Akuk − bt ≤ 0
u1 ≥ 0, ..., uk ≥ 0, t ≥ 0, for k = 1, ..., m
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Thus proved that the optimization programwith a linear fractional program-
ming problems with interval coefficients in the objective function in accor-
dance with the shape transformation introduced by Charnes and Cooper. [4]
Example:
PT Zuhanda produces two types of toys made of wood in the form of
dolls and trains. Dolls sold at Rp 27000 to Rp 35000 per dozen that every
dozen require Rp 10000 to Rp 14000 material costs and labor costs Rp 14000
to16000. Trains are sold for Rp 21000 to Rp 30000 per dozen will cost Rp
9000 to Rp 12000 material and labor costs Rp 10000 to Rp 13000. If the
company is taxed manufacture approximately Rp 5000 to Rp 8000. To make
these dolls and train, the workforce needed two groups, namely carpenters
and polished. Every dozen dolls need 2 hours and 1 hour polishing wood
work, while every dozen train requires 1 hour and 1 hour polishing wood
work. Although the weekly company can meet all the necessary material,
available working hours only 100 hours to 80 hours for polishing and wood
work. From the observation of the market for this can be said that the need
for trains is unlimited, but for not more than 40 dolls a dozen were sold
each week. How formulation of the problems described above to determine
how many dozen kinds of toys each of which must be made each week by
optimizing cost efficiency?
Solution:
Income/week = [27, 35]x1+ [21, 30]x2
Costsofmaterial/week = [10, 14]x1+ [9, 12]x2
Laborcosts/week = [14, 16]x1+ [10, 13]x2
Tax = [5, 8]
So,
Income = [27, 35]x1+ [21, 30]x2
Cost = [10 + 14, 14+ 16]x1 + [9 + 10, 12+ 13]x2+ [5, 8]
= [24, 30]x1+ [19, 25]x2+ [5, 8]
Cost function can be symbolized by g(x). So as to express the cost function
equation can be written:
g(x) = [24, 30]x1+ [19, 25]x2+ [5, 8]
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Profit = Income− Cost
= [3, 5]x1+ [2, 5]x2+ [−8,−5]
where the profit function symbolized by the function f(x). So as to express
the objective function of the profit equation can be written:
To declare the value of the objective function to be used variable Z and can
be written:
Maximumf(x) = Z = [3, 5]x1+ [2, 5]x2+ [−8,−5]
Limiting the obstacles encountered so that we can not determine prices
arbitrarily decision variables. On the issue of the above there are 3 barrier
faced is:
delimiter 1 : 2x1 + x2 ≤ 100
delimiter 3 : x1 + x2 ≤ 80
delimiter 3 : x1 ≤ 40
Thus, the complete formulation of the problem PT Zuhanda are:
Maximum Z = [3, 5]x1+ [2, 5]x2+ [−8,−5]
Constraints 2x1 + x2 ≤ 100
x1 + x2 ≤ 80
x1 ≤ 40
x1 ≥ 0, x2 ≥ 0
Having achieved the optimum solution for x1 = 20, and x2 = 60 and
Z = [172, 395].
So that maximum benefit is obtained by PT Zuhanda of between Rp 172000
to Rp 395000 with a capital investment of 1.625 million to 2.108 million. So
the efficiency of the benefits and costs of PT zuhanda was 172000 / 1625000
= 0.1058 at worst optimum. While the best optimum efficiency is obtained
at 395000/2108000 = 0.1873.
By using optimization linear fractional programming problems with interval
coefficients in the objective function can increase the ratio of cost efficiency.
Then form equation with the optimization linear fractional programming
problems with interval coefficients in the objective function
Maximum Z =
f(x)
g(x)
=
[3, 5]x1+ [2, 5]x2+ [−8,−5]
[24, 30]x1+ [19, 25]x2+ [5, 8]
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Constraints 2x1 + x2 ≤ 100
x1 + x2 ≤ 80
x1 ≤ 40
x1 ≥ 0, x2 ≥ 0
Transformation of linear fractional programming optimization with interval
coefficients in the objective function becomes:
Maximum Z = [3, 5]u1+ [2, 5]u2+ [−8,−5]t
Constraints 24u1 + 19u2 + 5t ≤ 1
34u1 + 25u2 + 8t ≥ 1
2u1 + u2 + 100t ≤ 0
u1 + u2 + 80t ≤ 1
u1 + 40t ≤ 0
u1 ≥ 0, u2 ≥ 0, t ≥ 0
So the equation form a linear programming to obtain its optimum best
efficiency is
Maximum Z = 5u1 + 5u2 + 5t
Constraints : 24u1 + 19u2 + 5t ≤ 1
34u1 + 25u2 + 8t ≥ 1
2u1 + u2 + 100t ≤ 0
u1 + u2 + 80t ≤ 1
u1 + 40t ≤ 0
u1 ≥ 0, u2 ≥ 0, t ≥ 0
From the calculation above, the linear programming efficiency ratio values
obtained best optimum of profits and costs with solutions U1 = 0, U2 =
0.0525, t = 0.0007 and z = 0259. Increased efficiency of 0.1873 becomes
0.259. By producing toy trains as much as x2 =
U2
t
= 0.05250.0007 = 75 a dozen,
a capital cost of USD 1.883 million and a profit of USD 367 000.
Whereas its optimum for the worst optimum transformations of optimiza-
tion linear fractional programming problems with interval in the objective
function is
Maximum Z = 3u1 + 3u2 +−8t
Constraints 24u1 + 19u2 + 5t ≤ 1
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34u1 + 25u2 + 8t ≥ 1
2u1 + u2 + 100t ≤ 0
u1 + u2 + 80t ≤ 1
u1 + 40t ≤ 0
u1 ≥ 0, u2 ≥ 0, t ≥ 0
From the equation above, the linear programming obtained the highest ratio
worst optimum for efficiency gains and cost with solutions U1 = 0.0415,
U2 = 0, t = 0001 and z = 0.1161. Increased from 0.1058 into 0.1161. By
producing the stuffed toys as much as x1 =
U1
t
= 0.04150001 = 41 dozen, with a
capital cost of USD 992 000 and a profit of Rp 115,000.
4. Conclusion
The conclusion that can be obtained from the above description is as follows:
1. Optimization linear fractional programming problems with interval co-
efficients in the objective function can increase cost efficiency.
2. Optimization linear fractional programming problems with interval co-
efficients in the objective function can increase profits with minimum
costs.
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