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DIFFUSION WITH NONLOCAL BOUNDARY CONDITIONS
WOLFGANG ARENDT, STEFAN KUNKEL, AND MARKUS KUNZE
Abstract. We consider second order differential operators Aµ on a bounded,
Dirichlet regular set Ω ⊂ Rd, subject to the nonlocal boundary conditions
u(z) =
∫
Ω
u(x)µ(z, dx) for z ∈ ∂Ω.
Here the function µ : ∂Ω → M+(Ω) is σ(M (Ω), Cb(Ω))-continuous with 0 ≤
µ(z,Ω) ≤ 1 for all z ∈ ∂Ω. Under suitable assumptions on the coefficients in
Aµ, we prove that Aµ generates a holomorphic positive contraction semigroup
Tµ on L∞(Ω). The semigroup Tµ is never strongly continuous, but it enjoys
the strong Feller property in the sense that it consists of kernel operators and
takes values in C(Ω). We also prove that Tµ is immediately compact and study
the asymptotic behavior of Tµ(t) as t→∞.
1. Introduction
W. Feller [13, 14] has studied one-dimensional diffusion processes and their cor-
responding transition semigroups. In particular, he characterized the boundary
conditions which must be satisfied by functions in the domain of the generator of
the transition semigroup. These include besides the classical Dirichlet and Neumann
boundary conditions also certain nonlocal boundary conditions.
Subsequently, A. Ventsel’ [31] considered the corresponding problem for diffusion
problems on a domain Ω ⊂ Rd with smooth boundary. He characterized boundary
conditions which can potentially occur for the generator of a transition semigroup.
Naturally, the converse question of proving that a second order elliptic operator
(or more generally, an integro-differential operator) subject to certain (nonlocal)
boundary conditions indeed generates a transition semigroup, has recieved a lot of
attention, see the article by Galakhov and Skubachevski˘ı [15], the book by Taira
[30] and the references therein. We would like to point out that the interest in
general – also nonlocal – boundary conditions is not only out of mathematical
curiosity. In fact, nonlocal boundary conditions appear naturally in applications, e.g.
in thermoelasticity [11], in climate control systems [19] and in financial methematics
[17].
In this article, we consider second order differential operators on a bounded open
subset Ω of Rd, formally given by
A u :=
d∑
ij=1
aijDiDju+
d∑
j=1
bjDju+ c0u.
Below, we will define a realization Aµ of A on C(Ω) subject to nonlocal boundary
conditions of the form
u(z) =
∫
Ω
u(x)µ(z, dx)
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for all z ∈ ∂Ω, where µ : ∂Ω → M+(Ω) is a measure-valued function with 0 ≤
µ(z,Ω) ≤ 1. Here, M (Ω) denotes the space of all (complex) Borel measures on Ω
and M+(Ω) refers to the cone of positive measures.
This boundary condition has a clear probabilistic interpretation. Whenever a
diffusing particle reaches the boundary (say at the point z ∈ ∂Ω), it immediately
jumps back to the interior Ω. The point it jumps to is chosen randomly, according
to the distribution µ(z, ·). In the case where µ(z,Ω) < 1, the particle “dies” with
probability 1 − µ(z,Ω). This is a multidimensional version of what Feller called
in [14] an instantaneous return process. Stochastic processes of this form were
constructed by Grigorescu and Kang [17, 18] and Ben-Ari and Pinsky [6, 7].
We will now make precise our assumptions on Ω, the coefficients aij , bj and c0
as well as the measures µ. Unexplained terminology will be discussed in Section 3.
Hypothesis 1.1. Let Ω be a bounded, open, Dirichlet regular subset of Rd and
aij ∈ C(Ω), bj , c0 ∈ L
∞(Ω) be real valued for i, j = 1, . . . , d. We assume that
the coefficients aij are symmetric (i.e. aij = aji for all i, j = 1, . . . , d) and strictly
elliptic in the sense that there exists a constant η > 0 such that for all ξ ∈ Rd we
have
(1.1)
d∑
i,j=1
aij(x)ξiξj ≥ η|ξ|
2
almost everywhere. Moreover, we assume that c0 ≤ 0 almost everywhere.
Finally, we assume one of the following regularity conditions:
(a) the coefficients aij are Dini continuous for all i, j = 1, . . . , d or
(b) Ω satisfies the uniform exterior cone condition.
Concerning the measure µ, we assume the following.
Hypothesis 1.2. We assume that µ : ∂Ω → M+(Ω) is σ(M (Ω), Cb(Ω))-continuous
and satisfies 0 ≤ µ(z,Ω) ≤ 1 for all z ∈ ∂Ω.
In Hypothesis 1.2 we let Cb(Ω) := {f : Ω → C, f is bounded and continuous}
and denote by σ(M (Ω), Cb(Ω)) the weak topology induced by Cb(Ω) on M (Ω) via
the natural duality.
Hypotheses 1.1 and 1.2 will be assumed throughout without further mentioning.
For the purpose of this paper we define the space W (Ω) by
(1.2) W (Ω) :=
⋂
1<p<∞
W 2,ploc (Ω).
The reason for this choice is that by elliptic regularity [16, Lemma 9.16] we have
u ∈W (Ω) whenever u ∈ W 2,ploc (Ω) for some 1 < p <∞ and A u ∈ L
∞
loc(Ω).
We define the realization Aµ of A in L
∞(Ω) subject to nonlocal boundary con-
ditions as follows.
(1.3)
D(Aµ) :=
{
u ∈ C(Ω) ∩W (Ω) : A u ∈ L∞(Ω),
u(z) =
∫
Ω
u(x)µ(z, dx) ∀ z ∈ ∂Ω
}
Aµu := A u.
We can now formulate the main result of this article.
Theorem 1.3. Assume Hypotheses 1.1 and 1.2 and define the operator Aµ by
Equation (1.3). Then the following hold true:
(a) Aµ is the generator of a holomorphic semigroup Tµ := (Tµ(t))t>0 on L
∞(Ω).
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(b) The semigroup Tµ consists of positive and contractive operators. Moreover,
it is strongly Feller in the sense that Tµ(t) is a kernel operator taking values
in C(Ω) for t > 0. In particular, Tµ leaves the space C(Ω) invariant.
(c) Tµ(t) is compact for every t > 0.
(d) There exist a positive projection P of finite rank and constants ε > 0 and
M ≥ 1 such that
‖Tµ(t)− P‖ ≤Me
−εt
for all t > 0.
Theorem 1.3 extends the results in the existing literature in several aspects. First
of all, in the quoted results [15, 30, 6, 7], Ω is assumed to have smooth boundary.
Here, we only assume that Ω is Dirichlet regular or (if the aij are merely contin-
uous) that Ω satisfies the uniform exterior cone condition (see Section 3). Both
are fairly weak regularity assumptions which are satisfied for Lipschitz boundaries.
It seems that Dirichlet regularity is the weakest regularity assumption possible for
this problem. Indeed, in the case of Lipschitz continuous diffusion coefficients it
is proved in [2] that a second order differential operators with Dirichlet boundary
conditions (which corresponds to the choice µ = 0 above) generates a strongly con-
tinuous semigroup on C0(Ω) if and only if Ω is Dirichlet regular. We also note that
our regularity assumptions on the coefficients are much weaker than in the articles
quoted above; in the case of Dirichlet regular Ω we assume that the diffusion coef-
ficients are Dini-continuous (see Section 3) so that in particular Ho¨lder-continuous
coefficients are possible. If we assume slightly more regular boundary, we can even
allow general continuous diffusion coefficients.
We also obtain more information about the semigroup generated by the operator
Aµ. First of all, we obtain a semigroup on all of C(Ω) (even L
∞(Ω)) rather than
on a closed subspace Cµ(Ω) thereof as in [15]. This comes at the cost that our
semigroup Tµ is not strongly continuous. Having a semigroup on all of C(Ω) has
important consequences. For example, it follows that the semigroup Tµ is given
through transition probabilities, see Section 5 and also [29, Theorem 9.2.2]. It is
thus possible to construct – in a canonical way, cf. [12, Theorem 4.1.1] – a Markov
process with transition semigroup Tµ. This gives an analytic approach to immediate
return processes. In [7], the authors worked the other way round. They constructed
the stochastic process directly and then used the process to study the transition
semigroup on the Lp-scale. Another consequence of having a semigroup on C(Ω)
is that, via duality, we obtain an adjoint semigroup T ∗µ on M (Ω), the space of
all (complex) measures on the Borel σ-algebra on Ω. This semigroup is important
in probability theory, as it can be used to compute distributions of the associated
Markov process from the initial distribution of the process. It now follows from part
(d) of Theorem 1.3 that the distributions of the associated Markov process converge
in the total variation norm for every initial distribution.
Second, we obtain from our techniques that the semigroup Tµ is holomorphic. Be-
sides being interesting in its own right, it is the holomorphy of the semigroup which
allows us to work with generators even though the semigroups under consideration
are not strongly continuous.
Third, we prove that the semigroup Tµ is immediately compact. This result is
of particular importance. In [5, Proposition 4.7] it is proved that if Ω satisfies the
uniform exterior cone condition, the semigroup generated by the Dirichlet Laplacian
on C0(Ω) is immediately compact. The proof is based on the fact that the domain of
the Dirichlet Laplacian is contained in a Ho¨lder space which, in turn, is compactly
embedded into C0(Ω). However assuming merely Dirichlet regularity this strategy
to prove compactness cannot work. Here, we pursue a different approach, based
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on the strong Feller property. This is, once again, possible because we obtain a
semigroup on all of L∞(Ω).
Using our additional information about the semigroup allows us to deduce infor-
mation about the asymptotic behavior of the semigroup. If Ω is connected, c0 = 0
and every measure µ(z) is a probability measure, we show in Corollary 5.10 that
the semigroup converges to an equilibrium.
Let us briefly compare our boundary conditions with other results in the litera-
ture. There one finds different, partially weaker, assumptions on the measures µ(z)
defining the boundary conditions. In particular, Galakhov and Skubachevski˘ı [15]
allow jumps on the boundary, i.e. µ(z) may have mass on the boundary whereas we
require that for every µ(z) the boundary ∂Ω is a null set. Gurevich [20] allows also
functions z 7→ µ(z) with certain discontinuities. Finally, Peng and Li [26] consider
the situation where the particle having reached the boundary first stays there before
jumping back to the interior.
This article is structured as follows. Sections 2 and 3 contain preliminary results.
In Section 4, we prove a generation result from which in particular part (a) of
Theorem 1.3 follows. Here we also establish half of part (b) of our main theorem.
In Section 5, we recall the basic definitions concerning kernel operators and the
strong Feller property. We then show that the resolvent of Aµ consists of strong
Feller operators and deduce the rest of (b) as well as the remaining parts (c) and
(d) of Theorem 1.3 from this.
2. Holomorphic semigroups
The semigroups we are studying in this article are not strongly continuous. As
this is not a standard situation, we recall the relevant definitions and results in this
preliminary section. The following definition is taken from [1, Section 3.2]
Definition 2.1. Let X be a Banach space. A semigroup is a strongly continuous
mapping T : (0,∞)→ L (X) such that
(a) T (t+ s) = T (t)T (s) for all t, s > 0;
(b) there exist constants M > 0 and ω ∈ R such that ‖T (t)‖ ≤ Meωt for all
t > 0;
(c) if T (t)x = 0 for all t > 0 it follows that x = 0.
We say that T is of type (M,ω) to emphasize that (b) holds with these constants.
If T is a semigroup of type (M,ω), there exists a unique operator A such that
(ω,∞) ⊂ ρ(A) and
R(λ,A)x =
∫ ∞
0
e−λtT (t)x dt
for all x ∈ X and λ > ω, see [1, Equation (3.13)]. The operator A is called the
generator of T .
We now characterize when T is a contraction semigroup, i.e. of type (1, 0).
Proposition 2.2. Let T be a semigroup of type (M,ω) on the Banach space X and
A be the generator of T . The following are equivalent.
(i) ‖T (t)‖ ≤ 1 for all t > 0;
(ii) ‖λR(λ,A)‖ ≤ 1 for all λ > ω.
Proof. If ‖T (t)‖ ≤ 1 for all t > 0 then for λ > 0 we have
‖λR(λ,A)x‖ =
∥∥∥
∫ ∞
0
λe−λtT (t)x dt
∥∥∥ ≤
∫ ∞
0
λe−λt‖x‖ dt = ‖x‖.
For the converse, we note that (ii) implies
1
n!
‖λn+1R(λ,A)(n)‖ = ‖λn+1R(λ,A)n+1‖ ≤ 1
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for all n ∈ N0. Now the Post–Widder inversion formula [1, Theorem 1.7.7] yields
‖T (t)‖ ≤ 1 for all t > 0. 
A semigroup T is called holomorphic if it has a holomorphic extension to a sector
Σθ :=
{
reiϕ : r > 0, |ϕ| < θ
}
for some angle θ ∈ (0, pi2 ] which is bounded on Σθ ∩ {z ∈ C : |z| ≤ 1}, see [1,
Definition 3.7.1]. We note that in this case the semigroup law automatically also
holds for the holomorphic extension. We call the semigroup T bounded holomorphic
if the holomorphic extension is additionally bounded on all of Σθ.
An operator A generates a holomorphic semigroup if and only if there exists
a constant c ∈ R such that A − c generates a bounded holomorphic semigroup.
The generators of (bounded) holomorphic semigroups can be characterized by the
following holomorphic estimate.
Theorem 2.3. An operator A on X generates a (bounded) holomorphic semigroup
if and only if there exists ω ∈ R (ω = 0) such that {λ ∈ C : Reλ > ω} ⊂ ρ(A) and
sup
Reλ>ω
‖λR(λ,A)‖ <∞.
Proof. Corollaries 3.7.12 and 3.7.17 of [1]. 
A semigroup T is called exponentially stable if it is of type (M,−ε) for some
ε > 0. An operator A generates an exponentially stable semigroup if and only if
A + ε generates a semigroup of type (M, 0) for some M ≥ 0 and ε > 0. To prove
that a holomorphic semigroup T is expontially stable it suffices to prove that the
spectrum of its generator A is contained in the open left half-plane. More precisely,
we have the following result.
Proposition 2.4. Let A be the generator of a holomorphic semigroup T . The
following are equivalent.
(i) T is exponentially stable.
(ii) Reλ < 0 for all λ ∈ σ(A).
Proof. Assume (ii) and let ω be as in Theorem 2.3. It follows from [1, Theorem
3.7.11], that ‖λR(λ,A)‖ is bounded on the set ω + Σθ for a suitable θ ∈ (
pi
2 , π).
For ε > 0 the set Kε := {λ : Reλ ≥ −ε} \ (ω + Σθ) is compact. By (ii) we have
Kε ⊂ ρ(A) for a suitable ε > 0. It follows that supλ∈Kε ‖λR(λ,A)‖ < ∞. Allto-
gether, supReλ≥−ε ‖λR(λ,A)‖ < ∞. This implies that A + ε generates a bounded
holomorphic semigroup, whence A generates an exponentially stable semigroup.
The converse is obvious. 
In this article, we are concerned with semigroups on the Banach spaces X =
L∞(Ω) or X = C(Ω) or X = C0(Ω) := {u ∈ C(Ω) : u|∂Ω = 0} where Ω ⊂ R
d
is open and bounded. These spaces are Banach lattices in their natural ordering
(see [4, BI, CI] for more details). From the point of view of applications to Markov
processes it is important to consider positive semigroups. We recall that a semigroup
T on a Banach lattice X is called positive if T (t) is a positive operator for all t > 0.
The latter means that if u ≥ 0 then also T (t)u ≥ 0.
We now characterize generators of positive semigroups.
Proposition 2.5. Let A be the generator of a semigroup T on a Banach lattice X.
The following are equivalent.
(i) T is positive.
(ii) There exists some λ0 ∈ R such that (λ0,∞) ⊂ ρ(A) such that R(λ,A) ≥ 0
for all λ > λ0.
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Proof. Let T be of type (M,ω). If T is positive, then for u ≥ 0 also e−λtT (t)u ≥ 0 for
all t > 0 and λ > ω. As the positive cone is closed, R(λ,A)u =
∫∞
0
e−λtT (t)u dt ≥ 0
for all λ > ω. The converse follows from the Post–Widder inversion formula [1,
Theorem 1.7.7], as
(−1)n
1
n!
R(λ,A)(n)u = R(λ,A)n+1u ≥ 0
whenever u ≥ 0. 
Basically the same argument yields the following result concerning domination
of semigroups.
Proposition 2.6. Let S and T be positive semigroups on a Banach lattice X with
generators B and A respectively. The following are equivalent.
(i) S(t) ≤ T (t) for all t > 0;
(ii) There exists some λ0 in R with (λ0,∞) ⊂ ρ(A) ∩ ρ(B) and R(λ,B) ≤
R(λ,A) for all λ > λ0.
Now let T be a positive semigroup on a Banach lattice X and let A be its
generator. The spectral bound s(A) of A is defined as
s(A) := sup{Reλ : λ ∈ σ(A)}.
In general, −∞ ≤ s(A) < ∞. However, if s(A) > −∞, then s(A) ∈ σ(A) by [1,
Proposition 3.11.2]. We now obtain the following spectral criterion for exponential
stability.
Proposition 2.7. Let T be a positive, holomorphic semigroup on a Banach lattice
X with generator A. If [0,∞) ⊂ ρ(A), then T is exponentially stable.
Proof. Since s(A) ∈ σ(A) when s(A) > −∞, it follows from our assumption that
s(A) < 0. Now Proposition 2.4 yields exponential stability. 
3. Some properties of elliptic operators
We start by recalling the main definitions used in Hypothesis 1.1.
A bounded, open set Ω ⊂ Rd is called Dirichlet-regular (or Wiener-regular), if
for each ϕ ∈ C(∂Ω) there exists a (necessarily unique) function u ∈ C2(Ω) ∩ C(Ω)
such that ∆u = 0 and u|∂Ω = ϕ. In other words, Ω is Dirichlet regular if and only
if the classical Dirichlet problem is well-posed.
Dirichlet regularity is a very weak notion of regularity which by Wiener’s famous
result [16, §2.9] can be characterized by a capacity condition. Examples of Dirichlet
regular domains include those with Lipschitz boundary (or more general those sets
which satisfy the uniform exterior cone condition), all open subsets of R and all
simply connected open subsets of R2. We refer to [10] for the proof of these results
and to [3] for further information on the Dirichlet problem; the proof of the two-
dimensional result can be found in [9, Chapter 21]
A function g : Ω→ R is called Dini-continuous if the modulus of continuity
ωg(t) := sup
|x−y|≤t
|g(x)− g(y)|
satisfies ∫ 1
0
ωg(t)
t
dt <∞.
We note that in particular every Ho¨lder continuous function on Ω is Dini continuous.
We now start our discussion of the differential operator A with the following com-
plex version of the maximum principle from [5, Lemma 4.2]. Recall the definition
of W (Ω) from (1.2).
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Lemma 3.1 (Complex maximum principle). Let B = B(x0, r) ⋐ Ω be a ball with
center x0 and radius r > 0. Let u ∈ W (Ω) be a complex-valued function such that
A u ∈ C(B). Assume that |u(x)| ≤ |u(x0)| for all x ∈ B. Then
Re [u(x0)A u(x0)] ≤ 0.
We note that a priori A u is an element of Lploc(Ω) for all 1 < p <∞, since u is
merely assumed to be in W (Ω). The hypothesis A u ∈ C(B) in Lemma 3.1 means
that A u coincides almost everywhere on B with a continuous function g. In the
conclusion of the lemma, A u(x0) is to be understood as g(x0).
We can now prove that certain harmonic functions attain their maximum on the
boundary.
Lemma 3.2. Let Reλ > 0, M ≥ 0. Let u ∈ C(Ω) ∩W (Ω) such that λu−A u = 0.
If |u(x)| ≤ M on ∂Ω, then |u(x)| ≤ M for all x ∈ Ω. If M > 0, then we even
have |u(x)| < M for all x ∈ Ω.
Proof. Suppose that |u| attains its global maximum at a point x0 ∈ Ω with |u(x0)| 6=
0. By Lemma 3.1 Re [u(x0)A u(x0)] ≤ 0. Since λu = A u it follows that
Reλ|u(x0)|
2 = Re [u(x0)A u(x0)] ≤ 0
and thus |u(x0)| ≤ 0. This implies that u ≡ 0, a contradiction. 
It is remarkable (and important for the rest of this article) that the notion of
Dirichlet regularity, even though originally phrased in terms of the Laplace operator,
is also sufficient for the well-posedness of the Poisson equation with respect to the
elliptic operator A .
More precisely, we have the following result, in which we choose p = d to apply
Aleksandrov’s maximum principle. The proof is based on [5], where the Poisson
problem is studied. The proofs in [5] use classical results from [16] and in particular
results due to Krylov [22].
Proposition 3.3. Let λ ∈ C with Reλ ≥ 0 be given. Then for each f ∈ Ld(Ω),
ϕ ∈ C(∂Ω) there exists a unique u ∈ C(Ω) ∩W 2,dloc (Ω) such that
(3.1)
λu−A u = f
u|∂Ω = ϕ.
Moreover, if λ ∈ R, λ ≥ 0, f ≥ 0 on Ω and ϕ ≥ 0 on ∂Ω, then u ≥ 0 on Ω. Finally,
if f ∈ L∞loc(Ω) then u ∈W (Ω) by elliptic regularity.
Proof. In the proof we use the Poisson operator P on Ld(Ω)⊕ C(∂Ω), defind by
D(P) := {(u, 0) : u ∈W 2,dloc (Ω) ∩C(Ω), A u ∈ L
d(Ω)}
P(u, 0) := (A u,−u|∂Ω).
It follows from [5, Corollary 3.4] and the remarks after that corollary, that the
operator P is bijective. Replacing for λ > 0 the operator A with A − λ, we
see that also (λ − P) is bijective for λ > 0. It is a consequence of Aleksandrov’s
maximum principle [16, Theorem 9.1] (see also [5, Theorem A.1]) that the inverse
(λ − P)−1 is a positive operator. Thus P is resolvent positive in the sense of [1,
Definition 3.11.1] and s(A) < 0. It now follows from [1, Proposition 3.11.2] that
λ − P is invertible also for complex λ with Reλ ≥ 0. From [16, Lemma 9.16] we
infer that u ∈ W (Ω) whenever u ∈ W 2,ploc (Ω) for some 1 < p < ∞ and A u ∈ L
∞
loc.
This proves the last assertion. 
We note the following result on interior regularity.
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Proposition 3.4. Let Ω be Dirichlet regular, U ⋐ Ω and Reλ ≥ 0. Then there
exists a constant C = C(U) ≥ 0 such that for all f ∈ L∞(Ω) and ϕ ∈ C(∂Ω) the
solution u of (3.1) satisfies the estimate
‖u‖C1(U) ≤ C(‖f‖L∞(Ω) + ‖ϕ‖C(∂Ω)).
Proof. As f ∈ L∞(Ω) we have u ∈ W (Ω) by elliptic regularity. By Sobolev em-
bedding ([16, Corollary 7.11]) W (Ω) ⊂ C1(Ω). Now the claim follows immediately
from the closed graph theorem. 
If we consider µ ≡ 0, i.e. µ(z) = 0 for all z ∈ ∂Ω, then the operator Aµ is the
realization A0 of A in L
∞(Ω) with Dirichlet boundary conditions. In fact, A0 is
given by
(3.2)
D(A0) := {u ∈ C0(Ω) ∩W (Ω) : A u ∈ L
∞(Ω)}
A0u := A u.
If Ω is Dirichlet regular, it follows from [5, Theorem 4.1], that the part of A0 in
C0(Ω) generates a bounded holomorphic semigroup on C0(Ω). Conversely, if the
coefficients aij are Lipschitz continuous, this characterizes Dirichlet regularity, see
[2, Theorem 4.10].
Concerning the operator A0 on L
∞(Ω), we have the following result.
Theorem 3.5. The operator A0 generates an exponentially stable, positive, holo-
morphic semigroup T0 on L
∞(Ω). Moreover, ‖T0(t)‖ ≤ 1 for all t > 0.
Proof. It follows from Proposition 3.3 that [0,∞) ⊂ ρ(A0) and R(λ,A0) ≥ 0 for
all λ ≥ 0. We claim that ‖λR(λ,A0)‖ ≤ 1 for all λ > 0. To see this, put u =
R(λ,A0)1 ≥ 0. As R(λ,A0) ≥ 0, we have u ≥ 0 and it suffices to prove that
λu ≤ 1. To this end, pick x0 such that u(x0) = maxx∈Ω u(x). If u(x0) = 0,
there is nothing to prove, so let us assume that u(x0) > 0, so that x0 ∈ Ω. As
A u = λu− 1 ∈ C(Ω), it follows from Lemma 3.1 that A u(x0) ≤ 0. Consequently,
λR(λ,A0)1 = λu ≤ λu(x0) = λu(x0)− 1 + 1 = A u(x0) + 1 ≤ 1,
proving the claim.
With this information at hand (which replaces [5, Proposition 4.4]), the proof of
[5, Theorem 4.1] shows that A0 generates a holomorphic semigroup T0 on L
∞(Ω).
It follows from Proposition 2.5 that T0(t) ≥ 0 for t > 0 and from Proposition 2.2
that ‖T0(t)‖ ≤ 1 for such t. Finally, Proposition 2.4 implies that T0 is exponentially
stable. 
4. Generation results
In this section, we will prove that Aµ generates a holomorphic semigroup (Tµ(t))t>0
on L∞(Ω). We recall that Aµ is defined by
D(Aµ) :=
{
u ∈ C(Ω) ∩W (Ω) : A u ∈ L∞(Ω),
u(z) =
∫
Ω
u(x)µ(z, dx) ∀ z ∈ ∂Ω
}
Aµu := A u.
We first establish that λ−Aµ is injective for Reλ > 0.
Lemma 4.1. Let u ∈ D(Aµ) and Reλ > 0 be such that λu−A u = 0. Then u = 0.
Proof. By Lemma 3.2, there exists a point z0 ∈ ∂Ω with |u(z0)| = max{u(x) : x ∈
Ω}. Suppose that u 6= 0, i.e. u(z0) 6= 0. We may assume without loss of generality
that |u(z0)| = 1. Since u(z0) =
∫
Ω u(x)µ(z0, dx) we have µ(z0) 6= 0. Hence there
exists a point x0 ∈ Ω such that µ(z0, B(x0, r)) > 0 for all r > 0 with B(x0, r) ⊂ Ω.
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Since |u(x0)| < 1 by Lemma 3.2, we find r > 0 and δ > 0 such that |u(x)| ≤ 1 − δ
for all x ∈ B(x0, r). Thus, with ε := µ(B(x0, r)) > 0, we obtain
1 = |u(z0)| ≤
∫
Ω
|u(x)|µ(z0, dx)
≤
∫
B(x0,r)
(1 − δ)µ(z0, dx) +
∫
Ω\B(x0,r)
1µ(z0, dx)
= (1− δ)µ(z0, B(x0, r)) + µ(z0,Ω \B(x0, r))
= µ(z0,Ω)− δε < 1.
This is a contradiction. 
Thus, to prove that Aµ generates a holomorphic semigroup, it remains to show
that λ−Aµ is surjective for Reλ > 0 and to establish the holomorphic estimate in
Theorem 2.3. We already know from Theorem 3.5 that A0 generates a holomorphic
semigroup. We will see that we can obtain the resolvent of Aµ from that of A0 by
a perturbation involving the operator Sλ ∈ L (C(Ω)) which is defined as follows.
Given a function v ∈ C(Ω) we define ϕ(z) := 〈v, µ(z)〉. Since µ is σ(M (Ω), Cb(Ω))-
continuous, we have ϕ ∈ C(∂Ω). Thus, by Proposition 3.3, there exists a unique
function uϕ with
λuϕ −A uϕ = 0 and uϕ|∂Ω = ϕ.
We set Sλv := uϕ. Let us note that Sλv ∈ W (Ω) for all v ∈ C(Ω) by elliptic
regularity.
It follows from the complex maximum principle (Lemma 3.2) that ‖Sλ‖ ≤ 1 for
Reλ > 0. Moreover, Sλ ≥ 0 whenever λ ∈ (0,∞). We will prove that for Reλ > 0
the operator (I − Sλ) is invertible and we have
R(λ,Aµ) = (I − Sλ)
−1R(λ,A0).
We start with
Proposition 4.2. For Reλ > 0 the operator I − Sλ is invertible and for every
δ > 0 we have
sup
Reλ≥δ
‖(I − Sλ)
−1‖ <∞.
If Aµ is injective, then I − S0 is invertible.
The proof of Proposition 4.2 is given in a series of lemmas.
Lemma 4.3. S2λ is compact for Reλ > 0 and for λ = 0.
Proof. Let un ∈ C(Ω) be a bounded sequence. Recall that Sλun = uϕn where
ϕn(z) = 〈µ(z), un〉 and uϕn solves the Dirichlet problem λu−A u = 0 with boundary
values ϕn. As a consequence of Proposition 3.4 the sequence (uϕn)n∈N is locally
equicontinuous on Ω so that, passing to a subsequence, we may and shall assume
that uϕn converges uniformly on each compact subset of Ω to a continuous function
u. Note that u is also bounded.
Now let vn = Sλuϕn = S
2
λun. Then vn ∈ C(Ω) ∩ W (Ω), λvn − A vn = 0
and vn(z) = 〈µ(z), uϕn〉 =: ψn(z) for all n ∈ N, z ∈ ∂Ω. Since ∂Ω is compact
and µ is σ(M (Ω), Cb(Ω))-continuous, it follows that the set {µ(z) : z ∈ ∂Ω} is
σ(M (Ω), Cb(Ω))-compact and thus, as a consequence of Prokhorov’s theorem [8,
Theorem 8.6.2] tight, i.e. given ε > 0 we find a compact set K ⊂ Ω such that
µ(z,Ω \ K) ≤ ε for all z ∈ ∂Ω. We should note that [8, Theorem 8.6.2] requires
Ω to be a complete, separable metric space, whereas our Ω is not complete with
respect to the usual metric. However, as an open subset of the Polish space Rd, the
set Ω itself is Polish, i.e. its topology is induced by a complete, separable metric. It
is with respect to this metric that we apply the theorem from [8].
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As un → u locally uniformly, this clearly implies that ψn(z) := 〈un, µ(z)〉 →
ψ(z) := 〈u, µ(z)〉 uniformly in z ∈ ∂Ω. In the case where Reλ > 0, it follows from
the complex maximum principle (Lemma 3.2) that S2λun = uψn → uψ uniformly on
Ω. In the case where λ = 0 we apply Alexandrov’s maximum principle [16, Theorem
9.1] to real and imaginary parts separately to infer that Reuψn = uReψn → uReψ =
Reuψ uniformly on Ω and similarly for the imaginary parts. Also in this case it
follows that S2λun → uψ uniformly on Ω. In both cases we have proved that S
2
λ is
compact. 
Lemma 4.3 will allow us to prove that I − Sλ is invertible for Reλ > 0. In the
proof we also use the following variant of the Fredholm alternative which is a special
case of [21, Theorem 15.4] In an effort of being self-contained, we include a proof.
Lemma 4.4. Let X be a Banach space and T ∈ L (X) be such that T 2 is compact.
If I − T is injective, then I − T is surjective.
Proof. Since T 2 is compact, σ(T 2) \ {0} is countable with 0 as only possible ac-
cumulation point. By the spectral mapping theorem, it follows that σ(T ) \ {0} is
discrete. In particular every point in σ(T ) \ {0} is a boundary point, so that any
point in that set belongs to the approximate point spectrum.
Now assume that I − T is injective but not surjective, so that 1 ∈ σ(T ) \ {0}.
By the above there exists a sequence (xn) with ‖xn‖ ≡ 1 such that (I − T )xn → 0.
As T 2 is compact, passing to a subsequence we may and shall assume that T 2xn
converges, say to y. By continuity of T , we have Txn− T
2xn = T (I −T )xn → 0 so
that also Txn → y. It follows that Ty = limT (Txn) = lim T
2xn = y. As I − T is
injective, y = 0. This contradicts the fact that ‖xn‖ ≡ 1. 
Lemma 4.5. The operator I − Sλ is invertible for Reλ > 0. If Aµ is injective,
then also I − S0 is invertible.
Proof. By Lemma 4.4, it suffices to prove that I − Sλ is injective. However, if
u = Sλu then u ∈ D(Aµ) and λu − A u = 0. If Reλ > 0 it follows from Lemma
4.1 that u = 0. In the case where λ = 0, we have Aµu = 0 and thus u = 0 by
assumption. 
In Lemma 4.7 below we consider the complex Banach space C(Ω). For v ∈ C(Ω)
we write v ≥ 0 if v is real valued and v(x) ≥ 0 for all x ∈ Ω.
Lemma 4.6. Let T1, T2 : C(Ω) → C(Ω) be bounded linear operators. Assume that
T2 is positive (i.e. T2v ≥ 0 whenever v ≥ 0) and that |T1v| ≤ T2v for all v ≥ 0.
Then
|T1v| ≤ T2|v|
for all v ∈ C(Ω).
Proof. The space E = C(Ω) is a complex Banach lattice. Thus the bidual E′′ is an
order complete Banach lattice and the evaluation map j : E → E′′ is an injective
lattice homomorphism, see [28, Theorem II.5.5] and Corollary 2 of that theorem.
Now let 0 ≤ f ∈ E and θ ∈ R. Then
Re (eiθj(T1f)) ≤ |j(T1f)| = j(|T1f |) ≤ j(T2f).
It follows from [28, Theorem IV.1.8] and the two lines after [28, Definition IV.1.7]
that |j(T1v)| ≤ j(T2|v|) for all v ∈ E. Hence j(|T1v|) = |j(T1v)| ≤ j(T2|v|) which
implies that |T1v| ≤ T2|v| as claimed. 
We now prove the estimate in Proposition 4.2. This finishes the proof of Propo-
sition 4.2.
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Lemma 4.7. For all δ > 0 we have
sup
Reλ≥δ
‖(I − Sλ)
−1‖ <∞.
Moreover, (I − Sλ)
−1 ≥ 0 if λ > 0 is real.
Proof. We first show that the function
C+ → L (C(Ω)), λ 7→ Sλ
is holomorphic with S′λ = −R(λ,A0)Sλ. Here C+ := {λ ∈ C : Reλ > 0}.
To this end, let λ ∈ C+ and v ∈ C(Ω) be given and, for small enough τ ∈ C+,
set u := Sλ+τv, w := Sλv. Then u|∂Ω = w|∂Ω = 〈v, µ〉 and
(λ+ τ)u −A u = 0
λw −A w = 0.
It follows that (u−w)|∂Ω = 0 and (λ+ τ)(u−w)−A (u−w) = −τw. Consequently
u− w = −R(λ+ τ, A0)(τw).
In other words
1
τ
(Sλ+τv − Sλv) = −R(λ+ τ, A0)Sλv.
Sending τ → 0 yields the claim.
It follows by induction that
dn
dλn
Sλ = (−1)
nn!R(λ,A0)
nSλ.
Noting that for λ > 0 the operators R(λ,A0) and Sλ are positive, it follows that the
function λ 7→ Sλ on (0,∞) is completely monotonic. Hence by Bernstein’s Theorem
(see [32, Theorem 12a]) for each 0 ≤ v ∈ C(Ω), x ∈ Ω there exists an increasing
function α : (0,∞)→ R such that
(Sλv)(x) =
∫ ∞
0
e−λt dα(t)
for all λ > 0. By the uniqueness theorem for holomorphic functions, the same
formula also holds for complex λ with Reλ > 0.
It follows that for Reλ ≥ δ > 0 we have
(4.1) |(Sλv)(x)| ≤
∫ ∞
0
e−δt dα(t) = (Sδv)(x).
This proves that Sλ is bounded on the half plane {λ ∈ C : Reλ ≥ δ}.
Since Sδ is a positive operator, the spectral radius r(Sδ) is in the spectrum of
Sδ, see [28, Chapter V, Prop. 4.1]. Since I −Sδ is invertible by Lemma 4.5 we have
r(Sδ) < 1. Consequently,
(I − Sδ)
−1 =
∞∑
n=0
Snδ
where the sum converges absolutely in L (C(Ω)). In particular, it follows that
(I − Sδ)
−1 ≥ 0.
Now let a complex λ with Reλ ≥ δ be given. It follows inductively from (4.1)
and Lemma 4.6 that |Snλv| ≤ S
n
δ v whenever v ≥ 0. Splitting a complex valued
function in real and imaginary parts and those into positive and negative parts, it
follows that ‖Snλ‖ ≤ 4‖S
n
δ ‖. This implies that also the series
∞∑
n=0
Snλ
converges, of course to (I − Sλ)
−1. It follows that
‖(I − Sλ)
−1‖ ≤ 4‖(I − Sδ)
−1‖
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for Reλ ≥ δ. 
Having thus proved Proposition 4.2, we are now ready to state and prove the
main result of this section.
Theorem 4.8. The operator Aµ, defined by (1.3), generates a positive, holomorphic
semigroup Tµ on L
∞(Ω).
Proof. Let λ ∈ C with Reλ > 0 be given. We claim that λ ∈ ρ(Aµ) and
(4.2) R(λ,Aµ) = (I − Sλ)
−1R(λ,A0).
In fact, let f ∈ L∞(Ω), w = R(λ,A0)f ∈ C0(Ω) and v = (I − Sλ)
−1w. Then
Sλv = v − w. This implies (λ −A )(v − w) = 0, hence (λ −A )v = (λ −A )w = f .
Moreover, by the definition of Sλ, we have
v(z) = v(z)− w(z) =
∫
Ω
v(x)µ(z, dx).
This shows v ∈ D(Aµ) and (λ−Aµ)v = f . We have proved that λ−Aµ is surjective.
Since λ − Aµ is injective by Lemma 4.1, it follows that λ ∈ ρ(Aµ) and that (4.2)
holds. We add that (4.2) remains true for λ = 0 if I − S0 is invertible.
Since A0 generates a bounded holomorphic semigroup, there exists M0 such that
‖λR(λ,A0)‖ ≤ M0 whenever Reλ > 0. Taking Proposition 4.2 into account, it
follows from (4.2) that
‖λR(λ,Aµ)‖ ≤M0 sup
Reλ≥δ
‖(I − Sλ)
−1‖ <∞
for all λ with Reλ ≥ δ. This is the desired holomorphic estimate and it follows
from Theorem 2.3 that Aµ generates a holomorphic semigroup Tµ.
It follows from (4.2), the positivity of (I − Sλ)
−1 and that of R(λ,A0) for λ > 0
that R(λ,Aµ) ≥ 0 for real λ > 0. Now the positivity of Tµ follows from Proposition
2.5. 
Let us discuss the situation where Aµ is invertible in more detail. We have
Corollary 4.9. Assume additionally that Aµ is injective. Then Aµ generates a
bounded holomorphic semigroup which is exponentially stable.
Proof. It follows from Proposition 4.2 that I − S0 is invertible. Now (4.2) implies
that 0 ∈ ρ(Aµ) and R(0, Aµ) = (I − S0)
−1R(0, A0). Consequently, [0,∞) ⊂ ρ(A0)
and Proposition 2.7 implies that the semigroup generated by Aµ is exponentially
stable. 
To prove further properties of the semigroup Tµ we use the following lemma,
which shows in particular, that a continuous function satisfying our nonlocal bound-
ary condition always attains a positive maximum in the interior of Ω.
Lemma 4.10. Let u ∈ C(Ω) be real-valued such that u(z) ≤ 〈u, µ(z)〉 for all z ∈ ∂Ω.
If c := maxx∈Ω u(x) > 0, then there exists x0 ∈ Ω such that u(x0) = c.
Proof. Aiming for a contradiction, let us assume that u(x) < c for all x ∈ Ω. In
this case, we have u(z0) = c for some z0 ∈ ∂Ω. Since 0 < u(z0) ≤ 〈u, µ(z0)〉, it
follows that µ(z0) 6= 0. Pick x0 in the support of µ(z0). We find r > 0 and δ > 0
such that u(x) ≤ c − δ for all x ∈ B(x, r) and ε := µ(z0, B(x0, r)) > 0. The same
computation as in the proof of Lemma 4.1 leads to a contradiction. 
As a first application of Lemma 4.10, we identify some situations in which Aµ is
injective, so that Corollary 4.9 applies.
Proposition 4.11. Assume that for every connected component U of Ω on which
c0 vanishes we find a point z0 ∈ ∂U with µ(z0,Ω) < 1. Then Aµ is injective.
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Proof. Assume that 0 6= u ∈ D(Aµ) satisfies Aµu = 0. We may assume that
u+ 6= 0, otherwise we replace u with −u. Then γ := maxx∈Ω u(x) > 0. By Lemma
4.10, we find a point x0 ∈ Ω with u(x0) = γ. Let U be the connected component
containing x0. As a consequence of the strict maximum principle [16, Theorem 9.6],
u is constant on U , i.e. u|U = γ1U .
Since A u = c0γ on U it follows that c0 vanishes on U . By our assumption, we
find a point z0 ∈ ∂U with µ(z0,Ω) < 1. But then we have that
γ = u(z0) = 〈u, µ(z0)〉 ≤ 〈u|U , µ(z0)〉 < γ.
This is a contradiction. Consequently, we must have that u = 0. 
We next prove that Tµ is a contraction semigroup.
Proposition 4.12. We have ‖Tµ(t)‖ ≤ 1 for all t > 0.
Proof. As a consequence of Proposition 2.2 it suffices to prove ‖λR(λ,Aµ)‖ ≤ 1 for
all λ > 0. Taking the positivity of R(λ,Aµ) into account, we only need to show that
λR(λ,Aµ)1 ≤ 1. Let us write u = R(λ,Aµ)1. By Lemma 4.10 there exists a point
x0 ∈ Ω with u(x0) = c := maxx∈Ω u(x). As A u = λu − 1 ∈ C(Ω), we infer from
Lemma 3.1 that A u(x0) ≤ 0. Thus λu ≤ λu(x0) = λu(x0)−1+1 = A u(x0)+1 ≤ 1.
This finishes the proof. 
At this point, part (a) and the first half of part (b) of Theorem 1.3 are proved. We
end this section by proving that the semigroups generated by Aµ are monotonically
increasing with respect to µ.
Proposition 4.13. Let µ1, µ2 : ∂Ω → M
+(Ω) be two measure-valued functions
satisfying Hypothesis 1.2 and denote the semigroups on L∞(Ω) generated by Aµ1
and Aµ2 by Tµ1 and Tµ2 respectively. If µ1(z, A) ≤ µ2(z, A) for all z ∈ ∂Ω and all
Borel sets A ⊂ Ω, then 0 ≤ Tµ1(t) ≤ Tµ2(t) for all t > 0.
Proof. Let λ > 0 and 0 ≤ f ∈ L∞(Ω). We define uj := R(λ,Aµj )f and u := u1−u2.
It follows that u ∈ C(Ω) and
u(z) = 〈u1, µ1(z)〉 − 〈u2, µ2(z)〉 = 〈u, µ1(z)〉 − 〈u2, µ2(z)− µ1(z)〉
≤ 〈u, µ1(z)〉.
As a consequence of Lemma 4.10, u ≤ 0. As f ≥ 0 was arbitrary, R(λ,Aµ1 ) ≤
R(λ,Aµ2). Now Proposition 2.6 yields Tµ1(t) ≤ Tµ2(t) for t > 0 as claimed. 
5. The strong Feller property and its consequences
So far, we have considered the semigroup Tµ on the space L
∞(Ω). In the theory
of Markov processes, it is more natural to work on the space Bb(Ω) of all bounded
and measurable functions on Ω and to consider so called kernel operators. We write
K := Ω and briefly recall the relevant notions in this situation. For this and further
results on kernel operators and semigroups of kernel operators (also in more general
situations), we refer to [23, 24].
A (bounded) kernel on K is a map k : K ×B(K)→ C such that
(i) the map x 7→ k(x,A) is Borel-measurable for all A ∈ B(K),
(ii) the map A 7→ k(x,A) is a (complex) measure on B(K) for each x ∈ K
and
(iii) we have supx∈E |k|(x,K) <∞, where |k|(x, ·) denotes the total variation
of the measure k(x, ·).
Let X = C(K) or X = Bb(K). We call an operator T ∈ L (X) a kernel operator
if there exists a kernel k such that
(5.1) Tf(x) =
∫
K
f(y) k(x, dy)
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for all f ∈ X and x ∈ K. As there is at most one kernel k satisfying (5.1), we
call k the kernel associated with T and, conversely, T the operator associated with k.
Obviously, a kernel operator is positive if and only if the associated kernel consists
of positive measures.
We note that every bounded operator on C(K) is a kernel operator. Indeed, given
T ∈ L (C(K)), we can set k(x, ·) := T ∗δx ∈ M (K). Using standard arguments (see
e.g. the proof of [24, Proposition 3.5]) one sees that x 7→ k(x,A) is measurable for
any Borel set A. Thus, k is a kernel. It is straightforward to see that the associated
operator is T . Since T is given by a kernel k, we can extend T to a kernel operator
T˜ on Bb(K) by defining T˜ f(x) by the right hand side of (5.1). We call the operator
T˜ the canonical extension of T to Bb(K). We note that there might be other
extensions of T to a bounded operator on Bb(K) but T˜ is the only one which is a
kernel operator.
A bounded operator on Bb(K) need not be a kernel operator. It turns out that
an operator T ∈ L (Bb(K)) is a kernel operator if and only if the adjoint T
∗ leaves
the space M (K) invariant. For us another characterization is more useful.
Lemma 5.1. Let T ∈ L (Bb(K)). The following are equivalent.
(i) T is a kernel operator.
(ii) T is pointwise continuous, i.e. if fn is a bounded sequence converging
pointwise to f , then Tfn converges pointwise to Tf .
If T is positive, it suffices to consider bounded and increasing sequences in (ii).
Proof. The implication “(i) ⇒ (ii)” follows immediately from dominated conver-
gence. For the converse, set k(x,A) := (T1A)(x). As T operates on Bb(K), the
function x 7→ k(x,A) is measurable in x. Condition (ii) yields that k(x, ·) is a mea-
sure, thus k is a kernel. Using that simple functions are dense in Bb(K), it is easy
to see that T is associated with k. 
Corollary 5.2. The space of all kernel operators is norm closed in L (Bb(K)).
Of particular interest are strong Feller operators, i.e. kernel operators on Bb(K)
which only take values in C(K). A bounded operator on C(K) (which is automati-
cally a kernel operator) is called strong Feller operator if its canonical extension to
Bb(K) is strongly Feller. It is easy to see that a kernel operator (on C(K) or Bb(K))
is strongly Feller if and only if for the associated kernel k the function x 7→ k(x,A)
is continuous for every Borel set A. Using Corollary 5.2, it follows that the set of
all strong Feller operators is a norm closed subspace of L (Bb(K)).
The importance of strong Feller operators for us stems from the following result.
Lemma 5.3. Let T, S be positive strong Feller operators. Then the product ST is
a compact operator on L (Bb(K)).
Proof. It is well known that the product of two positive strong Feller operators is
ultra Feller, i.e. it maps bounded subsets of Bb(K) to equicontinuous subsets of
C(K). A proof of this fact can be found in [27, §1.5]. As K is compact, it follows
from the Arzela`-Ascoli theorem that an equicontinuous subset of C(K) is relatively
compact. It follows that an ultra Feller operator is compact. 
Let us now come back to the situation considered in Section 4. We had operators
T ∈ L (L∞(Ω)) such that Tf ∈ C(Ω) = C(K) for all f ∈ L∞(Ω). In particular,
we can consider the restriction TC(K) of such an operator to C(K). By the above
TC(K) is a kernel operator and thus has a canonical extension T˜ to Bb(K). The
obvious question is whether T˜ = T ◦ ι where ι : Bb(K) → L
∞(Ω) maps a bounded
measurable function to its equivalence class modulo equality almost everywhere.
Unfortunately, this need not be the case. The problem is that T ◦ ι need not be
a kernel operator.
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Example 5.4. We give an example for K = N ∪ {∞} where the neighborhoods of
∞ are sets of the form {n, n+ 1, n+ 2, . . .}. In this case Bb(K) = ℓ
∞(K) and
C(K) = {(x1, x2, . . . , x∞) : xn → x∞}.
Pick a Banach limit ϕ, i.e. a functional in (ℓ∞)∗ with ϕ(x) = lim(x) for all con-
vergent sequences x (which is positive and satisfies ϕ ◦ L = ϕ for the left shift
L).
Define T ∈ L (ℓ∞) by
T (x1, x2, . . . , x∞) = ϕ(x1, x2, x3, . . .) · (1, 1, 1, . . . , 1).
Then T indeed takes values in C(K). The kernel associated with TC(K) is k(x,A) =
δ∞(A). Thus the extension T˜ evaluates functions x = (x1, x2, . . . , x∞) at the point
∞. However, this need not be the value of ϕ(x1, x2, . . .), so that T˜ 6= T .
Directly from the characterization in Lemma 5.1 we obtain
Lemma 5.5. Let T ∈ L (L∞(Ω)) be a positive operator taking values in C(Ω) and
let ι : Bb(Ω) → L
∞(Ω) be as above. Then T ◦ ι is a kernel operator if and only if
whenever fn is a bounded, increasing sequence of positive functions in L
∞(Ω) with
f(x) = sup fn(x) for almost every x ∈ Ω, we have Tfn(x) → Tf(x) for all x ∈ Ω.
In this case, T ◦ ι is a strong Feller operator.
Motivated by Lemma 5.5, we call an operator T on L∞(Ω) a strong Feller operator
if TL∞(Ω) ⊂ C(Ω) and T ◦ ι is a strong Feller operator. Let us note that the set
of all strong Feller operators is a closed subspace of L (L∞(Ω)). We also remark
that if A has Lebesgue measure zero, then ι(1A) = 0 and thus T (ι(1A)) = 0 in
L∞(Ω). This implies that if T ∈ L (L∞(Ω)) is strong Feller, then for the kernel k
associated with T ◦ ι the measure k(x, ·) is absolutely continuous with respect to
Lebesgue measure on Ω for all x ∈ Ω.
Corollary 5.6. Let T, S ∈ L (L∞(Ω)) be strong Feller operators. Then TS is
compact.
Proof. Let fn be a bounded sequence in L
∞(Ω). We pick representatives f˜n of fn in
Bb(Ω). Extending f˜n with zero to Ω, we find functions f˜n in Bb(Ω) with f˜n = fn a.e.
on Ω. By Lemma 5.3, the operator (S ◦ ι)(T ◦ ι) is compact. Since two continuous
functions which are equal almost everywhere are equal, (S ◦ ι)(T ◦ ι) = (ST ) ◦ ι.
It follows from Lemma 5.3 that ((ST ) ◦ ι)f˜n = STfn has a (uniformly) converging
subsequence. 
Concerning the operator Aµ we have
Proposition 5.7. The operator R(λ,Aµ) is a strong Feller operator for each λ > 0.
Proof. Since R(λ,Aµ) is a positive operator on L
∞(Ω) taking values in C(Ω) for
λ > 0, it follows from Lemma 5.5, that we only need to prove that R(λ,Aµ)fn →
R(λ,Aµ)f pointwise, whenever fn is a bounded and increasing sequence converging
pointwise almost everywhere to f . It was seen in the proof of Theorem 4.8 that
R(λ,Aµ) is positive, thus the sequence un := R(λ,Aµ)fn is increasing. We set
u(x) := supun(x) for all x ∈ Ω. It is a consequence of Proposition 3.4 that un
converges locally uniformly in Ω. Thus u ∈ Cb(Ω). We set ϕ(z) := 〈u, µ(z)〉. By
the continuity assumption on µ, the function ϕ : ∂Ω→ R is continuous. It follows
from dominated convergence that
(5.2) ϕ(z) =
∫
Ω
u(x)µ(z, dx) = lim
n→∞
∫
Ω
un(x)µ(z, dx) = lim
n→∞
un(z) = u(z).
Here we have used that un ∈ D(Aµ). As a consequence of Dini’s theorem, un
converges uniformly to ϕ on ∂Ω.
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We now consider the Poisson operator P on Ld(Ω) ⊕ C(∂Ω) from the proof of
Proposition 3.3. Then we have (un, 0) ∈ D(P) and (λ − P)(un, 0) = (fn, un|∂Ω).
As D(P) ⊂ C(Ω) ⊕ {0}, it follows from the closed graph theorem that R(λ,P)
is continuous as an operator from Ld(Ω) ⊕ C(∂Ω) to C(Ω) ⊕ {0}, where C(Ω) is
endowed with the topology of uniform convergence on Ω. By the above, (fn, un|∂Ω)
converges to (f, ϕ) in Ld(Ω)⊕ C(∂Ω). Thus
(5.3) (un, 0) = R(λ,P)(fn, un|∂Ω)→ R(λ,P)(f, ϕ) =: (w, 0)
in C(Ω) ⊕ {0}. In particular, un → w uniformly on Ω. Since un(x) → u(x) for
all x ∈ Ω, we must have w(x) = u(x) for all x ∈ Ω. It follows from (5.3) that
w ∈ W 2,dloc (Ω) ∩ C(Ω) and λw − A w = f . Since f ∈ L
∞(Ω), elliptic regularity
(see Proposition 3.3) implies w ∈ W (Ω). We have thus proved that u = w ∈
C(Ω) ∩W (Ω). In view of (5.2), it follows that u ∈ D(Aµ) and λu− Aµu = f .
This shows that R(λ,Aµ)fn converges pointwise to R(λ,Aµ)f , proving that
R(λ,Aµ) is a strong Feller operator. 
We now obtain more information about the resolventR(λ,Aµ) and the semigroup
Tµ generated by Aµ.
Corollary 5.8. For every λ ∈ ρ(Aµ) the operator R(λ,Aµ) is strongly Feller and
compact; moreover also Tµ(t) is strongly Feller and compact for t > 0, where Tµ is
the semigroup generated by Aµ.
Proof. The function ρ(Aµ) ∋ λ 7→ R(λ,Aµ) is analytic with values in L (L
∞(Ω)).
On (0,∞), it takes values in the closed subspace of strong Feller operators as a
consequence of Proposition 5.7. Since ρ(Aµ) contains Σθ \ {0} for a suitable θ >
pi
2
and the latter set is connected, the uniqueness theorem for holomorphic functions
[1, Proposition A.2] implies that R(λ,Aµ) is a strong Feller operator for every
λ ∈ Σθ \ {0}. As the semigroup Tµ can be computed from the resolvent via a
(operator-valued) Bochner integral over a contour in Σθ \ {0}, it follows that the
semigroup Tµ consists of strong Feller operators, too.
Now Lemma 5.3 implies that Tµ(t) = Tµ(t/2)Tµ(t/2) is compact for all t >
0. Consequently, also the resolvent R(λ,Aµ), being given as a Bochner integral
R(λ,Aµ) =
∫∞
0 e
−λtTµ(t) dt for Reλ > 0, consists of compact operators. In particu-
lar, σ(Aµ) is countable and thus ρ(Aµ) is connected. Thus, invoking the uniqueness
theorem for holomorphic functions a second time, it follows that R(λ,Aµ) is a strong
Feller operator for all λ ∈ ρ(Aµ). 
In particular, Corollary 5.8 yields the rest of part (b) and part (c) of Theorem
1.3. We now finish the proof of Theorem 1.3.
Proof of part (d) of Theorem 1.3. If Aµ is invertible, then Tµ is exponentially stable
by Corollary 4.9. Thus in this situation, assertion (d) of Theorem 1.3 is valid for
P = 0.
So let us now assume that 0 ∈ σ(Aµ). Since Aµ has compact resolvent and
since ‖λR(λ,A)‖ ≤ 1 for λ > 0, it follows that Aµ has a pole of order 1 at 0. Since
ω+Σθ ⊂ ρ(Aµ) for some θ ∈ (
pi
2 , π) and some ω ≥ 0 (see the proof of Proposition 2.4),
it follows that σ(Aµ)∩ iR is finite. On the other hand, [4, Remark C-III.2.15] shows
that σ(Aµ)∩ iR is cyclic, i.e. if is ∈ σ(Aµ) for some s ∈ R, then also iks ∈ σ(A) for
all k ∈ Z. Consequently, σ(Aµ) ∩ iR = {0}. This implies that {0} is a dominating
eigenvalue, i.e. there exists ε > 0 such that σ(Aµ) \ {0} ⊂ {λ ∈ C : Reλ ≤ −ε}.
Denote by P the residuum of R(λ,Aµ) at 0; this is the same as the spectral
projection associated with {0}. It follows from the representation of Tµ as a contour
integral that for suitable constants M, ε > 0 we have ‖T (t)(I−P )‖ ≤Me−εt for all
t > 0, see [1, Theorem 2.6.2]. Since on the other hand T (t)P = P for t > 0, we find
‖T (t)− P‖ = ‖T (t)(I − P ) + T (t)P − P‖ = ‖T (t)(I − P )‖ ≤Me−εt
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for all t > 0. 
Remark 5.9. Part (d) of Theorem 1.3 implies that the operator P is always of
finite rank. This might be surprising since Ω may have infinitely many connected
components. Let us illustrate how Hypothesis 1.2 is responsible for the behavior in
Theorem 1.3(d).
Let us assume that Ω consists of a countable number of connected components
(Ωk)k≥1 such that also the closures Ωk are pairwise disjoint. Such an open set Ω
can be Dirichlet regular, e.g. in dimension one where every bounded open set is
Dirichlet regular.
Let us moreover assume that µ consists of probability measures and that via µ
there is “no communication” between the connected components, more precisely
µ(z,Ωk) = 1 for all z ∈ ∂Ωk and all k ∈ N. In this situation one would expect the
kernel of Aµ be infinite, thus P be not of finite rank. However, it turns out that in
this situation Hypothesis 1.2 does not hold.
To see this, pick zn ∈ ∂Ωn. It follows from the boundedness of Ω, that this
sequence has an accumulation point z0 ∈ ∂Ω, say the subsequence znk converges
to z0. Noting that 1Ωj is a continuous function on Ω, it would follow from the
σ(M (Ω), Cb(Ω))-continuity of z 7→ µ(z), that
µ(znk ,Ωj) =
∫
1Ωj dµ(znk)→
∫
1Ωj dµ(z0) = µ(z0,Ωj)
as k → ∞ for all j ∈ N. As µ(znk ,Ωj) = 0 for k large enough, µ(z0,Ωj) = 0 for
all j ∈ N. But then we would have that µ(z0,Ω) =
∑
n∈N µ(z,Ωn) = 0. This
contradicts the assumption that every measure µ(z) is a probability measure on Ω.
We now describe the asymptotic behavior of the semigroup Tµ in the case where
Ω is connected.
Corollary 5.10. Assume that Ω is connected.
(a) If c0 6= 0 or there exists a point z ∈ ∂Ω with µ(z,Ω) < 1, then P = 0, i.e.
Tµ is exponentially stable.
(b) If c0 = 0 and µ(z) is a probability measure on Ω for every z ∈ ∂Ω, then
there exists a function 0 ≤ h ∈ L1(Ω) with
∫
Ω
h dx = 1 such that
Pf =
∫
Ω
fh dx · 1Ω.
Proof. (a) By Proposition 4.11 Aµ is injective. Thus Tµ is exponentially stable by
Corollary 4.9.
(b) In this case, 1Ω ∈ kerAµ. It follows from the proof of Proposition 4.11,
that kerAµ = C · 1Ω. Thus P is a rank one projection, i.e. Pf = ϕ(f) · 1Ω.
Since Tµ(t) → P in operator norm, it follows that P is a strong Feller operator.
In particular, if fn is a bounded increasing sequence converging a.e. to f then
Pfn → Pf pointwise, i.e. ϕ(fn) → ϕ(f). But this implies that ϕ(f) =
∫
fh dx
for some 0 ≤ h ∈ L1(Ω). Indeed, if we set ν(A) = ϕ([1A]), where [f ] denotes the
equivalence class of f modulo equality almost everywhere, then it follows from the
additional continuity property of ϕ that ν is a measure. Obviously ν is absolutely
continuous with respect to Lebesgue measure whence it has a density h by the
Radon–Nikodym theorem. 
Remark 5.11. Let us comment on the speed of convergence, i.e. the possible choices
for ε in Theorem 1.3(d). Since our semigroup is analytic, the growth bound and the
spectral bound coincide, see [25, Corollary 2.3.2]. In case (a) of the above corollary
where P = 0 the spectral bound s(Aµ) < 0 belongs to the spectrum (since the
semigroup is positive), and we can allow every ε with s(Aµ) < −ε < 0 in 1.3(d). In
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case (b), let s∗ := sup{Reλ : λ ∈ σ(Aµ) \ {0}}. Then we can allow every ε with
s∗ < −ε < 0.
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