We consider the distributed construction of a minimum weight 2-edgeconnected spanning subgraph (2-ECSS) of a given weighted or unweighted graph. A 2-ECSS of a graph is a subgraph that, for each pair of vertices, contains at least two edge-disjoint paths connecting these vertices. The problem of finding a minimum weight 2-ECSS is NP-hard and a natural extension of the distributed MST construction problem, one of the most fundamental problems in the area of distributed computation. We present a distributed 3 2 -approximation algorithm for the unweighted 2-ECSS construction problem that requires O(n) communication rounds and O(m) messages. Moreover, we present a distributed 3-approximation algorithm for the weighted 2-ECSS construction problem that requires O(n log n) communication rounds and O(n log 2 n + m) messages.
Introduction
The robustness of a network subject to link failure is often modeled by the edge connectivity of the associated graph. On the other hand, in order to construct a communication-efficient backbone of the network, it is crucial to find a spanning subgraph with low weight, where the weight of an edge represents for example bandwidth or latency. Hence, the construction of highly-connected subgraphs with low weight is a fundamental problem in network design. Due to the distributed nature of a network, it is important to decentralize such a task. However, mostly non-distributed algorithms have been proposed. From the vast area of non-distributed connectivity algorithms, the papers [15, 21, 14] are the most related to this work. The best investigated problem in our context is probably the distributed minimum spanning tree (MST) construction problem. Starting with the seminal paper of Gallagher et al. [8] which introduced the first distributed algorithm with a non-trivial time and message complexity, there has been a line of improvements concerning the time complexity [2, 10, 5] . However, the failure of one edge already disconnects a MST. Therefore, we consider a natural extension of this problem, the distributed construction of a minimum weight 2-edge-connected spanning subgraph (2-ECSS) of a given graph G = (V, E). That is, a subgraph such that for each pair of vertices, there exist at least two edge-disjoint paths connecting them. A 2-ECSS is hence resilient against the failure of a single edge.
Let n = |V | and m = |E|. The problem of computing a minimum weight 2-ECSS of a given graph is known to be NP-hard, even in the unweighted case. This follows by a reduction from the Hamiltonian cycle problem: A graph has a Hamiltonian cycle if and only if it has a 2-ECSS of the size of the number of vertices in the graph. Furthermore, the problem is MAX-SNP-hard [6] . We therefore consider distributed approximation algorithms for the weighted and unweighted version of this problem. To simulate bandwidth limitation, we restrict messages to O(log n) bits in size, thus meeting the CONGEST model described in [17] .
Contributions
For the unweighted 2-ECSS construction problem, we present a distributed 3 2 approximation algorithm using O(n) communication rounds and O(m) messages. The approximation ratio is based on a result by Khuller and Vishkin [15] . For the weighted 2-ECSS construction problem, we give a distributed 3-approximation algorithm that requires O(n log n) communication rounds and O(n log 2 n + m)
messages. The approximation ratio of the latter algorithm meets the best known approximation ratio which was introduced by Khuller and Thurimella [14] . Our algorithm has the same basic structure as the algorithm described in [14] , but a different implementation, since the proposed reduction to the computation of a minimum directed spanning tree does not work in the more restrictive distributed model. Moreover, the best known distributed algorithm for the computation of a minimum directed spanning tree requires Ω(n 2 ) communication rounds [12] . Hence, our algorithm beats such a straightforward approach. Observe that O(n log n) communication rounds correspond to the running time of the best known non-distributed algorithm for the computation of a minimum weight directed spanning tree which was introduced by Gabow [7] . It is worth noting that our results show that more complex connectivity problems than the MST construction problem can be efficiently approximated in the distributed context.
Further Related Work
In other words, this paper discusses the distributed construction of a minimum weight subgraph that does not contain bridges, where a bridge is an edge whose removal disconnects the graph. Hence, a bridge-finding algorithm can be used to verify a 2-ECSS. An optimal distributed algorithm for this task is given in [19] . Another related problem is the distributed construction of a sparse k-connectivity certificate [20] , that is a sparse k-connected subgraph. However, the paper [20] does not deal with the approximation of an optimal 2-connectivity certificate. In the distributed context, labeling schemes can be quite helpful for various tasks. The vertex-connectivity labeling scheme described in [16] is the most related to our context.
Model
Consider an undirected graph G = (V, E) with an associated non-negative edgeweight function ω. In the unweighted case, the function ω is constant. Each vertex hosts a processor with "unlimited computational power". Hence, the terms "vertex" and "processor" are synonyms in this context. All vertices begin with distinct identifiers. Initially, the vertices do neither know the network size nor the identities of their neighbors, but have a fixed list of incident edges including the weight of these edges. Finally, to distributively solve the 2-ECSS construction problem, each vertex needs to have a sublist of this list such that the union of these sublists defines the 2-ECSS. The only way to achieve information about their neighborhood is to communicate via elementary messages that can be sent along incident edges. Communication takes place in synchronous rounds: In each round, each vertex is allowed to exchange a message with each neighbor and do some local computation. A single vertex, named leader, initiates the algorithm. This model, where all elementary messages are O(log n) bits in size, is called CONGEST [17] . Note that this restriction is important, since if we allow messages of arbitrary size, we can solve every distributed optimization problem by aggregating the whole graph topology in one vertex. However, if we restrict the messages in size, this trivial strategy requires Ω(m) rounds and Ω(nm) messages. In addition to the number of rounds, also called the time complexity, the message complexity, that is the total number of messages sent, is also often used to measure the performance of an algorithm.
Outline and Definitions
In Sections 2 and 3, we describe distributed approximation algorithms for the unweighted and weighted 2-ECSS construction problem, respectively. Both algorithms use the same straightforward strategy to find a 2-ECSS: Compute a rooted spanning subtree T , and then solve a tree augmentation problem for T , i.e., find an augmentation of T with minimum weight. An augmentation of a spanning subtree T is a 2-ECSS A of G that contains T , and the weight of A is the sum of the weights of the edges in A that do not belong in T . We refer to all edges in T as tree edges and to all other edges in G as back edges. We say that a back edge {u, w} ∈ E covers a vertex v ∈ V if and only if v lies on the unique simple path from u to w in T . Moreover, we say that a back edge e ∈ E covers a tree edge e ′ ∈ E if both endpoints of e ′ are covered by e. Hence, to get an optimal augmentation of T , we need to find a set of back edges with minimum weight that covers all tree edges. This is the major problem in the distributed context, since it is not possible for a vertex to decide whether to add an adjacent edge or not only on local information.
For a vertex v ∈ V , we denote by T v the subtree of T rooted in v. A vertex v ∈ V is an ancestor of a vertex u ∈ V if and only if u ∈ T v . The depth of a vertex v ∈ V is the distance from v to the root of T with respect to the hop-metric. We denote the depth of a vertex v by depth(v). The depth of T is the maximum depth of a vertex in T . All logarithms are base 2. For an integer i, let [i] := {1, . . . , i}.
We do not distinguish in between a path P and its vertex set V (P ). Hence, |P | denotes the number of vertices on P .
We assume that G is 2-connected. To ensure this, we can first run a biconnectivity check [19] . To avoid degenerated cases, we assume that any shortest path does not contain loops of weight 0. We use the terms broadcast and convergecast to abstract standard tasks in the design of distributed algorithms. In a broadcast, we distribute information top-down in a tree. A convergecast is the inverse process, where we collect information bottom-up.
The Unweighted Case
The following algorithm A card is basically a distributed version of the algorithm described in [15] . As already mentioned in Section 1.4, we first compute a rooted spanning tree T of G. In this case, we choose T to be a DFS-tree. Such a tree T can be straightforward computed in O(n) time with O(m) messages and has the nice property that for every back edge {u, w} ∈ E, either u is an ancestor of w or w is an ancestor of u in T . As a byproduct of the DFS-computation, each vertex v ∈ V knows its DFS-index in T . Next, we determine for each vertex v ∈ V the back edge {u, w} ∈ E that covers {v, p(v)} such that min{depth(u), depth(w)} is minimal, where p(v) is the parent of v. We denote this edge by sav(v). Clearly, if all tree edges in T v are already covered, the back edge sav(v) is the "best choice" to cover the edge {v, p(v)}, since besides covering {v, p(v)}, it covers the most edges above. We can easily implement a convergecast in T such that afterwards, each vertex v ∈ V knows sav(v) and additionally the depth of both endpoints of sav(v). Then, to cover T , we use the following bottom-up process in T which can be implemented as a convergecast in T : When a vertex v is reached by the convergecast, v checks whether the back edges added by the vertices in T v cover the edge {v, p(v)} as well. To this end, v only needs to know the minimum depth of a vertex covered by the edges that have been added by the vertices in T v . This information can be easily aggregated during the convergecast. If {v, p(v)} is not covered, then {v, p(v)} is a bridge, and hence v adds the back edge {u, w} = sav(v). This is the critical point, since there is no global control to address, but v has to tell both endpoints u, w to add sav(v) to the their list of adjacent edges. A straightforward approach would be for v to send a request message addedge(u, w) to u and w. Note that we can route such a request on the shortest path in T by using the DFS-indices of the vertices in an interval routing scheme [11] . However, this approach requires Ω(n 2 ) time and messages.
We show that the strategy to send only one request message addedge(u, w) to the nearest of the two endpoints u and w is much more efficient. Specifically, v sends addedge(u, w) to u if |depth(u) − depth(v)| ≤ |depth(w) − depth(v)|, and to w, otherwise. This endpoint then informs the other endpoint by sending a message over the edge {u, w}. Proof. Clearly, the only critical part is the adding of edges. To add an edge {u, w}, a vertex v needs to send a request message addedge(u, w) either to u or to w. We will show that the number of elementary messages needed for this process is O(n). Hence, the time complexity is O(n) as well.
Let E ′ be the back edges added to T in algorithm A card , and let e 1 , e 2 , . . . , e r be an ordering of E ′ such that if the endpoint of e j with the smaller depth in T is an ancestor of the endpoint of e i with the smaller depth in T , then j < i. For a back edge e i = {u, w} with u is an ancestor of w, let P i be the unique simple path from u to w in T . Let then V i := i j=1 P j . In contrast to the adding of edges, we count the number of messages top-down in T . Let a(i) be the total number of elementary messages needed to add the back edge e i . We will show that a(i)
For a back edge e i with a path
is the parent of v k , and hence decided to add the edge e i . Then
Then there exists at least one path P j = (u 1 , u 2 , . . . , u t ) with j < i such that v k ∈ P j and u 1 is an ancestor of v 1 . Hence, the edge e j = {u 1 , u t } covers {v k , p(v k )}. Therefore, the edge e i was added before e j , because otherwise, {v k , p(v k )} would have already been covered by e j . Hence, u 1 = v 1 , since otherwise, there would have been no need to add e j . But then, the edge e j would have been a better choice than e i for v k to add. Hence,
The vertex v k has either sent a request message addedge(v 1 , v s ) to v 1 or to v s , depending on which of these vertices is closer. The number of elementary messages needed to deliver this request is therefore the distance to the closest vertex. Hence, we need to distinguish two cases. First, if v s is closer, i.e., s -approximation algorithm for unweighted 2-ECSS construction problem.
The Weighted Case
The weighted case is much more involved than the unweighted case, since we can not simply follow the description of a known non-distributed algorithm. In contrast to the unweighted case, we first compute a rooted MST T . For example, we can use the well-known algorithm of Gallager et al. [8] for this task that requires O(n log n) time and messages. Note that since the weight of T and the weight of an optimal augmentation of T are both smaller than the weight of an optimal 2-ECSS of G, a distributed α-approximation algorithm for the weighted tree augmentation problem yields a distributed (1 + α)-approximation algorithm for the weighted 2-ECSS construction problem.
This section is organized as follows. For the sake of exposition, we first consider the case that T is a chain, i.e., T has only one leaf, in Section 3.1. We use here that the tree augmentation problem for a chain is equivalent to a shortest path problem. Second, we extend the obtained algorithm to the general case in Section 3.2. The high-level idea is to decompose a general spanning tree T in paths in order to compute one shortest path for each path in the decomposition with a modified weight function. Altogether, these shortest paths result in a 2-approximation of an optimal augmentation of T . In combination with the distributed MST construction, this yields a distributed 3-approximation algorithm for the weighted 2-ECSS construction problem. Note that although the basic structure of this algorithm is the same as the algorithm described in [14] , we can not use the same simple proof to obtain the approximation ratio of 2.
The Chain Case
Assume that T is a chain, and let then v 1 , v 2 , . . . , v n be an ordering of V such that depth
We use the notion of back and tree edges in G * analogously to G, but define the weights of the edges E * as follows: The back edges in E * have the same weight as the corresponding back edges in E, but the tree edges in E * have weight 0. The following observation motivates this construction.
Observation 3. Let A be the shortest path from v 1 to v n in G * . Then adding all edges in G that correspond to the back edges on A to T yields an optimal augmentation of T . According to Observation 3, we only need to distributively compute the shortest path from v 1 to v n in G * . Clearly, we can use the well-known distributed singlesource shortest path algorithm of Bellman and Ford for this task [3] . In this algorithm, each vertex v i needs to hold two variables dist(v i ) and next(v i ), where dist(v i ) stores the length of the shortest path to v n currently known, and next(v i ) stores the first edge in this path. Since these variables need to be updated n times, this algorithm requires O(n) rounds and O(nm) messages. Because we can not transfer this algorithm to the general case described in Section 3.2 and the number of messages is quite high, we will describe a modification of this algorithm that takes O(n log n) time and messages.
For simplicity, assume that n is a power of 2. Then, by iteratively halving the path P := (v 1 , v 2 , . . . , v n ), we can construct a binary tree of depth log n with ordered children whose vertices with depth i are a fragmentation of the path P in subpaths of length n/2 i . We call this tree without the vertices with depth log n that represent subpaths containing a single vertex the hierarchical fragmentation of P and denote it by F (P ). For a subpath Q ∈ F (P ) with Q = (v s , v s+1 , . . . , v r ), we refer to the subpaths (v s , v s+1 , . . . , v t ) and (v t+1 , v t+2 , . . . , v r ) with t = (r − s + 1)/2 as the left and right half of Q, respectively. We say that a back edge (u, w) ∈ E * belongs to a subpath Q ∈ F (P ) if u and w lie on the left and right half of Q, respectively. The following algorithm is based on an inverse inordertraversal of the tree F (P ). In an inverse inorder-traversal, the right and left child of a vertex are processed before and after this vertex, respectively.
For example, the sequence (
, that is the hierarchical fragmentation of the path
2. Let Q 1 , Q 2 , . . . , Q k be an inverse inorder-traversal of F (P ). For l = 1, . . . , k, process the subpath Q l = (v s , v s+1 , . . . , v r ) twice with the following two distance update steps:
To analyze algorithm A sp , we need the following two simple observations. Observation 4. Each back edge in G * belongs to exactly one subpath in F (P ).
Observation 5. Let A be the shortest path from v 1 to v n in G * . Then, for each subpath Q ∈ F (P ), A contains at most two back edges that belong to Q.
Lemma 6. Algorithm A sp is a single-source shortest path algorithm, i.e., it holds for the next-variables returned by A sp that for each vertex v i , next(v i ) is the first edge on the shortest path from v i to v n in G * .
Proof. For each i ∈ [k], let K i := {e ∈ E * | e belongs to Q i }, and let
T are the tree edges in E * .
We prove via induction on the index j that after a subpath Q j is processed, it holds for each vertex v i that dist(v i ) contains the distance from v i to v n in G * j . Since the next-variables are updated according to the dist-variables and G * = G * k , the claim follows. Assume that the induction hypothesis holds after Q j is processed. For a vertex v i , let R be the shortest path from v i to v n in G * j+1 if such a path exists. If there is no such path, then the distance from v i to v n in G * j+1 is ∞, and hence we are done. Assume now that the path R contains no back edge from K j+1 . Then R is the shortest path from v i to v n in G * j as well, and hence, by the induction hypothesis, we are done. Therefore, we only have to consider the case that R contains at least one back edge from K j+1 . By Observation 5, there are at most two such edges. Since the case that there is only one such edge works analogously, assume that there are exactly two such edges, say (u, w), (u ′ , w ′ ) ∈ K j+1 , and (u, w) appears before (u ′ , w ′ ) on R. Let R ′ be the subpath of R from w ′ to v n .
Since R ′ does not contain an edge from K j+1 , the induction hypothesis implies that dist(w ′ ) contains the distance from w ′ to v n in G * j before the processing of Q j+1 . Note that during the processing of Q j+1 , we run the distance update steps twice. Since the distance dist(w ′ ) "travels" through G * during the distance updates, dist(w) = dist(w ′ ) + ω(u ′ , w ′ ) after the first round. For the same reason,
contains the weight of the path R after the processing of Q j+1 . This proves the induction.
Having algorithm A sp , it is easy to define an augmentation algorithm A To turn algorithm A seq chain into a distributed algorithm, we need to show how to distributively "emulate" an inverse inorder-traversal. We can assume that each vertex v i knows its index i and the size n of the graph G. Hence, for each index t ∈ [k], it is clearly possible for a vertex to determine the two indices s, r with Q t = (v s , v s+1 , . . . , v r ) and vice versa. Using this, we can simulate a loop through the range 1, 2, . . . , k by sending a message around that carries the current position in this loop. Specifically, when a vertex v i receives such a message with a current position t, it is able to determine whether v i is the first vertex on the subpath Q t , i.e., Q t = (v s , v s+1 , . . . , v r ) and i = s. If yes, then v i marks itself and releases a message with the current position t + 1. Otherwise, v routes the received message towards the first vertex on the subpath Q t . This process terminates when the first vertex on Q k is marked. Observe that the first vertices on the subpaths Q 1 , Q 2 , . . . , Q k are marked in exactly this order. Hence, this process emulates an inverse inorder-traversal.
Note that using this emulation of an inorder-traversal, we can easily distribute algorithm A seq chain , since each edge in G * directly corresponds to an edge in G.
Hence, we can use these edges to update distances as in the distributed BellmanFord algorithm. Moreover, for a current subpath Q t = (v s , v s+1 , . . . , v r ), each vertex v i on the left half of Q t is able to check for each outgoing edge (v i , v j ) if v j lies on the right half of Q t by comparing j, s and r. Therefore, for each such subpath (v s , v s+1 , . . . , v r ), we only need to broadcast the indices s and r once in this subpath before processing it. We refer to the resulting distributed algorithm as A chain .
Theorem 8. Algorithm A chain has time complexity O(n log n) and message complexity O(n log n + m).
Proof. First, we count the number of messages sent over the tree edges in G. Since for each tree edge e ∈ E, the corresponding edge in E * belongs to ⌈log n⌉ many subpaths in F (P ), e has to pass O(log n) messages during the emulation. Because there are n − 1 tree edges, we get O(n log n) messages for the tree edges in G in total. The time complexity follows.
By Observation 4, each back edge in G * belongs to exactly one subpath in F (P ).
Hence, each back edge is used only once to update a distance, and therefore, for each such edge, the corresponding edge in G needs to pass only a constant number of messages. This results in O(m) messages for the distance updates with the back edges in G * . The claim follows.
The General Case
In this subsection, we first show how to adapt algorithm A seq chain to the general case. Afterwards, we turn the result into a distributed algorithm. We first need to state some definitions.
For each vertex v ∈ V , we name the child u of v in T such that |T u | is maximal the heavy child of v. Ties are broken arbitrarily. Let w be the root of T . Then, for each vertex v ∈ V \{w}, let T v := T v \T u , where u is the heavy child of v. If v is a leaf of T , then let T v := T v . In other words, T v is the subtree of T rooted in v without the subtree rooted in its heavy child u. Moreover, let T w := T u , where u is the heavy child of the root w. Using the notion of a heavy child, we can unambiguously define a decomposition of T in a sequence of heavy paths P 1 , P 2 , . . . , P k with the following four properties: (1) ∪ k i=1 P i = V , (2) each path P i is descending, i.e., it holds for two consecutive vertices u, w ∈ P i that depth(u) < depth(w), (3) for each path P i , we denote the first and last vertex on P i by p i and l i , respectively, and for each vertex v ∈ P i \{p i , l i }, it holds for the heavy child u of v as well that u ∈ P i , (4) each path P i has maximal length subject to the constraint that for two paths P i , P j with i = j, either P i ∩ P j = ∅ or P i ∩ P j = {p i } and i > j. In the latter case, we call the path P j the father path of P i and P i a child path of P j . Hence, we can think of this decomposition as a tree of paths. Observe that p 1 is the root of T and the vertices l 1 , l 2 , . . . , l k are the leaves of T .
For example, consider the graph G depicted in Fig. 2 . The thickened edges are the edges belonging to the spanning tree T rooted in v 1 , and the back edges are labeled with their weight. Since |T v 4 | > |T u |, v 4 is the heavy child of v 3 . Hence, we decompose T in paths P 1 , P 2 with P 1 = (v 1 , v 2 , v 3 , v 4 , v 5 ) and P 2 = (v 3 , u). Consequently, P 1 is the father path of P 2 , and P 2 is the child path of P 1 . For a vertex v ∈ V and a heavy path P i , we name the closest vertex to v on P i in T with respect to the hop-metric the projection of v to P i . Moreover, by projecting the two endpoints of an edge e ∈ E to P i , we get a new edge to which we refer as the projection of e to P i . Then, for each heavy path P i , let E ′ i be the projections of all edges E to P i , and let G Hence, each edge in G i corresponds to an edge in G as well. Additionally, we say that two edges e ∈ E i and e ′ ∈ E j with i = j correspond to each other if they both correspond to the same edge in G. We associate each graph G i with an edge-weight function ω i . The weight functions ω 1 , ω 2 , . . . , ω k are recursively defined as follows: For each tree edge e ∈ E i , let ω i (e) := 0. Let now e = (u, w) ∈ E i be a back edge, and let e ′ = {u ′ , w ′ } ∈ E be the corresponding edge in G with u and w are the projections of u ′ and w ′ to P i , respectively. Assume that the weight functions ω i+1 , ω i+2 , . . . , ω k are already known, and let R be the path in T from w to w ′ . We travel along this path to compute a value ∆(w, w ′ ). Initially, we set ∆(w, w ′ ) := 0.
For each path P j with j > i that path R enters, we subtract the distance from p j to l j in G j from ∆(w, w ′ ), and for each path P j with j > i that path R leaves at a vertex v ∈ P j , we add the distance from v to l j in G j to ∆(w, w ′ ). Let then
Observe that ∆(w, w ′ ) ≤ 0. The intuition behind this construction is that the edge {u ′ , w ′ } does not only cover vertices on the path P i , but it might also cover vertices on some paths P i+1 , P i+2 , . . . , P k . Hence, adding the edge (u, w) might have a higher benefit. To this end, we decrease the weight of the edge (u, w) by adding the value ∆(w, w ′ ) that represents the additional benefit of the edge (u, w). We chose ∆(w, w ′ ) such that we get a constant approximation ratio. Finally, if G i contains parallel edges, remove all edges except the one with the smallest weight with respect to the weight function ω i . Now, we are ready to adapt algorithm A seq chain to the general case.
For example, consider again the graph G depicted in Fig. 2 . The projection of u to P 1 is v 3 , and hence the projection of the back edge {v 1 , u} to P 1 is {v 1 , v 3 }.
Note that the graph G 1 is exactly the graph illustrated in Fig. 1 . Assume that we want to compute the weight ω 1 (e) of the edge e = (v 1 , v 3 ) ∈ E 1 . To this end, we first need to compute the value ∆ (v 3 , u) . The graph G 2 only contains the back edge e ′ = (v 3 , u) ∈ E 2 , and since the projection of u to P 2 is u again, ω 2 (e ′ ) = 2.
Let R be the path of length 1 from v 3 to u. The only path R enters is P 2 , and the shortest path from p 2 = v 3 to l 2 = u in G 2 is exactly the edge e ′ . Hence, ∆(e ′ ) = −2, and therefore ω 1 (e) = 0.
A seq 1. Let A 1 be the shortest path from p 1 to l 1 in G 1 .
2. For i = 2, . . . , k, do the following steps:
(a) Let P j be the father path of P i .
(b) If A j contains an incoming edge (u, p i ) ∈ E j of p i and the edge (p i , w) ∈ E i corresponding to (u, p i ) is not a loop, i.e., w = p i , then let A i be the concatenation of the edge (p i , w) with the shortest path from w to l i in G i . Note that we can interpret an edge as a path of length 1. Otherwise, let A i be the shortest path from p i to l i in G i . Use algorithm A seq chain to calculate these shortest paths.
3. Augment T with all edges in G that correspond to the back edges on the paths A 1 , A 2 , . . . , A k .
To illustrate
Step 2b of algorithm A seq , consider again the graph G depicted in Fig. 2 . Then the shortest path A 1 from p 1 to l 1 contains the edge (v 1 , v 3 ) ∈ E 1 , and the corresponding edge (v 3 , u) ∈ E 2 is not a loop. Hence, A 2 is a concatenation of the edge (v 3 , u) and the shortest path from u to l 2 in G 2 . But since u = l 2 , A 2 = (v 3 , u).
Theorem 9. Algorithm A seq is a 2-approximation algorithm for the weighted tree augmentation problem.
In order to prove Theorem 9, we need to apply a slight modification. Let E ′ ⊆ E be a set of back edges such that (V, E ′ ∪ E T ) is 2-connected, where E T are the tree edges in G. Let then G i (E ′ ) be the spanning subgraph of G i that contains all edges that correspond to edges in
contains a path from each vertex v ∈ P i to l i . Therefore, we can modify algorithm A seq as follows:
Step 2b. We refer to this new algorithm with the additional input
be the paths computed by algorithm
either the shortest path from p i to l i in G i (E ′ ) or a concatenation of paths. If
where P j is the father path of
and let
i be the back edges e on A i (E ′ ) such that there is no j ∈ C i ∩ X such that the first edge on A j (E ′ ) corresponds to e, i ∈ [k], and let O i (E ′ ) ⊆ E ′ be the back edges corresponding to and edge in
O(E ′ ) are the back edges in the graph returned by algorithm A seq (E ′ ). Clearly,
contains at least one edge that covers v. This implies the following observation.
Let dist i be the distance metric in G i . We need the following lower bound.
If E ′ is the set of all back edges in G, equality holds.
Proof. For each i ∈ X, let e i = (u i , w i ) be the first edge on A i (E ′ ). The recursive definition of the weight functions
If we use this inequation inductively, we end up with
, the claim follows. If E ′ is the set of all back edges in G, then we can replace all inequalities in this proof by equalities.
Theorem 11 basically says that restricting the set of edges leads to worser results. Now we are ready to prove Theorem 9 by showing that the graph returned by algorithm A seq (E ′ ) is a 2-approximation of an optimal augmentation of T if we chose E ′ as the set of all back edges in G. Recall that O(E ′ ) is the set of back edges of the graph returned by algorithm A seq (E ′ ). This approximation ratio is based on the following simple observation.
Observation 12. For each back edge e ∈ O(E ′ ), there are at most two heavy paths
Proof of Theorem 9. Let E ′ be the set of all back edges in G, let G OPT be a optimal augmentation of T that contains no unnecessary edges of weight 0, and let E OPT ⊆ E ′ be the back edges in G OPT . Hence, ω(E OPT ) is the weight of
Consequently, Lemma 11 implies that
which proves the claim.
When it comes to turn algorithm A seq into a distributed algorithm, the main problem is the computation of the paths A 1 , A 2 , . . . , A k . Unfortunately, we can not apply a straightforward modification of algorithm A chain described in Section 3.1, since the back edges in a graph G i do not directly correspond to edges in G, i.e., the back edge in G corresponding to a back edge in G i might have different endpoints. Hence, these edges are virtual and can therefore not be used to pass messages.
However, there is a close relationship which can be exploited to simulate the edges in G i . We need one more ingredient: To give the vertices in G a geometric orientation in the tree T , we initially compute an ancestor labeling scheme for T . As a consequence, each vertex v ∈ V holds an ancestor label, and knowing the ancestor labels of two vertices u, w ∈ V , it is possible to determine whether u is an ancestor of w in T simply by comparing these ancestor labels. We can for example use the ancestor labeling scheme of size O(log n) described in [1] whose computation requires O(n) rounds and messages. In the following, we identify each vertex in G with its ancestor label, i.e., whenever we send a message that contains a vertex as a parameter, we represent this vertex by its ancestor label. Now, we are ready to describe the simulation of edges. Similar to algorithm A chain , each vertex v ∈ V holds some variables dist
Recall that the vertices l 1 , l 2 , . . . , l k are the leaves of T . For a graph G i , let e = (u, w) ∈ E i be a back edge, and let e ′ = {u ′ , w ′ } ∈ E be the edge in G that corresponds to e with u and w are the projections of u ′ and w ′ to P i , respectively. If u = u ′ or w = w ′ , then e does not directly correspond to e ′ . To apply algorithm A chain , assume that during the inverse inorder-traversal of F (P i ), the back edge e needs to be used to update the distance of u, but since it is virtual, we can not directly use it. Assume as well that we have already computed all shortest distances in the graphs G i+1 , G i+2 , . . . , G k , i.e., for each heavy path P j with j > i and each vertex v ∈ P j , dist j (v) contains the distance from v to l j in G j . In this case, by the definition the value ∆(w, w ′ ), the vertex w can initiate a broadcast in T w such that afterwards, the vertex w ′ knows about ∆(w, w ′ ). Such a broadcast simply adds up distances top-down. We need to distinguish two cases. First, let u ∈ P i \{p i } as depicted in Fig. 3 . Then, w broadcasts its current distance dist i (w) in the subtree T w . Once w ′ has received dist i (w), it sends dist i (w) and ∆(w, w ′ ) to its neighbor u ′ . Note that w ′ can locally decide whether u ′ ∈ T u by comparing the ancestor labels of u and u
Hence, a distance update with the edge (u, w)
can be simulated by a broad-and convergecast in T w and T u , respectively. It is easy to see that we can parallelize this simulation for all edges that belong to a subpath Q ∈ F (P i ) such that each vertex v ∈ Q needs to initiate only constantly many broad-and convergecasts in T v during the processing of Q. We refer to this processing of Q as the new processing.
Second, let u = p i . Then let (u, w) ∈ E i be an outgoing edge of u, and let {u ′ , w ′ } ∈ E be the corresponding edge in G with u and w are the projections of u ′ and w ′ to P i , respectively. The problem is that there is no vertex u ∈ P i \{p i } such that u ′ ∈ T u , and therefore, we can not efficiently reach u ′ by a convergecast.
But we can exploit the following simple observation.
Observation 13. Let R be the shortest path from a vertex v ∈ P i to l i in G i . If p i ∈ R, then all edges on R ahead p i are tree edges.
By Observation 13, it suffices to update distances with the outgoing edges of p i only once after the inverse inorder-traversal of F (P i ), and then update distances with all tree edges in G i again. This can be implemented by constantly many broad-and convergecasts in T p i . Note that using the ancestor labels, we can locally decide for a vertex u ′ whether u ′ ∈ T p i . We call this the finalization of G i . Now, we are ready to describe the distributed algorithm A. This algorithm has two phases. Phase 1 works as follows. As in the sequential algorithm A seq , we process the heavy paths P 1 , P 2 , . . . , P k bottom-up. This can be implemented by a convergecast in T . Once we are done with all child paths of a heavy path P i , we start to compute all shortest distances in G i by using algorithm A chain in combination with the new processing of a subpath and the finalization of G i as described above. This immediately gives us the following lemma.
Lemma 14. After Phase 1, for each heavy path P i and each vertex v ∈ P i , next i (v) contains an orientation of the edge in G that corresponds to the first edge on the shortest path from v to l i in G i .
Phase 2 resembles the adding of edges in algorithm A card described in Section 2. Initially, each vertex v ∈ V marks itself as uncovered. Then the root vertex v of T marks itself as covered and adds the edge {u, w} ∈ E to the augmentation, where (u, w) = next 1 (v). Recall that the edges contained in the next-variables are orientations of edges in G. The adding of edges works similar to algorithm A card : When a vertex v ∈ V wants to add an edge {u, w} ∈ E to the augmentation, where (u, w) = next i (v) for a i ∈ [k], it sends a message addedge(u, w) to w to request w to add the edge {u, w} to its list of adjacent edges. Then w informs its neighbor u to act similarly. To distinguish the two endpoints, here it is important that the next-variables contain directed edges. Since we use ancestor labels to identify the vertices, we can easily route such a message through T . Note that we also allow messages to travel upwards in T . In contrast to algorithm A card , such a message spawns new messages on its way to its destination. Specifically, assume that a vertex v ∈ V receives a message addedge(u, w) from its parent. If w = v, then the message branches towards a child c of v. Specifically, the message branches towards the child c with w ∈ T c . In this case, c marks itself as covered. Let C be the children of v that have not been marked as covered.
For each child c ∈ C, v adds the edge next i (v), where P i is the heavy path with {v, c} ⊆ P i , and marks all children in C as covered as well. Clearly, after this process, each vertex in G is marked as covered. It is easy to see that this process corresponds to the computation of shortest paths in the sequential algorithm: For each graph G i , a sequence of messages "travels" along the path A i . Hence, this process yields the same augmentation as algorithm A seq . The following theorem follows immediately.
Theorem 15. Algorithm A is a distributed 2-approx. algorithm for the weighted tree augmentation problem.
Since all messages contain at most a constant number of ancestor labels and a path length, the message size is O(log n). To analyze the time and message complexity, we need the following definition. We call a subsequence P a(1) , P a(2) , . . . , P a(s) of P 1 , P 2 , . . . , P k a monotone sequence of heavy paths if a(1) = 1 and for each i ∈ [s − 1], P a(i) is the father path of P a(i+1) . For each v ∈ V , let then height(v) be the depth of T v . In the following, For each i ∈ [k], we abbreviate T p i by T i and h(p i ) by h(i). We need the following preliminary lemma.
Lemma 16. For each monotone sequence of heavy paths P a(1) , P a(2) , . . . , P a(s) ,
height(a(i)) ≤ n.
Proof. We show that for each i ∈ [s − 1], |T a(i) | ≥ |T a(i+1) | + height(a(i)). Since |T a(1) | ≤ n and |T a(s) | ≥ height(a(s)), the claim follows by using this inequation inductively.
at most two such messages from its parent and one from its heavy child. Hence, since then each vertex passes a constant number of messages, we need O(n) time for this phase. The claim follows.
Theorem 18. Algorithm A has message complexity O(n log 2 n + m).
Proof. As already explained in the proof of Theorem 17, we need O(n) messages for Phase 2. Hence, we only have to analyze Phase 1. We do this by counting the number of messages passed by an edge e ∈ E. We need to distinguish two cases. First, let e be a tree edge. Hence, e = {v, p(v)} for a vertex v ∈ V , where p(v) is the parent of v. The heavy paths above v form a monotone sequence of heavy paths. Clearly, by the definition of the heavy path decomposition, the length of a monotone sequence of heavy paths is ≤ ⌈log n⌉. For each such path P i , the edge e needs to pass one message for each broad-or convergecast the projection u of v to P i initiates in T u . Since each vertex u ∈ P i initiates ⌈log |P i |⌉ many broad-and convergecasts in T u , the edge e has to pass O(log 2 n) messages. Second, let e be a back edge. Clearly, there is at most one heavy path P i such that the projection of e to P i is not adjacent to p i . Consequently, the edge e is used only once during the simulation of edges to pass messages. Hence, each back edge has to pass O(1) messages. The claim follows by summing up all messages.
Conclusions
In this paper, we presented distributed approximation algorithms for the weighted and unweighted 2-ECSS construction problem, where the main building blocks were distributed tree augmentation algorithms. The major open problem is to establish lower bounds as for the distributed MST construction problem [18] .
