Abstract This paper explores the roles of acute infection and concurrent partnerships in HIV transmission dynamics among young adults in Zimbabwe using realistic representations of the partnership network and all published estimates of stage-specific infectivity. We use dynamic exponential random graph models to estimate partnership network parameters from an empirical study of sexual behavior and drive a stochastic simulation of HIV transmission through this dynamic network. Our simulated networks match observed frequencies and durations of short-and long-term partnerships, with concurrency patterns specific to gender and partnership type. Our findings suggest that, at current behavior levels, the epidemic cannot be sustained in this population without both concurrency and acute infection; removing either brings transmission below the threshold for persistence. With both present, we estimate 20-25% of transmissions stem from acute-stage infections, 30-50% from chronic-stage, and 30-45% from AIDS-stage. The impact of acute infection is strongly moderated by concurrency. Reducing this impact by reducing concurrency could potentially end the current HIV epidemic in Zimbabwe.
Introduction
HIV infection is defined by three general stages of disease-acute infection, chronic infection, and AIDScoinciding with variation in viral load, CD4 cell count, and clinical manifestations [1] [2] [3] [4] . It has been speculated for many years that a large fraction of transmissions occur during the short window of acute infection [5] [6] [7] [8] . More recently, the first (and to date, only) solid empirical estimates of stage-specific per-coital act transmission probabilities were published [9] , based on a landmark longitudinal study of discordant couples in Uganda. Different interpretations of the data have led to a number of different estimates of both stage-specific infectivity [10] [11] [12] , and the fraction of new HIV infections attributable to the acute stage, ranging from 1 to 41% of infections in different models and populations [10] [11] [12] [13] [14] [15] [16] [17] [18] [19] (Table 1) . Another approach based on phylogenetics, largely among homosexually active men, suggests that nearly half of transmissions stem from acute-phase cases [20] [21] [22] .
For more than a decade, some researchers have also pointed out that there is a potentially important interaction between concurrency and acute infection in HIV transmission dynamics [12, 23, 24] . This is because concurrency ensures that someone newly infected with HIV has the opportunity to transmit to another person during that brief window of peak infection. Very high rates of partner change serve a similar function in core group transmission dynamics. But high rates of partner change are not observed in the general heterosexual population, which makes the synergy between concurrency and acute infection a compelling hypothesis for explaining generalized heterosexual epidemics.
A recently published paper in this journal [14] examined the interaction between concurrency and acute infection, using a modified version of the original 1997 network model used by Morris and Kretzschmar [24] . The authors modified the original model by adding stage-specific transmission probabilities, mortality, and a sensitivity analysis based on the point prevalence of concurrency observed in the Manicaland cohort study in 1998-2000 [25] . They find a strong interaction effect: the impact of concurrency is much greater in the presence of acute infection, and the fraction of infections due to the acute stage is much higher in the presence of concurrency. This paper also demonstrates that the effects of concurrency reported in the original Morris and Kretzschmar paper are not simply artifacts of unrealistic assumptions, as claimed by a recent paper [26] . In fact, as one moves from the early ''proof of concept'' models to models that are more realistically parameterized, the effects of concurrency become larger, not smaller.
In this paper we extend these recent findings-using a more detailed and empirically based model of the underlying sexual network and observed rates of coital frequency, and we examine the robustness of the findings to measurement error in both the sexual behavior and the stage-specific infectivity estimate.
Methods
The sexual behavior data we use come from the 2005 preintervention baseline survey of young adults in ZiCHIRe, the Zimbabwe arm of a five-nation ''Popular Opinion Leader'' behavioral intervention study. The overall study and Zimbabwe-specific additions have been described elsewhere [27, 28] . Briefly, respondents were recruited in thirty rural government-designated ''growth points'' around Zimbabwe. Inclusion criteria were: being 18-30 years old, having lived in the community at least 2 years, and not being away from the community more than a total of 3 months out of the year. Our analysis was limited to those reporting ever having sex, who were the only ones included in all relevant questions (see the Discussion for implications). Recruitment occurred through local social venues (e.g. stores) identified during earlier ethnographic work. Approximately three-quarters of respondents were Shona, and one-quarter Ndebele. Mean age was 23.8.
The Zimbabwe study collected both standard sexual behavior summary data and egocentrically sampled network data, in an interviewer-administered questionnaire. Respondents reported the number of sexual partners they had had in the previous 12 months by relationship type. This allows us to distinguish cohabiting partners from other types of partners in [29] . The size of the sample that completed all necessary items for this questionnaire was 4,198 (2,027 females and 2,171 males). We use these data to tabulate the number of partners people have at a given point in time, by sex and partnership type, and to estimate partnership duration by type. These summary statistics are used in the first phase of analysis to estimate the network model, and they are stochastically matched in the network simulation phase.
Point-Partnership Distributions
A person's ''point-partnership count'' is their number of ongoing partnerships at a given point in time. The data allow us to estimate these counts at the start of each month in the last year. Since most sources of bias in self-reported sexual behavior data would lead to underestimating the true prevalence of concurrency, we use the month with maximum point prevalence for our estimate: 2 months before interview. The number of active partnerships reported by women and men at month two is consistent with estimates of the population sex ratio [30] , suggesting the data have good internal validity. However, women classify a higher fraction of partnerships as cohabiting (54.9%) than do men (31.0%), a pattern also observed in a Tanzanian study [31] . We adjust the counts by taking the mean of the two reports; more detail on this step is available in the Supplemental Digital Content. The resulting distribution of partnerships by sex, point partnership counts, and relationship types is shown in Table 2 . Note that each cell entry represents the proportion of the total population of that sex that has c cohabiting partners and n non-cohabiting partners in the cross-section, for a given combination of c and n. We then scale the data in Table 2 to construct a network of 2,000 men and 2,000 women in which those same proportions hold, using a simulated annealing algorithm for relational data [32] .
Partnership Durations
Naïve Kaplan-Meier estimates of the average durations for the partnerships active at the start of month two were 45.3 months (for cohabiting) and 11.2 months (otherwise). Given the bias towards observing longer partnerships at a cross-sectional point in time, we re-weighted partnerships according to their relative inclusion probability, which is equivalent to using the harmonic mean of durations. This gives expected average durations of 16.4 and 2.2 months for cohabiting and non-cohabiting partnerships respectively. More sophisticated statistical adjustment methods show comparable dramatic declines in duration estimates once the length-biased sampling effect is removed [33] . In addition, the sample (and model population) is aged 18-30, with mean age 23.8, which also contributes to short estimated partnership durations.
Network Model Estimation
The above statistics are used to estimate the generative parameters of a network, using the exponential random graph model (ERGM) framework [34] [35] [36] [37] [38] [39] [40] [41] with an extension for dynamic networks [42] . Dynamic ERGMs are used to predict the probability of a partnership forming or dissolving. The model form looks similar to logistic regression, and in certain cases simplifies to this, but can also handle complex forms of recursive dependence among observations. That dependence is the hallmark of network models. We specify the partnership formation part of the ERGM with two individual attributes (sex, the point-partnership count, and their interaction) and one relational attribute (cohabiting or not). Represented in conditional auto-logistic form the model is: where y ij = the pair of persons i and j, and y ij = 1 indicates they are partners; Y c = the rest of the pairs in the network, excluding the y ij pair; e = total number of partnerships of all types in the network; u s,n,r = # of persons of sex s with exactly n partnerships of type r (1 = cohabiting, 2 = noncohabiting); u s,n = # of persons of sex s with exactly n total partnerships of all types; v s,n? = # of persons of sex s with Cn total partnerships of all types.
The function d represents the change in the specific network statistic (e, u or v) when the i,j pair become partners.
The terms in the partnership formation model thus fit the following summary statistics: the total number of partnerships, the number of men and women with exactly one cohabiting partner and the number with exactly one partner in total, the number of men with exactly two total partners and with three or more total partners, and the number of women with two or more total partners. The model for pair dissolution is a mixed Bernoulli, with separate terms for each partnership type, based on the estimates of duration. This generates an exponential survival curve for each type of partnership. Model constraints include v f,2,1 = v m,3,1 = 0; that is, no women have more than one cohabiting partner, and no men have more than two (see Supplemental Digital Content for more detail on the model specification). Together, these model terms and constraints provide a detailed specification of concurrency patterns by sex and partnership type.
Partnership Network Simulation
In the ERGM framework, the network simulation is driven by the same model as the one used for estimation. This ensures that the expected values of the network statistics in the model (which equal the values observed in the data) are preserved at every cross-sectional time point, while the values themselves vary stochastically around these expectations.
We implement network simulation and estimation using statnet (http://www.statnetproject.org) [43] . Fitting details used (e.g. burn-in, MCMC sample constraints) are available from the authors on request. Simulated dynamic networks were checked to ensure that they retained the crosssectional structure and relational durations derived from the data.
Epidemic Simulation
Transmission is modeled in monthly time steps. For each time step, the probability of transmission in discordant couples is determined by the infection stage of the positive partner and coital frequency. Given current uncertainty about stage-specific transmission probabilities, we treat this as a sensitivity parameter. We consider four sets of transmission probabilities from commonly cited articles in the literature on heterosexual HIV transmission dynamics: ''Wawer'' [9] , ''Pinkerton'' [10] , ''Abu-Raddad'' [11] , and ''Hollingsworth'' [12] . All of these estimates derive from the same data [9] , but they define and estimate the number of stages, the duration of stages, and the stage-specific transmission probabilities from the data in different ways. For instance, Hollingsworth and Pinkerton both have a single acute stage of around 3 months, Abu-Raddad a single 2.5-month acute stage, and Wawer a 5-month acute stage followed by an additional 10-month stage of intermediate transmissibility. Full details for each model can be found in the Supplemental Digital Content. The Hollingsworth scenario is the most parsimonious; it uses three stages and assumes no coital acts in the final 10 months of AIDS. The other three scenarios use seven or eight stages (with varying definitions), and make stage-specific assumptions about coital frequency that generate monthly transmission probabilities per partnership. The original source papers for these scenarios do not report the number of coital acts in the final 5 months, so we treat this as another sensitivity parameter, with three levels for each scenario (excluding Hollingsworth): High = 6.2/month, Middle = 3.1/month, Low = 0, based on reported coital acts during the 5 months prior to the final 5 months. We assume mean survival of 122 months after infection [12] . Current estimates suggest the population growth rate in Zimbabwe is close to zero [44] , so we model a stable population here; deaths are immediately replaced with new (uninfected) arrivals of the same sex.
We start the epidemic with one male and one female infected, and run until equilibrium is reached for each scenario. The alternative, beginning with a level of HIV prevalence similar to the present-day, would require us to assume a distribution for the time since infection for the initially infected population, and we have little information on this for a realistic population. Starting with two seeds means that we are simulating the epidemics that would emerge at equilibrium under the behavioral conditions observed in 2005. There is ample evidence that sexual behavior has changed in Zimbabwe since the epidemic began [45] , and in many other African countries with generalized epidemics [46] , so the initial transitory dynamics in these simulations will not be (and are not meant to be) an accurate representation of the original epidemic trajectories. What these models do show is the equilibrium behavior of the epidemic under the sexual behavior conditions observed in 2005.
The equilibrium prevalence from simulations started with two seeds would be no different than those started at a higher prevalence (if the stage-specific infection AIDS Behav (2012) 16:312-322 315 distribution in the initially infected population could be properly specified). In this type of stationary epidemic model, there are direct relationships among successful invasion, persistence and the endemic prevalence at equilibrium. This is traditionally captured by the summary statistic that represents the initial reproductive ratio of infection, R 0 . Our model, with vital dynamics, a stable population size and no change in the underlying behavioral or biomedical transmission parameters, is structurally an SI model with birth and death. Epidemic theory shows that epidemic prevalence for the homogenous version of this model when R 0 [ 1 is approximated by 1 -1/R 0 [47] .
With complex network structures, we no longer have an analytic solution for R 0 . However, a fundamental insight of modeling theory is that for any epidemic without change in behavioral or biomedical transmission parameters, the reproductive ratio at any timepoint with disease prevalence [0 is less than it is at introduction to an entirely susceptible population [48] . The consistent inability of an epidemic to invade in a population implies that R 0 \ 1, which implies that the reproductive ratio for any level of prevalence is also less than one. A scenario that produces runs that are consistently unable to invade would therefore also be unable to sustain an epidemic, regardless of the initial prevalence at which it is started. Epidemic simulations based on deterministic models produce a single equilibrium prevalence value-either disease-free (when the basic reproductive ratio R 0 \ 1) or endemic (when R 0 C 1). This makes it easy to classify whether a given scenario is above or below the reproductive threshold. With stochastic models, the equilibrium prevalence is not represented by a single value, but by a distribution of prevalence values across many realizations. Stochastic models also introduce the possibility that a scenario with parameters that support a positive endemic equilibrium will still generate some individual runs that go to extinction; this is particularly common when initial prevalence is small, as it is here. Thus the classification of a scenario as above or below the reproductive threshold is based on observing whether any runs persist. Scenarios in which some percentage of runs successfully invade and then sustain at endemic levels for centuries clearly possess an endemic equilibrium. For those scenarios in which infection never invades or sustains across a single run out of 1,000, we infer that R 0 \ 1 and there is no epidemic potential. Jacquez and Simon [47] provide an analytical and simulated estimate of (1/R 0 ) k for the expected probability of noninvasion for the stochastic homogeneous SI model with birth and death, where k is the number of seeds. This value would imply, for example, that a scenario with two initial seeds and a mean endemic prevalence of 10% (conditional on non-extinction) should see about 81% of simulations go extinct. For our version with network structure, we again have no exact analytical solutions; nevertheless, for our models in which some runs sustain, the extinction probability approximates the simpler analytical solution well. The behavior we observe for the remainder of our scenarios (no cases of invasion after 1,000 simulations with two seeds in a population of size 2,000) is qualitatively different than this, and clearly indicates that R 0 \ 1.
We therefore report two sets of epidemic outcomes: the fraction of runs that successfully invade, and the average equilibrium prevalence for runs that persist. The scenarios we investigate are summarized below:
• Baseline scenario: For this we use the Hollingsworth estimates-the most parsimonious and specific of the infectivity estimates-and the observed network statistics. We refer to this as the ''baseline'' scenario because we will use it as the basis for comparison for all subsequent models. -No concurrency: This examines the role that concurrency plays in amplifying the impact of acute-stage transmission by eliminating concurrent partnerships. For this scenario, we estimated an ERGM for a network with the same total number of partnerships and the same durations as observed in the Zimbabwe data, but constrained the pointpartnership counts to 0 or 1. Networks simulated from this model preserve the same number of partnerships of each type (at any time point and over time), the same total time spent in partnerships, the same relational durations, and the same coital frequency within partnerships as the baseline run, so the comparison isolates the effect of concurrency alone. -No acute peak: This examines the potential impact of reducing the acute-stage transmission probability when there is no behavior change. For this scenario, we modify the Hollingsworth parameters by reducing the acute-stage probability (0.21% per serodiscordant partnership per month) to the chronic-stage level (0.0088%).
Results
The prevalence of concurrency in this population is relatively high, compared to levels observed in the United States [49, 50] . Overall, the point prevalence is 7.3% and the cumulative annual prevalence is 12.3%, with a clear gender gap: 2.8% vs. 11.6% for point prevalence among women and men respectively, and 4.4% vs. 19.7% for cumulative annual prevalence. Women were more likely than men to report exactly one ongoing partnership at a point in time (55.6% vs. 43.4%), while men reported higher rates of both [1 ongoing partnership (11.6% vs. 2.8%), and no ongoing partnerships (45.0% vs. 41.6%). Networks consistent with these distributions are quite sparse in the cross-section; most members will reside in components of 1-2 people. Figure 1 displays a random cross-sectional realization drawn from the distribution of networks specified by an ERGM fitting these statistics to 2,000 persons. Cross-sectional connectivity, however, does not exclusively determine the reachable path of infection in a dynamic network [49, 51] . Epidemic invasion and persistence also depends on the forward path from each initial infected case, which is defined by partnership durations and sequence. Still, the sparseness in the cross-sectional network does suggest that epidemics may not be very robust in this population. We can evaluate this from the stochastic variability in epidemic persistence across repeated runs.
Summaries of the epidemic outcomes for all scenarios are shown in Table 3 . The baseline parameter set-using the Hollingsworth stage-specific infectivity estimates and the observed network statistics-will sustain an epidemic in this population, with average equilibrium prevalence of 8.8% (range: 1.3-12.1%). Epidemic invasion was not very robust, however; most runs on these networks died out early on. On average the baseline networks needed 11 runs before the first sustained epidemic was produced (though this too was variable, with a range of 1-37). All of this, in turn, was quite sensitive to a small increase in number of partnerships active on each day. With the ''rounded-up'' scenario (which increased the number of partnerships by 6% and concurrency by 2%), average prevalence rose to 13.8%, was much less variable, with a range of 12.3-14.6%, and an average of only 5 runs was needed before the first persistent epidemic. Together, this suggests the baseline scenario is very close to the threshold for epidemic invasion and persistence.
The other stage-specific infectivity variants produced smaller epidemics, with more variable outcomes, and were extremely sensitive to the assumptions about coital frequency during the AIDS stage. The Pinkerton scenario was the only one to produce any sustained epidemics under the low frequency assumption, but very few runs persisted-it took an average of 98 runs before the first sustained epidemic was observed-and equilibrium prevalence averaged only 1% when sustained. The Abu-Raddad scenario failed to produce a single persistent epidemic after 1,000 runs (100 runs each on 10 network realizations) for both the medium and low frequency assumptions. Recall that the baseline Hollingsworth scenario assumes the lowest value (no transmission activity), for twice as long (10 months).
Since the results from these variants are not very robust, we focus primarily on the findings from the baseline model for the remaining comparisons.
The proportion of transmissions due to each stage over time in the baseline scenario is shown in Fig. 2 . The first panel (Fig. 2a) shows that these fractions stabilize quickly. On average, the stage-specific fractions are 22%, 49%, and 29% from acute-, chronic-and AIDS-stage infections, respectively, with remarkably little variation across runs. The second panel (Fig. 2b) shows the cumulative fractions of the age of all source infections in the ten sustained runs (note the x-axis is not time, but the age of the source infection). This, too, shows little variation. By comparison, the Pinkerton and Wawer scenarios produce similar acutestage fraction estimates, the Abu-Raddad runs produce a lower estimate, and all three variants predict more infections from the AIDS stage. More detailed results for each model are in the Supplemental Digital Content.
Counterfactual Scenarios
The no-concurrency scenario fails to create a single persistent epidemic in all 1,000 runs. That is, if the same number of partnerships reported in the survey were to occur sequentially instead of concurrently, with the same durations and levels of coital frequency, the epidemic would not be sustainable in this population at 2005 behavior levels. The no-acute-peak scenario also fails to generate a persistent epidemic in any of 1,000 runs. Thus, even though the acute stage only contributes about 20% of infections in sustained epidemics (across the various infectivity models), reducing transmissibility during acute infection down to chronic levels makes the epidemic unsustainable in this population at the 2005 behavior levels.
If we restrict the focus to the first 5% of the time series for the counterfactual runs that survive this long, the fraction of infections due to the acute phase drops from 22 The horizontal line at the end of the age axis is due to the assumption of no sex during the last 10 months of infection for this model to 11% in the no-concurrency scenario, and to 0% in the no-acute-peak scenario.
Discussion
Our findings suggest that the epidemic in Zimbabwe is very close to the persistence threshold-small changes in either behavior or infectivity may be enough to push it into eventual extinction. Differences as small as the interpretation of stage-specific infectivity used by researchers working with the same underlying source data were sufficient to push the transmission dynamics across that threshold, while a slight increase of 6% in the number of active partnerships might be enough to ensure persistence at prevalence [10%. Both of these suggest that measurement error, in both biological and behavioral parameters, may play a significant role in the projections from epidemic models in Zimbabwe. This uncertainty should be acknowledged in simulation studies; much more attention should be paid to both the validity and reliability of the biological and behavioral measures, and to the accurate representation of all elements of the transmission system.
The one finding for which there is very little uncertainty comes from our counterfactual scenarios: both concurrency and the peak in acute infection are needed for epidemic persistence of HIV in this population at this point. Neither alone is sufficient. While some of the other scenarios only generate one persistent epidemic for every 10 or 100 tries, both counterfactuals failed to generate a single epidemic in 1,000 tries, which strongly suggests these scenarios lack epidemic potential. This is a qualitative difference. Only a small fraction of infections directly stemmed from acute index cases, but eliminating this peak infection window makes the epidemic unsustainable. The same is true for concurrent partnerships; eliminating concurrency, while keeping the same number of total partners, partnership durations, and coital frequencies, and the same peak infection window, leads to epidemic extinction. The joint impacts of concurrency and acute infection, long the subject of speculation, are clearly confirmed here.
Our estimates of the fraction of infections associated with the acute-stage do not always match the original published estimates. Hollingsworth et al. [12] estimate 31%, and Abu-Raddad and Longini [11] estimate *5-13% of transmissions stem from acute-stage infections at equilibrium. Using their infectivity profiles, we estimate about 20% for the Hollingsworth scenario and 11% for the AbuRaddad scenario. Pinkerton [10] estimates that 89.1% of the transmissions during the first 20 months of infection occur in the acute phase; our model estimates 76% using Pinkerton's parameters. Since we are using the same infectivity parameters as these studies in each comparison, the differences in our estimates must stem from other components of our models.
With respect to these papers, the critical difference is the way we model behavior. Our behavioral model is different in two important ways. First, our transmission network parameters are estimated from data on a single population. This is not the case for the models used in other studies. Parameters in those models are taken from a number of different populations, in order to meet the input needs of the simulation setup given the constraints of empirical datasets. There are real differences in behavior within and between the populations of sub-Saharan Africa that make this mixed input approach hard to defend. Restricting behavioral inputs to a single population does limit generalization, especially to ''sub-Saharan Africa.'' But in return, it strongly increases the validity of inferences to the population of interest. Second, our model accurately represents the observed timing and sequence of multiple partnerships (both concurrent and sequential), and the distinctions between types of partners. This is also not the case in the other models. The recent paper by Eaton et al. [14] that included a stylized version of concurrency and used the Hollingsworth infectivity estimates, by contrast, show similar results to ours. They find that 16-28% of infections are attributable to the acute phase at equilibrium across a range of concurrency levels. Both our study and theirs examine a ''no concurrency'' counterfactual scenario, and both find that it makes a qualitative difference in the epidemic outcome: in this population, it is not possible to sustain an epidemic without concurrency, if the empirical distribution of the number and types of partnerships is represented with fidelity.
This has an important implication for using models to understand the epidemiology of HIV in Africa: details matter, but some details matter more than others. In order to match observed epidemic trajectories, previous modeling studies that have not explicitly represented concurrency have had to posit absurdly high rates of partner accumulation. One example from a widely cited study has to assume that the average male and female in the population of Yaoundé, Cameroon has 221 lifetime partners, and 7% have an average of 2,870 partners, each relationship at least 1 week long, over 35 sexually-active years [11] . In another widely cited study, the average person in ''sub-Saharan Africa'' (male and female both) is assumed to have 120 partners over their lifetime, and the top 10% of both sexes have 723 partners over 40 years, each with 25 sex acts or more [52] . These are not extreme examples of model assumptions; they are typical for models that do not explicitly represent concurrency. Behavioral patterns like this are not found in general heterosexual populations anywhere, but they are apparently necessary, in the absence of concurrency, to generate realistic epidemics. One reason is that the mathematics underlying these examples implicitly assumes that a partnership can only transmit if it is serodiscordant at its outset, and not if it becomes serodiscordant during its course. The profound disconnect between these types of assumptions and empirical data has been criticized [53] , and has been used to argue for the importance of non-sexual transmission routes in Africa [54] . Our modeling approach suggests a different interpretation. Consistent with other emerging studies [14, 24] , we find that far fewer partners are necessary to generate substantial HIV epidemics-when concurrency is explicitly measured and modeled. While this provides strong support for the role of sexual transmission of HIV, we suspect that the massive exaggeration of the number of partners in these other models is bound to lead to artifacts in their primary findings. This suggests it would be worth going back to re-evaluate the validity of the findings from key modeling studies in the past decade.
Our model also has many assumptions and limitations that must be kept in mind when making inferences. Our model excluded people who had never had sex (19.9% of the original study sample), as well as commercial sexual contacts. Each would affect our equilibrium prevalence estimates, though in opposite directions. Including the notyet-sexually-active population would lower HIV prevalence estimates somewhat; if we chose to model them as a distinct, permanent class, as is sometime done, then the new estimates would simply be 80.1% of the values previously estimated. Including commercial contacts would, of course, raise prevalence estimates. Our data were drawn from young adults, and inference should be focused on this subpopulation. We did not consider additional network structuring induced by geographic mixing, nor mixing by age or other exogenous demographic or social variables. Our modeling framework can represent these, but our goal here was more limited. We assumed that deaths were balanced with new arrivals due to limitations on the ERGM framework that were in place when we began this research; these limitations are now lifted [42] , enabling future work to explore the interactions of vital dynamics and relational structure in more detail. We did not consider variation in circumcision status or co-infection with STDs or other infections. Neither STD treatment nor circumcision was needed to push our epidemic into extinction in this study, but their absence may help to keep transmission marginally above the reproductive threshold in the population. Our empirical estimates of concurrency are subject to several sources of measurement error. Some may lead to overestimates (e.g., our selecting the month with highest prevalence), others to underestimates (e.g. social desirability bias in self-reported sexual behavior data). Our sensitivity analyses suggest these could well be important for accurate inference. Our estimates of stage-specific transmission probabilities and coital frequency are based on data from a single study, and are also subject to measurement error (this limitation applies to all other published studies on this topic as well). There is uncertainty in the duration and magnitude of the acute infection window, and in coital frequency during late-stage AIDS. For these limitations, the sensitivity analyses we conduct on transmission probabilities gives some intuition regarding the impact on model outcomes.
Finally, our models do not accurately reproduce the rapid rise in prevalence that was observed in Zimbabwe, from the low single digits in the early 1980s to around 20% in the early 2000s; they took well over a century to achieve equilibrium prevalence when starting from two initially infected cases. This would be a serious limitation if we were trying to replicate the original epidemic trajectory. However, that was not our goal. Rather, time in our model simply represents a ''burn-in'' period required to determine the equilibrium conditions implied if the behavior observed in our data had and always will be present. Reproducing the original trajectory would require an accurate model of behavior in the pre-1980 period, for which we have no data at all, let alone the type of egocentric network data needed to accurately represent concurrency. There is evidence from the longitudinal cohort study in Manicaland that risky behavior declined from 1998 to 2003, with reductions in both casual partners and concurrency, especially among men [45] . But this is nearly two decades after the start of the epidemic. It is worth noting that Eaton et al., using the 1998-2000 Manicaland data, also find that while the final prevalence in their simulated epidemics is in a realistic range (9-23%, depending on the level of concurrency), it takes 50-100 years to reach these levels, even though they start with a much higher fraction of infections (1%, 100 males and 100 females). They draw the conclusion that something other than concurrency must have caused the early explosive epidemic growth. Since their models use behavioral data collected 20 years after the epidemic began, this inference cannot really be drawn. Unfortunately, we will never have the data we need to answer this question empirically. What we can do now, in the absence of data, is to use this modeling framework to identify the sexual behavior conditions under which a major epidemic could unfold in one or two decades. This is an important topic for future research.
Despite these limitations, we believe our findings have important implications for HIV prevention. Logic dictates that a short acute infection window depends on either rapid serial partner acquisition or concurrency to generate epidemic persistence. These patterns of relational timing vary widely among populations in which HIV is spread, but concurrency is the only plausible driver in generalized epidemics. Of the two necessary components for persistence that we found here-peak infection and concurrency-concurrency is something we can address now. And it may be all we need to address, especially in populations that are, as Zimbabwe seems to be, close to the threshold for epidemic persistence. A vaccine only needs to achieve the critical coverage level for herd immunity to kick in, and in this sense, concurrency reduction will function as a behavioral vaccine. We eliminated concurrency in our counterfactual scenario for clarity, but elimination, like 100% vaccine coverage, is not necessary. Using their stylized version of concurrency, Eaton et al. found that rates of concurrency of 4% and below could not sustain an epidemic at the partnership acquisition rates reported in Zimbabwe in 2000. Better models, and better data will help to bracket the target level of concurrency reduction needed to confer herd immunity, but this is a very good start. It is important to recognize that the target level will be population-specific; it depends on the distribution of partnership duration, and gender-specific partnering patterns, so it will be an empirical question for each case. Estimates of this concurrency reduction target are a key component to ''knowing your epidemic'' and for developing the right prevention package.
