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Re´sume´
Les couches minces e´pitaxie´es sur substrat subissent une de´formation e´lastique, lie´e a`
la diffe´rence de parame`tres cristallins, accompagne´e ou pas de se´gre´gation chimique. Ces diffe´-
rents effets influent directement sur les proprie´te´s des couches minces e´pitaxie´es (caracte´ristiques
d’e´mission dans les puits quantiques, transport et anisotropie magne´tique ...). Ils sont au coeur
d’une recherche tant fondamentale qu’applique´e visant a` ajuster les proprie´te´s par la maˆıtrise
des e´tats de de´formation des syste`mes e´pitaxie´s. Les techniques expe´rimentales susceptibles de
de´terminer les parame`tres cristallins des couches e´pitaxie´es fournissent pour la plupart des infor-
mations partielles car moyenne´es sur l’ensemble de la couche ou sur sa surface. La microscopie
e´lectronique en transmission (MET) permet de se´lectionner pre´cise´ment les zones e´tudie´es, ce
qui est un avantage conside´rable en pre´sence d’he´te´roge´ne´ite´s. En particulier des mesures d’une
tre`s grande pre´cision peuvent ainsi eˆtre obtenues par la diffraction e´lectronique en faisceau
convergent (CBED). Le but de ce travail est d’optimiser les techniques de mesure des de´for-
mations de couches minces avec une re´solution spatiale de l’ordre du nanome`tre. Nous avons
choisi d’e´tudier l’e´tat de de´formation de couches minces e´pitaxie´es dans les syste`mes SiGe/Si
et GaInAs/GaAs. Les diagrammes CBED sur des sections transverses re´ve`lent une tre`s forte
de´formation dans la couche et nous observons dans le substrat des modifications du profil des
lignes de HOLZ en fonction de la distance de la zone diffractante a` l’interface couche/substrat.
Nous interpre´tons cette e´volution comme caracte´ristique d’un phe´nome`ne de relaxation de la
contrainte e´pitaxiale de la couche du a` la faible e´paisseur de l’e´chantillon. Cet effet de´pend de
nombreux parame`tres, tels que l’e´paisseur de l’e´chantillon, le misfit et la distance de la zone dif-
fractante a` l’interface couche/substrat. Afin de remonter a` la de´formation, nous avons de´veloppe´
une nouvelle me´thode de mesure base´e sur la combinaison de calculs par e´le´ments finis et de
simulations dynamiques obtenues graˆce a` un formalisme original de´veloppe´ au cours de ce travail
appele´ formalisme TDDT (The´orie dynamique de´pendante du temps). Les effets de relaxation
e´lastique ont pu aussi eˆtre mis en e´vidence dans les e´chantillons pre´pare´s en vue plane. Leur e´tat
de de´formation a pu eˆtre de´termine´ a` partir du CBED, et les simulations TDDT rendent bien
compte de tous les contrastes observe´s. Ces diffe´rentes mesures de de´formation ont e´te´ compa-
re´es a` des e´tudes re´alise´es par holographie e´lectronique en configuration HREM permettant de
combiner les caracte´risations structurales (de´formations) et chimique a` l’e´chelle atomique. Ce
travail a grandement be´ne´ficie´ de l’utilisation d’un microscope TEM-FEG dote´ d’un correcteur
d’aberration sphe´rique et d’un filtre en e´nergie.
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Abstract
Epitaxial thin layers undergo an elastic strain, related to the difference in lattice parame-
ters, accompanied or not by chemical segregation. These various effects influence directly the
properties of the epitaxial thin layers (emission in quantum wells, transport and magnetic ani-
sotropy...). They interest both fundamental research and applications aiming at adjusting the
properties of epitaxial layers through the control of their state of strain. Most of the experimental
techniques used to determine the lattice parameters in epitaxial layers only provide information
averaged over the whole layer or its surface. On the contrary, Transmission electron microscopy
(TEM) makes it possible to precisely select the studied zones, which is a considerable advantage
in the presence of heterogeneities. In particular very accurate measurements can be obtained by
convergent beam electron diffraction (CBED). This work aims at developing reliable methods
to measure the strain in thin layers with a spatial resolution of the order of a nanometer. The
selected systems for this study were SiGe/Si and GaInAs/GaAs epitaxial thin layers. CBED
patterns obtained on cross-sectional specimens reveal a very heavy deformation in the layer and
we observe, in the substrate, a strong evolution of the HOLZ line profile as a function of the
distance between the studied zone and the interface. We showed that this evolution results from
a free surface relaxation effect occurring in thin foils of strained specimens. This effect depends
on many parameters, such as the thickness of the sample, the misfit and the distance between
the studied zone and the interface. In order to retrieve the strain in the specimen, we developed a
new method based on the combination of finite elements calculations and dynamical simulations
obtained using an original formalism developed during this work and referred as TDDT (Time-
Dependent Dynamical Theory). Elastic relaxation could also be observed in samples prepared in
plan-view. The state of strain was thus determined in the various specimens through the com-
parison of simulated and experimental line profiles : remarkable agreements have been reached.
These various measurements were compared with studies carried out by electron holography in
HREM configuration making it possible to combine structural and chemical characterizations at
an atomic scale. This works benefited from the use of a TEM-FEG instrument fitted with both
a spherical aberration corrector and an energy filter.
3
4 SOMMAIRE
4
Introduction
L
’e´tude des e´tats de contrainte et/ou de de´formation dans les mate´riaux nanostructure´s, et
en particulier dans les dispositifs e´lectroniques, a suscite´ un important investissement de la
communaute´ scientifique au cours de ces 10 dernie`res anne´es. Cet investissement, qui s’ex-
plique par le roˆle essentiel joue´ par les contraintes dans les proprie´te´s physiques (e´lectroniques,
magne´tiques, e´lastiques...) des dispositifs, s’est traduit par un nombre important d’articles, mais
aussi par de nombreux symposiums dans les grands congre`s internationaux consacre´s aux ma-
te´riaux. Au niveau national, la communaute´ s’est en grande partie structure´e autour du GdR
RELAX de´die´ a` l’e´tude de la relaxation des contraintes dans les couches e´pitaxie´es. Une part
importante de l’effort consenti a vise´ le de´veloppement de techniques adapte´es a` la de´termination
de la de´formation dans ces syste`mes de dimensions nanome´triques. C’est dans ce cadre que se
situe ce travail de the`se qui vise a` re´pondre a` la question suivante :
Comment de´terminer expe´rimentalement l’e´tat de de´formation d’un cristal a` l’e´chelle du
nanome`tre et avec une bonne pre´cision ?
Afin de re´soudre ce proble`me, notre e´tude s’est concentre´e sur l’analyse et le de´veloppe-
ment de techniques issues de la microscopie e´lectronique en transmission. Parmi ces tech-
niques, l’imagerie haute re´solution est de´ja` couramment utilise´e pour de´terminer l’e´tat de
de´formation avec une pre´cision pouvant atteindre 3pm dans certaines situations bien spe´cifiques
(champ e´lastique autour d’une dislocation par exemple) [1]. L’inte´reˆt du microscope e´lectronique
en transmission provient aussi de la possibilite´ de combiner les techniques d’imageries a` la diffrac-
tion des e´lectrons. Ainsi, en utilisant une configuration d’illumination convergente sur le cristal
e´tudie´, on peut analyser la diffraction de l’objet sur une re´gion de taille e´gale voire infe´rieure
a` 1nm. Cette technique appele´e CBED (Convergent Beam Electron Diffraction) a de multiples
applications dont la de´termination de l’e´tat de de´formation. Ces deux techniques, imagerie et
diffraction, semblent donc tre`s bien adapte´es pour re´soudre le proble`me pose´. Un des avantages
du CBED est sa tre`s grande pre´cision, typiquement 10−4nm, sur la mesure des parame`tres
cristallins [2]. Mais une trop grande sensibilite´ peut aussi eˆtre pe´nalisante en pre´sence d’inhomo-
ge´ne´¨ıte´s ou de de´placements trop importants. Pour e´viter cette situation, la plupart des analyses
CBED rapporte´es dans la litte´rature sont effectue´es loin de la source du champ de de´placement.
Or les re´gions sources, comme les interfaces dans les couches e´pitaxie´es ou nanostructure´es, sont
pre´cise´ment les re´gions dont l’e´tude est la plus pertinente. Dans ce contexte, le CBED nous
a paru eˆtre la technique la plus adapte´e a` notre proble`me. Toutefois, a` titre personnel, c’est
avant tout l’aspect novateur, la difficulte´ des interpre´tations et surtout la fascinante beaute´
des diagrammes CBED qui m’ont motive´ au cours de ces trois anne´es de recherche. De plus,
l’arrive´e au cours de cette the`se d’un microscope dote´ d’un correcteur d’aberration sphe´rique,
le TECNAI F20, nous a permis de proposer de nouveaux de´veloppements pour l’exploitation
des images haute re´solution en termes de de´formation. Nous avons e´galement pu de´buter des
analyses en holographie e´lectronique graˆce a` l’utilisation d’un biprisme. Enfin, la pre´sence d’un
dispositif de filtrage en e´nergie sur cet appareil, a e´galement e´te´ de´terminant pour l’exploitation
des diagrammes CBED.
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Nous avons construit ce manuscrit autour de 3 parties : le contexte de l’e´tude, les re´sultats ap-
porte´s par le CBED et ceux apporte´s en imagerie ( HREM et Holographie e´lectronique). Dans
la premie`re partie on distingue trois chapitres :
- Le premier chapitre est consacre´ a` la pre´sentation des couches e´pitaxie´es contraintes ainsi
que des mate´riaux e´tudie´s. On pre´sentera aussi les principaux modes de relaxation de cette
contrainte ainsi que les me´thodes les plus couramment employe´es pour la mesurer.
- Le deuxie`me chapitre pre´sentera la diffraction e´lectronique en faiseau convergent dans
ses diverses configurations utilise´es (CBED, Kossel-Mo¨llenstedt, LACBED) ainsi que le
principe de mesure des parame`tres re´ticulaires d’un cristal et de la tension du microscope
a` partir de la position des lignes. On pre´sentera e´galement la the´orie dynamique de la
diffraction e´lectronique qui permet de simuler ce type de diagrammes.
- Enfin le chapitre 3 pre´sentera l’imagerie Haute re´solution et l’holographie e´lectronique
utilise´es pour comple´ter les divers re´sultats obtenus avec le CBED.
La deuxie`me partie traite des re´sultats obtenus par diffraction e´lectronique en faisceau
convergent :
- Le premier chapitre pre´sente l’optimisation des conditions expe´rimentales de la technique
CBED (effet du GIF, correcteur d’aberration sphe´rique, etc ...).
- Le deuxie`me chapitre traite des observations en section transverse. C’est le coeur de la
the`se car on introduit dans ce chapitre un nouveau formalisme de simulation qui permet de
prendre en compte des inhomoge´ne´¨ıte´s de de´placement le long de la trajectoire e´lectronique.
Ce formalisme nous a permis d’exploiter quantitativement des diagrammes CBED juge´s
jusqu’alors trop perturbe´s et de de´terminer l’e´tat de de´formation dans les couches.
- Le troisie`me chapitre traite des observations en vue plane. On mettra en e´vidence des effets
ine´dits dont on donnera une interpre´tation graˆce au formalisme de´veloppe´ dans le chapitre
qui pre´ce`de. On en tirera alors de nouvelles me´thodes de mesure de la de´formation.
La dernie`re partie s’inte´resse aux re´sultats obtenus en HREM et holographie e´lectronique :
- Le premier chapitre pre´sente les ame´liorations conside´rables apporte´es par le correcteur
d’aberration sphe´rique a` l’imagerie Haute re´solution.
- Le deuxie`me et dernier chapitre pre´sente les re´sultats d’holographie e´lectronique, utilise´e
dans une configuration de haute re´solution. On en de´duira une nouvelle approche pour la
mesure de la de´formation. On pre´sentera aussi de premie`res e´tudes sur la de´tection par
holographie d’un champ piezoe´lectrique lie´ a` l’e´tat de contrainte.
L’essentiel de notre travail a e´te´ consacre´ au CBED. Les re´sultats obtenus par cette tech-
nique sont par conse´quent beaucoup plus acheve´s que les de´veloppements effectue´s en
HREM et en Holographie e´lectronique.
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Premie`re partie
Situation de l’e´tude
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Chapitre 1
Description des syste`mes e´tudie´s
L
’objet de ce chapitre est de pre´ciser le contexte de notre e´tude, de de´crire les mate´riaux et
de de´finir l’objectif de la the`se. Apre`s avoir expose´ quelques ge´ne´ralite´s sur la de´formation
et de´crit la croissance e´pitaxiale, nous de´crirons les mate´riaux utilise´s a` cet effet, puis nous
terminerons par une courte revue des techniques de mesures de de´formation.
1.1 Accommodation de la contrainte d’e´pitaxie
1.1.1 Origine de la contrainte
La croissance e´pitaxiale est un cas particulier de la croissance cristalline. L’e´pitaxie cor-
respond a` la continuite´ du re´seau cristallin a` travers l’interface. La croissance e´pitaxiale est alors
une croissance ordonne´e des atomes d’un mate´riau A, la couche, sur un mate´riau B, le substrat.
Pour qu’une telle croissance soit obtenue, il est ne´cessaire que le mate´riau B soit monocristallin
et pre´sente une surface quasi-parfaite. Il faut e´galement que les conditions de de´poˆt (pression et
tempe´rature) permettent la condensation et la diffusion des adatomes sur cette surface. Les deux
cristaux pre´sentent alors des relations cristallographiques bien de´finies. Nous nous interessons
au cas de l’e´pitaxie cohe´rente ou` l’on peut observer deux re´gimes de croissance. En de´but de
croissance le substrat impose son parame`tre de maille asubstrat a` la couche dans le plan. L’e´pi-
taxie est dite pseudomorphe (ou cohe´rente) et la couche subit une de´formation e´lastique (voir
figure(1.1)).
Fig. 1.1 – Sche´ma d’une croissance e´pitaxiale d’un cristal A de structure cubique sur un substrat
B e´galement cubique. On observe ainsi clairement la diffe´rence entre la croissance pseudomorphe et
relaxe´e plastiquement.
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Lorsque l’e´nergie e´lastique emmagasine´e dans la couche devient trop importante, la couche
e´pitaxie´e relaxe la contrainte soit e´lastiquement via les surfaces libres ou en changeant de mode
de croissance (2D vers le 3D type Stranski-Krastanov) soit plastiquement graˆce a` des dislocations
de misfit (voir figure(1.1)).
Dans cette the`se on de´finit f le de´saccord parame´trique entre la couche et le substrat par :
f =
asubstrat − acouche
acouche
(1.1)
1.1.2 De´formation e´lastique
En pre´sence d’un de´saccord parame´trique f , la couche subit une de´formation e´lastique dans
le plan de l’interface. C’est une de´formation re´versible qui disparaˆıt si l’origine de la contrainte
est retire´e. La the´orie de l’e´lasticite´ line´aire permet de de´terminer la de´formation de la maille
e´le´mentaire de la couche de´pose´e en fonction de ses constantes e´lastiques et du de´saccord pa-
rame´trique suivant les trois directions de l’espace. Les principales notions utiles a` ce travail
sont de´taille´es dans l’annexe(D) consacre´e aux simulations par e´le´ments finis. La contrainte et
la de´formation sont repre´sente´es par les tenseurs σ et  respectivement. La de´formation e´tant
faible, la relation contrainte/de´formation est line´aire et se de´crit par la loi de Hooke : σ = C
ou` C repre´sente le tenseur des modules d’e´lasticite´ dont les composantes correspondent aux
constantes e´lastiques du mate´riau e´tudie´. Dans le cas de cristaux cubiques seules 3 constantes
e´lastiques sont ne´cessaires pour de´finir l’e´tat de de´formation (et de contrainte) du mate´riau dans
son ensemble : C11, C12 et C44. La relation line´aire peut alors s’e´crire dans le repe`re du cube :

σxx
σyy
σzz
σyz
σxz
σxy


=


C11 C12 C12 0 0 0
C11 C12 C12 0 0 0
C12 C12 C11 0 0 0
0 0 0 C44 0 0
0 0 0 0 C44 0
0 0 0 0 0 C44




xx
yy
zz
γyz
γxz
γxy


(1.2)
Si l’on suppose que les axes x et y sont dans le plan de l’interface, les composantes de la
de´formation dans le plan sont :
xx = yy = f (1.3)
Lorsque le parame`tre de maille du substrat est plus petit que celui de la couche, f est
ne´gatif et la couche est en compression. La contrainte d’e´pitaxie e´tant biaxiale, la composante
σzz est nulle. De ce fait, on obtient la relation :
2C12xx + C11zz = 0
zz = −
2C12
C11
xx
(1.4)
Si l’on suppose, ce qui est ge´ne´ralement le cas, qu’il n’y a pas de composante de cisaillement,
alors ij = 0 (si i 6= j) et le tenseur des de´formations est comple`tement de´fini.
1.1.3 Relaxation e´lastique de la contrainte e´pitaxiale par courbure
A coˆte´ des me´canismes de relaxation de´ja` e´voque´s (dislocation, transition 2D/3D), qui in-
terviennent lors de la croissance, il est important de de´crire un me´canisme de relaxation e´lastique
propre a` la pre´paration des e´chantillons pour les e´tudes TEM. Il intervient par une courbure de
l’ensemble de la structure permettant de minimiser l’e´nergie e´lastique totale emmagasine´e (voir
figure(1.2)) [3, 4]. Ce phe´nome`ne et son application a` la mesure de la de´formation e´pitaxiale par
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TEM sont de´crits dans la the`se de Martiane Cabie´ (et articles) [5]. Plus l’e´paisseur du substrat
(tsubstrat) est faible par rapport a` l’e´paisseur de la couche, plus la relaxation e´lastique par les
surfaces libres est importante, ce qui entraˆıne une diminution significative du rayon de courbure
R. Ce phe´nome`ne est sche´matise´ sur la figure(1.2).
Fig. 1.2 – Sche´ma d’une bicouche en compression avec deux diffe´rentes e´paisseurs de substrat
tsubstrat. L’e´paisseur de la couche est constante. On peut ainsi appre´cier l’augmentation importante
de la courbure (diminution de R).
A titre d’exemple, l’ordre de grandeur des rayons de courbure des he´te´rostructures e´tudie´es
est typiquement de plusieurs centaines de me`tres, pour des contraintes biaxiales de l’ordre du
GPa par % de misfit, des e´paisseurs de couches de l’ordre de 10 a` 30nm et des e´paisseurs
de substrat de l’ordre de 300µm. Cette relaxation e´lastique est donc un processus tre`s faible
compare´ aux autres me´canismes pre´ce´demment introduits, c’est pourquoi on ne la conside`re que
tre`s rarement lorsqu’on e´tudie de tels e´chantillons. En revanche, le rayon de courbure devient
tre`s petit lorsque l’e´paisseur du substrat atteint des dimensions nanome´triques ce qui est le cas
en TEM. Par exemple, dans les meˆmes conditions que pre´ce´demment, il passe a` R = 100µm si
tsubstrat = 300nm [6].
1.2 Mate´riaux e´tudie´s
Durant notre e´tude nous avons travaille´ sur des couches e´pitaxie´es semiconductrices pou-
vant eˆtre classe´es en deux cate´gories : les semiconducteurs de type IV, comme le silicium (Si),
et les semiconducteurs de type III-V, comme l’arseniure de gallium (GaAs). Ils pre´sentent d’ex-
cellentes qualite´s structurales et constituent donc des mate´riaux adapte´s au de´veloppement de
me´thodes expe´rimentales.
1.2.1 Semiconducteurs de type IV
Ils correspondent aux compose´s localise´s dans la colonne IV de la classification pe´riodique
des e´le´ments tels que le silicium (Si), le germanium (Ge) et les alliages forme´s avec ces deux
types d’atomes. Ils sont en majorite´ utilise´s dans les dispositifs de microe´lectronique, tel que les
transistors, ou` on les rencontre parfois en couche mince. Le de´poˆt peut eˆtre re´alise´ par diffe´rentes
techniques de croissance. Ils cristallisent dans une structure cubique diamant de groupe d’espace
F41/d3¯2/m [7], qui correspond a` deux mailles cubiques a` faces centre´es (CFC) imbrique´es,
de´cale´es d’un vecteur ( 14 ,
1
4 ,
1
4). La structure du silicium est reporte´e dans le sche´ma(1.3).
Le parame`tre de maille du Si vaut aSi = 5, 431A˚ , du Ge aGe = 5, 657A˚, et celui de l’alliage
Si(1−x)Gex peut eˆtre de´termine´ par la loi de Ve´gard :
aSi(1−x)Gex = x.aGe + (1− x).aSi (1.5)
Les constantes e´lastiques du Si et Ge sont re´sume´es dans le tableau(1.4). Les coefficients Cij
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Fig. 1.3 – Structure CFC cubique diamant du Silicium.
Cij(GPa) Si Ge
C11 165 129
C12 64 48
C44 79, 2 67, 1
Fig. 1.4 – Constantes e´lastiques Cij [8]
pour l’alliage Si(1−x)Gex sont calcule´s a` partir de la loi des me´langes (ou line´aire) identique a`
la loi de Ve´gard pour le parame`tre de maille (eq.(1.5)). Durant la the`se, nous avons pu e´tudier
plusieurs types de couches e´pitaxie´es semiconductrices de type IV :
- couches de 27nm de Si0,8Ge0,2/Si et de Si0,7Ge0,3/Si. La croissance est re´alise´e par CVD
(Chemical Vapor Deposition) dans la direction [001]. La couche de Si0,8Ge0,2, de parame`tre
aSi0,8Ge0,2 = 5, 476A˚, croˆıt en compression avec f = −0, 82%, alors que Si0,7Ge0,3 de
parame`tre aSi0,7Ge0,3 = 5, 499A˚ croˆıt en compression avec f = −1, 2%
- couches de Si(6nm)/Ge(8nm)/Si0,5Ge0,5 re´alise´es par LPCVD (Low pressure CVD) dans
la direction de croissance [001]. La couche de Si est de´pose´e en tension avec f = 2, 08%
sur une couche de Ge e´pitaxie´e en compression avec f = −1, 99% sur un substrat de
Si0,5Ge0,5 de parame`tre aSi0,5Ge0,5 = 5, 544A˚. Le substrat est de´pose´ sur du Si et se trouve
comple`tement relaxe´ plastiquement par une re´gion dense de dislocations de misfit enterre´es,
situe´es a` plus de 500nm de l’interface Ge/Si0,5Ge0,5.
Ces mate´riaux ont e´te´ re´alise´s au CEA-LETI dans l’e´quipe de J.M. Hartmann.
1.2.2 Semiconducteurs de type III-V
Ils correspondent aux compose´s localise´s dans les colonnes III et V de la classification
pe´riodique des e´le´ments tels que le gallium (Ga), l’arsenic (As), l’indium (In) et le phosphore
(P) et tout alliage forme´ avec ces atomes. Ils sont en majorite´ utilise´s dans les dispositifs d’opto-
e´lectronique comme les lasers a` puits quantiques, ou` on les rencontre dans des he´te´rostructures
de type Ga1−xInxAs/GaAs.
Ils cristallisent dans une structure zinc-blende de groupe d’espace F 4¯3m [7], qui correspond a`
deux mailles cubiques a` faces centre´es (CFC) imbrique´es, de´cale´es d’un vecteur ( 14 ,
1
4 ,
1
4). La
structure du GaAs est reporte´e dans le sche´ma(1.5).
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Fig. 1.5 – Structure CFC cubique de type zinc-blende du GaAs.
Cij(GPa) GaAs InAs
C11 118 84, 4
C12 53, 5 46, 4
C44 59, 4 39, 6
d14(pc/N) 2, 60 −1, 14
Fig. 1.6 – Constantes e´lastiques Cij et coefficient d14 du tenseur de piezoe´lectricite´ pour les compose´s
GaAs et InAs [8]
Les parame`tres de mailles sont :
aGaAs = 5, 653A˚, aInAs = 6, 058A˚, aInP = 5, 869A˚ .
Les parame`tres de maille des alliages ternaires de type Ga(1−x)InxAs peuvent eˆtre de´termine´s
via la loi de Ve´gard (eq.1.5). Les constantes e´lastiques du GaAs et de l’InAs sont reporte´es
dans le tableau(1.6). Celles des alliages Ga(1−x)InxAs seront calcule´es en s’aidant de la loi des
me´langes lorsque cela est ne´cessaire. Au cours de la the`se, nous avons e´tudie´ divers types de
couches semiconductrices e´pitaxie´es de type III-V :
- Couche de 10nm de Ga0,8In0,2As/GaAs de parame`tre aGa0,8In0,2As = 5, 734A˚ re´alise´e par
MBE dans la direction de croissance [001]. La couche est en compression avec f = −1, 41%
- Couche de 100nm de Ga0,97In0,03As/GaAs de parame`tre aGa0,97In0,03As = 5, 665A˚ re´alise´e
par MBE (Molecular Beam epitaxy) dans la direction de croissance [001]. La couche est
en compression avec f = −0, 21%
- Couche encastre´e de 10nm de GaAs(100nm)/Ga0,88In0,12As(10nm)/GaAs de parame`tre
aGa0,88In0,12As = 5, 702A˚ re´alise´e par MBE (Molecular Beam epitaxy) dans la direction de
croissance [001]. La couche est en compression avec f = −0, 85%
Les 2 premiers e´chantillons III-V ont e´te´ re´alise´s au LAAS (Laboratoire d’Automatisme et d’Ar-
chitecture des Syste`mes) de Toulouse dans l’e´quipe de Chantal Fontaine. Le second e´chantillon,
caracte´rise´ par une valeur f tre`s faible, nous a permis d’e´tudier une couche e´pitaxie´e d’une
e´paisseur supe´rieure a` celles des he´te´rostructures plus classiques. Le puit est un e´chantillon mis
a` notre disposition par Damien Jacob de Lille, dans le cadre d’une collaboration.
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1.3 Principales techniques adapte´es a` la de´termination de l’e´tat
de de´formation dans les he´te´rostructures e´pitaxie´es
Il existe de nombreuses me´thodes expe´rimentales de mesure des de´formations et des
contraintes dans les he´te´rostructures semiconductrices. On peut citer parmi les principales me´-
thodes utilise´es les techniques de´rive´es de la microscopie e´lectronique en transmission, la diffrac-
tion des rayons X, la spectroscopie Raman et les me´thodes optiques de mesure de la courbure.
La microscopie e´lectronique en transmission (TEM) de´crite dans l’annexe(B) est la technique
que nous avons choisie pour cette e´tude. Elle utilise un faisceau d’e´lectrons convenablement ac-
ce´le´re´s et qui, en raison de la nature ondulatoire des e´lectrons, permet de re´aliser des images
de cristaux pouvant aller jusqu’a la re´solution atomique. Ces images dites de haute re´solution
(HREM) peuvent eˆtre utilise´es pour de´terminer le champ de de´formation du cristal observe´ avec
une re´solution spatiale qui vaut typiquement quelques nanome`tres. Mais, graˆce a` ce microscope,
on peut aussi observer la diffraction des e´lectrons par le cristal dans diffe´rentes configurations
de faisceau. Cette deuxie`me technique permettant de de´terminer le champ de de´formation du
cristal est la diffraction e´lectronique en faisceau convergent (CBED) offrant une re´solution spa-
tiale de 1nm. Les principaux apports de la TEM sont d’une part sa tre`s grande re´solution dans
l’espace re´el pouvant atteindre l’e´chelle atomique (entre 0, 1nm et 0, 2nm), avec des grandisse-
ments variant de 103 a` 106, d’autre part la possibilite´ de combiner l’information obtenue dans
l’espace re´el en mode image avec l’information obtenue dans l’espace de Fourier (ou re´ciproque)
en mode diffraction. Ajoute´ a` cela, la nature de l’interaction e´lectron-matie`re permet de coupler
les e´tudes structurales ou morphologiques a` des e´tudes de composition chimique. Ce sont tous
ces atouts qui font des techniques de´rive´es de la TEM un choix ide´al pour l’e´tude de mate´riaux
issus des nanotechnologies.
En diffraction de rayons X, l’e´chantillon est e´claire´ par un rayonnement e´lectromagne´tique X
monochromatique. Le faisceau X pourra, si l’angle d’incidence sur les plans re´ticulaires du cris-
tal correspond a` l’angle de Bragg θbragg, eˆtre diffracte´ par celui-ci. Des variations de distances
interre´ticulaires par rapport a` un cristal de re´fe´rence (en ge´ne´ral le substrat) peuvent ainsi eˆtre
de´duites a` partir des variations d’angles de Bragg associe´es. Les composantes de la de´forma-
tion sont ensuite calcule´es a` partir de ces variations. En ge´ne´ral on arrive a` s’affranchir de la
connaissance du de´saccord parame´trique en mesurant a` la fois le parame`tre de maille hors plan
et dans le plan. La re´solution spatiale en diffraction des rayons X est de l’ordre de la centaine
de microns. Mais elle pre´sente l’avantage d’eˆtre non destructive.
En spectroscopie Raman, on de´termine le spectre de diffusion de la lumie`re induit par le couplage
e´lectron-phonons. L’e´chantillon est e´claire´ par un rayonnement e´lectromagne´tique monochroma-
tique. Une contrainte dans la couche induit un de´calage en fre´quence des pics associe´s aux modes
optiques des phonons par rapport a` une re´fe´rence. Si on posse`de une connaissance des potentiels
de de´formation et une re´fe´rence ade´quate (le meˆme mate´riau non contraint), en faisant des hy-
pothe`ses on peut relier ce de´calage a` une de´formation. La re´solution spatiale de cette technique
est microme´trique.
Enfin la me´thode de la courbure permet de remonter a` la contrainte pre´sente dans la couche en
mesurant le rayon de courbure R induit par la relaxation e´lastique pre´sente´e dans la partie(1.1.3).
La mesure de R peut eˆtre re´alise´e graˆce a` la re´flection laser permettant de de´tecter des rayons
allant jusqu’au km avec une pre´cision spatiale qui est de l’ordre d’une centaine de microns. Une
adaptation de cette technique a` la microscopie e´lectronique en transmission a pu eˆtre re´alise´e
par Martiane Cabie´ durant sa the`se [5]. Dans ce cas les rayons de courbure sont beaucoup plus
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petits, a` cause de l’amincissement du substrat ne´cessaire a` l’observation en transmission, et la
re´solution spatiale est ame´liore´e pour atteindre le µm.
On remarque donc que, vis a` vis de la proble´matique que l’on a pose´e en introduction, seules
les techniques de´rive´es de la microscopie e´lectronique en transmission remplissent la condition
sur la re´solution spatiale. On s’inte`ressera tout particulie`rement a` la diffraction e´lectronique en
faisceau convergent (CBED) qui semble assurer la deuxie`me condition sur la pre´cision de la
mesure (typiquement 10−4nm sur la mesure du parame`tre de maille [2]). Cette technique est
donc de plus en plus utilise´e en microe´lectronique pour sa grande pre´cision allie´e a` son excel-
lente re´solution spatiale. Des mesures de de´formation dans des dispositifs e´lectroniques ont ainsi
e´te´ re´cemment obtenues [9, 10]. Un projet europe´en, STREAM a e´galement e´te´ consacre´ ces
dernie`res anne´es a` cette technique [11]. De plus, les re´sultats obtenus en CBED pourront eˆtre
compare´s a` ceux donne´s par HREM qui reste une des techniques les plus utilise´es pour la mesure
de la de´formation en TEM. L’inte´reˆt porte´ au CBED repose sur le nombre important d’inter-
rogations, essentiellement fondamentales, qui restent encore pose´es. Ainsi beaucoup de concepts
sont encore inexplore´s comme les origines physique de la formation d’un cliche´ CBED dans un
cristal de´forme´, l’influence de l’amincissement des e´chantillons (voir annexe(E)) obligatoire pour
l’observation au microscope, etc ...
La suite pre´sente le principe et les applications du CBED a` la mesure de la de´formation dans les
cristaux. On s’inte´ressera ensuite a` l’imagerie haute re´solution et au traitement par les phases
ge´ome´triques permettant de remonter au champ de de´formation. Enfin nous pre´senterons l’ho-
lographie e´lectronique dont l’application en configuration HREM nous a permis d’ame´liorer
grandement le traitement des phases ge´ome´triques.
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Chapitre 2
Diffraction e´lectronique en faisceau
convergent
C
e chapitre pre´sente les bases ne´cessaires a` la compre´hension de la formation d’un cliche´
de diffraction e´lectronique en faisceau convergent. Nous allons en premier lieu introduire
le principe de base de la diffraction e´lectronique en faisceau paralle`le, connue depuis un
peu moins d’un sie`cle [2, 12, 13, 14, 15]. On s’inte´ressera ensuite a` la formation ge´ome´trique d’un
cliche´ CBED, avant d’aborder l’e´tude des intensite´s diffracte´es observe´es dans les diagrammes
[2, 16, 12].
2.1 Principes de base de la diffraction e´lectronique
2.1.1 La loi de Bragg
Diffusion des e´lectrons par un atome
Le faisceau d’e´lectrons interagit avec un atome d’un e´le´ment donne´ par l’interme´diaire
de son potentiel e´lectrique. L’amplitude du faisceau est diffuse´e dans toutes les directions. Sa
valeur, dans une direction qui fait un angle α avec le faisceau incident, est proportionnelle a` f(α)
le facteur de diffusion atomique des e´lectrons pour cet e´le´ment. Le facteur de diffusion de´croˆıt
tre`s vite quand l’angle de diffusion α augmente.
Diffusion des e´lectrons par un cristal
Dans un cristal chaque atome va diffuser le faisceau d’e´lectrons comme nous venons de
le voir et ces diffe´rentes ondes vont interagir entre elles. En particulier les ondes diffuse´es dans
certaines directions vont eˆtre renforce´es si la diffe´rence de chemin optique entre ces ondes est un
multiple de λ. Sur le sche´ma(2.1.a) nous avons rapporte´ le cas simple de deux atomes diffusants
appartenant a` deux plans re´ticulaires se´pare´s par la distance interre´ticulaire dhkl . La diffe´rence
de chemin optique est de 2dhkl. La condition de renforcement peut donc s’e´crire :
2dhklsinθ = nλ (2.1)
Cette relation est la loi de Bragg.
Les valeurs dhkl et λ e´tant donne´es, la relation n’est ve´rifie´e que pour certaines valeurs
de θ. Il ressort de cette relation qu’a` une famille de plans cristallins est associe´ un angle θBragg
(pour un n fixe´) qui est l’angle d’incidence ne´cessaire pour que l’on ait un faisceau diffracte´.
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a) b)
Fig. 2.1 – a) Principe de formation d’un faisceau d’e´lectrons diffracte´ par interfe´rence entre les
faisceaux diffuse´s dans toutes les directions, par une famille de plans re´ticulaires (hkl). b)Construction
d’Ewald permettant de de´terminer les faisceaux diffracte´s a` partir de l’intersection d’une sphe`re de
rayon 2piλ avec le re´seau re´ciproque du cristal.
Construction d’Ewald
Le diagramme de diffraction peut se de´duire de l’intersection d’une sphe`re appele´e sphe`re
d’Ewald avec le re´seau re´ciproque du cristal. Chaque point de ce re´seau appele´ noeud, repre´sente
une famille de plans cristallins (hkl) du re´seau re´el. La sphe`re d’Ewald est centre´e au point
d’incidence du faisceau sur le cristal et son rayon est 2piλ . L’origine du re´seau re´ciproque est
place´e a` l’extre´mite´ du vecteur d’onde incident ~k (figure(2.1.b)). Les taches du diagramme de
diffraction correspondent aux noeuds du re´seau re´ciproque qui sont sur la sphe`re d’Ewald. Il
s’en suit que le diagramme de diffraction va de´pendre du re´seau re´ciproque et de son orientation
mais aussi des caracte´ristiques de la sphe`re d’Ewald lie´es au rayonnement incident.
Particularite´ de la diffraction e´lectronique
Longueur d’onde courte Par rapport a` la diffraction X, des diffe´rences importantes pro-
viennent de la faible valeur de la longueur d’onde λ associe´e aux e´lectrons. Ainsi λ = 0, 002507nm
a` 200kV de tension d’acce´le´ration du microscope et le rapport entre la longueur d’onde et la
distance interatomique est de l’ordre de 100. Le rayon de la sphe`re d’Ewald ( 2piλ ) est grand devant
les distances entre les noeuds du re´seau re´ciproque.
Interaction e´lectron-matie`re forte Il en re´sulte que les e´chantillons en microscopie e´lectro-
nique sont ne´cessairement de faibles dimensions suivant la direction du faisceau incident. Cela
implique un relaˆchement des conditions de Bragg dans la direction d’amincissement et donc un
allongement des taches du re´seau re´ciproque paralle`lement a` la normale a` l’e´chantillon [14, 15].
Cela provient de l’application directe du principe d’incertitude d’Heisenberg [17, 18]. Puisque
l’e´chantillon est aminci le faisceau e´lectronique traversera rapidement le cristal, donc son temps
d’interaction avec la matie`re est tre`s court (∆t faible), ce qui augmente l’incertitude sur l’e´ner-
gie d’interaction (∆E), ou autrement dit, ce qui autorise d’autres conditions de diffraction. Il
y a ainsi beaucoup plus de taches qui coupent la sphe`re d’Ewald avec des valeurs diffe´rentes
de vecteur ~s, repre´sente´ sur la figure(2.2.a), reliant le noeud du re´seau re´ciproque ~g a` la sphe`re
d’Ewald et dirige´ le long du baˆtonnet (et donc le long de la normale a` l’e´chantillon).
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a) b)
Fig. 2.2 – a)Effet du relachement des conditions de Bragg, intervenant apre`s l’amincissement de
l’e´chantillon, sur la construction d’Ewald. Le vecteur ~s est toujours dirige´ paralle`lement a` la normale
b) Construction d’Ewald tenant compte des particularite´s de la microscopie e´lectronique : grand rayon
de la sphe`re d’Ewald, noeuds remplace´s par des baˆtonnets.
Angles de diffraction faibles Du fait de la faible valeur de la longueur d’onde, les angles
de diffraction sont tre`s faibles, ainsi a` 100kV pour une distance interre´ticulaire de 0, 37nm :
2θ = λdhkl = 10
−2rad. D’autre part la zone de la sphe`re d’Ewald concerne´e par la diffraction est
tre`s petite car les facteurs de diffusion atomique de´croissent rapidement quand θ augmente. Si
l’on tient compte e´galement du fait que le rayon de la sphe`re d’Ewald (2pi/λ) est grand, alors
le diagramme de diffraction correspond a` une partie du plan du re´seau re´ciproque comme le
montre la figure (2.2.b)
Zones de Laue Le rayon de la sphe`re d’Ewald est grand devant la distance se´parant les
plans du re´seau re´ciproque perpendiculaires au faisceau incident. Cela a pour conse´quence que
la sphe`re coupe plusieurs plans paralle`les du re´seau re´ciproque. Ceux-ci vont donc apparaˆıtre
dans le diagramme sous forme de zones circulaires concentriques appele´es zones de Laue.
Le rayon des zones de Laue est relie´ a` la distance entre les plans successifs. On peut
observer la zone de Laue d’ordre 0 (ZOLZ), d’ordre 1 (FOLZ), d’ordre 2 (SOLZ), etc ... Les
zones d’ordre supe´rieur a` 0 sont appele´es les HOLZ (High-Order Laue Zone).
2.1.2 Ge´ome´trie de la diffraction e´lectronique : cercle de Laue
Si la direction du faisceau incident n’est plus perpendiculaire au plan du re´seau re´ciproque,
les zones de Laue ne sont plus centre´es sur le faisceau incident.
La sphe`re d’Ewald n’est plus tangente a` la ZOLZ mais coupe celle-ci, ainsi que les HOLZ,
sur des cercles appele´s cercles de Laue. Un cercle de Laue est visible sur la figure(2.3) ou` une
repre´sentation tridimensionnelle est dessine´e dans laquelle les HOLZ ont e´te´ volontairement
e´carte´es pour simplifier. On note ~χ la projection sur le plan de ZOLZ, le long de l’axe de zone,
du vecteur d’onde incident ~k. Ce vecteur correspond au rayon du cercle de Laue, qui augmente
avec l’angle α de de´sorientation. On remarque ainsi que les conditions exactes de Bragg sont
re´alise´es pour une famille de plans (hkl), lorsque le noeud associe´ coupe le cercle de Laue. Plus
la valeur de s sera faible, plus le noeud sera proche du cercle de Laue et plus l’intensite´ du
faisceau diffracte´ sera importante. Dans la litte´rature, on de´finit aussi ~s~g caracte´rise´ par l’erreur
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Fig. 2.3 – Conse´quence ge´ome´trique d’une de´sorientation du faisceau (ou du cristal) par rapport a`
l’axe de zone. On a cre´ation du cercle de Laue qui de´finit les zones dans lesquelles on a re´alisation
des conditions exactes de Bragg. ~K repre´sente le vecteur d’onde incident dans le cristal qui diffe`re
de ~k si on prend en compte la re´fraction des e´lectrons lors de l’entre´e du faisceau dans le cristal.
d’excitation de ~g qui peut eˆtre diffe´rent de ~s dans le cas de techniques impliquant un faisceau
e´lectronique faiblement acce´le´re´ [15]. Dans la suite on conside`rera ~s~g = ~s qui est une excellente
approximation pour les tre`s fortes tensions d’acce´le´ration utilise´es en TEM.
Les taches du re´seau re´ciproque e´tant allonge´es paralle`lement a` la normale a` l’e´chantillon, la
sphe`re d’Ewald coupe ces baˆtonnets a` des hauteurs diffe´rentes suivant les taches. Il en re´sulte
des taches d’intensite´ variable. Les the´ories dynamique et cine´matique permettent de calculer
l’intensite´ du faisceau diffracte´ en fonction de s~g [2]. Nous en discuterons en de´tail dans le
paragraphe(2.3.3).
2.1.3 Mode diffraction dans un microscope e´lectronique en transmission
Dans un microscope e´lectronique en transmission il est possible d’observer l’image de la
zone illumine´e ou la diffraction associe´e, simplement en changeant l’excitation de la lentille
interme´diaire. On peut ainsi observer sur l’e´cran, soit le plan focal de la lentille objectif ou` se
situe le cliche´ de diffraction, soit le plan image de la lentille objectif ou` se situe l’image de l’objet.
La plupart des microscopes e´lectroniques en transmission re´cents permettent d’utiliser
plusieurs techniques de diffraction qui diffe`rent soit par la convergence du faisceau, soit par la
fac¸on de limiter la zone qui diffracte. Nous allons de´crire les plus couramment utilise´es, avant
de nous inte´resser plus particulie`rement a` la principale technique employe´e dans cette the`se : le
CBED.
Diffraction en aire se´lectionne´e
C’est la technique la plus courante. Le faisceau d’e´lectrons paralle`le arrive sur l’objet cre´ant
un faisceau transmis et les diffe´rents faisceaux diffracte´s focalise´s dans le plan focal de l’objectif.
Un diaphragme situe´ dans le plan image de la lentille objectif permet de se´lectionner la partie de
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l’objet qui participe au diagramme de diffraction. Cette se´lection s’effectuant en mode image, on
peut donc choisir pre´cise´ment la zone a` e´tudier. Il est alors possible d’obtenir des diagrammes
provenant de domaines diffe´rents ou de pre´cipite´s et donc d’avoir des renseignements sur une
re´gion particulie`re du cristal. Le diame`tre minimum de l’aire que l’on peut ainsi se´lectionner est
de 0, 5µm environ. Il est limite´ par l’aberration sphe´rique de l’objectif. Mais d’autres me´thodes
permettent d’obtenir des diffractions sur des portions de l’e´chantillon plus petites.
Microdiffraction
Dans cette technique le faisceau d’e´lectrons est focalise´ sur l’objet et l’aire participant a` la
diffraction est celle e´claire´e par le faisceau. Il est donc inutile d’utiliser un diaphragme. La taille
minimum de la zone diffractante est donc relie´e directement aux possibilite´s de re´duire la taille
de la sonde e´lectronique. Celle-ci peut eˆtre re´duite jusqu’a` 10nm sur la plupart des nouveaux
microscopes et jusqu’a` 1nm en mode nanoprobe. Cette me´thode est adapte´e a` l’e´tude des petits
pre´cipite´s jusqu’a` une dimension minimum de 10nm, en dec¸a` le volume diffractant devient tre`s
faible. Un des inconve´nients de cette me´thode est que le faisceau tre`s focalise´ sur l’objet peut
entraˆıner un e´chauffement ou une de´gradation locale de celui-ci.
Diffraction en faisceau convergent
Dans ce mode le faisceau d’e´lectrons est focalise´ sur l’objet, mais pre´sente une ouverture
angulaire importante. Les taches du diagramme de diffraction deviennent alors des disques dont
le diame`tre est directement relie´ a` l’ouverture du faisceau incident. Chaque point des disques
correspond alors a` une orientation particulie`re du faisceau incident. Le disque est une carte a`
deux dimensions de l’intensite´ diffracte´e en fonction de l’orientation du faisceau par rapport au
cristal. Une grande quantite´ d’informations peut eˆtre obtenue de l’analyse de ce genre de cliche´.
2.2 Diffraction e´lectronique en faisceau convergent : CBED, LAC-
BED etc ...
2.2.1 Pre´sentation ge´ne´rale
La diffraction e´lectronique en faisceau convergent (CBED) comporte plusieurs variantes
de´pendant de l’angle de convergence et de la ge´ome´trie. Ce sont la microdiffraction, le CBED,
la diffraction de Kossel-Mo¨llenstedt, la me´thode CBIM (Convergent Beam Imaging), la diffrac-
tion en faisceau convergent de´focalise´ et la diffraction en faisceau convergent aux grands angles
(LACBED)(figure(2.4)).
Fig. 2.4 – Pre´sentation des diffe´rents modes possibles en diffraction e´lectronique en faisceau
convergent [12].
Dans toutes ces techniques, l’e´chantillon est illumine´ par un faisceau incident convergent
dont le demi angle de convergence est situe´ dans un domaine angulaire qui s’e´tend de 0, 01˚ a`
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plusieurs degre´s. Selon la technique, le faisceau est focalise´ sur l’e´chantillon (Microdiffraction,
CBED et Kossel-Mo¨llenstedt) ou de´focalise´ (LACBED, CBIM, CBED de´focalise´). Dans le mode
focalise´ la zone diffractante est directement de´finie par la taille du faisceau incident. Avec les mi-
croscopes utilise´s au CEMES on peut atteindre des tailles de sonde de 1nm en mode nanoprobe.
On peut alors conside´rer qu’il n’y a pas de variation d’e´paisseur de l’e´chantillon et d’orientation
des plans re´ticulaires dans la zone diffractante. Le cliche´ de diffraction obtenu est donc repre´sen-
tatif de la zone illumine´e. Dans les modes de´focalise´s, le diame`tre de la zone diffractante peut
atteindre plusieurs microns ce qui permettra de caracte´riser les de´fauts cristallins.
2.2.2 Formation ge´ome´trique d’un cliche´ CBED
Formation d’une ligne : condition 2 ondes
Le CBED dit 2 ondes, conside`re le cas ou` une seule famille de plans re´ticulaires est en
position de Bragg, ce qui est un artifice, souvent bien utile, destine´ seulement a` simplifier l’ex-
plication de la formation d’un cliche´ CBED. Lorsqu’on illumine un e´chantillon cristallin avec un
faisceau convergent, le cliche´ de diffraction obtenu dans le plan focal de l’objectif est constitue´ de
disques correspondants aux e´lectrons transmis et diffracte´s. Chaque point dans les disques (P ′ et
P” pour le disque transmis et diffracte´ respectivement : sche´ma(2.5.a)) provient d’une direction
incidente unique P . Les disques forment ainsi une cartographie 2D de l’intensite´ transmise et
diffracte´e en fonction de la direction incidente. Dans ce cas, et comme le montre le sche´ma(2.5.a),
seule une range´e de direction incidente sera en position exacte de Bragg avec la famille de plan
(hkl). Seule cette range´e diffractera fortement cre´ant une ligne blanche dans le disque diffracte´
dite ligne d’exce`s (hkl). En raison de la conservation de l’intensite´ totale, on a apparition d’une
ligne noire dans le disque transmis appele´e ligne de de´faut (hkl) comme le montre le cliche´
expe´rimental (2.5.c).
La construction d’Ewald est alors donne´e par la figure(2.5.b). Parmi toutes les directions
du cone incident d’e´lectrons, deux ont e´te´ choisies et trace´es avec leurs sphe`res d’Ewald associe´es.
Elles coupent toutes deux le baˆtonnet correspondant a` la famille (hkl) en deux lieux distincts,
caracte´ristiques de deux vecteurs ~s diffe´rents. Le profil de la ligne d’exce`s (et donc de de´faut)
correspond ainsi au profil de l’intensite´ diffracte´e en fonction de l’e´cart a` l’angle de Bragg ~s.
Condition Multi ondes
Ge´ne´ralement plusieurs familles de plans re´ticulaires peuvent simultane´ment ve´rifier, de
fac¸on exacte ou approche´e, les conditions de Bragg ; le cliche´ de diffraction contient alors un
disque transmis et plusieurs disques diffracte´s. Chacun des disques diffracte´s contient sa ligne
d’exce`s. Le disque transmis quant a` lui est compose´ d’une superposition ge´ome´trique des diffe´-
rentes lignes de de´fauts. Pour chaque point des disques transmis et diffracte´s, et donc chaque
direction du faisceau incident, on de´finit l’extre´mite´ du vecteur ~χ dont l’origine se situe sur l’axe
de zone le plus proche et reste contenu dans le plan de ZOLZ. Il forme le rayon du cercle de
Laue. On peut ainsi introduire le vecteur ~q = ~χ+ ~g (voir figure(2.6.b)).
Le cliche´ CBED dans son ensemble peut aussi eˆtre interpre´te´ comme une cartographie de
la diffraction e´lectronique dans un cristal pour diffe´rents vecteurs ~χ et donc diffe´rentes configu-
rations pour le cercle de Laue. Il peut en effet arriver que le cercle de Laue coupe trois (ou plus)
noeuds du re´seau re´ciproque, ce qui correspond dans le cliche´ a` une intersection de trois (ou
plus) lignes comme pre´sente´ sur le sche´ma(2.6.a) et donc a` une condition a` trois ondes (ou plus).
L’intensite´ e´lectronique est alors distribue´e de manie`re complexe entre le faisceau transmis et
les deux (ou plus) faisceaux diffracte´s.
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Fig. 2.5 – Principe de formation d’une ligne d’exce`s dans le disque diffracte´ et d’une ligne de
de´faut dans le disque transmis. a) dans l’espace direct : influence de la convergence b) dans l’espace
re´ciproque : influence de la de´sorientation pre´sente entre deux faisceaux incidents diffe´rents c) cliche´
CBED expe´rimental dans du silicium contenant notamment la ligne (113).
Influence d’une variation du parame`tre re´ticulaire sur la position des lignes Une
variation d’un ou de plusieurs parame`tres re´ticulaires du cristal (a, b, c, α, β, γ) produit une
variation des distances interre´ticulaires dhkl et donc une variation des angles de Bragg θB puisque
ces derniers sont lie´s aux distances interre´ticulaires par la loi de Bragg. Sur un cliche´ CBED, cela
se traduit par un de´placement des lignes d’exce`s et des lignes de de´fauts dans le disque transmis.
Suivant le parame`tre re´ticulaire affecte´, les lignes peuvent translater mais aussi tourner.
On peut estimer la sensibilite´ du de´placement des lignes par diffe´rentiation de la loi de Bragg,
dans l’approximation aux petits angles, λ = 2dhklθB par rapport a` θ et a` dhkl [19] :
2θ∆dhkl + 2dhkl∆θ = 0
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Fig. 2.6 – De´finition des parame`tres ge´ome´triques ge´ne´raux d’un cliche´ CBED. a) sche´matisation
d’une condition 3 ondes au centre du cliche´ : les extre´mite´s des deux vecteurs ~g sont sur le cercle
de Laue. b) Cliche´ CBED expe´rimental proche de l’axe [120] d’un cristal de GaAs. Chaque point du
cliche´ CBED correspond a` un vecteur ~χ diffe´rent et donc a` une configuration diffe´rente du cercle de
Laue.
soit :
∆θ
θ
= −
∆dhkl
dhkl
Dans le cas d’un cristal cubique :
dhkl =
a√
(h2 + k2 + l2)
soit :
∆θ
θ
= −
∆a
a
Pour une variation donne´e ∆a du parame`tre re´ticulaire, le de´placement ∆θ correspondant des
lignes est d’autant plus important que l’angle de Bragg est grand. Rappelons que sur les cliche´s de
diffraction en faisceau convergent, les lignes qui correspondent aux angles de Bragg les plus e´leve´s
sont les lignes de HOLZ. C’est pourquoi, il est possible d’effectuer des mesures tre`s pre´cises des
parame`tres re´ticulaires d’un cristal en comparant la position expe´rimentale des lignes de HOLZ
d’un cliche´ CBED, avec la position de ces meˆmes lignes obtenues pour diffe´rentes simulations
[20, 21, 22, 23]. Une sensibilite´ de 10−4nm sur la variation du parame`tre de maille est en ge´ne´ral
admise.
Influence d’une variation de la tension d’acce´le´ration des e´lectrons Une variation
∆E de la tension d’acce´le´ration des e´lectrons se traduit par une variation ∆λ de la longueur
d’onde associe´e et, par l’interme´diaire de la loi de Bragg, par une variation ∆θ des angles de
Bragg. Dans cette ope´ration, le re´seau direct n’est pas modifie´ puisqu’il n’intervient pas. Les
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Fig. 2.7 – Cliche´s CBED pris dans l’axe [230] d’un cristal de silicium suivant 3 tensions d’acce´le´ration
diffe´rentes. On observe le mouvement des lignes de de´fauts dans le cercle reporte´.
angles entre les plans re´ticulaires sont donc inchange´s et les lignes subissent un de´placement
sans changement de direction. Cette proprie´te´ est illustre´e sur la figure(2.7).
La sensibilite´ du de´placement des lignes s’obtient a` partir de la relation :
∆θ
θ
= −
∆E
2E
Pour une variation d’e´nergie donne´e ∆E, le de´placement est d’autant plus important que l’angle
de Bragg est grand. Ce sont les lignes de HOLZ qui sont les plus affecte´es. Une incertitude de
50V sur la tension mesure´e est en ge´ne´ral admise.
2.2.3 Diffraction e´lectronique en faisceau convergent a` grand angle : LAC-
BED
Cliche´s de Kossel-Mo¨llenstedt
Il est parfois pre´fe´rable de travailler sur un nombre important de lignes de de´faut dans le
disque central. Pour cela il suffit d’augmenter expe´rimentalement l’angle de convergence lie´ a` la
taille du diaphragme condenseur 2. Dans ce cas le diame`tre des disques transmis et diffracte´s
augmente ; il peut alors se produire un recouvrement partiel des disques comme cela est sche´ma-
tise´ sur la figure(2.8.a) [12]. Il existe simultane´ment les deux conditions de Bragg (hkl) et (hkl).
On a donc cre´ation de deux lignes d’exce`s paralle`les (hkl) et (hkl), avec leurs lignes de de´fauts
associe´es pre´sentes dans le faisceau transmis. En raison du recouvrement des disques transmis
et diffracte´s, il y a superposition de certaines lignes de de´faut (hkl) et d’exce`s (hkl), ainsi que
certaines lignes de de´faut (hkl) et d’exce`s (hkl) (voir figure(2.8.a)). On a donc un cliche´ avec
beaucoup plus de lignes, mais dont le contraste est alte´re´ par ce phe´nome`ne de superposition
comme le montre le cliche´ (2.8.b). Une manie`re d’ame´liorer le contraste tout en gardant un
nombre important de lignes, consiste a` utiliser la technique de´focalise´e LACBED [16, 12]. Elle
pre´sente aussi l’avantage de permettre une superposition de la diffraction et de l’image.
LACBED : principe
La me´thode de´focalise´e LACBED consiste a` sure´lever l’e´chantillon d’une hauteur ∆h, pour
se´parer au niveau du plan objet (et du plan image) de la lentille objectif, les faisceaux diffracte´s
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Fig. 2.8 – a) Principe de formation d’un cliche´ de Kossel-Mo¨llenstedt b) cliche´ de Kossel-Mo¨llenstedt
du GaAs proche de l’axe [100].
et le faisceau transmis (points E, K et L dans la figure(2.9.a)). Dans cette configuration, nous
avons toujours la superposition des lignes de de´faut (hkl) et d’exce`s (hkl) (et inversement) dans
le disque central. Le cliche´ ainsi obtenu n’est donc pas diffe´rent d’un cliche´ de Kossel-Mo¨llenstedt,
ce qui signifie que la sure´le´vation de l’e´chantillon ne provoque aucune modification du cliche´ de
diffraction de lignes situe´ dans le plan focal. Or, comme le montre la figure(2.9.a) les points E, K
et L situe´s dans le plan objet sont image´s par l’objectif en des points E ′, K ′ et L′ situe´s dans le
plan SA ou` se positionne le diaphragme de se´lection d’aire. Il suffit alors de placer ce diaphragme
autour du point E ′ de manie`re a` ne se´lectionner que le faisceau transmis. On observe alors un
cliche´ forme´ uniquement des lignes de de´faut (hkl) et (hkl). Le cliche´ de diffraction obtenu dans
ces conditions est appele´ LACBED en champ clair. L’ame´lioration, par rapport au cliche´ de
Kossel-Mo¨llenstedt de la figure(2.8.b) est spectaculaire. On voit ainsi clairement apparaˆıtre, sur
la figure(2.9.b), les lignes (004) ainsi que les lignes (002) qui e´taient invisibles dans le cliche´
de Kossel-Mo¨llenstedt. Les cliche´s LACBED en fond clair (BF LACBED) comprennent donc la
meˆme superposition de lignes qu’un cliche´ de Kossel-Mo¨llenstedt, mais sans lignes d’exce`s.
Si maintenant on se´lectionne avec le diaphragme SA une tache diffracte´e dans le plan image
(comme L′ ou K ′), on observe un seul disque diffracte´ (hkl) avec sa ligne d’exce`s. Le cliche´
obtenu dans ces conditions est un cliche´ LACBED en fond noir (DF LACBED).
Avantages et inconve´nients du LACBED pour notre proble`me
Le principal avantage du LACBED est de pouvoir combiner les informations pre´sentes
dans l’image avec celles fournies par le cliche´ de diffraction de lignes [16, 12]. Cette proprie´te´ est
clairement mise en e´vidence sur le sche´ma de la figure(2.9.a) ou` on a reporte´ un de´tail sur l’objet
illumine´. Cette image, appele´e ”shadow image” n’est pas au point puisque l’e´chantillon n’est
plus dans le plan objet. Contrairement au cliche´ CBED (ou Kossel-Mo¨llenstedt) ou` les lignes
(position, forme, etc ...) sont toutes caracte´ristiques de la meˆme zone, chaque point d’un cliche´
LACBED correspond a` des zones diffe´rentes de l’objet. Le cliche´ LACBED de la figure(2.10)
met en e´vidence les lignes et la shadow image constitue´es des de´tails flous. Enfin, un avantage
important de la technique LACBED provient de son pouvoir filtrant vis a` vis des e´lectrons
ayant interagi ine´lastiquement. En effet le diaphragme SA permet d’arreˆter ces e´lectrons ce qui
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a) b)
Fig. 2.9 – a) Principe de formation d’un cliche´ LACBED (Tre`s inspire´ du livre de J.P. Morniroli [12])
b) cliche´ LACBED du GaAs proche de l’axe [100].
ame´liore conside´rablement la qualite´ du cliche´ LACBED par rapport aux cliche´s CBED ou de
Kossel-Mo¨llenstedt. Cette ame´lioration sera d’autant plus appre´ciable que le diaphragme SA
utilise´ sera petit.
Fig. 2.10 – Cliche´ LACBED du silicium dans l’axe [230]. On observe tre`s bien la superposition entre
la shadow image et les lignes du cliche´ de diffraction
La combinaison des informations de l’image et de la diffraction, qui est un avantage pour
l’e´tude de de´fauts peut se re´ve´ler un inconve´nient lorsque l’on a affaire a` des e´chantillons courbe´s
[12]. Dans ce cas, le cliche´ LACBED est toujours forme´ par un coˆne de directions incidentes,
mais le cristal changera lui aussi d’orientation dans la shadow image a` cause de la courbure,
si bien que l’axe de zone changera suivant la position dans le disque central de diffraction.
29
30 2 Diffraction e´lectronique en faisceau convergent
Le cliche´ LACBED s’en trouvera plus ou moins distordu suivant la valeur de la courbure. Ce
de´faut n’est e´videmment pas pre´sent dans les techniques focalise´es ou` les caracte´ristiques des
cliche´s proviennent d’un cristal d’orientation constante. Aussi, pour de´terminer le parame`tre
re´ticulaire (ou la tension d’acce´le´ration du microscope), comme nous l’avons introduit dans le
paragraphe(2.2.2), il est impe´ratif de travailler avec des me´thodes focalise´es (CBED ou Kossel-
Mo¨llenstedt) si l’e´chantillon est courbe´.
2.3 Simulation des diagrammes CBED
2.3.1 Intensite´s diffracte´e et transmise dans un cliche´ CBED
Le profil d’une ligne correspond donc a` l’intensite´ diffracte´e en fonction de l’e´cart a` l’angle
de Bragg s. Sur la figure(2.5.c), on observe des lignes avec des profils diffe´rents plus ou moins
complexes. Pour simplifier, on peut les classer en deux cate´gories : les lignes cine´matiques et
les lignes dynamiques. Les profils des lignes cine´matiques sont constitue´s d’un maximum prin-
cipal tre`s important et de plusieurs maxima secondaires tre`s faibles (voire invisibles). Les lignes
dynamiques quant a` elles, peuvent eˆtre constitue´es de deux maxima principaux, et ont des
maxima secondaires beaucoup plus contraste´s. C’est le cas de la ligne (113) de la figure(2.5.c).
La figure(2.11) pre´sente deux exemples de lignes d’exce`s obtenues avec un e´chantillon de Silicium
observe´ dans un axe de zone proche de [230].
Fig. 2.11 – Profils d’une ligne d’exce`s cine´matique (53¯9) et dynamique (004) observe´es dans un
e´chantillon de Silicium. On donne aussi les e´paisseurs t correspondantes traverse´es par le faisceau
d’e´lectrons.
Les distances entre maxima sont tre`s sensibles a` l’e´paisseur et peuvent donc eˆtre utilise´es
pour la mesurer par la me´thode de Kelly et Allen [24].
La plupart des lignes provenant de la diffraction des HOLZ peuvent eˆtre conside´re´es comme
cine´matiques, alors que les lignes dues a` la diffraction des ZOLZ sont en ge´ne´ral dynamiques.
Le disque transmis du cliche´(2.5.c) met ainsi en e´vidence la ligne dynamique (113) traversant le
disque et une multitude de lignes fines cine´matiques provenant de la diffraction des HOLZ. Cette
image correspond donc a` un cliche´ en condition multi-ondes avec diffe´rentes familles de plans.
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Cependant une analyse grossie`re de la forme et de la position des lignes entre elles, montre qu’un
cliche´ CBED re´el ne peut eˆtre interpre´te´ par une simple superposition ge´ome´trique multi-ondes.
Elle ne´cessite une analyse plus comple`te notamment au niveau des croisements. En effet, les
conditions trois ondes (ou plus) re´alise´es aux intersections de lignes peuvent, dans certains cas,
cre´er une division (en anglais ”split”) dite dynamique, beaucoup plus complique´e qu’une simple
superposition de lignes. C’est ce que l’on observe sur certaines lignes de la figure(2.5.c) et sur le
croisement de la figure(2.6.a). Cette interaction est dite dynamique car elle fait intervenir des
multiples diffractions entre les familles de plans conside´re´es. La the´orie cine´matique ne prend pas
en compte ce genre de phe´nome`ne, et c’est pourquoi l’approche cine´matique d’un cliche´ multi-
ondes est conside´re´e comme ge´ome´trique, construisant le disque transmis CBED par simple
superposition des diffe´rentes lignes de de´fauts. Une simulation re´elle d’un cliche´ CBED ne´cessite
donc force´ment un calcul dynamique comme nous allons le pre´senter dans le paragraphe(2.3.2).
2.3.2 Introduction des approches cine´matique et dynamique
Au paragraphe(2.3.1) nous avons introduit les diffe´rences de concept entre une approche
dynamique et cine´matique de la simulation de diagramme CBED. La figure(2.12) repre´sente le
cliche´ CBED expe´rimental d’un cristal de silicium observe´ dans l’axe [130] associe´ a` la simulation
cine´matique re´alise´e par le logiciel Electron diffraction [25] et la simulation dynamique re´alise´e
par le logiciel JEMS [26].
Fig. 2.12 – Cliche´ CBED observe´ dans l’axe [130] d’un cristal de silicium parfait. Les simulations
re´alise´es par une approche cine´matique et dynamique y sont associe´es.
On peut ainsi appre´cier la grande diffe´rence entre les deux approches :
1. La simulation cine´matique re´alise une superposition ge´ome´trique des diffe´rentes lignes de
de´fauts. La position des lignes semble eˆtre correcte mais divers contrastes observe´s dans
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l’image expe´rimentale ne sont pas rendus. Par exemple les franges qui couvrent tout le
cliche´ CBED et qui proviennent de lignes dynamiques exte´rieures au cliche´ ne sont pas
observe´es. L’effet localise´ au croisement encercle´ n’est, lui non plus, pas reproduit. De fait,
aucun des effets dynamiques n’est pris en compte.
2. La simulation dynamique reproduit la position des lignes de de´fauts ainsi que les diffe´rents
contrastes observe´s dans l’image expe´rimentale. On retrouve en particulier l’effet observe´
au croisement encercle´.
Une simulation cine´matique est quasiment instantane´e alors qu’une simulation dynamique conte-
nant suffisamment de lignes peut prendre plusieurs heures. L’approche cine´matique est donc
particulie`rement inte´ressante pour des e´tudes ne´cessitant beaucoup de simulations et pour les-
quelles l’aspect ge´ome´trique est suffisant. C’est le cas lors des mesures de parame`tres re´ticulaires
ou de tension d’acce´le´ration du microscope re´alise´es a` partir de la position des lignes de HOLZ.
Nous montrerons dans le chapˆıtre(4.3) que l’on peut ame´liorer les simulations cine´matiques en
introduisant une correction dynamique qui, pour certains axes de zones, permet de de´terminer
la position des lignes de de´fauts avec une meilleure pre´cision.
Nous allons dans la suite rappeler les bases de la the´orie dynamique de la diffraction et de
ses approximations en utilisant un formalisme de´rive´ de la me´canique quantique.
2.3.3 The´orie dynamique de la diffraction e´lectronique
La the´orie dynamique peut se de´crire suivant deux approches comple´mentaires : une for-
mulation matricielle [27, 28, 29, 30, 31] et une utilisant un langage optique [32, 13]. L’origine de
cette dernie`re s’explique de fac¸on e´vidente par la nature de l’instrument utilisant ces phe´nome`nes
de diffraction e´lectronique : le microscope e´lectronique en transmission. Les deux approches sont
physiquement e´quivalentes [33, 34], la premie`re ayant e´te´ de´veloppe´e en grande partie pour
re´pondre aux besoins de la microscopie e´lectronique conventionnelle, alors que la seconde est
essentiellement utilise´e pour les calculs des images haute re´solution [33]. Les deux formulations
peuvent en effet eˆtre exprime´es dans un meˆme langage de me´canique quantique base´ sur le for-
malisme de Dirac [35]. Des e´quivalences de ce type ne sont e´videmment pas une surprise puisque
les formalismes de Heisenberg (matriciel) et de Schro¨dinger (ondulatoire) ont e´te´ rassemble´s sous
un meˆme langage par Dirac de´s le de´but de la me´canique quantique.
Aujourd’hui encore cette e´quivalence ne semble toujours pas eˆtre tre`s utilise´e dans le monde de la
microscopie e´lectronique. Il faut dire qu’il existe des modes de microscopie tre`s diffe´rents corres-
pondant en fait a` des approximations distinctes de la physique e´lectronique : e´lectrons presque
libres (the´orie cine´matique et the´orie dynamique a` deux ondes) ou liaisons fortes (condition
multi-ondes) qui contribuent un peu plus a` semer le trouble. Des the´ories simples ont e´te´ de´ve-
loppe´es dans le cadre de la microscopie conventionnelle en champ sombre ou en champ clair et le
lien avec la the´orie des e´lectrons presque libres a e´te´ fait assez toˆt [30]. Ces the´ories correspondant
aux approches cine´matiques ou dynamiques a` deux ondes conside`rent la diffraction du faisceau
e´lectronique par une seule famille de plan repre´sente´e par un vecteur du re´seau re´ciproque ~g.
Dans le cas de l’hypothe`se cine´matique le faisceau diffracte´ ne pourra pas eˆtre rediffracte´ par la
famille ~g parce que trop faible. On suppose ainsi une inde´pendance entre le faisceau diffracte´ et
le faisceau transmis. C’est le cas de la premie`re approximation de Born, lorsqu’on ne´glige l’at-
te´nuation du faisceau incident due a` la diffraction. Cette hypothe`se n’est pas retenue en the´orie
dynamique ou` le faisceau diffracte´ peut eˆtre rediffracte´ par la famille ~g pour aller renforcer le
faisceau incident, et ce, un nombre de fois de´pendant de l’e´paisseur traverse´e. C’est pourquoi la
notion importante de distance d’extinction ξ~g est introduite par la the´orie dynamique a` deux
ondes et repre´sente l’e´paisseur a` partir de laquelle une deuxie`me diffraction par une famille ~g
intervient et donc une extinction du faisceau diffracte´. Dans la plupart des cas, suivant la ligne ~g,
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on peut calculer l’intensite´ diffracte´e (ou transmise) graˆce a` l’approximation cine´matique, dans
le cas ou` la distance d’extinction ξ~g est plus importante que l’e´paisseur traverse´e t (ξ~g > t), et
graˆce au formalisme de la the´orie dynamique a` deux ondes pour les cas ou` ξ~g < t. On retrouve
ainsi les de´finitions de lignes cine´matiques ou lignes dynamiques de´ja` introduites pre´ce´demment.
Le calcul de l’intensite´ transmise et diffracte´e en the´orie dynamique a` deux ondes se fait par
l’interme´diaire des e´quations d’Howie-Whelan [30].
Mais ces deux approximations ne sont bien suˆr plus applicables lorsque plusieurs faisceaux
diffracte´s interviennent. C’est le cas notamment en haute re´solution ou` le cristal est oriente´ en
axe de zone et ou` plusieurs vecteurs ~g appartenant a` la ZOLZ participent a` la formation de
l’image. Mais c’est aussi le cas de la diffraction en faisceau convergent (CBED, LACBED) ou`
des vecteurs de la ZOLZ et des HOLZ peuvent intervenir. En effet l’approche deux ondes ne
permet pas de mode´liser les croisements entre lignes (conditions 3,4, ... N ondes) ou les influences
complexes de la diffraction des lignes de ZOLZ sur la position des lignes de HOLZ. Comme pour
la haute re´solution, cette configuration ne´cessite l’utilisation d’une the´orie dynamique a` N ondes.
Actuellement il existe de nombreux programmes de simulation permettant de re´aliser des calculs
faisant intervenir N ondes :
1. les programmes ”multislice” plutoˆt de type ”optique” [32, 34]
2. les programmes utilisant le formalisme des ondes de Bloch tridimensionnelles [36, 37, 13]
Le formalisme des ondes de Bloch tridimensionnelles conside`re le cristal comme un potentiel
tridimensionnel dans lequel e´volue l’onde e´lectronique [36, 38] alors que le multislice de´crit le
cristal comme une succession de couches de potentiels bidimensionnels (potentiel projete´) ca-
racte´rise´es par des plans d’e´paisseurs infinite´simales entre lesquelles les ondes se propagent dans
le vide suivant la formulation de Huygens-Fresnel. La propagation et la diffraction sont ainsi
traite´es se´pare´mment, la premie`re dans le re´seau re´ciproque et la seconde dans le re´seau re´el.
En 1981 Portier et Gratias ont propose´ une approche unifie´e de la the´orie dynamique base´e
sur le traitement de Dirac [35]. Cette approche, qui reste tre`s originale en microscopie, nous a
parue particulie`rement pertinente pour de´velopper les simulations des cliche´s CBED comme
nous le verrons dans la suite. Nous allons dans cette partie rappeler les bases de l’approche
de Portier et Gratias en la resituant dans le contexte particulier de la diffraction e´lectronique
en faisceau convergent. L’objectif est de pre´ciser le cadre the´orique dans lequel nous avons
de´veloppe´, au cours de ce travail, la simulation des diagrammes CBED des syste`mes contraints
e´tudie´s. Certaines parties du texte (reporte´es en italique) qui suit s’inspirent du cours donne´ par
Portier et Gratias lors de l’e´cole de Bombannes [39].
2.3.4 Formalisme ge´ne´ral
L’e´quation ge´ne´rale qui de´crit la diffusion e´lastique des e´lectrons par un potentiel V s’e´crit
[40] :
(~∇2 + k2)Φ(~r) = U(~r)Φ(~r) avec U = −
2m
h¯2
eV (2.2)
ou` k2 est le module du vecteur d’onde incident :
k =
1
h¯
√
2m0eE0 +
e2E20
c2
(2.3)
m0 est la masse au repos de l’e´lectron, e la valeur absolue de la charge e´lectronique, c la vitesse
de la lumie`re dans le vide et E0 la tension acce´le´ratrice. L’e´nergie potentielle U dans l’e´chantillon
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E0(kV) γ λ (pm) v/c
50 1,098 5,362 0,412
100 1,119 3,706 0,548
200 1,391 2,511 0,695
500 1,978 1,423 0,862
1000 2,957 0,873 0,941
Fig. 2.13 – Correction relativiste, longueur d’onde et vitesse de l’e´lectron pour diffe´rentes tensions
d’acce´le´ration
est relie´e tre`s simplement au potentiel e´lectrostatique V par la relation(2.2) ou` m est la masse
relativiste :
m = γm0 , γ = 1 +
eE0
m0c2
= 1 + 1, 95810−3E0(kV ) (2.4)
On remarque que la tension acce´le´ratrice E0 intervient a` deux niveaux : elle apparaˆıt de fa-
c¸on e´vidente dans l’expression du vecteur d’onde, mais e´galement dans l’expression de l’e´nergie
potentielle U par l’interme´diaire du facteur relativiste. Cette correction relativiste n’est pas
e´vidente a priori car le mariage de la me´canique quantique et de la relativite´ se fait par l’inter-
me´diaire de l’e´quation de Dirac [41]. Si dans notre cas la correction se fait de fac¸on aussi simple
c’est qu’implicitement il a e´te´ tenu compte du fait que le mouvement est relativiste dans une
direction de propagation privile´gie´e (l’axe du microscope), tandis que le mouvement transverse
(dans le plan de l’e´chantillon) fait intervenir des e´nergies beaucoup plus faibles [42]. La cor-
rection relativiste n’en est pas pour autant ne´gligeable, on voit en effet d’apre`s la formule(2.2)
que le potentiel est multiplie´ par γ et donc fictivement les e´lectrons vont voir un potentiel plus
attractif a` forte e´nergie.
Dans le tableau(2.13) nous avons donne´ les ordres de grandeur du facteur relativiste en fonc-
tion du potentiel acce´le´rateur, qui nous montre que dans les conditions usuelles d’utilisation du
microscope les e´lectrons sont relativistes.
Equation de Schro¨dinger bidimensionnelle
L’approximation essentielle de la microscopie e´lectronique en transmission est celle de la
diffraction aux petits angles [43, 44, 45]. Elle est base´e sur le fait que l’e´nergie des particules
incidentes est tre`s grande par rapport au potentiel diffuseur. Cela revient a` assimiler le cosinus
de l’angle de diffraction a` l’unite´ et a` exclure les solutions correspondant a` des e´lectrons re´trodif-
fuse´s. C’est sur cette approximation que l’approche quantome´canique de la diffraction est base´e,
dont le principe peut eˆtre exprime´ comme suit :
1. Le microscope e´lectronique de´truit l’isotropie spatiale en de´composant l’espace en une di-
rection z selon l’axe optique et en un plan (x, y) perpendiculaire a` z : les variables x et y
d’une part et z d’autre part, sont appele´es a` jouer des roˆles distincts dans le formalisme
alors que du strict point de vue quanto-me´nanique, la diffusion est de´crite a` partir de trois
variables dynamiques x, y et z. C’est l’approximation aux petits angles qui distingue la
direction z : le proble`me stationnaire a` 3 dimensions est remplace´ par un pro-
ble`me a` 2 dimensions qui de´pend du ”temps” repre´sente´ par la variable z et
peut se re´soudre a` partir de la the´orie des perturbations de´pendantes du temps.
2. Le phe´nome`ne de diffraction est essentiellement un processus de transition et peut eˆtre
pose´ en ces termes : e´tant donne´ un e´tat initial connu (le faisceau d’e´lectrons incident),
quelle est la probabilite´ de transition vers un e´tat final choisi (un des faisceaux diffracte´s)
apre`s interaction avec le potentiel diffuseur pendant un ”temps” donne´, z, correspondant
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a` l’e´paisseur du cristal. Ainsi, la the´orie dynamique conduisant au calcul des amplitudes
diffracte´es dans un ensemble de directions se´lectionne´es revient a` la mesure des densite´s
de probabilite´ de transition de l’e´tat initial vers ces directions
Essayons d’eˆtre plus pre´cis sur la ge´ome´trie du proble`me. Il est pratique de choisir une di-
rection z, non pas comme la direction initiale de propagation des e´lectrons i.e. le vecteur d’onde
incident ~k, mais plutoˆt de se repe´rer par rapport a` un axe de zone (axe de forte syme´trie) du
cristal qui est le plus proche de la direction incidente. C’est cet axe que l’on choisit comme
direction 0z, le plan (x, y) lui e´tant perpendiculaire. Le vecteur d’onde incident qui n’est plus
ne´cessairement exactement suivant 0z (mais doit en eˆtre proche) a une composante dans le plan
(x, y) que l’on note ~χ soit ~k = (~χ, kz).
Pour tenir compte de l’anisotropie du proble`me dans les e´quations, on isole le terme eikzz
qui oscille fortement selon 0z, du fait de la petite longueur d’onde des e´lectrons, et on e´crit la
fonction d’onde Φ sous la forme :
Φ(~r) = eikzzΨ(~ρ, z) avec ~ρ = (x, y) (2.5)
Par construction ~k est proche de l’axe de zone 0z donc Ψ(~ρ, z) doit varier lentement avec z.
En rentrant (2.5) dans (2.2) et en ne´gligeant ∂
2Ψ
∂z2
, ce qui revient a` ne´gliger la re´trodiffusion des
e´lectrons, on obtient l’e´quation fondamentale suivante :
i
∂Ψ(~r)
∂z
= H(~r)Ψ(~r)
2kzH(~r) = −~∇
2
xy − ~χ
2 + U(~r)
(2.6)
~∇2x,y =
∂2
∂x2
+ ∂
2
∂y2
est l’ope´rateur e´nergie cine´tique transverse. Comme cela a e´te´ remarque´ par
plusieurs auteurs [46, 35] l’e´quation(2.6) est e´quivalente a` une e´quation de Schro¨dinger
bidimensionnelle de´pendant du temps ou` l’e´paisseur z joue le roˆle du temps.
Expression du potentiel cristallin : cas du cristal parfait
Avant de discuter les solutions de l’e´quation(2.6), il est important de s’inte´resser a` la forme
du potentiel U(~r). Dans un cristal parfait, le potentiel est pe´riodique, i.e. U(~r + ~l) = U(~r), ou`
~l est un vecteur de translation du re´seau. On peut ainsi e´crire le potentiel en le de´veloppant en
se´rie de Fourier [47] :
U(~r) =
∑
~g
U~gexp(i~g.~r)
U~g =
1
Vc
∫
maille
d~rU(~r)exp(−i~g.~r)
(2.7)
ou` ~g correspond a` un vecteur du re´seau re´ciproque et Vc est le volume de la maille. La ge´ome´trie
de la diffraction en axe de zone peut ainsi eˆtre sche´matise´e comme une succession de plans
perpendiculaires a` l’axe de zone comme reporte´ sur la figure(2.14). Dans le cas d’un axe de zone
[uvw], les points (hkl) appartenant a` la zone de Laue d’ordre 0 (ZOLZ) obe´issent a` la relation
hu+kv+ lw = 0. On de´signera par ~G un vecteur de l’espace re´ciproque appartenant a` la ZOLZ.
L’expression ge´ne´rale d’un vecteur du re´seau re´ciproque appartenant a` la nieme zone de Laue
peut ainsi s’e´crire ~g(n) = ( ~G,−ngz). Le signe moins apparaˆıt dans la composante z a` cause du
choix de la direction de l’axe z convenu sur la figure(2.14). Cette convention nous permet d’e´crire
plus simplement les notations puisque la diffraction par une famille de plans re´ticulaires associe´e
a` un point appartenant a` la zone de Laue d’ordre n se note ~g(n) dans ce cas au lieu de ~g(−n). La
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Fig. 2.14 – Construction d’Ewald mettant en e´vidence la structure en zones de Laue de la diffraction
en axe de zone
somme sur les ~g dans la se´rie de Fourier du potentiel (2.7) peut ainsi eˆtre re´e´crite en se´parant
les contributions de la ZOLZ et des HOLZ :
U(~r) = U (0)(~ρ) +
∑
n6=0
exp(−ingzz)U
(n)(~ρ) (2.8)
U (n)(~ρ) =
∑
~G
U
(n)
( ~G,−ngz)
exp(i ~G.~ρ) (2.9)
ou` ~ρ repre´sente le vecteur position bidimensionnel dans l’espace direct (x, y) (eq.(2.5)). On ob-
serve ainsi la division naturelle entre les coordonne´es transverses ~ρ et longitudinale z. Le potentiel
provenant de la ZOLZ est inde´pendant de z, alors que ceux introduit par les HOLZ de´pendent de
z. Chaque couche d’ordre n contribue par l’interme´diaire d’un potentiel bidimensionnel U (n)(~ρ)
de´fini par les e´quations(2.8). U (0)(~ρ) correspond au potentiel projete´. Les autres composantes
U (n)(~ρ) sont connues sous le nom de potentiel projete´ conditionnel [48].
La configuration de´crite peut eˆtre re´sume´e par le sche´ma de la figure(2.15). Cette ge´ome´-
trie correspond a` celle utilise´e pre´ce´demment pour de´finir la structure d’un cliche´ CBED (voir
paragraphe(2.2.2)). On retrouve ainsi le vecteur du re´seau re´ciproque projete´ sur la ZOLZ ~G et
le vecteur ~q = ~χ+ ~G associe´.
Ope´rateur e´volution pour la diffraction aux petits angles
L’inte´gration formelle de l’e´quation de Schro¨dinger bidimensionnelle (2.6) est imme´diate
en terme d’ope´rateur d’e´volution U :
Ψ(~ρ, z) = U(z, 0)Ψ(~ρ, 0) avec i
∂
∂z
U(z, 0) = H(z)U(z, 0) (2.10)
Ψ(~ρ, 0) est la fonction d’onde des e´lectrons a` l’entre´e de l’e´chantillon (z = 0). Cette e´criture pour
l’instant est purement formelle mais elle permet d’avoir une expression compacte et e´le´gante.
Il est maintenant tre`s pratique d’utiliser le formalisme ope´ratoriel de la me´canique quan-
tique avec les notations de Dirac en bra |〉 et ket 〈| [41, 18, 17]. L’e´tat initial est note´ | 0〉, la
fonction d’onde correspondante 1 s’e´crit dans l’espace re´el Ψ(~ρ, 0) = 〈~ρ | 0〉 ; de meˆme a` l’e´pais-
1Il faut bien distinguer le vecteur d’e´tat | Ψ〉 et sa repre´sentation dans une base particulie`re. En particulier
dans l’espace re´el Ψ(~ρ, 0) = 〈ρ | Ψ〉 est la ”traditionnelle” fonction d’onde que l’on doit bien diffe´rencier du vecteur
d’e´tat.
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Fig. 2.15 – Configuration ge´ome´trique de la diffraction e´lectronique [2]
seur z le vecteur d’e´tat est note´ | Ψz〉 et alors Ψ(~ρ, z) = 〈~ρ | Ψz〉
2. Avec ces notations de Dirac
l’e´quation d’e´volution(2.10) s’e´crit formellement :
| Ψz〉 = U(z, 0) | 0〉 (2.11)
L’e´tat initial du syste`me | 0〉 se note :
| 0〉 = ei~χ.~ρ =| ~χ〉 (2.12)
En utilisant l’e´quation(2.11) et compte tenu du fait que l’intensite´ diffracte´e dans une direction
~q correspond a` la probabilite´ de transition de l’e´tat | 0〉 vers l’e´tat | ~q〉 apre`s un ”temps” z, on
peut e´crire cette intensite´ sous la forme :
I~q =| 〈~q | U(z, 0) | 0〉 |
2 (2.13)
L’e´quation d’e´volution(2.10), permettant de de´terminer U(z, 0), n’est pas, en ge´ne´ral, inte´grable
directement. Cependant si H(z) et ∂H(z)∂z commutent, l’ope´rateur e´volution s’e´crit sous la forme
inte´gre´e :
Si
[
H(z),
∂H(z)
∂z
]
= 0 ⇒ U(z, 0) = exp
(
−i
∫ z
0
H(τ)dτ
)
(2.14)
Mais ce cas n’apparaˆıt que si :
2Avec les notations de Dirac toute base orthonorme´e | i〉 ve´rifie une relation appele´e commune´ment relation
de fermeture qui s’e´crit symboliquement
P
i | i〉〈i |= 1. Ce qui est une fac¸on e´le´gante (et utile dans les calculs)
d’e´crire l’ope´rateur unite´ dans une base orthonorme´e. Notons tout de meˆme que le fait de conside´rer une base
orthonorme´e est crucial car dans ce cas la base directe et la base duale co¨ıncident. Si l’on doit manipuler des
bases quelconques il faut eˆtre extreˆmement prudent dans la manipulation des relation de fermetures. De manie`re
ge´ne´rale en repre´sentation | i〉 tout ope´rateur O s’e´crit simplement O =
P
i,j | i〉〈i | O | j〉〈j |. De plus il est
important de noter que si l’ope´rateur O est une observable (herme´tique : O = O†) alors il existe une base de
vecteur propre | α〉 de O (O | α〉 = oα | α〉) formant une base orthonorme´e ve´rifiant la relation de fermetureP
α | α〉〈α |= 1
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1. Le potentiel V (~r) est ne´glige´ : c’est le cas du propagateur
2. H(z) se re´duit au terme potentiel : c’est le cas de l’objet de phase
3. le potentiel est inde´pendant de z
Dans tous les autres cas, l’e´quation d’e´volution ne peut se re´soudre qu’approximativement a`
partir des me´thodes des perturbations de´pendantes du temps.
Dans le cas du CBED nous devons conside´rer se´pare´ment la diffraction des ZOLZ et des HOLZ.
En effet l’e´quation (2.6) peut eˆtre re´e´crite en utilisant l’expression(2.8) du potentiel cristallin :
2kzH(~r) = −~∇
2
xy−~χ
2+U (0)(~ρ)+
∑
n6=0
exp(−ingzz)U
(n)(~ρ) = 2kzH
(0)(~ρ)+
∑
n6=0
exp(−ingzz)U
(n)(~ρ)
(2.15)
ce qui peut se re´e´crire :
2kzH(~r) = 2kzH
0⇒ZOLZ(~ρ) + Un⇒HOLZ(~ρ, z) (2.16)
Nous avons ainsi se´pare´ la contribution des ZOLZ dont le terme H 0(~ρ) est inde´pendant du
”temps” z et celle des HOLZ qui ajoute un terme de´pendant du ”temps” z. La diffraction des
ZOLZ peut eˆtre vue comme un proble`me inde´pendant du ”temps” z et ainsi eˆtre traite´e en
calculant l’ope´rateur e´volution U(z, 0) exprime´ dans l’e´quation(2.14).
2.3.5 Diffraction des ZOLZ : potentiel inde´pendant de z
C’est le cas de l’approximation du potentiel projete´ U (0)(~ρ) provenant de la ZOLZ. L’ha-
miltonien dans ce cas s’e´crit :
2kzH
(0)(~ρ) = −~∇2xy − ~χ
2 + U (0)(~ρ) (2.17)
Nous pouvons exprimer ce proble`me dans diffe´rentes bases. Dans la base des fonctions propres
(| q〉) de l’ope´rateur 12kz (−
~∇2xy − ~χ
2), les valeurs propres associe´es sont ~q
2−~χ2
2kz
. Dans la base
des fonctions propres | j〉 de H (0)(~ρ) qui sont les ondes de Bloch bidimensionnelles, les valeurs
propres sont de´finies par :
H(0) | j〉 = γj | j〉 (2.18)
Le premier cas permet un calcul simple pour l’ordinateur [27]. Par contre il n’est pas du tout
adapte´ lorsque l’on fait intervenir les HOLZ. Dans ce cas le choix de la base des ondes de Bloch
bidimensionnelles | j〉 est plus astucieux. C’est pourquoi nous allons nous inte´resser seulement
a` cette situation.
Il est bien connu que, dans un potentiel pe´riodique, il existe un ensemble complet d’e´tats propres
pour les e´lectrons : les ondes de Bloch. L’hamiltonien ”de la diffraction aux petits angles” (2.17)
repre´sente en fait, l’hamiltonien exact d’un syste`me a` deux dimensions (x, y) dont les fonctions
propres, pourvu que U (0)(~ρ) soit pe´riodique, sont des ondes de Bloch. L’ope´rateur d’e´volution
(2.14) s’e´crit alors :
U (0)(z, 0) =
∑
j
e−iγjz | j〉〈j | (2.19)
Comme il est diagonal sur | j〉, il n’y a pas de transition entre les ondes de Bloch.
La fonction incidente est une onde plane | 0〉, la fonction a` la sortie de l’e´chantillon peut eˆtre
de´veloppe´e sur la base des ondes planes | q〉 :
| Ψz〉 =
∑
~q
φ~q(z) | ~q〉 (2.20)
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La composante φ~q(z) peut ainsi eˆtre re´e´crite en utilisant (2.19) :
φ~q(z) = 〈~q | U
(0)(z, 0) | 0〉 =
∑
j
e−iγjz〈~q | j〉〈j | 0〉 (2.21)
Il est pratique d’introduire, dans notre proble`me, les notations classiques de la the´orie dynamique
utilisant les ondes de Bloch tridimensionnelles [2]. Cela nous permet de mieux discerner les
similitudes entre ce formalisme quantique et le formalisme classique [2, 14, 15]. On note ainsi
〈j | 0〉 = Cj∗0
〈~q | j〉 = Cj~q
ou` Cj∗0 est la composante (conjugue´e) de l’e´tat initial sur l’e´tat propre | j〉 et C
j
~q est la composante
| ~q〉 sur l’e´tat | j〉. La fonction d’onde e´lectronique de sortie (2.20) s’e´crit donc :
| Ψz〉 =
∑
j
Cj∗0
∑
~q
Cj~qe
−iγjz | ~q〉 (2.22)
ou`
∑
~q C
j
~qe
−iγjz | ~q〉 correspond a` l’onde de Bloch | j〉.
Afin de pouvoir calculer les intensite´s diffracte´es et transmises, il reste a` de´terminer ce syste`me
d’onde de Bloch. On forme ainsi la repre´sentation | ~q〉 de l’e´quation(2.18) :
〈~q | H(0)(~ρ) | j〉 = γj〈q | j〉 (2.23)
Pour l’instant nous avons exprime´ U (0)(~ρ) dans l’espace re´el car c’est la repre´sentation la plus
imme´diate physiquement, mais la repre´sentation dans la base des ondes planes | ~q〉 est e´galement
tre`s utile pour tous les phe´nome`nes de diffraction, pour lesquels c’est la base la plus adapte´e.
Dans la base | ~q〉 le potentiel U (0)(~ρ) s’e´crit de fac¸on ge´ne´rale :
U (0)(~ρ) =
∑
~q′,~q
| ~q〉〈~q | U (0)(~ρ) | ~q′〉〈~q′ | (2.24)
Par ailleurs les e´le´ments de matrice de l’e´nergie potentielle 〈~q | U (0)(~ρ) | ~q′〉 = U
(0)
~q′−~q posse`dent la
proprie´te´ inte´ressante de n’eˆtre non nuls que pour les vecteurs ~q et ~q′ qui diffe`rent d’un vecteur
du re´seau re´ciproque ~G. L’hamiltonien (2.17) s’e´crit donc :
2kzH
(0)(~ρ) =
∑
~q
| ~q〉(~q2 − ~χ2)〈~q | +
∑
~q, ~G
| ~q〉U
(0)
~G
〈~q + ~G | (2.25)
En introduisant l’e´quation (2.25) dans (2.23) on obtient :
(~q2 − ~χ2)〈~q | j〉+
∑
~G
U
(0)
~G
〈~q + ~G | j〉 = 2kzγj〈~q | j〉
(~q2 − ~χ2)Cj~q +
∑
~G
U
(0)
~G
Cj
~q+ ~G
= 2kzγjC
j
~q
(2.26)
Nous reconnaissons le syste`me classique d’e´quations se´culaires [15, 14, 2] que nous pouvons e´crire
sous forme matricielle :
(M)
(
Cj
)
= γj (I)
(
Cj
)
(2.27)
ou`
(
Cj
)
est le vecteur colonne des C j~q (vecteur propre de (M)). (I) est la matrice diagonale unite´
et (M) est la matrice de diffraction telle que
(M)ij =
q2i − χ
2
2kz
δij +
1
2kz
U
(0)
~Gj
(2.28)
Ce syste`me n’admet de solution que si le de´terminant de (M) − γ (I) est nul, ce qui donne n
valeurs possibles pour γj (il y a n faisceaux ~q) appele´ l’anpassung, et pour chacune d’elles, (2.27)
conduit a` un ensemble de coefficients C j~q .
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2.3.6 Diffraction des HOLZ (potentiel de´pendant de z) : Cas de la the´orie
dynamique classique. Traitement par les ondes de Bloch tridimension-
nelles
Formulation dans un cristal parfait
On reconnait, dans les e´quations pre´ce´dentes, le formalisme de la matrice de diffraction
[49, 50] que l’on utilise ge´ne´ralement en the´orie dynamique. La principale diffe´rence entre l’ap-
proche quanto-me´canique et l’approche matricielle traditionnelle provient du type de base utilise´e
pour diagonaliser la matrice M. Si le potentiel U(~r) est aussi pe´riodique dans la direction z,
pre´ce´demment conside´re´e comme le temps, les deux formalismes se rejoignent en conside´rant
une base d’ondes de Bloch tridimensionnelles |J3D〉 pour l’hamiltonien contenant les ZOLZ et
les HOLZ. Dans ce cas seulement, le traitement de la diffraction des e´lectrons par le cristal peut
eˆtre effectue´ graˆce a` l’e´quation se´culaire(2.26) que l’on peut re´e´crire en conside´rant la nouvelle
base 3D [2, 15] :
(K2 − ~k2~g)C
j
~g +
∑
~h
U~hC
j
~g−~h
= 0 (2.29)
ou` K2 = meE
h2
+U0 et les coefficients C correspondent aux composantes des ondes de Bloch 3D.
Ces ondes de Bloch sont par conse´quent de´finies par le potentiel des ZOLZ et des HOLZ. Il est
utile de re´e´crire ce syste`me sous forme matricielle comme suit :
ACj = γjIC
j (2.30)
ou` A correspond a` la matrice de diffraction de´finie pour un cristal pe´riodique dans les trois
dimensions. Les vecteurs propres Cj correspondent a` la matrice des coefficients Cj~g des ondes de
Bloch 3D j. Les nouvelles valeurs propres γj correspondent a` leur e´nergie propre. Pour calculer
l’intensite´ diffracte´e I~g, conside´rons la matrice C des n vecteurs propres correspondant aux n
ondes de Bloch j. Chacune des colonnes de C correspond a` un vecteur propre Cj . La matrice
des amplitudes W′ en sortie d’un cristal parfait est alors de´finie par l’e´quation fondamentale de
la the´orie dynamique a` N ondes, en fonction de la matrice des amplitudes d’entre´e au cristal W
[15, 31, 51, 2] :
W′ = C ‖exp(2piiγjδz)‖C
−1W
= SW
(2.31)
W′ est alors de´finie par une colonne contenant les diffe´rentes amplitudes w~g′ et l’intensite´ diffrac-
te´e vaut : I~g = w~g′×w~g′∗. La matrice S est appele´e ”‘matrice de diffusion”’ et δz correspond a` la
dimension du cristal suivant la direction z. La matrice ‖exp(2piiγjδz)‖ est une matrice diagonale
correspondant aux diffe´rentes valeurs propres γj . L’e´quation(2.31) ne prend pas en compte les
phe´nome`nes d’absorption. En the´orie dynamique, ces effets sont introduits de manie`re phe´nome´-
nologique en conside´rant une partie imaginaire supple´mentaire pour chacune des composantes
de Fourier du potentiel U~g + iU~g′. Le rapport R~g =
U~g′
U~g
appele´ coefficient d’absorption anomale
pour les ~g et normale pour le faisceau transmis, est en ge´ne´ral pris autour de 0, 1. Il de´finit la
force de l’absorption.
Formulation dans un cristal imparfait
La condition de pe´riodicite´ impose´e a` la direction z, ne´cessaire a` l’application de ce forma-
lisme, n’est strictement ve´rifie´e que dans le cas des cristaux parfaits. Le traitement des de´fauts
dans le cadre de ce formalisme, qui peuvent eˆtre conside´re´s comme une perturbation de la pe´-
riodicite´ suivant la direction de propagation z, se fait par un simple de´phasage des coefficients
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des ondes de Bloch (vecteurs propres de la matrice A).
Conside´rons un de´faut cre´ant un champ de de´placement ~u(~r) par rapport aux positions atomiques
du cristal parfait. En the´orie dynamique classique ce de´placement ne cre´e´e aucun changement
dans les valeurs propres de la matrice de diffraction A (meˆme pour un cristal de´soriente´), et les
vecteurs propres complexes Cj~g sont simplement de´phase´s par le champ de de´placement en multi-
pliant par e−i2pi~g.~u(~r). Pour e´crire ces modifications dans la formulation matricielle conside´rons la
matrice diagonale Q = ‖exp(2pii~g.~u(~r))‖. La matrice des vecteurs propres devient alors Q−1C, et
par conse´quent la matrice S s’e´crit Q−1SQ. Pour des de´fauts e´tendus, on peut alors de´couper le
cristal en n tranches, chaque tranche e´tant de´finie par le champ de de´placement ~un(~r) du de´faut
et par la matrice Sdefn = Q−1n SnQn. Le calcul des intensite´s transmise et diffracte´e peut alors
eˆtre re´alise´ en utilisant l’e´quation fondamentale de la the´orie dynamique(2.31) en de´finissant la
matrice Sdef du cristal dans son ensemble, par une simple multiplication des matrices S defi de
chacune des tranches comme suit :
Sdef =
n∏
i=1
Sdefi (2.32)
Comme toutes les the´ories, cette formulation de la the´orie dynamique dans un cristal imparfait
contient des limites. L’utilisation des coefficients complexes Cj~g implique que l’onde de Bloch
3D reste toujours de´finie a` un de´phasage pre`s, et que, par conse´quent, la pe´riodicite´ suivant la
troisie`me dimension n’est que tre`s peu alte´re´e. Si on conside`re un de´coupage en tranche du cristal,
cette condition ne peut eˆtre ve´rifie´e que si la variation des de´placements entre chaque tranche
n’est pas trop importante, ou que le champ de de´placement reste localise´ dans la matrice 3D d’un
cristal parfait. C’est le cas par exemple de la dislocation, ou` les ondes de Bloch 3D peuvent eˆtre
de´finies au-dessus (1) et au-dessous (2) de la dislocation. On comprend alors pourquoi l’action
du champ de de´placement ponctuel de la dislocation peut eˆtre simplement conside´re´ comme un
de´phasage de l’onde de Bloch (1) par rapport a` l’onde de Bloch (2). L’interaction peut eˆtre alors
comprise comme une interfe´rence entre ces deux ondes de Bloch. Cette formulation est donc
particulie`rement bien adapte´e pour l’e´tude du contraste des de´fauts tels que les dislocations, les
fautes d’empilements, les parois d’antiphase ou autre de´fauts cre´ant un champ de de´placement
pouvant eˆtre conside´re´ comme local.
Nous verrons dans la suite que le champ de de´placement introduit par la contrainte e´pitaxiale
peut, selon le type de pre´paration, engendrer une perte de pe´riodicite´ suivant z. Le formalisme
des ondes de Bloch 3D n’est alors plus adapte´ et nous nous sommes attache´s, au cours de
ce travail, au de´veloppement d’une approche traitant diffe´remment les HOLZ et les variations
du potentiel suivant z de manie`re ge´ne´rale. Cette nouvelle description fera l’objet d’une e´tude
de´taille´e dans la partie consacre´e aux re´sultats expe´rimentaux et the´oriques.
2.3.7 Perturbation de l’hamiltonien de propagation par le potentiel cristallin
total : l’algorithme multislice et la the´orie cine´matique
Perturbation ge´ne´rale : cas du multislice
Une autre fac¸on de traiter un potentiel de´pendant du ”temps” z, est de s’aider de la forme
inte´gre´e de l’ope´rateur e´volution (2.14). Celle-ci n’est plus valable et nous devons soit l’e´valuer
nume´riquement, soit re´aliser un traitement des perturbations [18, 17]. Dans le premier cas on
retrouve l’approche classique de´veloppe´e par Darwin [38], qui consiste a` calculer l’ope´rateur
d’e´volution par l’interme´diaire d’une inte´gration pas a` pas re´alise´e sur le potentiel U(~r) en z. La
deuxie`me approche permet d’introduire l’effet du potentiel comme une perturbation des e´tats
de base bidimensionnels | ~q〉 provenant de la partie propagative de l’hamiltonien. Nous savons
que l’ope´rateur d’e´volution d’un syste`me perturbe´ peut eˆtre de´veloppe´ en se´rie de perturbations
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[18] :
U(z, 0) = U (0)(z, 0) +
∞∑
m=1
U (m)(z, 0) (2.33)
ou` U (0)(z, 0) repre´sente l’ope´rateur d’e´volution du syste`me non perturbe´. Le mime terme de cette
se´rie peut s’e´crire :
U (m)(z, 0) = −i
∫ z
0
dτU (0)(z, τ)Uperturbation(τ)U (m−1)(τ, 0) (2.34)
et ou` Uperturbation repre´sente le terme perturbateur. Par re´currence, on peut re´e´crire le mime
terme de la se´rie comme suit :
U (m)(z, 0) = (−i)m
∫ z
0
dτn
∫ τn
0
dτn−1 . . .
∫ τ2
0
dτ1U
(0)(z, τn)
Uperturbation(τn)U
(0)(τn, τn−1)U
perturbation(τn−1, τn−2) . . .U
(0)(τ2, τ1)U
perturbation(τ1)U
(0)(τ1, 0)
(2.35)
Avec un potentiel de´pendant de z, l’hamiltonien du syste`me peut se re´e´crire :
2kzH(~ρ, z) = (−~∇
2
x,y − ~χ
2) + U(~ρ, z) (2.36)
On se´pare ainsi la partie propagative de l’hamiltonien et le terme potentiel. Dans ce cas, le
formalisme des perturbations de´pendantes du temps peut s’appliquer, conduisant au formalisme
de Cowley et Moodie [32] ou` l’ope´rateur d’e´volution non perturbe´ U (0)(z, 0) correspond au pro-
pagateur :
U (0)(z, 0) =
∫
d2~qe−i
~q2−~χ2
2kz
z | ~q〉〈~q |
et admet donc les ondes planes | ~q〉 comme base de fonctions propres (base continue). L’intensite´
diffracte´e s’e´crit alors de manie`re tre`s simple comme suit :
I~q = |〈~q|U(z, 0)|0〉|
2 (2.37)
Pour calculer cette expression, nous devons exprimer le terme m du de´veloppement en fonction
des termes d’ordre infe`rieur. En utilisant l’expression(2.34) et en introduisant la relation de
fermeture de la base |~q〉, entre les ope´rateurs d’e´volution et le terme perturbateur U(~ρ,z)2kz on
obtient :
〈~q|U (m)(z, 0)|0〉 = −i
∫ z
0
dτe−i
~q2−~χ2
2kz
(z−τ)
∑
~q′
U~q′−~q
2kz
(τ)〈~q′|U (m−1)(τ, 0)|0〉 (2.38)
Le terme de somme sur ~q′ correspond au produit de convolution de la contribution d’ordre
(m− 1) par la fonction objet (potentiel) et il est multiplie´ par le propagateur de Fresnel. Cette
approche correspond a` un raisonnement d’optique physique ou` les ondes planes sont pertube´es
par le potentiel total U(~ρ,z)2kz . C’est l’approche traditionnelle employe´e par l’algorithme multislice.
Ce formalisme est particulie`rement adapte´ a` la simulation des images HREM ou` l’e´paisseur tra-
verse´e par le faisceau e´lectronique est tre`s faible (quelques dizaines de nm) ; ainsi conside´rer le
potentiel cristallin total comme une perturbation des ondes planes reste une bonne approxima-
tion. Il n’est pas du tout adapte´, sous cette forme, a` la simulation des cliche´s CBED, ou` les
e´paisseurs traverse´es sont tre`s importantes. Dans ce cas on ne peut conside´rer des ondes planes
perturbe´es, mais obligatoirement des ondes de Bloch 3D comme cela a e´te´ pre´sente´ dans le pa-
ragraphe pre´ce´dent[52].
Dans la deuxie`me partie nous nous interesserons au traitement de´veloppe´ au cours de la the´se,
pre´ce´demment e´voque´, combinant les avantages des deux formalismes.
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De´veloppement a` l’ordre 1 quand le potentiel ne de´pend pas de z : the´orie cine´ma-
tique
Le principe de la the´orie cine´matique, de´ja` introduit, peut facilement se comprendre comme
une perturbation au premier ordre de l’hamiltonien de propagation. Cela correspond au forma-
lisme de Cowley et Moodie au premier ordre dans le cas ou` on ne conside`re que la partie
inde´pendante de z du potentiel. En effet, dans ce cas nous pouvons e´crire :
H = H0 + U (2.39)
avec 2kzH
0 = −~∇2x,y − χ
2 l’hamiltonien de propagation qui posse`de une base propre d’ondes
planes | ~q〉. Le terme du premier ordre conduit a` :
〈~q | U (1)(z, 0) | 0〉 = −i
∫ z
0
dτ〈~q | U (0)(z, τ)UU (0)(τ, 0) | 0〉 (2.40)
En introduisant la relation de fermeture exprime´e pour la base discre`te des ondes planes entre le
terme potentiel U et les deux ope´rateurs U (0), et en posant ~q
2−~χ2
2kz
= −2pis~q ou` s~q mesure l’erreur
d’excitation de ~q, on peut e´crire :
〈~q | U (1)(z, 0) | 0〉 = −iU0−~q
∫ z
0
e2piis~q(z−τ)dτ
= −iU0−~qe
piis~qz
sin(pis~qz)
pis~q
(2.41)
On retrouve ainsi l’expression classique de l’intensite´ diffracte´e exprime´e graˆce a` la the´orie cine´-
matique.
Il est inte´ressant de mettre en avant que, sans avoir aborde´ toutes les me´thodes de the´orie
dynamique permettant de calculer les intensite´s transmise et diffracte´e du faisceau d’e´lectrons,
les principales d’entre elles peuvent eˆtre naturellement de´rive´es d’un formalisme unique de me´-
canique quantique.
2.4 Conclusion
Dans ce chapitre nous avons introduit la technique du CBED comme une configuration
particulie`re de la diffraction e´lectronique. Nous avons pu e´tudier en de´tail le principe de formation
d’une ligne de de´faut dans le disque transmis avec sa ligne d’exce`s associe´e dans le disque
diffracte´. On a montre´ que, dans ce type de cliche´, les lignes appartiennent, de fac¸on sche´matique,
a` 2 cate´gories :
1. les lignes dynamiques dont la distance d’extinction ξ~g ≤
t
3 . Ces lignes sont en ge´ne´ral
associe´es a` des indices de Miller faibles et posse`dent des franges dont la distance permet
de mesurer t. Elles proviennent en ge´ne´ral de la ZOLZ.
2. les lignes cine´matiques dont la distance d’extinction ξ~g est largement supe´rieure a` l’e´pais-
seur traverse´e t. Ces lignes sont en ge´ne´ral associe´es a` des indices de Miller importants et
posse`dent un maximum (dans le cas de la ligne d’exce`s) principal en position exacte de
Bragg. Elles proviennent en ge´ne´ral des HOLZ.
En fait il n’existe pas de frontie`re entre les deux types mais une e´volution continue qui va de´-
pendre de l’e´paisseur t traverse´e par le faisceau. Puisque la position relative des lignes fines de
HOLZ est tre`s sensible au parame`tre de maille, on a pu envisager une me´thode permettant de
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de´terminer la de´formation d’un cristal, en comparant syste´matiquement la position expe´rimen-
tale de ces lignes avec celles donne´es par des simulations. Nous avons montre´ que la formation
d’un cliche´ CBED re´el ne pouvait eˆtre vu comme une simple superposition ge´ome´trique des
lignes mais ne´cessitait des simulations dynamiques, notamment pour reproduire des effets lo-
caux comme ceux observe´s dans les croisements entre lignes. Enfin, et c’est le plus important,
nous avons de´crit la the´orie dynamique dans un formalisme quantique tre`s peu (voire jamais)
utilise´ en microscopie e´lectronique. Nous avons notamment mis en e´vidence la possibilite´ de
regrouper sous un meˆme langage la the´orie classique des ondes de Bloch 3D et le multislice,
qui diffe`rent en apparence seulement. Une discussion de la validite´ des diffe´rentes approches a
pu eˆtre entreprise, notamment sur les conditions de pe´riodicite´ requises pour l’utilisation des
ondes de Bloch 3D. Le formalisme ainsi pre´sente´ offre la possibilite´ de cre´er un nouveau mode`le
si ces conditions ne sont plus ve´rifie´es, notamment graˆce aux de´veloppements en perturbations
de´pendantes du temps. La deuxie`me partie sera consacre´e a` ce type de de´veloppement.
Nous allons maintenant nous inte´resser aux techniques HREM et holographie utilise´es au cours
de nos e´tudes.
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Chapitre 3
Microscopie e´lectronique a` haute
re´solution et Holographie
e´lectronique
L
’objet de ce chapitre est de pre´senter sommairement la microscopie e´lectronique a` haute
re´soution et l’holographie e´lectronique ainsi que les the´ories sous-jacentes a` chacune de
ces deux techniques. Leur inte´reˆt est de permettre des mesures de de´formation avec une
tre´s bonne re´solution dans l’espace direct. On commencera par le principe de formation d’une
image HREM (High Resolution Electron Microscopy) dans un microscope e´lectronique en trans-
mission, puis nous introduirons le traitement des images par filtrage de Fourier, en particulier la
me´thode dite des phases ge´ome´triques (GPA) permettant de re´aliser des analyses quantitatives
de de´formations. On terminera par la pre´sentation de l’holographie e´lectronique.
3.1 Microscopie e´lectronique a` haute re´solution
La microscopie e´lectronique a` haute re´solution est utilise´e pour explorer la matie`re a`
l’e´chelle atomique en utilisant les tre`s petites longueurs d’onde, de l’ordre du picome`tre, associe´es
a` des e´lectrons relativistes. L’observation des atomes a toujours e´te´ l’un des buts ultimes de la
microscopie e´lectronique, sinon le the`me central de son de´veloppement. Les microscopes ont
atteint un pouvoir de re´solution proche de l’Angstro¨m. Cette re´solution, notamment limite´e
par l’aberration sphe´rique, est maintenant ame´liore´e graˆce a` la mise au point de correcteurs
d’aberration sphe´rique tels que celui implante´ sur le TECNAI F20 du CEMES (voir annexe(C)).
Ils sont couple´s avec des ordinateurs pour la simulation et le traitement des images. Nous allons
commencer par pre´senter rapidement la formation des images HREM et leur interpre´tation. Puis
nous analyserons les applications de cette technique pour la mesure de la de´formation.
3.1.1 L’image HREM : ”voir” les colonnes atomiques !
Formation de l’onde e´lectronique sortante
Les objets que l’on observe en HREM sont toujours oriente´s selon un axe de zone de grande
syme´trie du cristal. On de´compose ainsi le potentiel en se´rie de Fourier comme pre´sente´ dans
l’e´quation(2.7). La fonction d’onde en sortie du cristal peut eˆtre de´compose´e dans la base des
ondes planes et s’e´crit :
|Ψz〉 =
∑
~q
φ~q|~q〉 (3.1)
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Dans le cas de´veloppe´ ici, on s’inte´resse a` la formation de l’image dans l’espace direct de´fini par
le vecteur ~ρ. L’intensite´ en un point ~ρ de l’image est obtenue graˆce a` la relation, [35] :
I(~r) = |〈~ρ|Ψz〉|
2 =
∣∣∣∣∣∣
∑
~q
φ~q〈~ρ|~q〉
∣∣∣∣∣∣
2
(3.2)
Dans les axes de zone de forte syme´trie, beaucoup de faisceaux diffracte´s |~q〉 sont a` conside´-
rer. Le de´veloppement de l’intensite´ dans la formule(3.2), fait apparaˆıtre des termes provenant
de l’interfe´rence entre le faisceau transmis et chacun des diffe´rents faisceaux diffracte´s. Chaque
processus d’interfe´rence est a` l’origine d’une se´rie de franges de fre´quences spatiales ~G corres-
pondant a` la projection de la famille de plans re´ticulaires diffractante. La superposition de ces
diffe´rentes familles me`ne a` la projection des colonnes atomiques dans l’axe de zone conside´re´.
En haute re´solution seules les familles associe´es a` un vecteur ~G appartenant a` la ZOLZ sont
conside´re´es dans la formation de l’image. Toutefois, des termes provenant de l’interfe´rence entre
les diffe´rents faisceaux diffracte´s peuvent aussi intervenir et introduire des artefacts a` l’origine
d’un contraste s’e´loignant de la position re´elle des colonnes atomiques. Pour obtenir une image
proche de la structure cristalline, il est ne´cessaire de minimiser l’influence de ces derniers termes.
Il est malgre´ tout important de pouvoir simuler les images ainsi forme´es.
Pour cela on re´e´crit l’e´quation(3.2) en utilisant l’ope´rateur d’e´volution causale :
I(~r) = |〈~ρ|U(z, 0)|0〉|2 (3.3)
Tout le travail consiste donc a` exprimer l’ope´rateur e´volution U(z, 0). En re`gle ge´ne´rale, le for-
malisme multislice, pre´sente´ au paragraphe(2.3.7) est utilise´e pour re´aliser cette ope´ration.
Dans le cas le plus simple ou` l’objet est tre`s fin et constitue´ d’e´le´ments le´gers, on peut
introduire l’approximation de l’objet de phase [53, 54, 55]. L’interaction du faisceau avec l’objet
peut alors eˆtre de´crite avec une tre`s bonne approximation comme un simple de´phasage de l’onde
incidente. On e´crit alors :
U(z, 0) ≈ eiξ(~ρ) avec ξ(~ρ) = CE
∫
V (~ρ, z)dz (3.4)
ou` V (~ρ, z) est de´fini au paragraphe(2.3.4) et CE =
2pi
λ
(
E+E0
E(E+2E0)
)
. z est la direction incidente
du faisceau d’e´lectron, ~ρ les coordonne´es dans le plan de l’e´chantillon, λ la longueur d’onde
de l’e´lectron, et E, E0 sont, respectivement, l’e´nergie cine´tique et l’e´nergie au repos (m0c
2)
de l’e´lectron. La constante CE vaut 7, 29.10
6 rad.V −1m−1 pour une tension d’acce´le´ration de
200kV .
Transfert du microscope
Conside´rons maintenant le roˆle du microscope : il donne une image fortement agrandie
de l’objet, de l’ordre du million de fois. Les angles de diffusion des e´lectrons qui forment cette
image restent toutefois infe´rieurs a` quelques dizaines de mrad et le champ image ne de´passe
gue`re quelques dizaines de mm. Le roˆle du microscope peut ainsi eˆtre re´duit a` celui d’un syste`me
optique pratiquement isoplanaire [54], ou` l’onde image re´sulte d’un simple produit de convolution
de l’onde objet par la re´ponse impulsionnelle du syste`me. Si on de´finit la fonction d’onde objet
en sortie du cristal par :
ψO(~ρ, z) = 〈~ρ|Ψz〉 = 〈~ρ|U(z, 0)|0〉 = AO(~ρ)e
iξO(~ρ) (3.5)
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alors la fonction d’onde image transferre´e par le microscope s’e´crit :
ψi(~ρ, z) = ψO(~ρ, z)⊗K(~ρ) = Ai(~ρ)e
iξi(~ρ) (3.6)
Dans les e´quations pre´ce´dentes, A et ξ correspondent a` l’amplitude et la phase de l’onde com-
plexe, les indices O et i correspondent a` l’objet et l’image respectivement. La re´ponse impulsion-
nelle repre´sente l’image d’un point objet : elle caracte´rise la de´gradation de l’image (par rapport
a` l’objet) qui re´sulte de l’imperfection du transfert des ondes a` travers le syste`me, depuis le plan
objet jusqu’au plan image. Si le transfert est line´aire, la transforme´e de Fourier de la re´ponse
impulsionnelle est d’ailleurs appele´e fonction de transfert du microscope TF (K(~ρ)) = K˜(ω). En
HREM, ce transfert est principalement limite´ par l’ouverture physique, le de´faut de mise au
point ∆z = C1, et les autres aberrations de la lentille objectif du microscope notamment l’aber-
ration sphe´rique Cs = C3 : K˜(ω) ≈ e
iχ(ω) de´taille´e en annexe(C) [54, 55]. Ainsi les amplitudes
complexes diffracte´es sont modifie´es par la fonction K˜(~q). En utilisant la relation de fermeture
de la base comple`te des ondes planes, on peut re´e´crire l’intensite´ de l’image HREM, initialement
introduite dans l’e´quation(3.3), en prenant en compte le transfert du microscope :
I(~r) =
∣∣∣∣∣∣
∑
~q,~q′
〈~ρ|~q′〉〈~q′|K˜(~q)|~q〉〈~q|U(z, 0)|0〉
∣∣∣∣∣∣
2
(3.7)
Puisque l’on conside`re un transfert line´aire du microscope, K˜(~q) est diagonal dans la base (|~q〉)
[56]. On peut donc re´e´crire l’intensite´ en un point de l’image HREM comme suit :
I(~r) =
∣∣∣∣∣∣
∑
~q
〈~ρ|~q〉K˜(~q)〈~q|U(z, 0)|0〉
∣∣∣∣∣∣
2
(3.8)
Formation de l’image e´lectronique
En pratique, le faisceau incident n’est jamais parfaitement cohe´rent, comme on l’a sup-
pose´ jusqu’ici. Il existe des de´fauts de cohe´rence temporelle, inhe´rents au microscope utilise´, qui
sont dus a` des fluctuations de l’e´nergie des e´lectrons, auxquelles il faut ajouter celles du champ
magne´tique de la lentille objectif : ils conduisent a` un e´talement de l’image dans la direction lon-
gitudinale de l’axe du microscope. Interviennent par ailleurs des de´fauts de cohe´rence spatiale,
variables selon les conditions expe´rimentales. Ils sont principalement dus a` l’ouverture d’illu-
mination et a` des instabilite´s me´caniques et sont responsables d’autres e´talements, suivant des
directions obliques et transversales. L’image re´elle de l’objet est donc en fait une image moyenne
qui re´sulte du cumul incohe´rent de ces divers e´talements.
On peut cependant facilement comprendre ce que l’image e´lectronique repre´sente dans le cas
particulier ou` l’objet observe´ peut eˆtre assimile´ a` un objet de phase faible. En effet, le contraste
de l’image et le de´phasage introduit par l’objet sont alors directement relie´s par une fonction
de transfert de contraste de phase (phase contrast transfert function ou PCTF) qui de´pend tre`s
simplement de la fonction de transfert du microscope ainsi que des de´fauts de cohe´rence e´voque´s
ci-dessus. Cette fonction agit comme un filtre : parmi les fre´quences spatiales ~G pre´sentes dans
la fonction d’onde a` la sortie de l’objet oriente´ en axe de zone (e´quation(3.1)), elle se´lectionne
celles qui sont transfe´re´es vers l’image. Son efficacite´ varie beaucoup avec la mise au point du
microscope : en sous focalisant de fac¸on approprie´e, on peut ame´liorer la ressemblance entre le
contraste de l’image et le potentiel cristallin de l’objet. L’image optimale d’un objet de phase
faible est en ge´ne´ral obtenue autour de la de´focalisation de Scherzer [53] pour des e´paisseurs
faibles.
Si l’e´paisseur de l’objet observe´ augmente, un contraste complexe peut apparaˆıtre dans l’image
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n’ayant plus de lien direct avec le potentiel projete´ (position des colonnes atomiques). Ces di-
vergences proviennent des interactions dynamiques de´finies dans le chapˆıtre(2.3.3). Ces de´fauts
varient beaucoup, suivant l’e´paisseur de l’objet, la de´focalisation du microscope, et aussi la na-
ture, la densite´ et la distribution spatiale des atomes mis en jeu.
A partir d’une image HREM, observe´e dans le plan image de l’objectif, on peut graˆce a`
un traitement adapte´, remonter a` l’e´tat de de´formation de l’e´chantillon cristallin observe´. Ce
traitement base´ sur les phases ge´ome´triques et son application a` l’e´tude de la de´formation des
couches e´pitaxie´es sont l’objet du prochain paragraphe.
3.1.2 De´termination de l’e´tat de de´formation par la me´thode des phases ge´o-
me´triques
L’analyse des phases ge´ome´triques est une technique de traitement d’image extreˆmement
sensible aux petits de´placements des franges re´ticulaires observe´es dans les images HREM [57,
58, 59]. Chaque se´rie de franges repre´sente une famille de plans (hkl) du cristal et peut eˆtre
assimile´e a` une onde. Un de´placement des franges dans une re´gion donne´e de l’image peut alors
se traduire en termes de de´phasage.
Le traitement des phases ge´ome´triques en une dimension peut eˆtre illustre´ en utilisant deux
ondes sinuso¨ıdales. La figure(3.1.a) montre une onde sinusoı¨dale ”parfaite” (trait plein) et une
autre onde ou` trois maxima ont e´te´ de´place´s (lignes en pointille´). L’onde parfaite est prise
comme re´fe´rence, et le de´placement des pics correspond simplement a` notre changement de
phase (figure(3.1.a)). En mesurant la variation relative de la phase ainsi introduite, on acce`de
a` la valeur du de´placement ainsi qu’a` sa position. L’analyse des de´placements bidimensionnels
des franges d’une image HREM est identique au traitement qui vient d’eˆtre fait. En effet, nous
avons montre´ qu’une image HREM d’un cristal oriente´ dans un axe de zone de grande syme´trie
pouvait repre´senter la structure cristalline projete´e et eˆtre ainsi de´compose´e en une superposition
d’images de franges caracte´ristiques, chacune d’une se´rie de plans re´ticulaires, et repre´sente´e par
un vecteur ~Gi dans la transforme´e de Fourier de l’image. On peut ainsi re´e´crire l’e´quation(3.2)
sous la forme d’une somme de ces diffe´rentes se´ries de franges :
I(~r) =
∑
i
I ~Gi(~ρ)exp(i
~Gi.~ρ) (3.9)
I(~ρ) repre´sentant l’intensite´ locale de l’image, et I ~Gi(~ρ) la composante de Fourier
~Gi de l’image
en fonction de la position bidimensionnelle ~ρ. Une image de franges parfaite est pe´riodique dans
la direction ~Gi et sinuso¨ıdale de pe´riode
2pi
Gi
(eq.(3.10)).
I ~Gi(~ρ) = A ~Gi(~ρ)exp(iP ~Gi(~ρ)) (3.10)
avec P ~Gi = −
~Gi.~ρ repre´sentant la phase ge´ome´trique et A ~G(~ρ) le contraste local des franges. Les
franges non perturbe´es sont prises comme re´fe´rence. Dans les cristaux re´els on observe souvent
des de´fauts comme les dislocations, interfaces, etc ..., qui vont induire des modifications dans la
pe´riodicite´ des franges qui correspondent a` des de´placements atomiques. Ces de´placements ~u(~ρ)
sont traduits en terme de changements de phase par rapport a` la re´fe´rence et localise´s en 2D
sur l’image, dans la zone du de´faut conside´re´. La phase ge´ome´trique dans l’image peut ainsi se
re´e´crire en fonction de ces de´placements atomiques (eq.(3.11))[59].
P ~Gi(~ρ) = −
~Gi.~u(~ρ) (3.11)
En pratique le traitement, repre´sente´ sur la figure(3.1.b), consiste a` re´aliser une transforme´e
de Fourier nume´rique de l’image (Fast Fourier Transform : FFT), et a` appliquer un filtrage
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en positionnant un masque autour d’une tache ~G. La taille du masque de´termine a` quel point
l’espace re´ciproque sera e´chantillonne´, et inversement, la zone de l’espace direct sur laquelle les
informations seront moyenne´es. Le choix de la taille du masque est de´termine´ par la balance
entre le besoin de pre´cision spatiale, ne´cessitant un gros masque, et un bon rapport signal/bruit,
ne´cessitant un petit masque. La forme du masque sert aussi a` ”comprimer” les donne´es. Dans
tous les traitements, nous avons utilise´ un masque Lorentzien qui a la particularite´ de tre`s bien
s’ajuster sur la forme du pic ~G de la FFT. Une fois le masque applique´, on re´alise une transforme´e
de Fourier inverse (FFT−1) pour reconstruire l’image de phase P ~G.
Fig. 3.1 – a) Principe du traitement des phases ge´ome´triques a` une dimension (onde non distordue :
trait plein : re´fe´rence, distordue : trait pointille´) b) Application du traitement sur une image HREM
provenant d’un cristal de silicium pur observe´ dans l’axe [110], mettant en e´vidence dans l’image de
phase les distorsions ge´ome´triques introduites par les projecteurs [60]. L’image de phase est trace´e
avec ses contours d’e´gale phase
Afin de de´terminer le champ de de´placement ~u(~ρ) = (ux(~ρ), uy(~ρ)) dans son ensemble, on
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combine les images de phase de deux taches diffe´rentes ~G1 et ~G2 de la FFT (eq.(3.12)) [59, 61].
~u(~ρ) = −
1
2pi
(P ~G1(~ρ)~e1 + P ~G2(~ρ)~e2) (3.12)
ou` ~e1 et ~e2 sont les vecteurs de bases de´finissant ~G1 et ~G2. La zone de re´fe´rence est choisie
identique pour les deux images afin d’e´viter des variations de pe´riodicite´. Puis en appliquant les
formules d’e´lasticite´ classiques, reporte´es dans l’annexe(D), on peut re´aliser une image de chaque
composante du tenseur des de´formations  [59]. Avec cette me´thode de traitement, une sensibilite´
de 3pm sur les de´placements atomiques, et de 0, 3% sur la de´formation a` 2nm de re´solution
spatiale a pu eˆtre observe´e par Hy¨tch et al [1]. Le traitement des phases ge´ome´triques calcule
une de´formation par rapport a` une re´fe´rence qui peut eˆtre prise dans un autre mate´riau conside´re´
comme non de´forme´. La de´formation vraie,  = a
f
c−a
i
c
aic
, de´finie par la the´orie de l’e´lasticite´ line´aire,
correspond a` la de´formation entre le mate´riau e´tudie´ (ici la couche e´pitaxie´e) et le meˆme mate´riau
dans son e´tat non de´forme´. Les parame`tres afc et aic sont ceux de la couche de´forme´e et non-
de´forme´e respectivement. La de´formation mesure´e par le traitement GPA est note´e ref =
afc−as
as
en supposant que la re´gion de re´fe´rence est prise dans le substrat de parame`tre as. La relation
entre ref est  s’e´crit :
ref =
aic
as
−
(
as − a
i
c
as
)
(3.13)
Afin d’assurer la cohe´rence entre les re´sultats CBED et HREM, les mesures de de´formation s’ex-
primeront toujours en terme de . Dans le cas contraire on s’efforcera de pre´ciser les notations
et le contexte.
Le succe`s de ce traitement repose sur la qualite´ de l’image HREM et sur le bon choix de la
re´fe´rence. L’analyse conside`re que la position des plans atomiques du cristal correspond bien
a` la position des franges observe´es dans l’image HREM, et que cette relation reste constante
dans toute l’image, i.e, les distorsions du cristal sont fide`lement projete´es sur l’image HREM.
Il est donc ne´cessaire d’observer le cristal en axe de zone avec des conditions de de´focalisation
et d’e´paisseur les plus proches des conditions d’imagerie HREM optimales (de´focalisation de
Scherzer en ge´ne´ral, faible e´paisseur) [58].
Il faut d’autre part que la re´fe´rence soit libre de tout de´placement. Elle doit eˆtre prise loin de
la source de distorsion analyse´e (interface,dislocation, etc ...). Enfin il est ne´cessaire que l’image
a` analyser ne contienne aucune source de distorsions parasites venant s’ajouter au champ de
de´placement mesure´ ~u(~ρ), ou que celles-ci soient identifie´es de manie`re a` pouvoir s’en affranchir.
Pour cela nous avons de´veloppe´ une technique permettant la suppression des contributions
parasites des e´le´ments du microscope. En effet l’image HREM forme´e dans le plan image de
l’objectif est ensuite agrandie par les lentilles projecteurs. Ces e´le´ments d’optique e´lectronique
introduisent des distorsions ge´ome´triques ~uproj(~ρ) dans l’image, qui se superposent a` la phase
ge´ome´trique d’une image HREM [60]. Afin de pouvoir retirer ces distorsions, nous les de´termi-
nons graˆce a` une image HREM d’un cristal parfait pour laquelle la phase ge´ome´trique s’e´crit
P ~Giproj = −
~Gi.~uproj(~ρ) . Un exemple est reporte´ dans la figure(3.1.b) pour un cristal de silicium
observe´ en axe [110], ou` la zone de re´fe´rence a e´te´ prise au centre de l’image. L’image de phase
P ~Giproj obtenue fait apparaˆıtre une e´volution de la phase en forme de ”colline”, dont le maximum
se positionne au centre, typique de l’influence des distorsions ge´ome´triques des projecteurs [60].
Reprenons maintenant le cas de l’e´tude d’un champ de distorsion ~u(~ρ) pre´sent dans l’objet. La
phase ge´ome´trique P ~Gi d’une image HREM peut se re´e´crire en prenant en compte les effets des
projecteurs :
P ~Gidef+proj(~ρ) = −
~Gi.(~u(~ρ) + ~uproj(~ρ)) (3.14)
Afin d’isoler l’information inte´ressante contenue dans ~u(~ρ), on soustrait a` la phase ge´ome´trique
P ~Gidef+proj calcule´e a` partir de l’image HREM de la zone distordue, celle calcule´e, pour le meˆme
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~Gi, a` partir d’une image HREM non distordue ne contenant que la contribution des projecteurs
P ~Giproj :
P ~Gidef (~ρ) = P ~Gidef+proj(~ρ)− P ~Giproj(~ρ).
3.2 Holographie e´lectronique HREM off-axis
Le microscope e´lectronique en transmission est un puissant outil pour caracte´riser la mi-
crostructure et la chimie des mate´riaux. Il existe en effet une multitude de modes d’imagerie
TEM, mais la plupart souffrent d’un de´faut majeur provenant du fait que l’image obtenue ne
repre´sente qu’une distribution spatiale de l’intensite´ de l’onde e´lectronique a` la sortie de l’objet.
Toute l’information provenant de la phase du faisceau e´lectronique qui a traverse´ l’e´chantillon est
perdue. La technique d’holographie e´lectronique, originalement imagine´e par Denis Gabor [62],
est base´e sur la formation d’une figure d’interfe´rence, ou hologramme, permettant de retrouver
la phase e´lectronique. Sachant que la phase du faisceau d’e´lectron a` la sortie est sensible a` la fois
a` la composante de l’induction magne´tique dans le plan [63, 64] et au potentiel e´lectrostatique
dans le mate´riau, un hologramme e´lectronique peut ainsi donner des informations quantitatives
sur la re´partition spatiale du champ magne´tique et e´lectrostatique a` l’inte´rieur du mate´riau avec
une pre´cision de l’ordre du nanome`tre. L’utilisation du canon a` e´mission de champ (FEG) alliant
tre`s bonne cohe´rence et forte luminosite´ du faisceau, nous permet de re´aliser des hologrammes
avec des microscopes commerciaux comme le TECNAI 20 FEG. La plupart des re´sultats ont e´te´
obtenus en utilisant la technique dite ” off-axis ” de l’holographie e´lectronique. En effet, sachant
que cette technique peut eˆtre re´alise´e dans les meˆmes conditions que la haute re´solution (obser-
vation en axe de zone, re´solution atomique), nous l’avons applique´e pour acce´der au potentiel
e´lectrostatique moyen V 0 d’une couche e´pitaxie´e [65, 66, 67, 68, 69], sensible a` la composition
chimique. On l’a aussi utilise´e pour de´tecter la pre´sence de champs e´lectriques locaux introduits,
dans une couche piezoe´lectrique, par les contraintes e´pitaxiales [70, 71, 72].
En plus des applications classiques e´voque´es ci-dessus, nous avons e´galement exploite´ les holo-
grammes haute re´solution pour mesurer la de´formation dans les couches e´pitaxie´es.
3.2.1 Formation et reconstruction de l’hologramme e´lectronique off-axis
La ge´ome´trie optique que l’on utilise pour pouvoir re´aliser une expe´rience d’holographie
e´lectronique off-axis dans un TEM est repre´sente´e sur la figure(3.2.a). L’objet est illumine´ par un
faisceau d’e´lectrons tre`s cohe´rent issu d’un canon a` e´mission de champ (FEG). Historiquement
les hologrammes ont e´te´ enregistre´s sur des ne´gatifs photos, mais aujourd’hui nous utilisons
une acquisition directe par l’interme´diaire d’une came´ra CCD, place´e sous l’e´cran fluorescent
du microscope, qui pre´sente une re´ponse line´aire et une bonne dynamique. [73]. Pour acque´rir
un hologramme off-axis, la re´gion inte´ressante de l’e´chantillon est traverse´e par la moitie´ du
faisceau incident, l’autre moitie´ e´tant dans le vide comme on l’a sche´matise´ sur la figure(3.2.a).
Une tension comprise entre 0V et 200V est applique´e sur le fil du biprisme e´lectrostatique rotatif
situe´ au niveau des diaphragmes d’aire se´lectionne´e. La tension applique´e au biprisme de´vie le
faisceau d’e´lectrons qui passe de part et d’autre du fil. Le faisceau d’e´lectrons dit de re´fe´rence
(celui qui traverse le vide, ou une zone amorphe tre`s fine) se superpose au faisceau d’e´lectrons
qui a traverse´ l’e´chantillon que l’on veut e´tudier, de telle sorte que les deux faisceaux cohe´rents
interfe`rent dans les plans contenus sous le biprisme, formant l’hologramme. Les photos(3.2.b)
pre´sentent deux hologrammes de re´fe´rence (vide + vide) pour diffe´rentes tensions de biprisme.
On remarque la pre´sence de grosses franges sur les bords, dites franges de Fresnel, qui se
superposent aux franges de l’hologramme et qui proviennent de la diffusion des e´lectrons sur
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a) b)
Fig. 3.2 – a)Formation d’un hologramme e´lectronique par interfe´rence entre le front d’onde passant
a` travers l’objet et celui passant dans le vide, re´alise´e graˆce au biprisme e´lectrostatique place´ dans
le plan SA du microscope. b) Hologrammes de re´fe´rence re´alise´s pour deux tensions de biprisme
diffe´rentes mettant en e´vidence l’influence de la tension du biprisme sur la distance interfrange s et
la largeur de l’hologramme W
les bords du biprisme [64]. Elles doivent eˆtre impe´rativement retire´es lors du traitement des
hologrammes. On remarque aussi que la largeur de l’hologramme (de la zone d’interfe´rence) W ,
augmente avec la tension applique´e au fil du biprisme U . Ce phe´nome`ne impose a` la source
d’avoir une forte cohe´rence spatiale pour que le contraste des franges soit suffisant meˆme a` forte
tension (forte largeur W ). La distance s entre les franges de l’hologramme, dans la zone de
superposition, est inversement proportionnelle a` la tension U applique´e sur le fil.
Formation the´orique de l’hologramme
L’intensite´ dans l’image s’e´crit comme le carre´ du module de la fonction d’onde image
de´finie dans l’e´quation(3.6) :
I(~r) = ψi(~ρ, z)× ψ
∗
i (~ρ, z) = |ψ(~ρ, z)⊗K(~ρ)|
2 = |Ai(~r)|
2 (3.15)
L’intensite´ d’un hologramme off-axis peut eˆtre obtenue en utilisant l’expression pre´ce´dente a`
laquelle on ajoute a` l’onde image, une onde plane (le vide) de re´fe´rence de fre´quence spatiale ~qc
correspondant a` la rotation du front d’onde de re´fe´rence cre´e´e par le biprisme [64] :
Iholo(~ρ) = |ψ(~ρ, z) ⊗K(~ρ) + exp(i~qc.~ρ)|
2
= 1 +A2i (~r) + 2Ai(~r)cos(~qc.~ρ+ ξi(~ρ))
(3.16)
L’intensite´ de l’hologramme est donc la somme de plusieurs termes : l’intensite´ de la re´fe´rence
et de l’onde image (identique a` celle obtenue en conventionnel ou en HREM), avec en plus
un syste`me de franges sinuso¨ıdales posse´dant une phase locale ξi et une amplitude locale Ai
correspondant respectivement a` la phase et l’amplitude de l’onde image. Ce sont les franges
fines de l’hologramme. A partir de cette figure d’interfe´rence on peut remonter a` l’information
pre´sente dans la phase, moyennant un traitement adapte´ de´crit dans la suite.
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Reconstruction de la phase et de l’amplitude du faisceau e´lectronique
En pratique la proce´dure utilise´e pour reconstruire un hologramme e´lectronique (c’est-a`-
dire pour re´cupe´rer la phase et l’amplitude de l’onde image) est sche´matise´e sur la figure(3.3).
On re´alise une premie`re transforme´e de Fourier de l’hologramme que l’on peut exprimer sous la
forme [64] :
TF (Iholo(~ρ)) = δ(~q) + δ(~q)⊗ TF (A
2
i (~r))+δ(~q − ~qc)⊗ TF (Ai(~r)exp(−iξi(~ρ)))+
δ(~q + ~qc)⊗ TF (Ai(~r)exp(iξi(~ρ)))
(3.17)
L’e´quation ci-dessus contient quatre termes : un pic de Dirac a` l’origine ~q = ~0 correspon-
dant a` la transforme´e de Fourier de l’intensite´ uniforme de l’image de re´fe´rence, un second pic
centre´ sur l’origine ~q = ~0 comprenant la transforme´e de Fourier de la distribution d’intensite´
de l’image TEM normale appele´ bande centrale, un pic centre´ sur la fre´quence ~q = −~qc com-
prenant la transforme´e de Fourier de la fonction d’onde image, un dernier pic centre´ sur ~q = ~qc
correspondant a` la transforme´e de Fourier du complexe conjugue´ de la fonction d’onde image ;
les deux derniers correspondent aux bandes late´rales. Ces diffe´rentes zones sont visibles dans la
FFT reporte´e sur la figure(3.3). La proce´dure de reconstruction consiste a` re´aliser un traitement
des phases ge´ome´triques sur la tache de la bande late´rale, reporte´ dans le paragraphe(3.1.2). On
peut ainsi remonter a` l’image complexe correspondant a` l’onde image ψi. Il est alors possible de
remonter se´pare´ment a` l’amplitude Ai et a` la phase ξi de cette onde.
Fig. 3.3 – Reconstruction de la phase de l’onde image a` partir d’un traitement des phases ge´ome´-
triques re´alise´ sur la bande late´rale de la FFT de l’hologramme
Le traitement complet de la bande late´rale n’est re´alisable que si la fre´quence ~qc choisie
est suffisamment large (s suffisamment petite) pour se´parer correctement la bande centrale (dite
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d’autocorre´lation) de la bande late´rale conside´re´e, de manie`re a` ce que le masque n’englobe que
la bande late´rale. Le masque utilise´ est le plus souvent circulaire, mais on ajoute en ge´ne´ral des
bords ” diffusifs ” pour minimiser les effets de bords. On utilise pour cela des masques de type
Gaussien ou Lorentzien.
Conditions expe´rimentales d’illumination en holographie e´lectronique
Une tre`s bonne cohe´rence ne´cessite un faisceau e´lectronique le plus paralle`le possible. Si on
conside`re la configuration ge´ome´trique de l’holographie e´lectronique, on voit qu’il n’est pas force´-
ment ne´cessaire d’avoir un faisceau d’e´lectrons parfaitement circulaire. Un faisceau tre`s cohe´rent
mais ayant une luminosite´ suffisante peut eˆtre obtenu en utilisant une source e´lectronique FEG
avec un syste`me de lentilles condenseur utilise´ pour produire une illumination tre`s elliptique per-
mettant d’augmenter la cohe´rence spatiale perpendiculairement au biprisme (figure(3.4)) [64].
Un bon hologramme est caracte´rise´ par un contraste des franges C = Imax−IminImax+Imin ≥ 15% ou` Imax
Fig. 3.4 – Condition d’illumination elliptique ne´cessaire a` l’obtention d’un bon hologramme
correspond au maximum d’intensite´ des franges et Imin au minimum.
Hologramme de re´fe´rence
Comme dans le cas de la haute re´solution, un hologramme peut eˆtre alte´re´ par les dis-
torsions des projecteurs et de la came´ra CCD mais aussi par les franges de Fresnel introduites
par le biprisme. Ces distorsions sont, par nature, ge´ome´triques et invariantes dans le temps ; il
est donc tre`s simple de retirer leurs contributions. Un hologramme de re´fe´rence doit ainsi eˆtre
obtenu pour chaque hologramme objet, en retirant l’objet du champ d’observation sans changer
aucune condition expe´rimentale sur l’optique du microscope. Une correction est alors possible
en re´alisant une division des deux images complexes reconstruites a` partir de la tache de la
bande late´rale (e´chantillon + re´fe´rence) correspondant aux deux ondes images dans l’espace
re´el, ou de soustraire les phases associe´es. Cette proce´dure est illustre´e dans la figure(3.5). On
remarque que la diffe´rence entre l’image de phase de l’hologramme objet avant et apre`s la cor-
rection des distorsions est tre`s importante. L’utilisation d’un hologramme de re´fe´rence permet
aussi un meilleur centrage du masque sur le centre de la bande late´rale conside´re´e [64]. Les
franges d’interfe´rence de l’hologramme forment normalement une seule forte fre´quence spatiale
dans l’espace de Fourier, au centre de la bande late´rale. Dans la pratique, il arrive que ce centre
ne soit pas bien de´fini (tache tre`s e´tale´e et anisotrope). Ceci pose un se´rieux proble`me lors de la
reconstruction de l’hologramme. Par contre, en utilisant un hologramme de re´fe´rence, la position
de la bande late´rale peut eˆtre de´termine´e avec une pre´cision de ±1 pixel en se´lectionnant le pixel
de plus forte amplitude. L’utilisation des meˆmes coordonne´es pour se´lectionner la bande late´rale
des FFTs des hologrammes objet et re´fe´rence, supprime les phases additionnelles qui peuvent
apparaˆıtre dans la phase reconstruite si la position de la bande late´rale n’est pas correctement
de´termine´e.
Enfin lorsque la phase est calcule´e nume´riquement, elle est e´value´e modulo 2pi, ce qui veut dire
que des discontinuite´s de phase, aucunement relie´es a` une proprie´te´ physique de l’objet, peuvent
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Fig. 3.5 – Processus de correction des distorsions, introduites par l’optique e´lectronique dans la
phase de l’hologramme objet, graˆce a` un hologramme de re´fe´rence
apparaˆıtre lorsque la diffe´rence de phase de´passe 2pi a` certains endroits. L’image de phase doit,
dans ce cas la`, subir un de´pliement (unwrapping) permettant de se de´barrasser de ces disconti-
nuite´s. C’est ce qui est reproduit dans l’image(3.5). Pour cela nous avons utilise´ des algorithmes
correspondant a` diffe´rentes me´thodes de de´pliement de phase (type Goldstein, Flynn ou hybride)
[74], de´ja` implante´s dans l’environnement Digital Micrograph [75].
Contribution du potentiel interne a` la phase
La phase de l’onde e´lectronique qui passe a` travers un e´chantillon de microscopie e´lectro-
nique en transmission, est sensible a` la fois au potentiel e´lectrostatique et a` la composante dans
le plan de l’induction magne´tique pre´sente dans l’e´chantillon, inte´gre´e le long de la trajectoire
e´lectronique. Etant donne´ que les mate´riaux e´tudie´s dans cette the`se ne sont pas magne´tiques,
nous conside`rerons seulement la partie e´lectrostatique. Si on ne´glige les effets dynamiques (cas
d’un e´chantillon mince, ou dans des axes de zones faiblement dynamiques), la variation de phase
de l’onde e´lectronique a` la sortie du mate´riau, introduite dans l’e´quation(3.4), peut se re´e´crire
suivant l’expression(3.18) si le potentiel ne varie pas le long de la direction z :
ξ(~ρ) = CE
∫
V (~ρ, z)dz = CEVp(~ρ)t(~ρ) (3.18)
ou` Vp correspond au potentiel projete´ e´lectrostatique. La composante Vp de la phase
contient en majorite´ un terme potentiel e´lectrostatique provenant du potentiel interne de l’e´chan-
tillon, qui de´pend de la composition chimique locale et de la densite´ de l’e´chantillon [65, 67, 64],
mais aussi des potentiels additionnels pouvant provenir de champ e´lectrique se superposant a`
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l’e´chantillon, comme des champs piezoe´lectriques [70] ou des surfaces de de´ple´tion dans les jonc-
tions PN [76]. L’image de phase obtenue a` partir du traitement de Fourier d’un hologramme
permettra de tracer une image 2D du potentiel projete´ expe´rimente´ par le faisceau d’e´lectrons.
La phase peut eˆtre mesure´e avec une sensibilite´ de quelques dizaines de mrad [77]. Si on consi-
de´re une e´paisseur constante, une sensibilite´ de 25mV sur le potentiel interne peut parfois eˆtre
obtenue [68].
Au cours de ce travail nous nous sommes inte´resse´s essentiellement a` l’holographie HREM
pre´sente´e au prochain paragraphe.
3.2.2 Cas particulier de l’Holographie e´lectronique HREM
Le principe de formation de l’hologramme est exactement le meˆme que celui pre´sente´
pre´ce´demment. On a superposition des franges atomiques et des franges de l’hologramme comme
reporte´ sur l’image(3.6). Un important changement est observe´ dans la FFT de l’hologramme ou`
la bande centrale est maintenant constitue´e par le diffractogramme classique de l’image HREM
forme´ par les diffe´rentes fre´quences spatiales ~g associe´es aux familles de plans en zone. Les
bandes late´rales sont, quant a` elles, constitue´es par des taches aux fre´quences spatiales ±~qc + ~g
correspondant a` l’interfe´rence entre les faisceaux diffracte´s ~g formant l’image HREM et l’onde
de re´fe´rence (figure(3.6)).
Fig. 3.6 – Hologramme HREM d’un e´chantillon de Silicium ou` l’on voit nettement la superposition
entre les franges atomiques et les franges de l’hologramme. On distingue dans la FFT la se´paration
entre la bande centrale et les bandes late´rales constitue´es des fre´quences spatiales correspondantes
aux faisceaux diffracte´s ~g formant l’image HREM
La bande late´rale correspond tout simplement a` la FFT de la fonction d’onde image
formant l’image HREM comme de´montre´ dans l’e´quation(3.17). On n’est donc pas e´tonne´ de
trouver une de´composition de la bande late´rale en fre´quences spatiales ~g, puisque nous avons
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montre´ dans l’e´quation(3.1), que la fonction d’onde image complexe peut toujours eˆtre de´velop-
pe´e en se´rie de Fourier sur les faisceaux diffracte´s a` l’origine de l’image HREM. Une division de
la FFT de la fonction d’onde image complexe pre´sente dans la bande late´rale, par la fonction de
transfert permet de retrouver la FFT de la fonction d’onde objet. En re´alisant une FFT inverse
de l’image ainsi calcule´e, on reconstruit par ce processus, une image HREM corrige´e de toutes
les aberrations du microscope. C’est une des principales applications de l’holographie HREM
rencontre´e dans la litte´rature [78, 64]. Un traitement original de l’hologramme HREM a pu eˆtre
effectue´ par Sheerschmidt et al [79] qui, en travaillant sur chacune des taches ~g constituant la
bande late´rale a pu, moyennant des calculs de the´orie dynamique dans le formalisme des ondes
de Bloch 3D, remonter aux coefficients de Fourier du potentiel.
Dans ce genre d’expe´rience, la principale difficulte´ provient de la ne´cessite´ de pouvoir se´parer les
taches provenant de la bande centrale de celles provenant de la bande late´rale. Cet ajustement
se fait expe´rimentalement en se´lectionnant une tension de biprisme approprie´e, tout en essayant
d’e´viter les divers artefacts comme le vignetage introduit par le biprisme, les franges de Fresnel,
etc ... pouvant intervenir dans l’image. Tous ces artefacts ont e´te´ re´sume´s par H.Lichte et al [73].
Au cours de cette the`se, nous avons de´veloppe´, en collaboration avec M.J. Hy¨tch, un traitement
des hologrammes HREM base´ sur l’analyse GPA des diffe´rentes taches ~g pre´sentes dans la bande
late´rale, dans une approche identique a` celle employe´e par Sheerschmidt et al. On montre que la
de´formation peut eˆtre obtenue a` partir de ce traitement combinant ainsi l’information chimique
du potentiel interne ou l’information piezoe´lectrique relie´e a` l’e´tat de contrainte de la couche a`
l’information structurale. Ces de´veloppements, ainsi que leurs applications aux mate´riaux e´tu-
die´s, seront expose´s en de´tail dans la deuxie`me partie traitant des re´sultats expe´rimentaux et
the´oriques.
3.3 Conclusion
Dans ce chapitre, nous avons re´sume´ les bases de la formation d’une image HREM et dis-
cute´ de l’importance des conditions expe´rimentales, notamment des caracte´ristiques du micro-
scope (aberration sphe´rique, de´focalisation, etc ...). On verra dans la suite comment l’utilisation
d’un microscope e´quipe´ d’un correcteur d’aberration sphe´rique permet d’ame´liorer les conditions
d’imagerie. Nous avons e´galement pre´sente´ le traitement des images HREM par la me´thode des
phases ge´ome´triques (GPA) qui permet d’acce´der a` une cartographie bidimensionnelle du champ
de de´formation de la zone e´tudie´e par rapport a` une re´fe´rence. Ces calculs pourront ensuite eˆtre
compare´s aux re´sultats obtenus avec le CBED.
Nous nous sommes ensuite inte´resse´s aux hologrammes e´lectroniques dont le traitement consiste
a` re´aliser une analyse GPA des bandes late´rales afin de re´cupe´rer une cartographie bidimen-
sionnelle de la phase du faisceau d’e´lectrons. Dans le cas d’un mate´riau non-magne´tique, nous
avons e´crit la relation entre la phase mesure´e, potentiel interne du cristal V0 et l’e´paisseur t.
L’inte´reˆt de cette technique provient de la possibilite´ de relier la valeur de V0 mesure´e, a` la
composition chimique de la couche. Dans un premier temps nous nous sommes focalise´s sur l’ho-
lographie HREM qui permet une combinaison astucieuse entre l’analyse structurale apporte´e
par le traitement GPA de la bande centrale et l’analyse chimique, graˆce au traitement de la
bande late´rale. Mais beaucoup d’autres informations peuvent eˆtre obtenues par un traitement
pousse´ de la bande late´rale.
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Deuxie`me partie
Etudes par diffraction e´lectronique
en faisceau convergent
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Chapitre 4
Optimisation des conditions
expe´rimentales
N
ous allons commencer par pre´senter les conditions expe´rimentales qui ont permis de
re´aliser des cliche´s exploitables quantitativement. L’arrive´e du GIF (Gatan Image Filter)
en milieu de the`se, a permis d’ame´liorer conside´rablement la qualite´ des cliche´s, ainsi
que les re´sultats qui en de´coulaient. Nous nous inte´resserons aussi au de´veloppement d’une
technique fiable de de´tection des lignes, obtenue graˆce a` un algorithme de Transforme´e de Hough
permettant de de´terminer la de´formation a` partir de la position des fines lignes de HOLZ.
4.1 Filtrage e´lastique
Les divers cliche´s (CBED, LACBED, etc ...) obtenus lors de cette the`se ont e´te´ re´alise´s
essentiellement graˆce a` un microscope e´lectronique en transmission FEI TECNAI F20 e´quipe´
d’un canon a` e´mission de champ de type Shotcky (FEG) fonctionnant a` 200kV , d’un correcteur
d’aberration sphe´rique (voir annexe(C)) et d’un GIF. Certains cliche´s ont e´te´ obtenus sur 2
autres microscopes Philips, CM20 et CM30, e´quipe´s de canons LaB6 fonctionnant respectivement
a` 200kV et 300kV . Tous les renseignements techniques sur le fonctionnement de ce type de
microscope sont reporte´s en annexe(B). Les cliche´s CBED et LACBED sont re´alise´s a` une tension
de 200kV (meˆme au CM30), de manie`re a` avoir un nombre de lignes de HOLZ suffisamment
important [12]. En effet, plus la tension est basse plus la sphe`re d’Ewald posse`de un faible
rayon, ce qui autorise plus de diffraction de HOLZ. Les cliche´s sont re´alise´s en utilisant le mode
nanoprobe des lentilles objectifs de ces microscopes, de manie`re a` travailler avec les sondes
e´lectroniques les plus petites et les plus convergentes possibles sur l’e´chantillon. Le microscope
est e´quipe´ d’un porte-objet double inclinaison de FEI permettant de s’orienter dans toutes les
directions du cristal sur une amplitude de ±20˚ . Les e´chantillons cristallins e´tudie´s sont pre´pare´s
suivant les techniques classiques expose´es en annexe(E). Nous discuterons en de´tail, par la suite,
de l’influence du type de pre´paration sur la fac¸on d’aborder le proble`me ainsi que sur les re´sultats
expe´rimentaux obtenus.
Les cliche´s obtenus au TECNAI sont enregistre´s soit par une came´ra CCD Multiscan (1024 ×
1024 pixels) de chez Gatan place´e sous l’e´cran e´lectroluminescent du microscope, soit par la
came´ra CCD Ultrascan du GIF (2048 × 2048 pixels). Au CM30, on retrouve la meˆme came´ra
Multiscan de Gatan alors que les images obtenues au CM20 sont capture´es sur plaques photo
puis nume´rise´es avec un scanner. L’attrait du TECNAI, pour la diffraction e´lectronique en
faisceau convergent, provient de la possibilite´ de filtrer e´lastiquement graˆce au GIF. En effet,
lors de la traverse´e de l’e´chantillon les e´lectrons vont subir diverses interactions e´lastiques et
ine´lastiques. Les e´lectrons ayant subi des interactions ine´lastiques vont cre´er un fond continu qui
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de´grade conside´rablement la qualite´ des cliche´s. Le GIF permet, graˆce a` un prisme magne´tique,
de se´parer les e´lectrons suivant leur e´nergie et ainsi de cre´er un spectre de perte d’e´nergie des
e´lectrons (EELS : Electron Energy Loss Spectroscopy) relie´ aux interactions e´lectroniques avec
l’e´chantillon (voir figure(4.1))[80]. Ces spectres contiennent beaucoup d’informations [80], mais
nous ne nous inte´ressons qu’aux e´lectrons ayant interagi e´lastiquement avec l’e´chantillon, qui
sont concentre´s dans le pic sans perte. Le GIF posse`de une fente dans le plan du spectre qui
peut eˆtre place´e sur une zone d’e´nergie choisie (le pic sans perte dans notre cas), puis reproduit
l’image observe´e avec les seuls e´lectrons qui ont traverse´ la fente, graˆce a` l’optique place´e derrie`re
le prisme magne´tique(voir figure(4.1)). On obtient une image filtre´e sur l’e´nergie se´lectionne´e par
la fente.
Fig. 4.1 – Filtrage d’un cliche´ CBED par le GIF. On forme un spectre EELS au niveau du plan
de spectre, puis on se´lectionne le pic sans perte avec une fente place´e dans ce plan. L’optique
multipolaire reforme ensuite l’image a` partir des e´lectrons se´lectionne´s. On obtient un cliche´ CBED
filtre´ e´lastiquement
Le GIF nous permet ainsi d’augmenter le contraste des fines lignes de HOLZ noye´es dans
le fond continu, dont la position est tre`s sensible aux variations de parame`tres re´ticulaires.
L’ame´lioration reste meˆme importante pour un cliche´ LACBED malgre´ le fort pouvoir filtrant
de´ja` pre´sent dans ce type de cliche´. Nous avons ainsi reporte´ sur les figures(4.2.a) et (4.2.b), les
montages mettant en e´vidence l’effet du filtrage pour un cliche´ CBED et LACBED pris dans
l’axe [130] du silicium. Les lignes fines observe´es au centre de l’axe de zone du cliche´ LACBED
correspondent au cliche´ CBED centre´ sur cette re´gion.
Enfin, nous avons vu pre´ce´demment que l’e´paisseur des e´chantillons traverse´e par les e´lec-
trons avait une e´norme importance sur la finesse des lignes d’un cliche´ CBED. Les techniques
de pre´paration ne´cessaires a` l’observation au microscope, expose´es en annexe(E), permettent
la re´alisation d’e´chantillon dont l’e´paisseur est comprise entre 10nm et 600nm. Les e´paisseurs
optimales utilise´es pour les diffe´rentes expe´riences de faisceau convergent sont comprises entre
200nm et 400nm.
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a) b)
Fig. 4.2 – a) Montage mettant en e´vidence l’effet du filtrage e´lastique sur un cliche´ CBED pris en
axe [130] du silicium. L’ame´lioration est impressionnante lorsque l’on regarde les franges dynamiques
qui couvrent toute l’image (droite : non filtre´ ; gauche : filtre´) b) Meˆme montage pour un cliche´
LACBED ou` l’apport du GIF reste appre´ciable, malgre´ le fort pouvoir filtrant du diaphragme SA.
4.2 Apport du correcteur d’aberration sphe´rique
L’aberration sphe´rique est un des de´fauts majeurs des lentilles e´lectromagne´tiques utili-
se´es dans le microscope e´lectronique ; mais depuis peu les correcteurs d’aberration sphe´rique
permettent de minimiser voire d’e´liminer ce de´faut pour l’objectif (voir annexe(C)). Ce correc-
teur, installe´ sur le TECNAI au CEMES, apporte d’e´normes avantages a` la technique de haute
re´solution, mais posse`de-t-il des avantages pour la diffraction en faisceau convergent ? Concer-
nant l’ame´lioration des cliche´s CBED et notamment le contraste des lignes de HOLZ, aucun
changement n’a e´te´ observe´ selon que le correcteur est en fonction ou non. Mais un effet be´ne´-
fique est observe´ lorsque l’on re´alise un cliche´ LACBED.
Nous avons vu que la formation d’un cliche´ LACBED ne´cessite de sure´lever l’e´chantillon for-
mant ainsi un cliche´ de points au niveau du plan image de l’objectif. Les taches forme´es sont
tre`s affecte´es par l’aberration sphe´rique de l’objectif comme le montre la figure(4.3.a). On ob-
serve en effet un halo autour de la tache centrale et des traˆıne´es perturbant les taches diffrac-
te´es. Ces effets empeˆchent d’utiliser un petit diaphragme SA de pouvoir filtrant plus important
qu’un gros diaphragme, car il risque d’introduire des zones sombres dans l’image en coupant le
halo ou les traˆıne´es diffuses [12]. Le correcteur d’aberration sphe´rique, en supprimant ces effets
(figure(4.3.b)), permet l’utilisation de diaphragmes plus petits, ce qui peut s’ave´rer d’une grande
utilite´ pour l’e´tude de petits de´fauts comme les boucles de dislocations [12, 81].
La suite s’inte´resse aux de´veloppements re´alise´s pour permettre la de´termination des pa-
rame`tres de maille et de la tension du microscope a` partir des cliche´s CBED obtenus expe´ri-
mentalement. Un algorithme base´ sur la transforme´e de Hough a permis une de´tection et une
comparaison syste´matique entre les cliche´s expe´rimentaux et les simulations. On discutera aussi
du choix de l’axe de zone utilise´ en fonction de son caracte`re plus ou moins dynamique.
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a) b)
Fig. 4.3 – a)Cliche´ LACBED dans le plan image, d’un cristal de Silicium en axe [001] sans correcteur
d’aberration sphe´rique b) meˆme zone avec un correcteur de Cs
4.3 De´termination des parame`tres de maille d’un cristal et de
la tension d’acce´le´ration du microscope : principe de la me´-
thode
L’influence de la variation des parame`tres re´ticulaires sur la position des lignes a e´te´
mise en e´vidence dans le paragraphe(2.2.2). Afin d’utiliser cette proprie´te´ pour de´terminer les
parame`tres re´ticulaires d’un cristal quelconque a` partir d’un cliche´ CBED expe´rimental, nous
avons utilise´ une me´thode simple pour de´tecter les lignes du cliche´ expe´rimental et comparer
leurs positions avec celles obtenues graˆce aux simulations.
4.3.1 De´tection pre´cise de la position des lignes
Dans les cliche´s expe´rimentaux, les lignes sont souvent perturbe´es par divers phe´nome`nes
comme l’absorption, les croisements dynamiques, etc ... Les simulations cine´matiques quant
a` elles, fournissent des cliche´s contenant des lignes droites, parfaites, comme le montre les
figures(2.12). Afin de comparer la position des lignes expe´rimentales a` celles des lignes simu-
le´es, il est ne´cessaire de re´duire le cliche´ expe´rimental a` un ensemble de droites qui pourront
ainsi eˆtre de´crites analytiquement. Avec la transforme´e de Hough, chaque ligne pre´sente dans
l’image originale (”espace direct”) est transforme´e en un point dans le plan de Hough [22]. En
effet, une ligne dans un espace a` deux dimensions peut eˆtre de´crite par deux parame`tres. Si on
de´finit l’angle β et le vecteur ~r perpendiculaire a` la ligne l (voir figure(4.4.a)), alors celle-ci peut
eˆtre de´crite par l’e´quation :
xcosβ + ysinβ = |~r| (4.1)
ou` x et y correspondent aux axes carte´siens de´finis dans le cliche´ expe´rimental. La transforme´e
de Hough de la ligne l de´crite par ~r et β est un point de coordonne´e ~r et β dans l’espace de
Hough (voir figure(4.4.d)). La transformation H(~r, β) est donne´e par :
H(~r, β) =
∑
(x,y)∈l
I(x, y) (4.2)
ou` I est la valeur de l’intensite´ aux coordonne´es (x, y) dans le cliche´ expe´rimental. Le choix
des coordonne´es est arbitraire puisque seule la position relative entre les lignes est importante.
64
4.3 De´termination des parame`tres de maille d’un cristal et de la tension
d’acce´le´ration du microscope : principe de la me´thode 65
Fig. 4.4 – Processus de de´tection nume´rique des lignes expe´rimentales graˆce a` la combinaison des
transforme´es de Hough directe et inverse (TH et TH−1) obtenues avec le programme re´alise´ durant
la the`se.
La sommation est discre`te sur le nombre fini de pixels pre´sents dans l’image expe´rimentale
enregistre´e graˆce a` une came´ra CCD ou digitalise´e depuis une photographie. Le re´sultat de la
TH est une image constitue´e de taches de diffe´rentes intensite´s dans l’espace de Hough. Pour
remonter aux parame`tres ~r et β de chaque ligne, il est ne´cessaire de localiser pre´cise´ment le
centre de chaque tache.
Nous avons pour cela de´veloppe´ un programme sous le langage IDL[82] permettant de calculer la
TH d’une image expe´rimentale, puis de de´tecter les lignes et de´terminer leurs parame`tres β et ~r
afin de calculer leurs e´quations. Pour de´terminer correctement le centre de la tache se´lectionne´e
dans l’espace de Hough, il est important d’ame´liorer le plus possible le rapport signal sur bruit
de la transforme´e de Hough. Pour cela nous re´alisons une se´quence de traitement de l’image
initiale reproduite sur la figure(4.4). Apre`s inversion du poids des pixels du cliche´ expe´rimental,
on effectue un seuillage de l’image (voir figure(4.4.c)) afin de maximiser le contraste entre les
lignes blanches et le fond continu. Ces ope´rations sont re´alise´es graˆce au logiciel Photoshop[83].
On effectue ensuite la TH de l’image ainsi traite´e avec notre programme. On montre que ce
traitement ame´liore grandement le contraste entre le centre des taches de la transforme´e et le
fond continu. On se´lectionne ensuite les taches dans l’espace de Hough et leur profil d’intensite´
est ajuste´ avec un profil gaussien (voir figure(4.4.e)), le maximum correspondant au centre de la
tache donne les valeurs de β et ~r. L’image contenant les n lignes reconstruites est obtenue par
transforme´e de Hough inverse (voir figure(4.4.f)). Ainsi a` chaque ligne expe´rimentale on associe
une e´quation affine dans le repe`re de´fini initialement, nous permettant de calculer facilement les
distances dexp entre croisements.
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4.3.2 Comparaison avec des simulations cine´matiques : ajustement des moindres
carre´s
Nous de´terminons les parame`tres re´ticulaires du cristal ainsi que la tension du microscope
en comparant les distances expe´rimentales entre croisements de lignes dexp avec les distances
the´oriques dtheo entre ces meˆmes croisements obtenus a` partir de simulations. Comme nous
re´alisons une simple comparaison ge´ome´trique, nous utiliserons en premier lieu des simulations
cine´matiques re´alise´es a` partir du logiciel Electron diffraction [25]. L’ajustement entre le cliche´
expe´rimental et les cliche´s simule´s se fait par une me´thode des moindres carre´s en minimisant le
coefficient χ2 :
χ2 =
∑
i
(ditheo − cid
i
exp)
2
N
(4.3)
ou` di sont les distances entre les croisements, ci un facteur de normalisation qui peut eˆtre inter-
pre´te´ comme la longueur de came´ra et N le nombre total de points. Afin de re´aliser l’ajustement,
nous avons de´veloppe´ un programme sous IDL [82] qui permet de comparer un cliche´ expe´ri-
mental avec un nombre de simulations plus ou moins important suivant la pre´cision recherche´e.
Le programme trace la variation du coefficient χ2 en fonction du parame`tre que nous faisons
varier dans les simulations. Le meilleur accord correspond a` la plus petite valeur de χ2. A titre
d’exemple la figure(4.5) expose la me´thode utilise´e pour mesurer la tension d’acce´le´ration du
TECNAI avec le cliche´ CBED d’un e´chantillon de GaAs observe´ dans l’axe [230]. On se´lec-
tionne 6 lignes a` de´tecter par la transforme´e de Hough (6 taches dans l’espace de Hough), sur
le cliche´ expe´rimental et les simulations. Celles-ci sont re´alise´es pour diffe´rentes tensions d’ac-
ce´le´ration allant de 199kV a` 201kV avec un pas de 100V . On de´termine ici une tension de
200, 4 ± 0, 05kV lorsque l’on utilise des simulations cine´matiques pour re´aliser la comparaison.
On appre´cie a` l’oeil le mouvement des lignes avec la tension dans le petit cercle reporte´ sur les
5 simulations pre´sente´es. En comparant les diagrammes par le biais des distances entre croi-
sements, il n’est pas ne´cessaire de connaˆıtre parfaitement l’orientation du cristal par rapport
a` la direction incidente du faisceau, i.e. l’axe de zone exact. Un changement d’orientation du
cristal modifiera le cliche´ dans son ensemble, sans affecter la position relative entre les lignes. Le
point faible de la me´thode provient de l’utilisation des simulations cine´matiques qui ne sont pas
force´ment correctes dans un axe de zone ou` les effets dynamiques sont importants. On observe
en effet, une disparite´ des mesures suivant l’axe de zone utilise´ pour re´aliser le cliche´ CBED.
4.3.3 Influence du type d’axe de zone
Nous avons re´alise´ deux mesures de tension a` partir de deux cliche´s CBED obtenus le
meˆme jour au TECNAI sur du silicium dans l’axe [130] et [150]. Les simulations sont toujours
effectue´es dans l’approximation cine´matique. La figure(4.6) pre´sente les re´sultats obtenus. A
partir du cliche´ CBED en axe [130] on obtient un accord optimum pour une tension de 198, 8kV .
Le cliche´ pris dans l’axe [150] nous donne un accord pour une tension de 199, 4kV . On mesure
donc deux valeurs de tension diffe´rentes, et l’e´cart est supe´rieur a` la pre´cision de la me´thode.
On ne peut donc conside´rer cette diffe´rence comme faisant partie de l’incertitude de mesure.
Comment expliquer cette diffe´rence de mesure ? Nous allons voir que cela est duˆ a` la
pre´cision des simulations cine´matiques. Il est en effet important de remarquer que les lignes
de HOLZ de l’axe [130] croisent des franges provenant de 8 lignes dynamiques qui entourent
cette zone. Ces lignes dynamiques ont une influence sur la position des lignes de HOLZ par
l’interme´diaire d’effets dynamiques que la the´orie cine´matique ne prend pas en compte. L’axe
[150] quant a` lui ne pre´sente que 2 lignes dynamiques. On peut donc penser que la position
des lignes de HOLZ dans l’axe [150] se rapproche plus de leurs positions cine´matiques que les
lignes observe´es dans l’axe [130] ce qui explique cette diffe´rence de mesure. Mais l’axe [150]
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Fig. 4.5 – De´termination de la tension d’acce´le´ration du microscope par minimisation du coefficient
χ2 calcule´ avec le cliche´ expe´rimental et les simulations cine´matiques
n’est-il pas tout de meˆme un peu influence´ par ces effets ? On ne peut le dire sans comparer les
simulations cine´matiques et dynamiques de cet axe de zone. Il nous est donc ne´cessaire d’e´tudier
la formation des cliche´s CBED avec la the´orie dynamique afin de mieux comprendre les effets
pouvant modifier la position des lignes. Ceci nous ame´nera a` de´finir les crite`res de se´lection d’un
axe de zone permettant de faire des simulations cine´matiques. Il est aussi inte´ressant de noter
la diffe´rence entre la mesure de la tension pre´sente´e sur la (figure(4.5)) et celles obtenues sur
la (figure(4.6)). Ceci provient du fait que les cliche´s CBED utilise´s n’ont pas e´te´ pris durant la
meˆme pe´riode. Cela montre qu’il est important de refaire la mesure de la tension pour chaque
expe´rience re´alise´e.
4.3.4 Comparaison avec des simulations dynamiques
On de´termine maintenant la tension d’acce´le´ration en comparant les cliche´s CBED en axe
de zone [130] et [150], avec les simulations dynamiques, re´alise´es pour les meˆmes tensions que
les simulations cine´matiques. L’accord entre l’expe´rience et les simulations est le meˆme pour les
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Fig. 4.6 – De´termination de la tension d’acce´le´ration du mircroscope a` partir des cliche´s CBED
du silicium observe´s dans les axes [130] et [150]. La comparaison avec les simulations cine´matiques
permet d’obtenir une tension de 198, 8kV avec le cliche´ en axe [130] et 199, 4kV avec celui observe´
en axe [150]
deux axes de zone : 199, 7kV (voir figure(4.7)).
Ce re´sultat montre l’influence des interactions dynamiques sur la position des lignes de
HOLZ, et la ne´cessite´ d’effectuer des simulations dynamiques pour de´terminer les parame`tres
de maille ou la tension a` partir de la position des lignes. De plus, on remarque que ce re´sultat
est plus proche de celui trouve´ cine´matiquement avec l’axe [150] (199, 4kV ) que de celui obtenu
avec l’axe [130] (198, 8kV ). Ceci provient du nombre supe´rieur de lignes dynamiques pre´sentes
dans l’axe [130] (8 lignes) compare´ a` l’axe [150](2 lignes). Sachant qu’il faut en moyenne de
2 a` 5 heures pour re´aliser une simulation dynamique pre´cise, et quelques secondes seulement
pour re´aliser une simulation cine´matique, il est extreˆmement inte´ressant de pouvoir utiliser les
simulations cine´matiques. Pour cela il faut choisir un axe de zone ou` les effets dynamiques
sont minimines, mais aussi utiliser des corrections prenant en compte les petites perturbations
dynamiques re´siduelles.
4.3.5 HOLZ shift et simulations quasi-cine´matiques
Repre´sentation graphique des solutions de la the´orie dynamique : les surfaces de
dispersions
On repre´sente en the´orie dynamique les ondes de Bloch 3D |J〉, dans l’espace re´ciproque
sous forme de surfaces de dispersion. La surface de dispersion est constitue´e de n branches
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Fig. 4.7 – De´termination de la tension d’acce´le´ration du microscope a` partir des cliche´s CBED
du silicium observe´s dans les axes [130] et [150]. La comparaison avec les simulations dynamiques
(re´alise´es avec un programme de´veloppe´ au cour de cette the`se) permet d’obtenir une tension de
199, 7kV .
repre´sentant les lieux des vecteurs d’ondes autorise´s des n ondes de Bloch utilise´es dans le
calcul. C’est l’e´quivalent en physique du solide, de la sphe`re de Fermi avec un rayon tre`s grand
(faible longueur d’onde des e´lectrons). La surface de dispersion en deux ondes est repre´sente´e sur
la figure(4.8.a) avec ses deux branches et les taches 0 et ~g dans le re´seau re´ciproque. Les deux
branches de la surface de dispersion tangentent les deux sphe`res cine´matiques, repre´sentant
les lieux des vecteurs d’onde des ondes planes transmise et diffracte´e a` l’inte´rieur du cristal,
calcule´es dans l’approximation cine´matique. L’intersection entre les sphe`res cine´matiques 0 et ~g
de´termine la position exacte de Bragg. C’est en ce point que le lieu des solutions cine´matiques
(ondes planes : sphe`res cine´matiques) s’e´loigne le plus du lieu des solutions dynamiques (ondes
de Bloch : branches de la surface de dispersion).
Commune´ment en the´orie dynamique, on repre´sente la diffraction des HOLZ par des ondes
planes dont les lieux autorise´s dans le re´seau re´ciproque sont positionne´s sur une sphe`re cine´-
matique. Ainsi la position de Bragg de la ligne ~h (position de la ligne ~h dans le cliche´) devrait
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a) b)
Fig. 4.8 – a) Surfaces de dispersion en condition deux ondes dynamiques 0 et ~g b) Conditions 3
ondes : 0 et ~g dynamiques + ~h cine´matique appartenant a` la HOLZ n. Formation d’un de´calage
dynamique (HOLZ shift) (1) de la position de Bragg de la ligne ~h, dans le cas ou` seule la branche (1)
de la surface de dispersion est excite´e : condition dite quasi-cine´matique. Les sphe`res cine´matiques
sont construites a` partir des vecteurs d’ondes ~K a` l’inte´rieur du cristal, corrige´s de la re´fraction (voir
paragraphe(2.1.2))
eˆtre de´termine´e par l’intersection de la sphe`re cine´matique de ~h avec celle du faisceau transmis
0. Elle correspond a` la position cine´matique utilise´e dans les simulations du paragraphe(4.3.2).
Mais nous avons montre´ que cette position est e´loigne´e de sa position re´elle a` cause des inter-
actions avec les lignes dynamiques. La repre´sentation en surface de dispersion nous offre une
manie`re simple et e´le´gante de sche´matiser ces interactions. On montre en effet que la position
de Bragg de la ligne ~h, est dans la re´alite´, de´cale´e de l’intersection des sphe`res cine´matiques a`
l’intersection entre la sphe`re cine´matique et les branches de la surface de dispersion [45]. Si on
se trouve dans un axe de zone ou` une seule onde de Bloch est excite´e (une seule branche de la
surface de dispersion est alors conside´re´e), la position ”re´elle” de la ligne ~h se trouve de´cale´e de
la position cine´matique a` l’intersection entre la sphe`re cine´matique et cette branche majoritaire :
ce de´calage, appele´ le HOLZ shift, est repre´sente´ sur la figure(4.8.b). Ainsi dans ce type d’axe
dit quasi-cine´matique, il est possible de simuler la position des lignes de HOLZ avec la the´orie
cine´matique en corrigeant les positions cine´matiques d’une quantite´ calcule´e a` partir du HOLZ
Shift. Pour cela on commence par de´terminer les valeurs propres γ1 de l’onde de Bloch consi-
de´re´e, qui permettent de tracer la branche de la surface de dispersion dans le re´seau re´ciproque
[15]. La valeur (1) correspondant au HOLZ shift est alors naturellement de´duite pour chacune
des familles ~g. Un calcul analytique est aussi de´taille´ dans le papier de Lin et al [84] qui utilise
un traitement en perturbation pour traiter le proble`me. (1) est alors donne´e par :
(1) ≈ −
1
2k
∑
~g 6=~0
|U~g|
2
|~g|2
+ . . . (4.4)
On peut de´caler les lignes cine´matiques pour les amener sur leur position quasi-cine´matique
en jouant sur la tension d’acce´le´ration . Le de´calage de tension caracte´ristique de la correction
70
4.3 De´termination des parame`tres de maille d’un cristal et de la tension
d’acce´le´ration du microscope : principe de la me´thode 71
dynamique s’e´crit [84] :
∆E ≈
300k2(1)
(1 + 1, 1956.10−6E)nh
(4.5)
ou` h est la distance entre la ZOLZ et le plan de HOLZ contenant ~h, E est l’e´nergie des e´lectrons
incidents en eV , k est le vecteur d’onde des e´lectrons et (1) est de´fini sur la figure(4.8.b). Toutes
les distances k, (1) et h sont exprime´es en A˚−1. On a donc en main un moyen de calculer en
quelques secondes la position des lignes de HOLZ a` partir de simulations cine´matiques, corrige´es
des interactions dynamiques. Cependant cette approximation n’est valable que dans les axes ou`
une seule branche de la surface de dispersion est excite´e. Dans un axe ou` plusieurs
ondes de Bloch sont excite´es, plusieurs branches de la surface de dispersion sont a` conside´rer et
la position re´elle est beaucoup plus complique´e a` calculer. Dans ce type d’axe, en ge´ne´ral, les
disques diffracte´s contiennent n lignes d’exce`s fines tre`s proches, correspondant aux n conditions
d’intersections de la sphe`re cine´matique ~h avec les n branches de la surface de dispersion excite´es
[45]. Afin de pouvoir de´terminer correctement la position des lignes de HOLZ avec des simulations
quasi-cine´matiques, il est donc ne´cessaire de trouver un axe de zone satisfaisant les conditions
e´voque´es ci-dessus.
[230] : un axe de zone quasi-cine´matique ide´al
Au cours de la the`se, la majorite´ des cliche´s CBED ont e´te´ pris dans l’axe [230] qui se
re´ve`le eˆtre un axe quasi-cine´matique. Le choix s’est fait au regard de sa position vis a` vis de l’axe
principal [110] qui correspond a` la direction d’amincissement principale. Il se situe dans la bande
(004), i.e. entre les lignes dynamiques de type (004) (les lignes (002) e´tant interdites dans le Si
et autorise´es dans le GaAs), et fait un angle de 11, 3˚ avec l’axe [110] ; en section transverse, le
faisceau oriente´ suivant cet axe reste ainsi paralle`le a` l’interface puisque la direction de croissance
est [001]. Afin de choisir l’axe le plus quasi-cine´matique possible nous avons se´lectionne´ des
axes diffe´rents situe´s dans cette bande ([105],[104],[230],[130], etc ...) et nous avons compare´,
pour chacun d’eux, la position des lignes expe´rimentales avec la position des lignes simule´es en
the´orie cine´matique, quasi-cine´matique et dynamique. Les simulations sont re´alise´es pour une
tension pre´alablement mesure´e en utilisant des simulations dynamiques, comme pre´sente´ dans
le paragraphe(4.3.4). Les axes pour lesquels la position des lignes simule´es en the´orie dynamique
et quasi-cine´matique est la meˆme correspondent a` ceux recherche´s. La comparaison se fait par
l’interme´diaire des divers coefficients d’ajustement χ2 calcule´s entre le cliche´ expe´rimental et
chacune des simulations. On montre que la direction [230] correspond a` l’axe dont les coefficients
χ2 pour la simulation dynamique et quasi-cine´matique sont les meˆmes. Sur la figure(4.9), on
pre´sente les re´sultats obtenus pour l’axe [230] et l’axe [130].
Dans la suite nous nous inte´resserons a` l’application de ces de´veloppements pour mesurer
les de´formations dans les couches e´pitaxie´es pre´pare´es pour l’observation au microscope e´lectro-
nique en transmission.
4.3.6 Applications aux couches e´pitaxie´es
Il existe deux types principaux d’e´chantillons TEM pour les couches e´pitaxie´es : les e´chan-
tillons de type section transverse (CS) et les e´chantillons de type vue plane (VP). La re´alisation
pratique de ces e´chantillons est expose´e dans l’annexe(E). Le choix de l’une ou l’autre de ces
pre´parations va de´pendre de ce qu’on cherche a` observer et de la me´thode utilise´e pour re´soudre
le proble`me.
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Fig. 4.9 – Validation de l’hypothe`se quasi-cine´matique pour l’axe de zone [230]. Comparaison avec
l’axe [130] tre`s dynamique.
a) b)
Fig. 4.10 – a) Pre´paration de type section transverse permettant l’observation inde´pendante du
cliche´ CBED de la couche et du substrat. b) Pre´paration de type vue plane ou` le cliche´ CBED sera
une combinaison des informations de la couche et du substrat.
Cas des e´chantillons pre´pare´s en section transverse
Afin de pouvoir appliquer la me´thode expose´e pre´ce´demment pour mesurer la de´formation
dans la couche, il est ne´cessaire de pouvoir observer la couche e´pitaxie´e seule pour obtenir
un cliche´ CBED libre de toutes contributions du substrat. Il est donc important d’amincir
l’e´chantillon perpendiculairement a` l’interface comme pre´sente´ sur la figure(4.10.a). Ainsi les
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e´lectrons pourront traverser la couche et le substrat se´pare´ment. Cette pre´paration correspond a`
la technique de section transverse. Dans ce cas, on prend un cliche´ CBED de la couche e´pitaxie´e
et un cliche´ du substrat the´oriquement non de´forme´. En analysant la position des lignes du
cliche´ obtenu dans le substrat, dont le parame`tre re´ticulaire est connu, on de´termine la tension
d’acce´le´ration du microscope. Puis on de´termine les parame`tres cristallins a, b, c, α, β, γ de la
couche. Il est e´videmment impossible de mesurer les 6 parame`tres inde´pendemment, avec la
seule position des lignes d’un cliche´ CBED. Il est donc ne´cessaire de faire des hypothe`ses sur la
syme´trie du cristal e´pitaxie´ et, par conse´quent, sur la syme´trie du champ de de´formation. Dans
la suite, les mesures de de´formation ne seront jamais dissocie´es des hypothe`ses dans lesquelles
elles sont effectue´es : de´formation uniaxiale ou biaxiale, e´lasticite´ line´aire, etc ...
Cas des e´chantillons pre´pare´s en vue plane
La pre´paration en vue plane consiste a` amincir l’e´chantillon par le substrat, paralle`lement
a` l’interface, de telle sorte que les e´lectrons traverseront a` la fois la couche et le substrat. Le cliche´
CBED obtenu comprendra donc la contribution de la couche et du substrat (voir figure(4.10.b)).
En the´orie les cliche´s CBED ainsi observe´s sont forme´s par la superposition du cliche´ CBED de
la couche et du substrat [85]. Aussi, en premie`re approximation, pour chaque re´flexion ~g on aura
une ligne provenant de la couche et une ligne provenant du susbtrat. Dans le cas d’une e´pitaxie
pseudomorphe, ces deux lignes sont se´pare´es par un angle ∆θ (e´quation(4.6)) calcule´ dans un
premier temps par D.Cherns et al [85], puis par A.Armigliato et al [9, 86]. Cette se´paration a
pour origine la rotation relative entre les plans ~g de la couche et du substrat introduite par la
de´formation. Elle est donne´e par :
∆θ =
(1 + ν)
(1− ν)
f
2
sin(2θ) (4.6)
ou` ν est le coefficient de Poisson du substrat.
Cette rotation reste toujours identique tant que l’e´pitaxie est pseudomorphe ; aussi bien
dans le cas ou` la couche se trouve comple`tement contrainte et le substrat libre, que dans le cas
ou` la contrainte se re´partit dans la couche et dans le substrat [9]. L’application de la formule
de Cherns 4.6) permet donc, en the´orie, de de´terminer la de´formation f en mesurant l’e´cart ∆θ
entre des lignes de HOLZ de´double´es dans les cliche´s CBED d’une couche e´pitaxie´e pre´pare´e en
vue plane [85, 9, 86].
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Chapitre 5
Observations en section transverse
de couches e´pitaxie´es : effet de la
relaxation par les surfaces libres
5.1 Re´sultats expe´rimentaux
T
outes les caracte´ristiques des mate´riaux e´tudie´s sont donne´es dans le chapitre(1) et ne
seront, par conse´quent, pas rappele´es dans la suite. Nous de´finissons t comme l’e´paisseur
traverse´e par le faisceau d’e´lectrons et d comme l’e´paisseur de la couche de´pose´e. Les
diffe´rentes mesures d’e´paisseur utilise´es dans la description des expe´riences qui vont suivre, ont
e´te´ faites graˆce a` la ligne dynamique (004) du silicium (ou du GaAs) en utilisant la me´thode de
Kelly et Allen [24].
Les cliche´s CBED, pre´sente´s dans la suite, ont e´te´ re´alise´s au TECNAI, en mode nanoprobe,
avec une taille de sonde de ≈ 1nm (spot size 6) et un filtrage en e´nergie autour du pic sans perte
avec une fente de largeur 10eV . L’axe de zone des cliche´s est [230] pour les raisons e´voque´es au
paragraphe(4.9).
5.1.1 Couches e´pitaxie´es de semiconducteur de type IV avec t >> d
Cas du Si0,8Ge0,2(27nm)/Si : pre´paration FIB
Afin de pouvoir e´tudier l’e´chantillon en fonction de l’e´paisseur traverse´e par le faisceau
d’e´lectrons, il a e´te´ de´coupe´ par FIB avec trois e´paisseurs diffe´rentes 200nm, 300nm et 400nm
dont la ge´ome´trie est sche´matise´e sur la figure(5.1). La direction d’amincissement correspond a`
l’axe de zone [110] du cristal. La pre´paration a e´te´ re´alise´e sur un FIB Micron (Canon LMIS
Gallium de 10keV) appartenant a` ST crolles par Laurent CLEMENT en suivant la technique
Hbar de´taille´e dans l’annexe(E).
Les re´sultats des diffe´rentes expe´riences de CBED dans la couche et le substrat, pour des
e´paisseurs de 300nm et 400nm, sont reporte´es sur la figure(5.2).
En premier lieu, on remarque que, quelle que soit l’e´paisseur, aucune ligne n’apparaˆıt dans
le cliche´ pris sur la couche de sorte que l’on ne peut mesurer les parame`tres re´ticulaires. En
revanche, sur les cliche´s obtenus dans le substrat on observe des lignes, mais elles n’ont pas
l’aspect habituel. En effet leur profil est plus complexe. En particulier les cliche´s affichent une
e´volution du profil des lignes cine´matiques de HOLZ au fur et a` mesure que xs, la profondeur
sous l’interface, diminue. Loin de l’interface les lignes de de´faut ont un profil d’intensite´ classique,
c’est-a`-dire avec un minimum principal, puis ce profil e´volue en multipliant ces minima au fur et
a` mesure que xs diminue cre´ant ainsi un e´largissement global de la ligne. On peut noter plusieurs
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Fig. 5.1 – Ge´ome´trie de la pre´paration FIB de la couche d’e´paisseur d = 27nm, de Si0,8Ge0,2/Si.
Les positions 1, 2, 3 et 4 correspondent a` 4 re´gions sonde´es par le faisceau. Les cliche´s associe´s sont
reporte´s sur la figure(5.2).
remarques sur cette e´volution :
1. D’une part chaque ligne est affecte´e de manie`re diffe´rente par cet effet. On peut ainsi
appre´cier la diffe´rence d’e´volution du profil entre les lignes (5, 3¯, 9), (7¯, 5, 9) et (1¯4, 10, 0)
en fonction de xs. Les deux premie`res ne posse`dent pas le meˆme nombre de franges pour
des profondeurs xs identiques, alors que la dernie`re n’est jamais affecte´e quelque soit xs.
La largeur de la ligne d~g est donc diffe´rente pour chacune d’entre elles.
2. Appelons xdef la profondeur a` laquelle les lignes de HOLZ commencent a` eˆtre affecte´es. On
remarque que, plus l’e´paisseur traverse´e t est importante et plus xdef est importante. Par
corollaire, pour une meˆme profondeur, x1 = 250nm par exemple, le cliche´ CBED obtenu
dans la re´gion ou` t = 300nm semble moins perturbe´ que celui obtenu pour t = 400nm.
3. On peut classer l’e´volution du profil des lignes, lorsque xs → 0 en deux zones. D’une part
cela commence par une rocking curve classique mais asyme´trique (pour des xs grands).
Puis on a apparition de plusieurs minimas mais les profils redeviennent syme´triques. Cette
classification est observe´e quelle que soit la profondeur xs sous l’interface et l’e´paisseur t.
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Fig. 5.2 – Montage mettant en e´vidence l’e´volution des cliche´s CBED observe´s dans le substrat
de Silicium, en fonction de la distance sous l’interface xs pour deux re´gions d’e´paisseur constante
t = 300nm et t = 400nm pre´pare´es par FIB. 77
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Le montage photographique de la figure(5.3.a) montre l’e´volution de la ligne (5, 3¯, 7¯) en
fonction de xs pour t = 300nm. On observe ainsi une variation de l’intensite´ des extrema de la
rocking curve au fur et a` mesure que la profondeur xs diminue. De manie`re classique, et comme
nous l’avons de´crit dans le chapitre(2), le profil d’une ligne de de´faut cine´matique est constitue´
d’un minimum principal tre`s important en position de Bragg et de plusieurs minima et maxima
secondaires faibles en ge´ne´ral invisibles. Dans notre cas, il semble qu’il y ait une e´volution de
l’intensite´ de ces minima, et maxima qui, suivant la profondeur xs du faisceau e´voluent en
changeant leur intensite´ (un minimum central devient un maximum par exemple). La pe´riode
des oscillations, lie´e a` l’e´paisseur traverse´e, reste constante, seules les amplitudes e´voluent.
a b
xs
Fig. 5.3 – Evolution du profil des lignes en fonction de xs pour une e´paisseur t = 300nm. a) Ligne de
de´faut (5, 3¯, 7¯) cine´matique. Le montage est forme´ d’extraits obtenus pour des xs diffe´rents (carre´s
blancs repre´sente´s sur la figure (5.2). b) ligne d’exce`s (004) dynamique.
On tient ici un premier re´sultat important : ces effets correspondent a` l’e´volution des ex-
trema d’UNE seule ligne et non d’un de´doublement, triplement, etc ... de lignes de de´faut [87]
ce que cela semble eˆtre en apparence. Ainsi, et contrairement a` une ligne de de´faut classique,
on ne peut pas interpre´ter chaque ligne noire observe´e en terme de famille de plan diffractant
(distances interre´ticulaires, etc ...). Utiliser la position relative des lignes de HOLZ pour mesurer
la de´formation tel que cela avait e´te´ envisage´ pre´ce´demment, s’ave`re donc plus difficile que pre´vu.
Le profil des lignes dynamiques est affecte´ de la meˆme manie`re. On observe ainsi sur la figure(5.3.b)
l’e´volution, en fonction de xs, de l’intensite´ des extrema de la ligne (004) pour une e´paisseur
t = 300nm. On montre ici une ligne d’exce`s puisque les lignes de de´fauts dynamiques sont tou-
jours asyme´triques a` cause de l’absorption anomale.
Damien Jacob et al [88] ont montre´ que l’utilisation de source d’ions pour la pre´paration d’e´chan-
tillons, pouvaient induire des artefacts sur le profil des lignes, en particulier une asyme´trie des
lignes dynamiques. Afin d’eˆtre suˆr que l’effet observe´ ne provient pas de l’amincissement FIB, qui
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utilise un faisceau d’ions focalise´, nous avons re´alise´ les meˆmes expe´riences sur des e´chantillons
pre´pare´s par la technique du tripode qui est un amincissement me´canique inte´gral.
Cas du Si0,7Ge0,3(27nm)/Si : pre´paration Tripode
Nous n’avons malheureusement pas pu disposer de la meˆme couche e´pitaxie´e que pour
l’e´chantillon pre´pare´ au FIB : l’e´paisseur de couche de´pose´e est la meˆme mais la composition en
germanium est a` pre´sent de x = 30% au lieu de x = 20%. L’e´chantillon de section transverse
[110] a e´te´ aminci en biais sur la polisseuse tripode afin d’obtenir des plages d’e´paisseur constante
le long de la direction xs. Les conditions d’observation sont les meˆmes que celles pre´sente´es pre´-
ce´demment. La ge´ome´trie de l’e´chantillon ainsi que les cliche´s CBED obtenus sont reporte´s sur
la figure(5.4). On retrouve les meˆmes effets sur la modification du profil des lignes cine´matiques
et dynamiques que pour la pre´paration FIB. On se place dans une zone ou` l’e´paisseur mesu-
re´e vaut approximativement t = 300nm. Dans ce cas, on remarque que la profondeur xdef , a`
laquelle apparaissent les modifications, est plus importante que dans le cas de la pre´paration
FIB. On mesure xdef = 470nm pour une concentration de 30% et xdef = 450nm pour 20%. De
meˆme, si on se place a` une meˆme distance xs sous l’interface, les lignes de HOLZ observe´es dans
Si0,7Ge0,3/Si seront plus perturbe´es (plus de franges, plus larges) que dans le cas des couches
Si0,8Ge0,2/Si.
Fig. 5.4 – Sche´ma montrant la ge´ome´trie tripode de l’e´chantillon observe´. Les cliche´s CBED observe´s
pour diffe´rentes profondeurs xs et dans une zone d’e´paisseur t = 300nm y sont aussi reporte´s.
En re´sume´ cet effet de´pend de :
1. L’e´tat de deformation de la couche e´pitaxie´e
2. L’e´paisseur traverse´e par le faisceau d’e´lectrons
3. L’indice ~g de la ligne
Il est de plus inde´pendant de la pre´paration de l’e´chantillon utilise´e. Afin de comple´ter ces
observations, nous allons e´tudier cet effet sur des mate´riaux diffe´rents.
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5.1.2 Couches e´pitaxie´es de semiconducteur de Type III − V avec t >> d
Nous avons choisi d’observer la couche de 10nm de Ga0,8In0,2As/GaAs qui pre´sente un
misfit et une e´paisseur de couche du meˆme ordre de grandeur que les exemples pre´ce´dents. Elle
a e´te´ pre´pare´e par attaque ionique en section transverse suivant l’axe [110]. La zone observe´e
posse`de une e´paisseur comprise autour de t = 400nm et les cliche´s CBED obtenus dans l’axe
[230] du substrat de GaAs semblent eˆtre perturbe´s de manie`re identique a` ceux pre´sente´s pour
les couches e´pitaxie´s de SiGe/Si. De plus, ici aussi, aucune ligne n’est observe´e dans les cliche´s
pris dans la couche de GaInAs. Les re´sultats obtenus sont reporte´s dans la figure(5.5)
Fig. 5.5 – Evolution du cliche´ CBED [230] obtenu dans le substrat de GaAs en fonction de la
profondeur sous l’interface xs pour une e´paisseur comprise autour de t = 400nm.
Comme pre´ce´demment, l’effet de´pend de l’e´paisseur traverse´e t, du de´saccord parame´trique
(ici de´fini par la concentration en Indium) et de l’indice ~g. Ce phe´nome`ne ne de´pend donc pas
du mate´riau utilise´, mais de la configuration du syste`me qui, dans les deux cas, est une couche
cristalline e´pitaxie´e sur un substrat cristallin, puis aminci suivant une direction pre´fe´rentielle
pour eˆtre transparente aux e´lectrons.
Dans les deux cas e´voque´s ci-dessus, l’e´paisseur de la couche de´pose´e d e´tait toujours beaucoup
plus petite que l’e´paisseur traverse´e par le faisceau d’e´lectrons. Nous avons montre´ qu’il e´tait
impossible d’observer des lignes de de´fauts non perturbe´es dans les diagrammes obtenus dans la
couche. Des lignes de de´fauts non perturbe´es ont pu eˆtre observe´es dans des couches d’e´paisseur
d suffisamment grande (d ≈ t).
5.1.3 Couches e´pitaxie´es de semiconducteur de Type III − V avec t ≈ d
L’e´chantillon constitue´ d’une couche d’e´paisseur d = 100nm de Ga0,97In0,03As/GaAs a e´te´
pre´pare´ en section transverse par attaque ionique suivant l’axe [110]. Pour avoir des couches de
telles e´paisseurs sans qu’elles relaxent plastiquement, il est ne´cessaire d’avoir un de´saccord para-
me´trique tre`s faible (concentration en Indium de 3% dans la couche). La premie`re zone observe´e
a une e´paisseur t = 100nm, plus faible que dans les expe´riences pre´ce´dentes. La figure(5.6) ras-
semble les cliche´s CBED obtenus dans le substrat de GaAs ainsi que dans la couche de GaInAs
pour deux e´paisseurs t = 100nm et t = 200nm, ou`, si on se place assez loin de l’interface, des
lignes non perturbe´es peuvent eˆtre observe´es.
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Fig. 5.6 – Evolution des cliche´s CBED en fonction de xs et xc pour deux re´gions d’e´paisseur comprise
autour de t = 100nm et t = 200nm respectivement. On peut ainsi observer un cliche´ non perturbe´
dans la couche si t ≈ d
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On note toujours xs la distance sous l’interface dans le substrat, et xc la distance au
dessus de l’interface dans la couche. La ge´ome´trie de l’e´chantillon reporte´e sur le sche´ma de la
figure(5.6) est une repre´sentation d’un e´chantillon pre´pare´ par attaque ionique. Dans ce cas, en
effet, l’e´paisseur varie le long de l’interface, mais aussi perpendiculairement car l’attaque n’est
pas aussi bien controˆle´e que dans les attaques FIB ou avec la polisseuse tripode. Cependant la
diffe´rence d’e´paisseur traverse´e entre les diffe´rents pointe´s reste peu importante graˆce a` un angle
d’attaque ionique faible. Pour une premie`re approche qualitative, on peut donc ne´gliger cette
variation d’e´paisseur.
Quand l’e´paisseur t augmente on observe une augmentation de la profondeur xdef dans le sub-
strat. De´finissons xcouche comme la distance xc pour laquelle le cliche´ CBED dans la couche
cesse d’eˆtre perturbe´. Comme pour le substrat, on observe une augmentation de xcouche lorsque
t augmente. Apre`s une e´tude syste´matique de plusieurs zones de diffe´rentes e´paisseurs comprises
entre t = 70nm et t = 200nm, nous n’avons pu observer des lignes dans la couche que lorsque
d ≈ t. Lorsque l’e´paisseur t est tre`s fine (70 nm) les lignes de HOLZ sont tre`s larges, lorsque
l’e´paisseur est au contraire tre`s grande, les lignes sont de´double´es sur toute l’e´paisseur de la
couche. Les re´sultats expe´rimentaux obtenus dans la zone ou` t = 200nm sont aussi reporte´s
dans la figure(5.6).
5.1.4 Discussion
Au cours de ce paragraphe nous avons montre´ l’e´volution du profil d’intensite´ des lignes
d’un cliche´ CBED lorsque l’on balaye la sonde dans le substrat en direction de l’interface. Cet
effet semble eˆtre identique a` celui pre´ce´demment observe´ par C.T.Chou et al [89] en LACBED
sur des puits de GaAs/GaInAs/GaAs et S.Kra¨mer et al [22] en CBED sur des interconnections
d’aluminium. Dans les deux cas les auteurs interpre´taient l’effet comme provenant d’une relaxa-
tion e´lastique de la contrainte e´pitaxiale par les surfaces libres, agissant le long de la direction
d’amincissement de l’e´chantillon. Des calculs de l’e´tat de de´formation de la couche e´pitaxie´e
amincie ainsi que des simulations de the´orie dynamique ont permis a` C.T.Chou et al de simuler
qualitativement les profils perturbe´s des lignes de HOLZ. Un de´saccord quantitatif restait tout
de meˆme important, ne permettant pas de remonter a` l’e´tat de de´formation de la couche e´tudie´e.
Re´cemment Cle´ment et al [87] ont re´alise´ la meˆme e´tude sur un syste`me constitue´ d’une couche
amorphe de NiSi de´pose´e sur du Si utilise´ dans des transistors. Comme pre´ce´demment un effet
important de la relaxation par les surfaces libres a pu eˆtre mis en e´vidence. Les simulations
par e´le´ments finis (FEM = Finite Element Modeling) ont e´te´ utilise´es pour mode´liser l’e´tat de
de´formation du syste`me. De plus l’introduction du champ de de´placement calcule´ par FEM dans
une e´quation de the´orie cine´matique, leur a permis de simuler avec un bon accord quantitatif le
profil de la ligne conside´re´e. Cela a permis de valider l’utilisation des mode´lisations par e´le´ments
finis pour calculer l’e´tat de de´formation d’un syste`me aminci pour la microscopie.
Afin de mode´liser l’e´tat de de´formation de nos e´chantillons e´pitaxie´s, nous avons re´alise´ des
simulations FEM et couple´ cette analyse a` des calculs de the´orie dynamique. On montre dans
la suite, que l’effet de la relaxation e´lastique de la contrainte par les surfaces libres est aussi tre`s
pre´sent dans nos e´chantillons. Contrairement aux re´sultats de Cle´ment et al [87], aucun accord
quantitatif n’est obtenu graˆce a` la the´orie dynamique utilise´e dans le formalisme des ondes de
Bloch 3D. Le syste`me que l’on e´tudie est tre`s diffe´rent puisqu’on conside`re l’e´pitaxie entre deux
cristaux au lieu du de´poˆt d’un amorphe sur un cristal comme pre´sente´ dans [87]. Pour interpre´ter
nos re´sultats nous avons combine´ les simulations par e´le´ments finis de nos e´chantillons amincis
a` des simulations dynamiques base´es sur une nouvelle formulation que nous pre´senterons dans
la suite.
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5.2 Mode´lisation de l’e´tat de de´formation des couches e´pitaxie´es
par e´le´ments finis
Les diffe´rents syste`mes e´tudie´s ont e´te´ mode´lise´s par e´le´ments finis a` l’aide du logiciel
COMSOL Multiphysics couple´ au logiciel Matlab.
Nous avons effectue´ des mode´lisations 3D du champ de de´placement des structures observe´es en
CBED, en prenant en compte une ge´ome´trie aussi proche que possible de la re´alite´. Les divers
parame`tres entrant dans le calcul sont reporte´s en annexe(D) (changement de repe`re, tenseur
des modules, etc ...). La pre´cision des calculs de´pend e´videmment de la finesse du maillage utilise´
qui est juge´e optimale lorsque les re´sultats donne´s par le calcul convergent. Les simulations ont
d’abord e´te´ effectue´es pour le syste`me pre´pare´ par FIB dont la ge´ome´trie est mieux controˆle´e.
La ge´ome´trie conside´re´e pour le calcul est repre´sente´e sur la figure(5.7). Elle est constitue´e
par un barreau fin dans une direction correspondant a` la direction d’amincissement [110]. Les
directions note´es Z′, Y ′ et Xs correspondent respectivement a` la direction d’amincissement [110]
(d’e´paisseur t), la direction du barreau et la profondeur sous l’interface de´ja` de´finie. La largeur
est tre`s fine selon Z′ et infinie selon Y ′. Les diffe´rentes faces sont B1, B2 perpendiculaires a`
[110],B4, B5 perpendiculaires a` [1¯10] et B6, B3 perpendiculaires a` [001¯]. Les indices c et s
re´fe`rent respectivement a` la couche et au substrat. Afin de simuler les conditions aux limites
impose´es par le barreau conside´re´ comme infini dans la direction Y ′, les faces B5c, B5s, B4c
et B4s sont bloque´es. En d’autre terme, aucun de´placement dans la direction Y ′ n’est autorise´
pour ces faces. Pour simuler une e´paisseur de substrat infini dans la direction xs la face B3 est
aussi bloque´e dans cette direction. Par contre, tous les de´placements sont autorise´s sur les faces
B1, B2 et B6 pour le substrat et la couche, les surfaces e´tant conside´re´es comme libres.
Fig. 5.7 – Ge´ome´trie utilise´e pour la simulation par e´le´ments finis du champ de de´placement de
notre syste`me. La cartographie 3D de la composante ux du champ de de´placement ~u est reporte´e
sur la partie droite de la figure (×50).
La cartographie 3D de la composante ux du de´placement ~u calcule´ pour chaque noeud du
maillage est reporte´e dans la figure(5.7). On peut de´ja` faire les commentaires suivants :
1. Compare´ au mode`le the´orique pre´sente´ au chapitre(1), une importante modification du
champ de de´placement le long de Z′ est observe´e pour la couche et le substrat pre`s de
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l’interface
2. Une syme´trie e´vidente du champ de de´formation est observe´e suivant la direction Y ′ pro-
venant des conditions aux limites infinies impose´es sur les faces B5 et B4
La couche contrainte se relaxe par les surfaces B1, B2 rendues libres par l’amincissement
et B6 conside´re´e toujours libre. C’est un re´sultat tre`s important puisque cela signifie que l’e´tat
de de´formation que l’on cherche a` mesurer est modifie´ par le processus de pre´paration de l’objet.
Afin d’augmenter la pre´cision des calculs re´alise´s, nous devons affiner le maillage. Un tel processus
est tre`s consommateur de me´moire RAM et de temps de calcul lorsqu’on calcule une structure
3D. Pour reme´dier a` ce proble`me on peut se servir de la syme´trie du champ de de´placement
observe´e suivant Y ′. Il nous suffit donc de simuler en 2D une coupe dans le plan Z′xs et on
posse`dera une connaissance comple`te du syste`me 3D. C’est le principe des simulations dites
”plane strain”, dont le de´veloppement the´orique est reporte´ dans l’annexe(D), qui permettent
d’aboutir a` des re´sultats plus pre´cis en un temps de calcul tre`s court.
La figure(5.8) pre´sente les re´sultats obtenus sur la couche de Si0,8Ge0,2(27nm)/Si pour les deux
re´gions d’e´paisseur 300 et 400nm.
Fig. 5.8 – Simulation 2D des composantes ux du champ de de´placement ~u dans le plan (Z′, xs)
d’une couche de Si0,8Ge0,2(27nm)/Si pour une e´paisseur de 300nm et 400nm (figures : (×50)).
Les profils des composantes uZ′ le long de Z′ et ux le long de xs sont donne´s dans le substrat en
fonction de Z′ et xs pour une e´paisseur de 400nm.
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On peut ainsi mettre en e´vidence la propagation d’un champ de de´placement dans le sub-
strat. Les valeurs uZ′ et ux associe´es a` ce champ sont reporte´es sur le graphique 3D pour la zone
d’e´paisseur t = 400nm. Les profils ainsi calcule´s produisent des variations importantes des de´pla-
cements le long de la direction Z′ avec notamment une syme´trie paire pour les de´placements ux
(que l’on peut appre´cier sur les cartographies 2D) et impaire pour uZ′. On peut aussi se rendre
compte de l’e´volution des profils en fonction de la profondeur sous l’interface xs. Au voisinage de
l’interface on observe de plus fortes variations des de´placements que loin de l’interface. Enfin, si
on appelle X300nmFEM et X
400nm
FEM la profondeur sous l’interface pour laquelle le substrat d’e´paisseur
t = 300nm et t = 400nm commence a` eˆtre de´forme´ par le processus de relaxation, on remarque
sur les simulations 2D de la figure(5.8) que X400nmFEM > X
300nm
FEM .
Des re´sultats analogues sont obtenus pour le cas des couches de Si0,7Ge0,3/Si etGa0,8In0,2As/GaAs
toujours amincies dans la direction [110]. Bien entendu les valeurs absolues des de´placements uZ′
et ux pour un point donne´ (Z′, xs) diffe`rent entre les trois syste`mes puisqu’ils ne posse`dent pas
le meˆme de´saccord parame´trique. Il est important de noter que le processus de relaxation reste
toujours le meˆme quel que soit le syste`me (mate´riau, misfit, e´paisseur de couche d, e´paisseur t,
etc ...) introduisant ainsi des champs de de´placements variables dans le substrat en fonction de
Z′ et de xs.
Dans les figures(5.7) et (5.8) on ne montre que la cartographie 2D (ou 3D) de la composante
syme´trique ux qui sera, dans la suite, la seule a` avoir re´ellement de l’inte´reˆt pour les simula-
tions. La cartographie de la composante uZ′ est dissyme´trique et les valeurs sont donne´es dans
la courbe de la figure(5.8).
Afin de comple´ter ces mode´lisations, nous allons nous inte´resser en de´tail au dernier cas e´tudie´
expe´rimentalement qui concerne les couches de Ga0,97In0,03As(100nm)/GaAs pour lesquelles
t ≈ d.
La cartographie 2D du de´placement ux pour les deux e´paisseurs t = 100 et 200nm, est reporte´e
sur la figure(5.9). Les de´placements repre´sente´s on e´te´ multiplie´s par un facteur 200 pour le
cas ou` t = 100nm et 50 pour t = 200nm, afin de bien mettre en e´vidence l’effet produit par
la relaxation. On observe dans la couche une e´norme diffe´rence entre les deux cas. En effet le
champ de de´placement ux semble beaucoup plus inhomoge`ne le long de Z′ dans l’e´chantillon
d’e´paisseur 200nm que dans celle d’e´paisseur 100nm. Cette tendance est confirme´e par le trace´
des composantes uZ′ et ux du champ de de´placement dans la direction Z′ prise dans le haut
de la couche et reporte´e sur la figure(5.9). On observe en effet que l’intensite´ des de´placements
moyens ux et uZ′ le long de Z′ reste pratiquement identique dans les deux cas, mais que leur
variation le long de Z′ autour de cette moyenne est beaucoup plus forte dans le cas d’e´paisseur
200nm.
Re´sume´
Les re´sultats FEM pre´sente´s dans le paragraphe pre´ce´dent, montrent l’effet de l’amin-
cissement des e´chantillons sur l’e´tat de de´formation des couches e´pitaxie´es. Nous retiendrons
en particulier que la relaxation par les surfaces libres engendre une he´te´roge´ne´ ı¨te´ de l’e´tat de
de´formation dans l’e´chantillon suivant la direction de propagation des e´lectrons : he´te´roge´ne´ ı¨-
te´s d’autant plus forte que l’on s’approche de l’interface film/substrat. Un paralle`le peut ainsi
eˆtre re´alise´ avec les observations CBED. En effet tout comme l’amplitude des variations de la
de´formation calcule´e, la perturbation des lignes, de´taille´es au paragraphe(5), est d’autant plus
importante que l’on se rapproche de l’interface.
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Fig. 5.9 – Simulation 2D des composantes ux du champ de de´placement ~u dans le plan (Z′, xs)
d’une couche de Ga0,97In0,03As(100nm)/GaAs pour une e´paisseur de 100nm et 200nm. Le profil
des composantes uZ′ et ux le long de Z′ sont donne´s dans la couche a` 90nm de l’interface (direction
Z′).
5.3 Simulations dynamiques des effets de relaxation : limite de
l’approche classique
L’effet d’un champ de de´placement ~u(~r) sur les faisceaux diffracte´s, de´taille´ dans le pa-
ragraphe (2.3.6), correspond a` l’application d’un de´phasage de type e−i2pi~g.~u(~r) sur chacune des
composantes Cj~g des ondes de Bloch 3D. Toutes les expe´riences ont e´te´ re´alise´es dans l’axe de
zone [230], alors que la direction d’amincissement Z′ correspond a` l’axe [110]. Dans la suite l’axe
de propagation des e´lectrons note´ z diffe`re donc quelque peu de la direction d’amincissement
(z 6= Z′).
On de´coupe le cristal perpendiculairement a` z en n tranches d’e´paisseur δzi (i = 1, n). Pour
chacune des n tranches, on calcule la matrice Sdefn graˆce au champ de de´placement ~u(~r) ob-
tenu par FEM. La matrice finale Sdef est obtenue graˆce a` l’e´quation(2.32). L’intensite´ transmise
w~χ×w~χ∗ est calcule´e pour chacune des valeurs du rayon du cercle de Laue ~χ correspondant aux
diffe´rentes orientations du faisceau incident dans le coˆne incident.
Les simulations portent sur la ligne (5, 3¯, 7) observe´e dans le substrat de silicium de l’e´chan-
tillon Si0,8Ge0,2(27nm)/Si pre´pare´ par FIB. La figure(5.10) pre´sente la comparaison entre le
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profil expe´rimental de la ligne (5, 3¯, 7) et la simulation effectue´e dans le formalisme de la the´orie
dynamique classique, pour une profondeur sous l’interface xs = 166nm dans les trois re´gions
d’e´paisseur 200, 300 et 400nm.
t = 200 nm t = 300 nm t = 400 nm
simulation
experimental
0-0.5 0.5 s (1/nm)0-0.5 0.50-0.5 0.5
Fig. 5.10 – Comparaison entre les profils expe´rimentaux et simule´s de la ligne d’exce`s (5, 3¯, 7) pris
dans le substrat de silicium. Les simulations sont re´alise´es dans le cadre de la the´orie dynamique des
ondes de Bloch 3D.
Les simulations mettent bien en e´vidence un changement du profil de la ligne qui, comme
pour les profils expe´rimentaux, est d’autant plus important que l’e´paisseur traverse´e augmente.
Par contre, la position des maxima (et des minima) de l’intensite´ diffracte´e calcule´e ne corres-
pondent pas a` ceux obtenus expe´rimentalement en particulier pour les e´paisseurs de 300nm et
400nm.
La principale approximation conside´re´e dans ces calculs est la prise en compte du champ de
de´placement ~u(~r) par un simple de´phasage des coefficients des ondes de Bloch 3D. Une telle
approximation pourrait eˆtre inapproprie´e dans la situation qui nous concerne ou` le champ de
de´placement est tre`s inhomoge`ne suivant la direction de propagation z. Ceci expliquerait le
de´saccord entre les profils expe´rimentaux et simule´s [90].
Afin de pallier ce proble`me nous nous sommes attache´s a` de´velopper une nouvelle approche
base´e sur la the´orie des perturbations de´pendantes du temps de´ja` introduites pour expliquer le
traitement multislice (paragraphe (2.3.7)). Ce formalisme diffe`re du multislice par la base uti-
lise´e pour calculer l’ope´rateur e´volution. Ce traitement reste tre`s original et n’avait jamais e´te´
utilise´ pour la simulation de cliche´s CBED. La simulation des diagrammes CBED d’un cristal
parfait dans ce formalisme fait l’objet du prochain paragraphe. L’introduction du champ de
de´placement inhomoge`ne se fera naturellement dans la suite.
5.4 Proposition d’une nouvelle approche base´e sur les pertur-
bations de´pendantes du temps
5.4.1 Cas du cristal parfait : perturbation des e´tats de diffraction des ZOLZ
par le potentiel des HOLZ
Nous savons que l’ope´rateur e´volution d’un syste`me perturbe´ peut eˆtre de´veloppe´ en se´rie
de perturbations comme pre´sente´ dans l’e´quation(2.33). Tout le travail consiste a` de´finir l’ope´-
rateur d’e´volution du syste`me non perturbe´ U (0)(z, 0). Dans l’approche Multislice pre´sente´e au
paragraphe(2.3.7) il correspond au terme cine´tique de l’hamiltonien et on conside`re le potentiel
cristallin (ZOLZ + HOLZ) comme une perturbation. Dans le cas de la diffraction e´lectronique
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en faisceau convergent, il a e´te´ montre´ qu’on ne pouvait en aucun cas conside´rer le potentiel
des ZOLZ comme une perturbation au regard des e´paisseurs mises en jeu pour la formation
des cliche´s [45, 52]. Le traitement multislice tel qu’il a e´te´ pre´sente´ n’est donc pas adapte´ a` la
simulation de cliche´s CBED. Ne´anmoins un traitement de´rive´ du multislice a e´te´ tre`s re´cemment
de´veloppe´ par Chuvelin et Kaiser [91] et applique´ au CBED.
Dans notre approche on conside`re H0(~ρ) de´fini par les e´quations (2.16) et (2.15) comme le terme
non perturbe´. Il correspond a` la diffraction des ZOLZ. La base propre utilise´e n’est donc plus
celle des ondes planes comme dans le cas du multislice, mais celle des ondes de Bloch bidimen-
sionnelles |j〉 propres a` H0(~ρ). L’ope´rateur e´volution non perturbe´ U (0)(z, 0) est alors donne´ par
l’e´quation(2.19). Le terme d’ordre m du de´veloppement en se´rie de Born de l’ope´rateur e´volution
est donne´ par l’e´quation(2.34).
Le potentiel perturbatif U perturbation n’englobe alors que le potentiel des HOLZ pour le cristal
parfait. Les e´le´ments U (m)(z, 0) peuvent eˆtre traite´s a` partir de la formule ge´ne´rale(2.35). Dans
notre cas la perturbation s’e´crit U
(n)HOLZ(~ρ,τ)
2kz
et le terme d’ordre m de la se´rie est donne´ par :
U (m)(z, 0) = −i
∫ z
0
dτU (0)(z, τ)
U (n)HOLZ(~ρ, τ)
2kz
U (m−1)(τ, 0) (5.1)
Puisque l’hamiltonien des ZOLZ fait partie d’un ensemble complet d’observables qui commutent
(ECOC voir [17]), les fonctions propres de H (0)(~ρ) : | j〉 forment une base discre`te orthonorme´e.
On peut donc utiliser la relation de fermeture de´finie dans cette base :
∑
j
| j〉〈j |= 1
et l’inse´rer dans l’e´quation (5.1) entre les ope´rateurs d’e´volution et le terme perturbateur. On
obtient :
U (m)(z, 0) = −i
∫ z
0
dτ
∑
j,j′
U (0)(z, τ) | j〉〈j |
U (n)HOLZ(~ρ, τ)
2kz
| j′〉〈j′ | U (m−1)(τ, 0) (5.2)
L’e´le´ment de matrice du potentiel 〈j | U (n)HOLZ(~ρ, τ) | j ′〉 repre´sente la probabilite´ de transition
entre les ondes de Bloch due au terme U (n)HOLZ . On comprend ainsi mieux la signification
de cette perturbation : le potentiel des HOLZ re´alise un ”me´lange” entre les ondes de Bloch
bidimensionnelles introduites par la diffraction des ZOLZ, au cours de la propagation du faisceau
dans le cristal tridimensionnel.
Le terme d’ordre m de la se´rie devient vite tre`s complexe lorsque l’on s’inte´resse a` des
ordres m e´leve´s. De plus, dans le cas des perturbations par les HOLZ le terme du premier
ordre est en ge´ne´ral largement suffisant pour interpre´ter la plupart des effets introduits [92]. On
de´veloppe ainsi le terme a` l’ordre 1 donne´ par :
U (1)(z, 0) = −i
∫ z
0
dτ
∑
j,j′
U (0)(z, τ) | j〉〈j |
U (n)HOLZ(~ρ, τ)
2kz
| j′〉〈j′ | U (0)(τ, 0) (5.3)
Sachant que l’ope´rateur d’e´volution caracte´ristique de la diffraction des ZOLZ est donne´ par
l’e´quation(2.19) on peut facilement re´e´crire le terme du premier ordre de la se´rie comme suit :
U (1)(z, 0) = −i
∫ z
0
dτ
∑
j,j′
e−iγj(z−τ) | j〉〈j |
U (n)HOLZ(~ρ, τ)
2kz
| j′〉〈j′ | e−iγj′τ (5.4)
88
5.4 Proposition d’une nouvelle approche base´e sur les perturbations de´pendantes
du temps 89
Le terme perturbateur U (n)HOLZ(~ρ, τ) peut se de´velopper de la meˆme manie`re que le potentiel
des ZOLZ donne´ par l’e´quation(2.24). On peut ainsi e´crire :
U (n)HOLZ(~ρ, τ) =
∑
~G,~q
| ~q〉〈~q | U (n)HOLZ(~ρ, τ) | ~q + ~G〉〈~q + ~G |=
∑
n6=0
e−ingzτ
∑
~G,~q
| ~q〉U
(n)
~g 〈~q +
~G |
(5.5)
Apre`s substitution de (5.5) dans (5.4) on obtient :
U (1)(z, 0) = −i
∫ z
0
dτ
1
2kz
∑
j,j′
| j〉e−iγj (z−τ)
∑
n6=0
e−ingzτ
∑
~q, ~G
〈j|~q〉U
(n)
~g 〈~q +
~G|j′〉e−iγj′ τ 〈j′ | (5.6)
qui repre´sente la perturbation au premier ordre, par le potentiel des HOLZ, dans le cas d’une
configuration ge´ne´rale de diffraction N ondes.
Nous avons donc maintenant tous les outils ne´cessaires pour simuler le disque transmis (ou un
disque diffracte´) du diagramme CBED. L’intensite´ transmise par le cristal est de´fini par une
expression de type (2.13). On peut donc e´crire :
I0 =| 〈0 | U(z, 0) | 0〉 |
2=| 〈0 | U (0)(z, 0) | 0〉+ 〈0 | U (1)(z, 0) | 0〉 |2 (5.7)
5.4.2 Validation du traitement perturbatif du potentiel des HOLZ : compa-
raison avec le traitement classique des ondes de Bloch 3D
Afin de valider cette the´orie nous avons de´veloppe´ un programme (Fortran 90) permettant
de simuler un diagramme CBED et de le comparer a` l’expe´rience. Pour cela on conside`re chaque
pixel de l’image comme une direction incidente diffe´rente du faisceau e´lectronique, chacune e´tant
caracte´rise´e par un vecteur ~χ. Ainsi pour chaque ~χ un hamiltonien de type (2.6) peut eˆtre e´crit et
l’intensite´ transmise associe´e calcule´e graˆce a` (5.7). Pour chaque pixel de l’image on diagonalise
la matrice des ZOLZ afin de de´terminer les valeurs et les vecteurs propres correspondant respec-
tivement a` l’e´nergie et aux composantes de l’onde de Bloch bidimensionnelle. Puis l’ope´rateur
e´volution est calcule´ en incorporant les HOLZ graˆce aux de´veloppements en se´rie de perturbation
limite´ a` l’ordre 1. L’intensite´ transmise ainsi calcule´e est ensuite convertie en niveau de gris et
affecte´e au pixel. L’image CBED du disque transmis est obtenue en effectuant une boucle sur
tout les ~χ correspondant au coˆne du faisceau e´lectronique incident .
Afin de tester la validite´ de notre traitement nous avons compare´ les simulations du faisceau
central d’un diagramme CBED calcule´ par notre programme et par le logiciel JEMS [26]. Ce
dernier logiciel traite la diffraction du faisceau e´lectronique par le cristal en utilisant la base
propre traditionnelle des ondes de Bloch tridimensionnelles [2, 15, 14] de l’hamiltonien station-
naire donne´ dans l’e´quation se´culaire (2.2). Un exemple montrant les deux simulations et le
cliche´ expe´rimental est reporte´ dans la figure (5.11). On remarque le tre`s bon accord des simu-
lations entre elles et avec le cliche´ expe´rimental, ce qui valide notre approche pour un cristal
parfait. Nous allons maintenant de´crire la de´marche propose´e pour introduire une de´formation
inhomoge`ne le long de la trajectoire e´lectronique.
5.4.3 Cas d’un cristal soumis a` un champ de de´placement ~u(~ρ, z) : introduction
d’un nouveau potentiel perturbateur
Lorsque le cristal subit un champ de de´placement homoge`ne le long de la trajectoire
e´lectronique le traitement du terme perturbateur correspond a` celui pre´sente´ pour un cristal
parfait.
La situation de´finie par des cristaux soumis a` un champ de de´placement inhomoge`ne le long de la
direction du faisceau d’e´lectrons z est diffe´rent. C’est le cas de la couche et du substrat observe´s
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Fig. 5.11 – Simulations de l’axe de zone [105] observe´ dans un cristal de silicium parfait. Les
simulations sont re´alise´es dans le cadre classique des ondes de Bloch 3D avec le logiciel JEMS [52]
et des perturbations de´pendantes du temps (les HOLZ e´tant le potentiel perturbatif).
dans les syste`mes e´pitaxie´s subissant une relaxation e´lastique de la contrainte par les surfaces
libres (voir paragraphe(5.2)). Nous avons montre´ au paragraphe(5.3) que la the´orie dynamique
classique utilisant les ondes de Bloch 3D ne pouvait pas reproduire quantitativement le profil
des lignes observe´ expe´rimentalement dans ce type de cristaux. En effet cette approche ne peut
rendre compte de la variation du potentiel suivant z. En revanche dans notre approche nous
n’introduisons pas la pe´riodicite´ dans la direction z puisqu’on ne conside`re que des ondes de
Bloch 2D. De plus la variable z jouant le roˆle du temps, la perturbation introduite au cours de
la propagation peut prendre n’importe quelle forme. Ce traitement va nous permettre de de´crire
quantitativement les effets observe´s lors de l’e´tude de sections transverses de couches e´pitaxie´es.
Dans la suite nous commencons par pre´senter l’expression du nouveau potentiel perturbatif avant
de le valider sur un cas connu puis de l’appliquer a` la simulation des cliche´s CBED observe´s.
Expression du nouveau potentiel perturbatif
Soit un cristal dont la position des atomes ~ri′ apre`s de´formation peut s’e´crire en fonction
de la position avant de´formation ~ri et du champ de de´placement ~u :
~ri′ = ~ri + ~u (5.8)
Le potentiel cristallin du cristal de´forme´ va s’e´crire :
V (~r, ~ri′) =
∑
~ri
f(|~r − ~ri′|) =
∑
~ri
f(|~r − ~ri − ~u|) =
∑
~ri
f(|~r − ~u− ~ri|)
=
∑
~ri
f(|~r′ − ~ri|) = V (~r′, ~ri)
(5.9)
Ainsi, appliquer un de´placement ~u aux positions atomiques revient a` effectuer un changement
de variable du potentiel de ~r a` ~r′ = ~r − ~u. Le potentiel cristallin de la forme(2.7) s’e´crit alors :
U ′(~r) =
∑
~g
U~gexp(i~g.~r′) =
∑
~g
U~gexp(−i~g.~u)exp(i~g.~r) (5.10)
On peut exprimer le potentiel(5.10) en l’e´crivant comme la somme du potentiel d’un cristal
parfait et d’un terme perturbateur, forme´ par la diffe´rence entre le potentiel apre`s et avant
90
5.4 Proposition d’une nouvelle approche base´e sur les perturbations de´pendantes
du temps 91
de´formation :
U ′(~r) =
∑
~g
U~gexp(i~g.~r) +
∑
~g
U~gexp(i~g.~r′)−
∑
~g
U~gexp(i~g.~r)
=
∑
~g
U~gexp(i~g.~r) +
∑
~g
U~gexp(i~g.~r)(exp(−i~g.~u)− 1)
= U(~r) + Udef (~r, ~u)
(5.11)
On se´pare ensuite, dans le potentiel U ′(~r), les parties inde´pendantes et de´pendantes de z, faisant
ainsi apparaitre le terme perturbateur U pert de´pendant du temps z contenant la contribution
des HOLZ (inde´pendant de la de´formation) et celles des de´placements ~u(z) exprime´s pour les
HOLZ et la ZOLZ.
U ′(~r) = U (0)(~ρ) +
∑
n6=0
exp(−ingzz)U
(n)(~ρ) +
∑
n
exp(−ingzz)
∑
~G
U
(n)
( ~G,−ngz)
exp(i ~G.~ρ)(exp(−i~g.~u)− 1)
= U (0)(~ρ) + Upert(~ρ, z)
(5.12)
On aborde le proble`me de la meˆme fac¸on, et avec les meˆmes outils, que ceux de´crits au paragraphe
(5.4.1), le terme potentiel U pert(~ρ, z) e´tant inse´re´ dans la composante d’ordre m de la se´rie de
perturbation de l’ope´rateur e´volution de´finie par l’e´quation(2.34). Comme pour le traitement
des HOLZ le terme d’ordre m devient vite tre`s complexe pour des valeurs de m e´leve´es. Pour
les phe´nome`nes qui nous inte´ressent, le de´veloppement au premier ordre s’ave`re suffisant :
U (1)(z, 0) = −i
∫ z
0
dτ
∑
j,j′
U (0)(z, τ) | j〉〈j |
Upert(~ρ, τ)
2kz
| j′〉〈j′ | U (0)(τ, 0)
= −i
∫ z
0
dτ
∑
j,j′
U (0)(z, τ) | j〉〈j |
(U (n)HOLZ(~ρ, τ) + Udef (~ρ, τ))
2kz
| j′〉〈j′ | U (0)(τ, 0)
(5.13)
Calcul de la perturbation et de l’intensite´ diffracte´e
L’inte´grale (5.13) peut eˆtre de´compose´e en somme de deux inte´grales : la premie`re intro-
duisant la perturbation par les HOLZ est donne´e par l’e´quation(5.6) et la deuxie`me s’e´crit :
U (1)def (z, 0) = −i
∫ z
0
dτ
∑
j,j′
U (0)(z, τ) | j〉〈j |
Udef (~ρ, τ)
2kz
| j′〉〈j′ | U (0)(τ, 0) (5.14)
De plus nous pouvons toujours exprimer un ope´rateur avec la formule(2.24). Si on applique la
transformation de U
(n)
~g (e
i~g.~u − 1) en U ′
(n)
~g dans le potentiel U
def (~ρ, τ) on se retrouve dans la
meˆme situation que l’e´quation(5.5) et on peut e´crire :
Udef (~ρ, τ) =
∑
~q′,~q
| ~q〉〈~q | U def (~ρ, τ) | ~q′〉〈~q′ |=
∑
n
e−ingzτ
∑
~G,~q
| ~q〉U
(n)
~g (e
−i~g.~u − 1)〈~q + ~G | (5.15)
On inse`re maintenant ce terme dans l’e´quation(5.14) on obtient :
U (1)def (z, 0) = −i
∫ z
0
dτ
1
2kz
U (0)(z, τ) | j〉
∑
n6=0
e−ingzτ
∑
~q, ~G
〈j|~q〉U
(n)
~g (e
−i~g.~u−1)〈~q+ ~G|j′〉〈j′ | U (0)(τ, 0)
(5.16)
91
92
5 Observations en section transverse de couches e´pitaxie´es : effet de la relaxation
par les surfaces libres
Sachant que l’ope´rateur e´volution non perturbe´ est de´crit par la diffraction des ZOLZ (para-
graphe (2.3.5)), U (0)(z, 0) est de´fini par l’e´quation(2.19). On l’inse`re enfin dans l’e´quation(5.16).
La perturbation totale au premier ordre U (1)(z, 0) est donc forme´e par la somme entre le terme
de´fini par l’e´quation(5.6) et celui de´fini pre´ce´demment avec l’e´quation(5.16). L’intensite´ du fais-
ceau transmis par le cristal plonge´ dans un champ de de´placement ~u s’e´crit toujours sous la
forme :
I0 =| 〈0 | U
(0)(z, 0) | 0〉+ 〈0 | U (1)(z, 0) | 0〉 |2 (5.17)
On est maintenant en possession d’un formalisme complet pour simuler le cliche´ CBED forme´
apre`s interaction du faisceau d’e´lectrons avec un cristal subissant un champ de de´placement ~u
inhomoge`ne dans la direction de propagation du faisceau. Pour cela on utilise le meˆme algorithme
que celui de´fini au paragraphe(5.4.2) pour la simulation dynamique des diagrammes CBED
obtenus pour un cristal ”parfait”.
Nous avons commence´ par valider notre traitement en l’appliquant a` l’interaction d’une ligne
de dislocation ~L de vecteur de Burgers ~b avec une ligne de HOLZ ~g observe´ en LACBED. Les
re`gles de Cherns et Preston [93] peuvent ainsi eˆtre retrouve´es.
5.4.4 Validation du mode`le : cas d’une dislocation
Le champ de de´placement ~u a` une distance ~r du coeur d’une dislocation quelconque peut
s’e´crire [89] :
~u =
1
2pi
(
~bφ+ be
sin(2Φ)
4(1− ν)
+~b ∧ ~L
[
1− 2ν
2(1 − ν)
ln(r) +
cos(2Φ)
4(1 − ν)
])
(5.18)
ou` be correspond a` la composante coin du vecteur de Burgers, ν repre´sente le coefficient de
Poisson, Φ est un angle de´fini par Φ = φ − γ avec γ l’angle entre le plan de glissement de la
dislocation et la surface de l’e´chantillon et φ l’angle entre la surface de l’e´chantillon et la position
~r. Toutes ces constantes sont reporte´es sur la figure(5.12.a).
En 1986 Cherns et al [93] ont observe´ qu’a` l’intersection d’une ligne de dislocation de
vecteur de Burgers ~b avec une ligne de de´faut ~g d’un cliche´ LACBED, le champ de de´formation
de la dislocation distord la ligne et lui donne un aspect tout a` fait typique (voir figure(5.12.b)).
La ligne de de´faut subit a` la fois une rotation et une se´paration en un syste`me de franges dont
le nombre n d’interfranges est directement relie´e au vecteur de Burgers par la relation :
~g.~b = n (5.19)
Pour un meˆme nombre de franges, deux arrangements diffe´rents des syste`mes de franges sont
observe´s (figure(5.12).b). Ils sont l’image l’un de l’autre dans un miroir, et correspondent a` des
valeurs positives ou ne´gatives de n. Les re`gles de Cherns et Preston [93, 12], donne´es sur la
figure(5.12.b), permettent d’identifier le signe de n. Ces re`gles font intervenir le sens du vecteur
~s.
Nous avons simule´ deux dislocations de´finies par des vecteurs de Burgers ~b1 =
1
2 [0, 1, 1¯] et
~b2 =
1
2 [0, 1¯, 1], une ligne
~L = [1, 0, 0], un plan de glissement de type (1, 1, 0) correspondant au
plan de surface et zd =
t
2 . L’influence de chacune d’elles est simule´e sur deux lignes de HOLZ :
~g1 = (1, 3, 3¯) et ~g2 = (2, 6¯, 4). Les re´sultats sont reporte´s sur la figure(5.13). On retrouve ainsi
les re`gles de Cherns et Preston ce qui valide notre approche perturbative de la de´formation dans
la formation du cliche´ CBED.
5.4.5 Application aux couches e´pitaxie´es
En utilisant l’approche perturbative pre´ce´demment de´veloppe´e, on a simule´ la ligne (5, 3¯, 7)
dans les meˆmes conditions que celles expose´es au paragraphe(5.3). Les simulations sont toujours
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Fig. 5.12 – a) Coupe bidimensionnelle dans un plan perpendiculaire a` la dislocation mettant en
e´vidence les diverses constantes utilise´es dans l’expression du champ de de´placement. b) Cliche´
expe´rimental LACBED montrant l’effet d’une dislocation sur une ligne de de´faut observe´ dans le
Silicium. On reporte aussi les Re`gles de Cherns et Preston [12].
re´alise´es en N-ondes en prenant en compte les re´flections pre´sentent dans l’image. Les compa-
raisons avec les profils expe´rimentaux sont reporte´s sur la figure(5.14).
Contrairement aux simulations de the´orie dynamique classique du paragraphe(5.3), un
tre`s bon accord entre les profils expe´rimentaux et simule´s est obtenu pour chaque e´paisseur de
l’e´chantillon. On est maintenant capable de reproduire quantitativement tous les effets de´crits
au paragraphe(5). La figure (5.15) pre´sente les simulations des cliche´s CBED observe´s dans
l’axe [230] et dans la zone d’e´paisseur t = 300nm, pour les meˆmes distances xs que les cliche´s
expe´rimentaux de la figure (5.2).
On observe ainsi un tre`s bon accord entre les images expe´rimentales et simule´es. En parti-
culier, l’e´volution du contraste en fonction de la profondeur sous l’interface xs est bien reproduite
pour chacune des lignes. Remarquons notamment que la ligne (1¯4, 10, 0) reste inchange´e pour
toutes les valeurs de xs.
Cependant un de´saccord est parfois observe´ entre certaines images expe´rimentales et les simula-
tions. Ceci se produit en particulier lorsque des lignes e´quivalentes ont des profils diffe´rents dans
le meˆme diagramme. C’est le cas des lignes (53¯9) et (53¯9¯) sur le cliche´ CBED 3 de la figure(5.2)
obtenu pour t = 300nm et xs = 200nm. La simulation associe´e de la figure(5.15) ne reproduit
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Fig. 5.13 – Simulations dans le formalisme des perturbations de´pendantes du temps
(paragraphe(5.4.3)) de l’intersection d’une dislocation de vecteur de Burger ~b avec une ligne de
de´faut ~g en LACBED. On retrouve bien les re`gles de Cherns et Preston reporte´es dans la figure
(5.12.b).
pas la diffe´rence observe´e. Ce de´faut n’est pas syste´matique, on remarque en effet que cette
meˆme famille n’est plus affecte´e par ce proble`me pour xs = 260nm et t = 300nm dans les cliche´s
de la figure(5.4). Les origines possibles de cet effet sont nombreuses (variation d’e´paisseur dans
la direction xs de l’e´chantillon pre´pare´, effet de l’attache du barreau au reste de la structure, etc
...), ce qui complique son interpre´tation. D’une manie`re ge´ne´rale, de telles dissyme´tries seront
conside´re´es comme des artefacts imputables a` la tre`s grande sensibilite´ de la technique.
Les simulations montrent que seule la composante ux du champ de de´placement est responsable
de l’e´volution des profils de lignes, la composante uz n’ayant aucune influence notable [90]. De
plus la syme´trie du profil des lignes de´pend de la syme´trie du champ de de´placement ux(z). Si
celui-ci est syme´trique, ce qui est le cas pour les re´sultats de´veloppe´s dans cette partie, alors le
profil de la ligne sera syme´trique. Par re´ciprocite´, l’observation de l’asyme´trie prononce´e d’une
ligne pourra eˆtre interpre´te´e en terme d’asyme´trie du champ de de´placement ux.
5.4.6 Conclusion
Au cours des trois paragraphes pre´ce´dents, nous avons traite´ la simulation des phe´nome`nes
observe´s expe´rimentalement. On a ainsi montre´ que le phe´nome`ne de relaxation e´lastique de la
contrainte par les surfaces libres tel que nous l’avons pre´sente´ au paragraphe(5.2) e´tait bien a`
l’origine de l’effet de modification du profil des lignes. Ce phe´nome`ne est introduit par le champ
de de´placement inhomoge`ne le long de la trajectoire des e´lectrons cre´e´ par la relaxation. Cela
introduit donc une brisure de syme´trie dans cette direction interdisant l’utilisation de solutions
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Fig. 5.14 – Comparaison entre les profils expe´rimentaux et simule´s de la ligne d’exce`s (5, 3¯, 7) pris
dans le substrat de silicium. Les simulation sont re´alise´es dans le cadre de la the´orie des perturbations
de´pendantes du temps. Notez le tre`s bon accord entre les deux profils.
en ondes de Bloch 3D pour l’e´quation de Schro¨dinger stationnaire. On a en effet pu se rendre
compte des limites de l’approche classique (utilisant les ondes de Bloch 3D) pour simuler quan-
titativement les profils des lignes. Pour pallier ce proble`me un nouveau formalisme base´ sur la
the´orie des perturbations de´pendantes du temps a e´te´ propose´. Il a permis de simuler quan-
titativement les cliche´s CBED observe´s en utilisant les champs de de´placements calcule´s par
e´le´ments finis. On a pu ainsi retrouver the´oriquement toutes les proprie´te´s du phe´nome`ne (effet
de l’e´paisseur, du ~g, de la concentration de la couche, etc ...), reporte´es au paragraphe (5).
Au cours de notre travail, nous avons cherche´ a` comprendre la diffe´rence fondamentale entre
l’approche que nous proposons (que l’on appellera dans la suite approche TDDT : Time De-
pendant Dynamical Theory ou The´orie Dynamique De´pendante du Temps) et celle de´veloppe´e
en the´orie dynamique classique. En particulier, nous avons tente´ de donner une interpre´tation
physique de la TDDT en utilisant la the´orie des Chemins de Feynman (voir annexe(A)). En
re´sume´, on montre que la` ou` la the´orie dynamique traite la propagation des e´lectrons dans un
cristal de´forme´ par un simple changement de probabilite´ des chemins calcule´s a` partir du cristal
parfait, la TDDT calcule des nouveaux chemins qui, si le cristal est tre`s de´forme´, diffe`rent de
ceux pre´sents dans le cas non-de´forme´.
Ainsi suivant le type d’e´chantillon et quels que soient les e´paisseurs (t et d), la concentration et
le misfit, nous pouvons utiliser diffe´rentes me´thodes permettant de de´terminer la de´formation
de la couche. En particulier la de´marche sera diffe´rente suivant que le champ de de´placement
est homoge`ne ou non le long de la trajectoire e´lectronique.
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Fig. 5.15 – Montage mettant en e´vidence l’e´volution des cliche´s CBED simule´s avec le nouveau
formalisme, observe´s dans le substrat de Silicium, en fonction de la distance sous l’interface xs pour
t = 300nm. Les nume´ros 1, 2, 3 et 4 rapellent les cliche´s expe´rimentaux de la figure(5.2).
5.5 Description des diffe´rentes approches pour l’e´tude de la de´-
formation e´pitaxiale en section transverse
5.5.1 Cas ou` le champ de de´placement est inhomoge`ne le long de la trajec-
toire e´lectronique
On re´alise ici une comparaison entre les cliche´s CBED expe´rimentaux et simule´s obtenus
pour une e´paisseur t donne´e et a` une profondeur xs dans le substrat. Les simulations sont
obtenues a` partir d’une combinaison de calculs e´le´ments finis et de the´orie dynamique dans
le nouveau formalisme. Le seul parame`tre d’entre´e libre lors de la simulation correspond a` la
de´formation f de´finie au chapitre(1.1.1) et introduite dans le calcul FEM. On peut ainsi remonter
a` la de´formation pre´sente dans la couche avant amincissement. Le principe de la mesure peut
eˆtre de´taille´e comme suit :
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1. Un cliche´ CBED dans le substrat est obtenu pour une e´paisseur t et une profondeur xs
mesure´e lors de l’expe´rience. Le cliche´ ne doit pas eˆtre trop perturbe´ pour qu’on puisse
encore voir des profils de lignes !
2. On calcule la simulation par e´le´ments finis du champ de de´placement correspondant a`
l’e´chantillon observe´ (3D ou plane strain suivant le cas) pour la zone caracte´rise´e par les
parame`tres (t,xs) en fonction de z, la direction du faisceau d’e´lectrons.
3. Le cliche´ CBED correspondant a` ce champ de de´placement est ensuite calcule´ pour le
couple (t,xs) selon la me´thode de´veloppe´e.
4. Cette se´rie d’ope´rations est re´pe´te´e pour diffe´rentes valeurs de la de´formation introduites
dans le calcul par e´le´ments finis, et on compare les cliche´s simule´s avec le cliche´ expe´rimental
pour un couple (t,xs). La simulation la plus proche permet de valider un mode`le e´le´ment
fini auquel correspond la de´formation recherche´e.
5. Afin d’obtenir plus de pre´cision, on peut reprendre cette de´marche pour plusieurs couples
(t,xs).
A titre d’exemple, le montage(5.16) pre´sente le de´tail des e´tapes de la mesure sur une couche
de Si0,8Ge0,2/Si pre´pare´e au FIB avec t = 200nm. Il montre un cliche´ obtenu dans l’axe [230]
pour xs = 130nm. Les simulations FEM correspondant a` cette ge´ome´trie sont ensuite re´alise´es
pour trois valeurs de de´formation xx = yy = f . On tire de ces calculs le champ de de´placement
~u(~ρ, z) dans la direction conside´re´e, ce qui permet de re´aliser les simulations dynamiques pour
chacune des valeurs de f . On compare alors le profil de plusieurs lignes expe´rimentales avec les
simulations. La simulation qui donne le meilleur accord nous donne ainsi acce`s a` la valeur de f
correspondant a` la de´formation pre´sente dans la couche avant amincissement.
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Fig. 5.16 – Principe de de´termination de la de´formation f pre´sente dans la couche avant amincis-
sement a` partir de la comparaison de la forme des lignes expe´rimentales et simule´es. Exemple de la
couche de Si0,8Ge0,2(27nm)/Si pre´pare´e par FIB avec une e´paisseur t = 200nm. La comparaison
est re´alise´e a` partir du profil des 4 lignes encadre´es.
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Dans ce cas on mesure une de´formation de f = −0, 83% ± 0, 06%. Avec les valeurs de f
choisies pour les simulations nous nous sommes limite´s a` une pre´cision relative de 8%, mais un
ajustement plus pre´cis entre les profils simule´s et expe´rimentaux a permis d’obtenir une pre´cision
de 5% sur cette meˆme mesure. En conside´rant la couche en e´pitaxie pseudomorphe, cette valeur
de f nous permet de de´terminer une concentration en germanium xGe = 20%± 0, 5% conforme
a` ce qui est annonce´.
On peut donc de´terminer l’e´tat de de´formation de la couche avant amincissement a` partir des
effets induits dans le substrat par la relaxation e´lastique de la contrainte contenue dans la
couche, celle-ci e´tant introduite lors de la pre´paration de l’e´chantillon. C’est donc une de´termi-
nation indirecte. Un bon controˆle de la ge´ome´trie de l’e´chantillon est essentiel pour permettre
sa mode´lisation par e´le´ments finis. C’est le cas dans les techniques de pre´paration FIB ou tripode.
Fig. 5.17 – De´termination, par la me´thode de´veloppe´e, de l’e´tat de de´formation (et donc la concen-
tration en Indium x) de la couche en surface de Ga1−xInxAs(10nm)/GaAs pre´pare´e en section
transverse.
Cette ope´ration a pu eˆtre re´alise´e sur les diffe´rents e´chantillons observe´s. Ainsi la figure(5.17)
pre´sente le processus applique´ a` la couche de Ga1−xInxAs(10nm)/GaAs. Le tableau(5.18) pre´-
sente un re´sume´ des re´sultats obtenus et utilise´s dans la suite de notre travail.
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variables Ga1−xInxAs(10nm)/GaAs Si1−xGex(27nm)/Si Si1−xGex(27nm)/Si
f(%) −1, 4%± 0, 05% −0, 83%± 0, 06% −1, 2%± 0, 06%
x(%) 20%± 0, 5% 20%± 0, 5% 30%± 0, 5%
Fig. 5.18 – De´termination de l’e´tat de de´formation de la couche de Ga1−xInxAs(10nm)/GaAs et
des deux couches de Si1−xGex(27nm)/Si e´tudie´es expe´rimentalement au cours de ce chapitre.
5.5.2 Cas ou` le champ de de´placement est homoge`ne le long de la trajectoire
e´lectronique
Dans ce cas la de´formation peut eˆtre obtenue a` partir de la position relative des lignes de
HOLZ. Deux situations ont pu eˆtre e´tudie´es :
1. Le cas de la couche de Ga0,97In0,03As(100nm)/GaAs e´voque´ au paragraphe(5.1.3)
2. Le cas de la tricouche de Si/Ge/Si0,5Ge0,5. Dans ce cas particulier la relaxation e´lastique
de la couche de germanium en compression sur le substrat de SiGe est bloque´ par la couche
de silicium e´pitaxie´e en tension sur le germanium. Les relaxations e´lastiques de la couche
en tension et de celle en compression e´tant oppose´es, les deux processus se compensent.
On peut ainsi obtenir un champ de de´placement homoge`ne a` l’inte´rieur des couches.
Cas de la couche de Ga0,97In0,03As(100nm)/GaAs
Nous allons de´terminer la de´formation de la couche en comparant le cliche´ expe´rimental ob-
tenu avec des simulations quasi-cine´matiques comme pre´sente´ au paragraphe (4.3). On conside`re
dans ce cas la couche comple`tement relaxe´e dans la direction [110] correspondant a` la direction
d’amincissement de la section transverse. En effet, nous avons montre´ au paragraphe(5.2) qu’en
raison de la relaxation e´lastique, la couche de GaInAs reprenait le parame`tre du massif dans la
direction d’amincissement [110] ce qui permet d’obtenir un champ de de´placement homoge`ne le
long de Z′. En raison des syme´tries de l’e´tat de de´formation on impose (a, b=parame`tre dans le
plan d’e´pitaxie, c le parame`tre hors plan) :
a = b α = β = 90˚ (5.20)
Le seul parame`tre ajustable est donc le parame`tre dans le plan a puisque c et γ sont obtenus
graˆce aux formules de l’e´lasticite´ line´aire en conside´rant une relaxation uniaxiale totale dans la
direction [110] (voir annexe(D)). La couche est toujours conside´re´e en e´pitaxie pseudomorphe.
Dans une premie`re e´tape on de´termine la tension d’acce´le´ration du microscope, comme indi-
que´ pre´ce´demment, graˆce a` un cliche´ CBED pris dans l’axe [230] du GaAs conside´re´ non de´-
forme´. Les re´sultats sont reporte´s dans la figure(5.19). On mesure ainsi une tension de U =
200, 3kV ± 0, 1kV .
En utilisant cette tension, on re´alise dans un deuxie`me temps une mesure des parame`tres re´ticu-
laires du cristal a` partir du cliche´ expe´rimental obtenu dans la couche et de diffe´rentes simulations
faites pour diverses valeurs du parame`tre a. Les re´sultats sont reporte´s sur la figure(5.20).
Le meilleur ajustement est obtenu pour a = b = 5, 6568 ± 0, 002A˚, c = 5, 6691 ± 0, 002A˚ ,
α = β = 90 ± 0, 01˚ et γ = 90, 09 ± 0, 01˚ . Les incertitudes donne´es sont calcule´es a` partir de la
largeur des lignes expe´rimentales utilise´es pour de´terminer les distances entre croisements. Les
simulations par e´le´ments finis effectue´es pour diffe´rentes concentration en Indium, montrent que
le parame`tre ainsi mesure´ dans la couche relaxe´e correspond a` une concentration en indium de
xIn = 2, 2%± 0, 6%
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Fig. 5.19 – Analyse du cliche´ CBED [230] du GaAs permettant de de´terminer la tension d’acce´le´-
ration du microscope.
Fig. 5.20 – Analyse du cliche´ CBED [230] de la couche de Ga0,97In0,03As permettant de de´terminer
le parame`tre dans le plan a de la couche en conside´rant celle-ci comple`tement relaxe´e uniaxialement
dans la direction [110].
Cas de la tricouche Si/Ge/SiGe
Les caracte´ristiques de cet e´chantillon sont reporte´es dans le paragraphe(1.2). Comme pre´-
ce´demment, l’expe´rience consiste a` observer l’e´volution des cliche´s CBED observe´s dans l’axe
[230] en partant du substrat de SiGe loin de l’interface et en de´plac¸ant la sonde perpendiculai-
rement a` l’interface jusqu’a` atteindre la couche de silicium. L’e´paisseur de la zone analyse´e est
voisine de 300nm. Les re´sultats expe´rimentaux ainsi que la simulation par e´le´ments finis sont
reporte´s sur l’image(5.21).
On observe une e´volution du profil des lignes de HOLZ du cliche´ CBED appartenant au
susbtrat de SiGe (cliche´s 1, 2) caracte´ristique de la pre´sence d’un champ de de´placement inho-
moge`ne le long de la trajectoire des e´lectrons z. L’orgine de cet effet est toujours attribue´ a` la
relaxation e´lastique de la contrainte le long de la direction d’amincissement Z′. On remarque
tout de meˆme, que l’effet est ici nettement moins important que dans le cas des couches de
Si0,8Ge0,2/Si e´tudie´ au paragraphe(5), ou` les lignes du substrat e´taient nettement plus pertur-
be´es que dans ce cas, pour une e´paisseur et une profondeur sous l’interface similaires. On observe
notamment des lignes dans la couche de germanium, bien que celles-ci soient tre`s e´paisses (cliche´
4). A contrario, les lignes dans le silicium sont extreˆmement perturbe´es si bien qu’il nous est
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Fig. 5.21 – Pointe´s CBED obtenus dans le substrat de SiGe et dans la couche de Ge. La simulation
e´le´ment fini du syste`me ainsi que les simulations dynamiques de la ligne (5, 3¯, 9) pour trois positions
xs y sont aussi reporte´es
impossible de de´terminer leurs positions. Enfin, lorsqu’on se trouve tre`s proche de l’interface
SiGe/Ge, des lignes peuvent eˆtre observe´es dans le substrat (cliche´ 3). Une e´volution tre`s rapide
mais continue de la position de ces lignes peut meˆme eˆtre observe´e au niveau de l’interface. Cette
e´volution pourrait eˆtre due a` la variation continue de la concentration en germanium dans le
substrat de SiGe, associe´e par exemple a` un phe´nome`ne de se´gre´gation.
Nous avons re´alise´ une mode´lisation FEM de notre syste`me ainsi que des simulations de la ligne
(5, 3¯, 9¯) en TDDT. On obtient un bon accord avec les observations expe´rimentales, en particulier,
on remarque que la ligne simule´e dans la couche germanium (position 4) est plus large que celle
dans le substrat, comme observe´ dans le cliche´ expe´rimental (a` e´paisseur constante t = 300nm).
Cet effet provient vraisemblablement des bords extreˆmes de l’e´chantillon qui sont relaxe´s e´lasti-
quement sur de faibles profondeurs, typiquement dz = 20nm pour t = 300nm, comme le montre
la figure (5.21). La ligne observe´e est due au champ de de´placement homoge`ne dans le reste
du cristal. Ces deux zones sont tre`s bien visualise´es sur la simulation par e´le´ments finis de la
figure (5.21). La pre´sence de la couche de silicium en tension sur le germanium re´alise bien l’effet
voulu, puisque le phe´nome`ne de relaxation est beaucoup moins important comme l’attestent les
observations expe´rimentales ainsi que les simulations FEM et dynamiques. Nous avons donc pu
mesurer directement la de´formation a` partir de la position des lignes de HOLZ observe´es dans la
couche et dans le substrat. On de´termine en premier lieu la tension d’acce´le´ration avec le cliche´
CBED [230] obtenu dans un cristal de silicium parfait : U = 200, 2kV ± 0, 1kV . Dans un second
temps on de´termine la concentration en germanium pre´sente dans le substrat de SiGe the´orique-
ment situe´e autour de 50%. Le substrat est bien entendu conside´re´ comme non contraint si bien
que la concentration en germanium reste le seul parame`tre permettant d’ajuster la position des
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lignes. Les re´sultats sont reporte´s sur la figure(5.22) : %Ge = 48%± 0, 5%.
Fig. 5.22 – De´termination de la concentration en Germanium du substrat a` partir de la position
relative des lignes de HOLZ obtenue dans un cliche´ CBED suffisamment loin de l’interface.
Le meˆme traitement est re´alise´ sur le cliche´ CBED obtenu a` partir de la couche de ger-
manium. On fait l’hypothe`se que la couche reste en compression biaxiale sur le substrat de
SiGe, ce qui est une hypothe`se compatible avec la mode´lisation FEM. Le seul parame`tre ajus-
table est le parame`tre dans le plan d’e´pitaxie a = b puisque c est obtenu a` partir des relations
d’e´lasticite´ line´aire et α = β = γ = 90˚ . A partir du cliche´ 4 on mesure le parame`tre dans le
plan aGe = 5, 58 ± 0, 02A˚. L’incertitude est ici beaucoup plus importante que pour le cas de la
couche de Ga0,97In0,03As en raison de la largeur des lignes. Le parame`tre dans le plan du sub-
strat de Si0,52Ge0,48 vaut aSiGe = 5, 54A˚ ce qui dans l’hypothe`se d’une e´pitaxie pseudomorphe
n’est plus compatible avec la mesure re´alise´e dans la couche de Germanium. Cela sous entend
donc, une augmentation de la concentration en germanium a` l’interface. Ainsi, en conside´rant
que l’e´pitaxie est pseudomorphe, la concentration en germanium correspondant a` un substrat
non de´forme´ de parame`tre aSiGe = 5, 58 ± 0, 02A˚ vaut 67%± 9%. Or, expe´rimentalement, nous
avons observe´ une variation de la position des lignes du cliche´ CBED du substrat tre`s proche de
l’interface SiGe/Ge (cliche´ 3 de la figure(5.21)). On peut associer ce mouvement a` une variation
de la concentration en germanium. A partir du cliche´ 3 obtenu dans le substrat le plus proche
de l’interface SiGe/Ge, on peut de´terminer la concentration en germanium de cette re´gion en
faisant l’hypothe`se qu’aucune de´formation n’est pre´sente. On mesure alors une concentration de
58% ± 2% ce qui, au regard des incertitudes conside´re´es peut expliquer la mesure faite dans la
couche de germanium.
L’hypothe`se consistant a` ne´gliger la relaxation e´lastique et ainsi a` conside´rer une couche en
contrainte pseudomorphe biaxiale sur un substrat non de´forme´, semble donc eˆtre valide´e aux
vues des incertitudes de mesure. La pre´sence d’un effet de se´gre´gation du germanium en surface
du substrat pourrait expliquer l’augmentation du parame`tre dans le plan d’interface.
5.6 Conclusion des re´sultats obtenus dans le cas des sections
transverses
Les re´sultats obtenus en section transverse ont permis de mettre en e´vidence l’effet de la
relaxation par les surfaces libres sur le profil des lignes d’un cliche´ CBED observe´ dans la couche
mais aussi dans le substrat. Ce phe´nome`ne cre´e un champ de de´placement inhomoge`ne le long
de la trajectoire e´lectronique a` l’origine d’une modification de l’interaction e´lectron-cristal que
nous avons pu simuler par l’approche TDDT. On a ainsi tire´ avantage de ce phe´nome`ne tre`s
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sensible pour re´soudre notre proble´matique initiale. Une nouvelle me´thode nous a donc permis de
remonter indirectement a` la de´formation pre´sente dans la couche avant amincissement. Toutefois,
le traitement classique base´ sur l’analyse de la position relative des lignes de HOLZ a pu eˆtre
applique´ dans des cas particuliers comme les e´chantillons ou` t ≤ d et les syste`mes pour lesquels
la relaxation e´lastique est minimise´e (tricouche de Si/Ge/SiGe).
Au paragraphe(4.3.6) nous avons montre´ que le CBED pouvait aussi s’appliquer en vue plane,
permettant de remonter a` la de´formation pre´sente dans la couche e´pitaxie´e. La suite pre´sente
les re´sultats associe´s, obtenus au cours de ce travail.
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Chapitre 6
Observations en vue plane de
couches e´pitaxie´es : effet de la
courbure
N
ous avons de´ja` aborde´ la mesure des de´formations dans les couches e´pitaxie´es observe´es
en vue plane par CBED. La me´thode, propose´e par Cherns et al [85] consiste a` relier
l’e´cart entre une ligne provenant de la couche et une ligne provevant du substrat a` l’e´tat
de de´formation. Elle est en ge´ne´ral applique´e a` des superre´seaux [94, 95, 96, 97, 98] ou a` des
couches e´paisses dont l’e´paisseur d reste comparable a` l’e´paisseur du substrat [85, 86, 99, 9]. Le
cas que nous e´tudions est diffe´rent, puisque l’on conside`re des couches en surface dont l’e´paisseur
d = 10nm est tre`s petite compare´e a` l’e´paisseur du substrat. Jacob et al ont re´alise´ des e´tudes
pre´liminaires des couches fines en surface [88] et encapsule´es formant ainsi un puits quantique
[100]. Ils ont montre´ que l’on n’observait ge´ne´ralement pas les deux lignes distinctes.
Les expe´riences ont e´te´ re´alise´es sur des e´chantillons de Ga0,8In0,2As(10nm)/GaAs pre´pare´es
suivant diffe´rentes techniques : attaque chimique, attaque ionique et tripode. Des puits quan-
tiques de GaAs/Ga0,88In0,12As(10nm)/GaAs on aussi e´te´ observe´s dans le cadre d’une colla-
boration avec Damien Jacob. Comme pour les observations des sections transverses, toutes les
expe´riences sont obtenues sur le TECNAI F20 en mode nanoprobe avec un filtrage en e´nergie
e´lastique re´alise´e par une fente de 10eV .
6.1 Re´sultats expe´rimentaux
6.1.1 Echantillons de Ga0,8In0,2As(10nm)/GaAs pre´pare´s par attaque ionique
et chimique
Les objets e´tudie´s ont e´te´ pre´pare´s par attaque chimique en utilisant un me´lange brome-
me´thanol, et attaque ionique a` froid. Les e´chantillons obtenus ont tout d’abord e´te´ observe´s en
microscopie conventionnelle afin de ve´rifier l’absence de de´fauts (dislocations, fautes d’empile-
ments, etc ...). Les e´chantillons en vue plane pre´sentent alors des morphologies particulie`res :
dans les zones fines observables au MET (bord du trou), l’e´chantillon se clive en lamelles pre´sen-
tant une forte courbure. Cette courbure, rele`ve d’un processus de relaxation e´lastique que nous
avons de´ja` de´crit dans le chapitre(1). Sur ces e´chantillons, notre e´tude par CBED a e´te´ mene´e en
paralle`le avec les e´tudes de mesure de la courbure par MET effectue´es par Martiane Cabie´ dans
le cadre de sa the`se [5]. Les images MEB et MET reporte´es dans la figure(6.1) sont emprunte´es
au travail de M.Cabie´ et reproduites ici afin de mettre en e´vidence la ge´ome´trie particulie`re des
lamelles observe´es.
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Fig. 6.1 – Images MEB de l’e´chantillon de Ga0,8In0,2As/GaAs pre´pare´ par attaque chimique
mettant en e´vidence la pre´sence de lamelles clive´es et courbe´es dans les zones observables en MET.
Les images, prises par Martiane CABIE, correspondent a` un e´chantillon pour lequel d = 25nm ; les
meˆmes observations sont re´alise´es pour d = 10nm. La pre´sence de la courbure est confirme´e par les
importants contours d’extinctions observe´s en imagerie champ clair.
Les observations CBED et LACBED ont e´te´ re´alise´es selon plusieurs axes de zone et
pour diffe´rentes e´paisseurs t, sur une lamelle clive´e. Le montage de la figure (6.2) pre´sente les
diffe´rentes images obtenues.
On va s’inte´resser a` l’e´volution du profil des lignes en fonction de l’axe de zone utilise´.
Les cliche´s LACBED 1, 2, 3 de la figure (6.2) correspondent respectivement aux axes de zone
[203], [102] et [105] dont l’angle par rapport a` l’axe de zone principal [001] va en de´croissant.
Les cliche´s 4 et 5 sont des diagrammes CBED obtenus au voisinage de l’axe [203] pour deux
e´paisseurs diffe´rentes. On peut re´sumer les observations comme suit :
1. axe de zone [203] : les profils de lignes cine´matiques sont tre`s perturbe´s. On peut ainsi ob-
server un e´largissement associe´ a` une structure fine constitue´e de plusieurs franges. Chaque
ligne semble eˆtre affecte´e de manie`re diffe´rente, certaines lignes posse`dent 2 minimas alors
que d’autres en posse`dent 3 dans la meˆme zone de l’e´chantillon. L’e´largissement d~g associe´
est donc diffe´rent pour chacune des lignes.
Les lignes dynamiques sont aussi tre`s affecte´es, leurs profils constitue´s de se´ries de franges
ne sont pas comparable a` une rocking curve observe´e dans un cristal parfait.
2. axe de zone [102] : les meˆmes observations peuvent eˆtre faites pour cette orientation. La
principale diffe´rence provient des lignes cine´matiques dont la perturbation est moins impor-
tante que dans l’axe de zone [203]. Les lignes dynamiques restent toujours tre`s perturbe´es.
3. axe de zone [105] : les lignes cine´matiques ne sont quasiment pas perturbe´es et pre´sentent
un profil classique constitue´ d’un seul minima principal. On observe ainsi de fines lignes de
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Fig. 6.2 – Re´sultats expe´rimentaux obtenus lors des observations LACBED et CBED a` partir des
e´chantillons de Ga0,8In0,2As(10nm)/GaAs pre´pare´s par attaque chimique et ionique. Les cliche´s
1, 2, et 3 correspondent a` des cliche´s LACBED observe´s dans les axes de zones [203], [102] et [105]
respectivement. Les images 4 et 5 correspondent a` des cliche´s CBED observe´s proche l’axe [203]
pour deux e´paisseurs t diffe´rentes.
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HOLZ au centre de l’axe de zone, par exemple les deux lignes (8¯1¯02) et (8¯102) reporte´es
sur la figure. Les meˆmes observations peuvent eˆtre faites sur les lignes dynamiques.
Le profil des lignes cine´matiques et dynamiques observe´es dans les cliche´s LACBED semble
donc d’autant plus perturbe´ qu’elles appartiennent a` des axes e´loigne´s de l’axe principal [001].
Typiquement l’axe de zone [105] se situe a` α = 11˚ de l’axe [001], [102] a` α = 26˚ et [203]
a` α = 34˚ . Un paralle`le peut eˆtre re´alise´ avec la perturbation des profils observe´e dans les
cliche´s CBED obtenus dans les e´chantillons pre´pare´s en section transverse. Dans les deux cas la
perturbation se traduit par une modification importante du profil des lignes. Nous avons montre´
que dans le cas des sections transverses, on observe une variation du poids respectif des minima
et maxima de la rocking curve de chacune des lignes en fonction de la profondeur sous l’interface
xs et de l’e´paisseur t. Ici aussi, ce type d’effet peut eˆtre observe´. Ainsi, sur la figure(6.2) les
cliche´s CBED n˚ 4 et 5 correspondent a` l’orientation [203] et a` deux e´paisseurs diffe´rentes. On
observe en particulier une e´volution du profil des lignes (62¯4) et (6¯2¯4) qui passe de 2 minimas
pour t = 130nm a` 3 minimas pour t = 330nm.
Ces observations montrent donc une e´volution du profil (e´largissement d~g et nombres de minimas)
des lignes cine´matiques, et des lignes dynamiques, en fonction de l’indice ~g et l’e´paisseur t. Cet
effet ne peut eˆtre assimile´ a` une superposition de lignes provenant de la couche et du substrat
comme propose´e par Cherns et al [85]. En utilisant le mode`le de Cherns, les de´doublements de
lignes devraient eˆtre un ordre de grandeur plus grands que ceux observe´s dans notre cas et les
distances entre lignes inde´pendantes de l’e´paisseur de l’e´chantillon. D’une manie`re ge´ne´rale, les
de´doublements du mode`le de Cherns n’ont pu eˆtre observe´s que pour des e´paisseurs d de couches
comparables aux e´paisseurs de substrat traverse´es par le faisceau d’e´lectrons. L’e´paisseur de la
couche e´tant alors suffisante pour former une ligne. Dans notre cas l’e´paisseur d = 10nm de
la couche de GaInAs ne permet pas la formation d’une ligne propre a` la couche, compare´ au
320nm de substrat dans le cas ou` l’e´paisseur traverse´e t = 330nm. La formation du cliche´ CBED
de ce type d’e´chantillon semble donc eˆtre due a` l’interaction du faisceau avec le substrat. La
mesure de la de´formation selon la formule de Cherns n’est donc pas applicable aux e´chantillons
que nous observons.
Dans le paragraphe(5.4.3), nous avons montre´ que la modification du profil des lignes en section
transverse provenait d’une variation continue des de´placements ~u(~ρ, z) dans la direction z du
faisceau d’e´lectrons. Les cliche´s de´crits dans cette partie peuvent eˆtre interpre´te´s en ces termes.
Ainsi se pose la question de l’origine possible d’une variation des de´placements ~u(~ρ, z) dans
la direction de propagation z des e´lectrons suffisamment importante pour cre´er les effets de
la figure(6.2). Les observations MEB et MET conventionnelles pre´sente´es dans la figure(6.1),
nous ont permis de mettre en e´vidence la pre´sence d’une courbure introduite apre`s le clivage de
certaines lamelles fines. C’est cette courbure qui est a` l’origine d’une variation des contraintes
le long de la direction de propagation du faisceau z [101, 5].
6.1.2 Echantillons de Ga0,8In0,2As(10nm)/GaAs pre´pare´s par attaque me´ca-
nique : le tripode
Afin de mettre en e´vidence le roˆle de la courbure dans les re´sultats pre´ce´dents, nous les
comparons a` ceux obtenus dans le cas d’un polissage me´canique par tripode. En effet, dans ce
cas l’e´chantillon ne se clive pas et ne pre´sente pas de courbure importante. L’amincissement est
re´alise´ a` partir d’un bord de l’e´chantillon massif en suivant une ge´ome´trie de type biseau jusqu’a`
obtenir des zones transparentes aux e´lectrons. On s’arreˆte en ge´ne´ral lorsque le bord atteint une
e´paisseur de l’ordre de 100nm, puisqu’il n’est pas ne´cessaire d’amincir plus pour les observations
CBED. L’inte´reˆt de cette technique de pre´paration est qu’elle ne ne´cessite pas de percer un trou
comme dans le cas des attaques chimique et ionique. Les observations MET conventionnelles
re´alise´es sur les e´chantillons tripodes ainsi que les re´sultats CBED et LACBED obtenus dans
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les meˆmes conditions que celles de´crites dans le paragraphe pre´ce´dent, sont reporte´s dans la
figure(6.3).
Fig. 6.3 – Re´sultats expe´rimentaux obtenus lors des observations conventionnelles, LACBED et
CBED a` partir des e´chantillons de Ga0,8In0,2As(10nm)/GaAs pre´pare´s par tripode. Les cliche´s 1,
2, et 3 correspondent a` des cliche´s LACBED observe´s dans les axes de zones [203], [102] et [105]
respectivement. Les images 4 et 5 correspondent a` des cliche´s CBED observe´s proche l’axe [203]
pour deux e´paisseurs t.
L’image champ clair met en e´vidence des franges d’e´gales e´paisseurs (220) caracte´ristiques
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d’une variation d’e´paisseur t continue depuis le bord du biseau. Ces franges restent parfaitement
paralle`les au bord de l’e´chantillon et aucun contour d’extinction n’est observe´. Aucune courbure
importante n’est donc pre´sente dans les zones e´tudie´es. En effet, puisqu’aucun clivage n’est
introduit par la pre´paration, les zones fines observe´es restent solidaire du reste de l’e´chantillon
ce qui empeˆche la formation de courbure introduite par les phe´nome`nes de relaxation e´lastique.
Les cliche´s LACBED obtenus selon les axes de zone [203], [102] et [105] et pour diffe´rentes
e´paisseurs montrent ainsi des lignes fines pre´sentant un profil non perturbe´ comme dans les
cristaux parfaits. Les de´doublements des lignes cine´matiques pre´vus par le mode`le Cherns ne
sont jamais observe´s, l’apport de la couche d’e´paisseur d = 10nm e´tant ne´gligeable par rapport
a` celui du substrat. Les lignes cine´matiques peuvent donc eˆtre conside´re´es comme parfaites et
provenant de la diffraction du faisceau e´lectronique par le substrat principalement. On a ve´rifie´
que la position des lignes de HOLZ dans l’axe [203] correspondait a` celles du substrat de GaAs
de parame`tre a = 5, 653A˚.
Le profil des lignes dynamiques montre une le´ge`re asyme´trie comme on peut le voir sur l’exemple
des lignes (5¯1¯1) et (511¯) de la figure(6.4) observe´es selon une orientation proche de l’axe de zone
[105] pour une e´paisseur t = 140nm± 5nm.
Fig. 6.4 – Cliche´s CBED et profils asyme´triques des lignes dynamiques (511¯) et (5¯1¯1) observe´s
dans les e´chantillons de Ga0,8In0,2As(10nm)/GaAs pre´pare´s par tripode pour une e´paisseur t =
140nm± 5nm.
Pour e´tudier cet effet nous avons observe´ des lignes d’exce`s afin de ne pas eˆtre perturbe´s
par l’assyme´trie classique des lignes de de´fauts provenant de l’absorption anomale [2, 51, 12].
On peut noter les remarques suivantes :
1. l’assyme´trie affecte la plupart des lignes dynamiques mais de manie`re diffe´rente suivant
l’indice ~g
2. L’effet est identique pour les lignes ~g et −~g mais de sens oppose´ selon la direction positive
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des erreurs d’excitations s.
Dans le cas d’un cristal parfait les lignes d’exce`s dynamiques sont syme´triques comme pre´sente´
dans le paragraphe(2.3.1). Ceci est toujours le cas en condition deux ondes mais les effets dy-
namiques N-ondes provenant d’autres lignes peuvent introduire une asyme´trie prononce´e de la
ligne d’exce`s dans la zone situe´e au niveau du croisement dynamique. Les profils doivent donc
eˆtre trace´s en e´vitant au maximum les re´gions de croisements (indique´es sur la figure(6.4) si l’on
souhaite re´aliser une comparaison avec des simulations 2 ondes. Dans le cas contraire, l’analyse
ne´cessitera des simulations dynamiques N-ondes prenant en compte les diffe´rents croisements.
Notons qu’une analyse quantitative ne´cessitera toujours une approche N-Ondes car les zones en
parfaites conditions deux ondes sont expe´rimentalement tre`s difficiles a` trouver.
Pour re´sumer, les cliche´s CBED et LACBED obtenus a` partir des e´chantillons pre´pare´s par tri-
pode correspondent aux images observe´es dans les cristaux parfait hormis une le´ge`re assyme´trie
des lignes d’exce`s dynamiques. Le de´doublement pre´vu par le mode`le de Cherns n’a jamais e´te´
observe´.
6.1.3 Puits quantiques de GaAs(100nm)/Ga0,88In0,12As(10nm)/GaAs pre´pare´s
par tripode
Cette e´tude s’inscrit dans le cadre d’une collaboration avec Damien Jacob [100]. Les obser-
vations pre´liminaires effectue´es en MET conventionnelle ne re´ve`lent pas la pre´sence de de´fauts
cristallins ni de courbure. En CBED, pour des e´paisseurs voisines de t = 200nm, on observe un
de´doublement des lignes fines cine´matiques dont l’e´cartement d~g de´pend de la ligne ~g. Cet effet
est observe´ quel que soit l’axe de zone utilise´. Le cliche´ CBED 1, reporte´ dans la figure (6.5), est
obtenu au voisinage de l’axe de zone [105] pour une e´paisseur mesure´e de t = 250nm. On peut
aussi remarquer que sur toutes les lignes, le de´doublement n’est pas syme´trique. Ainsi les lignes
cine´matiques (122¯2¯) et (1042¯) sont de´double´es mais ne posse`dent pas le meˆme e´cartement d~g, la
ligne (41¯20) n’est pas affecte´e par le phe´nome`ne puisqu’elle pre´sente un seul minimum principal.
Les profils de lignes dynamiques semblent tre`s perturbe´s et ne correspondent pas a` des rocking
curve classiques.
Si on diminue l’e´paisseur traverse´e t, les lignes cine´matiques retrouvent un profil contenant un
seul minimum lorsque t ≈ 100nm. Dans ce cas, les lignes dynamiques mettent en e´vidence un
profil asyme´trique prononce´ comme pre´sente´ dans le cliche´ CBED 2 de la figure(6.5). Ainsi,
comme reporte´ sur le sche´ma associe´, ce cas peut eˆtre assimile´ a` celui de la couche en surface
e´tudie´e dans le paragraphe(6.1.2) ou` les lignes cine´matiques observe´es e´taient parfaites mais les
lignes dynamiques pre´sentaient des profils le´ge`rement asyme´triques.
Inversement si on augmente l’e´paisseur traverse´e, le de´doublement des lignes cine´matiques se
ressere (d~g diminue) jusqu’a` disparaˆıtre, laissant la place a` un profil classique contenant un mi-
nimum principal. C’est ce que l’on observe sur la figure(6.6) dans le cas de la ligne (804¯) observe´e
proche de l’axe de zone [102].
L’e´volution avec l’e´paisseur des de´doublements observe´s dans ce type d’e´chantillon est
donc tre`s diffe´rente de celle observe´e dans les couches en surface pre´pare´es par attaque chimique
et ionique. Dans ce dernier cas le profil pouvait, suivant l’e´paisseur, contenir 3, 4 ou plus minima
dont le nombre augmentait avec l’e´paisseur.
Dans les puits enterre´s quelle que soit l’e´paisseur, les lignes cine´matiques observe´es ne contiennent
pas plus de deux minima. L’origine de ce de´doublement a e´te´ interpre´te´e par Jacob et al en faisant
un paralle`le avec les de´doublements observe´s sur les lignes provenant d’un cristal contenant
une faute d’empilement [12]. Le de´doublement n’a donc pas pour origine une ligne provenant
de la couche et l’autre provenant du substrat comme e´voque´ dans le mode`le de Cherns, mais
provient de la diffraction d’une famille de plans ~g dans le substrat avant et apre`s la couche. Les
faisceaux diffracte´s se trouvent de´phase´s par la couche d’une quantite´ ~g.~uref et se recombinent
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Fig. 6.5 – Cliche´s CBED observe´s dans les puits de GaAs(100nm)/Ga0,88In0,12As(10nm)/GaAs
pour deux e´paisseurs t diffe´rentes. Dans un cas un de´doublement des lignes cine´matiques est observe´.
Dans l’autre cas, une asyme´trie prononce´e des lignes dynamiques est mise en e´vidence.
a` la sortie de l’e´chantillon pour former la ligne de´double´e. Ce de´doublement nous donne ainsi
acce`s a` une mesure du champ de de´placement de la couche par rapport au substrat ~uref de´fini
au chapitre(3.1.2) lors de la pre´sentation de la me´thode GPA.
Les phe´nome`nes de modification du profil des lignes cine´matiques observe´s dans les couches
en surface courbe´es et dans les puits enterre´s, bien que similaires en apparence, ont donc des
origines et des e´volutions (e´paisseur, ~g, axe de zone, etc ...) totalement diffe´rentes. J’insiste sur
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Fig. 6.6 – Cliche´ CBED des puits de GaAs(100nm)/Ga0,88In0,12As(10nm)/GaAs mettant en
e´vidence l’e´volution du de´doublement de la ligne (804¯) en fonction de l’e´paisseur t.
le fait qu’il n’est pas possible de re´aliser un paralle`le entre ces diffe´rents effets.
Pour terminer, une origine possible de l’asyme´trie des lignes dynamiques a e´te´ propose´e par Jacob
et al [88]. Ils ont montre´ que cet effet pouvait eˆtre aussi duˆ a` un de´phasage par la couche en
surface de type ~g.~uref , du faisceau e´lectronique diffracte´ par le substrat. Les lignes cine´matiques
ne sont pas alors assez sensibles pour eˆtre affecte´es. Afin de bien se fixer les ide´es, nous allons
maintenant nous attarder quelques lignes sur une analyse de cette situation. On peut conside´rer
deux cas diffe´rents :
1. La couche e´pitaxie´e est enterre´e entre deux substrats
2. La couche e´pitaxie´e est place´e en surface d’un substrat
En se´parant la situation de cette manie`re, je m’autorise un paralle`le avec l’effet de la perturba-
tion observe´e lors de l’intersection d’une dislocation avec une ligne de HOLZ et pre´sente´ dans
le paragraphe(5.4.4). Cet effet peut eˆtre interpre´te´ comme un de´phasage entre les faisceaux dif-
fracte´s avant et apre`s la dislocation, le de´phasage e´tant introduit par le champ de de´placement
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de la dislocation [102, 12]. Dans ce cas, le contraste de la ligne va de´pendre de la profondeur,
note´ zd dans la figure(5.12), de la dislocation dans le mate´riau. Le meilleur contraste est obtenu
lorsque la dislocation se situe au milieu du mate´riau zd =
t
2 , et diminue lorsque zd diminue
jusqu’a` disparaitre lorsqu’elle se situe en surface.
Dans le puit, comme dans le cas des dislocations, lorsque la couche est enterre´e on observe un
de´doublement des lignes cine´matiques, qui disparaˆıt lorsque la couche est en surface. Les lignes
cine´matiques ayant alors leur apparence classique. Dans ce cas le de´phasage introduit par les
de´placements ~uref de la couche en surface affecte seulement les lignes dynamiques plus sensibles.
Les deux situations e´voque´es correspondent aux expe´riences des paragraphe(6.1.3) et (6.1.2)
respectivement.
Ces deux cas peuvent eˆtre observe´s si le substrat se pre´sente comme un cristal parfait vis a`
vis du faisceau e´lectronique. Mais dans le cas des couches en surfaces pre´pare´es par attaque
chimique ou ionique le substrat est fortement de´forme´ et l’on observe alors des profils de lignes
comprenant plusieurs minima suivant l’e´paisseur, l’indice ~g, etc ... (cf paragraphe(6.1.1)). L’effet
du de´phasage introduit par la couche sur les faisceaux e´lectroniques traversant la structure est
alors totalement insignifiant compare´ aux modifications introduites par ~u(~ρ, z).
6.2 Analyse quantitative des phe´nome`nes observe´s en vue plane
Comme dans le cas de l’analyse des re´sultats obtenus sur les couches pre´pare´es en section
transverse, la combinaison entre les simulations de l’e´tat me´canique par FEM et les simulations
dynamiques des cliche´s CBED associe´s, reste la solution choisie pour interpre´ter quantitative-
ment les re´sultats expe´rimentaux. Les simulations des cliche´s CBED ont e´te´ effectue´es dans le
cadre de la the´orie TDDT de´veloppe´e pour l’analyse des sections transverses (cf paragraphe(5.4).
6.2.1 Cas des couches en surface de Ga0,8In0,2As(10nm)/GaAs pre´pare´es par
attaque ionique et chimique
Mode´lisation par FEM de l’e´tat me´canique d’une lamelle clive´e
Les observations CBED et LACBED pre´sente´es pre´ce´demment ont toutes e´te´ obtenues
a` partir d’une lamelle clive´e dont les dimensions ont e´te´ mesure´es et sont reporte´es sur la
figure(6.7). Les mode´lisations FEM ont e´te´ re´alise´es en 3D, la ge´ome´trie en lamelle clive´e ne
permettant pas l’utilisation de simulation 2D. Tous les calculs obtenus dans cette partie sont
re´alise´s dans le formalisme des grands de´placements, meˆme si les travaux de Cabie´ et al montrent
que l’approximation des petits de´placements peut parfois s’appliquer sur ce type de lamelle [6].
Les directions X, Y et Z′ de´finies dans le calcul, et reporte´es dans la figure(6.7) correspondent
aux axes [11¯0], [110] et [001] du cristal respectivement.
Les diffe´rentes notations des faces de la ge´ome´trie sont reporte´es sur la figure : B1, B2
perpendiculaires a` Y , B3, B5 perpendiculaires a` X et B4, B6 perpendiculaires a` Z′. Les indices c
et s se re´fe`rent respectivement a` la couche et au substrat. Afin de simuler l’e´tat me´canique d’une
lamelle clive´e, nous avons de´fini des conditions aux limites seulement sur les faces B5c et B5s que
l’on conside`re comme fixe´es au reste du mate´riau massif. En d’autres termes, aucun de´placement
n’est autorise´ pour ces faces. Les autres faces sont conside´re´es comme libres, c’est-a`-dire qu’on
autorise les de´placements de ces faces dans les trois directions. La cartographie 3D du champ
de de´formation z′z′ ainsi calcule´e, est reporte´e sur la figure(6.7). On observe bien la pre´sence
d’une courbure importante de la lamelle, la modification de la structure observe´e sur le re´sultat
du calcul est trace´e a` l’e´chelle des effets re´els (×1).
A partir de ces calculs on obtient les champs de de´placements ~u(~ρ, z) en fonction de z qui corres-
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Fig. 6.7 – Ge´ome´trie utilise´e et simulation FEM 3D du champ de de´formation z′z′ de l’e´chantillon
de Ga0,8In0,2As(10nm)/GaAs pre´pare´ par attaque chimique ou ionique.
pond a` la direction du faisceau e´lectronique selon les axes de zone e´tudie´s expe´rimentalement.
Les donne´es sont ensuite inse´re´es dans les simulations dynamiques que nous pre´senterons dans
la suite. Plus le nombre de valeurs de ~u(~ρ, z) calcule´es le long de la direction de propagation
sera important et plus le calcul dynamique se rapprochera de la re´alite´. En d’autres termes,
il est ne´cessaire de re´aliser un maillage suffisamment fin dans cette direction. Or, la ge´ome´trie
de la structure 3D est beaucoup trop grosse. Lorsque les calculs sont re´alise´s avec un maillage
suffisamment fin, la me´moire reste toujours insuffisante meˆme pour les meilleurs ordinateurs a`
notre disposition. Aussi, nous avons adopte´ une option permettant d’affiner le maillage dans
la zone d’inte´reˆt conside´re´e, les calculs re´alise´s sur le reste de la structure gardent le maillage
grossier. Le maillage est donc affine´ de manie`re suffisante sur une fine tranche correspondant au
plan (X′′, z), reporte´ dans la figure(6.8), contenant l’axe de zone de´fini comme la direction z.
La figure (6.8) pre´sente une re´partition bidimensionnelle, dans le plan (X′′, z), du champ
de de´placement uz′ rencontre´ par le faisceau d’e´lectrons pour les diffe´rents axes de zone utilise´s
dans les expe´riences et pour une meˆme zone d’e´paisseur t = 200nm. Ce type de coupes peut
bien suˆr eˆtre re´alise´ pour les autres composantes du champ de de´placement ux et uy. Pour tous
les axes de zones, on de´tecte la pre´sence d’un champ de de´placement dont la variation devient
de plus en plus importante lorsqu’on s’e´loigne de l’axe de zone principal [001]. Ainsi la variation
est plus faible dans la coupe correspondant a` l’axe de zone z = [105] situe´ a` α = 11˚ de l’axe
[001] que dans la coupe re´alise´e pour z = [203] situe´ a` α = 34˚ de [001].
Ces observations sont a` mettre en paralle`le avec les re´sultats expe´rimentaux pre´sente´s dans le pa-
ragraphe (6.1.1) ou` les perturbations pre´sentes sur les lignes des diffe´rents cliche´s CBED e´taient
d’autant plus importantes qu’elles appartenaient a` un axe de zone e´loigne´ de [001]. D’autre part
nous avons montre´ qu’une variation du champ de de´placemement pre´sent dans le cristal le long
de la direction de propagation du faisceau e´tait a` l’origine d’un changement radical du profil des
lignes observe´es et ce d’autant plus que cette variation est importante. Les simulations FEM per-
mettent d’interpre´ter les observations CBED pre´sente´s au paragraphe(6.1.1). Ainsi selon l’axe
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Fig. 6.8 – Cartographie 2D du champ de de´placement uz′ calcule´ par FEM pour les diffe´rents axes
de zones z e´tudie´s expe´rimentalement : [105], [102] et [203]. Les coupes sont re´alise´es sur la meˆme
zone de l’e´chantillon d’e´paisseur t = 200nm.
[203] le champ de de´placement calcule´ est beaucoup plus inhomoge`ne que selon l’axe [105] et
peut ainsi eˆtre a` l’origine de la modification du profil des lignes expe´rimentales. Afin de re´aliser
une interpre´tation quantitative de ces effets, qui pourraient ainsi eˆtre utilise´s pour remonter
au champ de de´formation pre´sent dans la couche comme cela a pu eˆtre fait avec les sections
transverses, on a re´alise´ des simulations dynamiques des diffe´rents cliche´s CBED correspondant
aux conditions e´xpe´rimentales e´voque´es pre´ce´demment. C’est l’objet du prochain paragraphe.
Simulation dynamique des cliche´s CBED observe´s sur la lamelle clive´e
Les conditions utilise´es dans les simulations TDDT (e´paisseur t, tension, etc ...) sont les
meˆmes que celles de´crites lors de la pre´sentation des re´sultats expe´rimentaux et reporte´s sur
la figure(6.2). Le champ de de´placement ~u(~ρ, z) calcule´ par FEM est introduit dans le pro-
gramme de simulation dynamique permettant de mode´liser les diffe´rents cliche´s CBED e´tudie´s
expe´rimentalement. Les re´sultats sont reporte´s sur la figure(6.9) et sont a` comparer aux cliche´s
expe´rimentaux de la figure(6.2).
On conside`re tout d’abord l’e´volution des contrastes pre´sents dans les diffe´rents cliche´s
CBED en fonction de l’axe de zone conside´re´. Ainsi, comme lors de l’e´tude expe´rimentale, les
lignes cine´matiques et dynamiques se trouvent d’autant plus perturbe´es qu’elles appartiennent
a` un axe e´loigne´ de [001]. On remarque en effet que les lignes simule´es dans l’axe [203] sont tre`s
perturbe´es alors que celles obtenues dans l’axe [105] posse`dent un profil classique non perturbe´
constitue´ d’un seul minima dans le cas des lignes cine´matiques. L’accord avec les expe´riences
semble donc assez bon.
Les simulations reproduisent bien l’e´volution avec l’e´paisseur des profils de lignes cine´matiques
mais les profils ne correspondent pas tous parfaitement a` ceux observe´s expe´rimentalement, mal-
gre´ les pre´cautions prises pour re´aliser des simulations les plus proches possibles des conditions
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Fig. 6.9 – Simulations dynamiques TDDT re´alise´es en utilisant les champs de de´placements ~u(~ρ, z)
calcule´s par FEM pour l’e´chantillon de Ga0,8In0,2As(10nm)/GaAs pre´pare´es par attaque chimique
ou ionique. Les conditions expe´rimentales (axes de zone, e´paisseurs, etc ...) sont les meˆmes que celles
de´crites dans la figure (6.2) associe´e.
expe´rimentales (e´paisseur, dimensions de la plaque, position de la sonde, etc ...). On peut ainsi
remarquer que pour une e´paisseur de t = 130nm la ligne (533¯) contient deux minima clairement
se´pare´s ce qui n’est pas le cas dans l’image expe´rimentale de la figure(6.2). En revanche, on
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reproduit les trois minimas observe´s sur cette ligne pour une e´paisseur de 330nm. Ce type de
simulations se base sur des champs de de´placements inhomoge`nes calcule´s par FEM dont les
re´sultats sont tre`s de´pendants de la ge´ome´trie utilise´e, conditions aux limites etc ... Ainsi la
reproduction parfaite de tous les contrastes observe´s dans ce type de cliche´ CBED passe par
un controˆle tout aussi parfait de la ge´ome´trie de l’e´chantillon aminci, comme cela avait e´te´ fait
pour les pre´parations en section transverse graˆce au FIB. Une mauvaise reproduction de cer-
tains contrastes dans les cliche´s CBED simule´s peut provenir d’une mauvaise connaissance de
la ge´ome´trie re´elle de l’e´chantillon. Dans notre cas, les simulations ne prennent pas en compte
un e´cart tre`s probable a` la variation line´aire de l’e´paisseur de la lamelle le long de la direction
x ou des variations d’e´paisseur le long de y. Les attaques chimiques ne sont en effet pas assez
performantes pour re´aliser un e´chantillon aussi parfait que celui du mode`le FEM. La technique
du CBED e´tant tre`s sensible, ce genre de phe´nome`nes peut tout a` fait eˆtre a` l’origine d’un
e´cart entre les profils simule´s et expe´rimentaux de certaines lignes. La pre´paration FIB pourrait,
dans ce cas, s’ave´rer eˆtre une solution tre`s attractive. Malgre´ tout, des mesures de de´formation
peuvent eˆtre obtenues a` partir des simulations TDDT de ce genre d’effets. Nous le pre´senterons
avec les autres me´thodes possibles de´duites au cours de ce travail dans le paragraphe(6.3).
6.2.2 Cas des couches en surface de Ga0,8In0,2As(10nm)/GaAs pre´pare´es par
attaque me´canique tripode
Mode´lisation de l’e´tat me´canique de la structure par FEM
La ge´ome´trie de l’e´chantillon est reporte´e dans la figure(6.10). L’angle du biseau a pu
eˆtre de´termine´ expe´rimentalement graˆce a` des mesures d’e´paisseur re´alise´es par CBED et aux
franges d’e´gales e´paisseurs (220) pre´sente´es dans la figure(6.3). Les axes X, Y et Z′ de´finis
dans la figure(6.10) correpondent aux meˆmes axes que dans le cas des e´chantillons pre´pare´s par
attaque chimique.
Puisque la lamelle observe´e n’est pas clive´e, on conside`re la structure attache´e au reste
du mate´riau ce qui ce re´percute directement sur les conditions aux limites. On peut les re´sumer
comme suit :
- pas de de´placements dans la direction Y pour les faces B1c,s et B2c,s, l’e´chantillon e´tant
suppose´ infini dans cette direction.
- Les faces B5c et B5s sont toujours conside´re´es bloque´es afin de simuler l’attache de la
structure au reste du mate´riau.
- Les autres faces restent libres.
la cartographie 3D (×1) du champ de de´formation z′z′ est reporte´e dans la figure (6.10). Aucune
courbure n’est observe´e dans ce type d’e´chantillon, contrairement aux lamelles clive´es pre´sentes
dans les pre´parations chimiques et ioniques de la figure(6.7).
L’hypothe`se que nous avions e´voque´e pour expliquer cette diffe´rence partait de l’ide´e que les
lamelles clive´es ne pre´sentant qu’une face d’ancrage, subissaient ainsi une relaxation e´lastique
de la contrainte par courbure, ce qui n’est plus le cas avec l’e´chantillon tripode. Les calculs
FEM confirment cette hypothe`se et ame`nent meˆme d’autres informations. On remarque que,
d’une manie`re ge´ne´rale, la ge´ome´trie des re´gions e´tudie´es diffe`re e´galement par l’angle de biseau,
beaucoup plus grand dans le cas tripode. Ainsi le biseau mesure´ de la lamelle clive´e vaut ap-
proximativement α = 1, 5˚ , alors que celui mesure´ a` partir de la lamelle tripode vaut en moyenne
α = 20˚ . Si on simule la meˆme ge´ome´trie de l’e´chantillon tripode mais en conside´rant les faces
B1c,s et B2c,s comme libres, on observe une le´ge`re courbure mais beaucoup moins importante
que dans le cas de la lamelle clive´e. L’angle de biseau, tout comme les surfaces libres, a une
influence sur la pre´sence, ou non, de courbure dans la structure.
Afin de pouvoir re´aliser les simulations dynamiques des cliche´s CBED, nous devons obtenir le
118
6.2 Analyse quantitative des phe´nome`nes observe´s en vue plane 119
Fig. 6.10 – Ge´ome´trie utilise´e et simulation FEM 3D du champ de de´formation z′z′ de l’e´chantillon
de Ga0,8In0,2As(10nm)/GaAs pre´pare´ par tripode.
champ de de´placement ~u(~ρ, z) pour les directions z correspondant aux axes e´tudie´s expe´rimen-
talement. Le meˆme processus d’affinage du maillage dans le plan (X′′, z) que celui pre´sente´ au
paragraphe (6.2.1), est effectue´ pour cette structure. La figure (6.11) pre´sente les re´sultats obte-
nus et reporte la cartographie bidimensionnelle du champ de de´placement uZ′ rencontre´ par le
faisceau e´lectronique pour les 3 axes de zones e´tudie´s z = [105], [102], [203] et pour une e´paisseur
t = 200nm.
Si on compare avec les re´sultats pre´sente´s dans la figure(6.8), on remarque que la com-
posante uZ′ calcule´e reste beaucoup plus faible dans le cas des e´chantillons tripodes de la
figure(6.11) quel que soit l’axe de zone. De plus, dans une meˆme coupe, aucune variation impor-
tante du champ de de´placement n’est de´tecte´e y compris dans l’axe de zone [203], contrairement
aux e´chantillons chimiques et ioniques. On peut ainsi interpre´ter qualitativement les re´sultats ex-
pe´rimentaux du paragraphe(6.1.2) qui pre´sente des cliche´s CBED non perturbe´s correspondant
a` ceux observe´s a` partir d’un cristal parfait, provenant dans ce cas du substrat de GaAs. On
a aussi pu observer des lignes d’exce`s dynamiques asyme´triques dont l’interpre´tation ne´cessite
l’utilisation de simulations.
Simulation dynamique des cliche´s CBED observe´s
La figure(6.12) pre´sente les diffe´rentes simulations TDDT obtenues en utilisant le champ
de de´placement ~u(~ρ, z) calcule´ par FEM.
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Fig. 6.11 – Cartographie 2D du champ de de´placement uz′ calcule´ par FEM pour les diffe´rents axes
de zones z e´tudie´s expe´rimentalement : [105], [102] et [203].
On note un bon accord avec les cliche´s expe´rimentaux reproduits dans la figure(6.3). En fait
les simulations dynamiques sont tre`s proches de celles obtenues sur des cristaux non de´forme´s.
En d’autres termes, la courbure introduite par la relaxation e´lastique du syste`me pre´pare´ par
tripode n’est pas suffisante pour introduire un champ inhomoge`ne ~u(~ρ, z) significatif dans le
substrat a` l’inverse des cas obtenus a` partir des lamelles clive´es.
Les simulations de l’asyme´trie des lignes dynamiques re´alise´es par Jacob et al correspondent a`
une approche en 2 ondes [88] que nous avons commence´ par appliquer. Afin de re´aliser une analyse
quantitative plus pousse´e, nous avons aussi re´alise´ des simulations N ondes TDDT qui semblent
plus approprie´es. Nous avons pour cela introduit le champ de de´placement ~u(~ρ, z) calcule´ par
FEM dans le programme de simulation TDDT qui permet aussi de tracer le profil de la ligne
en fonction de l’e´cart a` l’angle de Bragg s en choisissant le nombre d’ondes prises en compte
dans le calcul. Dans les deux cas e´voque´s, l’asyme´trie observe´e sur les lignes (5¯1¯1) et (511¯) pour
une e´paisseur introduite de t = 140nm est parfaitement reproduite. La comparaison des profils
simule´s en 2-ondes, N-ondes (7 faisceaux dans ce cas) et expe´rimentaux, sont reporte´s dans la
figure(6.13). Le choix de simulations N-ondes reste plus correct car l’effet d’asyme´trie observe´
est tre`s fin et peut donc eˆtre facilement perturbe´ par des interactions dynamiques provenant
d’autres lignes.
L’accord obtenu reste malgre´ tout moyen, puisque l’asyme´trie calcule´e est plus importante
que celle observe´e expe´rimentalement. Le rapport entre les pics peut varier avec la concentra-
tion en indium, i.e. l’e´tat de de´formation de la couche. Les profils calcule´s pre´sente´s dans la
figure(6.13) on e´te´ re´alise´s a` partir d’un champ de de´placement ~u calcule´ par FEM provenant
d’une couche contrainte de concentration en indium x = 20%. Si on fait varier la concentration
en indium dans les mode`les FEM, on change les valeurs du champ de de´placement ainsi calcule´.
Les simulations N-ondes obtenues pour 3 concentrations en Indium diffe´rentes x = 10%, 15% et
20% sont reporte´es sur la figure(6.14). On observe une petite variation du rapport d’asyme´trie
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Fig. 6.12 – Simulations dynamiques TDDT re´alise´es en utilisant les champs de de´placements ~u(~ρ, z)
calcule´s par FEM pour l’e´chantillon de Ga0,8In0,2As(10nm)/GaAs pre´pare´s par tripode. Les condi-
tions expe´rimentales (axes de zone, e´paisseurs, etc ...) sont les meˆmes que celles de´crites dans la
figure(6.3) associe´e.
entre les maximas pour des s positifs et ne´gatifs. Cette diffe´rence est d’autant plus faible que
l’e´cart s augmente. Cet effet reste tre`s faible compare´ aux fortes variations de concentration en
indium utilise´es. Ce n’est donc pas un phe´nome`ne tre`s sensible a` la concentration. Le meilleur
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Fig. 6.13 – Comparaison entre les profils expe´rimentaux et simule´s TDDT des lignes
d’exce`s dynamiques (511¯) (en haut) et (5¯1¯1) (en bas) observe´s dans les e´chantillons de
Ga0,8In0,2As(10nm)/GaAs pre´pare´s par tripode.
accord avec l’image expe´rimentale est obtenu pour une concentration comprise entre 8% et 10%
ce qui est tre`s e´loigne´ de la valeur mesure´e de 20% re´alise´e au paragraph(5.5.1).
Les re´sultats apporte´s par l’analyse quantitative de l’asyme´trie observe´e sur la ligne (5¯1¯1)
ne correspondent donc pas a` ceux calcule´s a` partir des cliche´s CBED obtenus en section trans-
verse. Nous avons montre´ que l’influence d’une variation de concentration en indium sur l’asy-
me´trie des profils de lignes observe´e en vue plane e´tait tre`s faible. Des effets d’asyme´trie de
meˆme ordre de grandeur peuvent eˆtre obtenus pour de le´ge`res diffe´rences de ge´ome´trie entre
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Fig. 6.14 – Simulations N-Ondes (7 faisceaux) TDDT du profil de la ligne d’exce`s dynamique
(5¯1¯1) calcule´e pour le cas de l’e´chantillon de Ga1−xInxAs(10nm)/GaAs contenant diffe´rentes
concentration en Indium x.
l’e´chantillon re´el et le mode`le introduit dans les e´le´ments finis, dues par exemple a` des variations
d’e´paisseur dans la direction Y , a` un e´cart a` l’angle de 20˚ du biseau observe´ pre`s du trou, etc
...Ceci peut expliquer les diffe´rences entre les simulations et l’expe´rience de la figure(6.13).
Il paraˆıt ainsi difficile dans ces conditions, d’utiliser cet effet d’asyme´trie du profil des lignes
dynamiques pour remonter a` l’e´tat de de´formation de la couche en surface (et donc a` la concen-
tration en indium), en raison du manque important de sensibilite´ du phe´nome`ne.
6.2.3 Cas des puits quantiques de GaAs(100nm)/Ga0,8In0,1As(10nm)/GaAs pre´-
pare´s par attaque me´canique tripode
Mode´lisation FEM de l’e´tat me´canique de l’e´chantillon observe´
La ge´ome´trie du mode`le ainsi que les re´sultats du calcul sont reporte´es dans la figure(6.15).
L’angle choisi pour le biseau a pu eˆtre de´termine´ expe´rimentalement graˆce a` des mesures d’e´pais-
seurs re´alise´es par CBED. Les axes X, Y et Z′ correspondent aux meˆmes axes que dans le cas
des e´chantillons pre´pare´s par attaque chimique et tripode.
Les conditions aux limites impose´es sur les diffe´rentes faces sont identiques a` celles utilise´es
pour le cas de la mode´lisation de la couche en surface pre´pare´e par tripode. Pas de de´placement
suivant Y pour les faces B1 et B2. Aucun de´placement n’est autorise´ sur la face B5. On simule
ainsi l’attache de la zone analyse´e au reste de la structure. La figure(6.15) pre´sente la cartographie
3D du champ de de´formation z′z′ calcule´.
Les mode´lisations FEM montrent qu’aucune courbure n’est pre´sente dans les zones ou` la couche
de GaInAs se trouve encastre´e entre les deux couches de GaAs d’e´paisseurs e´gales. C’est dans ce
type de zone, d’e´paisseur t ≈ 200nm, que les lignes cine´matiques observe´es expe´rimentalement se
trouvaient clairement de´double´es (voir figure (6.5)). Le de´doublement observe´ n’est donc pas duˆ
a` la pre´sence d’inhomoge´ne´¨ıte´s dans le champ de de´placement puisqu’on n’observe pas d’effet de
relaxation e´lastique par les surfaces. On peut donc conside´rer que son origine provient seulement
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Fig. 6.15 – Ge´ome´trie utilise´e et simulation FEM 3D du champ de de´formation z′z′ du puit de
GaAs(100nm)/Ga0,88In0,12As(10nm)/GaAs.
du de´phasage ~g.~uref introduit par la couche, comme cela avait e´te´ pre´vu par Jacob et al [100].
Dans les zones d’e´paisseur comprise autour de t = 100nm ou` la couche peut eˆtre conside´re´e en
surface, on retrouve les re´sultats obtenus pre´ce´demment dans le paragraphe(6.2.2).
Simulation dynamique des cliche´s CBED observe´s
Nous avons compare´ les simulations obtenus par 2 me´thodes : les calculs dynamiques
TDDT re´alise´es a` partir des de´placements calcule´s par les simulations FEM et d’autre part les
calculs TDDT obtenus avec le mode`le des de´placements de´veloppe´s par Jacob et al [100]. Dans
ce dernier cas, les cristaux de GaAs sont conside´re´s comme parfaits, seul les de´placements ~uref ,
par rapport aux substrats, localise´s dans la couche sont pris en compte lors du calcul. Les deux
approches donnent exactement les meˆmes re´sultats dans tous les cas e´tudie´s (lignes, e´paisseur,
concentration en indium, etc ...). Dans ce type de re´gion, aucun effet de relaxation par les surfaces
ne vient donc perturber le profils des lignes des diagrammes CBED. La figure(6.16) pre´sente les
re´sultats des simulations de cliche´s CBED obtenus dans un axe proche de [105] des e´chantillons
de GaAs(100nm)/Ga1−xInxAs(10nm)/GaAs pour diffe´rentes e´paisseurs, t = 195nm, 355nm et
531nm. Ces simulations sont a` comparer avec les images expe´rimentales de la figure(6.5). On
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compare aussi le profil expe´rimental de la ligne (804¯) pre´sente dans l’axe [102] (figure(6.6)) avec
les profils calcule´s en TDDT 2 ondes ou en N ondes (7 faisceaux dans ce cas) pour x = 12%,
15% et t = 195nm. L’approche 2 ondes e´tant celle utilise´e par Jacob et al dans leurs calculs
[100].
Les de´doublements sont tre`s bien observe´s dans les simulations re´alise´es pour t = 195nm.
Tout comme dans les images expe´rimentales, l’e´cartement d~g du de´doublement n’affecte pas de la
meˆme fac¸on chaque ligne. L’asyme´trie du de´doublement est bien reproduite par les simulations
2 ondes et N ondes comme le montre le trace´ des profils. On remarque que les simulations N-
ondes permettent de reproduire beaucoup plus fide`lement le profil de la ligne que les simulations
2 ondes. C’est un des avantages de notre me´thode de simulations, puisque la the´orie initiale
pre´sente´e par Jacob et al ne permettait pas une extension au cas N-ondes. Or les simulations
N ondes sont essentielles pour re´aliser une analyse quantitative valable. En effet, si on change
la concentration en indium x, ce qui modifie l’e´tat de contrainte de la couche de GaInAs, on
remarque sur les images simule´es pour t = 195nm, que l’asyme´trie de chaque ligne e´volue ainsi
que la distance d~g tre`s le´ge`rement. Cet effet est mis en e´vidence sur le profil de la ligne (804¯)
ou` une asyme´trie beaucoup plus importante ainsi qu’un e´cartement le´ge`rement diffe´rent sont
obtenus pour une concentration en indium de 15%. On peut donc utiliser ces effets pour remonter
a` l’e´tat de de´formation pre´sent dans la couche, et donc a` la concentration en indium. Dans le cas
du profil de la ligne (804¯) on remarque que les simulations effectue´es pour x = 12% reproduisent
beaucoup mieux le profil expe´rimental que celles obtenues pour x = 15%. Dans le cas de l’exemple
e´tudie´, le meilleur accord a e´te´, de fait, obtenu pour une concentration x = 12% ± 1%. Enfin
les simulations reproduisent parfaitement l’e´volution du de´doublement avec l’e´paisseur t. Ainsi
le de´doublement de chacune des lignes est beaucoup plus fin pour t = 355nm et inexistant pour
t = 531nm, comme pre´sente´ expe´rimentalement dans la figure(6.6).
Lorsque l’e´paisseur t est voisine de 100nm, les profils de lignes sont identiques a` ceux observe´s
pour une couche en surface pre´pare´e par tripode : il n’y a plus de de´doublements observe´s et on
de´tecte une asyme´trie du profil des lignes d’exce`s dynamiques. Les simulations reproduisent ces
observations, mais l’asyme´trie des profils simule´s pour x = 12% est beaucoup moins importante
que celle observe´e expe´rimentalement. Comme dans le cas des couches en surface pre´pare´es par
tripode, cet effet est tre`s peu sensible a` l’e´tat de contrainte pre´sent dans la couche et se trouve
tre`s vite affecte´ par des inhomoge´ne´¨ıte´s du champ de de´placement ~u(~ρ, z) duˆ a` la relaxation
par courbure. Les parties e´tudie´es dans ce cas sont en effet tre`s pre`s du trou et ce genre d’effet
pourrait expliquer l’importante asyme´trie observe´e expe´rimentalement. Comme dans le cas des
re´sultats pre´sente´s dans le paragraphe(6.2.2), ces effets restent inexploitables sans un controˆle
parfait de la ge´ome´trie de l’e´chantillon e´tudie´.
6.3 Exemples d’application a` la mesure de la de´formation de
couches e´pitaxiales en vue plane
Nous venons de montrer l’influence des phe´nome`nes de relaxation e´lastique sur le profil des
diffe´rentes lignes pre´sentes dans les cliche´s CBED e´tudie´s. Nous savons rendre compte des phe´-
nome`nes graˆce a` des simulations FEM associe´es a` des simulations dynamiques TDDT. Comme
dans le cas des sections transverses du paragraphe(5.5), des mesures de de´formation peuvent
eˆtre de´veloppe´es en fonction des diffe´rentes situations suivantes :
1. Cas d’une couche en surface courbe´e (pre´paration chimique et ionique). Dans ce cas un
champ de de´placement inhomoge`ne le long de la trajectoire e´lectronique z est pre´sent dans
le substrat et produit un changement dans le profil des lignes observe´es. On peut remonter
a` la de´formation initiale f de la couche en travaillant sur la simulation du profil des
diffe´rentes lignes. Une combinaison de simulations FEM et de the´orie dynamique TDDT
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Fig. 6.16 – Simulations dynamiques TDDT des cliche´s CBED dans un axe de zone proche de [105]
calcule´es pour les puits de GaAs(100nm)/Ga1−xInxAs(10nm)/GaAs avec diffe´rentes e´paisseurs t
et concentration en Indium x.
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est alors ne´cessaire. Le principe est reporte´ sur la figure (6.17) applique´e pour l’exemple a`
la couche de Ga0,8In0,2As(10nm)/GaAs.
Fig. 6.17 – Principe de la nouvelle me´thode permettant de remonter a` l’e´tat de de´formation pre´sent
dans la couche en surface pre´pare´e par vue plane en utilisant les profils perturbe´s des diffe´rentes
lignes de HOLZ. Une combinaison de simulations FEM et dynamiques TDDT est alors ne´cessaire.
Avec cette me´thode une bonne pre´cision n’est possible que si une connaissance approfondie
de la ge´ome´trie de l’e´chantillon est obtenue. Les dimensions Lx, Ly ainsi que la position
y et l’e´paisseur t de la zone analyse´e doivent eˆtre de´termine´es pre´alablement comme cela
est reporte´ sur la figure(6.17). En connaissant ces valeurs on peut effectuer la simulation
FEM de la distribution de la de´formation dans l’e´chantillon e´tudie´, et obtenir ainsi les
de´placements ~u(~ρ, z) le long du trajet des e´lectrons de la zone analyse´e pour une de´for-
mation initiale donne´e f . On simule le cliche´ CBED correspondant a` cette de´formation
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f et on compare les contrastes expe´rimentaux et simule´s de diffe´rentes lignes. Cette ope´-
ration est re´pe´te´e pour diffe´rentes valeurs de f , puis on se´lectionne celles qui donnent le
meilleur accord entre les profils expe´rimentaux et simule´s. On remonte ainsi a` la de´for-
mation f initialement pre´sente dans la couche avant amincissement comme dans le cas
des sections transverses. Dans l’exemple de la figure (6.17), le meilleur accord est obtenu
pour une valeur de f = −1, 4% ± 0, 1% correspondant a` une concentration en indium
voisine de 20% comme cela a pu pre´ce´demment eˆtre mesure´ en section transverse dans le
paragraphe(5.5.1).
Si les caracte´ristiques ge´ome´triques de la lame ne sont pas correctement de´termine´es, les
simulations FEM peuvent eˆtre trop e´loigne´es de la re´alite´ et donner de mauvais re´sultats.
Pour cela une pre´paration FIB permettant de controˆler de manie`re tre`s pre´cise la ge´ome´-
trie de la lame est une me´thode a` envisager. Ce type de pre´paration a pu eˆtre re´alise´e par
Martiane Cabie´ lors de sa the`se [5].
2. Cas d’une couche en surface plane (pre´paration tripode). La couche introduit un de´phasage
des faisceaux diffracte´s et est a` l’origine d’une le´ge`re asyme´trie de profil de certaines lignes
d’exce`s dynamiques. On peut tenter de remonter a` la de´formation en travaillant sur la
simulation de ce type de profils, comme cela a pu eˆtre fait au paragraphe(6.2.2). L’effet
est malheureusement tre`s peu sensible a` l’e´tat de de´formation et se trouve donc facilement
perturbe´ par des artefacts. Encore une fois, une pre´cision suffisante ne peut eˆtre obtenue
que graˆce a` un tre`s bon controˆle de la ge´ome´trie de l’e´chantillon lors de la pre´paration. Ici
aussi, une pre´paration FIB peut eˆtre une solution pour re´aliser une pre´paration permettant
ce type de mesure, bien que les artefacts du FIB (implantation d’ions) pourraient eˆtre a`
l’origine d’effets similaires sur les lignes dynamiques [88]. Nous restons par conse´quent
tre`s sceptique sur la possibilite´ d’appliquer cette me´thode pour des mesures pre´cises de la
de´formation sur ce type d’e´chantillon.
3. Cas d’un puits (couche enterre´e : pre´paration tripode). Le puits introduit un de´phasage
des faisceaux diffracte´s par les cristaux de GaAs place´s de part et d’autre de la couche,
qui se traduit par un de´doublement des lignes cine´matiques. Cet effet varie de manie`re
sensible avec l’e´paisseur et l’e´tat de de´formation pre´sent dans la couche. Le de´doublement
est maximal lorsque les e´paisseurs respectives du substrat et de la ”cap layer”de GaAs sont
a` peu pre`s e´gales. Cet effet peut eˆtre facilement simule´ puisque l’e´chantillon n’est pas relaxe´
e´lastiquement. Des simulations N ondes sont tout de meˆme conseille´es pour reproduire le
plus fide`lement possible les observations expe´rimentales, notamment l’asyme´trie des profils.
On peut ainsi remonter de manie`re aise´e a` l’e´tat de de´formation de la couche. C’est ce que
nous avons fait pour le cas GaAs(100nm)/Ga1−xInxAs(10nm)/GaAs pour lequel une
concentration de x = 12%± 1% a pu eˆtre de´termine´e.
6.4 Conclusion des re´sultats obtenus dans le cas des vues planes
Nous sommes partis du mode`le du bicristal de Cherns de´veloppe´ au paragraphe(4.3.6)
ou` les cliche´s CBED observe´s en vue plane e´taient interpre´te´s comme une superposition des
conditions de diffraction provenant de la couche et du substrat. Nous avons commence´ par
montrer, qu’en raison de la tre`s faible e´paisseur d de la couche de´pose´e compare´e a` l’e´paisseur
de substrat traverse´e, aucune ligne provenant de la diffraction de la couche seule ne pouvait
eˆtre observe´e. De plus le mode`le de Cherns ne prend pas en compte les processus de relaxation
e´lastique pouvant intervenir lors de l’amincissement de l’objet.
Nos observations expe´rimentales nous ont permis de mettre en e´vidence un nouvel effet dans
les couches en surface pre´pare´es par vue plane. Cet effet, lie´ a` la relaxation des contraintes
de la couche, de´pend des me´thodes de pre´parations employe´es. Ainsi les pre´parations base´es
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sur l’utilisation d’attaque chimique ou ionique permettent a` l’objet de relaxer e´lastiquement la
contrainte pre´sente dans la couche en introduisant une courbure ge´ne´rale de la lame a` l’origine
du champ de de´placemement inhomoge`ne pre´sent dans le substrat. Cet effet intervient en raison
du faible angle de biseau de la structure et un clivage en lamelle des parties fines observables au
microscope e´lectronique. Le champ de de´placement inhomoge`ne est a` l’origine d’une modification
des profils expe´rimentaux des lignes cine´matiques et dynamiques. Cet effet de´pend de l’e´paisseur,
de l’axe de zone e´tudie´, de la ge´ome´trie de l’e´chantillon et de l’e´tat de contrainte de la couche.
Les lignes cine´matiques peuvent parfois contenir 2, 3 , etc ... minima, mais on ne peut en
aucun cas interpre´ter ces contrastes dans le cadre du mode`le de Cherns. Nous avons tire´ parti
de cet effet pour remonter a` l’e´tat de de´formation de la couche en surface en re´alisant les
simulations dynamiques TDDT des cliche´s CBED a` partir des champs de de´placements calcule´
par FEM. Cette me´thode reste lourde et difficile a` mettre en oeuvre en raison du nombre de
simulations a` re´aliser pour obtenir une bonne pre´cision et de la difficulte´ a` controˆler la ge´ome´trie
e´tudie´e. Des petits e´carts avec les simulations FEM peuvent alors induire des diffe´rences entre
les profils simule´s et expe´rimentaux. Nous avons par conse´quent, cherche´ d’autres types de
pre´parations d’e´chantillons qui permettraient de minimiser l’effet de relaxation e´lastique de la
lame par courbure.
Avec des angles de biseau beaucoup plus importants sans clivage de la lame, la pre´paration
me´canique par tripode nous a permis d’obtenir des e´chantillons non courbe´s. Dans ce cas les
effets de modification de profils des lignes cine´matiques, observe´s dans les lamelles courbe´es, ne
sont plus pre´sents. Les contrastes obtenus dans les cliche´s CBED ainsi forme´s correspondent a`
ceux d’un cristal parfait (le substrat dans ce cas). Nous avons aussi mis en e´vidence une asyme´trie
des lignes d’exce`s dynamiques qui est due a` un de´phasage ~g.~uref , provenant de la couche, sur
les faisceaux e´lectroniques diffracte´s par le substrat. Cet effet est malheureusement trop peu
sensible pour pouvoir eˆtre exploite´ en vue de remonter au champ de de´formation de la couche
en surface. Par contre lorsque la couche est recouverte (le puits par exemple), le de´phasage
produit est introduit entre les faisceaux diffracte´s avant et apre`s la couche. On observe alors
un de´doublement des lignes cine´matiques dont le profil est asyme´trique. Ce nouvel effet, a` ne
surtout pas confondre avec la modification du profil des lignes cine´matiques observe´e dans les
e´chantillons pre´pare´s par voie chimique et ionique, est tre`s sensible a` l’e´tat de de´formation de
la couche et a` l’e´paisseur. Il n’est, de plus, en aucun cas affecte´ par un champ de de´placement
inhomoge`ne le long de la direction des e´lectrons ce qui permet ainsi de re´aliser des simulations de
manie`re beaucoup plus aise´e. On peut ainsi envisager d’utiliser la the´orie dynamique classique
(ondes de Bloch 3D) a` 2 ou N ondes.
Dans tous les cas e´tudie´s expe´rimentalement et the´oriquement, nous avons pu tirer parti des
effets observe´s pour remonter a` l’information voulue. Cependant, des e´chantillons de ge´ome´trie
mieux controˆle´e auraient permis un meilleur accord. La pre´paration FIB de ce type d’objet
pourrait eˆtre une perspective pour ce travail. Dans tous les cas, les de´doublements pre´vus par
Cherns n’ont jamais pu eˆtre observe´es. Une analyse d’e´chantillons ou` l’e´paisseur de la couche
de´pose´e d serait de l’ordre de l’e´paisseur du substrat, devrait permettre de retrouver le mode`le
de Cherns si l’e´chantillon n’est pas affecte´ par les processus de relaxation e´lastique. On pense
par exemple aux e´chantillons de Ga0,97In0,03As(100nm)/GaAs e´tudie´s en section transverse,
que l’on pourrait pre´parer par tripode.
129
130 6 Observations en vue plane de couches e´pitaxie´es : effet de la courbure
130
Troisie`me partie
Apport de la HREM et de
l’Holographie e´lectronique pour les
mesures de de´formation
131
Chapitre 7
HREM avec un correcteur
d’aberration sphe´rique
7.1 Conditions expe´rimentales
T
outes les expe´riences de HREM et d’holographie ont e´te´ re´alise´es sur le TECNAI fonc-
tionnant a` 200kV dans le mode microprobe de la lentille super-twin, e´quipe´ d’un FEG
(∆E = 0, 6eV ) et d’un correcteur d’aberration sphe´rique. Les images sont capture´es par
une came´ra CCD 1k×1k. Le principe du correcteur d’aberration sphe´rique, base´ sur l’utilisation
d’hexapoles introduisant un C3 < 0, est de´taille´ dans l’ annexe (C). On y met notamment en
e´vidence son influence sur la re´solution du microscope et sur l’atte´nuation de de´fauts classiques
comme la de´localisation du contraste. Ces ame´liorations ont tre`s toˆt e´te´ discute´es dans la litte´-
rature [103, 104].
Au cours de notre travail nous nous sommes inte´resse´s aux nouvelles conditions d’imagerie ap-
porte´es par la pre´sence du correcteur. Ces conditions diffe`rent e´norme´ment de celles fournies par
un microscope e´lectronique en transmission non corrige´ et de´crites au chapitre (3). En effet le
contraste des images HREM ”classiques” est domine´ par le contraste de phase. Comme on l’a
vu au chapitre (3), la fonction de transfert de contraste de phase (PCTF) sin(χ(ω)) est de´ter-
mine´e principalement par les valeurs de C3 = Cs et de C1 pour une tension donne´e (χ(ω) e´tant
le terme de phase introduit par le microscope, cf. annexe(C)). Le C3 e´tant de´termine´ par les
caracte´ristiques physiques de l’objectif, l’ope´rateur optimise les conditions de de´focalisation C1
de fac¸on a` ce que la plus grande plage de fre´quences spatiales soit transmise avec un minimum
d’atte´nuation. Ce sont les conditions de Scherzer qui relient C1 et C3 par la relation [105] :
C1Sch = −
√
4
3
C3λ (7.1)
Si on reprend cette de´finition, la PCTF d’un microscope avec C3 = 0 et C1 = C1Sch = 0 est
nulle si bien que l’image n’est plus caracte´rise´e par un contraste de phase mais par un contraste
d’amplitude pur : sin(χ(ω)) = 0, cos(χ(ω)) = 1 [106].
Tant que l’e´paisseur traverse´e par le faisceau d’e´lectrons n’exce`de pas la distance d’ex-
tinction ξ~g la plus faible parmi les ~g participant a` l’image, la distribution d’intensite´ a` la sortie
de l’e´chantillon provient du phe´nome`ne de channeling [106, 107, 108]. Les e´lectrons sont alors
fortement localise´s au niveau des potentiels attractifs constituant les colonnes atomiques. Dans
une image caracte´rise´e par un contraste d’amplitude, les colonnes atomiques apparaissent alors
en blanc (exce`s d’e´lectrons), tandis qu’elles sont noires pour un objet fin image´ en contraste de
phase.
Pour retrouver un contraste de phase on peut changer la focalisation C1 pour que la PCTF
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redevienne non nulle. Dans ce cas, la correction du C3 permet d’e´tendre e´norme´ment la PCTF a`
des fre´quences spatiales tre`s grandes, en minimisant les oscillations responsables des inversions
de contraste comme pre´sente´ dans l’annexe (C).
La PCTF peut aussi eˆtre e´tendue aux autres termes d’aberrations afin de de´terminer de nou-
velles conditions d’imageries. La principale aberration ge´ome´trique limitante devient maintenant
l’aberration sphe´rique d’ordre 5, C5. La PCTF peut se re´e´crire :
sin
((
Re
(
1
2
ωω∗C1 +
1
4
(ωω∗)2C3 +
1
6
(ωω∗)3C5
)))
(7.2)
Puisque les valeurs de C1 et de C3 sont maintenant ajustables par l’ope´rateur, on peut
trouver des conditions expe´rimentales permettant de compenser l’effet de C5 afin d’obtenir un
contraste de phase optimal (sin(χ(ω)) = 1. On retrouve l’ide´e, a` un ordre supe`rieur, qui consistait
a` compenser les effets de l’aberration sphe´rique C3 en jouant avec C1 ; la de´focalisation optimale
e´tant donne´e par les conditions de Scherzer. Dans notre cas les conditions optimales de Scherzer
deviennent alors [109] :
C3 ≈ −3, 2
3
√
λC25 et C1 = 2
3
√
λ2C5 (7.3)
Dans le cas de notre microscope, le coefficient C5 = 8mm. Ce coefficient correspond a` la valeur
de la lentille objectif Super-Twin ajoute´e a` celle des hexapoles du correcteur. Les conditions de
Scherzer sont donc donne´es par (C3 = −17µm, C1 = 7nm). Ainsi on remarque que les conditions
optimales d’imagerie sont donne´es pour un coefficient d’aberration sphe´rique ne´gatif et une faible
surfocalisation.
Afin d’optimiser nos conditions d’imagerie, nous avons, en collaboration avec M.J. Hy¨tch, calcule´
la distribution de phase χ(ω) pour diffe´rentes conditions expe´rimentales [110]. Le meˆme calcul
est effectue´ automatiquement lors des alignements du correcteur (voir annexe (C)).
Si on ne´glige la contribution de C5, la plage angulaire maximale sur laquelle χ(ω) varie fai-
blement (on choisit comme crite`re χ(ω) < pi4 ) est obtenue pour C3 = 0 et C1 = 0, l’angle maximal
e´tant ωmax = 20mrad. Elle est repre´sente´e par le cercle noir sur la figure(7.1.a). On peut consi-
de´rer que l’on est en contraste d’amplitude, χ(ω) e´tant suffisamment faible sur toute cette plage.
Pour retrouver un contraste de phase on peut de´focaliser le´ge`rement (C1 = −2nm dans ce
cas) jusqu’a` obtenir des valeurs plus importantes de la phase ( χ(ω) > pi4 ) sur une grande plage
ω. Notons que le contraste de phase dans ce cas n’est pas optimal. De plus la plage libre de
tous sauts de phase diminue tre`s rapidement (16mrad dans ce cas) avec la de´focalisation (cf.
figure(7.1.b)).
Si maintenant on introduit l’effet du C5, on retrouve bien la syme´trie cylindrique dans l’e´volution
de la phase avec une diminution du rayon de 20mrad dans le cas pre´ce´dent, jusqu’a` 18mrad
(cf. figure(7.1.c)). La phase restant tre`s faible, l’image est toujours gouverne´e par un contraste
d’amplitude. De plus il est important de noter que la phase χ(ω) dans le cercle noir ne pre´sente
aucune grosse variation : ~∇χ(ω) = ~0 et χ(ω) = 0. Ceci explique pourquoi, dans ces conditions,
la de´localisation ne vient jamais affecter l’image HREM sur les fre´quences spatiales contenues
dans cette plage.
Enfin, inte´ressons-nous aux conditions de Scherzer de´finies pre´ce´demment pour compenser C5.
Dans ce cas la phase devient optimale sin(χ(ω)) = 1 et varie faiblement sur une plage ω beau-
coup plus importante (ωmax = 25 mrad : cf. figure(7.1.d)). L’image est donc gouverne´e par un
contraste de phase. Par contre, le gradient ~∇χ(ω) devient important pour certaines fre´quences
spatiales. De la de´localisation apparaˆıtra pour ces fre´quences et sera geˆnante lors de l’e´tude
d’objet non-pe´riodiques, comme les interfaces des couches e´pitaxie´es e´tudie´es.
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Fig. 7.1 – Phase χ(ω) calcule´e pour diffe´rentes conditions de C1, C3 et C5. Les autres coefficients
(de´taille´s en annexe C) sont : A1 = 1nm, A2 = 16, 1nm, B2 = 3nm, A3 = 1µm, S3 = 275nm
Au cours de ce travail, nous nous sommes efforce´s de privile´gier le contraste d’amplitude de´-
fini par des conditions voisines de C1 = 0, C3 = 0, C5 = 8mm. En effet, Chang et al ont montre´
que l’effet du C5 ne devenait important que dans le cas de tre`s hautes re´solutions, de l’ordre de
0, 7 Angstro¨m pour des microscopes fonctionnant a` 200kV [111].
7.2 Cartographie du champ de contrainte des couches e´pitaxie´es :
apport de la correction du Cs
La microscopie a` haute re´solution nous a permis d’e´tudier le champ de de´formation des
couches e´pitaxie´es graˆce a` la me´thode GPA. La pre´sence du correcteur est a` l’origine d’une
ame´lioration de la pre´cision de mesure du traitement. C’est le sujet des prochains paragraphes.
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7.2.1 Ame´lioration de la pre´cision du traitement GPA
Bien que la pre´cision sur la de´termination du champ de de´placement soit de´ja` tre`s bonne,
de l’ordre de 3pm [1], le traitement GPA des images HREM peut eˆtre encore ame´liore´. En
particulier, la de´formation est obtenue par diffe´renciation des de´placements (voir chapitre(3)),
une ope´ration qui amplifie le bruit de l’image [112]. Malgre´ cela, nous recherchons une pre´cision
spatiale toujours plus importante associe´e a` une bonne fiabilite´ de mesure et a` un grand champ
de vue. La correction des distorsions associe´es au projecteur et a` la came´ra CCD permet de´ja`
d’atteindre des champs de vues plus importants dans l’image analyse´e. La pre´cision et la re´so-
lution peuvent eˆtre ame´liore´es en augmentant le rapport signal sur bruit (S/N), tandis que la
fiabilite´ de mesure est apporte´e en minimisant les artefacts d’images. La correction de l’aberra-
tion sphe´rique permet d’atteindre tout ces buts et ame`ne meˆme d’autres avantages.
Nous utilisons ici un cristal de silicium oriente´ [11¯0] pre´pare´ par tripode comme mate´riau test.
Les images re´alise´es dans les conditions du paragraphe(7.1) ainsi que le traitement GPA sont
reporte´s sur la figure(7.2).
Fig. 7.2 – Analyse GPA de deux images HREM corrige´es du Cs d’un e´chantillon de silicium observe´
dans l’axe [11¯0]. On y associe les images de phase des taches (004) ainsi que l’image des de´formations
des plans associe´s. Sur chacune des images on a note´ la pre´cision obtenue a` partir du calcul de l’e´cart
type. Les taches analyse´es sont : (111), (111¯), (004), (002) et (220).
La pre´cision de mesure est intimement relie´e a` la re´solution spatiale : moyenner dans
l’espace re´el augmente la pre´cision mais diminue la re´solution spatiale. Les mesures sont par
conse´quent compare´es en utilisant deux re´solutions spatiales diffe´rentes de 1nm et 2nm, de´finies
par le rayon du masque utilise´ dans l’espace de Fourier pour effectuer le traitement GPA (1nm−1
et 0, 5nm−1 respectivement). L’amplitude et la phase de 5 familles de plans g(hkl) ((111), (111¯),
(004), (002), (220)), leur de´formation par rapport a` une re´fe´rence donne´e par les parame`tres
du silicium parfait, ainsi que le champ de de´formation total calcule´ a` partir des taches (111)
et (111¯) ont e´te´ mesure´es sur plusieurs images obtenues pour diffe´rentes conditions proches de
C3 = 0, C1 = 0. Les re´sultats reporte´s sur la figure (7.2) pre´sentent deux images HREM ainsi
que la FFT et les taches analyse´es (masque de 0, 5nm−1 dans ce cas). Les deux images ne sont
pas prises sur la meˆme zone et avec les meˆmes conditions. Dans l’image (a), on observe ainsi
parfaitement les ”dumbells” du silicium ce qui n’est plus le cas dans l’image (b). Les images
de phase ainsi que l’image de la de´formation des franges (004) y sont aussi pre´sente´es pour les
deux cliche´s HREM en conside´rant une re´solution spatiale de 2nm. La pre´cision donne´e sur
les traitements est de´termine´e a` partir de l’e´cart type de l’image conside´re´e (image de phase,
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Frange (hkl) dhkl Pr a` 1nm Pr a` 2nm de´formation Pr a` 1nm Pr a` 2nm
(111) 0,314nm 0,29% 0,12% xx 0,25% 0,10%
(111¯) 0,314nm 0,23% 0,09% yy 0,33% 0,15%
(002) 0,272nm 0,48% 0,16% xy 0,21% 0,08%
(220) 0,192nm 0,35% 0,12% δxy 0,20% 0,08%
(004) 0,136nm 0,42% 0,15% ωxy 0,13˚ 0,06˚
Fig. 7.3 – Pre´cision (note´e Pr) sur la mesure de la de´formation des franges (hkl) et sur la de´termi-
nation du tenseur 2D  pour des re´solutions spatiales de 1nm et 2nm. δxy repre´sente la dilatation
moyenne
xx+yy
2 .
de´formation, etc ...). Ces analyses ont e´te´ re´pe´te´es sur plusieurs images HREM. La moyenne des
diffe´rentes mesures est reporte´e dans le tableau(7.3).
Dans les images HREM non corrige´es, les franges (111) donnent toujours les meilleurs
re´sultats. Les fre´quences spatiales e´leve´es posse`dent en effet une tre`s mauvaise pre´cision : typi-
quement 2, 1% pour les (004) et 0, 3% pour les (111) calcule´es pour 2nm de re´solution spatiale
a` partir d’images du meˆme e´chantillon de silicium prises au CM30.
Dans notre cas, on remarque que la pre´cision reste bien meilleure pour toutes les franges meˆme
pour des fre´quences spatiales e´leve´es. Le cas particulier de l’image (a) de la figure (7.2) est
inte´ressant puisqu’on remarque que la pre´cision obtenue a` partir de la de´formation des franges
(004) est meˆme meilleure que celle obtenue avec les franges (111) : 0, 11% pour (004) et 0, 13%
pour (111) a` 2nm de re´solution spatiale. Cette particularite´ n’est pas retrouve´e dans l’image(b)
ou` les pre´cisions, malgre´ tout excellentes, sont 0, 16% pour (004) et 0, 12% pour (111). Nous
attribuons cette diffe´rence a` la pre´sence des ”dumbells” du silicium dans l’image(a) qui ame´liore
le rapport S/N obtenue avec la tache (004) [113].
La correction de l’aberration sphe´rique permet d’atteindre une pre´cision de 0, 1% sur la
mesure des composantes du tenseur de de´formation, pour une re´solution spatiale de 2nm. Cette
pre´cision est bien supe´rieure a` tout ce qui peut eˆtre obtenu a` partir d’images HREM prises sur un
microscope conventionnel [114]. Des expe´riences associe´es nous sugge`rent que l’augmentation du
rapport S/N observe´e est apporte´e par l’ame´lioration du contraste des images corrige´es plutoˆt
que part une diminution du bruit. Sur de telles images, on peut effectuer des traitements de
Fourier sur des fre´quences spatiales e´leve´es (plus que 0, 13nm) ce qui permet par la suite de
travailler avec un choix d’axes de zone plus important. Le prochain paragraphe pre´sente les
mesures effectue´es sur les e´chantillons de SiGe/Si pre´ce´demment e´tudie´s par CBED dans le
chapitre(5).
7.2.2 Application a` l’e´tude des couches de SiGe/Si : comparaison avec les
re´sultats CBED
La couche analyse´e correspond a` Si0,3Ge0,7(27nm)/Si pre´pare´ par tripode en section trans-
verse et observe´e dans l’axe [11¯0]. La ge´ome´trie a pre´ce´demment e´te´ de´crite dans la figure(5.4).
L’image obtenue ainsi que le traitement GPA associe´ sont reporte´s dans la figure(7.4). Les dis-
torsions introduites par les projecteurs et la came´ra CCD sont retire´es graˆce a` l’image d’un
e´chantillon de silicium non de´forme´ obtenues dans les meˆmes conditions (cf. paragraphe(3.1.2)).
La re´solution de l’image e´tant suffisante, on s’inte´resse a` l’analyse du de´placement des
franges (004) permettant d’acce´der a` la de´formation hors plan xxref par rapport a` une re´fe´-
rence prise dans le substrat loin de l’interface. Les notations ont e´te´ pre´alablement de´finies au
chapitre(3.1.2). On mesure une de´formation moyenne dans la couche de xxref = 1, 7% ± 0, 11%
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Fig. 7.4 – Image HREM d’un e´chantillon de Si0,3Ge0,7(27nm)/Si observe´ selon [11¯0]. On a repre´-
sente´ la de´formation des franges (004) par rapport a` une re´fe´rence prise dans le substrat pour une
re´solution spatiale de 2nm.
pour une re´solution spatiale de 2nm. Sachant que le de´saccord parame´trique entre les deux mate´-
riaux est de f = −1, 2%, la de´formation hors plan dans la couche est donc de xx = 0, 5%±0, 11%
(cf. formule(3.13)). Si l’on conside`re une de´formation biaxiale pseudomorphe, la de´formation
the´orique attendue est de xxref = 2, 1% et xx = 0, 9% . Une telle diffe´rence entre la mesure et la
the´orie peut s’expliquer par la pre´sence de relaxation e´lastique dans la direction d’amincissement
[11¯0]. En effet, graˆce aux expe´riences de CBED pre´sente´es au chapitre(5), nous avons pu mettre
en e´vidence ce phe´nome`ne sur les couches de SiGe/Si et GaInAs/GaAs. En particulier, nous
avons montre´ que pour des e´paisseurs t traverse´es suffisamment faibles (typiquement t ≤ d), la
couche e´pitaxie´e pouvait retrouver son parame`tre massif dans la direction d’amincissement. La
couche subit donc une relaxation uniaxiale totale dans cette direction. Dans le cas de la haute
re´solution, les e´paisseurs traverse´es restent en effet tre`s faibles. Sachant que les conditions d’ima-
gerie, en particulier A1, C1, C3, etc ..., sont calcule´es de manie`re tre`s pre´cises par le correcteur,
nous avons estime´ l’e´paisseur t a` partir des images de silicium simule´es par multislice avec le
logiciel JEMS [26]. Les coefficients introduits ainsi que le re´sultat des simulations sont reporte´s
sur la figure(7.5). L’e´paisseur de´termine´e est voisine de t = 10nm.
A partir de cette e´paisseur, des simulations FEM 2D ont e´te´ re´alise´es dans les meˆmes condi-
tions que celles introduites au chapitre(5.2). Les re´sultats sont aussi reporte´s sur la figure(7.5).
La couche apparaˆıt relaxe´e uniaxialement et le substrat semble eˆtre partiellement relaxe´ jus-
qu’a` une profondeur de xs = 10nm sous l’interface. La zone de re´fe´rence utilise´e pour calculer
l’image des de´formations xxref e´tant situe´e autour de xs = 20nm, on peut la conside´rer comme
non affecte´e par le processus de relaxation e´lastique. A partir des de´placements calcule´s par les
simulations FEM, on a de´termine´ la de´formation xx = 0, 44%, ce qui est en accord avec la valeur
donne´e par l’analyse GPA.
Comme en CBED, les mesures quantitatives de de´formation re´alise´es a` partir d’images HREM
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Fig. 7.5 – a) Simulations multisclices re´alise´es pour un cristal de silicium observe´ dans l’axe [11¯0]
avec diffe´rentes e´paisseurs traverse´es t. On ne retrouve les dumbells que pour des e´paisseurs proches
de t = 10nm. b) Simulation FEM 2D de la composantes ux du champ de de´placement ~u pre´sent
dans la couche e´pitaxie´e de Si0,7Ge0,3/Si pour t = 10nm (×50).
semblent donc tre`s affecte´es par la relaxation introduite lors de l’amincissement. La principale
diffe´rence entre les deux techniques provient des e´paisseurs t mises en jeu lors de l’observation.
Dans le cas de la haute re´solution t doit eˆtre tre`s faible si bien qu’une grosse partie de la couche
se trouve totalement relaxe´e dans la direction [11¯0], ce qui n’e´tait pas le cas en CBED. L’image
HREM n’est donc pas ou peu affecte´e par la relaxation de surface.
7.3 Contraste chimique observe´ dans une image HREM Cs-corrige´e ?
Nous avons montre´ que la correction de l’aberration sphe´rique offre de nouvelles possibilite´s
inte´ressantes pour la caracte´risation de couches e´pitaxie´es a` l’e´chelle atomique. En plus de ces
pre´cieux avantages, Jia et al [115] ont de´montre´ la possibilite´ de distinguer dans une image
HREM corrige´e des atomes le´gers comme l’oxyge`ne. Une variation de la composition chimique
locale engendrant un gradient de de´formation, nous avons cherche´ a` exploiter un contraste
chimique dans les images HREM corrige´e du Cs.
La figure (7.6) pre´sente un agrandissement d’une zone de la couche et du substrat observe´e
dans l’image HREM de la figure (7.4). De manie`re tre`s surprenante, on note une diffe´rence dans
les fluctuations du contraste observe´ dans les deux zones. Alors que le contraste des dumbells
observe´s dans le substrat de silicium semble constant dans toute l’image, un nombre ale´atoire-
ment positionne´ de points brillants est observe´ dans la couche de SiGe. Afin de quantifier cette
diffe´rence, nous avons re´alise´ un histogramme des intensite´s relatives observe´es dans chacune des
deux re´gions. Pour cela on recherche le maximum d’intensite´ Ipoint de chaque point blanc dans
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Fig. 7.6 – De´tail de la couche et du substrat observe´ dans l’image HREM de la figure(7.4). Histo-
gramme mettant en e´vidence une diffe´rence de 70% sur les fluctuations d’intensite´ observe´es dans la
couche et dans le substrat.
l’image et on le divise par l’intensite´ moyenne Imoy de la re´gion conside´re´e pour obtenir l’intensite´
relative de chaque point : Irel =
Ipoint
Imoy
. L’histogramme trace le nombre de points blancs ayant
la meˆme intensite´ Irel. Ce petit calcul montre une diffe´rence de 70% sur la largeur a` mi-hauteur
entre les fluctuations observe´es dans la couche et dans le substrat. Les images expe´rimentales
ont ensuite e´te´ compare´es a` des images simule´es.
Afin de mode´liser le cristal, on superpose n tranches de fine e´paisseur dans la direction d’obser-
vation z. Chacune des tranches est mode´lise´e par une supermaille avec une re´partition binomiale
de 30% d’atomes de germanium place´s au hasard. Ainsi, lors du calcul multislice chaque tranche
traverse´e ne contiendra pas la meˆme re´partition d’atomes de germanium et on reproduit la re´-
partition chimique au hasard des atomes de germanium dans la couche de Si0,7Ge0,3, quelle que
soit l’e´paisseur de la couche simule´e [116]. Les conditions d’imagerie utilise´es ainsi que l’e´paisseur
traverse´e t sont reporte´es sur la figure (7.5). Les simulations de la couche et du substrat sont
pre´sente´es dans la figure (7.7).
Ces premie`res simulations reproduisent la diffe´rence de contraste entre les colonnes ato-
miques des dumbells observe´es dans la couche de Si0,7Ge0,3, ce qui sugge`re bien la pre´sence d’un
contraste chimique dans l’image HREM de la figure(7.6). Toutefois, comme dans toute analyse
d’images HREM, il faut eˆtre prudent car d’autres interpre´tations peuvent eˆtre possibles. Ainsi,
le calcul ne prend pas en compte les distorsions introduites par l’atome de germanium inse´re´
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Fig. 7.7 – Simulations multislice re´alise´es avec le logiciel JEMS, des images HREM de la couche de
SiGe contenant 30% de Germanium et du substrat oriente´s dans la direction [11¯0].
dans la colonne de silicium. Les simulations de la couche ayant e´te´ re´alise´es avec le parame`tre du
Si0,7Ge0,3. Enfin le contraste pourrait aussi eˆtre interpre´te´ par la pre´sence de lacunes dans les
colonnes ou meˆme de rugosite´ de surface [116]. Dans le cadre de ce travail, nous nous sommes
limite´s a` cette premie`re analyse, sa poursuite ne´cessitant de traiter un ensemble d’images. En
particulier, il faudra re´aliser le meˆme traitement sur les simulations.
7.4 Discussion
Nous avons de´veloppe´ dans cette partie l’apport du correcteur d’aberration sphe´rique sur
les conditions d’acquisition ainsi que le traitement des images HREM. Ainsi les conditions uti-
lise´es dans nos observations, caracte´rise´es par C1 ≈ 0 et C3 ≈ 0, sont a` l’origine d’un contraste
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d’amplitude des colonnes atomiques et d’une augmentation du rapport S/N associe´ aux diffe´-
rentes se´ries de franges formant l’image. Nous avons montre´ que l’on pouvait alors sensiblement
ame´liorer la pre´cision du traitement GPA des images HREM. Ces diffe´rentes ame´liorations nous
ont permis de de´terminer le champ de de´formation d’une couche de Si0,7Ge0,3(27nm)/Si de´ja`
e´tudie´e par CBED. On observe notamment un effet de relaxation e´lastique de la contrainte
e´pitaxiale par les surfaces libres le long de la direction [11¯0] de´ja` de´crit lors des observations
CBED. En couplant ces observations a` des simulations FEM, nous avons montre´ qu’en raison des
e´paisseurs t utilise´es en HREM, la couche subit une relaxation uniaxiale totale dans cette direc-
tion. Enfin, nous avons sugge´re´ la possibilite´ d’exploiter un contraste chimique dans les images
HREM, ce qui pourrait s’ave´rer utile pour interpre´ter des variations locales de la de´formation
aux interfaces.
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Chapitre 8
Applications de l’holographie
e´lectronique
8.1 Combinaison des informations structurales et chimiques :
cas des couches SiGe/Si
L
’holographie e´lectronique HREM offre la possibilite´ de combiner une analyse GPA de
la bande centrale pour remonter au champ de de´formation de manie`re classique, a` celle
re´alise´e sur la tache (000) de la bande late´rale porteuse de l’information chimique contenue
dans le potentiel V0 [65, 66, 68, 64]. A titre d’exemple nous avons applique´ cette de´marche a`
l’e´chantillon Si0,7Ge0,3/Si de´ja` e´tudie´ au paragraphe (7.2.2) en HREM et (5.1.1) en CBED.
Les principales e´tapes sont illustre´es sur la figure (8.1). Les conditions d’imagerie (microscope
et orientation de l’e´chantillon) sont les meˆmes que dans la partie pre´ce´dente, la tension du
biprisme est voisine de U = 160V . Une illumination elliptique est utilise´e pour optimiser la
cohe´rence dans la direction perpendiculaire a` l’interface (cf. chapitre (3.2)) et l’axe du biprisme
est place´ perpendiculairement a` l’axe du porte objet pour minimiser l’influence des vibrations
[63]. De plus, l’axe du fil n’est pas parfaitement oriente´ paralle`lement a` l’interface afin d’e´viter
une superposition de la fre´quence ~qc de la bande late´rale avec une des fre´quences spatiales
lointaines de la bande centrale comme ~g004.
On de´termine le champ de de´formation  a` partir d’une analyse combine´e des taches (111) et
(1¯1¯1) de la bande centrale. On retire les distorsions des projecteurs, de la came´ra CCD et du
biprisme en utilisant un e´chantillon de silicium non de´forme´ pour l’analyse des taches de la
bande centrale et un hologramme de re´fe´rence pour les analyses re´alise´es sur la tache (000) de
la bande late´rale.
Le traitement de la tache (000) de la bande late´rale permet de remonter a` la phase du
faisceau d’e´lectrons transmis qui peut simplement s’e´crire sous la forme : CEV0t. On calcule la
phase par rapport a` une re´fe´rence prise dans le substrat de silicium dont on connaˆıt le potentiel
V0Si = 12V ±0, 1V [63, 65]. L’image de phase ainsi obtenue est reporte´e dans la figure(8.1) ou` l’on
observe clairement un saut de phase a` l’interface caracte´ristique du changement de mate´riau. Afin
de relier ce saut a` une information chimique, il est ne´cessaire de prendre plusieurs pre´cautions.
En effet, l’e´paisseur traverse´e t influence beaucoup l’e´volution de la phase. Ainsi, afin d’e´viter
une diffe´rence d’e´paisseur entre les zones analyse´es dans le substrat et dans la couche, celles-ci
sont prises tre`s proches de l’interface (zones ref et 1 reporte´es sur la figure(8.1)). On ne s’occupe
donc que du saut, sans regarder l’e´volution de la phase dans le reste de la couche et du substrat.
On conside`re, par conse´quent, t comme constant entre la zone de re´fe´rence dont la phase s’e´crit
P000ref = CEV0Sit et la couche de SiGe a` l’interface P000couche = CEV0SiGet. Le saut de phase
observe´ correspond donc a` l’expression :
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Fig. 8.1 – Hologramme HREM d’une couche de Si0,7Ge0,3(27nm)/Si observe´e dans l’axe [11¯0] et
pre´pare´e par tripode. On y associe la FFT ainsi que l’image de phase re´alise´e a` partir de la tache
(000) de la bande late´rale et le tenseur  calcule´ graˆce a` l’analyse combine´e des taches (111) et
(1¯1¯1).
P000couche − P000ref = CEt(V0SiGe − V0Si) = ∆P (8.1)
En the´orie, ∆P de´pend uniquement du saut de potentiel entre la couche et le substrat
et de l’e´paisseur t. La ge´ome´trie en biseau de l’e´chantillon tripode a pre´ce´demment e´te´ de´crite
dans la figure(5.4). Une variation line´aire de l’e´paisseur de type t = αy est donc observe´e a`
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partir du bord de l’e´chantillon (y e´tant l’axe perpendiculaire a` xs). Afin de de´terminer la pente
α du biseau nous avons re´alise´ des pointe´s CBED en diffe´rents points le long de l’axe y pour
des distances xs dans le substrat de silicium prises au-dela` de la zone de perturbation introduite
par la relaxation e´lastique. Les mesures d’e´paisseur sont re´alise´es a` partir de la ligne dynamique
(004) en utilisant la me´thode de Kelly et Allen [24]. On trouve un angle de biseau β = 25˚
ce qui permet de calculer l’e´paisseur t de la zone analyse´e se situant a` y = 100nm du bord :
t ≈ 47nm± 3nm. Cette e´paisseur reste tre`s importante pour des observations haute re´solution.
Graˆce au correcteur, les images obtenues demeurent cependant exploitables pour une analyse
GPA.
On mesure un saut de phase de 0, 42±0, 05rad pour une re´solution spatiale de 2nm. On remonte
par la suite au potentiel V0Sige pre´sent dans la couche V0SiGe = 13, 2±0, 3V pour une re´solution
spatiale de 2nm. La de´termination du potentiel interne par holographie e´lectronique a e´te´ tre`s
e´tudie´e dans la litte´rature [63, 73, 65, 117, 66, 118]. L’influence des effets dynamiques sur la
de´termination du potentiel V0 y est largement expose´e. On montre ainsi que la phase peut
e´voluer de manie`re non line´aire pour des hologrammes observe´s dans certains axes de zone.
Cet effet devient tre`s important lorsque l’e´paisseur t se rapproche de la distance d’extinction ξ~g
la plus faible des faisceaux participant a` l’image. Ainsi Gadjadarziska-Josifovska et al [65] ont
montre´ qu’une correction dynamique devait eˆtre prise en compte lors des simulations du potentiel
V0. Nous avons donc effectue´ les simulations multislice des hologrammes graˆce au logiciel JEMS
[26] permettant ainsi une prise en compte des effets dynamiques. Pour cela, on commence par
de´crire le syste`me couche (SiGe)-substrat(Si) par une supermaille. Les sites atomiques ont un
taux d’occupation de x en germanium et (1−x) en silicium. Par ailleurs, le parame`tre cristallin est
pris e´gal a` celui du silicium. Le calcul complet de l’hologramme HREM est ensuite obtenu pour
diffe´rentes concentrations en germanium. Les diffe´rentes valeurs des coefficients d’aberration du
microscope introduites dans le calcul e´tant donne´es par le correcteur, on peut valider l’e´paisseur
mesure´e t ≈ 47nm en comparant le contraste simule´ avec l’image expe´rimentale. Le re´sultat des
simulations ainsi que les diffe´rentes conditions utilise´es sont reporte´s dans la figure(8.2). Afin
de calculer le saut de phase ainsi que le potentiel, on effectue un traitement GPA de la tache
(000) de la bande late´rale calcule´e a` partir des simulations multislices, la zone de re´fe´rence e´tant
toujours prise dans le substrat de silicium. Les images de phase ainsi calcule´es sont pre´sente´es
sur la figure(8.2) et peuvent eˆtre directement compare´es a` l’image de phase expe´rimentale de la
figure(8.1) et traduites en terme de concentration de germanium. On estime ainsi la concentration
en germanium a` Ge = 34% ± 5% pour une re´solution spatiale de 2nm. L’incertitude sur la
concentration provient des erreurs de mesure estime´es a` (0, 05rad) pour la phase et (3nm) pour
l’e´paisseur.
L’avantage, ici, est de pouvoir coupler ce re´sultat a` la de´termination du champ de de´formation
2D ref calcule´ graˆce au traitement GPA des taches (111) et (1¯1¯1) de la bande centrale par
rapport a` une re´fe´rence prise dans le silicium loin de l’interface. En connaissant le de´saccord
parame´trique f , on remonte au tenseur des de´formations re´el du mate´riau  pre´sente´ dans la
suite. Une de´termination de la de´formation a` partir des franges (004) donne dans ce cas une
tre`s mauvaise pre´cision en raison du faible rapport S/N associe´ a` cette tache. Les re´sultats
obtenus pour une re´solution spatiale de 2nm sont pre´sente´s dans la figure(8.1). On mesure
une de´formation hors plan xx = 0, 5% ± 0, 1% avec 2nm de re´solution spatiale, au lieu des
0, 9% attendus dans l’hypothe`se d’une croissance pseudomorphe sous contrainte biaxiale et pour
une concentration de Ge = 30%. Cette diffe´rence est une fois de plus explicable graˆce a` la
relaxation e´lastique de la contrainte e´pitaxiale par les surfaces libres. Les simulations FEM 2D
introduites au paragraphe(7.2.2) et pre´sente´es dans la figure(7.5) permettent de calculer une
de´formation hors plan xx = 0, 47% pour une concentration en germanium de 30%. On retrouve
donc les meˆmes conclusions que celles obtenues lors de l’analyse de la tache (004) pre´sente´e au
paragraphe(7.2.2). L’avantage est ici apporte´ par l’information chimique directement traite´e sur
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Fig. 8.2 – Simulations multislices, en fonction de la concentration en germanium, des hologrammes
HREM du syste`me de la figure(8.1). Les conditions d’imagerie utilise´es sont : A1 = 2nm C1 = 6nm
B2 = 20nm C3 = −600nm A2 = 60nm A3 = 20µm S3 = 4µm C5 = 8mm. On reporte les images
de phases obtenues apre`s le traitement GPA de la tache (000) de la bande late´rale avec une zone de
re´fe´rence prise dans le substrat de Silicium. Le saut de phase ainsi calcule´ ∆Pmesur est inscrit sur
chacune des images correspondantes.
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la meˆme zone d’analyse. Celle-ci reste, pour le moment, localise´e a` l’interface ce qui ne permet
pas de distinguer d’e´ventuels gradients de concentration avec la profondeur sous l’interface.
Une mesure du champ de de´formation peut eˆtre effectue´e avec une meilleure pre´cision graˆce a`
un traitement GPA des taches contenues dans les bandes late´rales de l’hologramme HREM d’un
cristal centrosyme´trique. La bande late´rale devenant dans ce cas beaucoup plus se´duisante que
la bande centrale puisqu’elle combine a` la fois les informations chimiques et structurales. Le
de´veloppement the´orique et l’application de ce nouveau traitement de la bande late´rale sont le
sujet du prochain paragraphe.
8.2 Traitement des taches de la bande late´rale d’un hologramme
HREM d’un cristal centrosyme´trique
Nous allons ici nous concentrer sur le traitement des taches de la bande late´rale d’un
hologramme HREM. Chaque tache ~g est porteuse de l’information relative au potentiel U~g
multiplie´ par l’e´paisseur [79]. Dans un premier temps, nous allons de´montrer la pre´sence de la
phase ge´ome´trique de type ~g.~u dans la phase de chacune des taches ~g de la bande late´rale. Dans
le cas de cristaux centrosyme´triques cette information peut eˆtre re´cupe´re´e apre`s avoir retire´ les
termes provenant du potentiel U~g. Le principe de ce traitement sera de´veloppe´ sur l’exemple
d’un e´chantillon de Si0,7Ge0,3(27nm)/Si e´tudie´ au paragraphe pre´ce´dent.
8.2.1 Introduction the´orique
On ne s’inte´resse ici qu’au cas de cristaux centrosyme´triques pour lesquels U−~g = U~g. Le
de´veloppement est re´alise´ dans le cadre du formalisme quantique unifie´ de la the´orie dynamique
pre´sente´ dans le paragraphe(2.3.3). Dans ce cadre la fonction d’onde a` la sortie du cristal peut
s’e´crire :
|ψ〉 = φq|~q〉 avec φq = 〈~q|U(z, 0)|0〉 (8.2)
En holographie HREM, comme en HREM, nous ne conside´rerons que les termes provenant
de la ZOLZ dans le potentiel U 0(~ρ) =
∑
g Uge
i~g.~ρ, l’influence des HOLZ e´tant ne´gligeable [15].
Dans ces conditions, l’hamiltonien du syste`me s’e´crit :
2kzH = −∇
2
x,y − χ
2 − U0(~ρ) (8.3)
Puisque l’hamiltonien est inde´pendant du temps z, on peut e´crire l’ope´rateur e´volution sous la
forme inte´gre´e :
U = e−i
R
Hdz (8.4)
Cas d’un cristal parfait On commence par effectuer un de´veloppement polynomial de l’ope´-
rateur e´volution du type :
U(z, 0) = e−i
R
Hdz = e−iHt = 1− iHt+
H2t2
2!
+ . . . (8.5)
Cette ope´ration est connue sous le nom de de´veloppement polynomial de la me´thode matricielle
de Sturkey [35]. En raison des faibles e´paisseurs mises en jeu, on se contentera du premier ordre
de ce de´veloppement :
U(z, 0) = 1− iHt (8.6)
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On peut ainsi re´e´crire le terme φ~q
φ~q = 〈~q|0〉 − it〈~q|H|0〉 = 〈~q|0〉 + it〈~q|
∇2x,y + χ
2
2kz
|0〉 − it〈~q|
U0(~ρ)
2kz
|0〉
= 〈~q|0〉+ it
−q2 + χ2
2kz
〈~q|0〉 − it
U~q−~χ
2kz
(8.7)
Sachant que U~q−~χ = U~g, la fonction d’onde a` la sortie de l’e´chantillon devient :
|ψ〉 =
∑
~q
φ~q|~q〉 =
∑
~q
(
〈~q|0〉+ it
−q2 + χ2
2kz
〈~q|0〉 − it
U~g
2kz
)
|~q〉 = −it
∑
~q
U~g
2kz
|~q〉+ |0〉 (8.8)
On projette dans l’espace re´el en multipliant par le bra 〈~ρ| et on obtient la fonction d’onde
classique suivante :
ψ(~ρ) =
∑
~q
−it
U~q
2kz
ei~q.~ρ + ψ0 (8.9)
Afin de calculer l’intensite´ de l’hologramme, on superpose l’onde sortante de l’e´chantillon
avec l’onde porteuse de l’hologramme. La fre´quence spatiale ~qc de cette onde est directement re-
lie´e a` la rotation relative entre les deux fronts d’ondes cre´e´es apre`s le biprisme (voir chapitre(3.2)).
L’intensite´ de l’hologramme s’e´crit donc :
Iholo = |
∑
~q
−it
U~g
2kz
ei~q.~ρ + ψ0 + e
i ~qc.~ρ|2
= (
∑
~q
−it
U~g
2kz
ei~q.~ρ + ψ0 + e
i ~qc.~ρ).(
∑
~q
it
U∗~g
2kz
e−i~q.~ρ + ψ∗0 + e
−i ~qc.~ρ)
= (B + ψ0 + e
i ~qc.~ρ).(A+ ψ∗0 + e
−i ~qc.~ρ)
(8.10)
Dans l’expression ci-dessus, on a identifie´ la fonction d’onde dans l’image a` la fonction d’onde
a` la sortie de l’objet. On conside`re donc χ(ω) = 0, ve´rifie´e dans notre cas graˆce au correcteur
d’aberration sphe´rique et aux conditions utilise´es de´crites au chapitre(7.1). L’e´quation(8.10)
peut se de´velopper comme suit :
Iholo = AB +Aψ0 +Ae
i ~qc.~ρ +Bψ∗0 + ψ0ψ
∗
0 + ψ
∗
0e
i ~qc.~ρ +Be−i ~qc.~ρ + e−i ~qc.~ρψ0 + 1 (8.11)
On re´alise ensuite la transforme´e de Fourier et on isole une des bandes late´rales :
TF (Aei ~qc.~ρ) = TF (
∑
q
it
U∗~g
2kz
ei(~qc−~q).~ρ) =
∑
~q
TF (it
U∗~g
2kz
)⊗ δ(~k − (~qc − ~q))
TF (Be−i ~qc.~ρ) = TF (
∑
~q
−it
U~g
2kz
ei(~q−~qc).~ρ) =
∑
~q
TF (−it
U~g
2kz
)⊗ δ(~k − (~q − ~qc))
(8.12)
La transforme´e de Fourier de l’intensite´ de l’hologramme fait donc apparaˆıtre dans les bandes
late´rales, les FFT des coefficents complexes du potentiel cristallin (normaux et conjugue´s) ~g
convolue´s a` une fonction de Dirac centre´e sur (~qc − ~q). Si on se´lectionne une tache et que l’on
re´alise une FFT inverse on peut ainsi tracer une image complexe des coefficients U~g. Dans le cas
d’un microscope non corrige´, le raisonnement reste le meˆme en ajoutant simplement la phase
χ(~g) a` la phase de chaque U~g contenue dans chacune des taches ~g de la bande late´rale.
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Cristal soumis a` un champ de de´placement ~u(~ρ) Dans le cas d’un cristal soumis a` un
champ de de´placement ~u(~ρ) conside´re´ comme constant le long de l’axe z, le nouveau potentiel
U ′(~ρ) peut s’e´crire (voir chapitre(5.4.3)) :
U ′(~ρ) = U 0(~ρ) +
∑
~g
U~ge
i~g.~ρ(e−i~g.~u − 1) = U0(~ρ) + Udef (~ρ, ~u) (8.13)
On de´finit alors un nouvel hamiltonien :
2kzH = −∇
2
x,y − χ
2 + U (0)(~ρ) +
∑
~g
U~ge
i~g.~ρ(e−i~g.~u − 1) (8.14)
Dans le cadre de l’approximation e´tablie pre´ce´demment, on re´e´crit l’ope´rateur e´volution
comme suit :
U(z, 0) = e−iHt = e−i(H0+
Udef
2kz
)t = 1− i(H0 +
Udef
2kz
)t (8.15)
ce qui nous permet de re´e´crire :
φ~q = 〈~q|U|0〉 = 〈~q|0〉 − it
q2 − χ2
2kz
〈~q|0〉 − it〈~q|
U (0)
2kz
|0〉 − it〈~q|
Udef
2kz
|0〉 (8.16)
que l’on simplifie :
φ~q = 〈~q|0〉 − it
U~g
2kz
− it
U~g(e
−i~g.~u − 1)
2kz
(8.17)
puis on re´e´crit la fonction d’onde de sortie :
|ψ〉 =
∑
~q
(
−it
U~g
2kz
− it
U~g(e
−i~g.~u − 1)
2kz
)
|~q〉+ |0〉 (8.18)
que l’on peut projeter sur la base de l’espace re´el :
ψ(~ρ) =
∑
~q
(
−it
U~g
2kz
− it
U~g(e
−i~g.~u − 1)
2kz
)
ei~q.~ρ + ψ0 (8.19)
En simplifiant les termes, la fonction d’onde a` la sortie peut se re´e´crire :
ψ(~ρ) =
∑
~q
(
−it
U~ge
−i~g.~u
2kz
)
ei~q.~ρ + ψ0 (8.20)
La FFT de l’intensite´ de l’hologramme permet de calculer les termes pre´sents dans la
bande late´rale comme suit :
TF (
∑
~q
(
−it
U~ge
−i~g.~u
2kz
)
ei(~q−~qc).~ρ)
=
∑
~q
TF
(
−it
U~ge
−i~g.~u
2kz
)
⊗ δ(~k − (~q − ~qc))
TF (
∑
~q
(
it
U∗~g e
i~g.~u
2kz
)
ei(~qc−~q).~ρ)
=
∑
~q
TF
(
it
U∗~g e
i~g.~u
2kz
)
⊗ δ(~k − (~qc − ~q))
(8.21)
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Ici encore le transfert du microscope est conside´re´ comme optimal (χ(ω) = 0 sur la plage de
fre´quences spatiales conside´re´es). Si l’e´paisseur reste faible, la phase ainsi reconstruite a` partir
des taches de la bande late´rale nous donne directement acce`s a` la phase ge´ome´trique provenant de
la fre´quence spatiale se´lectionne´e. Une contribution parasite de la phase du coefficient de Fourier
du potentiel U~g vient tout de meˆme se rajouter. Il est donc ne´cessaire de travailler sur deux taches
syme´triques pour supprimer la contribution du potentiel et isoler la phase ge´ome´trique qui nous
inte´resse. Dans le cas d’un microscope non corrige´, on ajoute la phase χ(~g) a` la phase contenue
dans chacune des taches. En travaillant sur deux taches syme´triques on supprime e´galement
cette contribution, la fonction χ(ω) e´tant paire.
Ce traitement applique´ aux couches centrosyme´triques de Si0,7Ge0,3(27nm)/Si nous a permis
de remonter au champ de de´formation avec une pre´cision plus importante que celle apporte´e par
le traitement classique re´alise´ sur la bande centrale. C’est l’objet du prochain paragraphe.
8.2.2 Application a` la de´termination du champ de de´formation d’une couche
de Si0,7Ge0,3(27nm)/Si
On effectue un traitement GPA sur deux fre´quences spatiales oppose´es ~g et −~g. La
premie`re contient un terme provenant de la phase de U~g ajoute´e a` la phase ge´ome´rique :
Ptotal~g = PU~g +Pgo = PU~g−~g.~u. La seconde peut ainsi eˆtre e´crite Ptotal−~g = PU−~g +~g.~u. Dans le cas
d’un cristal centrosyme´trique (PU−~g = PU~g ), la soustraction des phases Ptotal~g − Ptotal−~g permet
de remonter a` la phase ge´ome´trique −2~g.~u. Dans le cas d’un microscope non corrige´ et limite´ par
l’aberration sphe´rique (C3 et C5), les termes de phases additionels χ(~g) disparaissent aussi lors
de la soustraction car C3 et C5 posse`dent une syme´trie cylindrique ce qui implique χ(~g) = χ(−~g).
Nous avons effectue´ ce traitement sur un hologramme HREM de l’e´chantillon Si0,7Ge0,3(27nm)/Si
introduit au paragraphe(8.1), sur les deux paires de taches ((111),(1¯1¯1¯)) et ((1¯1¯1),(111¯)) de la
bande late´rale. On remonte ainsi a` la phase ge´ome´trique des taches ~g1 = (111) et ~g2 = (1¯1¯1).
L’association des deux images de phases ainsi calcule´es permet par la suite de de´terminer le
champ de de´formation ref par rapport a` une re´fe´rence prise dans le substrat loin de l’interface.
En connaisant le de´asaccord parame´trique f , on peut calculer le tenseur de de´formation  de la
couche. Le traitement ainsi que les re´sultats obtenus sont reporte´s sur la figure(8.3).
On mesure une composante hors plan xx = 0, 5%±0, 1% graˆce au traitement re´alise´ sur la
bande centrale, et xx = 0, 49%±0, 05% a` partir du traitement re´alise´ sur la bande late´rale. Dans
les deux cas la re´solution spatiale vaut 2nm. La pre´cision est donc beaucoup plus importante
lorsqu’on utilise les taches de la bande late´rale. Cette particularite´ est syste´matique pour la
plupart des hologrammes HREM re´alise´s lors de cette the`se. Un proble`me survient dans certains
hologrammes provenant de la coupure par le biprisme de certaines fre´quences ~g de la bande
late´rale [78]. Ce de´faut introduit des sauts de phases parasites qui peuvent fausser la mesure.
Dans notre cas, la zone de perturbation reste petite et localise´e en surface de la couche ce qui
ne perturbe pas nos mesures. Ce genre d’artefacts peut eˆtre e´vite´ en augmentant la tension du
biprisme, mais cela ne´cessite d’autant plus de cohe´rence.
8.2.3 Discussion
L’holographie Haute re´solution offre l’important avantage de pouvoir combiner des infor-
mations structurales et chimiques. Les premie`res peuvent eˆtre obtenues graˆce aux taches de la
bande centrale de la meˆme fac¸on que pour une image HREM classique. Les secondes peuvent
eˆtre de´duites graˆce a` l’analyse GPA de la tache (000) centre´e sur la bande late´rale, a` condition
de connaˆıtre l’e´paisseur de la zone analyse´e. On remonte a` l’information chimique finale graˆce
aux simulations multislices prenant en compte les effets dynamiques. Mais une analyse plus ap-
profondie des diffe´rentes taches permet d’obtenir une information structurale plus pre´cise que
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Fig. 8.3 – Calcul de la de´formation xx a` partir d’un traitement GPA des taches de la bande late´rale
et de la bande centrale provenant de la FFT de´termine´ graˆce a` l’hologramme de la figure(8.1). Notez
que la pre´cision obtenue est deux fois plus importante avec les taches de la bande late´rale. Le rayon
des masques utilise´s vaut 0, 5nm−1. Le carre´ blanc reporte´ sur certaines images, met en e´vidence une
zone perturbe´e par une coupure de la tache (111) par le biprisme [78]. Cette zone est e´videmment
rejete´e lors du calcul de xx.
celle calcule´e graˆce a` la bande centrale de l’hologramme, identique a` la FFT d’une image HREM
classique. L’origine de cette meilleure pre´cision n’est pas encore bien de´termine´e. Nous pensons
notamment a` l’effet filtrant de l’hologramme [64] qui pourrait ame´liorer le rapport S/N associe´
aux taches de la bande late´rale.
Les informations contenues dans les bandes late´rales font de l’holographie HREM une technique
de choix pour la caracte´risation chimique et structurale quantitative de couche e´pitaxie´e. Nous
avons essaye´ d’appliquer cette technique aux couches de GaInAs/GaAs afin de pouvoir remon-
ter a` la concentration en indium. Le cas des semiconducteurs III-V est plus difficile car ils sont
non-centrosyme´triques.
8.3 Application aux cas particulier des semiconducteurs de type
III-V non-centrosyme´triques
Ce paragraphe pre´sente les re´sultats obtenus graˆce aux hologrammes e´lectroniques des
couches deGa0,8In0,2As(10nm)/GaAs dont les caracte´ristiques ont e´te´ pre´sente´es au paragraphe(1.2).
Les e´chantillons ont e´te´ pre´pare´s en section transverse par tripode et une attaque ionique finale
avec un angle d’attaque faible (β = 10˚ ). La direction d’amincissement correspond a` l’axe [110]
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du cristal.
8.3.1 Evidence expe´rimentale
On souhaite de´terminer le potentiel interne V0 de la couche deGa0,8In0,2As(20nm) de´pose´e
sur du GaAs. Le but e´tant de pouvoir remonter a` la concentration en indium que l’on utilise
lors de la de´termination du champ de de´formation . Le traitement de l’hologramme ainsi que
les re´sultats sont reporte´s sur la figure(8.4).
Fig. 8.4 – Hologramme e´lectronique d’une couche de Ga0,8In0,2As(10nm)/GaAs observe´ pre`s de
l’axe de zone [110]. Le traitement GPA de la tache (000) de la bande late´rale ainsi que deux profils
de la phase associe´s aux deux zones de re´fe´rences (ref 1 et ref 2) y sont aussi reporte´s.
Contrairement aux couches de SiGe/Si e´tudie´es au paragraphe(8.2), on ne peut pas ici
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remonter a` l’information structurale contenue dans la phase ge´ome´trique a` partir du traitement
de la bande late´rale, puisque les alliages de GaInAs sont non-centrosyme´triques. Des termes
inconnus provenant du potentiel U~g que l’on ne pourra faire disparaˆıtre viendront par conse´quent
perturber la mesure. On n’analysera que la tache (000) de la bande late´rale. Par conse´quent, il
n’est pas obligatoire d’eˆtre dans les conditions HREM. C’est pourquoi les hologrammes re´alise´s
sur ces e´chantillons ont tous e´te´ obtenus hors des axes de zones, minimisant ainsi les effets
dynamiques meˆme pour des e´paisseurs importantes [65]. On reste tout de meˆme proche de l’axe
principal [110]. Mis a` part ce point, d’autres avantages de´coulent de ces conditions. La tension du
biprisme ne doit pas force´ment eˆtre tre`s importante pour se´parer la bande centrale des bandes
late´rales. On travaillera donc avec des tensions comprises entre 80V et 130V . Les distorsions
parasites sont retire´es graˆce a` un hologramme de re´fe´rence. La pre´paration des e´chantillons,
de´crite en de´but de paragraphe, ne permet pas un controˆle de l’e´paisseur aussi pre´cis que celui
obtenu avec le biseau de Si0,7Ge0,3(27nm)/Si e´tudie´ dans les paragraphes pre´ce´dents (8.1)
et (8.2). Aussi, il est ne´cessaire de faire quelques hypothe`ses. La principale est de conside´rer
l’e´volution de l’e´paisseur le long de la direction x = [001] line´aire de la forme : t = ax+ b. L’axe
x est de´fini sur la figure(8.4), l’origine e´tant prise a` l’interface. L’e´volution de la phase dans la
couche et le substrat s’e´crit donc : P000couche = CEV0GaInAsax + CEV0GaInAsb et P000substrat =
CEV0GaAsax+CEV0GaAsb. Si on calcule l’image de phase en prenant la re´fe´rence dans le substrat
(ref 1 dans l’image(8.4)), le terme ∆P dans la couche s’e´crit :
∆P = CE(V0GaInAs − V0GaAs)ax+ CE(V0GaInAs − V0GaAs)b (8.22)
On obtient donc une droite dont la pente et l’ordonne´e a` l’origine de´pendent de la diffe´rence de
potentiel interne entre les deux mate´riaux. Pour calculer la pente de cette droite, on de´termine la
diffe´rence de phase entre le substrat de GaAs et le vide (ref 2 dans la figure(8.4)). La variation
de la phase dans le substrat est alors donne´e par P000substrat dont la pente vaut CEV0GaAsa.
La figure(8.4) presente l’image de phase obtenue apre`s le traitement GPA de la tache (000) de
la bande late´rale ainsi que le trace´ des profils de la phase calcule´e dans le substrat de GaAs
et dans la couche de GaInAs pour une re´solution spatiale de 2nm. Les deux profils e´tant
obtenus avec la re´fe´rence dans le vide et dans le substrat respectivement. On de´termine une
pente P1 = 0, 247 ± 0, 0005rad.nm
−1 dans le substrat et P2 = 12, 4 ± 1mrad.nm
−1 a` partir de
la phase prise dans le couche. Le rapport des pentes peut directement eˆtre relie´ aux potentiels
internes par la relation :
P2
P1
=
CE(V0GaInAs − V0GaAs)a
CEV0GaAsa
=
(V0GaInAs − V0GaAs)
V0GaAs
= 0, 051 (8.23)
Le potentiel interne d’un cristal de GaAs ayant de´ja` e´te´ mesure´ par Kruse et al [67] V0GaAs =
14, 18V ± 0, 07V , on en de´duit le potentiel mesure´ dans la couche de Ga0,8In0,2As : V0GaInAs =
14, 9V ± 0, 1V avec une re´solution spatiale de 2nm.
Kruse et al [67] ont pu aussi de´terminer le potentiel interne de l’InAs qui diffe`re tre`s peu de celui
du GaAs : V0InAs = 14, 50V ± 0, 07V . Sachant que le potentiel interne d’une couche de GaInAs
peut eˆtre calcule´ graˆce a` la loi des me´langes : V0Ga1−xInxAs = (1−x)V0GaAs +xV0InAs il se trouve
par conse´quent compris dans l’intervalle [V0GaAs, V0InAs]. Dans notre cas, le potentiel mesure´ est
supe´rieur a` celui de l’InAs pur ! Une contribution, autre que le potentiel moyen interne, vient
donc s’ajouter, modifiant le potentiel global a` l’origine du de´phasage du faisceau e´lectronique :
V0GaInAs = V0interne + V0ajout.
8.3.2 Une interpre´tation du phe´nome`ne : de´tection de la relaxation par un
effet piezoe´lectrique
Des e´tudes re´alise´es par holographie e´lectronique sur des couches e´pitaxie´es contraintes
ont montre´ qu’un champ piezoe´lectrique introduit par la contrainte e´pitaxiale pouvait eˆtre a`
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l’origine d’une modification du potentiel [70, 71, 119, 120]. GaAs et GaInAs sont des cris-
taux non-centrosyme´triques de groupe d’espace F 4¯3m qui posse`dent par conse´quent un tenseur
piezoe´lectrique non nul pouvant s’e´crire (notation matricielle [121]) :
d =

0 0 0 d14 0 00 0 0 0 d14 0
0 0 0 0 0 d14

 (8.24)
Les tenseurs de´finis dans cette partie sont toujours e´crits par le repe`re classique R0 : x0 =
[100], y0 = [010], z0 = [001]. Si on conside`re notre couche en contrainte biaxiale pseudomorphe
dans la direction [001], le tenseur des contraintes contient seulement deux composantes comme
suit :
σ =


σ1
σ2
0
0
0
0


(8.25)
Dans ce cas, aucune polarisation e´lectrique P = dσ n’est introduite par cette contrainte. Or les
re´sultats obtenus en CBED sur ces e´chantillons et pre´sente´s au paragraphe(5.1.2) montrent un
effet de modification des profils de lignes de HOLZ caracte´ristique d’une relaxation e´lastique
de la contrainte pre´sente dans la couche de GaInAs. Ce phe´nome`ne a aussi pu eˆtre mis en
e´vidence sur les couches de SiGe/Si par CBED et HREM dans le paragraphe(7.2.2) et (5) puis
confirme´ par des simulations FEM. Afin de de´terminer le champ de contrainte pre´sent dans
les e´chantillons e´tudie´s, nous avons re´alise´ les simulations FEM 2D associe´es a` notre syste`me
dans les meˆmes conditions que celles de´crites au chapitre(5.2). Le mode`le ge´ome´trique choisi est
bidimensionnel mais tient compte de la variation d’e´paisseur dans la direction x perpendiculaire
a` l’interface dont la pente a a pu eˆtre de´termine´e dans le paragraphe pre´ce´dent. On ne´glige, par
conse´quent, les faibles variations d’e´paisseur dans la direction y comme pour le cas d’un barreau
FIB. Les re´sultats mettent en e´vidence la relaxation dans la direction d’amincissement [110] de´ja`
observe´e par CBED, et permettent ainsi de calculer le champ de contrainte σ pre´sent qui s’e´crit
maintenant :
σ =


σ1
σ2
σ3
σ4
σ5
σ6


=


σ1
σ2
0
0
0
σ6


(8.26)
On remarque que dans ce cas la composante de cisaillement σ6 est pre´sente dans le tenseur des
contraintes. Les valeurs de σ6 calcule´es par FEM sont reporte´es dans la figure(8.5).
Cette composante du champ de contrainte introduit une polarisation dans l’e´chantillon
par un effet piezoe´lectrique :

P1P2
P3

 =

0 0 0 d14 0 00 0 0 0 d14 0
0 0 0 0 0 d14




σ1
σ2
0
0
0
σ6


⇒ P3 = d14σ6 (8.27)
La constante de piezoe´lectricite´ d14 dans la couche est calcule´e a` partir de la loi de Vegard,
en utilisant les constantes du GaAs et de l’InAs reporte´es dans le chapitre(1.2). Le vecteur
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Fig. 8.5 – Simulation FEM 2D de la composante de cisaillement σ6 du tenseur des contraintes σ
de la couche e´pitaxie´e Ga0,8In0,2As(10nm)/GaAs (×50). Le champ de polarisation piezoe´lectrique
introduit par cette contrainte et calcule´ par le logiciel d’e´le´ments finis ainsi que les areˆtes ge´ome´triques
y sont aussi pre´sente´s.
polarisation ~P , calcule´ graˆce au logiciel d’e´le´ments finis, est obtenu a` partir de la composante de
cisaillement σ6 de la contrainte et reporte´ sur le trace´ des areˆtes ge´ome´triques de la structure. La
figure(8.5) pre´sente le re´sultat du calcul ou` l’on peut clairement voir apparaˆıtre les deux vecteurs
polarisation oppose´s dans la couche et dans le substrat. Cette polarisation est a` l’origine d’un
champ e´lectrique qui peut s’e´crire [70] :
E3(x) =
−P3(x)
0r
(8.28)
ou` 0 = 8, 8545×10
−12 repre´sente la permitivite´ die´lectrique du vide et r la permitivite´ relative
qui vaut 12, 5 dans le cas du substrat de GaAs et 12, 9 dans le cas de la couche de Ga0,8In0,2As.
Le champ ainsi calcule´ dans la couche et dans le substrat est a` l’origine d’une diffe´rence de
potentiel qui peut s’e´crire [120] :
∆V = −
∫ x2
x1
E3(x)dx (8.29)
Le champ E3(x) est alors de´fini dans l’intervalle x = [x1, x2].
Nous avons e´crit un programme sous MATLAB qui permet de calculer la diffe´rence de potentiel
∆V en re´alisant l’inte´gration(8.29) dans la re´gion affecte´e par le champ de polarisation P3 calcule´
par FEM. Dans le cas de la couche, on trouve une valeur moyenne de E3 = 1, 28 × 10
7V.m−1
ce qui nous permet d’obtenir une diffe´rence de potentiel ∆V = 0, 13V . Dans le cas du substrat
on obtient un potentiel ∆V = −0, 45V . Le terme V0ajout introduit lors de la pre´sentation des
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re´sultats vaut alors 0, 58V .
Le potentiel de la couche de´termine´ par la loi des me´langes vaut V0Ga0,8In0,2As = 12, 24± 0, 07V .
La pente a de la courbe d’e´volution de l’e´paisseur t selon x est calcule´e graˆce a` la mesure de
P1 effectue´e dans le paragraphe pre´ce´dent. On a pris soin de rajouter la diffe´rence de potentiel
∆V = −0, 45V introduit par le champ piezoe´lectrique au potentiel V0GaAs. On de´termine enfin
la pente P2 introduite par la diffe´rence de phase entre la couche et le substrat et de´finie par
l’e´quation(8.22) :
P2calcule = CE(V0Ga0,8In0,2As − V0GaAs + 0, 58)a = 11, 5mrad.nm
−1 (8.30)
au lieu de 1mrad.nm−1 si on ne´glige le V0ajout attribue´ a` l’effet piezoe´lectrique.
On retrouve ainsi les re´sultats expe´rimentaux de´crits au paragraphe pre´ce´dent et pre´sente´s dans
la figure(8.4).
Il est important de noter que les calculs qui pre´ce`dent ne´gligent l’effet de piezoe´lectricite´ inverse
introduit par le champ E3(x). En effet, le champ E3 introduit, par l’interme´diaire de cet effet,
une de´formation de cisaillement 6 = d14 × E3 qui sera a` l’origine d’un champ de contrainte
de cisaillement qui s’e´crit dans l’approximation des petites de´formations (voir annexe(D)) :
σ6′ = s446. s44 re´pre´sente une composante du tenseur des souplesses et vaut 16, 8(TPa)
−1 dans
le cas du GaAs et 18, 5(TPa)−1 pour la couche de Ga0,8In0,2As. A partir des re´sultats donne´s
par les e´le´ments finis on calcule une contrainte de cisaillement σ6′ ≈ 5× 10
−16Pa. Il n’est donc
pas aberrant de ne´gliger cet effet du deuxie`me ordre sur le tenseur des contraintes introduit par
piezoe´lectricite´ inverse.
8.4 Discussion
Nous avons montre´ que l’information sur la phase, apporte´e par l’holographie e´lectro-
nique, permettait de remonter a` diffe´rentes caracte´ristiques des couches e´pitaxie´es comme la
de´formation, la composition chimique ou encore la pre´sence d’un champ pie´zoe´lectrique. L’ho-
lographie haute re´solution permet ainsi d’atteindre une pre´cision de 0, 1% a` 2nm de re´solution
spatiale dans la mesure des composantes du tenseur des de´formations par traitement GPA de
la bande centrale. Un traitement GPA de la bande late´rale permet de plus d’acce´der a` la valeur
du potentiel interne V0 avec une pre´cision de 0, 1V sur la meˆme zone. Des simulations mul-
tislices permettent par la suite de remonter a` l’information chimique. Ces analyses combine´es
permettent ainsi d’acce´der a` une connaissance du champ de de´formation plus comple`te que celle
apporte´e par l’analyse d’une image HREM. La pre´cision de mesure des composantes du tenseur
de de´formation peut meˆme eˆtre ame´liore´e dans le cas des cristaux centrosyme´triques graˆce a` un
traitement des diffe´rentes taches ~g de la bande late´rale. Ces analyses peuvent eˆtre par la suite
couple´es, a` une e´chelle nanome´trique, avec la caracte´risation de champs de nature physique dif-
fe´rente. Ainsi, dans le cas des couches de semiconducteurs non-centrosyme´triques III-V, nous
avons pu mettre en e´vidence un champ piezoe´lectrique directement relie´ a` l’e´tat de contrainte de
notre syste`me. La combinaison de ces diffe´rentes proprie´te´s fait de l’holographie une technique
particulie`rement riche, meˆme s’il s’ave`re souvent difficile de trier l’information pre´sente dans les
hologrammes. Ainsi une variation de concentration chimique et un champ e´lectrique auront le
meˆme effet sur la phase. Il a e´te´ montre´ par Twitchett et al qu’une ame´lioration de la pre´cision
de mesure sur le potentiel devait eˆtre accompagne´e d’une me´thode de pre´paration spe´cifique
permettant d’e´vacuer les charges parasites pouvant eˆtre accumule´es sur l’e´chantillon au cours de
l’expe´rience par le faisceau e´lectronique du microscope [76]. Ces effets de charge, bien que faibles,
peuvent augmenter l’incertitude de mesure. Enfin, les artefacts e´tant nombreux en holographie
e´lectronique [73], une grande prudence doit eˆtre employe´e lors de l’acquisition des hologrammes
de l’objet et de la re´fe´rence afin de minimiser les effets de vignetage, les franges de Fresnel, les
distorsions, etc ...
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L
a technique de diffraction e´lectronique en faisceau convergent a e´te´ utilise´e dans ce travail
pour de´terminer l’e´tat de de´formation d’un cristal, une couche e´pitaxie´e dans notre cas.
Les cliche´s CBED apportent une information tridimensionnelle sur le cristal en raison
de la superposition de lignes provenant de la ZOLZ et de lignes provenant des HOLZ. Chaque
ligne provient de la diffraction du faisceau d’e´lectrons par une famille de plans re´ticulaires lors
de la traverse´e du mate´riau. La position des lignes de HOLZ est tre`s sensible a` la variation des
parame`tres re´ticulaires et de la tension d’acce´le´ration du microscope. De plus, avec des tailles de
sonde de l’ordre du nanome`tre, le CBED offre une tre`s bonne re´solution spatiale pour de´terminer
les caracte´ristiques structurales locales des cristaux. Nous avons montre´ comment, a` partir de
l’analyse fine de la position des lignes de HOLZ, on pouvait remonter aux parame`tres re´ticulaires
du cristal et ainsi de´terminer son e´tat de de´formation. Dans ce cas, la tre`s grande sensibilite´ est
un atout conside´rable, mais cela peut devenir une difficulte´ en pre´sence d’he´te´roge´ne´ite´s. Dans
le disque transmis, une fine ligne de HOLZ constitue´e d’un seul minimum en position de Bragg
ne se forme que lorsque les plans diffractants conservent, tout au long de l’e´paisseur traverse´e,
la meˆme distance interre´ticulaire. Si cette distance varie le long de la traverse´e du faisceau, le
profil de la ligne de HOLZ devient plus complexe et contient un nombre important de minima.
L’observation, l’interpre´tation et l’exploitation de ces effets pour mesurer la de´formation dans
des couches e´pitaxie´es de SiGe/Si et GaInAs/GaAs constituent la partie principale de notre
travail. Ainsi nous avons propose´ diffe´rents protocoles d’analyse des cliche´s CBED suivant la
syme´trie du champ de de´placement :
1. Si le champ de de´placement est constant au cours de la trajectoire e´lectronique z, le
potentiel cristallin peut eˆtre conside´re´ comme parfaitement pe´riodique dans la direction z.
Les e´tats propres des e´lectrons a` l’inte´rieur du cristal sont alors de´finis par des ondes de
Bloch 3D |J〉. L’intensite´ diffracte´e peut eˆtre obtenue a` partir du calcul des coefficients C J~g
des vecteurs propres et de l’e´nergie propre γJ correspondant au traitement de la the´orie
dynamique classique [15, 2]. On de´termine l’e´tat de de´formation du cristal a` partir de la
position des lignes de HOLZ
2. Si le champ de de´placement varie au cours de la trajectoire e´lectronique mais que sa
variation reste tre`s faible ou tre`s localise´e, la perturbation peut eˆtre traite´e comme un
simple de´phasage α des coefficients des ondes de Bloch 3D. On calcule alors l’intensite´
diffracte´e par le traitement classique comme dans le cas pre´ce´dent. Cette situation est
celle rencontre´e lors de l’e´tude de de´fauts cristallins comme les dislocations, les fautes
d’empilements, etc ... Les proprie´te´s de ces de´fauts sont alors de´duites des modifications
introduites sur le profil des lignes
3. Si le champ de de´placement est inhomoge`ne dans toute la lame, et que ses variations
deviennent trop importantes, le potentiel cristallin ne peut plus eˆtre conside´re´ comme
pe´riodique dans la direction de propagation z. Les ondes de Bloch 3D ne sont plus des e´tats
propres du syste`me et la the´orie dynamique classique n’est plus adapte´e au traitement de
ce phe´nome`ne. Nous avons montre´ que l’interaction du faisceau avec ce type d’e´chantillon
pouvait eˆtre traite´ a` l’aide des perturbations au cours du temps z des ondes de Bloch
157
158 8 Applications de l’holographie e´lectronique
2D |j〉. Les lignes voient leurs profils perturbe´s et une comparaison avec des simulations
permet de remonter a` l’e´tat de de´formation du cristal. On ne travaille plus sur la position
des lignes mais sur leur profil.
Dans les e´chantillons e´tudie´s, nous avons montre´ que la relaxation par les surfaces rendues
libres lors des processus de pre´paration e´taient a` l’origine d’un champ de de´placement
inhomoge`ne introduit dans la couche et le substrat, que ce soit en section transverse ou
en vue plane. Notre e´tude se situe donc dans la troisie`me situation e´voque´e pre´ce´demment. Afin
de tirer parti de ces phe´nome`nes tre`s sensibles, nous avons de´veloppe´ une me´thode de mesure
base´e sur la comparaison syste´matique entre les lignes perturbe´es dans les cliche´s expe´rimen-
taux et simule´s. Les simulations e´tant obtenues par une combinaison entre des mode´lisations par
e´le´ments finis permettant de de´terminer le profil du champ de de´placement inhomoge`ne et des
calculs dynamiques traite´s dans le nouveau formalisme. Dans le cas des sections transverses les
cliche´s expe´rimentaux sont obtenus dans le substrat, les diagrammes dans la couche e´tant trop
perturbe´s. Dans le cas des vues planes, le faisceau d’e´lectrons traverse la couche et le substrat,
mais nous avons montre´ que la modification du profil des lignes pouvaient eˆtre traite´e graˆce
au champ de de´placement inhomoge`ne du substrat seul. Graˆce a` cette me´thode, on remonte au
champ de de´formation pre´sent dans la couche avant amincissement avec une pre´cision de 5% en
relatif. La pre´cision sera d’autant meilleure que la ge´ome´trie de l’objet est bien maˆıtrise´e. Les
techniques de pre´parations FIB sont alors fortement recommande´es.
Les processus de relaxation pre´sents dans nos e´chantillons TEM peuvent eˆtre e´vite´s en prenant
certaines pre´cautions lors de la pre´paration. Dans les objets pre´pare´s en vue plane, la relaxa-
tion est introduite par la courbure de la lame. Nous avons pu empeˆcher la formation de cette
courbure en re´alisant des pre´parations tripodes. Dans certains cas, la relaxation par les surfaces
libres a au contraire permis d’homoge´ne´iser le champ de de´placement le long de la trajectoire
des e´lectrons. C’est le cas lorsque l’e´chantillon est suffisamment mince pour relaxer totalement
dans cette direction (cas des couches pour lesquelles t ≈ d dans nos e´tudes).
Les observations en microscopie haute re´solution sont faites en ge´ne´ral dans des zones ou` t ≈ d.
La couche se trouve alors relaxe´e uniaxialement le long de la direction d’observation comme cela
a pu eˆtre confirme´ par les analyses GPA. Le couple (t, d), pour lequel t ≈ d, utilise´ dans les ana-
lyses CBED et HREM est bien entendu diffe´rent, mais les re´sultats obtenus ame`nent les meˆmes
conclusions concernant la relaxation. Les faisceaux diffracte´s formant l’image HREM peuvent
donc eˆtre conside´re´s comme non perturbe´s par rapport a` ceux observe´s en CBED. L’image ainsi
forme´e posse`de un contraste classique attribue´ a` la projection des colonnes atomiques (dans les
conditions d’imagerie optimales). Enfin les e´tudes re´alise´es par holographie e´lectronique nous
ont permis aussi de de´tecter la pre´sence de la relaxation par les surfaces libres ne serait-ce que
par la pre´sence d’un champ piezoe´lectrique dans les e´chantillons de GaInAs/GaAs. Ceci vient
une fois de plus conforter les observations CBED.
L’analyse des diagrammes CBED que nous avons de´veloppe´e devrait permettre de remon-
ter a` l’e´tat de de´formation dans des syste`mes contraints divers, en particulier dans diffe´rents
dispositifs de micro(nano)e´lectronique ou` cette information s’ave`re essentielle. Nous avons e´ga-
lement envisage´ d’appliquer cette analyse a` des alliages industriels TA6V utilise´s dans l’ae´ro-
nautique. Le but est de de´terminer la de´formation pre´sente dans les grains qui composent la
microstructure de cet alliage. Des re´sultats expe´rimentaux prometteurs ont de´ja` pu eˆtre obtenus
et devraient eˆtre suivis des analyses quantitatives associe´es. Du point de vue the´orique l’e´tude
de diffe´rents syste`mes permettrait de valider les simulations dynamiques et les mode´lisations par
e´le´ments finis. En particulier, nous souhaiterions ve´rifier la validite´ du de´veloppement a` l’ordre
1 de l’ope´rateur e´volution dans les simulations re´alise´es pour des syste`mes tre`s de´forme´s. Une
extension a` l’ordre 2, voire supe´rieur, pourrait alors eˆtre envisage´e pour ame´liorer la comparaison
quantitative.
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Nous envisageons e´galement de ge´ne´raliser l’approche en perturbations de´pendantes du temps
a` la simulation des images haute re´solution. Nous pensons ainsi pouvoir affiner la comparaison
entre les contrastes simule´s et expe´rimentaux dans le cas de champs de de´placement inhomo-
ge`nes. La simulations des hologrammes HREM peut e´galement eˆtre ame´liore´e, en particulier
pour l’information chimique. En effet, on utilise dans ces simulations les facteurs de diffusions
de Doyle-Turner alors que des travaux re´cents montrent que des facteurs plus pre´cis peuvent
eˆtre obtenus par les calculs DFT type LDA ou GGA, [122]. On envisage donc de calculer les
facteurs de diffusion par DFT, pour les introduire dans notre formalisme applique´ a` la simulation
d’un hologramme. On espe`re ainsi ame´liorer sensiblement la mesure des sauts de phase lie´s aux
variations de potentiel interne, par exemple dans SiGe/Si.
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Annexe A
Discussion sur l’interpre´tation
physique du formalisme TDDT :
principales diffe´rences avec la the´orie
dynamique classique
L
’inte´reˆt de ce formalisme re´side dans la description quantique de la diffraction en consi-
de´rant le parame`tre z comme la dimension temporelle. La traverse´e de l’e´chantillon par
le faisceau d’e´lectrons correspond a` l’e´volution au cours du temps z des ondes de Bloch
|j〉 et peut eˆtre de´crit en ces termes. On peut ainsi introduire de manie`re beaucoup plus na-
turelle des e´ve´nements perturbatifs tout au long de cette trajectoire. Ces e´ve´nements peuvent
eˆtre conside´re´s comme ponctuels (brusque dans le temps), c’est le cas des de´fauts comme les
dislocations, ou comme continus au cours du temps z ce qui est le cas du champ de de´placement
~u introduit dans le substrat par la relaxation de surface. La the´orie dynamique classique traite
un champ de de´placement par un de´phasage α = −2pi~g.~u des coefficients complexes des ondes
de Bloch Cj~g qui s’e´crit C
j
~ge
iα. Dans le nouveau formalisme tout le travail consiste a` exprimer
le terme 〈~q|U(0, z)|0〉 pour chaque faisceau ~q (y compris le faisceau transmis caracte´rise´ par ~χ).
Afin de donner une interpre´tation physique claire du formalisme et pour faire ressortir ces avan-
tages vis-a`-vis de la the´orie dynamique classique, discutons de l’origine physique de ce terme. En
me´canique quantique il repre´sente la probabilite´ de transition de l’e´tat |0〉 a` l’e´tat |~q〉 se produi-
sant au cours du temps z. On peut faire le lien avec le formalisme des inte´grales de chemins de
Feynman qui permet une interpre´tation physique simple des processus de propagation. D.Van
Dick en 1980 [34] a de´ja` re´alise´ le paralle`le entre la the´orie dynamique classique et le formalisme
des chemins de Feynman dans le cas d’un e´lectron se propageant dans un espace tridimensionnel
(x, y, z) au cours du temps t. Dans notre cas la probabilite´ de transition peut se re´e´crire dans le
formalisme des chemins de Feynman [123] comme suit :
〈~q1|U(z, 0)|0〉 =
∫ ~l(z)=~q1
~l(0)=~χ
ei
S(~l)
h¯ [d~l(τ)] (A.1)
~l e´tant un vecteur bidimensionnel quelconque du re´seau re´ciproque. Ceci correspond a` une in-
te´grale de chemin (a` ne pas confondre avec un inte´grale classique) puisque le membre de droite
correspond a` une somme sur tous les chemins, chacun e´tant caracte´rise´ par un poid de e
iS(~l)
h¯ . La
mesure d’inte´gration d’une inte´grale de chemin est note´e [d~l(τ)] et contient un facteur de norma-
lisation [123], ~l(τ) repre´sentant un morceau rectiligne d’un chemin particulier. La fonction S(~l)
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correspond a` l’action classique usuelle, inte´grale du lagrangien calcule´ par rapport au temps z :
S(~l) =
∫ z
0
L(~l, τ)dτ =
∫ z
0
(~l(τ))2
m
−H(~l, ~ρ, τ)dτ =
∫ z
0
(
(~l(τ))2
m
−
1
2kz
(
(~l(τ))2
h¯2
− ~χ2
)
− U(~ρ, τ)
)
dτ
(A.2)
Comme pre´ce´demment, nous allons nous contenter de l’ordre 1 du de´veloppement de l’ope´rateur
e´volution. En reprenant l’e´quation(5.13) on peut e´crire :
〈~q1|U
1(z, 0)|0〉 =
∑
j′,j
∫ z
0
dτ ′〈~q1|U
0(z, τ ′)|j′〉〈j′|
Upert(~ρ, τ ′)
2kz
|j〉〈j|U0(τ ′, 0)|0〉 (A.3)
Afin de pouvoir exprimer ce terme dans le formalisme des chemins de Feynman, nous devons
de´velopper l’onde de Bloch dans la base des |~q〉. D’apre`s l’e´quation(2.22) on peut e´crire :
|j〉 =
∑
~G
Cj
~q1+ ~G
|~q1 + ~G〉e
−iγjz (A.4)
On peut ainsi re´e´crire l’e´quation(A.3) dans la base |~q〉 en re´alisant l’ope´ration suivante :
〈~q1|U
0(z, τ ′)|j′〉〈j′| =
∑
~G, ~G′
〈~q1|U
0(z, τ ′)|~q1 + ~G〉〈~q1 + ~G′|C
j′
~q1+ ~G
Cj′∗
~q1+ ~G′
e−iγj ′τ ′eiγj ′τ ′
=
∑
~G
∣∣∣Cj′
~q1+ ~G
∣∣∣2 〈~q1|U0(z, τ ′)|~q1 + ~G〉〈~q1 + ~G| (A.5)
On peut ainsi re´e´crire le terme perturbatif du premier ordre comme suit :
〈~q1|U
1(z, 0)|0〉 =
∑
j′,j
∫ z
0
dτ ′
∑
~G, ~G′
∣∣∣Cj′
~q1+ ~G
∣∣∣2 ∣∣∣Cj
~q1+ ~G′
∣∣∣2 〈~q1|U0(z, τ ′)|~q1 + ~G〉〈~q1 + ~G|Upert(~ρ, τ ′)
2kz
|~q1 + ~G′〉
× 〈~q1 + ~G′|U
0(τ ′, 0)|0〉
(A.6)
Cette expression peut de nouveau eˆtre e´crite en utilisant le formalisme des inte´grales de
chemins avec :
〈~q1|U
0(z, τ ′)|~q1 + ~G〉 =
∫ ~l(z)=~q1
~l(τ ′)=~q1+ ~G
e
iS2(
~l)
h¯ [d~l(τ)] et 〈~q1 + ~G′|U
0(τ ′, 0)|0〉 =
∫ ~l(τ ′)=~q1+ ~G′
~l(0)=~χ
e
iS1(
~l)
h¯ [d~l(τ)]
avec S1(~l) =
∫ τ ′
0
L(~l, t)dt et S2(~l) =
∫ z
τ ′
L(~l, t)dt
(A.7)
On peut donc re´e´crire le terme perturbateur de l’intensite´ diffracte´e comme suit :
〈~q1|U
1(z, 0)|0〉 =
∑
j′,j
∑
~G, ~G′
∫ z
0
dτ ′
∣∣∣Cj′
~q1+ ~G
∣∣∣2 ∣∣∣Cj
~q1+ ~G′
∣∣∣2 ∫ ~l(z)=~q1
~l(τ ′)=~q1+ ~G
e
i
R z
τ ′ L(
~l,t)dt
h¯ [d~l(τ)]〈~q1 + ~G|
Upert(~ρ, τ ′)
2kz
|~q1 + ~G′〉
×
∫ ~l(τ ′)=~q1+ ~G′
~l(0)=~χ
e
i
R τ ′
0 L(
~l,t)dt
h¯ [d~l(τ)]
(A.8)
L’inte´grale de chemin donne ainsi une interpre´tation physique aux termes du de´veloppement
perturbatif : chaque chemin contribuant au terme du premier ordre est une succession de seg-
ments de droite dans le re´seau re´ciproque, ou` au temps τ ′ le vecteur du re´seau re´ciproque ~q1 + ~G′
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se transfe`re en ~q1 + ~G. La contribution de base de l’e´quation(A.8) calcule la somme de tous les
chemins possibles dans le re´seau re´ciproque pour que, partant du vecteur ~χ a` τ = 0 on arrive au
vecteur ~q1 + ~G′ a` τ = τ ′. La probabilite´ associe´e a` chaque chemin e´tant e
i S(
~l)
h¯ . Physiquement,
cela correspond a` l’interfe´rence entre tous les chemins du re´seau re´ciproque possible de ~l(0) = ~χ
a` ~l(τ ′) = ~q1 + ~G′ ayant comme re´sultat le chemin quantique ”re´el” de l’e´lectron. Puis a` τ ′ chacun
des chemins possibles calcule´s arrivant en ~q1 + ~G′ passent en ~q1 + ~G pour enfin calculer la somme
de tous les chemins possibles dans le re´seau re´ciproque partant de ~q1 + ~G a` τ = τ ′ jusqu’a` la des-
tination finale ~q1 a` τ = z. On peut repre´senter ce processus par un sche´ma du type diagramme
de Feynman repre´sente´ sur la figure(A.1).
Fig. A.1 – Interpre´tation des diffe´rents termes entrant dans le calcul de l’intensite´ diffracte´e I~q1 en
terme d’interfe´rence de chemins dans le re´seau re´ciproque.
Le calcul final correspond a` une somme de toutes ces contributions de base pour tous les
temps τ ′ compris de 0 a` z et pour toutes les ondes de Bloch, chacune de´finie par une combinaison
de tous les vecteurs du re´seau re´ciproque ~q1 + ~G. C’est donc un calcul extreˆmement complet
puisqu’il prend en compte tous les e´ve`nements possibles sur tous les chemins possibles. Une
premie`re approximation consiste a` conside´rer la transition comme instantane´e, laissant de coˆte´
le caracte`re relativiste du phe´nome`ne. Ce genre de simplification de la the´orie relativiste en
formalisme plus classique n’est pas nouveau en microscopie e´lectronique puisque Fujiwara [42]
a de´ja` montre´ que l’e´quation de Dirac pouvait eˆtre remplace´e par l’e´quation de Schro¨dinger.
La dernie`re approximation conside`re que la perturbation introduite ne re´alisera qu’une seule
transition pour chaque chemin, ce qui est une approximation logique vis-a`-vis du potentiel des
HOLZ (voir paragraphe(5.4.1)) et de la de´formation. Elle peut s’ave´rer incorrecte lorsque le
cristal de´forme´ s’e´loigne trop du cristal parfait. Dans tous les cas, ce formalisme permet une
ge´ne´ralisation e´vidente a` des ordres e´leve´s m, bien que le calcul de ces termes deviennent vite
tre`s complexe.
On peut enfin calculer l’expression de l’intensite´ diffracte´e dans le formalisme des chemins de
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A Discussion sur l’interpre´tation physique du formalisme TDDT : principales
diffe´rences avec la the´orie dynamique classique
Feynman :
I~q1 =
∣∣∣∣∣
∫ ~l(z)=~q1
~l(0)=~χ
ei
R z
0 L(
~l,t)dt
h¯ [d~l(τ)] + 〈~q1|U
1(z, 0)|0〉
∣∣∣∣∣
2
(A.9)
avec 〈~q1|U
1(z, 0)|0〉 de´fini pre´ce´demment dans l’e´quation(A.8). Cette expression donne une ide´e
tre`s claire des diffe´rentes contributions de tous les chemins (perturbe´s ou non) a` l’intensite´
diffracte´e. Chacune de ces contributions peut eˆtre aise´ment visualise´e graˆce au sche´ma(A.1). On
voit ainsi apparaˆıtre naturellement la diffe´rence entre notre formalisme et la the´orie classique des
ondes de Bloch. La` ou` notre formalisme prend en compte tous les chemins possibles en traitant
la perturbation par un changement brusque dans leurs trajets, la the´orie dynamique classique ne
conside`re qu’une modification de l’action de chacun d’entre eux. En the´orie dynamique classique,
la de´formation agit donc en changeant simplement les probabilite´s associe´es a` chacun des chemins
non perturbe´s [34] et ne conside`re jamais d’autres chemins possibles pouvant eˆtre introduits par
la de´formation, ce qui le rend, dans ce cas pre´cis, beaucoup moins complet que notre approche.
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Annexe B
La microscopie e´lectronique en
transmission
B.1 Introduction
L
es principaux apports de la microscopie e´lectronique en transmission (MET ou TEM)
sont d’une part sa tre`s grande re´solution dans l’espace re´el pouvant atteindre l’e´chelle
atomique, avec des grandissements variant de 103 a` 106, et d’autre part la possibilite´ de
combiner l’information obtenue dans l’espace re´el en mode image avec l’information obtenue
dans l’espace de Fourier (ou re´ciproque) en mode diffraction. De plus, la nature de l’interaction
e´lectron-matie`re permet de coupler les e´tudes structurales ou morphologiques a` des e´tudes de
composition chimique.
La possibilite´ de re´aliser un microscope avec des e´lectrons, c’est a` dire produire une image
agrandie d’un objet, re´sulte de plusieurs proprie´te´s :
- la nature ondulatoire des e´lectrons. Un faisceau d’e´lectrons e´quivaut au rayonnement de
longueur d’onde λ = h/mv, ou` h, m et v sont respectivement la constante de Planck,
la masse et la vitesse de l’e´lectron, ces deux dernie`res e´tant de´pendantes de la tension
d’acce´le´ration V . Par exemple, pour une tension V=200kV, λ=0,002507nm.
- l’existence de lentilles adapte´es a` ce type de rayonnement ; il est possible de focaliser un
faisceau paralle`le d’e´lectrons monocine´tiques a` l’aide de lentilles magne´tiques.
- l’existence de sources a` e´lectrons (canons thermoe´lectroniques a` filament de tungste`ne ou
LaB6 - canons a` e´mission de champ).
Compare´ a` d’autres sources de rayonnement, le faisceau e´lectronique offre avant tout
l’avantage d’un pouvoir de re´solution e´leve´ du fait de ses faibles longueurs d’onde. En effet,
la limitation du pouvoir de re´solution par des phe´nome`nes de diffraction dans un instrument
optique augmente avec la longueur d’onde du rayonnement utilise´. Si le crite`re de Rayleigh est
applique´, les images en deux points distincts de l’objet ne sont ”se´parables” que si la distance
entre ces points est au moins e´gale a` R=0,61λ/α ou` λ est la longueur d’onde du rayonnement
utilise´ et α l’ouverture angulaire effective de la lentille objectif. Le pouvoir de re´solution est donc
accru par l’utilisation de tre`s faibles longueurs d’ondes. L’ouverture effective de l’objectif est pin-
cipalement limite´e par l’aberration sphe´rique CS. Cette aberration cre´e un disque de confusion
de rayon minimum RS=CSα
3. Les valeurs de R et de RS variant en sens oppose´ avec l’ouverture
de l’objectif, il existe une ouverture optimale donnant une re´solution Ropt=Bλ
3/4C
1/4
S , ou` B est
proche de l’unite´. Les lentilles objectifs ont des CS de l’ordre de 0,7 a` 1,5mm.
Plusieurs aspects importants sont a` prendre en compte dans l’interaction entre les e´lectrons
et l’e´chantillon. Compare´e a` celle des autres rayonnements utilise´s pour des e´tudes de diffraction
(rayons X et neutrons), cette interaction peut eˆtre conside´re´e comme tre`s forte. En effet, les
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volumes d’interaction typiques pour les neutrons thermiques se situent autour de quelques cm3,
les e´paisseurs d’interaction pour la diffraction X sont de l’ordre de dizaines de microns. Pour des
e´lectrons d’e´nergie moyenne (200keV), l’e´paisseur des e´chantillons ne doit pas de´passer environ
100nm et il devient donc ne´cessaire de passer par une e´tape de pre´paration des e´chantillons qui
vise a` les amincir pour l’observation MET (voir l’annexe(E)). D’autre part, cette interaction
e´lectron-matie`re est complexe et ne´cessite une the´orie adapte´e pour la simulation des images
obtenues en microscopie : c’est le domaine de la the´orie dynamique. La the´orie de la diffrac-
tion prend en compte les e´lectrons ayant eu une interaction e´lastique (sans perte d’e´nergie).
Cependant, d’autres interactions sont a` conside´rer : les interactions ine´lastiques, conduisant a`
des pertes d’e´nergie des e´lectrons transmis (de quelques eV a` quelques keV ; c’est le domaine
de la spectroscopie de pertes d’e´nergie des e´lectrons (EELS), des cartographies et des images
filtre´es en e´nergie), les transferts d’e´nergie produisant des e´lectrons secondaires et/ou des e´lec-
trons Auger, les phe´nome`nes de de´sexcitation produisant des photons X (c’est le domaine de
la microanalyse X). On peut e´galement citer d’autres signaux provenant de cette interaction
comme les e´lectrons re´trodiffuse´s, la cathodoluminescence, le courant induit dans l’e´chantillon,
etc.
B.2 Pre´sentation du MET
Pour une pre´sentation plus exhaustive du microscope e´lectronique en transmission, le
lecteur pourra consulter un site internet que j’ai pu re´aliser au cours de ma the`se :
(http ://www.cemes.fr/microscopie). La colonne du MET typique est sche´matise´e sur la figure
B.1.
La colonne et le canon sont maintenus sous vide pousse´ (10−5 a` 10−6 Torr) , indispensable
pour que les e´lectrons puissent se propager librement avant et apre`s l’e´chantillon. Le MET
est constitue´ sche´matiquement d’un syste`me d’illumination de l’e´chantillon (canon et lentilles
condenseurs) et d’un syste`me de formation de l’image (lentilles objectifs, lentilles interme´diaires
et projecteur).
B.2.1 Canon
Le faisceau e´lectronique est ge´ne´re´ par le canon a` e´lectrons. Deux types de canons peuvent
eˆtre distingue´s : le canon thermoe´lectronique et le canon a` e´mission de champ.
Les canons thermoe´lectroniques sont des canons a` filaments de tungste`ne ou d’hexaborure
de lanthane (LaB6). Les e´lectrons sont e´mis par effet thermoe´lectronique a` partir du filament
chauffe´ entre 1600 et 2400˚ C. Le syste`me Wehnelt-anode (e´quivalent a` deux lentilles, conver-
gente et divergente) condense les e´lectrons e´mis en un faisceau e´lectronique (figure(B.1)). Une
faible tension ne´gative est applique´e au cylindre Wehnelt et les e´lectrons sortant de la cathode
convergent dans une zone appele´e le cross-over. A partir d’une certaine valeur du courant uti-
lise´e pour chauffer le filament, ce dernier sature et il est inutile d’augmenter encore le courant
d’alimentation. Les conditions de luminosite´ sont optimales a` la saturation ou juste en dessous.
Dans le cas d’un canon a` e´mission de champ (”Field Emission Gun”ou FEG), les e´lectrons
sont extraits du filament par la force d’extraction du champ e´lectrique existant entre le filament
et l’anode (c’est le principe de l’e´mission de champ : effet tunnel). Le filament est un petit cristal
de tungste`ne en forme d’aiguille porte´ a` une tension d’extraction importante (2 a` 7kV). Dans
le cas d’un FEG a` cathode froide ou d’un FEG a` cathode froide thermo-assiste´, le rayon de
courbure de la pointe est tre`s petit et les e´lectrons sont directement extraits de la pointe. Un
canon FEG Schottky utilise une pointe plus large posse´dant une couche en surface de ZrCO2
(zircone). La zircone posse`de un travail de sortie des e´lectrons plus faible que le tungste`ne et
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Fig. B.1 – Sche´ma de la colonne d’un microscope e´lectronique en transmission : (a) lentilles et
diaphragmes, (b) de´flecteurs et stigmateurs (documents FEI).
permet ainsi l’utilisation d’une pointe plus large. L’importante brillance des FEG provient de
deux raisons :
- grande e´missivite´
- les e´lectrons sortent du filament avec un angle tre`s petit.
De plus, les e´lectrons e´mis par les FEG ont une dispersion en e´nergie, autour de la valeur
nominale, tre`s faible en raison de la faible tempe´rature de travail et de la ge´ome´trie du filament.
B.2.2 Syste`me e´lectro-optique
Le faisceau d’e´lectrons, e´mis par le canon, est repris par un syste`me de lentilles e´lectro-
magne´tiques, dites condenseur, destine´ a` condenser le faisceau sur l’objet (figure(B.1a)). Ces
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lentilles changent le mode d’e´clairement de l’objet. Les e´lectrons transmis a` travers l’e´chantillon
sont focalise´s graˆce a` la lentille objectif pour former la premie`re image interme´diaire. Le re´glage
de cette lentille assure la mise au point sur l’objet et ses qualite´s de´terminent la re´solution. La
seconde image interme´diaire, forme´e par la lentille interme´diaire, devient l’objet de la lentille
projecteur. Celle-ci forme l’image agrandie sur l’e´cran de visualisation du microscope. Le gran-
dissement peut eˆtre change´ en agissant sur les courants d’excitation des projecteurs seuls si le
mode microscope reste inchange´ (SA ou M) ou e´galement sur l’excitation de l’objectif lorsqu’on
change de mode. En modifiant le courant dans la lentille interme´diaire, deux images peuvent
eˆtre observe´es :
- l’image du plan focal de l’objectif contenant le diagramme de diffraction de l’objet.
- l’image du plan image de l’objectif ou` est situe´e la premie`re image.
B.2.3 Diaphragmes d’ouverture
Ces diaphragmes limitent la taille du faisceau a` certains endroits strate´giques de sa tra-
jectoire. Le diaphragme condenseur situe´ en aval des lentilles condenseurs permet de limiter
l’ouverture angulaire du faisceau (figure B.1a)). Le diaphragme objectif (ou de contraste) situe´
dans son plan focal image limite le nombre de faisceaux diffracte´s contribuant a` l’image. Le
diaphragme d’aire selectionne´e (SA) situe´ au niveau de la premie`re image interme´diaire permet
de choisir la re´gion de l’objet dont on veut obtenir un diagramme de diffraction.
B.2.4 Re´solution
La re´solution effective d’un microscope est sa faculte´ a` se´parer dans l’image deux points
les plus rapproche´s possibles de l’objet. Elle est limite´e par trois effets de l’objectif qui ne
s’annulent pas sur l’axe optique : diffraction par le diaphragme d’ouverture, aberration sphe´rique
et aberration chromatique. Chacun de ces effets transforme l’image stigmatique d’un point en
un disque de confusion. La re´solution correspond a` la largeur du pic de la transforme´e de Fourier
de la fonction de transfert de la lentille, qui indique le contraste du faisceau transmis en fonction
de la fre´quence spatiale. Pour une lentille parfaite, la fonction de transfert est un plateau et la
transforme´e de Fourier est un pic de Dirac.
La re´solution du microscope de´pend de la longueur d’onde des e´lectrons et des qualite´s
optiques des lentilles. La re´solution ponctuelle, en particulier, est limite´e par les aberrations de
l’objectif.
Les principales aberrations sont :
- l’aberration de sphe´ricite´ : e´cart a` la sphe´ricite´ des surfaces d’onde a` la sortie d’une len-
tille recevant une onde plane, les rayons passant loin de l’axe optique convergent plus
rapidement que ceux proches de l’axe. La lentille est plus ”dure” sur les bords.
- l’aberration chromatique : variation de la distance focale en fonction de la longueur d’onde
des e´lectrons.
- l’aberration de diffraction : diffraction des ondes e´lectroniques par le diaphragme objectif.
- l’astigmatisme : e´cart a` la syme´trie de re´volution du syste`me optique.
Ces aberrations peuvent eˆtre corrige´es dans une certaine mesure. Le principe de ces cor-
rections font l’objet de l’annexe(C).
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Annexe C
Le correcteur d’aberration sphe´rique
L
’ objet de cette annexe est de pre´senter le principe du correcteur d’aberration sphe´rique
installe´ sur le TECNAI F20 du CEMES. Toutes les e´tudes de cette the`se ont e´te´ re´alise´es
sur ce microscope tre`s particulier. Comme nous avons pu le voir dans la pre´sentation des
re´sultats, le correcteur a permis de conside´rables ame´liorations sur la qualite´ des images HREM
et holographie HREM, permettant ainsi d’obtenir des mesures difficilement comparables a` celles
obtenues sur un microscope e´lectronique en transmission classique. C’est pourquoi nous allons
lui consacrer cette partie pour comprendre son fonctionnement utilisant de nombreuses lentilles
multipolaires.
C.1 Les aberrations en optique e´lectronique
La pre´sentation des lentilles e´lectromagne´tiques, telle qu’elle a e´te´ introduite dans l’annexe(B),
suppose implicitement admises les hypothe`ses suivantes :
1. Les trajectoires des e´lectrons sont paraxiales puisque nous utilisons l’approximation de
Gauss pour re´aliser les sche´mas optiques
2. Tous les faisceaux sont constitue´s par des e´lectrons monocine´tiques
3. L’effet de re´pulsion que les e´lectrons exercent entre eux est ne´gligeable (sauf dans le cas
de l’effet Boersch au cross over du canon)
Ces conditions ne sont pas rigoureusement remplies, en ge´ne´ral. Il en re´sulte que les lentilles
e´lectromagne´tiques pre´sentent, comme les lentilles de verre de l’optique classique, des de´fauts ou
aberrations qui alte`rent la qualite´ des images obtenues. Ces de´fauts ont des origines diffe´rentes.
On peut les classer, par exemple, de la manie`re suivante :
1. Aberrations ge´ome´triques
2. Aberrations chromatiques
3. Aberrations de charge d’espace
Les deux premiers de´fauts sont analogues a` ceux des lentilles de verre. Par contre le troisie`me
de´faut n’a pas d’e´quivalent en optique classique. Nous avons e´galement admis que les champs
e´lectriques et magne´tiques des lentilles sont parfaitement de re´volution (puisque l’on ne conside´-
rait pour le moment que les lentilles rondes). Cela nous ame`ne a` envisager un quatrie`me groupe
de de´faut que l’on de´signe par :
1. De´fauts inhe´rents aux imperfections de construction des lentilles
2. Diffraction
En effet, par la suite des tre`s faibles ouvertures des lentilles e´lectromagne´tiques, la diffraction
joue un roˆle important dans la formation des images. Dans le cadre de cette annexe consacre´e
au correcteur, nous ne nous inte´resserons qu’aux aberrations ge´ome´triques et chromatiques
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C.1.1 Aberrations ge´ome´triques
On retrouve en optique e´lectronique les cinq aberrations classiques bien connues :
1. Aberration de sphe´ricite´
2. Coma
3. Courbure de champ
4. Astigmatisme
5. Distorsion
Ces de´fauts sont communs aux lentilles e´lectrostatiques et magne´tiques. Leur interpre´tation est
tout a` fait analogue a` celle qu’on en donne en optique classique. Dans le cas qui nous inte´resse,
les lentilles magne´tiques, en raison du phe´nome`ne de rotation des e´lectrons qui accompagne leur
focalisation, trois nouveaux de´fauts, inconnus pour les lentilles de verre, apparaissent :
1. la coma anisotrope
2. l’astigmatisme anisotrope
3. la distorsion anisotrope
Il peut donc exister huit de´fauts dans les lentilles e´lectromagne´tiques. La correction des ces
de´fauts ne peut se faire de manie`re analogue a` la correction faite en optique classique. Pour les
lentilles de verre, on peut corriger simultane´ment les aberrations de sphe´ricite´ et les aberrations
chromatiques, par exemple, ce qui ne peut eˆtre fait en optique e´lectronique. Le principe ge´ne´ral
de ces corrections consiste a` associer, en nombre convenable, des e´le´ments pre´sentant des de´fauts
de sens contraires. Mais d’autres voies pour corriger les aberrations en optique e´lectronique ont
e´te´ pre´alablement suivies :
1. Diminuer l’angle d’ouverture des lentilles, afin de retomber dans le cas de la dioptrique de
Gauss. Mais cela se fait au de´triment de la luminosite´ des images
2. Trouver analytiquement des formes de champ magne´tique dans le lentille qui supprime-
raient totalement certaines aberrations. Certaines de´couvertes ont e´te´ re´alise´es a` ce sujet,
mais la forme des champs trouve´e ne pouvait eˆtre re´alise´e en pratique. Cette solution
ne peut, qu’au mieux, permettre la construction de lentilles pre´sentant une aberration
minimum
3. Construire des e´le´ments d’optique e´lectronique (autre que les lentilles rondes vues pre´ce´-
demment) pre´sentant des aberrations de signes oppose´s a` celles des lentilles rondes formant
la colonne du microscope. C’est le cas pour la correction de l’astigmatisme et de l’aberra-
tion sphe´rique comme nous le verrons par la suite
Nous allons tous d’abord de´crire les de´fauts des lentilles.
Aberration sphe´rique
Cette aberration provient du fait que les e´lectrons paraxiaux issus du point P vont se
couper en Pc, et les e´lectrons marginaux en un autre point Pm plus rapproche´ de la lentille.
Cela revient a` dire que les bords de la lentille sont trop convergents. Apre`s la traverse´e de la
lentille, les trajectoires sont tangentes a` une surface que l’on appelle caustique, compose´e de
deux nappes. L’une d’elles est confondue avec la portion PmPc de l’axe optique, la seconde est
de re´volution autour de cet axe ; elle a pour me´ridienne une courbe APcA′, qui pre´sente un point
de rebroussement en Pc (figure(C.1)).
Pour une lentille e´lectromagne´tique, comme pour une lentille de verre, le rayon d0 du cercle
d’aberration transversale est proportionnel a` la constante Cs appele´e constante d’aberration
sphe´rique, multiplie´e par l’angle d’ouverture α a` la puissance 3 : d0 = Cs(α)
3. On dit que
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Fig. C.1 – Influence de l’aberration sphe´rique d’une lentille sur le trajet ge´ome´trique des e´lectrons.
l’aberration sphe´rique est d’ordre 3. On verra une notation plus ge´ne´rale au paragraphe(C.1.2)
permettant de mettre en e´vidence des effets d’ordre plus e´leve´s. La constante Cs (parfois note´e
C3 si on conside`re seulement l’ordre 3) de´pend de la configuration du champ dans la lentille
e´lectromagne´tique. Cela revient a` dire qu’il est possible de la modifier en agissant sur la forme
des pie`ces polaires. C’est ainsi qu’a pu eˆtre de´termine´e la forme optimale pour les pie`ces polaires
des lentilles afin de minimiser l’aberration sphe´rique (distance entre les entrefers, forme du
champ magne´tique, saturation des pie`ces polaires, etc ...). Malgre´ le fait que cette aberration
fut minimise´e graˆce a` un ”design ” des lentilles performantes, il reste des traces de ce de´faut qui
est le principal facteur limitant de la re´solution des microscopes e´lectroniques en transmission
modernes. Les lentilles e´lectromagne´tiques rondes ont toutes des convergences positives, leur
aberration de sphe´ricite´ est donc aussi positive (Cs > 0). Il est donc rigoureusement impossible
d’obtenir une correction de cette aberration par une combinaison de ce type de lentilles. Par
contre d’autres composants de l’optique e´lectronique, comme les lentilles hexapolaires, ont des
aberrations de sphe´ricite´ ne´gatives. C’est le sujet du paragraphe(C.1.5).
Coma
L’existence de cette aberration a pour effet de transformer l’image du point situe´ en dehors
de l’axe en une figure ayant l’apparence d’une come`te (figure(C.2)).
Fig. C.2 – Influence de la coma d’une lentille sur le trajet ge´ome´trique des e´lectrons.
Si l’on conside`re des rayons situe´s dans le plan me´ridien de syme´trie contenant l’objet,
l’image de B est en B′. Des rayons traversants une meˆme zone de la lentille sont, en ge´ne´ral,
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dispose´s obliquement les uns par rapport aux autres ; des rayons diame´tralement oppose´s se
coupent dans le plan image. Des rayons passant dans des zones concentriques de la lentille
intersectent le plan image suivant des cercles ; ceux-ci ne sont pas concentriques, mais dispose´s
entre deux droites passant par le point B′ et formant un angle de 60˚ . La figure observe´e dans le
plan image correspond a` une variation du grandissement de l’image suivant les diffe´rentes zones.
Chaque zone donne une image en forme de cercle, appele´ cercle comatique, dont le rayon de´croˆıt
quand on se rapproche du centre de la lentille. En re´alite´, ces cercles ne sont pas distincts ; ils
se fondent en une figure unique, ayant l’apparence indique´e.
Dans le cas des lentilles e´lectromagne´tiques, on observe une rotation de la queue des images
autour du point correspondant a` l’image paraxiale ; si bien que la queue de la come`te n’est pas
force´ment oriente´e perpendiculairement a` l’axe optique : c’est la coma anisotrope. Le sens de la
rotation est lie´ a` celui du champ magne´tique et il s’inverse quand le courant change de sens dans
les bobines magne´tisantes. On minimise cette aberration en utilisant un alignement que l’on
appelle le ”coma-free” dont on parlera dans la suite. On peut meˆme supprimer cette aberration
en utilisant une lentille de Stabenow (deux lentilles l’une a` la suite de l’autre avec des courants
qui parcourent les bobines en sens inverse).
Astigmatisme et courbure de champ
On observe ces deux de´fauts pour des points e´loigne´s de l’axe, meˆme si le diaphragme
d’ouverture de la lentille est petit. On sait que les rayons issus d’un point P de l’objet ne
convergent pas en un meˆme point, mais s’appuient sur deux petites portions de droites, appele´es
focales. La focale sagittale Fs est situe´e dans le plan me´ridien de´fini par le point P et l’axe Z ;
la focale me´ridionale Fm est perpendiculaire a` la pre´ce´dente. C’est l’ouverture du diaphragme
qui conditionne la longueur des deux focales.
Fig. C.3 – Influence de l’astigmatisme d’une lentille sur le trajet ge´ome´trique des e´lectrons. La coupe
de la surface caustique y est aussi reporte´e.
Comme dans le cas des autres aberrations, les rayons suivent des trajectoires comprises
dans une surface caustique. Une coupe, entre la lentille et la focale me´ridionale, perpendiculaire-
ment a` cette surface caustique est repre´sente´e par le cliche´ de la figure (C.3). Elle correspond a`
l’emplacement des e´lectrons de´vie´s d’un cercle parfait duˆ a` la pre´sence de l’astigmatisme. Entre
Fm et Fs, on trouve une section circulaire D du faisceau, qui constitue le disque de diffusion
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minimum. Si le point P se de´place sur toute la surface de l’objet, Fm et Fs de´crivent respec-
tueusement deux surfaces : la surface image sagittale S et la surface image me´ridionale M , dont
les me´ridiennes sont repre´sente´es sur la sche´ma optique de la figure(C.3). Ces deux surfaces sont
respectivement tangentes, sur l’axe de re´volution z, au plan image de Gauss. Quand au cercle
D, il de´crit de son coˆte´ une surface courbe D entre S et M . Elle correspond a` la position de
l’image la plus acceptable.
Ce qui pre´ce`de de´crit e´galement l’aberration de courbure de champ de l’image ; celle-ci peut eˆtre
notable si l’inclinaison des faisceaux augmente. Les deux de´fauts apparaissent simultane´ment
dans la formation des images.
Dans la lentille e´lectromagne´tique, les deux lignes focales tournent d’un certain angle par rap-
port aux positions habituelles : elles ne sont plus ni sagittale, ni me´ridionale. Pourtant elles se
trouvent toujours oriente´es perpendiculairement entre elles. On appelle ce phe´nome`ne, l’astig-
matisme anisotrope. L’astigmatisme d’une lentille ronde peut eˆtre compense´ en utilisant des
stigmateurs constitue´s de quadripoˆles dont nous parlerons dans la suite.
Distorsion
Lorsque dans un syste`me optique convenablement diaphragme´ on arrive a` supprimer
l’astigmatisme et la courbure de champ pour des faisceaux incline´s sur l’axe optique, il peut
subsister un autre de´faut qu’on appelle la distorsion : un objet rectiligne qui ne rencontre pas
l’axe a comme image une ligne courbe.
Fig. C.4 – Influence des distorsions ge´ome´triques : a = croissant, b = barillet, c = distorsions
anisotropes.
Ce de´faut affecte la forme de l’image et non sa finesse. Il consiste, en fait, dans la des-
truction de la similitude entre l’image et l’objet. On connaˆıt les apparences classiques re´sultant
de la de´formation des images : distorsion en barillet (image du milieu figure(C.4)) ou en crois-
sant (a` gauche). En de´finitive, il s’agit d’une variation progressive du grandissement, quand
on s’e´loigne de l’axe. Cet effet est proportionnel au cube de la distance du point lumineux a`
l’axe de re´volution de la lentille (voir paragraphe(C.1.2)). La distorsion ne joue pratiquement
pas de roˆle chaque fois que le syste`me optique n’est appele´ a` former l’image que d’une tre`s
petite portion de l’objet autour de l’axe. Dans le cas des lentilles e´lectromagne´tiques, on observe
un phe´nome`ne particulier : il se produit une de´formation, par rotation, des parties exte´rieures
de l’image (photo de droite). C’est la distorsion anisotrope (ou distorsion de rotation). Il faut
noter que dans l’optique du TEM, les lentilles projecteurs sont responsables des distorsions de
l’image. Si l’ouverture et le champ de la lentille sont assez importants, toutes les aberrations
ge´ome´triques peuvent apparaˆıtre simultane´ment ; on observe un de´faut de finesse d’ensemble de
l’image, re´sultant de leur superposition.
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Fig. C.5 – Influence des aberrations anisotropes propres aux lentilles e´lectromagne´tiques : a = objet,
b = coma anisotrope, c = astigmatisme anisotrope, d = distorsion anisotrope, e = courbure de champ
+ distorsion anisotrope
Aberrations anisotropes propres aux lentilles e´lectromagne´tiques
La figure(C.5.a) repre´sente l’objet constitue´ d’une se´rie de petit trous perce´s suivant deux
axes rectangulaires :
1. Le coma anisotrope se traduit par un effet du type classique (come`te), mais dont l’orien-
tation ne se produit pas dans la meˆme direction. C’est la figure b.
2. L’astigmatisme anisotrope est figure´ en c : l’image d’un point objet est une petite ellipse
dont les axes sont incline´s par rapport a` la direction radiale.
3. La distorsion anisotrope produit l’effet de la figure d. Enfin si l’astigmatisme anisotrope
est accompagne´ de courbure de champ et de distorsion anisotrope, l’apparence de l’image
est celle de la figure e.
Tous ces de´fauts, spe´ciaux aux lentilles e´lectromagne´tiques, s’inversent en meˆme temps que le
sens du champ magne´tique. Cela permet de les distinguer des autres.
C.1.2 Expressions ge´ne´rales du de´calage a` la trajectoire de Gauss du aux
aberrations ge´ome´triques
Conside´rons un syste`me optique conventionnel (P0, Pa, Pi) ou` P0 de´signe le plan objet, Pa
la pupille de sortie et Pi le plan de formation de l’image (image(C.6.a)). Les aberrations de´taille´es
ge´ome´triquement depuis de le de´but de cette annexe peuvent eˆtre exprime´es mathe´matiquement
en terme d’e´cart a` la trajectoire de Gauss TG dans le plan de formation de l’image que nous
noterons ∆ui (figure(C.6.a)). Le traitement matriciel des aberrations permettant de retrouver
cette expression est ici hors sujet et se trouve re´sume´ dans divers ouvrages [124, 125, 126].
∆ui = Cr
2
aua Aberration sphe´rique
+ 2(B + ib)r2au0 + (B − ib)u
2
au0 ∗ Coma
+ (A+ ia)u20ua ∗ Astigmatisme
+ Fr20ua Courbure de champ
+ (D + id)r20u0 Distorsion
(C.1)
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Les divers termes C,B,A, F,D, b, a, d correspondent aux coefficients des aberrations ge´ome´-
triques de´veloppe´es. Les variables ra =
√
x2a + y
2
a et r0 =
√
x20 + y
2
0 correspondent au module
des distances de Larmor complexe ua = xa + iya et u0 = x0 + iy0 de´finies dans la figure(C.6.a).
On remarque que seules les distorsions de´pendent de la position du point objet, mais que les
autres aberrations de´pendent de l’angle de la trajectoire par rapport a` l’axe optique (de´fini par
les distance dans la pupille de sortie Pa).
Fig. C.6 – a) : Trajet gaussien TG et re´el T des rayons dans un syste`me optique conventionnel. b) :
Influence des aberrations sur la syme´trie du front d’onde : a = de´focalisation C1, b = aberration
sphe´rique C3, c = astigmatisme A1, d = coma B2, e = astigmatisme A2, f = astigmatisme A3
Les coefficients C=aberration sphe´rique,B=coma,A=astigmatisme, F=courbure de champ,
D = distorsion correspondent a` la partie isotrope des aberrations. Les termes b, a, d corres-
pondent aux coefficients d’aberrations anisotropes propres aux lentilles e´lectromagne´tiques et
re´sume´s dans le paragraphe (C.1.1). Ces coefficients peuvent eˆtre de´compose´s en se´rie de puis-
sance en fonction du grandissement re´ciproque m = 1M avec M le grandissement du microscope.
Par exemple le coefficient de coma global B peut s’e´crire :
B = B0 +B1 ×m+B2 ×m
2 +B3 ×m
3 +B4 ×m
4 + etc... (C.2)
La meˆme ope´ration peut eˆtre re´alise´e pour C, A, D ,F , a, b et d. Ces divers de´veloppements sont
valables pour tous les types de lentilles (e´lectromagne´tiques, e´lectrostatiques, rondes, multipo-
laires, etc...). On peut donc e´crire diffe´rents types de coefficients d’aberrations d’ordre i dans la
se´rie : Ai, Ci, Bi, Fi etc ... Ces divers coefficients sont inde´pendants de la position de l’objet ainsi
175
176 C Le correcteur d’aberration sphe´rique
que du grandissement ; ils ne de´pendent que des caracte´ristiques de la lentille (distance focale, etc
...). Dans le cas particulier des lentilles rondes on ne trouve que des coefficients impairs pour C :
C1=de´focalisation, C3 = Cs=aberration sphe´rique d’ordre 3, C5=aberration sphe´rique d’ordre
5, etc ... Les coefficients de la coma sont B2= coma axial d’ordre 2, B4=coma axial d’ordre 4,
etc ... L’astigmatisme contient A1=astigmatisme d’ordre 1, A2 = ordre 2, A3 = ordre 3, etc ...
Le meˆme raisonnement peut eˆtre fait pour les coefficients des aberrations anisotropes.
Depuis le de´but, nous avons de´veloppe´ l’effet des aberrations sur le faisceau dans l’espace re´el
par l’interme´diaire d’un de´calage ∆ui dans le plan image entre l’image stigmate et re´elle. En
microscopie e´lectronique en transmission (notamment en HREM) le meˆme traitement est sou-
vent re´alise´ dans l’espace de Fourier ou` un de´calage ∆ui peut eˆtre traite´ par une variation de
phase χ(ω) en fonction de la fre´quence spatiale complexe ω = λg (aussi appele´ angle complexe
de diffusion). Dans le cas d’une lentille ronde, la modification de la phase du front d’onde peut
s’e´crire [110] :
χ(ω) =Re(
1
2
ωω∗C1 +
1
2
ω∗2A1 + ω
2ω∗B2 +
1
3
ω∗3A2 +
1
4
(ωω∗)2C3 + ω
3ω∗S3 +
1
4
ω∗4A3 + ω
3ω∗2B4 +
1
5
ω∗5A4
+
1
6
(ωω∗)3C5 +
1
6
ω∗6A5 + etc...)
(C.3)
Cette variation de la phase peut eˆtre interpre´te´e comme une modification de la forme du front
d’onde par ces aberrations. Chacune ayant une action diffe´rente, on voit souvent dans la litte´ra-
ture une appellation de ces aberrations en fonction des syme´tries du front d’onde de´forme´. Un
re´sume´ des notations rencontre´es est re´alise´ ci-dessous (les lettres correspondent aux repre´sen-
tations de la figure(C.6.b)) :
1. A1=Astigmatisme d’ordre 1 (par rapport a` la repre´sentation en trajectoire dans l’espace
re´el) = Two-fold Astigmatism (Astigmatisme de syme´trie 2 par rapport a` la syme´trie
du front d’onde dans l’espace de Fourier) (c) ; A2=astigmatisme d’ordre 2 = Three fold
Astigmatism (e) ; A3= astigmatisme d’ordre 3 = four-fold astigmatism (f), etc ...
2. C1= de´focalisation (a), C3= Aberration sphe´rique d’ordre 3 (b), C5=Aberration sphe´rique
d’ordre 5, B2=Coma axial d’ordre 2 (d), B4=Coma axial d’ordre 4
C.1.3 Aberration chromatique
Dans l’e´tude des aberrations ge´ome´triques, on suppose implicitement que le faisceau inci-
dent est compose´ d’e´lectrons monocine´tiques. Si les e´lectrons ont des vitesses diffe´rentes, leurs
trajectoires sont distinctes : pendant la traverse´e d’une lentille e´lectromagne´tique, les e´lectrons
les moins rapides sont les plus de´vie´s. Il en re´sulte une succession de foyers entre F l (foyer des
e´lectrons lents) et Fr (foyer des e´lectrons rapide).
Ceci est a` rapprocher du fait bien connu que la distance focale d’une lentille de verre
varie avec la couleur, c’est-a`-dire avec la longueur d’onde de la lumie`re utilise´e. De meˆme qu’en
optique classique, on de´finira en optique e´lectronique une aberration chromatique longitudinale
principale : le = FlFr, et une aberration chromatique transversale principale dc qui est le rayon
du cercle D (figure(C.7)). Cette valeur dc est proportionnelle a` une constante note´e Cc, appele´e
constante d’aberration chromatique. Les fluctuations d’e´nergies des e´lectrons en sortie de pointe
du canon ∆E peuvent donc devenir contraignantes a` cause de cette aberration. Ces variations
de´pendent du canon utilise´ mais sont typiquement beaucoup plus faibles pour un FEG (∆E =
0, 6eV pour le Tecnai F20) que pour un LaB6 (∆E = 1, 6eV pour le CM20).
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Fig. C.7 – Influence de l’aberration chromatique d’une lentille sur le trajet ge´ome´trique des e´lectrons.
C.1.4 Pourquoi corriger l’aberration sphe´rique Cs ?
Comme nous avons pu en discuter dans le chapitre(3), l’expression(C.3) permet de de´finir la
fonction de transfert du microscope K˜(ω) ≈ eiχ(ω) d’une importance cruciale lors de la formation
des images haute re´solution. La figure(C.8) permet de bien visualiser l’effet de la correction de
Cs = C3 sur la fonction de transfert de contraste de phase ou PCTF sin (χ(ω))×E(ω) de´finie au
chapitre(3) et (7.1) (E(ω) correspond aux termes introduits par la perte de cohe´rence spatiale
et temporelle). Les deux PCTF sont trace´es pour un microscope e´quipe´ d’un FEG dont les
caracte´ristiques sont : 200kV ,∆E = 0, 6eV , Cc = 0, 5mm, C5 = 0mm. Les courbes trace´es
correspondent a` des de´focalisations proches de Scherzer permettant un transfert line´aire le plus
e´tendu dans les deux cas : C1 = −60nm si Cs = 1, 2mm et C1 = 4nm si Cs = 0mm.
Fig. C.8 – Influence de l’aberration sphe´rique sur la PCTF d’un TECNAIF20.
Corriger le Cs permet ainsi d’acce´der a` des fre´quences spatiales supe´rieures dans l’image
HREM avec une suppression de la zone d’oscillations du contraste ne´faste lors de l’interpre´tation
des cliche´s. On augmente ainsi conside´rablement la limite de re´solution du microscope puisque
dans ce cas on passe d’une re´solution de R = 0, 25nm avec un Cs = 1, 2mm a` R = 0, 1nm
avec un Cs = 0mm. Tout ceci, bien entendu, si les autres aberrations restent constantes. On
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verra que ce n’est pas aussi simple ... Un deuxie`me avantage important concerne la suppression
de la de´localisation du contraste (a` de´focalisation nulle), qui reste un obstacle majeur lors de
l’e´tude des interfaces ou des de´fauts ponctuels avec un microscope e´quipe´ d’un FEG. Cet artefact
provient de la largeur importante des disques diffracte´s dont le diame`tre augmente avec le Cs de
l’objectif. Les effets qui en re´sultent sont particulie`rement prononce´s dans les re´gions contenant
des objets non pe´riodiques dans l’image comme les interfaces. La correction du Cs permet donc
de supprimer la de´localisation ce qui est un avantage conside´rable pour l’e´tude de nano-objets
(couches minces, nanoparticules, etc ...).
Ce sont les deux principaux effets re´sultant de la correction du Cs que l’on trouve de´crit dans la
litte´rature [127, 109, 103, 104, 128, 129]. Tous les autres avantages rencontre´s expe´rimentalement
graˆce a` cet instrument ont e´te´ longuement de´veloppe´s dans le corps de cette the`se (LACBED,
HREM, holographie).
C.1.5 Les lentilles rondes : le the´ore`me de Scherzer. Principe de la correction
Otto Scherzer en 1936 [130] a montre´ que si le champ φ a` l’inte´rieur d’une lentille satis-
faisait :
1. syme´trie cylindrique
2. statique
3. sans aucune charge d’espace
4. continu ainsi que sa de´rive´e φ
′
φ
5. avec un objet et image forme´e re´elle
alors les coefficients Cs et Cc sont obligatoirement positifs ; c’est, bien suˆr, le cas des lentilles
rondes. En relaxant une de ces conditions, on devrait pourvoir trouver des e´le´ments d’optique
e´lectronique ayant un Cs ne´gatif (et aussi un Cc pour la correction de l’aberration chromatique
mais ce n’est pas le sujet). En 1947, Scherzer [131] propose un certain nombre de voies permettant
de re´aliser ce travail. Beaucoup d’ide´es ont ainsi e´te´ analyse´es et il ressort que la relaxation de
la condition ”syme´trie cylindrique” semble eˆtre la solution amenant le moins d’artefacts et de
proble`mes. Ainsi Scherzer propose un syste`me base´ sur des lentilles a` syme´trie non cylindrique
et plus particulie`rement sur une combinaison d’octopoles et de quadrupoles pour corriger le Cs
de lentilles rondes. Cette solution a tout d’abord e´te´ re´alise´e par Seeliger en 1953 [132] puis par
O.Krivanek [133]. Ce correcteur posse`de les inconve´nients d’introduire e´norme´ment d’aberrations
”off-axis” comme la coma B2, l’astigmatisme d’ordre 3 A3 dans l’image. Aussi son application
se trouve restreinte a` la correction des sondes e´lectroniques en STEM. Ce sont des correcteurs
sondes. Comment alors corriger une image HREM dans son ensemble ? Existe-t-il des correcteurs
images ?
En 1965, P.Hawkes propose un the´ore`me [126, 134] qui peut se de´cliner comme suit :
une aberration d’ordre n peut eˆtre corrige´e par une lentille multipolaire contenant 2n poles
D’apre`s ce the´ore`me, l’aberration sphe´rique d’ordre 3 d’une lentille ronde pourrait eˆtre compen-
se´e par une lentille hexapolaire (ou hexapole). C’est, en effet, le composant de base du correcteur
image qui e´quipe le TECNAI. La suite pre´sente donc les proprie´te´s des hexapoles et nous verrons
comment ces composants permettent de re´aliser un correcteur image semiaplanatique (B2 = 0)
sans aucune aberration re´siduelle.
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C.2 Principe du correcteur de Cs image en TEM
C.2.1 Les Hexapoles
Les hexapoles n’ont aucun effet au premier ordre (focalisation) mais ont deux effets majeurs
qui sont :
1. effet du 3e`me ordre ne´gatif a` syme´trie cylindrique (aberration sphe´rique Cs < 0)
2. astigmatisme du 2e`me ordre A2 ayant une syme´trie 3 (Three-fold astigmatism)
Le premier effet constitue le principal apport des hexapoles a` notre proble`me. Le second effet est
ne´faste pour la formation de l’image et il est essentiel de pouvoir s’en de´barrasser de manie`re a`
ne garder que le Cs ne´gatif. Une premie`re solution propose´e par Crewe [135] consiste a` focaliser
le faisceau d’e´lectrons incident au centre de l’hexapole ce qui n’introduit aucun A2. Par contre
le faisceau obtenu posse´dera une forme triangulaire [136].
Fig. C.9 – Premie`re solution de Crewe permettant d’e´liminer les effets d’ordre 2 d’un hexapole. On
forme alors un faisceau avec une forme triangulaire.
La figure(C.9) pre´sente ce processus pour diffe´rentes forces d’excitations, note´es k, de
l’hexapole (Kc e´tant la force requise pour une correction optimale de l’aberration sphe´rique).
Lorsque le faisceau a` syme´trie 3 rencontrera le champ cylindrique d’une lentille ronde dans la
suite de son parcours, une augmentation importante des aberrations du 4e`me et du 5e`me ordre
sera introduite. Afin de pallier ce proble`me, Crewe proposa d’utiliser deux hexapoles dans le
correcteur [137]. Il est inte´ressant de noter que cette solution avait de´ja` e´te´ propose´e par V.Beck
en 1979 [138].
C.2.2 Correcteur a` 2 hexapoles : solution de Crewe
Cette solution consiste a` utiliser deux hexapoles identiques se´pare´s syme´triquement par
rapport au centre d’une lentille ronde interme´diaire (figure(C.10)). Le but de la lentille inter-
me´diaire est d’imager le premier hexapole dans le deuxie`me dont la configuration de champ
doit eˆtre oppose´e. Ainsi la forme triangulaire du faisceau introduit par le premier hexapole sera
compense´e par le deuxie`me nous permettant ainsi d’obtenir un faisceau a` syme´trie cylindrique a`
la sortie du syste`me. Le correcteur d’aberration sphe´rique ne doit pas jouer le roˆle de projecteur
(ou condenseur), ce qui impose un grandissement unite´ M = 1 a` l’ensemble du syste`me.
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Fig. C.10 – Deuxie`me solution de Crewe : syste`me constitue´ de deux hexapoles identiques et d’ex-
citations k oppose´es place´s syme´triquement de part et d’autre d’une lentille ronde interme´diaire.
On peut re´sumer l’action de ce syste`me comme suit :
1. L’action a` l’ordre 1 de l’ensemble du correcteur est nulle. En effet les hexapoles n’ont
aucun effet a` l’ordre 1 et tous les faisceaux affecte´s au premier ordre sont tous focalise´s
a` l’inte´rieur de la lentille interme´diaire. Un faisceau circulaire qui entre dans le syste`me
restera circulaire a` la sortie.
2. L’ordre 2 d’un hexapole (A2) introduit des aberrations proportionnelles a` sa force d’exci-
tation k et au carre´ de l’amplitude de de´flexion. Or comme sche´matise´ sur la figure(C.10),
les faisceaux de´fle´chis a` l’ordre 2 dans le premier hexapole (force k) seront de´fle´chis avec
la meˆme amplitude mais dans la direction oppose´e par le second hexapole de force −k. La
meˆme de´flection est donc applique´e dans les deux hexapoles mais avec des signes oppo-
se´es, si bien qu’un faisceau rond a` l’entre´e restera rond a` la sortie du deuxie`me hexapole.
L’action a` l’ordre 2 est donc comple`tement annule´e.
3. L’ordre 3 d’un hexapole introduit un effet proportionnel au carre´ de la force k2 et au cube
de l’amplitude. Les rayons affecte´s au troisie`me ordre par le premier hexapole seront donc
aussi image´s a` l’inte´rieur du deuxie`me hexapole ou` ils recevront la meˆme de´flection avec un
signe identique. L’action a` l’ordre 3 est donc amplifie´e par le deuxie`me hexapole (toujours
avec Cs < 0). Puisque les aberrations d’ordre 3 des hexapoles posse`dent une syme´trie
cylindrique, un faisceau rond avec Cs = 0 a` l’entre´e ressortira avec rond avec Cs < 0.
On peut ge´ne´raliser le raisonnement et on montre que ce syste`me imagine´ par Crewe en 1980
permet de supprimer tous les effets d’ordres pairs et d’amplifier les aberrations d’ordres impairs.
Ainsi, en the´orie, ce syste`me reste limite´ par l’aberration sphe´rique d’ordre 5, C5. D’apre`s le
the´ore`me de Hawkes, pour compenser le C5 il faudrait utiliser des de´capoles en plus des hexa-
poles.
En 1990, H.Rose [127] montre que le correcteur propose´ par Crewe re´alise seulement l’annulation
des aberrations du 2e`me ordre on-axis et ne permet pas une correction des aberrations du 2e`me
ordre off-axis. Celles-ci introduisent une re´duction intole´rable du champ de vision de l’image
TEM. De plus, il montre que si un tel syste`me est place´ derrie`re une lentille ronde (l’objectif
dans notre cas) une quantite´ conside´rable de coma isotrope B2 sera introduite dans l’image. Le
syste`me n’est donc pas semiaplanatique. Il conclut que la solution de Crewe ne peut en aucun
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cas eˆtre utilise´e comme correcteur image mais seulement comme correcteur sonde en STEM ou`
les aberrations off-axis n’ont aucune importance. Il propose donc une solution permettant de
re´aliser un correcteur image semiaplanatique sans aberrations re´siduelles du 2e`me ordre on et
off-axis.
C.2.3 Le correcteur de Rose : 2 hexapoles et 2 doublets
H.Rose imagine un correcteur image place´ derrie`re l’objectif du microscope, en ajoutant
deux conditions supple´mentaires au syste`me de Crewe :
1. Le plan coma-free de l’objectif doit co¨ıncider avec le plan coma-free du correcteur, de
manie`re a` ce que l’ensemble du syste`me soit semiaplanatique
2. Les centres des deux hexapoles identiques mais d’excitations oppose´es, doivent eˆtre dispose´s
sur les points nodaux N1 et N2 d’un doublet te´lescopique de lentilles rondes identiques de
grandissement M = 1 au lieu d’une simple lentille interme´diaire. Le doublet ne doit pas
non plus introduire de rotation de l’image entre les deux hexapoles.
La premie`re caracte´ristique empeˆche la cre´ation de coma isotrope B2 par le correcteur. Sachant
que le plan coma-free d’un hexapole se situe en son centre, il faut que le plan coma-free de
l’objectif place´ a` une distance de 23f0 (f0 repre´sentant la distance focale) du plan objet soit
image´ dans le centre de l’hexapole pour satisfaire cette condition. Pour cela, on utilise un doublet
te´lescopique de lentilles rondes identiques, de grandissement M = 1 dont les plans nodaux N0
et N1 sont place´s respectivement sur le plan coma-free de l’objectif et au centre du premier
hexapole. Les deux lentilles doivent eˆtre connecte´es en se´rie avec un sens du courant oppose´ a`
l’objectif de manie`re a` supprimer la coma anisotrope b2 en plus de la coma isotrope B2.
La deuxie`me caracte´ristique permet d’annuler les effets d’ordre 2 on et off-axis introduit par les
hexapoles. La figure(C.11) permet d’appre´cier l’action de la combinaison des deux hexapoles et
du doublet te´le´scopique sur les faisceaux on et off-axis. Les courants dans les deux lentilles du
doublet doivent eˆtre identiques pour satisfaire M = 1 mais oppose´s afin de ne pas introduire de
coma anisotrope b2.
Le syste`me final propose´ est reporte´ dans la figure(C.11) ou` on remarque que la distance totale
du correcteur vaut l = 8f avec f la distance focale des 4 lentilles rondes identiques formant les
doublets.
Il constitue donc un e´le´ment d’optique semiaplanatique de Cs < 0 et de grandissement total
unite´ puisque les hexapoles n’ont aucune action a` l’ordre 1. Il peut par conse´quent eˆtre utilise´
comme correcteur image si on corrige certains points geˆnants. En effet les doublets te´lescopiques
augmentent le coefficient d’aberration chromatique Cc du microscope. Afin que la taille du
correcteur l ne soit pas trop importante, un compromis entre ces deux effets oppose´s (si l diminue
Cc augmente et inversement) a duˆ eˆtre trouve´. Les lentilles rondes e´tant faibles f > 10f0 la
longueur totale du correcteur augmente la taille de la colonne de 27cm et le coefficient Cc passe
de 1, 5mm a` 2mm. Afin que ces deux de´tails ne soient pas trop contraignants, le syste`me final
doit satisfaire les conditions suivantes :
1. un FEG doit eˆtre utilise´ comme source d’e´lectrons afin de minimiser le plus possible l’effet
de l’aberration chromatique devenue importante. L’utilisation d’un monochromateur peut
meˆme eˆtre envisage´e, les correcteurs de Cc e´tant actuellement indisponibles sur le marche´.
2. une lentille adaptatrice (note´e ADL) doit eˆtre place´e apre`s le deuxie`me hexapoles afin
d’imager le plan image du correcteur dans le plan objet des lentilles interme´diaires. Le
reste du microscope restant ainsi inchange´ malgre´ les 27cm de plus du correcteur
Les lentilles constituant les doublets sont appele´es les lentilles de transfert note´es TL11 et TL12
pour le premier double, TL21 et TL22 pour le deuxie`me doublet. La suite pre´sente les tole´rances
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Fig. C.11 – Solution de Rose permettant d’ame´liorer le correcteur de Crewe en e´liminant les aberra-
tions du 2e`me ordre off-axis et la coma B2. Correcteur semiaplanatique utilisable comme correcteur-
image.
du syste`me propose´ par Rose ainsi que la description du correcteur re´el tel que celui installe´ sur
le TECNAI du CEMES, et construit par CEOS.
C.3 Principe d’alignement du correcteur
C.3.1 Tole´rance du correcteur de Rose
Afin de re´aliser une correction de l’aberration sphe´rique optimale en minimisant le plus
possible les aberrations parasites, les e´le´ments du correcteur doivent satisfaire les conditions
suivantes :
1. les hexapoles doivent eˆtre parfaitement centre´s sur l’axe optique et sur les points nodaux
des doublets N1 et N2
2. les hexapoles doivent eˆtre parfaitement aligne´s entre eux selon les directions axiales
Comment re´aliser en pratique ces conditions d’alignements du correcteur ? Jusqu’a` quel point un
de´calage de ces conditions peut eˆtre tole´re´ par le syste`me ? C’est ce que nous allons maintenant
de´velopper.
Centrage des hexapoles sur les points nodaux des doublets te´lescopiques
Si un hexapole est de´cale´ d’une distance  des points nodaux N1 ou N2, les aberrations
off-axis A2 et B2 peuvent intervenir. On conside`re que l’influence de ces aberrations est ne´gli-
geable tant que  < 28µm. Il est e´vident qu’un alignement me´canique aussi pre´cis du centre des
hexapoles est impossible. En pratique, un deuxie`me hexapole pouvant eˆtre excite´ inde´pendam-
mant, est rajoute´ a` coˆte´ de chacun des hexapoles principaux. En faisant varier l’excitation de
chacun de ces e´le´ments on peut ajuster le centre de gravite´ du champ hexapolaire total le long
de l’axe optique de manie`re tre`s pre´cise. On place ainsi ce centre de gravite´ sur les points nodaux
avec une pre´cision supe´rieure a` la condition porte´e par  ce qui e´limine les aberrations off-axis
du deuxie`me ordre. De plus, pour compenser plus pre´cise´ment la coma isotrope B2 la direction
des faisceaux incidents doit eˆtre oriente´e pre´cise´ment a` l’inte´rieur du premier hexapole. Cette
ope´ration est re´alise´e par l’interme´diaire de dipoˆles place´s dans le premier doublet.
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Centrage des hexapoles sur l’axe optique
Le de´calage d’un hexapole d’une distance ρ par rapport a` l’axe optique, revient a` intro-
duire un champ quadrupolaire autour de l’axe optique. En d’autres termes de l’astigmatisme du
premier ordre est ajoute´e. La coma isotrope B2, B4 devrait aussi intervenir, ainsi que l’astig-
matisme du 3e`me ordre A3 si ce de´calage devient trop important. Ces aberrations peuvent eˆtre
conside´re´es comme ne´gligeables si :
A1 : ρ < 4nm ; B2 : ρ < 0, 2µm ; A3 : ρ < 14µm ; B4 : ρ < 0, 2mm (C.4)
La principale limitation provient donc de A1. Afin d’atteindre une pre´cision du nanome`tre sur
l’alignemment du centre des hexapoles par rapport a` l’axe optique, on utilise des quadrupoles
qui vont compenser le champ quadrupolaire cre´e´ par ce mauvais alignement et ainsi e´liminer
l’astigmatisme A1.
De plus, les champs dipolaires et quadrupolaires peuvent aussi eˆtre utilise´s pour compenser des
champs multipolaires introduits par des de´fauts d’homoge´ne´ı¨te´ pre´sents dans les hexapoles.
Alignement axial des hexapoles
Nous avons vu que le faisceau a` la sortie du premier hexapole a une forme triangulaire.
Pour supprimer cette forme, le doublet te´lescopique image le premier hexapole dans un deuxie`me
hexapole identique, mais d’excitation oppose´e. Afin que cette correction se fasse correctement, il
est ne´cessaire de re´aliser un alignement parfait dans toutes les directions axiales (perpendiculaires
a` l’axe optique) sans quoi des aberrations du 2e`me ordre importantes apparaˆıtront. En d’autres
termes, le faisceau qui subira une de´flection du deuxie`me ordre d’amplitude A dans une re´gion
localise´e r1 dans le premier hexapole, subira la de´flection oppose´e de meˆme amplitude si la re´gion
dans le deuxie`me hexapole correspond a` la syme´trique de r1. C’est le principe de cet alignement.
Afin de re´aliser cette ope´ration deux solutions ont e´te´ propose´es :
1. On peut exciter le champ hexapolaire dans un dode´capole (12-poles). Ainsi en faisant
varier l’excitation des dode´capoles, on tourne le champ autour de l’axe optique. On trouve
la position correcte lorsque les aberrations du 2e`me ordre sont supprime´es. C’est la solution
utilise´e sur le correcteur installe´ sur un CM20 FEG a` Ju¨lich [109]
2. On peut utiliser la rotation du deuxie`me doublet te´lescopique place´ entre les deux hexa-
poles. Si, par exemple, on augmente l’excitation de TL21 et qu’on diminue celle de TL22
le grandissement du doublet restera constant a` 1 mais l’image du premier hexapole tour-
nera dans le deuxie`me hexapole. On ajuste ainsi la balance entre les excitations de TL21
et TL22 jusqu’a` supprimer les aberrations d’ordre 2. C’est la solution utilise´e dans notre
correcteur.
On posse`de maintenant tous les pre´requis pour comprendre le fonctionnement du correcteur
installe´ dans notre microscope. La suite pre´sente donc sa configuration re´elle ainsi que les aspects
pratiques qui nous permettent de re´aliser l’alignement de manie`re rapide et pre´cise lors d’une
expe´rience de routine.
C.3.2 Correcteur re´el de CEOS : principe et alignement
Sche´ma de la colonne et action de chaque lentille
Le sche´ma complet du correcteur construit par CEOS est reporte´ sur la figure(C.12).
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Fig. C.12 – Description comple`te du correcteur de CEOS pre´sent sur le TECNAI F20 du CEMES.
Chaque lentille re´pertorie´e permet de re´aliser les alignements ne´cessaires de´taille´s au
paragraphe(C.3). Les dipoles (DP11,12,21,22) sont utilise´s pour corriger la coma isotrope B2
ainsi que l’astigmatisme du premier ordre de manie`re grossie`re A1Coarse et A2. Une correc-
tion fine de A1 est re´alise´e avec les quadrupoles Qpol. L’excitation des lentilles de transfert
(TL11,12,21,22) est ajuste´e pour e´liminer les aberrations du 2e`me ordre A2 et B2, alors que celle
des hexapoles est modifie´e pour changer la valeur du Cs. Pour corriger les aberrations du 3e`me
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ordre A3 et S3, une modification des excitations de l’ensemble de ces lentilles est ne´cessaire.
Dans un microscope classique, lorsque l’on change le grandissement, seules les excitations des
lentilles projecteurs sont modifie´es laissant le courant objectif constant, exception faite du pas-
sage des modes SA au mode M du microscope ou` le courant objectif est obligatoirement modifie´.
Dans le TECNAI Cs corrige´ le passage de SA a` M laisse inchange´ le courant objectif, la tran-
sition e´tant re´alise´e par la lentille adaptatrice (ADL). Ainsi le courant objectif correspondant
a` la position eucentrique reste constant pour n’importe quel grandissement. On terminera par
les stigmateurs diffraction (quadrupoles place´s apre`s l’ADL) permettant de corriger l’astigma-
tisme A1 de la diffraction, les dipoles Ishift et Dshift permettant de re´aliser les translations de
l’image et de la diffraction dans leurs plans respectifs. Ces e´le´ments toujours pre´sents dans un
microscope sont donc ici ge´re´s par le correcteur et le programme qui lui est associe´.
Principe de la correction
Afin de re´aliser l’ajustement correct des excitations de chacune des lentilles de´crites pre´ce´-
demment, le correcteur est associe´ a` un programme informatique de´veloppe´ par CEOS permet-
tant, a` partir des mesures des diffe´rents coefficients des aberrations, de calculer et d’appliquer
les excitations voulues aux e´le´ments du correcteur de´crits sur la figure(C.12).
La premie`re e´tape consiste donc a` mesurer les aberrations du microscope. Pour cela le programme
utilise des diffractogrammes obtenus par transforme´e de Fourier (FFT) de l’image d’un e´chan-
tillon amorphe. La figure(C.13) pre´sente une se´rie de diffractogrammes typiques pouvant eˆtre
rencontre´s lors des alignements. L’amorphe utilise´ pour re´aliser cette ope´ration est en ge´ne´ral
du carbone.
Fig. C.13 – Diffractogrammes obtenus par FFT d’un amorphe de carbone pour diffe´rents couples
(C1,A1) : a=(C1 = −60nm,A1 = 50nm) b=(C1 = −25nm,A1 = 50nm) c=(C1 = 0nm,A1 =
−50nm) d=(C1 = −20nm,A1 = 0), tous ces diffractogrammes sont pris avec le correcteur allume´ :
Cs ≈ 700nm
A partir des diffractogrammes, on peut calculer les valeurs de la de´focalisation C1 et de
l’astigmatisme du premier ordre A1 pre´sents dans l’image. Pour calculer le reste des coefficients
on utilise un tableau de Zemlin dont le principe est reporte´ sur la figure(C.14) [139]. Le principe
consiste a` acque´rir une se´rie de diffractogrammes, provenant d’images de´focalise´es, en tiltant le
faisceau d’un angle α, choisi pre´alablement par l’ope´rateur, et de de´terminer les coefficients A1
et C1 pour chacun d’eux. Ils de´pendent, en effet, de l’angle complexe de tilt τ (avec |τ | = α) que
fait le faisceau avec l’e´chantillon suivant les relations suivantes [110] :
C1(τ) = C1(0) + 4Re(τB2) + 2ττ
∗C3 + 6Re(τ
2S3) + 12Re(τ
2τ∗B4) + 3(ττ
∗)2C5 + etc...
A1(τ) = A1(0) + 2τB
∗
2 + 2τ
∗A2 + τ
2C3 + 6ττ
∗S∗3 + 3τ
∗2A3 + 2τ
3B4 + 6τ
2τ∗B∗4+
4τ∗3A4 + 2τ
3τ∗C5 + 5τ
∗4A5 + etc...
(C.5)
Ainsi chacune des paires A1, C1 mesure´e pour un angle complexe τ nous donne acce`s a` une
relation de type(C.5). Plus on aura de diffractogrammes et plus on pourra de´terminer un nombre
185
186 C Le correcteur d’aberration sphe´rique
important de coefficients. A partir du re´sultat de mesure des divers coefficients d’aberrations, le
programme calcule et applique (avec l’accord de l’utilisateur) les excitations ne´cessaires sur les
e´le´ments du correcteur en suivant les re`gles de´crites au paragraphe pre´ce´dent. La re´alisation de
cette ope´ration, en routine classique, est de´crite dans la figure(C.14).
Fig. C.14 – Principe utilise´ lors de la mesure et de l’ajustement des divers coefficients d’aberrations
du microscope (C3, A1, B2, A2, etc ...).
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On re´ite`re ce genre d’ope´rations jusqu’a` avoir les valeurs de coefficients voulues.
Il nous manque un crite`re nous permettant de savoir a` quel moment on peut conside´rer une se´rie
de coefficients comme satisfaisante vis-a`-vis des expe´riences que l’on cherche a` re´aliser. Pour cela,
la correction est conside´re´e comme optimale lorsque la phase induite pas ces aberrations satisfait
χ(τ) < pi4 appele´ crite`re
pi
4 . C’est pourquoi, le programme nous donne la possibilite´ d’acce´der
a` la re´partition de la phase χ(ω) (figure(C.14)) apre`s le calcul des diffe´rents coefficients. Le
crite`re pi4 est reporte´ sur cette image de phase par le premier cercle rouge dans lequel la phase
calcule´e satisfait ce crite`re. Le but de toute correction est donc d’e´tendre ce cercle jusqu’a` ce
qu’il atteigne l’angle de tilt τ du tableau. En re`gle ge´ne´rale, on s’arreˆte a` 18mrad. Des tables
de coefficients en fonction de la re´solution du microscope sont reporte´es dans la publication de
S.Uhlemann [110] et peuvent aussi eˆtre utilise´es comme re´fe´rence pour le re´glage du correcteur.
C.4 Re´sultat et mesure des distorsions ge´ome´triques introduites
par le correcteur
Quelques re´sultats marquant sont ici reporte´s, mais les principaux apports sont de´veloppe´s
dans le corps de la the`se.
C.4.1 Augmentation de la re´solution et e´limination de la de´localisation
L’ame´lioration de la re´solution du microscope est mise en e´vidence sur la figure(C.15)
repre´sentant les images HREM d’un cristal de GaAs observe´ dans l’axe [110] avec un CM30
(300kV ) et le TECNAI F20 e´quipe´ du correcteur. On observe clairement la se´paration des
dumbells par le TECNAI alors que le CM30 en est incapable malgre´ la diffe´rence de tension
d’acce´le´ration entre ces deux microscopes.
Fig. C.15 – Cristal de GaAs observe´ au TECNAI et au CM30 selon l’axe de zone [110].
La suppression de la de´localisation est clairement mise en e´vidence sur la figure(C.16)
montrant une nanoparticule de Cobalt en bord de trou. Les deux images sont prises au meˆme
endroit avec les hexapoles e´teints, ce qui e´limine la correction du Cs, et allume´s.
C.4.2 De´termination des distorsions ge´ome´triques introduites par le correc-
teur
Au cours de cette the`se, nous avons tente´ de de´terminer les distorsions ge´ome´triques in-
troduites par le correcteur dans une image HREM. Afin de mesurer ces e´ventuelles distorsions,
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Fig. C.16 – Nanoparticule de Cobalt observe´ au TECNAI hexapoles OFF et ON.
on utilise un traitement des phases ge´ome´triques sur une image haute re´solution de silicium
non de´forme´e (voir chapitre(3)). Il est, bien entendu, ne´cessaire de se´parer les contributions des
projecteurs et de la came´ra CCD de celles du correcteur. Pour cela on utilise des hologrammes
de re´fe´rence (voir chapitre(3.2)) qui ne sont affecte´s que par les projecteurs et la came´ra CCD.
Comme la fre´quence spatiale de l’hologramme et des taches se´lectionne´es dans l’image haute re´-
solution ne sont pas identiques, on ne peut simplement les soustraire sous peine d’introduire des
phases supple´mentaires dues a` la diffe´rence de fre´quence spatiale. On utilise alors le processus
de calibration mis au point par M.J. Hy¨tch. Le principe est le suivant :
on cherche a` soustraire l’effet des distorsions ~u1 (parasites ) pre´sentes dans deux hologrammes
de re´fe´rence aux distorsions ~u2 (parasites + effet du correcteur ~u) pre´sentes dans l’image HREM
a` analyser. On calcule alors les images de phases a` partir des deux fre´quences spatiales ~g1 et ~g2
appartenant respectivement aux deux hologrammes de re´fe´rence. On obtient donc :
P~g1 = −~g1.~u1 et P~g2 = −~g2.~u1 (C.6)
On calcule ensuite l’image de phase de l’image HREM a` analyser a` partir d’une fre´quence spatiale
~g3 :
P~g3 = −~g3.~u2 (C.7)
On cherche les deux parame`tres α et β tels que ~g3 = α~g1 + β~g2 ; on peut ainsi calculer :
P~g3 − (αP~g1 + βP~g2) = −~g3.~u2 + α~g1.~u1 + β~g2.~u1 = −~g3(~u2 − ~u1) = −~g3~u (C.8)
On calcule ainsi une image de phase corrige´e de toutes les perturbations pre´sentes dans les
deux hologrammes de re´fe´rence. L’e´chantillon de silicium contient les contributions ge´ome´triques
suivantes : correcteur + projecteur + CCD. Les deux hologrammes de re´fe´rences contiennent
quand a` eux : projecteur + CCD. On calcule ainsi la seule contribution du correcteur ~u. Les
images utilise´es pour remonter au champ de de´placement ~u sont reporte´es sur la figure(C.17).
A partir du traitement de ces images, on de´termine les matrices de de´formation  cor-
respondant a` la partie syme´trique de la matrice des de´placements e ainsi que la matrice des
rotations rigides ω correspondant a` la partie antisyme´trique de e (figure(C.18)).
On n’observe aucune distorsion ge´ome´trique introduite par le correcteur. Ceci est logique
puisque, contrairement aux projecteurs, les lentilles de transfert utilise´es dans le correcteur ne
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Fig. C.17 – Image HREM d’un cristal de Silicium observe´ dans l’axe de zone [110] et deux holo-
grammes de re´fe´rence obtenus pour une tension de biprisme de U = 200V utilise´s pour de´terminer
les distorsions ge´ome´triques introduites par le correcteur.
Fig. C.18 – Matrices des de´formations  et ω calcule´es a` partir du champ de de´placement ~u introduit
par les distorsions ge´ome´triques du correcteur.
grandissent pas. L’image qu’elles rec¸oivent est donc tre`s petite contrairement a` celle reprise par
les projecteurs responsables des principales distorsions ge´ome´triques d’un microscope.
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Annexe D
Mode´lisation de la de´formation par
la me´thode des e´le´ments finis
D.1 The´orie de l’e´lasticite´ : ge´ne´ralite´s
D.1.1 Contraintes et de´formations
On note σ et  les tenseurs des contraintes et des de´formations. Dans un espace a` 3
dimensions, ces tenseurs d’ordre 2 sont caracte´rise´s par 32 = 9 composantes et peuvent eˆtre
repre´sente´s par une matrice 3x3 dans un repe`re (O, x1, x2, x3) :
σ =

 σ11 σ12 σ13σ21 σ22 σ23
σ31 σ32 σ33

 et  =

 ε11 ε12 ε13ε21 ε22 ε23
ε31 ε32 ε33


Les relations d’e´quilibre impliquent :
σij = σji et ij = ji (D.1)
Ces tenseurs sont donc syme´triques et posse`dent 6 composantes diffe´rentes.
D.1.2 Loi de Hooke
La loi de Hooke exprime la relation entre les contraintes et les faibles de´formations dans
l’approximation de l’e´lasticite´ line´aire. Elle s’e´crit :
σij =
∑
kl
Cijklkl (D.2)
ou` les Cijkl sont les coefficients du tenseur des modules C [140]. Ainsi dans un espace de dimension
3, le tenseur C est caracte´rise´ par 34 = 81 composantes. Mais il existe des relations de syme´trie
en conside´rant les relations (D.1) et les conditions de Cauchy [140] :
Cijkl = Cijlk = Cjikl = Cklij
ce qui re´duit a` 21 le nombre de composantes inde´pendantes non nulles. Pour simplifier les
e´critures, on peut passer en notation contracte´e de Voigt avec la re`gle de correspondance suivante
sur les indices ij et kl :
11 → 1 12 → 6 13 → 5
21 → 6 22 → 2 23 → 4
31 → 5 32 → 4 33 → 3
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On peut alors e´crire la loi de Hooke sous forme matricielle en repre´sentant les tenseurs σ
et  par deux vecteurs colonnes a` 6 composantes et le tenseur C par une matrice 6x6 :
σ = C 

σ11
σ22
σ33
σ23
σ13
σ12


=


C11 C12 C13 C14 C15 C16
C12 C22 C23 C24 C25 C26
C13 C23 C33 C34 C35 C36
C14 C24 C34 C44 C45 C46
C15 C25 C35 C45 C55 C56
C16 C26 C36 C46 C56 C66




11
22
33
γ23 = 223
γ13 = 213
γ12 = 212


D.1.3 Syme´trie cubique
Conside´rons un syste`me a` syme´trie cubique, dans le repe`re R = (O, x, y, z) ou` x = [1, 0, 0],
y = [0, 1, 0] et z = [0, 0, 1] (qui diffe`re de celui utilise´ lors des calculs de the´orie dynamique) seuls
3 termes inde´pendants sont non nuls, la loi de Hooke s’e´crit alors dans ce repe`re :

σxx
σyy
σzz
σyz
σxz
σxy


=


C11 C12 C12 0 0 0
C11 C12 C12 0 0 0
C12 C12 C11 0 0 0
0 0 0 C44 0 0
0 0 0 0 C44 0
0 0 0 0 0 C44




xx
yy
zz
γyz
γxz
γxy


(D.3)
D.1.4 Etude des couches e´pitaxie´es
Soit le repe`re R = (O, x, y, z) ou` x = [1, 0, 0], y = [0, 1, 0] et z = [0, 0, 1]. On conside`re
l’e´pitaxie d’une couche B de parame`tre de maille aB et de hauteur ΛB sur un substrat A de
parame`tre de maille aA et de hauteur ΛA dans la direction z (voir figure(D.1)). Les mate´riaux
A et B sont a` syme´trie cubique.
Fig. D.1 – Epitaxie de la couche B de parame`tre aB sur le substrat A de parame`tre aA.
Le de´saccord de maille entre le substrat A et la couche B s’exprime par la quantite´ :
f =
aA − aB
aB
(D.4)
On note aEp la distance interatomique dans le plan (x, y) ainsi que a
n
B et a
n
A les parame`tres
respectifs de B et A selon la direction de croissance z = [0, 0, 1]. La condition aux limites sur la
surface libre perpendiculaire a` l’axe de croissance est donne´e par :
σzz = 0 (D.5)
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Dans le cas de couches minces, cette condition est vraie dans toute la couche et donc sur l’in-
terface. On peut aussi conside´rer le milieu infini dans les directions x et y ; les conditions aux
limites sur les faces perpendiculaires a` l’interface conside`rent les composantes de cisaillement
comme nulles :
σxy = σxz = σyz = 0 (D.6)
La loi de Hooke qui exprime la relation entre les contraintes et les faibles de´formations
dans l’approximation de l’e´lasticite´ line´aire se de´crit alors dans la couche B et dans le substrat
A par les e´quations suivantes :
σxx = C11xx + C12yy + C12zz
σyy = C12xx + C11yy + C12zz
σzz = C12xx + C12yy + C11zz
(D.7)
avec les de´finitions suivantes :
Axx = 
A
yy =
aEp − aA
aA
; Azz =
anA − aA
aA
Bxx = 
B
yy =
aEp − aB
aB
; Bzz =
anB − aB
aB
On a alors :
aEp = aA(1 + 
A
xx) = aB(1 + 
B
xx)
soit :
(1 + f)(1 + Axx) = (1 + 
B
xx)
la condition σzz = 0 :
A,Bzz = −
2CA,B12
CA,B11
A,Bxx
La contrainte biaxiale dans le plan s’exprime alors par :
σA,Bxx = σ
A,B
yy =

CA,B11 + CA,B12 − 2
(
CA,B12
)2
CA,B11

 A,Bxx
σA,Bxx = σ
A,B
yy = α
A,B A,Bxx
ou` α de´signe le module biaxial :
α = C11 + C12 −
2C212
C11
=
(C11 − C12)(C11 + 2C12)
C11
On de´finit e´galement l’e´nergie e´lastique par unite´ de volume, en notation contracte´e d’Einstein,
par :
EVElast =
1
2
σijij
Dans notre cas, on utilisera plutoˆt l’e´nergie e´lastique par unite´ de surface dans le plan de l’e´pitaxie
faisant intervenir les e´paisseurs des couches ΛB et ΛA et qui s’exprime par :
ESElast = E
S
Elast,A+ E
S
Elast,B
ESElast = ΛAα
A(Axx)
2+ ΛBα
B(Bxx)
2
ESElast = ΛAα
A
(
aEp − aA
aA
)2
+ ΛBα
B
(
aEp − aB
aB
)2
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Le parame`tre e´pitaxie´ s’obtient en minimisant cette e´nergie :
∂ESElast
∂aEp
= 0 =⇒ aEp
[
αAΛA
(aA)
2 +
αBΛB
(aB)
2
]
=
αAΛA
aA
+
αBΛB
aB
D’ou` :
aEp = aAaB
αAΛAaB + α
BΛBaA
αAΛA (aB)
2 + αBΛB (aA)
2 (D.8)
Ainsi en reportant l’e´quation D.8 dans l’expression de la de´formation dans le plan de l’e´pitaxie,
il vient :
Bxx =
1
1 +
αB
αA
ΛB
ΛA
(
aA
aB
)2 aA − aBaB et Axx =
1
1 +
αA
αB
ΛA
ΛB
(
aB
aA
)2 aB − aAaA
En remarquant que :
aA
aB
= 1 + f
et en introduisant :
r =
ΛB
ΛA
et ρ =
αB
αA
alors :
Bxx =
f
1 + rρ(1 + f)2
et Axx =
−rρf(1 + f)
1 + rρ(1 + f)2
Au premier ordre, c’est a` dire en supposant f  1 (cas des petites de´formations) :
Bxx =
f
1 + rρ
et Axx =
−rρ
1 + rρ
f (D.9)
Remarques :
• On note ge´ne´ralement m, la quantite´ qui exprime la diffe´rence entre les de´formations
des deux mate´riaux dans le plan de l’e´pitaxie : m = Bxx − 
A
xx. Dans le cas des faibles
de´formations, d’apre`s l’e´quation D.9, m = f quel que soit ΛA et ΛB.
• Dans le cas ou` l’e´paisseur de la couche A (le substrat) est tre`s grande devant celle de la
couche B : ΛA  ΛB , on a les relations suivantes :
aEp = aA
Axx = 
A
yy = 0 ; 
A
zz = 0
Bxx = 
B
yy = f ; 
B
zz = −
2CB12
CB11
f
D.2 Mode´lisation par la technique des e´le´ments finis
D.2.1 principe du calcul
On peut exprimer le tenseur de distorsion total et a` partir du champ de de´placement total
comme suit :
e =

 exx exy exzeyx eyy eyz
ezx ezy ezz

 =


∂ux
∂x
∂ux
∂y
∂ux
∂z
∂uy
∂x
∂uy
∂y
∂uy
∂z
∂uz
∂x
∂uz
∂y
∂uz
∂z

 (D.10)
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L’e´quation(D.10) donne la matrice des distorsions dans sa forme la plus ge´ne´rale. Elle peut eˆtre
se´pare´e en une partie syme´trique  et une partie antisyme´trique ω que l’on peut e´crire :
 =
1
2
(e+ eT ) et ω =
1
2
(e− eT ) (D.11)
C’est seulement dans le cadre de l’hypothe`se des petites de´formations que l’on peut associer la
de´formation du mate´riau au tenseur  et la rotation rigide de la maille au tenseur ω. C’est donc
seulement dans le cadre de l’hypothe`se des faibles de´formations que nous pouvons appliquer
l’e´lasticite´ line´aire avec la loi de Hooke telle que nous l’avons pre´sente´e dans les pre´ce´dents
paragraphes. La re´solution d’un proble`me de me´canique des milieux continus consiste a` re´soudre,
entre autre, l’e´quation d’e´quilibre suivante ([140]) :
~∇.σ + ~Φ = 0 (D.12)
ou` ~Φ correspond aux forces exte´rieures pre´sentes. Dans la suite du proble`me, on ne´gligera les
forces exte´rieures comme les forces de masse. On peut donc re´e´crire l’e´quation d’e´quilibre comme
suit :
∂σij
∂xj
= 0 pour i = 1..3 (D.13)
On peut donc exprimer les kl dans le cas des petites de´formations par :
kl =
1
2
(
∂uk
∂xl
+
∂ul
∂xk
)
(D.14)
En combinant la loi de Hooke et l’e´quation d’e´quilibre D.12 il vient :
∂
∂xj
(Cijklkl) = 0 pour i = 1..3
∂
∂xj
(
Cijkl
1
2
(
∂uk
∂xl
+
∂ul
∂xk
))
= 0 pour i = 1..3
or, par syme´trie, Cijkl = Cijlk donc l’e´quation pre´ce´dente devient :
∂
∂xj
(
Cijkl
∂uk
∂xl
)
= 0 pour i = 1..3 (D.15)
La re´solution de notre proble`me revient a` re´soudre l’e´quation aux de´rive´es partielles (D.15) dans
le cas de l’e´pitaxie. Afin de re´aliser cette ope´ration mathe´matique, nous avons utilise´ le logiciel
COMSOL multiphysics qui permet de re´soudre ce genre d’e´quations en utilisant la me´thode des
e´le´ments finis.
D.2.2 Re´solution des e´quations aux de´rive´es partielles (PDE) avec COMSOL
multiphysics
COMSOL multiphysics est un logiciel de re´solution d’e´quations aux de´rive´es partielles
(Partial Differential Equations PDE) par la me´thode des e´le´ments finis. Il permet de mode´liser
et de simuler beaucoup de proble`mes physiques. L’e´quation de base de´crivant l’e´volution d’une
variable inconnue u dans un domaine Ω s’e´crit :
dα
∂u
∂t
−∇ · (c∇u + αu− γ) + β · ∇u + au = f dans Ω
n · (c∇u + αu− γ) + qu = g − hTµ sur ∂Ω
hu = r sur ∂Ω
(D.16)
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La premie`re e´quation de´signe l’e´quation aux de´rive´es partielles a` re´soudre ou` selon COM-
SOL multiphysics dα est le terme de masse, c est le coefficient de diffusion, α et β deux termes
de convection, a coefficient d’absorption, γ et f , deux termes de source. Les e´quations 2 et 3 du
regroupement(D.16) expriment les conditions aux limites (sur les frontie`res de Ω).
L’e´quation D.16 est une e´criture ge´ne´ralise´e et peut eˆtre applique´e au cas ou` u est un
vecteur. L’ope´ration ~∇~u est alors un produit dyadique dont le re´sultat, une dyade, est un tenseur
d’ordre 2. De plus, dans toute la suite, on s’inte´ressera uniquement aux phe´nome`nes stationnaires,
ainsi le premier terme dans D.16 pourra eˆtre pris comme nul. Afin de mieux comprendre le lien
entre le formalisme de COMSOL multiphysics et celui de la me´canique des milieux continus
de´veloppe´ pre´ce´demment, nous allons re´crire le terme : ~∇ · (c~∇u) de l’e´quation D.16 dans le cas
ou` la fonction u est un vecteur a` seulement deux composantes (u1, u2). c est un tenseur propre
a` COMSOL multiphysics et doit eˆtre note´ c. Nous allons dans la suite voir comment relier le
tenseur c de COMSOL multiphysics au tenseur des modules C donne´s par la me´canique des
milieux continus. On peut e´crire :
c~∇~u ==
[
c11 c12
c21 c22
][ ~∇u1
~∇u2
]
=
[
c11 ~∇u1 + c12~∇u2
c21 ~∇u1 + c22~∇u2
]
=


c11


∂u1
∂x1
∂u1
∂y1

+ c12


∂u2
∂x1
∂u2
∂y1


c21


∂u1
∂x1
∂u1
∂y1

+ c22


∂u2
∂x1
∂u2
∂y1




Le vecteur ~u est un tenseur d’ordre 1 et est donc repre´sente´ dans un espace a` deux dimensions
par un vecteur a` 21 = 2 composantes. ~∇~u est un tenseur d’ordre 2 qui s’exprime dans le repe`re
(x1, x2) par un vecteur a` 2
2 = 4 composantes (ou par une matrice 2× 2).
Pour des mate´riaux anisotropes et dans le formalisme de COMSOL multiphysics, les com-
posantes cij sont elles meˆmes des tenseurs d’ordre 2 (c est bien un tenseur d’ordre 4) que l’on
peut repre´senter dans (x1, x2) par une matrice 2 × 2. Ainsi le terme c~∇~u peut se re´e´crire en
notation COMSOL multiphysics :
c~∇~u =
[
c11 c12
c21 c22
] [ ~∇u1
~∇u2
]
=
[
c11~∇u1 + c12~∇u2
c21~∇u1 + c22~∇u2
]
=


[
c1111 c1112
c1121 c1122
]
~∇u1 +
[
c1211 c1212
c1221 c1222
]
~∇u2[
c2111 c2112
c2121 c2122
]
~∇u1 +
[
c2211 c2212
c2221 c2222
]
~∇u2


c~∇~u =


[
cu1x1
cu1x2
]
[
cu2x1
cu2x2
]


Ainsi, le produit scalaire de l’ope´rateur ~∇ avec ce tenseur d’ordre 2 s’e´crit comme un tenseur
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d’ordre 1 :
~∇ · (c~∇~u) =


~∇ ·
[
cu1x1
cu1x2
]
~∇ ·
[
cu2x1
cu2x2
]

 =




∂
∂x1
∂
∂x2

 ·
[
cu1x1
cu1x2
]


∂
∂x1
∂
∂x2

 ·
[
cu2x1
cu2x2
]


En de´veloppant tous ces termes et en ge´ne´ralisant le re´sultat dans un espace a` 3 dimensions, on
obtient :
~∇ · (c~∇u) =
∑
k
∂
∂xk
∑
j,l
cijkl
∂uj
∂xl
pour i = 1..3
soit en notation contracte´e en sommant sur les indices re´pe´te´s :
~∇ · (c~∇u) =
∂
∂xk
cijkl
∂uj
∂xl
pour i = 1..3
En adoptant les meˆmes conventions pour les autres termes de l’e´quation D.16, on obtient (tou-
jours en se plac¸ant dans un re´gime stationnaire) en notation COMSOL multiphysics :
∂
∂xk
(
−cijkl
∂uj
∂xl
− αijkuk + γlk
)
+ βijk
∂uj
∂uk
+ aijuj = fi pour i = 1..3
Afin de retrouver une e´quation de la meˆme forme que l’e´quation(D.15) de la me´canique
des milieux continus, on ne´glige les termes de convection et de source, l’e´quation D.16 devient
alors :
∂
∂xk
cijkl
∂uj
∂xl
= 0 pour i = 1..3 (D.17)
COMSOL multiphysics sera donc capable de re´soudre la PDE donne´ par (D.17) en conside´rant
des conditions aux limites que l’on pourra introduire a` partir des conditions aux limites propres
au proble`me e´tudie´. Cette e´quation correspond a` l’e´quation d’e´quilibre(D.15) de la me´canique
des milieux continus a` conditions de conside´rer la relation entre les coefficients du tenseur c de
COMSOL multiphysics et les coefficients du tenseur des modules C donne´s par la the´orie de
l’e´lasticite´ line´aire. Cette relation est facilement obtenue en comparant les e´quations (D.15) et
(D.17) :
cijkl = Cikjl (D.18)
Il suffit donc de remplacer correctement les coefficients propres a` COMSOL multiphysics par
les parame`tres caracte´ristiques de notre proble`me, et de de´finir les diffe´rentes conditions aux
limites. C’est ce dont nous allons discuter maintenant.
D.2.3 Mode´lisation 3D
Introduction d’une ”charge” thermique
Il est maintenant ne´cessaire de pre´ciser comment appliquer la relation d’e´quilibre dans
le cas d’un proble`me d’e´pitaxie. Sachant que la me´canique des milieux continus reste valable
sur des zones de tailles d’au moins 10 atomes, on peut re´aliser un maillage de la couche et
du substrat par rapport aux atomes du cristal (faisant un taille d’au moins 10 atomes), et
on applique l’e´quation d’e´quilibre (D.15) dans chaque maille en conside´rant les conditions aux
limites dont on parlera plus pre´cise´ment lors la re´solution proprement dite. Dans notre cas, la
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taille du maillage de la couche et celle du substrat sont diffe´rentes. Afin de rendre compte de
l’e´pitaxie, il faut trouver un moyen de coller le maillage de la couche sur le maillage du substrat
en acollant les noeuds. En effet, dans l’e´pitaxie, la maille de la couche s’adapte a` la maille du
substrat de telle sorte que leurs distances interatomiques dans le plan de l’interface soient e´gaux.
Afin de re´aliser l’adaptation des maillages, on attribue deux coefficients de dilatation thermique
diffe´rents αA pour le substrat et αB pour la couche. On re´alise alors artificiellement un gradient
de tempe´rature (voir figure D.2) permettant d’adapter le maillage de la couche sur celui du
substrat si αA = 0 (ou inversement si αB = 0) [141].
Fig. D.2 – Prise en compte de l’e´pitaxie de la couche B de coefficient de dilatation thermique αB
sur le substrat A de coefficient αA graˆce a` un gradient de tempe´rature fictif ∆T [141]
On se retrouve avec un de´placement total dans la couche (cas ou` αA = 0 et αB 6= 0) qui
s’e´crit :
~ut = ~u+ ~uth (D.19)
ou` ~u = ~uepitaxie correspond aux de´placements e´lastiques dues a` l’e´pitaxie de la couche sur le
substrat. On peut ainsi re´e´crire la matrice des distorsions :
et = eepitaxie + ethermique (D.20)
et donc on peut re´e´crire le tenseur des de´formations comme suit :
t = epitaxie + thermique (D.21)
ainsi que le tenseur des contraintes totales en conside´rant le cas de l’e´lasticite´ line´aire :
σt = σepitaxie + σthermique (D.22)
Il suffit donc de re´soudre l’e´quation diffe´rentielle aux de´rive´es partielles (D.15) pour la
contrainte e´lastique d’e´pitaxie re´elle σepitaxie dans chaque maille en conside´rant les conditions
aux limites ; la partie thermique n’ayant aucun sens physique, puisqu’elle n’est la` que pour rendre
compte de l’e´pitaxie dans le calcul.
Conside´rations ge´ne´rales
On e´tudie l’e´pitaxie d’une couche d’e´paisseur ΛB sur un substrat d’e´paisseur ΛA dans
le repe`re R = (O, x, y, z) ou` x = [1, 0, 0], y = [0, 1, 0] et z = [0, 0, 1]. La croissance s’effectue
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suivant l’axe z et le plan de l’e´pitaxie est le plan (x, y). Les proprie´te´s physiques de la couche
et du substrat sont tire´s des tables de Hellwege [8]. Les proprie´te´s d’alliage tel que Si1−xGex
sont de´duites de ces valeurs en utilisant des lois de type Ve´gard. Dans COMSOL multiphysics
le de´placement total ~utcouche dans la couche est donne´ par (d’apre`s (D.19))
~utcouche = ~ucouche + ~uthermiquecouche (D.23)
Ici l’indice ”´epitaxie” est retire´ par simplicite´. Dans le cas du substrat, on prend comme origine
des dilatations thermiques αA = 0. C’est pourquoi, il n’intervient aucun de´placement thermique
dans le substrat. Le de´placement total dans le substrat peut donc s’e´crire :
~utsubstrat = ~usubstrat (D.24)
Si maintenant on e´crit l’e´quation d’e´quilibre(D.15) dans la couche on obtient (en ne´gligeant la
contribution des forces exte´rieures) :
∂
∂xj
(
Cijkl
∂utcouche,k
∂xl
− Cijkl
∂uthermiquecouche,k
∂xl
)
= 0 (D.25)
Afin de re´soudre cette e´quation avec COMSOL multiphysics, on utilise l’e´quation de base(D.16)
en enlevant le terme non-stationnaire ainsi que les coefficients de convection, d’absorption et de
source f et en gardant γ qui, on va le voir, va repre´senter la source thermique permettant de
tenir compte de l’e´pitaxie de la couche sur le substrat. Dans ce cas, COMSOL multiphysics sera
capable de re´soudre l’e´quation suivante :
~∇.(c~∇~u− γ) = 0 (D.26)
On a de´montre´ pre´ce´dement que l’on pouvait associer le coefficient c de COMSOL multi-
physics au tenseur des coefficients e´lastiques C si cijkl = Cikjl. Mais pour re´aliser correcte-
ment le parralle`le entre la PDE de COMSOL (D.26) et l’e´quation d’e´quilibre dans la couche
(D.25), il est ne´cessaire d’introduire la composante thermique. Celle-ci, repre´sente´e par le terme
Cijkl
∂uthermiquecouche,k
∂xl
= C.thermiquecouche dans l’e´quation(D.15) peut eˆtre introduite dans le for-
malisme de COMSOL via le deuxie`me terme source γ. Ainsi afin de re´soudre l’e´quation d’e´qui-
libre dans la couche e´pitaxie´e avec COMSOL, on remplace les cijkl par les coefficients de la
couche Cikjl et γ par Cthermiquecouche. L’e´quation d’e´quilibre dans le substrat est beaucoup plus
simple vu qu’on ne conside`re pas de de´placement thermique.
Re´solution de l’e´quation d’e´quilibre avec COMSOL multiphysics
La composante thermique est introduite via une de´formation isotrope f dans les trois
directions de la couche B prise dans l’e´tat initial. On e´crit donc :

 εtcouche,xxεtcouche,yy
εtcouche,zz

 =

 εcouche,xxεcouche,yy
εcouche,zz

−

 ff
f


de telle sorte qu’a` l’e´tat initial, puisque εtcouche = 0 alors εcouche = f . La loi de Hooke reliant le
tenseur des contrainte σ au tenseur des de´formations s’e´crit alors dans la couche B :
σB = C εB
σB = C
(
εtB + f
)
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soit dans le repe`re (x, y, z) de´fini pre´ce´demment :
σB,xx = C11εtB,xx + C12εtB,yy +C12εtB,zz + (C11 + 2C12)f
σB,yy = C12εtB,xx + C11εtB,yy +C12εtB,zz + (C11 + 2C12)f
σB,zz = C12εtB,xx + C12εtB,yy +C11εtB,zz + (C11 + 2C12)f
(D.27)
Les termes de droite forment donc le tenseur CthermiqueB que l’on introduit dans COMSOL
multiphysics via le coefficient de source γ. Il est maintenant aise´ de re´soudre notre proble`me avec
le formalisme de COMSOL multiphysics. La figure(D.3) pre´sente l’interface homme machine de
COMSOL multiphysics ou` l’on peut apercevoir l’e´quation(D.16) que COMSOL multiphysics va
re´soudre. On entre ainsi les coefficients du tenseur des rigidite´s C dans les cases correspondants
aux coefficients du tenseur c de COMSOL multiphysics en respectant la re`gle de passage(D.18).
Dans la figure(D.3) nous avons reporte´ la matrice c de COMSOL multiphysics e´crite en utilisant
les coefficients de C. On peut maintenant rentrer la contribution thermique dans le formalisme
Fig. D.3 – Introduction des coefficients du tenseur C des rigidite´s dans le tenseur c du formalisme
de COMSOL multiphysics.
de COMSOL multiphysics via le tenseur γ de la couche B comme de´taille´ dans la figure(D.4).
Dans le cas du substrat, on re´alise les meˆmes ope´rations sauf que le tenseur γ reste a` 0.
Changement de Base Toutes les relations pre´sente´es dans la partie(D.1.3) sont valables
uniquement dans le repe`re R0 = (x0, y0, z0) des axes principaux selon lesquels sont de´finis les
constantes d’e´lasticite´ des mate´riaux c’est a` dire x0 = [1, 0, 0], y0 = [0, 1, 0] et z0 = [0, 0, 1]. Dans
une repe`re R = (x, y, z), ou` T de´signe la matrice de rotation du repe`re R0 vers le repe`re R, la
loi de transformation des tenseurs est :
σ′ij = TilTjmσlm , ε
′
ij = TilTjmεlm et C
′
ijkl = TigTjhCghmnTkmTln (D.28)
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Fig. D.4 – Introduction de la composante thermique dans le formalisme de COMSOL multiphysics
via le terme source γ
On conside`re la matrice de rotation d’axe z et d’angle 45˚ qui s’e´crit dans le repe`re R0 :

√
(2)/2
√
(2)/2 0
−
√
(2)/2
√
(2)/2 0
0 0 1


Il est alors possible d’exprimer la loi de Hooke dans le nouveau repe`re R = (x, y, z) ou` x
correspond a` la direction :[1, 1, 0], y : [1, 1, 0] et z : [0, 0, 1] :


σxx
σyy
σzz
σyz
σxz
σxy


=


(C11 + C12 + 2C44)/2 (C11 + C12 − 2C44)/2 C12 0 0 0
(C11 + C12 − 2C44)/2 (C11 + C12 + 2C44)/2 C12 0 0 0
C12 C12 C11 0 0 0
0 0 0 C44 0 0
0 0 0 0 C44 0
0 0 0 0 0 (C11 − C12)/2




εxx
εyy
εzz
γyz
γxz
γxy


Afin de prendre en compte le changement de repe`re dans le formalisme de COMSOL multiphysics,
on remplace les coefficients du tenseur c de COMSOL multiphysics par le nouveau tenseur des
rigidite´s C exprime´s dans la nouvelle base R = (x, y, z). Le remplacement doit toujours eˆtre fait
en suivant les relations de passage entre le formalisme de la me´canique des milieux continus et
COMSOL multiphysics.
Conditions aux limites
Les syste`mes e´pitaxie´s e´tudie´s ont e´te´ pre´pare´s en section transverse graˆce a` la technique
FIB afin de pouvoir l’observer au microscopie e´lectronique en transmission. L’amincissement a
e´te´ re´alise´ suivant la direction y : [1, 1, 0] (voir figure(D.5).
Il est donc plus aise´ d’exprimer la loi de Hooke dans le re´pe`re R = (x, y, z) pre´sente´
dans le paragraphe pre´ce´dent. Il est ne´cessaire d’imposer des conditions aux limites sur les
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Fig. D.5 – Ge´ome´trie de l’e´chantillon apre`s amincissement FIB ne´cessaire a` l’observation au micro-
scope.
de´placements des diffe´rentes faces de la couche et du substrat, et ce, en se re´fe´rant le plus
possible aux conditions me´caniques re´elles de notre e´chantillons. L’e´chantillon aminci suivant
y : [1, 1, 0] peut eˆtre conside´re´ infiniment fin suivant cette direction et infini suivant la direction
perpendiculaire x : [1, 1, 0]. Les faces de la couche et du substrat perpendiculaires a` y sont donc
conside´re´es comme libres (aucune condition aux limites n’est impose´e). Il en est de meˆme pour
la surface libre de la couche perpendiculaire a` z. Quant aux faces de la couche et du substrat
perpendiculaires a` x on les conside`re comme fixes suivant cette direction afin de satisfaire les
conditions de pe´riodicite´. De meˆme, la face du substrat perpendiculaire a` z est conside´re´e comme
fixe suivant z. Une fois les conditions aux limites de´finies, il est ne´cessaire de de´terminer le
maillage a` re´aliser dans la couche et le substrat, dans lequel l’e´quation d’e´quilibre sera re´solu.
Maillage
COMSOL multiphysics permet de re´aliser diffe´rents types de maillage avec notamment
diffe´rentes formes ge´ome´triques de base. La ge´ome´trie est choisie en fonction de la syme´trie du
syste`me que l’on cherche a` mode´liser. Dans notre cas, on choisit un maillage cubique pour les
structures e´tudie´es. La taille du maillage va eˆtre directement relie´e a` la pre´cision du calcul. Ainsi
plus le maillage sera fin sur une zone particulie`re, plus le re´sultat du calcul re´alise´ sur la zone
conside´re´e sera pre´cis.
COMSOL permet de re´aliser des maillages de diffe´rentes finesses suivant les re´gions choisies
dans la structure.
Affichage et analyse des re´sultats
Une fois que la calcul est termine´, COMSOL permet d’afficher les re´sultats en choisissant la
variable a` tracer (de´placements, de´formations, contraintes, etc ...). Diffe´rents modes d’affichages
peuvent eˆtre applique´s, comme repre´sente´ que la figure(D.6) : coupes de la structure, fle`ches,
de´forme´, etc ... Ainsi le champ de de´placement repre´sente´ sur la figure(D.6) est lie´ a` une e´chelle
de couleur et l’effet induit sur la structure de la lame est multiplie´ par 50 pour mieux se rendre
compte des conse´quences.
On peut ensuite re´aliser des trace´s de variables suivant une direction choisie par l’utilisa-
teur. Enfin, le programme permet d’obtenir la valeur calcule´e d’une variable en un point donne´
de´termine´ par l’utilisateur.
Les re´sultats peuvent aussi eˆtre traite´s par l’interme´diaire de tableaux exploitables dans un se-
cond temps sous Matlab et donc dans un programme de simulation e´crit dans ce langage. C’est
un des grands avantages de COMSOL multiphysics (anciennement appele´ FEMLAB) de pouvoir
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Fig. D.6 – Affichage des re´sultats du calcul 3D.
aise´ment traiter les donne´es calcule´es par les simulations FEM.
D.2.4 Mode´lisation 2D
L’approximation dite des de´formations planes dans le plan (y, z) implique que les com-
posantes εxx,t,εxy,t et εxz,t du tenseur des de´formations soient nulles. Cela revient a` conside´rer
le syste`me infini dans la direction x. Cette approximation est justifie´e dans le cas de l’e´tude
d’une lame mince pre´pare´e pour la microscopie e´lectronique puisque la dimension suivant cette
dimension est tre`s grande devant les deux autres. Les de´formations en n’importe quel point de
la lame ne sont alors fonctions que des coordonne´es (y, z) et inde´pendantes de x. La relation
liant les contraintes et les de´formations dans un syste`me sous l’hypothe`se de de´formations planes
s’e´crit alors : 
 σyyσzz
σyz

 = C˜

 εyyεzz
γyz


epitaxie
=

 C11 C12 0C12 C11 0
0 0 C44



 εyyεzz
γyz


epitaxie
ce qui s’e´crit dans le formalisme de COMSOL multiphysics :
 σyyσzz
σyz

 = C˜



 εyyεzz
γyz


t
+

 ff
0



 (D.29)
La condition de de´placement nul du syste`me dans la direction y introduit la relation suivante :
εxx,t = εxx,epitaxie + εxx,thermique = 0
soit :
εxx,epitaxie = −εxx,thermique
Cette de´formation est obtenue par l’application d’une contrainte purement uniaxiale dans la
direction x et uniforme de valeur σxx,epitaxie = Eεxx,epitaxie qui s’e´crit en remplac¸ant la valeur
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the´orique du module d’Young E = (C11−C12)(C11+2C12)C11+C12 :
σxx,epitaxie = −
(C11 − C12)(C11 + 2C12)
C11 + C12
εxx,thermique =
(C11 − C12)(C11 + 2C12)
C11 + C12
f .
Cette contrainte impose´e va aussi induire des de´formations dans le plan (y, z). Conside´rons une
contrainte uniaxiale note´e s dans la direction x, la matrice dans le repe`re (x, y, z) s’e´crit :
σ =

 s 0 00 0 0
0 0 0


Le tenseur des de´formations s’e´crit alors en utilisant la loi de Hooke isotrope :
ε =


C11 + C12
(C11 − C12)(C11 + 2C12)
s 0 0
0 −
C12
(C11 − C12)(C11 + 2C12)
s 0
0 0 −
C12
(C11 − C12)(C11 + 2C12)
s


sachant que le coefficient de Poisson utilise´ dans la the´orie isotrope s’e´crit en fonction des
constantes d’e´lasticite´ comme suit :ν = C12C11+C12 .
Le calcul montre qu’imposer une contrainte uniaxiale σxx,epitaxie pour obtenir une de´formation
εxx,epitaxie = −εxx,thermique engendre des de´formations dans le plan (y, z). La re´solution d’un
proble`me dans l’hypothe`se des de´formations planes doit tenir compte de ces de´formations selon
le principe de superposition valable pour l’e´lasticite´ line´aire. Ainsi, dans les directions y et z,
au terme f s’ajoute les de´formations calcule´es ci-dessus :
C12
C11 + C12
f dans le cas anisotrope.
L’e´quation D.29 se re´e´crit alors :
 σyyσzz
σyz

 = C˜



 εyyεzz
γyz


t
+ (1 +
C12
C11 + C12
)

 ff
0



 (D.30)
Ces e´quations sont exprime´es dans le repe`re R0 du cristal. Lors des diffe´rentes simulations
re´alise´es au cours de cette the`se, les e´quations ont e´te´ exprime´es dans le repe`re R.
Comme pour le cas traite´ dans le repe`reR0, on va chercher a` calculer la contrainte uniaxiale
ne´cessaire a` appliquer au syste`me dans la direction x pour obtenir de´formation suffisante. On
s’inte´ressera ensuite a` la contribution de cette contrainte sur les de´formations dans le plan
orthogonal (y, z). Pour cela, on doit exprimer les de´formations en fonction des contraintes. En
re´alisant la meˆme ope´ration que dans la base R0 re´alise´e pre´ce´demment, l’e´quation(D.30) s’e´crit
dans la base R :

 σyyσzz
σyz

 = C˜



 εyyεzz
γyz


t
+


f
(
1 +
C ′12C
′
33 − C
′2
13
C ′11C
′
33 − C
′2
13
)
f
(
1 +
C ′13(C
′
11 − C
′
12)
C ′11C
′
33 − C
′2
13
)
0




ou` on de´finit C ′11 =
(C11+C12+2C44)
2 , C
′
12 =
(C11+C12−2C44)
2 , C
′
13 = C12
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Annexe E
Pre´paration des e´chantillons
E.1 Technique classique de pre´paration en section transverse et
en vue plane
P
our permettre l’observation d’objets au MET, il faut disposer d’e´chantillons d’e´paisseur
infe`rieure a` quelques centaines de nm. Les couches e´pitaxie´es peuvent eˆtre observe´es
paralle`lement au film (section transverse) ou perpendiculairement aux interfaces (vue
plane).
Fig. E.1 – Sche´ma des diffe´rentes e´tapes de pre´paration d’un e´chantillon en section transverse pour
la MET.
La pre´paration pour l’observation en section transverse consiste tout d’abord a` couper deux
lamelles de l’e´chantillon de 2mm de largeur paralle`lement a` la direction d’observation souhaite´e
(figure E.1a). Les deux lamelles sont ensuite cole´es face a` face (figure E.1b) : les couches se
trouvent alors en vis a` vis. Des sandwichs d’environ 500µm d’e´paisseur sont de´coupe´s a` la scie
a` fil diamante´ (figure E.1c). Un polissage me´canique amincit l’e´chantillon jusqu’a` environ 20µm
(figure E.1d), puis la lame mince est colle´e sur une grille de cuivre (figure E.1e). L’amincissement
ionique est re´alise´ par un bombardement aux ions Ar+ de faible e´nergie (autour de 5keV) dans
un PIPS (”Precision Ion Polishing System”) (figure E.1e) ou a` froid (T˚ C de l’azote liquide)
graˆce a` un Dual Mill. Cette e´tape est stoppe´e lorsqu’un trou apparaˆıt au centre de la lame,
l’observation MET e´tant possible dans les zones minces autour du trou (figure E.1f).
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En vue plane, le proce´de´ de pre´paration est le meˆme, si ce n’est que l’on passe de l’e´tape
(a) a` l’e´tape (d) directement en polissant le substrat jusqu’a` environ 20µm. Ensuite l’e´tape
d’amincissement peut eˆtre ionique comme pour les sections transverses ou chimique. Les attaques
chimiques pour les e´chantillons de GaInAs/GaAs e´tudie´s au cours de cette the`se ont e´te´ re´alise´es
a` partir d’un me´lange brome-me´thanol.
Les de´coupes, les collages, le polissage me´canique sont fait manuellement. Durant toutes ces
e´tapes de pre´paration, les proprie´te´s structurales (e´tat de de´formation) de l’e´chantillon peuvent
eˆtre modifie´es ...
E.2 Pre´paration des e´chantillons MET par FIB
E.2.1 Principe du FIB
Implantation
Echantillon
e-
Imagerieions secondaires
Gravure-
Analyse
ion 
primaire
atomes 
neutres
Fig. E.2 – Interaction du faisceau d’ions primaires avec la surface de l’e´chantillon.
Le fonctionnement d’un FIB (Faisceau d’ions focalise´s) est similaire a` celui d’un MEB,
mais le faisceau utilise´ est un faisceau d’ions et non plus un faisceau d’e´lectrons. L’impact du
bombardement des ions sur la surface e´tant plus fort que dans le cas des e´lectrons, le FIB offre
ainsi la possibilite´ d’arracher de la matie`re.
Comme le montre la figure E.2, l’interaction du faisceau d’ions primaires avec la surface induit
l’implantation d’ions primaires et l’e´mission d’ions secondaires, d’atomes neutres et d’e´lectrons
secondaires. Ce dernier signal est collecte´ pour former une image. Ainsi le FIB offre plusieurs
fonctionnalite´s : l’imagerie a` partir d’un faible courant de faisceau, le de´poˆt, l’implantation
ionique et la gravure a` partir d’un fort courant de faisceau. C’est cette dernie`re fonctionnalite´
de gravure que nous avons exploite´e.
Actuellement l’utilisation du FIB se de´veloppe fortement au profit de l’industrie des semi-
conducteurs pour des applications telles que l’analyse de de´fauts, la modification des circuits, la
re´paration de masques, la re´alisation de nanostructures, la pre´paration d’e´chantillons MET en
des zones localise´es sur des circuits inte´gre´s...
E.2.2 Technique de pre´paration de l’Hbar
Le FIB est un outil particulie`rement adapte´ a` la re´alisation des pre´parations en section
transverse d’e´chantillons d’e´paisseur constante que ce soit la technique du Lift off ou de l’Hbar.
Dans notre cas, l’Hbar, dont le principe est re´sume´ sur la figure(E.3), a pu eˆtre mis en oeuvre
sur des e´chantillons de Si0,8Ge0,2(27nm)/Si par Laurent CLEMENT de Grenoble sur un FIB
Micron utilisant un faisceau d’ions Gallium acce´le´re´s sous une tension de 10keV . On commence
par re´aliser un amincissement primaire de l’e´chantillon perpendiculairement a` l’interface jusqu’a`
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Fig. E.3 – Pre´paration d’une lame observable au MET par la technique de l’Hbar pratique´e graˆce
au FIB.
une e´paisseur comprise entre 40 et 20µm. Puis on colle l’e´chantillon ainsi aminci sur une grille
dont une partie est de´coupe´e de manie`re a` permettre le passage du faisceau ionique. Afin de
prote´ger la couche des de´gats provoque´s par le faisceau ionique, on e´vapore une fine couche
de carbone amorphe. On re´alise ensuite une attaque secondaire graˆce au faisceau du FIB place´
perpendiculairement a` la couche. Cette attaque est arreˆte´e lorsque l’e´paisseur voulue est atteinte.
On obtient alors une lamelle transparente aux e´lectrons pouvant eˆtre observe´e au microscope.
Afin de permettre des angles de tilt important lors des observations au MET, il est essentiel de
re´aliser une feneˆtre d’attaque la plus large possible.
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