Abstract: In the paper, the problem of the existence of the maximum likelihood estimate and the REML estimate in the variance components model is considered. Errors in the proof of Theorem 3.1 in the article of Demidenko and Massam (Sankhyā 61, 1999), giving a necessary and sufficient condition for the existence of the maximum likelihood estimate in this model, are pointed out and corrected. A new proof of Theorem 3.4 in the Demidenko and Massam's article, concerning the existence of the REML estimate of variance components, is presented.
Introduction
The paper of Demidenko and Massam [1] gives a definitive answer to the problem of the existence of the maximum likelihood estimate in the variance components model. Checking the necessary and sufficient condition for its existence given in this paper should be done before using numerical procedures for computing it. Such a check should be also performed (for stronger reasons!) if we are going to use the algebraic methods for computing this estimate: In this approach all critical points of the log-likelihood function are computed via solving a system of polynomial equations, see the paper of Gross et. al. [2] .
The main purpose of this paper is to point out errors in the proof of Theorem 3.1 in [1] , giving a necessary and sufficient condition for the existence of the maximum likelihood estimate in the variance components model, and to correct them. We also show that the result of this theorem can be extended to the case when the design matrix is rank deficient. In consequence, we obtain a new proof of Theorem 3.4 in [1] which gives a necessary and sufficient condition for the existence of the restricted maximum likelihood (REML) estimate in the variance components model. The paper is organized as follows. In Section 2, after recalling the Demidenko and Massam's theorem [1, Theorem 3.1], we point out two errors in its proof given by the authors and we correct these errors. The problem of the existence of the REML estimate is considered in Section 3.
Notation
For vector x ∈ R n we will denote its Euclidean norm by x . For a given m × n matrix A, we will denote by A ′ its transpose, by rank(A) its rank and by M(A) the space spanned by the columns of A. For the given matrices
We will write |B| for the determinant of a square matrix B, I n for the identity matrix of order n. The matrix of order m × n in which every entry is equal to 0 we will denote by 0 m×n . If the order of the matrix is clear from the context we will denote the zero matrix simply by 0. The n-dimensional vector having all coordinates equal to 1 we will denote by 1 (n) , the n-dimensional vector having all coordinates equal to 0 we will denote by 0 (n) . For an m × n matrix G and a subspace V of R n , we will denote by GV the image of the transformation corresponding to G of the subspace V. We will use the notation Y ∼ N (µ, Σ) if the random vector Y has the multivariate normal distribution with the mean vector µ and the variance-covariance matrix Σ. For a real-valued function f with domain S we define
The existence of the maximum likelihood estimate
The variance components model considered in the Demidenko and Massam's paper [1] can be expressed in the form
where Y is an n × 1 random vector, X is an n × m known design matrix of full column rank, m < n, β is an m × 1 vector of fixed parameters, Z i are known n × k i matrices such that
We assume that all random terms are stochastically independent. The parameter space is equal to
where
is the vector of variance components. It can be seen that the covariance matrix of the vector Y can be expressed as
Minus twice the log-likelihood function is given, up to an additive constant, by
For a given realization y of the observation vector Y the maximum likelihood estimate of θ ∈ Θ is defined as
, we will refer toṼ (κ) as the scaled covariance matrix of the vector Y . The parameter space and the counterpart of the function l corresponding to this new parametrization are given bỹ
The functionl is equal, up to an additive constant, to minus twice the loglikelihood function expressed in terms of β, κ and Y . If y is a given realization of the observation vector Y , then the maximum likelihood estimate ofθ ∈Θ can be expressed as argmin
We will say that the maximum likelihood estimate of the parameters exists for the given realization y of the observation vector Y if and only if the set (2.9) (or the set (2.4)) is not empty.
A definitive answer to the existence problem in the variance components model is given by Demidenko and Massam in [1, Theorem 3.1]. Before stating it, let us define the following quantities:
10)
where P (H+M) ⊥ stands for the orthogonal projection from R n to the orthogonal subspace to H + M . 
Otherwise:
(c) The infimum ofl(θ, y) inΘ is −∞.
The proofs of the above facts can be found in the course of the proof of Theorem 3.1 in [1] . In the next subsection we will discuss their correctness. such thatṼ
Moreover, if c = κ 1 = κ 2 = . . . = κ r , there exists an n × n orthogonal matrix U and a q × q diagonal matrix D with positive diagonal elements satisfying
The proof of this proposition given in [1, p. 442] is not correct: The q × q matrices A 1 , . . . , A r constructed during the proof satisfy the condition rank(A i ) = rank(Z i ), i = 1, 2, . . . , r, and if there exists i such that rank(Z i ) < q (the ranks of the matrices Z i are not equal in the general case) the matrix A i will have rank less than q which will contradict its positive definiteness.
The correction Let us consider the weakened version of Proposition 2.2 in which the condition (2.14) is replaced by the following condition
A i is non-negative definite, i = 1, . . . , r, and
A r is positive definite.
It can be verified that using the arguments from the proof of Proposition 3.2 in [1, p. 442] we can obtain the mentioned above weakened version of Proposition 2.2 which is sufficient for the purposes of the proof of [1, Theorem 3.1].
Attaining the supremum of the log-likelihood function
Comments on Demidenko and Massam's proof Let us now discuss the part of the proof of Theorem 3.1 in [1] that corresponds to the part (b) of Proposition 2.1 and concerns attaining the infimum of the functionl -or attaining the supremum of the likelihood function. It contains the following statement: It is possible to construct a set C A satisfying the condition (2.13) by:
• choosing ǫ ∈ (0, 1) such that for κ 0 ∈ (0, ǫ), n log κ 0 + κ
• choosing any bounded set B ⊂ M ; 
According to Demidenko and Massam [1, p. 436] the condition (2.13) is satisfied for C A = C 0 (for the chosen A). This implies thatl(θ 0 ) ≥ A > m + ǫ 0 , and we have obtained a contradiction.
The correction We will now present the corrected version of the proof of the part (b) of Proposition 2.1.
Proof of the part (b) of Proposition 2.1. Let us choose
(i) ǫ ∈ (0, 1) such that the conditions (2.17) and (2.18) are satisfied; (ii) b such that the condition (2.20) is satisfied; (iii) t such that for β ∈ R m satisfying β ≥ t:
The existence of b mentioned in (ii) stems from the fact that
To prove the existence of t in (iii) we can use the fact that if the condition (2.21) is satisfied, then the matrix
) is non-negative definite, see [4, p. 70] . It can be seen that
r satisfies the condition (2.13).
From the course of the above proof follows immediately Proposition 2.3. Let us assume that the sequence (θ n ) of elements of the parameter spaceΘ,θ n = (β (n) , κ
, satisfies at least one of the following conditions : Proof. Let us consider the case X = 0 n×m first. Choose a matrix of full column rank X 1 such that M(X 1 ) = M(X). Observe that for a given realization y of the observation vector Y the maximum likelihood estimate of σ 2 in the new model (with the design matrix X 1 ) exists if and only if it exists in the model with the design matrix X. It follows from Theorem 2.12 that the maximum likelihood estimate exists in the former model if and only if y / ∈ M(X 1 , Z) = M(X, Z), which completes the proof of the part of the proposition concerning the case of non-zero design matrix.
Let us now turn our attention to the case X = 0 n×m , when we can assume, without loss of generality, that β = β 0 , where β 0 is an arbitrarily chosen element of R m . We can thus replace the sample spaceΘ byΘ 1 :
It can be seen that the analogue of Proposition 2.1 corresponding to the "modified sample space"Θ 1 holds true. This completes the proof.
The existence of the REML estimate
Let K be an n × (n − m) matrix of rank n − m satisfying the condition
let us recall that throughout the paper, except Subsection 2.2, we assume that the design matrix X has a full column rank. The vector K ′ Y follows the multivariate normal distribution N (0, K ′ V(σ 2 )K). The function
is equal, up to an additive constant, to minus twice the log-likelihood function based on the vector K ′ Y [3, p. 13]. Let y be a realization of the observation vector Y . The REML estimate of the vector of variance components σ 2 is defined as argmin
where Ξ := (0, ∞) × [0, ∞) r . It can be shown that the set (3.2) does not depend on the choice of the matrix K satisfying the condition (3.1), see [3, p. 48] . It follows immediately from Proposition 2.4 that the necessary and sufficient condition for the existence of the REML estimate of the vector σ 2 has the form K ′ y / ∈ K ′ H, which is equivalent to KK ′ y / ∈ KK ′ H. The last condition is in turn equivalent to y / ∈ N H, where N = I n − X(X ′ X) −1 X ′ . 
