This paper deals with a nonlinear errors-in-variables model where the distributions of the unobserved predictor variables and of the measurement errors are nonparametric. Using the instrumental variable approach, we propose method of moments estimators for the unknown parameters and simulation-based estimators to overcome the possible computational difficulty of minimizing an objective function which involves multiple integrals. Both estimators are consistent and asymptotically normally distributed under fairly general regularity conditions. Moreover, root-n consistent semiparametric estimators and a rank condition for model identifiability are derived using the combined methods of nonparametric technique and Fourier deconvolution. JEL subject classification: C13, C14, C15.
Introduction
Measurement error occurs frequently (e.g. Aigner et al. (1984) , Fuller (1987) and Hsiao (1992) ). If a model is linear in variables, the issue of random measurement error can often be overcome through the use of the instrumental variable method. If a model is nonlinear in variables, the conventional instrumental variable method, in general, does not yield consistent estimators of the unknown parameters when the variables are subject to random measurement errors (e.g. Y. Amemiya (1985 Amemiya ( , 1990 ) and Hsiao (1989) ).
To obtain consistent estimators for nonlinear measurement error models, some researchers assume that the measurement error variances tend to zero as sample size increases to infinity (e.g., and Wolter and Fuller (1982) , Amemiya (1985 Amemiya ( , 1990 ), Stefanski and Carroll (1985) , and Amemiya and Fuller (1988) ). Alternatively, other researchers assume that the conditional distribution of the unobserved predictor variable given its observed proxy is known up to a finite-dimensional parameter (e.g. Hsiao (1989 Hsiao ( , 1992 ). Recently Li (2002) and Schennach (2004) studied models with replicate observations, while Schennach (2007) used instrumental variable approach. Besides, various special nonlinear models are investigated, e.g., polynomial models with a scalar predictor variable (Cheng and Schneeweiss (1998) , Hausman et al. (1991) , Hausman, Newey and Powell (1995) , Huang and Huwang (2001) ), and limited dependent variable models (Weiss (1993) , Wang (1998 Wang ( , 2002 and Wang and Hsiao (2007) ). Another stream of investigation consists of non-or semi-parametric methods with the assumption that the measurement error is univariate and its distribution is either completely known or is normal with an unknown variance parameter (e.g., where Y ∈ IR, X ∈ IR k , ε is the random error and θ 0 ∈ IR p is a vector of unknown parameters. In general, g(x; θ 0 ) is nonlinear in x. Suppose that X is unobservable, instead we observe
2) where δ is a random measurement error. Further, we assume that an instrumental variable W ∈ IR l exists and is related to X through
where Γ 0 is a k × l matrix of unknown parameters which has rank k and U is independent of W with E(U ) = 0. The random errors in (1.1) and (1.2) are supposed to satisfy E(ε | X, Z, W ) = 0 and E(δ | X, W ) = 0. The functional forms of the distributions of X, ε and δ are unknown. In this sense model (1.1)-(1.3) is semiparametric. In this model, the observed variables are (Y, Z, W ). Our primary interest is to estimate θ 0 , Γ 0 and the distribution F U of U .
Model (1.1) -(1.1) was considered by these and other authors before. Wang and Hsiao (1995) derived a rank condition for identifiability and proposed a semiparametric estimator under the condition that g(x; θ 0 ) is integrable. Later, this integrability condition was relaxed by Schennach (2007) who used generalized function technique and achieved more general identifiability conditions.
In addition, assuming the model to be identifiable, Newey (2001) derived a consistent estimator when F u (u) belongs to a parametric family and a consistent semiparametric estimator when F u (u)
is nonparametric but may be approximated by a parametric family. In this paper, we use the approach of Wang and Hsiao (1995) and extend their results to general g(x; θ 0 ) which is not necessarily integrable.
In particular, for the case of a parametric distribution f U (u; φ 0 ) we propose method of moments estimators for θ and φ which are shown to be consistent and asymptotically normally distributed under fairly general regularity conditions. Simulation-based estimators are also considered to overcome the possible computational difficulty of minimizing an objective function which involves multiple integrals. For the case of nonparametric distribution F U (u), we combine the nonparametric technique with Fourier deconvolution to obtain a root-n consistent estimator for θ and a kernel-based estimator for the density of U . Moreover, this approach results in a surprisingly simple condition for the identifiability of a nonlinear errors-in-variables model.
The paper is organized as follows. In Section 2 we introduce the method of moments estimators and derive their consistency and asymptotic normality. In Section 3 we construct simulationbased estimators and show their asymptotic properties. In Section 4 we propose a nonparametric estimator for the density of U and a root-n consistent semiparametric estimator for θ. Section 5
gives a rank condition for model identifiability and illustrative examples. Finally, conclusions and discussion are contained in Section 6, whereas proofs are given in Section 7.
Method of Moments Estimator
In this section we propose a method of moments estimator for nonlinear errors-in-variables model under the assumption that the distribution f U (u; φ 0 ) of U is known up to a vector of unknown parameters φ 0 ∈ Φ ⊂ IR q . The case where the distribution of U is nonparametric is treated in Sections 4 and 5.
First, substituting (1.3) into (1.2) results in a usual linear regression equation
Therefore Γ 0 can be consistently estimated by the least squares fitting of Z on W . Moreover, by model assumptions we have
Throughout the paper, all integrals are taken over the space IR k . It follows that θ 0 and φ 0 can be estimated using nonlinear least squares method, given that they are identifiable by (2.2) and (2.3).
Since it is straightforward to estimate Γ 0 , in the following we focus on the estimation of θ 0 and φ 0 . First, we use some examples to demonstrate that θ 0 and φ 0 may indeed be estimated using (2.2) and (2.3). To simplify notation, we consider the case where Γ 0 = 1, all variables are scalars and U ∼ N (0, φ). For the same reason, we suppress the subscript zero in θ 0 and denote it as θ.
Example 2.1 Linear model g(x; θ) = θx. For this model, it is easy to find E(Y | W ) = θW and E(Y Z | W ) = θφ + θW 2 , from which both θ and φ can be consistently estimated by nonlinear least squares method.
Again, it is clear that θ 2 , θ 1 + θ 2 φ and θ 1 + 3θ 2 φ can be consistently estimated and, therefore, so do θ 1 and φ.
. Now θ 2 and θ 1 exp θ 2 2 φ/2 can be consistently estimated from the first equation, and θ 1 θ 2 φ exp θ 2 2 φ/2 from the second. It follows that θ 1 and φ can be consistently estimated too.
Let ψ = (θ , φ ) and Ψ = Θ × Φ, which is assumed to be compact in IR p+q . The true parameter value of the model is denoted by ψ 0 ∈ Ψ. To simplify notation, letZ = (1, Z ) andx = (1, x ) .
Then through variable substitution, (2.2) and (2.3) can be written together as
For every v ∈ IR k and ψ ∈ Ψ, define
Suppose (Y j , Z j , W j ), j = 1, 2, ..., n, is an i.i.d. random sample with finite moments EY 2 < ∞, E Y Z 2 < ∞ and nonsingular EW W , where · denotes the Euclidian norm. Further, let
is the least squares estimator of Γ 0 . Then the method of moments estimator (MME) for ψ is defined asψ n = argmin ψ∈Ψ Q n (ψ), where
and A j = A(W j ) is a nonnegative definite matrix which may depend on W j .
Throughout the paper, let γ = vecΓ denote the vector consisting of the columns of Γ, where vec is the so-called vectorization operator. We also assume that the parameter space of γ is a compact subset of IR kl containing the true value γ 0 = vecΓ 0 . The consistency ofθ n can be derived in traditional fashion by establishing the uniform convergence of Q n (ψ)/n to a nonstochastic function Q(ψ) which has unique minimizer ψ 0 ∈ Ψ. To achieve this, we assume the following regularity conditions, where µ denotes Lebesgue measure.
Assumption 1 g(x; θ) is a measurable function of x for each θ ∈ Θ and is continuous in θ ∈ Θ (a.e.µ). f U (u; φ) is continuously differentiable with respect to (w.r.t.) u for each φ ∈ Φ and is continuous in φ ∈ Φ (a.e.µ).
where the supremum is taken within the compact parameter spaces of ψ and γ.
Assumptions 1 and 2 are common in the literature of nonlinear regression. Assumption 2 is a high level condition for identifiability. Some sufficient conditions for the identifiability are given in Section 5. Assumption 1 ensures that the objective function Q n (ψ) is continuous and converges uniformly in ψ. The following example shows that (2.8) and (2.9) are generally satisfied, e.g., when g(x; θ) is a polynomial in x and U has a normal distribution. −→ ψ 0 , as n → ∞.
To derive the asymptotic normality forψ n , we assume further regularity conditions as follows.
Assumption 3
There exist open subsets θ 0 ∈ Θ 0 ⊂ Θ and φ 0 ∈ Φ 0 ⊂ Φ, in which g(x; θ) is twice continuously differentiable w.r.t. θ (a.e.µ) and f U (u; φ) is twice continuously differentiable w.r.t. φ (a.e.µ). Furthermore, γ 0 has an open neighborhood, such that the first two derivatives of g(x; θ)f U (x − Γw; φ) w.r.t. ψ are uniformly bounded by a function η(x, w), which satisfies
where the supremum is taken within the open subset of γ.
Again, Assumptions 3 -5 are commonly used regularity conditions that are sufficient for the asymptotic normality of method of moments estimators. Together with the Dominated Convergence Theorem (DCT), Assumption 3 implies that the first derivative of Q n (ψ) admits the first-order Taylor expansion and that the second derivative of Q n (ψ) converges uniformly. Moreover, it ensures that the first derivative ∂ρ(ψ)/∂ψ exists and is given by (2.12) and (2.13), while Assumption 4 implies that the first derivative ∂ρ(ψ)/∂γ exists and is given by 14) where ⊗ stands for the Kronecker product (Magnus and Neudecker (1988) , p.30). Finally, Assumption 5 and the DCT imply that the second derivative of Q n (ψ) has a non-singular limiting matrix. Again, it is easy to see that Assumptions 3 -5 are satisfied for the polynomial model g(x; θ) and the normal random error U .
where
The asymptotic covariance ofψ n depends on the weight A(W ). A natural question is how to choose A(W ) to obtain the most efficient estimator. To answer this question, we first write D = (I p+q , G), so that DCD = C 11 +GC 21 +C 21 G +GC 22 G . It is easy to see that the last three terms in DCD are due to the least squares estimation of Γ. To simplify discussion, assume for the moment that Γ 0 is known, so that these three terms do not appear in DCD . The following discussion remains valid, when Γ 0 is unknown and estimated using a subset of the sample (Y j , Z j , W j ), j = 1, 2, ..., n, while Q n (ψ) is constructed using the rest of the sample points. Then the independence of the sample points implies that C 21 = 0. Since ∂ρ (ψ 0 )/∂ψ depends on W only, matrix C 11 can be written as
Then, analogous to the weighted (nonlinear) least squares estimation, we have
(in the sense that the difference of the left-hand and right-hand sides is nonnegative definite), and the lower bound is attained for A(W ) = H −1 in both B and C 11 (Hansen (1982) , Abarin and Wang (2006) ).
In practice, however, H depends on unknown parameters and therefore needs to be estimated.
This suggests the following two-stage procedure of estimation. First, minimize Q n (ψ) with identity matrix A(W ) = I k+1 to obtain the first-stage estimatorψ n . Secondly, estimate H = H(W ) by a nonparametric method such as kernel estimator or byĤ = 1 n n j=1ρ j (ψ n )ρ j (ψ n ) for models where H does not depend on W , and then minimize Q n (ψ) again with A(W ) =Ĥ −1 to obtain the second-stage estimatorψ n . SinceĤ is consistent for H, the asymptotic covariance ofψ n is given by the right-hand side of (2.15). Consequentlyψ n is asymptotically more efficient than the first-stage estimatorψ n . More detailed discussions about the so-called feasible generalized least squares estimators can be found in, e.g., Amemiya (1974) and Gallant (1987, Chapter 5 ).
Simulation-based Estimator
The numerical computation of MMEψ n or adaptive generalized method of moments estimator is straightforward if the explicit form of m(v; ψ) can be obtained. However, explicit forms of the integrals in (2.5) can be difficult or impossible to derive (for instance, if g is logistic and f U is normal). In this case, one may use a simulation-based approach to approximate the multiple integrals in which they are simulated by Monte Carlo methods such as importance sampling.
First, choose a known density h(x) and generate an i.i.d. random sample {x js , s = 1, 2, ..., 2S, j = 1, 2, ..., n} from h(x). Then approximate m(ΓW j ; ψ) by Monte Carlo simulators
wherex js = (1, x js ) . Finally, the simulation-based estimator (SBE) for ψ is defined byψ n,S = argmin ψ∈Ψ Q n,S (ψ), where
It is easy to see that m S (ΓW j ; ψ) and m 2S (ΓW j ; ψ) are unbiased simulators for m(ΓW j ; ψ),
using two independent sets of simulated points inρ j,S andρ j,2S guarantees Q n,S (ψ) to be an unbiased simulator for Q n (ψ) in the sense that they have the same conditional expectation given the data (Y j , Z j , W j ), j = 1, 2, ..., n. This "simulation-by-parts" has an important consequence that the following consistency and asymptotic normality ofψ n,S hold for a fixed S. In contrast, most simulation-based methods in the literature require that S → ∞.
Since Q n,S (ψ) does not involve integrals any more, it is continuous in and differentiable with respect to ψ, as long as functions g(x; θ) and f U (u; φ) have these properties. In particular, the first derivative ∂ρ j,S (ψ)/∂ψ consists of
∂g(x js ; θ) ∂θx
and the first derivative ∂ρ j,2S (ψ)/∂ψ is given similarly.
Theorem 3.1 Suppose that the support of h(x) covers the support of |g(x; θ)| f U (x − v; φ) for all v ∈ IR k and ψ ∈ Ψ. Then the simulation estimatorψ n,S has the following properties:
1. Under Assumptions 1 -2,ψ n,S a.s.
−→ ψ 0 , as n → ∞.
Under Assumptions
, where
and
Furthermore,
Althoughψ n,S is feasible in general, the simulation approximation of ρ j (ψ) by ρ j,S (ψ) and ρ j,2S (ψ) may cause efficiency loss. The following Corollary shows that the efficiency loss due to simulation is of magnitude O(1/S), the proof of which is completely analogous to that of Corollary 4 of Wang (2004) and hence is omitted.
Corollary 3.2
Under the conditions of Theorem 3.1,
Asymptotically, the importance density h(x) has no effect on the efficiency ofψ n,S , as long as it satisfies the condition of Theorem 3.1. In practice, however, the choice of h(x) will affect the finite sample variances of the Monte Carlo estimators m S (ΓW j ; ψ) and m 2S (ΓW j ; ψ). Theoretically, the best choice of h(x) is proportional to the absolute value of the integrand xg(x; θ)f U (x − ΓW ; ψ) .
Practically, a density close to being proportional to the integrand is a good choice.
Semiparametric Estimator
In this and next section, we relax the parametric restriction on the distribution of U and instead assume that F U is nonparametric. We derive a semiparametric estimator for θ and a kernel-based nonparametric estimator for F U using moment equations (2.2) and (2.3) which become
The basic idea is to apply Fourier deconvolution to (4.1) or (4.2) to separate θ and F U . This approach is based on the following assumptions.
Assumption 6
The distribution of W is absolutely continuous with respect to Lebesgue measure and has support IR l .
is the Fourier transform of g(x; θ 0 ) and
The integrability of g(x; θ 0 ) in Assumption 7 implies the existence of the Fourier transformg(t; θ 0 ).
Roughly speaking, the second part of the assumption means that the zeros ofg(t; θ 0 ) are isolated points in IR k . The examples given at the end of next section show that this condition is fairly general. Further discussion and possible generalization of this condition is given in Remark 5.1.
For every v ∈ IR k , let
Since Γ 0 has full rank, Assumption 6 implies that
Taking Fourier transformation on both sides of (4.3) yieldsm
wheref U (t) is the characteristic function of U . Here we have slightly abused notation by using f U (t) to denote the Fourier inverse transform, which applies tof U (t) only throughout this article.
It follows from (4.4) that, for any t ∈ T ,f U (t) is uniquely determined bỹ
Further, because any characteristic function is uniformly continuous in IR k , Assumption 7 implies that the value off U (t) at any zero ofg(t, θ 0 ) is also uniquely determined. If, in addition,f U (t) ∈ L 1 IR k , then the density of U exists and is given by
This expression can be substituted into (4.1) and (4.2), so that the method of moments estimator for θ can be obtained by minimizing an objective function similar to (2.7). Details of this construction is given below.
First, letΓ denote the least squares estimator in (2.6) and V j =ΓW j , j = 1, 2, ..., n. Then the density function f V (v) of V = Γ 0 W and the conditional mean function m 1 (v) are estimated bŷ
where K(·) is a kernel function and a n is the bandwidth satisfying 0 < a n → 0 as n → ∞.
where C n = t ∈ IR k : t ≤ 1/c n , |g(t; θ)| ≥ c n and 0 < c n → 0, as n → ∞.
Finally, the semiparametric estimator (SPE) for θ is defined asθ n = argmin θ∈Θ Q n (θ), where
The consistency ofθ n can be derived similarly as for the MMEψ n . However, as in many cases, e.g. Robinson (1988) , the derivation becomes much more complicated because of the presence of the first-stage nonparametric estimators in Q n (θ), which have convergence rates lower than √ n. To achieve the √ n-consistency, usually higher order kernels are used and combined with certain smoothness conditions for the density and conditional mean functions.
Assumption 8 There exists an integer
and their partial derivatives of order 1 through d are continuous and uniformly bounded on IR k .
Assumption 9
The kernel function K(v) is bounded on IR k and, for the integer d in Assumption 8, satisfies:
Assumption 11 g(x; θ) is a measurable function of x for each θ ∈ Θ and is continuous in θ ∈ Θ (a.e.µ). Furthermore, E A(W ) (
Assumptions 8 and 9 have been used by Robinson (1988) and Andrews (1995) to achieve uniform convergence for their kernel estimators of the conditional mean functions. Assumption 10 guarantees that the Fourier transformg(t; θ) exists for all θ ∈ Θ and that the density f U (u; θ) exists and is given by (4.6) . This assumption may be weaken to the condition that the density f U (u; θ) exists and is piecewise continuous, in which case f U (u; θ) may be defined by the usual inversion formula or the so-called principal value of the integral on the right-hand side of (4.6) (Walker (1988) ). Similarly to Assumption 2, Assumption 12, is a high-level assumption for identifiability, which is implied by the conditions of Theorem 5.1 in the next section. 
The above semiparametric estimator involves three tuning parameters. In practice, these parameters can be chosen as follows. First, take the bandwidth a n = n −a where 0 < a < 1/2(k + 1) can be chosen according to a certain optimum criterion for the kernel estimators in (4.7) and (4.8).
Second, the quantity d n = B c n |m 1 (v)| dv reflects the tail behavior of m 1 (v) as v → ∞ which can be evaluated for the given model g(x, θ 0 ) and density
Similar to the simulation-based estimator of Section 3, we can also construct a simulated version of the semiparametric estimator. Specifically,ρ j (θ) in (4.9) can be replaced by Monte Carlo simulators such asρ j,S (θ) andρ j,2S (θ) in (3.1). Then a simulation-based semiparametric estimator (SBSPE)θ n,S can be defined by minimizing the simulated version of Q n (θ), i.e.,
is defined similarly using {x js , s = S + 1, S + 2, ..., 2S}. Moreover, from Section 3 it is easy to see thatθ n,S has the same properties given in Theorem 4.1 for the SPEθ n . The asymptotic normality ofθ n,S can also be established in a similar way, under the following further assumptions.
Assumption 13
Θ contains an open neighborhood Θ 0 of θ 0 such that (1) g(x; θ) is twice continuously differentiable w.r.t. θ in Θ 0 ; (2) the first two derivatives ofm 1 (t)/g(t; θ) w.r.t. θ and its first derivative w.r.t. γ are uniformly bounded in Θ 0 and an open and bounded neighborhood of γ 0 by η(t) > 0 which satisfies Cn η(t)dt < ∞; (3) g(x; θ)f U (x − Γ 0 W ; θ) has the same properties given in Assumptions 3 and 4 for g(x; θ)f U (x − Γ 0 W ; φ). Assumption 14 The kernel function K(v) admits the second order partial derivatives andsup v∈IR k ∂ 2 K (v) /∂v∂v < ∞. Assumption 15 sup u |f c U (u; θ 0 ) − f U (u; θ 0 )| = o p (n −1/2 ), where f c U (u; θ 0 ) = 1 (2π) k Cn e −it ũ g(t; θ 0 ) Bn e −it v m 1 (v)dvdt.
Assumption 16
The matrix
The asymptotic normality of our estimator relies on the asymptotic behavior of the empirical process ξ j = ξ 1j , ξ 2j , ξ 3j , ξ 4j , where
Then, we have the following result. 
, where C = lim n→∞ Eξ j ξ j and
It is easy to see that ξ 1j = ξ 5j + ξ 6j , where
Moreover, the asymptotic covariance matrix ofθ n,S consists of the approximation errors ofΓ for Γ 0 , ξ 4j ,f u for f u , ξ 2j and ξ 3j , the sampling error ξ 5j and the simulation error ξ 6j . It is easy to see that, if Γ 0 is known, then ξ 4j = 0, and if f U is known, then ξ 2j = ξ 3j = 0. Therefore, if Γ 0 and f U are known, the asymptotic covariance matrix of our simulation estimator only depends on the sampling error ξ 5j and simulation error ξ 6j . Since Eξ 6j ξ 6j = O(S −1 ), the impact of simulation error can be reduced by increasing the simulation size S.
Identifiability
Identifiability is a long-standing and difficult problem in nonlinear errors-in-variables models. It has both theoretical and practical importance, but very few results have been obtained so far because of its mathematical complexity. In the literature, this problem has usually been avoided by assuming distributions of certain unobserved variables or random errors be known, or it has been completely ignored in applied work. For a model with errors-in-variables to be identifiable, additional information such as validation data, repeated measurements or instrumental variables is needed (Fuller (1987) and Carroll, Ruppert and Stefanski (1995)). Hausman et al. (1991) show that the polynomial model is identifiable using instrumental variables. Wang and Hsiao (1995) obtained identifiability for models with integrable g(x; θ 0 ). Further, Schennach (2007) showed that the identifiability holds for general models which is not necessarily integrable. In this section, we use the framework of the previous section to derive a rank condition for identifiability of model (1.1) -(1.3). We first present the rank condition of Wang and Hsiao (1995) for the integrable g(x; θ 0 ) and then extend the result to more general case.
First, Γ 0 is clearly identifiable by (2.1) and the least squares method. In the previous section,
we have demonstrated that F U is uniquely determined by θ 0 and Γ 0 through (4.5). In the following, we study the identifiability of θ 0 using (4.1) and (4.2), given that Γ 0 is identified. Analogous to (4.3), for every v ∈ IR k , let
both sides of (4.3) and (5.1) and applying Fubini Theorem, we obtain
The left-hand sides of (5.2) in its neighborhood is that the Jacobian matrix
has full rank. Thus, we have the following result.
Theorem 5.1 Under Assumptions 6 -7, a sufficient condition for θ 0 and F U to be identifiable is rankJ(θ 0 ) = p.
It is easy to see that a necessary condition for rankJ(θ 0 ) = p is p ≤ k + 1, because J(θ 0 ) has dimensions p by k + 1.
Remark 5.1 If the second condition in Assumption 7 is violated but there exists a 1 ≤ j ≤ k, such that the set of all zeros ofg j (t; θ 0 ) = e −it x x j g(x; θ 0 )dx is dense in IR k , where x j is the j-th coordinate of x = (x 1 , x 2 , ..., x k ), thenf U (t) can still be identified by using the j-th equation in (5.1). This is easy to see by taking Fourier transformation on both sides of (5.1), which yields m 2 (t) =f U (t) e −it x xg(x; θ 0 )dx. Moreover, iff U (t) is analytic, then the second condition in Assumption 7 can be further weaken to the assumption thatg(t; θ 0 ) = 0 from some t ∈ IR k . This follows from the facts that the continuity ofg(t; θ 0 ) implies thatg(t; θ 0 ) = 0 in an open neighborhood, and that any analytic function is uniquely determined by its values on a finite segment of the complex plane. Note that any distribution admitting a moment generating function has an analytic characteristic function (Lukacs 1970, p197-198) . Examples of such distributions include uniform, normal, double-exponential and many discrete distributions.
From a practical point of view, integrability of g(x; θ 0 ) in Assumption 7 is not as restrictive as it appears, because in many real problems, the possible values of X are bounded. In this sense a truncated model which vanishes outside a sufficiently large compact set can be used which satisfies Assumption 7. From a theoretical point of view, the integrability of g(x; θ 0 ) may be weaken to the following assumption.
Assumption 17 E|g(X; θ 0 )|( X + 1) < ∞.
To see this, let g n (x; θ 0 ) = g(x; θ 0 )1( x < T n ), where 1(·) is the indicator function and T n → ∞ (e.g., T n = cn a , for some c > 0 and a > 0), and modify m 1 (v) and m 2 (v) in (4.3) and (5.1) as
Then in Assumption 7 and in the Jacobian matrix J(θ 0 ).
In the rest of this section, we use some examples to illustrate how to apply Theorem 5.1 to check model identifiability. Again, we consider cases where all variables are scalars and Γ 0 = 1. In this case, we need only to verify Assumptions 7 or 17.
Example 5.1 Exponential model g(x; θ) = e −θx 2 , θ > 0. Clearly g(x; θ) is integrable. Further, the second part of Assumption 7 is satisfied becauseg(t; θ) = π/θe −t 2 /4θ . To check the rank condition, we calculate g 1 (θ) = e −θx 2 dx = π/θ and g 2 (θ) = xe −θx 2 dx = 0. It follows that
, 0 which has rank one. Therefore by Theorem 5.1 the model is identifiable. 
the second condition in Assumption 7 is satisfied. To check the rank condition, we calculate
. Therefore J(θ) = (0, 2T 3 /3) which has rank one. Hence by Theorem 5.1 the model is identifiable. Example 5.3 Polynomial model g(x; θ) = θ 1 x + θ 2 x 2 . In this case, Assumption 17 is satisfied if E X 3 < ∞. Further, because for any T > 0,
the second condition in Assumption 7 is clearly satisfied. Again, it is straightforward to calculate g 1 (θ) = 2θ 2 T 3 /3 and g 2 (θ) = 2θ 1 T 3 /3. Hence
which has rank two. Therefore the model is identifiable.
Example 5.4 Exponential g(x; θ) = exp(θx), θ = 0. For this model, Assumption 17 becomes e θx dF X (x) < ∞ and x e θx dF X (x) < ∞, which are satisfied if X has a normal distribution.
Since for any T > 0 and t = −iθ,g
the second condition in Assumption 7 is satisfied. Moreover, since for any θ, g 1 (θ) = (e θT −e −θT )/θ, and
Jacobian matrix J(θ) is of rank one, which implies that the model is identifiable.
Example 5.5 Consider g(x; θ) = θ 1 + θ 2 x θ 3 , where θ 2 θ 3 = 0. Clearly this model would be identifiable if X were observable. Since now the rank of J(θ) is at most two while p = 3, the model cannot be identified by (4.1) and (4.2).
Example 5.6 Let g(x; θ) = (θ 1 + θ 2 x) 2 , θ 2 = 0. Again, θ 1 and θ 2 would be identifiable if X were observable. However, θ 1 and θ 1 are not identifiable by (4.1) and (4.2) if θ 2 1 = θ 2 2 , because now J(θ) = (θ 2 1 − θ 2 2 ) = 0. Note that if the prior restriction θ 1 = θ 2 or θ 1 = −θ 2 is imposed, then the model can again be identifiable. However, these restrictions imply very different model specifications.
Conclusions and Discussion
Consistent estimation and identifiability of general nonlinear errors-in-variables models with multivariate predictor variables and possibly non-normal random errors have been challenging problems for decades. Most researchers rely on restrictive conditions to achieve consistent estimation, or treat more general models at the expense of the accuracy of estimation (e.g., approximately consistent approach). Moreover, most methods in the literature are designed for the case where either validation or replicate data are available.
In this paper, we use the instrumental variable approach to study a general model, where the predictor variable is multivariate and the distributions of the measurement error and the random error in the regression equation are nonparametric. Root-n consistent parametric and semiparametric estimators for the model are developed using the method of moments. A rank condition for model identifiability is derived by combining the nonparametric technique and Fourier deconvolution.
It is possible to generalize the prediction equation (1.3) to a nonlinear one, say, X = Γ(W ) + U .
All the results of this paper should be obtained analogously, provided function Γ(·) can be consistently estimated with convergence rate √ n. The latter is generally satisfied if Γ(·) is parametric and estimated by the usual nonlinear least squares method. The independence between W and U is stronger than the usual instrumental variable assumption that they are uncorrelated. As pointed out by a referee, this assumption can be relaxed through parametric modeling of conditional distribution f U |W (u|w; φ 0 ) instead of the marginal distribution f U |W (u; φ 0 ). However, it is not clear, and deserves future research, how such an extension is possible for the nonparametric case. Another issue that should be investigated in the future research is the finite sample properties of the proposed estimators, which may be done through extensive and carefully designed simulation studies.
Proofs

Proof of Theorem 2.1
Since f U (u; φ) is continuously differentiable with respect to u (Assumption 1), by (2.9) and the Dominated Convergence Theorem (DCT),ρ j (ψ) and hence Q n (ψ) are continuously differentiable with respect to γ = vecΓ. For sufficiently large n, therefore, Q n (ψ) has the first-order Taylor expansion about γ 0 = vecΓ 0 :
Further, since g(x; θ) and f U (u; φ) are continuous in θ and φ respectively, by (2.8) and the DCT, ρ j (ψ) is continuous in ψ and, moreover,
It follows from the uniform law of large numbers (ULLN, Jennrich 1969, Theorem 2) that the first term on the right-hand side of (7.1) satisfies
where Q(ψ) = Eρ 1 (ψ)A 1 ρ 1 (ψ). Similarly, since by Cauchy-Schwarz inequality and (2.9),
again by the ULLN we have
and therefore
It follows from (7.1) -(7.3) that
Now we show that Q(ψ) attains a unique minimum at ψ 0 ∈ Ψ. Because E(ρ 1 (ψ 0 )|W 1 ) = 0 and −→ ψ 0 .
Proof of Theorem 2.2
By Assumption 3 and the DCT, the first derivative ∂Q n (ψ)/∂ψ exists and has the first-order
Taylor expansion in the open neighborhood Ψ 0 ⊂ Ψ of ψ 0 . Since ∂Q n (ψ n )/∂ψ = 0 andψ n a.s.
for sufficiently large n we have
where ψ − ψ 0 ≤ ψ n − ψ 0 . The first derivative of Q n (ψ) in (7.5) is given by
where ∂ρ j (ψ)/∂ψ consists of
The second derivative in (7.5) is given by
where ∂vec(∂ρ j (ψ)/∂ψ)/∂ψ consists of
It follows from Assumption 3 that
Similarly, by Assumption 3 we have
It follows from the ULLN and Amemiya (1973, Lemma 4) that 1 2n
where the last equality holds because ∂vec(∂ρ 1 (ψ 0 )/∂ψ)/∂ψ depends on W 1 only and therefore
Further, by Assumption 4 and the DCT, ∂Q n (ψ 0 )/∂ψ is continuously differentiable with respect to γ and hence, for sufficiently large n, has the first-order Taylor expansion about γ 0 :
Similarly to (7.9), by Assumption 4 we can show that 1 2n
, which can be written aŝ
(Magnus and Neudecker (1988), p.30). Hence (7.10) can be written as
.
By the Law of Large Numbers
, which together with
where D is given in Theorem 2.2. Moreover, since T j , j = 1, 2, ..., n are i.i.d., by the Central Limit Theorem,
. Therefore, by Slutsky's Theorem, we have
Finally, the theorem follows from (7.5), (7.9) and (7.12).
Proof of Theorem 3.1
We first prove Theorem 3.1.1. By Assumption 1 Q n,S (ψ) has the first-order Taylor expansion about γ 0 :
and similarly
and because ρ 1,S (ψ) and ρ 1,2S (ψ) are conditionally independent given (W 1 , Y 1 , Z 1 ), it follows from Assumptions 1 and (2.8) that
Therefore by the ULLN the first term on the right-hand side of (7.13) satisfies
−→ 0, (7.14)
The second term on the right-hand side of (7.13) satisfies
by Cauchy-Schwarz inequality and Assumption 1,
Thus by the ULLN we have
It follows from (7.13) -(7.15) that
It has been shown in the proof of Theorem 2.1 that Q(ψ) attains a unique minimum at ψ 0 ∈ Ψ.
Thereforeψ n,S a.s.
−→ ψ 0 follows from Amemiya (1973, Lemma 3).
Next we prove Theorem 3.1.2. First, by assumption 3 ∂Q n,S (ψ)/∂ψ has the first-order Taylor expansion in an open neighborhood Ψ 0 ⊂ Ψ of ψ 0 : 17) where ψ − ψ 0 ≤ ψ n,S − ψ 0 . The first derivative of Q n,S (ψ) in (7.17) is given by 18) where ∂ρ j,S (ψ)/∂ψ consists of
and ∂ρ j,S (ψ)
The second derivative in (7.17) is given by
where ∂vec(∂ρ j,S (ψ)/∂ψ)/∂ψ consists of ∂vec(∂ρ j,S (ψ)/∂θ)
, and ∂vec(∂ρ j,S (ψ)/∂φ)
The elements in ∂ρ j,2S (ψ)/∂ψ and ∂vec(∂ρ j,2S (ψ)/∂ψ)/∂ψ are given similarly. Completely analogous to (7.9), we can show that
Again, by Assumption 4 ∂Q n,S (ψ 0 )/∂ψ has the first-order Taylor expansion about γ 0 :
and γ − γ 0 ≤ γ − γ 0 . Now rewrite (7.20) as
Then, analogous to (7.11) , by Assumption 4 we can show that
and hence
Further, by the Central Limit Theorem we have
C S,21 C S,22 ,
It follows from (7.21) and (7.22) we have
Finally, Theorem 4.1.2 follows from (7.17), (7.19 ) and (7.23).
Proof of Theorem 4.1
First, by Andrews (1995, Theorem 2), under Assumptions 8 and 9, the kernel estimators in (4.7) and (4.8) satisfy
Further, for any θ ∈ Θ and u ∈ IR k ,
Since, by (7.24), lim n→∞ P (inf Bn |f V (v)| ≥ b n /2) = 1, with probability approaching one, we have
where the last equality follows by (7.25) and condition of Theorem 4.1. It follows from (7.26) and
Now, we write
we have
where α 1 and α 2 are positive constants. Further, by Cauchy-Schwarz inequality,
and analogously,
by the ULLN we have
where Q(θ) = Eρ 1 (θ) A 1 ρ 1 (θ). It follows from (7.28) -(7.31) that Furthermore, Theorem 4.1.2 follows from (7.27) and Amemiya (1973, Lemma 4).
To prove Theorem 4.1.3, note that for any t ∈ IR k , sinceg(t; θ 0 ) = 0 andg(t; θ) is continuous in θ, there exists an open neighborhood Θ t of θ 0 in Θ, such that inf θ∈Θt |g(t; θ)| ≥ c > 0. Therefore,
which implies that sup θ∈Θt f U (t; θ) −f U (t; θ) = o p (1). The result follows then from Amemiya (1973, Lemma 4).
Proof of Theorem 4.2
By Assumption 13 the first derivative ∂Q n,S (θ)/∂θ exists and has the first order Taylor expansion in a neighborhood of θ 0 . Since ∂Q n,S (θ n )/∂θ = 0 andθ n,S P → θ 0 , for sufficiently large n, we have
whereθ satisfies θ − θ 0 ≤ θ n,S − θ 0 . The first derivative in (7.32) is given by
where ∂ρ j,S (θ)
Here
In the above we have slightly abused notation by using V j = Γ 0 W j . This will not cause confusion, sinceΓW j will not appear any more subsequently. Again, analogous to (7.11), by Assumptions 13 and 14 we can show that 1 n ∂ 2 Q n,S (θ 0 ) ∂θ∂γ
In the following, because all functions of parameters are evaluated at θ 0 , we will omit it to further simplify notation. In addition, let u js = x js − Γ 0 W j , g js = g(x js ; θ 0 ), h js = h(x js ) andf js be similarly defined. Now we express the first term of (7.34) in terms of ξ 1j , ξ 2j , ξ 3j , ξ 4j . To this end, we write E(Y − m 1 (v))K a (v − V )dvdt (7.36) and η is defined in (4.15). Since, by (7.24), lim n→∞ P inf Bn f V (v) ≥ b n /2 = 1 and lim n→∞ P (inf Bn |f V (v)| ≥ b n /2) = 1, with probability approaching one, the absolute value of the second term of the last equation of (7.36) satisfies Cn e −it u js g(t; θ 0 ) Bn
where the last two equalities follow from Assumptions 13, 14 and theorem conditions. Further- 
where U n is a so-called U -Statistic of degree two. By Theorem 1 of Section 3.2.1 of Lee (1990, pp. 76), nU n = n j=1 ξ 2j + o p ( √ n). Further, note that inρ j,2S and ρ j,2S onlyx js g js andg(t; θ 0 ) involve θ, completely analogously it can be shown that the third term on the right-hand side of 
