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Introduction
In pattern recognition, one deals with either binary classification in which each object is classified as one of two classes, or multiclass classification in which each object is classified as one of N classes, N > 2. SVM is very effective for binary classification and it can be used for multiclass classification by decomposing the problem into binary classification sub-problems. Two useful methods for decomposing the problem are one-against-one [3] and DAGSVM [4] . In the training phase, both methods require solving N(N-I)/2 binary classification. problems.
In the testing pha'se, the one-against-one technique conducts N(N-I)/2 classifications, while DAGSVM technique employs a directed acyclic graph that has N(N-1)/2 nodes and N leaves, reducing the number of classifications to N-I. Both methods'are subject to the drawback that, when the number of classes N is large, they incur exhaustive amount of training time and produce an extremely large set of support vectors.
From our experience, we estimate that the training of an SVM classifier for 3,036 character types out of 303,600 samples takes 32 days at a PC of Pentium JV 2.4G CPU. In the testing phase, DAGSVM requires 0.37 second to recognize a character and requires storing 1 . 5~1 0~ support vectors on the RAM. On the other hand, a hybrid classifier proposed in this paper requires only 245,421 seconds or 68.2 hours to complete the training. In the testing phase, it takes merely 0.002 second to recognize a character and requires storing only 6.6% of support vectors that are required by one-against-one or DAGSVM. This paper is organized as follows. Section 2 contains the formulation for the prototype construction prohlem, and proposed leaming algorithms as solutions to the problem. In Section 3, we describe the disambiguation process using SVM for training and matching. Section 4 details the application of our hybrid method to handwritten character recognition. In Section 5, we provide training and testing results, and also make comparisons with all alternative methods. In Section 6, we present our conclusion.
Prototype-Construction Method
We propose two algorithms for determining the number and the location of prototypes. They employ a similar leaming process but differ in the way of computing the location of prototypes and in the criterion for stopping the process. We first state the process that uses Kh4 for adjusting the location of prototypes.
Step 1 Initiation: For each class type C, we use the statistical average of all C-samples to initiate a Cprototype. Absorption: For each samples, find the prototype p that is nearest to s. If the class type of s matches with the class type of p , declare s as absorbed. Otherwise, s is unabsorbed.
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Step 3
Step 4
Step 5
Prototype Augmentation: For each class type I , if there exists any unabsorbed C-samples, we select one of these samples as a new C-prototype. Otherwise, no new prototype is added to class Prototype Adjustment: For the class type C to which a new C-prototype is added in Step 3, we apply KM to adjust all C-prototypes, using the added and also existing C-prototypes as seeds. Stopping Criterion: If there are unahsolbed samples, go to step 2. Otherwise, we stop the process. type c .
The above Ieaming process assures that each sample is absorbed within a finite number of iterations. If FCM, instead of KM, is used in Step 4, then there is no as!iurance for the eventual absorption of all samples. To cope with this situation, we modify the process as follows. When the total number of unabsorbed samples does not decrease from the pi-evious iteration, we perform tbe following operation. If an unabsorbed samples is added as a, C-prototype in Step 3, we check whether this addition helps to reduce any unabsorbed C-samples. If it doesn't, s changes its status from unabsorbed to futile, and we restore all old C-prototypes. The process stops when all samples are either absorbed or futile. We show with an example that the algorithm using FCM can fail to converge if the old stopping criteriori is used. In Figure la , there are three type-I samples xI, x2 and x3 and two type-2 samples y , and y2. Using Step I, we obtain initially a type-1 prototype Po and a type-2 prototype Q. Samples x, and x 3 keep an equal horizontal distance to x2, so Po locates exactly at the same position as xr Samples yI and .v2 keep an equal vertical distance to x,, so Q locates at the same position as x3. The type-1 sample x3 is unabsorbed, since its distance to the type-2 prototype Q is shorter than its distance lo the type-1 prototype Po. All other samples are absorbed. Following Step 3 and 4 and using FCM rather than KM, we create two new type-l prototypes PI and P2 lo replace Po, as shown in Figure Ih .
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In this new setling, sample x3 remains unabsorbed, while other samples are absorbed. If the old stopping criterion is used, we will continue to create more type-I prototypes in later iterations. All these prototypes lie left to x, and none of them locate at the same position as x3. So x3 remains unabsorbed in all iterations. Our stopping criterion for FCM remedies this problem, since x3 is marked as futile and no more prototypes will be created for it.
Disambiguation Using SVM
The prototype-matching method achieves very high accuracy rates for k nearest prototypes for fairly large k, but has a noticeable gap between top-k and top-1 accuracy rates. The disambiguation procedure bridges this gap. There are some requisites for the training and testing process. In the training process, we must detemiine which class types can be mistaken for another during the proto-,typematching process. These types are always paired and are therefore referred to as confusing pairs. For these pairs, we have to specify reassessing schemes using an SVM method. We use these schemes in the testing process to reassess the top-rank candidates for each object.
Recall that, in the prototype construction process, we must determine the nearest prototype for each training sample s. At the end of the process, we find k nearest prototypes for each s. The class ?pes of these k protntypes will be referred lo as candidates of s. In the training process, ko is a small integer, but is not necessarily the same as k, in the testing process, in which k, candidates of test samples are reassessed. We collect the pairs (C, CJ, where C,and C, are ilh andJ*l candidates of s for I 5 i, j 5 ko. For handwritten character recognition, we adopt the dual formulation of the optimization problem using the polynomial kemel of degree 2 for .the choice of kemel function. In The Nature of Statistical Leaming Theory, comparisons of SVM and other methods for classifying UPS handwritten numerals are given. SVM is shown to perform competitively.
After completing the training process by determining the reassessing scheme for each confusing pair, we can address the testing process. Suppose that an object 0 is given and its first k, candidates have already been found. We apply reassessing schemes to all confusing pairs found within the top-kl candidates of 0. When the confusing pair is (C, D) and the unknown object is classified as C, then C scores one unit. When all the confusing pairs in the candidate list are reassessed, we re-order the involved candidates. The candidate with the highest score is ranked first; the candidate with the second highest score is ranked second, and so on. If two candidates receive the same score, their relative positions remain the same as before. We then rearrange the involved candidates according to their assigned ranks.
Feature Extraction Methods
To test the effectiveness of our method, we apply it to the recognition of handwritten characters. We aim to test the hybrid method and compare it with some altemalives. For this puipose, we employ two types of feature extraction method. The first consists of three featurematching techniques: non-linear normalization, directional feature extraction and feature blurring. It is referred to as 'direction' feature. According to Umeda [6] . these techniques are major breakthroughs in handwritten Chinese character recognition. The second method is the 'density' feature extraction technique. Details ahout each technique are given in the following sub-sections.
Nonlinear Normalization
The shape nomialization method (Lee and Park [7] 
Directional Feature Extraction
This operation assigns directional attributes to all points in the normalized character image. To assign directional attributes, we use the chain code (Freeman [IO] ) as shown below. In our applications, we produce fourfeature images F;, i = 0, 1, 2, and 3 out of a given normalized character image E, where each Fi has the same size as E. The fea-ture image F; collects points in E that have directional attribute i. These points are assigned 1 (black) in Fi. The remaining points in Fi are assigned 0 (white).
Blurring
The four feature images F;, i = 0, I, 2, and 3, are further processed by a blurring technique, which ab,sorb possible local displacements within characters. We adopt the blurring mask proposed by Liu et al. [9] . As shown in Figure 4 , this 4x4 mask approximates a Gaussian mask that serves as an optimal low-pass filter.
Before applying this mask, we first reduce each 64x64 feature image F; into a 16x16 image G,, where i = 0, 1, 2, 3. The reduction is done in such a way that cach 4x4 block reduces to a point whose value is the number of 1's in this block. We add a row of zeros above and below G;, and a column of zeros to its left and right. We call this augmented iiiiage'Hi. The mask is then applied to every 4x4 block in H; whose upper left point is ( . h y), where both x and . v are even numbers. We thus obtain 64 values from each Hi. and 256 values in total. These 256 values fonn the feature vector that we extract from each character image. 
Density Feature Extraction
This method reduces a 64x64 original inlage LO a 16x16 image. Each number in the latter image derives its value from the sum of 1's in a 4x4 block of the original image. The density feature vector then consists of 16 components, whose values range from 0 to 255.
Experiment Results
To test the effectiveness of the proposed method, we apply it to the recognition of handwritten characiers. There are six databases we use in our experinients. They can be divided into three groups in terms of the number of class types involved. The first gro.up contains two smallscale classification tasks. The databases we employ are UPS 1131 and CENF'ARMI 114) handwritten numerals. In Table 1 , we list the number of class types (# CS), the number of training samples (# TrS) and the number of test samples (# TeS) in each application. In our experiments, only UPS database uses the 'Density' feature, as described in Section 4.4. For the other databases except UPS, we use the feature extraction method consisting of nonlinear normalization, directional feature extraction and blumng described in Section 4.14.3. According to Umeda [6], these techniques are major breakthroughs in handwritten Chinese character recognition. Table 1 . Number of class types, training samples and test samples in the six applications.
In Table 2 to 7, the training and testing results of the two hybrid classifiers, KM+SVM and FCM+SVM, are displayed. For comparison, we employ NN (which uses all training samples as prototypes and finds the nearest one to each test sample) and DAGSVM as classifiers to produce similar outputs. Tbese results show that the two hybrid classifiers achieve comparable accuracy rates to the DAGSVM classifier, while coiisuniing much less training and testing time, and producing much less number of support vectors. Furthermore, three classifiers (KM+SVM, FCM+SVM, DAGSVM) achieve better accuracy rates than the NN classifier. In small-scale and middle-scale tasks, using DAGSVM solely for classification is feasible. However, for large-scale classification, DAGSVM takes an extremely long time for training (for example, it takes 32 days to complete the training for the ETL9B full set) and is, therefore, not used.
In Table 2 to 7, we also display the results of prototype classifiers (i.e., classifiers that match objects against prototypes). There are WO such classifiers, the KM classifier and the FCM classifier, corresponding to the prototype leaming algorithms using KM and FCM for adjusting the location of prototypes. The results show that the two prototype classifiers perform less well when they are used solely than when they are combined with SVM to form hybrid classifiers. The results also show that the FCM classier performs better than the KM classifier. The FCM classifier even outperforms the NN classifier for ETL8B and ETL9B databases (subset and full set). The last finding is interesting, for it suggests that if SVM is not used as a post-process, the FCM classifier should be employed, rather than the KM classifier. Note that, for fuzzy c-means method, we apply an efficient iniplementation proposed by Kolen Table 3 . Experiment results for a subset ofCENPARMI database. Table 5 . Experiment results for a subset of ETL9B database. Table 6 . Experiment results for ETLSB (Full Set) database. 
Conclusion
To alleviate the computing costs of SVM in largescale applications, we propose a hybrid method that combines SVM with a prototype classification method. Applying this method to handwritten characters has the effect of dramatically cutting down the training time, testing time, and the nuniber of support vectors, as N increases. The results also show thst the tu'o hybrid classifiers maintain relatively the same accuracy rates as the DAGS\'M classifier and achieves better performance than the NN classifier. Furthermore, the FCM classifier perfornis better thao the KM classifier and the NN classifier.
