In this study we introduce a new method to solve the Dynamics Facility Layout Problems (DFLPs).
Section 3.3 describes our hybrid algorithm and proposes a novel methodology for creating promising initial solutions. To demonstrate the efficiency of the proposed algorithm we provide our results in section 4. Finally, section 5 concludes the paper.
Relevant Literature
The first step towards Unequal Area Facility Layout Problems (UA-FLPs) is taken by Armour and Buffa [2] . They consider departments with different areas and shapes, using the center of gravity of each department for calculating the distances without considering certain directions for departments.
[2] minimize the transportation cost between departments with rectilinear distances. Montreuil [29] presents the first MIP-FLP model for the continuous-representation-based FLP in which they use a distance-based objective function similar to Armour and Buffa [2] . The presented model in Montreuil [29] is frequently referred to as the FLP0.
Meller and Gau [26] classifies and reviews previous contributions and redefines the problem, considering material handling cost as the objective function and constraints as followings:
(a) All the departments with certain area requirements should be located within the predetermined limited space.
(b) There should not be any interference between departments in the final layout.
(c) For each department there is a maximum ratio of length to width which should not be violated.
The minimization objective function for linear distances in Meller and Gau [26] is as follows:
where f ij represents the material flow between departments i and j and d ij is the distance between them. All distances are measured center to center and are considered as rectilinear.
Meller et al. [27] presents the first contribution to the UA-FLP using a Mixed Integer Programming (MIP) formulation by enhancing the old model presented by Montreuil [29] . They use an advanced substitute perimeter constraint to obtain optimal solution for problems with up to eight departments. However, their model still is not useful enough for large scale practical problems. Sherali et al. [37] , using a novel polyhedral outer approximation, enhanced the accuracy of the model presented by Meller et al. [27] and were able to find optimal solution for problems with up to nine departments. Logendran and Kriausakul [22] presents a mixed-binary nonlinear programming model with consideration of the 
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Responding to the aforementioned potentials for the short-lived electronic and food industry, Rosenblatt [33] introduces a new type of FLPs. They assume predetermined periods in which the change in the layout and flow between the departments is required. The rearrangement cost is also a given value for each period. The strategic view towards the FLPs introduced the dynamic facility layout problem (DFLP) in which the material flow volumes between different departments change in certain time periods [24] . Different studies have been conducted after Rosenblatt [33] that present a dynamic programming for solving equal area DFLPs (for a review see [19] and [13] ). In all of these studies, number of periods and flows in each period is known and algorithms try to seek quality solutions in all of the periods. Some constraints such as budget and unequal area departments have been added in some of the works. Some important studies of the DFLP in such categories are shown in Table 3 .
However, with the need for rapid changes in facilities in order to compete and survive in the market, firms need to introduce new products to, and remove some of the old products from the production lines, which often results in changes in old facilities and usually some revisions in whole layout. To respond to this situations the new generation of DFLPs emerged, which considers changes in the type and the number of facilities as well as the material flow changes between them. Similar to the classic approach of DFLP, change in the location of each facility generates a cost. Solution to such problems is in the form of several layouts proportional to the number of time periods. As mentioned, Dong et al. [12] introduce the first study in this area by considering flow between machines and rearrangement costs as given values. Representing the problem as a graph and converting it into a shortest path problem, they use a simulated annealing algorithm to solve their problem. In spite of such progress towards the DFLPs, to the best of our knowledge, we are the first to consider an unequal area DFLP with stochastic material flow, cost, and time of change.
Model Formulation
The result of DFLP is a layout, representing the best arrangement of the corresponding departments in the layout. To represent this arrangement, we use the slicing tree method introduced by Otten [30] , and frequently used in the literature [11, 36, 35, 42] . Since the FLP has proven to be an NP-hard problem, it is impossible to solve it for real world large scale problems in polynomial time.
We use GA to solve each problem in order to find a near optimal solution. Since our problem parameters including material flows and costs have stochastic nature, we use simulation to evaluate the quality of each layout. GA needs deterministic parameters; however, in a dynamic setting as our paper they are not so that to attain suitable solutions we divide each problem into several static FLPs and solve them separately. Our assumptions are as followings:
(a) In an indeterminable time, new departments could be added (removed) to (from) the existing layout. The number of departments to be added (removed) is known.
(b) The material flow between departments will be estimated as a distribution. We assume this distribution is known. Same setting is applied to the rearrangement cost of the departments.
(c) A known life cycle is determinable for the product.
Literature review shows that normal and uniform distributions are more common than others for the setting closest to ours [39, 16] to model the flow between departments and the rearrangement costs in the simulation model. In predicting the demand for each product through market research and polls, typically an upper and a lower bound for product demand can be obtained. Therefore, with a good estimate, often this distribution can be assumed to be uniform.
Slicing Tree
In the slicing tree method, each layout is represented as triple row matrices [30] . In the first row, the department sequence, a sequence of n departments is included to assign. In the second row a sequence of n − 1 points are included for slicing, and in the third row, for each one of n − 1 slicing points, an orientation (either vertical or horizontal) is included. The slicing sequence matrix has a sequence of numbers from 1 to n − 1. In each position of the third row, a number is entered that is can be shown as a 3 × n matrix, and for a problem with n departments 2 n−1 n!(n − 1)! layouts are possible. However, the output of the slicing tree would not guarantee the condition that each department satisfies the maximum ratio of length to width; so, another algorithm should be built to satisfy this condition.
Genetic Algorithm
GA was introduced based on inheriting characteristics by genes and is categorized as a random search. GA is used for solving various FLPs, among which [3] , [43] , and [14] investigate deterministic FLPs and [6] and [15] consider DFLPs. Our customized GA is as follows:
We use a 3 × n matrix to demonstrate each layout as a chromosome. Each population comprises some of these chromosomes. To produce each population, we use the best solution from the last population. Our customized GA is shown in Figure 1 .
The algorithm will continue until a given number of generations without improvement in objective function is reached. Details of each step are explained in following sections.
Initial Solution
We observed that finding a promising initial solution has a very positive effect on the performance of genetic algorithm. Our GA starts from within the feasible area and improves the solutions iteratively. Consequently, the probability of finding better or near optimal solutions increases.
The best initial solution could be the one in which the departments with larger flows in between compared to other departments are placed nearby [26] . In slicing tree representation, placing the departments near each other in department sequence, creates no necessity for them to be nearby in the final sequence. Therefore to place two departments with big flows nearby, it is necessary for them to be placed at the end of the sequence in slicing time. Considering this idea, we propose the following two methods for putting two departments next to each other.
(1) Put the two corresponding departments at the end of the department sequence and put the number for slicing them at the end of the slicing sequence. Under this condition the two departments will be nearby in the final layout.
(2) Put the two departments at the beginning of the department sequence. Put numbers 1 and 2 in the slicing sequence in the order of 2 and then 1. Following this rule for their order, 2
and then 1, you can put them nearby at any position in the slicing sequence. This condition will guarantee the fact that they will be nearby in the ultimate layout. This is due to the fact that in the previous slices, regardless of their sequence, no slice has been done between the two departments. The first slice occurs when one gets to number 2. This slice will separate the two departments as a cubic rectangular mass. In the next step the slice with number 1 will divide this mass into two parts, one for each department. Therefore, the two departments will be nearby in the final layout.
We use these two methods and propose the following algorithm to populate the initial solutions consisting five steps as follows: (c) Select positionn from 1 to n − 2 randomly. Ifn = n − 2 then go to step (d), otherwise go to step (e). Running this algorithm can potentially reach to 2 n−1 (n − 4)!(n − 4)!(n − 1) for possible solutions which is significantly lower than the previous value of 2 n−1 n!(n − 1)!. Table 4 compares the number of possible solutions with and without the initial solution. As shown, number of solutions is considerably reduced in our algorithm, which in middle size problems results in an invaluable computation time reduction.
Crossover
In each iteration of GA, a new population is produced. One of the operators used to create a new population is the crossover operator. This operator selects two chromosomes and with transmission of the characteristics from both, two offspring will be produced, which have some of their characteristics from the first parent and some of them from the second parent.
One point and two point cross overs are the most well-known cross overs and used here. In one point cross over, a point is selected randomly and the genes before the point will be directly transmitted to the produced offspring. The genes after the selected point are transmitted from parent 1 to offspring 2 and vice versa. To make the offspring acceptable, changes are necessary as follows: in the correction process we define the unmentioned genes in each offspring and assign them based on their sequence in the related parent right after the crossing gene. Also, we remove the duplicated genes that are placed after the selected gene. At the end, we put the other genes with a sequence same as parent's sequence at the end of offspring. (see Tables 5, 6 , and 7) In two point cross over, two points are selected randomly. The genes that are between these points are transmitted to all offspring, and the rest will be transmitted from parent 1 to offspring 1 and from parent 2 to offspring 2. To make the offspring acceptable, the required revisions are made and the new population will be produced. The process is shown in Tables 8, 9 , and 10. Child 2: 5 3 9 8 6 4 2 7 1
Mutation
The Mutation operator works on one parent solution and generates an offspring by modifying the parent solution's features in random conditions. It is useful to create diverse population and also escape from local optima. In our mutation operator, we choose two random numbers N 1 and N 2 and exchange their position, where 2 < N 1 < N 2 < n − 1. Table 11 represents an instance, which considers a sample chromosome and numbers 2 and 6 are randomly chosen to be exchanged. Offspring made by mutation operator: 4 8 2 3 9 6 7 5 1
Migration
In the process of the proposed GA, four populations are created and the GA runs in each population separately. At the end of each run, the best instances of each population migrates to the next population. This procedure is performed iteratively to insure steady improvement. Figure 2 represents this procedure.
Dynamic calculation of the number of operators
In our algorithm in each stage of the proposed GA, the number of offspring that are produced from each operator is determined in a unique way. In each iteration, considering the percentage of improvement of the solution in the previous iterations, the number of operators is selected so that it could help getting quicker improvement. Kianfar et al. [17] used the last improved percentage of the objective function to determine the portion of each operator in the next iteration. We suggest using an average of improvement percentages in the five past iterations which makes a more reliable and stable basis to get better results and escape local optima. In those iterations that the improvement percentage is zero, it is probable that the algorithm is in local optima. In order to escape from this condition, it is required to increase the number of random operators to allow more explorations.
Thus, we increase the number of mutation and migration operators in our GA. Also, in iterations that the improvement percentage is suitable enough, the number of cross over operators increases and the random operations decrease.
Tuning HGA parameters
Parameter tuning is one of the most important steps in building a meta-heuristic algorithm. We have five parameters as initial population size, number of steps without improvement for stopping criteria, dynamic child parameters of crossover, and mutation and migration. The tuning process that was introduced by Kianfar et al. [17] is appropriate for our setting too. The process is that a selected number of parameters are fixed in certain amounts and other parameters change within a given boundary. Considering the value of objective function, the best value for each parameter is selected.
With experimental tests to choose the best value for parameters initial population size and number of steps without improvement, the amount of 70 and 300 are selected respectively. Table 12 demonstrates the tuned amounts of dynamic child parameters of crossover, mutation parameter and migration parameter based on the best average of five previous improvement percentages in objective function. In this table, Impr represents the average percentage of the objective function in five previous iterations and the numbers included in each column are the percentage of offspring 
produced by each operator. In each stage the amount of Impr is calculated first and using it, the number of operators is calculated and the process continues.
Objective Function
To evaluate the efficiency of each solution we use the total amount of material handling cost for objective function. On the other hand, the solutions created by slicing tree are not guaranteed to be feasible. To deal with this issue the we use the penalty objective function as proposed by
Komarudin [18] . In this objective function, if a department violates the limitation of the maximum ratio of the length to width, an amount is added as the penalty to the objective function. Using this objective function, GA tries to produce solutions that can guarantee the limitations. Our objective function is as follows:
in which the first part stands for the total amount of material handling cost. p inf is the number of infeasible departments. V f eas is the best amount calculated for a layout in which all the departments are feasible, V all is the best amount calculated for a layout regardless of its feasibility, Re i is 1 if department i is rearranged and 0 if not, and ReCost i is the rearranging cost of department i.
Hybrid simulation for DFLP
Emerging new products usually results in adding new machines in the layout. Also, because the design of layout should be conducted with respect to the marketing data for the new product, the material flows are not exact as the marketing data are not exact. However, we can define the material flow within lower and upper bonds as a uniform distribution.
On the other hand, our search engine, i.e. GA needs deterministic parameters and it is not possible to use it with random parameters. The common approach to deal with this kind of problems is considering material flows as aµ + bσ with a fixed a and b, e.g. µ + σ and using it in the deterministic algorithms (see [40, 16] ). However, this is not the best possible approach and there is no guarantee on the solution's quality in the real situation. In other words, utilizing another deterministic material flow such as µ + 2σ may result in better solution than that of µ + σ. Therefore, searching among larger sets of a and b may result in better solutions.
On the other hand, in continuous environments there are countless points and we cannot evaluate all possible sample material flows. To address this issue, we consider a few number of initial material flows and with the help of an iterative greedy search algorithm we find a better solution. In the greedy search, for each selected material flow we calculate the corresponding cost and then try to move to a direction which decreases the cost. In this process, one must determine a criterion to compare the resulted layouts. Note that, the classic objective function, f ij d ij , is not an appropriate measure here. For example, consider obtained equal layouts X and Y corresponding to material flows of µ + σ and µ − σ(> 0). Considering the material flows, the corresponding objective function of layout X, surely is greater than that of Y . This is due to the fact that the two layouts are the same and as a result they have equal d ij , ∀i = j ∈ {1, . . . , n}. Considering the objective function, i.e., n i =j f ij d ij , problem X has a greater objective function than Y . Therefore, layout Y will be the choice among these two, which may not be the right decision.
Therefore, in order to compare different layouts, a measuring framework is required, not sensitive to the corresponding material flow which is used in objective function of design procedure. Such framework should compare all layouts with a same material flow to obtain comparable costs.
Simulation ensures such criteria and can be used to measure how good the obtained layouts are. Our algorithm to solve the DFLP with stochastic material flow, stochastic cost, and stochastic time of change is presented in Figure 3 . The algorithm gets k material flows (set of (a, b)) and for each the best possible layout is obtained through GA. Then, objective value of all layouts are (1) Simulation takes longer than a given time.
(2) Equality of layouts corresponding to different material flows is not rejected by Tukey test.
Simulator
In our simulation algorithm, first a random uniform demand is created, defining the flow between each pair of departments. Then, the distance between the departments pairs is calculated and considering the material flow between them, the material handling cost is calculated. Then algorithm goes back to the initial step and next random demand will be created. This iterative algorithm repeats until the stopping criteria is met. In each run for simulation the process in Figure 4 is used.
To ensure the accuracy of the results, the simulation has been repeated 10000 times for each layout plan.
Computational Experiments
In this section the results of numerical experiments is presented to show the effectiveness of the GA and its initial population. Then, the result of the hybrid algorithm to deal with DFLP is presented.
Performance of The GA algorithm
In order to examine the performance of our suggested GA, we evaluate it with some benchmark problems, selected from [18] . The maximum aspect ratio of each department for problems 07, 08, 09 and AB20 is 4 and for SC30 is 5. The results of our GA algorithm are summarized in Table 13, which as it is shown our GA provides the optimal solution in small problems. In our algorithm, the GA continues running until one of the following conditions is satisfied:
• The number of times in which a better solution has not been observes surpasses 300.
• The total number of runs for the algorithm surpasses 1000. 
Performance of Hybrid GA
Since our problem is unprecedented in the literature, there was no study and publicly available dataset in dynamic conditions for benchmarking. To evaluate the performance of the algorithm, benchmark problem 09 which has 9 departments is used. We considered the case that one department is added to the layout and the other departments remained fixed, which is a common case in food or electronic industries. Also, since we did not have given value for rearrangement costs and the maximum ratio for each department, we check different values for them to analyze their effects. This rearrangement cost affects the final layout in a way that by increasing this cost, GA will converge to a layout without any change and non-rearranged departments and vice versa. Since there is no given value from real world cases, we considered an upper and lower bound for rearrangement cost Similarly, we checked two values for the maximum ratio of each department. By definition of problem 09, maximum ratio for each department is 4, and for the new department also the ratio is set to 4. This ratio restricts the layout and obligates it to rearrange some of the departments, and algorithm cannot add the new department in the new space of the layout without any changes (the maximum ratio penalty does not allow it). Thus, we also considered maximum ratio 13 for the new department to see the effect of having large maximum ratio. This amount comes from the ratio of height to width of improvement area which is added to the layout. In other words, the ratio allows new department to be added to empty space without any change in the initial layout.
Finally, according to Algorithm 3, we need to have some initial material flows which we consider:
in which µ + 1.5σ is considered as Tavakkoli-Moghaddam et al. [40] suggests. For each amount of material flow, the best layout of proposed GA is used and then the simulation provides the cost of the layout.
The combination of these three parameters results in 30 different problems, e.g. the problem that the material flow is µ, rearrangement cost is a uniform distribution of (110, 130) and the maximum ratio of the new department is 4. We examine the effect of flow, rearrangement cost, and maximum ratio, and then find the best layout among all. The initial layout for 9 departments example is shown in Figure 5 and the subsequent figures and tables show the effect of different parameters.
In order to analyze the result, we designed a factorial experiment and the result of ANOVA is shown in Table 14 
Result of cost U(0 , 0)
The first run by five material flows is done and P-value for the experiment is 0.31. Therefore, we cannot reject the hypothesis of equality of the material flows. Table 15 provides the cost of each layout and Figure 6 shows the best layout according to the simulation objective function related to
In this layout, no cost is charged for changes in locations of the departments and consequently, as shown, most of the departments have changed their location compared to the previous layout (except for departments 3, 4, 7). In simulation, the cost of each layout is obtained considering the random material flows in the product life cycle as a reliable criterion for selecting the best layout. Similarly, the algorithm is run for five initial material flows and we obtained a P-value lower than 0.0001. According to the algorithm, pairwise comparisons for material flows were obtained and next material flow was defined. The result of pairwise comparison is shown in Table 16 . The reference value according to Tukey formula in 95% of significance is 44948.75. Therefore, except for three last comparisons, other material flows are different. 
By comparing the material flows, we remove (µ + σ) and assign a new material flow, which here is the average of (µ − σ) and (µ) and equal to (µ − 0.5σ). It is considerable that O µ−σ and O µ are significantly lower than other material flow's objective values. In the next two iterations, the P-value for SSmean is also lower than 0.0001 and the null hypothesis of equality of material flows is rejected.
Material flows (µ + 2σ) and (µ + 1.5σ) are removed, and instead (µ − 0.75σ) and (µ − 0.625σ) are added respectively. In the 4 th iteration, we cannot reject the hypothesis of equality of the material flows, and since the corresponding cost of (µ − 0.625σ) is the lowest compared to others, we select this material flow as the best one and get the final result. Figure 7 is the output of the problem with a material flow of (µ − 0.625σ). The cost of each layout is provided in Table 17 . As it is shown, the obtained results from the simulation does not lead to a same result by classic objective proposed by [40] . Also, because of the high rearrangement costs, some departments have not changed their location. Departments 1, 3, 4, 6, 7, 9 are at the same locations as their previous ones. The five material flows are run and P-Value for the experiment is less than 0.0001. In this step, (µ + σ) has been removed and (µ + 0.25σ) is added, and in the next iteration, P-Value increases to 0.22. Figure 8 shows the best layout according to objective value obtained by simulation which corresponds to material flow (µ − σ).
In this layout rearrange costs have a uniform distribution of U(130 , 150). Because of the fact that rearrange cost is comparatively high, none of departments have changed their location. Costs of all layouts are shown in Table 18 . As shown, the obtained cost of simulation for all material flows is same, which shows the fact that all material flows have converged to the layout without any change. On the other hand, rearrangement of departments is related to the comparison of material handling cost in life cycle of products and the rearrangement costs. The algorithm compares the two type of costs and if the rearrangement cost is greater than material handling cost during the product life cycle, then it tries to make the least possible changes.
It is notable that the maximum ratio of new department is 4 which restricts the changes in the layout in a way that obligates to rearrange some of departments and results in an unfavourable layout in the first run of simulation by best objective function of 4157937 as in Figure 8 . Algorithm could not add new department in the new space of layout without any changes. So, since rearrangement cost and penalty cost do not allow creating an acceptable layout, the maximum ratio for this condition has been increased up to 13, result of which is shown in Figure 9 and Table 18 .
Analysis of results
The result of our algorithm shows that in a given problem by different amount of rearrangement cost, different material flows result in best layout, i.e. we cannot suggest a given material flow as the best for all problems. This means that in stochastic conditions, considering expected value for material flow distribution as Jithavech and Krishnan [16] suggest or considering a given significance level as Tavakkoli-Moghaddam et al. [40] suggest is not perfect. Although, Tavakkoli-Moghaddam et al. [40] considered normal distribution instead of uniform, but still we cannot suggest a given good material flow that can guarantee good results.
Moreover, the sum of the costs of material flow and rearrangement cost of departments severely depends to the amount of material flow. For example, by increasing coefficient k in µ + kσ, the material handling cost will increase considerably. If this criterion is considered to decide on the efficiency of layouts, the layout which is the result of the lowest material flow will be selected. We can see, that in result of each scenario in Table 17 the best solution in terms of material handling cost objective is related to the material flow with higher negative coefficient (k), but in simulation the efficiency of each layout is calculated considering the random material flows in the product life cycle and it demonstrated that simulation is a justifiable criterion for selecting the best layout.
Finally, we had five initial material flows in the simulation. If reasonable computation power is available, selecting more initial material flows could provide quicker high quality results. It is a trade-ff between the computation power and time.
Conclusions
Unequal Area Facility Layout problem has been one of the most interesting problems in last three decades, since a good layout leads to lower material handling cost in long term. In this paper we introduced a DFLP with stochastic material flow, stochastic cost, and stochastic time of change.
In order to solve this problem, a hybrid simulation with grid search is proposed, in which a discrete event simulation has been developed to realize the market condition. In the heart of the algorithm we proposed a genetic algorithm, and to make it quicker we proposed some heuristic solutions to add as initial solutions into the algorithm. As a result, the algorithm automatically starts from the area in which the probability of existence of good solutions is more than an arbitrary areas.
Our results show that the belief that mean of flows is a good approximate of dynamic material flow in stochastic condition, is not an accurate assumption. In some cases the material flows µ-0.625σ
and µ − σ resulted in best solutions, which shows we cannot propose a given material flow to obtain the global optimal layout, and instead our algorithm provides a procedure to achieve good solutions.
Further research can be done by considering the condition of departments with fixed locations, empty spaces in the final layout, departments with constant length and width or corridors in the layout and limiting transportation to them which can make the problem more applicable to the real world conditions. 6. Appendices
Appendix A
In order to test the power of our genetic algorithm and specially the result of our heuristic to initiate populations, we tested 5 classic problems from literature. Problem definition is obtained from Komarudin [18] . For problems 07 and 08 the best acquired layouts are as Figure 10 and Figure   11 with objective function values of 131.68 and 243.11. This amount for objective function is equal to the best existing amount in literature.
For problem 09 the best answer acquired is as Figure 12 with objective function of 239.05. This amount for objective function is 1.2% more than the best existing amount.
For problem AB20 the best answer acquired is as Figure 13 in which the amount of objective function is 5543. This amount for objective function is 9.2 % more than the best existing amount.
For problem SC30 the best answer acquired is as Figure 14 in which the amount of objective function is 4248. This amount for objective function is 14.8 % more than the best existing amount. 
