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Introduction
The success of a business is reflected in its established Key Performance Indicators 
(KPIs). In order to manage the KPIs of a particular business efficiently, it is essential to 
understand the current performance level of each KPI, the impacts of each KPI on the 
business objectives, the factors influencing each KPI, and the often complex network of 
interactions between these factors. Importantly, in order to facilitate timely evidence-
based management, this understanding must be not only conceptual, but quantitative 
and adaptive to new information. Moreover, a manager requires the ability to not only 
analyse the current health of the system, but also to assess how the future business envi-
ronment may influence the KPIs and hence the business objectives.
In this article we show how Bayesian Networks (BNs) can be developed and used 
as an effective management tool for KPI analysis where the KPIs represent the overall 
performances of various factors with objective and subjective performance measures. 
For specificity, we focus on one of the most significant and germane KPIs for business 
management, customer satisfaction (McColl-Kennedy and Schneider 2000) and base 
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the model on one of the most ubiquitous methods for obtaining information about cus-
tomer satisfaction, the attitudinal survey.
There are a wealth of methods for analysing customer satisfaction surveys. These 
include summary statistical evaluations, factor analysis and its variants including cus-
tomer satisfaction indices (Fornell et al. 1996; Kristensen et al. 2000; Johnson et al. 2001), 
linear regression and its variants (Ting and Chen 2002; Chatterjee and Hadi 2008), non-
parametric non-linear approaches such as classification and regression trees (Death and 
Fabricius 2000), latent factor approaches such as structural equation models (Hackl and 
Westlund 2000), multi-criteria approaches (Siskos et al. 1998), and so on. While these 
approaches offer many insights into the system of interest, they do not focus on model-
ling the system as a whole (Anderson et al. 2004; Kenett and Salini 2011). In many ways, 
a Bayesian Network borrows from all of these approaches to create a more flexible mod-
elling environment and a whole system approach.
BNs have been used successfully to model complex systems in diverse fields includ-
ing ecology and environment (Johnson et al. 2010; Denham et al. 2011), medicine (Don-
ald et al. 2009; McGree et al. 2012; Radice 2012; Medina et al. 2013; Hsieh et al. 2013), 
finance (Sahin 2006; Sun and Shenoy 2007), business management (Lariviere and Por-
teus 1999; Anderson et al. 2004; Cai et al. 2011; Dogan 2012), project management (Melo 
and Sanchez 2008; Cho 2009; Lee et al. 2009), the military (Falzon 2006; Johansson and 
Falkman 2008) and transport (Ozbay and Noyan 2006; Janssens et al. 2006; Trucco et al. 
2008; Ferreiro et al. 2012). BNs have also been used in the past for customer satisfac-
tion modelling (Salini and Kenett 2009; Hsu et  al. 2009; Gasparini et  al. 2011; Kisio-
glu and Topcu 2011; Ferreira and Borenstein 2012; Eboli and Mazzulla 2011; Oa et al. 
2013; Turkyilmaz et al. 2013; Perucca and Salini 2014). These studies have shown dis-
tinct advantages of BNs, including the ability to model complex interrelations between 
factors, perform scenario analysis, undertake sophisticated interrogations of the sys-
tem, and include other sources of information in the model, such as observational and 
experimental data, results from previous experiments, learnings from published litera-
ture, expert judgement and so on. BNs have inherent capability to work with interrelated 
attributes (Yu et al. 2004) as opposed to the attribute exclusivity requirement for some 
other techniques such as Multicriteria Analysis. BNs also have the ability to show the 
impacts of lower level factors on intermediate level factors as well as top level factors 
(final outcomes) where as methods like CBA or MADM tends to consolidate interme-
diate factors into the final outcome. In this study we analyse customer satisfaction as 
KPI which is dependent on large number of factors with interrelations among them. BN 
is the most suitable technique for this study as it can represent the factor relationships 
of this KPI well and provides us with the ability to perform various analyses (such as 
what-if, influence, sensitivity) while showing the impacts throughout the complete factor 
structure.
In this study we introduce a novel general approach for developing Bayesian Networks 
from survey data. The approach provides practical guidelines for developing complex 
system models for real world systems in business. We focus on the effective use of sur-
vey data and demonstrate the new approach and the capabilities of the developed mod-
els in the context of a substantive case study of customer satisfaction in a large-scale 
public transport network operated by Queensland Rail, Australia.
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In the following sections we briefly explain the theoretical background of Bayesian 
Networks and then describe in more detail our general BN development approach. We 
follow this with a discussion of the case study and an exposition of the corresponding 
analyses.
Background
In this section we review the two underlying bases of our approach, survey data and 
Bayesian Networks.
Survey data
We identify five key features of survey questionnaires which can guide model develop-
ment. First, the questionnaire itself can provide a clear description of the objective of 
the survey. Second, the questions themselves can assist in the definition of key explicit 
factors. Third, the grouping or categorisation of questions can assist in the identifica-
tion of key latent factors. Fourth, a well structured questionnaire can provide guidance 
about the relationships between these factors. Finally, an attitudinal questionnaire typi-
cally facilitates quantification of the corresponding model. For example, responses may 
be categorical (e.g., gender) and hence proportions of responses in each category can be 
used as probabilistic estimates in the Bayesian Network. Alternatively, responses with 
an underlying continuous scale (e.g., age) may be treated as continuous or discretised 
into a set of ordered categories, such as “young” and “old”, where these are appropri-
ately defined. Attitudinal responses measured on a Likert scale can be similarly assumed 
to be approximately continuous, depending on the context and scale, or discrete with 
the number of categories equalling the number of levels of the scale or a smaller num-
ber of categories representing, for example, High, Medium and Low, or Good and Bad. 
Finally, qualitative responses can be generally sorted into categories and included in the 
model. The BN development approach we describe below can be applied quite generally, 
for specificity we focus here on survey data obtained from attitudinal questionnaires. It 
is beyond the scope of this paper to discuss questionnaire design and conduct, but we 
utilise the features of a well-established and widely-deployed questionnaire in the con-
struction of the BN. Although Bayesian Networks can be quantified using continuous 
probability distributions, here we use discrete (ordered or unordered) distributions. In 
this manner, more information can be extracted from a survey and incorporated in the 
BN. Decisions about the number of categories depend on the expected information loss 
obtained by aggregating responses versus the level of detail that the BN can bear, given 
the sample size and model structure. This is explained in further detail below.
Bayesian Networks
Bayesian Networks are also known as recursive graphical models, belief networks, 
causal probabilistic networks, causal networks and influence diagrams among others 
(Daly et al. 2011). A BN can be expressed as two components, the first qualitative and 
the second quantitative (Nadkarni and Shenoy 2001, 2004). The qualitative expression is 
depicted as a directed acyclic graph (DAG), which consists of a set of variables (denoted 
by nodes) and relationships between the variables (denoted by arcs) (Salini and Kenett 
2009).
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The quantitative expression comprises probabilities of the variables. Figure  1 shows 
a Bayesian Network with three variables X, Y and Z. Variables X and Y are parents for 
variable Z, which indicates that Z is the dependent node. The probability for Z is a con-
ditional probability based on the probabilities of X and Y.
The probabilities in a Bayesian Network are simplified by the DAG structure of the BN, 
by applying directional separation (d-separation) (Pearl 1988) and a Markov property 
assumption (FV and Nielsen 2007; Johnson et al. 2010), so that the probability distribu-
tion of any variable is solely dependent on its parents. Thus, the probability distribution 
in a BN with n nodes (X1, . . . ,Xn) can be formulated as
where Pa(Xi) is the set of the probability distributions corresponding to the parents of 
node Xi (Heckerman et al. 1995; Johnson et al. 2010). For Fig. 1 the above equation can 
be written as
Model development approach
Here we describe our development approach for constructing Bayesian Network models 
from survey data in seven stages: identify the objective, develop the BN structure, for-
malise the structure of the model, quantify the model, interrogate the model, validate 
the model and communicate the results.
Stage I: identify the objective
From the available survey data identify one top level node, e.g., performance, cost, safety, 
etc. As discussed above, these are typically directly related to the business’s KPIs. One 
such objective becomes the top level node in the model. Without loss of generality, in 
this study we assume that there is one principal objective, hence one top level node 
(Customer satisfaction), although this node itself could comprise multiple sub-goals.
Stage II: develop the network structure
The development of the Bayesian Network’s structure requires identification of a set of 
factors that influence the objective(s), and the relationships between these factors. It also 
requires definition of the categories or states for each factor, as discussed above. This 
stage is thus divided into four sub-stages.
P(X1, . . . ,Xn) =
n∏
i=1
P(Xi|Pa(Xi))
P(Z) = P(Z|X ,Y ) ∗ P(X) ∗ P(Y ) .
Z 
Y X 
P(Z|X,Y) 
P(X) P(Y) 
Fig. 1 Example of a Bayesian Network (directed acyclic graph)
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Stage II(a): identify key factors Identify the key factors that affect the principal 
objective(s) defined in Stage  I. Key factors will become parent nodes of the top level 
node and will have further sub factors influencing them.
Stage II(b): identify remaining factors Identify the various factors influencing the key 
factors. This stage is applied repeatedly until the lowest level of factors is reached; these 
are not influenced by any other factors that are considered of interest to include in the 
model. Note that Stages II(a) and II(b) may be used interchangeably and achieved itera-
tively; for example, if at Stage II(b) there are several factors which can be combined to 
form a key factor, then this is included as per Stage II(a) after Stage II(b) is applied. The 
lowest level factors modelled by simple Conditional Probability Tables in a BN are simi-
lar to simple objects in Object Oriented Bayesian Networks (OOBNs) (Koller and Pfeffer 
1997) and the BN higher level factors with complex CPTs are similar to OOBN complex 
objects comprised of several simple objects.
Stage II(c): identify node states The possible probability states for each factor can be 
identified based on available data and expert opinion. A factor may have binary states 
such as “Yes” and “No”; or may have multiple states such as “High”, “Medium” and “Low”. 
For example, in Fig 1, nodes X, Y and Z may represent age, sex and satisfaction rating, 
with states “≤30  years” and “30+  years”, “Male” and “Female”, and “High” and “Low”, 
respectively. Note that binary classifications are used here for illustration; more states 
can be defined in practice.
Stage II(d): identify relationships The relationships (shown as arrows in BN models) 
between the various nodes (objective, key factors, remaining factors) are identified based 
on their influences on each other. Often the relationships can be identified from the data 
but domain experts should be consulted for confirmation.
Stage III: formalise the model structure
The model structure depends on how the factors are organized in the model. The model 
structure is identified based on the decision perspectives. Same factors can be modelled 
in different structures based on the decision analysis requirements. In some cases the 
model structure can be learnt from the data (Salini and Kenett 2009) but more often the 
appropriate model structure is determined by, or at least requires validation from, the 
decision maker (domain expert).
The Bayesian Network model structure is also dependent on the type of nodes involved 
in it. Three commonly used BN nodes are the Nature node, Utility node and Decision 
node (Ticehurst et al. 2007). The nature node describes possible states of a variable and 
the probability of each state. This type of node could be qualitative or quantitative (dis-
crete or continuous). A utility node is a continuous variable describing the desirability of 
the consequences of a set of outcomes. The decision node represents a controllable vari-
able providing choice to the decision maker (Robertson 2004).
The Object-Oriented variation of Bayesian Networks is suitable for modelling large 
complex domains (Uusitalo 2007). OOBNs provide a framework for modelling large 
complex data structures by simplifying the knowledge representation and facilitating 
reuse of nodes and network fragments (Johnson et al. 2010). OOBNs provide an ideal 
platform to apply the object oriented concept of modern software development (John-
son et al. 2010).
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The time variant nature of complex system structures can be modelled using a 
Dynamic Bayesian Network (DBN) which is an extension of a BN with additional capa-
bilities for representing temporal data as time slices (Murphy and Mian 1999; Johnson 
et al. 2010).
Stage IV: quantify the model
Bayesian Network model quantification involves defining and estimating the probability 
distributions for each factor. Since we are considering discretised factors, these distribu-
tions can be represented as marginal probability tables for the nodes with no parents 
(terminal nodes), and conditional probability tables (CPTs) for the nodes with parents. 
For convenience, we denote all probability tables as CPTs. In the following, we use the 
survey data where possible, although the probabilities could be modified to include other 
information, for example from other studies or based on expert judgement, if the survey 
data are not informative about the CPTs or where the other data sources are considered 
to be more reliable.
The CPTs can be estimated in a number of ways, using direct or indirect methods. We 
describe four such approaches here.
Stage IV(a): direct quantification of terminal nodes The Conditional Probability Table 
for a terminal node can be quantified by calculating the relevant proportions in the sur-
vey data. For example, referring to Fig. 1 and continuing the example in Stage II(c) above, 
the CPT for Y (gender) would be estimated by calculating the proportion of male and 
female respondents in the survey or, if the information is available, in the reference pop-
ulation. Again, it is beyond the scope of this paper to discuss sampling and estimation 
issues related to surveys; further detail can be found elsewhere (Cochran 1977; Scheaffer 
et al. 2011).
Stage IV(b): direct quantification of other nodes If the survey data are sufficiently rich 
in terms of interactions between questions and sample size, Conditional Probability 
Tables for other nodes can be estimated by cross-classification of relevant questions in 
the questionnaire. For example, returning to Fig. 1 and the running example, the CPT for 
Z (satisfaction) can be estimated by creating a 2× 2× 2 table of satisfaction responses 
(high/medium/low) by age (young/old) and gender (male/female). More generally, the 
probability of a combined state X = L,Y = L can be estimated by cross classification as
where n is the number of observations with X = L and Y = L, and N is the total number 
of observations.
Stage IV(c): indirect quantification of other nodes by simulation In more complex net-
works, it is often possible to estimate part of the Conditional Probability Table by cross-
classification but to have no data with which to estimate other cells. In this case, it may 
be possible to develop a statistical model that allows for simulation of the missing prob-
abilities, given the completed cells. For example, returning again to the running example 
associated with Fig.  1, suppose that three out of the four cells are known for the age 
by gender table; given the marginal probabilities for age and gender and making some 
assumptions about the interaction between the two factors, the missing cell could be 
estimated in this manner.
P(X = L,Y = L) ≈ n/N
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Stage IV(d): indirect quantification of other nodes by approximation If the number of 
parent factors for a node is large enough to make the Conditional Probability Table pro-
hibitive to calculate directly, or if for some other reason the missing data in the CPTs 
is too pervasive to enable estimation by simulation, then approximate methods may 
be used to complete the CPT. One such method is to ignore interactions and estimate 
the CPT using marginal probabilities only. In this case it is only necessary to know the 
ordering of the marginal probabilities and to obtain a set of weights representing the 
relative importance of each of the parent nodes. These weights can sometimes be calcu-
lated from the data, but can also be specified using other information such as ancillary 
reports, published literature or expert judgement.
Pursuing the running example, suppose that the survey data did not provide direct 
information about Z, but assume that it was known that the largest customer satisfaction 
scores are expected for the ‘old’ (X = 1) and ‘female’ (Y = 1) group, and lowest responses 
for ‘young’ (X = 0) and ‘male’ (Y = 0) group. Further, suppose that age was determined 
(by previous experience, say) to be twice as important as gender. Then the weights can 
be specified as (wX = 2,wY = 1) and the CPT for Z could be approximated by
where SZ, SX and SY  represent the states of Z, X and Y, respectively; I(X = SX ) equals 1 
if X is in the ‘old’ state and 0 otherwise; and I(Y = SY ) equal 1 if Y is in the ‘female’ state 
and 0 otherwise. This equation can be modified in an obvious manner for more than two 
parent nodes and for nodes with more than two states.
In practice it might be useful to add two terms, δ0 and δ1 to the above equation to allow 
respectively a non-zero probability for the worst-case scenario for Z (when all parent 
nodes are in their worst state) and a probability less than 1 for the best-case scenario for 
Z (when all parent nodes are in their best state). The values of δ0 and δ1 could again be 
elicited from experts, the literature or other studies where experts may need to validate 
the values.
Stage V: interrogate the Bayesian Network model
Once the Bayesian Network has been constructed and quantified, it can be interrogated 
for the purposes of obtaining results of interest and also for validation; see Stage  VI 
below. We describe here four examples of interrogation, recognising that other results 
and inspections may be of interest to the business analyst and manager.
Stage V(a): current status analysis Initial states of the model are recorded as a base 
line. This information is used for understanding the impacts of any change in the model 
by comparing it with the new state.
Stage V(b): sensitivity analysis The responsiveness of each node (variable) in the model 
is investigated through sensitivity analysis. This analysis is conducted by varying node 
probabilities in a systematic manner to reveal the trigger points.
Stage V(c): influence analysis The magnitudes of impacts of parent nodes on their 
respective child nodes are identified through an influence analysis. The analysis results 
can provide a better understanding of the most significant factors in a decision scenario.
P(Z = SZ |X = SX ,Y = SY ) = (wX ∗ I(X)+ wY ∗ I(Y ))/
∑
(wk)
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Stage V(d): scenario analysis The scenario analysis or “what-if” analysis is conducted 
by setting evidence for nodes. It helps in assessing the impacts of past changes that 
occurred in the model. Future plans can also be developed by assessing the impacts of 
simulated possible changes.
Stage VI: validate the Bayesian Network model
Having understood the model’s dynamics, the next step is to independently validate its 
correctness within the application domain using standard validation framework (Pitch-
forth and Mengersen 2013).
Stage VI(a): validate objective The model’s objective is often based on business objec-
tives defined by domain experts. In some cases the objective may be identified from 
empirical data but this still requires validation by experts. Importantly, the BN’s out-
comes should be reviewed in light of the objective, to ensure that the model is repre-
senting the objective adequately and providing outputs that are informative about the 
objective.
Stage VI(b): validate structure The model’s structure can be examined by domain 
experts to confirm that the model accurately represents the system of interest. In some 
cases the network and its sub-networks can be validated against other data or literature.
Stage VI(c): validate quantification The Conditional Probability Tables in the Bayesian 
Network model can be validated with the help of domain experts and compared with 
other summarised information or reports if available. The internal consistency of the 
CPTs can also be evaluated, for example by deleting some nodes and assessing the valid-
ity of the collapsed CPTs. If sufficient information is available, the reliability of the CPTs 
can be assessed using replicated sub-samples of the data.
Stage VI(d): validate results The results obtained in the interrogations performed in 
Stage V can also be validated by domain experts as well as by comparison with other 
analytical tools if available. As above, if sufficient data are available, cross validation can 
be performed by utilising sub-samples of the data as training and test datasets.
Stage VII: communicate Bayesian Network results
An important step of the Bayesian Network model development approach is to create 
the modes by which the BN results will be communicated to business managers and 
other stakeholders. Three such approaches are suggested here. First, the model itself can 
be used as an interactive software tool. There are now many software packages for devel-
oping a BN in this manner, including Genie (2015), BayesiaLab (2015), Netica (2015) and 
Hugin (2015). Second, general information templates can be constructed and then tai-
lored for specific situations. These templates may be in the form of a report containing 
the BN model, the CPTs, the analytic results, and the validations. Alternatively it may 
represent a more concise summary of the outcomes; one option is to create a form of 
‘management dashboard’ in which the performances of the key nodes can be depicted 
numerically and/or visually. For example, a traffic light colour coding system could 
be used, with red, orange and green indicating respectively poor, moderate and good 
performance. The general design of such a dashboard is shown in Fig. 2. Third, the BN 
model can be integrated into existing management tools already used by the business.
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Summary of the approach
Our Bayesian Network model development approach is an iterative process, as depicted 
in Fig. 3, which can be applied for developing models from survey data. Some surveys 
reveal the key objective of the survey but others keep their purpose hidden. The BN 
objective as per Stage I can be defined based on the objective shown on the survey but 
a domain expert should be consulted to find out if there are any other hidden decision 
objectives.
Key factors and subsequent factors and their relationships as per Stage II can be iden-
tified from the survey questionnaires and summarised reports. Often the survey ques-
tionnaires are well structured and questions are grouped into categories. A BN model 
can be structured based on such well structured questionnaires where key factors repre-
sent major question groups and lower level factors may represent multiple inner layers 
in each question group. A well structured questionnaire can also provide the BN model-
ler clear guidance for identifying relationships between factors as described in Stage IV. 
In particular the relationships between key factors and their sub factors are clearly evi-
dent in grouped questions. All the relationships between factors may not be identifiable 
from the survey structure alone, hence active involvement of domain experts is strongly 
suggested.
The survey structure often may help to define the initial BN structure as described 
in Stage III, but the decision perspective of the BN model needs to be clarified through 
expert involvement. In the case of survey-based BN modelling, the data quantification 
described in Stage IV is often based on the survey data. Relative weights for various fac-
tors can often be identified from survey data or summarised data. Unknown data may be 
quantified by simulation and approximation.
The BN model is then interrogated as described in Stage V. The interrogation is done 
in a systematic manner rather than arbitrarily. The survey structure and expert advise 
often helps to plan the interrogation planning to test the business requirements. The 
validation process as described in Stage VI is done based on the survey structure, data 
and expert consultation. This stage is executed throughout the whole BN development 
approach. Stage  VII encompasses the communications during the complete develop-
ment process.
Business objective
KPI 1 KPI 2 KPI 3 KPI n
Factor 1
Factor 2
Factor n
Factor 1
Factor 2
Factor n
Factor 1
Factor 2
Factor n
Factor 1
Factor 2
Factor n
Fig. 2 General model for a management dashboard
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Case study
As a concrete illustration of the new approach, here we describe a large-scale case study 
in which a Bayesian Network model was developed from survey data collected by a 
major public transport utility.
Fe
ed
ba
ck
 lo
op
Feedback loop
Stage I
Identify the objective
Stage II
Develop the BN structure
Stage III
Formalise the model structure
Stage IV
Quantify the model
Stage V
Interrogate the BN model
Stage II (a)
Identify key factors
Stage II (b)
Identify remaining factors
Stage II (c)
Identify node states
Stage II (d)
Identify relationships
Stage IV (a)
Direct quantification of terminal 
nodes
Stage IV (b)
Direct quantification of other 
nodes
Stage IV (c)
Indirect quantification of other 
nodes by simulation
Stage V (b)
Sensitivity analysis
Stage V (c)
Influence analysis
Stage V (d)
Scenario analysis
Stage V (a)
Current status analysis
Stage IV (d)
Indirect quantification of other 
nodes by approximation
Stage VI
Validate the BN model
Stage VI (b)
Validate structure
Stage VI (c)
Validate quantification
Stage VI (d)
Validate results
Stage VI (a)
Validate objective
Stage VII
Communicate BN results
Fig. 3 The Bayesian Network development approach
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Study objective
Queensland Rail is a large railway transport organisation in Australia which considers 
Customer Satisfaction as one of its most significant business Key Performance Indica-
tors. In order to gauge current customer satisfaction levels, Queensland Rail utilizes 
traditional questionnaire based survey methods. Although the surveys provide detailed 
information, they are rarely translated into a model and hence the inferential capability 
of the survey data is limited. For example, it is difficult to understand how individual 
factors affect overall customer satisfaction, make predictions about satisfaction levels, 
or analyse various cause and effect scenarios in order to plan customer service manage-
ment. Bayesian Network models can successfully meet these requirements.
Following Stage I of the development approach described above, the principal objec-
tive of this model was identified as the level of Customer Satisfaction among Queens-
land Rail’s customers, which translated into a top level node Customer Satisfaction in the 
Bayesian Network.
The data made available by Queensland Rail for the purpose of developing the model 
consisted of a questionnaire. Customers were asked about their experiences regard-
ing various attributes (factors) of customer service. These factors are currently divided 
into two levels (Table 1). The survey was conducted with a large number of passengers 
(1000+) travelling at peak and off peak times. The off peak time is defined as 9:00 am 
to 3:30 pm and after 7:00 pm until 2:00 am the following day on weekdays and all day 
on weekends and gazetted public holidays. All other times are considered as peak time. 
For each service factor, the customer responses were categorised as Positive, Neutral or 
Negative experiences.
Model development
As per Stage II(a), two key factors influencing the customer satisfaction level were iden-
tified, Journey Components and Holistic Components. Journey Components refers to 
the factors which have direct impact on the travel experience. Holistic Components are 
indirect factors about the organisation and environment that have significant impacts on 
customer satisfaction.
Following Stage II(b), the remaining factors relevant to the model were identified using 
Table 1 and a series of interviews of experts in Queensland Rail. The Journey Component 
was deemed to be influenced by four factors, (a) Carriage, (b) Station Facility, (c) Opera-
tion Information and (d)  Other. The Holistic Component has two influencing factors, 
(a) Service Factors and (b) Passenger Factors. A similar iterative process was applied to 
identify remaining lower level factors.
As per Stage II(c), each node was designed with three probability states, Positive, Neu-
tral and Negative. The definitions of these states differed for each factor and were deter-
mined in collaboration with Queensland Rail experts and in light of the available data.
Stage II(d) was then applied to establish the relationships between the factors in the 
model. The complete model with all the factors and their relationships is shown in Fig. 4.
Formalisation of model structure
We developed the model structure based on the decision perspectives. Examining the 
model shown in Fig. 4, node Station Facilities has two influencing factors, CBD Facilities 
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and ‘Suburban Facilities, each of which has three parent nodes, Station, Platform and 
Access to Station. The current structure is appropriate if the manager (decision maker) is 
interested in the status of current facilities in the city and suburban locations. However, 
if the manager requires knowledge about the current status of platforms, the station or 
access to the station, then this model will need to be restructured. A possible alternative 
model structure for Station Facilities in this style is shown in Fig. 5.
Software tool (Genie 2015) was used to develop the Bayesian Network models in 
this study. The nodes were first drawn based on the objective and factors identified in 
Stages  I, II(a) and II(b). Next the relationship arrows were drawn as per the relation-
ships identified in Stage  II(d). Once the relationships are established, Genie automati-
cally creates blank Conditional Probability Tables, which were then populated based on 
the information from Stage III(c).
Model quantification
Following Stage IV of the model development approach, we constructed the Conditional 
Probability Tables for each node and estimated the probabilities. For the nodes without 
Fig. 4 Customer Satisfaction relationships model
Fig. 5 Alternative model for Station Facilities
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parents (terminal nodes), the probability tables were quantified using the proportion of 
customers with Positive, Neutral and Negative satisfaction responses in the survey data; 
see Table 2. Weights for these nodes were determined as 0.52, 0.16 and 0.32; these were 
provided by Queensland Rail experts based on past analytical knowledge. The weights 
were used to approximate the Conditional Probability Table for the node CBD Facilities, 
as shown in Table 3. The CPTs for each of the nodes in the BN were calculated in a simi-
lar manner. The fully quantified model is shown in Fig. 6.
Model interrogation
We then tested the complete model in Fig. 6 by interrogating it.
Current status assessment Figure  6 shows the initial probability settings for all the 
nodes in the model. After propagating the probabilities through the BN, the top most 
node Customer Satisfaction has its positive/neutral/negative probabilities equal to 
0.31/0.56/0.14, and the two key nodes Journey Component and Holistic Component have 
respective positive/neutral/negative probabilities 0.32/0.52/0.16 and 0.30/0.60/0.10. In 
the model, the “neutral” state generally has higher probability in all nodes. According 
to experts in Queensland Rail, a “neutral” response generally means the service is at an 
acceptable level and reducing the probability of a “negative” score is their key focus.
Sensitivity analysis We conducted a sensitivity analysis comprised of repeated modifi-
cations of all of the CPTs in order to determine the relative influences of the changes on 
the key nodes in the BN. The analyses showed greatest sensitivity for the nodes Service 
Factors and Suburban Facilities.
Influence analysis An influence analysis for this model revealed the following:
1. The Journey Components node has a stronger influence on the Customer Satisfaction 
node than the Holistic Components node.
Fig. 6 Customer Satisfaction model with probability information
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2. The Station Facilities node has the strongest influence on the Journey Components 
node.
3. The Ticketing, Bus Connection and Affordability nodes have the strongest influ-
ences on their upper level nodes Operation Information, Other and Passenger Factors 
respectively.
Figure  9 in “Appendix” shows the results of influence analysis (thicker lines indicates 
stronger influence) on the Queensland Rail Bayesian Network.
Scenario analyses We conducted a series of analyses by changing values of the CPTs 
according to scenarios defined by Queensland Rail managers and observing the conse-
quent changes in probabilities in the model. Five such scenarios are presented below. 
Figure 7 shows the initial values for the three top level nodes; see Fig. 6 for the complete 
set of values for all the nodes.
Scenario 1: increased train frequency Assume that Queensland Rail has added a num-
ber of new trains to increase their frequency of operation and that with a new survey, 
there would be a significant increase in Positive responses for Frequency. We introduced 
the evidence for the node Frequency into the initial model as positive/neutral/negative 
equals 0.74/0.23/0.03. The observed changes in the top nodes Customer Satisfaction, 
Journey Components and Holistic Components as shown in Fig.  8a are 0.33/0.54/0.13, 
0.32/0.52/0.16 and 0.35/0.56/0.09, respectively. The result shows that the Journey Com-
ponent node was unaffected as the Frequency node does not have any influence on it. 
There were positive impacts on Holistic Components and Customer Service. Complete 
results for the model are provided in Fig. 10 in “Appendix”.
Scenario 2: fare increases Consider that due to a recent increase in travel costs afford-
ability has decreased, leading to a substantial increase in Negative responses for this 
component of the survey. The evidence for Affordability was set as positive/neutral/
negative equal 0.07/0.13/0.8. The observed changes in the top nodes Customer Satisfac-
tion, Journey Components and Holistic Components as shown in Fig. 8b are 0.3/0.53/0.17, 
0.32/0.52/0.16 and 0.27/0.52/0.21, respectively. The evidence shown significant Negative 
impacts on the Holistic Components node and moderate negative impacts on Customer 
Satisfaction. The result is complimentary to the Influence Analysis results (see Fig.  9 
in “Appendix”) which indicated affordability as a high impacting factor. Impacts of the 
change for the complete model are shown in Fig. 11.
Scenario 3: infrastructure improvements Assume that some significant improve-
ments were made to the suburban stations which has boosted customer satisfaction; 
31%
56%
13%
Customer Satisfaction
Positive
Neutral
Negative
32%
52%
16%
Journey Components
Positive
Neutral
Negative
30%
60%
10%
Holistic Components
Positive
Neutral
Negative
Fig. 7 Initial probability for top level nodes
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the probability for the Station Sub node is therefore set at positive/neutral/negative 
equals 0.8/0.16/0.04. The observed changes in the top nodes Customer Satisfaction, 
Journey Components and Holistic Components as shown in Fig.  8c are 0.33/0.54/0.13, 
0.34/0.51/0.15 and 0.3/0.6/0.1, respectively. The changes to Station Sub have produced 
small positive increases on Customer Satisfaction and Journey Components. This result 
highlights the fact that node Station Sub has less influence on higher level factors, as can 
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be verified from the Influence Analysis results shown in Fig. 9 in “Appendix”. The results 
for the complete model are shown in Fig. 12.
Scenario 4: improved infrastructure but decreased safety In this scenario we assume 
that several different factors have changed. Assume that passenger safety has deterio-
rated but that there are new upgrades to the CBD stations and the new ticketing sys-
tem has improved customer service. The evidence is thus set for Station CBD as 
positive/neutral/negative equals 0.86/0.14/0.0, Ticketing as 0.71/0.28/0.01 and Safety 
as 0.09/0.73/0.18. The observed changes in the top nodes Customer Satisfaction, Jour-
ney Components and Holistic Components as shown in Fig.  8d are 0.36/0.51/0.13, 
0.4/0.45/0.15 and 0.28/0.62/0.1, respectively. The result shows a significant posi-
tive increase on Journey Components and Customer Satisfaction but a slight decrease 
in Holistic Components. The results for the complete model are shown in Fig.  13 in 
“Appendix”.
Table 1 Customer service attributes considered in the survey
Attribute no. Level 1 attributes Level 2 attributes
1 Carriages Cleanliness, lack of wear and tear, entertainment, air-conditioning, 
feeling safe and at ease
2 Station—CBD Cleanliness, ease of Access, lighting, QR staff, greenery
3 Access to CBD station
4 Platform—suburban Condition of surface, shelter
5 Access to sub. station
6 Station—suburban
7 Ticketing
8 Platform—CBD
9 Signage and information
10 Bus connection
11 Entry onto train
12 Pre-trip information
13 Parking
14 Disembarking and exit
15 Efficiency of service
16 Services on time
17 Reliability
18 Frequency of service
19 Safe operation
20 Helpfulness of staff
21 Respect for passengers
22 Affordability
Table 2 Probabilities for Station CBD, Access to Station CBD, Platform CBD
Positive Neutral Negative
Station CBD 0.34 0.56 0.10
Access to station CBD 0.34 0.56 0.10
Platform CBD 0.34 0.56 0.10
Page 17 of 24Chakraborty et al. Decis. Anal.  (2016) 3:4 
Scenario 5: improving customer satisfaction Rather than changing low-level factors 
and seeing what the effect is, in this scenario we choose a target for a high-level fac-
tor and determine how to achieve it. Assume that the manager aims to increase posi-
tive responses for the business objective (top level node) Customer Satisfaction and 
would like to know what should be improved in order to achieve this aim. The target 
evidence for Customer Satisfaction is set to positive/neutral/negative equals 1/0/0 and 
the model is interrogated in an inverse manner. As shown in Fig. 8(e), the probabilities 
that would be required for the Journey Components and Holistic Components factors 
are 0.45/0.48/0.08 and 0.36/0.57/0.07, respectively. The results indicate that in order to 
achieve significant improvements with Customer Service, the Journey Components fac-
tor requires major improvements. This complements the results of he Influence Analysis 
where Journey Components was found to be more influential than Holistic Components. 
Results for the complete model can be viewed in Fig. 14 in “Appendix”.
Validation
In order to validate the model’s structure, we conducted a series of interviews with 
Queensland Rail experts in the Customer Service department. Confirmation was 
obtained that the factors (nodes) and their relationships represent the functional struc-
ture in the Queensland Rail Customer Service department. The Bayesian Network’s 
structure closely matched the structure of Queensland Rail’s survey questionnaire. 
Table 3 Conditional probability table for CBD Facilities
Station CBD Positive
Platform CBD Positive Neutral Negative
Access to station 
CBD
Positive Neutral Negative Posi-
tive
Neu-
tral
Nega-
tive
Posi-
tive
Neu-
tral
Nega-
tive
Positive 1 .6 .91 .8 .42 .63 .96 .5 .82
Neutral 0 .4 0 .2 .58 .28 0 .46 0
Negative 0 0 .09 0 0 .09 .04 .04 .18
 Station CBD Neutral
Platform CBD Positive Neutral Negative
Access to station 
CBD
Positive Neutral Negative Posi-
tive
Neu-
tral
Nega-
tive
Posi-
tive
Neu-
tral
Nega-
tive
Positive .4 .13 .18 .26 0 0 .3 0 0
Neutral .6 .87 .75 .74 1 .93 .67 .97 .88
Negative 0 0 .07 0 0 .07 .03 .03 .12
 Station CBD Negative
Platform CBD Positive Neutral Negative
Access to station 
CBD
Positive Neutral Negative Posi-
tive
Neu-
tral
Nega-
tive
Posi-
tive
Neu-
tral
Nega-
tive
Positive .79 .24 .47 .5 0 0 .67 0 0
Neutral 0 .57 0 .3 .82 .5 0 .72 0
Negative .21 .19 .53 .2 .18 .5 .33 .28 1
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Experience with the questionnaire by Queensland Rail experts further validates the 
appropriateness of the developed BN model.
The conditional probability tables represent the quantified model. CPTs were devel-
oped based on actual survey data currently used at Queensland Rail for performance 
evaluations. Expert confirmation was also obtained regarding the conformity of the 
model data with current practices at Queensland Rail.
The results of the BN analyses were validated using two different approaches: expert 
confirmation, and comparison with an existing tool. Experts with many years of expe-
rience in Queensland Rail’s Customer Service department confirmed that the Sensitiv-
ity Analysis and Influence Analysis results were as they expected. The Scenario Analysis 
results were also confirmed to be within the expert’s expected ranges. A spreadsheet-
based tool is currently being used to calculate overall Customer Satisfaction at Queens-
land Rail. The results obtained from our new BN model were similar to that of the 
current tool but provided more detailed information. In general, our model was found to 
meet the customer satisfaction analysis requirements at Queensland Rail.
Information communication
We communicated the results of this study to Queensland Rail as a software tool devel-
oped using (Genie 2015). The tool showed interactive features of the model and gave 
Queensland Rail managers an opportunity to use the models in practice. A detailed 
report was also provided explaining the model’s development process along with vari-
ous analysis results. Throughout the various model development stages information was 
freely exchanged between Queensland Rail stakeholders and the researchers.
Conclusion
The innovation of this paper is the formalisation and presentation of a general approach 
for developing Bayesian Network models based on survey data and expert opinion. The 
approach will provide practical guidance to both researchers and industry practition-
ers in developing BN complex system models. The resulting models allow the factors 
influencing enterprise-level Key Performance Indicators to be understood, analysed and 
compared on a uniform measurement scale. The public transport case study described 
herein demonstrates that the approach can be applied to large-scale business operations.
The survey data based models produced by our approach can be used by managers 
as a powerful decision support aid. For example, the high impact factors in a Bayesian 
Network can be identified using an influence analysis; sensitivity and influence analyses 
can help in understanding the responsiveness of BN nodes; and scenario analyses can 
provide the capacity for deeper understanding of potential responses of the system of 
interest to changes in the business environment.
For the Queensland Rail case study, through scenarios  1, 2 and  3 we demonstrated 
the effects on the generated Bayesian model when a single factor is changed. The results 
showed that any probability change in a particular node will affect all the subsequent 
child nodes but other parallel nodes and their child nodes will remain unaffected. In sce-
nario 4 we showed the model’s capabilities in analysing changes in multiple nodes. This 
analytical capacity makes BN models a powerful tool for decision support. A manager 
can use such a tool in two ways:
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(a) As a planning tool, whereby the manager can create hypothetical scenarios and sim-
ulate the outcomes before finalising an action plan. This will provide the manager 
with quantitative and visual comparisons between decision options.
(b) As a performance management tool, whereby the manager evaluates the changes in 
the overall performance based on completed actions. This provides the manager with 
the capacity to compare planned and achieved goals.
Through scenario 5 we then demonstrated the versatile usage of BN models in decision 
support. With the inverse interrogation capacity, the manager has the opportunity to set 
the business goals to be achieved, based on business constraints such as time, cost, etc. 
The model can then be investigated to identify the most fruitful areas for improvement 
in order to achieve the predefined business goals.
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Appendix
Fullsize figures for the complete model. See Figs. 9, 10, 11, 12, 13 and 14.     
Fig. 9 Influence analysis with initial model
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Fig. 10 Scenario analysis results for scenario 1
Fig. 11 Scenario analysis results for scenario 2
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Fig. 12 Scenario analysis results for scenario 3
Fig. 13 Scenario analysis results for scenario 4
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