Abstract -A method for efficient numerical calculation of the frequency-dependent diffusion coefficient of random walks on disordered structures is presented. The method relies on solving the linear system of equations for probability currents in the frequency domain; consequently, the noise associated with traditional Monte Carlo simulation is avoided, and systems with extremely long relaxation times can be studied. Results are reported for two models on the square lattice: i) the random site-energy model and ii) a random walk at the percolation threshold for site percolation.
Introduction. -Random walks on disordered structures have been the subject of intense study (see, e.g., refs. [1] [2] [3] ), with applications ranging from systems where particles perform random walks in real space (e.g., AC conduction in disordered non-metals [4] [5] [6] [7] [8] ) to cases where the entire system is represented by a single point performing a random walk in configuration space (e.g., protein-folding [9, 10] and viscous liquids close to the glass transition [11] [12] [13] [14] ).
In the present letter we consider random walks in models with a finite number of states. Such a model can be considered as a network, with vertices representing states and links representing possible transitions between states. The dynamics is described by a so-called master equation [15] . The Green's function P ij (t) denotes the probability that the system is in state i at time t, given that it was in state j at time 0. The time development of P ij (t) is given by the master equation
Here H ik is the rate of transitions from state k to state i ( = k). Conservation of probability is ensured by requiring:
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The transition rates are often "quenched" random variables. In some cases (e.g., conduction in disordered solids) this reflects a real disorder in the system, in other cases (e.g., protein dynamics or viscous liquid dynamics) the randomness represents complexity. The rationale for the latter procedure has been beautifully summarized by Wolynes [16] : Some phenomena occurring in a specific complex system are typical of those that occur in most systems chosen randomly out of an ensemble of possible systems. If this is so, the study of random systems tells us what to expect for particular complex systems.
Simulations of random walks are usually performed by Monte Carlo algorithms, see e.g. [17] . Briefly, the idea is the following. Suppose the system is in state k. From this state, jumps to any state i with H ik = 0 are possible. By suitable use of random numbers (hence the Monte Carlo name) it is possible to ensure that the "end"-state i is chosen with a probability proportional to H ik . The average "waiting time" at state k is −1/H kk . In this way, a "time-path" of states is generated from which any dynamical quantity (e.g., a time auto-correlation function) is easily evaluated.
In many cases Monte Carlo dynamics work well. Of course, the dynamics are inherently noisy, but ensembleand/or time-averaging reduces this noise. A more serious problem arises if the transition rates vary wildly, covering 10, 20 or more decades. In this case, the unlikely transitions 30002-p1 in practice never take place during a simulation. If some of these unlikely transitions are crucial for the long-time dynamics (i.e., the system is characterized by extremely long relaxation times), even accelerated Monte Carlo methods [18] [19] [20] become inefficient; the system appears "glassy" because it is trapped in some particular region of configuration space on the time scale of the simulation.
The numerical master equation approach. -In the numerical master equation approach, dynamical properties are calculated by solving the master equation exactly, i.e., dynamics of systems with arbitrarily long relaxation times can be studied, and the noise associated with Monte Carlo methods is avoided. The method is briefly reviewed in the following. Let P(s) denote the Laplace transform of the matrix P(t) (with s = iω being the Laplace frequency):
The Laplace transform of the master equation (eq. (1)) is then given by (with I being the identity matrix):
Solving for P(s), we get
Now let e and f be column vectors containing the values of two physical properties, E and F , defined for the states of the model, i.e., e i is the value of E in state i. The equilibrium time correlation function φ EF (t) ≡ E(t)F (0) can then be expressed as (where P eq is the diagonal matrix with (P eq ) jj equal to the equilibrium probability of state j, and the superscript T denoting the transpose):
Taking the Laplace transform, it is found that the Laplace transform of the correlation function can be calculated numerically by φ EF (s) = e T x, where x is the solution to the matrix equation
In many applications each state is only directly connected to a small number of other states (for a lattice this is simply the coordination number). Consequently, the matrix (s − H) is sparse (few elements are non-zero) -a fact utilized when solving the equation numerically. An example of a dynamic property that can be effectively calculated by the method described above is the frequency-dependent isochoric heat capacity, C v (s), which via the fluctuation-dissipation theorem [21, 22] can be expressed in terms of the energy auto-correlation function, φ EE (t) ≡ E(t)E(0) [13] :
At zero frequency, s = 0, Einstein's fluctuation formula is recovered:
. At higher frequencies the (real part of the) heat capacity will decrease, if there are parts of the system not able to respond on the time scale being probed.
The frequency-dependent diffusion coefficient. -The frequency-dependent diffusion coefficient is defined [23] by (where ∆x 2 (t) is the mean-square displacement along a particular direction):
Note that if the system is diffusive, ∆x 2 (t) = 2Dt, the frequency-dependent diffusion coefficient reduces to the normal diffusion constant: D(s) = D. If the system consists of non-interacting particles, the frequencydependent conductivity, σ(s), is related to D(s) by the generalized Einstein relation [23] : σ(s) = e 2 nβD(s), where e is the charge of the particles, n their density, and β ≡ (k B T ) −1 . Equation (7) cannot be expressed in the form of the Laplace transform of eq. (4), which means that the method described in the previous section cannot be applied. Instead, eq. (7) could be evaluated by calculating P(s) from eq. (3), and summing the contributions from all pairs of states. Unfortunately, P(s) is a dense matrix (few elements are zero), so this method is only feasible for small systems. Furthermore, this method cannot give a diffusive regime (D(s) approaching a positive constant for s → 0) even with periodic boundary conditions applied: The minimum image convention would be needed 1 , and thus the calculated mean-square displacement cannot be proportional to t at long times. These problems are partly circumvented in the so-called ACMA method, but at the expense of using the artificial "perfect electrode" boundary condition [24] .
An alternative to eq. (7) is to calculate D(s) from the velocity auto-correlation function [23] :
where v x (t) is the velocity in the (arbitrarily chosen) x -direction. Applying the master equation approach to eq. (8) is, however, not straightforward since the velocity is not associated with the states, but rather with links connecting pairs of states with non-zero transition rates; v x (t) = α i ∆x α δ(t − t α i ), where t α i is the time of the i-th jump over link α and ∆x α is the associated change in x. The δ-functions used to describe the velocities are symmetric around zero, and L{δ(t)} = 1/2. In general, we define G to be a link property, if it takes on the value g α δ(t − t ) if the system at time t makes a transition via link α.
A new numerical method. -In the following we derive a method for calculating the Laplace transform of the equilibrium correlation function between two link properties G and H:
The method is derived on a general network consisting of N states and M directional links, each connecting a pair of states, with no assumptions made about the structure of the network (see fig. 1 for a sample network). The links are defined to be directional; in the example in fig. 1 particles can jump from state "1" to state "2" via link "1", but not in the opposite direction -for that a separate link would be needed. The derivation is given in two stages; In the first stage the existence of an equilibrium state is assumed, in the second stage detailed balance
The structure of the network is defined by two (N × M ) matrices B + and B − (in the following, matrix elements for which no value is explicitly specified have the value zero, i.e., the matrices are sparse):
• B + jα = 1 if link α leads away from state j.
• B − jα = 1 if link α leads into state j.
B ≡ B
− − B + is the "incidence matrix", see e.g. [25] . We further define two (M × M ) diagonal matrices:
• Γ αα = the transition rate of link α,
• (Γ eq ) αα = the probability current over link α in equilibrium, i.e. (Γ eq ) αα = Γ αα (P eq ) jj if B + jα = 1.
The last statement can be expressed as
We now define an (M × N ) matrix J(t), containing the conditional probability currents, i.e., J αj (t) is the probability current over link α at time t, given that the system was in state j at time t = 0. Clearly, J(t) is given by J(t) = ΓB + T P(t).
Expressing conservation of probability, we can write:
Combining this with the time derivative of eq. (11), we get:
Taking the Laplace transform gives us a matrix equation for J(s) ≡ L{J(t)}: We proceed to express the correlation function φ GH (t) in terms of J(t). The expression for φ GH (t) contains two terms: i) a term describing the contribution from two different transitions, one transition at time 0 and one transition at time t, and ii) a term describing the contribution to φ GH (t = 0) from the transition at time 0 by itself ((J(t)B − ) αβ is the rate of transitions over link α at time t, given there was a transition via link β at time zero):
Taking the Laplace transform we get
This concludes the first stage of the derivation; combining eqs. (13) and (14) φ GH (s) can be calculated.
We proceed with the second stage of the derivation where detailed balance is assumed. We consider the system as having 2M directional links; link γ = α + M (1 α M ) connects the same states as link α but in the opposite direction, i.e., detailed balance can be expressed as (Γ eq ) γγ = (Γ eq ) αα . The problem can now be solved by making the following substitutions expressed as block matrices:
Applying these substitutions to eq. (14) we get (defining ∆J(s) ≡ J + (s) − J − (s)):
Applying the substitutions to eq. (13) we get two matrix equations:
Subtracting eq. (21) from eq. (20) we get an equation for ∆J(s) (defining
Solving for ∆J(s) and substituting this into eq. (19), while expanding I = (s − KB) −1 (s − KB), we get
Applying the substitutions (eqs. (15) and (16)) to eq. (10) it is straightforward to show that Γ −1
eq , and thus
This concludes the derivation of the method. The matrix M(s) = sΓ
eq B is symmetric and sparse (M αβ is only non-zero if links α and β connects to the same state), furthermore for real s > 0 it is positive definite -attributes utilized when solving eq. (23) numerically.
We note that the method can be used to compute different dynamic properties at the same time. In particular, take the link property G to be the time derivative of a state-defined property, G =Ė. It is then straightforward to show (see, e.g., [26] ) that
Taking the Laplace transform and utilizing Ė E = 0, we get
This means, e.g., that if we are using the method to calculate D(s) from eq. (8) by factorising the sparse matrix M(s), then to also calculate the frequencydependent heat capacity using eq. (6) and eq. (24) [C v (s) = φĖĖ(s)/(sk B T
2 )] simply amounts to solving for one more right-hand side, which is a neglible amount of extra work.
Applications. -We turn now to the first of two applications to illustrate the method 2 , the random siteenergy model [27, 28] , where independent particles undergo thermally activated hopping between nearest-neighbor lattice sites with random energies. We present results from simulations using Metropolis transition rates, on a 512 × 512 square lattice with periodic boundary conditions, using the box distribution for site energies, p(E) = 1, 0 E 1. Figure 2(a) shows the real part of D(ω), calculated with the method described above 3 . The results are similar to 2 For both models eq. (23) was solved using Matlab 6.5 on a standard PC (2.26 GHz Pentium 4).
3 Using LU decomposition a frequency scan (35 frequencies) takes 216 minutes and uses 1.0 GB RAM for L = 512. CPU time scales as L 3.4 , and memory consumption as L 2.0 . At low temperatures the efficiency can be improved by removing states with so high energy that they are irrelevant for the dynamics (not done in the present work). Random barrier model what is found for the random barrier model 4 [7, 8, 29] ; D(ω) is constant at high frequencies corresponding to time scales so short that only one transition can occur, and at low frequencies where the system is diffusive. Note that the dynamic range of the results is more than 14 decades -far more than what can be achieved with standard Monte Carlo methods. In fig. 2(b) the data is scaled as indicated, demonstrating collapse onto a master curve. This master curve have a slightly weaker frequency dependence than the master curve of the random barrier model. Interestingly, this is in contrast to the random site-energy model with Fermi statistics and variable range hopping, which is reported to have the same master curve as the random barrier model [30] . Figure 3(b) shows the imaginary part of the frequencydependent heat capacity, C (ω), which has a "loss peak" that moves to lower frequencies with decreasing temperature, as expected (see e.g., [13] ). Interestingly, while D(ω) can be scaled onto a master curve ( fig. 2(b) ), this is not the case for C(ω); the peaks become broader and broader as temperature is decreased. This is clearly seen in fig. 3(b) where the apparent power law exponent of C (ω) is plotted.
Next, we consider site percolation on an L × L square lattice, at the percolation threshold, p c = 0.592746 [3, 31] . An ensemble of non-interacting particles performing random walks on the marked sites of the lattice ("blind ants") will in the limit L → ∞ exhibit anomalous diffusion [3, 31, 32] ; ∆x
2 ). Using eq. (7), this corresponds to D(s) ∝ s γ , γ = 1 − 2k. The Alexander-Orbach (AO) conjecture predicts k = γ = 1/3, a prediction that (in contrast to other AO predictions) in the past has been found to be consistent with numerical tests (see [3] for a discusion). The latest results from Monte Carlo simulations [33] gives k = 1/3.044 = 0.3285, in disagreement with the AO prediction, but with no explicit error estimate given.
In fig. 4 (a) we plot D(s) as a function 5 of the real Laplace frequency, s. The data is averaged separately over percolating and non-percolating samples, respectively (x-and y-directions are treated independently). Percolating samples have a diffusive regime, D(s → 0) = D 0 . The expected size dependence is D 0 ∝ L −t/ν , with t/ν = 0.9825 ± 0.0008 [34] . In reasonable agreement with this we find t/ν = 0.975 ± 0.006. For non-percolating samples ∆x 2 (t → ∞) approaches a constant, so D(s → 0) = sR 2 . The expected behavior is R 2 ∝ L κ/ν with κ/ν = 1.896 [3, 31] , consistent with our finding κ/ν = 1.90 ± 0.02. The inset in fig. 4 (a) shows D(s) scaled onto master curves.
In fig. 4 (b) we plot the apparent power law exponent, γ(s) ≡ d ln(D(s))/d ln(s) (calculated without taking finite 30002-p5 differences 6 ). For the percolating samples, γ(s) passes through a maximum at s = s x , while for non-percolating samples there is an inflexion point at s = s x . In both cases, the increase in L causes γ(s) to become less frequency dependent around s x , thus indicating an approach to a true power law. γ(s x ) is plotted as a function of D(s x ) in fig. 4(c) . The indicated linear extrapolations to D(s x ) = 0 (and thus L = ∞) lead to the estimate γ = 0.344 ± 0.002 corresponding to k = 0.328 ± 0.001, consistent with [33] . In particular, the finite-size scaling presented in figs. 4(b) and (c) clearly disproves the AO conjecture, k = γ = 1/3.
Conclusion. -A new numerical method for studying random walks on disordered structures has been presented. The computational cost of the method depends on the size and structure of the network representing the model. The random site-energy model is a good example of a model where the method is efficient; at low-temperatures transition rates vary over many orders of magnitude and Monte Carlo methods will be inefficient. In contrast, the percolation model has only one non-zero transition rate and the frequency dependence of D(s) comes from the fractal structure of the network. In this case the advantage of the method is its ability to get the full dynamics with a single method, as well as avoiding the noise associated with Monte Carlo methods (error bars in fig. 4 indicate sample-to-sample fluctuations). * * *
