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In the path integral formulation of the evolution of an open quantum system coupled to a Gaussian, non-
interacting environment, the dynamical contribution of the latter is encoded in an object called the influence
functional. Here, we relate the influence functional to the process tensor – a more general representation of a
quantum stochastic process – describing the evolution. We then use this connection to motivate a tensor network
algorithm for the simulation of multi-time correlations in open systems, building on recent work where the influ-
ence functional is represented in terms of time evolving matrix product operators. By exploiting the symmetries
of the influence functional, we are able to use our algorithm to achieve orders-of-magnitude improvement in
the efficiency of the resulting numerical simulation. Our improved algorithm is then applied to compute exact
phonon emission spectra for the spin-boson model with strong coupling, demonstrating a significant divergence
from spectra derived under commonly used assumptions of memorylessness.
Introduction. – All nanoscale quantum systems are open,
meaning they inevitably interact with their environments, ex-
changing energy and generating correlations. If the system
and its environment remain approximately uncorrelated, then
the reduced system dynamics is well described by a Marko-
vian model [1–3]. However, in physical systems such as pho-
tosynthetic complexes, nanoscale lasers and quantum thermal
machines [4–6], the need to go beyond a Markovian descrip-
tion has long been recognized, and techniques accounting for
non-Markovian physics have been developed, with greater or
lesser breadth of applicability. Analytical methods involving
time-local equations of motion exist, but tend to be highly
restricted to specific parameter regimes [7–9]. Exact simula-
tion often requires numerical methods, e.g. discrete path inte-
grals [10–14], time non-local memory kernels [15–21], hier-
archical equations of motion [22, 23] and others [17, 24–26].
Overall these methods tend to scale unfavourably with both
the simulation time and the system size [27], making them in-
applicable to important processes involving large complexes
or when long time dynamics is important.
Recently, tensor network methods have been applied to
the simulation [28–31] and characterization [32, 33] of open
quantum dynamics. Physically, these methods incorporate
the fact that typical open quantum systems are only finitely
correlated with their environments, massively reducing their
description [34]. In particular, Strathearn et al. [35] reformu-
lated the discrete path integral for open systems with Gaus-
sian environments in terms of matrix product operators; the
resulting time-evolving matrix product operator (TEMPO) al-
gorithm is numerically exact and has an efficiency compa-
rable to other state of the art methods. By effectively only
considering the most important non-Markovian contributions
to the dynamics, the algorithm circumvents the exponential
memory scaling of the bare path integral representation, in a
similar spirit to earlier path-filtering techniques [36–38]. Mo-
tivated by this success, it is natural to ask if tensor network
methods can be efficiently generalized from the simulation of
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reduced system density operators, to the simulation of general
non-Markovian processes and multi-time correlations, which
typically require many realizations of the dynamics to char-
acterize.
In this Letter, we propose such a generalization, by making
a formal connection between the path integral structure and
the recently developed process tensor framework for charac-
terizing general non-Markovian quantum processes [32]. We
then use this to argue for an alternative formulation of the
TEMPO algorithm, where we exploit the symmetry of the
underlying tensor network to better account for the causal
structure inherent in the dynamics. This not only allows us
to efficiently compute multi-time correlation functions – the
simulation need only run once to extract all multi-time ob-
servable properties – but also opens the door to the simula-
tion of more general models. Our alternative formulation is
demonstrated to significantly improve the efficiency of the
method, which we use to straightforwardly compute non-
Markovian emission spectra for the spin-boson model, be-
yond the point where the commonly used quantum regression
theorem breaks down [39].
Process tensor framework. – We consider stationary uni-
tary dynamics of the system S we are interested in along with
its environment E, and suppose the system is transformed by
superoperators Aj at the discrete times {tk−1, ..., t0}, which
we take to be at evenly spaced intervals of δt = tj − tj−1. In
an experiment, these superoperators could correspond to ac-
tual interventions on the system as it evolves, i.e. unitary rota-
tions, measurements etc., in which case they are completely-
positive and, if the interventions are not conditional on a par-
ticular measurement outcome, trace preserving. Otherwise,
the set {Aj} could represent more abstract transformations
useful in the computation of physical quantities such as op-
erator expectation values or emission spectra. The reduced,
and potentially subnormalized, state of the system at time tk
is given by
ρk({Aj}) = trE {UδtAk−1 ... UδtA0 [χ0]} , (1)
where Uδt is a superoperator representation of the unitary
evolution of duration δt, i.e. Uδt[ρ] = UδtρU†δt, with Uδt a
unitary matrix, and χ0 is the initial system-environment state.
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2Figure 1. (Color online) (a) An arbitrary process with interventions
can be represented as a matrix product form tensor network, the pro-
cess tensor (upper row), that contracts with a filter function consist-
ing of a sequence of superoperators (lower row). This makes it pos-
sible to separate implemented control operations from the underly-
ing uncontrolled process. (b) In the infinitesimal time step limit, the
uncontrolled process can be further decomposed into free evolution
of the system (middle row) and a generalized influence functional
capturing the influence of the environment.
The inclusion of intermediate transformations makes it possi-
ble for us to consider a much broader class of physical proper-
ties than free evolution of the density operator (corresponding
to Aj = I the identity superoperator ∀j) would allow.
Since the state at time tk in Eq. (1) is linearly related to
each of the set of superoperators {Aj} it can be written as a
linear function of the tensor product of their Choi state rep-
resentations Ak−1:0 = Ak−1 ⊗ · · · ⊗ A1 ⊗ A0, with Aj :=∑
srAj [|s〉〈r|] ⊗ |s〉〈r| obtained via the Choi-Jamiołkowski
isomorphism [40–42]; here, {|s〉} forms an orthonormal ba-
sis for S. Specifically, ρk({Aj}) = trk−1:0{Υk:0(1k ⊗
ATk−1:0)}, with the trace over all subsystems on which Ak−1:0
acts. As we detail explicitly in Appendix A,
Υk:0 =
∑
~s′,~r′,~s,~r
tr
{
U (s′k,r′k,sk−1,rk−1)δt . . . U (s
′
1,r
′
1,s0,r0)
δt
[
χ
(r′0,s
′
0)
0
]}
× |s′ksk−1 . . . s′1s0s′0〉〈r′krk−1 . . . r′1r0r′0| , (2)
with environment superoperators U (s′,r′,s,r)δt [ρE ] =
〈s′|Uδt(|s〉〈r| ⊗ ρE)U†δt |r′〉 and operators χ(r
′,s′)
0 =
〈r′|χ0 |s′〉, is the Choi representation of the process ten-
sor [32], a many-body operator (on 2k + 1 copies of S)
containing all information about the system’s evolution
that is independent of the transformations {Aj}. Correla-
tions between subsystems of Υk:0 correspond to temporal
correlations between observables, and a representation in
terms of process tensors has been shown to consistently
generalize stochastic processes, and related notions such
as the Markov property and Markov order, to the quantum
case [43–46]. The process tensor is illustrated graphically
in Fig. 1, and can be thought of simply as a sequence of
correlated maps on the system [47]. Unlike in a conventional
open quantum systems picture, where density operators are
mapped to density operators, this operational formulation
stresses that the proper input to a quantum process is the set
of interventions Ak−1:0, and that the intermediate dynamics,
and the initial state, are features of the process itself.
Gaussian influence functional. – Here, we consider the
specific structure of the process tensor for systems interacting
with Gaussian environments, where the system-environment
Hamiltonian and initial state depend at most quadratically on
environment creation and annihilation operators. For con-
creteness, we focus on spin-boson type models, but our re-
sults would extend to fermionic baths as well [48]. Work-
ing in natural units (~ = kB = 1), we consider a spin
system, with Hilbert space dimension d, interacting linearly
with a bath of harmonic oscillators described by the Hamil-
tonian H = H0 + HB . Here, H0 describes the free spin
system and the full bath influence is collected in HB =
sˆ
∑
n
(
gnaˆn + g
∗
naˆ
†
n
)
+
∑
n ωnaˆ
†
naˆn. A bath mode n has
energy ωn, and is created (annihilated) by the bosonic op-
erator aˆ†n (aˆn). The system operator sˆ interacts with the
bath with coupling constants gn. Additional linear interac-
tion terms to different system operators could be included, as
long as all these system operators commute. For simplicity,
we take the initial state to be product, such that χ0 = ρ0⊗τβ ,
with the environment initially described by a thermal state
τβ = exp
[−β∑ωna†nan] /Z at inverse temperature β,
where Z = tr{exp [−β∑ωna†nan]}. This choice is not es-
sential, and other, possibly correlated, Gaussian initial states
of the environment could be considered.
In the limit that the time difference δt is small, the gen-
erated unitary dynamics can be approximately separated
into contributions arising from H0 and HB as Uδt '
V1/2δt WδtV1/2δt , where Vδt describes the free dynamics of
S and Wδt describes the environment influence. The dis-
crepancy between the approximate unitary maps and the ac-
tual ones vanishes as O(δt3) for this symmetric decomposi-
tion [49]. Note that the approximate model does not break
unitarity, and so corresponds to a valid physical process inde-
pendently of step size. Moreover, since the Hamiltonian only
contains a single interaction term, the interaction unitary pre-
serves the eigenbasis of the corresponding system operator
sˆ =
∑
s λs |s〉〈s|: 〈s′|Wδt[|s〉〈r|] |r′〉 = δss′δrr′W(s,r)δt . To-
gether with the decomposition of unitary maps, this allows us
to write the approximate process tensor Choi state as
Υ˜k:0 =
(
V1/2δt ⊗ V∗δt1/2
)⊗k
[Fk:0]⊗ ρ0 , (3)
where Fk:0 is an operator representation of the discretized
Feynman-Vernon influence functional [50] encoding environ-
ment induced correlations
Fk:0 =
∑
~s,~r
trE
{
W(sk,rk)δt . . .W(s1,r1)δt [τβ ]
}
× |sksk . . . s1s1〉〈rkrk . . . r1r1| .
(4)
For Gaussian environments, the bath degrees of freedom
can be traced over analytically using standard path integral
techniques [10, 11, 14, 51]. In this case, introducing the d2
compound indices α = (s, r), an element of the influence
functional Fαk...α1k:0 := 〈sksk . . . s1s1| Fk:0 |rkrk . . . r1r1〉
3Figure 2. (Color online) Tensor network representation of the influ-
ence functional on five time steps, with nodes representing influence
tensors and labelled by time step separation. Before contraction,
indices are constrained to be equal along rows and columns in the
network; the open boundary can therefore be shifted to any tensor
in the same column (panels (a) and (b)) or row (panels (c) and (d)).
(a) With the non-local boundary choice of Ref. [35], the free indices
are attached to influence tensors encoding memory effects over all
different time-scales. (b) The full network is contracted iteratively
from below, row by row, down to a boundary MPO, with the full in-
fluence functional changing at each step. (c) With the local boundary
choice, the free indices are always attached to the time-local influ-
ence tensors. (d) Contraction proceeds as indicated, with the causal
influence of each open leg sequentially incorporated into the wider
network. The influence functional on an open leg is fixed once the
corresponding layer has been contracted over.
can be decomposed as
Fαk...α1k:0 =
k∏
i=1
i∏
j=1
[
b(i−j)
]αiαj
, (5)
where b(i−j) is called an influence tensor; the exact form,
which can often be approximated by an analytic func-
tion [52], is given in Appendices B and C along with a full
derivation of Eqs. (4) and (5). The influence tensors con-
nect the dynamics around time step i with that around step
j, quantifying the temporal correlations mediated by the en-
vironment between those two points; that is, they describe
memory effects. Since the Hamiltonian is time-independent,
the individual tensors [bl] depend only on the temporal sepa-
ration lδt, simplifying the potential complexity considerably.
However, since the influence functional is a k index tensor, it
is still potentially exponentially complex; we now show how
viewing Eq. (5) as a tensor network can make its calculation
more tractable.
Tensor network simulation. – In many cases, the environ-
ment interaction produces only finite length correlations in
Fk:0, a fact used by the authors of Ref. [35] to circumvent the
exponential complexity growth by representing it efficiently
in terms of matrix product operators (MPOs) [53]. To in-
troduce this representation we first extend our two-index in-
fluence tensors into three-index tensors as
[
b(i−j)
]γαi
αj :=
δγαj
[
b(i−j)
]αi
αj , where by convention an upper and a lower
repeated index in a product of tensors is summed over (other-
wise, tensor elements differing only through raising or lower-
ing are treated as equal). In terms of these, we then define the
non-local time-evolving MPOs
Fαk...α1k:0 =
k∏
i=1
[b0]
αi
β1
i−2∏
j=1
[bj ]
βj αi−j
βj+1
[bi−1]
βi−1α1
=
k∏
i=1
,
(6)
where the outgoing (ingoing) arrows in the graphical repre-
sentation indicate upper (lower) indices, and lines running
through a given row or column are fixed to have the same
index through Kronecker deltas. At the right boundary of the
tensors shown in the second line of Eq. (6), we end up with a
redundant lower index which we can trace over, while at the
left boundary we impose that the two upper indices be equal.
The full influence functional can then be constructed by it-
eratively multiplying such MPOs. If we label the individual
MPOs in the product by Gαi...α1 , then we can express the
iterative multiplication as
Fαk...α1k:0 = Gαkαk−1...α1βk−1...β1 F
βk−1...β1
k−1:0 , (7)
with Gαkαk−1...α1βk−1...β1 := Gαk...α1δ
αk−1
βk−1 ...δ
α1
β1
; this is represented
graphically by the two-dimensional tensor network shown in
Fig. 2a. Conceptually the use of time-evolving MPOs, allows
the state of the system to be propagated by updating indices
to encode memory effects from the past process. This type
of propagation is analogous to a description in terms of a
time non-local memory kernel, since the open legs are con-
nected to tensors describing the influence of the state at vari-
ous points in its history [54].
A key insight of this paper is that the decomposition of
the influence functional into MPOs is not unique. Kronecker
deltas implicit in Eqs. (6) and (7) mean that the open leg in a
given row or column in Fig. 2 could be shifted to any tensor in
that same row or column. In particular, the causal structure of
the process tensor motivates an alternative definition in terms
of local time-evolving MPOs
Fαk...α1k:0 =
k∏
i=1
[bk−i]
αk
βk−i
k−i−1∏
j=1
[bj ]
βj+1 αj+1
βj
[b0]
β1αi
=
k∏
i=1
,
(8)
where now we end up with a redundant index at the left
boundary, which we trace over, and at the right boundary we
impose the condition that the lower index must equal αi. As
with the non-local propagators, the full influence functional
is constructed iteratively by locally contracting MPOs. La-
belling the individual MPOs in the product by Cαk...αi , the
iterative multiplication can be expressed as (for i ≥ 1)
F˜αk...α1(k:i+1) := C
αk...αi+1
βk...βi+1
F˜βk...βi+1αi...α1(k:i) , (9)
4with Cαk...αiγk...γi := Cαk...αiδαkγk ...δαiγi and F˜αk...α1(k:1) := Cαk...α1 .
The resulting network representation for the influence func-
tional Fk:0 = F˜(k:k) is shown in Fig. 2c. Conceptually, the
local time-evolving MPOs propagate the state by updating a
set of effective memory space indices. These indices describe
how the environment is conditioned by the process at a given
time, and this information on the conditioning can be propa-
gated locally. Since the process tensor, and hence the influ-
ence functional, has a well-defined causal structure, this con-
ditioning only occurs from the past to the future. This means
that, for a fixed evolution time, the size of the tensor to be
updated decreases with each iteration.
In contracting the network, efficiency is achieved by in-
corporating a tensor compression procedure of the obtained
boundary in each iteration. In this work we make use of
the singular value compression procedure (see Appendix D)
[35, 53]. Roughly speaking, the local tensors of the boundary
are subjected to a singular value decomposition. The com-
pression consists of discarding the eigenvalues below a spec-
ified singular value cutoff λc, quantifying the hardness of the
compression. For the non-local algorithm (Fig. 2a,b), the ten-
sors contracted in each iteration encode information about the
influence of multiple time-steps on each other. When corre-
lations become smaller at longer time scales, as is typically
the case, not all this information is relevant for describing
the process as a whole. The local algorithm (Fig. 2c,d) in-
corporates this insight, and separates out the most important
contribution by including only the future influence of the en-
vironment at each timestep. Generally the most local con-
tributions have the largest singular values, and therefore the
separation means that the part of the boundary being propa-
gated in the local case is less correlated, which translates into
a more efficient algorithm.
Network complexity for a two level system. – We now turn
to the specific simulation of the dynamics of a two-level sys-
tem, and compare the performance of the non-local and lo-
cal algorithms. Consider the free Hamiltonian H0 = Ωσx/2
and sˆ = σz/2, where σx and σz are the usual Pauli opera-
tors. The environment is fully characterized by its spectral
density defined as J(ω) =
∑
n |gn|2δ (ω − ωn) [1]. Here
we consider a continuum bath model with the spectral den-
sity J(ω) = (αωc/2)(ω/ωc)ν exp (−ω/ωc) with coupling
strength α, cutoff frequency ωc and Ohmicity ν, where for an
Ohmic spectral density ν = 1.
The computational complexity is quantified by the compu-
tation time required to contract a network of a certain size
with a fixed singular value cutoff (see Appendix D for details
on implementation). In general, this will depend on the over-
all magnitude of the influence functional, as well as the char-
acteristic memory time quantifying how the elements of the
influence tensors b(i−j) decrease in magnitude at large |i−j|.
In Appendix E, we show that, for a fixed evolution time, the
memory time goes as α/(βωc) when ωc is large, and that
the overall coupling goes as αωct2max/β when ωc is small.
In Fig. 3a, we plot the computation time for the local and
non-local algorithms as a function of coupling strength. We
find that the local representation outperforms the non-local
one by one-to-two orders of magnitude, even at weak cou-
pling, and that the improvement increases at larger coupling
Figure 3. (a) Variation of computation time with the inverse of
the cutoff frequency for the local algorithm at a coupling strength of
α = 0.7, for an ohmic spectral density with ωc = 10Ω, T = 0.01Ω
and λc = 10−6. (b) Comparison between the computation time of
the non-local [Eq. (6)] and local [Eq. (8)] time-evolving MPO algo-
rithms for an Ohmic spectral density with ωc = 10Ω, T = 0.01Ω
and λc = 10−6 as a function of coupling strength. (c) Steady state
phonon emission spectrum at α = 0.7, the non-Markovian (numer-
ically converged) spectrum is simulated using the local algorithm,
and is compared with the spectrum obtained using the regression
theorem (removing correlations across non-trivial superoperators).
strengths (in Appendix F we show that there is an advantage
everywhere across a wide range of parameters). Furthermore,
in Fig. 3b, we illustrate that this computational efficiency is
maintained as the characteristic timescale of the bath (the in-
verse of the environment cutoff frequency) is varied, consis-
tent with our predictions.
It should be kept in mind that, unlike in most other quan-
tum simulation methods, including the original TEMPO al-
gorithm, the object we are computing is the full process
tensor, which encodes all multi-time correlations, and from
which a host of properties can be extracted efficiently. In
particular, we can compute the steady state emission spec-
trum S(∆ω) = Re
[∫∞
0
dτ(g(1)(τ)− g(1)(∞))e−i∆ωτ ], de-
fined in terms of the two-point correlation function g(1)(τ) =
limt→∞
〈
σ†(t+ τ)σ(t)
〉
. The two-point correlation function
is defined in terms of the raising and lowering operators on
the spin system. To compute it, we take all superoperators
which the process tensor acts on to be the identity superop-
erator I (with action I[ρ] = ρ) except for two, which ap-
pend a raising or lowering operator respectively. In Fig. 3c,
we study the physical effects of system-environment correla-
tions by looking at the phonon emission spectrum. We com-
5pare this with the spectrum computed using the quantum re-
gression theorem, which approximates intermediate dynam-
ics with that from an initial product state and is valid in the
weak-coupling limit [5]. The regression theorem correlations
are obtained by breaking all correlations in the full process
tensor Choi state across time steps at which the raising and
lowering operators are evaluated. In addition, we compare
the exact spectrum with a fully Markovian process in which
correlations are broken after each time step. Fig. 3c shows
that non-Markovian effects produce a phonon sideband in the
spectrum at positive frequencies, this is contrasted with the
regression theorem result which gives a symmetric sideband
structure. Furthermore the fully Markovian spectrum con-
tains no phonon sidebands, but rather a resonant emission
peak. These significant differences illustrates the importance
of accounting for non-Markovian physics.
Conclusion. – In this Letter, we have established a di-
rect connection between recent frameworks for characteriz-
ing general non-Markovian quantum processes and the path
integral formulation of open quantum dynamics. By relating
the influence functional to a process tensor on an infinitesi-
mal time grid, which has an explicit causal structure, we were
able to build on recent progress in the classical simulation
of Gaussian open quantum systems in terms of tensor net-
works. Specifically, we showed that the speed of the TEMPO
algorithm, when computing the multi-time properties encap-
sulated in the process tensor, can be improved by orders-of-
magnitude by shifting the boundary of the corresponding ten-
sor network from a temporally non-local to a local one. Our
contribution is immediately applicable to the efficient simu-
lation of realistic complex open systems, and additionally il-
lustrates the utility of thinking about a time-local propagation
of a conditioned environment space, rather than a description
resembling the use of a non-local memory kernel.
The utility of the non-local TEMPO algorithm has been
amply illustrated by computing the Ohmic localization tran-
sition, and the dynamics of complex problems with multiple
separated timescales [35]. The improved algorithm presented
here is capable of exploring the same physics more effi-
ciently, and, in addition, easily extends to the computation of
multi-time observables, of the sort crucial to describing, for
example, multi-dimensional spectroscopy experiments [55].
Moreover, relating path integral techniques to the more
general process tensor formalism indicates how they might
be generalized to more complex system-environment inter-
actions, or even beyond the Gaussian regime. Even within
the spin-boson model, the freedom of boundary choice in
Fig. 2 that we have identified could be further exploited in
other contexts. While the local choice appears optimal here,
it may be that for other, structured spectral densities, where
there are recurrent correlations, different boundary choices
are more efficient, a point whose exploration we leave for
future work.
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7Appendix A: Process tensor formalism.
As described in the main text, we consider the scenario
characterized by Eq. (1), where an open quantum system S
is periodically interrogated as it evolves. The slightly more
general case involves an arbitrary time separation between
interventions and a possibly time-dependent SE Hamiltonian
H(t), such that the state at the kth time is given by
ρk({Aj}k−1j=0 ) = trE {Uk:k−1Ak−1 ... U1:0A0 [χ0]} (A1)
where Uj:j−1 is the time-evolution superoperator from time
tj−1 to tj with action Uj:j−1[ρ] = Uj:j−1ρU†j:j−1 in terms of
the time-ordered exponential
Uj:j−1 = T← exp
{
−i
∫ tj
tj−1
dsH(s)
}
. (A2)
As in the main text, χ0 is the potentially correlated initial
SE state and each Aj can be any superoperator, though only
those that are completely positive correspond to physically
realizable transformations [40].
Any superoperator can be represented in terms of an oper-
ator sum as A[ρ] = ∑nXnρY †n (completely positive maps
are characterized by Xn = Yn, in which case the latter
are called Kraus operators). As such, by taking the trace
over the final state in Eq. (A1), any multi-time correlation
function 〈B0(t0) . . . Bk−1(tk−1)Ak−1(tk−1) . . . A0(t0)〉χ0 ,
where {Aj(tj) = U†j:0AjUj:0} and {Bj = U†j:0BjUj:0} are
Heisenberg picture operators on S, can be obtained by choos-
ing Aj [ρ] = AjρBj . In this way, with a sufficiently dense
set of times {tj}, any dynamically observable property of S
can be represented in the form of Eq. (A1) (correlation func-
tions involving fewer observables can be obtained by choos-
ing some of the {Aj} and {Bj} to be the identity operator).
In addition, the freely evolved final state ρk can be obtained
by choosing all Aj = I, where the latter is the identity su-
peroperator with action I[ρ] = ρ.
As we will now show, all this information can be encoded
in a single object, the process tensor. While it is often intro-
duced in terms of an abstract multi-linear map, we will here
express it solely in terms of a concrete matrix representation
via a version of the Choi-Jamiołkowski isomorphism. The
Choi state (or Choi matrix) A of a superoperator A is defined
in terms of its action on one half of the (unnormalized) max-
imally entangled state Ψ =
∑
sr |ss〉〈rr|, where {|s〉} forms
an orthonormal basis for the d-dimensional system, as
A = A⊗ I[Ψ] =
∑
srs′r′
A(s,r,s′,r′) |ss′〉〈rr′| , (A3)
with A(s,r,s′,r′) = 〈s| A[|s′〉〈r′|] |r〉. Labelling the first and
second copies of the original system’s Hilbert space o (for
output) and i (for input) respectively, the action of the super-
operator on an initial state ρ can be written in terms of this
representation as A[ρ] = tri[A1o ⊗ ρT ], where the trace is
over the input subsystem.
By expanding out the action of the superoperators in
Eq. (A1) and inserting a resolution of the identity on S to
the left and right of every unitary matrix, one arrives at the
equivalent expression
ρk({Aj}k−1j=0 ) = trk−1:0
{
Υk:0(1k ⊗ATk−1:0)
}
, (A4)
with Ak−1:0 = Ak−1 ⊗ · · · ⊗ A1 ⊗ A0 and the trace over
all (input and output) Hilbert spaces on which Ak−1:0 acts.
The positive operator Υk:0 is (the Choi state of) the process
tensor, and it can be expressed in terms of the underlying SE
dynamics as
Υk:0 =
∑
~s′,~r′,~s,~r
tr
{
U (s′k,r′k,sk−1,rk−1)k:k−1 . . . U (s
′
1,r
′
1,s0,r0)
1:0
[
χ
(r′0,s
′
0)
0
]}
× |s′ksk−1 . . . s′1s0s′0〉〈r′krk−1 . . . r′1r0r′0| , (A5)
with U (s′,r′,s,r)j:j−1 [ρE ] = 〈s′|Uj:j−1(|s〉〈r|⊗ρE)U†j:j−1 |r′〉 and
χ
(r′,s′)
0 = 〈r′|χ0 |s′〉. This object can be directly constructed
by swapping the system with one half of a maximally en-
tangled state at each point where a superoperator A is to be
applied [32]. When the SE Hamiltonian is time independent
and tj − tj−1 = δt for all j, Eq. (A5) is equivalent to Eq. (2)
of the main text.
A representation in terms of the process tensor separates
the process and external interventions, as illustrated in Fig. 1
of the main text. The process tensor’s properties reflect the
necessary features of any physical open dynamics: Υk:0 is
positive if and only if the process is completely positive,
and causality is encoded in the hierarchy of trace conditions
trj Υj:0 = Υj−1:0 ⊗ 1oj−1 . While we have expressed it in
terms of SE quantities, it is an operator only on copies of the
Hilbert space of S and it has a natural matrix product form,
allowing for an efficient representation in many cases, a fact
we exploit in this paper.
Appendix B: Connection with influence functional
In the case where the time spacing is small (and the Hamil-
tonian varies relatively slowly), the Trotter formula can be
used to approximate the time evolution superoperators as
Uj:j−1 ' V1/2j:j−1Wj:j−1V1/2j:j−1, with Vj:j−1 generated by the
S part of the Hamiltonian andWj:j−1 by the remainder. Ex-
panding out the superoperators appearing inside the trace in
Eq. (A5) and introducing further resolutions of the identity,
one finds
U (s′,r′,s,r)j:j−1 '〈s′| V1/2j:j−1Wj:j−1V1/2j:j−1 [|s〉〈r|] |r′〉
=
∑
t′,t,u′,u
〈s′| V1/2j:j−1 [|t′〉〈u′|] |r′〉
× 〈s| V∗ 1/2j:j−1 [|t〉〈u|] |r〉W(t
′,u′,t,u)
j:j−1 , (B1)
where W(s′,r′,s,r)j:j−1 := 〈s′|Wj:j−1 [|s〉〈r|] |r′〉, and we have
used that 〈t| V1/2j:j−1 [|s〉〈r|] |u〉 = 〈s| V∗ 1/2j:j−1 [|t〉〈u|] |r〉. As-
suming a factorizing initial condition χ0 = ρ0 ⊗ τ and sub-
stituting Eq. (B1) into Eq. (A5) leads to the following slightly
more general version of Eq. (5) for the approximate process
8tensor Υ˜k:0:
Υ˜k:0 =
k⊗
j=1
(
V1/2j:j−1 ⊗ V∗ 1/2j:j−1
)
[Fk:0]⊗ ρ0, (B2)
with
Fk:0 =
∑
~s′,~r′,~s,~r
trE
{
W(s′k,r′k,sk−1,rk−1)k:k−1 . . .W(s
′
1,r
′
1,s0,r0)
1:0 [τ ]
}
× |s′ksk−1 . . . s1s′1s0〉〈r′krk−1 . . . r1r′1r0| . (B3)
In the special case that the bath coupling part Hamilto-
nian can be written in the form HB(t) =
∑
s |s〉〈s| ⊗ Bs(t)
where
∑
s |s〉〈s| = 1S (the Hamiltonian of the main text takes
this form in the interaction picture with respect to the bath),
W(s′,r′,s,r)j:j−1 = δss′δrr′W(s,r)j:j−1 with
W(s,r)j:j−1[ρE ] = W (s)j:j−1ρEW (r) †j:j−1 (B4)
and
W
(s)
j:j−1 = T← exp
[
−i
∫ tj
tj−1
dxBs(x)
]
. (B5)
For a time-independent Hamiltonian with even time spacing
δt, Eq. (B3) then reduces to the operator representation of the
discretized Feynman-Vernon influence functional in Eq. (4)
of the main text.
Appendix C: Explicit form of influence tensors in the
spin-boson model
Further decomposing the influence functional into a prod-
uct of the form of Eq. (5) requires that the bath be com-
posed of field modes coupled linearly to the system, and
that the Hamiltonian and initial state are quadratic in the
corresponding creation and annihilation operators {aˆ†n} and
{aˆn}. In other words, the environment must be Gaussian
and the operators coupling to the system must take the form
Bˆs(t) =
∑
n(gs,naˆne
−iωnt + g∗s,naˆ
†
ne
iωnt) in the interac-
tion picture. In this case, Wick’s theorem can be applied
to express Eq. (B3) as a product of exponentiated two point
correlation functions. Specifically, we use the fact that for
any linear functional of bath operators Xˆ , tr{T exp
[
Xˆ
]
ρ} =
exp
[
1
2 tr{TXˆ2ρ}
]
, with T any time ordering operator, when
ρ is Gaussian [51]. Treating the left and right appended op-
erators in Eq. (B4) as a single contour ordered exponential
under the trace, this results in the following expression:
Fαk...α1k:0 = trE
{
W(sk,rk)k:k−1 . . .W(s1,r1)1:0 [τ ]
}
= exp
−1
2
∑
i≥j
(
ζ
(si,sj)
i,j + ζ
(ri,rj) ∗
i,j
−ζ(ri,sj)i,j − ζ(si,rj) ∗i,j
) , (C1)
where
ζ
(u,v)
i,j =
∫ ti
ti−1
dx
∫ tj
tj−1
dy tr
{
Bˆu(x)Bˆv(y)τ
}
(C2)
for i 6= j, else for i = j:
ζ
(u,v)
i,i =
∫ ti
ti−1
dx
∫ x
ti−1
dy tr
{
Bˆu(x)Bˆv(y)τ
}
. (C3)
Restricting to the spin-boson type Hamiltonian considered
in the main text, with a single interaction term sˆ
∑
n(gnaˆn +
g∗naˆ
†
n) and with a thermal (and hence Gaussian) initial
bath state τβ , we can compute the influence tensors explic-
itly. Here, the interaction picture bath operators appear-
ing in Eqs. (C2) and (C3) take the simple form Bˆu(t) =
λu
∑
n(gnaˆne
−iωnt + g∗naˆ
†
ne
iωnt), written in terms of the
eigenvalues of the system operator sˆ =
∑
u λu |u〉〈u|.
In this case, ζ(u,v)i,j = 2λuλvηi−j , where the memory ker-
nel elements
ηi−j =
{∫ ti
ti−1
∫ tj
tj−1
dt′dt′′C(t′ − t′′) , i 6= j∫ ti
ti−1
∫ t′
ti−1
dt′dt′′C(t′ − t′′) , i = j , (C4)
depend only on the difference between time steps and are
expressed in terms of the environment auto-correlation func-
tion [14, 35]
C(t) =
1
pi
∫ ∞
0
dωJ(ω)
cosh [ω (β/2− it)]
sinh [βω/2]
. (C5)
Here J(ω) =
∑
n |gn|2δ(ω − ωn) is the spectral density, as
defined in the main text. In terms of these quantities, the ele-
ments of the influence tensors b(i−j) that correspond to each
of the terms in the exponentiated sum in Eq. (C1) (such that
Fαk...α1k:0 =
∏
i≥j [b(i−j)]
αiαj ), can be written[
b(i−j)
]αiαj
= e−(λsi−λri )(ηi−jλsj−η
∗
i−jλrj ). (C6)
These are the values that enter directly into our algorithm.
Appendix D: Tensor network compression
In contracting the network, efficiency is achieved by find-
ing a minimal approximate representation for the boundary
matrix product operator in each iteration [53]. This is ob-
tained by replacing high rank tensors with small singular val-
ues by lower rank approximations. These are found by per-
forming a singular value decomposition (SVD) of the local
tensors in the matrix product state, and discarding the singu-
lar values below a cutoff λc. Indicating an index partition
by raised and lowered indices, the SVD decomposed tensor
takes the form
Fαk...αj+1αj ...αi = Uαk...αj+1γ Λγδ
(
V †
)
δ
αj ...αi , (D1)
where the diagonal matrix Λγδ contains the singular val-
ues, and U , V are rectangular isometric matrices satisfying
9U†U = 1 and V †V = 1 (see Fig. 4a). Truncating the singu-
lar values reduces the sizes of U and V (we will refer to the
truncated versions as U¯ and V¯ ), and introduces a correspond-
ing truncation error, whose magnitude is determined by the
cutoff. We truncate the singular values such that
λc ≤
√
Λ2 − Λ˜2
Λ2
, (D2)
where Λ˜ denotes the truncated diagonal matrix. Having trun-
cated the singular values, we contract the U¯ and Λ˜ to give a
new matrix Q with which to express the newly compressed
local tensor:
Fαk...αj+1αj ...αi ' Qαk...αj+1δ
(
V˜ †
)
δ
αj ...αi . (D3)
The singular value compression proceeds from one end of
the boundary matrix product operator. Say we begin the com-
pression at the right boundary (see Fig. 2), then initially the
first (farthest to the right) local tensor is singular value de-
composed and compressed. The matrix U¯ in the above de-
composition is then contracted with the diagonal matrix Λ¯
to give Q, which is subsequently contracted with the second
local tensor to the left. The compressed V¯ tensor is stored
as the new first local tensor (see Fig.4b) and this procedure
is repeated for the second local tensor, and so on until the
left boundary is reached. This constitutes a left sweep of the
SVD compression procedure. After this left sweep, an equiv-
alent right sweep is performed, where the left-most tensor is
singular value decomposed and compressed, followed by the
next left-most and so on. To produce the figures in this pa-
per, we implemented one left sweep and one right sweep in
each stage of the algorithm. Including more sweeps back and
forth would in principle improve the quality of the compres-
sion; however, as we discuss below our implementation is
sufficient to demonstrate an improvement of the local over
the non-local algorithm.
Appendix E: Scaling of memory effects with physical
parameters
We now proceed to estimate the complexity of contract-
ing the network. This depends crucially on how quickly the
memory decays, and hence the effective depth of the tensor
network in Fig. 2c (as we will see, the overall size of mem-
ory effects is also important). From Eq. (C6), it is clear that
non-trivial contributions of the b(i−j) tensors to the influence
functional depend on the magnitude of the memory kernel el-
ements ηi−j . Specifically, the effect of truncating the network
in Fig. 2c at a depth m, with resulting influence functional el-
ements [Fαk...α1k:0 ]m, is to introduce a relative error:
εm :=
Fαk...α1k:0
[Fαk...α1k:0 ]m
− 1 =
k−m∏
i=1
i∏
j=1
[
b(i−j+m)
]αi+mαj − 1
'
k−m∑
i=1
i∑
j=1
(λri+m − λsi+m)(ηi−j+mλsj − η∗i−j+mλrj )
≤2‖sˆ‖op
k∑
l=m
(k − l)|ηl|, (E1)
where ‖sˆ‖op := max {|λr|} (we will henceforth take
‖sˆ‖op = 1, effectively absorbing it into the coupling
strength); in the second line we have assumed m is suffi-
ciently large that the error is small. For a fixed error ε, the
memory time tm = mδt, and hence the complexity of our
algorithm (we expect the error due to SVD compression to
scale similarly), will therefore depend on how quickly |ηl|
decays with l. If it decays exponentially with rate c, then in
the limit of large k, it is relatively straightforward to show
that the memory time scales as tm ∼ δt(log k + log ε−1)/c.
However, as we will now see, for the spectral density we have
chosen, the memory kernel decays as a power law.
When δt = tj − tj−1 is sufficiently small, we have
ηi−j '
{
δt2C ((i− j)δt) , i 6= j
1
2δt
2C(0) , i = j
. (E2)
For the spectral density introduced in the main text J(ω) =
(αωc/2)(ω/ωc)
ν exp (−ω/ωc) with ν = 1 (i.e. the Ohmic
case), the integral in Eq. (C5) can be evaluated explicitly, giv-
ing
C(t) =
αω2c
2pi
(
ω2c t
2 − 1
(ω2c t
2 + 1)2
+
2
β2ω2c
Reψ(1)
[
1− iωct
βωc
]
−2i ωct
(ω2c t
2 + 1)2
)
, (E3)
with ψ(1)[z] :=
∫∞
0
dxxe−zx/(1 − e−x) the order-1
polygamma function. For large |z|, the latter goes as
ψ(1)[z] ∼ 1/z + 1/(2z2) [56]. Hence, in the limit that
t  ω−1c and t  β, we can expand out Eq. (E3) and com-
bine with Eq. (E2) to arrive at
|ηi−j | = α
piβωc|i− j|2 +O(|i− j|
−4), (E4)
to leading order in |i− j|−1. Therefore, for sufficiently large
m and k = tmax/δt, we can perform the sum in Eq. (E1),
finding εm . αkψ(1)[m]/(piβωc) ' αk/(piβωcm). For
fixed error ε, we therefore have that the bound on the memory
time, and hence the complexity of the algorithm scales as
tm ∼ αtmax
piβωcε
. (E5)
This explains the behaviour of Fig. 3a and the large ωc be-
haviour of Fig. 3b in the main text. However, the onset of
this limit depends on the parameter combinations ωct and
10√
(t2 + ω−2c )/β2 both being large (these elicit expansions
for the first and second terms of Eq. (E3) respectively). When
ωc . t−1max, the former limit is never reached, and only the
term involving the polygamma function contributes signifi-
cantly to the error. Specifically, the magnitude of the memory
kernel is approximately constant, going as
|ηi−j | = αωcδt
2
piβ
+O(ω2c ). (E6)
Therefore, for small δt, Eq. (E1) leads to εm .
(αωc/piβ)(tmax − tm)2 and one can see that, as long as tmax
is fixed, the error is bounded by a number that goes to zero
as ωc does, even for very small memory times. Hence, in
this limit, the effective coupling to the bath is weak overall
and even the local influence tensors do not contribute signifi-
cantly to the dynamics, explaining the behaviour at small ωc
in Fig. 3b.
Appendix F: Scaling comparison
In Fig. 4c we compare the computation time per iteration
of the non-local and the local network representations for a
fixed network size and SVD cutoff. We see that the time
per iteration of the non-local TEMPO algorithm increases ap-
proximately linearly. For a finite network, the local TEMPO
algorithm has a time per iteration which rapidly goes to a
non-increasing value. The growth of complexity in the non-
local case is mainly due to the build up of irrelevant informa-
tion, rather than a genuine build-up of temporal correlations.
The observed decrease in the computation time per iteration
for the local case, is a consequence of working with a finite
network. In the original TEMPO proposal [35], it was ar-
gued that one could implement a truncation of the number
of tensors in the propagators and obtain a constant scaling at
long times. The same method could be applied with the local
TEMPO algorithm, only with a significantly reduced time per
iteration. More rigorously, we could combine the tools devel-
oped here with the transfer tensor approach [17, 21], which
infers long-time correlations from a short-time simulation.
The problem would then become efficiently contracting the
full network up to a sufficiently long-time.
The advantage in contracting the network persists across a
wide range of parameters, as depicted in Fig. 4d. Even in the
easier regime of weak coupling and small cutoff frequency,
the non-local network takes longer to contract than the local
one.
All the simulations presented in this work were carried out
on a 2011 MacBook Pro with a 2,4 GHz Intel Core i5 proces-
sor and a 4GB 1333 MHz DDR3 memory. The algorithm has
been implemented using the programming language Python,
no specialized packages, beyond NumPy, were used. There
is extensive scope for optimization, and utilizing packages
for tensor network manipulations would supposedly make the
implementation quite simple.
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Figure 4. (a) Singular value decomposition applied to input tensor. The singular values are truncated, giving a smaller bond dimension
(indicated by red color). A new local tensor is defined and the contribution qc is ready to be propagated along the matrix product state. (b) A
local tensor of the boundary MPS is subjected to a SVD compression. The compression procedure is repeated iteratively across the full MPS.
Here we illustrate a left compression sweep, the full procedure includes compression sweeps in both directions. (c) Comparison between
the computation times per iteration for the local and non-local algorithms at weak coupling. The parameters used are ωc = 5Ω, ν = 1,
δt = 0.04/Ω and a singular value cutoff of λc = 10−6. We see that the non-local algorithm has a computation time increasing linearly with
each iteration, this is contrasted with the local algorithm where an approximately constant computation time is observed. In addition we find
a significant improvement in the actual value of the computation time, as argued in the main text this is due to a separation between relevant
and irrelevant information in the compression. (d) Log ratio of total computation time for the non-local (Tnonlocal) and the local (Tlocal)
algorithms for a range of couplings α and cutoff frequencies ωc. These calculations were performed at zero temperature and otherwise for
the same parameters as in Fig. 3.
