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Abstract
This thesis presents the development of various methods for measuring rainfall
rates using horizontally-pointing millimetre-wave radars. This work builds from
the combination of a T-matrix scattering model that allows the scattering from
almost arbitrarily profiled rotationally symmetric particles to be calculated, and
drop shape models that allow the effects of temperature and pressure on the shape
to be taken into account.
Many hours of rain data have been collected with 38 and 94 GHz FMCW radars,
as well as with a disdrometer and weather station. These have been used to develop
single- and dual-frequency techniques for measuring rainfall rate.
A temperature, polarisation and attenuation corrected application of simple
power-law relationships between reflectivity and rainfall rate has been successfully
demonstrated at 38 GHz. However, at 94 GHz it has been found that more de-
tailed functions relating reflectivity, attenuation and rainfall rate are beneficial. A
reflectivity-based determination of attenuation has been adapted from the literature
and successfully applied to the 94 GHz data, improving the estimate of rainfall rate
at longer ranges.
The same method for estimating attenuation has also been used in a dual-
frequency technique based on the ratio of the extinction coefficients at 38 and 94
GHz, but with less success. However, a dual-frequency reflectivity ratio based ap-
proach has been successfully developed and applied, producing good estimates of
rainfall rate, as well as reasonable estimates of two drop-size distribution parame-
ters.
Simulations of radar measurements of airborne volcanic ash have also been car-
ried out, demonstrating that for most reasonable measurement configurations the
optimal frequencies would typically be 35 GHz or 94 GHz, not the more commonly
used 3-10 GHz. It has also been shown that various existing millimetre-wave radars
could be used to detect ash. Finally, there is a discussion of the optimal frequencies
for dual-frequency measurement of volcanic ash.
i
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Chapter 1
Introduction
The observation of rain with radars is almost as old as the radars capable of de-
tecting it1. The first recorded radar detections of rain occurred in 1941 (almost
simultaneously in both the UK and USA [3]), and the idea of using radars to mea-
sure rain soon followed. According to [3] this was first proposed by J.W. Ryde at
the General Electric Research Laboratories. It took only six years from the first
detections for Marshall, Langille and Palmer [4] to propose the use of Z = aRb-type
curves to describe the relationship between reflectivity and rainfall rate, and this
basic form is still used as part of many radar rainfall measurements. However, today
this is augmented by many advanced processing techniques, as well as the use of
Doppler radars, dual-polarisation radars, networks of radars rather than individual
radars, combined rain gauge and radar data, satellite data and other additions [5].
The impact of the measurements made by the radars has also increased immensely.
People around the world daily see radar rainfall data presented on television and
online, whether they are aware of its source or not. Radar-measured rainfall rates
have also reached a quality level at which they can be of considerable use to hy-
drologists [6].
Ground-based, horizontally-pointed radar measurements of rain are generally
made with radars operating at around 3-6 GHz, with 10 GHz being the typical
upper-bound for such measurements. However, the work that this thesis describes
pushes the frequency far higher: the primary focus is on developing techniques
1Radars have arguably existed since 1903 when Christian Hu¨lsmeyer demonstrated a radio
detection device, with an idea for an extension that would have allowed range to be determined [1].
However, it was not until the lead up to World War II that radar development really began in
earnest. Initially, these were fairly low frequency radars - the highest frequencies in use at the
outbreak of the war were the German 565 MHz Wu¨rzburg radars [2]. These frequencies were
not sufficiently high to allow the easy detection of precipitation. It was with the introduction
of centimetric radars that the observation of rain truly became possible. The cavity magnetron
made centrimetric radars possible; it was developed in the UK in the late 1930’s and shared with
the United States in 1940 [2], and radar measurements of rain soon followed.
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for measuring rain at 94 GHz, with a secondary focus on 38 GHz. There are
meteorological radars operating at or near millimetre-wave frequencies in other areas
of radar meteorology, most notably cloud-profiling radars (ground- and space-based,
as well as airborne [7], [8]), but also some vertically pointing Doppler rain radars
[9]. However, it is an unusual choice of frequency for horizontally-pointed rain
measuring radars, in large part because rain is very attenuating at this frequency,
and also because it means operating in the Mie-scattering regime rather than in
the Rayleigh-scattering regime, so the reflectivity increases far more slowly with
increasing rainfall rate than at lower frequencies. This makes it harder to distinguish
between rainfall rates. Indeed, the variation in reflectivity with rainfall rate is
so small at 94 GHz (when including attenuation) that it has been proposed as a
calibration target [10].
This raises the question: why operate at millimetre-wave frequencies? The orig-
inal motivation for this work came from the University of St Andrews’ Millimetre-
Wave Group’s AVTIS series of radars. These are 94 GHz single frequency, single
polarisation Frequency-Modulated Continuous-Wave (FMCW) radars that are used
primarily for monitoring the changing topography of volcanoes over time. Details
on the original AVTIS radar is available in [11] and its two successors are described
in [12]. These radars operate at 94 GHz so that they are small enough to be trans-
ported quickly and easily around the world and are moveable by helicopter, car
and over shorter distances by hand, whilst being able to penetrate most weather
conditions and provide high resolution topographical maps at ranges of up to 7 km.
These radars have been used primarily to monitor the Soufrie`re Hills volcano on
Montserrat. It was reported by Matthews et al. in 2002 that it was possible that
the dome collapse on this volcano in 2001 had been in part due to destabilisation of
the dome by heavy rainfall. Additionally, there are problems related to heavy rain
causing Lahars (mud flows) in the Belham Valley [13]. These are very dangerous -
indeed: “[c]lose to the volcano they have the strength to rip huge boulders, trees,
and houses from the ground and [to] carry them downvalley. Further downstream
they simply entomb everything in mud. Historically, Lahars have been one of the
most deadly volcanic hazards.” - from Myers and Brantley [14]. However, rainfall
on Montserrat is measured only by a small number of tipping-bucket gauges (as
well as some limited low-resolution radar cover from the Me´te´o-France radar at
Le Moule on Guadeloupe, 80 km away). It would therefore be very helpful if the
AVTIS radars were able to add additional information about rainfall on Montserrat.
AVTIS-3 in particular is sited with a view over both the Belham Valley and the
dome itself, and so is ideally sited to provide data both for monitoring Lahars and
for possible future dome collapse.
This was the initial motivation for looking at measuring rain at 94 GHz, but
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there are a range of other advantages to measuring rain at such high frequencies.
The most obvious of these is perhaps the very high spatial resolution that can be
achieved from a very small radar. Such radars could perhaps be useful in building
a dense network to provide far better low-level coverage than can be provided by
the current sparse networks of lower frequency radars. Indeed, there are proposals
in the literature to build such dense networks using 10 GHz radars [15]. The use of
millimetre-wave radars instead would be taking this idea a step further. There is
also some work on using higher-frequency radars as fill in radars in mountain valleys,
such as in the French/Italian Alps [16]. In regions where the range is inherently
limited by the terrain or by tall buildings, there would be little disadvantage to
operating a higher frequency radar, and the increased resolution, and decreased
physical size could well be advantageous.
Presumably owing to the relative difficulty of measuring rain using horizontally-
pointing ground-based radars operating at millimetre wave frequencies, there is
something of a paucity of literature on the topic. Measurements were made from
the point of view of understanding rain as clutter at millimetre-wave frequencies by
the Ballistic Research Laboratory in 1973, and were analysed separately by both the
Ballistic Research Laboratory and by Georgia Tech. The results of this are given
in [17] and a revised interpretation of the Ballistic Research Laboratory record of
the measurements in [18]. The results of some measurements by various Russian
authors are given in [19]. The only more recent significant measurements of which
this author is aware of are those reported by Hogan et al. [10] who, as already
noted, were interested primarily in using rain as a calibration target at 94 GHz.
However, millimetre-wave radars are used in various other ways for the measure-
ment of rain. The satellite-borne CloudSat 94 GHz nadir-pointing radar is, as the
name suggests, primarily used for the measurement of clouds, but it also detects
rain and methods have been proposed for retrieving rainfall rates from these mea-
surements. In particular, Matrosov [20] proposes the use of an attenuation method
to determine rainfall rates from the data. He proposes using the measured reflec-
tivity gradient over height ranges of 1.2 km to estimate the attenuation, and then
maps this to rainfall rate, taking advantage of the comparatively strong attenuation
and the strong dependence of attenuation on rainfall rate at 94 GHz. This method
is somewhat similar to the attenuation method used in chapter 7 and also forms
part of the attenuation method used in chapter 8.
Another application of millimetre-wave radars to rainfall measurement is in ver-
tically pointing radars used to measure the Doppler spectrum of falling rain [21].
Since the fall velocity of the drops is related in a reasonably straightforward manner
to drop size, the Doppler spectrum gives a fairly direct measure of reflectivity as a
function of drop size. The measured reflectivity at a known drop-size can readily
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be inverted to give the number of drops of that drop size, and so the drop-size
distribution can be determined. However, in practice the Doppler measurement is
actually of a combination of the (unwanted) vertical air motion and the (wanted)
fall velocity of the drops, which are generally tricky to disambiguate. By operating
in the Mie-scattering regime (i.e. 94 GHz) then the reflectivity of particles oscillates
with increasing diameter. These oscillations can be seen in the Doppler spectrum,
and this pattern can then be used to correct for the vertical air motion, allowing
an accurate drop-size distribution to be determined.
As this work represents the group’s first foray into radar meteorology, it has been
necessary to develop an understanding of and implement some of the basic tools
needed to interpret radar measurements of rain. The first three chapters of this
thesis address this. Chapter 2 describes the methods used in this thesis to calculate
the electromagnetic scattering from dielectric particles. Two different methods are
presented - Mie scattering for computing scattering from spherical particles and the
T-matrix method for computing scattering from rotationally symmetric particles.
The T-matrix model is implemented based primarily on the method described by
Tsang, Kong and Shin [22], but some extensions to the model have been derived
for the work in this thesis and are presented in the chapter. Additionally, the
implementation that has been created for this thesis differs somewhat from that
used elsewhere, and so details of the implementation are given. In particular, the
implemented model requires no particular functional form of the drop-profiles (i.e. it
is not limited to ellipses or sums of cosines) - all that is required is that the function
and its first order derivative are continuous, making it more generally applicable
than other implementations. Some additional details to the derivations shown are
presented in appendix A and appendix B.
It is necessary to know the shape of the raindrops that are to be measured in
order for the electromagnetic scattering from them can be computed. Many such
models exist in the literature, and several are considered in chapter 3 - including
spheres, spheroids, the model of Pruppacher and Pitter [23], the model of Thurai
et al. [24] and that of Beard and Chuang [25]. Of these, the most powerful is
that of Beard and Chuang as it allows the computation of equilibrium raindrop
shape as a function of temperature and pressure. However, in order to do this,
it is necessary to implement the model in full. This is not trivial, so a detailed
explanation of the implementation is given, both to record the method that has
been used for later work in this thesis and also to aid any future re-implementation
of the model. The model is then used to explore the effects of temperature and
pressure on the radar cross-section (RCS) and extinction cross-section (ECS) of
the raindrops. Since this appears to be beyond the scope of the current literature,
it is done at 6 GHz as well as 94 GHz. It is also shown that it is reasonable
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to represent raindrop shapes by sums of cosine terms and that it is acceptable to
determine coefficients for untabulated intermediate drop sizes by interpolation of the
tabulated values, provided a sufficiently dense table is initially provided. However,
in order for a sum of cosines to adequately represent the changes in shape with
temperature and pressure, far higher order terms than are generally given in the
literature are required. In practice it is found that the effect of temperature on the
refractive index is important, but the effect on shape is relatively small. The effects
of changing pressure are also found to be small. The model chosen to represent
the drop shapes does have an effect, but this again is not particularly large - an
elliptical approximation would generally be reasonable.
The combined results of chapters 2 and 3 are sufficient to allow the computation
of scattering from individual particles, but, in practice, most (if not all) radar mea-
surements of rain of the style considered in this thesis will be of multiple particles,
in which the scattering from the individual particles will interact. These effects
are discussed in chapter 4, which looks at detection and estimation, along with
noting some of the peculiarities associated with using FMCW radars rather than
more conventional pulsed radars. Of particular note is that there appears to be
an advantage to using an FMCW radar rather than a pulsed radar for estimating
the reflectivity of a fluctuating target. This is demonstrated through simulation.
However, quantifying the effect would be mathematically challenging, and is not
attempted in this thesis.
The bulk of the experimental work for this thesis has been a succession of rain
measurements made in St Andrews using a 94 GHz and a 38 GHz FMCW radar.
The results of these experiments have been used in developing both single and dual
frequency rainfall measuring techniques. The radars and the experimental setup
used to collect this data, along with aspects of the processing of this data common
to all of the subsequent processing techniques applied are presented in chapter 5.
More details on the individual measurements, along with plots of the data collected
by the radar are presented in appendix C.
Supporting the data collected with the radars is data collected with a disdrom-
eter located under the radar beam. The results from this are used extensively to
provide rainfall rates to check against results from the radar measurements, to clas-
sify the precipitation type (used to ensure that only rain is included in the processed
results), to provide drop-size distributions (DSDs) for various empirical calculations
and to provide estimates of DSD parameters for comparison with the results ob-
tained from the radars. A brief description of the data collected, along with details
on the calculation of the DSD parameters are given in chapter 6. The disdrome-
ter data also makes possible the computation of approximate volume reflectivities
and extinctions, and this is used to compute how these vary with temperature and
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pressure, both when shape is taken into account and when it is not. It is found
that, as with the RCS and ECS comparisons of chapter 3, only the refractive index
is significant in terms of temperature variation and that pressure variation is not
a significant effect. It is also found that the spherical drop shape approximation
is not sufficient, and so the Beard and Chuang model is used instead. Variation
of the refractive index with temperature is an effect that is of far more concern at
millimetre-wave frequencies than at lower frequencies. This is acknowledged in the
literature, but to the author’s knowledge is not something that is explored in de-
tail. Again to the author’s knowledge, the effect of pressure on drop shape causing
changes in reflectivity is not explored at all in the literature.
Since the AVTIS measurements will be single-frequency, single-polarisation mea-
surements, the key aspect of this thesis as far as the AVTIS program is concerned
is the development of a measurement approach that can be applied to single fre-
quency radars. This is addressed in chapter 7. The work here is based to an extent
on reflectivity = aRb curves of the form first used by Marshall, Langille and Palmer
in 1947 [4]. However, since the frequencies involved are well within the Mie scatter-
ing regime rather than the Rayleigh regime, different values for a and b are required.
Some are given in [18] and [19], but without temperature dependence, not at both
HH and VV polarisations and not quite at the frequencies used in this thesis. A
similar functional form is used for attenuation (as is found in, for example [26]). Re-
lationships between volume reflectivity and rainfall rate and volume extinction and
rainfall rate have been developed as a function of temperature from the disdrometer
data at 94 GHz and also 38 GHz. For the 38 GHz data, direct application of the
aRb curves is found to work well, but the results are less impressive at 94 GHz.
Some additional refinements have therefore been made to the 94 GHz technique to
arrive at a satisfactory version.
Whilst less applicable to the AVTIS radar systems, one of the fundamental
problems with the single-frequency, single-polarisation techniques is that they at-
tempt to make a single-parameter measurement of a multi-parameter system. This
can be addressed to an extent by instead making a two-parameter measurement.
The most common approach to this is to make dual-polarisation measurements of
the rain (for example, [27]), but, due to operating in the Mie scattering regime
rather than the Rayleigh scattering regime, such an approach does not work as
well at the millimetre-wave frequencies of interest here. However, a dual-frequency
approach is possible, and is expected to work with the pair of frequencies used
here [28]. Two approaches based on that of Goldhirsh and Katz [29] have been
implemented - one based on individual bin volume reflectivity values (referred to as
the reflectivity-based technique), and one based on volume extinction over multiple
bins (the attenuation-based technique). The attenuation-based technique differs
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from that proposed by Goldhirsh and Katz in that straight-line fitting is used to
determine the attenuation, rather than a simple comparison of two range bins sep-
arated by some distance. These are presented in chapter 8. It is found that the
reflectivity-based technique works very well. The attenuation-based technique was
a little less successful, but nonetheless was capable of estimating rainfall rates with
a moderate degree of accuracy when the rain fitted the assumptions made about it
in the calculations.
Current dual-frequency meteorological radars are largely cloud radars (such as
those in the ARM program [30]. A number of different measurement techniques
have been proposed for multi-frequency rainfall-rate retrievals from satellite-based
radars. Most of these techniques rely at least in part on signals reflected from the
sea (such as [31]) and so are not directly relevant to the techniques described here.
However, there are exceptions like [32], which does have a little more in common
with the methods used in this thesis. Some older reports of ground-based dual-
frequency rain measurements do exist in the literature, such as [33] and [34], but
these again are of a rather different style to that proposed here - being based largely
on attenuation, and not based around the explicit determination of the parameters
of the particle size distribution.
The final chapter of the thesis deviates a little in subject matter from its pre-
decessors. Many of the basic techniques developed for application to rainfall-rate
measurements are also applicable to airborne volcanic ash. Owing to the siting of
the AVTIS radars close to active volcanoes, there was some interest in considering
the possibility of also measuring volcanic ash with this instrument. Current radar
measurements of airborne volcanic ash are largely performed at lower frequencies
([35], [36], [37]), but the particles typically found in volcanic ash plumes are of a
size that would suggest that millimetre-wave (or higher) frequency devices may be
more appropriate for measuring the ash. Chapter 9 uses simulations of the radar
measurement of volcanic ash to the choose optimal frequencies for doing so, as well
as looking at the theoretical capabilities of an AVTIS-type radar for measuring ash
plumes and both an AVTIS-type radar and a commercial 36 GHz radar for mea-
suring airborne volcanic ash far from the eruption. It also looks briefly at applying
the dual-frequency techniques of chapter 8 to volcanic ash.
Finally, at various points throughout the thesis values for various physical pa-
rameters are required, many of which vary with temperature, pressure, height in
the atmosphere etc. These are all computed using standard techniques. However,
there are many standard techniques, so for the avoidance of doubt, the particular
models used are described in appendix D. This has the added benefit of providing
illustrations of the ways in which the various parameters vary, which may help with
understanding the behaviour of the results of the various simulations and calcula-
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tions presented in this thesis.
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Chapter 2
Theoretical determination of the
electromagnetic scattering from
individual particles
Whilst rarely (if ever) observed in isolation, the basis of all radar measurements of
rain is the interaction of electromagnetic radiation with each individual raindrop.
This chapter presents two algorithms - Mie scattering (section 2.1) and the T-matrix
method (section 2.2) - used throughout this thesis to determine the scattering from
the individual drops, and compares the two. The Mie scattering method is also
used in chapter 9 in computing scattering from ash particles.
In principle either of these two methods could be used to compute the full elec-
tromagnetic field around a particle resulting from the scattering of an incident plane
wave. However, of far more interest to this work are the cross sections describing
the far-field properties of the scattered radiation in terms of power. These prop-
erties are proportional to the incident radiation, and so are commonly expressed
as cross-sectional areas which, when multiplied by the intensity of the incoming
electromagnetic radiation yield the relevant power quantity. In this form, they are
very useful for use in link-gain type analyses. The five cross-sections typically found
in the literature are:
Scattering cross-section Qsc: The total power scattered (in all directions) by
the scatterer.
Absorption cross-section Qa: The total power absorbed by the scatterer (i.e.
lost to heat).
Extinction cross-section Qext: This is the sum of the scattering and absorption
cross-sections, and gives the total attenuation of the forward-propagating signal
caused by the scatterer.
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Radar cross-section σ: This is the scattering cross-section of an isotropic scat-
terer that radiates the same power intensity in all directions as is radiated back
towards the source by the scatterer. This is a special case of the bistatic cross-
section.
Bistatic cross-section σ(kˆ, kˆi): This is the scattering cross-section of an isotropic
scatterer that radiates the same field in all directions as is radiated in direction kˆ
by the scatterer when the incident radiation arrives from direction kˆi. σ is thus
σ(kˆi, kˆi).
The radars used in this work are all (at least to a good approximation) mono-
static, and so only the extinction cross-section (ECS) and the radar cross-section
(RCS) are required, provided that second-order and higher backscatter is ignored.
2.1 Scattering from spherical particles
It is quite common to treat each raindrop (or indeed other particles in the atmo-
sphere) as a sphere and the incident electromagnetic radiation as a plane wave.
With this assumption, the scattered radiation can be determined through applica-
tion of Mie scattering theory (by Gustav Mie in 1908 [38], but Stratton [39] is a
useful source for the derivation). Whilst good approximations exist for the scatter-
ing from spheres far smaller than the wavelength of the incident radiation (Rayleigh
scattering) and spheres far larger (optical scattering), in the particular case of the
scattering of millimetre-wave radiation from raindrop-size spheres, it is essential to
use the full Mie scattering solution.
The full Mie scattering solution for the RCS and the ECS are infinite sums
of spherical Hankel and Bessel functions of the first kind (see section 2.2.6), but
their contribution to the final solution diminishes with increasing order, so the
series can be truncated to provide good approximations to the correct solutions.
The model’s implementation can be simplified by using recursive representations of
the spherical Hankel and Bessel functions, as given in [40], [5], [41] and elsewhere.
It is this method that has been implemented in MATLAB for use in this thesis.
Other, more sophisticated Mie scattering implementations exist, such as that of
Ma¨tzler [42], but for the purpose of this work the model used is found to be quite
sufficient.
The RCS and ECS computed with this method for water spheres at 94 GHz
and 20 (meaning a refractive index m of 3.3763− 1.9841j - see appendix D.6) are
plotted in figure 2.1 (labelled the fast solution). For comparison, they are plotted
alongside direct implementations of the full expressions for the Mie scattering coef-
10
10−2 10−1 100 101 102 103
10−15
10−12
10−9
10−6
10−3
100
103
Sphere radius [mm]
R
CS
 [m
2 ]
10−2 10−1 100 101 102 103
10−10
10−8
10−6
10−4
10−2
100
Sphere radius [mm]E
xt
in
ct
io
n 
cr
os
s 
se
ct
io
n 
[m
m]
 
 
Full Solution
Full Numeric Solution
Fast Solution
10−2 10−1 100 101 102 103
−1
−0.5
0
0.5
1 x 10
−8
Sphere radius [mm]
 
 
Fr
ac
tio
na
l R
CS
 e
rro
r
 
re
la
tiv
e 
to
 fu
ll s
ol
ut
io
n
10−2 10−1 100 101 102 103
−1
−0.5
0
0.5
1 x 10
−8
Sphere radius [mm]
Fr
ac
tio
na
l e
xt
in
ct
io
n 
er
ro
r
 
 
 
re
la
tiv
e 
to
 fu
ll s
ol
ut
io
n
10−2 10−1 100 101 102 103
100
101
102
103
Sphere radius [mm]
N
um
be
r o
f R
CS
 it
er
at
io
ns
10−2 10−1 100 101 102 103
100
101
102
103
Sphere radius [mm]N
um
be
r o
f e
xt
in
ct
io
n 
ite
ra
tio
ns
Figure 2.1: From top to bottom, [Left] shows the radar cross section of a sphere
as a function of radius computed with three different models; the fractional error
in these relative to the full solution; and the number of terms of the summation
required for the summation to converge to within a tolerance of ±10−8. [Right]
shows the same, but for the extinction cross-section. In all cases, the sphere is one
with refractive index 3.3763− 1.9841j (that is, a water sphere at 20 and 94 GHz)
and the frequency of the incident radiation is taken to be 94 GHz. The full solution
is determined from analytical expressions in Mathmatica, working to 423 significant
figures. The full numeric solution is based on a direct implementation of the same
set of equations, but evaluated in MATLAB to double precision. The fast model is
that described by Deirmendjian [40] and others [5], [41].
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ficients in terms of spherical Hankel and Bessel functions (equations 2.61 and 2.62)
in the Mie scattering solution (equations 2.63 and 2.64 for the ECS and the RCS,
respectively). These expressions were implemented in Mathematica and computed
using 423 digits of precision (required to achieve a final precision of 8 significant
figures for the largest (1 m radius) modelled sphere plotted here). This is labelled
as the full solution. The same equations were also directly implemented in MAT-
LAB and computed to double precision (labelled as the full numeric solution) for
comparison with the double precision results of the fast solution.
In all cases, the iterative process was terminated when the summation was
deemed to have converged, taken to be when the fractional difference between the
final term and the second-to-final term was less than 10−8 and the difference between
the second-to-final and third-to-final term met the same condition.
The fast implementation was far quicker than either of the other two methods
used - running in 1/100th of the time for the double precision numeric solution and
1/100000th of the time for the full solution. However, it should be noted that the
indirect implementation has been far more optimised than the other two solutions -
in particular, it has been carefully written to take advantage of MATLAB’s built-in
multi-threading capabilities, giving it an advantage over the others on the four-core
computer used. Additionally, the underlying algorithm used has been developed
specifically for computational use, so this is not at all a surprising result.
It can be seen that both the fast solution and the full numeric solution break
down at the high end of the range of radii considered. The full numeric solution
breaks down beyond a radius of 169 mm for both the RCS and the ECS. This hap-
pens because the values on the numerator and denominator of the Mie coefficients
(equations 2.61 and 2.62) become too large for double precision representation and
are returned as Not a Number (NaN) values. As a result, the final RCS and extinc-
tion cross-sections are returned as NaN’s and so are not plotted. It is interesting to
note that, particularly for the RCS, the calculated values remain very close to the
correct values - well within the 10−8 variation allowed - right up until the method
breaks down completely. Since the same method is used in both cases, the varia-
tion between the two is most likely to be due to the more limited precision of the
numeric method.
The fast solution returns values over the whole range, but these values become
inaccurate at a radius of around 42 mm for the RCS and 91mm for the ECS. This
is again due to the limited number of significant figures in double precision floating
point representation.
Over (and beyond) any reasonable range of expected raindrop sizes, both the
fast solution and the full numeric solution produce excellent approximations to the
full solution. However, it is the fast solution that is used, since it is considerably
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faster and somewhat more accurate than the full numeric solution.
2.2 Scattering from non-spherical particles: T-
matrix scattering
Whilst a spherical approximation may in many cases be appropriate, it is an ap-
proximation (raindrops are not spherical) and in some circumstances this must be
taken into account. This is of particular importance when considering polarimet-
ric radar measurements. Attempts were made to determine the RCS and ECS of
non-spherical dielectric targets using finite-element methods (FEM) in COMSOL
3.3 and CST as well as an attempt to use the T-matrix scattering method. The
FORTRAN T-matrix software made available by NASA [43] was considered, but as
this does not offer the ability to simulate arbitrarily shaped non-spherical particles
it was decided to write a T-matrix scattering algorithm that could. Difficulty was
experienced in getting appropriate far-field results from COMSOL and so this work
was abandoned when success was achieved with the T-matrix method. The results
from CST for dielectric spheres bore no apparent relationship to Mie scattering
solutions, so no attempts to simulate non-spherical particles were made using this
software.
2.2.1 Method overview
The model implemented comes largely from Tsang, Kong and Shin [22], but [44] and
[45] were also useful in developing an understanding of the method. The purpose
of this section is to describe the model implementation, not to explain the physics
behind the T-matrix scattering method (this can be found in [22] and elsewhere).
However, it does attempts to provide easier-to-follow derivations than those found
in the original source, and also to explain the areas where what has been done is
not directly from the textbook. The notation used closely follows that of Tsang,
Kong and Shin.
A spherical polar co-ordinate system (r, θ, φ) is used throughout, with r ∈ [0,∞),
θ ∈ [0, pi) and φ ∈ [0, 2pi), and this is referenced to a cartesian co-ordinate system
(x, y, z) for interaction with external electromagnetic fields. The convention used
in this thesis is illustrated in figure 2.2.
The basic premise behind the T-Matrix method is simple. It is to determine a
matrix that can be used to transform a vector describing radiation incident on an
object into a vector describing the radiation scattered from the object. To achieve
this, the incident ( ~Ei(~r)) and scattered ( ~Es(~r)) electric fields are expressed in terms
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Figure 2.2: The spherical polar co-ordinate system used for the T-matrix model.
of sums of the vector spherical harmonics ~M , ~N , Rg ~M and Rg ~N :
~Es(~r) =
∑
m,n
[
as(M)mn
~Mmn(kr, θ, φ) + a
s(N)
mn
~Nmn(kr, θ, φ)
]
(2.1)
~Ei(~r) =
∑
m,n
[
ai(M)mn Rg ~Mmn(kr, θ, φ) + a
i(N)
mn Rg ~N(kr, θ, φ)
]
(2.2)
where a
s(M)
mn , a
s(N)
mn , a
i(M)
mn and a
i(N)
mn are the scattered and incident coefficients, re-
spectively. k is the wavenumber (2pi/λ) and ~r is a position vector. The coefficients
for the incident electric field are assumed to be known, and the T-matrix is used to
relate these coefficients to those of the scattered electric field. In order to do this
with a single matrix transformation it is necessary to arrange the amn coefficients
in terms of a single index al. Tsang et al use
l = n(n+ 1) +m (2.3)
as a single index. This provides a unique identifier for each element as, for each
n, m ∈ {−n . . . n}. It allows the conversion between the incident and scattered
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electric field coefficients to be expressed as:
a
s(M)
1
...
a
s(M)
l
...
a
s(N)
1
...
a
s(N)
l
...

=

T
(11)
11 . . . T
11
1l′ . . . T
12
11 . . . T
12
1l′ . . .
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...
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T 11l1 . . . T
11
ll′ . . . T
12
l1 . . . T
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...
. . .
...
...
. . .
T 2111 . . . T
21
1l′ . . . T
22
11 . . . T
22
1l′ . . .
...
. . .
...
...
. . .
...
T 21l1 . . . T
21
ll′ . . . T
22
l1 . . . T
22
ll′ . . .
...
...
. . .
...
...
. . .


a
i(M)
1
...
a
i(M)
l
...
a
i(N)
1
...
a
i(N)
l
...

(2.4)
where the T-matrix T has been written as:
T =
(
T11 T12
T21 T22
)
. (2.5)
The spherical harmonics ~M , ~N , Rg ~M and Rg ~N are:
~Mmn(kr, θ, φ) = γmnhn(kr)~Cmn(θ, φ) (2.6)
Rg ~Mmn(kr, θ, φ) = γmnjn(kr)~Cmn(θ, φ) (2.7)
~Nmn(kr, θ, φ) = γmn
(
n(n+ 1)hn(kr)
kr
~Pmn(θ, φ) +
1
kr
d(rhn(kr))
dr
~Bmn(θ, φ)
)
(2.8)
Rg ~Nmn(kr, θ, φ) = γmn
(
n(n+ 1)jn(kr)
kr
~Pmn(θ, φ) +
1
kr
d(rjn(kr))
dr
~Bmn(θ, φ)
)
(2.9)
where ~Cmn is:
~Cmn(θ, φ) =
(
θˆjm
Pmn (cos θ)
sin θ
− φˆdP
m
n (cos θ)
dθ
)
ejmφ (2.10)
~Bmn is:
~Bmn(θ, φ) =
(
θˆ
dPmn (cos θ)
dθ
+ φˆjm
Pmn (cos θ)
sin θ
)
ejmφ (2.11)
and ~Pmn is:
~Pmn(θ, φ) = rˆP
m
n (cos θ)e
jmφ (2.12)
In these expressions, γmn is:
γmn =
√
(2n+ 1)(n−m)!
4pin(n+ 1)(n+m)!
(2.13)
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Pmn is the associated Legendre polynomial. There is some disagreement between
authors as to the definition of the associated Legendre polynomials [46], but the
definition used by [22] (and therefore the definition used here) is:
Pmn (x) =
(−1)m
2nn!
(1− x2)m/2 d
n+m
dxn+m
(x2 − 1)n (2.14)
which is the same as the MATLAB built-in legendre function. However, this
function returns only for positive values of m, so the following expression is used in
the code to compute the associated Legendre polynomials for negative values of m:
P−mn (x) = (−1)m
(n−m)!
(n+m)!
Pmn (x). (2.15)
jn are the spherical Bessel functions of the first kind and hn are the spherical Hankel
functions of the first kind. These are related to Bessel functions of the first (Jn)
and second (Yn) kind by:
jn(x) =
√
pi
2x
Jn+0.5(x) (2.16)
hn(x) = jn(x) + jyn(x) (2.17)
where:
yn(x) =
√
pi
2x
Yn+0.5(x) (2.18)
are the spherical Bessel functions of the second kind.
Note that the expressions for the spherical harmonics are essentially as found in
[22], bar the changing of the expression:
(krhn(kr))
′. (2.19)
This should be interpreted as meaning:
d
d(kr)
(krhn(kr)). (2.20)
This form is likely used in [22] in order express the wave equations in terms of
kr, emphasising the equivalence of frequency and dimensional variation. Whilst
elegant, this is not particularly helpful when applied to raindrops, where the strong
dependence of refractive index on frequency (at millimetre-wave frequencies) makes
this equivalence irrelevant. As a result, in this thesis (and indeed in the model) it
has been decided to work in terms of r, with an implicit k (and ks) dependence
throughout.
To achieve this, it is necessary to eliminate the k from the derivative in equation
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(2.20). A partial expansion yields:
hn(kr) + kr
d
d(kr)
hn(kr) (2.21)
The second term in this expression becomes:
kr
d
d(kr)
hn(kr) = kr
d
dr
(hn(kr))
d
d(kr)
r
= r
d
dr
(hn(kr))
d
d(kr)
(kr)
= r
d
dr
(hn(kr)) (2.22)
Substituting this back into equation (2.21) yields:
hn(kr) + r
d
dr
(hn(kr)) =
d
dr
(rhn(kr)) (2.23)
and so the expression in (2.20) can equivalently be written as:
d
dr
(rhn(kr)) (2.24)
which involves a derivative in terms of r only. It is this form that has been used in
expressions throughout this thesis and that is used in the code itself.
On of the issues with implementing this set of functions numerically is dealing
with P
m
n (cos θ)
sin θ
at θ = 0 and θ = pi. At these points, it is necessary to apply l’Hoˆpital’s
rule to correctly determine the value of the function. This produces a finite value
at θ = 0 and θ = pi in all cases except the m = 0 case, but the term only ever
occurs when multiplied by m (see equations 2.10 and 2.11), solving the problem.
If the incident wave is assumed to be a plane wave, then the a coefficients are
given by:
ai(M)mn = (−1)m
1
γmn
(2n+ 1)
n(n+ 1)
jn ~C−mn(θi, φi) · eˆiEi0 (2.25)
ai(N)mn = (−1)m
1
γmn
(2n+ 1)
n(n+ 1)
jn−1 ~B−mn(θi, φi) · eˆiEi0, (2.26)
where eˆi is a unit vector in the direction of the electric field of the plane wave. It
is assumed that the signal from the radar interacting with the raindrop can always
be approximated by a plane wave. This is also one of the assumptions of the Mie
scattering model.
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2.2.2 Calculating the T-matrix elements
The T-matrix elements can be determined from [22]:
T = −RgQt(Qt)−1 (2.27)
where Qt is given by:
Qt =
[
P R
S U
]
(2.28)
and RgQt is given by:
RgQt =
[
RgP RgR
RgS RgU
]
(2.29)
where the P, R, S and U terms are given by:
Pl,l′ = −jkksJ21l,l′ − jk2J12l,l′ (2.30)
Rl,l′ = −jkksJ11l,l′ − jk2J22l,l′ (2.31)
Sl,l′ = −jkksJ22l,l′ − jk2J11l,l′ (2.32)
Ul,l′ = −jkksJ12l,l′ − jk2J21l,l′ (2.33)
where ks is the wavenumber within the dielectric (i.e. k multiplied by the refractive
index of the scatterer). If it is assumed that the particles of interest are rotationally
symmetric, then many of the J terms are zero, considerably simplifying the problem.
Since all of the drop shape models considered produce only rotationally symmetric
drops (see chapter 3), this is all that is required of this implementation of the T-
matrix model. With the rotational symmetry assumption, the J terms are given
by:
J11l,l′ = 2piδmm′(−1)m
pi∫
0
sin θρ2γmn′γ−mnjn′(ksρ)hn(kρ)(−jm)[
Pmn′ (cos θ)
sin θ
d
dθ
P−mn (cos θ) +
d
dθ
(Pmn′ (cos θ))
P−mn (cos θ)
sin θ
]
dθ (2.34)
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J12l,l′ = 2piδmm′(−1)m
pi∫
0
sin θρ2γmn′γ−mn
(
jn′(ksρ)
kρ
(
d
dr
rhn(kr)
) ∣∣∣∣
r=ρ[
m2
Pmn′ (cos θ)
sin θ
P−mn (cos θ)
sin θ
+
d
dθ
(Pmn′ (cos θ))
d
dθ
(P−mn (cos θ))
]
+
1
ρ
dρ
dθ
jn′(ksρ)
hn(kρ)
kρ
n(n+ 1)P−mn (cos θ)
d
dθ
(Pmn′ (cos θ))
)
dθ (2.35)
J21l,l′ = 2piδmm′(−1)m
pi∫
0
sin θρ2γmn′γ−mn
(
−hn(kρ)
ksρ
(
d
dr
rjn′(ksr)
) ∣∣∣∣
r=ρ[
d
dθ
(Pmn′ (cos θ))
d
dθ
(P−mn (cos θ)) +m
2P
m
n′ (cos θ)
sin θ
P−mn (cos θ)
sin θ
]
−1
ρ
dρ
dθ
jn′(ksρ)
ksρ
hn(kρ)n
′(n′ + 1)Pmn′ (cos θ)
d
dθ
(P−mn (cos θ))
)
dθ (2.36)
J22l,l′ = 2piδmm′(−1)m
pi∫
0
sin θρ2γmn′γ−mn
(
1
ksρ
(
d
dr
rjn′(ksr)
) ∣∣∣∣
r=ρ
1
kρ
(
d
dr
rhn(kρ)
) ∣∣∣∣
r=ρ
(−jm)
[
d
dθ
(Pmn′ (cos θ))
P−mn (cos θ)
sin θ
+
Pmn′ (cos θ)
sin θ
d
dθ
(P−mn (cos θ))
]
− 1
ρ
dρ
dθ
(jm)
Pmn′ (cos θ)
sin θ
P−mn (cos θ)[
n(n+ 1)
1
ksρ
(
d
dr
rjn′(ksr)
) ∣∣∣∣
r=ρ
hn(kρ)
kρ
+
n′(n′ + 1)
jn′(ksρ)
ksρ
1
kρ
(
d
dr
rhn(kr)
) ∣∣∣∣
r=ρ
])
dθ (2.37)
The RgP, RgR, RgS and RgU terms are determined from equations 2.30, 2.31,
2.32 and 2.33 with the Rg terms substituted in for their non-Rg counterparts, and
the J terms replaced by the equivalent RgJ terms. The RgJ terms are in turn
given by the above expressions for the J terms (equations 2.34, 2.35, 2.36 and
2.37), substituting jn(kr) for hn(kr).
In the J (and RgJ) expressions, ρ is used as shorthand for ρ(θ), a function
defining the radius of the particle in terms of θ. Since the particles are assumed
to be rotationally symmetric, this is sufficient to fully define their shape, provided
that there is a one-to-one mapping between r and θ. While not explicitly required
by the expressions above, it is computationally necessary that ρ(θ), ρ′(θ) and ρ′′(θ)
have no discontinuities (i.e. that there are no sharp edges on the particles or on the
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particles derivative). Failure to meet this last condition would require an excessively
large number of iterations to approximate the solution well.
2.2.3 Getting to the far field
The method outlined thus far is, in principle, all that is needed to compute the
electric field at an arbitrary point outside the scatterer and hence is sufficient to
compute the radar cross-section. However, in practice it is found that very large
values of Nmax are required to achieve accurate values for the field at large distances
from the target. There are some far field approximations that can be made to help
compute this field, and that Tsang, Kong and Shin use for computing terms in the
scattering function matrix F. However, a somewhat more tailored application of
the far-field approximations is possible, and is presented here.
The key approximation is in replacing (2.6) and (2.8) with [22]:
lim
kr→∞
~Mmn(kr, θ, φ) = γmn ~Cmn(θ, φ)j
−n−1 1
kr
ejkr (2.38)
and:
lim
kr→∞
~Nmn(kr, θ, φ) = γmn ~Bmn(θ, φ)j
−n 1
kr
ejkr (2.39)
respectively. If these two expressions are then substituted into (2.1), the following
expression is obtained:
~Es(~r) =
∑
m,n
[
as(M)mn γmn
~Cmn(θ, φ)j
−n−1 1
kr
ejkr
+as(N)mn γmn ~Bmn(θ, φ)j
−n 1
kr
ejkr
]
(2.40)
With the two as terms expressed in terms of the ai terms (from equation 2.4) this
becomes:
~Es(~r) =
∑
m,n
(∑
m′,n′
[
T 11l,l′a
i(M)
m′n′ + T
12
l,l′a
i(N)
m′n′
]
γmn ~Cmn(θ, φ)j
−n−1 1
kr
ejkr
+
∑
m′,n′
[
T 21l,l′a
i(M)
m′n′ + T
22
l,l′a
i(N)
m′n′
]
γmn ~Bmn(θ, φ)j
−n 1
kr
ejkr
)
(2.41)
and with the plane-wave expressions for ai (equations 2.25 and 2.26) and some
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simplification, this then becomes:
~Es(~r) = Ei0
ejkr
kr
∑
l,l′
γmn(−1)m′ 1
γm′n′
(2n′ + 1)
n′(n′ + 1)([
T 11l,l′j
n′ ~C−m′n′(θi, φi) · eˆi
+T 12l,l′j
n′−1 ~B−m′n′(θi, φi) · eˆi
]
~Cmn(θ, φ)j
−n−1
+
[
T 21l,l′j
n′ ~C−m′n′(θi, φi) · eˆi
+T 22l,l′j
n′−1 ~B−m′n′(θi, φi) · eˆi
]
~Bmn(θ, φ)j
−n
)
(2.42)
It can be shown from equation 2.13 that:
1
γm′n′
(2n′ + 1)
n′(n′ + 1)
= 4piγ−m′n′ . (2.43)
Substituting this into equation (2.42) yields:
~Es(~r) = 4piEi0
1
kr
ejkr
∑
l,l′
γmnγ−m′n′(−1)m′
([
T 11l,l′j
n′ ~C−m′n′(θi, φi) · eˆi
+T 12l,l′j
n′−1 ~B−m′n′(θi, φi) · eˆi
]
~Cmn(θ, φ)j
−n−1
+
[
T 21l,l′j
n′ ~C−m′n′(θi, φi) · eˆi
+T 22l,l′j
n′−1 ~B−m′n′(θi, φi) · eˆi
]
~Bmn(θ, φ)j
−n
)
. (2.44)
2.2.4 Radar cross-section
A form for the radar cross-section resulting from the T-matrix mode is not given
in [22], so one is developed here. The radar cross-section is given by [47]:
σ(θi, φi, θs, φs) =
4pir2
∣∣∣ ~Es(θi, φi, ~r)∣∣∣2
|Ei0|2
(2.45)
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(where | ~E| is defined as
√
~E · ~E∗) and so rearranging the expression in equation
(2.44) into the following form is useful:∣∣∣∣∣r ~Es(~r)Ei0
∣∣∣∣∣ = 4pik
∣∣∣∣∣∑
l,l′
γmnγ−m′n′(−1)m′
([
T 11l,l′j
n′ ~C−m′n′(θi, φi) · eˆi
+T 12l,l′j
n′−1 ~B−m′n′(θi, φi) · eˆi
]
~Cmn(θs, φs)j
−n−1
+
[
T 21l,l′j
n′ ~C−m′n′(θi, φi) · eˆi
+T 22l,l′j
n′−1 ~B−m′n′(θi, φi) · eˆi
]
~Bmn(θs, φs)j
−n
) ∣∣∣∣∣, (2.46)
using the fact that the absolute value of the ejkr term is one. Since both Ei0 and
r are positive real numbers,
∣∣∣ r ~Es(~r)E0 ∣∣∣ can be rewritten as r| ~Es||Ei0| . Thus, the bistatic
radar cross section for the particle is given by:
σ(θi, φi, θs, φs) =
(4pi)3
k2
∣∣∣∣∣∑
l,l′
γmnγ−m′n′(−1)m′
([
T 11l,l′j
n′ ~C−m′n′(θi, φi) · eˆi
+T 12l,l′j
n′−1 ~B−m′n′(θi, φi) · eˆi
]
~Cmn(θs, φs)j
−n−1
+
[
T 21l,l′j
n′ ~C−m′n′(θi, φi) · eˆi
+T 22l,l′j
n′−1 ~B−m′n′(θi, φi) · eˆi
]
~Bmn(θs, φs)j
−n
) ∣∣∣∣∣
2
. (2.47)
2.2.5 The extinction cross-section
Tsang, Kong and Shin [22] give the extinction cross-section as:
Qext =
4pi
k
Im
{
eˆi · F(kˆi, kˆi) · eˆi
}
(2.48)
where F is the scattering amplitude dyad. The double dot-product may seem a
little odd, but can be understood by noting that the Dyad is the matrix product
of two vectors of the form ~bT~c. Thus, the double dot product can be written in the
form:
~a ·~b ~c · ~d = (ai, aj, ak)
bibj
bk
 (ci, cj, ck)
didj
dk
 (2.49)
which can be evaluated in any order.
The amplitude scattering Dyad with the right dot-product applied (F(kˆi, kˆi) · eˆi)
can be shown (from the definition of F in [22]) to be the far field electric field
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given in equation 2.44, scaled by r
Ei0e
jkr . Thus, the extinction cross-section can be
calculated from:
Qext =
(
4pi
k
)2
Im
{
eˆi ·
∑
l,l′
γmnγ−m′n′(−1)m′
([
T 11l,l′j
n′ ~C−m′n′(θi, φi) · eˆi
+T 12l,l′j
n′−1 ~B−m′n′(θi, φi) · eˆi
]
~Cmn(θi, φi)j
−n−1
+
[
T 21l,l′j
n′ ~C−m′n′(θi, φi) · eˆi
+T 22l,l′j
n′−1 ~B−m′n′(θi, φi) · eˆi
]
~Bmn(θi, φi)j
−n
)}
. (2.50)
It is in this form that the equation is implemented.
2.2.6 The spherical case
For comparison with the Mie Scattering model, it is useful to consider what happens
to this T-matrix model in the case when it is applied to a sphere centred at the
origin of the co-ordinate system used. In this case, the derivative of the radius ρ(θ)
function with respect to θ will be zero. The J terms then become:
J11l,l′ = 2piδmm′(−1)mρ2γmn′γ−mnjn′(ksρ)hn(kρ)(−jm)
pi∫
0
Pmn′ (cos θ)
1
dP−mn (cos θ)
dθ
+
dPmn′ (cos θ)
dθ
P−mn (cos θ)
1
dθ (2.51)
J12l,l′ = 2piδmm′(−1)mρ2γmn′γ−mn
jn′(ksρ)
kρ
d
dρ
(ρhn(kρ))
pi∫
0
sin θ
[
m2
Pmn′ (cos θ)
sin θ
P−mn (cos θ)
sin θ
+
dPmn′ (cos θ)
dθ
dP−mn (cos θ)
dθ
]
dθ (2.52)
J21l,l′ = 2piδmm′(−1)mρ2γmn′γ−mn
(
−hn(kρ)
ksρ
d
dρ
(ρjn′(ksρ))
)
pi∫
0
sin θ
[
dPmn′ (cos θ)
dθ
dP−mn (cos θ)
dθ
+m2
Pmn′ (cos θ)
sin θ
P−mn (cos θ)
sin θ
]
dθ (2.53)
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J22l,l′ = 2piδmm′(−1)mρ2γmn′γ−mn
(
1
ksρ
d
dρ
(ρjn′(ksρ))
)
1
kρ
d
dρ
(ρhn(kρ))(−jm)
pi∫
0
dPmn′ (cos θ)
dθ
P−mn (cos θ)
1
+
Pmn′ (cos θ)
1
dP−mn (cos θ)
dθ
dθ (2.54)
so both of the J11 and J22 terms become dependent on:
pi∫
0
dPmn′ (cos θ)
dθ
P−mn (cos θ) + P
m
n′ (cos θ)
dP−mn (cos θ)
dθ
dθ. (2.55)
It can be seen that the integrand is in fact just a chain rule expansion of
d
dθ
(Pmn′ (cos θ)P
−m
n (cos θ)), and so the integral can simply be rewritten as:
pi∫
0
d
dθ
(
Pmn′ (cos θ)P
−m
n (cos θ)
)
dθ =
[
Pmn′ (cos θ)P
−m
n (cos θ)
]pi
0
= Pmn′ (−1)P−mn (−1)− Pmn′ (1)P−mn (1) (2.56)
which by inspection of the definition of the associated Legendre polynomials (equa-
tions 2.14 and 2.15) can be seen to be zero. Thus all of the J11 and J22 terms are
zero in the special case of a sphere centred at the origin.
Both of the J12 and J21 terms are dependent on:
pi∫
0
sin θ
[
dPmn′ (cos θ)
dθ
dP−mn (cos θ)
dθ
+
m2
sin2 θ
Pmn′ (cos θ)
1
P−mn (cos θ)
1
]
dθ (2.57)
which can be shown to be (see appendix A):
(−1)m2n(n+ 1)
2n+ 1
δnn′ . (2.58)
Substituting this back into equations 2.52 and 2.53 yields:
J12ll′ = ρ
2δmm′δnn′jn(ksρ)
1
kρ
d
dρ
(ρhn(kρ)) (2.59)
and:
J21ll′ = −ρ2δmm′δnn′hn(kρ)
1
ksρ
d
dρ
(ρjn(ksρ)) (2.60)
which is in agreement with the unworked results given in [22]. Equivalent expres-
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sions exist for the RgJ terms, with jn(kρ) replacing hn(kρ). Equations 2.30, 2.31,
2.32, 2.33 show that only P and U (and therefore also RgP and RgU) have non-
zero elements, and that these matrices are diagonal. It then follows from equations
2.28 and 2.29 that only the diagonal terms of Qt and RgQt are non-zero.
It then follows from equation 2.27 that the T-matrix itself must be diagonal,
with the T11 terms given by:
T 11ll′ =
−RgPll′
Pll′
=
jkksRgJ
21
ll′ + jk
2RgJ12ll′
−jkksJ21ll′ − jk2J12ll′
= δmm′δnn′
jn(ksρ)
d
dρ
(ρjn(kρ))− jn(kρ) ddρ(ρjn(ksρ))
hn(kρ)
d
dρ
(ρjn(ksρ))− jn(ksρ) ddρ(ρhn(kρ))
(2.61)
and the T22 terms by:
T 22ll′ =
−RgUll′
Ull′
=
jkksRgJ
12
ll′ + jk
2RgJ21ll′
−jkksJ12ll′ − jk2J21ll′
= δmm′δnn′
k2sjn(ksρ)
d
dρ
(ρjn(kρ))− k2jn(kρ) ddρ(ρjn(ksρ))
k2hn(kρ)
d
dρ
(ρjn(ksρ))− k2sjn(ksρ) ddρ(ρhn(kρ))
(2.62)
Tsang, Kong and Shin choose to refer to these expressions (without the δmm′δnn′
terms) as TMn and T
N
n respectively. By comparison with [39], it can be seen that
TMn and T
N
n are equivalent to the an and bn terms often used in Mie scattering
representations. With this, Tsang, Kong and Shin [22] state that the extinction
cross section can be written as:
Qext = −2pi
k2
Re
{ ∞∑
n=1
(2n+ 1)
[
TMn + T
N
n
]}
(2.63)
Unfortunately, an equivalent expression for the radar cross-section is not given
in [22], but it can be shown to be (see appendix B):
σ =
λ2
4pi
∣∣∣∣∣
∞∑
n=1
(−1)n(2n+ 1)(TMn − TNn )
∣∣∣∣∣
2
. (2.64)
These expressions represent far simpler calculations to implement in MATLAB
and have been used as a check on the Mie scattering model described in section 2.1.
2.2.7 The implementation
It readily becomes apparent that it will generally be necessary to produce multiple
RCS values for different values of Nmax for each object, and to increment this Nmax
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until sufficient convergence is obtained. Since the computing time required for
generating T-matrices increases rapidly with increasing Nmax, it is desirable not to
compute a T-matrix any larger than necessary. Thus one will in general compute
a T-matrix of order 3, and then of order 4 and so on until convergence is achieved.
It would be desirable, while computing these higher order T-matrices to recycle as
much of the lower-order T-matrix computations as possible. Since the T-matrices
in general result from a matrix inversion and multiplication, it is not possible to
simply include the lower-order T-matrix results in the new T-matrix and then add
more terms. However, it is possible to recycle the old J matrices, where the terms
are independent of each other. This is what is done in practice.
A closely related problem occurs when seeking a lower order T-matrix after al-
ready computing a higher order one. It would be possible simply to take a subset
of the old T-matrix values. However, in order to make the function output deter-
ministic for a given set of input parameter (and not dependent on the preceding
execution order of the function) it has been decided to recycle only the J terms in
this case as well. Thus, the time taken for the function to run can vary depending
on the execution order, but not the output.
Note that thanks to the diagonal nature of the matrices involved in the spherical
case, it would be possible to recycle T-matrix terms for spheres. However, in order
for the code to be generally applicable no use will be made of this property.
Also of relevance to attempts to implement this process in MATLAB, the quadgk
function provides by far the best numerical integration speed of the available built-in
functions (as of version 2011a).
Differentiation was carried out using a simple numerical approach, in order to
allow a wide choice of function for describing the radius of the particle as a function
of θ. A function difffun was written that took as arguments the numerical func-
tion f(x) to be differentiated, the value of x at which it was to be differentiated and
an additional optional argument that indicated if the function was to be integrated
approaching from above or below. In general, difffun computes f(x0(1− dconst))
and f(x0(1 + dconst)), and then uses a straight line approximation to compute the
derivative from these values. dconst is a constant used in differentiation. In cases
were x0 is zero, values are computed at −dconst and +dconst, which, while not the
ideal solution, is computationally efficient and produces good approximations for
the types of function that this T-matrix model requires it to differentiate. The op-
tional argument was necessary for situations where it was necessary to differentiate
functions close to regions were they are undefined. In this case, f(x0) and either
f(x0(1 + dconst)) or f(x0(1 − dconst)) were used, as appropriate. Where x0 = 0,
f(x0) and f(+dconst) or f(−dconst) were used.
Testing on variations of the sine function indicated that the optimal value for
26
dconst was 1× 10−6 (to the nearest order of magnitude). The error associated with
this is dependent on the function being integrated, but was typically to the order
of ±10−9 or ±10−10.
A brief attempt was made to use the publicly available DERIVESTsuite to per-
form the differentiation, but, while it is undoubtedly more sophisticated and more
accurate than the method used, it occasionally failed to correctly compute the
derivatives required and so was not suitable for use in the T-matrix model.
2.2.8 Model validation
Since the primary purpose of this T-Matrix model is to calculate RCS and ECS
values for non-spherical raindrops, and the convenient pre-existence of a Mie scat-
tering model for calculating these parameters for spheres, it has been decided to
test the model on spherical particles. Of course, since in the special case of systems
where d
dθ
ρ = 0 for all θ many of the terms in the T-Matrix solution go to zero,
spheres centred at the origin would not be a complete test of the model. However,
if the spheres are offset from the origin then d
dθ
ρ 6= 0 in general, meaning that all of
the T-Matrix terms are included in the calculation, but in the far field the RCS and
ECS would be expected to be identical (i.e. the off-diagonal terms should cancel).
It is thus possible to test the model in full and compare the results to those from
the Mie scattering model.
Note however that in order to satisfy the rotational symmetry requirement of
the implementation, it is necessary for the offset to be in z only. Further, it is
necessary for the origin to be contained within the sphere, to allow for a one-to-one
mapping between ρ and θ.
However, the z only offset can be overcome. The polarization angle of the
incoming radiation can be altered, allowing the functional equivalent of an x and/or
y offset to be computed.
For the purpose of this validation, a water sphere at 20 and of 6 mm diameter
is assumed to be illuminated with a 94 GHz plane wave (giving a refractive index of
m = 3.3763− 1.9841j). This is tested with the wave incident along the x direction
(travelling from +x towards the origin) with horizontal (E-field in the x− y plane),
vertical (E-field in the x − z plane) and 45◦ polarization, with the latter being
equivalent to the sphere being offset in both x and y with vertically or horizontally
polarised incident radiation. The size of the offset in z was then stepped over a
range of 50 values from 0 to 2.9 mm in order to test the performance of the model.
The results are shown in figure 2.3 for offsets between 0 and 1.5 mm. Values beyond
this are not illustrated - the model breaks down at around 1.25 mm both RCS and
ECS, making further values moot.
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The maximum value of N allowed was 40, with the convergence target being
±10−4. The values of N required to meet this convergence target started at 13,
reaching 23 for the offset of around 1.25 mm, before breaking down at which point
it failed to converge within 40 repetitions. Machine precision limits on internal
calculations limit the utility of terms as high as N = 40, so computing higher order
terms is ineffectual.
The Mie scattering solution was intended to represent the ‘correct’ RCS and
ECS, so a convergence target of ±10−8 was used, and a maximum of 400 iterations
were allowed - a number that was not reached.
Up to the point where the model breaks down, the disagreement between the T-
matrix model and the RCS and ECS models is very small. The fractional variation
between the Mie and T-matrix calculated RCS was below ±5 × 10−7 up until an
offset of 1 mm, beyond which it remains within the convergence target until an
offset of around 1.24 mm. For the ECS, the fractional variation is below ±3× 10−8
up to an offset of around 1.06 mm, beyond which it remains within the convergence
target until an offset of around 1.24 mm.
For both the RCS and ECS the error is largely smaller for the vertical polar-
isation than for the 45◦ polarisation, and that in turn largely has a smaller error
than the horizontal polarisation. In all cases however, it is clear that for reason-
able offsets, the model returns results well within the tolerances asked of it. This
strongly suggests that it will perform well when tasked with simulating moderately
non-spherical particles.
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Figure 2.3: [Top] shows the configuration used for testing the model. A sphere
of 6 mm diameter was tested with the centre being moved from the origin out to
2.9 mm offset in z (illustrated with a 1.5 mm offset) with the refractive index of
water at 94 GHz and 20 (m = 3.3763 − 1.9841j). The RCS and ECS of this
was then calculated for incident plane waves with the electric field polarisation in
the three directions illustrated. [Bottom left] shows the difference between the Mie
and T-matrix RCS as a fraction of the Mie RCS. There is agreement to within
the convergence tolerances used until the sphere offset reaches around 1.24 mm, at
which point the T-matrix model breaks down significantly. [Bottom right] shows
the same, but for the ECS.
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Chapter 3
Raindrop shape models
Figure 3.1: Some sample raindrop shapes, computed with the Beard and Chuang
drop shape model [25] at a temperature of 20 and a pressure of 101325 Pa, the
implementation of which is detailed in section 3.2. Note that the drop illustrations
are not to scale.
In order to compute the RCS and ECS of raindrops using the T-matrix model that
was described in section 2.2 (or any other appropriate model) it is necessary to know
the shape of the raindrops. Contrary to what may be popular perception, raindrops
do not have a “teardrop” shape1. Rather, smaller drops are approximately spherical,
and larger drops are approximately oblate spheroids. Some sample drop shapes are
1This is fortunate, because the discontinuity in drdθ at the point would make T-matrix compu-
tation of the scattering very difficult.
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illustrated in figure 3.1. In practice though drop shapes constantly oscillate, so
no static model will be truly representative of the drop shape. They can however
provide a description of the average drop shape.
There are many different approximations to the actual drop shape that can be
made, with varying levels of accuracy. This chapter presents some of them, along
with methods for their implementation. Section 3.1 presents some of the more
approximate or simpler to implement drop shapes, while section 3.2 presents an
implementation of the Beard and Chuang 1987 [25] drop shape model, a far more
sophisticated drop shape model which allows the effects of temperature and pressure
on drop shape to be taken into account.
The shapes predicted by the various drop shape models are compared, and the
effect of their shape on RCS and ECS are explored in section 3.3. Additionally, the
Beard and Chuang model of section 3.2 is used to explore the effects of temperature
and pressure on the drop shape, and through this also on the RCS and ECS. This
is done in section 3.4.
3.1 ‘Easy to implement’ drop shape models
The most basic drop-shape model is the sphere, with the radius of the sphere chosen
to be that giving a sphere of a volume equivalent to that contained in the actual
raindrop. Whilst not an accurate model, it is a good approximation to the shape
of small raindrops and may in some circumstances be an adequate description of
larger raindrops. It makes possible the use of Mie scattering (or at low frequencies,
Rayleigh scattering) to describe the electromagnetic scattering from the raindrops,
dramatically simplifying computation. In general, this approximation provides a
useful starting point for many calculations, except where polarisation effects are
thought to be significant.
A slightly more involved and more accurate approach is to approximate the
shape of the raindrop by a spheroid. The profile of such a drop can be described
in terms of its axis ratio α (height over width) and volume equivalent diameter D.
One possible model for this is [5]:
α = 1.03− 62D (3.1)
where D is in m.
However, a far more accurate model is that of Thurai et al [24]. This is an
empirical model, based on artificial rain measurements using a two-dimensional
video disdrometer. The model descripes the raindrop shape in terms of cartesian x
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and y co-ordinates with the expression:
x = c1
√
1−
(
y
c2
)2(
c4
(
y
c2
)2
+ 1
)
arccos
(
y
c2c3
)
(3.2)
where the coefficients c1...4 are defined in terms of the volume-equivalent sphere
diameter D in mm by:
c1 =
1
pi
(
0.02914D2 + 0.9263D + 0.07791
)
(3.3)
c2 = −0.01938D2 + 0.4698D + 0.09538 (3.4)
c3 = −0.06123D3 + 1.3880D2 − 10.41D + 28.34 (3.5)
c4 =
{ −0.01352D3 + 0.2014D2 − 0.8964D + 1.226 for D > 4 mm
0 for 1.5 mm ≤ D ≤ 4 mm. (3.6)
The model is undefined for diameters of less than 1.5 mm, and if the c4 = 0 case
is extended downwards some considerable error in the drop shape (compared with
other drop-shape models) is found. However, as is shown in figure 3.7, drops of this
diameter and below are close to spherical, and so this assumption could be used in
these cases.
In order to make use of this shape model in the T-matrix scattering model
described in section 2.2, it is necessary to convert the results of this model from x,y
co-ordinates to a function describing the radius ρ in terms of angle θ. Owing to the
very large number of calls made to the ρ(θ) function by the T-matrix model, it is
important that calls to the function require as little computation time as reasonably
possible. Since the function will generally be called many times in succession for the
same diameter, it has been implemented such that when first called a 1000-point
lookup table of r-θ value pairs is created. This is done by first calculating the values
of the c1...4 coefficients, then using the MATLAB function fminbnd (which is based
on golden section search and parabolic interpolation) to find the y dimension start
point (the positive y point at x = 0) in the range y ∈ [0 . . . D] and then the y
dimension end point (the negative y point at x = 0) in the range y ∈ [−D . . . 0].
This gives good approximations to the θ = 0 and θ = pi points for the drop. Values
for x are then calculated at 1000 points linearly spaced between the y start and
end points. The end points are forced to be exactly x = 0. These values are
then converted to polar co-ordinates using the standard relations. The function
then uses spline interpolation to compute the value of ρ for the given value(s) of θ
(consideration was also given to using faster linear interpolation, but it was found
that, while this made the drop-shape function quicker, the slight discontinuities
introduced into the first and second derivatives made the overall T-matrix model
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slower). The lookup table is preserved in memory, so that on subsequent calls only
the interpolation is required, unless and until D changes.
Useful though the Thurai model is, it does not make it possible to explore the
effect of varying temperature and atmospheric pressure on the drop shape. In or-
der to do this, it is necessary to turn to a fuller model, such as that of Beard and
Chuang [25]. Consideration was also given to implementing the model of Prup-
pacher and Pitter [23], but the Beard and Chuang model is generally considered to
produce far more accurate drop-shapes. Nevertheless, the cosine-series coefficients
listed in the Pruppacher and Pitter paper were used to implement a sample version
of the model and, since this model is occasionally used in the literature, it is useful
to have results from this for comparison.
3.2 The Beard and Chuang 1987 model
The full Beard and Chuang model is described in [25]. However, implementing the
model from the paper proved to be less than straightforward. This section docu-
ments the model as implemented and attempts to aid future re-implementation of
the model by providing an easier-to-follow description of the mathematics required
to implement the model than that provided in the original reference.
3.2.1 The basic model
The model essentially comes down to solving the following system of equations ([25]
and [48]):
dX
dS
= cosφt (3.7)
dZ
dS
= sinφt (3.8)
dφt
dS
=
− sinφt
X
+
2
C
+ Z −We(K
′(ψ)−K ′(pi))
A0
. (3.9)
In these equation S = bs where s is the arc length from the top of the drop, φt is
the angle between the tangent to the point and the x-axis, X = bx and Z = bz
where x and z are cartesian co-ordinates describing the raindrop shape and b is a
normalisation parameter (defined below). K ′(ψ) is the pressure distribution around
the drop K(ψ) scaled by some factor Υ where ψ is the angle formed by the normal
to the tangent of the drop surface and the z-axis. C is the dimensionless radius of
curvature at the top of the drop and A0 = ba0 where a0 is the volume-equivalent
sphere radius. This co-ordinate system is illustrated in figure 3.2. We is the Weber
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number, defined to be [25]2:
We =
a0ρairv
2
term
2σwater
(3.10)
with ρair the density of air, vterm the terminal fall velocity of the raindrop and σwater
is the surface tension of the water in air. In all of these expressions [25] b is a
normalisation parameter, defined as:
b =
√√√√(1 + CdpCd )∆ρg
2σwater
(3.11)
in the final model (although various other definitions are used at various stages in
the intermediate models presented by Beard and Chuang). ∆ρ = ρwater− ρair and g
is acceleration due to gravity, taken to be 9.81 m/s. Cd is the total drag coefficient,
which is defined to be the drag force Fd normalised by 1/2ρv
2A [49], where A = pia20.
Since at terminal velocity the drag force must balance the force due to gravity, and
by approximating the area of the drop A presented to the atmosphere by that of a
sphere, this can be rewritten as:
Cd =
Fd
1
2
ρv2A
=
2ρwater4/3pia
3
0g
ρairv2termpia
2
0
=
8gρwatera0
3ρairv2term
(3.12)
for a drop at terminal velocity. This can be considered to have two components:
frictional drag and pressure drag, where pressure drag is that caused by forces
normal to the surface of the drop and frictional drag caused by forces parallel to
the surface of the drop. Cdp is the pressure drag coefficient, which can be computed
from the total drag coefficient by the empirical relation [25]:
Cdp = Cd
(
1− 13.4Re−0.58) (3.13)
with Re the Reynolds number (for a length scale L and dynamic viscosity µ, velocity
relative to the fluid v and fluid density ρ) given by:
Re =
ρvL
µ
=
ρairvterm2a0
µair
(3.14)
where the raindrop is approximated by a sphere. µair is the dynamic viscosity of
air, which is a function of temperature and is discussed in section D.2.
These equations (equations 3.7, 3.8 and 3.9) can be solved using a numeric ODE
solver. The solver starts from the top of the drop, at x = 0, z = 0 and s = 0. At this
2note that this is a slightly unusual definition of the Weber number, more usual would be
We = 2a0ρairv
2
term/σ, but it is the one used by Beard and Chuang and so is the one used here
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Figure 3.2: The co-ordinate system used to describe the raindrop shape in the
Beard and Chuang model. The dashed line indicates the full drop shape that would
eventually be calculated. The red line indicates the arc length s from the origin to
the point currently under consideration. φt is the angle between the tangent to the
curve and the x-axis. ψ is the angle between the normal to the tangent and the
z-axis. These are related by ψ = pi − φt. Adapted from figure 1 in [25].
point, the angle φt will be zero. The sinφt/X in equation 3.9 would be somewhat
problematic at x = 0 and φt = 0, but by definition
dφt
dS
= 1
C
at the top of the drop,
with the choice of the initial radius of curvature dictating the final drop size.
3.2.2 The pressure distribution around the drop
The remaining significant issue to be dealt with in this model is the pressure dis-
tribution K(ψ) around the raindrop. Beard and Chuang [25] compute this by
modifying the normalized pressure distribution measured around a 6 inch diameter
sphere with a Reynolds number of 157200 by Fage [50] (see tables 2A and 2B in
Fage’s report for the values used). Normalised pressure is:
κ(θ) =
p(θ)− p0
1
2
ρv2
(3.15)
where p(θ) is the measured pressure on the sphere, p0, ρ and v are respectively the
pressure, density and velocity of the free stream - i.e. in the absence of the drop. For
this analysis, it is assumed that the raindrops are falling at their terminal velocity.
θ in the case of Fage’s work refers to the angle from the ‘front’ of the sphere - i.e. 0◦
corresponds to the part of the sphere pointing directly into the stream (downwards
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in the case of a falling raindrop).
The experimentally-determined sphere pressure distribution, κ(θ), is modified
to be that for a non-spherical raindrop, K(ψ), by:
K(ψ) = 1− Γ(1− κ(ψ)). (3.16)
ψ in this case is the angle formed by the normal to the tangent of the drop surface
and the z-axis. For the special case of a sphere, this is the same as the angle θ
used by Fage (and if the drop is considered to be falling in the +z direction and is
centred at the origin it is simply the polar angle θ).
The method required for obtaining the values of Γ is described here, but for the
reasoning behind the process please see [25].
In the unseparated flow region (taken by Beard and Chuang [25] to be ψ ∈
[0, 72◦]), Γ is referred to as Γα and given by:
Γα =
4
9λ2((λ2 + 1) cot−1 λ− λ)2 (3.17)
where
λ =
α√
1− α2 (3.18)
where α is the axis ratio of the drop (height over width).
However, in the the wake (taken by Beard and Chuang [25] to be ψ ∈ [88◦, 180◦])
the computation of Γ is rather more complicated. It is taken to have a constant
value, referred to as Γd, which is determined by forcing the pressure drag coeffi-
cient Cdp determined from the pressure distribution to match that derived from the
empirical expression given in equation 3.13.
The pressure drag coefficient can be determined by normalising the drag force
due to pressure in the same manner as for the total drag coefficient, i.e.:
Cdp =
Fdp
1
2
ρv2A
. (3.19)
Fdp can be computed by integrating the component of the pressure difference oppo-
site to the fall direction over the surface of the drop. Since the pressure difference
will always be a force acting normal to the surface of the drop, if the drop is con-
sidered to be falling in the +z direction, and the normal to the drop surface at any
given point is nˆ then this is:
Fdp = −
∫
(p− p0)nˆ · zˆdS (3.20)
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If this is substituted back into the expression for Cdp, then:
Cdp =
−1
1
2
ρv2A
∫
(p− p0)nˆ · zˆdS (3.21)
which for raindrops using the modified Fage distribution is:
Cdp =
−1
A
∫
K(ψ)nˆ · zˆdS. (3.22)
Beard and Chuang state only that this is performed “normal to the surface of an
oblate spheroid”, without any further details as to how this is done. However, one
approach to doing this is to perform the integral in oblate spheroidal co-ordinates.
This co-ordinate system is illustrated in figure 3.3 and is defined by (slightly mod-
ified from [51]):
x = a cosh ξ sin η cosφ (3.23)
y = a cosh ξ sin η sinφ (3.24)
z = a sinh ξ cos η (3.25)
The scale factors for this are (slightly modified from [52]):
hη = hξ = a
√
sinh2 ξ + cos2 η (3.26)
hφ = a cosh ξ sin η (3.27)
and so for a constant ξ surface, the surface integral element is:
dS = a2 cosh ξ sin η
√
sinh2 ξ + cos2 ηdηdφ (3.28)
Thus, in the case of an oblate spheroidal drop, Cdp can be re-expressed as:
Cdp =
−1
A
2pi∫
0
pi∫
0
K(ψ)nˆ · zˆa2 cosh ξ sin η
√
sinh2 ξ + cos2 ηdηdφ (3.29)
However, before this can be solved, it is necessary to establish the value of a and ξ
and determine an expression for ψ in terms of η.
ξ can be expressed in terms of the axis ratio α (which is required to be known
to compute Γα in the unseparated flow region anyway). The axis ratio is given by
the total height of the drop over the total width. For an oblate spheroid centred at
the origin, this is equivalent to the maximum z value over the maximum x value,
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Figure 3.3: The oblate spheroidal co-ordinate system used to integrate the pressure
function around an oblate spheroid. The closeness of a constant-ξ line in this co-
ordinate system to the shape of a raindrop is clear.
which can be seen from equations 3.23 and 3.25 to be:
α =
a sinh ξ cos (η = 0)
a cosh ξ sin (η = pi/2) cos (φ = 0)
= tanh ξ. (3.30)
Note that this assumes that the axis-ratio of the oblate spheroidal approximation
to the raindrop is the same as that of the raindrop. This appears to be both a
reasonable and necessary approximation, but there is nothing obvious in [25] to
indicate whether or not this approximation/assumption has been made.
The value of a can be related to the volume-equivalent sphere radius. The
volume of an oblate spheroid is given by:
V =
2pi∫
0
pi∫
0
ξ0∫
0
a3 cosh ξ sin η(sinh2 ξ + cos2 η)dξdηdφ (3.31)
where ξ0 is used to represent the value of ξ on the surface of the oblate spheroidal
drop. By substituting ξ0 = tanh
−1 α, this can be solved to yield:
V =
4pia3α
3(a− α2)3/2 (3.32)
39
Equating this with an equivalent-volume sphere:
a30 =
a3α
(a− α2)3/2 (3.33)
or:
a =
a0
√
1− α2
3
√
α
. (3.34)
Note that this makes the assumption/approximation that the volume of the ellip-
soid is equivalent to that of the raindrop. This should be approximately, but not
exactly true. Again, there is no obvious indication in [25] as to whether this as-
sumption/approximation is made, but equation 11 in Beard and Chuang [25] could
not be arrived at without making a similar assumption. Additionally, it is essential
that a is defined to have some value, and this is a way of giving it one that is at least
an approximation to the correct value. Note that this assumption is inconsistent
with the axis-ratio assumption made earlier, making both approximations at best.
Still required to solve equation 3.29 is an expression for ψ in terms of η. Such
an expression can be obtained from geometric considerations. The gradient of a
tangent line at a particular point on the drop surface (further assumed to be on the
x-z plane for simplicity, but rotational symmetry ensures that the same should hold
all around the drop) is given by the evaluation of the derivative of z with respect to
x at that point. z cannot trivially be expressed as a function of x, but the derivative
can be determined from:
dz
dx
=
dη
dx
dz
dη
(3.35)
=
−a sinh ξ sin η
a cosh ξ cos η
(3.36)
= − tanh ξ tan η (3.37)
= −α tan η. (3.38)
Note that a certain amount of care must be taken when using this as the gradient
is infinite at ψ = pi/2. However, the gradient of the tangent line is also given by
tanψ, so ψ can be expressed as:
ψ = tan−1 (−α tan η) (3.39)
or η can be expressed as:
η = tan−1
(
tanψ
−α
)
(3.40)
The only remaining issue with solving equation 3.29 is nˆ · zˆ. Simple geometric
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arguments show that this is cosψ. Thus, the entire integral can be rewritten as
Cdp =
−2pi
pia20
pi∫
0
K(ψ) cosψ
(
a0
√
1− α2
3
√
α
)2
cosh ξ sin η
√
sinh2 ξ + cos2 ηdη
=
−2(1− α2) cosh ξ
α2/3
pi∫
0
K(ψ) cosψ sin η
√
sinh2 ξ + cos2 ηdη (3.41)
From equation 3.40 the integration variable can be changed to ψ using:
dη = − α sec
2 ψ
α2 + tan2 ψ
dψ (3.42)
The integration limits remain unchanged and sin η and cos η can be written as:
sin η = − tanψ
α
√
1 + tan
2 ψ
α2
(3.43)
cos η =
1√
1 + tan
2 ψ
α2
(3.44)
and so the integral can be further rewritten as:
Cdp = −2(1− α
2) cosh ξ
α2/3
pi∫
0
K(ψ) cosψ
tanψ
α
√
1 + tan
2 ψ
α2√
sinh2 ξ +
1
1 + tan
2 ψ
α2
(
α sec2 ψ
α2 + tan2 ψ
)
dψ. (3.45)
In the remaining region (ψ ∈ [72◦, 88◦]), Beard and Chuang use a linear tran-
sition between the unseparated and separated flow region values of Γα and Γd for
the value of Γ.
The integral in equation 3.45 can then be solved numerically, and an iterative
process used to select the value of Γd that equalises the empirical (equation 3.13)
and integrated (equation 3.45) values of Cdp. However, note that this is dependent
on the axis-ratio of the drop α, which cannot be known a priori. As a result, it
is necessary to vary iteratively the assumed value of α until the assumed value
converges with the actual value determined from the computed drop shape.
The final issue is in determining the value of Υ, used by Beard and Chuang to
scale K(ψ) to balance the weight of the drop. In practice this becomes a case of
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iteratively finding a value for Υ that produces a closed drop shape.
3.2.3 The implementation
The MATLAB function ode45 was used to solve the system of differential equa-
tions (equations 3.7, 3.8, 3.9 and 3.46). This solver implements a Runge-Kutta 4,5
method.
The four parameters that require to be simultaneously tuned are Γ to match the
empirical value of Cdp, α to match the assumed value of α, Υ to produce a closed
drop and finally C to produce a drop with the desired volume equivalent diameter
D.
This becomes a nested iterative process. Values of C, Υ and α are assumed and
used to compute the starting value of Γd in the unseparated flow region. This is
then repeated with new assumed α values until the assumed and actual α values
converge. This process is then repeated for different values of Υ to achieve a closed
drop (by minimising the final value of the x coordinate, forcing it to be as close
to zero as possible). All of these processes are then repeated for different values
of C until the desired equivalent-volume sphere drop radius D is obtained. This is
somewhat computationally intensive.
The volume-equivalent sphere radius a0 is computed from the volume of the
drop. As per [48] this can be determined simply by including:
d(b3V )
dS
= pix2 sinφ (3.46)
in the system of equations solved by the ODE solver. The final value of this corre-
sponds to the total drop volume.
A function was implemented in MATLAB to perform this procedure. It takes
as arguments the equivalent volume sphere diameter D, the temperature T and
the atmospheric pressure p0. The air density ρair is computed as a function of
temperature and pressure (section D.3), the water density ρwater is computed as
a function of temperature (section D.4), the surface tension of water in air σwater
as a function of temperature (section D.5) and the air dynamic viscosity µair as a
function of temperature (section D.2). It is not known whether these are the same
methods as used by Beard and Chuang (comparisons of some of the computed
parameters suggest that they are similar, but not quite the same - see section 3.2.5)
but they should provide appropriate values for the quantities.
In the original Beard and Chaung paper, the integral of the Fage pressure distri-
bution is performed at 100 points computed from a spline fit to the data. A slightly
different approach was taken for the model implemented here. A quadrature integra-
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tion algorithm was used (MATLAB’s quadgk, which uses adaptive Gauss-Kronrod
quadrature). Integrating a run-time computed full spline fit to the Fage pressure
distribution was found to be excessively computationally intensive, so instead a
lookup table of 2000 points generated from a spline fit to the data was produced,
and linear interpolation used on this in computing the value of the integral.
An issue with using the ODE solver in this problem is stopping it at the appro-
priate point. It is very important to stop the solver precisely when it reaches the
end of the drop, since the axis ratio, the closeness of the final x value to x = 0 and
the total volume all depend on this. Additionally, there is a considerable perfor-
mance penalty to allowing the solver to continue past the end of the desired drop.
The problem is parameterised in terms of the arc length s, and since the behaviour
of any particular test solution cannot be predicted in advance it is not possible to
guarantee to be able to stop the solver at the correct point by simply controlling the
maximum allowable arc length. Instead, use was made of the ODE event feature
built into MATLAB. This allows a chosen function to terminate the solver if the
value of that function passes through zero. There are two different possible failure
modes of the ODE solution (both illustrated in figure 3.4). The first occurs where
the drop fails to reach the z-axis before curling out again. The second occurs where
the drop contour curls in on itself before reaching the z axis. An event function was
written that computes two terms - dφt/dS (equation 3.9) and φt − pi. These are
then multiplied together to provide the output of the function, and the system is
set to stop if this number goes from being negative to positive. This is done because
as S increases, φt should run from 0 to pi (addressing the second failure mode) and
φt should be constantly increasing (i.e. the drop shape is forced to have no dimples
in the base and to stop if it starts to expand outwards again - addressing the first
failure mode). Thus, φt−pi would be expected to be always less than 0 and dφt/dS
would be expected to be always greater than zero. The product of the two terms
will then be less than zero, unless either breaks this condition, at which point the
ODE solver is stopped.
The output of the ODE solver gives a set of x and z value pairs describing
the shape of the raindrop, the precise number of which depends on the number of
steps required for the solver to achieve a sufficiently good solution. The value of
α is computed from the maximum z values returned by the ODE solver and the
maximum x value found from spline interpolation applied to 11 points surrounding
the maximum x point found by the solver. The event function ensures that the
maximum z value is returned, but there is no guarantee that the maximum x value
will be one of the points returned, hence the use of interpolation.
The x − z form returned by the solver is not particularly suitable for use with
the T-matrix solver described in section 2.2. This requires a function describing
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Figure 3.4: If, while iterating towards the correct solution, the parameters currently
under test do not yield a perfectly convergent drop-shape, the common forms yielded
are of the two forms illustrated above. An ODE “event” function was created to
prevent either of these occurrences from continuing past the point where either φ
exceeds pi or where dφ
dS
goes through a minimum. The green curves indicate the
shape that would be calculated in these cases with the “event” function enabled,
and the blue curves indicate how this would proceed if the “event” function were
not present.
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r in terms of θ, for which a table of r − θ values is more useful. The function is
therefore implemented to provide the option of converting the ODE solver output
to this form. Additionally, it is quite common in the literature to represent the
output of the models as coefficients of a cosine series summation (both Beard and
Chuang [25] and Pruppacher and Pitter [23] do this). These are the cn coefficients
used in the form:
r = a
(
1 +
∑
n
cn cos (nθ)
)
(3.47)
where the summation is to some appropriate n large enough to provide a sufficiently
good approximation to the drop shape. Beard and Chuang tabulate the first 11 of
these coefficients (n = 0 . . . 10) and Pruppacher and Pitter tabulate the first 10.
Such a form is also useful as it is possible to interpolate along the parameters to de-
termine drop shapes for intermediate drop sizes. The model has been implemented
so that one can compute these coefficient to arbitrary N simply by performing a
linear least-squares fit to the r-θ value pairs.
One additional quantity required by the model is terminal fall velocity vterm.
Beard and Chuang do not explain what (if any) assmuptions they make for this in
their work, but in the implementation described here, it has been decided to use
the terminal fall velocity model from another of Beard’s papers [53], since this is
required anyway for other aspects of the work presented (see section 3.5). However,
this is only valid in the range 0.5µm ≤ D ≤ 7 mm. Outwith this range, the simpler
and less accurate expression (proposed by Atlas [54]):
vterm = 9.65− 10.3e−600D (3.48)
has been used. Here, vterm is in m s
−1 and D is in m, and the effects of temperature
and pressure are neglected.
For all of the drop-shape calculations presented in this thesis, the tolerances used
were quadrature integration relative and absolute tolerances of 10−9, a quadrature
integration maximum interval count of 4000 (which was never reached), ODE solver
relative and absolute tolerances of 10−9, an α precision of 10−8, a Υ tolerance (effec-
tively the tolerance on the closed-ness of the drop) of 10−8 and a radius tolerance of
10−8. These tolerances are high, but were found to be necessary to ensure sufficient
accuracy for comparing comparing drop shapes at varying temperatures and pres-
sures (see section 3.4). Since the purpose of implementing this model is to allow this
investigation of the effects of temperature and pressure on the drop shapes used, it
is essential that these high tolerances are used.
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3.2.4 Using cosine series fits
As noted earlier, the use of cosine fits of the form given in equation 3.47 is commonly
used to provide a concise representation of raindrop shape models. However, some
care is required when using this representation. The number of terms (N + 1)
included in the calculation dictates the closeness of the fit to the r-θ value pairs
produced by the model. This is dependent on the size of the drop, with the fit
being less good for larger drops (which have a longer curve describing their profile).
A brief investigation was carried out on 2, 4 and 6 mm volume-equivalent sphere
diameter drops, comparing cosine fits with varying values of N to a spline fit to the
data. The data was taken from simulations of drops at an atmospheric pressure of
101325 Pa and a temperature of 20, using the same tolerances as elsewhere in
this work.
The difference between the spline fit ρ’s and the cosine series fit ρ’s varies as
a function of angle around the drop. The maximum values of these differences,
relative to the spline fit ρ’s, are shown in figure 3.5 as a measure of the precision
achieved with each value ofN . To produce this, a crude maximum relative difference
was determined by evaluating the difference at 2000 linearly spaced points in θ. A
more precise value was found by application of the MATLAB fminbnd function to
the region immediately around the crude maximum value. Also plotted (the dashed
lines) is the maximum found when considering only the θ values produced by the
ODE solver - that is only considering points to which the non-linear least squares
fits are performed and not also points in between.
The number of x-y or r-θ value pairs outputted by the drop shape model is
simply the number of x-y value pairs required by the ODE solver to adequately
represent the solution to the tolerances required, and so is not directly controlled
by the user. The cosine fit is performed on these r-θ value pairs. Since this is a
linear least-squares fitting operation, it only makes sense to fit a cosine series with
the same or fewer number of terms than the number of x-y value pairs. In this
particular case there were 325 value pairs in the 2 mm drop, 381 in the 4 mm drop
and 393 for the 6 mm drop, so in all cases presented here, the number of terms
fitted is well within this limit.
It is perhaps somewhat surprising that beyond around N = 140, the precision
begins to get worse with increasing N . However, it becomes clear from consideration
of the ODE points only curves that this is down to the half-period of the higher
order n terms being added into the summation becoming close to and eventually
smaller than the separation between the points to which the original non-linear
least squares fit was performed (the ODE points). Whilst the linear least-squares
fit forces a very good approximation to the actual ODE solver points (as illustrated
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Figure 3.5: The solid lines show the variation of the maximum difference between
the spline fit ρ’s and the cosine fit ρ’s (relative to the spline fit ρ’s) as a function
of the order N of the cosine fit (the cosine fit contains N + 1 terms). The dashed
lines shows the same, but with the maximum selected only from points that occur
within the ODE solution value pairs. Clear gains in precision are made for all three
diameter drops up until around N = 140, beyond which the precision begins to
decrease in the 6 mm diameter drops, followed closely by the 4 and 2 mm diameter
drops.
by the ODE points only curves), it forces no particular behaviour between these
points. It is therefore quite possible for wide divergence from the spline fit to occur
between these points, and indeed it is this that is found to happen.
Such error could be avoided by first producing a larger number of value pairs by
interpolation, and then performing a non-linear least-squares fit to this. This could
be done either by forcing the MATLAB ODE solver to return additional s steps
or by spline interpolation after the solution has been obtained. However, it should
be remembered that any interpolation is in itself only an approximation to the
actual drop shape, and so this technique can only improve the representation to a
limited degree. Further, the precisions used in the the drop shape model are around
10−8, so attempting to achieve precisions beyond this is of questionable value. In
practice it has been found that the finest features that need to be resolved are the
small variations in drop shape due to temperature and pressure variation. These
variations are on the order of 10−5 or greater (see section 3.4), which is exceeded
by a factor of 10 using N ≈ 125, which occurs within the range in which the cosine
fitted directly to the ODE solver points is still adequate, so this interpolation is not
needed.
Another interesting point to draw from this is that the N = 10 cosine series
coefficients given in the original Beard and Chuang paper [25] are sufficient only
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to resolve the drop shape to a precision of around 10−4 to 3 × 10−3 (for the 2 and
6 mm drops respectively). This is insufficient to resolve temperature and pressure
variation between drops3.
The cosine coefficient representation is potentially very convenient because, in
principle, it allows the computation of drop shapes of a set list of diameters and
then for the intermediate drop shapes to be computed by interpolating the cosine
series coefficients. Calculating individual drop shapes is computationally intensive,
so the ability to compute only a limited number of drop shapes and then interpolate
is important. It is also important when working with the tabulated cosine series
coefficients listed in the Beard and Chuang [25] and Pruppacher and Pitter [23]
papers when wanting to compute the shapes of drops with diameters other than
those explicitly tabulated.
In order to do this, it is important to understand how closely these intermedi-
ate drop shapes match the shape of the actual computed drop at that diameter.
This informs the number of diameters that must be explicitly computed and their
coefficients included in the lookup table.
Firstly, it is necessary to consider whether this is a reasonable thing to attempt
to do. Plotting of the n = 0 . . . 10 cosine coefficients for drops of volume-equivalent
sphere diameter ranging from 0.5 mm to 8 mm (coefficients calculated in steps of
0.25 mm) strongly suggests that the values of cn are smooth, and so would readily
be open to interpolation.
The ability of the interpolation to correctly predict the shape of three different
sample drop sizes is illustrated in figure 3.6. This is done using four different sample
spacings in the table of numbers used - 1 mm, 0.5 mm, 0.25 mm and 0.125 mm. The
1 mm spaced table is started at 1 mm diameter, and all of the other tables are started
at 0.5 mm diameter. The size of three different drops of volume-equivalent sphere
diameter 2.0625, 4.0625 and 6.0625 mm are then computed from these datasets and
compared with the “correct” solution computed directly from the model. These
have been chosen to provide samples of small, medium and large raindrop, and to
not exactly correspond to any of the diameters tabulated in any of the lookup tables
used. This particular formulation also means that each of diameters is 0.0625 mm
greater than the closest point in each of the tables - it is the closeness to the next
closest point that varies when the spacing between entries is changed. The merits
of using spline rather linear interpolation to calculate the intermediate drop cosine
coefficients has also been considered.
All methods achieve a precision of at least 3×10−4. It can be seen that generally
the spline interpolation performs better than the linear interpolation, and that
3It is noted that tabulating up to n = 125 values would have led to a rather unwieldy paper.
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Figure 3.6: Each of the graphs shows the difference between the radius of the drop
as a function of θ computed by interpolation of the cosine series coefficients and that
computed directly by the Beard and Chuang model implementation. Ideally, there
would be no difference. This is done for three different sample volume-equivalent
sphere diameters, from top to bottom: 2.0625 mm, 4.0625 mm and 6.0625 mm. Four
different tables of cosine coefficients have been used, with spacings between entries
of 1 mm, 0.5 mm, 0.25 mm and 0.125 mm. Two different types of interpolation have
been used: linear (left) and spline (right). In general, spline interpolation produces
more accurate results than linear interpolation, as do smaller diameter spacings in
the table.
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the closer the spacing between the diameters in the lookup table the better the
result. The best of the performances shown here is therefore obtained by the 0.125
mm diameter spaced table using spline interpolation. This achieves a precision of
at worst 1.3 × 10−6 for the 2.0625 mm diameter drop, 9.5 × 10−7 for the 4.0625
mm diameter drop and 1.4 × 10−6 for the 6.0625 mm diameter drop. Since the
temperature and pressure variation is, at its smallest, of the order of around 10−5,
the precisions offered by the 0.125 mm diameter spacing appear sufficient to allow
the exploration of temperature and pressure variation. The 0.25 mm diameter
spacing (and above) however, is not: on the 6.0625 mm diameter drop, the relative
error is at worst 1.4 × 10−5, which is of the same order as the variation in shape
due to temperature and pressure.
One oddity here is that in the case of the 4.0625 mm diameter spline fit case
the best results are actually given by the 0.5 mm drop spacing, followed by the 0.25
mm drop spacing and then the 0.125 mm drop diameters. It is not entirely clear
why this is the case, but in any event the error in each of the cases is small.
It is notable that the precision obtained using the 0.5 mm table spacing of
Beard and Chuang is sufficient to exceed the precision offered by the N = 10 cosine
coefficients offered, even with linear interpolation. Thus it is quite safe to apply the
original results to drops across the full range of tabulated diameters using the data
given in the original paper using either linear or spline interpolation.
3.2.5 Model validation
Whilst it can clearly be seen from the drop shapes (see, for example, figures 3.1 and
3.7) computed that the drops are broadly “raindrop” shaped, a little more than
that is required to be confident that the model is working well. Fortunately, the
original paper by Beard and Chuang [25] provides a large and useful set of tabulated
parameters and results that can be used to check the performance of the model.
Many of the parameters refer to intermediate drop-shape models not relevant to
the final model used in this thesis and so are not useful in confirming the validity
of the final drop-shape model.
However, the Reynolds, Bond4 (Bo) and Weber numbers and the Cdp/Cd ratios
listed in table 2 of [25] are essentially initialisation parameters and are entirely in-
dependent of the details of the model itself. They are dependent on the models used
for ρair, µair, ρwater, vterm and σwater, which are not given in the paper. Additionally,
they require an assumption to be made about how the Reynolds number is being
approximated, which again is not given in the paper. Furthermore, no informa-
tion is given in the paper about the assumed temperature or atmospheric pressure.
4Not otherwise required in this thesis, but given by: Bo = ∆ρga20/σ.
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% difference between paper [25] and thesis results
D [mm] Re Bo We Cdp/Cd Γα Γd Υ α
1.0 1.141 0.599 1.997 10.902 0.296 3.522 7.543 0.203
2.0 0.116 0.448 0.284 0.136 0.377 0.106 0.576 0.216
3.0 0.628 0.332 0.626 0.123 0.438 0.104 0.000 0.234
4.0 0.257 0.561 0.155 0.000 0.564 0.100 0.380 0.386
5.0 0.100 0.478 0.409 0.000 0.736 0.190 0.268 0.565
6.0 0.248 0.498 0.145 0.113 1.068 0.090 0.138 0.623
7.0 0.189 0.488 0.290 0.000 1.744 0.085 0.143 0.861
8.0 5.131 0.467 9.786 0.333 3.621 3.110 6.195 2.303
Table 3.1: A comparison of the tabulated parameters for the final mean forcing
method model of Beard and Chuang [25] with the same parameters calculated using
the model implemented for this thesis.
These have been assumed to be 20 and 101325 Pa here. As a result of all these
potential sources of variation, there are some differences between the values of these
parameters used in this thesis and the values found in Beard and Chuang [25], as
shown in table 3.1. This shows the differences as a percentage of the values given
in Beard and Chuang [25]. For the comparison, the values from the model given
in the thesis are rounded to match the precision given in the original paper. Note
that the 1-7 mm diameter drops use the full terminal velocity model described in
section 3.5, but for the 8 mm diameter drops it was necessary to revert back to
using equation 3.48, which may in part account for some of the variability in the
parameters. The differences are most pronounced for the very smallest and largest
drop sizes tabulated, but it is clear in all cases some differences are to be expected
between the results obtained with the implementation described in this thesis and
Beard and Chuang’s own implementation.
With these provisos, it is possible simply to compare many of the parameters
that must be numerically determined as part of solving the model. Γα (in the
unseparated flow region), Γd (the value of Γ in the wake), Υ and α are given in table
3 of [25] and so can readily be compared with the results from the implementation
for this thesis. These are also given in table 3.1. It can be seen that, even allowing
for both the somewhat different computational method and the differences in the
initial parameters, the results compare well, largely with a difference of less than
1%, although some larger deviations are found at the extreme drop diameters.
It is possible to see how this affects the results of the model by comparing the
cosine series coefficients produced by a linear least-squares fit to the output of the
drop-shape model. This is done in two ways. Firstly, table 3.2 lists the parameters
given in the original paper alongside the equivalent parameters calculated (and
rounded to the same precision as that given in the original paper) from the model
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D [mm]
n 2.0 2.5 3.0 3.5 4.0 4.5 5.0 5.5 6.0
0
-131 -201 -282 -369 -458 -549 -644 -742 -840
-133 -206 -288 -375 -465 -558 -654 -752 -854
1
-120 -172 -230 -285 -335 -377 -416 -454 -480
-109 -165 -222 -277 -327 -371 -410 -445 -475
2
-376 -567 -779 -998 -1211 -1421 -1629 -1837 -2034
-382 -580 -793 -1010 -1226 -1439 -1648 -1854 -2057
3
-96 -137 -175 -207 -227 -240 -246 -244 -237
-98 -140 -178 -209 -230 -243 -248 -248 -241
4
-4 3 21 48 83 126 176 234 297
-4 5 23 50 85 129 180 238 303
5
15 29 46 68 89 110 131 150 166
16 30 49 70 92 114 134 153 171
6
5 8 11 13 12 9 2 -7 -21
5 9 11 13 12 8 2 -9 -23
7
0 -2 -6 -13 -21 -31 -44 -58 -72
-1 -3 -8 -15 -23 -34 -47 -61 -77
8
-2 -4 -7 -10 -13 -16 -18 -19 -19
-3 -5 -8 -11 -14 -17 -20 -22 -23
9
0 0 0 0 1 4 9 15 24
0 -1 0 1 3 6 11 17 26
10
1 1 3 5 8 11 14 19 23
1 2 4 6 9 12 16 20 24
Table 3.2: A comparison of the cosine series coefficients from table 4 in the original
Beard and Chuang paper [25] (white background) with results from the model as
implemented in this thesis (grey background). Note that the parameters are given
as cn×104, in the same style used in the original paper. The values computed using
the thesis model are rounded to match the precisions given in the original paper.
developed for use in this thesis. It can clearly be seen that the model results are very
close. Secondly, table 3.3 attempts a more concise comparison of the cn parameters
from each of the two implementations in the same style as Beard and Chuang’s own
comparison between their results and those of Pruppacher and Pitter [23].
As a result of these comparisons, it can clearly be seen that the results from
the implementation for this thesis conform closely to those given in the original
paper, allowing for the small variations due to the (presumably) differing initial
assumptions.
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D [mm]
∑ |cn − c′n| ∑ |cn| ∑ |cn − c′n|/∑ |cn|
2.0 0.003 0.075 0.033
2.5 0.004 0.115 0.031
3.0 0.004 0.158 0.025
3.5 0.004 0.204 0.018
4.0 0.005 0.249 0.018
4.5 0.005 0.293 0.017
5.0 0.005 0.337 0.015
5.5 0.006 0.382 0.015
6.0 0.007 0.427 0.016
Table 3.3: An alternative comparison, in the style of table 5 of [25], of the cosine
series coefficients from table 4 in the original Beard and Chuang paper [25] (shown
as c′n) with results from the model as implemented in this thesis (shown as cn).
3.3 A comparison of the different models
Samples of the different drop shape models are illustrated in figure 3.7. Here the
drops are grouped by their volume-equivalent sphere diameter D. The Pruppacher
and Pitter drop shapes are calculated for all cases from the coefficients given in
table 2 of [23], with interpolation used on these coefficients where they do not
exactly correspond to the drop-shapes shown. The Beard and Chuang drop shapes
are computed in a similar manner from the coefficients in table 4 of [25] (although
owing to the values presented in the table, no interpolation is necessary). However,
in this case, the table only extends from D = 2 mm to D = 6 mm, so it has not
been possible to include drops from this table in the D = 0.5, 1 or 7 mm cases.
The Beard and Chuang full drop shapes are produced using the model described
in section 3.2, assuming a pressure of 101325 Pa and a temperature of 20. It can
be seen that these are similar to, but not the same as, the curves produced directly
from the coefficients given by Beard and Chuang. However, since it is not known
what atmospheric conditions the coefficients correspond to, or what assumptions
are made about the various constants required, this is unsurprising. The Thurai
model is from [24], and applies to drops with D ≥ 1.5 mm. As a result, it is not
included in the D = 0.5 or 1 mm cases. However, in the larger drop cases, it can be
seen to correspond closely to the Beard and Chuang drop shapes.
Of note with the Pruppacher and Pitter drop shapes is the dimple found in the
bottom of the larger-diameter drops, something that is not observed experimentally
and not exist in the other, more recent models shown. Nevertheless, it is still
sometimes cited, so is included here for comparison purposes.
Whilst it is instructional to consider the shape differences between the models,
of considerably more interest to the problem at hand is the effect that this has on
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Figure 3.7: A comparison of the drop shapes computed from various different mod-
els. The drops are grouped in terms of their volume-equivalent sphere diameter D.
All of the drops have their centre of mass at the origin of each of the plots (although
this is computed numerically, so it is possible for there to be some small error in
the positioning). The spheroid shapes are from equation 3.1, the Pruppacher and
Pitter shapes are from [23], the Beard and Chuang shapes from [25] (with the full
model described in section 3.2 used for the Beard and Chuang full shapes) and the
Thurai et al shapes from [24].
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the RCS and ECS of the drops. The RCS of each of the drop shapes, as computed
by the T-matrix model, are shown in figure 3.8 at 94 GHz and in figure 3.9 at 6 GHz.
The ECS’s are shown in figures 3.10 and 3.11 for 94 and 6 GHz, respectively. In all
cases for these figures, the refractive index is taken to be that of water at 20 and
at the relevant frequency. The spheroidal model assumes the relationship between
the axis ratio and volume-equivalent diameter to be that given in equation 3.1, with
the the size of the spheroid taken to be that that gives it a volume equivalent to
that of the volume-equivalent sphere of diameter D. The “Thurai” drop shapes are
from Thurai et al. [24] and described in section 3.1. The “Beard” drop shapes are
taken from the implementation of Beard and Chuang’s model [25] described above
at a temperature of 20 and a pressure of 101325 Pa.
In the 6 GHz case it can be seen that the spherical approximation provides
reasonable RCS and ECS values, providing an approximate average between the
HH and VV cases for the non-spherical cases. At 94 GHz however the spherical
approximation produces an RCS quite different from (and generally larger than)
the RCS of the non-spherical drops for both HH and VV polarisations. The effect
is smaller for the ECS at 94 GHz, but it is still larger than for the non-spherical
particles. These results indicate that taking the non-spherical nature of the drops
into account is more important at 94 GHz than at 6 GHz.
The differences between the three different drop models considered are rather
more subtle. The spheroidal model and the Beard and Chuang model produce
fairly close results, with the Thurai et al. model producing results that are a little
less close in both the 6 GHz and the 94 GHz cases and for both RCS and ECS.
Given that the model drop shapes are only averages to the actual drop shape which
will be continually varying, it is questionable whether anything more sophisticated
than the spheroid approximation is necessary. Nevertheless, the Beard and Chuang
model is a closer approximation to the actual drop shape, and so this will be used
throughout the thesis.
3.4 Shape variation with temperature and pres-
sure
Having implemented a model specifically to account for temperature and pressure
(section 3.2), it is useful to consider the effect that these have on the drop shape.
Figure 3.12 shows how the drop shape varies with temperature (at a standard
atmospheric pressure of 101325 Pa) for drops of volume-equivalent sphere diameters
of 2, 4 and 6 mm. It can be seen from the drop shapes that the variation over even
such a large range as 0 to 60 is almost imperceptible. Looking at the difference
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Figure 3.8: Scattering from the various drop-shape models considered at 94 GHz.
The spheroidal model, the Thurai model and the Beard model all produce broadly
similar results for both horizontal and vertical polarisation. However the results
are notably different from Mie scattering from volume equivalent spheres. At 94
GHz it is not the case that spherical particles represent an intermediate reflectivity
between the HH and VV RCS values for non-spherical drops.
0.5 1 1.5 2 2.5 3 3.5 4 4.5 5 5.5 6
10−12
10−10
10−8
10−6
Volume−equivalent diameter [mm]
R
CS
 [m
2 ]
 
 
Sphere
Spheroid HH
Spheroid VV
Thurai HH
Thurai VV
Beard HH
Beard VV
Figure 3.9: Scattering from the various drop-shape models considered at 6 GHz.
The spheroidal model, the Thurai model and the Beard model all produce broadly
similar results for both horizontal and vertical polarisation. At this frequency, the
Mie scattering solution represents a reasonable intermediate value between the HH
and VV RCS values for the non-spherical drops.
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Figure 3.10: Extinction cross-section of the various drop-shape models considered
at 94 GHz. The spheroidal model, the Thurai model and the Beard model all
produce broadly similar results for both horizontal and vertical polarisation. There
is far less variation in the ECS than in the RCS (see figure 3.8), but it is still the
case that the three non-spherical drop shapes produce similar values and that the
equivalent volume sphere results in higher attenuation.
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Figure 3.11: Extinction cross-section of the various drop-shape models considered
at 6 GHz. The spheroidal model, the Thurai model and the Beard model all pro-
duce broadly similar results for both horizontal and vertical polarisation. At this
frequency, the Mie scattering solution represents a reasonable intermediate value
between the HH and VV ECS values for the non-spherical drops.
57
in radius as a function of polar angle between each temperature drop and a 20
drop, relative to the 20 drop, it can be seen that as the temperature increases,
the drops tend to get shorter and wider (i.e. the axis ratio increases). However,
this variation is at most +1%/-2%, and is generally small. It can be seen that the
relative change in ρ gets larger as the drop size increases.
Figure 3.13 shows the same thing for pressure, with the temperature taken to be
20 throughout. It can be seen that as the pressure increases the drops again get
shorter and wider, but with the added property that on the largest drops simulated
(the 6 mm diameter drops) the widest point of the drop is higher up the drop on at
higher pressures and lower at lower pressures. The variation is even smaller than
that caused by temperature, with the difference in ρ never being more than ±0.4%.
Additionally, the larger drops experience a relatively smaller variation in ρ with
changing pressure.
Whilst these shape variations appear to be very small, what is of importance is
the resultant variation in the RCS and ECS. The T-matrix model has been used to
test the effect the shape has on these parameters.
For temperature variation, both the drop shape and refractive index vary, so it
is important to separate out these two contributing factors. Figure 3.14 shows the
variation of the RCS of the Beard and Chuang drop shape at 94 GHz at tempera-
tures of 0, 20 and 60, showing the results where both the shape and refractive
index are allowed to vary with temperature, where only the shape is allowed to vary
and where only the refractive index is allowed to vary. In the cases where the shape
or refractive index have been prevented from varying, they have been held at their
respective values at 20. It can be seen quite clearly that the dominant cause of the
variation in the RCS with temperature is the refractive index, not the drop shape.
Given the very small changes in drop-shape caused by variation in temperature, this
result is not surprising. Figure 3.15 shows the same comparison but for the ECS.
The variation with temperature is far less pronounced for the ECS than it is for
the RCS, but it is still the case that the refractive index variation is the dominant
effect.
The refractive index dominance is not limited to high frequency cases. Figures
3.16 and 3.17 show the variation in the RCS and ECS, respectively, at 6 GHz. At
this frequency, the variation in the ECS with temperature is more pronounced than
at 94 GHz.
Pressure variation is rather more straightforward, in that there the refractive
index has no (significant) dependency on pressure. Thus it is only the change
in shape that is relevant. Figures 3.18 and 3.19 show respectively the fractional
variation in RCS and ECS at pressures of 97325 Pa and 105325 Pa relative to those
at 101325 Pa at a frequency of 94 GHz. As would be expected given the very small
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Figure 3.12: The three left figures show drop shapes calculated using the model
described in section 3.2 for a range of temperatures, with the pressure taken to be
101325 Pa. From top to bottom, they show drops with volume-equivalent sphere
diameters of 2, 4 and 6 mm. It can be seen that the variation of drop shape
with temperature is very small. The three figures on the right show the difference
between the radius of a 20 drop and the drop at the temperature of interest as
a fraction of the 20 drop’s radius as a function of polar angle θ. θ is 0◦ at the
top of the drop and 180◦ at the bottom. As temperature increases, the drops get
shorter and wider, with a greater difference for larger drop sizes.
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Figure 3.13: The three left figures show drop shapes calculated using the model
described in section 3.2 for a range of pressures, with the temperature taken to be
20. From top to bottom, they show drops with volume-equivalent sphere diameters
of 2, 4 and 6 mm. It can be seen that the variation of drop shape with pressure is
very small. The three figures on the right show the difference between the radius
of a 101325 Pa drop and the drop at the pressure of interest as a fraction of the
101325 Pa drop’s radius as a function of polar angle θ. θ is 0◦ at the top of the drop
and 180◦ at the bottom. As pressure increases, the drops get shorter and wider,
with a smaller difference for larger drop sizes. Additionally, for the 6 mm drops,
the widest point of the drop moves upwards with increasing pressure.
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Figure 3.14: The variation of the RCS of Beard and Chuang drop shapes with
temperature at 94 GHz. The variation caused by the changing drop shape is small
compared with the variation in refractive index. [Top] shows the change in RCS
as both refractive index and shape change with temperature. [Middle] shows the
very small change in RCS if the shape changes with temperature, but the refractive
index is fixed at that of 20. [Bottom] shows the change in RCS if the refractive
index changes with temperature, but the drop shape is fixed at the 20 shape. In
all cases, the pressure is fixed at 101325 Pa.
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Figure 3.15: The variation of the ECS of Beard and Chuang drop shapes with
temperature at 94 GHz. The ECS only varies by a very small amount with tem-
perature. Nevertheless, the variation caused by the changing drop shape is small
compared with the variation in refractive index. [Top] shows the change in ECS
as both refractive index and shape change with temperature. [Middle] shows the
change in ECS if the shape changes with temperature, but the refractive index is
fixed at that of 20. [Bottom] shows the change in ECS if the refractive index
changes with temperature, but the drop shape is fixed at the 20 shape. In all
cases, the pressure is fixed at 101325 Pa.
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Figure 3.16: The variation of the RCS of Beard and Chuang drop shapes with
temperature at 6 GHz. The variation caused by the changing drop shape is small
compared with the variation in refractive index. [Top] shows the change in RCS
as both refractive index and shape change with temperature. [Middle] shows the
very small change in RCS if the shape changes with temperature, but the refractive
index is fixed at that of 20. [Bottom] shows the change in RCS if the refractive
index changes with temperature, but the drop shape is fixed at the 20 shape. In
all cases, the pressure is fixed at 101325 Pa.
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Figure 3.17: The variation of the ECS of Beard and Chuang drop shapes with tem-
perature at 6 GHz. The ECS only varies by a very small amount with temperature.
Nevertheless, the variation caused by the changing drop shape is small compared
with the variation in refractive index. [Top] shows the change in ECS as both re-
fractive index and shape change with temperature. [Middle] shows the change in
ECS if the shape changes with temperature, but the refractive index is fixed at
that of 20. [Bottom] shows the change in ECS if the refractive index changes
with temperature, but the drop shape is fixed at the 20 shape. In all cases, the
pressure is fixed at 101325 Pa.
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changes in shape with pressure. For the few very largest diameter values, the solver
reaches the value of Nmax before reaching the desired level of convergence. Note
however that the solver is reaching machine-precision limits, and so increasing Nmax
alone would not solve the problem. Whilst not as accurate as the values for RCS at
smaller diameters, these values still appear to be very close to the expected values.
As with the temperature variation, the effect of the change in shape is also very
small at lower, more conventional weather radar frequencies. Figures 3.20 and 3.21
show the same effects at 6 GHz for RCS and ECS, respectively.
3.5 The terminal fall velocity of raindrops
When measuring rain using horizontally-pointing radars the quantity measured is
related to the number and size of drops in a given volume. In order to convert
this into a rainfall rate, it is necessary to know how quickly these particles are
falling. The standard assumption is that by the time they are close to the ground
(and therefore by the time they are sampled by the radar) they are falling at their
terminal velocity. Wang and Pruppacher [55] have calculated that most raindrops
require to fall only tens of metres before reaching their terminal velocity, making
this a very reasonable assumption.
Their terminal fall velocity is also required in the computation of their shape.
In general, the terminal fall velocity of raindrops will be dependent on temper-
ature and pressure. However, in cases where the temperature and pressure are not
known and where a simpler expression is desirable, the expression given in equation
3.48 is useful.
However, in order to take temperature and pressure into account, a more so-
phisticated model is required. One available option is the model of Beard [53]. He
outlines a method of calculating the terminal velocity of a drop for three different
radius ranges. The first, for 0.25 ≤ a0 ≤ 9.5 µm is:
vterm = C1Csc(2a0)
2 (3.49)
where:
C1 =
(ρwater − ρair)g
18µair
(3.50)
and the slip correction factor Csc is given by:
Csc = 1 + 2.51
l
l0
(3.51)
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Figure 3.18: The fractional variation of the RCS of Beard and Chuang drop shapes
with pressure at 94 GHz. This is expressed as the difference between the RCS at
the two pressures noted and the RCS at a standard pressure of 101325 Pa. The
variation is very small. The temperature is fixed at 20 for the shape and the
refractive index.
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Figure 3.19: The fractional variation of the ECS of Beard and Chuang drop shapes
with pressure at 94 GHz. This is expressed as the difference between the ECS at
the two pressures noted and the RCS at a standard pressure of 101325 Pa. The
variation is very small. The temperature is fixed at 20 for the shape and the
refractive index.
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Figure 3.20: The fractional variation of the RCS of Beard and Chuang drop shapes
with pressure at 6 GHz. This is expressed as the difference between the RCS at
the two pressures noted and the RCS at a standard pressure of 101325 Pa. The
variation is very small. The temperature is fixed at 20 for the shape and the
refractive index.
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Figure 3.21: The fractional variation of the ECS of Beard and Chuang drop shapes
with pressure at 6 GHz. This is expressed as the difference between the ECS at
the two pressures noted and the RCS at a standard pressure of 101325 Pa. The
variation is very small. The temperature is fixed at 20 for the shape and the
refractive index.
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with l being:
l = l0
µairp0T
1/2
µair0pT
1/2
0
(3.52)
where l0 = 6.62 × 10−8m, p0 = 101.325 kPa, µair0 = 1.818 × 10−5 Pa s and T0 =
293.15K. a0 is the volume-equivalent sphere radius, T is the temperature in Kelvin
and g is acceleration due to gravity, taken to be 9.81 m/s.
As for the the drop-shape model described in section 3.2, ρwater is the density
of water computed as a function of temperature (section D.4), ρair is the density of
air computed as a function of temperature and pressure (section D.3), and µair is
the dynamic viscosity of air computed as a function of temperature (section D.2).
In the second and third regimes, the Reynolds number Re is computed first, and
the terminal velocity determined from this. In both cases, the expression:
Y = B0 +B1X + . . .+B6X
6 (3.53)
is used. In the second regime, 9.5 ≤ a0 ≤ 535 µm:
Re = eY (3.54)
X = ln
(
4ρair(ρwater − ρair)g(2a0)3
3µ2air
)
(3.55)
and:
B0 = −3.18657, B1 = 0.992696, B2 = −1.53193× 10−3,
B3 = −9.87059× 10−4, B4 = −5.78878× 10−4,
B5 = 8.55176× 10−5, B6 = −3.27815× 10−6
In the third regime, 0.535 ≤ a0 ≤ 3.5 mm:
Re = N1/6p e
Y (3.56)
X = ln
(
3BoN
1/6
P /4
)
(3.57)
the physical property number NP by
Np =
σ3waterρ
2
air
η4(ρwater − ρair)g (3.58)
and the Bond number Bo is:
Bo =
(2a0)
2(ρwater − ρair)g
σwater
(3.59)
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and:
B0 = −5.00015, B1 = 5.23778, B2 = −2.04914
B3 = 0.475294, B4 = 5.42819× 10−2
B5 = 2.38449× 10−3, B6 = 0
where σwater is the surface tension of water in air, computed as a function of tem-
perature (section D.5).
In these final two regimes the terminal velocity can be computed from:
vterm =
µairRe
2ρaira0
. (3.60)
It can as can be seen in figure 3.22 that this model conforms closely to experimental
results.
This model has been implemented in MATLAB.
Figure 3.23 illustrates the effects of varying temperature and pressure as de-
termined by the Beard model. It can be seen that increasing temperature and
decreasing pressure both lead to an increase in terminal fall velocity, with these ef-
fects being far more pronounced for larger raindrops. Whilst these larger raindrops
will be present in far smaller numbers than their smaller counterparts, their size
means that they will have a disproportionately large effect on the rainfall rate, so
the effect could be significant.
There are, however, two problems with the direct application of terminal velocity
relations to rainfall rate measurements. The first is that they are for the terminal
velocity of droplets in stationary air. If there is any kind of up or downdraft
these velocities will not be the velocity at which the drops are falling towards the
ground. This is something that it will essentially be impossible to correct for using
horizontally pointing radars alone, and it is likely that it will be necessary to neglect
this effect.
The second problem is that raindrops do not necessarily fall at their terminal
velocity. In a recent paper, Montero-Martinez et al. [57] demonstrate that this does
not always happen. Larger raindrops are less stable than their smaller counterparts
and will tend to break up. When this happens, they will produce smaller raindrops
that will initially be travelling at the speed of the larger drop - far faster than would
be expected from their own terminal velocity. However, this appears only to occur
often in very heavy rain (where there are far more large drops), and so it is likely to
be insignificant for most rain in St Andrews. The effect will certainly impact some
DSD measurement techniques, including the laser disdrometer used at St Andrews,
but it is less certain whether it will have any significant impact on horizontally
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Figure 3.22: A comparison of experimental data collected by Gunn and Kinzer [56],
the Atlas approximation [54] (equation 3.48) and the model from Beard [53]. The
experimental data was for a pressure of 1 atmosphere, a temperature of 20 and a
relative humidity of 50%. The same values are assumed in the Beard model, while
the Atlas model is independent of these parameters.
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Figure 3.23: [Left] shows the terminal fall velocity of raindrops determined using the
Beard model for a range of temperatures, with the pressure assumed to be 101325
Pa. [Right] shows the same, but for a range of pressures, with the temperature
assumed to be 20.
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pointing radar rainfall-rate measurements.
3.6 Summary
There are many different drop-shape models that could be adopted for use in this
thesis. It is quite clear that it is not sufficient to approximate the drops by spheres
when calculating the RCS and ECS, especially at 94 GHz; some kind of drop-
shape model is required. Pruppacher and Pitter’s model is still referred to in the
literature, but the dimple that it predicts in the bottom of the raindrop is thought
to be erroneous. The differences between the Beard and Chuang, Thurai et al.
and spheroidal models is comparatively small, with the spheroidal and Beard and
Chuang models being particularly similar in terms of RCS and ECS. In terms of
RCS and ECS the effects of temperature and pressure on the shape of the raindrop
appear to be very small, with the effect of temperature on refractive index being
by far the most important factor. As a result, it is not generally necessary to use
the full Beard and Chuang model in computing the drop shape.
In summary then, for RCS and ECS calculations at 6 GHz and 94 GHz it is
likely that in many cases an appropriate spheroidal model could be used without
introducing significant errors into the calculations. In situations where drop shape
does matter, the Thurai model has a quick and convenient implementation. The
cosine series approximation given by Beard and Chuang [25] is also easy to imple-
ment, but is limited in the range of drop diameters that it covers. Care should also
be taken to ensure that the precision of that representation is sufficient. Finally,
if the effects of temperature and pressure on shape are important, then the full
Beard and Chuang model can take these into account, and can be implemented as
described in this chapter.
It should be noted that this is not a complete description of all aspects of rain
drop shapes. In particular, it ignores the fact that the shape of individual raindrops
oscillate over time and so it is inevitable that the scattering from a drop will vary
over time. It also considers only drops falling perfectly vertically - in any kind of
wind the drops will in general be falling at some angle. Finally, drops will coalesce
and split and in doing so will have intermediate shapes that will not correspond to
those outlined in this chapter.
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Chapter 4
Scattering from multiple particles
The preceding two chapters have discussed methods for computing the electromag-
netic scattering from individual raindrops, which is fundamental to measuring rain
with a radar. However, all practical radar measurements of rain (or other diffuse
dielectric polydispersions) will involve the simultaneous measurement of the scat-
tering from multiple particles, and the effects this has on the measurements must be
taken into account. This chapter briefly discusses many of the details that should be
considered, as a link between the first two chapters and the measurement chapters
that are to follow.
This chapter first presents the Probert-Jones radar equation for beam-filling
targets, and then goes on to define volume reflectivity and the fluctuations due the
changing physical configuration of the raindrops that would be expected in this
from measurement to measurement. These fluctuations mean that it will gener-
ally be necessary to average multiple measurements together in order to relate the
electromagnetic scattering to the physical properties of the target. However, it is
necessary to know how many averages will be required to achieve the precision re-
quired of the measurement. Section 4.3 looks at how the number of averages affects
the probability detection and false alarm for a target whose volume reflectivity is
fluctuating in such a way (used heavily in chapter 9). Section 4.4 then goes on to
consider how the number of averages affects the estimation of the average value of
the volume reflectivity.
Additionally, the radar measurement work in this thesis has been carried out us-
ing Frequency-Modulated Continuous-Wave (FMCW) radars rather than the more
commonly used pulsed radars. This introduces some additional subtleties into the
measurement process that are looked at briefly at the end of this chapter (section
4.5). In particular, FMCW radars offer lower noise levels for a given range res-
olution and they allow better estimates of volume reflectivity to be made for the
same number of measurements, compared with a conventional pulsed radar. An
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additional factor that must be considered is that the choice of windowing function
used in processing has an effect on the radial depth of the range bins, which must
be taken into account, particularly when working with beam-filling targets such as
rain. It is also important to be aware of the effects moving targets have on FMCW
measurements.
4.1 Radar equations
The general point-target radar equation is:
Pr =
PtGt(θ, φ)Gr(θ, φ)λ
2σ
(4pi)3R4
(4.1)
where Pr is the power received by the radar, Pt is the power transmitted by the
radar, Gt(θ, φ) is the transmit antenna gain in the direction of the target, Gr(θ, φ) is
the receive antenna gain in the direction of the target, λ is the operating wavelength
of the radar, σ is the target RCS and R is range. However, meteorological targets
are generally beam filling targets and so cannot be treated as point targets. Instead,
the target is treated as having a certain cross section per unit volume - referred to
as the volume reflectivity η, which is an average property of the target over the
sensing volume of the radar. In order to determine the actual reflected power from
the target it is necessary to determine the volume sampled by the radar. For a
basic pulsed radar, the radial depth of the sample volume can be determined from
the pulse-length in time. However, determining the width of the sample volume is
not so straightforward. The power in the beam drops off when moving away from
the centre line, and there is no sharp edge to the beam. Approximations can be
made by ignoring this drop-off and assuming a sharp edge at, for example, the 3
dB beamwidth, but this is not particularly satisfactory. A far better approach was
developed by Probert-Jones in 1962 [58], which approximates the drop-off in power
as having a Gaussian profile and determines the effective sample volume based on
this. The resultant radar equation is:
Pr =
PtGrGtλ
2
(4pi)3
(
piθ0φ0
8 ln 2
)
∆R
R2
η (4.2)
where θ0 and φ0 are the one-way 3dB azimuth and elevation beamwidths in radians.
∆R is the depth of the sample volume in range.
The 1/R4 term in the point-target radar equation comes from the power spread-
ing out as on the surface of a sphere as it travels out from the radar (a 1/R2 drop
off) and then the power reflected by the target spreading out in the same manner
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as it travels back towards the radar (again 1/R2, yielding a total drop off of 1/R4).
However, for a beam-filling target the spreading out of the signal from the radar
does not matter, as the target is considered to fill the whole beam (however large
that may be), so only the spreading-out on the return from the sample volume to
the radar is of significance, yielding the 1/R2 dependence seen in equation 4.2.
4.2 Volume reflectivity
When considering the (near) instantaneous total backscatter from an ensemble of
particles it is necessary to consider the effects of interference between the signals
scattered from each individual particle. To illustrate this, consider an electromag-
netic wave travelling out from the origin of a co-ordinate system. At some distance
R from the origin the the electric field will be of the form:
Ei = E0e
−jkR (4.3)
where k is the wavenumber 2pi
λ
. (Note that reduction of the field at increasing range
is ignored. Additionally, this expression assumes co-polarised signals only.)
The electric field back at the origin resulting from scattering by a single target
at range R will then be of the form:
Es ∝ √σE0e−jk2R. (4.4)
It then follows that the total electric field back at the origin resulting from scattering
from an ensemble of N targets with RCS’s σ1...N and at ranges R1...N will be of the
form:
Es ∝
N∑
i=1
√
σiE0e
−jk2Ri (4.5)
which is equivalent to a single target having a radar cross section of [59]:
σtotal =
∣∣∣∣∣
N∑
i=1
√
σie
−jk2∆Ri
∣∣∣∣∣
2
(4.6)
since the multiplying proportionality constants are removed by the application of the
definition of the RCS. The resultant RCS is thus related to the coherent summation
of all the scattering contributions from all the individual scatterers in the sensing
volume and depends on their individual amplitudes and phases, their phase being
dependent on their location in the sample volume. This resultant RCS is therefore
strongly affected by even small relative changes in the position of the particles.
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Since these particles are taken to be moving through the atmosphere, the resultant
RCS will fluctuate. Note that calling this an RCS makes the assumption that the
collection of particles is still sufficiently small relative to the sample volume to be
considered a point target - that is, it is not yet assumed that the collection of
particles are beam-filling, and so the point target radar equation (equation 4.1)
applies.
In modelling these fluctuations the Swerling RCS fluctuation models, described
in [59], are very useful. These models describe 5 different possible extremes of
fluctuating target behaviour. Four of these models describe different possible com-
binations of targets where there are no dominant scatterers or where there is a single
dominant scatterer (and lots of other smaller scatterers) and where the signal from
the target is decorrelated from scan-to-scan or pulse to pulse (i.e. over a long or
short period of time, relative to the radar measurement). These are extremes be-
tween which most real targets will lie. The fifth model represents the case where
the target does not fluctuate at all.
For rain, it is assumed that the drops have a uniform random distribution in
space [5] and that their spatial configuration changes from pulse to pulse (or chirp
to chirp). It can also be assumed that the RCS of individual raindrops will be
broadly similar or at least that there will not generally be any one, or small number
of, dominant scatterers. With these assumptions rain can be treated as a Swerling-2
type target, for which the fluctuations in the radar cross section have an exponential
Probability Density Function (PDF) of the form [59]:
pσ(σ; σ¯) =
1
σ¯
exp
−σ
σ¯
, σ ≥ 0, 0 otherwise (4.7)
where σ¯ is the average RCS of the individual scatterers.
It is a well-known result that the expectation (or average) value of the total
scattering cross-section from a Swerling-2 type target is simply the sum of the
scattering cross-sections from each individual particle (see, for example [2], [5] or
[59]). That is, the expectation value of the reflectivity would be given by:
〈σtotal〉 =
N∑
i=1
σi. (4.8)
Note that this still makes the assumption that the collection of targets can be
treated as a fluctuating point target (the point target radar equation 4.1 applies).
However, it is desirable to extend this to cases where the target is beam filling (as
expected in rain). The beam filling radar equation 4.2 is expressed in terms of the
volume reflectivity η. This is still a radar cross-section, but per unit volume. If
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it were considered that there were a number of particles N distributed uniformly
(on average) across a volume V (making this a beam-filling target) with individual
RCSs σi, then the expectation value of the volume reflectivity can be written as:
〈η〉 = 1
V
N∑
i=1
σi. (4.9)
That is, the expectation value of the volume reflectivity is equivalent to the sum
of the RCS’s of the scatterers in the volume, normalised by the unit volume. The
point-target assumption is no longer made and this can now be used in equation 4.2.
Note that in some cases later on the expectation value of the volume reflectivity,
〈η〉, is written as η¯ for conciseness. The terms are equivalent.
It can be useful to rewrite it by assuming that there are N ′ particles per unit
volume, yielding:
〈η〉 =
N ′∑
i=1
σi (4.10)
where the volume normalisation is now implicit.
The practical implications of the fluctuations in the measured RCS or reflectiv-
ity can be illustrated by considering a sample simulated result. Figure 4.1 shows
the simulated radar cross section of 1000 different sets of 50 uniformly randomly
distributed particles in a 2x2x2 metre box centred 10 km from a radar. The RCS of
each individual scatterer is taken to be 1 m2 and the radar frequency is taken to be
94 GHz. It can be seen that the mean RCS over all measurements is approximately
the sum of the individual RCS’s.
It can be seen in figure 4.2 that the exponential PDF of equation 4.7 provides a
good approximation to the simulated results. Note however that it is important to
have multiple measurements to average - the reflectivity of a single measurement is
more likely to be zero than to have any other individual value (a feature of the expo-
nential PDF). There is an inherent requirement that the spatial configuration of the
particles being measured varies over time for such measurements to be meaningful.
Equation 4.10 can be generalised to apply to situations where the specific particle
configuration is not known, but the average particle-size distribution (PSD), or in
the case of rain a drop-size distribution (DSD), is known. Such a distribution
describes the average number of particles in a unit volume per unit particle size,
such that the number of particles in a unit volume of particle size between a and b
is given by:
# of particles =
b∫
a
N(D)dD (4.11)
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Figure 4.1: A sample of 1000 RCS calculations results from 50 targets each with
an RCS of 1 m2, uniformly randomly distributed in a 2x2x2 metre box centered
around a point 10 km from a 94 GHz radar. For this run the mean simulated RCS
was 51.96 m2. This figure is adapted from figure 2.9 of [59].
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Figure 4.2: A histogram of the data shown in figure 4.1 alongside the exponential
pdf of equation 4.7. This figure is adapted from figure 2.10 of [59].
where N(D) describes the PSD as a function of particle size D, and is per unit vol-
ume. In this thesis, D is taken to be the volume-equivalent sphere diameter. With
the PSD, the expectation value of the volume reflectivity η can thus be computed
from:
〈η〉 =
Dmax∫
0
σ(D)N(D)dD (4.12)
and equivalently the expectation value of the extinction coefficient κext can be com-
puted from:
〈κext〉 =
Dmax∫
0
Qext(D)N(D)dD (4.13)
since N(D) is already per unit volume. In these equations σ(D) is the RCS of a
particle of size D and Qext(D) is the extinction cross-section of a particle of size D.
Note that the similarity in the forms of equation 4.12 and 4.13 has the potential
to be somewhat misleading. Both are the integration of a cross-section multiplied
by the PSD and both have units m−1. However, in application they must be treated
quite differently. η can simply be taken to be a multiplicative factor in equation 4.2
- where multiplying by the volume sampled yields a cross section in m2. However,
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κext applies only over infinitesimal distances. If some power P is present at some
point in a medium with extinction coefficient κext then the change in P over some
distance (or length) L will be dP = −PκextdL. Thus, lnP = −κextL + const.
Assuming P = P0 at L = 0 yields const = lnP0. Thus, ln
P
P0
= −κextL or:
P = P0e
−κextL. (4.14)
This is Beer’s Law - κext is often referred to as α in derivations of this. Note that
multiplying κext by L yields a unitless quantity. Thus, κext is often said to be given
in Nepers m−1.
4.3 Probability of detection
It is important to be able to determine whether the reflectivity of a target is sufficient
to allow it to be detected with a particular system and number of averages. In many
areas of radar work it can be assumed that the signal returned by the target will be
coherent, whilst the system noise will be non-coherent. Hence coherent averaging
will reduce the noise floor as the non-coherent noise reduces, whilst the signal will
add coherently. The signal to noise ratio simply increases by a factor of the total
number of averages taken.
However, where the signal from the target is also non-coherent (such as in rain
measurements) such a process is not advisable as both the signal and noise would be
reduced as the number of averages increased. Non-coherent averaging must instead
be used and will essentially produce a better estimate of the sum of both the noise
and the signal. The signal to noise ratio will not improve with increasing number
of averages, but the accuracy of the estimate of the signal in each range bin will
improve, allowing combined signal and noise values to be discerned from random
variations in the surrounding noise values with increasing accuracy.
In order to know the number of averages required it is necessary to define what
is considered to be acceptable performance in terms of both the probability of
detecting a target Pd and the probability of incorrectly identifying noise as a target,
or the probability of a false alarm, Pfa. In practice, in order to perform the detection,
it is necessary to define some threshold T to test the data against. The probability
of false alarm Pfa for a Swerling-2 type target can be expressed in terms of this
threshold by [59]:
Pfa = 1− 1
Γ(N)
T∫
0
e−ttN−1dt, (4.15)
i.e. one minus the incomplete gamma function of T and N where N is the number of
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Figure 4.3: The single shot signal to noise ratio (SNR) required for some example
Pd and Pfa value pairs for varying numbers of averages. Note that the decrease in
required SNR slows rapidly as the number of averages is increased - e.g. there is
far more to gain going from 1 to 10 averages than going from 10 to 20. Also note
that it is perfectly possible with a sufficient number of averages to detect signals
significantly below the noisefloor.
averages taken. Γ(N) is the gamma function applied to N . This can be numerically
inverted to find the threshold T required for a given Pfa.
The probability of detection Pd for a Swerling-2 type target can be determined
from [59]:
Pd = 1− 1
Γ(N)
T
1+χ¯∫
0
e−ttN−1dt (4.16)
where χ¯ is the single shot signal to noise ratio. This expression can also be inverted
numerically (using the T determined from inverting equation 4.15) to determine
the signal to noise ratio required for the desired Pd and Pfa. If the system noise is
known, the actual minimum received power that can be detected can be determined.
The results of these calculations are used extensively in the theoretical ash de-
tection and measurement work in chapter 9. To illustrate their import, figure 4.3
shows the required number of averages to achieve a particular minimum signal to
noise ratio for a few different sample Pd’s and Pfa’s.
4.4 Estimation
The preceding section indicates how likely it is to be possible to detect a particular
signal, but also of considerable importance is to be able to determine how accurately
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the value of the reflectivity can be determined. To do this an expression for the
PDF of the average of L multiple measurements of a Swerling-2 type target will be
determined, and this integrated over a region around the actual expectation value
of the target to determine how likely it is that the measured value lies within this
region.
It is first necessary to have an expression for the PDF of a single measurement of
a Swerling-2 type target. Equation 4.7 for the exponential PDF can be re-expressed
in terms of volume reflectivity to be:
pη(η; η¯) =
1
η¯
exp
(−η
η¯
)
, η ≥ 0, 0 otherwise (4.17)
where η is volume reflectivity and η¯ is the actual expectation or mean value of the
volume reflectivity - the quantity that will be estimated by the measurement. This
is the probability of measuring some value η in a single measurement of a Swerling-
2 target whose volume reflectivity has expectation value η¯. η¯ is also referred to
as 〈η〉 elsewhere in this thesis. However, for any meaningful determination of the
properties of the target, multiple measurements will be required. If L measurements
are taken, the estimate ηˆ of η¯ is given by:
ηˆ =
l=L∑
l=1
ηl
L
, (4.18)
i.e. the average value. The slightly odd inclusion of 1/L in the summation becomes
useful later in the calculation. Next, it is necessary to determine the PDF of ηˆ
determined in this way.
The PDF of the sum of two independent random variables is given by their
convolution [60]. However, the convolution is not simply of the exponential PDF’s
of equation 4.17 - rather the PDF of η/L must be determined (equation 4.18). From
Papoulis [60], the PDF of η/L can be written as:
pη/L(η; η¯, L) = Lpη(Lη; η¯) =
L
η¯
exp
(−Lη
η¯
)
(4.19)
where it is now taken as implicit that this is zero where η < 0.
In order to compute the PDF of equation 4.18, it is necessary to compute the
convolution of equation 4.19 with itself L times. The general form can be determined
by inspection of the computation of the L = 2 and L = 3 case. The L = 2 PDF
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can then readily be computed if this is convolved with itself:
pηˆ(ηˆ; η¯, L = 2) = pη/L(η; η¯, L = 2) ∗ pη/L(η; η¯, L = 2)
=
∞∫
−∞
pη/L(ηˆ − η; η¯, L = 2)pη/L(η; η¯, L = 2)dη. (4.20)
Since pη/L is zero for all values of η less than zero, the first term in this integral
will go to zero for η > ηˆ and the second term for η < 0. Thus, the integral can be
rewritten as:
pηˆ(ηˆ; η¯, L = 2) =
ηˆ∫
0
pη/L(ηˆ − η; η¯, L = 2)pη/L(η; η¯, L = 2)dη.
=
ηˆ∫
0
L
η¯
exp
(−L(ηˆ − η)
η¯
)
L
η¯
exp
(−Lη
η¯
)
dη.
=
L2
η¯2
ηˆ∫
0
exp
(−Lηˆ
η¯
)
dη
=
L2
η¯2
ηˆ exp
(−Lηˆ
η¯
)
(4.21)
which gives the full solution for the L = 2 case. However, it can also form the basis
for the L = 3 case:
pηˆ(ηˆ; η¯, L = 3) = pη/L(η; η¯, L = 3) ∗ pη/L(η; η¯, L = 3) ∗ pη/L(η; η¯, L = 3)
= pη/L(η; η¯, L = 3) ∗
ηˆ∫
0
p η
L
(ηˆ − η; η¯, L = 3)p η
L
(η; η¯, L = 3)dη
=
ηˆ∫
0
L
η¯
exp
(−L(ηˆ − η)
η¯
)
L2
η¯2
η exp
(−Lη
η¯
)
dη
=
L3
η¯3
ηˆ∫
0
η exp
(−Lηˆ
η¯
)
dη
=
L3
η¯3
ηˆ2
2
exp
(−Lηˆ
η¯
)
. (4.22)
It can thus be seen that the general PDF for the estimated expectation value of the
volume reflectivity of a Swerling-2 target after L individual measurements can be
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written as:
pηˆ(ηˆ; η¯, L) =
(
L
η¯
)L
ηˆL−1
(L− 1)! exp
(−Lηˆ
η¯
)
. (4.23)
It is then of interest to compute the probability of the estimated expectation
value lying within a certain distance of the actual expectation value for a given
number of averages. That is, it is useful to compute Pηˆ(ηˆ ∈ [η¯ − ∆, η¯ + ∆]; η¯, L).
This can be slightly generalised by considering the ∆’s to be fractions of ηˆ, allowing
one to make the statement that ηˆ is within ± some fraction δ of η¯. This probability
is given by integrating the PDF (equation 4.23) over the range of values desired.
That is:
P (ηˆ ∈ [(1− δ)η¯, (1 + δ)η¯]; η¯, L) =
(1+δ)η¯∫
(1−δ)η¯
(
L
η¯
)L
ηˆL−1
(L− 1)! exp
(−Lηˆ
η¯
)
dηˆ. (4.24)
It is possible to generalise this a little further by recasting this in terms of r = ηˆ/η¯,
and integrating with respect to r. The integration limits then become 1 − δ and
1 + δ, and the entire expression can be rewritten as:
P (ηˆ ∈ [(1− δ)η¯, (1 + δ)η¯]; η¯, L) =
1+δ∫
1−δ
LL
η¯
rL−1
(L− 1)! exp (−Lr)η¯dr
=
1+δ∫
1−δ
(L)LrL−1
(L− 1)! exp (−Lr)dr (4.25)
which can be seen to be independent of η¯. This means that this is generally applica-
ble - the fractional error is independent of the value of η¯ (of course, this also means
that the absolute error increases with increasing η¯). Note also that this ignores
noise, the inclusion of which would have more of an effect on small values of η¯ than
on large values.
Equation 4.25 can be solved in terms of gamma and incomplete gamma func-
tions, but since such a form is not readily invertible it is sufficient to integrate the
current form numerically. However, as is, this only works for small values of L. For
larger values, (L− 1)!) and LL become too large for machine double precision, and
it is necessary to either use a (slow) algebraic calculation engine (such as Mathe-
matica, Maple or Maxima) or to recast the expression in such a form that the very
large values no longer occur for reasonable values of L. Considering for now only
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Figure 4.4: The reduction in the value of δ achieved 90%, 95% and 99% of the time
as a function of the number of measurements averaged. ±δ is the fractional error in
the estimation of the expectation value of the volume reflectivity. Clearly, in order
to achieve a reasonable level of precision in the measurements made a considerable
number of averages are required.
the LL/(L− 1)! part:
LL
(L− 1)! = exp
[
ln
(
LL
(L− 1)!
)]
= exp [L ln (L)− ln ((L− 1)!)]
= exp
[
L ln (L)−
L−1∑
l=1
ln (l)
]
. (4.26)
Substituting this back in to 4.25, the machine-ready expression becomes:
P (ηˆ ∈ [(1−δ)η¯, (1+δ)η¯]; η¯, L) =
1+δ∫
1−δ
rL−1 exp
[
L ln (L)−
L−1∑
l=1
ln (l)− Lr
]
dr. (4.27)
Some example results of the implementation of this are shown in figure 4.4. This
shows the δ value that is achieved 90%, 95% and 99% of the time as a function of
the number of averages taken.
Note however that these calculations completely ignore the presence of noise
and so are only applicable when operating considerably above the noise floor. In
practice, noise will add additional variation into the measured data, requiring higher
numbers of averages to achieve the same performance. Nevertheless, the broad
trends illustrated are correct - higher number of averages will be required to have a
higher probability to getting to within a given fraction of the expectation value of
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the reflectivity. For example, if the goal is to be within a certain precision 90% of the
time then at least 11 averages will be required to be within ±50% of the true value of
η¯, at least 270 to be within ±10% and at least 1082 to be within ±5%. It is for this
reason that in meteorological applications many many measurements are typically
averaged together to estimate the reflectivity of the target. The approximately 6000
measurements averaged in many of the measurements presented in chapters 7 and
8 should result in an error of less than ±2.1% 90% of the time (from the Swerling-
2 type fluctuations in the measured reflectivity - there are many other sources of
error), whereas the approximately 600 averages used in some other measurements
in these chapters the error is less than ±6.7% 90% of the time.
4.5 Using an FMCW radar
All of the radars used to collect data in this thesis have been Frequency-Modulated
Continous-Wave (FMCW) radars. Much of that discussed in this chapter makes
the assumption that the radars used are pulsed. Most of the material is equally
applicable to FMCW radars, but there are a small number of additional subtleties
in the measurement of beam filling Swerling-2 type targets with FMCW radars in
particular that should be borne in mind when interpreting the measurements made.
It is beyond the scope of this thesis to investigate these in great detail, but the more
important points are outlined below.
4.5.1 Receiver noise level
FMCW radars have an advantage over their pulsed brethren in that their band-
width, for the purpose of noise determination, is related to the temporal length of
the chirp, which is in general far longer than the pulse from a pulsed radar for the
same range resolution, yielding a lower receiver noise level than with a pulsed radar.
4.5.2 Improved Swerling-2 reflectivity estimation
The wavenumber k dependence in equation 4.6 (the RCS of the ensemble for a
given configuration) introduces additional complexity when dealing with the mea-
sured volume reflectivity when using frequency-modulated radars. Even assuming
the RCS of the individual particles is frequency independent, sweeping the frequency
will lead to variation in the coherent summation over multiple particles and hence in
the measured power. This potentially works to the advantage of the FMCW system
as it could provide a better estimate of the expectation value of the reflectivity from
each individual measurement, improving the overall averaged result. Unfortunately
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Figure 4.5: The simulated radar cross sections measured for 16 different randomly
generated target distributions as a function of frequency. As in figure 4.1, results
are for 50 targets with RCS 1 m2 uniformly randomly distributed in a 2x2x2 metres
cubed box centred around a point 10 km from a 94 GHz radar. The blue curve
indicates the simulated measured RCS for each measurement case and the green
lines the average of these values. The red lines indicates the actual sum of the
individual RCS’s - i.e. 50 m2. It can be seen that there is considerable variation in
the mean RCS that is obtained as a result of sweeping the frequency.
however, this is rather hard to compute. All of the results for the scattering com-
puted in chapter 2 assume harmonic time dependence - that is, they assume that
the frequency is fixed. Deriving solutions where the frequency is time-dependent
would be far more complex, and is beyond the scope of this thesis. However, it is
possible to to make a crude approximation to the swept frequency case by stepping
the frequency through some range of frequencies, and using the constant frequency
solution in each step (whilst holding the physical configuration constant). Figure
4.5 provides some representative samples of possible results using this approach
when applied to the same physical configuration used in figure 4.1 and 4.2 (i.e. 50
targets each with an RCS of 1 m2 uniformly randomly distributed in a 2x2x2 metre
box 10 km from a 94 GHz radar). The frequency has been stepped from 93 to 95
GHz in steps of 1 MHz. Even sweeping over a large number of steps and a large
bandwidth such as this does not guarantee a good estimate of the expectation value
of the reflectivity.
However, if multiple sweeps are taken over different random distributions (i.e.
if multiple chirps are measured for a changing ensemble of particles, as in a pulsed
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Figure 4.6: Average RCS measured by frequency sweeping for 1000 different sets of
50 randomly distributed σ = 1 m2 targets. A mean RCS of 49.62 m2 was found in
this case.
radar system), it can be seen from figures 4.6 and 4.7 that the mean RCS is once
again approximately that of the sum of the individual scatterers. It is clear then that
it will be necessary to average over several measurements to achieve a reasonable
approximation to the expectation value of the RCS. The change in distribution
is also noteworthy - it is far less likely that a near-zero RCS will be measured
with an FMCW radar than with a pulsed radar (comparing figure 4.2 with figure
4.7). It is only approximately a normal distribution (perhaps it is a log-normal or
modified gamma distribution), but this may be a reasonable approximation for the
determination of the number of averages required.
It is important to note that this is only an approximation to the effects of
frequency sweeps. Here the frequency is altered in discrete steps, and each step
treated as independent from the surrounding steps, but in practice the frequency will
be continuously varying, which may introduce some deviations from the results seen
here. Additionally, they make the assumption that it is reasonable to approximate
the physical configuration of the particles as fixed for the duration of the chirp. This
will be a less good approximation for longer FMCW chirps than it is for shorter
pulses. However, these results should at least illustrate the essential point - for
the same number of chirps (or pulses) an FMCW system should produce a better
88
0 20 40 60 80 100 120
0
1
2
3
4
5
6
7
8 x 10
−3
RCS [m2]
Pr
ob
ab
ilit
y 
de
ns
ity
 
 
Sampled Histogram
Mean  RCS
Figure 4.7: A histogram of the data shown in figure 4.6.
estimate of the expectation value of the volume reflectivity of a Swerling-2 target
than a pulsed radar.
4.5.3 Windowing
A complication associated with using an FMCW radar is determining the radial
extent of the sampled volume, which is very much dependent on the choice of FFT
window made. This is a crucial effect that has to be taken into account in chapters 7
and 8. The Fourier transform of a sinusoid is a delta function1. However, in practice
the sinusoid will only be sampled for a limited period of time, and so will effectively
be a top hat function multiplied by a sinusoid, the Fourier transform of which will
be a sinc function convolved with the delta function of the Fourier transform of the
sinusoid. The radial extent of the sampled volume can be taken to be the peak to
first null width of the sinc function, which corresponds to a bandwidth of 1/τ where
τ is the length of the sample in time. This is equivalent to saying that it is possible
to discern two signals if the peak of the second signal lies in at least the first null
of the first signal. However, this definition of resolution is not unique: many others
1Actually two delta functions, but since only the absolute value of spectra will be used in this
thesis, only one side of the Fourier transform is needed, and hence only one delta function need
be considered.
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are possible and may be equally or more valid depending on the circumstances.
Directly FFTing the truncated sine wave works well if the frequency of the sine
wave happens to lie exactly on one of the frequency values sampled by the FFT, as
all of the other frequency values sampled will lie on the nulls of the sinc function, so
nothing other than the main peak will be seen. In practice however it is not possible
to guarantee this and the frequency of the truncated sine wave will in general not
lie exactly on any of the FFT sampled frequency values. The Fourier transform is
still a sinc function, but the peak value measured by the FFT sampled frequency
closest to the actual peak will be lower than the actual peak value - meaning that
the amplitude will be measured incorrectly (known as scalloping loss). Additionally,
the other FFT sampled frequency bins will no longer lie in the nulls of the sinc and
so will report non-zero values - the sinc sidelobes (often referred to as the range
sidelobes) will be sampled. To address these two problems it is usual to apply a
windowing function to the measured time signal. Such functions are generally close
to one in the centre and taper to zero at the edges. Windowing functions are chosen
to reduce the scalloping loss (generally by broadening or flattening out the peak)
and/or to suppress the sinc sidelobes. Different windows are selected depending on
the requirements of the particular application, and broaden the peak by different
amounts. This broadening must be taken into account when considering the radial
extent of sample volumes. It must also be taken into account when considering
noise calculations. In this work, the 3 dB peak width is used.
The range sidelobes will extend over the whole frequency range of the FFT, and
so, for a distributed target like rain, there will be a contribution to the measured
power in each range bin from sidelobes. The level of the contribution of sidelobes to
the measured power in each range bin will depend on the choice of window made.
Throughout the work in this thesis a flattop window of the form [61]:
w[n] = 1− 1.93 cos
(
2pin
N − 1
)
+ 1.29 cos
(
4pin
N − 1
)
−
0.388 cos
(
6pin
N − 1
)
+ 0.32 cos
(
8pin
N − 1
)
(4.28)
is used2, where N is the number of elements to which the window is to be applied
and n as an integer between 0 and N − 1, inclusive. For this the largest sidelobes
are 68.9 dB lower than the power measured from the target. As a result, their
cumulative effect in this case will be negligible. Some windows have sidelobes
significantly lower than this, and others sidelobes significantly higher, so in general
2It is possible, but not certain, that the Flattop window used by the Stanford Spectrum
Analysers - see chapter 5 - differs slightly from this definition (see [62]), but this possible difference
is not thought to be significant.
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care should be taken with window choice.
For this particular window the 3 dB peak width is 3.73 bins.
Detailed information on many different types of window and their application are
available in Harris 1978 [63]. This also includes information on the peak broadening
effect and the peak sidelobe levels of many different windows.
It should be noted that this section deals only with sidelobes and peak broaden-
ing as a result of the signal processing performed. In practice imperfections in the
hardware such as non-linearity in the frequency sweep, transmitter phase noise, or
mixer/amplifier saturation can also contribute to peak broadening and/or sidelobe
levels. Such effects can sometimes be addressed to an extent through appropriate
signal processing (see, for example [64]), but in other cases hardware improvements
would be required.
4.5.4 Range/frequency ambiguity
One issue with FMCW radars that is not found (to the same extent) with pulsed
radars is that, by virtue of the use of frequency changes to determine range, Doppler
shifts result in change in the measured range. This effect can be corrected for
by Fourier-Transforming the cross-range data (in a similar manner to a pulsed
Doppler radar) and using the resultant measured velocities to correct measured
ranges. Middleton [64] is a useful source for far more detailed information on this
technique.
However in many cases (including the work here) such a technique (or other
available techniques) and the range error due to the Doppler effect is simply ac-
cepted in the results. For the experimental setup most commonly used in the work
for this thesis (see chapter 5), a 10 m/s velocity component of the rain directly
towards or away from the radar would lead to a range error of 10 m at 38 GHz and
23.8 m at 94 GHz. However, this is a very extreme example. In practice, 3/4 of
the measurements took place with measured wind speeds of less than 3 m/s and
the highest recorded wind speeds during measurements were around 10 m/s. It
should be noted that these windspeeds were measured in a more exposed location
than the radar measurements (see chapter 5) and so are likely overestimates. In
addition, these are wind speed measurements - in general only some fraction of this
will be directed radially towards or away from the radar. For the vast bulk the
measurements made here, the effect of Doppler shift on the range measurements
should be no more than a few metres, and so can reasonably be neglected.
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4.6 Summary
Throughout the remainder of this thesis, it will be assumed that both rain and
volcanic ash will be beam-filling targets, and so the Probert-Jones equation 4.2
is applicable. It is also assumed that the physical configuration of the particles
changes such that the signal received by the radar is decorrelated from chirp to chirp
and that there are no single dominant scatterers present, allowing the Swerling-2
approximation to be applied. With this, the fluctuations in the measured volume
reflectivity can be modelled with an exponential PDF, and this used to compute
the number of averages required to achieve a particular probability of detecting the
target (section 4.3) and also to achieve a particular precision in the measurement
of the volume reflectivity (section 4.4).
The radars used in this thesis are also FMCW radars (which is somewhat unusual
for the types of applications to which they are being put. However, for the same
range resolution, they offer considerable improvements in receiver noise levels over
pulsed radars. The sweeping of frequency inherent in their operation also allows
some gains to be made in the accuracy of estimates of the volume reflectivity (section
4.5.2). However, there is also an additional complication in the radial extent of the
sample volumes measured by the radar that must be taken into account in any
processing (section 4.5.3).
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Chapter 5
Data collection
A pair of Frequency-Modulated Continuous-Wave (FMCW) radars operating at 38
GHz and 94 GHz have been used in this work, covering both the single frequency
measurements that will be presented in chapter 7 and the dual frequency measure-
ments that will be presented in chapter 8. These were located in a small building
overlooking a field, in which a disdrometer was placed to measure rain. To save
unnecessary repetition, this chapter details the experimental setup and radars used,
along with the processing of the data that is common to both chapters 7 and 8.
The general equipment layout used in the experiments is described in section
5.1. The final radar hardware configurations used are described in section 5.2
and the final radar software configuration is described in section 5.3. However,
a moderate amount of data was collected with both the 38 GHz and the 94 GHz
radars using some earlier configurations of the radar hardware and software, and
since this data contains some of the highest rainfall rates recorded it has been
decided to use this alongside the data from the final configuration. Sections 5.2
and 5.3 therefore also include details on the earlier configurations. The differences
between the configurations are summarised in section 5.4.
Finally, the data processing that is common to both chapters 7 and 8 is described
in section 5.5.
5.1 Equipment layout
All of the radar data collected in St Andrews for this thesis were taken from the
Millimetre Wave Group’s ground floor observing room under the James Gregory
Telescope (JGT). The radars were mounted on the same tripod, with the 94 GHz
radar at a height of 1.17m and the 38 GHz radar immediately above, at a height
of 1.36m. The tripod was placed as close as possible an open window, pointed out
over the playing field. The approximate location was latitude 56.3372◦, longitude
93
Radars
Disdrometer
Weather station
Radar beam
direction
Figure 5.1: The location of the radar, disdrometer and weather station. The inserts
show ground-level photographs of the radar and disdrometer. Aerial photograph
Copyright 2012, Microsoft Corporation
-2.8164◦, with the radar heads at an altitude of approximately 24 m. The beam
elevation was adjusted to pass over the trees at the far end of the playing field,
resulting in an elevation angle of approximately 19◦. The bearing was approximately
080◦. The radars were operated in a fixed position. It is likely that a deployed
system would need to operate in a scanning mode, but it is thought to be quite
sufficient to operate in a staring mode as a development platform
A Thies Clima Laser Precipitation Monitor (the disdrometer) was mounted on
a 1.24-m tall metal tripod and moved into the playing field when recording a rain
event. The approximate location of this in the field was latitude 56.3373◦, longitude
-2.8150◦ at an altitude of approximately 23 m. The aim was to position it in the
playing field at the maximum distance possible from the radar, whilst still being
directly under the radar beam and also sufficiently far from the surrounding trees to
avoid them having an effect on the recorded rainfall rate. The often hurried nature
of the disdrometer deployment1 introduced some variability into this position, but
these irregularities in positioning are not thought to be more than ±10 m or so
around a typical range of 70 m. Other activity in the playing field very occasionally
forced variation in the location; such cases are noted in appendix C.
1as quickly as possible when it started to rain!
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Frequency 38 GHz
Transmit power 21 dBm
Antenna gain 34 dBi
3dB one-way beamwidths 3.8◦
Polarisation HH
Table 5.1: The basic specifications for the 38 GHz radar. Values taken from the
final-year project that preceded this thesis [67], measurements and manufacturer
provided specifications.
Data from the disdrometer was supplemented by a Davis Weather Monitor II
weather station located on the roof of the Physics Department. The approximate
location of this was latitude 56.3403◦, longitude -2.8072◦ and an altitude of approxi-
mately 28 m, approximately 675 m to the north-east of the radars. This was used to
provide temperature data as well as additional rainfall data from a tipping-bucket
gauge (a Davis Rain Collector II).
The relative positions of these three pieces of equipment, along with photographs
of the view from the disdrometer towards the radar and from the radar towards the
disdrometer are shown in figure 5.1.
5.2 The radar hardware
The bulk of the radar work performed in St Andrews was with two instrumentation
radars operating at 38 and 94 GHz. Both systems are homodyne FMCW systems
and use separate horn-lens antennas for transmit and receive located adjacent to one
another, giving rise to their nickname “Bug-Eyes”. To facilitate the dual-frequency
measurements presented in chapter 8 the 38 GHz radar is mounted on top of the
94 GHz radar, so that both are pointing in the same direction at the same time.
The specifications of the 38 GHz radar are given in table 5.1 and the specifications
of the 94 GHz radar are given in table 5.2. The parameters for the 94 GHz radar
come largely from [65]. Some of the parameters for the 38 GHz radar were reported
in [66], and further measurements of its performance were made as part of an earlier
final-year project by the author; details of the calibration measurements made are
available in that report [67]. Schematic diagrams of the two radar heads are shown
in figures 5.2 and 5.3 and the two radars can be seen in figure 5.4.
A Thurlby and Thandar TG210 2 MHz function generator was used to provide
the modulation signal for the 94 GHz radar and a Thurlby and Thandar TG315 3
MHz function generator was used to provide the modulation signal for the 38 GHz
radar. In their manner of use and performance in the work presented here, there is
no notable difference between the two models. Both were used to produce triangular
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Frequency 94 GHz
Transmit power 7.35 dBm
Antenna gain 40.45 dBi
3dB one-way beamwidths 1.485◦
Polarisation VV
Table 5.2: The basic specifications for the 94 GHz “Bug-Eyes” radar. Parameters
as reported in [65].
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Figure 5.2: Schematic of the 38 GHz radar head.
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Figure 5.3: Schematic of the 94 GHz radar head.
96
38 GHz Radar
PMYTO
Gunn 
Oscillator
Mixers
Tx
94 GHz radar
Rx
Tx
Rx
Figure 5.4: The two radars used for the bulk of the measurements in St Andrews.
waves with a period and with amplitudes and offsets appropriate for the modulation
of the varactor on the 38 GHz Gunn oscillator (on the 38 GHz radar) and for the 7.83
GHz PMYTO. A Hewlett-Packard 54600B 100 MHz digital storage oscilloscope was
used to monitor the amplitudes and periods of the modulation signals produced.
The maximum possible modulation bandwidth of the 38 GHz Gunn Oscillator
was approximately 200 MHz. The maximum possible modulation bandwidth of
the PMYTO on the 94 GHz radar was 130 MHz around 7.83 GHz, which after
x12 multiplication leads to a maximum possible bandwidth of 1.56 GHz. In prac-
tice however, operating bandwidths were chosen to give the radars similar range
resolutions (chosen to be approximately a metre) and maximum ranges (to allow
for better comparison of the two frequencies in the dual-frequency techniques dis-
cussed in chapter 8). The typical data acquisition period τ was 4 ms, leading to a
frequency resolution of 250 Hz. For FMCW radars, bandwidth can be related to
range resolution by:
∆R =
c
2B
(5.1)
so, in order to achieve a range resolution of a metre, a bandwidth over the sample
time of 150 MHz would be required. Since the sample time did not include the
entirety of the frequency modulation, a slightly larger modulation bandwidth is
required. Typically bandwidths of around 180 to 190 MHz were used. The actual
modulation bandwidths used for each individual measurement are noted in appendix
C.
The data acquisition systems were triggered from the Thurlby and Thandar
modulation sources, with the trigger being generated at the start of the positive
gradient part of the triangular wave. The acquisition systems were set to record
for less than half of the modulation period used, so that all of the acquisition took
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Figure 5.5: The final system configuration used for the last of the rainfall measure-
ments taken.
place while the positive gradient part of the modulation was being applied.
These aspects of the radars remained constant throughout the work presented in
this thesis, but the IF chains, acquisition systems and software used were iterated
as the work progressed. The details of these changes are noted in the following
sections.
5.2.1 The final hardware configuration
The hardware changes made to the radar systems over the course of the mea-
surements for this thesis were all in the IF chain and data acquisition system. The
radars themselves and the modulation method remained as outlined above through-
out. The final configuration, and the one used for the majority of the measurements,
is described here.
In the final configuration, the IF chains for each radar were identical. The IF
signal from each of the the mixers was passed through a Mini-Circuits BLK-89-S+
DC block, a Mini-Circuits SLP-1.9 low pass filter (which has a 1.9 MHz cutoff) and
two identical Wenzel LNAA-30-0 amplifiers (offering 24 dB gain into a 50 Ω load,
for a total gain of 48 dB on each IF chain).
Each IF chain was then connected to a separate Acquitek CH-3150 DAQ card,
both installed in the same computer. These DAQ cards are capable of sampling
a single channel at up to 40 megasamples per second and offer 12 bit precision.
Input voltage ranges can be varied from ±0.05 V to ±5 V. In practice, the sample
rate was set to be 4096 kilosamples per second, to exceed the Nyquist frequency
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required after the 1.9 MHz cutoff of the low-pass filters and to maximise the range
available for the chosen frequency resolution, whilst not collecting more data than
would be usable. 16384 data points were collected per chirp, for a total of 4 ms of
sampling time. The voltage ranges were set to ±0.1 V both the 38 GHz and 94 GHz
radars, in order for the signals from the radars to take full advantage of the DAQ
dynamic range, but without clipping. Each DAQ was independently triggered from
the modulation source of the radar to which it was connected.
The final form of the measurement setup is shown in operation in figure 5.5.
5.2.2 Intermediate hardware configurations
Whilst the final hardware configuration (described in section 5.2.1, above) was the
best in terms of performance and also that used for the majority of the radar
data collected, a significant amount of data was collected with other hardware
configurations, including some of the highest rainfall rates measured as part of the
work presented here. As a result, it has been decided to make use of this data, which
necessitates detailing the changes to the hardware configuration over the course of
the measurements. These changes are summarised at the end of this chapter, in
section 5.4, but this section provides fuller details, as well as the rationale behind
the changes.
5.2.2.1 The spectrum analyser configuration
The first measurements were made with an architecture that pre-dated the start of
the work for this thesis. The IF from each of the radar heads were passed through
the same DC blocks as were used in the final configuration, and then through single
Wenzel LNAA-30-0 amplifiers. The 94 GHz IF signal was further passed through
a low-pass filter with a 1.9 MHz cutoff, but the 38 GHz radar was not low-pass
filtered.
Rather than using the DAQ cards from the final configuration, spectra from
both radars were measured using either Stanford SRS760 or a Stanford SRS770
FFT Spectrum Analyser (these are substantially the same instrument in so far as
the operations required of them here are concerned). These are capable of measuring
4 ms long voltage signals at 256 kHz, although (due to the internal low-pass filter)
only the first 100 kHz of the measured signal is reported to the user. They use 18-
bit A/D converters. These were used to low-pass filter the signal, apply a flattop
window to it, Fourier transform the windowed signal and then to average the Fourier
transformed spectra together. The maximum length of spectra possible were used,
resulting in frequency bins of 250 Hz from 0 to 100 kHz. For each measurement, 500
spectra were averaged together, taking approximately 5 s at the 10 ms modulation
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period used. These were then averaged together in post-processing to produce
minute average data. This approach was used only briefly, with measurements from
23/8/2010 until 26/8/2010. However, some of the highest rainfall rates recorded
were with this configuration, so the data has been used.
5.2.2.2 The early DAQ configurations
The spectrum analyser based system described in the previous section was replaced
with a system employing the same DAQ cards as used in the final configuration,
along with software written in LabWindows/CVI to control and collect data from
the cards. This was done in part to allow sampling at frequencies higher than
100 kHz, enabling longer range measurements to be made with the same range
resolution and chirp period. It also allowed greater flexibility in the measurement
approach taken.
This setup initially used the same IF chain as that used in the spectrum analyser
configuration described earlier, in section 5.2.2.1. Note that this meant that the 38
GHz radar’s IF chain lacked a low pass filter. This was not a problem when using
the Stanford spectrum analysers, because these included integrated low pass filters,
but is a potential issue when using the DAQ cards (as it makes aliasing possible).
This was eventually addressed by the addition of a 1.9 MHz low pass filter to the
38 GHz radar IF channel, as seen in the final version.
The same modulation scheme as used in the final configuration was used, al-
though there was a small amount of experimentation with the period of the trian-
gular wave used for modulation. In particular, slightly shorter periods of around
9.3 ms were used for three measurements, and in a single case a period of 22.9 ms
was used, along with a far lower sampling rate. This latter option was to allow
the sample rate to be reduced to only 200 kHz whilst maintaining the same range
resolution. This allowed for smaller data file sizes, but was abandoned as being too
far below the low pass filter cutoff frequency. Following the 200 kHz sample rate,
rates of 512 kHz and then 2048 kHz were adopted along with the 9.3 ms modula-
tion period. This was in an attempt to find a balance between maximum range and
file space. However, these early choices were rather inappropriate, since they were
below twice the cutoff frequency of the LPF and thus could cause aliasing. This
will have somewhat degraded the noise level in these instances, but it should not
have substantially affected the radar data, since only the reflectivity at long ranges
would be aliased, and in practice this reflectivity is well below the noise floor. Nev-
ertheless, for later measurements a sampling rate of 4096 kHz was adopted to suit
the available low pass fiters.
One of the problems that was noticed with the early use of the DAQs was that
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in many cases the amplitude of the measured signal was not sufficient to make full
use of their input voltage ranges. To improve this situation, a second Wenzel low
noise amplifier was added to the IF chain of each of the radars, as seen in the final
configuration.
An important part of handling the radar data is taking into account all of
these changes made over the course of the measurements. All of the changes are
summarised in section 5.4, and fuller details on each measurement are given in
appendix C.
5.3 Radar software configuration
The software used to control the data acquisition hardware and to record the data
was also crucial to these experiments. Much like the radar hardware configuration,
the software evolved over time. The final version of the software used for the bulk
of the measurements is described in section 5.3.1, but data collected with earlier
software versions are also included in this thesis, and so the earlier versions are
described in section 5.3.2.
5.3.1 The final software configuration
The final version of the software used to control the DAQ cards and to record the
data collected was, as with the earlier versions, written in C using the National In-
struments LabWindows/CVI programming environment. This software was multi-
threaded, with data being read from each DAQ in a separate thread, so the two
radars could operate asynchronously - that is, measurements from neither DAQ
had to wait on measurements from the other to complete before being made. This
was necessary because the modulation sources for both radars were independent.
They were set to have the same period, but these were inevitably not identical or
synchronised. The main program ran in a third thread.
The burst and multibuffer modes available on the DAQ cards were used to
capture the data. These would capture a succession of chirps into one buffer on the
DAQ, reporting when that buffer was full and then continuing to capture data in a
second buffer. While the data is being captured in the second buffer, the first buffer
can be read, processed and written to file and vice versa. In practice it was found
that buffers consisting of 64 chirps worked well, with only a very small number of
occasions where a buffer was not read in time. This was with the final hardware
configuration (section 5.2.1), meaning a sample rate of 4096 kHz and 16384 samples
per chirp.
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In order to associate a measurement time with each buffer being read, the time
at which each buffer was reported as having been filled was taken to be the start
time of the recording of the subsequent buffer. The times of each of the individual
measurement can then be inferred by simply adding 1 to 63 times the measure-
ment period to the start time of the buffer. However this can on occasion produce
problems when the start time of a buffer is not sufficiently accurately determined.
Within each of the two data collection threads it is assigned in the line of code
after the preceding buffer has reported being filled. However, there are two data
collection threads and a user interface update/control thread running in the radar
control software, as well as the separate disdrometer collection software and var-
ious other tasks relating to the user monitoring the progress of the measurement
all running on a single processor computer, so inevitably there are occasions where
there is a small delay in determining the time at which a buffer filled. This means
that the times for each buffer will be monotonically increasing, but once times are
associated with the individual measurements are included it is possible in some
circumstances for these to overlap with the recorded start time of the subsequent
buffer. Since the data is averaged in 1-minute units (within which the order does
not matter) this detail is largely irrelevant. However there are three minutes in all
of the data collected where the effect occurs on the boundary between one minute
and the subsequent minute. When this happens, a small number of measurements
(up to 10’s) that should lie at the beginning (or end) of one minute will lie at the
end (or beginning) of the adjacent minute. The number is very small relative to
the total number of averages in each minute (around 6000), and the measurements
in the wrong minute would in any case come from measurements that were very
close to that minute. It would be possible to correct for this effect, but the presence
of occasional missing buffers due to the buffer not being read in time makes it a
difficult problem. Since the effects of the error are not expected be significant, it
has been decided not to attempt to correct the time series, but rather to accept a
small amount of leakage into the surrounding minutes in those three cases.
Another feature included in the software was the ability to write text settings
files to accompany the data files. These recorded the start time, the radar settings
and the DAQ settings. They also recorded any changes to the DAQ settings over
the course of the measurements. In addition to this, the software had the ability to
append time-stamped notes to the settings files. This was used to manually record
events relevant to the measurement (such as people walking in front of the radar,
windows blowing shut, tractors cutting the grass etc.), so that data around these
times could be eliminated from the data after the measurement. These events are
noted in appendix C.
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5.3.2 Intermediate software configurations
In addition to the evolving hardware configuration, the software used to capture
data from the DAQs was altered over time, in part to allow for changes to the
hardware configuration and in part to improve its performance. Whilst the bulk
of the data collection occured with the final version of the data collection software
(described in section 5.3.1, above), the data collected with earlier versions of the
software contained some significant higher rainfall rate data, and so has been in-
cluded in the final analysis. As a result, the variations in the software must also be
taken into account when processing the results. This section details the evolution
of the early versions of the software.
The very first software used was that written to go along with the use of the
Stanford Spectrum Analysers. The analysers were connected to a computer via
GPIB, and software was written in LabWindows/CVI to control and record the data
from them. It wrote the measured power spectra out to comma separated value
(csv) files, including the date and time of the acquisition of each power spectrum in
the same line as the data itself. Separate files were created for each of the spectrum
analysers.
The subsequent move to using DAQ cards to store the supplied data necessitated
a completely revised version of the software. This eventually became the version
described in section 5.3.1, and shared the ability to write settings and time-stamped
notes to a text file accompanying the data.
The key difference between the early versions of the software and that considered
to be the final version is in the manner of reading data from the DAQ cards. Whilst
the final version made use of multiple threads and the burst and multibuffer modes
on the DAQ cards, the early versions did not. Instead, It set up the DAQ cards
to each measure a single chirp on the next trigger to occur. Once both DAQ cards
reported that they had completed this measurement, the measurements were read
into system memory and then written out to disk. Optionally, they were also Fourier
transformed and displayed to the screen. Once this was complete, the computer
then set the DAQ cards to measure the next chirp. This all took some time, in
practice more than the 5-6 ms available between chirps. As a result, only a subset
of the total number of chirps received by the radar were recorded. Since this delay
was software dependent, the number of chirps actually recorded varied over time.
Additionally, since the timings of the two radars were not in any way synchronised
and the software waited for both DAQs to have been triggered and made their
measurements before processing the data and setting up the next measurement it
was possible for there to be a considerable delay between measurements. Typically
this resulted in around 500 to 600 chirps being recorded per minute rather than the
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theoretical 6000. These timing problems were unsatisfactory, partly because they
introduced a degree of variation of the measurements from minute to minute and
partly because they resulted in being able to use less than the full set of potentially
available measurements when averaging, resulting in less accurate results. It was
primarily for this reason that the final version of the software was created.
It is also this that leads to the early versions of the software being referred to as
“software limited” - the acquisition rate was limited by the software - whereas the
final version is referred to as “hardware limited” - the acquisition rate was limited
by the radar hardware.
In addition, the first version of the DAQ software stored all of the output from
the radars as double-precision voltage values. Given that the DAQs measured the
voltage as a 12-bit integer, this was very space inefficient - a double precision floating
point number requires 64 bits to store. Given the large number of measurements
involved in any one measurement session, this quickly became an issue. As an
example, an eight hour measurement period with 600 chirps per minute recorded
for each radar would result in two files of 421 GB each if double precision floating
point representation is used. As a result, from the 3/2/2011 data onwards the
software was modified to record 16-bit integer representations of the radar data
instead, making the output files considerably smaller. In the example case, the files
would now be 105 GB each instead - a considerable reduction. Another issue with
the file sizes involved was that files could occasionally exceed the 4 GB FAT-32
filesystem size limit. A small amount of data was lost in this way before switching
over all partitions used to record data to the NTFS file system (under which space is
currently constrained by available had disk sizes rather than the file system itself).
5.4 Summary of the radar revisions
The configuration of the radar systems remained largely static from when the “hard-
ware limited” version of the software was introduced - the only change being the
addition of a low pass filter to the 38 GHz IF chain, which has a negligible effect
on the radar performance. As a result, “hardware limited data” is used to refer to
data from the final configuration.
The initial three sets of data collected with the Stanford spectrum analysers was
also very consistent in terms of the configuration used and as a result “spectrum
analyser data” is used to refer to data from the initial configuration.
However, between these two acquisition regimes, when the “software limited”
version of the acquisition software was used considerable change happened to the
configuration used. The sample rate was adjusted, as was the chirp period and an
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additional amplifier was added to both the 38 GHz and 94 GHz IF chains. This
data is referred to as the “software limited data”, but care must be taken as to
exactly what configuration was used.
To aid this, table 5.3 illustrates all of the significant changes to the acquisition
system over the course of this thesis. The columns refer to changing acquisition
methods, the number of 24 dB amplifiers in each radar’s IF receive chain, the pres-
ence of a 1.9 MHz low pass filter on the 38 GHz IF chain, the period of the triangular
wave used for modulation and the sampling frequency used by the acquisition de-
vice (either the Stanford spectrum analysers or the DAQs. The table summarises
some of the information that can be found in appendix C.
5.5 Processing of the radar data common to all
algorithms used
Whilst many different methods were used to calculate rainfall rates from the data
collected by the radar involving many different algorithms (presented in chapters 7
and 8), the same pre-processing was applied to the data to get it into a form suitable
for the application of these algorithms. This section discusses the pre-processing
that all of the algorithms have in common.
5.5.1 Pre-processing specific to the DAQ-collected data
The data collected using the spectrum analysers were already in a reasonably easy-
to-process form, but the DAQ-acquired data were recorded as raw voltage values (or
integer representations of the raw voltage values in the more space efficient versions
of the code). This produced unwieldy amounts of data to process. To cut down on
the perpetual need to reprocess this data it was decided first to process the DAQ
data into a more compact, partially processed intermediate form. The following
steps were carried out to achieve this:
1. The integer values were converted to actual voltage values (in cases where
the values were not recorded as double precision voltage values), based on the
DAQ settings recorded in the information files associated with the DAQ data.
2. A flattop window was then applied to the data, in order to get as accu-
rate as possible an estimate of the received power when the data is Fourier-
transformed.
3. The discrete Fourier-transforms of the windowed data were calculated (using
MATLAB’s built in fft function), and the squared absolute value (the power
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Date Acquisition Amps 38 GHz LPF Period Sample freq
17/10/2012
11/10/2012
24/09/2012 2
24/09/2012
20/09/2012 2
20/09/2012
29/08/2012
27/08/2012
Y
17/08/2012
14/08/2012
13/08/2012
06/08/2012
01/08/2012 2
01/08/2012
30/07/2012 2
30/07/2012
23/07/2012
18/07/2012
11/05/2012
10/05/2012
29/04/2012
25/04/2012
16/04/2012
11/04/2012
10/04/2012
02/04/2012
HW limited 10 ms 4096 kHz
15/03/2011 9.36 ms
10/01/2011
2
2048 kHz
01/10/2010
9.3 ms
512 kHz
23/09/2010
SW limited
22.9 ms 200 kHz
26/08/2010
24/08/2010
23/08/2010
Spec An
1
N
10 ms 256 kHz
Table 5.3: The key elements of the evolving radar configuration.
106
spectrum) was computed.
4. The FFTd data were then averaged together minute by minute, to correspond
with the data from the disdrometer (this averaging was also applied to the
spectrum analyser, but was sufficiently computationally light to not need done
in pre-processing).
5. This data was then saved out to compressed MATLAB data files.
This produced files far smaller than the raw data files that could be loaded far more
quickly, whilst still allowing a degree of flexibility in the later processing of the data.
In addition to this, the additional information in the settings files is sifted
through to determine what minutes from the radar data (if any) should be re-
moved due to people/objects being temporarily in the radar beam. At this stage,
the minutes to remove are recorded, but the actual removal does not occur until
the subsequent processing.
5.5.2 Dealing with system noise
The first step in the subsequent processing was to minimise the noise present in
the radar data. Since the averaging is non-coherent and the signal from the target
is non-coherent the signal measured by the radar is a combination of the two. As
discussed in chapter 4, increasing numbers of averages in the absence of noise will
lead to an increasingly good estimate of the signal and in the absence of a signal
increasing numbers of averages will lead to an increasingly good estimate of the
noise. Unlike with coherent averaging on a signal from a coherent target, averaging
does not reduce the noise floor, it just improves the estimate of its value. In order to
get a good estimate of the reflectivity of the target it is necessary to subtract off the
noise. To get a good estimate of the noise, for each radar dataset independently,
the radar data from each minute where the disdrometer reported measuring no
rain were averaged together. The exception to this was with the data collected
using the spectrum analysers, where a single zero-rainfall curve was prepared from
zero-rain data across all the measurements taken. This was possible because the
system configuration remained unchanged for all of these measurements, whereas
for the subsequent DAQ measurements changes in the configuration became more
common. The need for zero-rain data within each of the DAQ-collected datasets
was not fully appreciated at the time of the collection of some of the earlier data,
meaning that not all data sets have any zero-rain points suitable for use, so these
have had to be dropped from the final analysis.
Figure 5.6 shows example zero-rain curves for each of the measurement con-
figurations used for the 94 GHz radar, with the exception of the software-limited
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Figure 5.6: Zero-rain curves (or noise floors) for the different measurement con-
figurations used for the 94 GHz radar system. The Stanford curve is the average
across all the measurement sets taken using it. The software and hardware limited
cases are representative examples, the former from 1/10/2010 and the latter from
16/4/2012.
DAQ with dual amplifiers case, for which no zero-rain data was recorded. Figure
5.7 shows the same for the 38 GHz system. It can be seen that the software-limited
DAQ noisefloor is significantly worse than that for the other systems used. This
is observed primarily because the DAQ was a far less sensitive receiver than the
Stanford spectrum analysers, and no additional amplification was provided. This
was later corrected by the addition of a second 24 dB amplifier to each of the radar
channels when using the hardware-limited DAQ acquisition. There would also be
an improvement in the estimation of the noisefloor due to the increased number of
averages when moving to the hardware-limited DAQ acquisition, but this is a small
effect relative to the addition of the second amplifiers.
5.5.3 Suppressing interference
The subtracting off the noise floor in the preceding section has the added benefit
of removing interference lines from the data, provided that the noise floor (and
the interference) does not vary over the course of each individual measurement.
However, these conditions are not always met, particularly given the exposure of
the radar system to the fluctuation in outdoor temperature. The effect of this is
slight drifting of the interference lines over time, resulting in the removal of the
noise floor not always being sufficient to remove them. As a result, some additional
processing is required to remove these interference lines, which is discussed in this
section.
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Figure 5.7: Zero-rain curves (or noise floors) for the different measurement configu-
rations used for the 38 GHz radar system. The Stanford curve is the average across
all the measurement sets taken using it. Both the software and hardware limited
cases are representative examples, the former from 1/10/2010 and the latter from
16/4/2012.
A filter is applied to the data to remove the interference lines, as well as to
eliminate non-meteorological clutter that may have entered the beam. The data
was converted to linear units and then multiplied by the square of the range, in
order to correct for the expected drop-off for a volume scattering target due to
range. In order to linearise the effect of attenuation, the natural logarithm of this
is then taken and the average value of the points surrounding each range bin taken.
This is generally the 60 points preceding each range bin and the 60 points following
it (in range), but less when too close to either end of the data. If the range bin
is more than 1 Neper greater than the surrounding average then the value of the
data point is set to NaN, removing the point from the processing. This is not a
particularly aggressive filter, but removes any more significant interference lines.
To suppress interference lines further and to fill in any small gaps created by
the filter, a rolling average of the data was taken. 14 bins and the bin itself (from
7 before to 7 after in range) were included in the average. This is also done while
operating with the data multiplied by the square of the range and the logarithm
taken, in order to correct tor the expected range drop off and attenuation drop off,
respectively. If the average were taken on the linear data instead, the attenuation
would cause the rolling average to over-estimate the received power in each bin.
Whilst this averaging is primarily applied to minimise the effect of any artefacts
left behind after subtracting off the zero-rain curves, it also increases the number
of averages per sample by a factor of 15 and increases the effective range bin extent
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in range.
The effect of these filtering operations on some sample data are illustrated in
the first few steps of figure 7.17 and 7.21 in chapter 7.
5.5.4 Correction factors
In the processing of the radar data, it appeared that the powers being measured
were not quite in line with the theoretically expected returns from rain for either
radar. This is believed to be a calibration issue with the radars, rather than anything
more fundamental. As a result, a correction factor of 1 dB was applied to the power
measured by the 94 GHz radar.
The 38 GHz radar proved a little more complicated to correct. The specifications
outlined in table 5.1, along with a correction factor of 1 dB, were found to work well
when used with the Stanford Spectrum Analysers, but when switching to using the
DAQ cards instead it became necessary to include a -2 dB correction factor instead.
This was confirmed with corner-reflector measurements, but a satisfactory reason
for the difference between the two correction factor has not been found.
110
Chapter 6
The disdrometer data
As noted in chapter 5, a Theis Clima Laser Precipitation Monitor - a disdrometer
- was used as part of the experimental setup used. The DSDs measured by this are
used extensively in chapter 7 to compute relationships between rainfall rate and
reflectivity. The rainfall rate measured by the disdrometer is also used extensively
in both chapters 7 and 8 as ground truth data to compare the results of the radar
rainfall rate determining algorithms against. Also, in chapter 8, DSD parameters
determined from fits to the disdrometer data are used to compare the values deter-
mined from the radar measurements with those occurring in the rain. As a result,
the disdrometer measurements are essential to evaluating the success of the radar
measurements that will be presented in some of the following chapters.
This chapter presents the disdrometer data and describes how the DSD has
been computed from the data measured (section 6.1). It then goes on to describe
the fitting of the normalised-Gamma distribution (a function that can be used to
describe the DSD) to the measured data (section 6.2). It then computes crude
relationships between the DSD parameters and rainfall rate (section 6.3 based on
the fits to the disdrometer data, for use in simulation work exploring approximate
relationships between reflectivity, attenuation and rainfall rate (section 6.4).
6.1 The disdrometer data collected
The Theis Clima Laser Precipitation Monitor offers many different possible oper-
ational modes. However, it was chosen to operate it such that it provided a data
telegram every minute. This telegram detailed the particle sizes measured over that
minute, along with many other parameters. This offered inferior time resolution to
some of the other modes available, but ensured that no raindrops were missed. It
is because of the minute time resolution of the disdrometer that the radar data has
been averaged in minute intervals, and is generally processed in minute increments.
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Figure 6.1: The number of minutes (or occurrences) of each of the precipitation
types recoded by the disdrometer in St Andrews over the course of the work for
this thesis.
Software written in C in the National Instruments LabWindows/CVI program-
ming environment was used to control the disdrometer. On startup, the software
set up the disdrometer. It then received the data telegrams and wrote the data in
them out to comma separated value (csv) files.
A sum total of 17604 minutes of disdrometer data were collected in St Andrews
over the course of the work for this thesis, with the first measurement beginning
at 18:46 on 23/08/2010 and the last measurement ending at 23:40 on 17/10/2012.
The vast majority was obtained with the disdrometer sited as noted in chapter 5
(and illustrated in figure 5.1), although a small amount was collected with the dis-
drometer instead located on the roof of the physics department1. However, not all
of the minutes recorded contained precipitation, and not all of those that did con-
tained rain. Fortunately, the disdrometer is capable of classifying the precipitation
type occuring. The number of occurrences of the different classes of precipitation
reported by the disdrometer are shown in figure 6.1. Of the minutes measured,
some 12789 minutes were of rain (the total of the drizzle, rain/drizzle and rain cat-
egories reported by the disdrometer). The rainfall rates to which these correspond
are shown in figure 6.2, binned in 4 mm hr−1 increments.
The disdrometer collects data in 22 particle size bins, ranging from particles with
1This data was to accompany measurements with another radar system not covered in this
thesis, but is still rain in St Andrews and so appropriate for inclusion when considering the general
properties of rain encountered in St Andrews.
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Figure 6.2: The number of minutes of rainfall data recorded with the disdrometer in
St Andrews. This is a combination of all the minutes categorised by the disdrometer
as drizzle, rain/drizzle or rain by the disdrometer. In this presentation, each bin is
inclusive of the lower bound but not inclusive of the upper bound.
a diameter greater than or equal to 0.125 mm to particles with a diameter greater
than 8 mm. The range of particle sizes included in each bin is not uniform. Each of
these size bins is subdivided into 20 velocity bins, starting at 0 ≤ v < 0.2m s−1 and
ranging up to v ≥ 10 m s−1, again not in uniform steps. The number of particles
passing through the beam in each diameter and velocity bin over the course of a
minute is recorded.
However, for radar measurements it is the DSD N(D) that is the important
quantity. As noted in chapter 4, this is the average (or expectation) number of
particles that will be found in a unit volume per unit diameter (so that the expec-
tation value of the number of particles with diameters between D and D+ dD in a
unit volume is N(D)dD). Note that there is no time dependence on this: N(D)dD
is the expectation value of the number of particles with diameters between D and
D+dD that would be found in a unit volume were a single instantaneous snapshot
of the volume taken.
In order to convert the disdrometer-measured numbers to an actual DSD it
is necessary to account for the volume that the disdrometer samples over in the
course of a minute. The disdrometer does sample over an actual spatial volume -
the laser beam has height, width and length (approximately 0.75 mm, 20 mm and
228 mm, respectively), but this is the volume that the particles pass through over
the course of a minute, not the volume that these particles are in instantaneously.
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The equivalent “instantaneous” volume to the volume that the disdrometer samples
is one that extends in height up to where particles at the top of the volume at the
start of the measuring time would fall through the beam at the end of the measuring
time. This is equivalent to saying height = vt where v is the velocity of the falling
particle and t is the time window over which the disdrometer measures - in this
case, 60 seconds. The terminal fall velocity of the drops varies with the size of the
drops, and so effectively the equivalent sample volume is different for different drop
sizes. The width and length of the sample volume are the same as those for the
actual disdrometer sampled volume, and in the case of the particular disdrometer
used produce an area of 4.623× 10−3 m2.
With all of this taken into account, N(D) can be approximated from the dis-
drometer measured distribution by:
N(D) =
Nmeas(D)
Avterm(D)t∆D(D)
(6.1)
where Nmeas(D) is the number of particles measured by the disdrometer in the
diameter bin corresponding to diameter D, A is the area that the disdrometer
samples, vterm(D) is the terminal fall velocity of particles of diameter D, t is the
time that the disdrometer samples for and ∆D(D) is the width of the diameter bin
corresponding to diameter D. A problem with this approximation is that Nmeas(D)
does not really correspond to a single diameter D but rather a range of diameters.
As a result, vterm(D) will also have a range of values. It is necessary to make an
appropriate choice for D when applying this approximation. In this thesis, the D
value that corresponds to the approximation being made is used - volume mean
diameter or number mean diameter, as appropriate.
6.2 Determining the normalised-Gamma distri-
bution parameters
While the measured drop size distribution reported by the disdrometer described
above is a discrete distribution, the underlying DSD that this samples is gener-
ally taken to be continuous. A widely accepted form for the DSD of rain is the
normalised-Gamma distribution [68]:
N(D) = NL
0.033D40
(
3.67+µ
D0
)µ+4
Dµ exp−
((
3.67+µ
D0
)
D
)
Γ(µ+ 4)
(6.2)
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which is a function of three parameters: D0, a scaling of the median diameter;
NL, a number scaling; and µ, the shape parameter. Since the dual frequency rain
measuring techniques presented in chapter 8 methods compute, as intermediate
values, NL and D0 it is useful to extract the values for these parameters from the
disdrometer data to compare with the values calculated from the radar measured
data. It has also been useful to extract these values to provide a “representative”
DSD as a function of rainfall rate that can be used in some of the theoretical
discussion. This data has also been considered for use in the extraction of reflectivity
from the disdrometer data, as required to determine the empirical relationships
between reflectivity and rainfall rate used in the single frequency rain measurements.
This section describes the method used.
The DSD applies to the number of drops present, so in principle it should simply
be necessary to perform a non-linear least-squares fit of the chosen DSD function
to the DSD computed from the disdrometer data, after applying equation 6.1. This
can be done, taking the diameter value for each point to be the middle diameter
in each bin. However, whilst this produces apparently reasonable fits to the data
when looked at in terms of number of particles per unit diameter, these fits are often
poor when viewed in terms of the volume of particles per unit diameter, causing
significant problems when trying to compute the rainfall rate (or the reflectivity)
from the fitted DSD.
This happens (at least in part) because the non-linear least-squares fitting al-
gorithm attempts to minimise the total absolute distance between the data points
and the function being fitted evaluated at each of the data points. In the DSDs
measured by the disdrometer, there are typically very large numbers of small drops
and very small numbers of large drops. As a result, the algorithm will greatly bias
the result to correct proportionately small errors in the numbers small drop, but will
do comparatively little to correct proportionately equivalent errors in the numbers
of large drops. In other words, the fit will be heavily skewed towards matching the
numbers of small drops at the expense of the larger drops. However, these larger
drops are far more important than the smaller drops in terms of both reflectivity
and rainfall rate and so this skewing of the fit is not satisfactory in this particular
application.
This problem can be reduced greatly by fitting to the volume of drops present,
rather than the number of drops. Both the DSD function and the disdrometer-
measured DSD can be converted to refer to volume by multiplying by the diameter
or bin average volume of the drops in that bin/diameter. Choosing the correct
average volume is potentially fraught with difficulty but, in this case the average
volume has been set to be simply that of a sphere with the average diameter, greatly
simplifying the problem.
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Figure 6.3: [Left] shows the number density (the number of particles in the bin,
normalised by the bin width) DSD data for a sample minute of disdrometer data.
Normalized gamma fits to both the number density and the volume density for the
same data are superimposed on this. [Right] shows the same, but with the volume
density rather than the number density. Note that the number fit provides poor
representation of the larger drop-diameter bins, whether these are considered as
number density or volume density. The data is from 26/8/2010 at 10:18, when the
rainfall rate was 6.3 mm hr−1.
This is taken even further by Ulbrich [69], who considered several different mo-
ments in determining the parameters from experimental data. However, it was
thought that the volume (or third moment) was sufficient for the work here. It is
less obvious what moment is most appropriate when dealing with scattering in the
Mie regime than in the Rayleigh regime (where the sixth moment is the obvious
choice).
An algorithm has been implemented in MATLAB based on the non-linear least-
squares fitting method described by [70] to carry out the fitting. The method
uses analytically determined derivatives of the normalised-Gamma distribution with
respect to NL, D0 and µ in the computation of the least squares fit. The algorithm
also restricts the internal value of µ to be between 0 and 25, and the internal
values D0 and NL to be greater than 10
−20 in an attempt to ensure that the fit
is physically reasonable. In addition, after the fit has been performed, only cases
where 10−10 ≤ D0 ≤ 10−2 mm and where NL ≤ 109 m−4 have been kept - the
remaining results have been rejected as being unphysical.
As an illustration of the effect of fitting to the volume of drops rather than the
number of drops, figure 6.3 shows the results of the application of both methods
to a sample DSD. It can be seen that there is a considerable difference between
the volume and number fits, making it very necessary to use care in how the fit is
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performed. The number fit severely underestimates the number (and volume) of
large drops found in the actual DSD.
It should be noted that this is far from the only method available to compute
DSD parameters, and what the best method is will depend to an extent on the
application - different features of the DSD will be more important in different ap-
plications. Perhaps the most common approaches in the literature are based on
combining several different moments of the DSD, such as in [71] and in [72]. A
comparison of the various methods available is beyond the scope of this thesis.
6.3 Crude relationships between DSD parame-
ters and rainfall rates
In order to allow the computation of some representative relationships between
volume reflectivity and rainfall rate (as well as extinction and rainfall rate) as is
done in section 6.4, it is useful to have some approximate expressions describing
a typical relationship between rainfall rate and the parameters of the normalised-
Gamma distribution. This allows the normalised-Gamma distribution to be used in
these calculations. The objective is not to produce definitive relationships between
NL and R; D0 and R; and µ and R - that would not be possible - but rather
to produce some relationships that allow the selection of reasonably representative
typical values of these parameters at a given rainfall rate.
Figure 6.4 shows the variation of each of the parameters with rainfall rate for
each minute of data collected, as computed using the method outlined in the pre-
vious section (section 6.2). No particular pattern is notable in the variation of NL,
D0 or µ with rainfall rate from the individual minute cases (except possibly in the
case of D0). It can also be seen that in some cases the fit achieved has not been
particularly good (note, for example the µ = 25 cases), which suggests that over
the period of a minute the rain in the sample volume does not always correspond
well to a normalised-Gamma distribution.
Rather more easily digestible results are obtained by considering average DSD
parameters over longer time periods. The DSD parameters were averaged in 1
mm hr−1 bins, and are plotted as a function of rainfall rate in figure 6.5. Note that
the lower rainfall rate bins contain far more samples than the higher rainfall rate
bins (owing to the preponderance of data collected at lower rainfall rates), thus the
averages values obtained are ‘better’ at these lower rainfall rates. In particular, it
can be see that at some of the moderate and higher rainfall rates that there are
situations where large values of NL are paired with small values of D0 and vice
versa (where size is judged relative to that of the surrounding values).
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Figure 6.4: The volume fit DSD parameters determined from each minute of rain
measured by the disdrometer. No clear trend can be seen in the variation of NL or
µ with rainfall rate, and, while a trend may be present in the D0 values, there is
nevertheless a very large spread in the parameter values.
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Figure 6.5: The variation of the DSD parameters with rainfall rate when the pa-
rameters are averaged in 1 mm hr−1 intervals. The number of averages in each
interval varies considerably, with there generally being far more measurements at
low rainfall rates than at high rainfall rates. Best fit lines/curves have been com-
puted. These are intended only as a guide to what values of the parameters might
be reasonable as a function of rainfall rate, and are not intended to be in any way
definitive for any particular rain measurement. The data clearly does not conform
well to any of these trends (with the possible exception of the trend in D0).
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As an alternative to this approach, averaging together all of the measured DSDs
within each 1 mm hr−1 bin and then fitting normalised-Gamma distributions to
the resultant DSDs was considered. However, in some cases it was found that this
produced what appeared to be bimodal distributions (particularly when viewed in
terms of volume), suggesting that within the data collected at some rainfall rates
two different possible DSD shapes dominated, rather than many different random
combinations of the parameters. However insufficient data were collected within
each rainfall rate bin to allow any definitive statements on this, and it is also
possible that it was simply some artefact of the measuring process rather than an
actual physical phenomenon. Regardless of cause, it produced DSDs that did not
conform well to a single normalised-Gamma distribution, and so this approach did
not work well in attempting to compute the average parameters within rainfall-rate
bins, and so was not used.
Instead, representations have been obtained by fitting functions to the results
shown in figure 6.5. A straight line has been fitted to the NL values in the range
1.5× 106 ≤ 4.5× 106 m−4, but was found to have only a very small dependence on
R (based on this methodology). With the same restrictions applied to the D0 data,
the following approximation was obtained:
D0 ≈ 0.001311R0.16490, (6.3)
with D0 in metres and R in mm hr
−1. A straight line has also been fitted to the µ
data (without any values being excluded), but, as with the NL straight line, only
a very small dependence on R was found (again, based on this methodology). As
a result, for the “representative” DSDs used elsewhere in this thesis, it has been
decided to use equation 6.3 to describe the variation in D0 with rainfall rate, to
take µ to be 1.2813 (the value of the constant in the straight line fit) and to vary
NL so that the rainfall rate matches the desired value. It must be emphasised that
these approximations are intended only to provide a guide to what could be con-
sidered reasonable values for the parameters of the normalised-Gamma distribution
as a function of rainfall rate to allow for consistency in calculations. It is not in-
tended to imply any particular underlying relationship between the parameters of
the normalised-Gamma distribution and the rainfall rate in any given rain sample
measured. Indeed, it can be seen quite clearly from the poor quality of the fits in
figure 6.5 and from inspection of figure 6.4 that a well-defined relationship between
the two does not exist. A particular rainfall rate can (and does) result from lots of
small drops, or a smaller number of large drops, or anything in between.
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6.4 Appropriate assumptions about the RCS and
ECS
In order to interpret the radar measurements that will be made in chapters 7 and
8 it is necessary to know what level of sophistication is required of the models
used to calculate the volume reflectivity and volume extinction of rain. For the
RCS and ECS of raindrops, the work in section 3.3 showed that it is desirable
to use at least a spheroidal model for the raindrops and section 3.4 showed that
while the effect of temperature on the refractive index is important, the effects of
temperature and pressure on drop shape are less so. It is highly likely that the
same will hold true for the volume reflectivity and volume extinction (as indeed it
does), but it is nevertheless worthwhile checking that this is the case. The models
for typical NL, D0 and µ parameters as a function of rainfall rate from section 6.3
make this possible. As noted earlier, even though a spheroidal model is likely to be
sufficient, because models for scattering from Beard and Chaung drop shapes have
been implemented these will be used as there is no disadvantage to doing so.
Typical volume reflectivity and extinction values have been computed using both
the Beard and Chuang drop shape in the T-matrix model (section 2.2) and spheres
using the Mie scattering model (section 2.1). Figure 6.6 shows a comparison of the
calculated volume reflectivity using both a spherical approximation and using the
T-matrix model applied to Beard and Chuang drop shapes (section 3.2) at 20
and 101325 Pa, assuming a radar operating at 94 GHz. The ‘reasonable’ values for
the parameters of a normalised-Gamma distribution (equation 6.2) determined in
section 6.3 have been used here in the computation of example values for reflectivity
and extinction from rain as a function of rainfall rate. It can be seen that there is a
significant difference between the reflectivity as determined from the spherical model
and that determined using the Beard and Chuang drop shape model, and also a
(smaller) difference between the reflectivity at horizontal and vertical polarisations.
This strongly suggests that it will be necessary to take into account the non-spherical
nature of raindrops, and therefore T-matrix rather than Mie scattering will be used.
A similar effect is seen for the volume extinction (figure 6.7), although in this case
the spherical result is quite close to the HH Beard and Chuang drop shape result.
It is also necessary to consider the extent to which the effects of temperature
and pressure must be taken into account The Beard and Chuang model (section
3.2) makes it possible to take into account the effects of temperature and pressure
on drop shape. Figures 6.8 and 6.9 show the variation of reflectivity and attenu-
ation respectively with temperature at 94 GHz. Figures 6.10 and 6.11 show the
variation with pressure. As would be expected from the results of the single-drop
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Figure 6.6: The variation of volume reflectivity with rainfall rate for the spherical
drop model compared with that for the Beard and Chaung drop model at 94 GHz.
There is a substantial difference between the results of the spherical approximation
and the Beard and Chuang drop model. As a result, the Beard and Chuang drop-
shape model will be used.
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Figure 6.7: The variation of extinction with rainfall rate for the spherical drop model
compared with that for the Beard and Chaung drop model at 94 GHz. There is
a substantial difference between the results of the spherical approximation and the
Beard and Chuang drop model. As a result, the Beard and Chuang drop-shape
model will be used.
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RCS measurements, the effect of temperature and pressure are small relative to the
effect of the changing refractive index with temperature.
Whilst these figures show only the results at 94 GHz, the effect of shape is
similarly small at 38 GHz, and so can also be neglected at this frequency.
An issue to be borne in mind is that the temperature here refers to the tem-
perature of the water in the drop, not the temperature of the air at ground level.
In practice, the temperature of the drops would be (at least very close to) the wet
bulb temperature [73]. However, for simplicity this is approximated by the air tem-
perature measured by the weather station on the roof of the Physics Department
(see section 5.1) in the work presented here. This is likely to introduce an error of
a few degrees in the temperature estimate, but this is not thought to be significant.
6.5 Summary
12789 minutes of rain has been measured using a Theis Clima Laser Precipitation
Monitor. This data is used extensively in chapters 7 and 8 to both develop the
measurement techniques and to compare the results of the radar measurements
against. A method for determining the actual DSD from the disdrometer data has
been presented, as has a method for calculating the normalised-Gamma distribu-
tion parameters from the disdrometer data. From these disdrometer-determined
normalised-Gamma distribution parameters, a crude relationship between D0 and
rainfall rate has been determined. This relationship will be used in chapter 8 to
solve some ambiguities in relating the measurements to DSD parameters. It has
also been used, along with some assumptions about NL and µ, to compute typical
volume reflectivity and volume extinction curves for both spherical drops and Beard
and Chuang drop shapes at a range of temperatures and pressures. From these, it
has been found that it is important to take drop shape into account, but that the
effects of temperature and pressure on drop shape are negligible in terms of volume
reflectivity and volume extinction. However, the effect of temperature on refractive
index does matter. This echoes the results for the RCS and ECS obtained in section
3.3 and 3.4.
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Figure 6.8: The variation of volume reflectivity with changing temperature at 94
GHz. [Top] shows the effect of altering both the drop shape and refractive index
with temperature. [Middle] shows the effect of varying the refractive index but not
the shape. [Bottom] shows the effect of varying the shape but not the refractive
index. It can quite clearly be seen the effect of the changing shape with temperature
is negligible compared with the effect of changing refractive index. In all cases, the
pressure is fixed at 101325 Pa.
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Figure 6.9: The variation of extinction with changing temperature at 94 GHz.
[Top] shows the effect of altering both the drop shape and refractive index with
temperature. [Middle] shows the effect of varying the refractive index but not the
shape. [Bottom] shows the effect of varying the shape but not the refractive index.
It can quite clearly be seen the effect of the changing shape with temperature is
negligible compared with the effect of changing refractive index. In all cases, the
pressure is fixed at 101325 Pa.
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Figure 6.10: The fractional difference in volume reflectivity at the specified pressures
from that at a pressure of 101325 Pa at 94 GHz. The temperature is taken to be
20. The variation in volume reflectivity with pressure is very small.
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Figure 6.11: The fractional difference in extinction at the specified pressures from
that at a pressure of 101325 Pa at 94 GHz. The temperature is taken to be 20.
The variation in extinction with pressure is very small.
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Chapter 7
Single frequency rainfall
measurement
The primary purpose of the material presented in the preceding chapters is to
prepare the way for the development of techniques for making radar measure-
ments of rainfall rate using horizontally-pointing millimetre-wave radars. These
techniques are divided into two broad categories - single frequency techniques and
dual-frequency techniques (all single-polarisation, for reasons discussed in chapter
8). This chapter is concerned with the single frequency group - the dual-frequency
techniques are discussed in chapter 8. Part of the original motivation for this thesis
was an attempt to add a rain-measuring capability to the AVTIS-3 radar, which is a
single frequency, single polarisation 94 GHz FMCW radar, so of particular interest
is developing techniques to make rainfall measurements using radars of this sort.
However, since the system used (described in chapter 5) for the development of
these techniques includes both a 38 GHz radar and a 94 GHz radar, measurements
at both frequencies are considered.
The broad approach taken is to apply Marshall-Palmer [74] style aRb curves to
the radar data. The measured rainfall rate is used to correct for attenuation, based
on a similar form of relationship between attenuation and rainfall rate, broadly
in the style of the Hitschfeld-Bordan method [26]. These curves are developed
based on reflectivity and extinction values calculated from the data collected by the
disdrometer (described in chapter 6). Several possible methods for doing this are
tested in section 7.1, and one based on spline fits to the disdrometer data adopted.
This is then applied to the disdrometer data in section 7.3.
In practice, it is found that such an approach is sufficient for the 38 GHz radar
system used, but a somewhat more sophisticated approach is required for the 94
GHz data. Some additions are made to the algorithm used to process the 94 GHz
data, including using attenuation estimates to directly determine rainfall rate where
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possible and a more detailed relationship between rainfall rate and reflectivity. This
is found to somewhat improve on the more basic approach (final results shown in
section 7.5, but the variability of the DSD inherently limits the approach and cannot
readily be overcome in a single frequency, single-polarisation system. However, the
dual-frequency technique of chapter 8 is capable of at least partially overcoming
this limitation.
Many authors have in the past have looked at the problem of measuring rain
at attenuation wavelengths. The major problem with such measurements is that
errors in the estimation of attenuation at short ranges cause increasingly large er-
rors in longer range rainfall rate estimates, causing the measurements to become
unstable at longer ranges. One of the earliest discussions on this is the paper by
Hitschfeld and Bordan [26]. The implications for this on the particular measure-
ments made for this thesis are discussed in more detail in section 7.3.4. Arguably
the most common method for addressing this is to simply operate at frequencies
where attenuation is negligible. However, various approaches to addressing this
issue have been suggested. Many of these involve some kind of reference measure-
ment of a fixed target, such as a mountain [75] or the surface of the Earth [76].
However, there will not always be a suitable reference, so such techniques will not
always be possible. Of the measurement techniques in the literature not involving
a fixed reference target, perhaps the most relevant to the work here is the attenu-
ation method suggested by [20], which determines attenuation from the measured
reflectivity gradient rather than from a fixed target. Provided rainfall rate is uni-
form over a reasonable range, such an approach is generally applicable: it does not
require the presence of anything other than the precipitation being measured to
work. For this reason a method very similar to this is used in this chapter.
7.1 Relating radar measurements to rainfall mea-
surements
Rainfall rate is typically measured in mm hr−1. This is the depth of rain that would
accumulate per hour on a perfectly flat piece of non-porous ground, assuming that
none of the water evaporates and that it cannot run off or otherwise drain away. It
can also be thought of as the volume of water falling on an area per unit time and
per unit area. In order to measure rainfall rate whilst the rain is still in the air it
is necessary to know both the volume of water falling towards the ground and the
speed at which it is doing so.
Radar reflectivity measurements are dependent on the number, size and physical
configuration of particles present in the volume of air being sampled. The instanta-
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neous local physical configuration is not really relevant to rainfall rate measurement,
and is an unwanted complication of the radar measurement. Its contribution can
be minimised by averaging over many measurements and using this as an estimate
of the expectation value of the reflectivity (see chapter 4). This expectation value
of the reflectivity is then dependent only on the number and size of the particles
present on average over the period of the measurement. This can be expressed as
a particle size distribution or PSD N(D) (in the case of rain this is also known as
the drop-size distribution or DSD). With this, the expectation value of the volume
reflectivity η is given by:
η =
Dmax∫
0
N(D)σ(D)dD (7.1)
where σ(D) is the radar cross-section (RCS) of a drop of diameter D. The RCS
σ(D) for raindrops can be computed to a reasonable degree of accuracy using the
models from chapters 2 and 3, or otherwise. Thus, the expectation value of the
reflectivity can be directly related to the DSD. Since N(D)dD is the number of
particles with diameters between D and D + dD per unit volume, the volume of
water present per unit atmospheric volume can be computed from the DSD:
V =
pi
6
Dmax∫
0
N(D)D3dD. (7.2)
Thus, if N(D) could be determined, the volume of water falling towards the ground
could be determined. Still needed to determine the rainfall rate is the speed at
which this water is falling towards the ground. It is not possible for a horizontally
pointing radar to measure this directly, but it can be assumed that the raindrops are
falling at their terminal fall velocity vterm (see section 3.5) and this can be computed
as a function of drop diameter. With this, the rainfall rate can be determined from:
R =
pi
6
Dmax∫
0
N(D)D3vterm(D)dD. (7.3)
Care should be taken in the units used - rainfall rate R is typically quoted in
mm hr−1, but it is unlikely that the units of N(D), D and vterm(D) will lead directly
to this. The common factor between the radar reflectivity measurements and the
rainfall rate is the DSD and it is this that would ideally be determined (either
implicitly or explicitly).
Unfortunately , whilst equation 7.1 allows the expectation value of the reflectiv-
ity to be computed from the DSD, it does not allow the reverse. The rain DSD is
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random at any particular moment in time, but its average form can be represented
by a normalised-Gamma distribution [68] (introduced earlier, in equation 6.2):
N(D) = NL
0.033D40
(
3.67+µ
D0
)µ+4
Dµ exp−
((
3.67+µ
D0
)
D
)
Γ(µ+ 4)
(7.4)
which is a function of three parameters - D0, NL and µ. As a result, is not possible
for a single polarisation, single-frequency measurement to provide sufficient infor-
mation to adequately parameterise the DSD. Loosely, the same reflectivity could
result from a large number of small drops or a small number of large drops or
anything else in between, without corresponding to the same rainfall rate.
Instead, some empirical method must be used to build an appropriate approx-
imate relationship between volume reflectivity and rainfall rate, and it is that will
be done in the following section (7.2). Note that doing so implicitly assumes that
the parameters of the DSD are not entirely random and that there is some sort of
systematic link between them and the rainfall rate.
7.2 Determining an empirical η-R relationship
Owing to the high attenuation in rain at the frequencies considered here and also
to the limitations of the experimental setup, it is difficult to determine precisely a
relationship between reflectivity and rainfall rate from the radar data directly. The
rainfall rate is only accurately known at the disdrometer (and somewhat less accu-
rately at the weather station). The disdrometer is positioned to be approximately
under the radar beam (see section 5.1) at a range of approximately 70 m, so the
precipitation rate through the part of the beam directly above the disdrometer can
be assumed with a high degree of confidence. However, the attenuation between the
disdrometer and the radar cannot be known in advance, so the reflectivity of the
rain directly above the disdrometer cannot be directly determined from the radar
data. Instead, empirical relationships have been developed from the disdrometer
data. Since the disdrometer provides (as its primary function) the particle size
distribution, it is possible to compute the reflectivity from this by application of
equation 7.1 for each minute of data collected by the disdrometer. The disdrometer
also returns a rainfall rate (although, of course, one could be computed from the
DSD even if it did not), so it is possible to directly produce empirical relationships
between reflectivity and rainfall rate. Since attenuation is so important at these
frequencies, it is also necessary to produce a relationship between attenuation and
rainfall rate, which is done in much the same manner as for the reflectivity.
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7.2.1 Methods for calculating reflectivity and extinction from
the disdrometer data
A relationship between rainfall rate and reflectivity is required in order make single-
frequency radar measurements of rain. These will be developed from the disdrom-
eter data in section 7.2.2, but in order to do so it is first necessary to be able to
calculate the reflectivity and extinction from the disdrometer-measured DSDs. The
reflectivity is given by equation 7.1, but this form assumes a continuous represen-
tation of the DSD. The data from the disdrometer is a discretised representation
of the DSD over a limited area and so it is not entirely trivial to compute the re-
flectivity from the data collected. This section concerns itself with computing this
reflectivity, as well as the volume extinction, from the disdrometer data.
Three broad approaches to this problem are possible:
1. computation of the reflectivity by directly using the measured DSD as an
approximation to the integral;
2. fitting a continuous DSD function (such as the normalised-Gamma distribu-
tion) to this data and then integrating this continuous function; or
3. performing some kind of interpolation along the measured DSD and using this
as a continuous function to describe the DSD in the integral (this is a more
general version of the first method).
The simplest of these approaches is the direct approach (the first method), but
even this is somewhat problematic. The integral in equation 7.1 can be approxi-
mated by the sum of a series of rectangles between set points in the integral, defined
by the intervals of the DSDs. However, while the value of the DSD in each interval
is well known (it is what the disdrometer measures), what is less well known is
the value of the RCS for each interval. The ideal would be the average value of
the RCS across the interval, but this requires knowledge of the actual DSD within
the interval, which is not known1. A basic approximation would be simply to take
the RCS of the average diameter particle. Slightly better (since rainfall rate is
volume-dependent rather than diameter dependent) is to take the RCS of the av-
erage volume particle. Alternatively, the average RCS value over the interval could
be used, assuming that the DSD is uniform across that interval. However, none of
these options take into account the variation of the DSD across the interval.
In order to take the variation of the DSD within each interval into account,
it is beneficial to perform some kind of interpolation along the DSD (the third
1Although the values of the adjacent intervals do provide some clues - hence the third method
suggested.
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method). This interpolated result can then be used as a continuous function to
represent the DSD in equation 7.1. This prevents having to make any particular
assumption about the RCS of a given interval in the DSD. However, there is still
the issue of what diameter values to centre each of the intervals on for the purpose
of interpolation. Here, it has been decided to use the mean-volume diameter as
the centre point, due to the importance of volume in measuring the rainfall rate.
Additionally, a spline fit has been used, since it requires no particular functional
form of the DSD and produces a smooth curve that can readily be integrated. In
effect, this interpolation uses the value of adjacent intervals to inform the behaviour
of the DSD within each interval, providing a more accurate representation of the
overall DSD.
It is also assumed that the target is rain, and that the DSD of rain can be
modelled with a normalised-Gamma distribution. Fitting a normalised-Gamma
distribution to the data would provide an alternative to interpolation that makes
use of this additional information (the second method). However, some of the same
issues affecting interpolation also affect fitting to a normalised-Gamma distribution
(see section 6.2). In particular, quite different results are obtained when fitting to
the distribution expressed as volume per bin rather than a number of particles per
bin.
However, the direct approach and interpolation along the DSD (the first and
third options) are considered safer options as they involve making no particular
assumptions about the validity of a normalised-Gamma fit to the DSD. Whilst it
is true that over time (and space) rain is expected to conform well to a normalised-
Gamma distribution, it certainly does not do so instantaneously. For the minute-
by-minute data, a successful fit to the data was obtained in 7967 minutes for the
normalised-Gamma number of particles fit and 11677 for the normalised-Gamma
volume fit, out of a total of 12789 minutes. However, all 12789 minutes are available
to the spline-fit and direct approaches. Here, successful fitting has been defined to
be cases where the fit results in ‘reasonable’ values for NL and D0. Reasonable
values for these have been defined to be 10−10 ≤ D0 ≤ 10−2 m and NL ≤ 109 m−4.
Values beyond these have been ignored as unphysical.
For the purpose of single frequency rain measurement it is only the reflectivity
(and attenuation) that matter - there is no particular interest in the detail of why
the reflectivity is what it is. Using the normalised-Gamma distribution fit forces an
assumption that, whilst a good model on average, will not hold at all times in the
radar measurement, so there is little need to use it.
All of these approaches could be applied to the DSD data in two different ways:
1. it would be possible either to compute a reflectivity for every minute of rainfall
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data and attempt to obtain a relationship between rainfall rate and reflectivity
from this, or
2. it would be possible to average the measured DSDs across narrow bands of
rainfall rates, compute the reflectivity of these and then attempt to obtain a
relationship between rainfall rate and reflectivity from these.
As the temporal and spatial size of the sample increases, it would be expected that
the rain would conform increasingly closely to the normalised-Gamma distribution.
Thus, if many DSDs are averaged together before performing the fit, better confor-
mity would be expected than when averaging on a per minute basis. In this case, the
use of the normalised-Gamma distribution is arguably beneficial as it will provide a
better representation of the distribution of drop numbers within each disdrometer
bin than could be obtained by interpolation. Note however that this would only
produce a single DSD for each rain rate band, whereas in practice the parameters
of the DSD will vary for the same rain rate. Furthermore, the important factor is
the average reflectivity at a given rainfall rate, not the reflectivity of the average
DSD. These are not the same thing. As a result, it has been decided to use the
individually computed reflectivity (and extinction) values rather than the averaged
DSDs.
7.2.2 Determining aRb curves from the disdrometer data
The classic form of the relationship between reflectivity and rainfall rate for lower
frequency radars is [4]:
Z = aRb (7.5)
where a and b are constants and Z is the radar reflectivity factor, defined to be:
Z =
η
|K|2 pi5
λ4
(7.6)
with λ the wavelength and K is m
2−1
m2+2
, with m the refractive index of the drops.
The radar reflectivity factor is very useful when working in the Rayleigh regime
as, unlike volume reflectivity η, it is independent of the frequency of operation.
However, once in the Mie regime this frequency independence no longer exists. At
such frequencies, the equivalent radar reflectivity factor Ze can be used instead,
and is defined in the same way as the volume reflectivity factor in equation 7.6 [5].
However, in this case the Z representation is just an arbitrary scaling of the volume
reflectivity, and so for this work it has been decided to work entirely in terms of
volume reflectivity.
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It was found that a very similar form to equation 7.5 can be used with the
volume reflectivity:
η = aRb (7.7)
with, of course, different values for a and b. This form has previously been used by,
for example, [17], [18] and [19] at millimetre-wave frequencies. It was also found
that a similar representation could be used for the extinction coefficient:
κext = cR
d (7.8)
where c and d are again constants. This form is similar to that suggested in [26].
These constants have been determined by applying a non-linear least-squares fit to
the reflectivity and extinction values computed from the disdrometer data.
Care must be taken with these fittings. If it were desired to determine the
reflectivity at a given rainfall rate, then fitting to the equations as-is would be
appropriate. However, if instead the objective is to relate measured reflectivities
to rainfall rate, the fit is performed the other way round - that is equation 7.7
becomes R = a−1/bη1/b, which can be written as some R = a′Rb
′
, where a′ and
b′ can be related to a and b. If expressions 7.7 were an accurate expressions, then
these two approaches would be equivalent (assuming negligible experimental errors).
However, these expressions are only (crude) approximations, so the two different
approaches result in different values for a and b. This is a regression effect - loosely,
the average reflectivity at a given rainfall rate is different from the average rainfall
rate at a given reflectivity. In this work, it is primarily required to go from reflec-
tivity to rainfall rate, but there are a limited number of occasions in some of the
more involved algorithms where it is necessary to go the other way. It is primarily
required to go from rainfall rate to extinction, but for the extinction-based algo-
rithms it is necessary to go the other way. Thus, two values are required for each
for a, b, c and d at each temperature, frequency and polarisation. To differentiate
between the two cases, the subscript f (for forwards) will be used for coefficients
used to go from rainfall rate to the relevant quantity, and b (for backwards) will be
used for the reverse.
The results of fitting to reflectivities and extinctions computed using the various
different methods suggested in the previous section (section 7.2.1) are illustrated
in figures 7.1 and 7.2 for the volume reflectivity and the volume extinction, respec-
tively. In all cases this is done at 94 GHz and assuming a temperature of 20.
T-matrix scattering from Beard and Chuang drop shapes is assumed. The pressure
is held at 101325 Pa for the drop shapes used (although this is practically irrelevant
to the scattering from the drops). The fits shown assume horizontal polarisation.
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The normalized-gamma distribution fits are performed as described in section
6.2. For the normalised-Gamma distribution fits and the spline fit, the MATLAB
numeric quadrature function quadgk is used to compute the reflectivity from equa-
tion 7.1.
The normalised-Gamma method has been used in an early presentation of this
work (in [77]). In that case, the averaged DSD method was preferred since it was
found that it produced a better correspondence to the larger rainfall rate values,
where only a smaller number of samples were collected. However, subsequent closer
investigation of this revealed that it produced a less good fit to the lower rainfall
rate data. The larger number of lower rainfall rate data samples meant that there
was a higher confidence in the representativeness of this data than there was in the
higher rainfall rate data, and so a good fit to this lower rainfall rate data was more
likely to be correct than a fit to the higher rainfall rate data.
As a result of all of this, and most especially the fact that all that ultimately
matters for single frequency measurements is reflectivity (and extinction), it has
been decided to use the spline interpolation between bins for the single frequency
rainfall measurements. It can be seen from figures 7.1 and 7.2, that the results are
not substantially different from those obtained using the other methods (other than
the number normalised-Gamma fit, which performs very poorly - see section 6.2 for
an explanation), but the underlying justification for the method is thought to be
valid.
7.2.3 The results at 38 GHz and 94 GHz
Based on the unaveraged disdrometer DSDs and the spline fit method outlined in
the preceeding sections, the reflectivity and extinction curves have been calculated
in steps of 2 from 0 to 30 for a 94 GHz radar. This results in the small
variations in the values of a, b, c and d illustrated in figure 7.3. The implications
of these variations in terms of volume reflectivity and extinction are illustrated in
figure 7.4. Note that these results make the implicit assumption that the DSD does
not vary substantially with temperature. The calculations have been performed for
both horizontal and vertical polarisations.
The spline fit approach have also been applied to the 38 GHz data, with sample
fits for both volume reflectivity and extinction at 20 shown in figure 7.5. The
plots in this figure are equivalent to the 94 GHz spline fits shown in figures 7.1 and
7.2. The other fit options are not shown as they are not used in this thesis, but, as
with the 94 GHz case, it was found that all bar the normalised-Gamma number fit
case produced similar results.
There is again temperature variation in these fits. As with the 94 GHz data,
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Figure 7.1: Six different possible methods for computing the theoretical volume
reflectivity of the disdrometer-measured DSDs at 94 GHz and at 20. Each blue
cross corresponds to a computed reflectivity from 1 minute of disdrometer data. The
green curves indicate the best-fit of equation 7.7 to this data and the red curves the
fit of the inverse of this equation to the data. The values for the constants af , bf ,
ab and bb for these fits are noted in the figure.
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Figure 7.2: Six different possible methods for computing the theoretical extinction of
the disdrometer-measured DSDs at 94 GHz and at 20. Each blue cross corresponds
to a computed reflectivity from 1 minute of disdrometer data. The green curves
indicate the best-fit of equation 7.8 to this data and the red curves the fit of the
inverse of this equation to the data. The values for the constants cf , df , cb and db
for these fits are noted in the figure.
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Figure 7.3: From top left to bottom right, the variation of the values of af and
ab; bf and bb; cf and cb; and df and db with temperature for both horizontal and
vertical polarisation at 94 GHz. a, b, c and d are the parameters used to describe
the average relationship between rainfall rate and volume reflectivity by η = aRb
and the average relationship between rainfall rate and extinction by κext = cR
d,
with the f terms being the forward terms, and the b terms being the backward
or reverse terms. Figure 7.4 illustrates the effect of these changes on the volume
reflectivity and extinction curves.
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Figure 7.4: [Top left] shows the η = afR
b
f curve for rain at 94 GHz at temperatures
of 0 and 30 for both horizontal and vertical polarisation. [Top right] shows the
same for the κext = cfR
d
f curve. [Bottom left] and [bottom right] show the same
relationships, but for η = abR
b
b and κext = cbR
d
b , respectively. As temperature
increases, the reflectivity increases, but the extinction decreases very slightly. As
would be expected, the horizontal reflectivity and extinction are greater than the
vertical reflectivity and extinction.
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Figure 7.5: [Left] shows the η = afR
b
f (green line) and the η = abR
b
b (red line)
fit to the volume reflectivity computed from spline fits to the DSDs collected by
the disdrometer (blue crosses) at 38 GHz. [Right] shows the same, but for the
extinction coefficient κext. The volume reflectivity and extinction coefficient values
are computed assuming Beard and Chuang drop shapes at a temperature of 20
and 101325 Pa. The refractive index of the drops is taken to be that of water at
20 at 38 GHz. Whilst the 38 GHz radar used operates with vertical polarisation,
horizontal polarisation is shown here for consistency with the 94 GHz results.
values for a, b, c and d have been computed in steps of 2 from 0 to 30 for
both horizontal and vertical polarisations. The same assumptions have been made
as in the 94 GHz case - that is, Beard and Chuang drop shapes at fixed tempera-
ture and pressure, with the refractive index of the drops varying with temperature.
T-matrix scattering has been assumed. The variation in the coefficients with tem-
perature is shown in figure 7.6. This variability leads to the ranges of reflectivity
and attenuation values shown in figure 7.7.
Richard et al. [18] report af = 8.89 × 10−5 and bf = 0.57 at 95 GHz and
af = 2.21 × 10−5 and bf = 1.05 at 35 GHz based on their set of experimental
measurements. Their 95 GHz results lie within the range of values found for af
and bf at 94 GHz. The 35 GHz results are a little different to the 38 GHz values
for af and bf found here, but are very close. Richard et al.’s values are determined
from linear least-squares fits to the logarithm of their backscatter data rather than
non-linear least-sqaures fits to the calculated linear reflectivity. This difference in
fitting approach may in part explain the small discrepancy in the 35/38 GHz results.
Broadly similar values for af and bf are given by [19]. Oddly, the values given in
[17] (which are based on the same data as [18]) give a value of af that is around
a factor of 10 different at 95 GHz to those found here and in the other references,
although their value for bf seems consistent.
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Figure 7.6: From top left to bottom right, the variation of the values of af and
ab; bf and bb; cf and cb; and df and db with temperature for both horizontal and
vertical polarisation at 38 GHz. a, b, c and d are the parameters used to describe the
average relationship between rainfall rate and volume reflectivity by η = aRb and
the average relationship between rainfall rate and extinction by κext = cR
d, with
the f terms being the forward terms and the b terms being the backward or reverse
terms. Figure 7.7 illustrates the effect of these changes on the volume reflectivity
and extinction curves.
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Figure 7.7: [Top left] shows the η = afR
b
f curve for rain at 38 GHz at temperatures
of 0 and 30 for both horizontal and vertical polarisation. [Top right] shows the
same for the κext = cfR
d
f curve. [Bottom left] and [bottom right] show the same
relationships, but for η = abR
b
b and κext = cbR
d
b , respectively. As temperature
increases, the reflectivity increases, but the extinction decreases. As would be
expected, the horizontal reflectivity and extinction are greater than the vertical
reflectivity and extinction.
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7.2.4 The 6 GHz equivalent results
In order to provide some degree of validation for the method used, a similar tech-
nique has been applied to scattering from drops at 6 GHz, allowing the classic
Z = aRb relationship to obtained from the disdrometer data measured in St An-
drews. Since this data varies over many orders of magnitude, a linear straight line
fit has been applied to the log data rather than a non-linear fit to the linear data.
The coefficients of the straight line have then been converted into a and b values.
The results of this are shown in figure 7.8. The spline version produces a = 201.6
and b = 1.695 at 20, which are reasonably close to the a = 220 and b = 1.60
values obtained by Marshall and Palmer in 1948 [74]. The Marshall-Palmer curve
with the original Marshall-Palmer parameters is also illustrated in figure 7.8. It
should be noted that the Marshall-Palmer results are for Rayleigh scattering situa-
tions, which is a good but not excellent approximation at 6 GHz for the very largest
drops expected.
At 6 GHz, the fitting algorithms have worked well - when considered on a log-log
scale the fits compare reasonably well with the original Marshall-Palmer lines (as
shown in figure 7.8). This is in spite of the variation in the actual a and b values
determined. The spline fit method produces the values of a and b closest to those
determined by Marshall-Palmer - suggesting that this is an appropriate method
to use. The only method that performed poorly was the number fit normalised-
Gamma method, which performed poorly for the reasons outlined in section 6.2.
Note that the aRb fit has been performed to the linear data, even though the data
is presented on a log-scale here.
A slight oddity with these results is the stratification of some of the high cal-
culated reflectivity values at around 1-5 mm hr−1 for all cases except the number
and volume DSD fit cases. This results from situations where there is a large drop
making up a substantial part of the total volume of the falling rain sampled by
the disdrometer in a minute, and (since this is in the Rayleigh scattering regime)
also making up much of the reflectivity of the total volume. The effect is not vis-
ible at 94 GHz; it is far less pronounced when operating in the Mie regime. It
is also not present in the number or volume fit cases because the fit to the DSD
tends to ‘smooth-out’ these individual large drops. Another peculiarity is that not
all of the spline fits can be used, as (again, due in large part to operating in the
Rayleigh scattering regime) some produce a negative reflectivity, which is clearly
not physical.
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Figure 7.8: Six different possible methods for computing the theoretical volume
reflectivity factor Z of the disdrometer-measured DSDs at 6 GHz and at 20. Each
blue cross corresponds to a computed reflectivity from 1 minute of disdrometer
data. The green curves indicate a straight line best-fit to this data (with Z as
the x variable and rainfall rate as the y variable). The red lines indicate the 1948
Marshall-Palmer Z = 220R1.60 relationship. The values for the constants a and b
derived from the fit to the disdrometer data are noted in each figure.
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7.2.5 Implications of the method
The very wide spread in the reflectivity values determined from the disdrometer-
measured DSDs around the η = aRb and κext = cR
d curves (computed in the
preceeding sections - see figure 7.1, 7.2 and 7.5) is potentially quite problematic
for the single frequency radar rainfall rate measuring techniques presented in this
thesis. It is apparent that a wide spread in reflectivities is to be expected at a
given rainfall rate, introducing a good deal of imprecision into any measurements
made. However, the disdrometer also makes it possible to quantify what the error
associated with this is.
The standard-deviations of the 94 GHz spline-fit calculated reflectivity data (of
figure 7.1) and of the spline-fit extinction data (of figure 7.2) have been computed
as a function of rainfall rate and are shown in figures 7.9 and 7.10, respectively.
In order to compute these standard deviations as a function of rainfall rate, rather
than merely an overall standard deviation, it is necessary to divide the data up
into small rainfall-rate bins in which to calculate the standard deviations. The
data have been divided into these bins by first ordering the data by rainfall rate
(lowest first). Then, starting from the lowest rate, the data have been divided into
into bins containing 100 data points plus any additional points with a rainfall rate
exactly equal to that of the largest in the 100 data points. In order to keep the bins
reasonably narrow, bins with less than 100 points were created where the bin had
reached a width of 1 mm hr−1 before 100 points were included. Bins that contained
fewer than 10 data points were excluded from further analysis. The data were then
flattened (by subtracting off the aRb or cRd curve as appropriate) and the standard
deviation in each bin was computed. There were at least 100 values in each bin
up to a rainfall rate of up to 7.7 mm hr−1 and above 10 values in each bin up to
a rainfall rate of up to 14.8 mm hr−1, although the width of the bins (in terms
of rainfall rate) increased as the rainfall rate increased. This means that there is
greater confidence in the accuracy of the standard-deviation values computed at
the lower rainfall rates.
In both the reflectivity and extinction cases it was seen that the standard-
deviation broadly conformed to aRb-type functions, especially at the lower, more
accurate, rainfall rates. This is unsurprising given the aRb form of both the vol-
ume reflectivity and volume extinction and suggests that the fractional standard-
deviation is broadly constant with rainfall rate. Nonlinear least-squares fits were
performed to determine the values of the parameters in these curves for the stan-
dard deviations. The best-fit lines are also shown in figures 7.9 and 7.10 for the 94
GHz case, and in figures 7.11 and 7.12 for the 38 GHz case.
The ±1 standard deviation curves have been applied around the η = aRb and
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Figure 7.9: [Left] shows the standard deviation of the volume reflectivity (η) as a
function of rainfall rate at 94 GHz and a temperature of 20. This is calculated
from spline-fit calculated volume reflectivities from the disdrometer data. The aRb
best fit to the standard deviation is the green line in the plot. This is for HH
polarisation. [Right] shows the same, but for the backward (or reverse) case - going
from reflectivity to rainfall rate.
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Figure 7.10: [Left] shows the standard deviation of the volume extinction (κext) as
a function of rainfall rate at 94 GHz and a temperature of 20. This is calculated
from spline-fit calculated volume extinctions from the disdrometer data. The aRb
best fit to the standard deviation is the green line in the plot. This is for HH
polarisation. [Right] shows the same, but for the backward (or reverse) case - going
from extinction to rainfall rate.
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Figure 7.11: [Left] shows the standard deviation of the volume reflectivity (η) as a
function of rainfall rate at 38 GHz and a temperature of 20. This is calculated
from spline-fit calculated volume reflectivities from the disdrometer data. The aRb
best fit to the standard deviation is the green line in the plot. This is for HH
polarisation. [Right] shows the same, but for the backward (or reverse) case - going
from reflectivity to rainfall rate.
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Figure 7.12: [Left] shows the standard deviation of the volume extinction (κext) as
a function of rainfall rate at 38 GHz and a temperature of 20. This is calculated
from spline-fit calculated volume extinctions from the disdrometer data. The aRb
best fit to the standard deviation is the green line in the plot. This is for HH
polarisation. [Right] shows the same, but for the backward (or reverse) case - going
from extinction to rainfall rate.
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κext = cR
d curves determined from the spline fit reflectivity and extinction data,
the results of which can be seen in figures 7.13 and 7.14 for the reflectivity and
extinction, respectively of the 94 GHz case, and in figures 7.15 and 7.16 for the 38
GHz case. The standard-deviation curves have been extrapolated up to 50mm hr−1,
suggesting a very large potential variability in the reflectivity from higher rainfall
rates. It is notable that the expected variability in the extinction is far smaller than
the expected variability in the volume reflectivity. Both the 38 and 94 GHz cases
assume HH polarisation
Note that in all cases, these are the minute-average variabilities in the expecta-
tion value of the reflectivities, which result from natural variation in the DSD over
time. In actual radar measurements there will be additional variation due to the
changing configuration of the raindrops over time. This variation can be overcome
by increased averaging, but the variability in the DSD cannot be overcome in this
way.
Comparison of figures 7.13 and 7.14 with 7.4 suggests that the variation of vol-
ume reflectivity with temperature is significant relative to the variation due to the
natural variability in the DSD. However, the variation in extinction with tempera-
ture is considerably smaller than the variation due to a changing DSD. As a result
it is very necessary to take temperature into account when considering reflectivity,
but less so when considering attenuation. Note that this is only extinction due to
the rain, and does not include attenuation due to the atmosphere.
7.3 Applying the η −R relationships
Section 7.2 presented the development of relationships between reflectivity, atten-
uation and rainfall rate. This section details the steps taken to apply the basic
relationships to both the 38 and 94 GHz radar data, along with the initial results
from these applications. It is found that the 38 GHz results with just a basic ap-
plication of the relationships between attenuation and rainfall rate are good and so
nothing further is needed. However, there is significant scope for improvement with
the 94 GHz radar, which is addressed in section 7.4.
7.3.1 Correcting for attenuation
The relationships developed in section 7.2 must be applied incrementally moving
out from the radar, so that the attenuation can be taken into account. There is,
however, the problem that it is not readily possible to get a good value for the
measured volume reflectivity ηmeas over approximately the first 30 m of range with
the radar systems used here. Whilst there is not a clear cutoff, values below this
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Figure 7.13: The first standard deviation in the volume reflectivity, as deter-
mined from analysis of the disdrometer data, extrapolated out to a rainfall rate
of 50 mm hr−1 for a 94 GHz measurement at 20 and HH polarisation, and plot-
ted around the aRb volume reflectivity, superimposed on the calculated reflectivity.
This is done for both the forward and reverse cases.
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Figure 7.14: As figure 7.13, but for the volume extinction.
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Figure 7.15: As figure 7.13, but for a frequency of 38 GHz.
0 10 20 30 40
0
0.5
1
1.5
2
2.5
x 10−3
Rainfall Rate [mm hr−1]
Vo
lu
m
e 
ex
tin
ct
io
n 
κ
e
xt
 
[N
p m
−
1 ]
 
 
Calculated extinction
Forward κ
ext = cR
d
 fit
±1 standard deviation
Reverse κ
ext = cR
d
 fit
±1 standard deviation
Figure 7.16: As figure 7.15, but for the volume extinction.
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range are taken to be within the near field of the antenna and also likely to suffer
from parallax (due to the dual-antenna radars), and so it is not possible to assume
a Gaussian form of the beam. This means that the first range bin in which it is
readily possible to estimate the rainfall rate from the reflectivity as determined using
the Probert-Jones equation (equation 7.6) is some 30 m distant from the radar,
and so the signal will have already been attenuated. It is necessary to estimate
the attenuation along this path and then invert this to compute the reflectivity.
Following the aRb and cRd relationships, the measured volume reflectivity ηmeas at
some range r assuming a constant rainfall rate will given by:
ηmeas = aR
b exp
(−2rcRd). (7.9)
Since this is used to go from reflectivity data to rainfall rate, the backward (or
reverse) values of a, b, c and d are used in this expression. This equation is used at
30 m range to provide a curve for the first estimate of rainfall rate. For subsequent
values, it is possible to determine the rainfall rate from η = aRb. Since this expres-
sion is also used going from reflectivity to rainfall, the backward (or reverse) values
of a and b are appropriate. This rainfall rate can be used to determine κext from
κext = cR
d, which can then be accounted for in computing the reflectivity of the
subsequent range bin. Since the attenuation is determined from an assumed-known
rainfall rate, this expression is applied with the forward values of c and d. This is
a method broadly similar to that of [26]. A potentially more robust alternative is
given in [78], but the instability in the method used is not thought to be a major
problem over the relatively short ranges considered.
An example of this processing approach is shown in figure 7.17.
7.3.2 The initial 94 GHz results
As an initial test of the algorithm outlined above it was applied directly to the 94
GHz radar data. The data were collected as described in chapter 5. Whilst it was
ultimately found that further refinement of the approach described in section 7.2
was necessary, it is nevertheless useful to see how the aRb curves perform when
applied to the radar data. This is presented in this section.
A comparison between all the disdrometer measured rainfall rate and the rainfall
rate determined from the radar data at the approximate range of the disdrometer
is shown in figure 7.18. There is clear correlation here, but a log-log scale has had
to be used to draw attention to it. If considered on a linear scale (figure 7.19), the
trend is significantly less obvious, and the variation in the data far exceeds that
expected from the standard deviation of the data due to the variability of DSD or
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Figure 7.17: The basic processing applied to a sample line of sight (minute begin-
ning 14.17 on 1/10/2010, one of the “software-limited” cases) of the 94 GHz radar
data. The data is windowed, Fourier transformed and averaged. The background
spectrum is then subtracted, yielding the measured signal. This is converted to
measured power (taking into account the receive chain), smoothed and then con-
verted to reflectivity (from the Probert-Jones equation). The reflectivity of the first
bin is computed, used to determine the rainfall rate, then the attenuation, which
is used to compute the cumulative attenuation that is applied to subsequent bins.
For this particular minute the disdrometer measured rainfall rate was 10.2mm hr−1
and the radar measured rainfall rate at 70 m was 5.0 mm hr−1.
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the natural variability in the rainfall rate due to the Swerling-2 nature of the target.
It appears from these results that the method has a slight tendency to underestimate
the rainfall rate at low rainfall rates, over-estimate at moderate rainfall rates and
underestimate again at the highest rainfall rates recorded (although for the highest
rainfall rates there are insufficient data points from which to draw a firm conclusion).
However, when considered as a whole, the radar-determined rainfall rate is lower
than the disdrometer rainfall rate around 46% of the time and is higher around 54%
of the time. In about 5.4% of the minutes recorded by radar it fails to successfully
determine a rainfall rate at a range of 70 m, although this falls to just 0.32% if
only rainfall rates greater than 0.1 mm hr−1 (as measured by the disdrometer) are
included.
Note that this presentation is slightly imprecise in that the disdrometer was not
always located in exactly the same position and that, in one occasion was located
30m from the radar (rather than the usual 70 m). However, in all cases bar this
the approximation will be correct to within ±10 m. Over the course of one minute
of averaging this is not thought to make a significant difference to the rainfall rate
measured.
Of course, 70m is a very short range in terms of the radar measurement of
rainfall. Owing to the experimental configuration it is more difficult to consider
what happens at longer ranges, since there are no ground truth measurements of
the rainfall rates at these ranges. However, since the averaging is over the period
of a minute it is highly likely that the rainfall rate within a short distance of the
disdrometer will be similar to that at the disdrometer, becoming increasingly less
similar as the distance increases. This assumption is made to consider rainfall rates
at longer ranges, where it can be seen that there is even greater variability in the
rainfall rate as a function of range. Figure 7.20 shows the relationship between
disdrometer measured rainfall rate (at 70m) against radar measured rainfall rates
at ranges of 150, 300 and 600 m.
As the range increases, the deviation from the ‘correct’ value increases. This
comes from the cumulative effect of the inevitable errors in the estimation of the
rainfall rate at closer ranges, and also from the increasingly poor estimation of the
received power due to attenuation from the rain. This effect can be seen developing
in ranges beyond around 200-300 m in figure 7.17. It is also apparent that by these
ranges the attenuation is such that the estimation of the received power is likely poor
beyond around 250 m. This particular case is one of the “software limited” cases,
where a lower number of averages were recorded than in the “hardware limited”
cases (around 500/minute rather than around 6000/minute). Figure 7.21 shows the
no-rain curve correction for an example case from the “hardware limited” dataset.
In this case, it can be seen that the measured power is still reasonable to ranges
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Figure 7.18: Radar-measured rainfall rate against disdrometer-measured rainfall
rate at 70 m range (i.e. approximately at the location of the disdrometer). The
green line indicates the 1:1 line, i.e. the line that would be obtained were the radar-
determined rainfall rate to exactly match the disdrometer rainfall rate. This is for
the 94 GHz radar.
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Figure 7.19: As in figure 7.18, but plotted on a linear scale. Here it is far less
obvious that there is any kind of trend at all.
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Figure 7.20: From top to bottom, the 94 GHz radar-measured rainfall rate at 150
m, 300 m and 600 m against disdrometer-measured rainfall rate at 70 m range (i.e.
approximately at the location of the disdrometer). The green lines indicate the
ideal of the radar rainfall rate matching the disdrometer rainfall rate.
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beyond a kilometre.
It is useful to define a measure that allows the performance of this and other
algorithms to be compared. The particular method adopted in this thesis is co
compute the average fractional RMS difference between the disdrometer- and radar-
measured rainfall rate. If it is assumed that the disdrometer-meausred rainfall rate
is correct, then this can be taken to be the average fractional RMS error. The
formula used is:
error =
1
N
N∑
i=1
√
(Rri −Rdi)2
R2di
(7.10)
where N is the number of measurements considered, Rri is the ith radar-measured
rainfall rate and Rdi is the ith disdrometer-measured rainfall rate. For the purposes
of this calculation, only the points for which the measurement is considered to have
returned a valid rainfall rate are included. Valid rainfall rates are considered to
be those between 0 and 150 mm hr−1, inclusive. Since this measure intentionally
excludes any failed measurements, it is also useful to note the failure rate. This is
simply defined as being the fraction of the total number of measurements that do
not return a rainfall rate between 0 and 150 mm hr−1, inclusive.
In the particular case of the 94 GHz measurements described here, the average
fractional RMS error at 70 m is 0.679. By 600 m this increases to 1.554. The failure
rate also increases from 0.0612 to 0.188.
Comparing the disdrometer and radar determined rainfall rates as a function
of time for individual measurements shows quite clearly that there is correlation
between rainfall rate and radar determined rainfall rate. Figure 7.22 shows six
sample cases. The samples show some of the longer data sets, taken to show data
taken with the spectrum analysers, with the software-limited DAQ system and with
the hardware-limited DAQ system, showing both cases where the measurements
were good and also cases where they were less good.
7.3.3 The initial 38 GHz results
The reflectivity-rainfall rate and attenuation-rainfall rate curves developed in sec-
tion 7.2 were also applied to the 38 GHz data, and the results of this are presented
in this section. Unlike the 94 GHz case (described in the preceding section), the
method was found to work very well in the 38 GHz case and no further refinements
were needed - these initial results are also the final results.
The radar was measuring the same rain at the same time as the 94 GHz radar
and pointing in the same direction (as described in chapter 5). To aid comparison
between the results with the two radars, the same figures are presented here as are
presented for the 94 GHz system. The rainfall rate at the disdrometer range is
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Figure 7.21: The basic processing applied to a sample line of sight (minute beginning
02.07 on 3/4/2012, one of the “hardware-limited” cases). The data is windowed,
Fourier transformed and averaged. The background spectrum is then subtracted,
yielding the measured signal. This is converted to measured power (taking into
account the receive chain), smoothed and then converted to reflectivity (from the
Probert-Jones equation). The reflectivity of the first bin is computed, used to
determine the rainfall rate, then the attenuation, which is used to compute the cu-
mulative attenuation that is applied to subsequent bins. For this particular minute
the disdrometer measured rainfall rate was 10.2 mm hr−1 and the radar measured
rainfall rate at 70 m was 6.2 mm hr−1.
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Figure 7.22: Some selected sample results from the basic 94 GHz data processing.
The radar rainfall rate is that at 70 m - i.e. approximately the location of the dis-
drometer. Whilst it is clear that the radar frequently under- and over-estimates the
rainfall rate, it can be seen that the correct general trend is largely seen within each
individual measurement - as the rainfall rate goes up, the radar measured rainfall
rate goes up, and vice versa. Top left is an example of spectrum analyser data,
top right an example of one of the software-limited DAQ cases and the remainder
hardware limited DAQ cases.
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Figure 7.23: 38 GHz radar-measured rainfall rate against disdrometer-measured
rainfall rate at 70 m range (i.e. approximately at the location of the disdrometer).
The green line indicates the ideal of the radar rainfall rate matching the disdrometer
rainfall rate.
shown in figure 7.23, where it is quite clear that the radar measured rainfall rate
correlates well with that measured by the disdrometer. Unlike in the 94 GHz case,
this is clear even when the data is considered linearly, as shown in figure 7.24.
Whilst it is a less good comparison (since it is no longer the location of the
disdrometer), the measurement of rainfall rate appears to hold reasonably well out
to longer ranges, as shown in figure 7.25. It seems apparent that the technique
works rather better at 38 GHz than at 94 GHz, as would be expected from the far
lower spreads seen in the aRb and cRd curves shown in figure 7.5.
The average fractional RMS error (equation 7.10 also shows the better perfor-
mance of the 38 GHz radar, with the error found to be 0.508 at 70 m rather than
the 0.679 for the 94 GHz case. At 600 m the 38 GHz error was found to be 0.614,
compared with 1.554 for the 94 GHz case. A similar effect is seen in the failure
rate, which goes only from 0.0663 to 0.0895 as the range is increased from 70 m to
600 m, a far smaller increase than that seen at 94 GHz.
The better behaviour of the technique at 38 GHz can also be seen in the sample
traces seen in 7.26, where the radar measured rainfall rate follows the disdrometer
measured rainfall rate very closely.
7.3.4 The Hitschfeld-Bordan instability
The fundamental issue with single-frequency, single-polarisation rainfall rate mea-
surements is that there is no unique rainfall rate associated with any given reflec-
tivity. At wavelengths where attenuation is significant, this is compounded by the
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Figure 7.24: As in figure 7.23, but plotted on a linear scale. Unlike in the 94 GHz
case, the trend is clear even here.
fact that there is also no unique attenuation associated with any given rainfall rate
(or reflectivity). This means that the necessary attenuation correction is only ever
an approximation. Any errors at shorter ranges cascade through the calculations
to longer ranges, with their effect getting increasingly greater the longer the range
may be. This breakdown will always occur, and it is not possible to predict a priori
at what range it will become a significant effect. Indeed, depending on the nature
of the breakdown, it may not be possible to say where it occurred even after it has
occurred.
It is errors in the attenuation estimate that are the real problem: while a poor
rainfall rate estimate will cause a problem for that individual range bin the error
is likely to be reasonably small and, if the attenuation estimates were correct the
subsequent rainfall rate estimates would be unaffected. If, however, the attenuation
estimate is wrong, the errors introduced into the immediately subsequent range bins
will be small, but at range bins further out, the error will have compounded to such
an extent that the error in rainfall rate estimate could be many orders of magnitude.
This behaviour can be illustrated to an extent by considering a range of possibly
appropriate attenuation values to associate with a rainfall rate. To do this, the
same minute of 94 GHz data as presented in figure 7.21 has been reprocessed, both
in the same manner as before, and also with the attenuation allowed to be one
standard-deviation greater and one standard-deviation smaller. These standard-
deviation values are in the style of those in figure 7.14, but taken at the temperature
appropriate to the radar minute. The effects of assuming these higher and lower
attenuation values are shown in figure 7.27. Note that for this, the rainfall rate
estimate is not varied at all; it is assumed to be correct. In practice, this variability
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Figure 7.25: From top to bottom, the 38 GHz radar-measured rainfall rate at 150
m, 300 m and 600 m against disdrometer-measured rainfall rate at 70 m range (i.e.
approximately at the location of the disdrometer). The green lines indicate the
ideal of the radar rainfall rate matching the disdrometer rainfall rate.
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Figure 7.26: Some selected sample results from the basic 38 GHz data processing.
The radar rainfall rate is that at 70 m - i.e. approximately the location of the
disdrometer.
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Figure 7.27: The calculated rainfall rate, attenuation and corrected reflectivity
for the minute of data presented in figure 7.21. The green line shows the values
that would be determined if the attenuation were assumed to be one standard
deviation greater than the fitted curve actually used. The red line shows the values
that would be determined if the attenuation were assumed to be one standard
deviation less than the fitted curve actually used. All three assumed attenuation
levels are plausible, based on the fits to the disdrometer data, and so go some way to
illustrating the kinds of measurements that would be possible from this particular
data set. The very wide range of values illustrates the kind of errors that the
Hitschfeld-Bordan method can introduce.
would increase the level of error in the measurements over that shown in the figure.
It can clearly be seen from this figure that there are an wide range of possible
rainfall rate values associated with each bin, getting increasingly wide at longer
ranges. When a high attenuation is assumed, it can be seen that the rainfall rate
rapidly blows up. However, when a low attenuation is assumed, the effect is a little
more subtle: subsequent rainfall rates are under-estimated, causing the subsequent
attenuations to be under-estimated, allowing the solution to settle on a lower-than-
correct, but nevertheless plausible, set of rainfall rates. This latter case is perhaps
more problematic: it is trivial to detect where the rainfall rate has drastically
exceeded realistic rainfall rates, but it is far more difficult to determine where the
radar is systematically underestimating rainfall rate. Indeed for this particular
minute, it seems quite plausible that the actual attenuation values assumed in the
calculations under-estimate the actual attenuation: the rainfall rate at 70 m is
under-estimated, and there is no particular reason to assume that the rainfall rate
decreased over the ranges shown here.
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Dealing with this instability is tricky. Many of the techniques in the literature
ultimately rely on having either a good estimate of the total attenuation along some
path, or alternatively of having a good estimate of the actual reflectivity of some
distant target, and using this to correct the estimates along the range. However,
such an approach would not always be possible, and it is assumed in the work
in this thesis that this would not be possible. Instead, the approach taken is to
attempt to improve the estimates of rainfall rate and attenuation such that the
errors introduced are smaller and the solution remains adequately stable to longer
ranges.
7.4 Enhancing the basic technique
It is quite apparent that the technique as it stands, while working well at 38 GHz,
is not suitable for anything more than the crude estimation of the rainfall rate
within a few hundreds of metres of the radar at 94 GHz, which is not sufficient
for the purposes of the desired AVTIS rain-measuring capability, or other potential
applications. There are, however, several things that can be done to improve the
measurements, which are detailed in this section.
7.4.1 Removing indeterminate results
One immediate and obvious step that can be taken is to remove points from the
measurement where it is clear that what is being measured is more noise than
signal. The point at which this happens can be determined from the radar data.
Figure 7.28 shows sample cases of measurements in rain from the different DAQ
sampling configurations in which it is clear that the minimum detectable signal is
reached at the longer ranges. Owing to the short ranges involved, no thresholding
is applied to the spectrum analyser data. The threshold for the software-limited
case has been set to be -108 dBm and in the hardware limited case to be -137
dBm. In applying this to the radar data, it is then possible to set certain regions to
have no recoverable rainfall data, allowing these to be ignored in processing. While
this will not improve the accuracy of rainfall rates actually measured per se, it will
reduce the extent of the measuring of noise and reporting as rain, allowing greater
confidence in the results.
7.4.2 Improving the a, b, c and d parameter values
One pattern that does seem reasonably apparent from figures 7.18 and 7.20 is that
there is a tendency to under-estimate the rainfall rate at low rainfall rates and to
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Figure 7.28: Threshold selection for [left] the software-limited DAQ case with one
24 dB amplifier and [right] for the hardware-limited DAQ case with two 24 dB
amplifiers. The example data come from 17:14 on 1/10/2010 and 0207: on 3/4/2012
respectively, with the disdrometer measured rainfall rates being 10.24 mm hr−1 for
the former and 10.18 mm hr−1 for the latter. The thresholds were selected by
inspection to be -108 dBm and -137 dBm respectively, and these are shown as the
green lines in the plots. The improvement in excess of the increased amplification
is likely due to the increased number of averages taken.
over-estimate the rainfall rate at higher rainfall rates. At a rainfall rate of perhaps
around 1-2 mm hr−1 there is a fairly even spread of rainfall rates. To improve on
this, the disdrometer fits were modified to fit two separate curves - one to rainfall
rates up to 1 mm hr−1 and one for rainfall rates beyond 2 mm hr−1, with the gap
being filled by a straight-line between the end of the first regime and the beginning of
the second. This approach slightly improved the measurement of the lower rainfall
rates, but did little for the higher rainfall rate.
The idea was taken a little further by splitting the data up into steps of 1000
points, starting from 0 mm hr−1 , and performing aRb fits to each of these steps. The
final step also included any additional points, so could contain up to 1999 points.
This resulted in 16 separate curves describing different parts of the relationship
between volume reflectivity and rainfall rate. These curves do not meet perfectly at
the boundaries between each fit, so it was necessary to smooth out these transitions.
A transition length was specified, being the length of the shorter of the two sections
being joined, and starting or ending at the middle of the shorter of the two sections
being joined. The aRb curves from each of these sections were extended through
these regions, and a weighted average taken of the two values through the section.
The weighting was linear, starting at 100% the first section aRb curve and ending
at 100% the second section aRb curve. Thus, the value used at the join had a
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50% weighting for each curve (i.e. the standard average value). Interpolation is
then applied to this curve to relate volume reflectivity and rainfall rate. The same
approach is adopted for the extinction coefficient. For the reverse cases, the data
were sorted and binned in reflectivity/attenuation rather than rainfall rate, but the
procedure was otherwise similar.
As an example of this, the reflectivity fits for horizontal polarisation and at 20
are shown for both the forwards and reverse cases in figure 7.29. For comparison,
the simpler forward and reverse η = aRb fits are also shown. It can be seen that
there is more of a pronounced difference between the forward and reverse cases in
the simpler case than in the split case. Plotting on a log-log scale also makes clear
that the simpler aRb curve is not a completely accurate representation of the data:
there is a clear curve to the spline-fit calculated reflectivity values that is reflected
by the revised method.
The smoothed revised aRb curves were used to create lookup tables as a function
of temperature and polarisation, and were then simply used as drop-in replacements
for the aRb and cRd relationships used in the simpler method.
The results of this are shown in figure 7.30, where it can be seen that the
revised method does somewhat reduce the spread of the data points at lower rainfall
rates, although the improvement at higher rainfall rates is rather more limited.
Nevertheless, since this offers a slight improvement over the pure aRb curve (as can
be seen in the fractional RMS error values in table 7.1), it will be used in the final
versions of the single-frequency processing.
7.4.3 Attenuation-derived rainfall rate
It is notable that the variation of extinction with varying DSD is far smaller than
the variation of reflectivity (comparing figures 7.14 and 7.13) at 94 GHz. As a
result, if it were possible to accurately determine attenuation, this should provide a
better estimate of rainfall rate than reflectivity. In general, it is difficult to extract
attenuation data from the radar data independent of the reflectivity. However, if
the rain is uniform over some range of ranges, it is possible to write the received
power (or in a similar manner, measured reflectivity) in the form shown in equation
8.12, which is a straight line with a gradient proportional to κext. Where the
straight-line fit can be applied, it will be possible to determine the rainfall rate by
applying the κext = cR
d curve (equation 7.8) to the κext value determined. For this
to work successfully it is necessary for the attenuation to be sufficiently high over
the range of the uniform rain to be measurable - something that is far more likely
to occur at 94 GHz than at the lower frequencies more typically associated with
reflectivity-based rainfall rate measuring radars.
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Figure 7.29: A comparison of the revised split method and the single aRb curve
method for the case of reflectivity at horizontal polarisation and 20 at 94 GHz.
The forward and reverse aRb lines show the relationships determined from non-
linear least-squares fits of aRb to the calculated reflectivty data and used in the
simpler method presented in section 7.3. The forward and reverse fit parts show
the individual aRb fits to each set of 1000 points. The forward and reverse combined
parts are the result of smoothing these individual parts, and are the relationships
used in place of the simpler aRb relationships.
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Figure 7.30: The results of applying the finer-grained a, b, c and d values are shown
in blue, superimposed on the original values of figure 7.18, with all other parameters
being the same. It can be seen that the revised method does slightly reduce the
spread in values determined at the high and low ends, but is not a particularly
substantial improvement over the previous method.
Straight lines have been fitted to 250 m sections of 94 GHz radar data, stepped
out from 30 m to the maximum range measured by the radar (less 250 m). Unsur-
prisingly, this technique works poorly for very low rainfall rates, where the attenu-
ation is low. The point at which the attenuation technique becomes more accurate
(or, at least, less inaccurate) than the reflectivity technique at short ranges and at
94 GHz with the radar system used here was found to be around 1 to 2 mm hr−1.
If the range of rainfall rates was restricted to being greater than 1.5 mm hr−1 as
measured by the disdrometer, then broadly similar performance (in terms of the
median fractional error) with the attenuation method and the reflectivity method
were obtained at the very short ranges considered here when the norm of the resid-
ual of the fit was restricted to being less than 1. However, it would not be possible
in general to rely on having a disdrometer present to allow this correction. It is far
more desirable to be able to depend purely on the radar data. The same condition
on the norm of the residual works well when the rainfall rate is taken to be the
radar measured value (using the reflectivity technique) rather than the disdrometer
measured value. The result of applying this to the data collected is shown in fig-
ure 7.31. While the performance of the two techniques is similar at short ranges, it
would be expected that the attenuation technique would outperform the reflectivity
technique at longer ranges.
A more sophisticated method of this basic algorithm applicable over many ranges
(rather than just a single fit to one range of ranges) has been developed. First,
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Figure 7.31: The results of an implementation of the attenuation method (green
crosses). Attenuation results are calculated from the first viable range bin, and are
plotted provided the norm of the residuals is less than 1, the reflectivity measured
rainfall rate is greater than 1.5 mm hr−1 and the resultant value is real. Also shown
are the basic reflectivity results for the same times (and where the same restrictions
are applied) at the same range as the disdrometer for comparison.
the rainfall rate associated with the first measurable range bin is computed with
the backward aRb and cRd curves, assuming a constant rainfall rate (and hence
constant path attenuation) out to that point. After that, the following procedure
is repeatedly applied, working outwards in single range bins:
1. If the rainfall rate is less than 1.5 mm hr−1 then this is simply taken as the
rainfall rate for that bin, and skip to step 4. Otherwise, estimate κext from a
straight-line fit to the next 250 m of bins.
2. If the norm of the residuals of the straight-line fit is less than 1 and the
gradient is negative, use the backward cRd curve to compute the attenuation-
determined rainfall rate associated with that bin. Otherwise, take the reflec-
tivity determined rainfall rate for that bin and skip to step 4.
3. Use the forward aRb curve to compute the equivalent volume reflectivity as-
sociated with the attenuation-determined rainfall rate associated with that
bin. If this lies within ± two standard deviations of the path-attenuation cor-
rected measured reflectivity, accept the attenuation-determined rainfall rate.
Otherwise, take the reflectivity-determined rainfall rate for this bin.
4. Check if any attenuation-determined rainfall rates have been accepted as
the rainfall rate from any of the preceding 250 m of bins (i.e. check if any
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attenuation-determined rainfall rates included this bin). If not, continue with
the reflectivity-determined rainfall rate and skip to step 7.
5. Compute a sawtooth-weighted average of all the attenuation rainfall rates that
apply to that bin - i.e. give the most weight to those for which this bin is in
the centre, and the least for which this bin is at the edge. Take this average
as being the rainfall rate for this bin.
6. Compute the attenuation associated with the determined rainfall rate (either
attenuation determined or reflectivity determined using the forward cRd curve
and correct for this in all subsequent bins.
7. Use the backward aRb curve to compute the reflectivity-determined rainfall
rate for the subsequent bin, and repeat from step 1.
This is repeated until it is no longer possible to apply it.
Whilst still dependent to an extent on the reflectivity method, this more sophis-
ticated attenuation method should allow greater accuracy in rainfall-rate estimates
at longer ranges. This greater accuracy should also reduce the error in estimating
attenuation at longer ranges, improving the accuracy with which reflectivity-based
rainfall rate measurements can be made over the purely reflectivity-based method.
Comparing the attenuation-determined rainfall rate against the reflectivity-determined
rainfall rate at the first range bin to which the fit applies minimises the effect that
errors in the attenuation estimate along the preceding path have on the comparison.
The results of applying this more sophisticated combined attenuation/reflectivity
method are illustrated at 70 m in figure 7.32, and at longer ranges in figure 7.33.
With all of the restrictions outlined in place, the attenuation method could only be
applied to a comparatively small number of points, indicated in red in the figures.
However, it can be seen that these results have a smaller spread than the remain-
ing reflectivity-based results and that the spread does not increase with rainfall
rate, unlike the reflectivity method. Indeed, the average fractional RMS error in
the rainfall rate estimated with the attenuation method decreases with increasing
range (see table 7.1). At very short ranges, this is higher than the reflectivity-based
method error, but drops considerably below the reflectivity-based method error at
longer ranges (of those tabulated, beyond 300 m range).
The method used here is similar to that of Matrosov [20]. He proposed using
the derivative of the the measured reflectivity to estimate the attenuation, and then
using a linear relationship between rainfall rate and measured attenuation to deter-
mine rainfall rate. This was intended for the 94 GHz nadir-pointing radar on the
Cloudsat satellite, and so it was necessary for the change in temperature and pres-
sure with altitude to be taken into account. A sliding window approach (presumably
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Figure 7.32: The radar measured rainfall rates at a 70 m range as computed with the
original algorithm but with the attenuation method included. The points actually
computed from attenuation are shown in red. The green line indicates the ideal 1:1
rainfall rate between the disdrometer and the radar. Note that, with the restrictions
placed on the algorithm, it is only applicable in a fairly small proportion of cases,
but, where it does work, it produces generally better results than the reflectivity
technique.
similar to that used here) was used to allow the rainfall rate to be determined at
a range of heights, limited to being at least 0.6 km above the ground and 0.6 km
below the freezing level. The attenuation was estimated from a straight-line fit to
sets of five Cloudsat range bins, which at 0.24 km each give an effective resolution
of 1.2 km. The major differences between this and the method used here arise from
the use of a near-horizontally pointing radar that offers far higher range resolution.
The near-horizontal pointing makes it unnecessary to take changes in temperature
and atmospheric pressure with height into account. Additionally, the far higher
range resolution means that fits are performed to sets of approximately 250 points
rather than 5, despite the far shorter range over which attenuation is determined.
Additionally, the method used here assumes a κext = cR
d relationship rather than a
linear relationship, which is a more accurate description of the variation of rainfall
rate with attenuation.
7.5 Results
The performance of the application of the basic η = aRb and κext = cR
d curves
(determined in section 7.2) to 38 GHz radar data was found to be very good, so no
further refinement was attempted. The results shown in section 7.3.3 are therefore
taken to be the final results for the 38 GHz radar.
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Figure 7.33: The radar measured rainfall rates at, from top to bottom, ranges of
150, 300 and 600 m as computed with the original algorithm but with the attenua-
tion method included. The points actually computed with the attenuation method
are shown in red. The green line indicates the ideal 1:1 rainfall rate between the
disdrometer and the radar. Note that, unlike the reflectivity method, there is no
significant increase in the spread of the attenuation values with increasing range.
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Figure 7.34: The radar measured rainfall rates at a 70 m range as computed with
the final algorithm.
The same is not true for the 94 GHz radar. The results obtained by the direct
application of the aRb and cRd curves in section 7.3.2 are not as good as required.
This is likely due to the slower rate of change of reflectivity with rainfall rate than
at 38 GHz (compare, for example, figures 7.4 and 7.7) and also due to the higher
attenuation at 94 GHz. However, various enhancements to the basic methodology
were developed in section 7.4. In order to get to the final results for the 94 GHz radar
it is necessary to combine all of these methods. This has been done by replacing
the basic η−R and κext−R relationships used in the attenuation method with the
more sophisticated relationships presented in section 7.4.2. The 70 m range (i.e.
disdrometer range) results from this are shown in figure 7.34. The results at longer
ranges are shown in figure 7.35. These show a considerable improvement over the
equivalent results without the enhancements (figures 7.18 and 7.20).
The average fractional RMS errors (as computed with equation 7.10 for all of
these different methods are given for example ranges in table 7.1, and the failure
rates are given in table 7.2. Note that the basic algorithm at 38 GHz always outper-
forms the 94 GHz algorithms. It seems clear that, of the two frequencies, 38 GHz
would be preferable. However, it is also clear that improvements over the basic
algorithm at 94 GHz have been made. The split parameter method produces the
best performance at shorter ranges, but is outperformed by the attenuation method
at longer ranges. However, the attenuation only method exhibits a very high failure
rate, so it could only realistically be used in conjunction with a reflectivity-based
technique. It can be seen that the combined enhanced η−R and attenuation tech-
niques provides the best performance at longer ranges of all the 94 GHz techniques
proposed.
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Figure 7.35: The radar measured rainfall rates at, from top to bottom, ranges of
150, 300 and 600 m as computed with the final algorithm.
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Range
Method 70 m 150 m 300 m 600 m
Basic 94 GHz (section 7.3.2) 0.67861 0.68181 0.89593 1.5541
Enhanced η-R (section 7.4.2) 0.57289 0.60666 0.81715 1.4592
Attenuation and basic (section 7.4.3) 0.74982 0.77465 0.9478 1.5236
Attenuation only (section 7.4.3) 0.94261 1.0057 0.8894 0.74648
Combined 94 GHz (section 7.5) 0.59967 0.63238 0.83233 1.3691
Basic 38 GHz (section 7.3.3) 0.50796 0.50919 0.53048 0.61361
Table 7.1: The average fractional RMS error in each of the single-frequency tech-
niques applied, as computed with equation 7.10.
Range
Method 70 m 150 m 300 m 600 m
Basic 94 GHz (section 7.3.2) 0.061185 0.075569 0.10069 0.18806
Enhanced η-R (section 7.4.2) 0.05088 0.051095 0.05131 0.063117
Attenuation and basic (section 7.4.3) 0.065479 0.081151 0.1052 0.19644
Attenuation only (section 7.4.3) 0.78854 0.7295 0.71619 0.75462
Combined 94 GHz (section 7.5) 0 0.0002 0.0002 0.0026
Basic 38 GHz (section 7.3.3) 0.066337 0.067626 0.075784 0.089523
Table 7.2: The average failure rate in each of the single-frequency techniques ap-
plied.
The attenuation technique included within the enhanced version (section 7.4.3)
has the potential to work as effectively at long ranges as short ranges (radar noise
floor permitting). This is somewhat constrained in the current implementation by
the need to validate the results against the reflectivity-determined rainfall rate, but
the use of the attenuation results from the method to compute the attenuation along
the path means that the reflectivity-determined rainfall rates at longer ranges should
be more accurate than their pure-reflectivity counterparts. The method could be
extended further, using the path-attenuation determined rainfall rate at long ranges
to correct reflectivity-determined attenuations up to this point - the attenuation-
determined rainfall rate at long ranges can be used to compute what the reflectivity
at that range should be, and the path up to that point corrected to allow for this.
In the absence of available reflectors or consistent clutter to make path-attenuation
measurements along, this approach could very useful in reducing the effect of errors
in the attenuation estimates along the path - provided, of course, that sufficiently
uniform rain is encountered at some range from the radar.
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Chapter 8
Dual-frequency rainfall
measurement
As the previous chapter demonstrated, it is quite possible to make reasonable mea-
surements of rainfall rate over short ranges using millimetre-wave radars, partic-
ularly at 38 GHz. However, the fundamental limitation to single-frequency radar
reflectivity measurements of rainfall rates is that there is no universally true single
relationship between reflectivity and rainfall rate (as illustrated by figures 7.1 and
7.8). This cannot readily be overcome using only a single frequency, single polar-
isation radar - it is not possible to parameterise the drop-size distribution (DSD)
from only a single measurement of the rain.
The standard approach to solving this problem is to use a dual-polarisation
approach (see, for example, [5]). This works well at lower frequencies and indeed is
being widely implemented in production systems (see, for example, [27]). However,
such an approach performs comparatively poorly at 94 GHz. For the technique
to work, the ratio of the reflectivity measured at each of the two polarisations is
required to vary with the parameter D0 in the normalised gamma distribution.
This happens to a quite significant degree at low frequencies, but does not happen
to nearly the same degree at millimetre-wave frequencies (see figure 8.1). Loosely,
the effect occurs because raindrops are generally wider than they are tall, so they
appear to be larger at horizontal polarisations than at vertical polarisations. In the
Rayleigh regime (such as at 6 GHz), there is large variation in particle reflectivity
with increasing size. However, in the Mie regime the variation is far smaller, yielding
only comparatively small changes in reflectivity as the average particle size changes.
Since dual-polarisation techniques do not perform well in the millimetre wave
region, it has been necessary to look at an alternative approach: a dual-frequency
approach. There are two different basic approaches to this that can be adopted:
a reflectivity-based approach and an attenuation-based approach. The reflectivity-
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Figure 8.1: The differential reflectivity ZDR as a function of DSD parameter D0 at
6 GHz, 38 GHz and 94 GHz. This assumes the T-matrix scattering from Beard and
Chuang drop shapes (see section 3.2) at 20 and 101325 Pa. A normalised-Gamma
distribution (equation 6.2) is assumed, with the shape parameter µ taken to have
a value of 3. ZDR is independent of NL, as it is essentially the HH reflectivity
divided by the VV reflectivity expressed in decibels. Note that the variation is far
far smaller at 94 GHz and 38 GHz than it is at 6 GHz. This makes it impractical
to use dual-polarisation techniques at millimetre-wave frequencies.
based approach has the advantage of providing far higher range resolution, but the
disadvantage of still being dependent on determinations of attenuation along the
path from the radar data, with the potentially large effect of cumulative errors
that this brings at long ranges. The method used here is somewhat similar to
that of Mardiana et al. [32], differing primarily in being horizontally pointing
rather than nadir pointing and in working outwards in range rather than inverting
the measurement and solving the resultant system of equations. The attenuation
technique turns the high attenuations at these rainfall rates into an advantage,
making each measurement independent of the accuracy of the measurements that
precede it in range. However, the technique does require very specific properties on
the rain (explained in section 8.2), which may not always apply.
In practice it is found that the reflectivity technique works well, at least at
the relatively short ranges considered here. At lower rainfall rates it does rather
better than the single frequency methods at estimating the rainfall rate. At higher
rainfall rates, its performance is found to be close to, but not quite as good as, the
38 GHz single frequency radar in performance. The attenuation-based technique
is found to perform well only for a subset of the total available data, likely due
to the assumptions that it makes about the rain, but may nevertheless find some
use as part of a broader millimetre-wave rainfall-rate measuring approach. The
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reflectivity-based technique is presented in section 8.1 and the attenuation-based
technique is presented in section 8.2.
8.1 The reflectivity method
The reflectivity method is based on simultaneously measuring the reflectivity of the
same volume in space with two different radars, operating at different frequencies
and using the different reflectivities at the two frequencies to infer the parameters
in the DSD, and from this determine the rainfall rate. The method presented bor-
rows elements from Goldhirsh and Katz’s dual-frequency attenuation measurement
approach [29].
If the DSD is taken to be a normalised-gamma distribution (equation 6.2), and
this is substituted into the expression for the reflectivity (equation 7.1), the reflec-
tivity can be written as:
η =
NL0.033D
4
0
(
3.67+µ
D0
)µ+4
Γ(µ+ 4)
Dmax∫
0
Dµ exp
[
−
(
3.67 + µ
D0
)
D
]
σ(D, f)dD. (8.1)
Since the RCS σ is a function of frequency it would be expected in general that the
reflectivity of a given sample of rain will be different at different frequencies. If both
radars are sampling the same point in space and time then the DSD parameters
will be the same for both systems. As a result, the ratio of the two reflectivities
will be:
ηa
ηb
=
∫ Dmax
0
Dµ exp
[
−
(
3.67+µ
D0
)
D
]
σ(D, fa)dD∫ Dmax
0
Dµ exp
[
−
(
3.67+µ
D0
)
D
]
σ(D, fb)dD
(8.2)
which is independent of the parameter NL. If it is assumed for now that the shape
parameter µ is fixed (more on this assumption later), this ratio is then dependent
only on one parameter, D0, and so may provide a way of determining this param-
eter independently of NL. However, in order for this to work it is required that
the reflectivity ratio varies over the range of D0 values of interest - that is that
d
dD0
(
ηa
ηb
)
6= 0 over the range of interest. From the quotient rule, whether or not
this happens depends on whether ηa
d
dD0
(ηb) is different from ηb
d
dD0
(ηa) - so it is the
combined effect of the value and first derivative of η that matters. The ideal in
terms of achieving the largest fractional variation in ηa
ηb
with D0 is therefore one η
that is large and changing slowly and one η that is small and changing quickly.
There will be some error in the measurement of ηa and some error in the mea-
surement of ηb, and the error in
ηa
ηb
will be the combination of these two errors.
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However, the error in ηa
ηb
does not matter per se - what is important is the error this
induces in the estimated value of D0. The extent to which the error in reflectivity
affects the estimation of D0 is dependent on the fractional extent to which
ηa
ηb
varies
across the range of D0 values - if there is a large change in D0 for a small change in
ηa
ηb
then even a small error in ηa
ηb
could be problematic, but if there is a small change
in D0 for a large change in
ηa
ηb
then moderate errors in ηa
ηb
could well be acceptable.
There is no straightforward analytic expression for the RCS, so it is difficult to
draw any simple conclusions about this. However, a numerical investigation has
been carried out. D0 defines the diameter range around which the DSD is located
and so affects where on the Mie scattering curve the bulk of the integration occurs.
This is a little difficult to illustrate. Figure 8.2 shows the range of diameters over
which 99% (excluding the bottom 0.5% and the top 0.5%) of the drops (by volume)
are found for 3 sample D0’s. This is for the µ = 3 case - larger µ’s would mean
narrower D0 ranges and smaller µ’s would mean wider D0 ranges. It can clearly
be seen that 1, 6, 10 and 38 GHz are all still largely in the Rayleigh regime for
all D0’s illustrated, but that higher frequencies are either wholly or partially in the
Mie regime. As a result, there is quite a large difference in both the RCS and the
way the RCS changes.
However, the range of diameters of importance to the volume of water is not the
same as the range of drop sizes that matter most to the calculation of the volume
reflectivity. In the Rayleigh regime the RCS increases more quickly with increasing
diameter than it does in the Mie regime, so for a radar operating in the Rayleigh
regime the larger drops will have a greater effect on the reflectivity than they would
on a system operating in the Mie regime. This is rather harder to represent as it
varies depending on frequency, but figure 8.3 shows this for the sample cases of 38
and 94 GHz. Here, the range bars illustrate the range of D0 values that produce
99% of the reflectivity - ignoring the smallest 0.5% and the largest 0.5% - at the two
frequencies for the same three different D0 values. It can be seen that, especially
for the D0 = 1 mm case the ranges of diameters that make up the bulk of the
reflectivity vary considerably between the two different frequencies. Nevertheless,
for larger D0’s it can be seen quite clearly that the scattering lies largely in the
Rayleigh regime in the 38 GHz case and largely in the Mie regime for the 94 GHz
case.
If one has a frequency that is at the low end of the Rayleigh regime and one
that is mostly in the Mie regime then the Rayleigh regime frequency will have a
σ that is changing quickly, but that is small relative to the Mie regime σ, and the
Mie regime σ will be changing comparatively slowly, but will be larger. This is the
best case in terms of maximising the change in the reflectivity ratio with changing
D0, but is not the only choice.
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Figure 8.2: The black bars indicate the ranges of D values of the drops that make
up 99% of the total volume of the raindrops for three different sample DSD’s with
the D0 values given in the plot. In all cases it is assumed that µ = 3. These are
superimposed on Mie scattering curves giving the RCS of spheres at a range of
different frequencies, assuming the refractive index of water at 20 and at each of
the frequencies used. It can be seen that there are wide variations in the variation
and magnitude of the RCS of the raindrops in the integration ranges at different
frequencies.
181
0 0.5 1 1.5 2 2.5 3
10−16
10−14
10−12
10−10
10−8
10−6
10−4
Diameter [mm]
R
CS
 [m
2 ]
D0 = 0.1 mm, f = 38 GHz
D0 = 0.1 mm, f = 94 GHz
D0 = 0.5 mm, f = 38 GHz
D0 = 0.5 mm, f = 94 GHz
D0 = 1 mm, f = 38 GHz
D0 = 1 mm, f = 94 GHz
 
 
38 GHz
94 GHz
Figure 8.3: This figure shows much the same as figure 8.2, but with the blue
and green bars indicating the range of D values that make up 99% of the volume
reflectivity rather than the total volume. It serves to illustrate that this varies
as a function of frequency, because the RCS of drops increases more quickly with
increasing diameter in the Rayleigh regime than the Mie regime.
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Ideally, it is also required that the relationship between the reflectivity ratio
and Dn is one-to-one over the range of D0 values of interest, which may influence
the choice of frequencies made. Additionally, physical constraints are likely to limit
any choice. While a low Rayleigh/Mie scattering pairing may produce the largest
changes in reflectivity ratios, the radars would either be of hugely different size, or
would sample quite different range volumes. The former would be a problem if the
objective were a highly portable system, for example, whereas the latter would lead
to inaccuracies in the measurement. Additionally, the two radars would likely have
quite different capabilities in terms of the range over which they could see. This is
not necessarily a problem, but a compromise may be preferable to optimise both
change in reflectivity and the range over which the radars could operate.
In this work the intention is to use a pair of millimetre-wave radars, one operating
at 38 and one at 94 GHz. Meagher and Haddad [28] show that a 35 and 94 GHz
radar should be capable of distinguishing the DSD parameters. The 38 GHz radar
operates at the high end of the Rayleigh scattering regime and just into the low
end of the Mie scattering regime, whilst the 94 GHz radar operates more in the
Mie regime. Such a choice would perhaps be appropriate in a situation where it
was desirable to have a small complete system and perhaps where high spatial
resolution over shorter ranges is desirable. The same radar data is used as in the
single-frequency chapter (chapter 7). The radars and experimental method are
detailed in chapter 5. For this frequency pair, the reflectivity ratios will be as in
figure 8.4.
Changes in temperature and in the shape parameter µ will have some effect on
the D0-η ratio curve. These are illustrated in figure 8.5. Change in temperature can
be somewhat accounted for based on the temperature measured by the roof weather
station (see chapter 5). Change in µ however cannot be so readily accounted for.
The single polarisation, dual-frequency technique is not capable of independently
determining three parameters. As a result, it is necessary to assume that the µ
parameter is fixed at some value.
Whilst there is some error introduced by this, the error is small (especially com-
pared with the error associated with the single-frequency technique - see section
7.2.2). Figure 8.6 shows the fractional error in the rainfall rate estimation for a se-
lection of different possible µ values for all of the St Andrews disdrometer measured
data. The reflectivity of each DSD has been computed using the spline technique
previously used for the single-frequency rainfall measurements (section 7.2.1). This
has been done assuming HH polarisation on both radars, but similar results will
hold for other configurations. These values have been passed through the algorithm
described above to compute the rainfall rate that would be measured. This is then
compared with the actual rainfall rate as determined by the disdrometer. It can
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Figure 8.4: A pair of example reflectivity ratio/D0 curves, assuming both radars
are operating with either horizontal or vertical polarisation. A temperature of 20
is assumed, as well as the average µ value determined from the disdrometer data.
The ambiguity at low D0 values has to be dealt with. The very small variation
in the reflectivity ratio for large D0 values will make the method difficult to apply
successfully in these cases.
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Figure 8.5: [Left] shows the variation in the D0-reflectivity ratio curve with tem-
perature. This variation can be accounted for by use of the temperature measured
by the roof weather station. µ is taken to be the average value determined by the
disdrometer and the polarisation is assumed to be HH. [Right] shows the variation
with µ, assuming a temperature of 20 and HH polarisation. This variation cannot
readily be taken into account in two-parameter measurements.
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Figure 8.6: The fractional errors in estimating the rainfall rate for each disdrometer-
measured rainfall minute, using the dual-frequency reflectivity-based technique for
a range of µ values. It can be seen that there is most definitely an effect associated
with varying the value of µ, it is not obvious from this alone what value µ should
be fixed at. From this plot it appears that the maximum fractional error decreases
with increasing rainfall rate, but it should also be noted that there are far more
data points at the lower rainfall rates than the higher rainfall rates, such that this
may merely be a statistical artefact.
be seen that the error at very low rainfall rates can be quite high (proportionately
- it is still a small error in absolute terms). Additionally, it can be seen that the
variation with the value of µ is not large.
Nevertheless, it is beneficial to choose an appropriate value for µ. This has
been done based on the same computation as used to illustrate the error. As a
first step towards this, the data has been binned on disdrometer measured rainfall
rate into either bins of 100 measurements or 1 mm hr−1, whichever comes first,
provided there are at least 10 measurements in each bin. The standard deviation
of the relative error has then been computed in each bin. The results of this are
illustrated in figure 8.7.
The values of these standard deviations have then been summed and the results
are shown in figure 8.8. The summation has only been applied to cases with a
disdrometer-reported rainfall rate greater than 2 mm hr−1. The same process has
also been applied to the D0 and NL values determined by the radar, compared with
those determined by non-linear least-squares fitting to the disdrometer data and
these are also shown in the figure. The optimal value for µ in terms of estimating
the rainfall rate is 3.4, but this is not the same as the optimal value for determining
D0 or NL (0.9 and 2.2, respectively). This is perhaps somewhat surprising - it would
appear reasonable to conclude that the better the estimate of the DSD parameters
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Figure 8.7: The standard deviation of the data from figure 8.6 when the data is
binned in 100 value or 1 mm hr−1 bins with at least 10 data points (whichever comes
first). Note the rapid decrease in the standard deviation from low rainfall rates to
around 2-3 mm hr−1. Beyond this the standard deviation is a fairly constant error
of around 10-15% - a considerable improvement over the single frequency equivalent.
Note also that the effect of the choice of µ values is small, with the exception of
µ = 0.
would lead in turn to a better estimate of the rainfall rate. It would also appear
reasonable to expect that the best estimates of D0 and NL would occur for the same
µ value. However, it must be borne in mind that what is being considered here is
smallest overall error, not the error in any individual case.
It has been decided to use a µ of 3.1, as a compromise that emphasises the
rainfall rate over D0 and NL. For rainfall rates greater than a few millimetres
per hour this should cause a fractional standard deviation error of around 10-13%,
which is considered to be acceptable (from figure 8.7).
8.1.1 Applying the technique
The basic premise is similar to the Hitchsfeld-Bordan method used in the basic
single-frequency method (see section 7.3):
1. The DSD parameters, and thus rainfall rate is determined at the first mea-
surable range bin, based on the ratio of the reflectivities at that range, with
the attenuation assumed constant over the initial unmeasurable bins.
2. These measured DSD parameters are used to determine the attenuation at
each frequency caused by that bin. The appropriate attenuation correction is
then applied to all subsequent bins.
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Figure 8.8: [Top] shows the sum of the standard deviations of the fractional error in
the measured rainfall rate for a range of different µ values (for rainfall rates greater
than 2 mm hr−1). This is found to have a minimum at µ = 3.4, which is close to
the average value of the disdrometer-determined µ value. [Middle] and [bottom]
show the summed standard fractional errors in D0 and NL respectively, again for
rainfall rates greater than 2 mm hr−1. It is found that the minima in these are
different and lower than the minima in the rainfall rate. However, the minimum
in the rainfall rate estimate is shallow, so it is possible to compromise to an extent
to achieve better NL and D0 measurements without significant degradation in the
rainfall rate measurement.
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3. The reflectivities of the next measurable bin is determined, and the ratio used
to determine the two DSD parameters for that bin.
4. Steps 2 and 3 are then repeated for each subsequent bin.
However, there are two complications with this. The first is that making a dual-
frequency determination of the rainfall rate at the first measurable range bin is
non-trivial, since combined effects of the different attenuations along the path and
the DSD variation must be taken into account. The second complication is that
there is an ambiguity in the reflectivity ratio/D0 relationship, both for the first
range bin, and then for subsequent range bins.
To resolve these, it is helpful to also have a single-frequency estimate of the
rainfall rate as a guide to the appropriate solution. Since the 38 GHz radar results
proved to be far more accurate than the 94 GHz results in the preceding chapter,
this radar is used to make single frequency reflectivity-based determinations of the
rainfall rate. This is done in a manner very similar to that used in the previous
chapter, the only significant difference being that the dual frequency attenuation
estimate is used, so the single-frequency estimate should be improved over that of
the preceding chapter, especially at longer ranges.
The following two sections explain in more detail how the first range bin is dealt
with, and how the ambiguity in the reflectivity ratio/D0 relationship is handled.
8.1.1.1 The first range bin
To apply the technique it is necessary to calculate outwards in range from the radar,
correcting the measured reflectivities for attenuation along the way. The very first
problem with this is that, as in the single frequency case, it is not readily possible
to determine the reflectivity of the rainfall rate in the antenna near field (or near
the DC level in the FFT). It is again necessary to assume that the rain is uniform
out to the first point at which it is thought to be reasonably possible to measure
the reflectivity, which is again taken to be 30 m. The measured reflectivity at this
point is then related to the DSD that is being measured by:
ηmeas =
Dmax∫
0
N(D)σ(D, f)dD exp
−2r Dmax∫
0
N(D)Qext(D, f)dD
 . (8.3)
N(D) can be rewritten in the form:
N(D) = NLN
′(D;D0, µ) (8.4)
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and with this equation 8.3 can be written as:
ηmeas = NL
Dmax∫
0
N ′(D;D0, µ)σ(D, f)dD·
exp
−2rNL Dmax∫
0
N ′(D;D0, µ)Qext(D, f)dD
 . (8.5)
This means that the ratio can be written as:
ηmeas1
ηmeas2
=
∫ Dmax
0
N ′(D;D0, µ)σ(D, f1)dD·
exp
[
−2rNL
∫ Dmax
0
N ′(D;D0, µ)Qext(D, f1)dD
]
∫ Dmax
0
N ′(D;D0, µ)σ(D, f2)dD·
exp
[
−2rNL
∫ Dmax
0
N ′(D;D0, µ)Qext(D, f2)dD
] (8.6)
which is still dependent on NL - taking the ratio does not eliminate NL as it does
in the attenuation-independent case. Nevertheless, there are still two measured
parameters and two unknowns (with the assumption that µ is fixed). It is therefore
possible to create a pair of lookup tables for all possible NL, D0 value pairs at 38
GHz and 94 GHz, using this to relate one to the other.
Such a pair of lookup tables have been produced, with µ taken to be 3.1. The
value ofNL has been stepped logarithmically in 101 steps from 1×104 to 1×1010m−4,
and D0 stepped linearly in 100 steps from 0.01 mm to 4 mm. This has been done
with the temperature stepped in 2 intervals from 0 to 30. As in previous cases,
T-matrix scattering has been applied to Beard and Chuang drop shapes (see section
3.2) where the shape is held with temperature and pressure, but the refractive index
is allowed to vary with temperature.
A function was then produced to interrogate the lookup tables, a sample perfor-
mance of which is shown in figure 8.9. This first uses spline interpolation along the
temperatures to produce tables appropriate to the temperature being considered.
In general, any given reflectivity value will correspond to a loop contour - meaning
that for most D0 values on the contour will correspond to two NL values, and vice
versa. In practice (including in the example illustrated), parts of the loop contour
will be cut off by the range of values included in the lookup tables, but, whether
or not this happens, it is in general necessary to find two separate solutions for
each NL value and D0 value. Finding multiple solutions numerically is challenging
(especially when it is not known a priori exactly how many solutions there are). To
simplify the problem, the first step taken is to find the the peak reflectivity value of
the reflectivity for each NL (and varying D0) and each D0 (and varying NL) - the
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blue lines in the figure. This is then used to divide the space up into two regions.
Single values for each NL and D0 are then found in each each region - the red and
green curves shown in the figure. Interpolation is used to find intercepts between
the 38 GHz and 94 GHz contours are then found (the magenta crosses in the ex-
ample), and the intercept that produces a D0 closest to that predicted by equation
6.3 from a 38 GHz single-frequency estimate of the rainfall rate is returned as the
actual D0, NL value pair.
This approach is considerably more computationally intense than the simpler
ratio cancelling of NL approach, but it is applied only to the first range bin for each
unit time, so this is not a big problem.
In cases where the range bin closest to 30 m distant from the radar fails to
produce a value, the method is applied to the range bin one further out (therefore
at approximately 31 m) to allow for the possibility that there was simply a problem
specific to the first range bin. If this fails as well, the entire minute is ignored.
8.1.1.2 D0 ambiguity
Another problem that must be overcome in the implementation is the ambiguity
in relating D0 to the reflectivity ratio, as illustrated in figure 8.4. This can be
addressed by noting that the turnover point occurs at a very low value of D0 and
that D0 is the only one of the DSD parameters that shows clear variation with
rainfall rate, as shown in figure 6.5. Equation 6.3 is applied to the rainfall rate
measured by the single frequency technique to give an idea of what sort of D0 value
is expected. The side of the turning point on which this lies is determined, and the
interpolation restricted to this side of the turning point.
Owing to its superior single frequency rainfall rate determination performance
(see section 7.3.3), this is done with the 38 GHz radar. Note that since the 38 GHz
version is used here, only the more basic version of the processing from chapter 7 is
required, which somewhat reduces the computational effort required when compared
with that which would be required to operate at 94 GHz.
8.1.2 Results
The technique outlined above has been applied to the data collected, and the results
of this application are presented in this section. The data were collected in the
manner described in chapter 5. The style of the figures presented is deliberately
similar to that used to present the earlier single frequency results (in chapter 7) and
also that used to present the dual-frequency attenuation-based results presented
later in this chapter. This is intended to facilitate comparisons between the results
of the various different methods.
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Figure 8.9: An example of finding the possible D0-NL pairs that correspond to
a particular measurement pair. The colour scales on the top two plots show the
measured reflectivity at a range of 30 m for the different D0-NL value pairs. The
peak value curve is found for each frequency (the blue curves), and the possible
solution contours found on each side of this curve (the red curves for the 38 GHz
case and the green curves for the 94 GHz case). The intercepts of the curves from
each frequency are then found (the magenta crosses in the bottom plot). In this
particular case there are two possible solutions. The preferred solution would be
chosen based on the single frequency 38 GHz measured rainfall rate and the likely
associated D0 value as calculated from equation 6.3.
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Figure 8.10: The rainfall rate determined using the dual-frequency reflectivity tech-
nique plotted against the rainfall rate determined by the disdrometer. The radar
values are for a range of 70 m - i.e. approximately the same location as the dis-
drometer. The same data is also shown on a linear scale in figure 8.11.
Since the disdrometer was primarily located at a distance of 70 m from the
radar, this is the range at which the actual rainfall rate is best known. The radar-
measured rainfall rate at this range is plotted against the disdrometer-measured
rainfall rate in figure 8.10 on a log-log scale, and in figure 8.11 on a linear scale.
Some sample plots of rainfall rate with time from both the disdrometer and the
radar are shown in figure 8.12. It can be seen here that there is very close correlation
between the disdrometer and radar measured rainfall rates. Note however that
this technique is not always successful at computing rainfall rates - particularly
noticeable in the results from 24/8/2010. These are cases where either one or both
of the reflectivity values are not in the range of reflectivity values included in the
first range bin lookup tables (section 8.1.1.1), where no intercepts between the
contours in the first range bin lookup table are found, or cases where the value of
the reflectivity ratio lies outwith the range of ratios included in the D0 curve. An
improvement to the algorithm would perhaps allow for a margin of error in the
measured reflectivity values, so that values that are only slightly outside the range
of permitted values are still used. However, these effects only occur in a very small
fraction of cases - most of the time the algorithm is very successful.
As with the earlier methods presented, it is very important that the algorithm
works well at ranges far greater than 70 m. Owing to the use of only a single
disdrometer to measure rain along the radar path, it is not possible to say with
certainty what the rainfall rate is other than at that point at a range of 70 m.
However, if it is assumed that over the course of a minute that the rainfall rate at
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Figure 8.11: The rainfall rate determined using the dual-frequency reflectivity tech-
nique plotted against the rainfall rate determined by the disdrometer. The radar
values are for a range of 70 m - i.e. approximately the same location as the dis-
drometer. The same data is also shown on a log-log scale in figure 8.10.
distances of 80, 230 and 530 m from the disdrometer is the same as at the disdrom-
eter, then the results in figure 8.13 are obtained. The quality of the measurements
degrades with increasing range, but over the ranges considered here continues to
return reasonable values for most of the measurements.
A potential side benefit of the dual-frequency rain measuring technique is the
potential to estimate some of the parameters of the DSD. The values of NL and D0
are computed as part of the algorithm. These are plotted against the values deter-
mined from the volume fits to the disdrometer data (see section 6.2). A comparison
of the radar measured values with the disdrometer-determined values is shown in
figure 8.14 for D0 and figure 8.15 for NL. Since the algorithm assumes a fixed value
of µ it is not useful to compare this value with the disdrometer-measured values.
It is quite clear that there is correlation between the disdrometer and radar deter-
mined D0 and NL parameters. This approach would perhaps provide a passable
method for remotely determining approximate DSD parameters.
However, the spread seen in the D0 and NL values around the 1:1 lines shown
in the figures is larger than the spread seen when considering the resultant rainfall
rates. One particularly notable feature of the D0 plot is the apparent consistent
underestimation ofD0 by the radar when the disdrometer reports the very largestD0
values. There are many possible sources for these discrepancies. A key consideration
is that there will be errors in both the radar-estimated parameters and the fitting
to the disdrometer data. The use of only the third moment in fitting may not be
optimal, and in addition it is quite probable that the rain did not conform well
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Figure 8.12: Sample individual measurements showing comparison between the
rainfall rate determined by the dual-frequency reflectivity technique, along with
that from the disdrometer.
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Figure 8.13: The rainfall rate determined using the dual-frequency reflectivity tech-
nique plotted against the rainfall rate determined by the disdrometer. From top to
bottom, the radar values are for ranges of 150 m, 300 m and 600 m. The range to
the disdrometer was approximately 70 m in all cases.
195
0 0.5 1 1.5 2 2.5 3 3.5 4
0
0.5
1
1.5
2
2.5
3
Disdrometer−determined D0 [mm]
R
ad
ar
−d
et
er
m
in
ed
 D
0 
[m
m]
Figure 8.14: A comparison of the D0’s determined from volume fits to the disdrom-
eter data (see section 6.2) with those determined by the dual-frequency reflectivity-
based radar measurement of rainfall rate. In all cases, these are the D0 values at a
range of 70 m. The green line shows the 1:1 case - the ideal for this measurement.
to a normalised-gamma distribution for all of the measurements - no attempt was
made to enforce a minimum quality of fit. From the radar measurements, perhaps
the most obvious source of this variability is the fixed µ assumption. Additionally,
errors in the measurement (including due to the cumulative effect of any attenuation
errors in the first 70 m) will inevitably introduce some variability. The disdrometer
and radar approaches to measuring the distribution are quite different, so it is not
surprising that there is some variability in the answers produced.
In conclusion, the dual-frequency reflectivity technique is clearly effective in
measuring rain, at least over the ranges presented here.
8.2 The attenuation method
A problem with the dual-frequency reflectivity method (presented in section 8.1) is
that it is reliant on very precise measurements of the reflectivity, which is difficult to
achieve with the large levels of attenuation caused by rain at the frequencies used in
this thesis. However, an alternative dual-frequency approach based on attenuation
is possible. The method presented here is based on that of Goldhirsh and Katz [29].
It is based on the fact that, much like the volume reflectivity ratio, the volume
extinction ratio is also independent of NL in the normalised gamma distribution
(equation 6.2) describing the rain DSD. Assuming a normalised gamma distribution,
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Figure 8.15: A comparison of the NL’s determined from volume fits to the disdrom-
eter data (see section 6.2) with those determined by the dual-frequency reflectivity-
based radar measurement of rainfall rate. In all cases, these are the NL values at a
range of 70 m. The green line shows the 1:1 case - the ideal for this measurement.
the volume extinction is given by:
κext =
NL0.033D
4
0
(
3.67+µ
D0
)µ+4
Γ(µ+ 4)
Dmax∫
0
Dµ exp
[
−
(
3.67 + µ
D0
)
D
]
Qext(D, f)dD (8.7)
and so:
κexta
κextb
=
∫ Dmax
0
Dµ exp
[
−
(
3.67+µ
D0
)
D
]
Qext(D, fa)dD∫ Dmax
0
Dµ exp
[
−
(
3.67+µ
D0
)
D
]
Qext(D, fb)dD
, (8.8)
which is again dependent only on D0 and µ, so if µ assumed to be constant, it can
be used to determine D0. The challenge is in getting a measurement of κext.
Goldhirsh and Katz’s technique is extensively detailed in their own paper [29],
but a brief explanation is included here to illustrate the modifications made to
their method. The objective is to use the difference in attenuation between the
two frequencies to determine parameters in the rain Drop-Size Distribution (DSD).
In order to do this, it is first necessary to be able to measure the attenuation at
the two frequencies. In general, the Probert-Jones equation (equation 4.2) giving
the power received at the antenna of a radar measuring some beam-filling target at
some range R can be expressed as:
P (R) = C
exp
(
−2 ∫ R
0
κext(r)dr
)
R2
η(R) (8.9)
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where C is a constant for a given radar system, η(R) is the volume reflectivity of
the target at range R and κext(r) is the extinction coefficient of the media between
the radar and the target as a function of range r. From a single measurement of a
single range bin it is not possible to separate out variation in η from variation in
κext, but if it is assumed that both η and κext are constant from some range R1 to
range R2, then the ratio of the powers reflected from these two range bins will be
given by:
P (R1)
P (R2)
=
C
exp (−2
∫R1
0 κext(r)dr)
R21
η
C
exp (−2
∫R2
0 κext(r)dr)
R22
η
=
R22
R21
exp
−2 R2∫
R1
κext(r)dr

=
R22
R21
exp (−2κext(R2 −R1)) (8.10)
which is independent of η. At this point, Goldhirsh and Katz simply take the ratio
of the powers at R1 and R2 to obtain an estimate for κext. This has the disadvantage
of not making use of the data points between R1 and R2. However, it is possible to
make fuller use of this data if instead equation 8.9 is written as:
ln
(
R2P (R)
)
= ln
Cη(R) exp
−2 R∫
0
κext(r)dr

= −2
R∫
0
κext(r)dr + ln ((Cη(R)) . (8.11)
If it is assumed that κext is constant from range R1 to some range R2 (where
R2 > R1) and its value is taken to be κext(R1) then this can be rewritten as:
ln
(
R2P (R)
)
= −2
 R1∫
0
κext(r)dr +
R∫
R1
κext(r)dr
+ ln (Cη(R))
= −2
 R1∫
0
κext(r)dr + κext(R1)(R−R1)
+ ln (Cη(R)) R1 ≤ R ≤ R2
= −2κext(R1)R +
2κext(R1)− 2 R1∫
0
κext(r)dr + ln (Cη(R))
 (8.12)
R1 ≤ R ≤ R2.
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Figure 8.16: A sample pair of relationships between the volume extinction ratio and
D0 for a 38 and 94 GHz radars where both radars are operating with horizontal
polarisation and where both radars are operating with vertical polarisation. The
temperature is taken to be 20 and µ is taken to be the average value as determined
from the disdrometer data. Note that there is an ambiguity in the relationship in
both curves, which needs to be overcome.
It can be seen this has the form of a straight line. If a linear least-squares fitting
technique can be used to fit a straight line to ln (P (R)R2) plotted against R from
R1 to R2 then the gradient will be proportional to the local extinction coefficient
κext(R1). This makes use of all the values between R1 and R2, greatly decreasing
the sensitivity to the power received from range R1 and R2 alone.
This approach can be applied to both frequencies, and the ratio of equation 8.8
determined. Using a frequency pair of 38 GHz and 94 GHz, the relationship between
D0 and the attenuation ratio shown in figure 8.16 would be expected. Note that
there is both a temperature and a µ (the normalised-gamma distribution shape
parameter) dependence on the reflectivity. These dependencies are illustrated in
figure 8.17. The temperature dependence can be accounted for by making the same
assumption as in the single-frequency processing: namely that the temperature of
the water in the raindrops is approximately that of the atmosphere at roof level, as
measured by a weather station.
The µ dependence on the other hand is less easily dealt with. From a two pa-
rameter dual-frequency measurement it is not possible to compute three parameters
in the normalised distribution. However, as in the dual-frequency reflectivity-based
technique, it is possible to fix µ at some value and then compute values of D0 and
NL with this assumption. The fractional error in the estimated rainfall rate with
a sample selection of µ values is shown in figure 8.18. This is estimated based
on the reflectivity of each minute of rain data collected by the disdrometer, which
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Figure 8.17: [Left] shows example relationships between extinction ratio and D0
at a range of different temperature values. µ is taken to be the average value as
determined from the disdrometer data. [Right] shows the variation with µ. The
temperature is taken to be 20.
have been computed using the same spline-fit technique as used to determine the
single-frequency extinction curves computed in section 7.2.1. The algorithm out-
lined above is then applied to the data. These data have then been binned, in bins
of up to 100 elements (or more if the rainfall rate of the 101st element matched that
of the 100th, and so on), or 1 mm hr−1, whichever came first, and with at least 10
elements in each bin. The standard deviations of these bins were then computed,
and are shown in figure 8.19. It can be seen that there is not much difference
between the different µ values. Nevertheless, it is useful to attempt to choose an
optimal µ value.
Figure 8.20 shows the sum of the standard deviations for the fractional error
in rainfall rate (for rainfall rates greater than 2 mm hr−1 for a range of different µ
values. Similar results are shown for D0 and NL. Whilst the variation of the sum
of the standard deviations does not vary by a large amount in this case, µ = 3.4
would achieve the best estimate of rainfall rate. However, for both D0 and NL,
the smaller the µ the better the estimate. As a compromise between these com-
peting demands - and also to coincide with the choice made in the dual frequency
reflectivity technique, outlined in section 8.1 - a µ value of 3.1 is used.
The ambiguity in D0 is dealt with by choosing that which is closest to the
D0 predicted by equation 6.3, where the rainfall rate is determined by the single
frequency 38 GHz measured rainfall rate.
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Figure 8.18: In a similar manner to figure 8.6, this figure shows the fractional error
in rainfall rate estimates using the dual-frequency attenuation method, applied to
simulated attenuations based on the disdrometer data. Note that as rainfall rate
increases, the maximum value of the fractional error appears to broadly decrease.
However, it is also true that there is a decrease in the number of points collected
with increasing rainfall rate, meaning that this may merely be a statistical artefact.
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Figure 8.19: The data presented in figure 8.18 has been binned and the standard
deviation of each bin computed. This is shown here for a range of different µ values.
The variation in the error in the rainfall rate estimate with µ is small.
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Figure 8.20: [Top] shows the sum of the standard deviation of the fractional error in
the measured rainfall rate for a range of different µ values (for rainfall rates greater
than 2 mm hr−1). This is found to have a minimum at µ = 3.4, which is close to
the average value of the disdrometer-determined µ value. [Middle] and [bottom]
show the summed standard fractional errors in D0 and NL respectively, again for
rainfall rates greater than 2 mm hr−1. It is found that the minima in these are
different and lower than the minima in the rainfall rate. However, the minimum
in the rainfall rate estimate is shallow, so it is possible to compromise to an extent
to achieve better NL and D0 measurements without significant degradation in the
rainfall rate measurement.
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Figure 8.21: The rainfall rate as determined using the dual-frequency attenuation
approach when applied to the data running form either 50 m to 550 m, or to
the maximum range available, if shorter, without any attempt to exclude clearly
unphysical results. These are plotted against the disdrometer-measured rainfall rate
from the same time. It can quite clearly be seen that the rainfall rates determined
using this technique are highly inaccurate at lower rainfall rates. The same data,
but plotted on a linear scale is shown in figure 8.22.
8.2.1 Applying the technique
The technique described above is initially applied indiscriminately to the data,
starting from a range of 50 m out for 500 m. No data was intentionally excluded
(although some situations inevitably break the assumptions sufficiently that it was
not possible to compute a rainfall rate value to associate with them). The radar-
measured rainfall rate is shown plotted against the disdrometer data in figure 8.21
on a log-log scale and in figure 8.22 on a linear scale. It can quite clearly be seen that
the method tends to be grossly inaccurate for low rainfall rates, but becomes more
accurate at higher rainfall rates. This is not surprising - the assumption of uniform
rainfall rate over a range of 500 m will not hold in all cases measured. Additionally,
at low rainfall rates, even where this assumption does hold, the attenuation in low
rainfall cases will be so small that even a very small random fluctuation in the
measurement away from the expectation value will lead to misinterpretation of the
results.
It is therefore necessary to screen the results to eliminate cases where it is obvious
that the assumptions cannot be applied. This can be done in a similar manner
to that employed in dealing with the attenuation-based approach to determining
rainfall rate from single frequency rainfall rate measurements applied in section
7.4.3. Straight line fits to the data are again only accepted if the norm of the
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Figure 8.22: The rainfall rate as determined using the dual-frequency attenuation
approach when applied to the data running form either 50 m to 550 m, or to
the maximum range available, if shorter, without any attempt to exclude clearly
unphysical results. These are plotted against the disdrometer-measured rainfall rate
from the same time. It can quite clearly be seen that the rainfall rates determined
using this technique are highly inaccurate at lower rainfall rates, even to the extent
of ‘negative’ rainfall rates being reported. The same data, but plotted on a log scale
is shown in figure 8.21.
residuals is less than 0.75. Additionally, for these results the rainfall rate measured is
compared with the 38 GHz radar measured rainfall rate, and is kept only if the dual-
frequency determined rainfall rate lies within two standard deviations of the 38 GHz
radar measured rainfall rate - again in the same manner as for the single frequency
attenuation method. Finally, since the method appears to perform particularly
poorly at low rainfall rates, it has been decided to restrict the measurement to
cases where the 38 GHz single frequency result reports a rainfall rate of more than
1.5 mm hr−1.
The straight-line fits have continued to be performed over 500 m segments (or
less if the maximum range of the particular measurement was less than 500 m - this
only occurred in the spectrum analyser datasets). For the final version however, it
is necessary to estimate the rainfall rate at all ranges measured, not just a single
value based on the data close to the range bin. To achieve this, the fit has been
stepped out in single 38 GHz range bin steps (approximately one metre) until the
end of the fitted segment reached the end of the recorded ranges. The rainfall rate
value associated with each individual range bin is computed by a weighted sum of
all of the attenuation values computed from fitted range segments that include that
segment. This is a linear weighting, running from zero one bin before the first bin in
the overlap to 1 at the centre of the overlap and zero again one bin after the last bin
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Figure 8.23: The results of the final version of the dual-frequency attenuation
method. The radar-measured rainfall rates are those from a range of 70 m from
the radar - i.e. the approximate location of the disdrometer. The same results are
plotted on a linear scale in figure 8.24.
in the overlap. This makes the assumption that the attenuation value determined
from the straight-line fit will be most applicable to points near the centre of that
segment. This scheme is similar to that used in the single-frequency attenuation
technique, described in section 7.4.3.
8.2.2 Results
The first results of applying the dual-frequency attenuation technique described in
the preceding section are shown in figures 8.23, 8.24, 8.25, respectively showing
radar rainfall rate against disdrometer rainfall rate at a range of 70 m on a log-
log scale, then on a linear scale, followed by the results at ranges of 150, 300 and
600 m. It is quite clear that this technique does not perform particularly well.
Unsurprisingly, the NL and D0 estimates shown in figures 8.26 and 8.27 are also
poor. There is an apparent trend in the rainfall rate estimates, but the performance
of this technique is clearly inferior to that of the single frequency techniques, which
makes its utility questionable.
It can also be seen that the number of cases to which this algorithm has been
successfully applied is only a small fraction of the total number of points sampled.
This can be increased by decreasing the length of the segments to which the straight
line is applied, but at the expense of producing less good results. Alternatively, it
is possible to loosen the requirement on the norm of the residual of the fits, again
increasing the number of values returned, but decreasing the quality of the measured
values.
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Figure 8.24: The results of the final version of the dual-frequency attenuation
method. The radar-measured rainfall rates are those from a range of 70 m from
the radar - i.e. the approximate location of the disdrometer. The same results are
plotted on a log-log scale in figure 8.23.
It is interesting that the method appears to work less well (and is successfully
applied to fewer values) than the single-frequency attenuation case, even though
a segment length of 250 m was used in the single-frequency case and 500 m is
used here in the dual-frequency case. This must at least in part be due to the
lower attenuation levels at 38 GHz, making their estimation more challenging and
therefore also less accurate.
Note that, in spite of the poor performance of this technique, the performance
does not degrade significantly with increasing range ( as seen in figure 8.26).
8.3 Summary
Dual-polarisation methods are not likely to be appropriate for improving rain-
fall rate estimates at millimetre-wave frequencies. However, the dual-frequency
reflectivity-based technique produces good rainfall rate measurements over a wide
range of ranges. It also produces reasonable estimates of the D0 and NL parame-
ters, and could be tuned to produce better estimates of the D0 and NL parameters
if desired. In principle, knowledge of the DSD should allow for better attenua-
tion determination along the path, and therefore allow the technique to operate at
longer ranges than its single-frequency counterpart. Adopting a more sophisticated
attenuation estimation scheme (such as that in [78]) could further improve this, as
could adopting an inversion method like that of [32].
The dual-frequency attenuation-based technique on the other hand performs
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Figure 8.25: The results of the final version of the dual-frequency attenuation
method. The radar-measured rainfall rates are taken from ranges of, from top
to bottom, 150 m, 300 m and 600 m. These are compared against disdrometer
measurements with the disdrometer located at a range of 70 m from the radar.
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Figure 8.26: The D0 values determined at 70 m by the radars using the dual-
frequency attenuation technique, compared with the results determined from
volume-fits to the disdrometer data.
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Figure 8.27: The NL values determined at 70 m by the radars using the dual-
frequency attenuation technique, compared with the results determined from
volume-fits to the disdrometer data.
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Range
Method 70 m 150 m 300 m 600 m
Reflectivity (section 8.1) 0.27986 0.26598 0.29465 0.39745
Attenuation (section 8.2) 1.0833 1.1973 1.3323 1.3588
Table 8.1: The average fractional RMS error in each of the dual-frequency tech-
niques applied, as computed with equation 7.10.
Range
Method 70 m 150 m 300 m 600 m
Reflectivity (section 8.1) 0.1181 0.17551 0.2649 0.38445
Attenuation (section 8.2) 0.93645 0.88514 0.83405 0.81881
Table 8.2: The average failure rate in each of the dual-frequency techniques applied.
rather less well, and is applicable in only a fairly low number of cases. On its own
as presented here, it is not likely to be preferred over a single- or dual- frequency
reflectivity-based approach. However, at longer ranges it could be useful when used
in conjunction with the dual-frequency reflectivity-based approach, allowing for the
correction of attenuation values out to those longer ranges. It is a technique that
may be useful as part of a broader approach to measuring rain.
The average fractional RMS errors in the two dual-frequency techniques are
shown in table 8.1, and the failure rates are shown in 8.2. Comparing the errors here
with those for the single-frequency method (table 7.1) it can be seen that the dual-
frequency reflectivity method outperforms all of the single-frequency techniques at
all of the ranges tabulated, by a considerable margin. However, it should be noted
that the failure rates are rather higher - most likely due to the algorithm failing
when the reflectivity ratio falls outwith the expected range. Future work could
perhaps address this in part by allowing for some variation around the expected
range of values. It can also be seen that the dual-frequency attenuation method
fails to outperform the equivalent single frequency attenuation method at 600 m.
Its failure rate is also higher than the single-frequency version.
Both approaches would be likely to benefit from improver radar calibration.
With this, and some refinement to the technique, it is thought that the dual-
frequency reflectivity-based technique should outperform even the single frequency
38 GHz approach.
One aspect of the approaches presented in this chapter is that they are all
derived far more directly from theory than the single-frequency approach; there is
far less reliance on empirical results. The good performance of the reflectivity-based
technique in particular provides some validation for the theoretical models used.
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Chapter 9
Volcanic ash
Radar measurements of volcanic ash plumes have become very important in helping
to determine the quantity of ash being released into the atmosphere and the heights
at which this is occurring, which in turn has become very important as input to
dispersion models used to predict the movement of the volcanic ash over time.
The aviation shutdown as a result of the ash clouds from the 2010 Eyjafjallajo¨kull
eruption cost the world economy around $4.7 billion [79]. This would likely have
been reduced had more accurate predictions of the location of the volcanic ash with
time been available, which would in turn have required more accurate information
on the quantity of ash being released by the volcano into the atmosphere.
To date, radar measurements of volcanic ash plumes have largely been oppor-
tunistic measurements made with existing weather radars. For example, the 2010
Eyjafjallajo¨kull plume was principally observed by a single C-band weather radar
located some 155 km from the eruption [80], which is less than ideal for the purpose1.
Since the eruption, the single C-band radar has been augmented by an additional
C-band weather radar, as well as a pair of mobile X-band radars.
However, these radars are still very much defined by what is available, rather
than what would be optimal for the purpose. The potentially huge economic and
social impact of volcanic ash clouds means that there is a strong case for developing
the best possible techniques for monitoring volcanic ash plumes. In particular, the
particle sizes and refractive indices of ash particles are quite different to those of
rain and a radar well suited to measuring one will not in general be well suited to
measuring the other. In fact, the refractive index of the particles is generally lower
than that of water, and the physical particle size of ash moderate distances from
the volcano far smaller, meaning that in general frequencies far higher than those
employed to measure rain will be appropriate (see figure 9.1).
1Although a vertically pointing X-band Doppler radar (PLUDIX) was also used during part
of the eruption [81]
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Note that there are some radars intended specifically for the measuring of vol-
canic ash, such as Voldorad [82]. However, this is an L-band (1.238 GHz) Doppler
radar intended to make measurements of the particle velocities in a volcanic ash
plume close to the vent, rather than a weather-radar style measurement of the total
volcanic ash content of the plume. Similar types of measurement have been made
using a modified 24 GHz micro rain radar [83]. Such systems are very useful for
their purpose, but are not suited to building images of the spatial distribution of
the volcanic ash, and are not so useful in determining the total amount of ash being
emitted by a volcano.
The primary purpose of this chapter is to explore what frequencies would be
optimal for measuring airborne volcanic ash plumes. This means striking a balance
between improving the reflectivity of the volcanic ash without atmospheric atten-
uation being excessive. It is found that, for most likely measurement scenarios,
frequencies of around 35 or 94 GHz are likely to be far more appropriate than those
currently used. Indeed, in so much as it can be argued that millimetre-wave radars
are a poor choice for measuring rain, S-, C- and X- band radars are poor choices
for measuring volcanic ash.
The chapter also goes on to discuss the viability of an existing 94 GHz FMCW
radar (the AVTIS-3 radar) for measuring volcanic ash. It is found that it would be
quite capable of measuring volcanic ash in plumes close to the volcano.
However, there is another usage case - monitoring volcanic ash in airspace far
from the volcano. This is less useful as direct input to dispersion models, but would
allow for some verification of their predictions. However, it is a harder measurement
to make owing to the far lower concentrations and far finer ash particles expected at
some distance from the eruption. For this, the AVTIS radar is less suited. However,
there is a report in the literature of a possible measurement of airborne volcanic
ash from the Eyjafjallajo¨kull eruption in the skies over Italy using a commercially
available 36 GHz radar [84]. There was some doubt over exactly what was measured,
but this chapter demonstrates that it is certainly feasible for such a radar to detect
volcanic ash of the kind that is likely to be found far from the eruption.
When further from the source, it is rather more common to use lidar to detect
and measure volcanic ash than radar. Indeed, during the 2010 Eyjafjallajo¨kull erup-
tion, much of the monitoring of ash in the airspace across Europe was carried out by
ground and aircraft based lidars [85], [86]. The small sizes of particles found at long
distances from the source make lidars generally more suited to their measurement.
It is for this reason that this chapter focuses primarily on measurements closer to
the plume.
Finally, this chapter looks at how a dual-frequency technique could be used to
determine some of the parameters in the ash particle-size distribution (PSD), in
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much the same way as for rain in chapter 8.
This chapter is based in large part on work by the author presented at the 35th
Conference on Radar Meteorology [87], in a poster at the first MeMoVolc summer
school [88] and in an internal technical note prepared as part of discussions with
Fred Prata and Adam Durant.
9.1 Assumptions made about the ash
In order to carry out simulations of the measurement of airborne volcanic ash, it
has been necessary to make a series of assumptions about the properties of the ash.
A dielectric constant of  = 6.15 − 0.15j has been assumed for the ash parti-
cles. This is taken from the average result of the W-band measurements of Rogers
et al. [89] on dry compacted ash samples. Whilst these measurements were only
performed at W-band, the values obtained are similar to those found by other au-
thors at other microwave frequencies (for example [90]). In the absence of better
information, it is therefore assumed that this dielectric constant holds over the full
range of frequency values considered (1 GHz to 1 THz). It should be noted that
Rogers’ measurements make the assumption that the ash is non-magnetic, which is
not likely to be strictly true. Additionally, the values are only for dry ash. In prac-
tice, ash clouds will often contain water vapour, and so the ash may be somewhat
wet. This would make a significant difference to their reflectivity. However, these
effects are unknown, and so are ignored in the current analysis.
Additionally, it is necessary to assume a particle-size distribution (PSD) for
the ash. Marzano et al. [35] is useful in this regard. It suggests two different
possible PSDs that could be used to describe the volcanic ash - a normalised Weibull
distribution or a normalised gamma distribution. In this case, it has been decided to
work with the normalised gamma distribution, in part because it is the distribution
that has already been used extensively in the work with rain. The paper also
usefully describes a method in which the normalised Gamma distribution can be
cast in terms of the ash concentration Ca and the mean particle diameter Dn, as
well as the shape parameter µ, the result of which is:
N(D) =
6CaD
µ
n
piρash(3 + µ)!
(
(µ+ 1)!
Dn(µ!)
)4+µ(
D
Dn
)µ
exp
(
−(µ+ 1) D
Dn
)
(9.1)
where ρash is the solid density of the ash, taken here to be 1× 106g/m3. The shape
parameter µ is assumed to be 1 throughout, as in Marzano et al. [35]. The mean
particle diameter Dn is the diameter of the solid ash sphere of equivalent mass to
the ash particle, in much the same way as the volume-equivalent diameter is used
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in the rain case.
It is also important to have some reasonable idea of the sorts of concentrations
and particle sizes that are likely to be found in real ash clouds. Here again, Marzano
et al. [35] is useful, providing a set of nine different reasonable ash categories,
specified by three concentrations and three mean diameters. These are tabulated in
table 9.1, and are used throughout this chapter in discussing the various different
cloud situations.
Concentrations: Mean diameters:
Light: 0.1 g/m3 Fine: 0.01 mm
Moderate: 1 g/m3 Coarse: 0.1 mm
Intense: 5 g/m3 Lapilli: 1 mm
Table 9.1: The Marzano ash categories.
These values are considered to be quite representative of the sorts of ash levels
likely to be found in an ash plume. However, also of interest is detecting volcanic
ash in air spaces far from the volcano itself for which these ash categories may
not be so suitable. In such cases, what is of interest is detecting ash at the sorts
of concentrations that are considered likely to affect aircraft. In 2010, three ash
concentration values were considered to be of significance [91], and their meanings
are summarised in in table 9.2. These provide some useful additional points of
reference. However, to use these values, it is important to have an appropriate
mean diameter to work with. It was suggested during a talk by Lambourne [92] that
aircraft jet engines were most badly affected by particles of diameter < 10µm, since
these particles pass through the engine, while larger particles are “centrifuged” out
and go through the engine bypass. This value of 10 µm is taken as an approximate
indication of the sort of mean diameter that might be relevant to aircraft-related
problems. It also fits well with aircraft-based measurements made over the North
Sea during the Eyjafjallajo¨kull eruption [86], as well as those made with lidars over
continental Europe [85].
The final assumption that is necessary is that of the method for calculating
the scattering from the individual ash particles. In general, these will be roughly
Category name Concentration ranges Meaning
Clear < 2× 10−4g/m3 Normal operations
Red 2× 10−4 → 2× 10−3g/m3 Enhanced procedures
Grey 2× 10−3 → 4× 10−3g/m3 Limited time
Black > 4× 10−3g/m3 No fly
Table 9.2: A summary of ash concentration categories considered significant to
aircraft from 2010 [91].
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shaped, moving and randomly oriented - a situation that would be very challenging
to simulate. Instead, it has been decided to use Mie scattering to approximate
the scattering from the individual particles. At the very least, this allows a first
approximation of the performance expected from the radars considered. The form
of the Mie scattering curve for volcanic ash is shown in figure 9.1. The oscillations in
this curve are rather less smooth than those found for rain (see, for example figure
8.2), and indeed those commonly associated with Mie scattering (see, for example
figures in [41]). This is a result of the low loss component of the refractive index
that has been assumed. Since the refractive index is assumed to be constant as a
function of frequency, it has been possible to represent the Mie scattering curve in
a manner independent of the frequency used, something that was not possible with
rain. This is done by plotting the term referred to as the scale factor, α = 2pir/λ
against the backscattering efficiency ξb = σ/(pir
2).
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Figure 9.1: The Mie scattering curve assumed to apply to volcanic ash measure-
ments. This is shown in terms of the dimensionless quantity α and the backscatter-
ing efficiency ξb, making the representation frequency-independent. The refractive
index is taken to be m = 2.5− 0.03j, and this is assumed to hold at all frequencies
considered. The black bars indicate the ranges of 0.01 mm to 1 mm (the range of
mean diameter values of the Marzano ash categories - table 9.1) in α at the sample
frequencies noted. These are intended to provide an approximate indication of the
range of particle sizes that are important to scattering from typical ash clouds. It is
clear that a far larger reflectivity is expected from ash at millimetre-wave frequencies
than at the lower microwave frequencies.
The black bars on the figure indicate the Marzano ash categories mean diameter
range (0.01 mm to 1 mm) at several sample frequencies. They provide the first hint
that millimetre-wave frequencies offer some advantages over lower frequencies when
it comes to measuring volcanic ash. The millimetre-wave frequencies are located at
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the high end of the Rayleigh regime, allowing for both high reflectivity (which will
be easier to measure) combined with a greater change in reflectivity with particle
size than that found for rain. This should allow for easier discrimination between
ash clouds consisting mostly of large particles and ash clouds consisting mostly of
smaller particles.
9.2 Selecting appropriate frequencies for measur-
ing volcanic ash
Ash measurements to date have mostly been made at the frequencies of the radar
systems that happen to be in the right place at the right time, or that are commer-
cially available. However, given the now higher profile nature of the problem, it is
more likely that funding would be available to build systems specifically designed
for the measurement of airborne volcanic ash. It is therefore worthwhile to consider
what kinds of systems would be most appropriate for measuring airborne volcanic
ash. When considering radar measurements in particular, the choice of operating
frequency or frequencies will have a large impact on their ability to measure airborne
volcanic ash. This section quantifies some of these effects and attempts to deter-
mine what the optimal frequencies might be. It shows that for many measurement
scenarios, frequencies around 35 or 94 GHz are likely to be optimal.
If volume reflectivity were all that mattered then, for all but the largest ash
particles, the higher the radar frequency the better the performance, as illustrated
in figure 9.2. Across the ranges considered here, all bar the Lapilli mean diameter
show increasing reflectivity with increasing frequency. This happens because, for
fixed concentration, an increase in the average size of the particles results in a
decrease in the number of particles. Whether this leads to an increase or decrease in
reflectivity depends on whether the increased reflectivity due to the larger particles
exceeds the decrease in reflectivity resulting from the smaller number of particles
present. In the Rayleigh regime RCS increases quickly enough to counteract the
decreasing number of particles, but this becomes less true in the Mie and optical
regimes.
However, reflectivity is far from the only issue that matters. Of huge importance
at most of the frequencies considered is the path attenuation to the ash cloud.
Figure 9.3 illustrates attenuation due to the atmosphere at sea level, computed as
described in appendix D.1 and based on [93] and [94]. From these models, it seems
highly improbable that any frequencies above 350 GHz would be good candidates
for the system.
Additionally, the performance that could be achieved from a radar system will
216
C a
 
=
 
5 
g 
m
−
3
C a
 
=
 
1 
g 
m
−
3
C a
 
=
 
0.
1 
g 
m
−
3
D
n
 = 0.01 mm D
n
 = 0.1 mm D
n
 = 1 mm
0 250 500 750 1000
0
2
4
6
8
x 10−5
Frequency [GHz]
R
ef
le
ct
ivi
ty
 [m
2  
m
−
3 ]
0 250 500 750 1000
0
0.5
1
1.5
2
x 10−3
Frequency [GHz]
R
ef
le
ct
ivi
ty
 [m
2  
m
−
3 ]
0 250 500 750 1000
0
1
x 10−4
Frequency [GHz]
R
ef
le
ct
ivi
ty
 [m
2  
m
−
3 ]
0 250 500 750 1000
0
2
4
6
8
x 10−4
Frequency [GHz]
R
ef
le
ct
ivi
ty
 [m
2  
m
−
3 ]
0 250 500 750 1000
0
0.005
0.01
0.015
0.02
Frequency [GHz]
R
ef
le
ct
ivi
ty
 [m
2  
m
−
3 ]
0 250 500 750 1000
0
0.5
1
1.5
2
x 10−3
Frequency [GHz]
R
ef
le
ct
ivi
ty
 [m
2  
m
−
3 ]
0 250 500 750 1000
0
1
2
3
4
x 10−3
Frequency [GHz]
R
ef
le
ct
ivi
ty
 [m
2  
m
−
3 ]
0 250 500 750 1000
0
0.02
0.04
0.06
0.08
0.1
Frequency [GHz]
R
ef
le
ct
ivi
ty
 [m
2  
m
−
3 ]
0 250 500 750 1000
0
0.002
0.004
0.006
0.008
0.01
Frequency [GHz]
R
ef
le
ct
ivi
ty
 [m
2  
m
−
3 ]
Figure 9.2: The reflectivity of ash conforming to each of the nine Marzano vol-
canic ash categories as a function of frequency. For all but the very largest mean
diameters, the higher the frequency, the higher the reflectivity of the ash.
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Figure 9.3: The attenuation at sea level offered by each of the standard atmospheres
used, computed as described in appendix D.1. Note that this is very dependent on
the atmosphere assumed (and especially on the water content of that atmosphere).
Resonance lines lead to regions of very high attenuation at various points across the
whole frequency range considered, but the underlying level of attenuation increases
with increasing frequency. Beyond around 450 GHz the attenuation is sufficiently
high to make considering using these to make volcanic ash measurements futile.
vary as a function of frequency. This is very difficult to quantify as it is very
much a function of the available technology and how much money is available for
the system. In an effort to circumvent some of this complexity and to allow for
a reasonably fair comparison between systems across the frequency range, it has
been decided as a first approximation to fix the transmit power at 20 dBm and
the noise figure at 10 dB - levels that could reasonably be achieved across much
of the frequency range considered. Far greater power levels could be achieved at
low frequencies than at high frequencies. Similarly, lower noise figures could be
achieved at lower frequencies, and a 10 dB noise figure could be hard to achieve
at the highest frequencies considered. Nevertheless, these simplifications do allow
a broad look at the appropriateness of different frequencies. The radar is further
assumed to be of an FMCW (Frequency-Modulated Continuous-Wave) type with
a chirp length of 1 ms, leading to a detected bandwidth of 1 kHz. This allows the
noise power to be determined from N = kTBF .
The frequency dependence of antenna gain also presents a problem. Two differ-
ent approaches to address this were considered. The first was to fix the antenna size
at one that could reasonably be constructed for all frequencies across the range. If,
for example, a very portable radar is desired to enable the rapid deployment of the
system close to an eruption then it is essential that the system, and therefore the
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antenna, be small. 0.5 m was chosen as a reasonable diameter for a highly portable
system. Since it is only relative performance that is of interest here, it is really not
of importance what value is chosen - the same changes in performance would result
whatever the antenna size chosen.
With an assumed fixed antenna size, the gain increases as frequency increases.
The approximate expression [2]:
G =
(
pid
λ
)2
(9.2)
is used to relate the gain G to the diameter d of the antenna and the approximate
expression [2]:
θ0 = φ0 =
√
26000
G
(9.3)
is used to relate the gain to the 3dB beamwidths θ0 and φ0 required by the Probert-
Jones version of the radar equation applicable to scattering from beam-filling targets
(equation 4.2). Note that here θ0 and φ0 are in degrees, but must be converted to
radians for use in the Probert-Jones equation.
However, in cases where the antenna size is not constrained, it is more feasible
to make large antennas at lower frequencies than at higher frequencies, because the
manufacturing tolerances are less tight at lower frequencies. As an approximation
to this, the case of fixed antenna gain was also considered. For this, a gain of 40
dBi was chosen, being considered to be a reasonable value for microwave systems,
and one that should be achievable across much if not all of the range. In practice,
antenna choice would probably lie somewhere between the fixed size and fixed gain
cases.
To further complicate matters, the problem is hugely dependent on the physical
scenario being considered. It is thought that ash-plume specific radar systems would
most likely have to be portable to allow them to be moved from volcano to volcano
as needed. It seems unlikely that there would be sufficient funding to install a
system at every possible active volcano location. Additionally, in order to achieve
as high a resolution as possible it would be preferable to site the radar as close as
safety possible to the plume - allowing better angular resolution and also minimising
atmospheric losses, allowing more sensitivity to less dense parts of the plume. The
portability of the system would allow this close siting of the system. These ideas
have helped shape the three cases have been chosen for consideration:
 Case 1: Measuring the ash plume from a volcano assuming that it is possible
to get the radar system very close to the volcano itself - in this case it is
assumed that the radar is only 3 km from the plume, and that the ash being
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measured is at a height of 1 km.
 Case 2: Measuring the ash plume from a volcano where it is not possible to
get so close to the volcano - in this case it is assumed that the radar is 10 km
from the volcano and that the ash being measured is again at a height of 1
km.
 Case 3: Measuring ash far from the volcano, where it is already high in the
atmosphere - such as might occur if trying to detect ash in airspace. In this
case, it is assumed that the ash is at a height of 10 km and that the radar is
zenith-pointing (pointing vertically upwards).
In all cases a bin depth of 100 m is assumed. These configurations are illustrated
in figure 9.4. In the two plume measurement cases the distance to the volcano
is treated as an arc length on the surface of an assumed-spherical Earth. The
details of the calculation of the path attenuation, as well as the path length and
radar elevation angle are given in appendix D.1. In all cases the US Standard
Atmosphere is assumed.
For fixed antenna size, the SNR obtained as a function of frequency for the three
cases is illustrated in figure 9.5. Figure 9.6 shows these values for fixed antenna
gain.
It can clearly be seen that at 3 km range with the fixed antenna size the optimal
frequencies in terms of SNR would be around 140 or 220 GHz for the finer ash
categories, but around 94 GHz for the lapilli category. With the fixed gain antenna
the advantage tilts slightly in favour of lower frequencies and frequencies around 40
GHz becomes optimal for the lapilli cases, with 94 or 140 GHz preferable for the
finer ash categories.
The generally higher levels of atmospheric attenuation at higher frequencies
means that at longer ranges lower frequencies become preferable. At 10 km with
the fixed antenna size, frequencies in the window around 94 GHz are optimal in all
cases, with the 40 GHz window being second best for the lapilli and the 140 GHz
window second best for the finer ash categories. Shifting to the fixed gain again tilts
this slightly in favour of the lower frequencies, with the 40 GHz window becoming
optimal for lapilli.
Case 3 is rather different from the others in that the signal will spend less time
in the lower atmosphere. Since attenuation generally drops with increasing height,
this means lower attenuation is experienced than might otherwise be expected at
the 10 km distance to the ash. The results are therefore rather closer to case 1
than case 2. With fixed antenna gain, optimal frequencies vary from the 140 GHz
or 220 GHz windows to the 40 GHz or 94 GHz window as Dn increases. With fixed
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Figure 9.4: The three different physical configurations assumed when simulating
reflectivity from volcanic ash. These are intended to be representative of some of
the ways in which a dedicated volcanic-ash radar might be used. Counterclockwise
from the top left these are referred to as case 1, case 2 and case 3.
antenna size this changes to the 220 GHz being optimal for the fine and coarse ash
categories to 94 GHz for the lapilli category.
A fuller understanding of the relative merits of different frequencies can be
gleaned by considering the optimal frequency for measuring a particular ash cloud
as a function of distance to the ash cloud. This has been done for a plume mea-
suring case with the ash again at 1 km height, but with a varying distance to the
volcano/vent. The same system assumptions have been made as before, with both
a fixed antenna size and a fixed antenna gain assumption considered. The opti-
mum frequency has been taken to be that which produces the best SNR (with an
assumed fixed noise figure across the range). Three of the Marzano ash categories
have been considered - the fine/light, coarse/moderate and the lapilli/intense case.
This is intended to be an illustrative subset of the cases available for consideration,
since, from equation 9.1, the concentration Ca scales the reflectivity and hence the
measured power. Therefore changing Ca does not change the optimal frequency,
just the power that is received at that frequency. The results of these calculations
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Figure 9.5: The signal-to-noise ratio obtained as a function of frequency for each
of the Marzano ash categories and for each of the three sample cases considered.
From left to right the three different concentrations are shown, and from top to
bottom the three sample cases are shown. Each plot shows the three different Dn
values. The US standard atmosphere is assumed. All of the plots here are for the
fixed antenna size case.
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Figure 9.6: As figure 9.5 but for fixed antenna gain.
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are shown in figure 9.7.
The key finding from this is that at moderately close ranges (a few to a few
10’s of km) the optimal frequencies for measuring the ash categories considered are
in the 94 GHz window, with the exception of the lapilli/intense category, where
40 GHz would be optimal in most cases. However, even in this case, for a fixed
antenna size the 94 GHz window is still optimal up to a range of 16 km. As noted
earlier, it is the author’s contention that it would not be cost effective to have an
ash monitoring radar installed at every potentially active volcano. Instead, it would
be more appropriate to have a smaller number of portable systems that could be
moved into location should an eruption occur or be predicted to occur. In order to
maximise the resolution and general performance obtainable by the system, it would
be desirable for it to be sited as close as is reasonably possible to the eruption. This
will vary depending on the size and nature of the eruption as well as the surrounding
geography, but is unlikely to exceed a few 10’s of kilometres in most cases. The
requirement for portability will limit the antenna size, most likely to a fairly small
size. As a result, the optimal frequencies for use in a purpose built volcanic ash
plume monitoring system would be around 94 GHz, or possibly (if it is expected to
be used at ranges greater than 15 km) around 40 GHz.
There are some additional pieces of information that can be extracted from this
simulation. It is found that for the fine/light and coarse/moderate cases, frequencies
in the 220-300 GHz range are optimal at very short ranges (at most 3.6 km, for the
fine/light and fixed antenna size case, less in all other cases). For the lapilli/intense
case, this is quite different, with around 90 GHz or around 40 GHz being optimal at
these short ranges for fixed antenna size and fixed antenna gain respectively. This is
likely due to the increased size of the particles significantly increasing the reflectivity
at lower frequencies. Reflectivity will still be higher at higher frequencies, but the
higher attenuation reduces the effect of this.
At longer ranges the optimal frequency does drop, but it is interesting to note
that even out to ranges of 90 km the optimal frequency in the fixed antenna size
case does not drop below 34 GHz in any of the cases considered. In the fixed gain
case, the optimal frequency does eventually drop to around 13 GHz, but only at
ranges in excess of 30 km in the lapilli case (longer ranges in other cases).
This all holds true for the US Standard Atmosphere, but it is necessary to con-
sider to what extent the situation is affected by the atmosphere. This is addressed
by looking at the effect when the other ITU models are used. Figures 9.8 and 9.9
show this for the fixed antenna size and fixed antenna gain cases respectively. The
processing is the same as before, but using each of the different ITU models instead
of just the US Standard Atmosphere (see appendix D.1 for details on the other
standard models). Clearly, the atmosphere is an important factor in selecting the
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Figure 9.7: The optimal (in terms of maximum SNR for the assumed hardware
configuration) measurement frequency as as a function of range for three different
sample ash categories. [Top left] shows the results for fine (Dn = 0.01 mm), light
(Ca = 0.1 g/m
2) ash, [top right] for coarse (Dn = 0.1 mm), moderate (Ca = 1 g/m
2)
ash and [bottom left] for lapilli (Dn = 1 mm), intense (Ca = 5 g/m
2) ash. In all
cases this is shown for both the assumed fixed antenna gain case and the assumed
fixed antenna size case (where the gain will increase with increasing frequency). In
all cases, the ash is assumed to be at a height of 1 km and the range is the range
to the vent/volcano rather than the path length of the signal. The US Standard
Atmosphere is assumed (see appendix D.1.
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appropriate frequency, and is increasingly important at increasing range. However,
it is also apparent from these simulations that the US Standard Atmosphere rep-
resents a fairly good middle ground between all the other standard atmospheres
used.
In both the fixed gain and fixed antenna size cases, it is clear that the high- and
mid-latitude winter atmospheres favour higher frequencies than the US Standard
Atmosphere, whereas the low-latitude atmosphere and the high- and mid-latitude
summer atmospheres favour lower frequencies. This is largely due to the lower
water content of the winter atmospheres (see figure D.2) than the lower latitude
and summer atmospheres at the low altitudes that are relevant to this simulation.
The picture when considering all possible atmospheres is far more complicated
than when considering only the US Standard Atmosphere, such that no one fre-
quency offers the best solution in all atmospheres at all ranges. However, it is still
clear that the optimal frequency is still generally higher than those currently used
in practice, at least at the shorter ranges.
There are several different routes that could be taken in attempting to identify
a truly optimal frequency. It could be accepted that in different parts of the world
(and at different times of the year) different systems would be preferable, and
so frequency could be specified to match closely the optimal frequency for that
atmosphere and the likely range of operation. If this is done, then the simulations
presented in figures 9.8 and 9.8 would provide useful guides to the relevant frequency.
However, it seems likely that only a small number of systems would ever exist,
and that therefore these would need to be capable of operating well anywhere in
the world. Additionally, the standard atmospheres are just that - standard atmo-
spheres. In practice the atmosphere in any given location would vary (potentially
considerably) from the standard atmosphere. As a result, it is best to chose a good
compromise frequency. This requires knowing just how much worse than the opti-
mal frequency the non-optimal frequencies are, information that is not available in
the simulations for figures 9.8 and 9.8.
A problem with this approach to the analysis is that, while it is very clear in
determining the optimal frequency in terms of maximising SNR for a given range,
it does not say anything about how much better the SNR at one frequency is than
at another. As can be seen in figures 9.5 and 9.6 there are often frequencies in
several atmospheric windows that are reasonably close to optimal. If a system is
required to be flexible in terms of its deployment then it is better for it to be good
enough in most cases rather than the best in one specific set of cases but terrible
in other cases. In practice this largely means avoiding the highest frequencies that
work well at very short ranges, but that are quickly made unusable by atmospheric
attenuation.
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Figure 9.8: The optimal (in terms of maximum SNR for the assumed hardware
configuration) measurement frequency as as a function of range for three different
sample ash types assuming a fixed antenna size. [Top left] shows the results for fine
(Dn = 0.01 mm), light (Ca = 0.1 g/m
2) ash, [top right] for coarse (Dn = 0.1 mm),
moderate (Ca = 1 g/m
2) ash and [bottom left] for lapilli (Dn = 1 mm), intense
(Ca = 5 g/m
2) ash. In all cases, the ash is assumed to be at a height of 1 km and
the range is the range to the vent/volcano rather than the path length of the signal.
This is shown for each of the standard atmospheres illustrated in appendix D.1.
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Figure 9.9: The optimal (in terms of maximum SNR for the assumed hardware
configuration) measurement frequency as as a function of range for three different
sample ash types assuming a fixed antenna gain. [Top left] shows the results for fine
(Dn = 0.01 mm), light (Ca = 0.1 g/m
2) ash, [top right] for coarse (Dn = 0.1 mm),
moderate (Ca = 1 g/m
2) ash and [bottom left] for Lapilli (Dn = 1 mm), intense
(Ca = 5 g/m
2) ash. In all cases, the ash is assumed to be at a height of 1 km and
the range is the range to the vent/volcano rather than the path length of the signal.
This is shown for each of the standard atmospheres illustrated in appendix D.1.
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One other aspect with atmospheric attenuation is that it will be necessary to
take it into account in interpreting any measurements made. Using a radar at
a frequency so low that atmospheric attenuation is negligible is not likely to be
appropriate. However, the size of the uncertainty introduced by this need to account
for the atmospheric attenuation will be larger where the attenuation itself is larger.
Another point to note is that the initial assumptions made about the radar
hardware for these simulations are somewhat crude. In practice the available per-
formance will tend to decrease as frequency increases (with the possible exception
of antenna gain, depending on constraints on the physical size of the antenna). This
should not be a large effect up to and including the 94 GHz window, but may be-
come more of a factor at around 220 GHz and up. It is however difficult to put any
precise numbers on this, as so many different hardware permutations are possible,
as are many different price points. As a result it is not readily possible to address
these points with the model presented here. At the time of developing any particu-
lar radar system, the viable hardware at the likely candidate frequencies, as well as
perhaps one atmospheric window below these in frequency should be considered.
Despite all this, it is possible to conclude that the best frequencies for measuring
volcanic ash are generally in the millimetre-wave region, except at very long ranges.
Further, the best frequency has a strong dependence on atmospheric conditions and
that such effects must be taken into account when designing a system to measure
volcanic ash.
9.3 Detecting volcanic ash using AVTIS-2
As a result of the apparent suitability of 94 GHz for short-range measurements
of volcanic ash plumes, consideration was given to whether the existing AVTIS-2
system would be at all appropriate for the measurement of volcanic ash. A fuller
description of the radar system is given in [12], but briefly this is a single frequency,
single polarisation 94 GHz FMCW radar designed primarily for monitoring the
changing topography of volcanoes over time. In order to allow it to do this, it
has been built to be a very compact (two) man-portable radar system that can be
operated for around 8 hours from a pair of car batteries. Its portability, low power
usage and operating frequency all make it potentially very useful for measuring
volcanic ash.
For the purpose of these simulations, the values for transmit power, antenna
gain, beamwidth and noise figure given in table 9.3 have been assumed.
It has also been assumed that the swept bandwidth is 15 MHz, leading to a range
bin depth of 10 m. This is rather smaller than that assumed in the simulations in
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Transmit power 20 dBm
Antenna gain 51.4 dBi
3dB beamwidths 0.5◦
Noise figure 10 dB
Table 9.3: The AVTIS-2 parameters assumed for the analysis of its potential per-
formance in measuring volcanic ash.
Concentration
Mean diameter Light: 0.1 g/m3 Moderate: 1 g/m3 Intense: 5 g/m3
Fine: 0.01 mm -23.0 dBZ -13.0 dBZ -6.0 dBZ
Coarse: 0.1 mm 6.9 dBZ 16.9 dBZ 23.8 dBZ
Lapilli: 1 mm 22.1 dBZ 32.1 dBZ 39.1 dBZ
Table 9.4: The equivalent reflectivity factors for the nine Marzano ash categories
(table 9.1) at 94 GHz.
the preceding section, but one of the major advantages of using such a portable
radar system is that it can be close to the vent and so achieve a high angular
resolution. A comparatively high range resolution complements this well. It is also
assumed that the chirp time is 1 ms, yielding a bandwidth for the purpose of noise
estimation of 1 kHz.
As discussed in section 4.3, the number of averages taken is vitally important
to the precision of the measurements. In this case it has been taken to be 500
- yielding a time for each measurement of only around 0.5 s, so that some 120
measurements could be taken per minute. In order to get an estimate of what the
system could detect, it is also important to define what is considered an acceptable
level of detection. In this case, it has been assumed that the required probability
of detection Pd is 0.9 and that the acceptable probability of false alarm Pfa is
1× 10−3. This is a rather higher Pfa than might be considered acceptable in many
applications, but the false detection of volcanic ash is not considered to be critical
and a far lower effective Pfa can be achieved in practice by also looking for volcanic
ash in adjacent sample volumes.
The same three measurement configurations are assumed as in section 9.2 and
illustrated in figure 9.4 - that is a 3 km range, 1 km height case, a 10 km range, 1
km height case and a zenith pointing, 10 km height case.
With all of these assumptions, the minimum signal detectable with AVTIS-2 for
each of the three cases are illustrated in figures 9.10, 9.11 and 9.12. Note that it
varies as a function of both the ash concentration Ca and the mean ash particle
diameter Dn. The nine Marzano ash category concentrations and mean diameters
have been included in each figure to represent the likely ash categories of interest.
From this it is clear that AVTIS could be used in its current form to detect
230
Ash Concentration [g/m3]
M
ea
n 
di
am
et
er
 [m
m]
 
 
dB
 a
bo
ve
 m
in
 d
et
ec
ta
bl
e 
sig
na
l
Li
gh
t
M
od
er
at
e
In
te
ns
e
Fine
Coarse
Lapilli
10−6 10−5 10−4 10−3 10−2 10−1 100 101
10−3
10−2
10−1
100
101
0
10
20
30
40
50
Figure 9.10: Power above the minimum detectable signal for AVTIS at 3km range
from the volcano - case 1. The equivalent reflectivity factors for the nine Marzano
ash categories at 94 GHz are given in table 9.4.
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Figure 9.11: Power above the minimum detectable signal for AVTIS at 10km range
from the volcano - case 2. The equivalent reflectivity factors for the nine Marzano
ash categories at 94 GHz are given in table 9.4.
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Figure 9.12: Power above the minimum detectable signal for AVTIS measuring
airborne volcanic ash - case 3. The three coloured lines indicate concentration
values of importance to the operation of aircraft - see table 9.2. The equivalent
reflectivity factors for the nine Marzano ash categories at 94 GHz are given in table
9.4.
volcanic ash at the kinds of concentrations that might be found in a volcanic ash
plume. However, it is also clear that it does not have sufficient performance to be
able to successfully measure fine ash at the very low concentrations (i.e. down to
around the boundaries of the aircraft operating zones indicated in figure 9.12) that
are likely to be found in airborne ash far from the plume. To be able to measure
ash down to the aircraft boundaries significantly enhanced radar performance would
be required. For example, if all other parameters were left unchanged, a transmit
power of at least 60 dBm (1 kW) would be required. 1 kW CW would be hard to
achieve at 94 GHz (although it would be more readily achievable in a pulsed system,
albeit with an increase in the noise floor), so in practice it would be necessary to
also increase the antenna size and most likely also increase the number of averages.
Increasing the antenna size should not be particularly difficult, especially for a
zenith-pointing radar. Additionally, if no scanning is required then averaging times
could be significantly increased. Reducing the noise figure would also help. Of
course, this all assumes a particular Pfa and Pd - if these were varied then different
results would be obtained.
There is of course a difference between detecting volcanic ash and measuring it,
and the discussion above deals solely with the first of these. However, it is implicit
that the further above the minimum detectable signal (i.e. the edge between the
white and coloured region in figures 9.10, 9.11 and 9.12) the further above the noise
the measurement will be and so the better the estimate of the reflectivity that will
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be obtained. Section 4.4 looks at how the number of averages affects the precision
of the measurement when well above the noise floor.
Assuming that atmospheric attenuation could be accounted for an AVTIS mea-
surement could be related to a constant-colour contour in plots like those in figures
9.10, 9.11 and 9.12, but not to any particular pair of Ca and Dn values. To do so
would require some additional piece of information. One possible approach to this
would be a dual-frequency measurement in a similar vein to that applied to rain in
section 8.1 - this is discussed in a little more detail in section 9.5.
9.4 Detecting volcanic ash using a commercial 38
GHz system
In 2010, Madonna et al. [84] reported the measurement of some ultragiant aerosol
particles in the skies above Italy that was thought possibly to be volcanic ash from
the 2010 Eyjafjallajo¨kull eruption. Some doubt was expressed as to whether there
would have been any volcanic ash for the radar to measure, and, related to this,
there was some doubt as to whether or not the system that Madonna et al. used was
capable of detecting volcanic ash. Insufficient information is available to state for
certain or not what Madonna et al. measured was in fact ash, but it is possible to
determine whether the system Madonna et al. used would be capable of detecting
volcanic ash in principle. This also provided a useful opportunity to assess whether
or not an existing commercial millimetre-wave radar could be used to measure for
volcanic ash, and it is with this in mind that a description of the results are included
here.
The radar used by Madonna et al. is a METEK MIRA-36 [84], and for the
current purposes is assumed to have the specifications given on the METEK web-
site [95] for the MIRA36-2008 system. Madonna et al. provide only limited infor-
mation about their measurement technique, so many assumptions have had to be
made.
It is known that the radar was operating in the 200 ns pulse length mode, yielding
a range resolution of 30 m. Integration time is not given, but two possible value are
suggested by the paper: the sensitivity is given for a 0.1 second integration time and
the figures show a 10 s time resolution. The best case would be a 10 s integration
time, so this is assumed. The PRF (pulse repetition frequency) is assumed to be 5
kHz, based on the 11 m/s upper bound on the plotted Doppler velocity scale. The
assumed parameters are summarized in table 9.5. It is further assumed that the
radar uses a square-law detector.
From the noise figure and the pulse length, the receiver noise can be computed
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Frequency 35.5 GHz
Transmit power 30 kW
PRF 5 kHz
Antenna gain 49.5 dBi
3dB 2-way beamwidths 0.6◦
Noise figure 5.9 dB
Waveguide losses 1.1 dB
Table 9.5: The METEK MIRA-36 parameters assumed for the analysis of its po-
tential performance in measuring volcanic ash.
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Figure 9.13: Power above the minimum detectable signal for the METEK MIRA-36
radar returned for ash at 1 km altitude. More information on the boundaries in
the figure can be found in table 9.2, but these are the concentrations of interest in
making decisions about the operation of aircraft in relation to volcanic ash.
to be -101.1 dBm. With the assumption that the ash can be considered to be a
Swerling-2 target (decorrelated pulse to pulse), the relevant equations described in
chapter 4 can be used to compute that, with the 10 × 5000 averages, for a Pd of
0.9 and a Pfa of 10
−3 the average single pulse SNR can be as low as -17.1 dB. This
yields a minimum detectable signal (MDS) of -118.1 dBm.
With the above described assumptions, the performance of the radar was simu-
lated for ash at heights of 1, 3 and 5 km, the results of which are shown in figures
9.13, 9.14 and 9.15, respectively. The coloured region in each plot indicates the
concentration/mean diameter value pairs for which the volcanic ash could be de-
tected, given the assumptions made. The gradations in the colour indicate the level
(in dB) above the minimum detectable signal level.
From these simulations, it can be seen that it is certainly possible to detect
volcanic ash using a METEK MIRA-36 radar. Assuming a mean diameter of 30 µm
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Figure 9.14: Power above the minimum detectable signal for the METEK MIRA-36
radar returned for ash at 3 km altitude.
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Figure 9.15: Power above the minimum detectable signal for the METEK MIRA-36
radar returned for ash at 5 km altitude.
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(as is hinted at by Madonna et al. [84], although other measurements suggest that
this may be too high [85]), it is possible to make measurements of ash concentrations
down to the clear/red aircraft operation boundary (see table 9.2 for details) at a
height of 5 km and below this when the ash is at lower altitudes.
Madonna et al. report reflectivity measurements at around the -10 dB SNR
level. A simple interpretation of this as being relative to the -101.1 dBm receiver
noise level of the MIRA38-2008 radar would mean that this corresponds to 7 dB
above the MDS in the above figures. For a mean diameter of 30 µm, this suggests
ash concentrations of about 1× 10−3 g/m3 at 5 km, about 3.6× 10−4 g/m3 at 3 km
and about 4× 10−5 g/m3 at 1 km.
One possible issue with this analysis is that the scales on Madonna et al.’s plots
go down to around -25 dB SNR, which suggests that they are using either a different
MDS or a different noise level to that assumed here. Additionally, there is little
obvious increase in SNR as the altitude of the same ash cloud decreases over time
in Madonna et al.’s paper - meaning that it is possible that some other assumptions
made above may not be entirely correct. Nevertheless, it is quite clear that the
METEK MIRA-36 system is capable of detecting airborne volcanic ash far from
the volcano.
9.5 Dual-frequency measurement of volcanic ash
Whilst, as demonstrated above, single frequency, single polarisation, radars are
quite capable of detecting volcanic ash, any given measured reflectivity can cor-
respond to any Ca, Dn value pairs lying on any of the single-colour contour lines
of the plots illustrating the AVTIS or METEK system performances. Similar con-
tours would exist for any single frequency, single polarisation radar system. In
order to resolve this ambiguity it is necessary to measure some pair of independent
parameters (or at least parameters that are independent over the range of interest).
Often, this problem is by looking at the depolarisation caused by the ash. This can
be compared with the expected results for given ash types and size distributions,
and can allow some of the parameters of the PSD to be estimated more accurately
than with a single frequency measurement. This is part of the approach taken by
Marzano et al. [35].
However, a dual-frequency approach could also be applied to allow the full
parametrisation of the PSD in the same manner as is applied to rain in chapter
8. However, owing to both the different size of the typical ash particles as well as
the very different refractive index from water, different frequency pairs may well
be optimal. It is likely that reflectivity type measurements would be more appro-
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priate than attenuation type measurements for volcanic ash plumes, owing to the
high resolution required and potentially comparatively short path lengths through
the ash plume, as well as the potentially large spatial variability in the ash PSD
over short ranges. However, given a sufficiently uniform cloud of sufficient depth,
attenuation type measurements could in principle be made, again applying similar
techniques to those required for rain.
As in the rain case, it is the ratio of the frequency pairs that is used. The
expectation value of the reflectivity will be of the form:
η =
Dmax∫
0
N(D)σ(D, f)dD. (9.4)
Since in this case the PSD N(D) is that given in equation 9.1, and so the ratio of
the reflectivity values will be:
η1
η2
=
∫ Dmax
0
(
D
Dn
)µ
exp
(
−(µ+ 1) D
Dn
)
σ(D, f1)dD∫ Dmax
0
(
D
Dn
)µ
exp
(
−(µ+ 1) D
Dn
)
σ(D, f2)dD
. (9.5)
If it is further assumed (as before) that µ = 1, then this reflectivity ratio is depen-
dent only on the parameter Dn in the PSD. In order to make use of this however it
is important for the η’s to vary differently as a function of Dn at each frequency. Ef-
fectively, Dn sets the range of diameters D over which the backscatter occurs. The
range of diameters present in the ash is the same at each frequency (it is the same
ash cloud being measured), so the important thing is that the reflectivity changes
differently as this range of diameters moves up and down the Mie scattering curve
(figure 9.1). This can be achieved if one of the radars is operating in the Rayleigh
regime and one is operating in the Mie regime, for example.
Figure 9.16 illustrates how this reflectivity varies as a function of Dn for a se-
lection of different possible frequencies. As noted in chapter 8, both the relative
magnitude of the variation of η and the relative first order differential with respect
to Dn that matter to achieving a useful η ratio. Combinations of frequencies that
are close to one another are unlikely to work well as there will only be comparatively
small changes in the reflectivity ratio. This will mean that any errors in the reflec-
tivity measurements will have a large effect on the measured D0 values. Instead,
it is better to use frequencies where the behaviour is quite different, checking to
ensure that there is no ambiguity in the curve.
In practice, it is likely that the low reflectivity at very low frequencies (combined
with the large antenna size required to achieve good spatial resolution, and the
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Figure 9.16: The variation of reflectivity with Dn at a range of different frequencies.
Both the value and first order derivative of the reflectivities matter in determining
the change in the reflectivity ratio with changing Dn. Only the effect of the first
order derivative is discernable here - the reflectivities have been normalised by their
maximum value at each frequency in order to allow them to be displayed on a single
plot. Note that the difference in the behaviour of the 1 GHz, 6 GHz and 10 GHz
curves is sufficiently small to make it difficult to distinguish between the curves.
resultant loss in portability) means that frequencies less than around 10 GHz are
unlikely to be useful in a portable system. Atmospheric attenuation would most
likely rule out very high frequencies (and available transmit power could also be an
issue). As a result, the optimal frequencies are likely to lie in some range between
around 10 GHz and possibly as high as 220 GHz. By way of comparison, figure 9.17
shows how the reflectivity ratio can be mapped onto Dn for some sample frequencies
in this range if paired with a 94 GHz system. Any of these frequency pairs could
be made to work for the range of mean diameters shown, but those that exhibit a
greater variation in the reflectivity ratio with D0 would allow for a more accurate
determination of D0 - i.e. 10 GHz and 94 GHz or 38 GHz and 94 GHz would most
likely be preferable to 77 GHz and 94 GHz.
Having used this relationship to determine D0, it is then possible to go back to
the original reflectivities and use either (or both) of these to compute the value for
NL for the particular measurement, fully parametrising the PSD.
9.6 Summary and future work
It is clear that the frequencies currently used to make radar measurements of air-
borne volcanic ash (typically 3-10 GHz) are often not ideally suited to the task.
The best frequency to use depends very much on the particular measurement sce-
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Figure 9.17: Relationship between the η ratio and Dn for volcanic ash at various
different frequency pairs - all 94 GHz paired with the frequency indicated in the
legend. Note that the x-axis is plotted on a log scale.
nario, but it seems apparent from the analysis in this chapter that in many cases,
and especially for a small portable system that can be positioned reasonably close
to the volcano, the optimal frequencies lie in the millimetre-wave region, typically
around the 35 or 94 GHz atmospheric windows. Note however that in specifying
a system it would be important to check the actual measurement scenarios that it
would be used in, as the ideal frequency does vary.
Existing radars - such as the METEK MIRA-36 2008 35.5 GHz radar and the
AVTIS-2 94 GHz radar - should be quite capable of detecting volcanic ash without
modification. Indeed, a tentative report of a measurement of volcanic ash far from
the vent (which is far more difficult to detect than ash near to the vent) already
exists with a MIRA-36 radar [84].
However, detection alone is not sufficient. Something more than just straightfor-
ward single-polarisation reflectivity will be required in order to parametrise the ash
PSD. A dual frequency approach could be used to address the diameter/concentration
ambiguity, and again millimetre-wave frequencies appear to be the best frequencies
at which to attempt this. To be able to detect a wider range of particle sizes, it
may well be that a multi-instrument approach combining radars and lidars would
be appropriate.
Note that the work presented here makes the assumption that any constituents
of an ash plume other than the ash itself can be neglected. However, in general it
is likely that water vapour and other chemicals present in the volcanic ash cloud
will have an effect on the measurement, and in all probability a significant one,
especially when closer to the vent. Therefore, any measurement technique will have
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to take account of these effects to be successful. It seems highly unlikely that it
would be possible to know the quantities of such things in any given volcanic ash
plume a priori - they would have to be measured in some way, ideally remotely
(to match the remote measurement of the radar(s) monitoring the volcanic ash).
One possible approach to this might be to make remote measurements near to and
slightly away from resonant frequencies of each of the likely major constituents of
the volcanic ash plume. This would allow independent estimations of the quantities
of the constituents present, which could then be taken into account in the processing
of the dual-frequency data and therefore allow a better estimation of the ash PSD
to be made. This would only really be practicable if suitable frequencies could be
found near to the operating frequencies of the radars - otherwise an excessively
large number of radars would be required, increasing expense, power consumption,
size and complexity.
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Chapter 10
Conclusion
This thesis has presented the development of various methods for measuring rainfall
rates using millimetre-wave radars. Such radars cannot measure rain over as long
ranges as more conventional weather radars, but they can be far smaller and achieve
far higher spatial resolution (even with considerably smaller systems). Such sys-
tems may be of use as fill-in radars where the local environment already limits the
measurement range, or as part of a dense network of weather radars where extended
ranges are not required. Additionally, there may be cases where a millimetre-wave
radar already exists and it would be desirable to be able to measure rain using such
a system - as is the case with the St Andrews Millimetre Wave Group’s AVTIS
radar systems, discussed in the introduction.
As a foundation for this work, a number of different drop shape models have
been implemented (chapter 3), as has a T-matrix model capable of computing scat-
tering from rotationally-symmetric shapes with near-arbitrary profiles (chapter 2)
and so allowing the computation of the RCS and ECS of these drop-shapes. It
has been established that at millimetre-wave frequencies it is likely to be necessary
to take the non-spherical nature of raindrops into account. However, it does not
seem that anything more complicated than a spheroidal approximation would be
required in most cases. There is some difference between the spheroidal and the
more complex drop shape models, but this is no larger than the differences between
the two ‘complex’ drop models considered (the Thurai model [24] and the Beard
and Chuang model [25]). The Beard and Chuang model can be used to take tem-
perature and pressure into account, but the calculations show that the effects of
these (at least over the ranges of values considered) on the drop shape is small, as
it is on the resulting RCS, ECS, volume reflectivity and volume extinction. How-
ever, simulations show that the effect of temperature on refractive index cannot be
ignored at millimetre-wave frequencies. It is also shown that if sums of cosines are
to be used to represent the shapes of these drops that they have to be of very high
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order to adequately resolve the changes in shape with temperature and pressure -
far higher order than those typically given in the literature.
It has also been noted that FMCW radars have an advantage over their pulsed
counterparts in that a lower number of averages will be required to achieve the same
precision of measurement of fluctuating targets (such as rain and volcanic ash), all
else being equal. However, more work is required to quantify this effect. For the
same range resolution, they also have a smaller receiver-bandwidth and so can have
a lower noise floor than their pulsed counterparts.
10986 minutes of precipitation measurements have been successfully made us-
ing a 94 GHz radar and a 38 GHz radar, supported by measurements with a laser
disdrometer and a conventional weather station. From the disdrometer measure-
ments, rainfall rates of up to 47.48 mm hr−1 were recorded, although 95% of the
measurements were of rainfall rates of less than 6.34 mm hr−1 and 99% less than
12.52 mm hr−1. From this collected data several different methods of measuring
rain using millimetre-wave radars have been developed.
The most immediately relevant to the work of the St Andrews Millimetre Wave
Group - particularly to the AVTIS project - are the single frequency techniques,
discussed in chapter 7. It has been shown is clearly possible to measure rainfall
rate using millimetre-wave radars, at least over short ranges. This can be done
very effectively using a single-frequency, single-polarisation radar operating at 38
GHz, and moderately effectively using a single-frequency, single-polarisation radar
operating at 94 GHz. A Hitschfeld and Boden [26] type method for taking attenu-
ation into account is reasonably successful over the range of ranges considered, but
a more robust method (such as that of [78]) may be a useful addition in future.
The attenuation determination method of Goldhirsh and Katz [29] has been
adapted to take fuller advantage of the data (by fitting to the data between the
start and end of the range where the attenuation is to be determined, rather than
considering only the start and end points). This has been used in the single fre-
quency technique at 94 GHz to improve the estimation of rainfall rate. Additionally,
it has been shown that using different η = aRb and κext = cR
d curves for different
ranges of rainfall rate can improve the estimate of rainfall rate at 94 GHz. Combin-
ing these methods produces better rainfall rate estimates than the simpler direct
application of η = aRb and κext = cR
d.
The immediate next step in this work will be to take the algorithms devel-
oped on the 94 GHz “Bug-Eyes” radar and apply them to the AVTIS-3 radar on
Montserrat. Some adaptation will be necessary, as the measurements will be scan-
ning measurements rather than staring, meaning that a lower number of averages
will be available. The relationships between volume reflectivity, volume extinction
and rainfall rate will also need to be recomputed. A laser precipitation monitor has
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been placed on Montserrat, partly for this purpose. Initial looks at the reflectivity
curves suggest that the values required for Montserrat will be different from those
required for St Andrews.
It has also been shown in chapter 8 that it is quite possible to make dual-
frequency measurements of rain using a 38 GHz and a 94 GHz radar pointed hori-
zontally, based broadly on the method of Goldhirsh and Katz [29]. When based on
reflectivity, this works well, and is also capable of providing reasonable estimates
of two of the parameters describing the rain’s DSD. The performance of this in
terms of rainfall rate measuring is not currently much better than single-frequency
38 GHz measurements. However, it should allow for improved estimation of at-
tenuation, allowing rainfall rates to be determined over longer paths. Better radar
calibration may well allow the technique to exceed the performance of the 38 GHz
single-frequency technique.
Unfortunately, the dual-frequency approach is rather less effective when based
on attenuation inferred from the measured reflectivity data. This is not to say that
attenuation techniques cannot be made to work - in particular path attenuation
measurements are already made to work as rainfall-rate images built up based on
attenuation of mobile phone mast microwave links [96]. It is quite possible that
with improved radar calibration and a better determination of the uniformity of
rain it would be possible to use this technique more effectively. However, its utility
would be far greater at longer ranges, where attenuation estimates in the intervening
ranges would cause considerable errors in the reflectivity measurement. The high
frequencies involved limit the range at which the reflectivity is above the minimum
detectable signal, so this may not ultimately be required.
An exploration of the optimal frequencies for measuring airborne volcanic ash
has been carried out by simulating system performance from 1 to 450 GHz, assuming
a fixed transmit power, noise figure and either a fixed antenna gain or fixed antenna
size. Various standard atmosphere models have also been assumed. Whilst at
present most radar airborne volcanic ash measurements are performed using weather
radars operating at S or C band, it has been shown that far better performance could
be achieved using 35 or 94 GHz radars for many plausible measurement scenarios.
Unless the range is exceedingly long, higher frequencies than those currently used
would be better. It has also been shown that a portable AVTIS type 94 GHz radar
could be used to detect volcanic ash plumes at ranges to the order of 10 km and
that the commercially available 35.5 GHz METEK MIRA-36 radar could be used to
successfully detect airborne volcanic ash at the kinds of altitudes and concentrations
of relevance to aircraft operation. However, detection alone is not always sufficient
- for source term determination it is desirable to be able to discern some properties
of the ash which would require a multi-parameter measurement. A dual-frequency
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measurement in a style similar to that used for rain could be used to determine
two terms in the ash particle-size distribution. However, additional measurements
would be needed to adequately take into account gases and water vapour present
in the plume.
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Appendix A
Simplification of the J12 and J21
matrices in the spherical case
This appendix shows the simplification of the expression (equation 2.57 in the main
text):
pi∫
0
sin θ
[
dPmn′ (cos θ)
dθ
dP−mn (cos θ)
dθ
+
m2
sin2 θ
Pmn′ (cos θ)
1
P−mn (cos θ)
1
]
dθ. (A.1)
This is required in simplifying the T-Matrix model to have the same form as the
Mie Scattering model in the spherical case. This derivation was largely developed
by Dr David Bolton, who has kindly allowed its inclusion here.
The first step is to change the variable of integration in expression A.1 to x =
cos θ. With this, sin θ becomes
√
1− x2. dx
dθ
= − sin θ, so dθ can be written as:
dθ = − dx
sin θ
= − dx√
1− x2 . (A.2)
The limits are also changed, with θ = 0 becoming x = 1 and θ = pi becoming
x = −1. Additionally, derivatives with respect to θ can be re-expressed as:
d
dθ
=
dx
dθ
d
dx
= − sin θ d
dx
= −
√
1− x2 d
dx
. (A.3)
Thus, the rewritten integral becomes:
−1∫
1
√
1− x2
[(
−
√
1− x2
)2 dPmn′ (x)
dx
dP−mn (x)
dx
+
m2
1− x2
Pmn′ (x)
1
P−mn (x)
1
](
− dx√
1− x2
)
(A.4)
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or:
−
−1∫
1
[(
1− x2) dPmn′ (x)
dx
dP−mn (x)
dx
+
m2
1− x2
Pmn′ (x)
1
P−mn (x)
1
]
dx. (A.5)
P−mn = (−1)m (n−m)!(n+m)!Pmn (equation 2.15), so the integral can further be rewritten
as:
−
−1∫
1
[(
1− x2) dPmn′ (x)
dx
(−1)m (n−m)!
(n+m)!
dPmn (x)
dx
+
m2
1− x2
Pmn′ (x)
1
(−1)m (n−m)!
(n+m)!
Pmn (x)
1
]
dx, (A.6)
or:
(−1)m+1 (n−m)!
(n+m)!
−1∫
1
[(
1− x2) dPmn′ (x)
dx
dPmn (x)
dx
+
m2
1− x2
Pmn′ (x)
1
Pmn (x)
1
]
dx. (A.7)
It is useful to consider the first part of this integral alone:
−1∫
1
(
1− x2) dPmn′ (x)
dx
dPmn (x)
dx
dx. (A.8)
This may be solved through integration by parts, a procedure that can trivially be
extended to three parts, giving the general form:∫
uv
dw
dx
dx = uvw −
∫
uw
dv
dx
dx−
∫
vw
du
dx
dx (A.9)
where u, v and w are functions of x. To apply this to the current problem, let
u = 1 − x2, v = dPmn′ (x)
dx
and dw
dx
= dP
m
n (x)
dx
. Thus, du
dx
= −2x, dv
dx
=
d2Pm
n′ (x)
dx2
and
w = Pmn (x). The integral can thus be written as:
[
(1− x2)dP
m
n′ (x)
dx
Pmn (x)
]−1
1
−
−1∫
1
(1− x2)Pmn (x)
d2Pmn′ (x)
dx2
dx
−
−1∫
1
dPmn′ (x)
dx
Pmn (x)(−2x)dx. (A.10)
The first term in this expression can be seen to be always zero. The remaining
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integral can be rewritten as:
−
−1∫
1
(1− x2)Pmn (x)
d2Pmn′ (x)
dx2
+
dPmn′ (x)
dx
Pmn (x)(−2x)dx (A.11)
or:
−
−1∫
1
Pmn (x)
[
(1− x2)d
2Pmn′ (x)
dx2
− 2xdP
m
n′ (x)
dx
]
dx (A.12)
The associated Legendre polynomials P µν (x) are solutions to the associated Legendre
differential equation, which is [97]:
(1− x2)d
2f(x)
dx2
− 2xdf(x)
dx
+
[
ν(ν + 1)− µ
2
1− x2
]
f(x) = 0 (A.13)
(where f(x) is a general solution to the equation). Thus:
(1− x2)d
2Pmn′ (x)
dx2
− 2xdP
m
n′ (x)
dx
= −
[
n′(n′ + 1)− m
2
1− x2
]
Pmn′ (x) (A.14)
which can be substituted back into equation A.12, yielding:
−
−1∫
1
Pmn (x)(−1)
[
n′(n′ + 1)− m
2
1− x2
]
Pmn′ (x)dx (A.15)
or:
n′(n′ + 1)
−1∫
1
Pmn′ (x)P
m
n (x)dx−
−1∫
1
m2
1− x2P
m
n′ (x)P
m
n (x)dx. (A.16)
The first part of this expression is (bar a trivial sign change) a standard integral
for associated Legendre polynomials [46]:
1∫
−1
Pmn′ (x)P
m
n (x)dx =
2
2n+ 1
(n+m)!
(n−m)!δnn′ . (A.17)
Thus, the full integral (equation A.7) can be rewritten as:
(−1)m+1 (n−m)!
(n+m)!
[
−n′(n′ + 1) 2
2n+ 1
(n+m)!
(n−m)!δnn′
−
−1∫
1
m2
1− x2P
m
n′ (x)P
m
n (x)dx+
−1∫
1
m2
1− x2
Pmn′ (x)
1
Pmn (x)
1
dx
 (A.18)
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where it can be seen that the second and third terms cancel, leaving only:
(−1)m+2 2n(n+ 1)
2n+ 1
δnn′ (A.19)
or:
(−1)m2n(n+ 1)
2n+ 1
δnn′ . (A.20)
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Appendix B
Simplification of the spherical
particle RCS expression
This appendix shows the derivation of the standard textbook Mie Scattering RCS
expression (equation 2.64) from the T-Matrix RCS expression (equation 2.47).
With the expressions 2.61 and 2.62, the radar cross-section given by the T-
Matrix model (equation 2.47) becomes:
σ(θi, φi, θs, φs) =
(4pi)3
k2
∣∣∣∣∣∑
l,l′
γmnγ−m′n′(−1)m′
([
T 11l,l′j
n′ ~C−m′n′(θi, φi) · eˆi
]
~Cmn(θs, φs)j
−n−1 +
[
T 22l,l′j
n′−1 ~B−m′n′(θi, φi) · eˆi
]
~Bmn(θs, φs)j
−n
) ∣∣∣∣∣
2
. (B.1)
Since this is for a sphere, the radar cross section will be independent of the ori-
entation of the particle, and so for a given particle will be dependent only on the
scattering direction relative to the incident direction. As a result, it is possible to
arbitrarily define θi = pi/2 and φi = 0 without any loss of information. Further,
it is possible to arbitrarily define eˆi = θˆ, as symmetry means that the orientation
of the polarisation will not affect the result. These statements are equivalent to an
incident wave in the +x direction, with the electric field polarized in the x-z plane.
With these assumptions, the expression becomes:
σs(θs, φs) =
(4pi)3
k2
∣∣∣∣∣∑
l,l′
γmnγ−m′n′
([
T 11l,l′j
n′ ~C−m′n′(pi/2, 0) · θˆ
]
~Cmn(θs, φs)j
−n−1 +
[
T 22l,l′j
n′−1 ~B−m′n′(pi/2, 0) · θˆ
]
~Bmn(θs, φs)j
−n
) ∣∣∣∣∣
2
. (B.2)
Substituting in the expressions from equation 2.10 and 2.11 for ~C−m′n′ and ~B−m′n′ ,
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both evaluated at (pi/2, 0), yields:
σs(θs, φs) =
(4pi)3
k2
∣∣∣∣∣∑
l,l′
γmnγ−m′n′(−1)m′
([
T 11l,l′j
n′j(−m′)P
−m′
n′ (0)
1
]
~Cmn(θs, φs)j
−n−1 +
[
T 22l,l′j
n′−1dP
n′
−m′(0)
dθ
]
~Bmn(θs, φs)j
−n
)∣∣∣∣∣
2
. (B.3)
T 11l,l′ and T
22
l,l′ (equations 2.61 and 2.62) can be rewritten as T
11
l,l′ = δmm′δnn′T
M
n and
T 22l,l′ = δmm′δnn′T
N
n . Substituting this in yields:
σs(θs, φs) =
(4pi)3
k2
∣∣∣∣∣∑
l,l′
γmnγ−m′n′(−1)m′([
δmm′δnn′T
M
n j
n′j(−m′)P
−m′
n′ (0)
1
]
~Cmn(θs, φs)j
−n−1+[
δmm′δnn′T
N
n j
n′−1dP
−m′
n′ (0)
dθ
]
~Bmn(θs, φs)j
−n
)∣∣∣∣∣
2
. (B.4)
δmm′ and δnn′ allow this to be rewritten in terms of m and n only:
σs(θs, φs) =
(4pi)3
k2
∣∣∣∣∣∑
l
γmnγ−mn(−1)m([
TMn j
n+1(−m)P
−m
n (0)
1
]
~Cmn(θs, φs)j
−n−1+[
TNn j
n−1dP
−m
n (0)
dθ
]
~Bmn(θs, φs)j
−n
) ∣∣∣∣∣
2
. (B.5)
Applying the definition of γmn (equation 2.13) yields:
σs(θs, φs) =
(4pi)3
k2
∣∣∣∣∣∑
l
(−1)m (2n+ 1)
4pin(n+ 1)([
TMn j
n+1(−m)P
−m
n (0)
1
]
~Cmn(θs, φs)j
−n−1+[
TNn j
n−1dP
−m
n (0)
dθ
]
~Bmn(θs, φs)j
−n
) ∣∣∣∣∣
2
. (B.6)
If the calculation is then reduced to only the monostatic radar cross-section rather
than the general radar cross section, then θs can be taken to be pi/2 and φs = pi
- that is, in the direction opposite to the incident radiation. With this, the above
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expression can be rewritten as:
σs =
(4pi)3
k2
∣∣∣∣∣∑
l
(−1)m (2n+ 1)
4pin(n+ 1)([
TMn j
n+1(−m)P
−m
n (0)
1
](
θˆjmPmn (0)− φˆ
dPmn (0)
dθ
)
(−1)mj−n−1
+
[
TNn j
n−1dP
−m
n (0)
dθ
](
θˆ
dPmn (0)
dθ
+ φˆjmPmn (0)
)
(−1)mj−n
) ∣∣∣∣∣
2
. (B.7)
The (−1)m terms will combine to give (−1)2m, which will always be 1 and so can
also be eliminated. Applying this, and re-arranging to group the θˆ and φˆ terms
yields:
σs =
(4pi)3
k2
∣∣∣∣∣∑
l
(2n+ 1)
4pin(n+ 1)
θˆ
[
−jm2TMn P−mn (0)Pmn (0) + TNn j−1
dP−mn (0)
dθ
dPmn (0)
dθ
]
+
φˆ
[
mTMn P
−m
n (0)
dPmn (0)
dθ
+mTNn
dP−mn (0)
dθ
Pmn (0)
] ∣∣∣∣∣
2
. (B.8)
Abramowitz and Stegun [97] give the following relations for the associated Leg-
endre functions (generalisations of the associated Legendre polynomials) and their
first derivative evaluated at x = 0:
P µν (0) =
2µ√
pi
cos
[pi
2
(µ+ ν)
] Γ (1
2
ν + 1
2
µ+ 1
2
)
Γ
(
1
2
ν − 1
2
µ+ 1
) (B.9)
and
dP µν (x)
dx
∣∣∣∣
x=0
=
2µ+1√
pi
sin
[pi
2
(µ+ ν)
] Γ (1
2
ν + 1
2
µ+ 1
)
Γ
(
1
2
ν − 1
2
µ+ 1
2
) (B.10)
where µ and ν are arbitrary complex constants. Note that this derivative is effec-
tively dP
µ
ν (cos θ)
d cos θ
, not the required dP
µ
ν (cos θ)
dθ
, but application of the chain rule shows
that dP
µ
ν (cos θ)
dθ
can be rewritten as dP
µ
ν (cos θ)
d cos θ
d cos θ
dθ
, or − sin θ dPµν (cos θ)
d cos θ
.
It can be seen that the first term in the φˆ component of equation B.8 is dependent
on P−mn (0)
dPmn (0)
dθ
. Using equations B.9 and B.10 it can be shown that:
P−mn (0)
dPmn (x)
dx
∣∣∣∣
x=0
=
2
pi
sin
[
pi(m+ n)
2
]
cos
[
pi(n−m)
2
]
(B.11)
which, by application of the trigonometric identity sin a cos b = 1/2[sin(a+b) cos(a−
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b)] is:
P−mn (0)
dPmn (x)
dx
∣∣∣∣
x=0
=
1
pi
(sin(pin) + sin(pim)) = 0. (B.12)
Similarly, the second term in the φˆ component becomes proportional to:
dP−mn (x)
dx
∣∣∣∣
x=0
Pmn (0) =
2
pi
sin
[
pi(n−m)
2
]
cos
[
pi(m+ n)
2
]
(B.13)
which, by application of the same trigonometric identity becomes:
dP−mn (x)
dx
∣∣∣∣
x=0
Pmn (0) =
1
pi
(sin(pin) + sin(−pim)) = 0. (B.14)
As a result, the φˆ component of the RCS of the sphere is zero. This is to be
expected, since any component in φˆ would be an indication of depolarization by
the sphere (the incident radiation was forced to be polarized in θˆ), behaviour that
would not be expected from a sphere.
Equation B.8 can therefore be rewritten as:
σs =
(4pi)3
k2
∣∣∣∣∣∑
l
(2n+ 1)
4pin(n+ 1)
θˆ
[
−jm2TMn P−mn (0)Pmn (0) + TNn j−1
dP−mn (0)
dθ
dPmn (0)
dθ
] ∣∣∣∣∣
2
. (B.15)
Note that the terms in this sum will be independent of the sign of m. It is therefore
possible to produce general results while only considering positive values of m.
With m assumed to be positive, writing out the associated Legendre polynomials
in the first θˆ term yields:
m2P−mn (0)P
m
n (0) = m
2(−1)m (n−m)!
(n+m)!
·[
(−1)m
2nn!
(1− x2)m/2 d
n+m
dxn+m
(x2 − 1)n
]2 ∣∣∣∣∣
x=0
= m2
(−1)3m
22nn!n!
(n−m)!
(n+m)!
[
dn+m
dxn+m
(x2 − 1)n
]2 ∣∣∣∣∣
x=0
. (B.16)
Since n is an integer, the expansion of (x2 − 1)n will only ever contain even powers
of x. Since the m+n’th derivative of this is evaluated at zero, the result will only be
non-zero if a constant results from taking the derivatives. This will only happen if
the derivative is taken an even number of times. Note that since the highest power
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term in the polynomial increases by 2n and since m ≤ n the highest number of
derivatives that can be taken is also 2n, so even values of n+m will always result
in a non-zero value at x = 0, while odd values will always result in zero. However,
since the term is also multiplied by m2, m = 0 will also result in the term being
zero.
In order to determine the value of the expression where m+n is even and m 6= 0,
note that the constant will always be from the x whose power matches the number of
derivatives taken, i.e. the constant will come from the xm+n term in (x2− 1)n. The
integer multiplying xn+m in the original expansion can be determined by application
of the binomial theorem. Since the equation contains x2 this will be the (n+m)/2’th
element of the binomial expansion. Additionally, since the derivative of xn+m will
have been taken m + n times, it will be necessary to multiply this by (n + m)! to
obtain the required value:
dn+m
dxn+m
(x2 − 1)n
∣∣∣∣
x=0
=
(
n
n+m
2
)
(n+m)!
=
n!(
n+m
2
)
!
(
n−m
2
)
!
(n+m)!, m+ n even (B.17)
Substituting this back in to expression B.16 yields:
m2Pmn (0)P
m
n (0) = m
2 (−1)3m
22nn!n!
(n−m)!
(n+m)!
[
n!(
n+m
2
)
!
(
n−m
2
)
!
(n+m)!
]2
(B.18)
= m2
(−1)3m
22n
(n−m)!(n+m)![(
n+m
2
)
!
(
n−m
2
)
!
]2 , m+ n even (B.19)
and zero otherwise.
The associated Legendre polynomials in the second θˆ term in equation B.15
can also be expanded out. First, however, it is useful to re-express the derivatives
with respect to θ as derivatives with respect to x, where x = cos θ. With this,
d
dθ
= − sin θ d
dx
= −√1− x2 d
dx
. Again it is possible to consider only the positive m
case without loss of generality, yeilding:
dP−mn (0)
dθ
dPmn (0)
dθ
=
(−1)m (n−m)!
(n+m)!
[
−
√
1− x2 d
dx
(
(−1)m
2nn!
(1− x2)m/2 d
m+n
dxm+n
(x2 − 1)n
)]2 ∣∣∣∣∣
x=0
.
(B.20)
The primary difficulty with this expression is the derivative. Application of the
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chain rule yields:
d
dx
(
(1− x2)m/2 d
m+n
dxm+n
(x2 − 1)n
)
=
(1− x2)m/2 d
m+n+1
dxm+n+1
(x2 − 1)n +
(
dm+n
dxm+n
(x2 − 1)n
)
d
dx
(1− x2)m/2 (B.21)
The derivative of (x2 − 1)n in the second term here becomes mx(1 − x2)m/2−1,
which is zero for x = 0. Thus only the first term need be considered. At x = 0,
(x2 − 1)m/2 = 1. Thus:
d
dx
(
(1− x2)m/2 d
m+n
dxm+n
(x2 − 1)n
)
=
dm+n+1
dxm+n+1
(x2 − 1)n. (B.22)
This can be evaluated at x = 0 in a similar manner to equation B.17. It is non-zero
only for m+n+ 1 even (or equivalently is non-zero only for n+m odd), and it will
take the value:
dm+n+1
dxm+n+1
(x2 − 1)n
∣∣∣∣
x=0
=
(
n
n+m+1
2
)
(n+m+ 1)!
=
n!(
n+m+1
2
)
!
(
n−m−1
2
)
!
(n+m+ 1)!, m+ n odd. (B.23)
Note that while it is possible for m + n + 1 to exceed 2n (which would cause the
binomial expansion to be nonsensical), it is not possible for this to occur for n+m
odd. Substituting this back into expression B.20 yields:
dP−mn (0)
dθ
dPmn (0)
dθ
=
(−1)3m
22nn!n!
(n−m)!
(n+m)!
[
n!(n+m+ 1)!(
n+m+1
2
)
!
(
n−m−1
2
)
!
]2
=
(−1)3m
22n
(n−m)!(n+m+ 1)!(n+m+ 1)[(
n+m+1
2
)
!
(
n−m−1
2
)
!
]2 , m+ n odd
(B.24)
Putting all of this back together (dropping the θˆ and j terms since it is an
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absolute value) yields:
σs =
(4pi)3
k2
∣∣∣∣∣∑
l
(2n+ 1)
4pin(n+ 1)TMn
 m
2 (−1)3m
22n
(n−m)!(n+m)!
[(n+m2 )!(
n−m
2 )!]
2 m+ n even
0 m+ n odd
+TNn
 0 m+ n even(−1)3m22n (n−m)!(n+m+1)!(n+m+1)[(n+m+12 )!(n−m−12 )!]2 m+ n odd
 ∣∣∣∣∣
2
(B.25)
where it is understood that m refers to the absolute value of m. It is then useful
to split the summation with respect to l back into the original summations with
respect to m and n. In doing this, the notation for m would become somewhat
cumbersome, since m would mean both m and its absolute value in the expression.
However, this can be avoided by noting that the m = 0 terms are always zero and
that the terms running from −m to m are symmetric about m = 0. This means
that the sum from −m to m is equivalent to twice the sum from 0 to m, avoiding
the need to consider negative values of m at all. With this, the split sum is of the
form:
σs =
(4pi)3
k2
∣∣∣∣∣ ∑
n=1...N
(2n+ 1)
4pin(n+ 1)
1
22n2TMn ∑
m=0...n
 m
2(−1)m (n−m)!(n+m)!
[(n+m2 )!(
n−m
2 )!]
2 m+ n even
0 m+ n odd
+2TNn
∑
m=0...n
 0 m+ n even(−1)m (n−m)!(n+m+1)!(n+m+1)
[(n+m+12 )!(
n−m−1
2 )!]
2 m+ n odd
 ∣∣∣∣∣
2
. (B.26)
It can be shown numerically that:
2
∑
m=0...n
 m
2(−1)m (n−m)!(n+m)!
[(n+m2 )!(
n−m
2 )!]
2 m+ n even
0 m+ n odd
= (−1)n22n−1n(n+ 1) (B.27)
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and that:
2
∑
m=0...n
 0 m+ n even(−1)m (n−m)!(n+m+1)!(n+m+1)
[(n+m+12 )!(
n−m−1
2 )!]
2 m+ n odd
= −(−1)n22n−1n(n+ 1). (B.28)
This has been shown using Mathematica for values of n up to 1000 (far in excess
of that ever required by the T-Matrix model in the applications in this thesis), but
is believed to hold for all values of n ≥ 1. With these expressions, the RCS can be
rewritten as:
σs =
(4pi)3
k2
∣∣∣∣∣ ∑
n=1...N
(2n+ 1)
4pin(n+ 1)
(−1)n22n−1n(n+ 1) 1
22n
[
TMn − TNn
] ∣∣∣∣∣
2
(B.29)
or:
σs =
pi
k2
∣∣∣∣∣ ∑
n=1...N
(−1)n(2n+ 1) [TMn − TNn ]
∣∣∣∣∣
2
(B.30)
Thus the final form (and standard textbook form - see, for example [5], [41]) of the
expression for the scattering from a sphere is:
σs =
λ2
4pi
∣∣∣∣∣
∞∑
n=1
(−1)n(2n+ 1)(TMn − TNn )
∣∣∣∣∣
2
. (B.31)
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Appendix C
The St Andrews rainfall data
A large amount of rainfall data were collected with the 38 GHz and 94 GHz “Bug-
Eyes” radars, using an evolving hardware and software configuration. The manner
of collection is described in chapter 5. This appendix presents the raw data for
each measurement day in graphical form, and notes the hardware and software
configurations used. The measurements are split into three groups according to
the broad approach to the measurement used. The various measurement methods
used are detailed in 5.2, but are broadly data collected using Stanford spectrum
analysers, data collected with DAQ cards but with the software limiting the number
of measurements made per minute and data collected with DAQ cards that could
collect the full number of measurements made per minute. Additional small changes
to the hardware occurred within these sections, and these are noted in the text
descriptions below.
For each set of measured data, a figure is shown consisting of three graphs. The
leftmost graph shows minute-resolution rainfall rate as a function of time as recorded
by the disdrometer. In addition, the background colour to the figure indicates the
type of precipitation as determined by the disdrometer. The colours used for each
classification are as follows:
Sensor Error
Unidentified
No PrecipitationRain
Sleet
Snow
Hail
Note that these are not all single categories coming from the disdrometer - in
addition to grouping together increasing, decreasing and steady precipitation types,
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in some cases several precipitation types are grouped under the one category or
renamed here. In particular: hail combines graupel and ice pellets; snow combines
snow and snow grains; sleet is rain/snow; and rain combines rain, rain/drizzle and
rain. For the first few minutes from the disdrometer being powered on, it always
returns “Sensor Error”. This is normal and does not indicate a problem with the
sensor, but does mean that it is not possible to use the data from these minutes.
Since the data shown below is time limited to the start of the radar data this artefact
is only visible in some of the datasets shown below (where the radar was started
before or around the same time as the disdrometer).
The centre and rightmost graphs show the radar data as a function of time and
range. The data are flattop-windowed, FFT’d, averaged to the minute (matching
the disdrometer data) and converted to dB relative to the largest measured return
power (ignoring the first 5 rangebins), but are not otherwise processed. They are
displayed out to the maximum range measured or 2 km, whichever is shorter.
Additionally, for each dataset a table is included, detailing the radar param-
eters used for the particular measurement. These show the start and end points
for recording the radar data (ignoring any temporary interruptions to the data col-
lection - taken to be a gap of 2 hours or less - which are shown in white in the
radar data plots). Additionally, it details the time interval at which data from the
weather station were recorded, the period of the triangular wave used to modulate
the radar signal, the DAQ sampling rate used (where applicable), the number of
samples recorded per chirp (again, where applicable), the swept bandwidth of the
38 GHz radar, the centre frequency of the 38 GHz radar, the swept bandwith of the
94 GHz radar and the resultant range bin depths for each system.
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C.1 Spectrum analyser data
23/08/2010
The disdrometer was sited 40m into the field.
Measurement start time: 23-Aug-2010 18:56:00
Measurement end time: 23-Aug-2010 20:17:00
Weather station interval: 1 minutes
Measurement period: 10 ms
Sample frequency: 256 kHz
Samples per chirp: 1024
38 GHz BW: 200.11 MHz
38 GHz CF: 38.265 GHz
94 GHz BW: 194.75 MHz
38 GHz range bin depth: 0.937 m
94 GHz range bin depth: 0.9628 m
0 0.5 1
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24/08/2010
Measurement start time: 24-Aug-2010 11:13:00
Measurement end time: 24-Aug-2010 13:28:00
Weather station interval: 1 minutes
Measurement period: 10 ms
Sample frequency: 256 kHz
Samples per chirp: 1024
38 GHz BW: 200.11 MHz
38 GHz CF: 38.265 GHz
94 GHz BW: 194.75 MHz
38 GHz range bin depth: 0.937 m
94 GHz range bin depth: 0.9628 m
0 20 40
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26/08/2010
Measurement start time: 26-Aug-2010 10:40:00
Measurement end time: 26-Aug-2010 11:25:00
Weather station interval: 30 minutes
Measurement period: 10 ms
Sample frequency: 256 kHz
Samples per chirp: 1024
38 GHz BW: 198.96 MHz
38 GHz CF: 38.267 GHz
94 GHz BW: 214.16 MHz
38 GHz range bin depth: 0.9424 m
94 GHz range bin depth: 0.8755 m
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C.2 Software-limited DAQ collected data
23/9/2010
Data from 10:52 to 10:56 have been excluded due to problems with the window moving in the wind.
Measurement start time: 23-Sep-2010 10:21:00
Measurement end time: 23-Sep-2010 11:24:00
Rain gauge interval: 30 minutes
Measurement period: 22.9 ms
Sample frequency: 200 kHz
Samples per chirp: 2048
38 GHz BW: 197.98 MHz
38 GHz CF: 38.27 GHz
94 GHz BW: 175.33 MHz
38 GHz range bin depth: 0.8472 m
94 GHz range bin depth: 0.9566 m
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01/10/2010
Measurement start time: 01-Oct-2010 13:34:00
Measurement end time: 01-Oct-2010 17:38:00
Rain gauge interval: 30 minutes
Measurement period: 9.3 ms
Sample frequency: 512 kHz
Samples per chirp: 2048
38 GHz BW: 202.08 MHz
38 GHz CF: 38.267 GHz
94 GHz BW: 209.35 MHz
38 GHz range bin depth: 0.8629 m
94 GHz range bin depth: 0.833 m
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10/01/2011
This data was recorded in two files to avoid the 4 GB FAT32 filesize limit. There were problems with the window in the wind at
2248 2345 0046 and 0056.
Measurement start time: 10-Jan-2011 22:25:00
Measurement end time: 11-Jan-2011 00:57:00
Rain gauge interval: 30 minutes
Measurement period: 9.3 ms
Sample frequency: 2048 kHz
Samples per chirp: 8192
38 GHz BW: 182.05 MHz
38 GHz CF: 38.256 GHz
94 GHz BW: 226.27 MHz
38 GHz range bin depth: 0.9578 m
94 GHz range bin depth: 0.7706 m
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15/03/2011
This data was recorded in two files due to the first being collected with an older version of the code that produces larger output file
sizes (records the data as double-precision floating point voltages rather than as 16 bit integer DAQ values). The measurement was
stopped and the more efficient software used at 1434.
Measurement start time: 15-Mar-2011 11:53:00
Measurement end time: 15-Mar-2011 17:10:00
Rain gauge interval: 30 minutes
Measurement period: 9.36 ms
Sample frequency: 2048 kHz
Samples per chirp: 8192
38 GHz BW: 182.05 MHz
38 GHz CF: 38.256 GHz
94 GHz BW: 226.27 MHz
38 GHz range bin depth: 0.964 m
94 GHz range bin depth: 0.7756 m
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C.3 Hardware-limited DAQ collected data
02/04/2012
Unversity security in front of the radar at 2202. Collected a mixture of rain, sleet and snow.
Measurement start time: 02-Apr-2012 20:03:00
Measurement end time: 03-Apr-2012 10:34:00
Rain gauge interval: 30 minutes
Measurement period: 10 ms
Sample frequency: 4096 kHz
Samples per chirp: 16384
38 GHz BW: 183.7 MHz
38 GHz CF: 38.258 GHz
94 GHz BW: 198.4 MHz
38 GHz range bin depth: 1.021 m
94 GHz range bin depth: 0.9451 m
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10/04/2012
Measurement start time: 10-Apr-2012 20:18:00
Measurement end time: 10-Apr-2012 21:43:00
Rain gauge interval: 30 minutes
Measurement period: 10 ms
Sample frequency: 4096 kHz
Samples per chirp: 16384
38 GHz BW: 182.55MHz
38 GHz CF: 38.257 GHz
94 GHz BW: 199.56 MHz
38 GHz range bin depth: 1.027 m
94 GHz range bin depth: 0.9396 m
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11/04/2012
Measurement start time: 11-Apr-2012 15:04:00
Measurement end time: 11-Apr-2012 17:57:00
Rain gauge interval: 30 minutes
Measurement period: 10 ms
Sample frequency: 4096 kHz
Samples per chirp: 16384
38 GHz BW: 182.55MHz
38 GHz CF: 38.258 GHz
94 GHz BW: 199.56 MHz
38 GHz range bin depth: 1.027 m
94 GHz range bin depth: 0.9396 m
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16/04/2012
Measurement start time: 16-Apr-2012 23:27:00
Measurement end time: 17-Apr-2012 09:42:00
Rain gauge interval: 30 minutes
Measurement period: 10 ms
Sample frequency: 4096 kHz
Samples per chirp: 16384
38 GHz BW: 182.55MHz
38 GHz CF: 38.257 GHz
94 GHz BW: 199.56 MHz
38 GHz range bin depth: 1.027 m
94 GHz range bin depth: 0.9396 m
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25/04/2012
Measurement start time: 25-Apr-2012 11:04:00
Measurement end time: 25-Apr-2012 12:15:00
Rain gauge interval: 30 minutes
Measurement period: 10 ms
Sample frequency: 4096 kHz
Samples per chirp: 16384
38 GHz BW: 182.55MHz
38 GHz CF: 38.257 GHz
94 GHz BW: 198.4 MHz
38 GHz range bin depth: 1.027 m
94 GHz range bin depth: 0.9451 m
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29/04/2012
Measurement start time: 29-Apr-2012 23:17:00
Measurement end time: 30-Apr-2012 02:56:00
Rain gauge interval: 30 minutes
Measurement period: 10 ms
Sample frequency: 4096 kHz
Samples per chirp: 16384
38 GHz BW: 182.55MHz
38 GHz CF: 38.257 GHz
94 GHz BW: 199.56 MHz
38 GHz range bin depth: 1.027 m
94 GHz range bin depth: 0.9396 m
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10/05/2012
Measurement start time: 10-May-2012 10:56:00
Measurement end time: 10-May-2012 21:46:00
Rain gauge interval: 30 minutes
Measurement period: 10 ms
Sample frequency: 4096 kHz
Samples per chirp: 16384
38 GHz BW: 182.55MHz
38 GHz CF: 38.258 GHz
94 GHz BW: 199.56 MHz
38 GHz range bin depth: 1.027 m
94 GHz range bin depth: 0.9396 m
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11/05/2012
Very intermittent measurement in an effort to reduce the amount of diskspace used - the measurement was paused when rainfall
rates were very low and restarted as the rainfall rate increased again.
Measurement start time: 11-May-2012 11:26:00
Measurement end time: 11-May-2012 18:55:00
Rain gauge interval: 30 minutes
Measurement period: 10 ms
Sample frequency: 4096 kHz
Samples per chirp: 16384
38 GHz BW: 181.56MHz
38 GHz CF: 38.258 GHz
94 GHz BW: 198.4 MHz
38 GHz range bin depth: 1.033 m
94 GHz range bin depth: 0.9451 m
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18/07/2012
Measurement start time: 18-Jul-2012 19:32:00
Measurement end time: 18-Jul-2012 21:10:00
Rain gauge interval: 30 minutes
Measurement period: 10 ms
Sample frequency: 4096 kHz
Samples per chirp: 16384
38 GHz BW: 179.59MHz
38 GHz CF: 38.258 GHz
94 GHz BW: 197.15 MHz
38 GHz range bin depth: 1.044 m
94 GHz range bin depth: 0.951 m
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23/07/2012
Measurement start time: 23-Jul-2012 12:24:00
Measurement end time: 23-Jul-2012 21:02:00
Rain gauge interval: 30 minutes
Measurement period: 10 ms
Sample frequency: 4096 kHz
Samples per chirp: 16384
38 GHz BW: 179.59MHz
38 GHz CF: 38.258 GHz
94 GHz BW: 198.4 MHz
38 GHz range bin depth: 1.044 m
94 GHz range bin depth: 0.9451 m
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30/07/2012
Measurement start time: 30-Jul-2012 12:41:00
Measurement end time: 30-Jul-2012 14:49:00
Rain gauge interval: 30 minutes
Measurement period: 10 ms
Sample frequency: 4096 kHz
Samples per chirp: 16384
38 GHz BW: 178.61MHz
38 GHz CF: 38.258 GHz
94 GHz BW: 197.15 MHz
38 GHz range bin depth: 1.05 m
94 GHz range bin depth: 0.951 m
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30/07/2012 2
Measurement start time: 30-Jul-2012 17:09:00
Measurement end time: 30-Jul-2012 19:34:00
Rain gauge interval: 30 minutes
Measurement period: 10 ms
Sample frequency: 4096 kHz
Samples per chirp: 16384
38 GHz BW: 179.59MHz
38 GHz CF: 38.258 GHz
94 GHz BW: 198.4 MHz
38 GHz range bin depth: 1.044 m
94 GHz range bin depth: 0.9451 m
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01/08/2012
The disdrometer was sited approximately 10 metres closer to the radar than usual due to the unfortunate positioning of the moveable
goalposts.
Measurement start time: 01-Aug-2012 00:43:00
Measurement end time: 01-Aug-2012 06:56:00
Rain gauge interval: 30 minutes
Measurement period: 10 ms
Sample frequency: 4096 kHz
Samples per chirp: 16384
38 GHz BW: 179.59MHz
38 GHz CF: 38.258 GHz
94 GHz BW: 198.4 MHz
38 GHz range bin depth: 1.044 m
94 GHz range bin depth: 0.9451 m
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01/08/2012 2
Measurement start time: 01-Aug-2012 18:02:00
Measurement end time: 01-Aug-2012 18:31:00
Rain gauge interval: 30 minutes
Measurement period: 10 ms
Sample frequency: 4096 kHz
Samples per chirp: 16384
38 GHz BW: 179.59MHz
38 GHz CF: 38.258 GHz
94 GHz BW: 198.4 MHz
38 GHz range bin depth: 1.044 m
94 GHz range bin depth: 0.9451 m
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06/08/2012
Measurement start time: 06-Aug-2012 16:22:00
Measurement end time: 06-Aug-2012 16:31:00
Weather station interval: 30 minutes
Measurement period: 10 ms
Sample frequency: 4096 kHz
Samples per chirp: 16384
38 GHz BW: 178.61 MHz
38 GHz CF: 38.258 GHz
94 GHz BW: 198.4 MHz
38 GHz range bin depth: 1.05 m
94 GHz range bin depth: 0.9451 m
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13/08/2012
The positioning of the moveable goalposts means that there is a slight chance that they might appear in this radar data (at a very
low level, only in the very edge of the beam, if anywhere) at a range of around 50-60 metres.
Measurement start time: 13-Aug-2012 22:38:00
Measurement end time: 13-Aug-2012 23:21:00
Weather station interval: 30 minutes
Measurement period: 10 ms
Sample frequency: 4096 kHz
Samples per chirp: 16384
38 GHz BW: 181.56 MHz
38 GHz CF: 38.257 GHz
94 GHz BW: 199.56 MHz
38 GHz range bin depth: 1.033 m
94 GHz range bin depth: 0.9396 m
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14/08/2012
Times from 1434 to 1436 were excluded as a tractor was being used to cut the grass in front of the radar at that time.
Measurement start time: 14-Aug-2012 14:24:00
Measurement end time: 14-Aug-2012 15:09:00
Weather station interval: 30 minutes
Measurement period: 10 ms
Sample frequency: 4096 kHz
Samples per chirp: 16384
38 GHz BW: 181.56 MHz
38 GHz CF: 38.257 GHz
94 GHz BW: 199.56 MHz
38 GHz range bin depth: 1.033 m
94 GHz range bin depth: 0.9396 m
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17/08/2012
Data from 0951 to 0956 was removed because it became necessary to move the disdrometer due to the arrival of some soccer players.
While the disdrometer data is shown for this time, it is not accurate.
Measurement start time: 17-Aug-2012 05:52:00
Measurement end time: 17-Aug-2012 12:23:00
Weather station interval: 30 minutes
Measurement period: 10 ms
Sample frequency: 4096 kHz
Samples per chirp: 16384
38 GHz BW: 179.59 MHz
38 GHz CF: 38.257 GHz
94 GHz BW: 198.4 MHz
38 GHz range bin depth: 1.044 m
94 GHz range bin depth: 0.9451 m
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27/08/2012
This is the first dataset for which an SLP 1.9 filter was installed on the 38 GHz IF.
Measurement start time: 27-Aug-2012 11:00:00
Measurement end time: 27-Aug-2012 19:17:00
Weather station interval: 30 minutes
Measurement period: 10 ms
Sample frequency: 4096 kHz
Samples per chirp: 16384
38 GHz BW: 179.59 MHz
38 GHz CF: 38.258 GHz
94 GHz BW: 198.4 MHz
38 GHz range bin depth: 1.044 m
94 GHz range bin depth: 0.9451 m
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29/08/2012
Measurement start time: 29-Aug-2012 10:35:00
Measurement end time: 29-Aug-2012 14:56:00
Weather station interval: 30 minutes
Measurement period: 10 ms
Sample frequency: 4096 kHz
Samples per chirp: 16384
38 GHz BW: 178.61 MHz
38 GHz CF: 38.259 GHz
94 GHz BW: 198.4 MHz
38 GHz range bin depth: 1.05 m
94 GHz range bin depth: 0.9451 m
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20/09/2012
Data removed at 1340 due to the presence of a person in the beam.
Measurement start time: 20-Sep-2012 12:44:00
Measurement end time: 20-Sep-2012 13:38:00
Weather station interval: 30 minutes
Measurement period: 10 ms
Sample frequency: 4096 kHz
Samples per chirp: 16384
38 GHz BW: 180.58 MHz
38 GHz CF: 38.257 GHz
94 GHz BW: 198.4 MHz
38 GHz range bin depth: 1.038 m
94 GHz range bin depth: 0.9451 m
0 1 2 3
12:50
13:00
13:10
13:20
13:30
Rainfall Rate [mm hr−1]
Ti
m
e
Range [km]
38 GHz Data
0 0.5 1 1.5 2
Range [km]
94 GHz Data
 
 
Po
w
er
 [d
B]
0 0.5 1 1.5 2
−45
−40
−35
−30
−25
−20
−15
−10
−5
0
20/09/2012 2
Joggers in the beam at 1828.
Measurement start time: 20-Sep-2012 15:51:00
Measurement end time: 20-Sep-2012 20:32:00
Weather station interval: 30 minutes
Measurement period: 10 ms
Sample frequency: 4096 kHz
Samples per chirp: 16384
38 GHz BW: 180.58 MHz
38 GHz CF: 38.257 GHz
94 GHz BW: 198.4 MHz
38 GHz range bin depth: 1.038 m
94 GHz range bin depth: 0.9451 m
0 5
16:00
17:00
18:00
19:00
20:00
Rainfall Rate [mm hr−1]
Ti
m
e
Range [km]
38 GHz Data
0 0.5 1 1.5 2
Range [km]
94 GHz Data
 
 
Po
w
er
 [d
B]
0 0.5 1 1.5 2
−45
−40
−35
−30
−25
−20
−15
−10
−5
0
273
24/09/2012
The unfortunate gap in the middle of this data due to a large number of astronomy students running in front of the radar beam.
Measurement start time: 24-Sep-2012 15:47:00
Measurement end time: 24-Sep-2012 16:14:00
Weather station interval: 30 minutes
Measurement period: 10 ms
Sample frequency: 4096 kHz
Samples per chirp: 16384
38 GHz BW: 179.59 MHz
38 GHz CF: 38.258 GHz
94 GHz BW: 198.4 MHz
38 GHz range bin depth: 1.044 m
94 GHz range bin depth: 0.9451 m
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24/09/2012
Measurement start time: 24-Sep-2012 19:24:00
Measurement end time: 25-Sep-2012 08:03:00
Weather station interval: 30 minutes
Measurement period: 10 ms
Sample frequency: 4096 kHz
Samples per chirp: 16384
38 GHz BW: 179.59 MHz
38 GHz CF: 38.258 GHz
94 GHz BW: 198.4 MHz
38 GHz range bin depth: 1.044 m
94 GHz range bin depth: 0.9451 m
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11/10/2012
People in front of the radar at 1742 and 1837. Tightened up the 38 GHz Vmod to solve the interference problems.
Measurement start time: 11-Oct-2012 17:11:00
Measurement end time: 12-Oct-2012 07:23:00
Weather station interval: 30 minutes
Measurement period: 10 ms
Sample frequency: 4096 kHz
Samples per chirp: 16384
38 GHz BW: 178.61 MHz
38 GHz CF: 38.258 GHz
94 GHz BW: 198.4 MHz
38 GHz range bin depth: 1.05 m
94 GHz range bin depth: 0.9451 m
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17/10/2012
People in front of the radar at 1155, 1331, 1344, 1408, 1419, 1540 and 2042.
Measurement start time: 17-Oct-2012 10:57:00
Measurement end time: 17-Oct-2012 23:39:00
Weather station interval: 30 minutes
Measurement period: 10 ms
Sample frequency: 4096 kHz
Samples per chirp: 16384
38 GHz BW: 180.58 MHz
38 GHz CF: 38.257 GHz
94 GHz BW: 198.4 MHz
38 GHz range bin depth: 1.038 m
94 GHz range bin depth: 0.9451 m
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Appendix D
Miscellaneous physical parameters
D.1 Calculating atmospheric losses
For the measurement of particles in the atmosphere, it can be necessary to take
account of the attenuation caused by the path taken by the electromagnetic radia-
tion through the atmosphere. Liebe’s model [93] allows for the computation of the
attenuation and refractive index of air in the frequency range 1 GHz to 1 THz for
a given temperature, pressure and water vapour content, which is sufficient for the
work presented here. This model was implemented in MATLAB. To illustrate the
effect of these parameters, plots of attenuation against temperature, pressure and
water vapour content are shown in figure D.1 for the frequencies most considered
in this thesis - 38 GHz and 94 GHz. 6 GHz is also shown for comparison with more
conventional weather radars. Some consideration had been given to measuring rain
at 340 GHz, so the results at this frequency are also included. In each case, the
two fixed parameters are taken to be those from the US Standard Atmosphere at
sea level - i.e. temperature T = 15, pressure P = 101325 Pa and water vapour
content ρaw = 7.5 g/m
3. The swept water vapour content was limited to 12.8 g/m3
as this approximately corresponds to 100% relative humidity at the temperature
and pressure values assumed.
It can be seen that attenuation increases with increasing pressure and with
increasing water vapour content, and that attenuation decreases with increasing
temperature. Whilst all of these frequencies lie in atmospheric windows (see figure
9.3 for an illustration of attenuation as a function of frequency), it can be seen quite
clearly that the higher frequencies suffer far higher levels of attenuation than their
lower frequency counterparts.
In practice, temperature, pressure and water vapour content will vary widely
with time and location, but for simulation work it is very helpful to have a set of
standard models to work with. ITU-R P. 835-2 [94] provides seven such standard
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Figure D.1: The variation of atmospheric attenuation with [top left] pressure, [top
right] water vapour content and [bottom left] temperature. This is shown for four
frequencies - one below the millimetre-wave region, two in the millimetre-wave re-
gion and one above it. At these frequencies, as pressure or water vapour content
increases, attenuation increases. As temperature increases, attenuation decreases.
For these particular frequencies, the higher the frequency, the higher the attenua-
tion.
models: the reference standard atmosphere, often referred to the US Standard
Atmosphere 1976; the low-latitude standard atmosphere (latitudes lower than 22◦);
summer and winter mid-latitude standard atmospheres (latitudes between 22◦ and
45◦); and summer and winter high-latitude standard atmospheres (latitudes greater
than 45◦). These models were implemented in MATLAB, and the values yielded by
each of these for the temperature, pressure and water vapour content are illustrated
in figure D.2.
Both the Liebe model and standard atmosphere models have been implemented
to work with water vapour content expressed as either density ρaw in g/m
3 or as %
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Figure D.2: The variation of the three physical parameters defined by the standard
atmosphere models with height, as computed with the models implemented for and
used in this thesis. [Top left] shows temperature, [top right] shows pressure and
[bottom left] shows water content.
relative humidity U . For the Liebe model, the conversion method between the two
is that of Liebe [93]:
ρaw = 1.739× 109U
(
300
T
)5
exp
[
−22.64
(
300
T
)]
(D.1)
where T is the temperature of the atmosphere in Kelvin. However, for the standard
atmosphere models, the ITU-R P.453-6 [98] form is used:
U =
100
6.1121 exp
(
17.502(T−273.15)
T−32.18
)ρaw T
216.7
. (D.2)
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The net effect of these two functions is very similar, as illustrated in figure D.3.
Both are only approximations, as the 100 %RH point is difficult to precisely define.
Internally, all of the functions use ρaw rather than %RH, so by working in terms of
this alone a far higher degree of accuracy.
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Figure D.3: A comparison of the two different methods of relating water content in
g/m3 to %RH at a range of temperatures. Both methods produce similar, but not
identical, results.
With the Liebe model and these atmospheres defined, it is possible to compute
the attenuation along a ray path using the method given in ITU-R P. 676-3 [99].
The integral:
A(hs, he, φ) =
he∫
hs
γ(H)
sin Φ
dH (D.3)
is solved numerically to determine the attenuation along a path from start height
hs to end height he. γ(H) is attenuation in the desired units at height H, which is
computed from the Liebe model described above. Φ is:
Φ = arccos
(
(rE + hs)n(hs) cosφ
(rE +H)n(H)
)
(D.4)
where rE is the radius of the assumed-spherical Earth (taken to be 6378.1 km) and
n(H) is the refractive index of the atmosphere at height H, which is also computed
from the Liebe model. φ is the elevation angle of the radar. In situations where
φ is less than zero, it is necessary to assumes that the signal always takes the
shortest path between the two heights for the given transmission (or reception)
elevation angle. In most cases, this is straightforward - the ray progresses upwards
280
or downwards as appropriate to reach the desired height. The only exception to
this is where the end height is higher than the start height, but the elevation
angle is negative. In this case the ray must go down before going up, and so the
integral is split into two parts, one before the minimum height and one after. The
minimum height hmin is determined by using the MATLAB function fzero to solve
the expression:
(rE + hmin)n(hmin = (rE + hs)n(hs) cosφ. (D.5)
Note that no check is performed to ensure that the ray does not pass through
the surface of the Earth (this is not readily possible to check, since it would be
dependent on the local geography).
To illustrate the performance of this model, figure D.4 shows the path attenu-
ation to 10 km in height as a function of angle for a frequency of 94 GHz through
each of the standard atmospheres.
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Figure D.4: Path attenuation as a function of elevation angle from sea level to 10km
in height for each of the standard atmospheres. All assume a frequency of 94 GHz.
In order to compute the signal returned to a radar by a target along some path
through the atmosphere, it is also necessary to know the length of this path. In
many cases this can be approximated well by the geometric (or free space) path to
the target. However, the changing refractive index of the atmosphere will lead to
some refraction of the signal, creating a curved path that will be longer than the
geometric path. At longer ranges, this can become a significant effect. It can be
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inferred from ITU-R P. 676-3 [99] that this can be computed from:
Path length (hs, he, φ) =
he∫
hs
1
sinΦ
dH. (D.6)
An additional complication of the refraction of the signal in the atmosphere
is that computing the elevation angle required to measure a specific point is not
simply a geometric exercise. The following expression for the refraction correction
τ that must be applied can be inferred from ITU-R P. 834-2 [100], [101] and [102]:
τ(hs, he, φ) = −
he∫
hs
n′(H)
n(H) tan Φ
dH (D.7)
where Φ is the function of the radar elevation angle φ given in equation D.4. τ is
also known as the atmospheric or astronomical refraction. A degree of confusion
was caused by the statement in ITU-R P. 834-2 [100] that the units of τ were
degrees. Close consideration of the derivations of expressions for R in [101] and
[102], along with a comparison of computations the expected value at φ ≈ 0 and
φ ≈ pi/4 from [102] show that this is incorrect and that the refraction correction
is in fact computed in radians when using the expression given above. τ makes
it possible to relate the geometric (or free space) elevation to the target φ0 to the
elevation measured with the radar:
φ0 = φ− τ(hs, he, φ). (D.8)
In the simulations in this thesis, the geometric configuration is set first. The dis-
tance to the target is specified as the distance along the assumed-spherical Earth’s
surface, as is the targets height above this point. φ0 can therefore be determined
from simple trigonometric arguments. The geometry is illustrated in figure D.5. τ
is known as a function of φ, but not as a function of φ0, so φ is computed by ap-
plying the MATLAB function fzero to a rearranged form of equation D.8. Once φ
has been determined, it is then possible to compute the optical path length and the
attenuation along the path, providing all the information needed for the simulations.
In most cases it is possible to apply this equation directly. However, it is quite
computationally intense and proved to be impractical when generating figures 9.7,
9.8 and 9.9. In these cases, the problem has been simplified by making the assump-
tion that φ does not vary as a function of frequency. This means that φ need only be
computed once for each range value, rather than the multiple times required when
optimising for frequency. It has been assumed (arbitrarily) to adopt the value that
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Figure D.5: The geometry of the spherical-Earth atmospheric assumption. For
the simulations in this thesis, the radar is considered to be at the start point,
some height hs above the surface of a spherical Earth and the target/volume being
measured is at some height he again above the surface of a spherical Earth. The
target/volume being measured is assumed to be located some horizontal distance
around the spherical Earth’s surface (shown in green). The geometric (or free
space) path is shown in blue, and is at angle φ0 to the horizontal at the start
point. However, due to the atmosphere, the actual path that would be taken by
the radiation to the target would be the red path (shown here greatly exaggerated).
The angle of the tangent of this path at the start point to the horizontal (again at
the start point) is φ. The difference between these two angles is τ , given in equation
D.7. Note that the path length of the red line is longer than that of the blue line,
hence the need to apply equation D.6 to it.
it has at 94 GHz. This does introduce a small error in the value of φ, which in turn
leads to small errors in the height of the sampled volume. More importantly to
the applications considered, it introduces a small error into the path length to the
target (so the range value used in the Probert-Jones equation is not quite correct).
Also of importance is that a small error is introduced into the estimate of the path
attenuation. All of these errors increase in size at longer ranges. Further, their effect
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will be greater closer to the surface of the Earth, as a result of the higher refractive
index and attenuation found there. To illustrate their effect, sample calculations
have been carried out for a target at a ground-range of 100 km from the radar and
at a height above the assumed-spherical Earth of 1 km. It has been assumed that
the starting height is 0 km (i.e. on the spherical-Earth’s surface), and that the
atmosphere is the US Standard Atmosphere 1976. With these assumptions, the
errors are as shown in figure D.6. The range of frequencies considered has been
restricted to 1 GHz to 450 GHz since frequencies beyond this range are generally so
attenuated as to be of little practical use in moderate to long range in-atmosphere
remote-sensing.
D.2 The dynamic viscosity of air
The dynamic viscosity of air is a parameter required by both the Beard and Chuang
drop shape model [25] described in section 3.2 and the Beard terminal fall velocity
model [53] described in section 3.5. The model given as part of the US Standard
Atmosphere 1976 [103] gives the dynamic viscosity of air as a function of temper-
ature, and has been implemented for this work in MATLAB. It gives the dynamic
viscosity µair of air as:
µair =
βT 3/2
T + Sconst
(D.9)
where µair is in Ns/m
2, β is the constant 1.458 × 10−6 kg/s/m/K0.5, Sconst is the
constant 110.4K and T is temperature in Kelvin. The results of the implementation
of this equation are illustrated in figure D.7.
D.3 Air density
The density of air is a parameter required by both the Beard and Chuang drop shape
model [25] described in section 3.2 and the Beard terminal fall velocity model [53]
described in section 3.5. The model given as part of the US Standard Atmosphere
1976 [103] gives the density of air as a function of temperature and pressure, and
has been implemented for this work in MATLAB. It gives the density of air ρair as
a function of temperature and pressure:
ρair =
pM0
R∗ T
(D.10)
where ρair is in kg/m
3, M0 is the mean molar weight of the air taken by [103] to
be 28.9644 kg/kmol for heights up to 79 km (which encompasses all the heights
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Figure D.6: In order to simplify some computational work, it has been necessary to
approximate the value of φ by its value at a fixed frequency (chosen arbitrarily to
be 94 GHz). This introduces small errors into the values computed for various other
parameters. [Top left] shows the error introduced into the estimation of φ. [Top
right] shows the error introduced into the estimation of the end height he of the
signal. [Bottom left] shows the error in the path attenuation. [Bottom right] shows
the error in the path length. It can be seen that in all cases where the attenuation
is sufficiently low as to make practicable the use of the frequency in remote sensing
applications, the error in making this assumption is quite small - less than 1.5% in
the case considered here.
relevant to the use of air density in this thesis), R∗ is the universal gas constant
8.31432 × 103 N m/kmol/K and T is temperature in Kelvin. The results of the
implementation of this equation are illustrated in figure D.8.
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Figure D.7: The variation of the dynamic viscosity of air as a function of tempera-
ture.
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Figure D.8: The variation of the density of air as a function of temperature and
pressure.
D.4 Water density
The density of water is a parameter required by both the Beard and Chuang drop
shape model [25] described in section 3.2 and the Beard terminal fall velocity
model [53] described in section 3.5. An empirical expression for this as a func-
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tion of temperature is given by Kaye and Laby [104]:
ρwater = (999.83952 + 16.945176T − 7.9870401× 10−3T 2
− 46.170461× 10−6T 3 + 105.56302× 10−9T 4
− 280.54253× 10−12T 5)/(1 + 16.879850× 10−3T ) (D.11)
where ρwater is in kg m
−3 and T is temperature in . Kaye and Laby only use
this expression for temperatures above 40, but state that the values from this
expression do not differ from their tabulated values at temperatures in the range
0-40 by more than 0.002kg m−3 (i.e. an error of around 0.0002%). Since the error
in using this expression even at lower temperatures is so small it has been decided
to use this expression across the full range of temperatures considered. This has
been implemented in MATLAB. The results of the implementation of this equation
are illustrated in figure D.9.
Note that changing atmospheric pressure would also cause some variation in the
water density, but this effect is ignored in the work here.
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Figure D.9: The variation of the density of water as a function of temperature.
D.5 Water surface tension
Water surface tension in air is a parameter required by both the Beard and Chuang
drop shape model [25] described in section 3.2 and the Beard terminal fall velocity
model [53] described in section 3.5. Kaye and Laby [104] provide a table of values
for the surface tension in air for temperatures between 0 and 100. A function
has been implemented in MATLAB that linearly interpolates along the values in
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this table to return the surface tension of water in air as a function of temperature.
The results of this implementation are illustrated in figure D.10.
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Figure D.10: The variation of water surface tension in air as a function of temper-
ature.
D.6 The Refractive Index of Water
In order to determine the electromagnetic scattering from raindrops, it is essential
to know the refractive index of water. This varies significantly as a function of
temperature and frequency. Kaye and Laby [104] state that the Debye model can
be applied to obtain the dielectric constant for frequencies running from 1 MHz
through to the infra-red. The form of the Debye model is [104]:
 =
(1− jωτ)(s − ∞)
(1 + ω2τ 2)
+ ∞ (D.12)
where  is the dielectric constant (or relative permittivity), s and ∞ are respec-
tively the dielectric constants at frequencies far lower and far higher than the the
dispersion region, ω is the angular frequency 2pif of the incident radiation and τ is
the relaxation time.
Kaye and Laby [104] give the expression:
s = 88.15− 41.4t′ + 13.1t′2 − 4.6t′3 (D.13)
where t′ is T/100 with T being temperature in . They also give ∞ = 5.
Additionally, Kaye and Laby [104] give a table of values for the relaxation time
τ as a function of temperature. A third order polynomial fit was applied to this
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Figure D.11: The tabulated data for the water relaxation time τ as a function of
temperature from Kaye and Laby [104] compared with the polynomial fit to the
data given in equation D.14 and used in computing the refractive index of water
throughout this thesis.
data (using the Gnumeric spreadsheet program), producing:
τ = (−6.94444× 10−5T 3 + 0.0104048T 2 − 0.604246T + 17.6905)× 10−12 (D.14)
where T is temperature in  and τ is in seconds. The expression is valid over the
range T ∈ [0, 60] and is illustrated in figure D.11.
Having computed the dielectric constant for water, it is possible to compute the
complex refractive index m from:
m =
√
. (D.15)
The effect of varying temperature at the frequencies commonly used in this thesis
are illustrated in figure D.12, and a more global look at the effect of frequency on
the refractive index is illustrated in the Cole-Cole plot shown in figure D.13. The
accuracy of this model can also be somewhat appreciated through comparison with
the experimental data from [105].
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Figure D.12: The variation of the real and imaginary part of the refractive index of
water with temperature for the frequencies commonly used throughout this work.
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Figure D.13: A comparison of the dielectric constant  computed with the MAT-
LAB implementation of the Debye model described by Kaye and Laby [104] with
experimental data from Meissner and Wentz [105]. It can be seen that there is close
correlation between the experimental data and the dielectric constant computed
with the model. Of particular note is that the 25 values correlate well, as this
is not one of the temperature values included in the tabulated relaxation time τ
values in Kaye and Laby [104] and so is arrived at using the polynomial fit given in
equation D.14.
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