Reference evapotranspiration (ET o ) is a major component of the hydrological cycle linking the irrigation water requirement and planning and management of water resources. In this research, the potential of co-active neuro-fuzzy inference system (CANFIS) was investigated against the multilayer perceptron neural network (MLPNN), radial basis neural network (RBNN), self-organizing map neural network (SOMNN) and multiple linear regression (MLR) to estimate the monthly ET o at Pantnagar and Ranichauri stations, located in the foothills of Indian central Himalayas of Uttarakhand State, India. The significant combination of input variables for implemented techniques was decided by the Gamma test (GT). The results obtained by CANFIS models were compared with MLPNN, RBNN, SOMNN and MLR models based on performance evaluation indicators and visual inspection using line, scatter and Taylor plots for both the stations. The results of comparison revealed that CANFIS-5/ CANFIS-9 models (RMSE ¼ 0.0978/0.1394, SI ¼ 0.0261/0.0475, COE ¼ 0.9963/0.9846, PCC ¼ 0.9982/ 0.9942 and WI ¼ 0.9991/0.9959) with three and five input variables provide superior results for estimating monthly ET o at Pantnagar and Ranichauri stations, respectively. Also, the adopted modelling strategy can build a truthful expert intelligent system for estimating the monthly ET o at the study stations. Penman-Monteith (PM) equation was developed for estimating ET o , by referring a hypothetical crop with an assumed height of 0.12 m, surface resistance of 70 s·m À1 and an albedo of 0.23 (Allen et al. ). FAO-56 PM equation requires numerous meteorological variables for effective application which may be unavailable or missing in some locations, especially in developing countries. Therefore, alternative approaches that require less meteorological inputs are needed (Kumar et al. ; Yassin et al. ; Kisi & Alizamir ).
INTRODUCTION
Estimation of reference evapotranspiration (ET o ) is essential for hydrologic water balance, irrigation system design and management, crop yield simulation, and planning and management of water resources (Sentelhas et al. ) . Normally, 
MATERIALS AND METHODS

Study area and data acquisition
The study was conducted at Pantnagar (29 0 0 0″ N latitude, 79 38 0 0″ E longitude) with an altitude of 243.8 m above mean sea level (msl) and Ranichauri (30 18 0 40″ N latitude, 78 24 0 35″ E longitude) with an altitude of 2,000 m above msl ( Figure 1 ). Both stations are located in the foothills of 
where ET o is reference evapotranspiration (mm/month), Δ is slope of saturation vapour pressure curve (kPa C À1 ), R n is net radiation (MJ/m 2 /month), G is soil heat flux (MJ/m 2 / month), γ is psychrometric constant (kPa C À1 ), e s and e a are saturated and actual vapour pressures (kPa), T is average monthly air temperature ( C À1 ) and U 2 is mean monthly wind speed at 2 m (m s À1 ). 
Gamma test
where, y is output vector, G is gradient and gamma (Г) is 
where, σ 2 (y) is the variance of the output y and Г is the gamma function. If the value of V ratio is close to zero it represents the high predictability of the model. In general, a In this study, the significant combination of input variables for CANFIS, MLPNN, RBNN, SOMNN and MLR approaches was selected based on the minimum value of 
where, A 1 , A 2 and B 1 , B 2 are the MFs for inputs x and y, respectively, p 1 , q 1 , r 1 and p 2 , q 2 , r 2 are the parameters in Layer 1 (Fuzzification layer or fuzzy membership):
Every node i in this layer is a square node with a node function as:
where, x (or y) is the input to node i, and A i , (or B i ) is a linguistic label (small, large, etc.) associated with this node function. In other words, O 1 i is the membership function of A i , (or B i ) and it specifies the degree to which the given x (or y) satisfies the quantifier. Usually, we choose μ A i (x) or μ B i (y) to bell-shaped with maximum equal to one and minimum equal to zero, such as:
or the Gaussian function is written as:
where, a i , b i , c i are the parameter set. As the values of these parameters change, the bell-shaped or Gaussian functions vary accordingly, thus exhibiting various forms of membership functions on the linguistic label (A i ). The parameters in this layer are referred to as premise parameters.
Layer 2 (Rule layer or AND multiplication): Every node in this layer is a circle node (Π) which multiplies the incoming signals and sends the product out as:
Each node output represents the firing strength (weights) of a rule. T-norm operators that perform generalized AND can be used as the node function in this layer.
Layer 3 (Normalization layer): Every node in this layer is a circle node (N). The ith node calculates the ratio of the ith rule's firing strength to the sum of all rules' firing strengths as:
For convenience, the outputs of this layer are called normalized firing strengths.
Layer 4 (Defuzzification layer or consequent): Every node i in this layer is a square node with a node function as:
where, w i is the output of layer 3, and p i , q i , r i are the parameter set. The parameters of this layer are referred to as consequent parameters.
Layer 5 (Summation layer or fuzzy association): The single node in this layer is a circle node (Σ) that computes the overall output as the summation of all incoming signals:
In this research, the network of CANFIS was constructed using two to three Gaussian membership functions (MFs), Sugeno fuzzy model (Takagi & Sugeno ) , hyperbolic tangent activation function (ranges from À1 to 1) for data normalization, and delta-bar-delta (DBD) learning algorithm with the threshold of 0.001 and 1,000 iterations in NeuroSolutions software.
Multilayer perceptron neural network
Haykin () first introduced multilayer perceptron neural network (MLPNN), which consists of layers of parallel processing elements (called neurons), with each layer being fully connected to the preceding layer by interconnection strengths or weights (W). Figure 4 illustrates a feed-forward MLPNN, consisting of an input layer (i), hidden layer ( j) and output layer (k), with the inter-connection weights (W ij and W jk ) between layers of neurons. One or more than one hidden layer exists between an input and an output layer. The number of hidden layers and neurons are specified by the problem to which the network is applied (i.e., the number of predictors and predictands, respectively). The hydrologist must specify the number of hidden layers and neurons for accurate mapping of all the training dataset. Initial estimated weight values are progressively corrected during a training process that compares predicted outputs to known outputs and backpropagates any errors (from right to left in Figure 4 ) to determine the appropriate weight adjustments necessary to minimize the errors (Dawson & Wilby ) .
In the forward mode, the input pattern vector (I p ) is presented to the input layer of neurons (i) and simply passed through unchanged output (O p ), to be distributed to the second layer ( j). Each neuron in layers j and k receives the weighted sum of outputs (NET) from the previous layer as input. Mathematically, the NET for layer j is written as:
where W ij is the weight between the input layer and hidden layer, O pi is the output of the input layer, b j is a bias for neuron j. Each neuron in layers j and k produces its output f(NET) by passing its value of NET through a nonlinear activation function. A commonly used functional form is the logistic activation function:
The overall output of the kth layer is obtained as:
where f is the activation function. All input and output values used in training and testing are scaled through the activation function. In this study, the architecture of MLPNN was designed by supervised learning with one input layer, one hidden layer and one output layer with a single output. The hyperbolic tangent activation function (range À1 to 1) was used for data normalization with DBD learning algorithm because this technique is more powerful and faster than the conventional gradient descent.
The optimal number of neurons in the hidden layer were determined using 2n þ 1 concept given by Mishra & Desai () , where n is the number of inputs. The MLPNN training was stopped after 1,000 epochs with a threshold value of 0.001 in NeuroSolutions 5.0 software.
Radial basis neural network
The radial basis neural network (RBNN) is a branch of ANN, and the concept of RBNN was given by Bishop 
Multiple linear regression
Multiple linear regression (MLR) is utilized to model the collinearity between a dependent variable and more than one independent variables. The regression equation can be expressed as (Malik & Kumar ) :
where ET o is the dependent variable (output);
T min , T max , RH, U s and R s are the independent variables; β 0 is the intercept; and β 1 , β 2 , β 3 , β 4 and β 5 are the regression coefficients.
Model performance evaluation indicators
In 
RESULTS
Deciding optimal input variables using GT
The descriptive statistics of training and testing datasets are provided in Table 1 except the U s data which are leptokurtic (þ) in nature in training datasets for both the stations. The cross-correlation between input and output variables are given in Table 2 for Pantnagar and Ranichauri stations. As observed from Table 5 . As clearly seen from (1:1) for all the models were perfectly close to each other; however, these lines were closer to each other for CANFIS-5
( Figure 6(a) ) and MLPNN-5 ( Figure 6(b) ) models, respectively. It can be concluded that based on the statistical and visual comparisons, the ranks of the model (from the best to worst) can be classified as the CANFIS-5, MLPNN-5, RBNN-5, SOMNN-5 and MLR-5 models for Pantnagar station, respectively.
Using Equation (23) 
the applied models at Pantnagar station. Figure 8 demonstrated that the CANFIS-5 and MLPNN-5 models provided the lower RMSE, lower standard deviation and higher correlation coefficient than the SOMNN-5, RBNN-5 and MLR-5 models. Hence, the CANFIS-5 model with selected inputs (T max , U s , R s ) can be used for modelling monthly ET o at Pantnagar station.
Monthly ET o estimation at Ranichauri station
The selected CANFIS-9, MLPNN-9, RBNN-9, SOMNN-9
and MLR-9 models were trained (January, 1994 -December, 2008 ) and tested (January, 2009 -December, 2012 to estimate the monthly ET o at Ranichauri station. The performance of CANFIS-9, MLPNN-9, RBNN-9, SOMNN-9 and MLR-9 models was evaluated using RMSE, SI, COE, PCC and WI, and visually inspected using line, scatter, relative error and Taylor plots. The value of RMSE, SI, COE, PCC and WI of the applied models during the testing period is reported in model. The regression equation for the MLR-9 model with its intercepts and regression coefficients obtained from the training phase is written as:
MLR À 9 ¼ À0:075 þ 0:049ÃT min þ 0:036ÃT max À 0:011ÃRH À 0:056ÃU s þ 0:165ÃR s
The temporal variation between observed and estimated monthly ET o values of CANFIS-9, MLPNN-9, RBNN-9, SOMNN-9 and MLR-9 models during the testing period is plotted using line plot (left side) and scatter plot (right side) in Figure 9 (a)-9(e), respectively. As observed from the time variation graphs (line and scatter), the estimates of the CANFIS-9 were closer to the observed monthly ET o values (PM FAO-56) compared to other models. It is clear from the scatterplots that the CANFIS-9 has less scattered estimates than the other models. It should be noted that all the models underestimated the peak ET o values. This may be due to the fact that there is insufficient number of peak values in the training and applied methods cannot learn the process. The ranks of the models were the CANFIS-9, MLPNN-9, MLR-9, RBNN-9 and SOMNN-9
for Ranichauri station based on the statistical and visual comparisons, respectively.
The relative error percentage (Equation (23)) between observed and estimated monthly ET o values of CANFIS-9, MLPNN-9, RBNN-9, SOMNN-9 and MLR-9 models during the testing period is presented in Figure 10 . As Figure 10 demonstrates, the RE percentage was between ±10% upper band (UB) and lower band (LB) for 95.83%
(CANFIS-9), 93.75% (MLPNN-9), 72.91% (RBNN-9), 75% (SOMNN-9) and 87.5% (MLR-9) of testing dataset. Here,
the CANFIS-9 model shows lesser percentage of RE as compared to the MLPNN-9, RBNN-9, SOMNN-9 and MLR-9 models in the testing dataset. It also indicated that the maximum distribution of RE for all prescribed models appeared in the peak value of monthly ET o .
The spatial pattern of observed and estimated values of monthly ET o by CANFIS-9, MLPNN-9, RBNN-9, SOMNN-9 and MLR-9 models during the testing period was also evaluated by using the Taylor diagram (TD). Figure 11 provides the TD for observed and estimated values using the applied models at Ranichauri station. Figure 11 illustrates that the CANFIS-9 model provided lower RMSE and higher correlation coefficient than the MLPNN-9, RBNN-9, SOMNN-9 and MLR-9 models. Hence, the CANFIS-9 model with selected inputs (T min , T max , RH, U s , R s ) can be successfully used for monthly ET o estimation at Ranichauri station.
DISCUSSION
In this study, the feasibility of a hybrid model, i.e., co-active fuzzy inference system was evaluated for estimating monthly of GEP under different scenarios.
The above-reported studies also confirmed the supremacy of hybrid models in the estimation of reference evapotranspiration or pan-evaporation. Thus, this study provided conclusive evidence that the estimation of monthly reference evapotranspiration can be done effectively in order of accuracy by CANFIS-5 > MLPNN-5 > SOMNN-5 > RBNN-5 > MLR-5 models at Pantnagar station, and by CANFIS-9 > MLPNN-9 > MLR-9 > RBNN-9 > SOMNN-9 models at Ranichauri station.
CONCLUSIONS
This study was conducted to examine the potential of • The proposed CANFIS models guide irrigation engineers and agriculturists towards better estimation of monthly reference evapotranspiration at study stations in light of data availability.
• The results of CANFIS models would help local stakeholders in terms of irrigation scheduling, and planning and management of water resources.
Since this study focuses on a specific area of India (i.e., Pantnagar and Ranichauri stations), the results from this research cannot generalize the capability and accuracy of applied models for other climatic zones in the world.
Thus, it is recommended that areal extension (e.g., multicase study including other climatic conditions) can confirm the generalization of applied models. Therefore, these approaches can be accomplished based on spatial-temporal scales including different climatic zones. Furthermore, the various percentages of training and testing datasets for different years should be considered for better predictability of data-driven models for future studies. The obtained results of this study may be compared with other machine learning (e.g., simple and hybrid approaches) and empirical models.
