Hierarchical mixed-order tangential vector nite elements (TVFEs
Introduction
The in nite array model accurately predicts the scanning properties of the vast majority of antenna elements within a large nite phased array. Applying Floquet's theorem (Amitay, Galindo, & Wu, 1972) and the appropriate boundary conditions, the in nite array geometry can be reduced to a single periodic cell referred to as a unit cell. This signi cantly reduces the computational domain, and an appropriate full wave method can then be used for array simulation. Mode matching and the spectral domain method of moments (MoM) were used in the past but for better modeling of the feed structure and/or volumetric inhomogeneities within the unit cell, hybrid MoM or nite element methods (FEMs) are more attractive. Schaubert (1984a, 1984b) applied the spectral domain MoM to simulate the scanning properties of in nite periodic arrays of printed dipoles and microstrip patches. They demonstrated that the excitation of a surface wave within a dielectric substrate can lead to scan blindness, a critical phenomenon for the array operation. Tsay and Pozar (1998) applied a hybrid MoM/Green's function method for printed arrays capable of modeling various volumetric inhomogeneities within the grounded substrate of a unit cell. D' Angelo and Mayergoyz (1996) and McGrath and Pyati (1996) employed the lowest order tetrahedral tangential vector nite elements (TVFEs) for modeling the electric eld within the unit cell and used a Floquet modal expansion to satisfy the radiation boundary conditions. Lucas and Fontana (1995) used a similar approach but applied tetrahedral TVFEs of order 1.5. Jiang and Martin (1999) performed a preliminary convergence study for various interpolatory and hierarchical higher order TVFEs using the same hybrid FEM formulation. Jin and Volakis (1991) rst used the nite element-boundary integral (FE-BI) method for array modeling and applied the same method using prismatic TVFEs in conjunction with the free space in nite periodic Green's function to simulate a wide class of complex periodic geometries.
In this paper, we introduce a multiresolution hybrid FE-BI method for modeling in nite, doubly periodic antenna arrays. Examples for the analysis of frequency selective surfaces are also given in Volakis, Chatterjee, and Kempel (1998) . We apply the hierarchical mixed-order tetrahedral TVFEs recently introduced by Volakis (1998, 1999) to obtain a computational model that accurately predicts the overall array behavior. Since the properties of hierarchical TVFEs allow the simultaneous use of lowest and higher order TVFEs within the same computational domain, we use higher order TVFEs only within and near the regions associated with highly varying eld intensities. The lowest order TVFEs are employed elsewhere to achieve an accurate and ef cient eld modeling. We show that this multiresolution expansion allows much coarser discretizations than when only the lowest order TVFEs are used, thus signi cantly reducing the number of BI unknowns and CPU time. To demonstrate the effectiveness of the hierarchical TVFEs, we simulate slot and microstrip arrays on homogeneous substrates and give comparison with more traditional implementations based on the lowest order tetrahedral and prismatic TVFEs.
The same formulation employed for array analysis can also be adopted for frequency selective surfaces (FSSs) (Mittra, Chan, & Cwik, 1988) or volume (FSV) characterization. FSS structures are also periodic con gurations and may feature elements such as patches and dipoles. In practice, they serve as spatial lters of incoming waves, with the plane wave being the typical excitation. At the resonance of the periodic element, the FSS may exhibit strong transmission or re ection properties that de ne the passband of the FSS structure. Usually, multiple layers of FSS or FSV are used to achieve the desired transmission properties. For multilayer FSS/FSV, it is necessary to deal with layers that exhibit different periodicities (referred to as noncommensurate FSS). These con gurations are rather challenging computationally, since different modes must be considered for each layer. However, when using the hybrid FE-BI formulation, the issue of different mode expansion is circumvented. By using nite elements to model the volume, the periodic Green's function is employed only on the upper surface of the FSS .
Below we rst discuss the formulation for carrying out the FE-BI analysis for periodic structures. Higher order TVFE elements are also discussed. We then proceed to present the incorporation of fast integral methods for speeding up the BI computation when
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iterative algorithms are used for solution of the numerical systems. Our applications section contains several examples that demonstrate the ef ciency of the multiresolution implementation and the capability of the formulation to deal with FSS structures.
Formulation

Weak Formulation of the Field Problem
We consider the periodic structure illustrated in Figure 1 for time harmonic electromagnetic elds (an e j !t time dependence is assumed and suppressed throughout). The array is assumed to be periodic in the xy-plane and the .m; n/ cell of the array is obtained by shifting the .0; 0/ cell through the relation
Here, f a , f b are the lattice vectors parallel to the xy-plane. For periodic excitation of the array with a linear phase factor, the elds in the array obey the periodicity conditions (Floquet's theorem) Figure 1 . Geometry of an in nite, three-dimensional doubly periodic antenna array.
In (3), k 0 is the free-space wavenumber and Á 0 , ¿ 0 are the spherical coordinates corresponding to the scan angles of a phased array (positive sign) or the arrival angles of an incident plane wave (negative sign). The pertinent FE functional for the in nite array is
where E ad is the solution of the adjoint eld problem, J int denotes an excitation current interior to the FE domain, S represents the bounding surface of the FE domain, O n is the unit surface normal directed out of the FE domain, and Z 0 is the wave impedance of free space. It is well known that H´O n in the surface integral of (4) must be replaced by an expression in terms of E . This is the process of mesh truncation and, as noted earlier, the BI will be employed for this purpose. Restricting ourselves to planar mesh truncation surfaces, the appropriate BI relation is given by
where G.r ; r s / D exp.¡j k 0 jr ¡r s j/=.4¼ jr ¡r s j/ is the scalar free-space Green's function and H exc is an excitation eld (calculated in the presence of a metallic interface for a periodic aperture S). Also, r s × denotes the surface divergence operator. Substituting (5) into (4) and invoking the divergence theorem results in
which is the exact functional description of the periodic eld problem. Based on the periodicity condition (2), the solution domain can be restricted to a single unit cell of the periodic array. However, by this procedure additional (vertical) boundaries of the solution domain are created. The phase boundary conditions (PBCs), (2), must be employed on these to obtain a unique solution of the eld problem. Moreover, the free-space Green's function G.r ; r s / must be replaced by the appropriate Green's function G p .r ; r s / for a periodic array of ±-sources in free space.
Finite Elements
Choosing tetrahedrals as the tessellation elements (see Figure 2 ), the eld is expanded within the unit cell as
where
; E e 2 ; : : : ; E e N } T refer to the vector basis functions and their coef cients, respectively. The number N of linearly independent vector basis functions within a given element depends upon the order of the TVFE chosen for eld expansion. As detailed in Andersen and Volakis (1998) , N D 6 for a mixed-order TVFE of order 0.5 providing constant tangential/linear normal variation along element edges and linear variation at element faces and inside the element, whereas N D 20 for a mixed-order TVFE of order 1.5 providing linear tangential/quadratic normal variation along element edges and quadratic variation at element faces and inside the element. The speci c form of the vector basis functions is given in Table 1 for the case where the higher order vector basis functions are chosen hierarchically as compared to the Table 1 Vector basis functions for hierarchical/multiresolution TVFEs; i, j , and k are assumed to belong to the set {1; 2; 3; 4} and ful ll i < j < k
Vector basis functions TVFE order
Edge-based Face-based
lowest order ones. This allows TVFEs of order 0.5 and 1.5 to be combined within the computational domain for effective expansion of the unknown electric eld. The vector basis functions are de ned in terms of the volume coordinates 1 , 2 , 3 , and 4 de ned at a given point P as i D V i =V , where V i denotes the volume of the tetrahedron formed by P and the nodes of the triangular face opposite to node i and V denotes the volume of the tetrahedral element.
Boundary Integral
The edge-based basis functions for triangular prisms reduce to Rao-Wilton-Glisson basis functions (Rao, Wilton, & Glisson, 1982) on the top and bottom triangular surface meshes of the periodic unit cell. Therefore, these basis functions are used to represent the eld in the boundary integral in (6). In the spatial domain, the periodic Green's function G p .r ; r s / has the form
In the spectral domain, G p .r ; r s / becomes
where A D jf a´fb j is the cross-sectional area of the unit cell,
is the so-called reciprocal lattice vector, and
where Re.k zmn /¸0, Im.k zmn / · 0. In many cases, the spectral-domain representation (10) has satisfactory convergence behavior if applied in a spectral-domain formulation of the integral equation. However, for arbitrary array con gurations analyzed in the space domain, having strongly as well as weakly coupled array elements, it is necessary to have a representation that converges faster than either (8) or (10). This can be achieved by employing the so-called Ewald transformation originally proposed by Ewald (1912 Ewald ( , 1921 for modeling optical and electrostatic potentials in three-dimensional ion lattices. An application of the Ewald transformation for time harmonic elds of two-dimensional lattices was presented in Jordan, Richter, and Sheng (1986) . The formulation is restricted to rectangular lattices, but the transformation is also applicable to skewed lattices by employing the reciprocal lattice representation used here. The Ewald transformation starts from the spatial domain representation of the periodic Green's function (8) and makes use of the identity
where s is a complex variable. For the integrand to converge as jsj ! 0 for a wavenumber k 0 with an arbitrary amount of loss, the path is chosen so that arg.s/ D ¼ 4 as jsj ! 0. Further, to have convergence as jsj ! 1, the path is chosen so that ¡¼=4 · arg.s/ · ¼=4. Next, (14) is substituted into (8) and the parameter E is introduced to split the integral into two terms, as
Making use of the Poisson transformation, (16) can be written as
where A is de ned immediately after (10). Equation (18) can be identi ed as a "modi ed" spectral domain portion of the periodic Green's function. For planar BI surfaces, we can select z D z s D 0, giving the simpli ed form
The expression (18) (or (19)) converges exponentially (Gaussian convergence) and its computation is therefore very ef cient, requiring only a few terms of the series. The parameter E controls the convergence rate. An optimum value for E is (Jordan, Richter, & Sheng, 1986) 
Choosing this value for E and adjusting the summation limits so that the most dominant terms are kept, in almost all practical cases it is suf cient to include only nine summation terms in (18) (or (19)) (i.e., the summation limits are from ¡1 to C1), in which case the error level is usually less than 0.1%. Galerkin's method is employed to yield the assembled system
In this system, {E V } denotes the eld unknowns within the unit cell volume enclosed by S o , whereas {E S } represents the corresponding unknowns on the open boundary S a . The excitation column {b V } is due to internal sources and {b S } is due to the excitation eld H exc in the BI as de ned in (5).
Fast Integral Methods
The FE-BI system (21) far {E S } is indirectly evaluated in an accelerated fashion utilizing the corresponding properties of the involved Green's function. CPU reduction is achieved by evaluating the far-MoM interactions via introduction of an auxiliary uniform rectangular grid and exploiting the two-level Toeplitz properties of the Green's function on this grid. That is, fast Fourier transform (FFT) algorithms and the convolution theorem are invoked to compute the matrix-vector products in an iterative solver. An important feature of AIM is that its implementation is not affected by the pertinent Green's function as long as it has a convolutional form and is well behaved for computing far-eld interactions. Therefore, AIM can directly be applied to periodic Green's functions. In accordance with AIM , the faraway elements of the BI matrix are expressed as 
where 3 are the AIM coef cients found from
q 1 ; q 2 D 0; : : : ; 1.
Here, f n is a basis function on the original irregular mesh related to edge n, .x 0 ; y 0 / denotes the lower left corner of the regular AIM grid, and S n is the domain of f n . In a numerical implementation, this relation can only be ful lled for a nite number of moments q 1 , q 2 and is evaluated for indices i D .i n ¡ 1i 1 /; : : : ; .i n C 1i 2 / and j D .j n ¡ 1j 1 /; : : : ; .j n C 1j 2 /, where i n and j n are the indices of the uniform grid that is closest to the center .x 1 ; y 1 / of the nth edge and 1i 1 , 1i 2 , 1j 1 , 1j 2 depend on the number of moments. In matrix form, we can rewrite this as
This represents a matrix product of the two sparse 3-matrices and the fully populated Green's function matrix [G] , which is a two-level Toeplitz matrix. In practice, [B] is evaluated as follows:
and when this is combined with (22) 
where "¤¤" denotes two-dimensional discrete convolution, "²" indicates a Hadamard (i.e., term-by-term) product, F denotes the discrete Fourier transform (DFT), and s is the search vector. That is, the pertinent matrix-vector products can be performed in the DFT domain using an FFT algorithm for the corresponding transformations. The speedup of AIM is due to the O.N log N / CPU requirement of the FFT algorithm. After transformation of the results back to the spatial domain, the elds on the original mesh are obtained by reverse mapping between the auxiliary unknowns and the original grid unknowns.
Applications
A key parameter of interest in periodic array modeling is the scanning (active) re ection coef cient
Here, Z in .f; µ / represents the input impedance of the periodic array when the main lobe is directed at an angle µ in a Á D constant plane, and Z in .f; µ D 0°/ is the corresponding input impedance at broadside. The asterisk denotes complex conjugation. For j0 scann .f; µ/j ¼ 1, no radiation occurs in the sector satisfying this condition and the array is said to exhibit scan blindness. Our goal in the following examples is primarily to evaluate the merits of hierarchical mixed-order TVFEs for modeling various periodic arrays. Speci cally, we consider the following arrays:
² in nite periodic slot array on a homogeneous substrate (HSLOT), ² in nite periodic microstrip patch array on a homogeneous substrate (PATCH), and ² circular slot frequency selective surface (CSLOT).
The unit cell geometries for these HSLOT, PATCH, and CSLOT arrays are given in Figures 3a, 3b , and 4 and their corresponding geometrical parameters are given in Table 2 . Below, we proceed with the analysis of these arrays on the basis of multiresolution TVFEs.
Homogeneous Slot Array: HSLOT
The periodic slot array given in Figure 3a operates at the frequency f 0 D 3 GHz and is fed by a horizontal probe placed across the slot at its center. Initially, this array was simulated with prismatic TVFEs using¸0=40 discretization over the slot and cavity region to give a reference solution. The computed scanning input impedances in both the E-and H-plane are shown in Figure 5 . These are compared with results of simulations where hierarchical mixed-order TVFEs are used with¸0=20 discretization. As seen, the result with lowest order TVFEs throughout the unit cell (H0 TETRAs) differs up to 30% from the reference. This discrepancy is due to the inability of the H0 TVFEs to accurately model the high eld variations within and in the proximity of the slot. Let us now use higher order tetrahedral TVFEs in the slot as illustrated by the shaded region in Figure 3a . The corresponding result is given in Figure 5 (H1/H0 TETRAs) and shows a dramatic improvement. We observe that for E-plane scanning in the 30°< µ < 45°region, there is a slight difference with respect to the reference result (PRISMs). This is due to the fact that the maximal eld gradient appears outside the shaded area in Figure 3a and is therefore not modeled by the higher order TVFEs. For E-plane scanning angles greater than 45°, surface waves are excited and consequently the scanning resistance vanishes. For scanning in the H-plane, H0/H1 TVFEs give excellent agreement with the reference result throughout the scanning range, and scan blindness does not occur.
Microstrip Patch Array: PATCH
The microstrip patch array shown in Figure 3b is excited by a vertical probe. The input impedance at broadside is computed using various TVFEs and discretizations (see Table 3 ): (1) prismatic TVFEs with¸0=40 sampling and 2,744 unknowns, (2) tetrahedral H0 TVFEs with 2,542 unknowns, (3) tetrahedral H0/H1 TVFEs with 25.5% H1 TVFEs in the unit cell and 4,822 unknowns, (4) tetrahedral H0/H1 TVFEs with 73.4% H1 TVFEs in the unit cell and 10,360 unknowns, (5) tetrahedral H1 TVFEs and 13,127 unknowns. When employing tetrahedral tessellation, the sampling is approximately¸0=28 and tetrahedral elements are obtained by splitting each prism into three tetrahedra. H1 TVFEs are placed around the radiating edges, as shown in Figure 3b to improve the eld modeling in the vicinity of these regions.
As seen from Figure 6 , multiresolution expansion generates signi cantly more accurate results for the input impedance as compared to using only lowest order TVFEs. The results when the H1 TVFEs cover 25.5%, 73.4%, and 100% of the unit cell are almost identical and agree very well with those based on prismatic TVFEs. From Figure 6 and Table 3 , we also observe that the computed input impedance and broadside resonant frequency cannot be accurately determined using nominal sampling unless higher order TVFEs are used (the broadside resonant frequency is shifted up to 6.5%). When using lowest order TVFEs, the mesh has to be signi cantly denser to give comparable accuracy. Of importance is that higher order TVFEs can be introduced without retessellation and at any arbitrary location without concerns of element to element discontinuities. However, it is important to note that use of higher order TVFEs should be kept to a minimum not only to reduce the number of unknowns but also to keep the condition number of the resulting system matrix as small as possible.
The corresponding E-plane (Á D 10°) and H-plane (Á D 90°) scanning re ection coef cients for the patch array operated at 3 GHz are given in Figure 7 . Our computations are also compared with MoM data given in Pozar and Schaubert (1984a) . It is seen that the multiresolution TVFE data agree well with MoM data and data based on prismatic TVFEs provided a certain percentage of higher order TVFEs are introduced. This is particularly true in the H-plane. In the E-plane, we observe that the maximum scanning re ection coef cient occurs at 83.4°, whereas the MoM predicts 85.6° (Pozar & Schaubert, 1984a) . This shift is due to the associated shift in the resonant frequency predicted by MoM and FE-BI calculations. Because the hybrid FE-BI method predicts a slightly lower resonant frequency, the implied unit cell is in effect slightly larger electrically, and consequently scan blindness will occur at a smaller angle (Pozar & Schaubert, 1984b) .
Circular Slot Frequency Selective Surface: CSLOT
As an FSS example, we consider a circular slot printed on a 0.3 ¹m substrate (² r D 16), (see Figure 4 ). This FSS is intended for use in thermophotovoltaic lter applications. In this case, the FSS serves the purpose of rejecting frequency bands possibly damaging to photovoltaic cells exposed to infrared radiation (as may be the case for photovoltaic panels used to power satellites).
Before proceeding with the characterization of the circular slot FSS, we rst carried out a validation of our FE-BI periodic implementation with data based on a standard Moment Method Code (Wu, 1997) . 1 The comparison shown in Figure 8 shows that the FE-BI curve is in complete agreement with MoM data when the unstructured grid/mesh is employed with 0.1 ¹m per edge length (mesh was generated by SDRC-IDEAS). However, our simpler structured mesh generated from the triangles of the rectangular grid of density 0.05 ¹m´0.05 ¹m does show some shift in frequency. This is due to the staircasing associated with the approximation of the slot ring.
For the application at hand, we are interested in the performance of FSS for different incidence angles. Ideally, we would like the FSS to retain its bandwidth as the incident angle is varied since incoming radiation can be received from all angles. Figures 9 and 10 display the transmission properties of the FSS. As seen, the behavior of the FSS is fairly well maintained, with maximum transmission occurring at about 17.65 THz (¸¼ 17 ¹m). For the transverse electric polarization, the transmission bandwidth narrows as the incidence angle moves away from normal. However, the transverse magnetic polarized incidence, the bandwidth increases with incidence angle. Thus, on the average for a randomly polarized signal, the FSS is likely to pass similar levels of power for different oblique incidence angles. 
Conclusions
In this paper, we introduced a multiresolution hybrid FE-BI method for modeling in nite doubly periodic antenna arrays. We showed that by using hierarchical mixed-order tetrahedral TVFEs and combining lowest and higher order TVFEs within the computational domain, the accuracy of the eld modeling is dramatically improved and the array scanning properties are therefore more accurately evaluated. Higher order TVFEs were used only within the regions where large elds and/or rapid eld variations occurred, while lowest order TVFEs were used elsewhere. This allowed coarse meshes to be used and thus led to signi cant CPU time and memory savings. We demonstrated these improvements by simulating several array geometries and by comparing the multiresolution results with traditional MoM and FE-BI reference data, Finally, we took advantage of the accuracy of the proposed multiresolution method and the inherent FEM material modeling exibility to demonstrate how the introduction of various volumetric inhomogeneities within a unit cell can lead to a signi cant improvement in an array scanning behavior.
