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Abstract.
We present a novel uncertainty quantification approach for high-dimensional stochastic partial differential
equations that reduces the computational cost of polynomial chaos methods by decomposing the computa-
tional domain into non-overlapping subdomains and adapting the stochastic basis in each subdomain so the
local solution has a lower dimensional random space representation. The local solutions are coupled using
the Neumann-Neumann algorithm, where we first estimate the interface solution then evaluate the interior
solution in each subdomain using the interface solution as a boundary condition. The interior solutions in
each subdomain are computed independently of each other, which reduces the operation count from O(Nα) to
O(Mα), where N is the total number of degrees of freedom, M is the number of degrees of freedom in each
subdomain, and the exponent α > 1 depends on the uncertainty quantification method used. In addition, the
localized nature of solutions makes the proposed approach highly parallelizable. We illustrate the accuracy and
efficiency of the approach for linear and nonlinear differential equations with random coefficients.
Key word. basis adaptation, dimension reduction, domain decomposition, polynomial chaos, uncertainty quan-
tification, Neumann-Neumann algorithm
1. Introduction. We propose a novel approach within the framework of polynomial chaos
(PC) expansion methods [11, 33, 1, 2] for solving stochastic partial differential equations
(PDEs) with a large number of random input parameters. This approach allows us to address
some of the computational challenges due to the high dimensionality in PC-based uncertainty
quantification (UQ) methods. The dimension, d, of the PC expansion is obtained from the
truncated Karhunen-Loe`ve (KL) expansion [17] of the underlying random field. As d in-
creases, the number of terms in the PC expansion and the stochastic system size increases
exponentially, making PC methods computationally intractable [19, 8, 14, 16, 32, 27].
In [25] data driven approach is presented to construct reduced order models that are
statistically consistent with the given data set. Algorithms for a polynomial chaos expansion
of multimodal random vector is presented in [24] in order to reduce the dimensionally of the
stochastic system. The effect of geometric transformation such as in manufacturing process on
random material properties, its mathematical treatment and applicability of low dimensional
probabilistic methods is discussed in [10].
Naturally, one approach for reducing the number of terms in PC expansion is to reduce d.
Recently, we have proposed the basis adaptation method for stochastic dimension reduction
while solving for a specific quantity of interest (QoI) [27, 28], i.e, for the scalar solution of
a steady-state PDE at a selected spatial location and for a scalar QoI that is a nonlinear
function of the solution of the steady-state PDE. In [31], the basis adaptation method has
been further extended from a scalar- to vector-valued QoI. Here, we propose a method for
solving high-dimensional stochastic problems in the entire spatial domain (as opposed to
∗Corresponding author.
†Pacific Northwest National Laboratory, P.O. Box 999, MSIN K7-90, Richland, WA 99352
(alexandre.tartakovsky@pnnl.gov).
1
ar
X
iv
:1
70
9.
02
48
8v
1 
 [m
ath
.N
A]
  8
 Se
p 2
01
7
2 Tipireddy ET AL.
computing QoIs). Our method is based on spatial domain decomposition, which replaces a
stochastic PDE with a system of PDEs coupled through a corresponding interfacial problem.
A comprehensive review of domain decomposition methods and algorithms for deterministic
PDEs is provided in [30]. Domain decomposition also has been used for stochastic PDEs.
For example, [34] and [15] apply domain decomposition to reduce the variance of an input
parameter field by decomposing the highly heterogeneous domain in mildly heterogeneous
subdmains with random boundaries. Pranesh et al. [21] theoretically demonstrate that the
random dimensionality of a parameter field decreases with the domain size. Chen et al.
[5] use this property of fields to formulate a smaller-dimensional stochastic problem in each
subdomain.
Our novel idea is to formulate and solve a stochastic problem in each subdomain in its
(new) smaller-dimensional random space using the basis adaptation method such that the
random variables in each subdomain maintain dependency on random variables in the other
subdomains. In [29], we obtain low-dimensional local representations of the random solution
in each subdomain and are able to reconstruct a global solution by stitching together the
local solutions from the subdomains. To obtain a low-dimensional representation in each
subdomain, we employ a Hilbert space KL expansion [7]. For each of the locally adapted
bases, we solve the corresponding equations in the whole domain, keep the local solution for
each subdomain, and stitch together these local solutions to obtain the global solution. This
approach makes the numerical implementation of the method straightforward and efficient if
the solutions in the whole domain can be obtained reasonably fast.
Unlike the approach followed in [29], where the stochastic PDE is solved in the whole
computational domain for each local basis, here we solve the stochastic PDE in each subdo-
main in its adapted local basis. The stochastic PDE in each subdomain is coupled with the
PDEs in the adjacent subdomains through continuity conditions at the interface. Because the
interface condition from the adjacent subdomains is expressed in a different local stochastic
basis, we have to project the interface conditions to represent them in terms of the local basis
adapted to that subdomain. The advantages of this new approach include the continuity of
solution and its derivatives across the subdomain boundaries and high scalability of resulting
algorithm. The latter is achieved by solving independent boundary value problems in each
subdomain. We demonstrate our method by solving three different boundary value problems:
i) a one-dimensional linear diffusion equation with statistically non-stationary diffusion coef-
ficient (saturation-based Richards equation with discontinuity of the conductivity in physical
domain), ii) a one-dimensional nonlinear diffusion equation with statistically non-stationary
diffusion coefficient (pressure based one-dimensional nonlinear Richards equation), and iii) a
two-dimensional linear diffusion equation with point sink at the center of the spatial domain.
For the particular type of equations in our numerical examples, there are several methods for
implementing domain decomposition and obtaining the solution in each subdomain [30]. In
this work, we use a Neumann-Neumann (N-N) algorithm (see Section 4 for more details). We
present a detailed computational cost analysis of the proposed method that shows its cost is
significantly smaller than that of the traditional PC based collocation method.
This paper is organized as follows: In Section 2, we present traditional PC-based UQ
methods for stochastic PDEs and motivate the need for new approaches to reduce the com-
putational cost. In Section 3, we discuss our methodology for spatial domain decomposition
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and basis adaptation methods to represent the local solution in a low-dimensional stochastic
space. Section 4 describes the boundary value problems for subdomains and also provides
a description of the the N-N algorithm for solving the stochastic PDE in low-dimensional
random space. In Section 5, we present numerical results for three different examples using
the aforementioned method and provide computational cost analysis for the two-dimensional
steady-state diffusion equation with random diffusion coefficient. We present conclusions and
ideas for future work in Section 6.
2. Partial differential equations with random coefficients. We propose a domain decom-
position basis adaptation method for high-dimensional linear and nonlinear stochastic PDEs.
While there is no inherent limitations of the method for a particular type of PDEs, we focus
this work on nonlinear and linear steady-state diffusion equations because of their ubiquity
in natural and engineered systems. Specifically, we are interested in computing the solution
u(x, ω) : D × Ω→ R of the stochastic partial differential equation (SPDE)
L(x, u(x, ω); a(x, ω)) = f(x, ω) in D× Ω,
B(x, u(x, ω); a(x, ω)) = h(x, ω) on ∂D× Ω,(1)
with the random coefficient a(x, ω), where D is an open subset of Rn and Ω is a sample space.
Here, L is a differential operator, and B is a boundary operator. To numerically solve the
stochastic PDE (1), it is common to discretize the random fields a(x, ω) and u(x, ω) in both
spatial and stochastic domains [9]. We model a(x, ω) as a log-normal random field, which
is a(x, ω) = exp[g(x, ω)], where g(x, ω) is a Gaussian random field with known mean and
covariance function. We approximate g(x, ω) with a truncated KL expansion [17] as
(2) g(x, ω) ≈ g(x, ξ(ω)) = g0(x) +
d∑
i=1
√
λigi(x)ξi(ω),
where d is the number of random variables in the truncated expansion. The choice of d
depends on the decay of the eigenvalues of the covariance function of g(x, ω) in domain D.
We choose d such that the contribution from eigenvalues {λd+1, · · · , λ∞} in (2) toward g(x, ω)
is quite small and can be neglected. In general, the smaller the correlation length of the
covariance function of g(x, ω), the larger the dimension d. The independent uncorrelated
Gaussian random variables ξ = (ξ1, . . . , ξd)
T have zero mean and unit variance. Here, g0(x)
is the mean of the random field g(x, ω), and the eigenvalues {λi} and eigenfunctions {gi(x)}
are computed as a solution of the eigenvalue problem
(3)
∫
D
Cg(x1, x2)gi(x2)dx2 = λigi(x1),
where Cg(x1, x2) is the prescribed covariance function of g(x, ω). Because the covariance func-
tion is positive definite, the eigenvalues are positive and non-increasing, and the eigenfunctions
gi(x) are orthonormal, that is:
(4)
∫
D
gi(x)gj(x)dx = δij ,
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where δij is the Kronecker delta. The solution u(x, ω) is approximated with a truncated PC
expansion [4, 9] as
(5) u(x, ω) ≈ u(x, ξ(ω)) = u0(x) +
Nξ∑
i=1
ui(x)ψi(ξ),
where Nξ =
(
(d+p)!
d! p! − 1
)
is the number of terms in PC expansion for dimension d and order p,
u0(x) is the mean of the solution field, ui(x) are PC coefficients, and {ψi(ξ)} are multivariate
Hermite polynomials. The PC basis, {ψi(ξ)}, are also orthonormal, that is:
(6) 〈ψi(ξ), ψj(ξ)〉 ≡
∫
Ω
ψi(ξ)ψj(ξ)dξ = δij ,
where the integration is performed with respect to the Gaussian measure. Here, ui(x) are the
unknown coefficients to be computed as a solution of (1). Once the random coefficient a(x, ω)
and the solution field u(x, ω) are represented in terms of ξ, the stochastic PDE (1) transforms
into
L(x, ξ, u(x, ξ); a(x, ξ)) = f(x, ξ) in D× Ω,
B(x, ξ, u(x, ξ); a(x, ξ)) = h(x, ξ) on ∂D× Ω.(7)
Intrusive methods, such as stochastic Galerkin [11], or non-intrusive methods, such as
sparse-grid collocation [33], can be used to solve the parameterized stochastic PDE (7). In
the current work, we use a non-intrusive approach, where the PDE is solved at predefined
quadrature points (in random space). A popular choice of quadrature points is sparse-grid
collocation points based on the Smolyak approximation [23, 18]. Unlike the tensor product of
one-dimensional quadrature points, the sparse-grid method judiciously chooses products with
only a small number of quadrature points. These product rules depend on an integer value
called a sparse-grid level [23, 18]. As the order of PC expansion increases, higher sparse-grid
levels are required to maintain solution accuracy. In the sparse-grid method, the number of
collocation points increases with the stochastic dimension (number of random variables) and
the sparse-grid level. Let ξq be the collocation points associated with the random variables
ξ. Then, the deterministic PDE
L(x, uq(x); aq(x)) = fq(x) in D,
B(x, uq(x); aq(x)) = hq(x) on ∂D(8)
is solved for each collocation point ξq (q = 1, . . . , Qξ), where uq(x) = u(x, ξq), aq(x) = a(x, ξq),
fq(x) = f(x, ξq), and hq(x) = h(x, ξq). The PC coefficient ui is computed through projection,
(9) ui(x) =
Qξ∑
q=1
u(x, ξq)ψi(ξq)w
ξ
q ,
where wξq are weights for the quadrature points. However, with these methods, the compu-
tational cost increases exponentially with increasing d and/or p. Here, we propose a novel
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approach that divides the spatial domain into several subdomains [29] and employs the ba-
sis adaptation method [28] in each subdomain to reduce the stochastic dimension. In the
proposed method, the solutions in subdomains are coupled through interface boundary con-
ditions instead of “stitching” together the local solutions as in [29]. This affords the ability
to independently solve the equations in different subdomains, making the approach highly
parallelizable. With this approach, the computational savings are two-fold because: i) the
reduction in the stochastic dimension in each subdomain and ii) the reduced computational
domain for each subdomain. However, there is an additional cost involved in imposing the
boundary conditions at the interface, which is discussed in the following sections.
3. Domain decomposition and local basis adaptation. To reduce the computational cost
due to high dimensionality in solving (7), we first decompose the spatial domain D ⊂ Rn into
a set of non-overlapping subdomains Ds ⊂ D, s = 1, . . . , ND, that is:
(10) D =
ND⋃
s=1
Ds, Ds ∩Ds′ = ∅ for s 6= s′.
Then, we use the basis adaptation in each subdomain Ds to find a low-dimensional stochastic
basis (PC) with a new set of random variables η˜s = {ηs1, . . . , ηsr}, r  d.
In Section 3.1, we describe the basis adaptation method employed in each subdomain using
the Hilbert-Karhunen-Loe`ve (Hilbert KL) expansion of the Gaussian part of the solution. We
assume that the Gaussian part of the solution can be obtained with a small cost by solving
the stochastic system in the original dimension only up to the first order.
3.1. Hilbert-Karhunen-Loe`ve expansion. We combine the basis adaptation method [28]
and spatial domain decomposition [29] to construct a low-dimensional solution representation
in each subdomain Ds using the Hilbert KL expansion. The KL expansion (2) provides
optimal representation of a random field in L2 space [17]. We want an optimal representation
of the solution space. Hence, the solution should satisfy certain regularity and smoothness
conditions [7]. Namely, the solution u(x, ω) should be a subset of L2(Ω). Here, we use the
Hilbert KL expansion [13, 12, 22, 3, 6] of u(x, ω), where the Gaussian part of the solution
ug(x, ω) is expanded in terms of a new set of uncorrelated Gaussian random variables, {ηi}.
We first compute the Gaussian part (which requires only up to linear terms in the PC
expansion) of the solution in the entire spatial domain D by solving (7), i.e.,
(11) ug(x, ξ(ω)) = u0(x) +
d∑
i=1
ui(x)ξi,
where, ui(x) is computed using (9). Note that solving for ug is computationally less expensive
than finding the full solution of (7) and could be feasible even if the full solution computation
is not.
Consider the Gaussian part of the solution in subdomain Ds, u
s
g(x, ξ(ω)), such that
(12) usg(x, ξ(ω)) = ug(x, ξ(ω))IDs(x),
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where IDs(x) is the indicator function so that for any set Ds, IDs = 1 if x ∈ Ds, and IDs = 0
if x /∈ Ds. We construct the covariance function of usg(x, ξ) in each subdomain Ds as follows:
(13) Csug(x1, x2) =
d∑
i=1
ui(x1)ui(x2), x1, x2 ∈ Ds.
The Hilbert space KL expansion of usg(x, ξ) [7]) in subdomain Ds is
(14) usg(x, ξ(ω)) = u
s
0(x) +
d∑
i=1
√
µsiφ
s
i (x)η
s
i (ω), x ∈ Ds,
where (µsi , φ
s
i (x)) are eigenpairs in the Hilbert KL expansion. They can be obtained by solving
the eigenvalue problem:
(15)
∫
Ds
Csug(x1, x2)φ
s
i (x1)dx1 = µ
s
iφ
s
i (x2), i = 1, 2, . . . , d.
The eigenvalue problem (15) can be solved numerically by first discretizing the covariance
function Csug(x1, x2) and eigenfunctions φ
s
i (x) using a suitable spatial basis, such as finite
element basis, to obtain matrix eigenvalue equations. We can use (14) to write the random
variable ηsi as
ηsi =
1√
µsi
∫
Ds
(
usg(x, ξ)− us0(x)
)
φsi (x)dx,
=
1√
µsi
∫
Ds
u0(x) + d∑
j=1
uj(x)ξj − us0(x)
φsi (x)dx. i = 1, 2, . . . , d.(16)
Because u0(x) = u
s
0(x), x ∈ Ds by construction, we have
ηsi =
1√
µsi
∫
Ds
 d∑
j=1
uj(x)ξj
φsi (x)dx, x ∈ Ds, i = 1, 2, . . . , d
=
d∑
j=1
(
1√
µsi
∫
Ds
uj(x)φ
s
i (x)dx
)
ξj , x ∈ Ds, i = 1, 2, . . . , d
=
d∑
j=1
asijξj ,(17)
where asij =
1√
µsi
∫
Ds
uj(x)φ
s
i (x)dx, i, j = 1, . . . , d. a
s
ij provides a linear map between η
s
i and
{ξj}. The resulting normal variables {ηsi } can be normalized to get independent, uncorrelated
standard Gaussian random variables because the ξj are standard Gaussian random variables.
In each subdomain, we reformulate the stochastic PDE (1) in terms of {ηsi } and solve using
the non-intrusive method.
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3.2. Dimension reduction in the subdomain Ds ⊂ D. Equation (17) can be rewritten as
(18) ηs = Asξ, AsAs
T = I,
where As = [a
s
ij ] is an isometry in Rd and ηs = {ηs1, . . . , ηsd}T is a vector of standard normal
random variables. We can prove that AsAs
T = I by showing
∑d
k=1 a
s
ika
s
jk = δij , that is,
d∑
k=1
asika
s
jk =
d∑
k=1
(
1√
µsi
∫
Ds
uk(x)φ
s
i (x)dx
)(
1√
µsj
∫
Ds
uk(y)φ
s
j(y)dy
)
=
1√
µsi
√
µsj
∫
Ds
∫
Ds
(
d∑
k=1
uk(x)uk(y)
)
φsi (x)φ
s
j(y)dxdy.(19)
From (13),
∑d
k=1 uk(x)uk(y) = Cug(x, y). Hence,
d∑
k=1
asika
s
jk =
1√
µsi
√
µsj
∫
Ds
(∫
Ds
Cug(x, y)φ
s
i (x)dx
)
φsj(y)dy,(20)
and from (15),
∫
Ds
(
Cug(x, y)φ
s
i (x)dx
)
= µsiφ
s
i (y), hence,
d∑
k=1
asika
s
jk =
1√
µsi
√
µsj
∫
Ds
µsiφ
s
i (y)φ
s
j(y)dy
= δij , after normalization(21)
where, δij is the Kronecker delta.
The mapping described in (18) suggests that both ξ and ηs span the same Gaussian
Hilbert space, and the solution can be written as
(22) u(x, ξ) = uAs(x,ηs(ξ)) = uAs0 (x) +
Nηs∑
i=1
uAsi (x)ψi(η
s), x ∈ Ds,
where Nηs =
(
(d+p)!
d! p! − 1
)
is the number of terms in the PC expansion for dimension d and
order p.
For the proposed approach to be computationally efficient, it must represent the solution
accurately in the subdomain Ds with a smaller dimension r < d. Because the eigenvalues in the
Hilbert KL expansion decay faster than the original KL expansion, fewer terms are sufficient to
represent the solution accurately. Two factors contribute to the faster decay of the eigenvalues.
The first factor is that the solution generally is smoother than the input random field a(x, ξ),
while the second factor stems from the reduction in the domain size. Although the correlation
length Lc remains the same for the full domain D and the subdomain Ds, the ratio of the
correlation length to the domain size increases for the subdomain, meaning LcDs >
Lc
D . As the
correlation length relative to domain size increases or as the domain size decreases relative
to the correlation length, the eigenvalues in the Hilbert KL expansion decay faster. Thus, a
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smaller dimension is sufficient. Even when the solution is not smoother relative to the input,
the second factor will help reduce the dimension of the adapted basis in a subdomain.
For each subdomain Ds, (7) can be reformulated with the new set of random variables
η˜s = {η1, . . . , ηr} as
L(x, us(x, η˜s); a(x, ξ)) = f(x, ξ) in Ds × Ω,
C(x, us(x, η˜s), us′(x, η˜s); a(x, ξ)) = 0 in (∂Ds ∩ ∂Ds′)× Ω,
B(x, us(x, η˜s); a(x, ξ)) = h(x, ξ) on (∂Ds ∩ ∂D)× Ω.(23)
The coupling operator C is used to find the interface solution between subdomains Ds and
Ds′ , while B is, as before, the boundary operator.
3.3. Subdomain solution using non-intrusive methods. In a non-intrusive method, such
as the sparse-grid method, the number of collocation points increases with the stochastic
dimension (number of random variables) and the sparse-grid level. Let η˜sq be the colloca-
tion points associated with the random variables η˜s. Then, the corresponding points ξsq are
obtained as
(24) ξsq = [A
−1
s ]rη˜
s
q,
where the d×r matrix [A−1s ]r consists of the first r columns of A−1s . Finally, the deterministic
PDE
L (x, us(x, ξsq); a(x, ξsq)) = f(x, ξsq) in Ds × Ω,
C
(
x, us(x, ξsq), u
s′(x, ξsq); a(x, ξ
s
q)
)
= 0 in (∂Ds ∩ ∂Ds′)× Ω,
B (x, us(x, ξsq); a(x, ξsq)) = h(x, ξsq) on (∂Ds ∩ ∂D)× Ω(25)
is solved for each collocation point ξsq (q = 1, . . . , Qηs), and the PC coefficient u˜
As
i is computed
by projection
(26) u˜Asi (x) =
Qηs∑
q=1
u(x, ξsq)ψi(η˜
s
q)w
ηs
q ,
where wη
s
q are weights for the quadrature points.
3.4. The error of the low-dimensional solution, u˜As(x, η˜s). In the basis adaptation
method, if the dimension of the new basis in ηs and that of the original basis in ξ are equal,
there is no dimension reduction, and the accuracy of the solution u˜As(x,ηs) in terms of ηs is
the same as that of the solution u(x, ξ). This means:
(x, ω) = u(x, ξ(ω))− u˜As(x,ηs(ω)) = 0, if r = d.(27)
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For r  d,
u(x, ξ(ω)) = u˜As0 (x) +
∑
I1
u˜I1ψI1(η˜
s) +
∑
I12
u˜I12ψI12(η˜
s, ηˆs) +
∑
I2
u˜I2ψI2(ηˆ
s),
u(x, ξ(ω))−
u˜As0 (x) +∑
I1
u˜I1ψI1(η˜
s)
 = ∑
I12
u˜I12ψI12(η˜
s, ηˆs) +
∑
I2
u˜I2ψI2(ηˆ
s),
u(x, ξ(ω))− u˜As(x, η˜s(ω)) =
∑
I12
u˜I12ψI12(η˜
s, ηˆs) +
∑
I2
u˜I2ψI2(ηˆ
s),
(x, ω) =
∑
I12
u˜I12ψI12(η˜
s, ηˆs) +
∑
I2
u˜I2ψI2(ηˆ
s),(28)
where η˜s = {ηs1, . . . , ηsr}; ηˆs = {ηsr+1, . . . , ηsd}; and multi-indices I1 and I2 correspond to PC
expansion terms in η˜s and ηˆs, respectively; and multi-index I12 corresponds to mixed PC
terms in η˜s and ηˆs.
4. Solution of individual boundary value problems for the subdomains. We solve sep-
arate boundary value problems for each subdomain. In other words, we are interested in
solving the boundary value problem defined in Eq. (23) as a collection of boundary value
problems: one in each subdomain Ds, where s = 1, . . . , ND. The proposed basis adaptation
is applicable to any type of coupling relation between different subdomains. For linear prob-
lems, the interface conditions can be imposed through the superposition principle. However,
an iterative method is usually required for a nonlinear problem. Here, we show numerical
results for three different examples. We discuss in detail one iterative algorithm and provide
detailed computational cost analysis for one example.
Various types of iterative algorithms, including N-N, Dirichlet-Neumann (D-N), and Dirichlet-
Dirichlet (D-D) (also known as finite element tearing and interconnect, or FETI) [30] can be
used to solve (23) in non-overlapping subdomains. In the current work, we employ the N-N
algorithm. Let Γ =
{
(∪NDs=1∂Ds) \ ∂D
}
be the interface corresponding to all of the subdo-
mains and Γs = Γ ∩ ∂Ds be the interface for subdomain Ds. Given the interface solution u0Γ,
the N-N algorithm works as follows:
• Solve in each subdomain Ds a Dirichlet problem with data u0Γs , obtaining solution
u
1/2
s in Ds, where u
0
Γs
= u0ΓIDs .
• Solve in each subdomain Ds with Neumann data on Γs, chosen as the difference of
normal derivatives of u
1/2
s obtained from solution of Dirichlet problems.
• Update initial u0Γ to obtain u1Γ using Neumann solutions on Γ.
(Dirichlet)
{
L(x, us,n+1/2(x, η˜s); a(x, ξ)) = f(x, ξ) in Ds × Ω,
B(x, us,n+1/2(x, η˜s); a(x, ξ)) = h(x, ξ) on ∂Ds × Ω,
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(Neumann)

L(x, us,n+1(x, η˜s); a(x, ξ) = 0 in Ds × Ω,
C(x,∇us,n+1,∇us′,n+1/2; a(x, ξ)) = 0 in (∂Ds ∩ ∂Ds′)× Ω,
B(x, us,n+1(x, η˜s); a(x, ξ)) = h(x, ξ) on (∂Ds ∩ ∂D)× Ω,
un+1Γ = u
n
Γ − θ
∑ND
s u
s,n+1
Γ on Γ for some θ ∈ (0, θmax). The N-N algorithm is equivalent to
a preconditioned Richardson method for the Schur complement system [30]. In the following
section, we use a non-iterative version of the N-N algorithm [30].
4.1. Non-iterative Neumann-Neumann algorithm: Deterministic case. Let a deter-
ministic PDE on the domain D be discretized to obtain the system of algebraic equations
Kf (u) = f. These nonlinear equations are solved using an iterative scheme, such as Newton’s
method, where they are linearized to obtain a system of linear equations, Ku = f. For each
subdomain Ds, we can write the linear equations in matrix form as
(29)
(
KsII K
s
IΓ
KsΓI K
s
ΓΓ
)(
usI
usΓ
)
=
(
fsI
fsΓ
)
,
where the subscript I corresponds to interior degrees of freedom and Γ corresponds to the
interface for each subdomain Ds. To solve the system of equations (29) using the N-N algo-
rithm, we choose an initial guess u0Γ for the solution on the interface and solve the following
Dirichlet and Neumann problems:
(Di) K
s
IIu
s,n+1/2
I +K
s
IΓu
s,n+1/2
Γ = f
s
Γ in Ds,
(Ni)
(
KsII K
s
IΓ
KsΓI K
s
ΓΓ
)(
us,n+1I
us,n+1Γ
)
=
(
0
rΓ
)
in Ds,(30)
un+1Γ = u
n
Γ − θ
ND∑
s
us,n+1Γ ,
where the residual rΓ is defined as
(31) rΓ =
ND∑
s=1
RTs (K
s
ΓIu
s,n+1/2
I +K
s
ΓΓu
n
Γ − fsΓ).
Given the interface solution uΓ in the whole domain D, RsuΓ is its restriction on the interface
of the subdomain Ds. Here, Rs is a rectangular matrix whose elements are zeros and ones
and that acts as a restriction operator. Its transpose acts as a prolongation operator. The
Neumann problem in (30) solves for all (interior and interface) degrees of freedom us in the
subdomain Ds. However, it is efficient to solve initially for the interface degrees u
s
Γ then for
the interior degrees.
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Let SsΓ = K
s
ΓΓ − KsΓI(KsII)−1KsIΓ be the Schur complement matrix and gsΓ = fsΓ −
KsΓI(K
s
II)
−1fsI in subdomain Ds. The global Schur complement matrix is computed as
SΓ =
ND∑
s=1
RTs S
s
ΓRs,(32)
gΓ =
ND∑
s=1
RTs g
s
Γ.(33)
In (30), we can eliminate u
s,n+1/2
I and u
s,n+1
I to obtain
(34) rΓ = −(gΓ − SΓunΓ),
which means that the total difference in fluxes rΓ is equal to minus the residual of the Schur
complement system. Using block factorization,
(35) us,n+1Γ = (S
s
Γ)
−1rΓ = −(SsΓ)−1(gΓ − SΓunΓ),
the interface solution can be written as
(36) un+1Γ = u
n
Γ + θ
(
ND∑
s
(SsΓ)
−1
)
(gΓ − SΓunΓ).
Solving the Dirichlet problem for the interior solution uI and the Schur complement system
in (35) and (36) iteratively gives the solution of the linear system of equations Ku = f.
When the interface degrees of freedom are few, the size of the global Schur complement
SΓ is not very large. It is possible to have a non-iterative scheme by formulating the solution
in terms of the global Schur complement matrix [30]. This is done by computing SΓ and gΓ
from (32)-(33) and solving
(37) SΓuΓ = gΓ on Γ
to obtain the solution for the interface degrees of freedom on Γ. Then, we compute the solution
for the interior degrees of freedom, usI , as
(38) usI = (K
s
II)
−1[fsI −KsIΓRsuΓ], s = 1, . . . , ND.
Note that SΓ and gΓ depend only on the stiffness matrix K and the right-hand side f , not on
the solution u. Thus, they do not need to be updated in an iterative fashion.
In the next section, we extend this method for a stochastic PDE and use stochastic basis
adaptation in each subdomain to reduce the computational cost.
4.2. Non-iterative Neumann-Neumann algorithm: Stochastic case with basis adapta-
tion. For the subdomains Ds, s ∈ ND, we first write a linear system of equations in η˜s as
follows:
(39)
(
KsII(η˜
s) KsIΓ(η˜
s)
KsΓI(η˜
s) KsΓΓ(η˜
s)
)(
usI(η˜
s)
usΓ(η˜
s)
)
=
(
fsI
fsΓ
)
.
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Then, the Schur complement SsΓ(η
s) and gsΓ(η
s) are computed as
SsΓ(η˜
s) = KsΓΓ(η˜
s)−KsΓI(η˜s)[KsII(η˜s)]−1KsIΓ(η˜s),
gsΓ(η˜
s) = fsΓ −KsΓI(η˜s)[KsII(η˜s)]−1fsI .(40)
For each subdomain Ds, we compute the global Schur complement SΓ(η˜
s) and the correspond-
ing interface solution uΓ(η˜
s). Then, we compute the solution for the interior points usI(η˜
s)
using (38). Algorithm 1 describes the implementation of the proposed N-N method.
Algorithm 1 Neumann-Neumann algorithm
1. Choose collocation points η˜sq for q = 1, . . . , Qηs and s = 1, . . . , ND
2. Compute SsΓ(η˜
s
q) and g
s
Γ(η˜
s
q) using (40)
3. for s = 1 . . . ND do
4. for s′ = 1 . . . ND, s′ 6= s do
5. Project Ss
′
Γ (η˜
s′) and gs
′
Γ (η˜
s′) on to η˜s space using algorithm 2
6. Obtain Ss
′
Γ (η˜
s) and gs
′
Γ (η˜
s)
7. Compute Ss
′
Γ (η˜
s
q) and g
s′
Γ (η˜
s
q) for q = 1, . . . , Qηs
8. end for
9. SΓ(η˜
s
q) =
∑ND
s′=1R
T
s′S
s′
Γ (η˜
s
q)Rs′
10. gΓ(η˜
s
q) =
∑ND
s′=1R
T
s′g
s′
Γ (η˜
s
q)
11. uΓ(η˜
s
q) = [SΓ(η˜
s
q)]
−1gΓ(η˜sq), for q = 1, . . . , Qηs
12. usI(η˜
s
q) = (K
s
II(η˜
s
q))
−1[fsI −KsIΓ(η˜sq)RsuΓ(η˜sq)]
13. end for.
To compute the solution us(η˜s) in each subdomain Ds (steps 9-12 in Algorithm 1), we
need to project the local Schur complement Ss
′
Γ (η˜
s′) and vector gs
′
Γ (η˜
s′) on to the PC basis
in random variables η˜s, for s′ = 1 . . . ND, s′ 6= s. In Algorithm 1, ND × (ND − 1) number of
projections are required for Ss
′
Γ (η˜
s′) and gs
′
Γ (η˜
s′). As the number of subdomains ND increases,
the computational cost for an interface solution becomes a bottleneck because of the large
number (ND × (ND − 1)) of projections involved. Algorithm 2 illustrates the procedure for
projecting a function y(η˜s
′
) on the η˜s space and computing the function y at η˜sq.
Algorithm 2 Projection
1. Choose collocation points η˜sq for q = 1, . . . , Q
2. η˜s
′
q = As′A
−1
s η˜
s
q, [since η˜
s′ = As′ξ and η˜
s = Asξ]
3. y(η˜s
′
) = y(η˜s) =
∑Nsη
i=1 yiψi(η˜
s)
4. yi = 〈y(η˜s)ψi(η˜s)〉 =
∑Q
q=1, y[η˜
s′(η˜sq)]ψi(η˜
s
q)wq, i = 1, . . . , N
s
η
5. y(η˜sq) =
∑Nsη
i=1 yiψi(η˜
s
q) for q = 1, . . . , Q
4.3. Computational cost. In this section, we define metrics for comparing the computa-
tional cost of solving stochastic PDE using PC with and without domain decomposition and
basis adaptation. Without loss of generality, we assume that the number of floating point
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operations (flops) for solving a system of linear algebraic equations with n unknown variables
is approximately (23n
3 + 2n2), as it is for the lower-upper (LU) factorization method. We use
this metric (cost of the LU factorization method for solving a linear system) to compare the
total computational cost for the two cases.
4.3.1. Non-intrusive methods. Let N lξ be the number of sparse-grid collocation points
for a given dimension d and sparse-grid level l . For the original ξ random space, we solve a
deterministic system of equations for each collocation point in that random space. Hence, the
computational cost for solving a d-dimensional stochastic system with sparse-grid level l is ≈
N lξ
(
2
3n
3 + 2n2
)
. For each subdomain, we solve for a low-dimensional solution u˜AsI (x,η
s) at in-
terior points and u˜AsΓ (x,η
s) at interface points. Using a dsη dimensional space in η
s and sparse-
grid level l, the total number of collocation points for each subdomain Ds is N
l
η. Hence, the to-
tal computational cost is approximately equal toN lη
∑ND
s=1
(
2
3(n
s
I)
3 + 2(nsI)
2 + 23(nΓ)
3 + 2(nΓ)
2
)
.
4.3.2. Computational cost of projection algorithm. In Algorithm 1, the Schur comple-
ment Ss
′
(η˜s
′
) and the vector gs
′
Γ (η˜
s′) for s′ = 1, . . . , ND are projected onto the space spanned
by the random variables η˜s. The projection method is implemented as Algorithm 2. Here,
we describe the computational cost of Algorithm 2 in terms of flops. We assume the addition
or subtraction of two vectors of size m needs m flops, and multiplication of a vector of size
m with a scalar requires m flops. If N lηs is the number of collocation points in η˜
s, N sη is the
total number of PC coefficients, nΓ × nΓ is the size of the matrix Ss′(η˜s′), and nΓ × 1 is the
size of the vector gs
′
(η˜s
′
), then the computational cost of the projection of the Schur comple-
ment Ss
′
(η˜s
′
) is {(ND − 1)N lηsN sη (2n2Γ − 1) + NDN lηsn2Γ}, while that of the vector gs
′
Γ (η˜
s′) is
{(ND − 1)N lηsN sη (2nΓ − 1) +NDN lηsnΓ}. Hence, to obtain the total cost of these projections
in Algorithm 1, we need to multiply this cost with the total number of subdomains ND, that
is:
Cost in flops = ND{(ND − 1)N lηsN sη (2n2Γ − 1) +NDN lηsn2Γ}
+ND{(ND − 1)N lηsN sη (2nΓ − 1) +NDN lηsnΓ}.(41)
5. Numerical examples. Here, we apply our methodology to three examples: i) a saturation-
based one-dimensional linear Richards equation, ii) a pressure-based one-dimensional nonlin-
ear Richards equations, and iii) a two-dimensional steady-state diffusion equation with a point
sink at the center of the computational domain.
5.1. One-dimensional linear Richards equation. In this section, we compute the solu-
tion of the stochastic one-dimensional saturation-based Richards equation describing vertical
unsaturated flow in heterogeneous porous media [26]:
d
dz
[
K(z, θ)
dψ
dθ
dθ
dz
]
+
dK(z, θ)
dz
= 0, 0 < z < L.(42)
This equation is subject to the Dirichlet boundary condition at the bottom of the domain and
Neumann boundary condition at the top:
θ(0) = Θ0 and
(
K(z, θ)
dψ
dθ
dθ
dz
)
z=L
= −q.(43)
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We assume the Gardner-Russo exponential model [26] for unsaturated hydraulic conductivity
as a function of pressure head, ψ(z), and the saturation θ as
K = Ks exp(αψ)(44)
θ = θs exp(αψ),(45)
where Ks is the saturated hydraulic conductivity, θs is the complete saturation, and α is the
Gardner parameter. In this model, we introduce uncertainty through the saturated hydraulic
conductivity by treating it as a random field with log-normal distribution. For the numerical
experiment we use a two-layer soil that has different values for α and Ks in each layer. The
solution is computed using a non-intrusive stochastic collocation method with dimension 15
with sparse-grid level 5 that requires 39941 collocation points (deterministic solutions).
To implement the proposed approach, we decompose the domain into four non-overlapping
subdomains and computed the solution in each subdomain in a new set of random variables
with dimension 5 and sparse-grid level 5. For this computation, we require 781 deterministic
solutions for each subdomain. As such, for the four subdomains, we need 3124 deterministic
solutions in a smaller computational domain, Ld = L/4. Here, the computational cost is
quite small compared to the full solution because the number of deterministic solutions is
much smaller (3124  39941), and the size of each deterministic solution is also four times
smaller. Our aim here is to show that the method works even when there is a discontinuity
of the material property (hydraulic conductivity) in the physical domain. In the first layer
(0 < z < 6.0 m), the mean of Ks is assumed to be 1.0 md
−1, and α = 2.0 m−1. In the second
layer (6.0 < z < 10.0 m), the mean of Ks = 10.0 md
−1, and α = 1.0 m−1. Fig. 2 shows the
discontinuity in the mean and standard deviation of the saturation θ. Results corresponding
to different subdomains are plotted with different colors. It is apparent that the subdomain
D3 contains the interface of the two soil layers, and the basis adaptation method still works
well, even when the material properties are discontinuous in the physical domain.
5.2. One-dimensional nonlinear Richards equation. Here, we solve a nonlinear pressure-
based Richards equation with van Genuchten model [20] for hydraulic conductivity K and
saturation θ. The nonlinear Richards equation subject to the Dirichlet boundary conditions
is given by
d
dz
[
K(z, ψ)
(
dψ
dz
+ 1
)]
= 0, 0 < z < L(46)
ψ(0) = ψb and ψ(L) = ψt,(47)
where ψ is the pressure. The water retention Se and hydraulic conductivity K are related to
the pressure head ψ through
(48) Se =
θ − θr
θs − θr =
[
1
1 + (αvg|ψ|)n
]m
and
(49) K = Ks
√
Se[1− (1− S1/me )m]2,
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Figure 1: (a) Mean and (b) standard deviation (Sdev) of the hydraulic conductivity
Ks (md
−1).
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Figure 2: (a) Mean and (b) standard deviation (Sdev) of the saturation computed without
domain decomposition and basis adaptation (dimension, d = 15; sparse-grid level, l = 5; order,
p = 3) shown in ‘solid black’; and with basis adaptation (dimension, r = 5; sparse-grid level, l
= 5; order, p = 3) and domain decomposition method (|D| = 4) shown in ‘red’, ‘blue’, ‘green’
and ‘magenta’ in subdomains D1, D2, D3and D4 respectively
.
where m = 1 − 1/n; θr and θs are residual and saturated water contents, respectively; K
is the hydraulic conductivity; αvg and n are van Genuchten model parameters obtained
from the experiments. To solve this equation, we decompose the one-dimensional domain
into four subdomains, and compute the nonlinear solution using the following approach:
we obtain the solution iteratively, starting with an initial guess for the interface condi-
tions then compute the solution in each subdomain. We assume a log-normal distribu-
tion for Ks(z, ξ). For the numerical implementation, we used the soil properties from [20]:
n = 1.3954, αvg = 0.0104, θs = 0.4686, θr = 0.1060, and Ks is 0.5458 cm/h. The reference
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Figure 3: (a) Mean and (b) standard deviation (Sdev) of the pressure head computed without
domain decomposition and basis adaptation (dimension, d = 15; sparse-grid level, l = 5; order,
p = 3) shown in ‘solid black’; and with basis adaptation (dimension, r = 5; sparse-grid level, l
= 5; order, p = 3) and domain decomposition method (|D| = 4) shown in ‘blue’, ‘red’, ‘green’
and ‘magenta’ in subdomains D1, D2, D3and D4 respectively
solution is obtained for a stochastic dimension of 15 and sparse-grid level of 5, which requires
a total of 39941 deterministic solutions. In the approximate solution with domain decomposi-
tion and basis adaptation, we obtained the solution using reduced dimension 5 and sparse-grid
level of 5 in each subdomain, which requires 781 deterministic solutions for each subdomain.
Hence, we need 4× 781 = 3124 deterministic solutions in each step of the iterative algorithm.
We stopped after 5 iterations and hence the total number of deterministic solutions needed is
5×3124 = 15620, which is half the total number required without basis adaptation. However,
we note that the size of each subdomain is 1/4th that of the original domain D. Therefore,
each deterministic problem in a subdomain Ds is much smaller than that in the original do-
main D. We used a coefficient of variation σK/µK = 0.1 and the correlation length of L/4
where L = 10 cm. We assumed Dirichlet boundary conditions on both sides with values,
ψt = −0.35cm and ψb = 0.0 cm. Fig. 3 shows the (a) mean and (b) standard deviation of
the pressure head computed without basis adaptation and with basis adaptation and with
basis adaptation and domain decomposition. The low dimensional solution is in very good
agreement with the full solution.
5.3. Two-dimensional steady-state diffusion. In this section, we apply the proposed
approach to a two-dimensional steady-state diffusion equation with random space-dependent
diffusion coefficient defined on the spatial domainD = [0, 240]×[0, 60], such that x = (x1, x2) ∈
D. We use Dirichlet boundary conditions at the boundaries perpendicular to the x1 direction
and Neumann boundary conditions at the other two boundaries. We also consider a sink at
the center of the domain (Lx/2, Ly/2.) Let the random coefficient a(x, ω) : D × Ω → R be
bounded and strictly positive,
(50) 0 < al ≤ a(x, ω) ≤ au <∞ a.e. in D× Ω.
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In the first case, we solve the boundary-value problem:
−∇ · (a(x, ω)∇u(x, ω)) = f(x, ω) in D× Ω,
u(x, ω) = 50 on x1 = 0,
u(x, ω) = 25 on x1 = 240,
~n · ∇u(x, ω) = 0 on x2 = 0,
~n · ∇u(x, ω) = 0 on x2 = 60,(51)
where u(x, ω) : D × Ω→ R. Here, we consider a deterministic f(x, ω) given by,
(52) f(x, ω) =
{
−1.0, if (x1, x2) =
(
Lx
2 ,
Ly
2
)
,
0.0, otherwise.
We assume that the random coefficient a(x, ω) = exp[g(x, ω)] has log-normal distribution with
mean a0(x) = 5.0 and standard deviation σa = 2.5. The Gaussian random field g(x, ω) has
correlation function
(53) Cg(x, y) = σ
2
g exp
(
−(x1 − y1)
2
l21
− (x2 − y2)
2
l22
)
in D× Ω,
with standard deviation σg =
√
ln
(
1 + σa
a0(x)2
)
, mean g0(x) = ln
(
a0(x)
(
√
1+ σa
a0(x)
2 )
)
, and the
correlation lengths l1 = 24 and l2 = 20. We decompose the spatial domain into ND subdomains
and independently find a low-dimensional solution in each subdomain using the KL expansion
and basis adaptation methods described in Sections 3.1 and 3.2. In the first case, we consider
the random coefficient that can be represented with d = 10 random dimensions. To evaluate
the accuracy of the solution obtained with the reduced model, we solve the full stochastic
system in the domain D with stochastic dimension 10 and sparse-grid level 5 to compute
the PC expansion of order 3. This requires Qξ = 8761 collocation points. In the domain
decomposition with the basis adaptation approach, we initially solve the full system in the
entire domain D with a coarse grid (sparse-grid level 2) and dimension 10, which requires
Qξ = 21 collocation points. In the second case, we consider a 40-dimensional system where
the reference solution in the full spatial domain is obtained by 100000 MC simulation samples.
In the domain decomposition basis method, we use the sparse-grid level 2, which requires
Qξ = 81 collocation points, to compute the Gaussian part of the solution.
For both cases, we consider the domain decomposition method coupled with basis adap-
tation, which was discussed in Section 4. For both cases (d = 10 and d = 40), we solve the
system using Algorithm 1 for various combinations of numbers of subdomains (3, 8, 15, and
27) and stochastic dimension in each subdomain (3, 4, and 5). Fig. 4 shows the domain de-
composed into 3, 8, and 15 subdomains. In Fig. 5 and Fig. 6, we show the decay of eigenvalues
of the covariance function of the Gaussian solution in subdomains D1, D2, and D3 compared
to the input random field g(x, ω) in the whole domain D for random input dimensions d = 10
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and d = 40, respectively. We can observe that the eigenvalues decay faster for smaller domain
sizes, requiring smaller stochastic dimensions.
In all cases we use the non-intrusive method. The computational cost in terms of the flop
number in each case is obtained as described in Section 4.3.1. The cost of projecting the Schur
complement SsΓ and vector g
s
Γ from one subdomain to another is computed as described in
Section 4.3.2. This cost of projection involves addition of vectors and scalar multiplication
of vectors. As such, it is not significant compared to the cost of solving the linear system
for the interior points of each subdomain. By comparing the mean and standard deviation
with respect to the reference solution in the entire space, we compute the relative error for
the solution obtained with domain-decomposition and basis adaptation. We also compare the
probability density function (pdf) at an arbitrary spatial point. For the relative error in mean
and standard deviation, we use the following norms:
(54) µe =
∥∥∥∥µu(x)− µu˜(x)max(µu(x))
∥∥∥∥
2
,
where, µu(x) and µu˜(x) are the mean of the reference and approximate solutions, respectively,
and
(55) σe =
∥∥∥∥σu(x)− σu˜(x)max(σu(x))
∥∥∥∥
2
,
where σu(x) and σu˜(x) are the standard deviation of the reference and approximate solutions,
respectively.
The computational cost reduction or cost ratio (CR) due to the domain decomposition
and basis adaptation is defined as
(56) CR =
number of flops for reference solution
number of flops for approximate solution
.
In Tables 1 and 2, we compare the relative errors and CRs for the 10− and 40-dimensional
problems, respectively. We can see that savings in the computational cost are significant for
a reasonably accurate solution. We can achieve higher accuracy by increasing the stochastic
dimension at a higher computational cost.
Fig. 7 shows the mean of the reference solution (d = 10) and mean of the low-dimensional
solution computed with r = 5 with domain decomposition and basis adaptation, as well as the
corresponding relative error. Fig. 8 shows the corresponding plots for the standard deviation
of the solution. There is good agreement between the reference and low-dimensional solutions.
The mean and standard deviation correspond to the first and second moments of the solution.
Another metric to compare the solution is to compute the expectation of the error between
the two solutions, that is (x) = E[(u(x, ξ)− u(x,η))2] which gives a measure of the error in
all the statistics of the solutions, instead of just the first and second moments. We computed
the relative error with respect to the solution u(x, ξ) in Fig. 9, 10 and 11 for subdomain
number D of 3, 8 and 15 respectively.
Fig. 12a and Fig. 12b show the respective relative error for the mean and standard devi-
ation as a function of the number of dimensions r in the reduced model. In Fig. 12c, we show
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the relative error norm ( = E[‖u(x, ξ)−u(x,η)‖22]) as a function of the number of dimensions.
In general, the relative error decreases with increasing r and number of subdomains.
However, we observe that the error slightly increases for 15 subdomains and r = 5. There
are two sources of error: one due to the use of a reduced number of stochastic dimensions
and the other due to the number of subdomains. Although an increase in the number of
subdomains improves the accuracy of the local basis adaptation, there also can be an adverse
effect on solution accuracy if there are too many subdomains. The increase in error is caused
by the projection of components of far away subdomains on the local subdomain (see Step 5
in Algorithm 1). In the particular example where we observe the slight increase in error, it
stems from using 15 subdomains for case with a relatively small d (d = 10). A more thorough
examination of the trade-off between the number of reduced stochastic dimensions and the
number of subdomains will be published elsewhere.
Fig. 13 shows the pdf computed at point (24, 45) using all dimensions (d = 10) and the
low-dimensional representation with various combinations of reduced dimensions and num-
ber of subdomains. To compute the reference pdf, we generated 100000 samples. We can
see good agreement between the reference solution and the solutions obtained with domain
decomposition and basis adaptation.
For the 40-dimensional case, we plot the mean from the reference solution with 100000
Monte Carlo simulations (see Fig. 14) and from the reduced solution with stochastic dimension
4 and number of subdomains 27. We also plot the relative error for the mean. Fig. 15 depicts
the corresponding plots for the standard deviation. Fig. 16a and Fig. 16b show the respective
relative error for the mean and standard deviation for various combinations of r and number
of subdomains. These plots show that accuracy increases with increasing r. Fig. 17 and
Fig. 18 show the relative error plots for the mean and standard deviation, respectively, for
reduced dimension r = 5 and various numbers of subdomains. These plots show improvement
in accuracy as the number of domains increases.
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Figure 4: Spatial domain decomposed into 3, 8, and 15 non-overlapping subdomains. Domain
decomposition into 27 subdomains is not shown here.
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Figure 5: Decay of the eigenvalues of the covariance function of g(x, ω) in domain D and
the covariance function of the Gaussian solution from subdomains D1, D2, and D3 for input
random variables ξ with dimension, d = 10, order, p = 1. Spatial domain decomposed into 3,
8, and 15 non-overlapping subdomains.
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Figure 6: Decay of the eigenvalues of the covariance function of g(x, ω) in domain D and
the covariance function of the Gaussian solution from subdomains D1, D2, and D3 for input
random variables ξ with dimension, d = 40, order, p = 1. Spatial domain decomposed into 3,
8, and 15 non-overlapping subdomains.
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Figure 7: Mean of the solution obtained by stochastic basis adaptation and domain decompo-
sition (3 subdomains) with random variables η and dimension, r = 5, order, p = 3, sparse-grid
level, l = 5 compared with the reference solution in ξ of dimension, d = 10.
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Figure 8: Standard deviation of the solution obtained by stochastic basis adaptation and
domain decomposition (3 subdomains) with random variables η and dimension, r = 5, order,
p = 3, sparse-grid level, l = 5 compared with the reference solution in ξ of dimension, d = 10.
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Figure 9: L2 norm of the error ((x) = E[(u(x, ξ) − u(x,η))2]) in the solution obtained by
stochastic basis adaptation and domain decomposition (3 subdomains) with random variables
η and dimension, r = 3, 4 and 5, order, p = 3, sparse-grid level, l = 5 and the dimension of
reference solution in ξ is d = 10.
24 Tipireddy ET AL.
50
5
10
0
L2
 e
rro
r
10-3
15
100 200 0
2
4
6
8
10
12
10-3
(a) L2 error, η, r = 3
50
2
4
0
L2
 e
rro
r
10-3
6
100 200 0
1
2
3
4
5
10-3
(b) L2 error, η, r = 4
50
5
10
0
L2
 e
rro
r
10-4
15
100 200 0
5
10
15
10-4
(c) L2 error, η, r = 5
Figure 10: L2 norm of the error ((x) = E[(u(x, ξ) − u(x,η))2]) in the solution obtained by
stochastic basis adaptation and domain decomposition (8 subdomains) with random variables
η and dimension, r = 3, 4 and 5, order, p = 3, sparse-grid level, l = 5 and the dimension of
reference solution in ξ is d = 10.
50
5
10
0
L2
 e
rro
r
10-3
15
100 200 0
2
4
6
8
10
12
10-3
(a) L2 error, η, r = 3 (b) L2 error, η, r = 4 (c) L2 error, η, r = 5
Figure 11: L2 norm of the error ((x) = E[(u(x, ξ) − u(x,η))2]) in the solution obtained by
stochastic basis adaptation and domain decomposition (15 subdomains) with random variables
η and dimension, r = 3, 4 and 5, order, p = 3, sparse-grid level, l = 5 and the dimension of
reference solution in ξ is d = 10.
Table 1: L2 relative error of the mean and standard deviation and cost ratio for the solution
obtained by stochastic basis adaptation and domain decomposition (3, 8, and 15 subdomains)
with random variables η and dimension, r = 3, 4, and 5, order, p = 3 and sparse-grid level,
l = 5. The reference solution is computed with d = 10 random variables in ξ using the
sparse-grid collocation method with level 5.
r=3 r=4 r=5
ND µe(%) σe(%) CR µe(%) σe (%) CR µe (%) σe(%) CR
3 1.59 6.37 237 1.07 2.79 151 0.74 1.56 91
8 0.96 3.35 367 0.66 1.99 316 0.49 1.59 248
15 0.80 2.13 304 0.54 2.29 218 0.64 2.08 141
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Figure 12: L2 relative error in mean and standard deviation of the solution obtained by
stochastic basis adaptation and domain decomposition (3, 8 and 15 subdomains) with random
variables η and dimension, r = 3, 4 and 5, order, p = 3 and sparse-grid level, l = 5. The
reference solution is computed in 10-dimensional random variables in ξ using sparse-grid
collocation method with level 5.
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Table 2: L2 relative error of the mean and standard deviation and cost ratio for the solution
obtained by stochastic basis adaptation and domain decomposition (3, 8, 15, and 27 subdo-
mains) with random variables η and dimension, r = 3, 4, and 5, order, p = 3 and sparse-grid
level, l = 5. The reference solution is computed with d = 40 random variables in ξ using
100000 Monte Carlo simulations.
r=3 r=4 r=5
ND µe(%) σe(%) CR µe(%) σe (%) CR µe (%) σe(%) CR
3 7.94 21.5 1032 7.52 19.6 847 6.88 16.3 640
8 7.09 17.9 1194 6.62 15.6 1140 6.06 13.1 1049
15 5.94 12.3 1126 5.69 11.3 998 4.98 8.26 818
27 4.07 4.23 915 3.62 2.93 673 3.25 2.18 450
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(e) η, d = 4, |D| = 8
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Figure 13: Probability density of the solution at (x = 24, y = 45) obtained by stochastic basis
adaptation and domain decomposition (3, 8, and 15 subdomains) with random variables η
and dimension, r = 3, 4 and 5, order, p = 3 and sparse-grid level, l = 5, compared with that
from reference solution in ξ of dimension, d = 10.
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Figure 14: Mean of the solution obtained by stochastic basis adaptation and domain de-
composition (27 subdomains) with random variables η and dimension, r = 4, order, p = 3,
sparse-grid level, l = 5 compared with the reference solution in ξ of dimension, d = 40.
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Figure 15: Standard deviation of the solution obtained by stochastic basis adaptation and
domain decomposition (27 subdomains) with random variables η and dimension, r = 4, order,
p = 3, sparse-grid level, l = 5 compared with the reference solution in ξ of dimension, d = 40.
6. Conclusions. We have presented a novel approach for time-independent PDEs with
random parameters. In this approach, we decomposed the spatial domain into a set of non-
overlapping subdomains and used stochastic basis adaptation methods to compute a low-
dimensional representation of the solution in each subdomain. For each adapted basis, the
solution was computed locally, subject to the interface compatibility conditions between dis-
joint subdomains. Specifically, we used a non-iterative version of the N-N algorithm to find
the solution in each subdomain. This involved two steps: 1) solution at the interface of the
subdomains and 2) solution in the interior of each subdomain. The interior solution of each
subdomain was computed independently, which makes our method highly parallelizable.
We presented several numerical examples including a one-dimensional non-linear diffu-
sion equations and two-dimensional linear diffusion equation. We provided results comparing
the mean, standard deviation, and pdfs for solutions computed with both full and reduced
dimensional representations, and estimates of the computational cost in terms of flops for
full and reduced dimensional solutions. Our numerical experiments demonstrate that the
low-dimensional solutions agree well with high-dimensional solutions at a significantly smaller
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Figure 16: L2 relative error of the mean and standard deviation of the solution obtained by
stochastic basis adaptation and domain decomposition (3, 8, 15, and 27 subdomains) with
random variables η and dimension, r = 3, 4 and 5, order, p = 3 and sparse-grid level, l = 5.
The reference solution is computed with d = 40 random variables in ξ using 100000 Monte
Carlo simulations.
computational cost.
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