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Gapped domain walls, as topological line defects between 2+1D topologically ordered states, are
examined. We provide simple criteria to determine the existence of gapped domain walls, which
apply to both Abelian and non-Abelian topological orders. Our criteria also determine which 2+1D
topological orders must have gapless edge modes, namely which 1+1D global gravitational anomalies
ensure gaplessness. Furthermore, we introduce a new mathematical object, the tunneling matrix
W, whose entries are the fusion-space dimensions Wia, to label different types of gapped domain
walls. By studying many examples, we find evidence that the tunneling matrices are powerful
quantities to classify different types of gapped domain walls. Since a gapped boundary is a gapped
domain wall between a bulk topological order and the vacuum, regarded as the trivial topological
order, our theory of gapped domain walls inclusively contains the theory of gapped boundaries. In
addition, we derive a topological ground state degeneracy formula, applied to arbitrary orientable
spatial 2-manifolds with gapped domain walls, including closed 2-manifolds and open 2-manifolds
with gapped boundaries.
PACS numbers: 05.30.Pr, 11.25.Hf, 71.10.Pm, 11.15.Yc
Introduction – Insulator has a finite energy gap, which
is rather trivial at low energy. Nonetheless, domain
walls, separating different symmetry-breaking insulating
regions, can enrich the physics of a trivial insulator,
such as some paramagnet [1]. Topological order [2–4],
on the other hand, as a new kind of many-body quan-
tum ordering, has a gapped bulk with exotic properties:
some have (i) gapless edge modes, (ii) anyonic excitations
with fractional or non-Abelian statistics [5], such as frac-
tional quantum Hall states, and (iii) long-range entangle-
ment [6–8]. In this Letter, we would like to investigate
the gapped domain walls of topological orders, and how
gapped domain walls further enrich their physics.
It was conjectured that the 2+1D topological orders
are completely classified by the gauge connection on the
moduli space of the degenerate ground states [4, 9]. The
non-Abelian part of the gauge connection is the non-
Abelian geometric phase [10] characterized by the S, T
matrices, which also encode the anyon statistics. The
Abelian part is related to the gravitational Chern-Simons
term in the effective theory and is described by the chiral
central charge c− of the edge state. Non-zero c− implies
robust gapless edge modes.
By now we understand how to label a 2D topo-
logical order by a set of “topological order parame-
ters” (S, T , c−), analogous to “symmetry-breaking or-
der parameters” for spontaneous symmetry breaking sys-
tems [11, 12]. However, it is less known how different
topological orders are related. To this end, it is impor-
tant to investigate the following circumstance: there are
several domains in the system and each domain contains
a topological order, while the whole system is gapped.
In this case, different topological orders are connected by
gapped domain walls. Our work addresses two primary
questions:
(Q1) “Under what criteria can two topological orders be
connected by a gapped domain wall, and how many dif-
ferent types of gapped domain walls are there?” Since
a gapped boundary is a gapped domain wall between
a nontrivial topological order and the vacuum, we also
address that “under what criteria can topological orders
allow gapped boundaries?”
(Q2) “When a topologically ordered system has a gapped
bulk, gapped domain walls and gapped boundaries, how to
calculate its ground state degeneracy (GSD) [2, 3, 13–15],
on any orientable manifold?”
Main result – Consider two topological orders, Phases
A and B, described by (SA, T A, cA−) and (SB , T B , cB−).
Suppose there are N and M types of anyons in Phase A
and Phase B, then the ranks of their modular matrices
are N and M respectively. If A and B are connected by
a gapped domain wall, firstly their central charges must
be the same cA− = c
B
−. Next, we find that the domain wall
can be labeled by a M × N tunneling matrix W whose
entries are fusion-space dimensions Wia satisfying the
commuting condition (2), and the stable condition (3):
Wia ∈ N, (1)
SBW =WSA, T BW =WT A, (2)
WiaWjb ≤
∑
kc
(NB)kijWkc(NA)cab . (3)
N denotes the set of non-negative integers. a, b, c, . . . and
i, j, k, . . . are anyon indices for Phases A,B. (NA)cab and
(NB)kij are fusion tensors [5, 16] of Phases A,B.
(1)(2)(3) is a set of necessary conditions a gapped do-
main wall must satisfy, i.e., if there is no non-zero so-
lution of W, the domain wall must be gapless. We con-
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2jecture that they are also sufficient for a gapped domain
wall to exist. In the examples studied in Supplemen-
tal Material, W are in one-to-one correspondence with
gapped domain walls. However, for some complicated
examples [17], aW matrix may correspond to more than
one type of gapped domain wall. This indicates that
some additional data are needed to completely classify
gapped domain walls.
As a first application of our result, we give a general
method to compute the GSD in the presence of gapped
domain walls on any orientable 2D surface. A simple case
is the GSD on a disk drilled with two holes (equivalently
a sphere with 3 circular boundaries, see Fig. 3(c)). The
gapped boundaries are labeled by three vectors (one-row
or one-column matrices) W(1),W(2),W(3). The GSD is∑
ijkW(1)i1 W(2)j1 N kijW(3)1k .
For gapped boundaries, our criteria can be understood
via dimension reduction, i.e., shrinking a 1D gapped
boundaryW to a (composite [18]) anyon qW = ⊕aW1aa.
If the system is on a 2D surface M2 drilled with n gapped
boundaries W(1), . . . ,W(n), then the GSD is the dimen-
sion of the fusion space [18] with anyons qW(1) , . . . , qW(n) ,
GSD = dim[V(M2, qW(1) , . . . , qW(n))].
Since gapped domain walls talk to each other through
long-range entanglement, the GSD with domain walls re-
veals more physics than that without domain walls. We
foresee its practicality in experiments, since we can read
even more physics by putting the system on open surfaces
with gapped domain walls. Below we shall properly in-
troduce S, T and W matrices.
Modular S, T matrices – S and T are unitary matrices
indexed by anyon types {1, a, b, c, . . . }. 1 labels the trivial
anyon type. The anti-quasiparticle of a is denoted by a∗.
T describes the self statistics. It is diagonal Tab =
eiθaδab, where e
iθa is the phase factor when exchanging
two anyons a. For the trivial type, T11 = eiθ1 = 1. S
describes the mutual statistics. Sab is the amplitude
of the following process with proper normalization fac-
tors: first create a pair of aa∗ and a pair of bb∗, then
braid a around b, and finally annihilate the two pairs.
S is symmetric, Sab = Sba. If b = 1, the process is
just creation and annihilation, and Sa1 > 0. S and T
form a projective representation of the modular group:
S4 = I, (ST )3 = e2piic−/8S2, where I denotes the iden-
tity matrix.
The anti-quasiparticle can be read from S2,
(S2)ab = δa∗b. The fusion tensor N cab can be calcu-
lated via the Verlinde formula [16]:
N cab =
∑
m
SamSbmScm
S1m ∈ N. (4)
Gapped domain walls – Below we demonstrate the
physical meanings of the gapped domain wall conditions
(1)(2)(3). First we put Phase A and Phase B on a sphere
S2, separated by a gapped domain wall. Note that there
can be many types of domain walls separating the same
pair of phases A and B. What data characterize those
different types of domain walls? We fix the domain wall
type, labeled by W , and trap [18] an anyon a∗ in Phase A,
an anyon i in Phase B and. This configuration is denoted
by (S2, i,W, a∗). The states with such a configuration
may be degenerate and the degenerate subspace is the
fusion space V(S2, i,W, a∗). Here we propose using the
fusion-space dimensions Wia ≡ dim[V(S2, i,W, a∗)] ∈ N
to characterize the gapped domain wall W .
There are non-local operators OW,ia∗ that create a
pair aa∗ in Phase A, and then tunnel a through the do-
main wall to an anyon i in Phase B, OW,ia∗ |ψS2,W 〉 ∈
V(S2, i,W, a∗), where |ψS2,W 〉 is the ground state. Since
we care about the fusion states rather than the oper-
ators themselves, we would take the equivalent class
[OW,ia∗ ] =
{
UW,ia∗
∣∣(OW,ia∗ − UW,ia∗)|ψS2,W 〉 = 0}. We
call [OW,ia∗ ] as tunneling channels, which correspond to
fusion states in V(S2, i,W, a∗). Therefore, the fusion
space dimension Wia is the number of linearly indepen-
dent tunneling channels. So, we also refer to W as the
“tunneling matrix.”
The commuting condition (2) dictates the consistency
of anyon statistics in presence of gapped domain walls.
Since modular S, T matrices encode the anyon statistics,
we require that W should commute with them as (2):
SBW =WSA, T BW =WT A.
We may as well create a pair ii∗ in Phase B and tun-
nel i∗ to a∗. W† describes such tunneling in the opposite
direction (i.e., W : A → B, W† : B → A). W† and
W contains the same physical data. To be consistent,
tunneling i∗ to a∗ should give the same fusion-space di-
mension, (W†)a∗i∗ = Wi∗a∗ = Wia. This is guaranteed
by W(SA)2 = (SB)2W and (S2)ab = δa∗b.
The fusion spaces with four anyons further provide
us consistence conditions of W. To see this, first
notice that there are generalised tunneling channels,
[OW,ia∗,x], which, in addition to tunneling a to i, also
create quasiparticle x on the domain wall. If we com-
bine the tunneling channels [OW,ia∗,x] and [OW,jb∗,x∗ ],
we can create fusion states with a domain wall W
and four anyons i, j, a∗, b∗, as Fig. 1(a). In other
words, [OW,ia∗,xOW,jb∗,x∗ ] form a basis of the fusion
space V(S2, i, j,W, a∗, b∗). Let Kxia denote the num-
ber of tunneling channels [OW,ia∗,x], and we know that
dimV(S2, i, j,W, a∗, b∗) = ∑xKxiaKx∗jb . However, the
tunneling process as Fig. 1(b), i.e., fusing a, b to c,
using [OW,kc∗ ] to tunnel c to k and splitting k to
i, j, forms another basis of the fusion space. The
number of such fusion/tunneling/splitting channels is∑
kc(NB)kijWkc(NA)cab. Therefore, we must have∑
x
KxiaKx
∗
jb =
∑
kc
(NB)kijWkc(NA)cab. (5)
We are interested in classifying stable gapped domain
walls, i.e., the GSD cannot be reduced no matter what
3FIG. 1. (a)(b) Tunneling channels. (c) Separated domain
walls W(1) and W(2). (d) Composite domain wall W(2)W(1).
small perturbations are added near the domain wall. For
stable gapped domain walls we have Wia = K1ia. Unsta-
ble gapped domain walls U split as the sum of stable ones
W(1),W(2), . . . ,W(N), and Uia =
∑N
n=1W(n)ia , for N ≥ 2.
Now, if a gapped domain wallW is stable, (5) becomes∑
kc(NB)kijWkc(NA)cab = WiaWjb +
∑
x 6=1KxiaKx
∗
jb ≥
WiaWjb. We know that (3) is necessary for a gapped
domain wall to be stable. Furthermore, setting i = j =
a = b = 1 we know that W11 ≥ W211 and (2) requires
that W11 > 0, thus W11 = 1 and W cannot be the sum
of more than one stable tunneling matrix; it must be sta-
ble itself. Therefore, (3) with (2) is also sufficient for a
gapped domain wall to be stable.
Stability of composite domain walls – Let us con-
sider two stable domain walls, W(1) between Phases A
andB, andW(2) between PhasesB and C, as in Fig. 1(c).
When the two domain walls are far separated, they are
both stable. Any small perturbations added near W(1),
or near W(2), cannot reduce the GSD.
We then shrink the size of the middle Phase B, such
that the two domain walls are near enough to be regarded
as a single domain wall. This way we obtain a composite
domain wall, whose tunneling matrix is the composition
W(2)W(1), as Fig. 1(d). However, this composite domain
wall W(2)W(1) may no longer be stable. Unless Phase
B is vacuum, we allow more perturbations to W(2)W(1)
than when W(1) and W(2) are far separated. Some oper-
ators simultaneously acting on both W(1) and W(2) may
reduce the GSD, in which case, the composite domain
wall W(2)W(1) is not stable.
In the special case when Phase B is vacuum, the com-
positeW(2)W(1) remains stable. One can explicitly check
this with (3).
GSD in the presence of gapped domain walls –
Below we derive the GSD, for a 2D system containing
several topological orders separated by loop-like gapped
domain walls. Domain walls cut a whole 2D system
into several segments. Without losing generality, let us
consider an example in Fig. 2 with topological orders,
Phases A,B,C,D, and four nontrivial domain walls,
W(1),W(2),W(3),W(4), on a manifold Fig. 2(e). We
first add extra trivial domain walls W = I, so that all
FIG. 2. Computing GSD by tensor contraction: Cut a com-
plicated manifold (e) into simple segments, add oriented skele-
tons and anyon indices. Associate the segments with: (a) a
cylinder with δab, (b) a domain wall with its tunneling matrix
Wia, (c) a pair of pants with the fusion tensor N kij and (d) a
cap with δ1u. Finally, contract all the tensors.
segments between domain walls are reduced to simpler
topologies: caps, cylinders or pants. We also add ori-
ented skeletons to the manifold, and put anyon indices
on both sides of the domain walls, shown in Fig. 2(e).
Next, see Fig. 2(a)(b)(c)(d), for the segments with ori-
ented skeletons and anyon indices, we associate certain
tensors: caps with δ1u, cylinders with δab, pants with
N kij in the corresponding topological order, and domain
walls with their tunneling matricesWia. We may reverse
the orientation and at the same time replace the index
a with a∗. Finally, we multiply these tensors together
and contract all the anyon indices. Physically, such ten-
sor contraction computes the total number of winding
channels of anyons, which exactly counts the number of
ground states, thus the GSD.
Systems with gapped boundaries are included in our
method; just imagine that there are vacuum on caps con-
nected to the boundaries, e.g., Phases C,D in Fig. 2(e)
can be vacuum. Dimensions of generic fusion spaces can
also be calculated, by putting the anyon a on the cap and
associating the tensor δau instead of δ1u.
We derive GSD on exemplary manifolds:
1. A stable domain wall W on the sphere: GSD =
W11 = 1.
2. A domain wall W on the torus: GSD = Tr(W).
Several domain walls W(1), . . . ,W(n) on the torus,
in Fig. 3(a): GSD = Tr(W(1) · · ·W(n)). In particu-
lar, Tr[W(1)(W(2))†] counts the types of 0D defects
between 1D gapped domain walls W(1),W(2).
3. A sphere with punctures: A cylinder with two
gapped boundaries WL and WR, in Fig. 3(b):
4FIG. 3. Some 2-manifolds with gapped domain walls.
GSD =
∑
aWLa1WR1a. A pair of pants with
three gapped boundaries W(1), W(2) and W(3), in
Fig. 3(c): GSD =
∑
ijkW(1)i1 W(2)j1 N kijW(3)1k .
4. The rocket graph in Fig. 2(e): GSD =∑
a,i,j,k,r,s
W(1)ia W(2)ak (NB)kij(NB)jrsW(3)r1 W(4)s1 .
We apply our formalism to several topological orders.
Details of our examples are organized in Supplemental
Material. Part of our result is listed in Table I (the num-
ber of gapped domain walls types) and Table II (GSD).
# gapped DW vacuum toric code
toric code 2 6
double-semion 1 2
doubled Fibonacci 1 2
doubled Ising 1 3
D(S3) 4 12
# gapped DW vacuum
D(D4) 11
D(Q8) 6
Dω3[3d](Z2
3) 5
Dω3[5](Z2
3) 3
Dω3[7](Z2
3) 1
TABLE I. The number of different gapped domain wall types
(“# gapped DW” for short) sandwiched by two topological
orders (one from the first column and the other from the first
row). Dω3(G) stands for the twisted quantum double model
of gauge group G with a 3-cocycle twist ω3.
GSD(# punctures) 1 2 3 4
toric code 1 1, 2 2, 4 2, 4, 8
double-semion 1 2 4 8
doubled Fibonacci 1 2 5 15
doubled Ising 1 3 10 36
TABLE II. GSD of a single topological order (the first col-
umn) on a sphere with a number of punctures (the first row).
Each puncture has a gapped boundary. The last three orders
allow only one type of gapped boundary, so its GSD is unique
for a given topology. Toric code allows two types of gapped
boundaries, and its GSD varies, which depends on boundary
types associated to each puncture. This agrees with [13, 19].
Conclusion – Given S, T matrices of topological orders
with the same central charge, we have provided simple
criteria (1)(2)(3) to check the existence of gapped do-
main walls. We want to mention that, a gapped domain
wall can be related to a gapped boundary by the folding
trick [20]. By studying gapped boundaries, we can also
obtain all the information of gapped domain walls. But,
to compute the GSD, gapped domain walls allow more
configurations on 2D surfaces than gapped boundaries.
The gapped domain walls and boundaries can be ex-
plicitly realized in lattice models [20–22]. Levin-Wen
string-net models [23] are exactly solvable models for
topological orders. Recently it was found that a topo-
logical order can be realized by a Levin-Wen model iff it
has gapped boundaries [20, 22]. Thus, our work provides
the criteria whether a topological order has a Levin-Wen
realization.
2D Abelian topological orders can be described by
Chern-Simons field theories. The boundary of a Chern-
Simons theory is gappable, iff there exists a Lagrangian
subgroup [13, 14, 24–27]. Our tunneling matrix criteria
(1)(2)(3) are equivalent to the Lagrangian subgroup cri-
teria for Abelian topological orders (a detailed proof is
given in Supplemental Material), but are more general
and also apply to non-Abelian topological orders.
One can also use the anyon condensation ap-
proach [28–34] to determine the gapped boundaries of
(non-Abelian) topological orders, by searching for the
Lagrangian condensable anyons (mathematically, La-
grangian algebras [30, 31]), whose condensation will
break the topological order to vacuum. However, we use
only an integer vector W1a to determine the anyon qW ,
while in the anyon condensation approach, besides the
multiplicity W1a, there are many additional data satis-
fying a series of formulas. These formulas put certain
constraints on the condensable anyon, but not in a sim-
ple and explicit manner. Our claim that (1)(2)(3) are
necessary and sufficient for a gapped domain wall to ex-
ist means that, Lagrangian condensable anyons must sat-
isfy (1)(2)(3), and, for the anyon qW satisfying (1)(2)(3),
there must exist solutions to the additional data in the
anyon condensation approach.
We know that the effective 1+1D edge theory of a
2+1D topological order has a gravitational anomaly. The
gravitational anomalies are classified by the bulk topo-
logical order (S, T , c−) [35, 36]. When c− 6= 0, the edge
effective theory has a perturbative gravitational anomaly
which leads to topological gapless edge (i.e., the gap-
lessness of the edge is robust against any change of the
edge Hamiltonian). Even in the absence of perturba-
tive gravitational anomaly, c− = 0, certain global grav-
itational anomalies [37] (characterized by (S, T , 0)) can
also lead to topological gapless edge [13, 25]. Our work
points out that such global gravitational anomalies are
described by S, T which do not allow any non-zero solu-
tion W of (1)(2)(3). The corresponding 2D topological
order (S, T , 0) will have topological gapless edge.
Since a domain wall sits on the border between two
topological orders, our study on domain walls can also
guide us to better understand the phase transitions of
topological orders.
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6Supplemental Material
Sec. 1. Equivalence between tunneling matrices and
Lagrangian subgroups for Abelian topological orders
If the fusion of anyons has a group structure, N cab =
δa+b,c, the topological order is called Abelian. We denote
the fusion group by L. Since L is an Abelian group, we
label the trivial type by 0 instead of 1. The rank of T ,S
matrices is |L|, and ∀a, S0a = |L|−1/2. We rescale the S
matrix as
S˜ =
√
|L|S.
The Verlinde formula then implies
S˜acS˜bc = S˜a+b,c,
which means that for each c, S˜−,c form a 1D linear repre-
sentation of the fusion group L. S˜ matrix is the character
table of L.
The gapped boundaries of Abelian topological orders
are classified by Lagrangian subgroups. We introduce a
physical definition of Lagrangian subgroup, in terms of
anyon statistics (T ,S matrices). [25] A Lagrangian sub-
group M is a subset of anyons, M∈ L, such that
(i) If a ∈M, then Taa = eiθa = 1.
(ii) If a ∈M, then ∀c ∈M, S˜ac = 1.
(iii) If a 6∈ M, then ∃c ∈M, S˜ac 6= 1.
(iii) is equivalent to
(iii)’ If ∀c ∈M, S˜ac = 1, then a ∈M.
Note that (ii) and (iii)’ implies that M is a subgroup.
First, ∀c ∈M, S˜0c = 1, thus, the identity 0 is inM. Sec-
ond, if a ∈ M and b ∈ M, then ∀c ∈ M, S˜ac = S˜bc = 1.
Thus, ∀c ∈ M, S˜a+b,c = S˜acS˜bc = 1 and a + b ∈ M.
Finally, S˜−a,c = S˜−1ac so if a ∈M we also have −a ∈M.
Next, we want to show that, for gapped boundaries
of Abelian topological orders, Lagrangian subgroups are
in one-to-one correspondence with tunneling matrices.
First consider the stable condition. It reduces toWa+b ≥
WaWb. (We omit the anyon index of the vacuum.) In
particular, 1 =W0 ≥ WaW−a =W2a , which implies that
Wa ≤ 1. Thus, we relate a Lagrangian subgroup M and
a tunneling matrix W via
a ∈M⇔Wa = 1,
a 6∈ M ⇔Wa = 0.
It is easy to see (i) is equivalent to T W =W. We will
focus on the proof of (ii)(iii) ⇔ SW =W.
(ii)(iii) ⇐ SW =W is easier. Consider the first row
∑
a
S0aWa =
∑
a∈M
S0a = |M|√|L| =W0 = 1.
We have |M| = ∑aWa = √|L| and
Wa =
∑
c
SacWc =
∑
c
S˜ac√|L|Wc = ∑
c∈M
S˜ac
|M| .
Now, if a ∈ M, i.e., Wa = 1, S˜ac in the above equation
must all be 1. (Note that S˜ac are all phase factors |S˜ac| =
1). This is (ii). If a 6∈ M, i.e., Wa = 0, there must be at
least one S˜ac 6= 1 in the above equation. This is (iii).
The other direction (ii)(iii) ⇒ SW = W is a bit in-
volving. First, note the following relation
S˜ac = S˜bc,∀c ∈M⇔ S˜a−b,c = 1,∀c ∈M
⇔ a− b ∈M⇔ a ∈ b+M.
This motivates us to consider the quotient group L/M.
Each element b +M in L/M gives rise to a 1D repre-
sentation of M, i.e., S˜b,−. Different elements in L/M
gives different 1D representations. Since the Abelian
group M has in total |M| different 1D representations,
we have |L/M| = |L|/|M| ≤ |M|. On the other hand,
each c ∈ M gives rise to a 1D representation of L/M,
i.e., S˜−,c. Since the S matrix is invertible, different
c ∈M gives different 1D representations of L/M. Again,
L/M has in total |L|/|M| different 1D representations.
We also have |M| ≤ |L|/|M|. Thus, we know that
|M| = |L|/|M|, i.e., |M| = √|L|.
Now, if a ∈M, we have
∑
c
SacWc =
∑
c
S˜ac√|L|Wc = ∑
c∈M
1
|M| = 1 =Wa.
If a 6∈ M, then ∃c ∈M, S˜ac 6= 1. In other words, S˜a,− is
a nontrivial 1D representation of M, and we know that∑
c∈M S˜ac = 0. Thus,∑
c
SacWc = 1|M|
∑
c∈M
S˜ac = 0 =Wa.
We have proved that (ii)(iii) ⇒ SW =W.
To conclude, for gapped boundaries (and gapped do-
main walls by the folding trick) of Abelian topological
orders, our tunneling matrix criteria is equivalent to the
Lagrangian subgroup criteria.
Sec. 2. Examples
We provide explicit data of gapped boundaries and
gapped domain walls of 2D topological orders, computed
by our formalism developed in the main text.
A list of topological orders we consider contains
(with their notations of twisted quantum double model
Dω3[n](G) for a gauge group G with a 3-cocycle twist ω3,
and n implies the number of pairs of ±i in its T matrix.):
7(i). toric code (D(Z2)),
(ii). double-semion (Dω3[1](Z2)),
(iii). doubled Fibonacci phase (Fibonacci × Fibonacci ),
(iv). doubled Ising phase (Ising × Ising ),
(v). D(S3) as the quantum doubled model of the
permutation group S3 of order 6,
(vi). D(D4) = D
ω3[1](Z2
3) as the quantum doubled
model of the dihedral group D4 of order 8,
(vii). D(Q8) = D
ω3[3i](Z2
3) as the quantum doubled
model of the quaternion group Q8 of order 8,
(viii). Dω3[3d](Z2
3) as a twisted quantum doubled model
of the group Z23 of order 8 with a 3-cocylce twist ω3[3d],
(ix). Dω3[5](Z2
3) as a twisted quantum doubled model
of the group Z23 of order 8 with a 3-cocylce twist ω3[5],
(x). Dω3[7](Z2
3) as a twisted quantum doubled model of
the group Z23 of order 8 with a 3-cocylce twist ω3[7].
One may refer to Refs. [38, 39] for an introduction to
twisted quantum double models.
Here ω3[3i] means a 3-cocycle whose D
ω3[3i] model gen-
erates 3 pairs of ±i in its T matrix and their genera-
tors are linear independent (i). ω3[3d] means a 3-cocycle
whose Dω3[3d] model generates 3 pairs of ±i in its T ma-
trix and their generators are linear dependent (d). More
detail are explained in Ref. [40] and reference therein.
Below we will provide S, T matrices, tunneling matri-
ces W of gapped boundaries and gapped domain walls
of these topological orders (i)-(x). We will count the
number of types of gapped boundaries and gapped do-
main walls. We will also count some examples of their
ground state degeneracy (GSD) on various manifolds with
gapped boundaries on the punctures.
The S, T matrices of all five kinds of non-Abelian
twisted quantum double models Dω3(Z2
3) are explicitly
adopted from the calculation of Ref. [40].
I. Gapped boundaries of toric code phase: 2 types
The S, T matrices of toric code phase are:
T = Diag(1, 1, 1,−1),
S = 1
2

1 1 1 1
1 1 −1 −1
1 −1 1 −1
1 −1 −1 1
 .
There are two types of gapped boundaries:
WTCe =
(
1 1 0 0
)
,
WTCm =
(
1 0 1 0
)
.
Conventionally, we label the 4 types of anyons (quasipar-
ticles) as 1, e,m, ε. The WTCe boundary corresponds to
condensing e and WTCm corresponds to condensing m.
We compute GSD on a cylinder with two gapped
boundaries. Note that the GSD is also the number of
types of 0D defects between the two gapped boundaries.
In particular, it is the number of boundary quasiparticle
types if the two gapped boundaries are the same.
GSD (WTCe)† (WTCm)†
WTCe 2 1
WTCm 1 2
This agrees with [13, 19].
II. Gapped domain walls between two toric codes: 6
types
There are 6 types of gapped domain walls between two
toric codes. The first two are invertible (transparent do-
main walls):
WTC|TC = I,
WTC|TCe↔m =

1 0 0 0
0 0 1 0
0 1 0 0
0 0 0 1
 .
The rest 4 are the compositions of gapped bound-
aries, i.e., (WTCe )†WTCe , (WTCe )†WTCm , (WTCm )†WTCe ,
(WTCm )†WTCm . The GSD on the torus with the e,m-
exchanging domain wall WTC|TCe↔m [20, 41] turns out to
be Tr(WTC|TCe↔m ) = 2.
III. Gapped boundary of double-semion phase: 1
type
The S, T matrices of double-semion phase are:
T = Diag(1, i,−i, 1),
S = 1
2

1 1 1 1
1 −1 1 −1
1 1 −1 −1
1 −1 −1 1
 .
There is only one type of gapped boundary,
WDS =
(
1 0 0 1
)
.
Since there is only one gapped boundary type, we would
like to compute the GSD on spheres with more punctures:
• 2 punctures (a cylinder): GSD=2,
• 3 punctures (a pair of pants): GSD=4,
8• 4 punctures: GSD=8,
• 5 punctures: GSD=16,
• n punctures: GSD=2n−1.
IV. Gapped domain walls between double-semion
and toric code phases: 2 types
Gapped domain walls between double-semion and
toric code phases only have two types. They are the
compositions of gapped boundaries, (WTCe )†WDS and
(WTCm )†WDS.
V. Gapped boundary of doubled Fibonacci phase: 1
type
Let γ =
1 +
√
5
2
. The S, T matrices of doubled Fi-
bonacci phase are:
T = Diag(1, e− 4pii5 , e 4pii5 , 1),
S = 1
1 + γ2

1 γ γ γ2
γ −1 γ2 −γ
γ γ2 −1 −γ
γ2 −γ −γ 1
 .
There is only one type of gapped boundary,
WDF =
(
1 0 0 1
)
.
We compute the GSD on spheres with more punctures:
• 2 punctures (cylinder): GSD=2,
• 3 punctures (a pair of pants): GSD=5,
• 4 punctures: GSD=15,
VI. Gapped domain walls between doubled
Fibonacci and toric code phases: 2 types
Gapped domain walls between doubled Fibonacci and
toric code phases only have two types. They are the
compositions of gapped boundaries, (WTCe )†WDF and
(WTCm )†WDF.
VII. Gapped boundary of doubled Ising phase: 1
type
Let ϕ =
√
2. The S, T matrices of doubled Ising phase
are
T = Diag(1, e−pii8 ,−1, epii8 , 1,−epii8 ,−1,−e−pii8 , 1),
S = 1
4

1 ϕ 1 ϕ 2 ϕ 1 ϕ 1
ϕ 0 −ϕ 2 0 −2 ϕ 0 −ϕ
1 −ϕ 1 ϕ −2 ϕ 1 −ϕ 1
ϕ 2 ϕ 0 0 0 −ϕ −2 −ϕ
2 0 −2 0 0 0 −2 0 2
ϕ −2 ϕ 0 0 0 −ϕ 2 −ϕ
1 ϕ 1 −ϕ −2 −ϕ 1 ϕ 1
ϕ 0 −ϕ −2 0 2 ϕ 0 −ϕ
1 −ϕ 1 −ϕ 2 −ϕ 1 −ϕ 1

.
There is only one type of gapped boundary,
WDI =
(
1 0 0 0 1 0 0 0 1
)
.
We compute the GSD on spheres with more punctures:
• 2 punctures (cylinder): GSD=3,
• 3 punctures (a pair of pants): GSD=10,
• 4 punctures: GSD=36,
VIII. Gapped domain walls between doubled Ising
and toric code phases: 3 types
There are 3 types of stable gapped domain walls be-
tween doubled Ising and toric code phases. The first one
is
WTC|DI =

1 0 0 0 0 0 0 0 1
0 0 0 0 1 0 0 0 0
0 0 0 0 1 0 0 0 0
0 0 1 0 0 0 1 0 0

If we label the anyons in the doubled Ising phase as
11, 1σ, 1ψ, σ1, σσ, σψ, ψ1, ψσ, ψψ, this domain wall cor-
responds to the follow tunneling process
11→ 1, ψψ → 1,
1ψ → ε, ψ1→ ε,
σσ → e⊕m.
This agrees with a recent result obtained by anyon con-
densation [33].
The other two types of gapped domain walls, again,
are the compositions of gapped boundaries, (WTCe )†WDI
and (WTCm )†WDI.
9We also like to use this example to illustrate the insta-
bility of composite domain walls. Insert a strip of dou-
bled Ising phase to the toric code phase, together with
gapped domain walls (WTC|DI)† and WTC|DI. We then
shrink the doubled Ising phase strip and compose the two
domain walls. By straightforward calculation,
WTC|DI(WTC|DI)† =

2 0 0 0
0 1 1 0
0 1 1 0
0 0 0 2
 = I +WTC|TCe↔m .
Thus, the composite domain wall splits to one trivial
domain wall I, and, one e,m exchanging domain wall
WTC|TCe↔m , between two toric code phases. It is an unsta-
ble gapped domain wall that does not satisfy the stable
condition.
IX. Gapped boundaries of D(S3) phase: 4 types
The S, T matrices of D(S3) phase are
T = Diag(1, 1, 1, 1, e− 2pii3 , e 2pii3 , 1,−1),
S = 1
6

1 1 2 2 2 2 3 3
1 2 2 2 2 2 −3 −3
2 2 4 −2 −2 −2 0 0
2 2 −2 4 −2 −2 0 0
2 2 −2 −2 4 −2 0 0
2 2 −2 −2 −2 4 0 0
3 −3 0 0 0 0 3 −3
3 −3 0 0 0 0 −3 3

.
There are 4 types of gapped boundaries.
WD(S3)(1) =
(
1 1 2 0 0 0 0 0
)
,
WD(S3)(2) =
(
1 1 0 2 0 0 0 0
)
,
WD(S3)(3) =
(
1 0 1 0 0 0 1 0
)
,
WD(S3)(4) =
(
1 0 0 1 0 0 1 0
)
.
We compute the GSD on a cylinder with two gapped
boundaries (read from the above):
GSD (1) (2) (3) (4)
(1) 6 2 3 1
(2) 2 6 1 3
(3) 3 1 3 2
(4) 1 3 2 3
X. Gapped domain walls between D(S3) and toric
code: 12 types
Gapped domain walls between D(S3) and toric code
have 12 types in total. The first two types:
WTC|D(S3)(1) =

1 0 1 0 0 0 0 0
0 1 1 0 0 0 0 0
0 0 0 0 0 0 1 0
0 0 0 0 0 0 0 1
 ,
WTC|D(S3)(2) =

1 0 0 1 0 0 0 0
0 1 0 1 0 0 0 0
0 0 0 0 0 0 1 0
0 0 0 0 0 0 0 1
 .
The third and fourth types are the first two types com-
posed with the e,m-exchanging domain wall WTC|TCe↔m ,
i.e., WTC|TCe↔m WTC|D(S3)(1) ,WTC|TCe↔m WTC|D(S3)(2) . The other
8 types are the compositions of gapped boundaries (toric
code has 2 types and D(S3) has 4 types of gapped bound-
aries ).
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XI. Gapped boundaries of D(D4) phase: 11 types
Note that D(D4) = D
ω3[1](Z2
3). To simplify notations, below we denote qi =
(
0 · · · 0 1 0 · · · 0
)
where 1 is
the ith entry. The S, T matrices of D(D4) are [38, 40]:
T = Diag(1, 1, 1, 1, 1, 1, 1, 1, 1, 1, 1, 1, 1, 1, i,−1,−1,−1,−1,−1,−1,−i),
S = 1
8

1 1 1 1 1 1 1 1 2 2 2 2 2 2 2 2 2 2 2 2 2 2
1 1 1 1 1 1 1 1 −2 2 2 −2 −2 2 −2 −2 2 2 −2 −2 2 −2
1 1 1 1 1 1 1 1 2 −2 2 −2 2 −2 −2 2 −2 2 −2 2 −2 −2
1 1 1 1 1 1 1 1 2 2 −2 2 −2 −2 −2 2 2 −2 2 −2 −2 −2
1 1 1 1 1 1 1 1 −2 −2 2 2 −2 −2 2 −2 −2 2 2 −2 −2 2
1 1 1 1 1 1 1 1 −2 2 −2 −2 2 −2 2 −2 2 −2 −2 2 −2 2
1 1 1 1 1 1 1 1 2 −2 −2 −2 −2 2 2 2 −2 −2 −2 −2 2 2
1 1 1 1 1 1 1 1 −2 −2 −2 2 2 2 −2 −2 −2 −2 2 2 2 −2
2 −2 2 2 −2 −2 2 −2 4 0 0 0 0 0 0 −4 0 0 0 0 0 0
2 2 −2 2 −2 2 −2 −2 0 4 0 0 0 0 0 0 −4 0 0 0 0 0
2 2 2 −2 2 −2 −2 −2 0 0 4 0 0 0 0 0 0 −4 0 0 0 0
2 −2 −2 2 2 −2 −2 2 0 0 0 4 0 0 0 0 0 0 −4 0 0 0
2 −2 2 −2 −2 2 −2 2 0 0 0 0 4 0 0 0 0 0 0 −4 0 0
2 2 −2 −2 −2 −2 2 2 0 0 0 0 0 4 0 0 0 0 0 0 −4 0
2 −2 −2 −2 2 2 2 −2 0 0 0 0 0 0 −4 0 0 0 0 0 0 4
2 −2 2 2 −2 −2 2 −2 −4 0 0 0 0 0 0 4 0 0 0 0 0 0
2 2 −2 2 −2 2 −2 −2 0 −4 0 0 0 0 0 0 4 0 0 0 0 0
2 2 2 −2 2 −2 −2 −2 0 0 −4 0 0 0 0 0 0 4 0 0 0 0
2 −2 −2 2 2 −2 −2 2 0 0 0 −4 0 0 0 0 0 0 4 0 0 0
2 −2 2 −2 −2 2 −2 2 0 0 0 0 −4 0 0 0 0 0 0 4 0 0
2 2 −2 −2 −2 −2 2 2 0 0 0 0 0 −4 0 0 0 0 0 0 4 0
2 −2 −2 −2 2 2 2 −2 0 0 0 0 0 0 4 0 0 0 0 0 0 −4

.
11 types of gapped boundaries are:
(1) q1 + q2 + q10 + q11 + q14 ,
(2) q1 + q3 + q9 + q11 + q13 ,
(3) q1 + q4 + q9 + q10 + q12 ,
(4) q1 + q8 + q12 + q13 + q14 ,
(5) q1 + q2 + q3 + q5 + 2q11 ,
(6) q1 + q2 + q4 + q6 + 2q10 ,
(7) q1 + q2 + q7 + q8 + 2q14 ,
(8) q1 + q3 + q4 + q7 + 2q9 ,
(9) q1 + q3 + q6 + q8 + 2q13 ,
(10) q1 + q4 + q5 + q8 + 2q12 ,
(11) q1 + q2 + q3 + q4 + q5 + q6 + q7 + q8 .
GSD on a cylinder with two gapped boundaries are
computed:
GSD (1) (2) (3) (4) (5) (6) (7) (8) (9) (10) (11)
(1) 5 2 2 2 4 4 4 1 1 1 2
(2) 2 5 2 2 4 1 1 4 4 1 2
(3) 2 2 5 2 1 4 1 4 1 4 2
(4) 2 2 2 5 1 1 4 1 4 4 2
(5) 4 4 1 1 8 2 2 2 2 2 4
(6) 4 1 4 1 2 8 2 2 2 2 4
(7) 4 1 1 4 2 2 8 2 2 2 4
(8) 1 4 4 1 2 2 2 8 2 2 4
(9) 1 4 1 4 2 2 2 2 8 2 4
(10) 1 1 4 4 2 2 2 2 2 8 4
(11) 2 2 2 2 4 4 4 4 4 4 8
11
XII. Gapped boundaries of D(Q8) phase: 6 types
Note that D(Q8) = D
ω3[3i](Z2
3) = Dα1(D4) = D
α2(D4). The S, T matrices of D(Q8) are [38, 40]:
T = Diag(1, 1, 1, 1, 1, 1, 1, 1, i, i, i,−1,−1,−1, 1,−i,−i,−i, 1, 1, 1,−1),
S = 1
8

1 1 1 1 1 1 1 1 2 2 2 2 2 2 2 2 2 2 2 2 2 2
1 1 1 1 1 1 1 1 −2 2 2 −2 −2 2 −2 −2 2 2 −2 −2 2 −2
1 1 1 1 1 1 1 1 2 −2 2 −2 2 −2 −2 2 −2 2 −2 2 −2 −2
1 1 1 1 1 1 1 1 2 2 −2 2 −2 −2 −2 2 2 −2 2 −2 −2 −2
1 1 1 1 1 1 1 1 −2 −2 2 2 −2 −2 2 −2 −2 2 2 −2 −2 2
1 1 1 1 1 1 1 1 −2 2 −2 −2 2 −2 2 −2 2 −2 −2 2 −2 2
1 1 1 1 1 1 1 1 2 −2 −2 −2 −2 2 2 2 −2 −2 −2 −2 2 2
1 1 1 1 1 1 1 1 −2 −2 −2 2 2 2 −2 −2 −2 −2 2 2 2 −2
2 −2 2 2 −2 −2 2 −2 −4 0 0 0 0 0 0 4 0 0 0 0 0 0
2 2 −2 2 −2 2 −2 −2 0 −4 0 0 0 0 0 0 4 0 0 0 0 0
2 2 2 −2 2 −2 −2 −2 0 0 −4 0 0 0 0 0 0 4 0 0 0 0
2 −2 −2 2 2 −2 −2 2 0 0 0 4 0 0 0 0 0 0 −4 0 0 0
2 −2 2 −2 −2 2 −2 2 0 0 0 0 4 0 0 0 0 0 0 −4 0 0
2 2 −2 −2 −2 −2 2 2 0 0 0 0 0 4 0 0 0 0 0 0 −4 0
2 −2 −2 −2 2 2 2 −2 0 0 0 0 0 0 4 0 0 0 0 0 0 −4
2 −2 2 2 −2 −2 2 −2 4 0 0 0 0 0 0 −4 0 0 0 0 0 0
2 2 −2 2 −2 2 −2 −2 0 4 0 0 0 0 0 0 −4 0 0 0 0 0
2 2 2 −2 2 −2 −2 −2 0 0 4 0 0 0 0 0 0 −4 0 0 0 0
2 −2 −2 2 2 −2 −2 2 0 0 0 −4 0 0 0 0 0 0 4 0 0 0
2 −2 2 −2 −2 2 −2 2 0 0 0 0 −4 0 0 0 0 0 0 4 0 0
2 2 −2 −2 −2 −2 2 2 0 0 0 0 0 −4 0 0 0 0 0 0 4 0
2 −2 −2 −2 2 2 2 −2 0 0 0 0 0 0 −4 0 0 0 0 0 0 4

.
There are 6 types of gapped boundaries:
(1) q1 + q8 + q19 + q20 + q21 ,
(2) q1 + q2 + q7 + q8 + 2q21 ,
(3) q1 + q3 + q6 + q8 + 2q20 ,
(4) q1 + q4 + q5 + q8 + 2q19 ,
(5) q1 + q5 + q6 + q7 + 2q15 ,
(6) q1 + q2 + q3 + q4 + q5 + q6 + q7 + q8 .
GSD on a cylinder with two gapped boundaries are computed:
GSD (1) (2) (3) (4) (5) (6)
(1) 5 4 4 4 1 2
(2) 4 8 2 2 2 4
(3) 4 2 8 2 2 4
(4) 4 2 2 8 2 4
(5) 1 2 2 2 8 4
(6) 2 4 4 4 4 8
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XIII. Gapped boundaries of Dω3[3d](Z2
3) phase: 5 types
Note that Dω3[3d](Z2
3) = Dγ
4
(Q8). The S, T matrices of Dω3[3d](Z23) are [40]:
T = Diag(1, 1, 1, 1, 1, 1, 1, 1, 1, 1, 1, i, i, i, 1,−1,−1,−1,−i,−i,−i,−1),
S = 1
8

1 1 1 1 1 1 1 1 2 2 2 2 2 2 2 2 2 2 2 2 2 2
1 1 1 1 1 1 1 1 −2 2 2 −2 −2 2 −2 −2 2 2 −2 −2 2 −2
1 1 1 1 1 1 1 1 2 −2 2 −2 2 −2 −2 2 −2 2 −2 2 −2 −2
1 1 1 1 1 1 1 1 2 2 −2 2 −2 −2 −2 2 2 −2 2 −2 −2 −2
1 1 1 1 1 1 1 1 −2 −2 2 2 −2 −2 2 −2 −2 2 2 −2 −2 2
1 1 1 1 1 1 1 1 −2 2 −2 −2 2 −2 2 −2 2 −2 −2 2 −2 2
1 1 1 1 1 1 1 1 2 −2 −2 −2 −2 2 2 2 −2 −2 −2 −2 2 2
1 1 1 1 1 1 1 1 −2 −2 −2 2 2 2 −2 −2 −2 −2 2 2 2 −2
2 −2 2 2 −2 −2 2 −2 4 0 0 0 0 0 0 −4 0 0 0 0 0 0
2 2 −2 2 −2 2 −2 −2 0 4 0 0 0 0 0 0 −4 0 0 0 0 0
2 2 2 −2 2 −2 −2 −2 0 0 4 0 0 0 0 0 0 −4 0 0 0 0
2 −2 −2 2 2 −2 −2 2 0 0 0 −4 0 0 0 0 0 0 4 0 0 0
2 −2 2 −2 −2 2 −2 2 0 0 0 0 −4 0 0 0 0 0 0 4 0 0
2 2 −2 −2 −2 −2 2 2 0 0 0 0 0 −4 0 0 0 0 0 0 4 0
2 −2 −2 −2 2 2 2 −2 0 0 0 0 0 0 4 0 0 0 0 0 0 −4
2 −2 2 2 −2 −2 2 −2 −4 0 0 0 0 0 0 4 0 0 0 0 0 0
2 2 −2 2 −2 2 −2 −2 0 −4 0 0 0 0 0 0 4 0 0 0 0 0
2 2 2 −2 2 −2 −2 −2 0 0 −4 0 0 0 0 0 0 4 0 0 0 0
2 −2 −2 2 2 −2 −2 2 0 0 0 4 0 0 0 0 0 0 −4 0 0 0
2 −2 2 −2 −2 2 −2 2 0 0 0 0 4 0 0 0 0 0 0 −4 0 0
2 2 −2 −2 −2 −2 2 2 0 0 0 0 0 4 0 0 0 0 0 0 −4 0
2 −2 −2 −2 2 2 2 −2 0 0 0 0 0 0 −4 0 0 0 0 0 0 4

.
There are 5 types of gapped boundaries:
(1) q1 + q2 + q3 + q5 + 2q11 ,
(2) q1 + q2 + q4 + q6 + 2q10 ,
(3) q1 + q3 + q4 + q7 + 2q9 ,
(4) q1 + q5 + q6 + q7 + 2q15 ,
(5) q1 + q2 + q3 + q4 + q5 + q6 + q7 + q8 .
GSD on a cylinder with two gapped boundaries are computed:
GSD (1) (2) (3) (4) (5)
(1) 8 2 2 2 4
(2) 2 8 2 2 4
(3) 2 2 8 2 4
(4) 2 2 2 8 4
(5) 4 4 4 4 8
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XIV. Gapped boundaries of Dω3[5](Z2
3) phase: 3 types
Note that Dω3[5](Z2
3) = Dα1α2(D4). The S, T matrices of Dω3[5](Z23) are [40]:
T = Diag(1, 1, 1, 1, 1, 1, 1, 1, i, i, 1,−1, i, i,−i,−i,−i,−1, 1,−i,−i, i),
S = 1
8

1 1 1 1 1 1 1 1 2 2 2 2 2 2 2 2 2 2 2 2 2 2
1 1 1 1 1 1 1 1 −2 2 2 −2 −2 2 −2 −2 2 2 −2 −2 2 −2
1 1 1 1 1 1 1 1 2 −2 2 −2 2 −2 −2 2 −2 2 −2 2 −2 −2
1 1 1 1 1 1 1 1 2 2 −2 2 −2 −2 −2 2 2 −2 2 −2 −2 −2
1 1 1 1 1 1 1 1 −2 −2 2 2 −2 −2 2 −2 −2 2 2 −2 −2 2
1 1 1 1 1 1 1 1 −2 2 −2 −2 2 −2 2 −2 2 −2 −2 2 −2 2
1 1 1 1 1 1 1 1 2 −2 −2 −2 −2 2 2 2 −2 −2 −2 −2 2 2
1 1 1 1 1 1 1 1 −2 −2 −2 2 2 2 −2 −2 −2 −2 2 2 2 −2
2 −2 2 2 −2 −2 2 −2 −4 0 0 0 0 0 0 4 0 0 0 0 0 0
2 2 −2 2 −2 2 −2 −2 0 −4 0 0 0 0 0 0 4 0 0 0 0 0
2 2 2 −2 2 −2 −2 −2 0 0 4 0 0 0 0 0 0 −4 0 0 0 0
2 −2 −2 2 2 −2 −2 2 0 0 0 4 0 0 0 0 0 0 −4 0 0 0
2 −2 2 −2 −2 2 −2 2 0 0 0 0 −4 0 0 0 0 0 0 4 0 0
2 2 −2 −2 −2 −2 2 2 0 0 0 0 0 −4 0 0 0 0 0 0 4 0
2 −2 −2 −2 2 2 2 −2 0 0 0 0 0 0 −4 0 0 0 0 0 0 4
2 −2 2 2 −2 −2 2 −2 4 0 0 0 0 0 0 −4 0 0 0 0 0 0
2 2 −2 2 −2 2 −2 −2 0 4 0 0 0 0 0 0 −4 0 0 0 0 0
2 2 2 −2 2 −2 −2 −2 0 0 −4 0 0 0 0 0 0 4 0 0 0 0
2 −2 −2 2 2 −2 −2 2 0 0 0 −4 0 0 0 0 0 0 4 0 0 0
2 −2 2 −2 −2 2 −2 2 0 0 0 0 4 0 0 0 0 0 0 −4 0 0
2 2 −2 −2 −2 −2 2 2 0 0 0 0 0 4 0 0 0 0 0 0 −4 0
2 −2 −2 −2 2 2 2 −2 0 0 0 0 0 0 4 0 0 0 0 0 0 −4

.
There are 3 types of gapped boundaries:
(1) q1 + q2 + q3 + q5 + 2q11 ,
(2) q1 + q4 + q5 + q8 + 2q19 ,
(3) q1 + q2 + q3 + q4 + q5 + q6 + q7 + q8 .
GSD on a cylinder with two gapped boundaries are computed:
GSD (1) (2) (3)
(1) 8 2 4
(2) 2 8 4
(3) 4 4 8
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XV. Gapped boundary of Dω3[7](Z2
3) phase: 1 type
The S, T matrices of Dω3[7](Z23) are [40]:
T = Diag(1, 1, 1, 1, 1, 1, 1, 1, i, i, i,−i,−i,−i,−i,−i,−i,−i, i, i, i, i),
S = 1
8

1 1 1 1 1 1 1 1 2 2 2 2 2 2 2 2 2 2 2 2 2 2
1 1 1 1 1 1 1 1 −2 2 2 −2 −2 2 −2 −2 2 2 −2 −2 2 −2
1 1 1 1 1 1 1 1 2 −2 2 −2 2 −2 −2 2 −2 2 −2 2 −2 −2
1 1 1 1 1 1 1 1 2 2 −2 2 −2 −2 −2 2 2 −2 2 −2 −2 −2
1 1 1 1 1 1 1 1 −2 −2 2 2 −2 −2 2 −2 −2 2 2 −2 −2 2
1 1 1 1 1 1 1 1 −2 2 −2 −2 2 −2 2 −2 2 −2 −2 2 −2 2
1 1 1 1 1 1 1 1 2 −2 −2 −2 −2 2 2 2 −2 −2 −2 −2 2 2
1 1 1 1 1 1 1 1 −2 −2 −2 2 2 2 −2 −2 −2 −2 2 2 2 −2
2 −2 2 2 −2 −2 2 −2 −4 0 0 0 0 0 0 4 0 0 0 0 0 0
2 2 −2 2 −2 2 −2 −2 0 −4 0 0 0 0 0 0 4 0 0 0 0 0
2 2 2 −2 2 −2 −2 −2 0 0 −4 0 0 0 0 0 0 4 0 0 0 0
2 −2 −2 2 2 −2 −2 2 0 0 0 −4 0 0 0 0 0 0 4 0 0 0
2 −2 2 −2 −2 2 −2 2 0 0 0 0 −4 0 0 0 0 0 0 4 0 0
2 2 −2 −2 −2 −2 2 2 0 0 0 0 0 −4 0 0 0 0 0 0 4 0
2 −2 −2 −2 2 2 2 −2 0 0 0 0 0 0 −4 0 0 0 0 0 0 4
2 −2 2 2 −2 −2 2 −2 4 0 0 0 0 0 0 −4 0 0 0 0 0 0
2 2 −2 2 −2 2 −2 −2 0 4 0 0 0 0 0 0 −4 0 0 0 0 0
2 2 2 −2 2 −2 −2 −2 0 0 4 0 0 0 0 0 0 −4 0 0 0 0
2 −2 −2 2 2 −2 −2 2 0 0 0 4 0 0 0 0 0 0 −4 0 0 0
2 −2 2 −2 −2 2 −2 2 0 0 0 0 4 0 0 0 0 0 0 −4 0 0
2 2 −2 −2 −2 −2 2 2 0 0 0 0 0 4 0 0 0 0 0 0 −4 0
2 −2 −2 −2 2 2 2 −2 0 0 0 0 0 0 4 0 0 0 0 0 0 −4

.
Only one type of gapped boundary is allowed:
q1 + q2 + q3 + q4 + q5 + q6 + q7 + q8 .
GSD on a cylinder with two gapped boundaries of the same type must be 8.
