We derive a recursion relation for the analytic leading logarithmic coefficients of a final state gluon cascade. We demonstrate the potential of our method by analytically computing the rate coefficients for the emission of up to 80 gluons in both the exclusive-k t (Durham) and generalized inclusive-k t class of jet algorithms.
I. INTRODUCTION
Recursive algorithms are often the most efficient technique for calculating gauge theory amplitudes, as ideally information is maximally recycled [1] [2] [3] . In recent years recursive techniques have become a major component for event simulation at the LHC, for tree-level generation of multi-jet events and part of the vast improvement in NLO calculations at higher multiplicity [4] [5] [6] . The irreducible complexity of full-matrix elements limit computations of final-state partons to a fairly modest number (typically n ≤ 10 at LO, n ≤ 5 at NLO), which in the hard and widely separated regime meets essential experimental demand [7] [8] [9] .
However, for the logarithmically enhanced sector of soft and collinear radiation, generating high multiplicity is crucial and in practice proceeds through parton shower MonteCarlo [10] [11] [12] . This paper introduces a simple technique for recursively extracting logarithmic coefficients of n-jet rates. We emphasize that these coefficients are a mere skeleton of the complete (even tree-level matrix element) calculation, but our goal here is to explore the high multiplicity regime. We find simple implementations in both the exclusive-k t (here on, Durham) and generalized inclusive-k t (here on, Generalized-k t ) jet algorithms starting from their respective generating functionals [13] [14] [15] [16] [17] [18] . The rates we calculate correspond to expanding in powers of (α s /π)L 2 , where in the Durham algorithm L is the logarithm of a dimensionless resolution scale y cut , while in the Generalized-k t algorithm L 2 contains separate energy and angular logarithms which depends on a minumum energy scale E R and jet radius R. It is known that the resolved coefficients are present in the LO matrix element calculation [16] , while the unresolved ones start at the NLO. As we will see, since our formula allows the efficient computation of an exclusive n-gluon rate to arbitrarily high order in (α s /π)L 2 (i.e. including additional unresolved gluons), for all practice purposes these rates can be thought of as resummed containing the same level of formal accuracy as a standard parton shower * . It is important to bear in mind however that the rate coefficients do not a priori contain any notion of kinematics or recoil as in the parton shower.
There are several potential applications for our work, all generally following from the ability to compute analytic expressions in a shower-like approximation. To illustrate the improvement with an example, let us outline how the calculation proceeds directly from the generating functional for the exclusive rates in e + e − →qq + 20 gluons in the Durham algorithm. Starting from the generating functional Φ g/q (u, Q 2 ) = u exp
we obtain the resummed rate differentiating (Φ q ) 2 22 times with respect to the variable u at the point u = 0. Thus we define the exclusive jet fractions
example, partial results for the multi-dimensional integrals are recycled, but it should be clear that the manipulations are extremely unwieldy.
Expressing the expanded rates as the resolved and unresolved coefficients
where Res n ∼ α n s and URes n starts at O(α n+1 ), our method allows the computation of
Res 20 in a matter of seconds. Once Res 20 is known, it is straight-forward to "bootstrap" the unresolved components for the lower multiplcities using simple identical boson (Poisson)
statistics. Doing this to sufficiently high order, one recovers the resummed rates ‡ .
The reason we are able to construct a simple recursive formula comes down to a well known fact about the exponentiation of leading singularities in gauge theory amplitudes, namely that it is determined by the maximally non-abelian contribution [19, 20] (for more recent results along these lines see e.g. Refs. [21, 22] ). For our prescription, which determines the coefficients of the leading singularities in the large logarithmic sense, the only required physics input is the (coherent branching formalism analogous) maximally secondary coefficient, corresponding to a string of emitters each emitting exactly one gluon. This is diagrammatically encapsulated in the first moment of the generating functional (1), and these contributions are also order by order guaranteed to exponentiate. Knowing only this contribution, the remainder of our recursive formula determines the entire leading coefficient using identical boson statistics. We hope that our proof of the recursive algorithm makes this point clear.
This paper is arranged as follows. In Section II A we introduce the details of our recursive prescription for the resolved component. For the sake of presentation we prove the individual steps only at the end of the section. We outline the method for pure YM in the Durham algorithm. At the stated level of accuracy it is simple to generalize to arbitrary numbers of initial quarks or gluons. We include the prescription for the unresolved component in Section II B. In Section II C we provide an example step in the recursion for 4-gluon emission from adipole. In Section II D we summarize the small modifications necessary for the ‡ We note here very explicitly that the physics in our recursive prescription is identical to the coherent branching formalism. In fact, we prove the consistency of our method directly from the generating functional. What is special is that a simplified recursive formula allows us to study gluonic coefficients for arbitrary multiplicities, in practice an order of magnitude larger than using conventional techniques.
inclusive-k t algorithm. In Section II E we provide proofs for the individual steps of the recursion directly from the generating functionals. We study the gluonic coefficients at high multiplicity in Section III and discuss some possible applications for our computational tool. In the appendix we provide the resummed 6-gluon f 6 contribution used to validate our algorithm.
II. RECURSIVE PRESCRIPTION A. Resolved Component
We consider here pure YM in the Durham algorithm and start by decomposing the ngluon final state in terms of its splitting history. We differentiate these from Feynman diagrams by distinguishing between the emitter and emitted parton at each 1 → 2 splitting.
We call each splitting involving an initial parton primary, and any non-primary splitting is termed secondary. For fixed n we write the resolved component of the corresponding n-gluon rate from a single initiator as
where a s = α S /π, L = log(1/y cut ) and c (n) ik > 0. The index i counts the number of secondary emission in a particular splitting history. The sum on k is over all diagrams of the same order in i, which is left implicit for the moment. Our definition ensures that every term in (4) is in one-to-one correspondence with a specific splitting history. However, the recursive formula for the resolved coefficients does not depend on the index k, so we drop it for the remainder of this paper.
We claim that given a specific subset of coefficients from multiplicities n and smaller, we can write a general expression for c (6) . The solid line always represents the initial partons in the process, which for our current example is a single gluon.
• All of the c (n) l−1 with l − 1 < n. These are the coefficients with at least two primary splittings only from the n-th coefficient.
• Integer partitions of n + 1.
Using these ingredients we find a simple formula for the rate coefficients. To illustrate this procedure we first go through the steps in the recursive prescription. We provide a detailed example of one step in the recursion for 4-gluon emission in Section. II C.
The first step is to divide the coefficients into two categories
The index i ∈ (0, n − 1), k ∈ (0, n − 2). The c (n) k coefficients are the contributions with at least 2 primary splittings. Each gluonic structure is already present in the lower multiplcity coefficients, and can therefore be constructed by multiplying such coefficients and taking into account symmetry factors (this is intuitive, although it is proven in Sec. II E more explicitly). In contrast, the c (n) n−1 coefficients are maximally secondary with respect to the hard initial line. These satisfy a relatively simple recursion relation for promoting coefficients higher up on the emission tree
Diagrammatically the n − 1 term in (6) corresponds to the relation in Fig. 1 . The grey blob
indicates that this gluon is allowed to emit an arbitrary number of times, and each emission itself may split et cetera. The solid line will always indicate an arbitrary number and type of initial partons, which for this specific example we take as a single gluon. The other terms in (6) sum over the c
terms not maximally secondary and not representable in the relation above. We see that the two step process promotes diagrams with at least two primary emissions to ones on the RHS and finally to the LHS of Fig. 1 . The origin of the specific form of (6) is that the prescription for promoting primary to secondary emission essentially involves reweighting by the first moment of the generating functional, which for the Durham
. Diagrammatically, this is identical to the sum of maximally secondary splitting histories.
The final step in our recursion is to generate the c (n+1) k with k < n coefficients. It is easy to see that a recursion based solely on c (n) coefficients is bound to fail, as the integer partition of n arising at each multiplicity is not easily defined recursively. Instead, we compute c k−1 need to be stored from previous multiplicities. Computing n + 1 coefficients we only require n of such numbers making this step computationally manageable. An additional ingredient is that m identical structures carries a phase space factor 1/m!.
A complete representation for this contribution is
where the sum is over integer partitions p(n) of n of length r ≥ 2. The product is over the individual elements of each partition. For example, for n = 4 there are 4 partitions in
Here S is the overall symmetry number taken as the product of identical structure phase space factors, e.g. the contribution
1 ) 2 . We can summarize the entire recursive algorithm for the resolved coefficients and the main result of this paper
An example recursion for an individual diagram is given in Fig. 2 . Note that as soon as a diagram ends up in the furthest right c (n+2) n+1 class it remains there indefinitely. It is simple to check that our formula exhausts all possible splitting histories to a given multiplicity. We confirm the validity of (8) by comparing with a direct computation from the generating functional with up to 5 final state gluons [24] .
B. Unresolved Component
Given the set of resolved coefficients up to multiplicity n, it is relatively straight-forward to determine the unresolved coefficients for lower multiplicitities also up to order (a s L 2 ) n . To describe these coefficients we extend our notation slightly so that c
where l ranges between 0, 1, · · · n and indicates the multiplicity. The resolved coefficients are then c (n,n) i and the unresolved are the rest. Now it should be clear that the unresolved coefficients come from expanding the Sudakovs beyond leading order. Therefore, we expect the unresolved coefficients to be related to an expanded exponential and most importantly, to be determined from the resolved components at the same order.
For the simplest case of the all primary contributions we find
Note that at every order the individual coefficients correctly satisfy n l=0 c (l,n) 0 = 0. This fact holds on a diagram by diagram basis to all multiplicities for the exclusive rates. In order to extend also to the secondary terms, the complication is that we need to distinguish diagrams beyond what we have so far for the resolved component. The additional necessary ingredient is the number of repeated identical emissions in a given splitting history.
In order to proceed, let us note that due to our recursion relation the resolved component . These are our starting conditions, which we will refer to as the primordial coefficients. Let us denote the powers of each as a, b and c respectively. Now we define
and claim that for the unresolved components c (l,n) j of this particular diagram, that l ∈ (n, n − 1, · · · , n − p) with coefficients given by
For l < n − p we set c (l,n) j = 0. The resolved coefficients along with p determine entirely the right-hand side of (11) . Again, the physical interpretation of this formula suggests Poisson statistics. Note that the maximally primary emission formula (9) is a special case of (11) with c
= (1/n!) and p = n. Also we recover the resolved coefficient when n = l. In analogy to (9) each emission history separately obeys the unitarity condition
We say more about the specific terms in (11) in Section II E. For now we proceed through an explicit step in the recursion for 4-final state gluons.
C. Example calculation for 4-gluons in e + e − We demonstrate our recursive prescription by generating the 4-gluon final state in e + e − →+ n gluons from the lower multiplicity coefficients. This is defined as f 6 in the literature.
We choose this multiplicity because it is simple to check but includes the non-trivial features of our algorithm. First we note from Ref. [18] that at the stated level of accuracy our coefficients relate to those in e + e − through
which suggests that we define the resolved coefficients in e + e − as
Res
Therefore, in our recursion relation we have
which together with (13) provide the correct description for e + e − →+ n gluons. The j dependence in (14) reflects the fact that a secondary emission necessarily comes off a single gluon, while there are two possible quark lines for a primary emission. The initial values for the lower coefficients are (c
0 , c
1 , c
2 ) = 1,
The partitions of n = 4 from (7) gives for the c 
2 .
For the highest order terms in secondary splittings (in C A in this case) we have from (6) c
so that we find (c 
where we have emphasized that these are the resolved coefficients by adding the label indi- 
0 c
Each term in the above expressions is in one-to-one correspondence with a specific emission history (there are 9 at this multiplicity). Applying (11) the unresolved set of coefficients are 
We can easily check (18) and (23) 
D. Prescription for Generalized-k t algorithm
Our recursive prescription can also provide a formula for the Generalized-k t class of jet algorithms. As a starting point, we list the generating functional for this algorithm [18] 
We define the logarithmic variables κ = log(E/E R ) and λ = log(ξ/ξ R ), with ξ = 1 − cos θ ij and ξ R = 1 − cos R. The scale E is identified with the initial hard scale of the process and E R the cut-off (in hadron colliders the transverse momentum). The angle θ ij is the opening angle between the emitting and emitted parton.
In just the same way as before we can divide the splitting histories into two classes of coefficients, each with its own distinct diagrammatic class. The first moment of the generating functional in this case is
where I 0 is the Bessel function I 0 (x) = ∞ n=0 x n /(n!) 2 . From this we immediately find the coefficient for promoting emissions higher on the tree. In analogy to d (n) we find
The step of the recursion involving the symmetry factors is identical. The recursive prescription for the generalized k t algorithm is simply given by (8) with d (n) replaced withd (n) . The initial values of the primordial coefficients also differ from the Durham algorithm. We have confirmed the recursive prescription for the Generalized-k t algorithm by comparing with the direct computation for up to 6 jets in e + e − .
E. Proof of Recursive formula
In this section we show the respective parts of the recursive program. As discussed in the introduction, computing numerical coefficients from the generating functional formalism is a two step process, the differentiation with respect to u (computation of the resummed rates) and the evaluation of the k t integrals. Therefore, we first establish the recursive behavior of the differentiation and then analyze the structure of the resulting chain of integrals. 
On the other hand we find for the c (n+1) n the following relations
The pre-factor in the numerator of (28) comes from the fact that n + 1 and n derivatives can bring down the first and second convoluted gluon respectively. We recognize that promoting the coefficients gives the same statistical pre-factors from the u differentiation, although each integral now contains an additional integral at the top end (nearest the hard process). This is easily found by substitution, so that (27) and (28) are related through
providing the result in (6) . We note that the pre-factors originate from the growth of the maximally secondary (fully convoluted) integral, and are precisely the coefficients from the 1st-moment of the generating functional. For k initial lines there is the additional factor counting the j dependence k j−n+1 , for example reflected in (14) .
We prove the second step (7) in the recursion. To see how this comes about note that the differentiation with respect to u produces all integer partitions of n + 1, so it is only a matter of understanding the pre-factors. Let us start first with the case of n − 2 primary emission and a single secondary splitting.
from which we can read-off that c
In other words the composite coefficient is found by simply multiplying the exact terms from the previous irreducible structures.
Now, let us consider a contribution corresponding to the generic partition of length 2, {σ 1 , σ 2 } of n. Differentiating we find
where the notation indicates that we restrict ourselves in the second line to terms where the derivatives producing σ 1 and σ 2 act on separate "u-trees". We are permitted to consider only this contribution from (31) since we include the compensating binomial coefficient
which give us precisely the denomenators needed to define the lower coefficients c
The symmetry factor is as previously defined so that for the partition under consideration, S = 2! if σ 1 = σ 2 and S = 1 otherwise. This comes about because in that case, when the two u-trees are identical, we are over-counting the first differentiation in the above.
Thus we find for this particular example
The generalization to arbitrarily complicated partitions of gluons follows directly through induction.
Unresolved components: Here we provide arguments for (11) for the unresolved components. It is instructive to first point out the origin of the quantity p defined in (10) . We consider stripping a splitting history of all emissions which are repeated off a single line, thus defining the stripped history. The stripped splitting history is always in the class of maximally secondary contributions (or products thereof), and has precisely p = 1. Now for a general history p counts the number of repeating splittings. The unresolved components of these splittings are found in the lower order multiplicity rates from the Sudakov expanded beyond leading order.
In this language we can describe the various terms in (11) . The first reflects that these coefficients necessarily come from expanding the exp (−Γ) and the exponent n − l counts the number of identical unresolved gluons to be divided over. The next term contains the symmetry factor for the unresolved gluons, while the (p − (n − l))! is for the remaining resolved gluons. The p! in the numerator normalizes to the stripped splitting history, where the formula to the various multiplcities becomes consistent.
III. APPLICATIONS AND DISCUSSION
Ratios of resolved coefficients: As a first application we study the ratio of resolved coefficients. In Fig. 3 we show the ratios of successive exclusive coefficients. We find an emerging geometric behavior in the ratio which dramatically contrasts a Poisson process (see left panel of Fig. 3 ). However, we see from the right panel of The remarkably simple form for the fit and the particular value of k 2 suggest an emergence from underlying dynamics. Calculating k 1 and k 2 from first principles starting either from the generating functional or some other form of QCD resummation would be potentially interesting.
In Fig. 5 we repeat the analysis of Fig. 3 for the generalized k t recursive formula. In this case we find an additional interesting feature, that the ratio between the difference of ratios for Poisson versus QCD is an exact constant = 7/16. A full explanation for this behavior likely comes from number theory, since we see a relation between quantities built from integer partitions and Poisson coefficients (which a priori do not have an obvious connection).
We remark as well that the form of the ratios in both algorithms support the theoretical basis of staircase scaling [24] [25] [26] as the ratios formally go to a non-zero constant in the large multiplicity limit (and not to 0).
Relation to parton shower: In this section we define precisely how our coefficients in the exclusive k t (Durham) algorithm relate to final state parton shower generation. We start by considering the evolution along a single quark line, implemented in a simple Sudakov veto algorithm at fixed coupling [27, 28] . Repeating this algorithm a large number of times, we find as expected that the splitting probability converges to
where
in the limit Q/Q 0 large, and also for P 1 large. The previous generation also produces a distribution of splitting scales for the first emission Q 1 , which we take as the starting scale for a new Sudakov veto process in every other way identical to the first. The emission probability of the second process is
In the limit where Q Q 0 but P to the original external scales Q and Q 0 of the process through
Here we have included our previously computed resolved coefficient c Having related (and checked numerically) this stripped-down form of the parton shower with our analytic coefficients, it is necessary to make a few comments on their interplay:
• One can imagine generating an exclusive parton final state efficiently by fixing the emission history first. The emission history is chosen from the distribution of primordial coefficients generated in our algorithm (which can always be put into 1-to-1 correspondence with a splitting history).
• With the emission history in place the problem of fully reconstructing the partonic final state is recast as the generation of intermediate kinematics. In principle, this could proceed using the standard forward evolution of a parton shower, where the k t and partonic energy fractions zE and (1 − z)E are chosen locally from the distribution of corresponding unintegrated Altarelli-Parisi splitting functions [23] . However, the most simple implementation would certainly lead to a large unweighing efficiency, as emissions further down the parton tree would fail basic kinematic vetos. Assigning kinematics efficiently to a predetermined splitting history may be possible in a backward evolution picture, though again, some thought is needed to avoid large inefficiencies.
• We speculate that efficiently relating coefficients of splitting histories to the distribution of shower paths arriving at a specific phase space point could be useful to programs reliant on the latter. This may be applicable for shower deconstruction [29] and perhaps more involved shower algorithms i.e. Ref. [30] .
Extension to next-to-leading logarithms: Although we have established the connection between our analytic coefficient and a stripped-down parton shower via interleaved Sudakov veto algorithms, it is not possible to make strong claims between to the full parton shower without accounting for the additional effects solely present in the shower. The specific pieces include the finite part to the splitting functions, the g →splitting function, the running coupling and the full kinematics. The first is trivially implemented while our "color stripped" definitions of the coefficients make the second approachable. The inclusion of the running coupling requires new steps, but again there is a well defined pattern here which is repeated.
It remains to be seen whether these additions render the recursive formula prohibitively complicated.
Relation to singularity structure of gauge theories: Our recursive construction offers a connection to the structure of all-order singularities in gauge theory amplitudes. This is essentially the notion of the exponentiation of maximally non-abelian graphs defined first in Ref. [19] , which were shown to enumerate the complete leading singularity structure.
Since our resolved coefficients represent some part of the leading singularities in the L → ∞ sense, it is no surprise that we find a similar construction. The recursion relation is built from the idea of the maximally secondary contributions as the only physics input, which is given precisely by the 1st moment of the generating functional. The remaining part of the calculation is merely symmetry factors and dividing over the identical boson phase space.
in particular, all steps (other than the 1st moment) are identical between the two classes of jet algorithms considered, and we speculate that this holds for any sufficiently well defined IR regulator.
We can define the precise limit when the resolved coefficients become the exact crosssection.
• N C → ∞.
• α S → 0 and L → ∞ with α S L 2 held fixed and 1.
The first point restates the fact that any formalism built on 1 → 2 splittings is inherently leading order in color. The small coupling and large logarithm in the second condition eliminate the contribution from the sub-leading logarithms, the finite terms and the unresolved double leading logarithms. An alternative statement for the second condition in terms of physical scales is Q, Q 0 → ∞ with Q Q 0 . Although, this is an idealized limit for QCD in realistic collider processes it is increasingly justified with higher energy due to asymptotic freedom.
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