by incorporating this additional information.
INTRODUCTION
Low bit rate image coding can be viewed as a restoration problem. In this sense, the receiver has incomplete information about the actual image and attempts to produce the most correct reproduction of it. Thus, a transform coded image which is specified by only a part of the transform coefficients of the original image is a degraded signal and can be modeled as:
where, f is the original image, is coded image, T is the transformation matrix, S is a modified identity matrix with zero diagonal elements corresponding to unused transform coefficients, and n is the noise caused by quantization.
If the only information available to the receiver is the transmitted transform coefficients, then is the best estimate for the original image. Most of the time, however, this is not the case.
The receiver may have knowledge about the statistics or other properties of the original image. This information may be free, as in the case of nonnegativity, or it may be sent as an alternative for some of the transform coefficients. A signal restoration algorithm can be used to improve the estimate for the original signal of eq. 
where, P.C.] is the projection operator for the 1th set, then converges to a point in the intersection for any initial estimate.
The set of signals defined by a certain number of transform coefficients is closed and convex. The projection of any signal onto this set can be obtained by making the transform coefficients of the signal equal to the specified ones. In this sense, transform coders use the projection of the zero signal onto this set as their estimate.
Any information which can be used to (1) define a convex set in the signal space may be incorporated in the restoration the algorithm to improve the transform coder.
However, computational problems restrict the usable sets to those with simple projection operators.
In this work the effect of two sets, those defined by nonnegativity and the region of support information will be demonstrated.
NONNEGATIVITY
The effectiveness of nonneqativity in the restoration of impulse-like signals has been reported earlier [2] , [3] . Nonnegativity of the intensity is a common property of all physical images and it can be used to enhance transform coders. However, in order to achieve a noticeable improvement by incorporating this information, the coded image must have regions with In order to demonstrate the effect of nonnegativity, an actual l28Xl28 text image is transform coded by using 32X32 blocks and the DFT. In fig. l .a the original image is given. It should be noted that the original image is not a binary signal but has intensity variation from 0 to 255. 
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square error is displayed in fig. 2 for different compression ratios. The coefficients retained are determined by a straightforward zigzag select ion scheme [4] .
The important point in using nonnegativity is that, as far as the amount of transmitted data is concerned, nonnegativity is free information. The price of improvement is the required iterations.
With special purpose hardware, however, these iterations can be carried out easily.
CODING THE DIFFERENCE PICTURE
There are various coding techniques using the interframe difference pictures of video teleconferencing image sequences [51, [6] .
In hybrid coding, successful results in low bit rates are obtained through the use of transform coding and DPCM combination. Motion compensation can also be used to further improve these results [5] . The technique using the POCS method for improving the transform coding can also be used in combination with these methods. That is, the transform coefficients can be transmitted using DPCM in The POCS technique for general image coding is discussed in [7] . The approach used was to send information to describe convex sets of images which include the frame to be coded and to find an element in the intersection of these sets by using the POCS method. If the intersection is small enough, any member of it will be a good approximation for the original frame.
Various sets and their interactions are demonstrated in [7] .
Clearly, certain groups of images have attributes which can be used for defining sets which effec- A typical interframe difference picture is displayed in fig. 3 .a. (The original images are 128X128 with intensity variation from 0 to 255.) The combination The technique used in this paper to take advantage of this attribute is to transmit the zero/nonzero information by sending one bit per pixel. This is equivalent to the region of support infornation used in bandlimited signal extrapolation [8] .
Once the location of the nonzero pixels are available, another bit per nonzero pixel can be transmitted for the sign and the picture can be treated as nonnegative.
The number of transform coefficients is reduced to compensate for the additional bits needed to transmit the pixel domain information described above.
Certainly, a suitable coding technique, such as a run length code, can be used to convey this pixel domain information using less than one bit per pixel. Also, a subsampling technique can be used as in [7] . In our comparisons with difference picture transform coding, however, these redUctions are not considered.
The effectiveness of the region of support and sign information is a function of the number of nonzero pixels and sign changes.
In some of the cases, sending extra frequency coefficients may be more beneficial than sending the stated space domain information.
In order to take advantage of this fact each block is coded using the best combination.
In table 1, the number of blocks coded with smallest error using each combination of transform coefficients, zero locations, and non-zero There is an obvious improvement as can be seen from the tables. As stated above, the ultimate compression rate can be made many times higher than those fig. 4 . The quality of the picture obtained using the new technique is still acceptable while the transform coder has degraded the image much more severely. Clearly, an update mechanism is necessary and will be effective for determining the final compression rate. The method requires special purpose hardware for the real time implementation. However, since the required data manipulations are very simple, the design of this hardware should not pose a ditficlt problem.
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