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1
The Detection and Modeling of Direct Effects in Latent
Class Analysis
Abstract
Several approaches have been proposed for latent class modeling with external vari-
ables, including one-step, two-step and three-step estimators. However, very little is
known yet about the performance of these approaches when direct effects of the external
variable to the indicators of latent class membership are present. In the current article, we
compare those approaches and investigate the consequences of not modeling these direct
effects when present, as well as the power of residual and fit statistics to identify such
effects. The results of the simulations show that not modeling direct effect can lead to
severe parameter bias, especially with a weak measurement model. Both residual and fit
statistics can be used to identify such effects, as long as the number and strength of these
effects is low and the measurement model is sufficiently strong.
Keywords: latent class analysis; mixture models; direct effects; residual statistics
1 Introduction
In the early days of latent class (LC) analysis, the technique was mainly being regarded as
a “qualitative data analog to factor analysis” (McCutcheon, 1987, p. 7), which could be
used to identify underlying categorical latent variables to explain associations among cate-
gorical observed indicators, or, alternatively, identify different subgroups among subjects.
While thirty years later this viewpoint is still the most common one, the applications
have also expanded. The interest with recent developments is not only in relating the
indicators to the LCs (the measurement model), but also relating the clustering to a set
of external variables, both predictors and distal outcomes (the structural model).
Traditionally, the LC model is estimated using a one-step full information maximum
likelihood estimation (FIML; McCutcheon, 1987; Vermunt, 2010), a statistically and com-
putationally efficient procedure which uses all the available information in the dataset at
once. This efficiency unfortunately comes with a price, namely the forced re-estimation of
the entire model if even slight changes are made. Alterations in, for example, the external
variables lead to re-identification of the model and thus possible changes in the defini-
tion and interpretation of the LCs (Vermunt, 2010; Bolck, Croon, & Hagenaars, 2004;
Asparouhov & Muthe´n, 2014; Bakk & Kuha, 2017).
As an alternative to FIML, methods of three-step estimation have been developed
(Vermunt, 2010; Asparouhov & Muthe´n, 2014). Here, estimation of the model consists of
three steps, namely (1) estimating the measurement model, (2) classification of subjects
to the LC, and (3) relating the classification variable to external variables. A well-known
problem of this approach is that in the second step, irrespective of the assignment rule
used, a classification error is introduced, which leads to biased estimates in step 3. To
account for the classification error, various so-called bias-adjusted three step estimators
have been developed (Vermunt, 2010; Bolck et al., 2004; Bakk, Tekle, & Vermunt, 2013;
Asparouhov & Muthe´n, 2014). These adjustments solve the problem of classification
error, but there are other issues related to this model that cannot be easily solved, such
as modeling the direct effect of the external variable on the indicators (see for example
Di Mari and Bakk (2018)).
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More recently, an alternative to the one-step and three-step methods has been de-
veloped, called the two-step approach (Bakk & Kuha, 2017). This model removes the
classification step of the three-step method, with the first step estimating the measure-
ment model, and the second step estimating the structural model with the measurement
parameters held fixed at their estimates from step one. This approach avoids the ex-
plicit classification step of three-step approaches but maintains their computational and
interpretational advantages.
If there are external variables and/or covariates present in the LC model, the indica-
tors of the LC are typically assumed to be conditionally independent of these external
variables given LC membership. This assumption is in different contexts also known as
the assumption of equivalence (or invariance) of measurement, or that of no differential
item functioning (DIF; Osterlind & Everson, 2009; Masyn, 2017). If it is violated, the
parameter estimates of the LC model can be severely biased (Asparouhov & Muthe´n,
2014; Masyn, 2017; Mellenbergh, 1989). This is caused by an unmodeled residual associa-
tion between indicator(s) and external variables (Masyn, 2017). In this way, the external
variable has a direct influence on the indicators through the LC (Moustaki, 2003). In the
following, we will refer to this as direct effects (DEs). As a consequence, any systematic
difference on the observed items may no longer reflect true differences in relation to the
latent variable (Masyn, 2017; Millsap, 2011), leading to biased estimates of the overall as-
sociation between LC membership and the external variable, but also of the measurement
model. This consequence states the importance of being knowledgeable about whether
there are any DEs in your data, and if there are, knowing how to deal with them.
The assumption of measurement invariance in a model can be relaxed by adding direct
paths between the external variable and the concerned indicators (Kankarasˇ, Moors, &
Vermunt, 2010; Masyn, 2017). This allows for the levels of the affected indicators to
depend on the external variable. The various methods of estimation discussed above differ
in their way in which they can do this. In one-step and two-step models, it is possible to
add DEs, as discussed further below. With three-step, in contrast, adding DEs becomes
increasingly difficult - and often even impossible. When estimating the structural model,
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only information from the classification variable is used, with the information from the
separate indicator variables being lost. Therefore, DEs to specific indicators cannot be
added in the third step anymore. Although it is possible to add them in step one, one
would have to know the exact structure of these paths beforehand, which often is not the
case.
In this article we will focus on two different research questions. First we would like
to know the consequences of not modeling such effects on the stability and bias of the
parameter estimates (i.e., does it actually matter whether the direct effects are modeled?).
This approach originated from the idea of Kuha and Moustaki (2015) who in a multigroup
structural equation model framework conducted a sensitivity analysis of not modeling DEs
and concluded that there are various conditions in which parameter estimates are rather
unaffected by this.
The second part is focused on finding the DEs, should they be there. This part of the
article focuses on answering the second research question: how can we identify the DEs
that are present in our model? We investigate the performance (i.e., power) of different
statistics to see how well they do in identifying DEs. Testing for DEs is common practice
in general structural equation modeling (SEM), and in multi-group latent variable models
in particular. The article by Kim, Cao, Wang, and Nguyen (2017) gives an overview of
models used to test for DEs in an inferential way that can be used when the number
of groups is large. The authors mainly focus on model fitting to test for DE, which is
only one of the possibilities. Another possibility in latent variable modeling is the use of
global and local fit statistics to check for DE. An overview is given by Van der Schoot,
Ligtig, and Hox (2012). A third possibility is checking statistics that use the residuals of
the fitted model to see whether any significant association is left unmodeled. Although
less frequently used in general SEMs, residual association checks are more common in LC
literature (e.g., Oberski, Vermunt, & Moors, 2015; Oberski, van Kollenburg, & Vermunt,
2013; Nagelkerke, Oberski, & Vermunt, 2017).
One of the statistics that can be used is the bivariate residual (BVR; Vermunt &
Magidson, 2005), indicating the amount of residual association left between two variables
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after the model is fitted. BVR statistics between indicators and covariates can tell us
something about possible DEs in the model. Another possibility is the use of a score
statistic, for instance the expected parameter change (EPC; Oberski & Vermunt, 2014).
The score-based EPC indicates the amount by which a parameter would change if it would
be freed rather than fixed. This EPC statistic is commonly used in econometrics, where it
is called the Lagrange multiplier (e.g., Breusch & Pagan, 1980). In the field of SEM, the
EPC is related to the modification index (MI). For a description of the MI and differences
with the EPC, see Whittaker (2012).
Although residual statistics are used to investigate DEs in FIML by Oberski et al.
(2013), the performance of these statistics is not yet tested in the newly developed two-
step estimator; this is one of the main goals of the current article.
This article aims to add to the existing literature on how to deal with the presence
of DEs in stepwise LC models. The two-step estimator developed by Bakk and Kuha
(2017) in theory overcomes many of the problems present with one-step and three-step
estimators, especially in the presence of such DEs. That is why it is interesting to know
how this estimator compares to existing methods in dealing with these effects.
The remainder of this article is structured as follows. First, a short description of the
general LC model and the various approaches to estimate this model is given. Then, two
different simulation studies are performed to answer the research questions. We end with
a generalized discussion and conclusion in which we try to give some recommendations
on when to use what models and when to model DEs.
2 The Latent Class Models
In this article we only give a brief overview of the various LC models. For an extended
description, we refer to for example McCutcheon (1987), Vermunt (2010), and Bakk and
Kuha (2017).
Suppose we have a LC model with K categorical indicators. Let Yik be the response of
person i on indicator k, with k ∈ {1, ..., K}, and let Yi denote the full response pattern of
person i, i ∈ {1, ..., N}. Then define a latent variable X consisting of T different classes,
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such that t ∈ {1, ..., T}. An LC model for P (Yi) can be defined as (e.g., McCutcheon,
1987):
P (Yi) =
T∑
t=1
P (X = t)P (Yi|X = t). (1)
The indicators are typically assumed to be independent given LC membership, which
entails a restriction on the last term in this last equation:
P (Yi|X = t) =
K∏
k=1
P (Yik|X = t) =
K∏
k=1
Rk∏
r=1
pi
I(Yik=r)
ktr , (2)
with I(Yik = r) an indicator variable being 1 if subject i has response r on indicator k,
and 0 otherwise, and {piktr} being the (K − 1)KT unique probabilities to be estimated
(Bakk, Oberski, & Vermunt, 2014).
This basic LC model can be extended to include an observed covariate vector Zi. We
then get a model for P (Yi|Zi) (Vermunt, 2010):
P (Yi|Zi) =
T∑
t=1
P (X = t|Zi)P (Yi|X = t) (3)
In case of a covariate model, the assumption of invariance of measurement or lack of
DEs entails the independence of the indicators Yi and the covariate vector Zi given the
LC X. This assumption is the main focus of the article. Whereas in the current article
a single binary covariate will be used, this can be easily extended to include multiple
covariates, either binary, categorical or continuous.
2.1 Methods of estimation
The one-step FIML approach estimates the LC model defined in Equation 3 by maximizing
the log-likelihood function L1 for P (Yi|Zi) (Vermunt, 2010):
L1 =
N∑
i=1
logP (Yi|Zi) =
N∑
i=1
log
[
T∑
t=1
P (X = t|Zi)
K∏
k=1
Rk∏
r=1
pi
I(Yik=r)
ktr
]
, (4)
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where the conditional LC probabilities P (X = t|Zi) are parametrized using the multino-
mial logit
P (X = t|Zi) =
exp(αt +
∑Q
q=1 βqtZiq)∑T
s=1 exp(αs +
∑Q
q=1 βqsZiq)
, (5)
with Ziq one of Q covariates.
As compared to the one-step method, the stepwise approaches begin with a more
limited LC model excluding the external variables. The first step in the two-step method
therefore estimates the measurement probabilities piktr and the marginal LC probabilities
ξt = P (X = t) by means of maximizing a log-likelihood function L2(1) for P (Yi) (Bakk
& Kuha, 2017):
L2(1) =
N∑
i=1
logP (Yi) =
N∑
i=1
log
[
T∑
t=1
ξt
K∏
k=1
Rk∏
r=1
pi
I(Yik=r)
ktr
]
, (6)
The parameter estimates ξˆ and pˆi are collected in a parameter vector θˆ1. Note that in
a covariate-only model the LC probability vector ξˆ is discarded in the estimation of the
second step. The second step then consists of fixing the measurement parameters to the
sample estimate from the first step (θˆ1) and relating this estimate to external variables.
This second step is defined as
P (Yi|Xi = t, Z = zi) = P (X = t|Zi)︸ ︷︷ ︸
free
P (Yi|X = t)︸ ︷︷ ︸
fixed
. (7)
and is estimated using a second-step log-likelihood function for θ2:
L2(2)(θ2|θ1 = θˆ1) =
N∑
i=1
log
T∑
t=1
P (X = t|Zi)︸ ︷︷ ︸
free
P (Yi|X = t)︸ ︷︷ ︸
fixed
. (8)
Using a similar logit model as defined in Equation 5, this yields the T − 1 parameter
estimates αˆ and βˆ, which are the step two estimates collected in the parameter vector
θˆ2.
In this second step, standard errors of the step two estimates do not take into account
the uncertainty of the step one estimates, because they are fixed. A way of estimating
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these standard errors to take into account uncertainty from both steps is discussed in
Bakk and Kuha (2017).
In the three-step models, contrary to the one-step and two-step approaches, a classi-
fication step is involved. The first step consists of maximizing the log-likelihood function
of Equation 6. In the subsequent second step, subjects are assigned to one of the classes,
using Bayes theorem for obtaining the posterior class membership probabilities:
P (X = t|Yi) = P (X = t)P (Yi|X = t)
P (Yi)
. (9)
Assignment to one of the classes subsequently can be done by different assignment rules.
The easiest of them is called modal assignment, which assigns a subject to the class for
which the posterior class probability is highest. We denote the posterior class membership
by W . The problem with the three-step approach is that in the second step, a classification
error is made which can be defined as the probability of belonging to class X = t while
assigned to class W = s 6= t. See Vermunt (2010) for the mathematical details. The third
step then relates W to the external variables; that is, it uses (Bolck et al., 2004; Vermunt,
2010; Bakk et al., 2014),
L3(3) =
N∑
i=1
T∑
s=1
P (W = s|Yi) log
T∑
t=1
P (X = t|Zi)P (W = s|X = t). (10)
Several solutions have been proposed to account for this error, two of which will be
described here. The first of them is called the BCH-approach, in which the third-step
correction is based on the use of a weighted version of the estimated class membership,
weighted by the inverse of the classification error (Bolck et al., 2004; Bakk et al., 2013).
A second proposition is the ML-approach, as proposed by Vermunt (2010), which involves
re-estimation of the LC model in the third step. Here, the estimated LC membership W of
the second step is used as the only indicator of the latent variable with known classification
error (Bakk et al., 2013; Vermunt, 2010). For the purpose of comparison, we will also
use the uncorrected three-step method. This uncorrected approaches uses W directly,
without correcting for the known classification error, as such leading to biased estimates
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of the step three model. Although it is known that it will lead to biased estimates (Bolck
et al., 2004; Vermunt, 2010), it is still a popular approach among researchers.
2.1.1 Identification and modeling of DEs using one-step and two-step esti-
mators
If we would like to add the DEs in our LC model, either one-step or two-step estimation
can be used. Adding the DE to the one-step estimator requires the complete model to be
re-estimated. However, adding those extra parameters will change the model estimations
and can possibly change the definition of the LCs. In addition to that, re-estimation
can take a lot of time and introduces a hurdle for researchers. Two-step estimators can
also handle modeling of DEs, without the aforementioned problems. Since measurement
and structural model estimation is performed separately, only those paths need to be
re-estimated that have a DE. Keeping most of the measurement model fixed helps main-
taining a more robust model, and decreases estimation time.
The modeling of DEs entails a relaxation of the conditional probabilities P (Yi|X = t),
because now Yi is not only dependent on the latent variable anymore, but also on the
covariate. Therefore, the LC model of Equation 3 with a single covariate Zi now becomes
P (Yi|X) =
T∑
t=1
P (X = t|Z = Zi)P (Yi|X = t, Z = Zi) (11)
While in two-step estimation this means changes in the parameters that are fixed to their
first-step estimates, this only changes the estimates of the indicators on which a DE is
added. The unaffected indicators keep their step one estimates.
The last term in Equation 11 is parametrized using a multinomial logit similar to
Equation 5:
P (Yi|X = t, Z = Zi) = exp(αt + βtXi + γtZi)∑T
s=1 exp(αs + βsXi + γsZi)
. (12)
While Equation 12 shows how DEs can be modeled when they are cluster-independent,
in some instances the DE is present only in one (some) of the classes, not in the others.
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In that case a cluster-specific DE can be modeled, by adjusting Equation 12:
P (Yi|X = t, Z = Zi) = exp(αt + βtXi + γtZi|X)∑T
s=1 exp(αs + βsXi + γsZi|X)
. (13)
We can only add the DE if we know which indicator(s) are affected. To know this,
the DE needs to be identified. To this end, there are several options available, three of
which will be discussed here.
In the following we present three approaches for identifying DEs, namely BVR, EPC
and the Wald test. While the first two are residual statistics, the Wald is an inferential
method.
Bivariate residual The BVR (Vermunt & Magidson, 2005, pp. 72-3) for a pair
of observed variables can be defined as the Pearson residual in the bivariate cross-table
(Oberski et al., 2013, p. 2). For two given variables z and yj, both having values 0 or 1,
it is defined as:
BVRj =
∑
k∈{0,1}
∑
l∈{0,1}
(nkl − µˆkl)2
µˆkl
, (14)
where nkl and µˆkl equal the observed and expected frequencies in the 2 × 2 cross-table
of z by yj, respectively. As a value for the BVR for every pair of variables is given as
output in standard software such as Latent GOLD (Vermunt & Magidson, 2005), this is an
elegant way of locally examining whether paths should be added. While the distribution
of this statistic is not defined (Nagelkerke et al., 2017), in practice it is used assuming a
χ2-distribution with df = 1.
Expected parameter change The EPC statistic (Oberski & Vermunt, 2014; Ober-
ski et al., 2013) is a well-known residual statistic in the context of item response theory
(Glas, 1999) and SEM (e.g., Saris, Satorra, & So¨rbom, 1987; Oberski, 2014). Recently it
was described by Oberski et al. (2013) to use in binary LC models as well. The EPC is a
score statistic, meaning that it estimates the strength of a given effect, should it be freed
in an alternative model. For two given variables z and yj it is defined as (Oberski et al.,
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2013):
EPCj =
s2j
Var(sj)
, (15)
with sj =
∂L(θ)
∂ψj
as a value for the ’score’ in a local dependence test. In this last definition,
L(θ) is the log-likelihood for a model which allows for the DE between z and yj, and
ψj is the parameter corresponding to this effect. See Oberski et al. (2013) for a detailed
definition and a discussion of the relationship between the BVR and the EPC. The EPC
follows a χ2-distribution with df = 1 in the cluster-independent DEs, and df = T in the
cluster-specific DEs, with T the number of classes.
Wald test In addition to the two residual statistics we also use an inferential method
to test for the question whether the concerned direct path coefficient value equals 0. This
is done by dividing the ML coefficient estimate by its standard error (Agresti, 2002). The
squared test statistic z2 has an approximate χ2-distribution under the null, with df = 1
in the cluster-independent DEs, and df = T for the cluster-specific effects. The Wald is
the only one of the statistics used in this study that actually requires fitting the model
with the DE(s).
3 Simulation Studies
A Monte Carlo simulation study was conducted to investigate the performance of both
the different estimators (one-step, two-step and (bias-adjusted) three-step) and statistics
(BVR, EPC and Wald). The population model consists of a single three-class latent
variable X, six observed binary indicators Y = (Y1, ..., Y6) and a single binary covariate
Z. Figure 1 shows a graphical representation of the population model. The classes are
modeled in such way that the first class is likely to have a positive response on all six
indicators, the second class is likely to respond positive on the first three variables and
negative on the last three, while class three has a high probability of responding negative
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to all six indicators. This approach is in line with the set-up used by for example Bakk
et al. (2013) and Vermunt (2010).
Variations were made in a number of parameters, while others were kept constant
due to computational considerations. First of all, the probability of giving a positive
response is varied (S ∈ {.80, .90}). These values correspond to an entropy-based pseudo-
R2 value of .65 and .90 and a middle and high separation between classes, respectively.
This variation has an effect on the quality of the classification in three-step approaches,
as shown by Vermunt (2010). In the conditions with the lower entropy values, we expect
the stepwise estimators to be biased, since information from the covariate is needed in
order to estimate the LC variable correctly. When the entropy (i.e., separation) increases,
the measurement model becomes powerful enough on its own. Second, the sample size is
varied (N ∈ {500, 1000, 2000, 4000}). It was shown by Oberski et al. (2013) that both
BVR and EPC are large-sample statistics, so it is interesting to see how they perform in
relatively small sample sizes as well. The choices for the levels of S and N were slightly
adapted from (Bakk & Kuha, 2017). These authors include a low separation condition
of S = .70 and do not include the high sample size condition N = 4000. Since in the
current article the model will become increasingly complex, a more stable measurement
model with a higher sample size is preferred A sample size of 500 can be regarded as a
minimal sample size for LC models (Vermunt, 2010).
== Figure 1 about here ==
In terms of the DEs we varied the number (D ∈ {1, 2, 3}) and strength (γ ∈ {0.4, 0.7},
corresponding to a medium and strong effect). The reason for this approach is that
Asparouhov and Muthe´n (2014) showed an increase of bias in FIML models when the
number of unmodeled DEs increases. For this reason we would like to know how the
statistics perform under more difficult conditions. In our simulations, the DEs are modeled
on Y1 for D = 1, (Y1, Y4) for D = 2, and (Y1, Y4, Y5) for D = 3 (see Figure 1). The DEs were
either cluster-specific (on class 3) or cluster-non-specific (called the general condition).
The population values used in the simulation to asses the Z−X association (see Equation
11
5) were α1 = 0.4 and α2 = -0.6, β1 = -1.0 and β2 = 1.0. For the cluster-specific DE, the
covariate paths are γ1 = γ2 = 0 and γ3 ∈ {0.4, 0.7}, with the index referring to the
class, modeled on the indicators as mentioned above. For the general DE, a value of
γ ∈ {0.4, 0.7} is used.
In order to perform the simulation studies, we used the computer software Latent
GOLD version 5.1.0.17306 (Vermunt & Magidson, 2005), and RStudio version 1.1.442 (R
Core Team, 2015). The script was written in RStudio, which called upon Latent GOLD.
Data generation and model estimation is done by Latent GOLD. The output is stored
in CSV-files which are imported in RStudio, where further analysis of the results was
performed. Both BVR and EPC can be manually added to the Latent GOLD output by
asking for ‘bvr’ and ‘scoretest’ in the input syntax file, respectively.
3.1 Study 1
The first simulation study focuses on the consequences on stability and correctness of pa-
rameter estimates when not modeling DEs. To this end, we compared seven methods, all
described above: one-step (yes and no), two-step (yes and no), with yes/no corresponding
to modeling and not modeling the DEs, respectively, and three-step with either no bias
correction (none), BCH or ML correction. The seven methods were compared using 4
(N) × 2 (S) = 8 data conditions for the 3 (D) × 2 (γ) = 6 DE conditions, both general
and cluster-specific. These 96 conditions were all replicated 500 times, to correspond with
previous literature (Bakk et al., 2013; Bakk & Kuha, 2017). Comparisons were made for
parameter bias (the average deviation from the true parameter value) and coverage (using
corrected standard errors as proposed by Bakk and Kuha (2017)). The mean absolute
bias is computed as
Bias =
1
J
J∑
j=1
1
2
(|β1 − βˆ1j|+ |β2 − βˆ2j|), (16)
with j = 1, ..., J the simulations for a given condition. Coverage is defined as the “pro-
portion of replications for which the 95% confidence interval contains the true parameter
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value” (Muthe´n & Muthe´n, 2002, p. 606).
3.1.1 Results
First of all, in some of the simulations, one or more convergence problems occurred. These
means that after the maximum number of iterations, no final solution was found. This
resulted in for example an error message about non-convergence in the Latent GOLD
output file or extremely large standard errors (> 10). These conditions these problems
occurred in were exclusively in the general DE condition, for one-step and two-step and
for low sample sizes (N ≤ 1000). Table 1 gives an overview of the percentages of these
exclusions. Since the same datasets were used for Study 1 and Study 2, estimation
problems in either resulted in exclusion from all analyses.
== Table 1 about here ==
Table 2 shows for all seven estimators the mean absolute bias and coverage, averaged
over the two Z −X-parameters β1 = −1.0 and β2 = 1.0, and averaged over the 8 N × S
data conditions. Standard error correction has been done for the two-step models (and
thus for the coverage values). In order to get an idea of the range of the bias values,
Table 3 show the values for the conditions in which bias is considered to be the lowest
(N = 4000, S = .90 (high), γ = 0.4), referred to as ‘best’, and the ‘worst’ condition
(N = 500, S = .80 (medium), γ = 0.7), where bias is expected to be highest.
== Table 2 about here ==
With respect to bias, the first thing that can be seen from Table 2 is that the one-step
and two-step methods are performing better than the three-step estimator, with a slight
(but minimal) preference for the one-step method. If we first look at the cluster-specific
case (the bottom half of the table) for one-step and two-step, we can see that the bias
increases when not modeling the DE, but this increase seems to be rather stable over levels
of γ and D. If we increase the number and strength of the DEs, bias still stays rather
low, both when we model them (.01 in all cases) and when we don’t (with a maximum
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of .05 for two-step). For this part only, there seems to be no particular preference for
one-step or two-step. Coverage values also almost always reach the nominal value of .95
(range between .94 and .96).
Three-step estimators are generally performing worse than one-step and two-step in
case of cluster-specific DEs, although the differences are a lot less pronounced as compared
to the cases with general DE. Maximum bias values for three-step are .08 when there is
no correction for classification error, with coverage values ranging from .80 to .94.
When the DEs are general as compared to cluster-specific, the estimators seem to be in
more trouble. In case the DEs are modeled, in both situations the parameters are rather
unbiased (Bias ≤ .02). If DEs are not modeled, however, bias increases. For example,
in the condition with two small DEs, not modeling these DEs means an increase in bias
from .01 to .08 for the one-step. This effect is even stronger when we have strong DEs,
where we for example see an increase in bias from .01 to .28 for three strong effects.
The two-step estimator shows similar results. The expected increase with stronger DEs
is more pronounced here as compared to the previous situation. Also, especially in the
γ = 0.7 conditions, coverage decreases by a large amount when not modeling the DEs.
With three strong DEs, coverage decreases to a minimum of .64 in one-step (as compared
to .94 for the similar condition with a cluster-specific DE).
Three-step estimators are again showing worst performance here. The maximum bias
for the general DE is .24, accompanied by a coverage level of .55 for the condition with
no correction.
== Table 3 about here ==
What was found in our results and what is summarized in Table 3 is a general increas-
ing trend in bias when model became increasingly difficult. This can be seen by taking
the difference between the worst and the best condition. This is caused by a weaker
measurement model (lower sample size and lower separation) and larger DEs. Estimators
that allow for the modeling of DEs are generally doing fine, with minimal bias even with
weaker measurement models (Bias as high as .05 for one DE in two-step estimation). In
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case the DEs are not modeled, the estimators are doing substantially worse (up until .46
for one-step with three DEs), but no clear preference is found for any of the options, as
long as for the three-step estimator the bias is corrected.
3.2 Study 2
The second simulation study focuses on the performance of inferential and residual statis-
tics to identify DEs. As can be concluded from the first study, in some situations omitting
DEs leads to biased estimators. This is especially the case when the measurement model
is weak (small separation and small sample size) or when the DEs are strong (or when
there are multiple). In such cases, it may be good to add DEs from the covariate to the
indicator. However, in order to do so, one would obviously have to know which paths to
add. In this study, the BVR, EPC and Wald test as defined in Section 2.1.1 are used.
The second study only concerns the two estimators in which the DEs can be added, i.e.,
one-step and two-step. Again, the same 96 conditions as in Study 1 were used, with 500
replications. The performance of the methods was measured by looking at the proportion
of simulations in which the correct DE was found by the concerned statistic. When there
are multiple DEs, we checked for the probability of finding at least one of them and
finding all of them. This approach is adapted from Nagelkerke et al. (2017). This can be
regarded as a form of power analysis, since it entails the probability of finding an effect if it
is present. A DE is called ’identified’ when the corresponding residual association (BVR)
or direct path (EPC/Wald) was significant, at the significance level of α = .05 and critical
values as defined above. For BVR/EPC, aside from being significant, the corresponding
association(s) needed to be the largest (or largest two/three) of all the possible Z − Y
effects as well.
3.2.1 Results
Table 4 gives an overview of the power of the various estimators and statistics in correctly
identifying either one or all of the DEs, when present in the population. These results are
averaged over the sample size and separation conditions.
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== Table 4 about here ==
In Table 4 we can see that the probability of finding one of the effects increases when
there are actually multiple DEs (the model gets to choose, in a way) as compared to a
single effect, but remains rather constant when comparing two or three effects (e.g., .62,
.81 and .79 for BVR in one-step for one, two and three effects, respectively). Performances
greatly increase, as can be expected, when the effect is strong (the right-hand side of the
table) as compared to medium (the left-hand side). In the same line of reasoning we see
that a general DE (i.e., unconditional on the LC; the top half of the table) is much easier
identified as compared to a cluster-specific effect ( the bottom half). If we stay with our
evaluation of BVR in one-step, we see that the previously mentioned probabilities increase
to .89, .95 and .93 for a strong DE (γ = 0.7), whereas in the cluster-specific condition
they decrease to a maximum of .67 for a medium DE and .85 for a strong DE.
When comparing the various statistics, we see only very small differences between
BVR and EPC. Although small deviations are of course present, no structural preference
can be found. What is more pronounced, however, is the difference between the two
residual statistics and the Wald test statistic. Although the Wald performs similarly
(perhaps even slightly worse) in finding one of the effects (around .94 for all statistics in
the general DE condition), it greatly outperforms both EPC and BVR in finding all of the
effects in the case of multiple strong and general DEs. In contrast, in the cluster-specific
case, Wald seems to have the worst performance of all statistics, to a minimum of .01 for
finding all three medium effects in the two-step estimation.
Lastly, comparing the power in the two estimators, we conclude that there were no
structural patterns in favor of either one-step or two-step.
In order to show in more detail the range of results, Table 5 shows for the conditions
that are considered the ’least favorable’ (N = 500, S = .80 (medium), γ = 0.4) and ’most
favorable’ (N = 4000, S = .90 (high), γ = 0.7) the proportion of correctly identified DEs.
It should be noted that these values not always correspond to the actual minima and
maxima (although usually they do), but to the two conditions that are considered ’worst’
and ’best’, respectively.
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== Table 5 about here ==
As compared to Table 4, these results are mostly comparable. It should be noted,
however, that identifying multiple DEs turns out to be very difficult for both BVR and
EPC, as can be seen from the maximum values these probabilities take (.50 for both
in finding two general DEs, and .33 for finding three.) Wald only seems to do a good
job (and perfect job in some cases) when we have a strong enough measurement model,
indicated by the large differences between best and worst cases (.01 and 1.00 for D = 3
in two-step).
4 Conclusion and Discussion
The current paper focused on the questions of whether in LC models it is necessary to
add DEs to our structural model when measurement invariance is violated, and if so, how
various statistics perform in identifying which paths should be added. To this end, two
extensive simulation studies were conducted, comparing different methods under various
conditions.
To answer the first question, we can conclude that allowing for measurement non-
invariance is mostly needed when the measurement model is weak and/or the DEs strong.
The results in Table 2 show that coverage values often reach the desired value of .95,
especially when the DE is only on part of the classes. If it is not, however, coverage
values tend to drop, often below its nominal values, as low as ∼.60 when the effect is
strong.
When the strength of the DEs are only small, the measurement model often is strong
enough on its own to correctly (i.e., with little bias) estimate the structural parameters.
In such cases, we can obtain relatively unbiased estimates without modeling these effects.
If we would be interested in modeling the DEs, however, because the results tend to
be biased or because they are of great interest on its own, it is necessary to first know
how they can be found. This was the purpose of our second simulation study, where we
investigated the power of the BVR, EPC and Wald statistics to identify DEs in datasets
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simulated from population models in which these effects were present.
In terms of the model to be used, both models seem to do a comparable job in iden-
tifying the DEs. Given the advantages of the two-step method of estimation over the
broadly used one-step approach (as discussed in Bakk & Kuha, 2017), we would advice
to use the two-step method.
Answering the question what statistic to use requires an answer that is a little more
elaborate, since it depends more on the situation. If one has the idea that a single direct
path might be present, given that path being unconditional on the LC, it does not matter
what statistic is used. Multiple general DEs, however, were most reliably detected by the
Wald test statistic in our simulations. If the DEs were conditional on one of the LCs, on
the other hand, they were less well detected by the Wald statistics than by the BVR and
EPC statistics, with EPC showing slightly higher power levels in most cases.
Although the current article gives more insight in the modeling and identification
of DEs when using LC models, there are of course some limitations associated with our
findings. First of all, since there are a lot of variables involved, we have kept our LC model
as simple as possible. A single latent variable was used, with only binary indicators. This
could be extended to a model with for example ordinal or even continuous indicators.
The (single) covariate was also binary here, but all of the methods can also accommodate
multiple covariates of different types.
Second, in terms of identifying the DEs, we use the Wald statistic as one of the options.
Although this statistic is asymptotically equivalent to the likelihood ratio (LR) test, in
small-samples the LR tends to outperform the Wald (Agresti, 2002). In LC models it is
common practice to use the Wald test in this context, however, so we have also focused
on it here. Further research has to reveal whether these performance differences between
Wald and LR also apply for these kind of questions.
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Figures (N = 1)
Figure 1. A graphical representation of the LC population model, where Y1, ..., Y6 rep-
resent the observed binary indicators, X the LC variable, and Z the observed binary
covariate. The dashed lines represent the DEs of which one, two or all will be added to
the model.
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Tables (N = 5)
Table 1
Percentage of excluded simulations due to non-convergence in the
general DE conditions
γ = 0.4 γ = 0.7
D = 1 D = 2 D = 3 D = 1 D = 2 D = 3
1STEP 1.6 2.0 3.6 1.8 3.6 3.8
1STEPno 1.2 1.8 1.2 2.0 4.6 3.0
2STEP 0 0 0 0.8 0 2.2
2STEPno 0 0 0 0 0 0
Note. 1STEP (2STEP) = one-step (two-step) estimation modeling
DEs. 1STEPno (2STEPno) = one-step (two-step) not modeling DEs.
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Table 2
The mean absolute bias (coverage) values over all replications, averaged over the two
slope parameters β1 = 1 and β2 = −1, and averaged over all 8 data conditions.
General DE
γ = 0.4 γ = 0.7
D = 1 D = 2 D = 3 D = 1 D = 2 D = 3
1STEP .01 (.95) .01 (.94) .01 (.95) .01 (.95) .01 (.95) .01 (.95)
1STEPno .03 (.94) .08 (.91) .15 (.82) .06 (.92) .15 (.82) .28 (.64)
2STEP .01 (.95) .01 (.95) .01 (.95) .02 (.95) .01 (.95) .01 (.95)
2STEPno .05 (.94) .07 (.91) .14 (.93) .08 (.91) .12 (.84) .26 (.66)
3STEPml .03 (.93) .06 (.91) .12 (.85) .06 (.90) .10 (.86) .21 (.71)
3STEPbch .03 (.86) .06 (.84) .12 (.76) .06 (.83) .10 (.62) .21 (.62)
3STEPnone .22 (.61) .21 (.61) .19 (.64) .24 (.55) .22 (.59) .19 (.66)
Cluster-specific DE
γ = 0.4 γ = 0.7
D = 1 D = 2 D = 3 D = 1 D = 2 D = 3
1STEP .01 (.95) .01 (.95) .01 (.95) .01 (.95) .01 (.96) .01 (.95)
1STEPno .02 (.95) .02 (.95) .03 (.94) .03 (.94) .04 (.94) .04 (.94)
2STEP .01 (.95) .01 (.95) .01 (.95) .01 (.95) .01 (.96) .01 (.95)
2STEPno .03 (.95) .03 (.94) .03 (.94) .05 (.93) .04 (.94) .05 (.93)
3STEPml .02 (.94) .02 (.94) .02 (.94) .03 (.92) .04 (.93) .04 (.93)
3STEPbch .02 (.88) .02 (.87) .02 (.87) .03 (.86) .04 (.87) .04 (.86)
3STEPnone .05 (.90) .06 (.90) .06 (.89) .06 (.88) .07 (.80) .08 (.87)
Note. 1STEP (2STEP) = one-step (two-step) estimation modeling DEs. 1STEPno
(2STEPno) = one-step (two-step) not modeling DEs. 3STEPml = three-step estima-
tion using ML-correction. 3STEPbch = three-step estimation using BCH-correction.
3STEPno = three-step estimation without correction.
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Table 3
The mean absolute bias values, averaged over β1 and β2 in the
’best’ and ’worst’ condition, for all models, both general and cluster-
specific.
General DE
D = 1 D = 2 D = 3
Best Worst Best Worst Best Worst
1STEP .00 .03 .00 .03 .00 .04
1STEPno .02 .07 .04 .24 .06 .46
2STEP .00 .05 .00 .04 .00 .02
2STEPno .02 .15 .03 .17 .06 .38
3STEPml .01 .13 .03 .14 .04 .33
3STEPbch .01 .13 .03 .14 .04 .33
3STEPnone .10 .39 .09 .35 .09 .31
Cluster-specific DE
D = 1 D = 2 D = 3
Best Worst Best Worst Best Worst
1STEP .00 .04 .00 .01 .01 .03
1STEPno .01 .07 .01 .06 .01 .06
2STEP .00 .03 .00 .06 .01 .05
2STEPno .01 .09 .01 .11 .01 .09
3STEPml .01 .07 .01 .10 .00 .08
3STEPbch .01 .07 .01 .10 .00 .08
3STEPnone .01 .15 .01 .20 .01 .23
Note. 1STEP (2STEP) = one-step (two-step) estimation model-
ing DEs. 1STEPno (2STEPno) = one-step (two-step) not mod-
eling DEs. 3STEPml = three-step estimation using ML-correction.
3STEPbch = three-step estimation using BCH-correction. 3STEPno
= three-step estimation without correction.
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Table 5
An overview of the worst (N = 500, S = .80 (medium), γ = 0.4) and best (N = 4000, S
= .90 (high), γ = 0.7) value of the power of the various statistics in the various models.
General DE
BVR EPC Wald
1STEPa 2STEPa 1STEP 2STEP 1STEP 2STEP
Worst Best Worst Best Worst Best Worst Best Worst Best Worst Best
D = 1
All .40 1.00 .31 1.00 .33 1.00 .32 1.00 .18 1.00 .16 1.00
D = 2
Min.1 .60 1.00 .58 1.00 .59 1.00 .56 1.00 .41 1.00 .42 1.00
All .20 .50 .22 .50 .23 .50 .20 .16 .06 1.00 .06 1.00
D = 3
Min.1 .64 1.00 .65 1.00 .57 1.00 .64 1.00 .55 1.00 .52 1.00
All .28 .33 .24 .33 .28 .33 .25 .33 .02 1.00 .01 1.00
Cluster-specific DE
BVR EPC Wald
1STEP 2STEP 1STEP 2STEP 1STEP 2STEP
Worst Best Worst Best Worst Best Worst Best Worst Best Worst Best
D = 1
Allb .20 .69 .17 .68 .14 .79 .18 .80 .18 1.00 .16 1.00
D = 2
Min.1b .39 .74 .35 .72 .31 .83 .35 .84 .06 .97 .08 .97
All .18 .10 .17 .09 .16 .08 .15 1.00 .00 .66 .00 .67
D = 3
Min.1 .57 .98 .54 .96 .55 .96 .55 .98 .10 1.00 .10 1.00
All .23 .29 .33 .29 .22 .29 .23 .32 .00 .52 .00 .55
a. 1STEP = one-step modeling. 2STEP = two-step modeling.
b. All = All the correct 1, 2 or 3 DEs were found. Min.1 = At least one of the 2
or 3 were correctly identified, regardless of which one it was.
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