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THE GIRTH ALTERNATIVE FOR
MAPPING CLASS GROUPS
KEI NAKAMURA
Abstract. The girth of a finitely generated group Γ is the supremum of the
girth of Cayley graphs for Γ over all finite generating sets. Let Γ be a finitely
generated subgroup of the mapping class group Mod(Σ), where Σ is a compact
orientable surface. Then, either Γ is virtually abelian or it has infinite girth;
moreover, if we assume that Γ is not infinite cyclic, these alternatives are
mutually exclusive.
1. Introduction
Let Σ be a compact orientable surface, which is possibly disconnected. The
mapping class group of Σ, denoted by Mod(Σ), is the group of isotopy classes
of Homeo+(Σ), i.e. the group of orientation preserving homeomorphisms of Σ.
Mapping class groups have been studied extensively in complex analysis, low-
dimensional topology, and geometric group theory for more than a century.
A fascinating aspect of the mapping class groups is that they share many prop-
erties with lattices in semi-simple Lie groups. One analogy between linear groups
and mapping class groups can be seen in the following famous dichotomy regarding
their subgroups, which has become known as the Tits-alternative for linear groups
and mapping class groups respectively.
Theorem 1 ([Tit72]). Let k be a field, and let Γ be a finitely generated subgroup
of GL(n, k). Then, Γ either contains a non-abelian free subgroup or is virtually
solvable; moreover, these alternatives are mutually exclusive.
Theorem 2 ([Iva84], [McC85]). Let Σ be a compact orientable surface, and let Γ be
a finitely generated subgroup of Mod(Σ). Then, Γ either contains a non-abelian free
subgroup or is virtually abelian; moreover, these alternatives are mutually exclusive.
The dichotomy in the Tits alternative has been further investigated, and some
refinements and variations are known for linear groups and mapping class groups;
see, for example, the work of Margulis and So˘ıfer on maximal subgroups of linear
groups [MS81] and the analogous result by Ivanov for mapping class groups [Iva84].
The purpose of this article is to demonstrate that the structural analogy between
these groups can be reinterpreted in terms of the girth of finitely generated groups.
Recall that the girth of a graph is the length of the shortest graph cycle, if any,
in the graph. In [Sch00], Schleimer defined the girth of a finitely generated group Γ
to be the supremum of the girth of Cayley graphs of Γ over all finite generating sets.
By the observations of Schleimer in [Sch00] and the subsequent work of Akhmedov
in [Akh03] and [Akh05], there appears to be a significant qualitative difference
between groups with finite girth and groups with infinite girth. In particular,
Akhmedov gave the following “girth alternative” for linear groups, which shows
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that the division essentially coincides with the dichotomy in the Tits alternative
for linear groups.
Theorem 3 ([Akh05]). Let k be a field, and let Γ be a finitely generated subgroup
of GL(n, k). Then, Γ is either a non-cyclic group with infinite girth or a virtually
solvable group; moreover, these alternatives are mutually exclusive.
Our main result is the following analogous girth alternative for mapping class
groups Mod(Σ), showing that the division of subgroups into the ones with finite
girth and the ones with infinite girth again coincides with the dichotomy in the Tits
alternative.
Theorem 4. Let Σ be a compact orientable surface, and let Γ be a finitely generated
subgroup of Mod(Σ). Then, Γ is either a non-cyclic group with infinite girth or a
virtually abelian group; moreover, these alternatives are mutually exclusive.
For irreducible subgroups of mapping class groups Mod(Σ), the result was in-
dependently proved by Yamagata [Yam11]; see §4 for the definition of irreducible
subgroups.
One difficulty in proving Theorem 4 is that we cannot simply pass the statement
to a finite index normal subgroup; unfortunately, we don’t know that a group has
infinite girth even if it has a finite index normal subgroup with infinite girth. This
requires us to study the structure of Γ carefully when Σ is disconnected or when Γ
is reducible.
In the general context of finitely generated groups, the existence of a non-abelian
free subgroup in Γ does not imply that Γ has infinite girth. Hence, the girth
alternative is not a mere consequence of the Tits alternative. As we shall see, for
subgroups of mapping class groups, the girth alternative is a slightly more intricate
manifestation of underlying structural properties that are responsible for the Tits
alternative. A part of the arguments in the proof of Theorem 4 can also be used
to show the girth alternative for convergence groups (see [Nak08], [Yam11]) and
subgroups of Out(Fn) that contain an irreducible element with irreducible powers
(see [Nak08]).
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dissertation by the author, submitted in 2008 to University of California, Davis
[Nak08]. The author would like to thank Dmitry Fuchs, Misha Kapovich, and his
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reading the original exposition of this work, and providing insightful comments
while the author was at University of California, Davis. The author would also
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1.2. Outline. We present some results on the girth of finitely generated groups in
§2. The main tool used in the proof of Theorem 4 is the Infinite Girth Criterion
(Proposition 10) in §2.2, which reformulates and generalizes the work of Akhmedov
in [Akh05]; see [Yam11] for a similar alternative reformulation. The essence of the
proof of this criterion is a reminiscent of the classical ping-pong argument, which
goes back to the work of Blaschke, Klein, Schottky, and Poincare´ on Schottky
groups in PSL(2,R) and PSL(2,C); see, for example, [Kle83]. In §3 and §4, we
review the properties of elements and subgroups of mapping class groups from
Thurston’s theory [Thu88] and the proof of the Tits alternative [BLM83], [Iva84],
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[McC85], [Iva92], and also prove a few facts that are necessary for the application
of Infinite Girth Criterion in the proof of Theorem 4. Finally, in §5, we present the
proof of Theorem 4.
1.3. Conventions. For various reasons, the mapping class group Mod(Σ) of a
connected surface Σ with boundary is often defined in the literature to be the group
of isotopy classes of Homeo+(Σ, ∂Σ), consisting of homeomorphisms which take
each component of ∂Σ to itself; that is not the convention we follow in this article.
Our definition of Mod(Σ) as the group of isotopy classes of Homeo+(Σ) implies
that elements of Mod(Σ) may permute components of ∂Σ.
This convention coincides with the ones used in [BLM83], [McC85], [Iva84], and
[Iva92], where Thurston’s theory on mapping class groups [Thu88] was utilized in
the studies of the structures of subgroups. One aspect of Thurston’s theory involves
a process of cutting the surface Σ along an essential multi-loop which is invariant
under the action of a mapping class and obtaining the induced mapping class on the
resulted surface, say ΣC ; this new mapping class generally permutes the components
of ΣC and ∂ΣC , and the theory is developed most naturally under the convention
we adopt in this article.
2. Girth of Finitely Generated Groups
The girth of a graph is the combinatorial length of the shortest cycle in the graph
if there is a nontrivial cycle in the graph, and is set to be infinity if there is no cycle
in the graph. Using the girth of Cayley graphs, Schleimer introduced in [Sch00] the
notion of the girth of a finitely generated group.
Definition 5. Let Γ be a finitely generated group. Let U(Γ,G) be the girth of the
Cayley graph of Γ with respect to a generating set G. The girth of the group Γ is
defined to be U(Γ) := supG{U(Γ,G)}, where the supremum is taken over all finite
generating sets G of Γ.
Convention. Throughout the rest of the article, a group Γ is assumed to be finitely
generated unless otherwise stated.
Clearly, every finite group has finite girth and any free group has infinite girth.
It is also easy to see that an abelian group has finite girth unless it is the infinite
cyclic group. In this section, we discuss some criteria for the girth of a group to be
finite or infinite in a general setting. The Infinite Girth Criterion (Proposition 10)
in §2.2 is employed as the main tool in §5.
2.1. Criteria for Finite Girth. Recall that a group Γ is said to satisfy a law if
there is a word w(x1, · · · , xn) on n letters such that w(γ1, · · · , γn) = 1 in Γ for
any γ1, · · · , γn ∈ Γ. Schleimer obtained an important criterion for a group to have
finite girth in [Sch00].
Theorem 6 ([Sch00]). A group Γ has finite girth if it satisfies a law and is not
infinite cyclic.
Together with the proposition below, Theorem 6 provides a significant portion
of the class of groups that are known to have finite girth.
Proposition 7 ([Sch00]). A group Γ has finite girth if it satisfies one of the fol-
lowing conditions:
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• Γ contains a finite-index subgroup with finite girth.
• Γ admits a finite-kernel surjection onto a group with finite girth.
Corollary 8. A virtually solvable group Γ has finite girth, unless it is infinite
cyclic.
One may ask if amenable groups, other than the infinite cyclic one, always have
finite girth. However, according to the work of Akhmedov in [Akh03, §2], the answer
turns out to be negative. We also note his observation in [Akh03, §4] that certain
groups constructed by Olshanskii in his book [Ols91] have finite girth but do not
satisfy any law. Characterizing groups with finite girth appears to be a delicate
and difficult task. See [Akh03, §5] for related questions.
2.2. Criteria for Infinite Girth. The proof of the Tits alternative for linear
groups and mapping class groups, as well as for other classes of groups, use vari-
ations of ping-pong lemma [Kle83] to construct a free subgroup. The following
formulation was given in [Tit72].
Proposition 9 (Free Subgroup Criterion, [Tit72]). Let Γ be a group acting on a
set X. Suppose there exist elements σ, τ ∈ Γ, subsets Uσ, Uτ ⊂ X, and a point
x ∈ X, such that
(1) x 6∈ Uσ ∪ Uτ ,
(2) σk({x} ∪ Uτ ) ⊂ Uσ for all k ∈ Z− {0}, and
(3) τk({x} ∪ Uσ) ⊂ Uτ for all k ∈ Z− {0}.
Then, 〈σ, τ〉 is a non-abelian free subgroup of Γ.
Remark. For the proof of the above criterion, one merely observes inductively that
any nontrivial reduced word in σ±1 and τ±1 takes x ∈ X − (Uσ ∪Uτ ) into Uσ ∪Uτ
via the action of 〈σ, τ〉, showing that the word cannot represent the identity element
of Γ. This is the classical ping-pong argument.
In the study of the girth of groups, a criterion for a group to have infinite girth
is instrumental. Generalizing and reformulating the work of Akhmedov [Akh05],
we give such a criterion in comparable generality as Proposition 9; see [Yam11] for
a similar alternative reformulation.
Proposition 10 (Infinite Girth Criterion). Let Γ be a group acting on a set X, with
a finite generating set G := {γ1, · · · , γn}. Suppose there exist elements σ, τ ∈ Γ,
subsets Uσ, Uτ ⊂ X, and a point x ∈ X, such that
(1) x 6∈ (Uσ ∪ Uτ ) ∪
⋃
ε=±1
n⋃
i=1
γεi (Uσ ∪ Uτ ),
(2) σk
(
{x} ∪ Uτ ∪
⋃
ε=±1
n⋃
i=1
γεi (Uτ )
)
⊂ Uσ for all k ∈ Z− {0}, and
(3) τk
(
{x} ∪ Uσ ∪
⋃
ε=±1
n⋃
i=1
γεi (Uσ)
)
⊂ Uτ for all k ∈ Z− {0}.
Then, Γ is a non-cyclic group with infinite girth.
Remark. Clearly, σ, τ , Uσ, Uτ , and x ∈ X in Proposition 10 satisfy the conditions
in Proposition 9. Hence, 〈σ, τ〉 < Γ must be a non-abelian free subgroup.
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Proof. Let M be a positive integer, and we aim to find a new generating set Gˆ for
Γ such that U(Γ, Gˆ ) ≥M . Let P = {p1, · · · , pn} be a set of positive intergers such
that pi > M for all i and |pi − pj| > M for all distinct i, j. Let γˆi := σ
piγiτ
−pi for
each i. The set Gˆ := {σ, τ, γˆ1, · · · , γˆn} clearly generates Γ. Let w be a nontrivial
reduced word in Gˆ ∪ Gˆ−1 with the length less than M with respect to Gˆ ∪ Gˆ−1. We
can write w as
w = u1γˆ
ε1
i1
u2γˆ
ε2
i2
· · · γˆεsis us+1
where εℓ ∈ {±1} and the subword uℓ = uℓ(σ, τ) is a (possibly empty) reduced word
in {σ±1, τ±1}. If uℓ is an empty word and iℓ−1 = iℓ for some ℓ, we must have
εℓ−1 = εℓ. For otherwise, a cancellation occurs and contradicts the assumption
that w is a reduced word in Gˆ ∪ Gˆ−1.
Now, regarded as an element of Γ, w can be expressed as
w = u1γˆ
ε1
i1
u2γˆ
ε2
i2
· · · γˆεsis us+1
= v1γ
ε1
i1
v2γ
ε2
i2
· · · γεsis vs+1
where vℓ = vℓ(σ, τ) is a reduced word in {σ
±1, τ±1} for βℓ−1uℓαℓ (with convention
αs+1 = β0 = 1) and
αℓ =
{
σpiℓ if εℓ = +1
τpiℓ if εℓ = −1
βℓ =
{
τ−piℓ if εℓ = +1
σ−piℓ if εℓ = −1
The idea of the proof is to apply the ping-pong argument to w to show that w
cannot represent the identity element of Γ. Provided with suitable initial points in
X , the ping-pong argument applies easily to the strings vℓ. What we need to show
is that we can pass each γεℓiℓ in the ping-pong argument; in other words, we need to
check that γεℓiℓ takes the terminal point from the ping-pong rally vℓ+1 to a suitable
initial point for the ping-pong rally vℓ. We will see that our choice of pi prevents
excessive cancellations, and we can indeed pass each γεℓiℓ under the conditions (2)
and (3) in the statement of the proposition.
Claim 1. For each ℓ, vℓ is not an empty word. If εℓ = +1, then the last letter of
vℓ is σ
±1 and the first letter of vℓ+1 is τ
±1. If εℓ = −1, then the last letter of vℓ is
τ±1 and the first letter of vℓ+1 is σ
±1.
Proof of Claim 1. Let us show that, if εℓ = +1, then vℓ is a non-empty word ending
with σ±1. Since εℓ = +1, we have αℓ = σ
pi
ℓ and βℓ = τ
−pi
ℓ . There are three cases
to consider: (i) uℓ is an empty word; (ii) the last letter of uℓ is τ
±1; or (iii) the last
letter of uℓ is σ
±1.
Case (i): If uℓ is empty, then vℓ is the reduced word for βℓ−1αℓ, and thus we
have
vℓ =


σpiℓ if ℓ = 1
τ−piℓ−1σpiℓ if ℓ 6= 1 and εℓ−1 = +1
σ−piℓ−1+piℓ if ℓ 6= 1 and εℓ−1 = −1
In the last subcase, since εℓ = +1 6= −1 = εℓ−1, we must have iℓ 6= iℓ−1 as noted
before. Thus, we must have |piℓ − piℓ−1 | > M , and it follows that vℓ is a nontrivial
power of σ. In all subcases, vℓ is indeed a non-empty word ending with σ
±1.
Case (ii): If the last letter of uℓ is τ
±1, then there is no cancellation between
uℓ and αℓ = σ
pi
ℓ as a word in {σ±1, τ±1}. Hence, vℓ is again a non-empty word
ending with σ±1.
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Case (iii): Finally, suppose the last letter of uℓ is σ
±1. If uℓ is not a power of σ,
then uℓ = · · · τ
qσp for some q and p. So, uℓαℓ = · · · τ
qσp+piℓ . Note that we must
have |p| < M . For otherwise, the length of uℓ as a word in Gˆ ∪ Gˆ
−1, and thus the
length of w as a word in Gˆ∪Gˆ−1, is at leastM ; this contradicts with the assumption
on the length of w. Now, |p| < M and piℓ > M together imply p+ piℓ 6= 0. Thus,
the last letter of vℓ must be σ
±1. If uℓ is a power of σ, say uℓ = σ
p, then
vℓ =


σp+piℓ if ℓ = 1
τ−piℓ−1σp+piℓ if ℓ 6= 1 and εℓ−1 = +1
σ−piℓ−1+p+piℓ if ℓ 6= 1 and εℓ−1 = −1
In the first two subcases, vℓ ends with a nontrivial power of σ, because |p| < M
and piℓ > M imply p+ piℓ 6= 0. In the third subcase, we must have iℓ 6= iℓ−1, and
hence |piℓ −piℓ−1 | > M . It now follows from |p| < M that −piℓ−1 +p+piℓ 6= 0, and
vℓ is again a nontrivial power of σ. Thus, in all subcases, vℓ is again a non-empty
word ending with σ±1 as desired.
This concludes the proof that, if εℓ = +1, then vℓ is a non-empty word ending
with σ±1. The analogous arguments show that, if εℓ = +1, then vℓ+1 is a non-empty
word beginning with τ±1. The symmetric arguments show that, if εℓ = −1, then
vℓ is a nonempty word ending with τ
±1 and vℓ+1 is a non-empty word beginning
with σ±1. 
Claim 2. If the last letter of vs+1 is σ
±1 and y ∈ {x} ∪ Uτ ∪
⋃
ε=±1
⋃n
i=1 γ
ε
i (Uτ ),
or if the last letter of vs+1 is τ
±1 and y ∈ {x} ∪ Uσ ∪
⋃
ε=±1
⋃n
i=1 γ
ε
i (Uσ), then
w(y) ∈ Uσ ∪ Uτ .
Proof of Claim 2. We will prove the claim by induction on s. If s = 0, w = v1 is
merely a reduced word in σ±1 and τ±1. In this case, w(y) ∈ Uσ ∪ Uτ follows from
the classical ping-pong argument as in the proof of Free Subgroup Criterion.
Now, as the induction hypothesis, suppose that the claim is true for s− 1 ≥ 0,
and let w = v1γ
ε1
i1
v2γ
ε2
i2
· · · γεsis vs+1. Suppose εs = +1 for now, so that the first
letter of vs+1 is τ
±1 by Claim 1. Then, we have vs+1(y) ∈ Uτ by the classical
ping-pong argument, and we obtain y′ := γisvs+1(y) ∈ γis(Uτ ). Now, also by
Claim 1, the last letter of vs is σ
±1. Thus, applying the induction hypothesis to
w′ := v1γ
ε1
i1
v2γ
ε2
i2
· · · γ
εs−1
is−1
vs and y
′, we see that w(y) = w′(y′) ∈ Uσ ∪ Uτ . The
εs = −1 case is analogous. 
Since x 6∈ Uσ ∪Uτ by the assumption and w(x) ∈ Uσ ∪Uτ by Claim 2, it follows
that w cannot represent the identity element in Γ. Namely, any non-empty word
in Gˆ that represents the identity element of Γ must be of length at least M with
respect to Gˆ. Hence, U(Γ) ≥ U(Γ; Gˆ ) ≥M . 
Remark. Although every group that satisfies our Infinite Girth Criterion (Propo-
sition 10) must contain a non-abelian free subgroup, generally groups containing
non-abelian free subgroup need not have infinite girth. The groups constructed by
Olshanskii [Ols91], which we mentioned in §2.1, contain non-abelian free subgroups
and have finite girth; indeed, the existence of such non-abelian free subgroups is
precisely the reason why those groups do not satisfy any law.
It is natural to ask how the property of having infinite girth behaves under
homomorphisms. The following partial answer by Akhmedov [Akh05] plays an
important role in §4.
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Proposition 11 ([Akh05]). A group Γ has infinite girth if it admits a surjection
onto a non-cyclic group with infinite girth.
As noted in §1, we do not know if the presence of a finite-index infinite-girth
subgroup of Γ guarantees that Γ itself has infinite girth; indeed, it is suspected that
is not the case in general (see [Akh05]). This is unfortunate, because we cannot
pass to a finite-index subgroup to prove that a given group has infinite girth. In our
proof of the girth alternative for subgroups of mapping class groups, we go around
this obstacle by applying the above proposition in a suitable manner.
3. Elements of Mapping Class Groups
Let Σ be a (not necessarily connected) compact orientable surface. A multi-loop
on Σ is a pair-wise disjoint collection of simple closed curves on Σ, and it is said to
be essential if each component is not null-homotopic or peripheral.
• An isotopy class A of an essential (possibly empty) multi-loop on Σ is said
to be a reduction system for σ ∈ Mod(Σ) if σ fixes A.
• An element σ ∈ Mod(Σ) is said to be reducible if it admits a non-empty
reduction system A; it is said to be irreducible otherwise.
• An element σ ∈Mod(Σ) is said to be periodic if its order is finite; it is said
to be aperiodic otherwise.
Nielsen studied Mod(T 2) ∼= SL(2,Z) in terms of the dynamical properties of its
action on the Teichmu¨ller space Teich(T 2) ∼= H2 and its boundary [Nie43], and
he essentially showed that irreducible elements are precisely the Anosov elements,
i.e. the elements that can be represented by Anosov homeomorphisms of T 2. The
far-reaching generalization of Nielsen’s work, dealing with surfaces Σ that admit
complete hyperbolic metrics, was developed by Thurston [Thu88]. Among other
things, Thurston introduced the notion of pseudo-Anosov homeomorphisms of Σ
and showed that irreducible elements of Mod(Σ) are precisely the pseudo-Anosov
elements, i.e. the elements that can be represented by pseudo-Anosov homeomor-
phisms of Σ.
3.1. The Canonical Reduction of Reducible Elements. The notion of the
the reduction of an element of Mod(Σ) appeared in Thurston’s theory, and it was
further studied in [BLM83]. If A is a reduction system for τ ∈ Mod(Σ) and ΣA is
the compactification of Σ−A, then τ induces a mapping class ρA(τ) ∈ Mod(ΣA);
this element ρA(τ) is called the reduction of τ along A. Although the reduction is
meant to be applied to reducible elements along non-empty reduction system, we
allow a reduction system A of an element τ to be empty for the logical convenience;
if A = ∅, the reduction ρA(τ) coincides with τ .
Given an element τ ∈ Mod(Σ), we can always take some positive power τN so
that τN takes each connected component of Σ to itself and each component of ∂Σ
to itself. If the restrictions of τN to some components are periodic, we can take yet
higher power τN
′
so that the restriction of τN
′
to each component is either trivial
or aperiodic.
• An element τ ∈ Mod(Σ) is adequately reduced if there is some power τN ,
taking each component of Σ to itself and each component of ∂Σ to itself,
such that the restriction of τN to each component of Σ is either (i) trivial
or (ii) aperiodic and irreducible.
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• Given an element τ ∈ Mod(Σ), a (possibly empty) reduction system A
of τ is said to be an adequate reduction system if the reduction ρA(τ) is
adequately reduced.
By definition, an empty reduction system for an adequately reduced element
is indeed an adequate reduction system. Thurston observed that every element
τ ∈ Mod(S) either is adequately reduced or has a non-empty adequate reduction
system [Thu88].
Generally, adequate reduction systems of τ are not unique. The crucial fact
shown in [BLM83] is that there is a canonical choice of an adequate reduction
system for each element τ ∈ Mod(Σ); it is indeed the unique minimal adequate
reduction system for the element. We call such system the canonical reduction
system for τ , and denote it by C (the reference to τ should always be clear from
the context).
For a connected surface Σ, the canonical reduction system for τ ∈ Mod(Σ) is
empty if and only if τ is periodic or irreducible. More generally, for any surface
Σ, which may be connected or disconnected, the canonical reduction system for
τ ∈ Mod(Σ) is empty if and only if τ is adequately reduced. Adequately reduced
elements are more general than irreducible ones, but their important properties can
be derived from those of irreducible ones.
3.2. Pseudo-Anosov Elements for Connected Surfaces. Suppose for now
that Σ is a compact orientable connected surface such that the interior of Σ admits
a complete hyperbolic metric, i.e. χ(Σ) < 0. We write g(Σ) and b(Σ) for the genus
and the number of connected components of ∂Σ respectively. Thurston introduced
the space PML (Σ) of projective measured laminations, equipped with a topology
which makes it homeomorphic to a sphere of dimension 6g(Σ) + 2b(Σ) − 7. With
respect to this topology, the mapping class group Mod(Σ) acts naturally by home-
omorphisms. PML (Σ) compactifies the Teichmu¨ller space of Σ, coherently with
respect to the actions of Mod(Σ).
An element σ ∈ Mod(Σ) is said to be pseudo-Anosov if the fixed-point set
Fix(σ) ⊂ PML (Σ) of the action of σ on PML (Σ) consists of a pair of distinct
measured laminations. The key property of a pseudo-Anosov element σ is that its
action on PML (Σ) exhibits the north-south dynamics with one of the fixed points
as an attractor, denoted by L +σ , and the other as a repeller, denoted by L
−
σ . More
precisely, for any pair of disjoint neighborhoods U+σ of L
+
σ and U
−
σ of L
−
σ , we have
σ±N
(
PML (Σ)− U∓σ
)
⊂ U±σ respectively for all sufficiently large N .
We remark that pseudo-Anosov elements are always aperiodic. Furthermore,
as mentioned earlier, one of the main results in Thurston’s work [Thu88] is that
irreducible elements in Mod(Σ) are precisely pseudo-Anosov ones; see [FLP79] for
the detail.
3.3. Pseudo-Anosov Elements for Disonnected Surfaces. Let us now allow a
compact orientable surface Σ =
⊔c(Σ)
i=1 Σ
i to be disconnected, where c(Σ) denotes the
number of connected components of Σ and Σi denotes each connected component.
As in the case of connected surfaces, we will assume that the interior of Σ admits
a complete hyperbolic metric, i.e. χ(Σi) < 0 for each Σi.
Every element σ ∈ Mod(Σ) has a nontrivial power that takes each connected
component Σi to itself. An element of Mod(Σ) is said to be pseudo-Anosov if
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the restriction of such a power to each component Σi is a pseudo-Anosov ele-
ment in Mod(Σi). It is easy to see that this notion of pseudo-Anosov elements is
well-defined, and they are necessarily aperiodic. Furthermore, one can check that
irreducible elements of Mod(Σ) are precisely pseudo-Anosov ones.
With some care, the space PML (Σ) of projective measure laminations can be
defined. As shown by Ivanov [Iva84] and McCarthy [McC85], the space PML (Σ)
turns out to be homeomorphic to the join of PML (Σi). There is a natural action
of Mod(Σ) on PML (Σ), but the description of this action is rather cumbersome.
For example, the action of pseudo-Anosov element σ ∈ Mod(Σ) still exhibits dy-
namical properties similar to the connected case, with an attracting neighborhood
U+σ and a repelling neighborhood U
−
σ ⊂ PML (Σ), but neither of them can arise
as a neighborhood of a single projective measured lamination any more; under
the homeomorphism PML (Σ) ∼= ∗
c(Σ)
i=1 PML (Σ
i), certain simplexes in the join
∗
c(Σ)
i=1 PML (Σ
i) play the roles of the attractor and the repeller.
For our purposes, it is convenient to look at the action of Mod(Σ) on an alter-
native space. Following Ivanov [Iva92], we look at the natural action of Mod(Σ) on
the space
PML
♯(Σ) :=
c(Σ)⊔
i=1
PML (Σi)
instead. If an element σ ∈ Mod(Σ) takes each component Σi ⊂ Σ to itself, it takes
each component PML (Σi) ⊂ PML ♯(Σ) to itself under this action. If σ is further
assumed to be pseudo-Anosov, then its action on each component PML (Σi) ⊂
PML
♯(Σ) exhibits the honest north-south dynamics with fixed points L±
σ|
Σi
∈
PML (Σi). Moreover, the points L±
σ|
Σi
are precisely the fixed points for the action
of σ on PML ♯(Σ). For any pair of disjoint neighborhoods U+σ of
{
L
+
σ|
Σi
}c(Σ)
i=1
and
U−σ of
{
L
−
σ|
Σi
}c(Σ)
i=1
, we have σN
(
PML
♯(Σ) − U−σ
)
⊂ U+σ and σ
−N
(
PML
♯(Σ) −
U+σ
)
⊂ U−σ for all sufficiently large N .
4. Subgroups of Mapping Class Groups
Ivanov further generalized Thurston’s theory to subgroups of Mod(Σ) in order
to study their structures [Iva92], and obtained a classification of subgroups that
parallels the classification of elements of Mod(Σ).
• An isotopy class A of an essential (possibly empty) multi-loop is said to be
a reduction system for Γ if it is a reduction system for every element σ ∈ Γ,
i.e. if every element σ ∈ Γ fixes A.
• A subgroup Γ is said to be reducible if it admits a non-empty reduction
system A; it is said to be irreducible otherwise.
By definition, an element σ ∈Mod(Σ) is reducible (resp. irreducible) if and only if
the cyclic subgroup 〈σ〉 < Mod(Σ) is reducible (resp. irreducible). More generally,
the above definitions suggest that (i) the analogue of periodic elements are finite
subgroups, (ii) the analogue of aperiodic reducible elements are infinite reducible
subgroups, and (iii) the analogue of pseudo-Anosov elements are infinite irreducible
subgroups.
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4.1. Torsion-Free Finite-Index Subgroups. Before we proceed, let us first con-
sider a useful family of subgroups of Mod(Σ). For each integer m ≥ 3, we consider
the natural homomorphisms
Mod(Σ)→ Aut(H1(Σ;Z))→ Aut(H1(Σ;Z/mZ))
and let Mod(m)(Σ) be the kernel of this composition of homomorphisms. Mod(m)(Σ)
is clearly a finite-index normal subgroup of Mod(Σ), and a classical theorem of Serre
[Ser61] says that Mod(m)(Σ) is torsion-free. For each subgroup Γ < Mod(Σ), we
set Γ(m) := Γ ∩Mod(m)(Σ); it is a torsion-free finite-index normal subgroup of Γ.
Ivanov observed that elements of Mod(m)(Σ) possess other useful properties. For
every element σ ∈Mod(m)(Σ) and for every reduction system A of σ, the following
statements hold [Iva92, §1.2]:
• σ takes each component of Σ to itself, and each component of ∂Σ to itself;
• σ takes each component of A to itself with its orientation preserved;
• hence, the reduction ρA(σ) ∈ Mod(ΣA) takes each component of ΣA to
itself, and each component of ∂ΣA to itself.
It follows that σ can be restricted to each component of Σ, and ρA(σ) can be
restricted to each component of ΣA. Such restrictions have the following properties,
which is much stronger than the aperiodicity of σ ∈ Mod(m)(Σ) [Iva92, §1.6]:
• the restriction of σ to each component of Σ is trivial or aperiodic;
• the restriction of ρA(σ) to each component of ΣA is trivial or aperiodic.
As an immediate consequence, we have the following observation: for any subgroup
Γ < Mod(Σ), the normal subgroup Γ(m)⊳ can be restricted to each component of
Σ, and such restrictions are torsion-free.
The properties of Γ(m) mentioned in the above paragraphs are used extensively in
Ivanov’s proof of the analogue of the Tits alternative. In the proof of the analogue
of Margulis–So˘ıfer theorem, which is a significantly stronger theorem than the Tits
alternative, Ivanov employed additional properties of the subgroup Γ(m) and its
relationship to Γ [Iva92, §9]. We extract one of such properties as the following
lemma.
Lemma 12 (c.f. [Iva92, §9.10]). Let Σ =
⊔c(Σ)
i=1 Σ
i be a surface which is not neces-
sarily connected. For every component Σi and every element σ ∈ Γ, the restrictions
of Γ(m) to Σ
i and σ(Σi) are isomorphic. Hence, if the restriction of Γ(m) to com-
ponents Σi and Σj are not isomorphic, then no element of Γ can take Σi to Σj.
This elementary fact did not play any role in proving the Tits alternative for
Mod(Σ), while it serves as a critical step in proving the Margulis–So˘ıfer theorem
for Mod(Σ). The proof of our main theorem too make use of the above lemma.
Proof. The proof we present here is contained in [Iva92, §9.10] where the lemma was
stated for a special case. Since Γ(m)⊳Γ, the conjugate of an element τ ∈ Γ(m) by an
element σ ∈ Γ must again belong to Γ(m); if s and t are homeomorphisms represent-
ing σ and τ respectively, then s ◦ t ◦ s−1 represents the element στσ−1 ∈ Γ(m). The
restriction τ |Σi is represented by t|Σi , and the restriction στσ
−1|σ(Σi) is represented
by s ◦ (t|Σi) ◦ s
−1. Thus, the conjugation by σ defines a homomorphism that takes
the restriction Γ(m)|Σi to the restriction Γ(m)|σ(Σi). Clearly, this homomorphism is
an isomorphism, with the inverse given by the conjugation by σ−1. 
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4.2. Canonical Reduction of Reducible Subgroups. The theory regarding
the reduction of a subgroup of Mod(Σ) can be developed in essentially the same
manner as it was done for an element of Mod(Σ), with suitable modifications. If
A is a reduction system for Γ < Mod(Σ), then the reduction ρA(σ) ∈ Mod(ΣA)
is well-defined for all σ ∈ Mod(Σ), where ΣA is the compactification of Σ − A as
before. The assignment σ 7→ ρA(σ) indeed defines the reduction homomorphism
ρA : Γ→ Mod(ΣA)
whose kernel is a free-abelian group generated by Dehn twists along some com-
ponents of A; the image ρA(Γ) is called the reduction of Γ along A. As before, a
reduction system A of a subgroup Γ is allowed to be empty; if A = ∅, the reduction
ΓA coincides with Γ.
Recall from §3.1 that, for an element τ ∈ Mod(Σ), taking a finite power τN was
essential in understanding the reduction systems of τ . Ivanov observed that, for
a subgroup Γ < Mod(Σ), the correct analogue is passing to a finite-index normal
subgroup Γ′⊳Γ. To make this analogy apparent, we introduce the following notions,
which did not appear explicitly in Ivanov’s exposition:
• A subgroup Γ < Mod(Σ) is adequately reduced if there is a finite-index
normal subgroup Γ′ ⊳ Γ, consisting of elements that take each component
of Σ to itself and each component of ∂Σ to itself, such that the restriction
of Γ′ to each component is either (i) trivial or (ii) infinite and irreducible.
• Given a subgroup Γ < Mod(Σ), a (possibly empty) reduction system A
of Γ is said to be an adequate reduction system if the reduction ρA(Γ) is
adequately reduced.
The work of Ivanov shows that for any subgroup Γ < Mod(Σ) there is a canonical
choice of reduction system [Iva92, §7.2-7.4], which is indeed the unique minimal
adequate reduction system [Iva92, §7.16 and §7.18]; we call this system the canonical
reduction system for Γ, and denote it by C (the reference to Γ should always be
clear from the context). Although we will not go into the detail of the definition
of the canonical reduction system, we note that the definition is invariant under
passing to finite-index normal subgroup.
Lemma 13. Let Σ =
⊔c(Σ)
i=1 Σ
i be a compact orientable surface. For any subgroup
Γ <Mod(Σ), the following are equivalent:
(1) the canonical reduction system C for Γ is empty;
(2) Γ is adequately reduced;
(3) some finite-index normal subgroups of Γ are adequately reduced;
(4) every finite-index normal subgroup of Γ is adequately reduced;
(5) for some integers m ≥ 3, the restriction of Γ(m) to each component of Σ is
either (i) trivial or (ii) infinite and irreducible;
(6) for every integer m ≥ 3, the restriction of Γ(m) to each component of Σ is
either (i) trivial or (ii) infinite and irreducible.
Proof. (1) ⇔ (2) follows from the fact that C is the unique minimal adequate
reduction system. (3) ⇒ (2) and (2) ⇒ (4) follows from the invariance of C under
passing to finite-index normal subgroup and the equivalence (1) ⇔ (2). With the
trivial implication (4) ⇒ (3), we have the equivalence of (1)–(4).
Since (6) ⇒ (5) is trivial and (5) ⇒ (2) follows from the definition, it remains
to check the implication (2) ⇒ (6). Suppose Γ is adequately reduced, and take an
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integer m ≥ 3. By the equivalence (2)⇔ (4), Γ(m) is adequately reduced, i.e. there
exists a finite-index normal subgroup Γ′ ⊳ Γ(m) such that the restriction of Γ
′ to
each component is either trivial or irreducible. Recall that the restriction of Γ(m)
to each component is torsion-free; hence, if the restriction of Γ′ to a component Σi
is trivial, then the restriction of Γ(m) must also be trivial. If the restriction of Γ
′ to
a component Σj is irreducible, then clearly the restriction of the larger group Γ(m)
to Σj must also be irreducible. This completes the proof. 
4.3. Adequately Reduced Subgroups for Connected Surfaces. Let Σ be a
compact orientable connected surface with χ(Σ) < 0, and let Γ < Mod(Σ) be an
adequately reduced subgroup. Γ is either a finite subgroup or an infinite irreducible
subgroup. An infinite irreducible subgroup always contains a pseudo-Anosov ele-
ment [Iva92, §5.9 and §7.14]. Furthermore, if Γ is infinite, irreducible, and not
virtually infinite-cyclic, then Γ(m)⊳Γ contains two pseudo-Anosov elements σ and
τ such that Fix(σ)∩Fix(τ) = ∅ in PML (Σ) [Iva92, §5.12 and §7.15]. These facts
were proved with the following lemmas, which we cite here for reference:
Lemma 14 ([Iva92, §5.1]). Let Γ < Mod(Σ), and suppose that σ, τ ∈ Γ(m) are
pseudo-Anosov elements such that Fix(σ) ∩ Fix(τ) = ∅ in PML (Σ). Then, the
elements σpτq is pseudo-Anosov for all sufficiently large p and q.
Lemma 15 ([Iva92, §5.11]). Let Γ < Mod(Σ), and suppose that σ, τ ∈ Γ(m)
are pseudo-Anosov elements. Then, Fix(σ) = Fix(τ) or Fix(σ) ∩ Fix(τ) = ∅ in
PML (Σ).
In order to study the girth of adequately reduced subgroups using the Infinite
Girth Criterion, we need a slightly stronger fact than Ivanov’s results. The following
theorem summarizes and refines Ivanov’s results.
Theorem 16. Fix an integer m ≥ 3. Let Σ be a connected surface with χ(Σ) < 0,
and let Γ < Mod(Σ) be an adequately reduced subgroup. Then, Γ satisfies exactly
one of the following:
(0) Γ(m) ⊳ Γ is trivial, and Γ is finite;
(1) Γ(m) ⊳ Γ is infinite-cyclic, and Γ is virtually infinite-cyclic;
(2) For any (possibly empty) finite collection ϕ1, · · · , ϕn ∈ Γ(m)⊳Γ of pseudo-
Anosov elements, there exists another pseudo-Anosov element ψ ∈ Γ(m)⊳Γ
such that Fix(ϕj) ∩ Fix(ψ) = ∅ in PML (Σ) for all j.
Remark. There exist finite irreducible subgroups which consist entirely of reducible
elements [Gil83].
Proof. Since Σ is connected, Lemma 13 says that Γ(m) is either trivial or irreducible.
If Γ(m) is trivial, Γ is finite; if Γ(m) is infinite-cyclic, then Γ is virtually infinite-
cyclic. Hence, we assume Γ(m) is infinite, irreducilbe, and not infinite-cyclic. As we
have already mentioned, there exist two pseudo-Anosov elements σ and τ in Γ(m)
such that Fix(σ) ∩ Fix(τ) = ∅ in PML (Σ) [Iva92, §5.12]. We need to show that
the slightly stronger condition (2) is satisfied.
Suppose we are given a finite collection ϕ1, · · · , ϕn ∈ Γ(m)⊳Γ of pseudo-Anosov
elements. For each ϕj , we let U
+
j , U
−
j ⊂ PML (Σ) be attracting and repelling
neighborhoods of ϕj such that U
+
j ∩U
−
j = ∅; we set Uj = U
+
j ∪U
−
j . Similarly, we
let U+σ , U
−
σ , U
+
τ , U
−
τ ⊂ PML (Σ) be attracting and repelling neighborhoods of σ, τ
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respectively such that U+σ ∩U
−
σ = ∅ and U
+
τ ∩U
−
τ = ∅; again, we set Uσ = U
+
σ ∪U
−
σ
and Uτ = U
+
τ ∪ U
−
τ . We can take these neighborhoods to be sufficiently small so
that the following holds:
• Uj ∩ Uk = ∅ whenever Fix(ϕj) ∩ Fix(ϕk) = ∅;
• Uj ∩ Uσ = ∅ whenever Fix(ϕj) ∩ Fix(σ) = ∅;
• Uj ∩ Uτ = ∅ whenever Fix(ϕj) ∩ Fix(τ) = ∅;
• Uσ ∩ Uτ = ∅ (since Fix(σ) ∩ Fix(τ) = ∅).
By the property of pseudo-Anosov elements, there exists a large enough integer
M such that σ±m(PML (Σ)−U∓σ ) ⊂ U
±
σ and τ
±m(PML (Σ)−U∓τ ) ⊂ U
±
τ for all
m with m > M . By Lemma 14, ψ = σpτq is pseudo-Anosov for all sufficiently large
p and q. Hence, taking such p and q greater than M , we obtain a pseudo-Anosov
element ψ = σpτq such that ψ(PML (Σ)−U−τ ) ∈ U
+
σ ⊂ Uσ and ψ
−1(PML (Σ)−
U+σ ) ∈ U
−
τ ⊂ Uτ . Furthermore, by the disjointness of Uσ and Uτ , we see that
ψℓ(PML (Σ) − U−τ ) ∈ U
+
σ ⊂ Uσ and ψ
−ℓ(PML (Σ) − U+σ ) ∈ U
−
τ ⊂ Uτ for all
positive integer ℓ.
Choose L ∈ PML (Σ) − (Uσ ∪ Uτ ) and consider a sequence L
ℓ := ψℓ(L ),
ℓ ∈ Z. Note that L ℓ ∈ U+σ and L
−ℓ ∈ U−τ for all ℓ > 0. Since ψ is pseudo-Anosov,
we must have a convergence L ℓ → L +ψ and L
−ℓ → L −ψ as ℓ→∞. Thus, we see
that L +ψ ∈ U
+
σ ⊂ Uσ and L
−
ψ ∈ U
−
τ ⊂ Uτ .
We claim that this Fix(ψ) ∩ Fix(ϕj) = ∅ for each j. We first note that the
assumption Fix(σ)∩Fix(τ) = ∅ and Lemma 15 imply that we have either Fix(ϕj)∩
Fix(σ) = ∅ or Fix(ϕj)∩Fix(τ) = ∅ for each j. By the choice of our neighborhoods
Uj, Uσ, Uτ , we thus have Uj ∩ Uσ = ∅ or Uj ∩ Uτ = ∅ for each i. It follows
that L +ψ 6∈ Fix(ϕj) or L
−
ψ 6∈ Fix(ϕj). Thus, by Lemma 15, we conclude that
Fix(ψ) ∩ Fix(ϕj) = ∅ for each j. 
4.4. Adequately Reduced Subgroups for Disconnected Surfaces. We now
allow a compact orientable surface Σ =
⊔c(Σ)
i=1 Σ
i to be disconnected surface, where
c(Σ) denotes the number of component of Σ and Σi denotes each component as
before. Note that it is possible to have an infinite irreducible subgroup Γ < Mod(Σ)
such that it restricts to some component Σi as a finite irreducible subgroup of
Mod(Σi); there is no hope in finding a pseudo-Anosov element in such Γ.
It turns out that this is essentially the only obstacle to finding a pseudo-Anosov
element in Γ. Ivanov showed that, if Γ(m)⊳Γ is also irreducible, i.e. the restriction
of Γ(m) to each component is irreducible, then Γ(m) ⊳ Γ contains a pseudo-Anosov
element [Iva92, §6.3]. Furthermore, when the restriction of Γ(m) to every component
of Σ is larger than an infinite-cyclic group, he showed that Γ(m) ⊳ Γ contains two
pseudo-Anosov elements σ and τ such that Fix(σ) ∩ Fix(τ) = ∅ in PML ♯(Σ)
[Iva92, §6.4].
We need the analogue of Theorem 16 for disconnected surfaces; this will be given
below as Theorem 19 after a couple of lemmas. Generally, an adequately reduced
group Γ is a hybrid of three cases that appeared in Theorem 16.
Lemma 17 (c.f. [Iva92, §9.10]). Fix an integer m ≥ 3, and let Γ < Mod(Σ) be an
adequately reduced subgroup. Consider a partition Σ = Σ[0] ⊔ Σ[1] ⊔ Σ[2] defined by
the following:
[0] the subsurface Σ[0] is the union of all components Σi such that the restric-
tion of Γ(m) to Σ
i is trivial;
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[1] the subsurface Σ[1] is the union of all components Σi such that the restric-
tion of Γ(m) to Σ
i is infinite-cyclic;
[2] the subsurface Σ[2] is the union of all components Σi such that the restric-
tion of Γ(m) to Σ
i is nontrivial and non-cyclic.
Then, every element σ ∈ Γ preserves this partition, i.e. σ(Σ[ℓ]) = Σ[ℓ] for ℓ = 0, 1, 2;
hence, the restriction of Γ to Σ[ℓ] is well-defined for ℓ = 0, 1, 2.
Proof. This follows immediately from Lemma 12. 
Lemma 18. Fix an integer m ≥ 3. For each ℓ, let Γ[ℓ] and (Γ(m))
[ℓ] be the re-
strictions of Γ and Γ(m) to Σ
[ℓ] respectively, and set (Γ[ℓ])(m) = Γ
[ℓ]∩Mod(m)(Σ
[ℓ]).
Then, (Γ(m))
[ℓ] is a finite-index normal subgroup of (Γ[ℓ])(m).
Proof. By definition, an element of (Γ[ℓ])(m) is a restriction of an element of Γ that
acts trivially on H1(Σ
[ℓ];Z/mZ) < H1(Σ;Z/mZ). An element of (Γ(m))
[ℓ] clearly
satisfies this property since it is a restriction of an element of Γ(m) that acts trivially
on the entire H1(Σ;Z/mZ). Hence, (Γ(m))
[ℓ] < (Γ[ℓ])(m) < Γ
[ℓ].
Since Γ(m) is a finite-index normal subgroup of Γ, we see that (Γ(m))
[ℓ] must be
a finite-index normal subgroup of Γ[ℓ]. Hence, we conclude that (Γ(m))
[ℓ] must also
be a finite-index normal subgroup of the intermediate subgroup (Γ[ℓ])(m). 
Remark. In general, (Γ(m))
[ℓ] is contained in (Γ[ℓ])(m) as a proper subgroup of
(Γ[ℓ])(m). We also note that both (Γ(m))
[ℓ] and (Γ[ℓ])(m) are torsion-free.
Theorem 19. Fix an integer m ≥ 3, and let Γ < Mod(Σ) be an adequately reduced
subgroup. Suppose Σ = Σ[0] ⊔ Σ[1] ⊔ Σ[2] is the partition given in Lemma 17, and
set Γ[ℓ] and (Γ[ℓ])(m) as in Lemma 18. Then, Γ satisfies all of the following:
(0) (Γ[0])(m) ⊳ Γ
[0] is trivial, and Γ[0] is finite;
(1) (Γ[1])(m) ⊳ Γ
[1] is free-abelian, and Γ[1] is virtually free-abelian;
(2) for any (possibly empty) finite collection ϕ1, · · · , ϕn ∈ (Γ
[2])(m) ⊳ Γ
[2] of
pseudo-Anosov elements, there exists another pseudo-Anosov element ψ ∈
(Γ[2])(m) ⊳ Γ
[2] such that Fix(ϕi) ∩ Fix(ψ) = ∅ in PML
♯(Σ[2]) for all i.
Proof. It follows from the choice of Σ[0] in Lemma 17 that (Γ(m))
[0] is trivial; hence,
(Γ[0])(m) must also be trivial, and Γ
[0] must be finite. To see that (Γ[1])(m) is free-
abelian, we consider its restriction to each component of Σ[1]. Since the restriction
of (Γ(m))
[1] < (Γ[1])(m) to each component is infinite-cyclic by definition, the restric-
tion of (Γ[1])(m) to each component must be virtually infinite-cyclic. Theorem 16
then implies that this restriction of (Γ[1])(m) to each component must be infinite-
cyclic. Hence, (Γ[1])(m) must be free-abelian, and Γ
[1] is virtually free-abelian.
Now, we consider Γ[2] and (Γ[2])(m). Note that it suffices to prove the statement
(2) under the assumption Σ = Σ[2], which allow us to reduce the cluttering of the
notations. With this assumption, we have Γ = Γ[2] and Γ(m) = (Γ
[2])(m). The
restriction of Γ(m) to each component of Σ is nontrivial and non-cyclic, and Γ(m)
is infinite and irreducible by Lemma 13. Hence, by Ivanov’s result [Iva92, §6.4],
we know that there exists two pseudo-Anosov elements σ and τ in Γ(m) such that
Fix(σ) ∩ Fix(τ) = ∅ in PML ♯(Σ). We need to show that the following slightly
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stronger statement holds: for any finite collection ϕ1, · · · , ϕn ∈ Γ(m)⊳Γ of pseudo-
Anosov elements, there exists another pseudo-Anosov element ψ ∈ Γ(m) ⊳ Γ such
that Fix(ϕj) ∩ Fix(ψ) = ∅ in PML
♯(Σ) for all j.
Recall that the group Γ(m) can be restricted to each component Σ
i of Σ; in
particular, the restrictions of pseudo-Anosov elements σ, τ, ϕj ∈ Γ(m) to each com-
ponent Σi are again pseudo-Anosov. The action of Γ(m) on PML
♯(Σ) descends to
the action of the restriction of Γ(m) to Σ
i on the component PML (Σi). The proof
of Theorem 16 applies to each component, and we will combine them to construct
the desired ψ ∈ Γ(m).
Suppose we are given a finite collection ϕ1, · · · , ϕn ∈ Γ(m)⊳Γ of pseudo-Anosov
elements. For each ϕj and each component Σ
i, we let U+,ij , U
−,i
j ⊂ PML (Σ
i) be
attracting and repelling neighborhoods of ϕj |Σi such that U
+,i
j ∩ U
−,i
j = ∅; we set
U ij = U
+,i
j ∪U
−,i
j . Similarly, we let U
+,i
σ , U
−,i
σ , U
+,i
τ , U
−,i
τ ⊂ PML (Σ
i) be attracting
and repelling neighborhoods of σ|Σi , τ |Σi respectively such that U
+,i
σ ∩ U
−,i
σ = ∅
and U+,iτ ∩ U
−,i
τ = ∅; again, we set U
i
σ = U
+,i
σ ∪ U
−,i
σ and U
i
τ = U
+,i
τ ∪ U
−,i
τ . We
can take these neighborhoods to be sufficiently small so that the following holds:
• U ij ∩ U
i
k = ∅ whenever Fix(ϕj |Σi) ∩ Fix(ϕk|Σi) = ∅;
• U ij ∩ U
i
σ = ∅ whenever Fix(ϕj |Σi) ∩ Fix(σ|Σi ) = ∅;
• U ij ∩ U
i
τ = ∅ whenever Fix(ϕj |Σi) ∩ Fix(τ |Σi ) = ∅;
• U iσ ∩ U
i
τ = ∅ (since Fix(σ|Σi) ∩ Fix(τ |Σi ) = ∅ by assumption).
By the property of pseudo-Anosov elements, there exists a large enough inte-
ger M such that (σ|Σi)
±m(PML (Σi)− U∓,iσ ) ⊂ U
±,i
σ and (τ |Σi )
±m(PML (Σi) −
U∓,iτ ) ⊂ U
±,i
τ for all i and for all m > M . Also, by Lemma 14, there exists large
enough integers P and Q such that σpτq|Σi = (σ|Σi)
p(τ |Σi )
q is pseudo-Anosov for
all i and for all p > P and q > Q; in other words, ψ = σpτq is pseudo-Anosov
on Σ for all p > P and q > Q. Taking p and q greater than M , we obtain a
pseudo-Anosov element ψ = σpτq such that ψ|Σi(PML (Σ
i)− U−,iτ ) ∈ U
+,i
σ ⊂ U
i
σ
and ψ−1|Σi(PML (Σ
i) − U+,iσ ) ∈ U
−,i
τ ⊂ U
i
τ . Furthermore, by the disjoint-
ness of U iσ and U
i
τ , we see that ψ
ℓ|Σi(PML (Σ
i) − U−,iτ ) ∈ U
+,i
σ ⊂ U
i
σ and
ψ−ℓ|Σi(PML (Σ
i)− U+,iσ ) ∈ U
−,i
τ ⊂ U
i
τ for all i and for all positive integer ℓ.
Choose L ∈ PML (Σi) − (U iσ ∪ U
i
τ ) and consider a sequence L
ℓ := ψℓ(L ),
ℓ ∈ Z. By the same arguments as in the proof of Theorem 16, we see that L ℓ →
L
+,i
ψ ∈ U
+,i
σ ⊂ U iσ and L
−ℓ → L −ψ ∈ U
−,i
τ ⊂ U iτ as ℓ → ∞, and we deduce that
Fix(ψ|Σi) ∩ Fix(ϕj |Σi) = ∅. Since this is true for each component Σ
i, we conclude
that Fix(ψ) ∩ Fix(ϕj) = ∅ in PML
♯(Σ). 
5. Girth Alternative
We now consider the girth of subgroups Γ of a mapping class group Mod(Σ),
where Σ is a compact surface; we do not a priori assume that Σ is connected. Our
main result is that the dichotomy between the subgroups with infinite girth and
the ones with finite girth indeed coincides with the structural dichotomy of the Tits
alternative shown in [Iva84] and [McC85]. In other words, we have the following
girth alternative:
Theorem 4. Let Σ be a compact orientable surface, and let Γ be a finitely generated
subgroup of Mod(Σ). Then, Γ is either a non-cyclic group with infinite girth or a
virtually free-abelian group; moreover, these alternatives are mutually exclusive.
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The girth alternative above reduces to the case where the interior of Σ admits a
complete hyperbolic metric.
Theorem 20. Let Σ be a compact orientable surface whose interior admits a com-
plete hyperbolic metric, and let Γ be a finitely generated subgroup of Mod(Σ). Then,
Γ is either a non-cyclic group with infinite girth or a virtually free-abelian group;
moreover, these alternatives are mutually exclusive.
Let us first show that the general case, Theorem 4 in §1, follows from the hyper-
bolic case, Theorem 20 above.
Proof of Theorem 4. Suppose for now that Σ consists of copies of tori and a (pos-
sibly disconnected) surface that admits a complete hyperbolic metric. Since the
mapping class groups of tori and one-punctured tori are isomorphic, we may re-
place the copies of tori in Σ with the same number of copies of once-punctured tori.
In turn, we now realize Γ as a subgroup of the mapping class group of a hyperbolic
surface; Theorem 4 follows from Theorem 20 as desired.
For the general case, let Σ = Σ′ ⊔ Σ′′, such that Σ′ is the union of tori and
hyperbolic components, and that Σ′′ is the union of spheres, disks, and annuli. If
the restriction Γ′ of Γ to Σ′ is a non-cyclic group with infinite girth, then so is Γ
by Proposition 11. So, assume that Γ′ is virtually abelian and let A′ < Γ′ be a
finite-index abelian subgroup.
Recall that the mapping class groups are trivial for the sphere, the disk, and
the annulus; hence, the restriction of Γ to Σ′′ can only permute these components.
Hence, the kernel K of the restriction to Σ′′ is a finite-index normal subgroup
of Γ. Let K ′ be the restriction of K to Σ′; note that K ′ ∩ A′ is a finite-index
abelian subgroup of K ′. Now, since elements of K acts trivially on Σ′′, we see that
K ∼= K ′. Hence, K contains a finite-index abelian subgroup isomorphic to K ′ ∩A′.
As K itself has finite index in Γ, we conclude that Γ contains a finite-index abelian
subgroup. 
Throughout the rest of this section, we will assume that the surface Σ admits a
complete hyperbolic metric. The proof for Theorem 20 is the content of §5.1 and
§5.2, and will be given in the form of Propositions 21, 23, and 25. The main idea
of the proof is that a pair of generators of free subgroups in the Tits alternative
can be carefully chosen so that Infinite Girth Criterion (Proposition 10) can be
applied to these elements. Proposition 21, stated in a slightly different language,
was independently proved by Yamagata [Yam11].
5.1. Girth of Adequately Reduced Subgroups. We first consider an ade-
quately reduced subgroup Γ < Mod(Σ), where Σ is a connected surface.
Proposition 21 (c.f. [Yam11]). Let Σ be a connected compact orientable surface
with χ(Σ) < 0, and suppose that Γ < Mod(Σ) is an adequately reduced subgroup.
Then, Γ is either a non-cyclic group with infinite girth or a virtually infinite-cyclic
group, or a finite group; moreover, these alternatives are mutually exclusive. In
particular, if Σ is not a pair of pants, Mod(Σ) has infinite girth.
Proof. Choose an integer m ≥ 3. Suppose Γ is an adequately reduced subgroup of
Mod(Σ), and let G = {γ1, · · · , γn} be a generating set of Γ. We assume that Γ is
infinite and not virtually infinite-cyclic, and aim to show that it has infinite girth.
In this case, the statement (2) of Theorem 16 must be satisfied.
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First, we know that there is a pseudo-Anosov element σ ∈ Γ(m) ⊳ Γ. For each
1 ≤ j ≤ n and ε = ±1, the conjugate γεjσγ
−ε
j ∈ Γ(m) ⊳ Γ is again a pseudo-Anosov
element with Fix(γεjσγ
−ε
j ) = γ
ε
j (Fix(σ)). Hence, applying the statement (2) of
Theorem 16 to the collection {σ}∪{γεjσγ
−ε
j | 1 ≤ j ≤ n, ε = ±1}, we see that there
is another pseudo-Anosov element τ ∈ Γ(m)⊳Γ such that Fix(τ)∩Fix(σ) = ∅ and
Fix(τ) ∩ Fix(γεjσγ
−ε
j ) = ∅ for all 1 ≤ j ≤ n and ε = ±1.
Note that, if Uσ is a neighborhood of Fix(σ), then γ
ε
j (Uσ) is a neighborhood of
Fix(γεjσγ
−ε
j ) for each 1 ≤ j ≤ n and ε = ±1. It then follows that there are small
enough neighborhoods Uσ ⊃ Fix(σ) and Uτ ⊃ Fix(τ) such that
Uσ ∩ Uτ = ∅ and Uτ ∩ γ
ε
j (Uσ) = ∅
for each 1 ≤ j ≤ n and ε = ±1, or equivalently
Uσ ∩ Uτ = ∅ and γ
ε
j (Uτ ) ∩ Uσ = ∅
for each 1 ≤ j ≤ n and ε = ∓1. Now, since σ and τ are pseudo-Anosov elements,
we can take high enough powers σ˜ := σN and τ˜ := τN such that
σ˜k
(
PML (Σ)− Uσ
)
⊂ Uσ and τ˜
k
(
PML (Σ)− Uτ
)
⊂ Uτ
for all non-zero integer k. In particular, we have
σ˜k
(
Uτ ∪
⋃
ε=±1
n⋃
j=1
γεj (Uτ )
)
⊂ Uσ and τ˜
k
(
Uσ ∪
⋃
ε=±1
n⋃
j=1
γεj (Uσ)
)
⊂ Uτ
for all non-zero integer k. Applying the Infinite Girth Criterion (Proposition 10)
to σ˜, τ˜ , Uσ, Uτ , and
x ∈ PML (Σ)−
(
(Uσ ∪ Uτ ) ∪
⋃
ε=±1
n⋃
j=1
γεj (Uσ ∪ Uτ )
)
we conclude that Γ must be a non-cyclic group with infinite girth. 
Now, we allow Σ to be disconnected, and consider an adequately reduced sub-
group Γ < Mod(Σ). The idea of the proof of girth alternative in this case is to
consider the partition Σ = Σ[0] ⊔Σ[1] ⊔Σ[2] from Lemma 17, and restrict the group
Γ to Σ[2] when Σ[2] 6= ∅. The non-emptiness of Σ[2] is the source of the existence
of non-abelian free subgroup in the Tits alternative, as well as the infinite girth in
the girth alternative. When Σ[2] is empty, the following lemma from the proof of
the Tits alternative shows that Γ must be virtually free-abelian.
Lemma 22 (c.f. [Iva92, §8.7]). Let m ≥ 3 be an integer, and let Γ be an adequately
reduced group. Γ is virtually free-abelian if and only if the restriction of Γ(m) to
each component of Σ is either trivial or infinite-cyclic, i.e. Σ[2] = ∅ in the partition
from Lemma 17.
Proposition 23. Let Σ =
⊔c(Σ)
i=1 Σ
i be a (possibly disconnected) compact orientable
surface with χ(Σi) < 0 for all i, and suppose that Γ < Mod(Σ) is an adequately
reduced subgroup. Then, Γ is either a non-cyclic group with infinite girth or a
virtually free-abelian group; moreover, these alternatives are mutually exclusive.
Proof. Consider the decomposition Σ = Σ[0]⊔Σ[1]⊔Σ[2] in Lemma 17. If Σ[2] = ∅,
then Γ is virtually free-abelian by Lemma 22. Hence, we may assume that Σ[2] 6= ∅.
Note that the restriction Γ[2] of Γ to Σ[2] is the image of a homomorphism from Γ
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into Mod(Σ[2]). If Γ[2] is a non-cyclic group with infinite girth, Γ itself must also
be a noncyclic group with infinite girth by Proposition 11. Hence, we may as well
assume that Σ = Σ[2] and Γ = Γ[2].
Choose m ≥ 3. Let G = {γ1, · · · , γn} be a generating set of Γ. By Theorem 19,
(i) there is a pseudo-Anosov element σ ∈ Γ(m)⊳Γ, and (ii) there is another pseudo-
Anosov element τ ∈ Γ(m)⊳Γ such that Fix(τ)∩Fix(σ) = ∅ and Fix(τ)∩Fix(γ
ε
jσγ
−ε
j )
for each 1 ≤ j ≤ n and ε = ±1. Here, the conjugates γεjσγ
−ε
j are pseudo-Anosov
elements with Fix(γεjσγ
−ε
j ) = γ
ε
j (Fix(σ)) in PML
♯(Σ). The arguments identical
to the proof of Proposition 21 — with the space PML (Σ) replaced by PML ♯(Σ)
— completes the proof of the proposition. 
5.2. Girth of Reducible Subgroups. We now consider the girth of a reducible
group Γ. We take the canonical reduction system C, and consider the canonical
reduction ρC(Γ) < Mod(ΣC), for which the girth alternative holds by Proposition 23.
The following lemma, extracted from the proof of the Tits alternative [Iva92, §8.9],
characterizes virtually free-abelian subgroups Γ in terms of its reduction ρC(Γ).
Lemma 24 (c.f. [Iva92, §8.9]). Γ is virtually free-abelian if and only if the canonical
reduction ρC(Γ) is virtually free-abelian.
Proposition 25. Let Σ =
⊔c(Σ)
i=1 Σ
i be a compact orientable surface with χ(Σi) < 0,
and suppose that Γ < Mod(Σ) is a reducible subgroup. Then, Γ is either a non-
cyclic group with infinite girth or a virtually free-abelian group; moreover, these
alternatives are mutually exclusive.
Proof. Let C be the canonical reduction system for Γ and ρC be the corresponding
reduction homomorphism. The reduction ρC(Γ) is adequately reduced, and hence
by Proposition 23, ρC(Γ) is either a non-cyclic group with infinite girth or a virtually
free-abelian group. If ρC(Γ) is a non-cyclic group with infinite girth, noting that
ρC(Γ) is the image of the homomorphism ρC : Γ → Mod(ΣC), we see that Γ is
also a non-cyclic group with infinite girth by Proposition 11. If ρC(Γ) is virtually
free-abelian, so is Γ by Lemma 24. 
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