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Abstract
This article investigates the existence of solutions to boundary value problems (BVPs) involving systems
of first-order ordinary differential equations and two-point, periodic boundary conditions. The methods in-
volve novel differential inequalities and fixed-point theory to yield new theorems guaranteeing the existence
of at least one solution.
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1. Introduction
This paper considers the existence of solutions to the first-order system of periodic boundary
value problems (BVPs)
x′ + b(t)x = g(t, x), t ∈ [0,1], (1)
x(0) = x(1), (2)
where g : [0,1] × Rn → Rn and b : [0,1] → R are both continuous functions, with b having no
zeros in [0,1].
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x′ = f (t, x), t ∈ [0,1], (3)
subject to (2), where f : [0,1] ×Rn →Rn is a continuous function.
A significant motivating factor for the study of the above equations has been their application
to the areas of science, engineering and technology.
The main tools employed herein are novel differential inequalities (involving g or f ). These
new inequalities are utilized to guarantee explicit a priori bounds on possible solutions to a certain
family of BVPs, with the existence of at least one solution following naturally by fixed-point
methods; homotopy theory; and Leray–Schauder degree.
A solution to (1), (2) is a continuously differentiable function x : [0,1] → Rn (denoted by
x ∈ C1([0,1];Rn)) that satisfies (1) and (2). A solution to (3), (2) is defined similarly.
For recent developments involving the existence of solutions to periodic BVPs, the reader is
referred to [1–6,8–14].
2. Existence
In what follows, if y, z ∈ Rn then 〈y, z〉 denotes the usual inner product and ‖z‖ denotes the
Euclidean norm of z on Rn.
Lemma 2.1. Let g and b be as in Section 1. The BVP (1), (2) is equivalent to the integral equation
x(t) = 1
e
∫ t
0 b(q) dq
[
e
∫ 1
0 b(q) dq
∫ 1
0 g(s, x(s))e
∫ s
0 b(q) dq ds
e
∫ 1
0 b(q) dq − 1
+
t∫
0
g
(
s, x(s)
)
e
∫ s
0 b(q) dq ds
]
, (4)
for t ∈ [0,1].
Proof. The result may be verified by direct computation. 
Theorem 2.2. Let g and b be as in Section 1. If there exist non-negative constants α and K such
that, for each λ ∈ [0,1],
λ
∥∥g(t,p)∥∥e∫ t0 b(q) dq  2α[〈p,λg(t,p)〉− b(t)‖p‖2]+ K,
for all (t,p) ∈ [0,1] ×Rn, (5)
then the BVP (1), (2) has at least one solution.
Proof. From Lemma 2.1 we see that the BVP (1), (2) is equivalent to the integral equation (4).
Define the map T :C([0,1];Rn) → C([0,1];Rn) by
T x(t) = 1
e
∫ t
0 b(q) dq
[
e
∫ 1
0 b(q) dq
∫ 1
0 g(s, x(s))e
∫ s
0 b(q) dq ds
e
∫ 1
0 b(q) dq − 1
+
t∫
0
g
(
s, x(s)
)
e
∫ s
0 b(q) dq ds
]
,
(6)
for t ∈ [0,1].
Thus, our problem is reduced to proving the existence of at least one x such that
x = T x. (7)
C.C. Tisdell / J. Math. Anal. Appl. 323 (2006) 1325–1332 1327With this in mind, it is sufficient to show that T :BR → C([0,1];Rn) satisfies
x = λT x, for all x ∈ ∂BR and all λ ∈ [0,1] (8)
for some suitable ball BR ⊂ C([0,1];Rn) with radius R > 0. Let
BR =
{
x ∈ C([0,1];Rn) | max
t∈[0,1]
∥∥x(t)∥∥< R},
R = max
t∈[0,1]
[
1
e
∫ t
0 b(q) dq
(
1 + e
∫ 1
0 b(q) dq
|e
∫ 1
0 b(q) dq − 1|
)]
K + 1.
See that the family x = λT x is equivalent to the family of BVPs
x′ + b(t)x = λg(t, x), t ∈ [0,1], λ ∈ [0,1], (9)
x(0) = x(1). (10)
Let x be a solution to the family of BVPs (9), (10). Consider r(t) := ‖x(t)‖2 for all t ∈ [0,1].
By the product rule we have
r ′(t) = 2〈x(t), x′(t)〉, t ∈ [0,1],
= 2〈x(t), λg(t, x(t))− b(t)x(t)〉. (11)
Let
H(t) :=
[
1
e
∫ t
0 b(q) dq
(
1 + e
∫ 1
0 b(q) dq
|e
∫ 1
0 b(q) dq − 1|
)]
, t ∈ [0,1].
Now for each t ∈ [0,1] and each λ ∈ [0,1], taking norms in x = λT x, obtain∥∥x(t)∥∥ = ∥∥λT x(t)∥∥

[
e
∫ 1
0 b(q) dq
∫ 1
0 λ‖g(s, x(s))‖e
∫ s
0 b(q) dq ds
e
∫ t
0 b(q) dq |e
∫ 1
0 b(q) dq − 1|
+
∫ t
0 λ‖g(s, x(s))‖e
∫ s
0 b(q) dq ds
e
∫ t
0 b(q) dq
]

[
1
e
∫ t
0 b(q) dq
(
1 + e
∫ 1
0 b(q) dq
|e
∫ 1
0 b(q) dq − 1|
)] 1∫
0
λ
∥∥g(s, x(s))∥∥e∫ s0 b(q) dq ds
H(t)
1∫
0
(
2α
〈
x(s), λg
(
s, x(s)
)− b(t)x(s)〉+ K)ds
= H(t)
1∫
0
[
α
d
ds
(∥∥x(s)∥∥2)+ K]ds
= H(t)[α(∥∥x(1)∥∥2 − ∥∥x(0)∥∥2)+ K]
= H(t)K
< R
and so (8) holds.
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C([0,1];Rn) is compact by the Arzela–Ascoli theorem (because it is a completely continuous
map restricted to a closed ball). Hence the following Leray–Schauder degrees are defined and
a homotopy principle applies [7, Chapter 4]. If we define Hλ by Hλ := I − λT , where I is the
identity, then
dLS(Hλ,BR,0) = dLS(I − λT ,BR,0)
= dLS(H1,BR,0) = dLS(H0,BR,0)
= dLS(I,BR,0) = 1 = 0, since 0 ∈ BR.
By the non-zero property of Leray–Schauder degree, H1(x) = x − T x = 0 for at least one
x ∈ BR .
By an elementary compactness argument involving a suitable sequence of solutions, this so-
lution is also in C1([0,1];Rn). 
The following two corollaries give less technical conditions implying (5) which are easy to
verify in practice.
Corollary 2.3. Let g and b be as in Section 1 with b < 0. If there exist non-negative constants α
and K such that∥∥g(t,p)∥∥e∫ t0 b(q) dq  2α〈p,g(t,p)〉+ K, for all (t,p) ∈ [0,1] ×Rn, (12)
then the BVP (1), (2) has at least one solution.
Proof. Multiply both sides of (12) by λ ∈ [0,1] to obtain
λ
∥∥g(t,p)∥∥e∫ t0 b(q) dq  2α〈p,λg(t,p)〉+ λK
 2α
[〈
p,λg(t,p)
〉− b(t)‖p‖2]+ K.
Thus (5) holds and the result follows from Theorem 2.2. 
Corollary 2.4. Let g and b be as in Section 1. If g is bounded on [0,1] ×Rn then the BVP (1),
(2) has at least one solution.
Proof. Since g is bounded on [0,1] ×Rn, there exists a non-negative constant L such that
sup
(t,p)∈[0,1]×Rn
∥∥g(t,p)∥∥ L.
Thus, (5) will hold for the choices α = 0 and
K = max
t∈[0,1]
e
∫ t
0 b(q) dqL.
The result then follows from Theorem 2.2. 
Now consider (1), (2) with n = 1. For this case, the following corollary to Theorem 2.2 is
obtained.
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exist non-negative constants α and K such that, for each λ ∈ [0,1],
λ
∣∣g(t,p)∣∣e∫ t0 b(q) dq  2α[pλg(t,p) − b(t)p2]+ K, for all (t,p) ∈ [0,1] ×R, (13)
then, for n = 1, the BVP (1), (2) has at least one solution.
Proof. It is easy to see that for n = 1: (5) becomes (13); and the result follows from Theo-
rem 2.2. 
Attention is now turned to (3), (2). As it stands, the BVP (3), (2) is non-invertible. That is, we
are unable to reformulate it as an equivalent integral equation. However, the BVP
x′ − x = f (t, x) − x, t ∈ [0,1], (14)
x(0) = x(1), (15)
is invertible since Lemma 2.1 holds for the special cases b = −1 and g(t,p) = f (t,p) − p. We
will use this to now formulate some existence theorems for (14), (15) and hence for (3), (2).
Theorem 2.6. Let f be as in Section 1. If there exist non-negative constants α1 and K1 such that,
for each λ ∈ [0,1],
λ
∥∥f (t,p) − p∥∥e−t  2α1[〈p,λf (t,p)〉+ (1 − λ)‖p‖2]+ K1,
for all (t,p) ∈ [0,1] ×Rn, (16)
then the BVP (3), (2) has at least one solution.
Proof. Consider the BVP (3), (2) rewritten as
x′ − x = f (t, x) − x, t ∈ [0,1], (17)
x(0) = x(1). (18)
The BVP (17), (18) is in the form (1), (2) with b = −1 and g(t,p) = f (t,p) − p. It is not
difficult to show that (5) reduces to (16) for these special cases. Hence the result follows from
Theorem 2.2. 
Corollary 2.7. Let f be as in Section 1. If there exist non-negative constants α1 and K1 such
that, ∥∥f (t,p) − p∥∥ 2α1〈p,f (t,p)〉+ K1, for all (t,p) ∈ [0,1] ×Rn, (19)
then the BVP (3), (2) has at least one solution.
Proof. The result follows from Corollary 2.3 with b = −1, g(t,p) = f (t,p) − p and from the
inequality∥∥f (t,p) − p∥∥e−t  ∥∥f (t,p) − p∥∥, for all (t,p) ∈ [0,1] ×Rn
as if (19) holds then (12) holds. Hence Corollary 2.3 applies and the result follows. 
Corollary 2.8. Let f be as in Section 1. If f (t,p) − p is bounded for (t,p) ∈ [0,1] ×Rn then
the BVP (3), (2) has at least one solution.
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An example is now provided to highlight some of the theory from this section.
Example 2.9. Consider the scalar BVP (n = 1) given by
x′ − x = etx3 + 1, t ∈ [0,1], (20)
x(0) = x(1). (21)
Let g(t,p) = etp3 + 1 and b = −1 so that (20), (21) is in the form (1), (2). It needs to be shown
that (12) holds for non-negative constants α and K .
First note that |g(t,p)| e|p3|+1 for (t,p) ∈ [0,1]×R. Also note that for (t,p) ∈ [0,1]×R
e
(
p4 + p + 10) e(∣∣p3∣∣+ 1) e∣∣p3∣∣+ 1 ∣∣g(t,p)∣∣.
Hence for α and K to be chosen below
2αpg(t,p) + K = 2αp(etp3 + 1)+ K
 2α
(
p4 + p)+ K
= e(p4 + p)+ 10e, for the choice α = e/2, K = 10e

∣∣g(t,p)∣∣ ∣∣g(t,p)∣∣e−t , for all (t,p) ∈ [0,1] ×R
and thus (12) holds for the choices α = e/2 and K = 10e. Thus, all of the conditions of Corol-
lary 2.3 hold and the BVP (20), (21) has at least one solution.
3. Some generalization
The conditions of Theorems 2.2 and 2.6 are now generalised. For differentiable functions
V :Rn →R, let
∇V (x) := (∂V/∂x1, . . . , ∂V/∂xn).
Theorem 3.1. Let g and b be as in Section 1. If there exists a C1 function V :Rn → [0,∞) and
non-negative constants α and K such that, for each λ ∈ [0,1],
λ
∥∥g(t,p)∥∥e∫ t0 b(q) dq  α〈∇V (p),λg(t,p) − b(t)p〉+ K,
for all (t,p) ∈ [0,1] ×Rn, (22)
then the BVP (1), (2) has at least one solution.
Proof. The proof is similar to that of Theorem 2.2 and so is only briefly discussed.
Consider the family of BVPs (9), (10). Let x be a solution and consider r1(t) := V (x(t)) for
all t ∈ [0,1]. See that
r ′1(t) =
〈∇V (x(t)), x′(t)〉 (23)
= 〈∇V (x(t)), λg(t, x(t))− b(t)x(t)〉. (24)
Let the ball BR , operator T and function H(t) all be defined as in the proof of Theorem 2.2. If x
is a solution to x = λT x then we show (8) holds. For all t ∈ [0,1]:
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H(t)
1∫
0
∥∥λg(s, x(s))∥∥e∫ s0 b(q) dq ds
H(t)
1∫
0
[
α
〈∇V (p),λg(s,p) − b(s)p〉+ K]ds
= H(t)
1∫
0
[
α
d
ds
(
r1(s)
)+ K]ds, by (24)
= H(t)[α(V (x(1))− V (x(0)))+ K]
= H(t)K
< R,
and thus x = λT x for x ∈ ∂BR . The rest of the proof is identical to that of Theorem 2.2, yielding
the existence of at least one solution to (1), (2). 
Remark 3.2. For V (q) = ‖q‖2, condition (22) in Theorem 3.1 reduces to (5) in Theorem 2.2.
Theorem 2.2 may be viewed as more concrete than Theorem 3.1 as (5) is easily verifiable in
practice. On the other hand, Theorem 3.1 is certainly more general, in an abstract sense, than
Theorem 2.2.
Theorem 3.3. Let f be as in Section 1. If there exists a C1 function V :Rn → [0,∞) and non-
negative constants α and K such that, for each λ ∈ [0,1],
λ
∥∥f (t,p) − p∥∥e−t  α〈∇V (p),λf (t,p)〉+ K, for all (t,p) ∈ [0,1] ×Rn, (25)
then the BVP (3), (2) has at least one solution.
Proof. This is a special case of Theorem 3.1 with b = −1 and g(t,p) = f (t,p) − p. 
Remark 3.4. There are many variations of Theorems 3.1 and 3.3 possible. These are omitted for
brevity.
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