Abstract-A maximum-likelihood-based algorithm is presented for reducing the effects of spatially colored noise in evoked response magneto-and electro-encephalography data. The repeated component of the data, or signal of interest, is modeled as the mean, while the noise is modeled as the Kronecker product of a spatial and a temporal covariance matrix. The temporal covariance matrix is assumed known or estimated prior to the application of the algorithm. The spatial covariance structure is estimated as part of the maximum-likelihood procedure. The mean matrix representing the signal of interest is assumed to be low-rank due to the temporal and spatial structure of the data. The maximum-likelihood estimates of the components of the low-rank signal structure are derived in order to estimate the signal component. The relationship between this approach and principal component analysis (PCA) is explored. In contrast to prestimulus-based whitening followed by PCA, the maximum-likelihood approach does not require signal-free data for noise whitening. Consequently, the maximum-likelihood approach is much more effective with nonstationary noise and produces better quality whitening for a given data record length. The efficacy of this approach is demonstrated using simulated and real MEG data.
covariance. Basis vectors for the temporal structure of the mean are determined using knowledge of the frequency band of interest and the assumption that the response of interest is constant across trials. The spatial component of the mean is assumed to be low-rank, but with unknown structure. Thus, the mean of the space (columns) time (rows) signal measured by the detector array takes the form , where is a matrix whose rows contain the known temporal basis vectors, is a matrix whose columns contain the unknown spatial basis vectors, and is an unknown matrix of signal amplitude parameters. The signal of interest is estimated from the maximum-likelihood estimates (MLEs) of and .
The MEG/EEG noise covariance matrix is modeled as the Kronecker product of spatial and temporal covariance matrices as suggested by de Munck, et al. [2] . The spatial covariance matrix of the noise is a nuisance parameter that is estimated by the maximum-likelihood procedure. We assume the temporal covariance structure of the noise is either known or may be approximated as independent and identically distributed across time samples. While the independence assumption is effective in many situations, procedures for modeling and estimating the temporal covariance structure from the data [2] , [3] may also be employed.
Similar signal and noise models have been used in radar, e.g., [4] , and in growth curve models of multivariate statistics, e.g., [5] . Dogandžić and Nehorai [6] adapted these methods to localize dipolar sources in MEG/EEG data. In these applications, the matrix is assumed to be known or to depend on a small number of parameters. Our application differs in that we employ the MLE of an unstructured , analogous to reduced-rank regression as described in [7] . By assuming an unstructured model for , this approach is not restricted to dipolar source models or even focal activity for describing the signal of interest. Simulated and real adult and fetal data is used to demonstrate the effectiveness of this approach. The relationship between the maximum-likelihood method and principal component analysis (PCA) [8] is also derived in this paper.
One method for dealing with spatially colored noise in MEG/EEG is prewhitening [9] , wherein the data is whitened using a noise covariance matrix estimated from a signal-free portion of the recording. This approach not only requires signal-free data, but assumes that the noise statistics are identical in the segments of the data containing the signal and those containing only noise. Our method is not subject to these limitations since we exploit the known temporal structure of the signal to estimate the spatial covariance matrix of the noise using data containing the signal of interest. Another class of approaches for discriminating against spatially colored noise is to use a beamformer [10] , [11] to estimate the signal amplitude associated with a specific signal spatial pattern, e.g., a current dipole pattern, and then reconstruct the signal using the estimated amplitude and known spatial pattern. Such approaches have the disadvantage of assuming specific source models for the evoked responses and do not explicitly exploit the temporal structure of the signal.
Section II of this paper develops the signal model for the MEG/EEG evoked response data. The MLEs of the unknown signal and noise parameters are derived in Section III. The efficacy of the maximum-likelihood approach is demonstrated in Section IV using simulated and real MEG data. Section V presents a discussion of the proposed method. Our notation uses bold lower and uppercase symbols to denote vectors and matrices, respectively.
II. PROBLEM FORMULATION
In a typical multiepoch MEG or EEG experiment, multiple observations or epochs of a spatio-temporal series are obtained. The signal of interest is normally considered to be the repeatable component of each epoch, while the nonrepeatable component is noise. Assuming spatial channels and time samples, the data for the th epoch is represented by the matrix , where is the matrix of signal samples and is matrix of noise samples in the th epoch. During the experiment, data epochs are collected.
We assume that the signal time series in each channel lies in the space spanned by the columns of the known matrix , where is the number of temporal basis vectors. This implies that the rows of lie in the space spanned by . In this paper, we use the frequency band of interest to identify the set of temporal basis vectors in . The details of the method used to construct the temporal basis matrix are given in the Appendix. Information other than the frequency band may also be used to identify . For example, if the signal lies within a range of time shifts and scales, then can be selected using the appropriate columns of the wavelet transform. Note that if the signal is known to be absent during a portion of the samples, then the corresponding columns of are set to zero and the basis functions designed over the remainder of the interval.
Similarly, let the columns of the unknown matrix be a basis for the -dimensional space in which the columns of the signal matrix lie. If the activity of interest is modeled as an equivalent current dipole in an MEG experiment as in [6] , then is and may be derived from the magnetic field associated with the unit amplitude dipoles in the , , and directions at a given location in the brain. 1 If the activity is dipolar and the moment orientation is fixed over the time samples, then is . In general, if there are multiple dipolar sources or the activity is not dipolar, then . We assume is unknown and do not restrict the structure of to correspond to dipolar sources. Thus, the signal matrix can be expressed in the form (1) where is a matrix of unknown signal amplitude parameters. Note that since is unstructured, a unique signal matrix does not correspond to unique matrices and . If is a nonsingular matrix, then , where 1 In general, H is N 23 dimensional. However, the magnetic field generated by a radially oriented dipole located inside a spherically symmetric volume conductor is zero, which forces H to be rank deficient in MEG applications. We assume that the linearly dependent column has been removed.
and . This ambiguity is inherent to all unstructured low-rank signal models and is generally not of concern since the product as well as spaces spanned by the columns of and rows of are unique.
Let be the data matrix formed from all epochs, that is (2) We expand the signal component of the full dataset of epochs in terms of the low-rank model, since the signal of interest is assumed to be identical in each epoch (3) where the matrix . Note that the columns of represent the spatial structure of the signal while the columns of represent the temporal structure.
We assume that the noise matrices , are normally distributed, zero mean, independent of one another, with unknown spatial covariance matrix , and temporal covariance matrix . This model implies that the th column and the th row of has covariance matrices and where and are the th and th diagonal elements of and , respectively. We assume that is known or estimated (see, e.g., [2] and [3] ) prior to estimation of . The derivation that follows assumes and is applicable to the case where by transforming to . Hence, the probability density function for the data matrix may be written (4) where .
III. MAXIMUM LIKELIHOOD PARAMETER ESTIMATION
The maximum-likelihood criterion chooses the estimates that are most likely given the data [12] . The MLEs of and are obtained by finding and that maximize (4) for the given data . Unfortunately, the noise covariance matrix is a nuisance parameter that must also be estimated in order to estimate and . Certain portions of the derivation in Section III-A may be found in the growth curve or statistical signal processing literature (see, e.g., [4] [5] [6] [7] and references therein). We provide key steps in the derivation to enable interpretation of the results in light of the evoked response paradigm.
A. Derivation of Parameter Estimates
The MLE for is given as a function of the unknown and by [13, (7) Next, define the following quantities: (8) (9) (10) (11) Note that the columns of are an orthonormal basis for the space spanned by the columns of . Hence, and represents the coordinates of the data with respect to the space defined by the columns of and respectively. Since the rows of the signal lie in the space spanned by the rows of , we observe that contains signal, while is signal free and contains noise alone. Simplifying (7) using the definitions (8)- (11) yields (12) Now use a square root factorization of to rewrite (12) in the form (13) where the equality in (13) results because is independent of and and thus can be dropped from the minimization problem. Note that is the sum of the outer product of independent random vectors. Thus, is invertible and exists with probability one provided [13] . Consider a general minimization problem of the form (14) It can be shown that the minimum is attained when ; that is, is the least squares solution to [4] . Identifying and in (13) we obtain the estimate for (15) Substituting into the cost function of (13), we find the MLE for by solving (16) 2 Alternatively, T may also be defined by appropriately partitioning the complete set of the left singular vectors of D. Also note that , that is, the columns of are an orthonormal basis for the space spanned by the columns of . Next, let and factor the determinant to write (18) Lastly, using the identity we may rewrite the minimization problem (17) in the equivalent form (19) In the case -for example, if the signal is dipolar with constant, unknown moment orientation-then is an vector and (19) involves minimizing the determinant of the scalar . The solution is to choose as the eigenvector corresponding to the largest eigenvalue of . In the case , the solution for is a bit more complicated. Note that since where is any unitary matrix, then, without loss of generality, we may assume diagonalizes . That is, contains of the eigenvectors of the matrix . From this observation it follows that the MLE of is given by the eigenvectors of corresponding to the largest eigenvalues. This corresponds to the solution for the reduced rank regression problem of [7] .
Finally, we note that the eigenvalues of are upper bounded by one and thus the cost function in (19) is nonnegative. To see this, let the singular value decomposition of be , and let denote the th diagonal element of . Using , substituting , and simplifying gives . Hence, the eigenvalues of are , . Furthermore, the corresponding eigenvectors of are the left singular vectors of contained in the columns of . Given the MLEs and , we obtain the MLE for the signal component of the data, , as (20)
B. Interpretation
In order to develop insight into the nature of the solution (20) , consider a simpler maximum-likelihood estimation problem in which in (4) is known. In this case, the goal is to solve (21) Factoring , using the identity , and inserting the transformation as in (7), we rewrite (21) as (22) Expand and define , , to write the minimization problem in (22) as (23) The first term in (23) is just the Frobenius norm squared of the difference , while the second term is independent of and . Hence, the maximum-likelihood problem is equivalent to finding the best rank approximation (in the Frobenius norm sense) to . It is well known that the solution is obtained by constructing from the largest singular values and corresponding singular vectors of [14] . That is if is the singular value decomposition of then we may set and where and are the first columns of and , respectively, and is the upper left block of . Equivalently, and are obtained from a -term principal component expansion of . The set of operations involved in estimating and for the case when is known is illustrated in Fig. 1 . First, we identify the component of the data that lies in the space spanned by .
Next, this component is whitened using the known noise covariance matrix. Note that if then after whitening , where is spatially white and has statistically independent columns. Since contains a low-rank signal term plus independent, identically distributed noise, the principal component expansion of the next step provides the optimum rank approximation. Finally, in the last step we obtain estimates and by spatially coloring the column space of and correcting for the factor . In the estimation problem considered in Section III-A, takes the role of in whitening the data matrix . Transformation of on the right by does not change the spatial covariance associated with the columns of because has orthonormal columns. Thus, is a sum of outer products of independent, signal-free data vectors and represents an estimate of . At first glance it appears that the estimate for (constructed from the SVD of ) differs from the estimate of (constructed from the eigendecomposition of ). However, since the eigenvectors of correspond to the left singular vectors of , we see that and may be estimated in an analogous manner. Thus, we may interpret the MLEs derived in Section III-A in terms of the principal component representation for an appropriately whitened data matrix. The temporal structure of the signal represented by the columns of enables extraction of the signal-free data that is used to obtain a noise covariance matrix estimate for the whitening step. Fig. 2 depicts MLEs for the case of unknown , analogous to Fig. 1 . As in Fig. 1 , we first identify the component of the data that lies in the space spanned by . However, in addition we determine the component that lies in the null space of the signal, spanned by the columns of . From the signal-free data , we estimate a spatial covariance matrix which is used to whiten the signal component . The remaining steps in Fig. 2 are identical to those in Fig. 1 with replacing .
C. Effect of Temporal Noise Correlation Errors
The actual temporal noise correlation structure may differ from that assumed or estimated from the data. In this section, we provide a qualitative analysis of the effects of temporal noise correlation matrix errors on the algorithm presented in Section III-A. It suffices to consider the case where the assumed noise correlation matrix is and the true underlying noise correlation matrix is . We assume that is large with respect to the temporal correlation extent of the noise and the noise is temporally stationary, in which case the DFT matrix diagonalizes . That is, , where is a diagonal matrix, containing the power spectral density of the noise [15] . We further assume that the error between the assumed or estimated and true noise correlation matrices is relatively small, which implies that each diagonal element of is on the order of one.
Consider replacing with frequency domain data . The data transformed in this way has unknown spatial covariance and diagonal "temporal" covariance . Thus, the th column of has covariance matrix and each column of has identical spatial covariance except for the constant . This implies that operations based on the columns of will be minimally affected by unknown temporal noise coloration. For example, , defined in (10), involves a sum of outer products of a subset of the columns (those associated with frequencies outside the band of interest) of . The presence of unknown noise coloration changes the relative amplitude of each column and consequently changes the overall amplitude of . However, this unknown factor does not effect the ability of to spatially whiten the columns of . Next, consider obtaining and from the SVD of . We obtain as the columns of associated with significant singular values. Equivalently, may be obtained from the eigenvectors of , which is a sum of outer products of columns of . Note that , where the columns of the spatially whitened noise have covariance proportional to . On average, . Thus, unknown noise coloration reflected by the constant has minimal impact on estimation of because is a basis for the spatial component of the mean and the spatial component of the noise is white.
On the other hand, is obtained from the eigenvectors of the product , since . Assuming represents a frequency band of interest, then the columns of are frequency components of the spatially whitened noise, averaged over epochs in the band of interest and , a diagonal matrix, containing the noise power spectral density on the band. In this case, a noise component may dominate the actual signal component in and the estimate of becomes contaminated by noise. This swapping of noise and signal components is likely when the SNR is low after averaging over all epochs. Note that noise coloration outside the band of interest does not contribute to errors in . Thus, if the noise has significant coloration and is of comparable power relative to the mean, the estimate of will be contaminated. As captures the temporal evolution of the signal, it seems logical that the temporally colored noise would warp its estimate most significantly.
IV. RESULTS
In this section, we demonstrate the effectiveness of the maximum-likelihood approach using both simulated and real MEG data.
A. Synthetic Data
In order to facilitate comparison of the simulated and real data, we generate simulated data using the sensor configuration of the 37-channel Magnes II system (Biomagnetic Technologies, Inc.) in our lab. Each simulation run consists of 100 one-second-long epochs, with 37 channels and 521 time samples per epoch. This data corresponds to a typical set of 100 epochs of evoked response MEG data. The data is generated assuming that the signal originates from a fixed dipole located 2 cm below the surface and 2 cm off the radial axis of a spherical head model with 12-cm radius. 3 The time evolution of the signal for all epochs is chosen as a Gaussian pulse of 70 ms full width at half maximum, with the maximum at 250 ms relative to the start of the epoch. Spatially colored noise of different levels was added to this signal. The noise is generated by spatially coloring white noise to match a noise covariance matrix estimated from real subject data. The temporal noise covariance matrix is unity. Fig. 3 shows the 37-channel signal estimate obtained by averaging 100 epochs of high (13.2 dB) and low (3.6 dB) SNR simulated data, where SNR is defined as . This definition accounts for the total energy across time and space in the signal and the spatial coloration of the noise. If the noise is spatially white, i.e., , then SNR is , the ratio of the total energy in the signal to the noise variance. Note that the presence of the signal term is completely obscured by noise in the low SNR example even after averaging 100 epochs. Fig. 4 shows the 37-channel data after filtering the averaged data with a fourth-order zero-phase Butterworth filter having passband 1-20 Hz. The presence of a signal is barely evident above the noise in the low SNR example. Data of this quality would 3 The rank of the simulation model is 1 in this case. typically be discarded in traditional MEG analysis and not used for further processing, such as source localization. Fig. 5 demonstrates a rank three principal component representation of the averaged and filtered dataset shown in Fig. 4 . The principal component representation offers some improvement; however, it is problematic with spatially colored noise and low SNR, since one or more principal components may be noise components. Whitening of the noise is necessary to prevent this potential confusion between signal and noise subspaces. Fig. 6 illustrates the result of first whitening the data using a noise covariance matrix constructed from 50 samples of prestimulus data and then applying a rank three principle component representation. Whitening leads to additional improvement in signal quality. Fig. 7 depicts the MLE of the 37-channel signal obtained from (20) . In this case, we chose to be a basis for signals bandlimited on 1-20 Hz, with . The results in Fig. 7 assume . Rank 3 approximations are used as they provide empirically satisfying results for real evoked response data. For comparison purposes we chose to be the same for the simulated data even though the simulation model was rank 1. The MLE offers significant reductions in noise level relative to filtering and averaging, particularly in the low SNR example, and modest visual improvement relative to prestimulus-based whitening. The quality of the low SNR estimate is now sufficient for postprocessing in a typical MEG application. Fig. 8 compares the mean squared error (MSE) of the rank three maximum-likelihood signal estimate to traditional filtering and averaging, and prestimulus-based whitening followed by PCA as a function of SNR. The MSE is computed as the average over 100 independent simulations of the Frobenius norm squared of the difference between the estimated and true spatio-temporal signal. Each independent simulation contained 100 epochs. The Frobenius norm of the true spatio-temporal signal is one. Three cases of prestimulus-based whitening and PCA are shown, assuming either 50, 100 or 200 prestimulus data vectors are available to estimate the spatial noise covariance matrix used to whiten the remainder of the data record. Fig. 8 also includes the theoretical lower bound on the MSE obtained by assuming the noise covariance matrix is known, that is, using the algorithm considered in Section III-B and depicted in Fig. 1 . Clearly, the proposed maximum-likelihood algorithm offers superior quality signal estimates at all SNR levels compared to these other methods and is nearly coincident with the lower bound attained with the known noise covariance matrix. This is because it exploits the structure in to obtain the maximum number of independent, signal-free data vectors for noise covariance matrix estimation, which, in this scenario, leads to a very accurate spatial noise covariance matrix estimate. Note that the performance of the prestimulus-based whitening method improves as the number of prestimulus data vectors used to estimate the noise covariance matrix increases. The difference between the MSE and the bound of the known covariance matrix case is the performance loss associated with estimating the noise covariance matrix. When little data is available for prewhitening, the prestimulus-based whitening method does not offer significant improvement over traditional filtering and averaging.
B. Application to Real Data
The MEG data for this part of the analysis is recorded with a 37-channel SQUID magnetometer (Magnes II, Biomagnetic Technologies) in a magnetically shielded room. Several types of MEG data are analyzed: adult auditory evoked responses, visual motion-defined contrast evoked potentials and fetal auditory evoked responses. The temporal noise covariance matrix is assumed to be the identity in all of the real data experiments. In the adult evoked data example, 100 one-second-long epochs are collected per run with sampling rate of 520.8 Hz. The auditory evoked response data is obtained by presenting 50 ms 1-kHz tones to the subject at 60-dB SPL above hearing threshold with 1.5-s average interstimulus interval. The results for the adult auditory evoked data are depicted in Fig. 9 . Note that the MLEs offer enough SNR improvement so that the slow auditory evoked response is clearly identifiable in the record, in contrast to averaging and filtering.
The motion defined contrast experiment is conducted as follows. An object consisting of brush strokes (a bird) or dots (a rectangle) is presented over a background composed of identical, randomly distributed brush strokes or dots, respectively. The object blends perfectly with the background when stationary and is visible only when the object is coherently moving [16] . A control recording in which every element of the image is moving independently and randomly is made for comparison to the experiment involving coherent motion.
Figs. 10 and 11 depict the signal estimates for coherent motion and the control, respectively, using both averaging/filtering and the MLE. While both coherent motion and control stimuli elicit a strong response with latency 150-180 ms relative to onset of the object movement, only the coherent motion case exhibits a late response in the range 250-450 ms. This difference is difficult to identify using traditional filtering and averaging (left panels of Figs. 10 and 11 ) due to the low SNR of these signals. However, the MLEs (right panels of Figs. 10 and 11) clearly show the late time activity and may enable further analysis of the activity on an epoch-by-epoch basis.
Finally, we apply the proposed algorithm to the extremely challenging case of fetal auditory evoked response data. The stimuli are 1500 Hz 50 ms tone bursts of intensity 100 dB with 3.5-s average interstimulus interval. Approximately 300 epochs are collected per run. We assume the response of interest lies in the range 100 to 300 ms post stimulus. Fig. 12 clearly illustrates the advantages of the maximum-likelihood algorithm. First, in this case it is practically impossible to determine the signal-free portion of the data prior to processing. Second, the noise statistics often change over the acquisition interval due to the nonstationarity of fetal and maternal heart interference. Consequently, prestimulus-based whitening techniques are less effective. The top panel of Fig. 12 illustrates the signal estimate obtained by using the first 100 ms of data to estimate a spatial noise covariance matrix which is used to whiten the remainder of the record. A rank three principal component representation of the whitened data is used as the signal estimate. In contrast, the maximum-likelihood approach (bottom panel of Fig. 12 ) estimates the noise covariance matrix using the actual data of interest (100-300 ms) and provides significant SNR improvement. Although a sphere-based dipolar forward model is not applicable to fetal data, we expect the auditory evoked response to exhibit phase reversal across the sensor array, as illustrated in the bottom panel of Fig. 12 , due to the localized nature of the source beneath the array. The maximum-likelihood method effectively separates the maternal and fetal heart interference from the fetal auditory evoked response, while residual maternal heart activity predominates with the prestimulus-based whitening method. 12 . Improvement of SNR and removal of maternal and fetal heart signals in the fetal auditory evoked response experiment. Top: prestimulus whitened followed by PCA processed data is clearly contaminated with fetal and maternal heart interference due to its nonstationarity. Bottom: MLE displays signal phase inversion across channels of the array as expected for a focal source. Rank three approximation was used in both cases.
V. DISCUSSION
MLEs are known to be asymptotically optimal, that is, they are asymptotically unbiased and asymptotically attain the Cramer-Rao lower bound on estimator variance [17] . While the number of data records is always finite in any real application, the number of data samples available in the evoked response paradigm is typically quite large relative to the number of free parameters being estimated (approximately ), so we expect the maximum-likelihood approach to provide near optimal performance.
The estimation problem addressed in this paper exploits the known temporal structure that results because of the repetition of the signal in each epoch and the known signal bandwidth. Other known temporal characteristics can also be incorporated into the framework presented in this paper. The spatial structure of the signal of interest is assumed unknown, but low-rank, which allows this method to be applied in situations where the activity of interest is not dipolar or where the forward model is unknown, such as in fetal experiments. We have shown that the maximum-likelihood signal estimate may be obtained by whitening the component of the data with the known temporal structure using a spatial noise covariance matrix estimated from the component of the data that lies in the space orthogonal to the known temporal signal structure, followed by principal component expansion. This interpretation suggests that the maximum-likelihood approach is similar to use of prestimulus data for whitening the average across epochs followed by principle component expansion. Indeed, if the noise is stationary, then asymptotically the maximum-likelihood and prestimulus-based whitening approaches provide equivalent performance.
However, the maximum-likelihood approach provides significant advantages over prestimulus-based whitening when the noise is nonstationary because it estimates the whitening transformation from the same section of the data as that containing the signal. Thus, it does not require the spatial noise statistics to be the same in the prestimulus interval as in the interval containing the signal. This benefit is clearly illustrated in the fetal auditory evoked response example (Fig. 12) . The noise is nonstationary in this case because of the fetal and maternal cardiac interference. The maximum-likelihood method effectively suppresses the noise because the noise statistics are estimated from the time interval containing the signal. In contrast, use of prestimulus noise statistics is not effective at suppressing the noise in the time interval of interest.
The maximum-likelihood method is also advantageous when limited data is available, because it estimates the whitening transformation using the maximum possible number of independent, signal-free data vectors, and thus it obtains the best possible estimate of the noise covariance matrix. Given epochs containing time samples, there are a total of independent spatial data vectors available for estimating the spatial statistics of the noise. Since the signal lies in the -dimensional space spanned by the columns of , there are a total of signal-free data components available for constructing . All of these components are used by the maximum-likelihood method. In typical evoked response applications both and are on the order of 100, which means that on the order of 10 000 independent data vectors are available for forming the by matrix . Even if the noise is stationary so that prestimulus data provides a valid estimate of the noise covariance matrix for whitening, the prestimulus approach uses substantially less data for estimating the noise covariance matrix than the maximum-likelihood approach.
If
is the number of available prestimulus time samples, then the prestimulus whitening method uses independent data vectors. In contrast, the maximum-likelihood method uses independent data vectors, where in this case denotes the number of samples in the poststimulus interval. Thus, the maximum-likelihood method provides better whitening, especially when is small, and consequently provides better quality signal estimates.
In general, good whitening requires that the number of independent data vectors used to estimate the noise covariance matrix be much larger than the dimension of the noise covariance matrix . This is illustrated in Fig. 8 , which assumes . Use of 50 prestimulus data vectors does not provide significant performance improvement over simple averaging. However, significant improvement over averaging occurs when 200 prestimulus data vectors are utilized. The maximum-likelihood method uses data vectors, which is three orders of magnitude greater than , and effectively obtains the same performance as the known noise covariance matrix case.
Several special cases of the maximum-likelihood method are worth consideration. If there is no temporal information (e.g., bandwidth) available concerning the signal of interest, then we set and have so the number of data vectors used to form is . In this case, is by and simply contains the average of all epochs of data. The matrix is by and contains the possible linearly independent weighted combinations of epochs where the weights sum to zero. In this case, the maximum-likelihood algorithm only exploits the assumption that the signal of interest is repeated in each epoch. At the other extreme, if only a single epoch of data is available, then and the method relies entirely on the temporal structure of the signal as represented by the basis vectors in . The noise statistics used for whitening are estimated from the components of the data in the space orthogonal to . If spans a frequency band, then the noise statistics are estimated from frequency components in the data that lie outside the signal frequency band. There are data vectors available for constructing when and at a minimum we require to obtain a nonsingular . Effective whitening requires , which suggests that single epoch analysis is limited to cases where the number of time samples is large relative to the number of sensors and the number of independent temporal components is small.
The experimental results suggest that assuming the temporal noise covariance matrix is identity leads to an effective improvement in signal quality. Different results are likely if the noise is strongly correlated in time, such as when noise is due to strong alpha rhythm. Unknown temporal noise coloration affects the maximum-likelihood method proposed here and prestimulus-based whitening followed by principal component expansion in a similar fashion. The algorithm presented here is best suited for scenarios in which the noise is strongly correlated in the spatial dimension and offers significant advantages relative to prestimulus-based spatial whitening methods.
The framework presented in this paper for exploiting the temporal structure of evoked response data may be used to detect the presence of certain components in the data by following the detection strategies presented in [4] [5] [6] [7] . Although we have assumed in this paper that the rank of is known or determined empirically, performing hypothesis testing on the rows of to determine which are nonzero as discussed in [4] and [5] may yield an automated method for choosing . Finally, source localization may also be performed by applying any published localization algorithm (e.g., [18] and [19] ) after preprocessing with the maximum-likelihood method presented in this paper to improve the SNR.
APPENDIX
The temporal basis matrix for the data in this paper has been constructed as follows, borrowing from the analysis in [20] . Consider a data vector with all of its energy concentrated in the normalized frequency band . A low-rank approximation for is , where is an matrix with orthonormal columns and is a vector of coefficients. The normalized mean squared error of this approximation is (24) where . It is well known that choosing the columns of as the eigenvectors of , corresponding to the largest eigenvalues minimizes the error.
In general, the matrix is unknown. However, the error in (24) is upper bounded by assuming corresponds to a bandpass white noise. Define (25) where . The eigenvectors of corresponding to significant eigenvalues provide an efficient basis for signals that are bandlimited to . Thus, choosing as eigenvectors of is optimal in the mean squared error sense for a given frequency band of interest.
The number of basis vectors is approximately given by the time-bandwidth product . For example, for the onesecond-long epochs used in the simulations, sampling frequency of 520.8 Hz and frequency band of 1-20 Hz, we get . Note that normalized frequency is used in this formula. This is approximately equal to used in the paper. The latter number is obtained as the number of vectors required for the normalized error, to be less than 1%.
