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Abstract. Ensuring agreement between the subject and the main verb is crucial for the correct-
ness of the information that a sentence conveys. While generating correct subject-verb agreement
is relatively straightforward in rule-based approaches to Machine Translation (RBMT), today’s
leading statistical Machine Translation (SMT) systems often fail to generate correct subject-verb
agreements, especially when the target language is morphologically richer than the source lan-
guage. The main problem is that one surface verb form in the source language corresponds to
many surface verb forms in the target language. To deal with subject-verb agreement we built a
hybrid SMT system that augments source verbs with extra linguistic information drawn from their
source-language context. This information, in the form of labels attached to verbs that indicate
person and number, creates a closer association between a verb from the source and a verb in the
target language. We used our preprocessing approach on English as source language and built an
SMT system for translation to French. In a range of experiments, the results show improvements
in translation quality for our augmented SMT system over a Moses baseline engine, on both au-
tomatic and manual evaluations, for the majority of cases where the subject-verb agreement was
previously incorrectly translated.
Keywords: Subject-Verb Agreement, Statistical Machine Translation, Hybrid MT, Source-Language
Preprocessing
1 Introduction
Ensuring agreement between the subject of a sentence and the main verb is crucial for
the correctness of the information that a sentence conveys. Any disagreement may lead
to ambiguity and therefore affects the adequacy and fluency of a sentence consider-
ably. On the one hand, RBMT produces translations that are syntactically better than
SMT, where very obvious errors such as lack of number and gender agreement occur.
On the other hand, RBMT systems tend to have problems with lexical selection and
fluency in general. Furthermore, they often rely on linguistic resources such as parsers
that may fail (Espan˜a Bonet, C. et al., 2011). While generating correct agreements in
translations is relatively straightforward in rule-based approaches to Machine Transla-
tion, this is much harder to achieve using state-of-the-art statistical approaches. Indeed,
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recent research on subject-verb agreement of Persian sentences translated from English
revealed that, even for Google Translate – the world’s most widely used SMT system –
subject-verb agreement remains an issue (Bozorgian and Azadmanesh, 2015).
This can distract human post-editors from the benefits of using SMT as a tool to
increase their productivity; as subject-verb agreement is deemed to be ‘easy’ for both
L1 and L2 speakers, translators rightly expect MT systems to get this right, and when
they do not, whatever benefits do accrue from using MT as a productivity enhancer are
masked by such obvious, ‘simple’ errors.
The difficulties with agreement arise due to the fact that agreement rules are language-
specific and therefore also dependent on the specific morphological structure of a lan-
guage (Avramidis and Koehn, 2008). The problem of agreement becomes increasingly
difficult when dealing with translations from a morphologically poor1 rich (or richer)
language (e.g. French), where one surface verb form in the source language corresponds
to several surface verb forms on the target side. This implies that choosing the correctly
inflected form of the target word requires additional information that cannot be inferred
by merely relying on the source word.
Initially, research on integrating morphological information in SMT aimed to im-
prove translation quality from a morphologically rich language, such as Greek or French,
into English – a morphologically poor language (Corston-Oliver and Gamon, 2004;
Nießen and Ney, 2004; Birch et al., 2007; Carpuat, 2009; Wang et al. 2012). The dif-
ficulty when translating from a morphologically rich language into a morphologically
poor one is a many-to-one problem that can be solved by converting the actual word
form into lemmas or stems in a pre-processing step. More recently, several strategies
have been proposed to translate from a morphologically poor language into a mor-
phologically richer language, i.e. a one-to-many problem. This is, as stated in (Koehn,
2005), a more complex task since grammatical features such as number or gender might
need to be inferred during the decoding process. Solutions that have been proposed to
handle morphology-related difficulties include: (i) preprocessing of the source data,
on the assumption that the necessary information to translate an ambiguous word can
be found in its source context (Ueffing and Ney, 2003; Avramidis and Koehn, 2008;
Haque et al., 2010), or (ii) a combination of both pre- and post-processing in a two-
step translation pipeline. The two-step translation method usually implies first building
a translation model with stems, lemmas or morphemes, and then inflecting them cor-
rectly (El-Kahlout and Oflazer, 2006; Virpioja et al., 2007; El Kholy and Habash, 2012;
Fraser et al., 2012). Both pre- and post-processing of source or target language relies
on linguistic resources such as Part-of-Speech (POS)-taggers, chunkers, parsers, and
manually constructed dictionaries, all of which – assuming them to be available at all
– work to different levels of performance. Koehn and Hoang (2007) proposed, instead
of having a pre- and/or post-processing step, to have a tighter integration of linguistic
information by introducing factored models. In factored translation models, words are
represented as vectors that can contain (apart from the word form) lemmas, POS-tags.
1 The term morphologically poor versus morphologically rich might be a bit problematic. How-
ever, since this is the terminology used in other papers on a similar topic (Ueffing and Ney,
2003; Avramidis and Koehn, 2008 and El Kholy and Habash, 2012) to refer to more analytic
vs synthetic languages, we adopted the same terminology.
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However, merely adding lemma and POS information will not provide the translation
model with the information necessary to select the correctly conjugated verb form in
the target language.
In this paper, we propose a hybrid approach to tackle the subject-verb agreement
in MT from English – a morphologically poor language – into French, a morpho-
logically richer language. Our approach applies a set of rules to the ‘morphologically
poor’ source-language data in order to render it more ‘morphologically rich’. Based on
source-side information (including POS-tags and the distance between identified sub-
jects and possible main verbs), we modify the identified verb forms in such a way that
instead of a one-to-many relationship between source and target verb forms, we cre-
ate a one-to-one relationship2 between them, by mapping the verb form in the source
language to a single correct verb form in the target language. Our method thus makes
minimal changes to the source language and so avoids creating unnecessary extra spar-
sity. Note that while Koehn (2010, p.313) observes that in general, agreement errors
occur “between multiple words, so simple word features such as part-of-speech tags do
not give us sufficient information to detect [them]”, our results demonstrate that at least
as far as subject-verb agreement errors are concerned, POS information can be very
useful indeed when combined with some simple rules.
The verb forms that appear to be specifically difficult to tackle for MT are the 1st
and 2nd singular and plural. This is due to the fact that: (i) they are not as common as the
3rd person in written texts, so data-wise are under-represented, and (ii) in English, they
share the same verb form with more frequently appearing verb forms, such as the 3rd
person plural. However, the context in which the 1st and 2nd person appear is limited
since those verb forms can only appear in combination with their specific pronouns (I,
you, we). This contrasts with 3rd person singular verb forms which can take any NP,
VP, PP or even a whole clause as subject, as we demonstrate in (1):
(1)
VP as SUBJ: [V PBeing a Man Utd fan] makes no sense!
PP as SUBJ: [PP In the army] is not a safe place to be.
S as SUBJ: [SThat the world is round] is no longer in doubt.
Based on the appearance of a specific pronoun in a sentence, we enriched the closest
verb form (within a window size of 4, established empirically) in order to create a one-
to-one relationship with the source-language verb forms.3 We did this for all pronouns
except for the third person verb forms since (i) creating a different verb form for the
3rd person based on the appearance of a specific pronoun would only create additional
unnecessary sparsity to our data, and (ii) due to the fact that we changed the verb forms
of the 1st and 2nd person and the 3rd person singular already has a different form (s-
ending), the 3rd person plural will be the only one left with the base form in the present
tense. Our method only requires the use of a POS-tagger on the English side in order to
retrieve the conjugated verbs and label them according to the closest pronoun.
2 For most of the verb-forms.
3 We are aware of the work of Cai et al.(2009) on subject-verb agreement for English using a
dependency grammar approach. While this may be of interest for our work, it is not conducted
within the specific remit of MT. Nonetheless, we plan to compare our ability to find the subject-
verb pairs with theirs in future work.
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We believe that our approach can be used to help generate more correct subject-
verb agreements in terms of number and person when translating from a morphologi-
cally richer language into a more analytic one. However, for some language pairs, more
specific information e.g. ’gender’ information, might be required in order to select the
correct verb form.
The remainder of the paper is structured as followed: The related work is briefly
discussed in Section 2. In Section 3, a description of our model enriched with context
information from the source-side is presented. In Section 4, we provide our experimen-
tal results along with some discussion. In Section 5, we conclude along with avenues
for future work.
2 Related Work
In the past ten years, plenty of work has been done on error detection and correction
in Machine Translation leading to improvements in translation performance (Vilar et
al., 2006; Zhou et al., 2008; Popovic and Ney, 2011; Zeman et al., 2011; Yuan and Fe-
lice, 2013; Daems et al., 2014; Wang et al., 2014; Wisniewski et al., 2014). However,
in this paper, we focus on modeling the source language in pre-processing step to pre-
vent subject-verb agreement errors and not on the detection and correction of errors in
already translated segments.
Agreement rules are language-dependent and become increasingly difficult to ‘learn’
for an SMT system when source and target languages have significantly different mor-
phological structures. Languages that have a morphologically poor structure such as
English where, in the present tense, for example, only the third person singular (infini-
tive +s) can be distinguished from the others by looking at its surface form, are partic-
ularly hard since one verb form in English can be matched with several verb forms in
(say) French, as Table 1 illustrates.
see vois, voyons, voyez, voient, voir
sees voit
Table 1. Single English surface verb forms mapping to multiple French verb forms
Ueffing & Ney (Ueffing and Ney, 2003) were one of the first to enrich the English
source language to improve the correct selection of a target form when still working
with word-based SMT. By using POS-tags, they spliced sequences of words together
(e.g., ‘you go’ → ‘yougo’) to provide the source form with sufficient information to
translate it into the correct target form. By introducing phrase-based models for SMT,
this particular problem of word-based SMT seemed largely solved. However, the lan-
guage model statistics are sparse and due to an increase in morphological variations
they become even sparser which can cause an SMT system to output sentences with
incorrect subject-verb agreement even when the subject and verb are adjacent to one
another.
Although syntax-based models tend to produce translations that are linguistically
correct, the syntactic annotations added increase the complexity which leads to slower
training and decoding. Furthermore, in general, phrase-based systems still outperform
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syntax-based ones. Therefore, we decided to add linguistic knowledge in a phrase-based
machine translation system.
Within the field of phrase-based SMT, several works have focused on dealing with
problems specific to translations into morphologically richer languages. Generally, those
works focus on improving phrase-based SMT by: (i) source-language pre-processing of
the source data (Avramidis and Koehn, 2008; Haque et al., 2010), and (ii) a combina-
tion of both pre-processing of the source language and post-processing of the target
language (Virpioja et al., 2007; Marecˇek et al., 2011; Fraser et al., 2012; El Kholy and
Habash, 2012). Avramidis & Koehn (2008) added per-word linguistic information to
the English source language in order to improve case agreement as well as subject-verb
agreement when translating to Greek and Czech. To improve subject-verb agreement
they identified the person of a verb by using POS-tags and a parser. The information
of the person was added to the verb as a tag containing linguistical information. Their
initial system suffered from sparsity problems which led to the creation of an alterna-
tive path for the decoder with fewer (or no) factors. Although there were no significant
improvements in terms of BLEU scores (Papineni et al., 2002), manual evaluation re-
vealed a reduction in errors of verb inflection. Haque et al. (2010) presents two kinds
of supertags to model source-language context in hierarchical phrase-based SMT: those
from lexicalized tree-adjoining grammar and combinatory categorial grammar. With
English as a source language and Dutch as the target language, they reported significant
improvements in BLEU scores.
Other research has focused on both pre- and post-processing the data in a two-step
translation system. This implies, in a first step, simplifying the source data and creat-
ing a translation model with stems (Toutanova et al., 2008), lemmas (Marecˇek et al.
2011; Fraser et al., 2012) or morphemes (Virpioja et al., 2007). In a second step, an
inflection model tries to re-inflect the output data. In Toutanova et al. (2008), stems are
enriched with annotations that capture morphological constraints applicable on the tar-
get side to train an English–Russian translation model, with target forms inflected in a
post hoc operation. Two-step translation systems working with lemmas instead of stems
were presented in both Marecˇek et al. (2011) and Fraser et al. (2012). While Marecˇek
et al. (2011) perform rule-based corrections on sentences that have been parsed to de-
pendency trees for English-to-Czech, Fraser et al. (2012) use linear-chain Conditional
Random Fields to predict correct German word forms from the English stems. Opting
for a pre- and post-processing step is necessary when language-specific morphological
properties that indicate various agreements are missing in the source language (Marecˇek
et al., 2011). Note that all the methods described above require (a combination of) lin-
guistic resources such as POS-taggers, parsers, morphological analyzers etc.
In contrast with the research mentioned above, our work focuses only on subject-
verb agreement and not on other problems related to translations into morphologically
rich languages (e.g. case or other types of agreement). We will show that improving
subject-verb agreement when translating from English to French does not require a two-
step translation pipeline where both source and target language are remodeled since the
morphological structure of French is not as complex as respectively Russian (Toutanova
et al., 2008), Czech (Marecˇek et al., 2011) or German (Fraser et al., 2012). Therefore,
as in Avramidis & Koehn (2008) and Haque et al. (2010), we aim to improve subject-
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verb agreement by building a system that augments the source-language data with extra
information drawn from the source-side context. However, unlike that work, we do this
by using only a POS-tagger on the English side.
3 Modeling of the Source Language
In this section, we describe in more detail how we enriched the morphologically poor
source-side of our translation model in order to correct agreement errors in the target.
We use the Penn TreeBank tagset (Marcus et al., 1994) (the default tagger used in
the nltk package)4 to tag the source sentences. Once the source sentences contain the
information from the POS-tagger we can, in the next step, use this information to look
for verb forms that agree in person with a subject. These are the non-3rd person singular
present (‘VBP’), the 3rd person singular present (‘VBZ’), the past verb tense (‘VBD’)
and modal verbs (‘MD’).
Within the already tagged sentences, we search for 1st and 2nd person pronouns
(‘I’, ‘you’ and ‘we’). Once a pronoun is found, we identify the closest verb form (a
verb tagged ‘VBP’, ‘VBZ’, ‘VBD’ or ‘MD’) following the pronoun, within a window
of size 4. The verbs found are enriched with information of the pronoun as in Table 2 5
I work I work1sg
You work you work2
we work we work1pl
Table 2. Enriching English surface verb forms with POS Information
We distinguish between declarative and interrogative sentences by looking at the
last token of the sentence. In case it is a question mark, we identify this sentence as an
interrogative sentence. For interrogative sentences, the verb typically (but not always)
precedes the pronoun, so in these types of sentences, we first look for a verb appearing
before the pronoun (within a window size of 2, established empirically) before looking
at the words following it (within a window of size 4, established empirically).
Verbs that are 3rd person singular already distinguish themselves from the others by
having the s-suffix. Since we artificially enriched all other verb forms with information
from the pronoun they agree with, the 3rd person plural is the only one remaining in its
original surface form.
Although our method does not resolve the ambiguity between the third person sin-
gular and third person plural in the past tense, it does reduce the complexity of dis-
ambiguation problem by converting a one-to-many problem into a one-to-two problem.
Furthermore, since 3rd person plural and singular are both very common verb forms,
their disambiguation is less problematic for the language model to resolve.6.
4 http://www.nltk.org/
5 In a future stage, we would like to add a few rules in order to detect compound subjects and
label the verbs accordingly.
6 For the 2nd person the ambiguity remains given that the pronoun you is identical in both
singular and plural. However, in French, the 2nd person plural is also ambiguous since it can
be both plural or singular (polite form).
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4 Empirical evaluation
4.1 Experimental Setup
To evaluate our approach, we build two types of SMT systems with the Moses toolkit
(Koehn et al., 2007): (i) from the original data, that we refer to as baseline, and (ii)
from our morphologically enriched data, which we refer to in the rest of this paper as
morphologically-enriched systems. We then score these SMT systems using automatic
evaluation metrics as well as manual error analysis and compare them.
For training we use subsets of increasing sizes (respectively 200K, 400K and 600K
sentences) of the Europarl parallel corpus (Koehn, 2005) for the English–French lan-
guage pair. Both the baseline data as well as the morphologically-enriched data are
tokenized and lowercased using the Moses tokenizer. Sentences longer than 60 tokens
are filtered and not used in our model. We use the default Moses settings to train our
systems.
Since we are specifically interested in subject-verb agreement, we want to have
as much variety in verb forms as possible for the development set and the test set.
Accordingly, we created our development and test sets from the WMT development sets
from 2008 until 2013.7 We select from these data the sentences that contain 1st person
and 2nd person pronouns and 3rd person verb forms. The 2098 sentences retrieved,
we split into a development set of 1000 sentences and a test set of 1098 sentences.
To manually evaluate the performance of the morphologically-enriched SMT against
the baseline SMT systems, we randomly extract 60 out of the 1098 input sentences
containing at least 10 occurrences of each verb form. Table 3 gives an overview of the
number of pronouns appearing in the development set, test set and manual test set.
# of Pronouns in each set DEV SET TEST SET MANUAL TEST SET
I 458 542 28
YOU 317 370 32
HE, SHE, IT 382 339 28
WE 519 417 18
THEY 82 54 11
Table 3. Number of different pronouns in the development set, test set and manual test set.
For our morphologically-enriched system, we use exactly the same training, devel-
opment and test sets but pre-processed as described in Section 3.
4.2 Results
To score each of the SMT systems we built, we use the automatic evaluation metrics
BLEU (Papineni et al., 2002) and TER (Snover et al., 2006). We also perform a manual
analysis of the correctness of pronoun-verb agreement on the 60 sentences extracted
from the test set used for the automatic evaluation. The results of the automatic and
human evaluation are presented in Table 4.
7 http://www.statmt.org/wmt13/
8 Eva Vanmassenhove, Jinhua Du, Andy Way
# of training sentences
BLEU TER Manual (in %)
Baseline Person-verb Baseline Person-verb Baseline Person-verb
200 000 19.7 19.8 62.9 62.7 77.5 87.6
400 000 20.6 20.4 62.2 62.0 78.4 84.5
600 000 21.6 21.5 61.4 61.1 77.9 88.2
Table 4. Evaluation metrics comparing the baseline and the pronoun-verb approach.
In terms of BLEU scores, while a small improvement is seen for the first data set
(+0.1), there is small decrease(-0.2) for the two larger data sets. As far as TER is con-
cerned, a small improvement is seen for all data sets8
However, there is an intrinsic problem in using document-level (or even sentence-
level) metrics to try to demonstrate improvements in translation quality when one is
focused on a single linguistic phenomenon. As in other works on modeling morphol-
ogy in MT (Avramidis and Koehn,2008; Marecˇek et al., 2011), when computing (say)
the BLEU score, all n-grams are weighted equally. However, this does not take into
consideration that not every part of a document (or sentence) contributes equally to the
overall adequacy and fluency of the translation, which may lead to an incorrect under-
standing of the system’s actual quality. More precisely for our purposes, a subject-verb
agreement error that may considerably influence both the grammaticality (fluency) and
the semantics (adequacy) of a translation is treated in equal measure to any other error
(Callison-Burch et al., 2006).
Accordingly, it is noteworthy that correcting subject-verb agreement errors leads to
translations that are considered better by humans (Marecˇek et al., 2011). Table 4 demon-
strates a similar trend, where we see that for each data set, our system considerably
outperforms compared to the equivalent baseline. For the largest data set, our model
improves by 10.3% absolute (or 13.2% relative) compared to the equivalent baseline.
Note too that as is well-known, SMT systems can generate perfectly good trans-
lations which do not result in an improved BLEU score, simply because the output
translation differs significantly from the reference. One such example appears in (2):
(2)
Reference: “Nous analysons cela car ces ide´es . . . ”
Baseline: “Nous examine´ pourquoi ces ide´es . . . ”
Our system: “Nous examinons pourquoi ces ide´es . . . ”
Here, the baseline system inserts a past participle in the position where the main
verb should be. Our morphologically-enriched system correctly inserts a 1st-person
plural verb examinons (‘examine’), which while being semantically correct, differs from
the reference analysons (‘analyse’). Another example is (3):
(3)
Reference: “Je sais qui tu es”, a-t-il dit, gentiment.
Baseline: “Je sais qui vous sont”, il a dit aimablement.
Our system: “Je sais qui vous eˆtes,”, il a dit aimablement.
In this example, the baseline system inserts a 3rd-person plural form sont (‘are’)
after the 2nd-person plural pronoun vous (‘you’). While our system produces the cor-
rect form eˆtes, as the reference contains the 2nd-person singular phrase tu es, there is
8 Both for the BLEU-scores as for the TER-scores the differences are insignificant.
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a significant difference between this and the output translation, so no additional benefit
in terms of BLEU score accrues; indeed, in this example, the incorrect baseline trans-
lation obtains exactly the same BLEU score as our (arguably) correct morphologically
enhanced system.
4.3 Manual Error Evaluation
In order to discover in what circumstances our morphologically-enriched system im-
proves over the baseline, in this section we describe a detailed manual error analysis we
conducted which focuses on pronoun-verb agreement cases9 We evaluate the outputs of
the test sets for the (baseline and morphologically-enriched) SMT systems.
For each test set s we compute the correctness of the pronoun-verb translation ratio
by dividing the correctly translated pronoun-verb pairs (tcorrect) by all pronoun-verb
pairs that should have agreement (ttotal): Cs =
tcorrects
ttotals
. The higher the correctness of
pronoun-verb translation ratio, the better.
We compared both the baseline and the morphologically-enriched systems and
identify that our approach leads to SMT systems that produce a more correct translation
with respect to subject-verb agreement. In the right-most column of Table 4 we already
observed that all three morphologically-enriched systems have higher correctness-score
for pronoun-verb translation. To get a better view on how the morphologically-enriched
systems (referred to in Table 5 as ME1, ME2 and ME3) perform compared to the base-
lines (BS1, BS2 and BS3), we count for every pronoun the pronoun-verb pairs that are
translated correctly. The results are presented in Table 5.
% correct pronoun-verb agreement I YOU HE, SHE, IT WE THEY TOTAL
BS1 (200k) 78.57 60.71 93.33 61.11 69.23 72.59
ME1 (200k) 92.86 82.76 93.10 88.24 81.82 87.75
BS2 (400k) 85.71 57.14 93.55 70.59 76.92 76.78
ME2 (400k) 85.71 79.31 90.00 83.33 81.82 84.04
BS3 (600k) 78.57 57.14 93.33 70.59 76.92 75.31
ME3 (600k) 92.86 82.76 93.10 83.33 81.82 86.77
BS (average over all) 80.95 58.33 93.41 67.43 74.36 74.90
ME (average over all) 90.48 81.61 92.07 84.97 81.82 86.19
Table 5. % correctly translated pronoun-verb pairs in baseline and pronoun-verb approach per
pronoun.
From Table 5 results that our approach outperforms the baseline systems in terms of
agreement for all pronouns except for the 3rd person singular, where the baseline and
morphologically-enriched systems score similarly (respectively 93.41% and 92.07%).
The other subject-verb agreements result more difficult for all baseline systems. The
biggest improvements of the morphologically-enriched system can be noted for the
2nd person and the 1st person plural, where over all datasets, we can see an absolute
9 All the verbs were retrieved and were given a mark if they agreed with their subject. There was
only one annotator since the correctness of agreement between subject and verb should not be
ambiguous.
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increase of 23.28% and 17.54% respectively. When averaging over the three datasets for
all pronouns we observe an overall improvement of 11.29% absolute (15.07% relative).
In (4) we show an example of the translations generated by the two different sys-
tems. The baseline system translates the verb, that agrees with the 1st-person plural
pronoun nous (’we’), incorrectly as an infinitive aider (’to help’). However, our system
translates it to the correct verb form aidons.
(4)
Source: “We help relatives as much as patients” says Nathalie Savard, Director
of Care.
Baseline: “Nous aider proches autant que les patients” affirme Nathalie Savard,
directeur de soins.
Our system: “Nous aidons proches autant que les patients” affirme Nathalie
Savard, directeur de soins.
Another example is (5):
(5)
Source: ’Then you can start breaking them,’ Jakub told us.
Baseline: Vous ’ then puissent commencer les enfreindre,“Jakub nous a dit.
Our system: Vous pouvez ’ then commencer enfreindre,” Jakub nous a dit.
In example (5), our system correctly translates the pronoun-verb pair you can as vous
pouvez. However, the baseline translates the verb incorrectly as a subjunctive 3rd person
plural verb puissent.
In the last example (6) the verb understood that agrees with the 1st person sin-
gular pronoun I is translated by the baseline system as a past participle while the
morphologically-enriched system translates it correctly. This example also illustrates
how our system deals with unseen verb-forms. While both systems do not translate the
verb drill since it is unseen in the training set, our system adds the information of the
subject to the verb form drill1pl. In our error-analysis, we counted these missing verb
forms as errors for both systems.
(6)
Source: Here I finally understood why we drill all the. . .
Baseline: Ici, je enfin compris pourquoi nous drill tous les. . .
Our system: Finalement, j’ai compris pourquoi nous ici drill1pl tous les. . .
5 Conclusions and Future Work
SMT systems typically have problems in ensuring correct subject-verb agreement when
producing translations. This is especially problematic when translating from a morpho-
logically impoverished language like English into a morphologically rich language;
given that a huge proportion of the world’s translation requirement is from English into
some other language, this problem affects many SMT system built to date.
Using a simple POS-based model, we annotate source-language verbs with morpho-
logical information to turn the problem from a one-to-many mapping between English
surface forms and their multiple target-language equivalents into a series of one-to-one
associations.
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Testing this on English-to-French, we see improvements (averaged over the three
different data set) in subject-verb agreement of 11.29% absolute (or 15.07% relative)
compared to the equivalent Moses baseline for our morphologically-enriched system, as
measured by a human evaluation. We note the problem in relying on automatic metrics
when honing in on specific translational phenomena, as well as the well-known prob-
lem of improvements in translation quality not being reflected by increased automatic
evaluation scores.
Given this promising result, in future work we would like to apply this technique
to other language pairs and data types. In addition, we intend to compare the ability of
our simple POS-based verb identification model against more sophisticated approaches
such as that of Cai et al. (2009).
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