Although the latest energy-efficient buildings use a large number of sensors and measuring instruments to predict consumption more accurately, it is generally not possible to identify which data are the most valuable or key for analysis among the tens of thousands of data points. This study selected the electric energy as a subset of total building energy consumption because it accounts for more than 65% of the total building energy consumption, and identified the variables that contribute to electric energy use. However, this study aimed to confirm data from a building using clustering in machine learning, instead of a calculation method from engineering simulation, to examine the variables that were identified and determine whether these variables had a strong correlation with energy consumption. Three different methods confirmed that the major variables related to electric energy consumption were significant. This research has significance because it was able to identify the factors in electric energy, accounting for more than half of the total building energy consumption, that had a major effect on energy consumption and revealed that these key variables alone, not the default values of many different items in simulation analysis, can ensure the reliable prediction of energy consumption.
Introduction
As carbon emissions and energy problems have become key issues in major cities worldwide [1] , there has been an increasing awareness regarding the need for energy and carbon emission reductions in the urban development industry (including construction). After the Paris Climate Conference in 2015, in contrast to the arrangements under the Kyoto Protocol, cities around the world must now propose their own reduction goals, the target ranges must be expanded, and the established reduction goals must be actively presented. Therefore, the importance of energy reduction in the building industry, which accounts for at least 25% of all energy usage, must be recognized, and detailed stage-based energy reduction strategies have become an urgent requirement [2] . Energy consumption in the building sector has significantly increased in the last few decades. Energy is an essential part of our lives, and almost all things in some way are associated with electricity [3, 4] . According to a report issued by the US Energy Information Administration (EIA), 28% growth in the global energy demand may occur until 2040 [5] . Because of improper usage, a tremendous amount of energy is wasted annually; thus, energy wastage can be avoided by the efficient utilization of energy. In addition, the third largest use of electricity among total energy sources [6] may have a direct impact on the aforementioned CO 2 savings. Most studies that have analyzed the energy performance of buildings have focused on an analysis or estimation of the energy consumption by each area of a building, on the quantitative prediction of energy savings, and on verification of the efficiency of heating and cooling systems. Rather than relying on actual, measured data, these studies have provided estimates by modeling the physical characteristics of buildings (e.g., building surfaces and volumes), the number and behavior of occupants, and the functioning of the heating/cooling systems [7] .
An issue arising from such dynamic simulation is that the succession of estimates obtained from calculation formulas can cause an increasing discrepancy between the estimated and actual values of energy consumption, saving, and efficiency. This limitation has been pointed out in earlier studies [8] . Another drawback is that the reliability of the results of dynamic simulation depends on the skill of the expert who performs the simulation. Because an increasing number of buildings are operated automatically, the number of studies in which sets of data from buildings are analyzed by means of analytical tools initially devised for other fields is also increasing.
Machine learning algorithms have recently been used in academic fields including medicine, as well as industry [9] . Estimates obtained through machine learning have contributed to resolving the discrepancy between estimated and measured values [10] . In addition, such algorithms provide objective results that are independent of the operator's skills (i.e., the same estimate is produced by any operator when the same process is performed). This research aims to identify the major variables that affect the energy consumption in highly energy-demanding buildings, using the clustering method. With respect to the prediction of major variables through the machine learning algorithm, an estimate that takes all variables of the dynamic simulation and all parameters into account can be expected to eliminate the discrepancy between estimated and actual values which arises from the use of calculated values. It can also be expected to enhance the reliability of such estimates (regardless of the operator performing the analysis).
This study focused on electric energy consumption in office buildings [11] , which has been increasing [12] , and identified the factors contributing to electric energy consumption. Energy consumption prediction based on traditional dynamic simulation methods produces values predicted by default values, which cannot exactly reflect the physical conditions prior to a building's design or construction, e.g., building area, window-to-wall ratio, envelope thermal efficiency, and number of occupants. This study identified which factors in the measured data of electric energy consumed by users in an actual building had the largest effect on electric energy consumption. The variables that could predict electric energy consumption most accurately were identified among other data measured from an office building using data-driven clustering, and it was confirmed that the combinations of these major variables predicted an electric energy consumption similar to that which occurred when all kinds of information were used together. Based on the assumption that only the electric energy of the building is used, it is sufficient to measure only the major sensors and measuring instruments related to the electric energy consumption derived by clustering. This is expected to greatly reduce the cost and time in conventional energy or consumption analysis. The key significance of this study is that a comparison of the results predicted using all information and the results predicted using only major variables to test the research methods showed no significant difference.
Two additional procedures have also been adopted for validation of the results to improve the reliability of the study. The significance of our study lies in the ability of the proposed method to identify the fundamental cause of excessive energy consumption in buildings with diverse functions, not only in office buildings, which are the primary subject of the study.
The rest of the paper is organized as follows. Related work is given in Section 2, and a detailed explanation of the limitations of previous studies that have analyzed the building energy performance using engineering methods for energy building analyses is first presented. Then, after a review of the recent literature on building energy analysis conducted by machine learning, the novel approach Energies 2019, 12, 4046 3 of 23 used in this study is presented. In Section 3, for 11 non-residential office buildings located across South Korea, the clustering analysis method of machine learning is employed to identify the major variables that affect the energy usage. Section 4 shows the results of the main variables of building electricity energy usage with features selected by machine learning. Section 5 validates the prediction results using only the main variables and the prediction results using all variables in two different ways. The paper's conclusion and future work are discussed in Section 6.
Related Works
Methodologies for building energy analyses have been developed over the last 50 years. Because the results obtained by these methods vary, based on their suitability, accuracy, sensitivity, and purpose [13] , it is important to identify the correct method for research purposes, target applications, and the environment. Over the last 20 years, steady-state data-based simulation and dynamic simulation-based engineering analysis methods have typically been used for building energy analyses in Korea [14] . These methods estimate the energy usage from the environmental conditions of a building and physical data such as the building envelope, building heat-cooling-ventilation system, and a thermodynamic equation. They also predict the building's energy consumption and performance of the equipment system [15] . Dynamic simulation programs such as BLAST, ESP, EnergyPlus, ESP-r, and TRNSYS are widely used, as they are accurate and can be utilized without restrictions of purpose and usage.
However, there are disadvantages to using these programs, as usage becomes more complex as the number of variables increases. In contrast, data-driven (machine learning-based) prediction method approaches in conjunction with machine learning techniques use data covering the building's entire history to predict the amount of energy that will be used in the future under detailed, but limited, conditions. However, the applicability of such methods is often hindered by malfunctions and defects in the equipment system [16] . Popular algorithms that are used for such methods include linear regression, artificial neural networks, and support vector regression [17] . It has been reported that the prediction accuracy can be improved using ensemble-algorithms, which have an improved accuracy and reliability compared with a single-algorithm prediction model under the same building energy usage and system performance conditions.
Engineering Analysis Method and Its Threshold
Dynamic simulations, which are widely used in industry as well as in academia, use a calculation method that treats heat movement by considering indoor and outdoor conditions and assumes that heat movement occurring indoors will vary with time. BLAST, EnergyPlus, ESP-r, and TRNSYS are some of the main dynamic simulation applications [18] . Although the calculations are relatively accurate, and these methods are widely applicable, they do have limitations because of the difference between the calculations performed in the simulation and the actual measurements pertaining to the building. This occurs because of the increasing amount of data and variables and because there is a drastic difference in the results, depending on the user's understanding of the variables (i.e., user bias) [19] . The energy performance gap (EPG) is a representative example of the difference between dynamic simulation results and the actual energy consumption in buildings. Table 1 indicates the differences between the energy consumption estimated by simulation and the actual consumption measured after the building was constructed.
Regarding the characteristics of the majority of engineering analysis methods used in studies and reports published outside Korea, a potential common disadvantage is that the results may vary according to the user, as well as by time and money requirements. Another limitation seen in international settings is related to the supply of low-energy buildings and sustainable buildings. Research results for the initial design concerning energy usage and the performance of key technologies used in these types of buildings are different from the results obtained after the buildings are actually built. This phenomenon is referred to as the EPG [20] . In some of these studies, the difference between the values predicted by the engineering analysis method and the values measured in the actual building differ significantly [21] , suggesting that the fundamental cause of these EPGs differs, according to the design-construction-operation method, as well as occupants [22] . Moreover, the difference in the results also results from errors in the energy modeling program used in the engineering analysis method. The second cause is the construction quality of the actual building under study. The EPG often occurs as a result of not having a detailed understanding regarding the implementation of certain technologies (e.g., envelope construction, window sealing, and ventilation system) regarding construction, which is due to a lack of awareness regarding eco-friendly buildings and a dearth of skilled workers. Furthermore, EPGs also occur when a detailed performance inspection is not properly conducted during the construction process, or when the construction is completed, but the performance was not fully guaranteed. Lastly, EPGs are caused by a delay in verification techniques and performance measurements for each specific technology once the building is constructed. [20] Domestic Gas, Electricity Monitoring Menezes et al. [21] Non-Domestic Ventilation Post-Occupancy Evaluation (POE) Olivia et al. [22] Hospital, School Indoor Comfort POE, Monitoring Choi et al. [23] Non-Domestic Ventilation POE Hossein et al. [24] Non-Domestic Electricity POE Salehi et al. [25] Non-Domestic Ventilation Dynamic Simulation Niu et al. [26] Domestic Ventilation POE Herrando et al. [27] Non-Domestic Ventilation Dynamic Simulation Min et al. [28] Non-Domestic Air Handling Unit Facility Management Review
In summary, because the energy consumption analysis or prediction studies traditionally used in the building field have been performed by experts who are highly experienced in the field and are timeand labor-intensive, it would be difficult to rely on the analysis results without expertise. Like the aforementioned EPG results, this research found a large difference in the reliability and resulting values of the analyzed results. For this reason, analysis methods have recently been developed that identify, analyze, and diagnose phenomena using data from only the actual building, instead of results calculated by default values embedded in the program.
Data-Driven Analysis Method
In recent years, many studies employing building energy prediction and analysis methods have incorporated machine learning, which helps to address the limitations of engineering analysis. This involves the extensive use of building control and energy management systems (BEMS) and BEMS data, whose use is linked to increases in the amount of energy data derived from buildings and the number of analysis variables that must be considered. Machine learning is a technique employed for discovering models, patterns, and rules within data [9] . It can be used to extract previously unknown but useful knowledge, by recognizing complex patterns in data and building statistical models based on those findings [29] . As a result, it is utilized not only in engineering, but also in various other fields, such as medicine [30] . There are also studies that have applied machine learning to the field of building energy. Building energy forecasting methodologies based on machine learning use historical data to predict the future energy use under specific constraints. These methodologies also involve analyzing building energy systems to detect malfunctions or defects [31] .
A single prediction model is run using one learning algorithm and training a monolithic model throughout the model development process [32] . Various machine learning algorithms, such as Multiple Linear Regression (MLR) [33] , Artificial Neural Networks (ANNs) [34] , decision trees [35] , and Support Vector Regression (SVR) [36] , have been introduced to building energy prediction and Energies 2019, 12, 4046 5 of 23 have provided promising prediction results during the past two decades. These algorithms can process continuous real-time data derived from buildings to predict the energy use and the performance of certain equipment systems, or to detect malfunctions. Figure 1 shows a schematic diagram of a typical single prediction model. The historical data recorded from the building are divided into training (60%), verification (20%), and testing (20%) sets, after removing outliers during preprocessing. The procedures are repeated until the final result is obtained.
data to predict the future energy use under specific constraints. These methodologies also involve analyzing building energy systems to detect malfunctions or defects [31] .
A single prediction model is run using one learning algorithm and training a monolithic model throughout the model development process [32] . Various machine learning algorithms, such as Multiple Linear Regression (MLR) [33] , Artificial Neural Networks (ANNs) [34] , decision trees [35] , and Support Vector Regression (SVR) [36] , have been introduced to building energy prediction and have provided promising prediction results during the past two decades. These algorithms can process continuous real-time data derived from buildings to predict the energy use and the performance of certain equipment systems, or to detect malfunctions. Figure 1 shows a schematic diagram of a typical single prediction model. The historical data recorded from the building are divided into training (60%), verification (20%), and testing (20%) sets, after removing outliers during preprocessing. The procedures are repeated until the final result is obtained. 
Analysis of Building Energy Consumption Using Machine Learning
Although there have not been as many studies utilizing machine learning in the building energy sector as there have been in other fields of research, there has been much research on building energy consumption predictions and analytical studies that utilize machine learning. Studies by Paudel et al., [38] Yildiz et al., [39] and Rahman et al. [40] used machine learning to predict the energy consumption in buildings. Table 2 shows the target buildings and evaluation indexes for predicting building energy use. Although similarities exist with respect to utilizing actual energy usage data, predicting the usage volume, and presenting the mean absolute percentage error (MAPE) and RMSE as evaluation indicators, there is a lack of research on the analysis of the causes that induce a specific energy usage, which is one of the objectives of this study. Moreover, there has not been specific and persuasive evidence on the standard by which the variables of datasets were selected and utilized by the machine learning algorithms. The variables selected for predicting the energy use of buildings should not be based on researchers' experience; instead, they should be chosen to ensure the reliability of the results and consistency of the research process using statistical methods. Therefore, the use of machine learning for variable selection remains very important. 
Analysis of Building Energy Consumption by the Clustering Method
Clustering is a common technique in unsupervised learning, which is the machine learning method of identifying a specific pattern in data without the ground level. Clustering refers to a group of methodologies that classify data with similar attributes into a number of groups [29] . Few studies have used the clustering analysis method for the analysis of building energy [43] [44] [45] [46] [47] . Most of them have focused on the analysis of consumption patterns of specific buildings. However, they only mention the possible causes of transmission and distribution, instead of providing details through experimental results, indicating that they only used the method with the aim of studying the methodology itself. Table 3 outlines the results of recent studies that employed the clustering method and classifies them in terms of the algorithms used and their evaluation indices. Recent studies on clustering that are related to this study tend to use centroid-based K-means algorithms, and most studies were not studies looking for key variables that contribute to energy consumption, but were only used to analyze building energy consumption patterns with clustering algorithms. Table 3 . Building energy analysis using the clustering method.
Authors Research Topic Target Building Algorithm Evaluation Indices
Naganathan et al. [43] Identifying the loss of energy during transmission and distribution 105 buildings K-means -Ko et al. [44] Improving the estimation accuracy of building energy consumption To summarize the literature review, there are studies that have used machine learning methods to predict the energy consumption in buildings, and some studies have used clustering methods to analyze energy usage patterns. However, there are no studies that have used machine learning and clustering at the same time to determine the cause of energy consumption. 
Approach
The purpose of this study was to identify the power consumption of buildings and determine the variables that contribute to their use. This study confirms that key variables obtained using clustering in machine learning strongly correlate with the energy consumption of buildings. For this purpose, it is important to first identify building energy consumption patterns. This was done based on a total of 16 variables related to building energy usage, in addition to the electricity consumption of the target building. Then, the variables that best define the energy consumption patterns were identified. The major elements affecting consumption are not identified by simulation, or by the analyst's experience, but through a machine learning process. The structure of the research work is described below and Figure 2 shows simplify the process of this study from the number one to six. As stated in Section 3, this study aims to use energy data derived from a building and identify important variables that control most of the energy consumption. Two representative clustering methodologies used for this purpose are the Density-Based Spatial Clustering of Applications with Noise (DBSCAN) and K-means.
Clustering: DBSCAN and K-Means
Density-based spatial clustering of applications with noise, one of the most widely used densitybased clustering methods, explores core objects that have a high density in a neighborhood [50] . Centroid-based clustering methods of K-means predetermine the K value and the number of clusters, and then assign each datum to one of the K clusters to minimize dispersion. Centroid-based algorithms have the advantages of clustering many data points quickly and easily, and spherical data have a relatively better reliability [28, 50] . Table 4 shows a sequential list of operations performed through DBSCAN and K-means using the open-source program R 3.6.1.
[51] To summarize the clustering process for extracting key variables, first, similar characteristics (density center, distance-based) in the various data were assessed to create the first cluster. Although N clusters were formed, it was impossible to determine which clusters were meaningful. Then, results were extracted only for clusters containing a large amount of data. Based on these results, the data were classified into high-energy-consumption and low-energy-consumption data clusters. Lastly, for the two clusters with large amounts of highenergy-consumption data, box plots were used to confirm which of the 16 variables related to building energy were the most important. (1) This study targets 11 office buildings in eight different regions of South Korea. Their heating and cooling systems use electricity. The 11 buildings all have different areas, building designs, and heating and cooling systems, and are used for different purposes. In the data analysis, the physical qualities are referred to as nominal variables. In this study, only the continuous data that change in real time as a result of the actions of the occupants were used for the analysis. Four categories of variables were identified for the analysis, i.e., the amount of electric energy used by the building, external environmental data, building system data, and occupancy schedules. In total, 16 continuous variables were selected;
(2) Before analyzing the large amount of data used in machine learning, preprocessing is a necessary step that prepares data by processing missing values, removing noise, or removing outliers. In data preprocessing, cleaning is a process that fills in or removes missing values, corrects noisy data, identifies outliers, and therefore ensures the consistency of data outcomes [48] ;
(3) The data set in this research contains time variables (such as the year, month, day, day of the week, and hour), external environment variables (including temperature, humidity, sunlight, airflow, wind speed, and soil temperature), and energy variables that track the energy consumed during the building operating hours (in 2016, use of electricity consumption hourly data of 11 offices) [49] ;
(4) To determine the most important variables, unsupervised learning, which does not require a ground truth, was used. This involved using clustering to extract the most important variables that control the building energy usage and cluster similar variables together; (5) In addition, using the t-test, we aimed to verify the validity of the variables, derived from machine learning, that affect the building energy consumption;
Energies 2019, 12, 4046 8 of 23 (6) For each target building, the first 16 variables related to energy consumption, and five variables derived from machine learning, were compared with the same verification logic.
As stated in Section 3, this study aims to use energy data derived from a building and identify important variables that control most of the energy consumption. Two representative clustering methodologies used for this purpose are the Density-Based Spatial Clustering of Applications with Noise (DBSCAN) and K-means.
Density-based spatial clustering of applications with noise, one of the most widely used density-based clustering methods, explores core objects that have a high density in a neighborhood [50] . Centroid-based clustering methods of K-means predetermine the K value and the number of clusters, and then assign each datum to one of the K clusters to minimize dispersion. Centroid-based algorithms have the advantages of clustering many data points quickly and easily, and spherical data have a relatively better reliability [28, 50] . Table 4 shows a sequential list of operations performed through DBSCAN and K-means using the open-source program R 3.6.1.
[51] To summarize the clustering process for extracting key variables, first, similar characteristics (density center, distance-based) in the various data were assessed to create the first cluster. Although N clusters were formed, it was impossible to determine which clusters were meaningful. Then, results were extracted only for clusters containing a large amount of data. Based on these results, the data were classified into high-energy-consumption and low-energy-consumption data clusters. Lastly, for the two clusters with large amounts of high-energy-consumption data, box plots were used to confirm which of the 16 variables related to building energy were the most important. 
Order

R-code and Clusters Contents
1
First cluster is formed based on similar characteristics in the data (density center). It is unable to distinguish which cluster data are significant among n clusters through seven repeated colors.
2
Results of re-executed DBSCAN code for n clusters sorted by the amount of data in the clusters in descending order.
3
Extraction of results only for clusters allocating a large amount of data; reclustering is performed based on these results for energy consumption (real-time consumption) with a relatively large amount of data.
First cluster is formed based on similar characteristics in the data (density center). It is unable to distinguish which cluster data are significant among n clusters through seven repeated colors. Results of re-executed DBSCAN code for n clusters sorted by the amount of data in the clusters in descending order. Results of re-executed DBSCAN code for n clusters sorted by the amount of data in the clusters in descending order.
4
Formation of five clusters with large amounts of data. In particular, the red cluster (4) and the sky-blue cluster (27) are classified as high energy consumption clusters (clusters with assigned high consumption level E).
Extraction of results only for clusters allocating a large amount of data; re-clustering is performed based on these results for energy consumption (real-time consumption) with a relatively large amount of data. Formation of five clusters with large amounts of data. In particular, the red cluster (4) and the sky-blue cluster (27) are classified as high energy consumption clusters (clusters with assigned high consumption level E). The important variables of Cluster 4 and Cluster 27 are displayed in a box plot. Among the 16 energy variables, in the red cluster, baseload and heating energy were determined to be important variables, while in the sky-blue cluster, cooling energy and humidity were determined to be important variables. Figure 3 shows the results after clustering using the density-based DBSCAN code to derive the clusters for the 11 buildings, where two parameters were required for DBSCAN: epsilon (ε) and the minimum number of points required to form a cluster (minPts). Epsilon is a distance parameter that defines the radius used to search for nearby neighbors. In Figure 4 , the distance-based K-means results are shown. The consumption data were categorized based on energy usage and divided into five classes (energy consumption level A to E), with A representing the lowest energy consumption and E representing the highest. The energy consumption cluster results (e.g., size and shape, density of clusters, and number) of the buildings for each region are different. This occurs because the characteristics of the 11 regions' building envelope, heating and cooling systems, and building use are different.
The important variables of Cluster 4 and Cluster 27 are displayed in a box plot. Among the 16 energy variables, in the red cluster, baseload and heating energy were determined to be important variables, while in the sky-blue cluster, cooling energy and humidity were determined to be important variables. Figure 3 shows the results after clustering using the density-based DBSCAN code to derive the clusters for the 11 buildings, where two parameters were required for DBSCAN: epsilon (ε) and the minimum number of points required to form a cluster (minPts). Epsilon is a distance parameter that defines the radius used to search for nearby neighbors. In Figure 4 , the distance-based K-means results are shown. The consumption data were categorized based on energy usage and divided into five classes (energy consumption level A to E), with A representing the lowest energy consumption and E representing the highest. The energy consumption cluster results (e.g., size and shape, density of clusters, and number) of the buildings for each region are different. This occurs because the characteristics of the 11 regions' building envelope, heating and cooling systems, and building use are different. clusters for the 11 buildings, where two parameters were required for DBSCAN: epsilon (ε) and the minimum number of points required to form a cluster (minPts). Epsilon is a distance parameter that defines the radius used to search for nearby neighbors. In Figure 4 , the distance-based K-means results are shown. The consumption data were categorized based on energy usage and divided into five classes (energy consumption level A to E), with A representing the lowest energy consumption and E representing the highest. The energy consumption cluster results (e.g., size and shape, density of clusters, and number) of the buildings for each region are different. This occurs because the characteristics of the 11 regions' building envelope, heating and cooling systems, and building use are different. 
Clustering Result
This study identified important variables affecting the energy consumption of 11 regional buildings. It classified them into high and low energy consumption categories to identify the clusters. Data obtained from a building are a mix of continuous and categorical data; hence, it is difficult to determine the unique features of the building using only the building energy data. Therefore, two different clustering algorithms were employed. A comparison was made to determine which of the two clustering algorithms correctly analyzes building energy data characteristics and energy consumption patterns. The four qualitative evaluation items are as follows [7, 52] : the shape of a cluster and density of color, slope of an inverse model, sensitivity of an outlier (determined by the mean of the absolute values of the standardized variables), and grades that are accurately distributed 
This study identified important variables affecting the energy consumption of 11 regional buildings. It classified them into high and low energy consumption categories to identify the clusters. Data obtained from a building are a mix of continuous and categorical data; hence, it is difficult to determine the unique features of the building using only the building energy data. Therefore, two different clustering algorithms were employed. A comparison was made to determine which of the two clustering algorithms correctly analyzes building energy data characteristics and energy consumption patterns. The four qualitative evaluation items are as follows [7, 52] : the shape of a cluster and density of color, slope of an inverse model, sensitivity of an outlier (determined by the mean of the absolute values of the standardized variables), and grades that are accurately distributed against the amount of energy consumption when it is graded based on relative criteria. Table 4 was developed to determine which of the two clustering algorithms can accurately analyze the data features and energy consumption patterns of the building by weighting the above-mentioned four qualitative evaluation indices. The selected clustering algorithm was then used to categorize buildings only with variables contributing to the energy consumption, which were identified from the buildings; this result is expected to lead to a consistent analysis and provide meaningful results. Table 5 shows the results of four qualitative indicators for assessing the two aforementioned clustering algorithms. The cluster density using DBSCAN was 2.53, which was 1.03 times higher than that using K-means based on converting data into the energy consumption based on the outdoor temperature. This result means that the use of DBSCAN rather than K-means can lead to meaningful results for deriving the key variables that directly affect consumption among the 16 variables that affect the building energy consumption. 
Research Results
This section discusses the result of clustering (DBSCAN) of the main variables affecting building energy consumption in 11 buildings in eight regions. Figure 5 shows the results of classifying the energy consumption (A to E) of each building and deriving the variables that affect the high-energy-use clusters. First, the data were sorted into energy consumption levels A to E by hour, from a low to high energy consumption. Clusters with more levels D and E than A and B can be considered high-energy-consumption clusters. The important variables (abbreviated I-V) are arranged by rank among the high-energy-consumption clusters. We conducted a level-of-importance analysis for those clusters with large amounts of high-energy-consumption data to obtain the important variables, which were then ranked by order of importance ( Figure 5 ). For example, for the Seoul headquarters, clusters 3 and 26 contain large amounts of high-energy-consumption data. Through an analysis of the cluster attributes, we found the important variables to be the heating energy, the intermediate energy, and the lighting energy, in order of importance. January and March were identified as the months with large effects on the energy consumption. Figures 6 and 7 show the location of the buildings and the classification of the important variables derived from the high-energy clusters of the 11 regions, respectively. The temperature and humidity, which can be called environmental variables, were excluded because of duplicate derivation from the 11 regions. In the Seoul, Gyeonggi, Incheon, Daegu, and Gyeongnam buildings, lighting and heating energy were the most influential variables, followed by baseload energy and intermediate energy. It can be concluded that occupancy is closely related to building energy Figures 6 and 7 show the location of the buildings and the classification of the important variables derived from the high-energy clusters of the 11 regions, respectively. The temperature and humidity, which can be called environmental variables, were excluded because of duplicate derivation from the 11 regions. In the Seoul, Gyeonggi, Incheon, Daegu, and Gyeongnam buildings, lighting and heating energy were the most influential variables, followed by baseload energy and intermediate energy.
It can be concluded that occupancy is closely related to building energy consumption. Moreover, the difference in energy consumption between winter heating and summer cooling was also found to be an important variable for office buildings. Lighting and baseload energy were also found to be important variables (in that order) in the six regions of North Gyeonggi, Busan, Jeonbuk, Gwangju, Chungcheong, and Kangwon. Occupancy and related lighting energy variables, which can be considered characteristics of office buildings, were found to be variables affecting high energy consumption for all 11 regions, rather than regional variables related to the building's location (i.e., latitude and topography). In addition, baseload energy, which is involved in the operation of the building's systems and the outlet load, is also considered to be related to occupancy and was found to have the greatest effect on energy consumption in office buildings. These results indicate that the most important variables for energy usage in non-residential buildings are related to lighting and baseload energy consumption, based on the building's occupancy, rather than to regional and topographical characteristics based on the building's location.
To sum up, the beginning of this study assumed that "only key data can be used to effectively analyze building electricity consumption". This study focused on operational buildings, i.e., not buildings that are yet to be built or recently completed buildings. In the case of existing office buildings, this study aimed to determine which of the continuous energy data derived from the buildings had more influence on the electricity consumption. In general, the U-value of building materials was treated as a categorical variable because it is a set value that does not vary over time. Based on these results, we concluded that the electricity of a building can be effectively managed if only four or five major energy variables derived from the building are controlled or used as key points of operation [53, 54] . consumption. Moreover, the difference in energy consumption between winter heating and summer cooling was also found to be an important variable for office buildings. Lighting and baseload energy were also found to be important variables (in that order) in the six regions of North Gyeonggi, Busan, Jeonbuk, Gwangju, Chungcheong, and Kangwon. Occupancy and related lighting energy variables, which can be considered characteristics of office buildings, were found to be variables affecting high energy consumption for all 11 regions, rather than regional variables related to the building's location (i.e., latitude and topography). In addition, baseload energy, which is involved in the operation of the building's systems and the outlet load, is also considered to be related to occupancy and was found to have the greatest effect on energy consumption in office buildings. These results indicate that the most important variables for energy usage in non-residential buildings are related to lighting and baseload energy consumption, based on the building's occupancy, rather than to regional and topographical characteristics based on the building's location. To sum up, the beginning of this study assumed that "only key data can be used to effectively analyze building electricity consumption". This study focused on operational buildings, i.e., not buildings that are yet to be built or recently completed buildings. In the case of existing office buildings, this study aimed to determine which of the continuous energy data derived from the buildings had more influence on the electricity consumption. In general, the U-value of building materials was treated as a categorical variable because it is a set value that does not vary over time. Based on these results, we concluded that the electricity of a building can be effectively managed if only four or five major energy variables derived from the building are controlled or used as key points of operation [53, 54] .
Validation
Validation of Variables for High and Low Energy Consumption with a t-Test
Although a clustering algorithm was used to categorize the building energy data into high-and low-energy-consumption clusters, the t-test was used as a method to determine whether the 
Validation
Validation of Variables for High and Low Energy Consumption with a t-Test
Although a clustering algorithm was used to categorize the building energy data into highand low-energy-consumption clusters, the t-test was used as a method to determine whether the difference between the averages of these two clusters was significant. The important variables of each cluster derived by the boxplot can also be compared using the averages of the absolute values. This comparison, however, does not reflect the range and variance of the actual values. For this reason, the t-test was performed to analyze whether the difference between the averages of the two different clusters, which considers the variations between them, was significant.
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The t-test explored whether the difference between the averages of the two different clusters (high and low energy consumption) from the building under analysis was significant. Table 6 shows the t-test determined six explanatory variables that led to high or low energy consumption of the building under analysis: month, temp (temperature), humi (humidity), lighting.e (energy), base.e (baseload energy), and heat.e (energy). The mean and variance of the day of the week and date variables in the two clusters were almost the same, so they were considered unnecessary for an analysis of the energy consumption. 0 
Regression Results
A regression analysis was performed using only the 16 major variables from each building, derived from the analysis process, and five or six variables selected by machine learning, to verify that the observed values, i.e., the Y variable, were well-described. Two validations were carried out for this purpose.
The coefficient of determination (R 2 ) of the 16 original variables was 0.8356 in the Figure 8 . whereas that of the important variables was 0.8261 from the Figure 9 . This suggests that the important variables alone are able to explain most of the observed variance, as the performance of the regression equation built using only the important variables is practically identical to that obtained using all the original variables. 
Mean Squared Error (MSE) and Mean Absolute Percentage Error (MAPE)
The MSE takes the square root of the average of the squares of the errors from an observation and compares it to deviation between the observed values. As a measure that generalizes standard deviations, MSE is used to validate the amount of difference between the actual value and estimated value using a regression equation. Table 7 shows the results were obtained from the two regression analyses performed for the 16 original variables and important variables based on the computation of their MSE and MAPE. The MSE and MAPE results of these two regression analyses show that even though the MSE and MAPE of the important variables were only slightly higher than those of the 16 original variables, and Table 8 shows the regression analysis error and coefficient of determination of the key variables were as significant as those of the 16 original variables, which were larger in number. Figures 10 and 11 show comparisons of energy consumption predictions, where one predicted energy consumption uses the initial 16 variables and the other prediction only uses the major variables derived by machine learning with the testbed as a subject. Apart from the R 2 value, which is the coefficient of determination, and the MSE, which is an indicator of the error rate of prediction, the results using the major variables showed error rates ranging from 7.2% to 14.6% compared with the predictions using 16 variables. The error rate using the major variables was lower than the ASHRAE Guideline 14 [55] criteria of 30%. Moreover, the random forest method showed the lowest error rates among the three different methodologies (simple linear regression, support vector machine, and random forest). Energies 2019, 12, x FOR PEER REVIEW 19 of 24 Figure 10 . Results of the simple linear regression, support vector machine, and random forest analyses using the original variables. Figure 11 . Results of the simple linear regression, support vector machine, and random forest analyses using only the major variables. Figure 11 . Results of the simple linear regression, support vector machine, and random forest analyses using only the major variables.
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Research Conclusions
The purposes of this study were to examine the factors contributing to electric energy use, which accounts for more than 65% of the total building energy consumption, using clustering in machine learning based on data measured from the actual building, and then to find which variables were identified and which had a strong correlation with energy consumption.
Machine learning of the previous studies only predicted the energy usage of buildings in the building sector or confirmed the patterns of usage through clustering methods. However, this study found the key variables that affect the consumption of buildings with a high energy consumption through two different characteristics of the clustering methodology.
The results suggest that the energy consumption predicted by the major variables alone is reliably accurate and that the method can be expected to reduce energy consumption more when these major variables are controlled, or their efficiency is improved. The results can be summarized as follows:
1.
The important variables for building energy consumption were derived based on machine learning clustering and were clustered into high-and low-energy-consumption clusters; 2.
Based on the clustering, the energy consumption of 11 regional buildings was analyzed according to changes in the outdoor air temperature, which can reveal the building energy features; 3.
T-tests were performed on the results of the buildings categorized into similar clusters to determine the explanatory variables that led to a high or low energy consumption; 4.
Lastly, the important variables identified from this methodology were validated.
-
Comparison of R 2 values -
Validation of the two regression equations for the 16 original variables and important variables by obtaining the MSE and MAPE.
With respect to Conclusion 3, the important variables that had a decisive effect on the energy consumption of a single building under analysis and the 11 regional buildings (12 buildings in total) were found to be two environmental variables (temperature and humidity), lighting energy, heating energy, and a time variable (month); 5.
This study determined the key variables affecting the electrical electricity consumption of buildings, especially non-residential buildings. Except for the external environment (geographic location, temperature, and humidity), the studied building's electricity consumption was found to be as important as its physical characteristics, such as an increased cooling energy, lighting energy, and baseload, due to the working conditions of the occupants. Internal heat gains varied according to occupancy time and density.
Buildings may appear similar, but vary in electricity consumption and patterns, depending on their use, size, and occupants. Therefore, the results of this study cannot necessarily be applied to all buildings. Since this study had a specific application (office building, commercial building), it can be used as an example of variables affecting the electricity consumption of a non-residential building. However, the main influencing factor may be different for a residential building or buildings with other uses (e.g., where the working hours of the occupants are not common).
Significance and Application
The significance of this study relates to three aspects. First, the analysis of building energy use by existing engineering methods was used to derive absolute values by load factors using a simulation program and to predict reductions by subloads (cooling, heating, and ventilation). Although it may be possible to predict the detailed reduction volume by energy loads or performance, the data were not based on actual data, and the reliability of the results has thus been questioned. However, predicting building energy use using major variables derived from machine learning (as in this study) utilizes the actual total energy volume of the target building, which helps to overcome the problem of reliability of the resulting value. This might occur because of differences in the actual consumption or performance versus the simulated amounts. Second, the prediction of building energy consumption applied with machine learning leads to the same results, despite the lack of experience or intuition by the researcher. Consistent results can be provided with no direct influence from an expert.
It is possible to derive major variables influencing the building energy consumption (high consumption/low consumption), identify which energy source is most responsible for consumption, and view how they influence consumption.
The major variables causing building energy consumption can be used to identify the status of energy consumption of the building and as an indicator of post hoc maintenance.
The machine-learning methodology can be widely applied to various buildings with different uses or located in different climates, and buildings can be classified by major variables influencing building energy consumption.
This method can be used for selecting the variables affecting building energy consumption and can be applied without constraints to non-residential buildings. Furthermore, if there is a collectible data set, such as real-time information regarding a building service, variables that have an impact on energy consumption can be identified without constraints.
From an economic perspective, the fourth significance is as follows. Utilizing this study's methodology in a practical work setting, it would be possible to present monitoring points for building maintenance for aging buildings. Selecting and using energy measurement sensors also make it possible to find the most significant measurement points because the data from actual equipment systems can be used to obtain clustering results (for correlation analysis and the extraction of major variables).
