In this paper, we propose a novel hybrid model for restoration of images corrupted by multiplicative noise. Using a MAP estimator, we can derive a functional whose minimizer corresponds to the denoised image we want to recover. The energies studied here are inspired by image restoration with non linear variable exponent [1, 2] , and it is a combination of fast growth with respect to low gradient and slow growth when the gradient is large. We study a mathematical framework to prove the well posedness of the minimizer problem and we introduce the associated evolution problem, for which we derive numerical approaches. At last, compared experimental results distinctly demonstrate the superiority of the proposed model, in term of removing some muliplicative noise while preserving the edges and reducing the staircase effect.
Introduction
Image denoising is a substantial image processing task, the purpose of an image denoising algorithm is to achieve both noise reduction and feature preservation. Traditionally, additive gaussian noise is the most used to corrupt images and several methods and techniques have been used to reduce noise, see for instance [1, 2, 4, 16, 18, 19, 20, 21, 24, 28] and for other approaches in image denoising see for instance [10, 12] . In this case, for a given original corrupted image f , the problem is then to recover u from the data, which can be written as
where ζ represents the gaussian noise. However, in many real world applications, images are not often contaminated with additive gaussian noises. For example in digital images, specially when their acquisition system is based on photon detection, noise can be intensity dependent. This can be expressed with a multiplicative noise which appears in various image processing applications, such as in laser images, microscope images and medical ultrasonic images. Unlike the additive noise model, the presence of multiplicative noise destroys the information content in the original image to a great extent, and the image reconstruction problem under the multiplicative noise is evidently challenging. For a mathematical description of such problem, we assume that an image u is a real function defined in a bounded open subset Ω of I R 2 . The corrupted image f is given by f = u ⊗ ζ, where ζ represents the multiplicative noise. These category of noises are much more difficult to be removed from the degraded images, mainly not only because of their multiplicative nature, but also because of their distributions which are generally not Gaussian.
The multiplicative noise has not yet been studied thoroughly. As far as we know, some approaches have been proposed to handle this multiplicative noise removal problems, such as wavelet approaches [11] , filtering approaches [26, 27] and variational approaches [5, 17, 23, 24, 25] . Among the variational approaches, total variation (TV) based models seem to be rather appealing. It is well known that Total Variation (TV) can handle edges, but the images resulting from its application are usually piecewise constant, and have sometimes undesirable staircasing effect see for instance (cf. [2, 4, 6, 7, 13] ), which causes images to look blocky. To overcome this, many regularization approaches (cf. [1, 2, 8, 9, 14, 15, 18, 19, 20, 24] and the references therein) has been suggested. The framework for 0rlicz energy has shown its effectiveness to overcoming this flaw [1, 2] . In the light of these work and in order to study further the multiplicative (poisson or gamma) denoising models, we consider to minimize an appropriate functional with a variable exponent. Implemented by the gradient projection method involving Euler-Lagrange equations and artificial time evolution, one seek the solution of problem formally. Numerical experiments show that our model could be seen as this kind of application of variable exponent driven image processing to remove multiplicative noise and reduce the stair-casing effect.
The paper is organized in three consecutive parts. In Section II, we propose a nonlinear regularization of total variation model devoted to restore images contaminated with multiplicative (poisson or gamma) noises, we use a MAP estimator to derive a functional whose minimizer corresponds to the denoised image we want to restore, we prove the existence and the uniqueness of the minimizer we develop also an efficient algorithm to compute the numerical solution. Section III is dedicated to numerical simulation to prove the effectiveness of the proposed model and we display some comparison with other works. Finally, we conclude our paper in Section IV.
The proposed Model
Let f be the intensity of the noisy image that was contaminated with multiplicative noise. The goal is to recover the true image u defined on Ω, an open bounded domain. Since the multiplicative noise can be signal dependent, and obeys a Poisson or Gamma distribution, we Recall that the distribution can be identified, with mean and standard deviation δ, by :
for δ > 0, Gamma law.
(2.1) Assume that the noise in different pixels is statistically independent, and the joint probability of all the pixels is the product of the probabilities of the individual pixels, then
for n > 0, Gamma.
For a given data f , the Bayes formula give
To determine an approximation to the unknown image u, we use the classical Maximum a Posteriori estimator (MAP) which maximizes the posterior density P(u| f ), or minimizes the convex energy − log(P(u| f )), then thanks to (2.3) the minimizer u * satisfies
To describe the prior Gibbs functions, we use the generalized formula, which is
where λ is a positive parameter and Ψ is a non negative strictly convex function satisfying Ψ(x, 0) = 0 a.e in Ω and lim t→+∞ Ψ(x, t) = +∞ a.e in Ω.
Thanks to (2.4), ( 2.2) and (2.5) the minimization problem can be rewritten as:
A typical models are also Poisson or Gamma distributed data 7) and the Euler-Lagrange equation associated to (2.6) is given by
Notice that a different choice of Φ correspond to different energy and models. In the context of additive Gaussian noise. Taking Φ(x, s) = s 1 + s 2 a.e. in Ω, Perona and Malik have presented the first nonlinear partial differential equations model for denoising in a class of models commonly referred to as anisotropic diffusion. By choosing Φ(x, s) = 1 a.e. in Ω, Rudin et al. ( ROF) in [24] have proposed an alternative model called total variation model, that can protect the details of image better in the course of denoising. We recall that the Total variation model, is not well defined at locations where |∇u| = 0 due to the presence of the term 1 |∇u|
and it is known that the solution of this problem is defined in the non standard variational sense (cf. [3] ). The drawback of this model consists in creating stair-casing effect so that meanwhile various alternative regularizers were considered. In current work, we propose a new restoration model for multiplicative noise, by using a nonlinear regularization of total variation model, which is written as :
Here one can choose
is the Gaussian filter and σ > 0 is a fixed parameter . The parameters ε and γ are nonnegatives. When γ is close to 0, we have
That is, at edges where |∇u| is large, the proposed operators can be seen as a regularization of TV operator. Our model is well posed in a weak sense and a numerical simulations substantially reduces the staircase effect. Now, let A(t) = t log γ (1 + t) and we recall that (cf. [2] for instance) L A (Ω) is a Banach space under the norm
The closure in L A (Ω) of the set of bounded measurable functions with compact support in Ω is denoted by E A (Ω). The dual of E A (Ω) can be identified with L A (Ω) by means of the pairing Ω u(x)v(x)dx, and the dual norm on L A (Ω) is equivalent to . A,Ω . The Orlicz-Sobolev space
is the space of all functions u such that u and its distributional derivatives up to order 1 lie in L A (Ω). This is a Banach space under the norm
Thus W 1 L A (Ω) can be identified with subspaces of the product of N + 1 copies of L A (Ω). Denoting this product by ΠL A , we will use the weak topologies σ(ΠL A , ΠE A ). 
where a = inf f and b = sup f . It is not difficult to see that
Using the monotonicity of H f and following the same arguments as in Theorem 4.1 [5] , we obtain
Now, taking u n a minimizing sequence of F , then there exists an M > 0 such that
Then, we have 1
Therefore, there exists a constant C > 0 such that
Therefore, since (u n ) is bounded in L A (Ω), we deduce that (u n ) is bounded in W 1 L A (Ω) and there exist a subsequence of u n will be noted also by u n such that
Using the convexity of A, we gets
Hence, u is a solution of problem (2.11) and the proof of Theorem is holds. 
We deduce that if 0 < u < 2 f , then H f is striclty convex which gives the uniqueness of a minimizer (2.11).
Computational Approach
In this section, we present the numerical approach and we analyze the performance of the proposed model applied to image denoising, in addition to a comparative study with some denoising techniques described in the literature. To solve numerically the problem (2.8), we uses a parabolic equation with time as an evolution parameter, or equivalently, the gradient descent method. In other word, we develop a numerical approximation to the following problem
where n is the unit normal to the boundary. For simplicity, the problem (3.1) can be rewritten as follows:
where u satisfying the homogeneous boundary condition, u(0) = 1 |Ω| Ω f (x)dx is the average of the degraded image and u(., t) is the restored image with scale parameter t. Now, Setting
For computing numerically problem (3.1), we attempt to discretize it by finite difference method. Assuming k to be the time step size and h the spatial grid size, we discretize time and space as follows: t n = nk, n = 0, 1, 2, ...
x i = ih, i = 0, 1, 2, ..., M, y j = jh, j = 0, 1, 2, ..., N, where M h × N h is the size of the original image. Denote u n i,j and λ n the approximations of u(t n , x i , y j ) and /λ(t n ) respectively. We define the discrete approximation:
h .
Using the following notation for simplicity:
Denote α i,j and µ i,j the approximations of α(x i , y j ) and µ(x i , y j ) respectively:
We denote by div(p) n i,j the approximations of div(p(t n , x i , y j )) defined by:
In the sequel, we present numerical results obtained by applying our proposed algorithm to image denoising. The first experiments are done to assess the performance of the proposed algorithm in order to remove noise. Afterwards, the performance of the proposed method is compared with that of TV that was adapted to multiplicative noise.
Gamma denoising.
In this part we are dealing with the type of noise that follows a gamma distribution. For simplicity, the problem (3.1) can be written as follows:
3)
The algorithm of the problem (3.2) could be written as:
Firstly an efficiency test is provided to prove the effectiveness of our algorithm in denoising images contaminated by speckle noise, after that a comparison with the TV Model is done. Figure 2 presents the results of denoising images contaminated by speckle noise we set λ = 0.1, ε = 1e − 4, k = 0.05, γ = 1e − 3 and the number of iterations d = 300.
The previous experiments (Fig : 2) proved that the algorithm denoised the medical images corrupted by Speckle noise. To quantify the restoration quality of the results of the previous experiment, the performance parameters PSNR and SNR values are provided ( Figure ? ?
In figure 3 , we provide the results of denoising colored images contaminated by Speckle noise that follows a Gamma distribution.
After that, we will compare our algorithm with the ROF Model but with a fidelity term suitable for images corrupted by Gamma noise (Fig: 4) . We take λ = 0.01, same time stamp k = 0.05 and the number of iterations d = 150. 
Poisson denoising model.
Finding a suitable value for the fidelity parameter λ is quit difficult, thus we will provide an automatic procedure to calculate λ. For this, using the approach comes from the fact that it is merely the gradient-projection method of Rosen [22] . Assume that the standard deviation of the noise η is σ, we have 
The algorithm of the problem (3.6) could be written as:
We test the proposed method on four different images, corrupted by a multiplicative noise, Figure 5 shows the results of denoising images contaminated by poisson noise. The corrupted images by Poisson noise are first presented and then the ones restored with our algorithm.
The previous experiments proved that the algorithm is efficient against Poisson noise. After that, the PSNR and SNR values of the previous experiment ( fig 5) are presented in The SNR and PSNR values accessed the effectiveness of our algorithm in term of denoising images contaminated by Poisson noise. In the sequel, we will compare our algorithm with the TV model, adapted to denoise images corrupted by Poisson noise. We take λ = 0.01 for TV, = 25, γ = 1e − 3, same time stamp dt = 0.05 and the number of iterations d = 20.
It is obvious that the image resulting from the application of Tv is still noisy that's why we keep same parameters for our algorithm and increase the number of iterations of the TV until getting better results.
The zoom (Fig : 7) shows that the main drawback of TV is avoided by our model. Besides, the image resulting from the application of our algorithm is denoised in a small number of iterations.
Conclusion
In this paper, we have proposed an hybrid model for restoration of images corrupted by multiplicative noise. Specially Gamma or Poisson distributed noises, the use of our model profits from the benefits of variable exponent to help removing some multiplicative noise while preserving the edges, mainly reducing the staircase effect and helping the solution to a quick convergence.
