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a b s t r a c t
In this paper we study the numerical solution of an initial value problem of a sub-
diffusion type. For the time discretization we apply the discontinuous Galerkin method
andweuse continuous piecewise finite elements for the space discretization. Optimal order
convergence rates of our numerical solution have been shown.We compare our theoretical
error bounds with the results of numerical computations. We also present some numerical
results showing the super-convergence rates of the proposed method.
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1. Introduction
We formulate and analyze the time discontinuous Galerkin (TDG) scheme (i.e., discontinuous Galerkin method for the
time discretization) combinedwith the standard finite elements spatial discretization for solving the fractional sub-diffusion
equation with a positive type memory term
∂u
∂t
(t)+ ∂
∂t
∫ t
0
b(t, s)Au(s)ds = f (t) for t ∈ (0, T ]with u(0) = u0, (1)
where the kernel b(t, s) is assumed to be smooth and satisfies∫ T
0
v(t)
∂
∂t
∫ t
0
b(t, s)v(s)dsdt ≥ 0, (2)
for all T > 0 and any continuous v : [0, T ] → R. Here A is a positive semi-definite, self-adjoint operator with a complete
eigensystem {λm, φm}∞m=1 in a real Hilbert spaceH. The solution u and source term f take values inH, and the initial data u0
is an element of H. We denote the norm of an element v in H by ‖v‖.
Various numerical methods have been developed to solve problems of the form
∂u
∂t
(t)+
∫ t
0
b(t, s)Au(s)ds = f (t) for t ∈ (0, T ]with u(0) = u0, (3)
for both smooth and non-smooth kernels b(t, s); see [1–3] and references therein.
Although problems (1) and (3) are of equal interest, the numerical solution of (1) has been studied only recently for a
weakly singular kernel b(t, s) = (t− s)α/Γ (α+1), where−1 < α < 0 in the following works. In [4], Langlands and Henry
studied a scheme of implicit Euler type for (1) using only uniform time steps. They provided a partial error analysis and
presented numerical experiments indicating O(k1+α) convergence when α = −1/2, where k denotes the maximum time
step-sizes. Their method also incorporated the usual second-order central finite difference approximation of Au = −uxx,
giving an additional error term of order h2 for a uniform spatial step-size h. Formally second-order accurate convolution
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quadrature schemes have been studied in [1]. They proved O(k2+α) convergence rates for −1 < α < 0. In [5], McLean
and Mustapha proposed and analyzed the piecewise constant TDG, where the scheme in this case is essentially a modified
implicit Eulermethod. Variable time stepswere employed and an optimal convergence rate of orderO(k)was proved. Spatial
discretizations using finite elements have also been considered.
In contrast, if the kernel b(t, s) = β(t − s) for some smooth function β (i.e., the integral term in (1) is of convolution
type), then (1) can be reformulated as: for t ∈ (0, T ]
∂u
∂t
(t)+ β(0)Au(t)+
∫ t
0
βt(t − s)Au(s)ds = f (t) with u(0) = u0.
The TDG method of this problem has been studied in [6].
In this paper,we approximate the solutionu of (1) using the TDGmethodwith piecewise polynomials of degree less than q
(q ≥ 1). To obtain a fully discrete approximate solution of u, we use the standard finite elementswith piecewise polynomials
of arbitrary degree (r−1) ≥ 1 defined on a triangularmesh for spatial discretization. Then the resulting systems of fractional
differential equations in the time variable are discretized using the TDG method. We shall be concerned with the stability
and error analysis of the TDG solution for q ∈ {1, 2} (Section 3); we also derive the additional error bound from the spatial
discretization (Section 4). In Section 5, we present numerical results obtained using discontinuous piecewise constants and
linear polynomials in time and continuous piecewise linear polynomials in space. These results not only confirm the proved
convergence rates but also exhibit nodal super-convergence accuracy of the TDG solutions, but as yet unproved.
In the next section, we introduce notations, define our TDG scheme and state the stability results of this scheme.
2. Preliminaries
For the time discretization of problem (1), we introduce the time steps 0 = t0 < t1 < · · · < tN = T over the interval
[0, T ]. For n ≥ 1, let
In = (tn−1, tn], kn = tn − tn−1 and k = max
n
kn.
The approximate solution of (1) lie in the following space:
Wq := {U : U|In ∈ Pq for 1 ≤ n ≤ N},
where Pq denotes the space of polynomials of degree less than or equal to q− 1 with coefficients in D(A1/2). The following
notations will be used later on:
Un = U(tn) = U(t−n ), Un+ = U(t+n ), [U]n = Un+ − Un.
For any continuous test function v : [0, T ] −→ D(A1/2), the solution u(t) of (1) satisfies∫ tn
tn−1
[〈u′(t), v(t)〉 + A(Bu(t), v(t))] dt = ∫ tn
tn−1
〈f (t), v(t)〉dt, (4)
where A(u, v) is the associated bilinear form
A(u, v) = 〈Au, v〉 =
∞∑
m=1
λm〈u, φm〉〈v, φm〉 for u, v ∈ D(A1/2),
and
Bu(t) = ∂
∂t
∫ t
0
b(t, s)u(s)ds.
By comparison, given Un−1 ≈ u(tn−1), the TDG method determines U ∈ Wq on In, by requiring that
〈Un−1+ , Xn−1+ 〉 +
∫ tn
tn−1
[〈U ′(t), X(t)〉 + A(BU(t), X(t))] dt = 〈Un−1, Xn−1+ 〉 + ∫ tn
tn−1
〈f (t), X(t)〉dt (5)
for all X ∈ Pq(In)with U0 = u(t0).
For the piecewise-constant case q = 1, the TDG method (5) is
Un − Un−1 +
∫ tn
tn−1
B(AU)(t)dt =
∫ tn
tn−1
f (t)dt.
A direct integration gives∫ tn
tn−1
B(AU)(t)dt =
∫ tn
0
b(tn, s)AU(s)ds−
∫ tn−1
0
b(tn−1, s)AU(s)ds,
and thus at each time step we must solve an ‘‘elliptic’’ problem:
Un + AUn
∫ tn
tn−1
b(tn, s)ds = Un−1 +
∫ tn
tn−1
f (t)dt −
n−1∑
j=1
AU j
∫ tj
tj−1
[b(tn, s)− b(tn−1, s)]ds.
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For the piecewise-linear case q = 2, we define
ψ1n (t) =
tn − t
kn
and ψ2n (t) =
t − tn−1
kn
,
and use the representation
U(t) = Un−1+ ψ1n (t)+ Unψ2n (t) for t ∈ In.
We arrive at the 2× 2 system(
1
2
+ ω11nnA
)
Un−1+ +
(
1
2
+ ω12nnA
)
Un = Un−1 + f n1 −
n−1∑
j=1
(
ω11nj AU
j−1
+ + ω12nj AU j
)
,
(
−1
2
+ ω21nnA
)
Un−1+ +
(
1
2
+ ω22nnA
)
Un = f n2 −
n−1∑
j=1
(
ω21nj U
j−1
+ + ω22nj U j
)
,
where
ω
pr
nj =
∫ tn
tn−1
ψpn (t)
∂
∂t
∫ min(t,tj)
tj−1
b(t, s)ψ rj (s)dsdt and f
np =
∫ tn
tn−1
f (t)ψpn (t)dt.
For a general q, we would have to solve a q× q system.
To state the stability of the discrete problem (5), and for later use, we introduce the following notations. Let Jn = (0, tn] =
∪nj=1 Ij and ‖U‖J = supt∈J ‖U(t)‖ for any subinterval J ∈ [0, T ].
For the proof of the next theorem we refer to Theorem 2.1 in [2].
Theorem 2.1. Let q ∈ {1, 2}. Given U0 ∈ H and f ∈ L1
(
(0, T );H), there exists a unique U ∈ Wq satisfying (5) for n = 1, 2, . . . ,
N, and
‖U‖Jn ≤ C
(
‖U0‖ +
∫ tn
0
‖f (t)‖dt
)
for n ≥ 1.
3. Error from time discretization
In this section we study the error bound of the piecewise TDG solution defined by (5) when q ∈ {1, 2}. For our error
analysis, we reformulate the TDG method in terms of a global bilinear form
GN(U, X) = 〈U0+, X0+〉 +
N−1∑
n=1
〈[U]n, Xn+〉 +
N∑
n=1
∫ tn
tn−1
[〈U ′(t), X(t)〉 + A(BU(t), X(t))]dt. (6)
Summing the Eqs. (5) from n = 1 into n = N gives
GN(U, X) = 〈u0, X0+〉 +
∫ tN
0
〈f (t), X(t)〉dt for all X ∈ Wq, (7)
and conversely, by choosing X to be identically zero outside In, we see that if U ∈ Wq satisfies (7) then (5) holds for each n.
Since the exact solution u has no jumps,
GN(u, X) = 〈u0, X0+〉 +
∫ tN
0
〈f (t), X(t)〉dt,
and thus
GN(U − u, X) = 0 for all X ∈ Wq. (8)
Integration by parts yields an alternative expression for the bilinear form (6):
GN(U, X) = 〈UN , XN〉 −
N−1∑
n=1
〈Un, [X]n〉 +
N∑
n=1
∫ tn
tn−1
[−〈U(t), X ′(t)〉 + A(BU(t), X(t))]dt. (9)
For any continuous function u : In → H, we define an interpolantΠu : In → Pq by requiring
Πu(tn)− u(tn) = 0 and
∫ tn
tn−1
[Πu(t)− u(t)]dt = 0 for q = 1, 2, (10)
where the second condition is needed for q = 2 only. At t = 0, we defineΠu(0) = u(0).
So, for t ∈ In, we may represent the approximation error as
Πu(t)− u(t) =
∫ tn
t
u′(s)ds for q = 1, (11)
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and for q = 2,
Πu(t)− u(t) =
∫ tn
t
(t − s)u′′(s)ds+ tn − t
k2n
∫ tn
tn−1
(s− tn−1)2u′′(s)ds. (12)
UsingΠ , we decompose the error into two terms:
U − u = (U −Πu)+ (Πu− u) ≡ θ + η. (13)
The representations (11) and (12) yield the bound for the second term:
‖Πu− u‖In ≤ Ckq−1n
∫ tn
tn−1
‖u(q)(t)‖dt for q = 1, 2. (14)
In the next theorem we prove the convergence of the TDG solution U for q ∈ {1, 2}. We observe an optimal convergence
rate of order kq, provided that ‖u(q)(t)‖ and ‖Au(q)(t)‖ are uniformly bounded on (0, T ].
Theorem 3.1. Let q ∈ {1, 2}, and let u andU be the solutions of (1) and (5), respectively. If kernel b(t, s) is smooth and kn ≤ kn+1
for n ≥ 1, then
‖U − u‖Jn ≤ C max1≤j≤n
(
kqj ‖u(q)‖Ij
)+ C n∑
j=1
kqj
∫ tj
tj−1
‖Au(q)(t)‖dt.
Proof. Using (13) and (14), we obtain
‖U − u‖Jn ≤ ‖θ‖Jn + ‖η‖Jn ≤ ‖θ‖Jn + C max1≤j≤n
(
kqj ‖u(q)‖Ij
)
. (15)
To bound ‖θ‖Jn , we start with the Galerkin orthogonality relation (8), and get
GN(θ, X) = −GN(η, X) for all X ∈ Wq. (16)
Using the alternative expression (9) for GN , ηn = 0, X ′(t) is identically zero on In for q = 1, and η is orthogonal to constants
on In for q = 2, we have
GN(η, X) =
N∑
n=1
∫ tn
tn−1
A
(
Bη(t), X(t)
)
dt for all X ∈ Wq. (17)
For 1 ≤ n ≤ N , integration by parts gives∫ tn
tn−1
〈BAη(t), X(t)〉dt = E1q,n(Aη, X)− E2q,n(Aη, X ′), (18)
where
E1q,n(Aη, X) =
〈∫ tn
0
b(tn, s) Aη(s)ds, Xn
〉
−
〈∫ tn−1
0
b(tn−1, s) Aη(s)ds, Xn−1+
〉
,
E2q,n(Aη, X
′) =
∫ tn
tn−1
〈∫ t
0
b(t, s) Aη(s)ds, X ′(t)
〉
dt.
Hence, from (16) and (17), it is clear that
GN(θ, X) = −
N∑
n=1
[
E1q,n(Aη, X)− E2q,n(Aη, X ′)
]
for all X ∈ Wq. (19)
Hence, choosing X = θ on [0, tn] and zero elsewhere, using the expression of GN given by (6), and noticing that
〈θ ′(t), θ(t)〉 = (d/dt)‖θ(t)‖2/2, we obtain
‖θ0+‖2 +
n−1∑
j=1
〈[θ ]j, θ j+〉 +
n∑
j=1
(
1
2
‖θ j‖2 − 1
2
‖θ j−1+ ‖2 +
∫ tj
tj−1
A
(
Bθ(t), θ(t)
)
dt
)
= −
n∑
j=1
[
E1q,j(Aη, θ)− E2q,j(Aη, θ ′)
]
.
Since (2) implies
n∑
j=1
∫ tj
tj−1
A
(
Bθ(t), θ(t)
)
dt =
∫ tn
0
〈
∂
∂t
∫ t
0
b(t, s)Aθ(s)ds, θ(t)
〉
dt
=
∞∑
m=1
λm
∫ tn
0
〈θ(t), φm〉 ∂
∂t
∫ t
0
b(t, s)〈θ(s), φm〉dsdt ≥ 0,
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we see that
‖θn‖2 + ‖θ0+‖2 +
n−1∑
j=1
‖[θ ]j‖2 ≤ 2
n∑
j=1
|E1q,n(Aη, θ)− E2q,n(Aη, θ ′)|. (20)
Our assumption that q ∈ {1, 2} yields ‖θ‖In ≤ max{‖θn‖, ‖θn−1+ ‖}. Using this, (20) and θ0 = 0, we get
‖θ‖2In ≤ max
{‖θn‖2, ‖θn−1+ ‖2} ≤ max{‖θn‖2, (‖[θ ]n−1‖ + ‖θn−1‖)2}
≤ max{‖θn‖2, 2‖[θ ]n−1‖2 + 2‖θn−1‖2}
≤ 8
n∑
j=1
(|E1q,j(Aη, θ)| + |E2q,j(Aη, θ ′)|) for n ≥ 1.
Thus, putting jn = argmax1≤j≤n ‖θ‖Ij , we find that, for 1 ≤ n ≤ N ,
‖θ‖2Jn = ‖θ‖2Ijn ≤ C
n∑
j=1
(|E1q,j(Aη, θ)| + |E2q,j(Aη, θ ′)|) . (21)
Hence, our task is reduced to bounding |E1q,j(Aη, θ)| and |E2q,j(Aη, θ ′)|.
For q = 1, θn−1+ = θn and θ ′(t) is identically zero on In, so E21,n(Aη, θ ′) = 0, and E11,n(Aη, θ) can be written as
E11,n(Aη, θ) =
∫ tn
tn−1
〈b(tn, s) Aη(s), θn〉ds+
∫ tn−1
0
〈[b(tn, s)− b(tn−1, s)] Aη(s), θn〉ds
=
∫ tn
tn−1
〈b(tn, s) Aη(s), θn〉ds+
∫ tn−1
0
∫ tn
tn−1
∂b
∂t
(t, s)dt〈 Aη(s), θn〉ds.
Applying the Cauchy–Schwarz inequality and using the smoothness assumption on b(t, s), we obtain
|E11,n(Aη, θ)| + |E21,n(Aη, θ)| ≤ C
(∫ tn
tn−1
‖Aη(s)‖ds+ kn
∫ tn−1
0
‖Aη(s)‖ds
)
‖θn‖. (22)
For q = 2, η is orthogonal to constants on In. Using this, then the terms E12,n(Aη, θ) and E22,n(Aη, θ ′) can be reformulated as
E12,n(Aη, θ) = 〈Dn, θn〉 − 〈Dn−1, θn−1+ 〉 and E22,n(Aη, θ ′) =
∫ tn
tn−1
〈G(t), θ ′(t)〉dt, (23)
where, for n ≥ 1,
Dn :=
n∑
j=1
∫ tj
tj−1
b(tn, s) Aη(s)ds =
n∑
j=1
∫ tj
tj−1
[b(tn, s)− b(tn, tj−1)] Aη(s)ds
=
n∑
j=1
∫ tj
tj−1
∫ s
tj−1
∂b
∂v
(tn, v)dvAη(s)ds,
and for tn−1 ≤ t ≤ tn,
G(t) :=
n−1∑
j=1
∫ tj
tj−1
[b(t, s)− b(t, tj−1)] Aη(s)ds+
∫ t
tn−1
b(t, s) Aη(s)ds
=
n∑
j=1
∫ tj
tj−1
∫ s
tj−1
∂b
∂v
(t, v)dv Aη(s)ds+
∫ t
tn−1
b(t, s) Aη(s)ds.
The fact that b(t, s) is a smooth function implies
‖Dn‖ + ‖Dn−1‖ ≤ C
n∑
j=1
∫ tj
tj−1
(s− tj−1)‖Aη(s)‖ds ≤ C
n∑
j=1
kj
∫ tj
tj−1
‖Aη(s)‖ds.
Similarly, we get
‖G‖In ≤ C
n−1∑
j=1
kj
∫ tj
tj−1
‖Aη(t)‖dt + C
∫ tn
tn−1
‖Aη(t)‖dt.
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From (23), the Cauchy–Schwarz inequality, the above bounds, θ ′(t) = k−1n (θn− θn−1+ ), and kj ≤ kn−1 for j = 1, . . . , (n− 1),
we achieve
|E12,n(Aη, θ)| + |E22,n(Aη, θ ′)| ≤ (‖Dn‖ + ‖Dn−1‖) ‖θ‖In + kn‖G‖In‖θ ′‖In
≤ C
(
n−1∑
j=1
kj
∫ tj
tj−1
‖Aη(t)‖dt +
∫ tn
tn−1
‖Aη(t)‖dt
)
(‖θ‖In + kn‖θ ′‖In)
≤ C
(
kn−1
∫ tn−1
0
‖Aη(t)‖dt +
∫ tn
tn−1
‖Aη(t)‖dt
)
‖θ‖Jn . (24)
Inserting (22) for q = 1 and (24) for q = 2 in (21), and using the bound given by (14) applying to the spatial operator A, we
get
‖θ‖Jn ≤ C
n∑
j=1
∫ tj
tj−1
‖Aη(t)‖dt ≤ C
n∑
j=1
kj‖Aη‖Ijdt
≤ C
n∑
j=1
kqj
∫ tj
tj−1
‖Au(q)(t)‖dt.
Using this in (15) we complete the proof. 
4. Error from time and space discretization
We assume now thatH = L2(Ω) for a bounded, convex polygonal domain, and that A is a strongly elliptic, second-order,
self-adjoint partial differential operator. In the case of homogeneous Dirichlet boundary conditions, we put
H˙1(Ω) = { v ∈ H1(Ω) : v = 0 on ∂Ω } = H10 (Ω),
whereas for homogeneous Neumann boundary conditions, H˙1(Ω) = H1(Ω).
Let Sh ⊆ H˙1(Ω) be a finite element space of continuous piecewise polynomials of degree at most r − 1 (r ≥ 2) based
on a quasi-uniform partition of the domainΩ , with h denoting the maximum diameter of the elements. We then have the
approximation property
min
χ∈Sh
(‖v − χ‖ + h‖∇(v − χ)‖) ≤ Chr‖v‖r for v ∈ H˙1(Ω) ∩ Hr(Ω),
where we use the abbreviation ‖v‖r = ‖v‖Hr (Ω).
Based on the weak formulation of the initial value problem (1), we define a spatially discrete, approximate solution uh :
[0, T ] → Sh by requiring
〈u′h(t), χ〉 + A
(
Buh(t), χ
) = 〈f (t), χ〉 for 0 ≤ t ≤ T and all χ ∈ Sh,
with uh(0) = u0h ≈ u0 for a suitable u0h ∈ Sh. Let Pq(Sh) denote the space of polynomials of degree strictly less than qwith
coefficients in Sh, and define the corresponding trial space of piecewise polynomialsWq(Sh).
Applying the TDG method, we arrive at a fully discrete numerical solution Uh : [0, T ] → Wq(Sh) defined by
GN(Uh, X) = 〈U0h , X0+〉 +
∫ tN
0
〈f (t), X(t)〉dt for all X ∈ Wq(Sh),
Uh(0) = U0h ,
(25)
for a suitable U0h ∈ Sh with U0h ≈ u0. In place of (13), we now decompose the error as
Uh − u = (Uh −ΠRhu)+ (ΠRhu− u), (26)
where Rh : H˙1(Ω)→ Sh is the Ritz projector for the (strictly) positive-definite bilinear form A(u, v)+ 〈u, v〉; thus,
A(Rhv, χ)+ 〈Rhv, χ〉 = A(v, χ)+ 〈v, χ〉 for all χ ∈ Sh. (27)
(The term 〈u, v〉 in the bilinear form is needed only if A has a zero eigenvalue.)
From the well-known error estimate for the elliptic problem, we have
‖v − Rhv‖m ≤ Chr−m‖v‖r form = 0, 1. (28)
In the next theoremwe estimate the error from the fully discrete scheme (25) for q ∈ {1, 2} and r ≥ 2. Under appropriate
assumptions on the exact solution u of (1) and the memory term b(t, s), we obtain an optimal convergence rate of order
O(kq + hr).
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Theorem 4.1. Let q ∈ {1, 2}, let u and Uh be the solutions of (1) and (25), respectively. If the kernel b(t, s) is smooth and
kn ≤ kn+1 for n ≥ 1, then for 1 ≤ n ≤ N
‖Uh − u‖Jn ≤ C‖U0h − Rhu0‖ + C
(
max
1≤j≤n
(
kqj ‖u(q)‖Ij
)+ ∫ tn
0
[hr‖u′(t)‖r + kqn‖Au(q)(t)‖]dt
)
.
Proof. From the error decomposition (26), we have
‖Uh − u‖Jn ≤ ‖Uh −ΠRhu‖Jn + ‖ΠRhu− u‖Jn . (29)
To bound the first term, we start with the TDG orthogonality property (8), which now takes the form
GN(Uh − u, X) = 〈U0h − u0, X0+〉 for all X ∈ Wq(Sh), (30)
and for briefness we let
W = ΠRhu and ξ = Rhu− u.
Adapting the proof of Theorem 3.1, we see from (30) that
GN(Uh −W , X) = 〈U0h − u0, X0+〉 − GN(W − u, X) for all X ∈ Wq(Sh), (31)
and, becauseW n = Rhu(tn), formula (9) gives
GN(W − u, X) = 〈ξN , XN〉 −
N−1∑
n=1
〈ξ n, [X]n〉 +
N∑
n=1
∫ tn
tn−1
[−〈ΠRhu− u, X ′〉 + A(B(W − u), X)]dt.
Since
∫ tn
tn−1〈Π(Rhu)− (Rhu), X ′〉dt = 0, integration by parts shows that∫ tn
tn−1
−〈ΠRhu− u, X ′〉dt =
∫ tn
tn−1
−〈Rhu− u, X ′〉dt =
∫ tn
tn−1
−〈ξ, X ′〉dt
= −〈ξ n, Xn〉 + 〈ξ n−1, Xn−1+ 〉 +
∫ tn
tn−1
〈ξ ′, X〉dt,
and, with η = Πu− u,ΠRhu = RhΠu, the definition of the Ritz projector gives
A
(
(W − u)(s), X(t)) = 〈Aη(s)−Πξ(s), X(t)〉,
so
GN(W − u, X) = 〈ξ 0, X0+〉 +
∫ tN
0
〈ξ ′ −BΠξ +BAη, X〉dt,
and thus, from (31) and (18),
GN(Uh −W , X) = 〈U0h − Rhu0, X0+〉 −
∫ tN
0
〈ξ ′, X〉dt
+
N∑
j=1
[
E1q,j(Πξ, X)− E2q,j(Πξ, X)
]− N∑
j=1
[
E1q,j(Aη, X)− E2q,j(Aη, X)
]
for all X ∈ Wq(Sh), cf. (19).
Following the derivation used to obtain (21), the already estimated term |E1q,j(Aη, X)| + |E2q,j(Aη, X)| in (22) (for q = 1)
and (24) (for q = 2), which also give us the bound of |E1q,j(Πξ, X)| + |E2q,j(Πξ, X)| by replacing Aη withΠξ , and kn ≤ kn+1
for n ≥ 1, yield the estimate
‖Uh −W‖Jn ≤ C‖U0h − Rhu0‖ + C
∫ tn
0
[‖ξ ′‖ + ‖Πξ‖]dt + C
n∑
j=1
∫ tj
tj−1
‖Aη(t)‖dt.
We apply the bound ‖Πξ‖In ≤ C‖ξ‖In and arrive at∫ tn
0
‖Πξ‖dt ≤ Ctn‖ξ‖Jn ≤ C
(
‖ξ(0)‖ +
∫ tn
0
‖ξ ′‖dt
)
. (32)
Therefore,
‖Uh −W‖Jn ≤ C
(
‖U0h − Rhu0‖ + ‖ξ(0)‖ +
n∑
j=1
∫ tj
tj−1
‖Aη(t)‖dt +
∫ tn
0
‖ξ ′‖dt
)
.
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To estimate the second term ‖ΠRhu− u‖ in (29), we use (32) and get
‖ΠRhu− u‖Jn = ‖Πu− u+Πξ‖Jn ≤ C‖η‖Jn + ‖ξ(0)‖ +
∫ tn
0
‖ξ ′‖dt.
Eq. (29) and the above two estimated bounds yield
‖Uh − u‖Jn ≤ C
(
‖U0h − Rhu0‖ + ‖η‖Jn +
∫ tn
0
‖Aη(t)‖dt + ‖ξ(0)‖ +
∫ tn
0
‖ξ ′‖dt
)
.
Therefore, using ‖U0h − Rhu0‖ ≤ ‖U0h − u0‖ + ‖u0 − Rhu0‖, ‖ξ(0)‖ ≤ Chr‖u0‖r ,
‖η‖Jn +
∫ tn
0
‖Aη(t)‖dt ≤ max
1≤j≤n
(kqj ‖u(q)‖Ij)+
n∑
j=1
kqj
∫ tj
tj−1
‖Au(q)(t)‖dt,
which is obtained using (14), and∫ tn
0
‖ξ ′(t)‖dt ≤ Chr
∫ tn
0
‖u′(t)‖rdt,
which can be observed from the Ritz projection error estimate (28) applied to the function u′, we complete the proof. 
5. Numerical experiments
We now apply the TDGmethod (5) for q ∈ {1, 2} and its spatially discrete version (25) for r = 2 (and q ∈ {1, 2}) to some
problems of the form (1). We choose the memory term of a convolution type; that is, b(t, s) = β(t − s) for some function
β . In each case the time interval is [0, T ] = [0, 1] and we employ a uniform time mesh of N subintervals each of length k.
For b(t, s) = β(t − s), problem (1) can be written as
u′ + β(0)Au+ β ′ ∗ Au = f , for t ≥ 0, with u(0) = u0, (33)
where ∗ is the Laplace convolution. To derive the formal representation of the solution of (33), we use some ideas from
Section 5 in [7].
Taking the inner product of (33) with the eigenfunction φm, we have
u′m + λmβ(0)um + λmβ ′ ∗ um = fm, for t ≥ 0, with um(0) = u0m . (34)
Here um = um(t), fm = fm(t), and u0m are the Fourier coefficients of u, f , and u0, respectively. For λ > 0, suppose thatWλ
satisfies
W ′λ + λβ(0)Wλ + λβ ′ ∗Wλ = 0, for t ≥ 0, withWλ(0) =
1
1+ λβ(0) . (35)
A simple calculation shows that the solution um of (34) is given by
um = (1+ λmβ(0))
(
Wλmu0m +Wλm ∗ fm
)
. (36)
Therefore, the solution u of (33) can be formally described as
u(t) =
∞∑
m=1
umφm = E(t)u0 +
∫ t
0
E(t − s)f (s)ds, (37)
where the linear operator E(t) is defined by
E(t)v =
∞∑
m=0
(1+ λmβ(0))Wλm(t)〈v, φm〉φm.
5.1. Scalar examples
Todemonstrate the effect of the timediscretization by itself,with no additional errors arising froma spatial discretization,
we first consider a purely time-dependent problem
du
dt
+ d
dt
∫ t
0
β(t − s)u(s)ds = f (t) for 0 < t < T with u(0) = u0,
where β(t) = e−2t . Since we have one eigenvalue λ1 = 1, u = u1, f = f1, and u0 = u0m . So, from (36) and (37), the exact
solution has the form
u(t) = W1(t)u0 +
∫ t
0
W1(t − s)f (s)ds,
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Table 1
Global and nodal errors for q ∈ {1, 2}when the kernel b(t, s) = β(t − s)with β(t) = e−2t . We observe O(kq) global optimal convergence for q = 1, 2 and
O(k3) nodal super-convergence order for q = 2. OC denotes the convergence rates.
N q = 1 q = 2 q = 2
‖U − u‖N,1 OC ‖U − u‖N,6 OC ‖U − u‖N,1 OC
40 4.6492e−03 1.4488e−04 7.0153e−07
80 2.3293e−04 0.997 3.6468e−05 1.990 8.8012e−08 2.995
160 1.1657e−04 0.998 9.1480e−06 1.995 1.1021e−08 2.997
320 5.8315e−04 0.999 2.2909e−06 1.997 1.3788e−09 2.999
640 2.9164e−05 0.999 5.7321e−07 1.999 1.7238e−10 2.999
1280 1.4584e−05 0.999 1.4336e−07 1.999 2.1500e−11 3.003
whereW1 (λ = 1) is the solution of (35). To findW1, we differentiate (35), and noting that β ′′(t) = −2β ′(t) and β(0) = 1,
we get
W ′′1 + 3W ′1 = 0, for t ≥ 0, withW1(0) =
1
2
andW ′1(0) = −
1
2
.
Thus,W1(t) = 13 + 16e−t . Now, for the particular choices u0 = 1 and f (t) = tet , we have
u(t) = 1
6
(
2+ e−t +
∫ t
0
(2+ e−t+s)s esds
)
= 1
48
(
64+ 17e−3t + 36 t et − 33 et) .
To tabulate our numerical results, we introduce a finer grid:
GN,m = { tj−1 + `kj/m : j = 1, 2, . . . ,N and ` = 0, 1, . . . ,m } (38)
and an associated norm ‖v‖N,m = maxt∈GN,m |v(t)|. Thus, ‖U−u‖N,1 is themaximumerror at the nodeswhich also represent
the maximum global error for q = 1, whereas, for larger values ofm, the norm ‖U − u‖N,m approximates the uniform error
‖U − u‖L∞(0,T ) for q = 2.
Table 1 shows that, for a uniform mesh, we obtain O(kq) global convergence as expected from the error bound in
Theorem 3.1 for q = 1, 2. We also demonstrated the nodal O(k3) super-convergence for q = 2.
5.2. A problem in one space dimension
For simplicity, we deal with only one space dimension, choosing Ω = (0, 1), Au = −uxx, and b(t, s) = 12 (1 − e2s−2t).
We assume that u = u(x, t) satisfies the homogeneous Dirichlet boundary conditions u(0, t) = 0 = u(1, t) for all
t ∈ [0, T ] = [0, 1].
The solution operator for the homogeneous problem is given by (37) in terms of the functionWλm and the eigensystem
of A, which are
λm = (mpi)2, and φm(x) =
√
2 sin(mpix), form ≥ 1.
Here,Wλm is the solution of (35) with λm in place of λ. To findWλm , we differentiate (35) with respect to t , and noting that
β(0) = 0 and β ′′(t) = −2β ′(t), we obtain
W ′′λm + 2W ′λm + λWλm = 0, for t > 0, withWλm(0) = 1 andW ′λm(0) = 0.
The solution of this initial value problem is
Wλm = e−t [cos(t
√
λm − 1)+ sin(t
√
λm − 1)]. (39)
We choose the initial data and the source term as
u0(x) = sin(pix) and f (t, x) = tet sin(2pix).
Therefore, by (37) and (39), the solution u is given by
u(x, t) = e−t [cos(m1t)+m−11 sin(m1t)] sin(pix)+m−23 sin(2pix)
× {e−t [(12−m3) cos(m2t)+m−12 (24− 5m3) sin(m2t)]+ et [3m3t +m3 − 12]} ,
wherem1 =
√
pi2 − 1,m2 =
√
4pi2 − 1, andm3 = 3+ 4pi2.
We apply our fully discrete scheme (25)with a uniform time and spatialmeshwithN andNx subintervals, respectively, so
k = 1/N and h = 1/Nx. We choose U0h to be the L2 projection of the initial data u0 onto the space of continuous, piecewise-
linear functions Sh. Defining the norm ‖v‖N,mL2 = maxt∈GN,m ‖v‖L2(Ω), we obtain the results shown in Table 2, which are
consistent with our theoretical error bounds in Theorem 4.1.
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Table 2
Global error when b(t, s) = (1− e2s−2t )/2. We observe O(kq + h2) convergence order for q ∈ {1, 2} and r = 2. OC denotes the convergence rates.
N q = 1 and k = h q = 1 and k = h2 q = 2 and k = h
‖Uh − u‖N,1L2 OC ‖Uh − u‖N,1L2 OC ‖Uh − u‖N,6L2 OC
20 3.6058e−02 2.1344e−03 6.2283e−03
40 1.8539e−02 0.960 5.1163e−04 2.006 1.2978e−03 2.262
60 2.2749e−04 1.999
80 9.3952e−03 0.981 1.2798e−04 1.999 3.0884e−04 2.071
160 4.7295e−03 0.990 7.5674e−05 2.028
320 2.3729e−03 0.995 1.8665e−05 2.019
640 1.1884e−03 0.997 4.5994e−06 2.020
6. Concluding remarks
In this paper, we have formulated and analyzed the TDG method combined with piecewise finite elements for spatial
discretization for the solution of a sub-diffusion equation of the form (1) with a positive-type memory term. In our analysis,
we allowed nonuniform time steps. The stability of the numerical solution was derived. A global optimal convergence rate
of order O(kq + hr) has been shown for q ∈ {1, 2} and r ≥ 2. (Here, the approximate solution is a piecewise polynomial,
discontinuous in time of degree q− 1 and continuous in space of degree r − 1.) Numerical results support the analysis and
also exhibit nodal super-convergence phenomena of the piecewise linear TDG method, not proved in the present paper.
For a weakly singular kernel, McLean and Mustapha [5] studied the piecewise constant (q = 1) TDG (a modified implicit
Euler) combined with finite elements for the space discretization of (1). Optimal convergence rates in both time and space
have been proved. The analysis of the piecewise linear (q = 2) TDG methods of (1) with a weakly singular kernel and
non-smooth initial data are topics for future study.
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