In this paper we generalize the study started in (Brackx et al., Oper Theory Adv Appl, Birkhäuser, Basel (2006)) by considering the general case of a nonsingular metric, not necessarily symmetric. We show how this general case allows to derive several interesting cases: besides the symmetric case (see also Brackx et al., 2006) we study the symplectic case and several other systems.
positive, while in this paper we will consider the more general case in which the metric is given by a nondegenerate, real, rank 2 tensor. It is worth noticing that the idea to consider a local metric dependence has already been exploited for Clifford analysis on manifolds and goes back to [12] . However, the novelty of [5] and of this paper is that we consider a global metric tensor whereby the components are interpreted as variables. After revising some basic notions on real and complex Clifford algebras in Sect. 2, in Sect. 3 we introduce the metric dependent Clifford analysis by recalling some basic facts on the symmetric case treated in [5] . Section 4 contains the study of the general case, while in Sect. 5 we give more details on the general case and we focus the attention on the symplectic case. In Sect. 6 we study the covariant standard Fischer duality versus the Hermitian Fischer duality and, finally, in Sect. 7 we introduce the basics on matrix derivatives. For background information on Clifford algebras and Clifford analysis in the orthogonal and symplectic setting, we refer the reader to [8, 9, 11, 13, 15, 18] .
Preliminary Notions
A Clifford algebra R m over the field R of real numbers is defined as the algebra generated by the elements {e 1 , . . . , e m } obeying the defining relations e i e j + e j e i = −2δ i j . An element a ∈ R m is of the form a = The subspace of 1-vectors may be identified with the Euclidean space R m as follows:
x j e j .
It is well known that on the space of 1-vectors one can define the following operations: We can further generalize the idea of Clifford algebra and consider the Clifford algebra R p,q which is generated over the field R by the elements ε 1 , . . . , ε p ; e 1 , . . . , e q such that ε 2 i = +1, e 2 j = −1 and the anti-commutation relations among the units. In this paper we will generalize the notion of Clifford algebra by introducing a metric dependence. The idea is not new since it has been introduced in [5] for metrics g which are symmetric and positive definite. Our novelty is that we will consider the most general case of nonsymmetric metrics g = [g jk ]. We introduce the following:
is the algebra over R generated by the units e 1 , . . . , e m satisfying the defining relations e j e k + e k e j = −2g jk .
Similarly, one can define C m [g] as the algebra over C generated by the units e 1 , . . . , e m . (1) . Moreover, R m can be endowed by a metric by defining e j , e k = g jk and x, y = j,k
The subspace of vectors in
Note that here we are writing a vector x using a contravariant m-tuple of coordinates (x 1 , . . . , x m ) instead of the covariant notation (x 1 , . . . , x m ). We will use one notation or the other according to our needs.
Remark 2.2
The idea of Metrodynamics is to consider the g jk as variables. So the units can also be considered as functions e j = e j (g) depending implicitly on the variables g jk through the defining relations e j e k + e k e j = −2g jk . Note that, in this framework, one might also consider the derivatives
. To obtain the explicit expressions of the elements e j = e j (g) in terms of the components g jk it suffices to construct an over-all embedding Clifford algebra which contains all the algebras R m [g] as subalgebras i.e. the endomorphism algebra End(R m ), which coincides with the Clifford algebra R m,m .
Let us go back to the standard framework of Clifford algebras, and let us consider the algebra of endomorphisms of R m i.e. End(R m ). 
In C 2m we can introduce the elements
which satisfy the so-called Grassmann relations
Consider now the conjugation which is defined on the elements of the basis as e j = −e j and it is such that ab =bā. The so-called Hermitian conjugation is defined on C m = R m ⊕ iR m as follows
If we set
we have that these elements satisfy f By setting
we have that R m can be seen as Alg{e j , j = 1, . . . , m}, while R m,m = Alg {e j , ε j , j = 1, . . . , m}. Moreover we have the conversion relations:
For a ∈ R m we also have:
which provides an alternative way to see the isomorphism R m,m = End(R m ).
Metric Dependent Clifford Analysis

Affine and Hermitian Clifford Analysis
We start this section by recalling some basics in affine Clifford analysis (see [20] ), which is one of the possible generalization of the standard Clifford analysis which deals with functions defined on an Euclidean space R m with values in R m that are nullsolutions of the Dirac operator. In this setting, the basic elements are the real variables x j , the corresponding partial derivatives ∂ x j , and the Clifford basis e j , j = 1, . . . , m. In affine Clifford analysis, we will work in the setting R m,m = End(R m ), in which it is possible to consider also operators with values in End(R m ). We will write the vector
The variables x, p are called affine vector variables. The vector derivative ∂ X in R m,m , which corresponds to a ultra-hyperbolic Dirac operator, is defined by
is called affine monogenic system.
In this setting, it is possible to introduce a Fischer duality and a Fischer inner product which leads to a monogenic decomposition of homogeneous polynomials (see [20] ). Another generalization can be achieved by complexifying the vector variables and the Clifford algebra, obtaining the framework of the so-called Hermitian Clifford analysis, see [2, 3, 16, 19] . Let us consider the complex Clifford algebra C m endowed with the Witt basis. Let us introduce the variables
with z j = x j + ix j+m , j = 1, . . . , m, and two complex Hermitian Dirac operators
where ∂ z c j and ∂ z j denote the Cauchy-Riemann operator and its conjugate, in the variables z j . 
Remark 3.3 For polynomial solutions of the Hermitian system the variables z j and z j behave like fully independent and symbolic commuting variables. Even though the variables, in this case, are complex while in the affine case they are real, at a symbolic level the Hermitian and the affine system are similar. However the invariance of the two systems is different: the Hermitian system is invariant under the group U (m) while the affine system is invariant under GL(m, R).
Remark 3.4
Subsequently, on the level of polynomials, the Hermitian and the affine monogenic systems are in fact fully equivalent. This is of course no longer true if one considers local solutions to the Hermitian (resp. affine) systems. In particular, the Hermitian system is elliptic while the affine system may assume distributional solutions.
A further generalization of Clifford Analysis is obtained in the next section in which we illustrate the basic of Metrodynamics in a specific case.
Metrodynamics: the Symmetric Case
In this section we recall some material from [5] to which we refer the reader for more details. Suppose we are given:
• a covariant rank 2 tensor:
which is positive definite; • the Grassmann algebra generated by the elements f j , j = 1, . . . , m, satisfying the Grassmann relations
• the dual Grassmann algebra † generated by f † j , j = 1, . . . , m satisfying the Grassmann relations
The duality between the two Grassmann algebras is given by:
Notation 3.5
In the sequel, we will adopt the Einstein summation convention, in other words, we will omit the symbol of summation when we are summing over equal contravariant and covariant indices. We will also make use of the following notation (due to Penrose): we set
and similarly for upper indices.
, be a real covariant tensor of rank 2 and let us assume that it is positive definite and symmetric. We call g the metric tensor. Its reciprocal (contravariant) tensor is given by
where G jk denotes the cofactor of g jk .
Note that
where δ i k denotes the Kronecker's delta. With the assumptions above, we can give the following:
The covariant basis for the Grassmann algebra † is given by the elements
The contravariant basis for the Grassmann algebra is given by the elements
We can introduce new covariant basis elements by
It is easy to verify that they satisfy the relations e j e k + e k e j = −2g jk . An element (x 1 , . . . , x m ) ∈ R m can be identified with the 1-vector
thus identifying R m with a subspace of the complex Clifford algebra C m . One may also consider the contravariant elements forming the so-called reciprocal basis:
Note that these elements can be obtained also as e j = f j − f † j . The following result is proved in [5] :
. . , m we have the relations:
1. e j e k + e k e j = −2δ k j ; 2. {e j , e j } = −2m; 3. [e j , e j ] = 0.
The notion of monogenicity is introduced through a Dirac operator which is the Fischer dual of the vector variable x and it is defined by
Recall that the Euler operator, which as it is well known measures the degree of homogeneity of polynomials, is defined by
The angular Dirac operator is defined by
These two operators correspond to the scalar and the bivector part of the operator x∂ x , as stated in the first part of the following result (see [5] ):
The following relations hold:
Fischer Duality
In the absolute setting, i.e. the orthogonal setting, it is possible to introduce the standard Fischer duality, which can be generalized to the covariant setting as follows. Let P be the algebra of polynomials generated by {x 1 , . . . , x m ; e 1 , . . . , e m ; i}, i.e. polynomials with coefficients in C m . The subset of homogeneous polynomials of degree k will be denoted by P k :
In P we can define the so-called Fischer inner product
by taking its Hermitian conjugate followed by the substitution x k → g k j ∂ x j . The correspondences:
are called Fischer duality. Note that the first correspondence can be equivalently substituted by
We also have the so-called monogenic decomposition which is a consequence of the well known Fischer decomposition theorem (see [5] ):
Theorem 3.10 (Monogenic decomposition) Any R k ∈ P k has a unique orthogonal decomposition of the form
where ∂ x P k−s = 0.
Metrodynamics: the General Case
To justify the definitions we will give in the sequel, we start the section by discussing the underlying ideas. Suppose we are given the elements {f j , j = 1, . . . , m} generating a Grassmann algebra and {f † j , j = 1, . . . , m} generating a dual Grassmann algebra † . Assume the duality relations
We start from the affine setting and we set (compare with (2)):
If we set p j = y k g k j , where g = [g jk ] is real, nonsingular, but not necessarily symmetric, we get that x j , y j are now both contravariant variables in a vector space R m .
Let us put
so we can write the vector variable X in the form:
where we have defined
The elements e j , ε j form the so-called g-basis. We have the following:
The elements e j , ε j satisfy the relations:
The reciprocal basis of the g-basis can be obtained as follows. Suppose that we are given, as before, , † and g = [g jk ] a covariant tensor of rank 2 real and nonsingular. The reciprocal tensor of g is given by [g jk ] (see Definition 3.6). Consider the Dirac operator associated to the vector variable X :
Since we have defined p j = y k g k j and since the Euler operator p j ∂ p j can be equivalently written as y j ∂ y j , we have ∂ p j = g jk ∂ y k and also
where we have set
We can use the elements f † j and the g-basis (5) to write the Dirac operator ∂ X as follows:
and
we does obtain
Again using the Penrose notation for upper indices, we can write the Dirac operator as
The elements e j , ε j form the reciprocal g-basis.
Remark 4.3
The options ∂ y j = ±∂ x j give rise to the special case of Dirac operators
Remark 4.4
Note that e j ∈ Span{e j | j = 1, . . . , m}, unless g [ jk] = 0 and e j ∈ Span{ε j | j = 1, . . . , m}, unless g { jk} = 0 thus, in general, we need to consider both the bases e j , ε j .
Proposition 4.5 We have the following reciprocal relations:
1. e j e k + e k e j = −2δ k j ;
Proof Let us prove relation 1:
Relation 2 can be proved in a similar way. Finally, we consider the first relation in 3:
(e j e + e e j )
the remaining relations can be proved in an analogous way.
Example 4.6
Let us consider the simplest case, and let us take m = 1. We introduce the metric g = [g 11 ] with g 11 = 0 and the Clifford algebra R 1,1 generated by e 1 , ε 1 and consider also the dual basis {e 1 , ε 1 } which satisfies the relations (e 1 ) 2 = −(ε 1 ) 2 = g 11 , e 1 ε 1 + ε 1 e 1 = 0. The Dirac operator (10) , in this case, is ∂ x = ∂ x 1 e 1 − ∂ y 1 ε 1 . If we consider a function f = f 0 + f 1 e 1 + f 2 ε 1 + f 3 e 1 ε 1 and we impose ∂ x f = 0 we get a system of four real equations which can be written in matrix form as
The matrix is of maximum rank since g 11 = 0, and the characteristic variety turns out to be split into two linear subspaces of R 2 : x 1 = ±y 1 .
We are now ready to introduce the general case of Metrodynamics in a more formal way. Let us introduce:
• the Grassmann algebra generated by the elements f j , j = 1, . . . , m satisfying the Grassmann relations; • the dual Grassmann algebra † generated by f † j , j = 1, . . . , m satisfying the Grassmann relations;
the duality between and † is expressed by
Remark 4.7 Note that the elements {f j } (resp. {f † j }) form a covariant tensor of rank 1.
We give the following:
Definition 4.8 The covariant basis for the Grassmann algebra † is given by the elements
Proposition 4. 9 We have the following properties:
Proof We have:
and similarly for the computation of {f and similarly, we can compute e j e m+k + e m+k e j = ig jk − ig k j = −2ig [ jk] .
Remark 4.13
The basis elements e m+ j , j = 1, . . . m are related to the elements ε j introduced above by
Besides the covariant basis, we can introduce the contravariant basis:
Definition 4.14 Given the elements f j , f † j we can define new contravariant basis elements e i , e m+i defined by
Remark 4.15
The complex Clifford algebra C m [g] can be generated (among other possible choices) by the covariant basis {e j , j = 1, . . . , m} or the contravariant basis {e j , j = 1, . . . , m}.
g-basis Clifford Analysis
The General Case
In this case, we can consider the choices y j = x j , ∂ y j = ∂ x j , and
Let us provide a motivation for the first choice. If we consider functions f = f (X j ) i.e. functions which are constant with respect to the variables Y j , then (10) becomes
is determined by the restriction to the diagonal x j = y j , so we have (compare with (9))
Example 5.1 Let us consider again the simplest case i.e. let us take m = 1. We introduce the metric g = [g 11 ] with g 11 = 0 and the Clifford algebra R 1,1 generated by e 1 , ε 1 (see Example 4.6). The Dirac operator reduces to ∂ x = ∂ x 1 g (11) e 1 = ∂ x 1 e 1 . The matrix associated to the system, which is elliptic, can be formally obtained from (12) by setting y 1 = 0.
Example 5.2
Let us consider the case m = 2 and the metric g given by
Consider the Clifford algebra R 2,2 generated by e 1 , e 2 , ε 1 , ε 2 and the dual basis e 1 , e 2 , ε 1 , ε 2 satisfying the relations (see Proposition 4.5)
A function F with values in R 2,2 has 16 real components and the condition ∂ x F = 0, with ∂ x = ∂ x 1 e 1 + ∂ x 2 e 2 gives rise to a system of 16 equations which can be written in matrix form as A F = 0 where F denotes the vector made by the components of F. As it is well known (see for example [8] ) from the matrix A one can obtain information of the system. The characteristic variety is given, as a set, by λx 1 x 2 −(x 1 ) 2 −(x 2 ) 2 which is a quadric degenerate into a linear variety counted twice when λ = ±2. The cases λ = ±2 are special from another point of view: the so-called symmetric part of metric g, i.e. the metric g defined by g jk = g ( jk) is degenerate. The resolution associated to the matrix A ends in one step, as it happens in the case of the classical Dirac operator. The resolution in the case of several operators ∂ x , = 1, . . . , n deserves a separate study. However, in the case of two or three operators one can directly verify, by using for example CoCoA [7] , that for randomly chosen values of λ the resolution is linear. In this sense, the system of several operators behaves like the standard Dirac system for functions with values in R 2 , see [8] . In analogous way, one can treat the case of the operator ∂ x 1 ε 1 + ∂ x 2 ε 2 , by associating a matrix B to it. We obtain the same type of conclusions as in the case of the operator ∂ x 1 e 1 + ∂ x 2 e 2 , both in the case of one and several operators.
Remark 5.3
As the previous example shows, even when g is invertible, there are several types of interesting cases depending on the symmetric part g ( jk) and the antisymmetric part g [ jk] of the metric g.
From Proposition 4.5 we immediately get the following:
Proposition 5. 4 The square of the Dirac operator ∂ x is given by
Definition 5. 5 We call the operator
g-Laplacian.
Remark 5.6 Note that for the Dirac operator (10) one has:
.
Remark 5.7 1. In order to characterize the solutions f of ∂ x f = g one may to solve the equation g,x h = g and put f = −∂ x h. Note that not all the solutions can be obtained in this way. 2. If g is singular, the operator g,x is not surjective and ∂ x is not elliptic. This happens e.g. in the above Example 5.2 for λ = ±2.
The second choice: y j = −x j , ∂ y j = −∂ x j gives:
The description is analogue to that one of the previous case.
Example 5.8 We consider again the case already treated in Example 5.2, i.e. the Clifford algebra R 2,2 generated by e 1 , e 2 , ε 1 , ε 2 and with dual basis e 1 , e 2 , ε 1 , ε 2 satisfying the relations in Proposition 4.5. To compute the matrix associated to the general Dirac operator (10) we can make use of the matrices A, B computed in Example 5.2. Indeed, the matrix of general Dirac operator corresponds to A − B. In the case of two and three operators, we can compute the resolution with the use of CoCoA. The resolutions are not anymore linear and have the same degree of the maps and same number of relations as the resolution for two or three Cauchy-Fueter operators respectively. This is not surprising, in fact the operator (10) can be written in the form (7) which is independent of the metric g and depends only on the dimension of the algebra considered. Thus the resolutions in the case of several Dirac operators (10) are similar to the resolutions for the standard Dirac operator in the same dimension.
Remark 5.9
The consideration of the choices x i = y i or x i = −y i is one of the possible options one can take. In general one can also consider the two operators ∂ x = ∂ x j e j and ∂ y| = ∂ y j ε j separately. The system of equations
is a generalization of the biregular system ∂ x f = f ∂ y = 0 which is standard in Clifford analysis (see [6, 17] , and [10] for more recent results on the biregular quaternionic case). Indeed with respect to the standard metric g jk = δ jk we have that
which is equivalent to the biregular system. More in general, one may consider systems involving several vector derivatives like ∂ x , ∂ x| , ∂ y , ∂ y| etc., and in particular the system:
or the system:
The strength of Clifford analysis lies in the huge class of special interesting systems which it provides.
The Symplectic Case
Let us suppose that g jk = −g k j , i.e. g jk = g [ jk] , g ( jk) = 0. This case can exist only if m = 2n, otherwise g is singular.
Let us set, as in (5),
The relations satisfied by the elements in the g-basis and its reciprocal basis become as in the next result: Proposition 5. 10 We have the following relations:
1. e j e k + e k e j = 0; 2. ε j ε k + ε k ε j = 0; 3. e j ε k + ε k e j = 2g jk = −2g k j ; 4. e j ε k + ε k e j = 2g jk = −2g jk ; 5. e j e k + e k e j = 0; 6. e j e k + e k e j = −2δ k j .
Proof The proof of 1÷6 follows from Propositions 4.1 and 4.5.
Corollary 5.11
The elements {e j , e j } form a Witt basis of C m,m .
Remark 5.12
The calculus corresponding to the vector variable x = x j e j , and the Dirac operator ∂ x = ∂ x j e j is an affine calculus with invariance group GL(m).
Define the vector variables x = x j e j ; x| = x j ε j and the corresponding Dirac operators
Definition 5.13 Let U be an open set in R 2m and let f :
Remark 5.14 In the symplectic setting, the square of the Dirac operator ∂ x vanishes.
Remark 5.15
The above definition would lead to a symplectic version of the Hodge system, in fact:
In the sequel we will work in R m , with m = 2n. The canonical symplectic Dirac system that comes out of the metrodynamics considerations is the one corresponding to the standard symplectic metric g associated to the matrix 0 I −I 0 where I is the n × n identity matrix.
The operators which make up the system may be written into the form:
where f j = 1 2 (e j − ie j+m ) and f † j = 1 2 (−e j + ie j+m ). It is now possible to combine both equations in a quaternion manner and to this end, we will extend the Clifford algebra in order to have quaternionic coefficients instead of complex coefficients. We replace the imaginary unit i by a quaternion −I and introduce J such that I J = −J I and I 2 = J 2 = −1. Then, using the fact that
This operator can be rewritten as
where f j + f j+n J = (e j + I e j+2n + J e j+n + K e j+3n ). We have the following immediate fact:
Proposition 5.16 Let F be a solution to the symplectic system. Then it is a nullsolution to the operator (22).
If one considers the complex symplectic group, it is possible to replace two sets of real partial derivatives ∂ x j , ∂ x j+n by complex ones, for instance ∂ x j − I ∂ x j+2n and ∂ x j+n − I ∂ x j+3n so that the operator ∂ x j − J ∂ x j+n is in fact being replaced by a Fueter type operator
The operator obtained corresponds to the one studied in [14] and we are then back in our setting for quaternionic Clifford analysis
which generalizes the symplectic system in the sense of Proposition 5.16.
The generalized biregular system ∂ x f = ∂ y| f = 0 introduced in (18) can be obviously be considered also in the symplectic case. However, the operator ∂ x by itself and also the pair of operators associated to the generalized biregular system ∂ x , ∂ y| are invariant under a bigger group than Sp(n), m = 2n. Indeed, according to Corollary 5.11, the elements e j , e j form a Witt basis with primitive idempotent J = e 1 e 1 . . . e m e m and the group leaving J invariant is GL(m). In fact to obtain the symplectic invariance one has to consider the group leaving both idempotents I and J invariant that is transforms
leaving invariant the spaces We conclude that a truely Sp(n)-invariant biregular system might consist of operators ∂ x , ∂ x| and ∂ y (and/or ∂ y| ) or for example system (19) or (20) .
The Covariant Versus the Hermitian Fischer Duality
Let us now consider the Fischer duality in the setting of Metrodynamics. Let P be the algebra of polynomials generated by {x 1 , . . . , x m ; f 1 , . . . , f m ; f † 1 , . . . , f † m }, i.e. polynomials with coefficients in C m . The subset of homogeneous polynomials of degree k will be denoted by P k :
The map η such that:
is called Fischer duality. We obtain:
Moreover we have the following:
Lemma 6.1 The Fischer duality η implies the following induced dualities:
x j e j → −∂ x j e j x j ε j → ∂ x j ε j .
Proof The dualities easily follow from the fact that e j = f j − f † j , ε j = −f j − f † j , the definition of e j , ε j and the duality F defined in Sect. 3.3.
In P we can define the so-called Fischer bilinear form from which we deduce that ∂ x R(x) = 0 by the arbitrarity of A.
In a similar way one can prove the following: 
Proposition 6.4 In the symplectic case, the Fischer bilinear form gives:
(e j , e k ) = g k j .
Proof We have η(e j ) = −e k g k j η(ε j ) = −ε k g k j ,
thus (e j , e k ) = −[e g j e k ] 0 = g k j .
Theorem 6.5 (Fischer decomposition) Any R ∈ P has a unique decomposition of the form
where P is Sp(n)-monogenic.
We can introduce another Fischer duality which is related to that one of the
