All the recursive real functions are continuous; in fact all the B-recursive real functions are continuous for any oracle B, simply because Turing Machines computing them are nite objects. But simple functions like step functions have to be in some sense be \easy" if they have recursive values and break points, although by our usual de nition, they are not computable at all. So it seems unfair to label them not computable in the entire region just because of a few break points. In this paper, we investigate the properties of broader classes of almost everywhere recursive, weakly almost everywhere recursive and recursively approximable real-valued functions, which captures these \easy" step functions and many other nonrecursive functions. A recursive version of the classical Lusin's and Egoro 's theorem are proved and we also try to characterize the property of the limit of a recursive sequence of functions and show that di erent notion of convergence (uniform, pointwise or in measure) will result in di erent characterization of the limiting function.
A B-recursive function can be similarly de ned with a Turing machine that uses an extra oracle B. A recursive sequence of functions ff n g is a sequence of recursive functions that can be produced by a single Turing machine M, such that M(n; ) is the Turing machine for f n . A recursive sequence of B-recursive functions is de ned similarly.
Many basic properties of a recursive function can be found in PR88] . An important result is that recursive functions are closed under e ective and uniform convergence. The idea is that if we drop the requirement that the convergence be e ective, then we can only be sure that the function is recursive in ; 0 . The converse also holds. In fact, Theorem 1.2 can be relativized to any oracle B. One particular application of the theorem is the following: Theorem 1.3 Suppose f is a real-valued recursive and continuously di erentiable function on 0; 1], then f 0 is ; 0 -recursive on 0; 1].
The proof is based on the fact that we can e ectively construct a recursive sequence of functions that converges to f 0 uniformly. A detail proof can be found in Ho93].
Almost Everywhere Recursive Functions
All B-recursive functions are continuous. Hence simple functions like step functions are considered to be nonrecursive by this de nition. In this paper, we are trying to expand 1 a and b are recursive real numbers, and since almost all real functions mentioned in this paper has bounded domain with recursive end points, we sometime will not explicitly mention it. If a function is de ned on the entire real line, then this fact will be emphasized. the class of recursive functions to include many more other functions, which then can be considered as \sort of" computable. We start with an idea of an almost everywhere recursive function, which essentially is recursive except on a set of measure 0. Thus step functions with recursive values and a well-behaved set of break points will fall into this category.
De nition. A set S a; b] is recursively open if there is a recursive sequence of rationals fr n g such that (1) for all i, r 2i < r 2i+1 , and (2) S = S i (r 2i ; r 2i+1 ). Note that in particular, sets of the form a; r) or Proof. Suppose M is a Turing machine which partially computes f. Let x 2 S and 2 CF x be xed. Consider the computation M (n + 1). There is a maximum amount of use on the oracle, say k terms. Let I be the open interval ( (k) ? 2 ?k ; (k) + 2 ?k ). For every y 2 I there exists a y 2 CF y such that the rst k terms of y and are the same. Hence we have M (n + 1) = M y (n + 1) since the computations do not use more than k terms on the oracles. Note that in fact we have I S because otherwise it contradicts the de nition of a partial recursive function that M does not halt on points outside of its domain S. Now for all y 2 I, jf(y) ? f(x)j jf(y) ? M y (n + 1)j + jM y (n + 1) ? M (n + 1)j + jM (n + 1) ? f(x)j 2 ?(n+1) + 0 + 2 ?(n+1) = 2 ?n which shows that f is continuous at x. But x 2 S is arbitrary, so f is continuous on S. Proof.
(1) The Turing machines computing the sum, di erence or product will simply run the Turing machines for both f and g. If and when they both converge, perform the desired arithmetic operation and output the result. The domain of the new function is simply the intersection of the domains of f and g. where is an element of CF f(x) obtained as follow: whenever M g queries the oracle (m), M will go into a subroutine call by simulating M f (m). If the computation halts, M will output the result, otherwise it will diverge. It is clear that M computes g f, and hence g f is partial recursive. The domain for g f is S g f = fx 2 S f : f(x) 2 S g g, with measure (S g f ) = (S f ) ? (fx 2 S f : f(x) 6 2 S g g = (b ? a) ? 0 = b ? a, if we have the additional condition in (2). Hence g f is a.e. recursive on a; b].
The additional condition in (2) above is required so that we can avoid degenerate cases like having f be a constant function mapping everything to a single point at which g is not recursive.
A nice property of the class of bounded a.e. recursive functions is that it is closed under integration; in fact integration makes them recursive. Proof. Let F be the anti-derivative of f.
(1) f is continuous on 0; 1] implies that it is also bounded there. By Theorem 2.4, F is recursive and continuously di erentiable. By Theorem 1.3, f = F 0 is ; 0 -recursive. (2) If f is e ectively uniformly continuous, then by (1), F is recursive and is continuously di erentiable. Now f = F 0 is e ectively uniformly continuous implies that it is recursive, by a theorem of Pour-El and Richards ( PR88] , page 53). However, ; 0 -recursiveness does not imply a.e. recursiveness, as this can be seen via the example of a constant function f(x) = k for all x 2 0; 1], where k is any ; 0 -recursive but nonrecursive real number. This f is ; 0 -recursive but not a.e. recursive on 0; 1].
An almost everywhere recursive function can be characterized by the following theorem which is similar to the classical Lusin's theorem which essentially says that every measurable function is nearly continuous. S is recursively open since we can e ectively list the endpoints of A n . For the measure of S, (S) (int(A n )) = (A n ) > 1 ? 2 ?n for all n and hence (S) must equal to 1. We de ne a Turing machine M which will compute f a.e.
recursively on domain S. For all x 2 0; 1], all 2 CF x and all m 2 N, M (m) checks that if x 2 int(A n ) for any n, using a systematic manner that returns to each n in nitely often. If and when one such n is found, it will then simulate the Turing machine computing g n , M n (m) and output the result. The answer will be correct since g n = f on A n . If no such n is found, the computation simply diverges. Hence f is a.e. recursive.
Next we look into another related theorem in analysis. The classical Egoro 's theorem states that on a nite domain, we can convert a pointwise convergence into an uniform convergence except for a set with measure as small as we like. Proposition 2.9 There exists a recursive sequence of functions ff n g on 0; 1] such that f n 4 Formally, Egoro 's theorem states that if ffng is a sequence of measurable functions that converge to a real-valued function f a.e. on a measurable set E of nite measure, then given > 0, there is a subset A E with (E ? A) < such that fn converges to f uniformly on A. jf n (x) ? f(x)j = jf n (x)j jf n0 (x)j maxff n0 (d); f n0 (d 0 )g 2 ?(n0?1) < : So f is the pointwise limit of f n . Now f cannot be a.e. B-recursive for any oracle B because if it were, it would be continuous on its domain, which then would be B-recursively open and hence would contain in nitely many dyadic rationals, but clearly the function f is not continuous at any dyadic rational. 5 We can de ne a.e. B-recursive as in the de nition of a.e. recursiveness but with an extra oracle B. Note that in this case the domain will also be an B-recursively open set. Proposition 2.9 can be compared to the Myhill-Ko Theorem 2.5 and its corollary since the derivative can be viewed as a pointwise limit. If a recursive function is continuously di erentiable, then the derivative may not be a.e. recursive, but it has to be ; 0 -recursive (Theorem 1.3). If the function is only di erentiable (not continuously di erentiable), then we cannot even be sure that the derivative is a.e. ; 0 -recursive since in general it may be highly discontinuous as in the above proposition. We do have a characterization (which is not the best possible) of the derivative of a di erentiable recursive function in Section 4. See Theorem 4.9. It is applicable because a pointwise limit is also a limit in measure on a bounded domain. In the next section we will de ne a class of function in which a version of Egoro 's theorem can be proved.
Weakly Almost Everywhere Recursive Functions
The function f in Proposition 2.9 leads us to the de nition of a broader class of functions. Although f is not a.e. recursive, it is in a sense not too bad since we can compute to a certain degree of accuracy on a certain domain. Before we give its formal de nition, we rst need a de nition of a recursively G set. In analysis, a G set is countable intersection of open sets. We e ectivize this notion. The idea of a weakly partial recursive function is that there is a Turing machine that computes its value at every point in its domain, but there are also places where the Turing machine can only output an answer up to a certain accuracy. That is, if we have x 2 A n , then the Turing machine can compute f(x) up to accuracy within 2 ?n . So if x is in all A n , then we can compute f(x) as accurately as we like, otherwise, there is a point beyond which we cannot go on any further.
First we show that this is a strictly bigger class of functions. Proof. Note that a recursively open set is trivially a recursively G set, and so we are done.
For the counterexample, see the next example.
A good example of a weakly a.e. recursive but not a.e. recursive function is the famous function in college calculus which is continuous at the irrationals and discontinuous at the rationals on 0 We will not prove that the above function is weakly a.e. recursive but we will prove it for the following function, which is a more \uniform" variation of the above f. That is, A n = 0; 1] ?D n?1 and so T n A n is our G set here. Note that ( T A n ) = 1. De ne the Turing machine M as follow. For any , M (n) will check that whether represents a point x 2 A n , and if so, it outputs 0, otherwise it diverges (this is possible since A n is recursively open). Now for all x 2 0; 1], all 2 CF x and for all n, if x 2 A n then, jM (n) ? f(x)j = jf(x)j 2 ?n because for every x 2 A n , f(x) is either 0 or 2 ?k for some k n. Hence f is weakly a.e.
recursive.
Similar to a partial recursive real-valued function, a weakly partial recursive function can be shown to be continuous on its domain. So in particular, a weakly a.e. recursive function is continuous almost everywhere. Proof. Let x 2 S and so x 2 A n for all n where each A n is recursively open. The rest of the proof is similar to Proposition 2.1.
Our next theorem says if a function is weakly partial recursive except on a set as small as possible, then it is in fact weakly a.e. recursive. Note that the corresponding theorem on a.e. recursive functions is trivial. Proof. (=)). This is obvious.
((=). Let S n = T i A n;i where A n;i are recursively open and M n be the Turing machine that weakly partially computes f on S n . So we have for all x 2 0; 1], 2 CF x , x 2 A n;i ) jM n (i) ? f(x)j 2 ?i and x 6 2 A n;i ) M n (i) " : De ne S = T i S n A n;i . S is recursively G since S n A n;i is still recursively open for each i. Also S n S for all n because x 2 S n ) (8i) x 2 A n;i ] ) (8i) x 2 n A n;i ] ) x 2 \ i n A n;i = S:
Hence (S) = 1. Next we de ne the Turing machine M that weakly a.e. computes f on S.
For all x 2 0; 1] and 2 CF x , M (i) will simulate M n (i) for all n, a step at a time, using a systematic way that returns to each n in nitely often. If and when any of the machines M n converges, M will halt and return that answer, otherwise it diverges. Now we have x 2 n A n;i ) x 2 A n;i for some n and therefore some M n (i) will converge rst and so jM (i) ? f(x)j = jM n (i) ? f(x)j 2 ?i : On the other hand, if x 6 2 S n A n;i , then x 6 2 A n;i for all n and so no M n (i) will converge and hence M (i) diverges. This shows that f is weakly a.e. recursive with domain S.
A weakly a.e. recursive function can be characterized as an almost everywhere pointwise limit of a recursive sequence of function. We show this as a corollary of the next theorem, which is by itself an interesting characterization of a weakly a.e. recursive function in terms of pointwise limit of a.e. recursive functions.
Theorem 3.4 If f is weakly a.e. recursive on 0; 1], then there exists a recursive sequence of a.e. recursive functions ff n g such that f n converges to f a.e. on 0; 1].
Proof. Let M be the Turing machine computing f weakly almost everywhere, and S = T A n be its G domain. Note that we have for each n, (A n ) = 1. We will de ne the function f n computed by the Turing machine M n as follow. For all x and all 2 CF x , M n (k) rst checks whether x 2 A n = S p (a n;p ; b n;p ) (recall that A n is recursively open). If so, then x 2 (a n;p ; b n;p ) for some p. Let That is, we divide the interval (a n;p ; b n;p ) into units of length 2 ?n from the midpoint outwards. For convenience, let d ?(s+1) = a n;p and d s+1 = b n;p . Now M n checks that for all i = 0; : : :; s, ? xj < 2 ?n and f n (x) = M d (n) (n): Next we claim that f n converges to f a.e. on 0; 1] by showing that f n converges to f on S \ Q c (which has measure 1). Let x 2 S \ Q c be xed and so in particular x 2 A 0 n for all n. By Proposition 3.2, f is continuous at x, and so there exists an m x such that for all y, jy ? xj < 2 ?mx(e) ) jf(y) ? f(x)j < 2 ?e :
Now for n maxfm x (e + 1); e + 1g, we have jf n ( Proof. Let ff n g be the recursive sequence of a.e. recursive functions obtained in the previous theorem. By the E ective Lusin Theorem 2.8, for each f n , we can e ectively nd a recursive function g n and a set B n such that B n fx 2 0; 1] : g n (x) = f n (x)g and (B n ) > 1 ? 2 ?n . Let C = ( S n B n ) \ S \ Q c , where S is the G domain of f. C has Lebesgue measure 1 because S n B n , S and Q c all have measure 1. Now for all x 2 C, x 2 B n0 for some n 0 . Also, since f n (x) converges to f(x) on S \ Q c , there exists an N(n), such that for all i N(n), jf i (x) ? f(x)j < 2 ?n . Now let i be greater than maxfn 0 ; N(n)g, then jg i (x) ? f(x)j = jf i (x) ? f(x)j < 2 ?n because B n0 B i since B n is increasing.
Unfortunately, the converse of the above is not true. Namely, the pointwise limit of a recursive sequence of functions is not necessarily a weakly a.e. recursive function. We will construct such a counterexample via the following proposition. The construction is similar to the construction of the \fat Cantor set" in the sense that we take away intervals of smaller and smaller measure, but leave enough such that the remaining set still has positive measure. Here, we start from the zero function and for the n-th dyadic rational d n , we \push" the function up to 1 on an interval of 2 ?(n+2) around d n , so there will be a remaining set of measure greater than 1 2 which is \untouched". Proposition 3.6 There exists a recursive sequence of recursive function ff n g on 0; 1] such that f n converges pointwise to a function f and f is discontinuous on a set of measure at least 1=2.
Proof. Let Note that f(d) = 1 for any dyadic rational d. Next consider any point x 6 2 supp(f). We have f(x) = 0 but for any interval containing x, no matter how small it may be, there is a dyadic rational in it and f has value 1 there. This shows that f cannot be continuous at x. Therefore f is not continuous on a set at least as big as the complement of supp(f).
Corollary 3.7 There exists a recursive sequence of functions ff n g on 0; 1] such that f n converges pointwise to a function f but f is not weakly a.e. recursive on 0; 1].
Proof. Take the ff n g and f in the previous proposition. If f is weakly a.e. recursive, then by Proposition 3.2, it is continuous on a set of measure 1, contradicting the fact that f is discontinuous on a set of measure at least 1=2.
Note that this corollary in fact shows that f cannot be weakly a.e. B-recursive for any oracle B.
Despite the result in the last section, we have in the following an e ectivized version of the Egoro Theorem. Recall that the Egoro Theorem says that we can convert a pointwise convergence on a domain of nite measure, to a uniform convergence except on a subset with measure as small as we like. The set in which the convergence is uniform can be made ; 0 -recursively G , but that is all we can say. We cannot say that the limit function is weakly a.e. ; 0 -recursive just because the domain of the limit function is ; 0 -recursively G .
Theorem 3.8 (E ective Egoro ) If there exists a recursive sequence of functions ff n g on 0; 1] such that f n converges pointwise to a function f on 0; 1], then for every p 2 N, there exists a ; 0 -recursively G set S p such that (S p ) 1?2 ?p and f n converges uniformly to f on S p . Furthermore, the set S p can be computed e ectively in p and the oracle ; 0 .
Proof. Let M n be the Turing machine that computes f n . Let m n be a modulus of continuity for f n . That is, for all integer i, for all x and y, we have jx ? yj < 2 ?mn(i) implies jf n (x) ? f n (y)j < 2 ?i . This modulus m n is recursive since f n is. Recall that for all x, x 2 CF x is the standard Cauchy function for x. In this proof, all the dyadic rationals used are in 0; 1], and so when we write D n , we actually mean D n \ 0; 1]. Also, this proof is very similar to the classical proof of the Egoro Theorem, and hence it may help to read the classical proof rst (see Ha74], for instance). and hence x 2 C t i;j . Note that this holds for all j > i n 0 and hence x 2 E t n0 , which in turn implies x 2 E t n for all n n 0 . Now for each t, ( by continuity of f i ; f j 2 ?t : Hence f n must converge to f uniformly on S p . All that remain to show is that S p is a ; 0 -recursively G set, e ectively constructible in p. Note that S p = T t E t np(t) = T t T 1 j>i=np(t) C t i;j is clearly G . If we can show the function n p (t) is ; 0 -recursive then we are done. Now f ( T q j>i=n C t i;j )g q is a decreasing sequence of recursive real numbers and hence its limit (E t n ) is a ; 0 -recursive real (see Theorem 3.1 in Ho93]). In fact f (E t n )g n is an increasing ; 0 -recursive sequence of reals since all constructions above is ; 0 -e ective in n. Now we can simply de ne n p (t) to be the least integer n such that (E t n ) 1 ? 2 ?(t+p) . So n p (t) is a ; 0 -recursive integer function and therefore S p is a ; 0 -recursively G set.
Pointwise convergence is indeed very di cult to characterize. In the above theorem, although we have uniform convergence in a subset of 0; 1], we cannot claim that the limit is ; 0 -recursive on this subset by quoting Theorem 1.2 because the set is not an interval. In the next section, we will look into a weaker kind of convergence, the convergence in measure, which is in some sense more \uniform".
Recursive Approximability
In this section, the class of recursively approximable functions and its relativized version will be de ned. The de nition is due to Ko Ko91]. This class of functions is closely related to another type of convergence, the convergence in measure.
De nition. A real-valued function f on 0; 1] is recursively approximable if there exists a
Turing machine M such that for all x 2 0; 1], all 2 CF x and all n, M (n) # and the outer measure (fx 2 0; 1] : (9 2 CF x ) jM (n) ? f(x)j 2 ?n g) 2 ?n or equivalently, (fx 2 0; 1] : (8 2 CF x ) jM (n) ? f(x)j < 2 ?n g) > 1 ? 2 ?n :
The basic idea is that we have a Turing machine computing a function which will make big mistakes at only a small area. It is just that we do not know where the mistakes occur. Notice that this machine will always return an answer although we do not know whether it is accurate. We rst show that this is in fact a broader class than the weakly a.e. recursive functions. In the author's opinion, the name \recursively approximable" is somewhat confusing, as all de nitions in recursive analysis are based on approximations. A more appropriate name for a recursively approximable function may be \recursive in measure". However, we will stick to the name \recursively approximable" here for consistency with other literature in the area. We will show that f is not weakly a.e. recursive. Suppose on the contrary f is weakly a.e. recursive. Let S = T A n be it G domain and M be a Turing machine that weakly a.e. computes it. Fix an integer n 3, and consider A n which is a recursively open set with measure 1, so in particular it is not empty. Consider an x in A n which is not a dyadic rational. By de nition f(x) = 0 and so for any 2 CF x , jM (n)j 2 ?n 1 8 . There is a maximum amount of use, say the rst m terms, on the oracle . Since x 2 A n , which is open, there is a dyadic rational y 2 A n so close to x such that there is a y 2 CF y with the rst m terms exactly the same as the rst m terms of . Therefore we have M y (n) = M (n) since the use of the oracle does not go beyond the rst m terms. Now jM y (n) ? f(y)j = jM (n) ? 1j 7 8 > 2 ?n , a contradiction. Hence f is not weakly a.e. recursive. On the other hand, f is recursively approximable by the Turing machine which outputs 0 on all inputs. The only place where it will make mistake is exactly the set D\ 0; 1], which has measure 0.
As the example shows, a recursively approximable function, unlike an a.e. recursive or a weakly a.e. recursive function, can be nowhere continuous. Perhaps, it is hard to justify in saying that such a function is \not too di cult" to compute. However, a recursively approximable function still has a nice property that it can be characterized as the limit in measure of a recursive sequence of functions, as we will show in the next section. But before that we will state a theorem which gives some su cient conditions under which a recursively approximable function is actually weakly a.e. recursive, a.e. recursive, or recursive.
Theorem 4.2 Suppose f is recursively approximable on 0; 1] and M be the Turing machine that recursively approximates it. Let A n = fx 2 0; 1] : (8 2 CF x ) jM (n) ?f(x)j < 2 ?n g. Proof. (1). De ne A 0 1 = A 1 and for n 1, A 0 n+1 = A n+1 \ A 0 n . So we have for all n, A 0 n is recursively open; (A 0 n ) = 1; and A 0 n+1 A 0 n . Hence S = T A 0 n is a recursively G set with measure 1. We will de ne a Turing machine M 1 below which will weakly a.e. compute f. For all x 2 0; 1], all 2 CF x and all n, M 1 (n) will check that whether x 2 A 0 n . If so, it simulates M (n) and returns its answer, otherwise it diverges. It is clear that if x 2 A 0 n , then x 2 A n and so M will return a value close to f(x) within 2 ?n . Hence f is weakly a.e. recursive.
(2). If T A n is recursively open and ( T A n ) = 1, de ne M 2 as follow. For all x 2 0; 1], all 2 CF x , and all i, M 2 (i) will check whether x 2 T A n . If so, it simulates M (i) and returns its answer, otherwise it diverges. Now x 2 T A n implies in particular x 2 A i , so M will return a value that is good enough as in (1). This shows that f is a.e. recursive. Note that if ff n g converges to f in measure e ectively then we can e ectively pick a subsequence of ff n g such that it converges to f in measure e ectively with the identity function as the modulus. In this case, f n is said to binary converge to f in measure. Hence we will automatically assume this whenever we have e ective convergence in measure. Note that, by de nition, we have (An) > 1 ? 2 ?n .
The following characterization of a recursively approximable function as the limit in measure of a recursive sequence of functions is due to Ko Ko91]. Proof. ((=). Suppose ff n g is recursive and let M n be the Turing machine computing f n .
Without loss of generality, we assume that ff n g binary converges to f in measure. De ne M (n) = M n+1 (n + 1). Then for all x 2 0; 1], all 2 CF x , jM (n) ? f(x)j = jM n+1 (n + 1) ? f(x)j jM n+1 (n + 1) ? f n+1 (x)j + jf n+1 (x) ? f(x)j < 2 ?(n+1) + 2 ?(n+1) = 2 ?n on a set with outer measure greater than 1 ? 2 ?(n+1) > 1 ? 2 ?n . Hence f is recursively approximable.
(=)). Suppose that f is recursively approximable on 0; 1] and so there exists a Turing machine M such that for all x 2 0; 1], all 2 CF x and all n, M (n) # and the outer measure (fx 2 0; 1] : (9 2 CF x ) jM (n) ? f(x)j 2 ?n g) 2 ?n :
We will de ne the function f n as follow. We can e ectively nd one such nite cover by enumerating all the dyadic rationals in 0; 1] and simulating M. Let fI di : i = 1; : : :; sg be such a cover. Without loss of generality assume that di (k di ) < di+1 (k di+1 ) for all 1 i s ? 1 (i.e., the centers of the intervals are in order); no I di is contained entirely in I dj for some j and no x is contained in more than two I di 's. De ne f n as follow: For all i = 1; : : :; s, if x 2 I di ?
(letting I d?1 = I ds+1 = ;), and f n is piecewise linear otherwise, joining the values de ned above. By construction, ff n g is clearly recursive. We need to show that f n converges to f e ectively in measure. If x 2 I di ? I di?1 ? I di+1 , then there exists 2 CF x such that M d i (n) = M (n) and thus jf n (
If x 2 I di \ I di+1 for some i then since f n is linear in this region, we have for j = i or i + 1 and jf n (x) ? f(x)j jM d j (n) ? f(x)j = jM (n) ? f(x)j for some 2 CF x since x 2 I dj . Hence in any case, we have jf n (x) ? f(x)j jM (n) ? f(x)j < 2 ?n on a set with measure greater than 1 ? 2 ?n by the de nition of M. Therefore f n converges to f in measure e ectively.
We can use the above theorem to show that a bounded recursively approximable function has a recursive integral. The following is a generalization of Theorem 2.4. The integration we use is obviously the Lebesgue integration because a recursively approximable function may not be Riemann integrable, as in the case of the characteristic function of the dyadic rationals in the example given in the previous section. Now we will prove a generalized version of Ko's Theorem 4.3 by dropping the requirement that the convergence be e ective. This should be compared to the case in uniform convergence. We know that the limit an e ective uniform convergence of a recursive sequence of functions is again a recursive function (Theorem 1.1). However, in Ho93], we show that if we do not have this e ectiveness in the uniform convergence, then we can be only sure that the limiting function is ; 0 -recursive. In fact, a ; 0 -recursive function can be characterized as a uniform limit of a recursive sequence of functions (Theorem 1.2). Similarly here, we can extend Ko's theorem by dropping the requirement that the convergence in measure be e ective. That is, in this case, we can characterize a ; 0 -recursively approximable function 11 as the limit in measure of a sequence of recursive functions. We will prove this by splitting the theorem in two parts; one for each direction of the implication.
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Note that this theorem is not optimal in the sense that many unbounded recursively approximable functions also have recursive integrals. For instance, f(1=n) = n for n 2 N and otherwise f(x) = 0 on 0; 1] is one such function.
11
As before, a B-recursively approximable function is the same as a recursive approximable function except that its Turing machine has an extra oracle B.
In one direction we will use a nite injury priority method. In Ho93] we used the same method to show that the a ; 0 -recursive function is a uniform limit of a recursive sequence of functions. Proof. We will try to follow our construction in Theorem 4.3. The di culty now is that since f requires the oracle ; 0 which is nonrecursive, we can only approximate it as a sequence of recursive sets. Let K ; 0 be the halting set, and fK s g is a recursive enumeration of K where in each stage s, there is one and only one element enumerated into K s . We attempt to satisfy the following requirements for e 3:
R (new elements enumerated into K at stage s + 1 causes some computations to change) then for all e j, R e is injured. A requirement requires attention if it has not received attention or it is injured. Choose the least e < s + 1 such that R e requires attention. We try to nd a nite cover by enumerating all dyadic rationals in 0; 1] and simulate M with oracle K s+1 up to stage s + 1. Such a nite cover exists by the Heine-Borel Theorem, as discussed before in Theorem 4.3, if we run the machine long enough (i.e., s is big enough). Let It is clear that if all R e are satis ed, then f s converges to f in measure and so we are done. Now we will proceed to prove the other direction. Suppose we have recursive f n converging to f in measure. Then in fact we can nd a modulus for this convergence recursively in ; 0 , and with this we can show that f is ; 0 -recursively approximable. The proof of the following lemma is very similar to the proof of Lemma 4.1 in Ho93].
Lemma 4.6 Suppose ff n g is a recursive sequence of functions converging to a function f in measure on 0; 1], then there exists a modulus function for this convergence which is recursive in ; 0 .
Proof. Let M n be the Turing machine computing f n and m 0 be a modulus for the convergence in measure of f n . That is, for all n m 0 (p), (fx 2 0; 1] : jf n (x) ? f(x)j < 2 ?p g) > 1 ? 2 ?p which also implies that we have the Cauchy condition: For all i; j m 0 (p + 1), (fx 2 0; 1] : jf i (x) ? f j (x)j < 2 ?p g) > 1 ? 2 ?p :
We will construct a recursive sequence of integer functions fm t g t 1 such that m t (p) = ( n) (fx 2 0; 1] : (8i; j = n; : : :; n + t) jf i (x) ? f j (x)j < 2 ?p g) > 1 ? 2 ?p ] where ( n) in the above formula means \the least integer n such that". In order words, m t is a \partial modulus" function which takes care of only t + 1 many terms. Note that m t (p) is increasing in t and is bounded above by m 0 (p) and hence m(p) = lim t!1 m t (p) exists. We show that m is a modulus function for the convergence as follow. Suppose m(p) = n, then we have (fx 2 0; 1] : (8i; j n) jf i (x) ? f j (x)j < 2 ?p g) > 1 ? 2 ?p : For i n, let q be an arbitrary integer and j maxfn; m 0 (q)g, then jf i (x) ? f(x)j jf i (x) ? f j (x)j + jf j (x) ? f(x)j < Proof. As in the proof of Theorem 1.3, we can de ne a recursive sequence of functions ff n g such that f n converges to f pointwise on 0; 1], which in turn implies that f n converges in measure to f on a bounded domain 0; 1]. By Theorem 4.8, f is ; 0 -recursively approximable. This is not the best possible characterization we can have because in general convergence in measure does not implies convergence pointwise. In fact, we list nding a precise characterization of the pointwise convergence as an open problem.
Open Problems
In Ho93] and this paper, we have completely characterized the e ect of taking the uniform limit or limit in measure of a recursive sequence of functions (and its relativized counterpart). However, we have not been able to give a precise characterization for the pointwise convergence. We show in Corollary 3.5 that a weakly a.e. recursive function can be characterized as the a.e. pointwise of a recursive sequence of functions, but the converse is not true as the example in Proposition 3.6 and its corollary show.
Since a pointwise convergence on a bounded domain implies convergence in measure, we can therefore say that the a.e. pointwise limit of a recursive sequence of functions is no worse than being ; 0 -recursively approximable (See Theorem 4.9. Also, it is in fact recursively approximable if we have e ective convergence in measure). But can we do better than this? That is, can we de ne yet another class of functions that lies between the weakly a.e. recursive and recursively approximable functions such that its ; 0 -relativized counterpart captures precisely the pointwise limit of a recursive sequence of functions? This class of functions cannot be continuous a.e. as shown above, but they cannot be totally discontinuous which can happen for recursively approximable functions (see HS65], page 79). Also, a related problem is that, while we have the notions of an \e ective" uniform convergence and an \e ective" convergence in measure, we do not have this corresponding notion of an \e ective" pointwise (or a.e. pointwise) convergence. This notion, if de ned, should have strength in between the e ective uniform convergence and the e ective convergence in measure, just as normal pointwise convergence lies in between uniform convergence and convergence in measure. A starting point to look into the solutions to these problems might be the Egoro Theorem and its e ectivized version Theorem 3.8.
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