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Abstract
LetA be a prime ring and let R be a noncentral Lie ideal ofA. An additive map f : R→A is called
strong commutativity preserving (SCP) on R if [f (x), f (y)] = [x, y] for all x, y ∈ R. In this paper we
show that if f is SCP on R, then there exist λ ∈ C, λ2 = 1 and an additive map μ : R→Z(A) such that
f (x) = λx + μ(x) for all x ∈ R where C is the extended centroid ofA, unless charA = 2 andA satisfies
the standard identity of degree 4.
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1. Introduction and results
LetA be a ring with centerZ(A). For x, y ∈A, we denote [x, y] = xy − yx the commu-
tator of x and y. We say that a map f :A→A preserves commutativity if [f (x), f (y)] = 0
whenever [x, y] = 0 for x, y ∈A. The problems of characterizing maps that preserve certain
subsets or relations had been investigated on various rings and algebras. One of the most stud-
ied problems is to describe bijective additive (or linear) maps preserving commutativity (see
[1,4,8,10,11,19–25] for references). In [6] Bell and Daif initiated the study of a certain kind
of commutativity preserving map as follows: Let S be a subset of A. A map f :S→A is
called strong commutativity preserving (SCP) on S if [f (x), f (y)] = [x, y] for all x, y ∈S.
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More precisely, they proved that A must be commutative if A is a prime ring and A admits a
derivation or a non-identity endomorphism which is SCP on a right ideal ofA. Furthermore, the
analogous results for semiprime rings are also obtained. Later Brešar and Miers [9] characterized
an additive map f :A→A which is SCP on the entire semiprime ring A and showed that
f must be of the form f (x) = λx + μ(x), where λ ∈ C, λ2 = 1 and μ :A→ C is an additive
map where C is the extended centroid of A. Recently, Deng and Ashraf [12] proved that if A
is a prime ring of characteristic not 2 and there exists a non-identity endomorphism T of A
such that [T (x), T (y)] − [x, y] ∈Z(A) for all x, y in some essential right ideal of A, then
A is commutative. In this paper we will characterize strong commutativity preserving maps of
noncentral Lie ideals on prime rings.
Instead of using clever computation in [9], our approach is based on the useful theory of
functional identities, developed by Beidar, Brešar, Chebotar and Martindale (see [7] for details).
According to [7], a functional identity on a ring A can be informally described as an identical
relation satisfied by elements inA, which involves some maps ofA. The goal of the theory of
functional identities is to determine the form of the maps appearing in the identity or, when this is
not possible, to determine the structure of the ring admitting this identity. Hence the problem that
is treated in this paper can be interpreted as solving a certain special functional identity, which,
however, is not covered by the general theory of functional identities, as presented in the recent
book “Functional Identities” by Brešar, Chebotar and Martindale [7]. To state our result precisely,
we fix some notations.
Throughout this paper A is a prime ring with center Z(A) and with maximal right
ring of quotients Q = Qmr(A). The center C of Q is a field and is called the
extended centroid ofA (see [5] for details). Moreover,Z(A) ⊆ C. An additive subgroupR ofA
is said to be a Lie ideal ofA if [u, a] ∈ R for all u ∈ R, a ∈A. A Lie idealR is called noncentral
if R Z(A). Let [A,A] stand for the additive subgroup of A generated by [x, y] for all
x, y ∈A. Clearly A and [A,A] are basic examples of Lie ideals of A. Our main result is as
follows:
Theorem 1.1. Let A be a prime ring and R a noncentral Lie ideal of A. Suppose that an
additive map f : R→ Q satisfies [f (x), f (y)] − [x, y] ∈ C for all x, y ∈ R. Then f is of the
form f (x) = λx + μ(x) for all x ∈ R where λ ∈ C, λ2 = 1 and μ : R→ C an additive map,
unless charA = 2 andA satisfies the standard identity of degree 4.
An immediate consequence of Theorem 1.1 is the following corollary.
Corollary 1.2. LetA be a prime ring andR a noncentral Lie ideal ofA. Suppose that an additive
map f : R→A satisfies [f (x), f (y)] − [x, y] ∈Z(A) for all x, y ∈ R. Then there exists an
additive map μ : R→Z(A) such that f (x) = x + μ(x) for all x ∈ R or f (x) = −x + μ(x)
for all x ∈ R, unless charA = 2 andA satisfies the standard identity of degree 4.
As applications of Theorem 1.1 we have the following two results.
Corollary 1.3. LetA be a prime ring, R a Lie ideal ofA and T a non-identity endomorphism
of A. Suppose that [T (x), T (y)] − [x, y] ∈Z(A) for all x, y ∈ R. Then R ⊆Z(A) unless
charA = 2 andA satisfies the standard identity of degree 4.
Let σ be an automorphism of A. An additive map δ :A→A is called a σ -derivation if
δ(xy) = σ(x)δ(y) + δ(x)y for all x, y ∈A. Obviously every derivation is a σ -derivation with
σ the identity map.
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Corollary 1.4. LetA be a prime ring, R a Lie ideal ofA and δ a nonzero σ -derivation ofA.
Suppose that [δ(x), δ(y)] − [x, y] ∈Z(A) for all x, y ∈ R.ThenR ⊆Z(A) unless charA = 2
andA satisfies the standard identity of degree 4.
2. A key proposition
Throughout this section, let Stn denote the standard identity of degree n [14, p. 41]. We begin
with a proposition which is important in the proof of Theorem 1.1.
Proposition 2.1. LetA be a prime ring andR a noncentral Lie ideal ofA. Suppose that an addi-
tive map f : R→ Q satisfies [f (x), [y, z]] + [f (y), [z, x]] + [f (z), [x, y]] = 0 for all x, y, z ∈
R. Then there exist λ ∈ C and an additive map μ : R→ C such that f (x) = λx + μ(x) for all
x ∈ R, unlessA satisfies St4.
To prove Proposition 2.1 we first handle the matrix case.
Lemma 2.2. LetA = Mm(F), the m × m matrix algebra over a fieldF, where m  3. Suppose
that a linear map f : [A,A] →A satisfies
[f (x), [y, z]] + [f (y), [z, x]] + [f (z), [x, y]] = 0 (1)
for all x, y, z ∈ [A,A]. Then there exist λ ∈F and a linear map μ : [A,A] →F such that
f (x) = λx + μ(x) · Im for all x ∈ [A,A], where Im is the identity matrix ofA.
Proof. As usual, we let {eij | 1  i, j  m}be the set of matrix units inMm(F). Note that [A,A]
isF-linear spanned by {eij | 1  i /= j  m} ∪ {eii − ejj | 1  i /= j  m}. Let i, j, k be three
distinct positive integers. Write f (eij ) = ∑ms,t=1 ast est , where ast ∈F. Setting x = ekj , y =
eij , z = eik in (1), since [y, z] = 0, [z, x] = eij and [x, y] = 0, we obtain [f (eij ), eij ] = 0. Then
0 =
⎛⎝ m∑
s,t=1
ast est
⎞⎠ eij − eij
⎛⎝ m∑
s,t=1
ast est
⎞⎠ = m∑
s=1
asiesj −
m∑
t=1
ajt eit .
In view of corresponding entries, it is easy to see that
aii − ajj = aki = ajk = aji = 0 (†)
Write f (eik) = ∑ms,t=1 bst est , where bst ∈F. Setting x = eik, y = eij , z = eji in (1), since[y, z] = eii − ejj , [z, x] = ejk and [x, y] = 0, we have [f (eik), eii − ejj ] + [f (eij ), ejk] = 0.
Then ⎛⎝ m∑
s,t=1
bst est
⎞⎠ (eii − ejj ) − (eii − ejj )
⎛⎝ m∑
s,t=1
bst est
⎞⎠
+
⎛⎝ m∑
s,t=1
ast est
⎞⎠ ejk − ejk
⎛⎝ m∑
s,t=1
ast est
⎞⎠
=
m∑
s=1
bsiesi −
m∑
s=1
bsj esj −
m∑
t=1
bit eit +
m∑
t=1
bjt ejt +
m∑
s=1
asj esk −
m∑
t=1
akt ejt = 0.
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By considering corresponding entries, we have (aij − bik)eik = akj ekk = (ajj − akk + bjk)ejk =
0. Then
aij − bik = akj = ajj − akk + bjk = 0. (††)
Setting x = ekj , y = eij , z = eji in (1), since [y, z] = eii − ejj , [z, x] = −eki and [x, y] = 0,
we obtain
0 = [f (ekj ), eii − ejj ] − [f (eij ), eki]
= f (ekj )(eii − ejj ) − (eii − ejj )f (ekj ) − f (eij )eki + ekif (eij ).
Multiplying above identity by ekk on both sides, ekif (eij )ekk = aikekk = 0. So
aik = 0. (†††)
Let  /= i, j, k if m  4. Setting x = eij , y = eik, z = ekk − e in (1), since [y, z] = eik , [z, x] =
0 and [x, y] = 0, we obtain 0 = [f (eij ), eik] = f (eij )eik − eikf (eij ). Multiplying this identity
by eki from the left hand side and by e from the right hand side, we get
ak = 0. (††††)
In view of (†), (††), (†††) and (††††), since k may be chosen arbitrary different from i, j , we
obtain that f (eij ) − aij eij is a diagonal matrix. By symmetry, f (eik) − bikeik is also a diagonal
matrix. In particular, bjk = 0. Thus it follows from (†) and (††) that aii = ajj = akk for all k /=
i, j and aij = bik . Thus we may conclude that f (eij ) − aij eij ∈F · Im and f (eik) − aij eik ∈
F · Im. Similarly, we may write f (ejk) − cjkejk ∈F · Im and f (eki) − dkieki ∈F · Im, where
cjk, dki ∈F.
Setting x = eij , y = ejk, z = eki in (1), since [y, z] = eji , [z, x] = ekj and [x, y] = eik , we
see that [f (eij ), eji] + [f (ejk), ekj ] + [f (eki), eik] = 0. Then aij (eii − ejj ) + cjk(ejj − ekk) +
dki(ekk − eii) = 0. So bik = aij = cjk = dki . Hence there exists λ ∈F such that
f (eij ) − λeij ∈F · Im for all i /= j.
Next write f (eii − ejj ) = ∑ms,t=1 cst est , where cst ∈F. Setting x = eii − ejj , y = eji, z = eik
in (1), since [y, z] = ejk , [z, x] = −eik and [x, y] = −2eji , it follows that
0 = [f (eii − ejj ), ejk] + [f (eji),−eik] + [f (eik),−2eji]
=
⎛⎝ m∑
s,t=1
cst est
⎞⎠ ejk − ejk
⎛⎝ m∑
s,t=1
cst est
⎞⎠+ [λeji,−eik] + [λeik,−2eji].
Then
∑m
s=1 csj esk −
∑m
t=1 ckt ejt − λejk + 2λejk = 0. Thus cij = cki = ckj = ck = 0 for  /=
i, j, k and cjj − ckk = −λ. Now setting x = eii − ejj , y = eki, z = eij in (1), since [y, z] = ekj ,
[z, x] = −2eij and [x, y] = −eki , we get
0 = [f (eii − ejj ), ekj ] + [f (eki),−2eij ] + [f (eij ),−eki]
=
⎛⎝ m∑
s,t=1
cst est
⎞⎠ ekj − ekj
⎛⎝ m∑
s,t=1
cst est
⎞⎠+ [λeki,−2eij ] + [λeij ,−eki].
Hence
∑m
s=1 cskesj −
∑m
t=1 cjt ekt − 2λekj + λekj = 0. This implies cji = cik = cjk = 0. So we
see that f (eii − ejj ) = ∑ms=1 cssess , a diagonal matrix. Finally, from
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0 = [f (eii − ejj ), [eij , ejk]] + [f (eij ), [ejk, eii − ejj ]] + [f (ejk), [eii − ejj , eij ]]
=
[
m∑
s=1
cssess, eik
]
+ [λeij , ejk] + [λejk, 2eij ] = (cii − ckk)eik + λeik − 2λeik,
it follows that cii − ckk = λ. Recall that cjj − ckk = −λ. So now we can conclude that f (eii −
ejj ) − λ(eii − ejj ) ∈F · Im for all i /= j . Since f is linear, we see that f (x) − λx ∈F · Im for
all x ∈ [A,A]. This proves the lemma.
To continue the proof, we need to apply the useful theory of functional identities developed
by Beidar and Chebotar in [3]. We record three lemmas which can be obtained directly from [3,
Theorem 1.1(b)].
Lemma 2.3. LetA be a prime ring andR a noncentral Lie ideal ofA. Let Ei, Fi : R×R→ Q
be maps such that
E1(x2, x3)x1 + E2(x1, x3)x2 + E3(x1, x2)x3
+x1F1(x2, x3) + x2F2(x1, x3) + x3F3(x1, x2) = 0
for all x1, x2, x3 ∈ R. Suppose that A does not satisfy St8. Then there exist maps p, p′, q, q ′ :
R→ Q and ν : R×R→ C such that E1(x2, x3) = x2p(x3) + x3p′(x2) + ν(x2, x3) and
F1(x2, x3) = q(x3)x2 + q ′(x2)x3 − ν(x2, x3) for all x2, x3 ∈ R.
Lemma 2.4. LetA be a prime ring andR a noncentral Lie ideal ofA. Suppose thatA does not
satisfy St6 and E1, E2, F1, F2 : R→ Q are maps satisfying E1(x2)x1 + E2(x1)x2 + x1F1(x2) +
x2F2(x1) ∈ C for all x1, x2 ∈ R. Then there exist a ∈ Q and maps ω1, ω2 : R→ C such that
E1(x2) = x2a + ω1(x2) and F2(x1) = −ax1 + ω2(x1) for all x2, x3 ∈ R.
Lemma 2.5. LetA be a prime ring,R a noncentral Lie ideal ofA and a, b ∈ Q. IfA does not
satisfy St4 and ax − xb ∈ C for all x ∈ R, then a = b ∈ C.
Proof of Proposition 2.1. Suppose first that A does not satisfy Stn for any n  1. A direct
expansion of [f (x1), [x2, x3]] + [f (x2), [x3, x1]] + [f (x3), [x1, x2]] = 0 yields
0 = f (x1)x2x3 − f (x1)x3x2 − x2x3f (x1) + x3x2f (x1) + f (x2)x3x1 − f (x2)x1x3
− x3x1f (x2) + x1x3f (x2) + f (x3)x1x2 − f (x3)x2x1 − x1x2f (x3) + x2x1f (x3)
= (f (x2)x3 − f (x3)x2)x1 + (f (x3)x1 − f (x1)x3)x2 + (f (x1)x2 − f (x2)x1)x3
+ x1(x3f (x2) − x2f (x3)) + x2(x1f (x3) − x3f (x1)) + x3(x2f (x1) − x1f (x2)).
Set E(x2, x3) = f (x2)x3 − f (x3)x2 and F(x2, x3) = x3f (x2) − x2f (x3). Then by Lemma
2.3, there exist maps p, p′, q, q ′ : R→ Q and ν : R×R→ C such that E(x2, x3) = x2p(x3) +
x3p′(x2) + ν(x2, x3) and F(x2, x3) = q(x3)x2 + q ′(x2)x3 − ν(x2, x3) for all x2, x3 ∈ R. Hence
f (x2)x3 − f (x3)x2 − x2p(x3) − x3p′(x2) ∈ C andx3f (x2) − x2f (x3) − q(x3)x2 − q ′(x2)x3 ∈
C. From Lemma 2.4 it follows that there exist a, b ∈ Q such that f (x2) − x2a ∈ C and f (x2) −
bx2 ∈ C. So we have bx2 − x2a ∈ C for all x2 ∈ R. By Lemma 2.5, a = b ∈ C, proving the
proposition.
Suppose now thatA satisfiesStn for somen  1. Moreover, by assumption we may assume that
Adoes not satisfySt4. By Posner’s Theorem [14, Theorem 1.4.3],Q =AC is a finite-dimensional
central simple C- algebra. Denote by F the algebraic closure of C. Then AC⊗C F∼=Mm(F)
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for some m  1. Obviously, from multi-linearity of Stn it follows thatAC andAC⊗C F both
satisfy Stn. By Amitsur–Levitzki theorem [14, Theorem 1.5.1], m  3; otherwiseA satisfies St4.
For m ∈ R, we may choose a subset {mi}i∈I ofR to form a basis ofRC overCwith m ∈ {mi}i∈I .
Define a C-linear map g : RC→AC by the rule g(∑i αimi) = ∑i αif (mi) for αi ∈ C. Since⎡⎣∑
i
αif (mi),
⎡⎣∑
j
βjmj ,
∑
k
γkmk
⎤⎦⎤⎦ = ∑
i
∑
j
∑
k
αiβjγk[f (mi), [mj ,mk]]
for all αi, βj , γk ∈ C, we have [g(x), [y, z]] + [g(y), [z, x]] + [g(z), [x, y]] = 0 for all x, y,
z ∈ RC. Extend g to RC⊗CF by the rule g(∑i xi ⊗ βi) = ∑i g(xi) ⊗ βi for xi ∈ RC and
βi ∈F. Theng isF-linear and [g(x), [y, z]] + [g(y), [z, x]] + [g(z), [x, y]] = 0 for allx, y, z ∈
RC⊗C F. Obviously, R˜ = RC⊗C F is a noncentral Lie ideal of A˜ =AC⊗C F. Hence
[A˜, A˜] ⊆ R˜ by [15, Theorem 1.5]. So from Lemma 2.2 it follows that g(x) = λx + μ(x) · Im
for all x ∈ [A˜, A˜], where λ ∈F and μ : [A˜, A˜] →F is an additive map. Then for all x, y ∈
[A˜, A˜] and z ∈ R˜, 0 = [g(x), [y, z]] + [g(y), [z, x]] + [g(z), [x, y]] = [λx, [y, z]] +
[λy, [z, x]] + [g(z), [x, y]] = λ([x, [y, z]] + [y, [z, x]]) + [g(z), [x, y]]. Using the Jacobi iden-
tity [x, [y, z]] + [y, [z, x]] + [z, [x, y]] = 0 for all x, y, z ∈ A˜, we may obtain [g(z) − λz,
[x, y]] = 0. Thus [g(z) − λz, [[A˜, A˜], [A˜, A˜]]] = 0. Since A˜∼=Mm(F) for m  3, from [15,
Theorem 1.8] it follows that [[A˜, A˜], [A˜, A˜]] = [A˜, A˜]. Thus g(z) − λz ∈F · Im for all
z ∈ R˜ by [18, Lemma 2.3] and then [g(z), z] = 0. So [f (mi),mi] = 0 for all i ∈ I . In particular,
[f (m),m] = 0. Hence we can conclude that [f (x), x] = 0 for all x ∈ R. By [16, Theorem 4],
we are done. 
3. Proof of Theorem 1.1
Proof of Theorem 1.1. We first claim that [f (x), x] = 0 for all x ∈ R. From the Jacobi iden-
tity, it follows that [f (x), [f (y), f (z)]] + [f (y), [f (z), f (x)]] + [f (z), [f (x), f (y)]] = 0 for
all x, y, z ∈ R. Since [f (x), f (y)] − [x, y] ∈ C for all x, y ∈ R, we may obtain [f (x), [y, z]] +
[f (y), [z, x]] + [f (z), [x, y]] = 0 for all x, y, z ∈ R. Suppose thatA does not satisfy St4. Then
by Proposition 2.1 we are done. Now we assumeA satisfies St4. Note that by assumption in this
case the characteristic of A is not 2. By [14, Theorem 1.4.3], Q =AC is a finite-dimensional
central simpleC-algebra. Moreover, by Kaplansky’s theorem [13, Theorem 6.4.1] dimCAC  4.
If dimCAC = 1, then AC is commutative and thus R ⊆Z(A), a contradiction. So we have
dimCAC = 4. Denote by F the algebraic closure of C. Then A˜ =AC⊗C F∼=M2(F). For
m ∈ R, we may choose a subset {mi}i∈I of R to form a basis of RC over C with m ∈ {mi}i∈I .
Define a C-linear map g : RC→AC by the rule g(∑i αimi) = ∑i αif (mi) for αi ∈ C. For
x, y ∈ RC, write x = ∑i αimi and y = ∑j βjmj . Then
[g(x), g(y)] − [x, y] =
⎡⎣g(∑
i
αimi
)
, g
⎛⎝∑
j
βjmj
⎞⎠⎤⎦−
⎡⎣∑
i
αimi,
∑
j
βjmj
⎤⎦
=
⎡⎣∑
i
αif (mi),
∑
j
βjf (mj )
⎤⎦−
⎡⎣∑
i
αimi,
∑
j
βjmj
⎤⎦
=
∑
i
∑
j
αiβj ([f (mi), f (mj )] − [mi,mj ]) ∈ C.
J.-S. Lin, C.-K. Liu / Linear Algebra and its Applications 428 (2008) 1601–1609 1607
Extend g to R˜ = RC⊗CF by the rule g(∑i xi ⊗ βi) = ∑i g(xi) ⊗ βi for xi ∈ RC and βi ∈
F. Then g isF-linear and [g(x), g(y)] − [x, y] ∈F · I2 for all x, y ∈ R˜. Since charA˜ /= 2 and
the trace of [g(x), g(y)] − [x, y] is zero, we see that [g(x), g(y)] − [x, y] = 0 for all x, y ∈ R˜.
Obviously, R˜ is a noncentral Lie ideal of A˜. By [15, Theorem 1.5], [A˜, A˜] ⊆ R˜. Note that
[A˜, A˜] =F(e11 − e22) +Fe12 +Fe21. Write g(e12) =
(
a11 a12
a21 a22
)
, g(e21) =
(
b11 b12
b21 b22
)
and
g(e11 − e22) =
(
c11 c12
c21 c22
)
. Use [g(e12), g(e21)] = [e12, e21] = e11 − e22 to obtain[(
a11 a12
a21 a22
)
,
(
b11 b12
b21 b22
)]
=
(
a11 a12
a21 a22
)(
b11 b12
b21 b22
)
−
(
b11 b12
b21 b22
)(
a11 a12
a21 a22
)
=
(
a12b21 − b12a21 b12(a11 − a22) + a12(b22 − b11)
b21(a22 − a11) + a21(b11 − b22) a21b12 − b21a12
)
=
(
1 0
0 −1
)
.
In view of corresponding entries, we have a12b21 − b12a21 = 1, b12(a11 − a22) + a12(b22 −
b11) = 0 and b21(a22 − a11) + a21(b11 − b22) = 0. Thus b21b12(a11 − a22) + b21a12
(b22 − b11) = 0 and b12b21(a22 − a11) + b12a21(b11 − b22) = 0. The sum of the last two iden-
tities yields (a12b21 − b12a21)(b22 − b11) = b22 − b11 = 0. By symmetry, we also obtain a11 =
a22. Next use [g(e11 − e22), g(e12)] = [e11 − e22, e12] = 2e12 to obtain[(
c11 c12
c21 c22
)
,
(
a11 a12
a21 a22
)]
=
[(
c11 c12
c21 c22
)
,
(
0 a12
a21 0
)
+ a11 · I2
]
=
(
c12a21 − a12c21 a12(c11 − c22)
a21(c22 − c11) c21a12 − a21c12
)
=
(
0 2
0 0
)
.
Then c12a21 − a12c21 = 0, a21(c22 − c11) = 0 and a12(c11 − c22) = 2. Thus a12 /= 0 and c11 −
c22 /= 0. Hence a21 = 0 and then a12c21 = 0, implying c21 = 0. On the other hand, from [g(e11 −
e22), g(e21)] = [e11 − e22, e21] it follows that b12 = c12 = 0 and b21(c11 − c22) = 2. Hence
a12 = b21. Recall that a12b21 − b12a21 = 1. Thus a212 = 1 and then c11 − c22 = 2a12. There-
fore g(e11 − e22) = c11e11 + c22e22 = a12(e11 − e22) + (a12 + c22) · I2. So g(x) − a12x ∈F ·
I2 for all x ∈ [A˜, A˜] and then [g(x), g(y)] = [a12x, g(y)] = [x, y] implies [x, g(y) − a12y] =
0 for allx ∈ [A˜, A˜] andy ∈ R˜. Thusg(y) − a12y ∈F · I2 by [18, Lemma 2.3]. So [g(y), y] = 0
for all y ∈ R˜ and then [f (mi),mi] = 0 for all i ∈ I . In particular, [f (m),m] = 0. This implies
[f (x), x] = 0 for all x ∈ R, as claimed.
By [16, Theorem 4] there exists λ ∈ C such that f (x) − λx ∈ C for all x ∈ R. Then (λ2 −
1)[x, y] = [λx, λy] − [x, y] = [f (x), f (y)] − [x, y] ∈ C for all x, y ∈ R. Suppose λ2 − 1 /= 0.
Then [R,R] ⊆ C. By [17, Lemma 1], R ⊆Z(A), a contradiction. This completes the
theorem. 
Proof of Corollary 1.2. Suppose that either charA /=2 orA does not satisfy St4. By Theorem 1,
f (x)=λx + μ(x) for all x∈R, where λ∈C, λ2 = 1 and μ : R→C an additive map. Since C is
a field, λ = 1 or −1. Thus μ(x) = f (x) − λx ∈Z(A) for all x ∈ R, proving the corollary. 
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Proof of Corollaries 1.3 and 1.4. Let f = T or f = δ. Suppose that either charA /= 2 orA does
not satisfy St4. Assume on the contrary that R  Z(A). By Corollary 1.2, f (x) = λx + μ(x)
for all x ∈ R. In particular, [f (x), x] = 0 for all x ∈ R. It follows from [16, Theorem 5] that
f (R) ⊆Z(A) if f = T . On the other hand, by [18, Corollary 1.4] f = 0 whenever f = δ. Thus
[f (x), f (y)] = 0 and then −[x, y] ∈Z(A) for all x, y ∈ R. So by [17, Lemma 1]R ⊆Z(A),
a contradiction. The proof is now complete. 
Finally, we present an example to show that the exceptional case indeed exists in Theorem 1.1.
Example. Let A = M2(F), where F is a field of characteristic 2 and R =A, a noncentral
Lie ideal of A. Then charA = 2 and A satisfies St4. Suppose that f : R→A is a F-linear
map defined by f (e11) = e11 + e12, f (e12) = e12, f (e21) = e21 and f (e22) = e12 + e22. Then
a direct computation shows that [f (x), f (y)] − [x, y] ∈Z(A) for all x, y ∈ R but f cannot be
expressed as the form given in Theorem 1.1.
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