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Abstract The 3-D total variation (3DTV) is a powerful reg-
ularization term, which encodes the local smoothness prior
structure underlying a hyper-spectral image (HSI), for gen-
eral HSI processing tasks. This term is calculated by as-
suming identical and independent sparsity structures on all
bands of gradient maps calculated along spatial and spectral
HSI modes. This, however, is always largely deviated from
the real cases, where the gradient maps are generally with
different while correlated sparsity structures across all their
bands. Such deviation tends to hamper the performance of
the related method by adopting such prior term. To this is-
sue, this paper proposes an enhanced 3DTV (E-3DTV) reg-
ularization term beyond conventional 3DTV. Instead of im-
posing sparsity on gradient maps themselves, the new term
calculated sparsity on the subspace bases on the gradient
maps along their bands, which naturally encode the corre-
lation and difference across these bands, and more faithfully
reflect the insightful configurations of an HSI. The E-3DTV
term can easily replace the previous 3DTV term and be em-
bedded into an HSI processing model to ameliorate its per-
formance. The superiority of the proposed methods is sub-
stantiated by extensive experiments on two typical related
tasks: HSI denoising and compressed sensing, as compared
with state-of-the-arts designed for both tasks.
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1 Introduction
The radiance of a real scene is distributed across a wide
range of spectral bands. A hyperspectral image (HSI) con-
sists of various intensities that represent the integrals of the
radiance captured by sensors over hundreds of discrete bands.
As compared with traditional image systems, HSI facilitates
delivering more faithful representation for real scenes, and
thus tends to be better performed on various computer vi-
sion tasks, such as classification [54], super-resolution [16],
compressed sensing [53,32], and mineral exploration [48,
21].
In real cases, however, an HSI is always significantly
corrupted by noises that are generally conducted by sensor
sensitivity, photon effects, light condition and/or calibration
error [21]. The HSI denoising problem is thus a critical issue
and the resolving of the problem could greatly ameliorate
the performance of the subsequent HSI processing tasks.
Besides, the data need to be transmitted to ground station
to deal with, but an HSI practically collected from an air-
borne sensor or a satellite is always with hundreds of image
bands, which makes the HSI requiring a large storage space.
This will conduct severe issues of low efficiency and high
cost on transmitting them to the ground stations. Thus it is
necessary to design effective techniques on HSI compressed
sensing to satisfy the on-time transmit.
One of the most widely utilized priors for HSI denois-
ing/compressed sensing is the local smoothness prior. The
spatial local smoothness prior refers to the fact that similar
objects/scenes (with shape) are often adjacently distributed
with similar spectrum wave, and the spectral smoothness
prior delivers the fact that adjacent bands of images of an
HSI are usually collected with similar sensor parameter set-
tings, and thus with similar values. Such local smoothness
prior structure possessed by an HSI can be equivalently un-
derstood as the sparsity of the gradient maps calculated along
both the spatial and spectral modes of the HSI, as shown in
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Fig. 1 Illustration of the 3DTV and the proposed E-3DTV regularization terms. (a) An example of real clean HSI, represented as a tensor X ∈
R200×200×160 (upper). It can also be represented as the unfolding matrix of X along the spectrum mode, X ∈ R(200·200)×160 (lower); (b)
Illustrations of the difference operators along the spatial height, width and spectral modes, respectively; (c) The gradient maps of X in spatial
height, width and spectrum, represented as Gn ∈ R200×200×160, n = 1, 2, 3, respectively. Each of these tensor is stacked by 160 slices of
gradient maps; (d) The unfolding matrices of the gradient maps, represented as Gn, n = 1, 2, 3; (e) The singular values of the matrices in (d) and
the frequency of their elements; (f) A illustration of subspace basis matrices GnVns, n = 1, 2, 3, implicitly calculated by the proposed E-3DTV
regularizer, and the frequency of their elements.
Fig. 1. The local smoothness prior of HSI space and spec-
trum can then be naturally encoded as the total variances
along different modes of the HSI X ∈ Rhw×s (h,w, s are
the sizes of the spatial height, width and spectrum of the
HSI, respectively), that is, the `1 norm on the gradient maps
Gn ∈ Rhw×s (n = 1, 2, 3), where G1, G2 and G3 rep-
resent the gradient maps of X calculated along its spatial
height, width and spectrum modes, respectively1. This term
is called 3D-total variation regularization, or 3DTV briefly,
with the form:
‖X‖3DTV =
3∑
n=1
‖Gn‖1. (1)
It has been extensively shown that this term can be very
helpful for various HSI processing issues [25,47,24]. Some
even attain state-of-the-art performance for certain tasks.
Although being successfully utilized in various tasks, the
3DTV regularization still has not sufficiently considered the
insightful sparsity structure knowledge underlying the gra-
dient maps of an HSI. The most typical limitation reflects
on its similar sparsity consideration (i.e., identical and in-
dependently distributed Laplacian prior distribution set on
gradient maps) imposed on all bands of the gradient maps
in spectrum, spatial width and height. That is, the sparsity
extents on all bands of these gradient maps are implicitly
assumed to be similar and unrelated. This, however, is al-
ways deviated from the real cases. On one hand, in different
bands of the gradient maps, instead of identical, the sparsity
1 The definitions for Gn, n = 1, 2, 3 will be provided in detail in
Section 3.
exist evident variations, which can be easily observed from
Fig. 1(c). On the other hand, instead of independent, there
are evident correlations across different bands of the gradi-
ent maps of an HSI, as clearly shown in Fig. 1(e), which
are naturally succeeded from the band correlation property
of the original HSI [55,50]. Such a prior knowledge devia-
tion from the real HSIs makes the capability of such a use-
ful regularization term still has a large room to be further
strengthened.
To alleviate this issue, this paper proposes an enhanced
3DTV regularization term. While similar to the conventional
3DTV, the proposed term is also operated on gradient maps
of height, width and spectrum mode of HSI, the new term
applies the sparsity measure (`1 norm, just like the con-
ventional 3DTV) on their subspace basis maps along bands
instead of the gradient maps themselves. Each basis is ob-
tained by a linear combination of the original gradient map
vectors along bands: GnVn, where Vn is the transforma-
tion matrix, with size s × r, facilitating to find the r (< s)
bases of Gn. Such new regularization term rationally re-
flects practical correlated and different sparsity extents across
different bands of the gradient maps. Specifically, represent-
ing the gradients by such calculated less bases delivers the
sparsity correlation insight of an HSI, and their different co-
efficients Vn (which will be introduced in detail in Section
4) represents the difference among bands of these gradient
maps. Besides, just like other subspace learning methods,
the gradient bases always contain much less bands as com-
pared with original gradient maps, making them less nega-
tively influenced by embedded corruptions, and more robust
for different HSI processing tasks in practical scenarios.
In summary, this paper makes mainly three-fold contri-
butions as follows:
1) We propose an enhanced 3DTV (E-3DTV, briefly) regu-
larization term, to better reflect the sparsity insight of the
gradient maps underlying an HSI. The non-i.i.d. sparse
distribution prior characteristic of gradient maps along
all HSI bands is more faithfully represented by the new
regularization, and thus it is expected to replace the 3DTV
term of a general HSI processing model to improve its
performance.
2) By easily using the proposed E-3DTV as the unique reg-
ularization term, we formulate two models for two typi-
cal HSI processing tasks: HSI denoising and compressed
sensing. The ADMM algorithms are readily designed to
solve the corresponding models. The closed-form updat-
ing equations are deduced for each step of both algo-
rithms, and they can thus be implemented efficiently.
3) Comprehensive experimental results substantiate the su-
periority of the proposed method beyond state-of-the-art
methods previously designed on both tasks. It is veri-
fied that such easy substitution of E-3DTV to 3DTV can
always bring significant performance improvements on
most of experiments.
The remainder of this paper is organized as follows. Sec-
tion 2 reviews related work. Section 3 introduces some nota-
tions and preliminaries related to this work. Section 4 presents
the new regularization term, as well as the rationality of
its formulation. Section 5 gives the HSI denoising model
by involving E-3DTV regularization term, and Section 6
demonstrates the corresponding experimental results. Sec-
tion 7 provides the model for HSI compressed sensing using
the E-3DTV as its regularization, and Section 8 reports the
related experimental results. Conclusions are finally made in
Section 9. Throughout the paper, we denote scalars, vectors,
matrices and tensors as the non-bold, bold lower case, bold
upper case and upper cursive letters, respectively.
2 Related Work
In the following, we will review the most relevant studies on
two investigated HSI processing tasks, HSI denoising and
HSI compressed sensing, respectively.
2.1 HSI Denoising
A number of methods such as K-SVD [17], non-local means
[1], BM3D [15] and wavelet shrinkage [36] have been devel-
oped for 2D image denoising. These methods can be directly
applied to HSI denoising by denoising each band of image
independently. However, such an easy manner ignores the
correlations among the spectral bands or spatial pixels, and
thus usually could not provide satisfactory results.
More substantial progress on HSI denoising have been
made by directly constructing models on HSIs, especially
considering their spectral information. Most of them con-
sidered to construct a rational prior to deliver intrinsic struc-
tures underlying HSI. One representative prior is global spec-
tral correlation. This prior indicates that the images located
at different HSI bands are generally closely correlated. A
generally adopted trick to formulate such a prior is first to
unfold the HSI along its spectral mode to form a HSI ma-
trix, and then use low-rank regularization terms to encode
this prior [6], [22], [23], [38], [50], [55]. Such a low-rank
structure can be formulated implicitly into an HSI denoising
model by a nuclear norm (e.g., the NNM method [7], [41] )
or its non-convex variations, like the weighted nuclear norm
(e.g., the WNNM method [22], [38]) and the Schatten p-
norm (e.g., the WSNM method [50] ). Besides, it can also
be directly encoded as an explicit low rank matrix factoriza-
tion form, like that used in the LRMR method [55,56]. Very
recently, to more faithfully deliver the multi-factor affilia-
tion underlying HSI, some HSI denoising methods [29], [47]
treated an HSI directly as its original 3-mode tensor form,
and use certain low-rank tensor approximation techniques
[28], e.g., the Tucker and CP decompositions, to character-
ize such low-rank characteristic under tensor expressions.
The spatial nonlocal similarity prior is another widely
utilized prior for the task. A practical HSI always contains
a collection of similar local patches all over the space, com-
posing of homologous aggregation of micro-structures. Such
a non-local spatial similarity prior among HSI patches is
also commonly used in the HSI denoising model. Specifi-
cally, by extracting the common patterns among these non-
locally similar patches, the spatial noise is expected to be
prominently alleviated. There are mainly two manners to
encode such prior knowledge. One is by dictionary learning,
which aims to build each local patch similar group of an HSI
by the linear combination of a small number of atoms from
a dictionary [33], [30], [39], [49]. It has been empirically
verified that such modeling can lead to a good performance
of HSI denoising. Typical methods designed in this way in-
clude BM4D [34] and TDL [37]. Another rational way to
encode such non-local similarity prior is to specify a low-
rank regularization term on these similar groups, and use
low-rank matrix/tensor approximation techniques to realize
HSI recovery [12], [33], [51].
Besides, spatial local-smoothness prior is also a power-
ful prior utilized for HSI denoising. The gray values of an
HSI collected from natural scenes are generally continuous
along its spatial and spectral modes. Such prior structure can
be readily characterized by the well known total variation
(TV) regularization term [40], [3]. Multiple HSI denoising
methods [2], [25], [42], [47], [27] have been raised by uti-
lizing such a regularization, and the utilization of such prior
has been verified to be helpful for the fine denoising per-
formance. Besides, due to the convexity and conciseness of
such a regularization term, it is easy to integrate this term
with other prior terms into a unified model to enhance the
capability of the model on HSI recovery. A typical exam-
ple is the LRTV method [25], which combines this smooth-
ness prior with the global correlation prior along spectrum,
and obtained superior performance compared with other TV-
based HSI denoising approaches.
2.2 HSI Compressed Sensing
HSI compressed sensing aims to possibly precisely recon-
struct an HSI from a small set of compressed measurements
imposed on it [4,9], which is a typical inverse problem, and
needs to make it calculable by setting regularization/prior
terms on the to-be-recovered HSI variables.
Based on the prior knowledge that an HSI can be sparsely
represented under an appropriate redundant dictionary, Duarte
and Baraniuk [13] proposed a compressed sensing method
based on Kronecker product. They considered to use Kro-
necker products from sparse basis and sensing matrix. For
a multi-dimensional signal, its d-section is defined to be the
part where all dimension indicators other than the d-th di-
mension are fixed, than a sparse base of a multi-dimensional
signal may consist of Kronecker products of sparse bases for
each d-section.
Similar to the HSI denoising method, the global spec-
tral correlation and spatial smoothness priors have also been
considered for the task. In 2011, Waters et al.[45] proposed
a low rank and sparse matrix recovery method under com-
pressed sensing, and applied the method to video and HSI
compression recovery. Golbabaee et al. [19] further discussed
the correlation of HSIs in the spectral dimension, and shows
certain joint sparseness in the spatial dimension under a wavelet
representation and proposed a method based on low rank
and joint sparse matrix recovery. In 2013, Golbabaee et al.
[20] proposed the joint norm and TV norm minimization
model to encode the correlation of the spectral bands and
local smoothness prior. Gogna et al. [18] designed the split-
Breggman algorithm with low rank and sparse or joint sparse
signal recovery, combined with the Kronecker product method,
and applied it to the compression recovery of HSI images.
Besides, spectral correlation priors have also been used
for the task by directly setting the HSI as a tensor and con-
structing tensor processing models [52], [46] for the prob-
lem in the recent years. For example, Yang et al. [52] used a
tensor sparse representation of a HSI cube, under nonlin-
ear compressed operator, which got some comparable re-
sults. To further ameliorate the performance especially un-
der lower sampling rates, Wang et al. proposed the JTenDTV
[46] model by jointing the Tucker decomposition and 3DTV
norm to character the correlation of spectral bands as well as
the spatial local smoothness prior, and got the comparable
result.
Additional, there are also some methods proposed based
on combining the compressed sensing with other HSI tasks
to improve the performance of compressed sensing. The com-
mon way of fusion is to use unmixing [11], [31] to improve
the performance of HSI compressed sensing.
3 Notations and Preliminaries
For a given HSI X ∈ Rh×w×s, where h, w and s denote
the sizes of spatial height, width and number of spectrum
in the HSI, respectively. We denote the unfolding matrix of
X along the spectral mode as X ∈ Rhw×s, which satisfies
X = unfold3(X ) and X = fold3(X).
Let X (i, j, k) denote the intensity at the voxel (i, j, k),
and let
G1(i, j, k) =X (i, j, k)−X (i+ 1, j, k)
G2(i, j, k) =X (i, j, k)−X (i, j + 1, k)
G3(i, j, k) =X (i, j, k)−X (i, j, k + 1)
(2)
denote three difference operations at the voxel (i, j, k) along
the spatial height, width and the spectrum, respectively. We
can now introduce the difference operations calculated three
different modes on an HSI X , i.e., Dn(·), as follows:
Gn = Dn(Xn),∀n = 1, 2, 3, (3)
where Gn ∈ Rh×w×s, n = 1, 2, 3 are the gradient-map
tensors corresponds to spatial height, weight and spectrum
modes respectively2. Then, we denote the unfolding matri-
ces of these gradient maps as:
Gn = unfold3(Gn),∀n = 1, 2, 3. (4)
One can also see Fig. 1 (b) (c) and (d) for easy understanding
these operations.
It is easy to find that the difference operationsD1 andD2
on X is equivalent to applying subtractions between rows
in X, and D3 on X is equivalent to applying subtractions
between columns in X. This means all the three different
operations are linear3. We can then denote following three
linear operations:
∇nX = unfold3 (Dn (fold(X))) = Gn,∀n = 1, 2, 3. (5)
2 Here, we use zero padding for X before applying difference op-
eration on it, which can keep the size of Gn the same as X and make
calculation convenient in the later sections.
3 Subtractions between rows of a matrix is equivalent to pre-
multiply the matrix by a proper matrix, and subtractions between
columns of a matrix is equivalent to post-multiply the matrix by a
proper matrix.
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Fig. 2 (a) A band of a clean HSI (upper), and the same band with Gaussian noise added to it (lower); (b)-(c) The corresponding gradient maps
of images in (a), calculated along spatial height (∇1X) and spectral (∇3X) modes, respectively. (d)-(e) Illustration of two typical basis gradient
maps U1 and U3 calculated on the original and noisy HSI. Since each column in Un is of size hw × 1 which can be folded into h×w for easy
observation.
Note that this linear operations encode the relationship be-
tween an HSI X ∈ Rhw×s and its gradient maps Gn ∈
Rhw×ss, facilitating us to construct HSI processing method
with priors on the gradient maps.
The most commonly used sparsity measure on the gra-
dients maps, Gns, is the so call `1 norm sparse measure:
S (Gn) = ‖Gn‖1. (6)
By adopting this sparsity measure, the widely used smooth-
ness regularization term for HSI, 3DTV [47], [46], can be
constructed by
‖X‖3DTV =
3∑
n=1
S(∇nX) =
3∑
n=1
S(Gn). (7)
One can also see Fig. 1 for easy understanding this term.
We can then present the enhanced 3DTV term beyond this
conventional one in the next section.
4 Enhanced 3DTV Regularization
We first discuss how to construct an enhanced sparsity term
for each Gn, which will help us construct the E-3DTV norm
in the following sections.
4.1 Enhanced TV Regularization Term
For an given HSI whose unfolding matrix is X ∈ Rhw×s,
we seek to model the correlated sparse structure along its
gradient map, i.e., our goal is to construct a rational sparsity
measure SE-TV(Gn) for each gradient map Gn = ∇nX,
n = 1, 2, 3.
As studied in many previous works, the unfolded HSI
X can be rationally assumed to be of low rank [22], [23],
[38], [50], [55], [25]. Then, it is easily to find that Gn also
possesses low-rankness property4. This means Gn can be
expressed in following low-rank matrix factorization form:
Gn = UnV
T
n , (8)
where Un ∈ Rhw×r and Vn ∈ Rs×r, r(< hw, s) is the
rank of the HSI. In addition, it easy to find the columns in
Un is in fact a set of basis to the gradient maps Gn. We can
also rationally assume VTnVn = I to make the subspace
bases contain possibly compensate while non-repetitive in-
formation underlying the original Gn. In this case, we can
rewrite equation (8) in following formulation:
Un = GnVn, (9)
where Un is now represented as a linear combination of
all columns of gradient maps. Furthermore, to guarantee the
bases keep sufficient information of the original Gn, we fur-
ther assume ‖Un‖F , i.e., ‖GnVn‖F , is of approximately
similar capacity with the original ‖Gn‖F .
Fig. 2 shows the bases calculated on a clean HSI and
it noisy observation. It is easy to observe from Fig. 2 (b)
and (c) that by adding a little simulated Gaussion noise to
the HSI, the quality of gradient maps, as well as its spar-
sity structures, can be badly damaged, which makes the cor-
rupted images not easily to be restored by only using the
original 3DTV regularization term (7) directly imposed on
it. However, we can easily observe form Fig. 2 (d) and (e)
that Un is evidently less corrupted than original gradient
maps, and its sparse structure is evidently more evident and
less hampered by noises. It is thus expected to be easier to
recover the bases Un from the corrupted ones by E-3DTV
than to do this task on the original gradient maps by conven-
tional 3DTV.
4 Since ∇n(·) is a linear operation, we have rank(∇nX) ≤
rank(X).
Thus, instead to design sparse regularization term for
Gn itself, we seek to design sparse regularization for Un,
i.e. for GnVn. Based on the aforementioned analysis, the
E-3DTV measure for each Gn, n = 1, 2, 3, is of the follow-
ing implicit expression formulation:
SE-TV(Gn) = min
Vn∈Rs×r
‖GnVn‖1
s.t. ‖GnVn‖F = ‖Gn‖F ,VTnVn = I.
(10)
Here, Vn can be seen as a coefficient matrix that relates
different gradient maps together.
It should be noted that the proposed E-3DTV measure is
actually a linear transformed sparsity on Gn, with the trans-
forming matrix Vn to be determined by the input data auto-
matically. Compared with the traditional `1 sparsity measure
(6), the proposed (40) takes the correlation prior among gra-
dient maps into consideration when constructing sparse reg-
ularization term. It takes the advance that there exist some
low-rank basis for Gns, which is sparse but can represent all
information in Gn with a coefficient matrix Vn, and these
bases are always more stable to be calculated than the gra-
dient maps themselves when the HSI is corrupted.
Since it is not easy to solve (40) directly, we reformulate
(40) as the following equivalent formulation:
SE-TV(Gn) = min
Un,Vn
‖Un‖1
s.t. Gn = UnV
T
n ,V
T
nVn = I,
Un ∈ Rhw×r,Vn ∈ Rs×r.
(11)
Here, we call two problems equivalent if from a solution of
one, a solution of the other is readily found, and vice versa.
The proof of the equivalence here is presented in theorem 2
in the supplementary material.
4.2 Enhanced 3DTV Regularization Term
By adopting the proposed sparsity measure (41), we can now
construct E-3DTV regularization term imposed on gradi-
ent maps calculated along all its spectral, spatial width and
height modes. In similar way as 3DTV regularization (7),
we model our regularization term by summing the sparsity
measure of the gradient maps along different modes:
‖X‖E-3DTV =
3∑
n=1
SE-TV(∇nX) =
3∑
n=1
SE-TV(Gn). (12)
One can also see Fig. 1 for easy understanding this term.
Moreover, this term is equivalent to:
‖X‖E-3DTV =
3∑
n=1
min
Un,Vn
‖Un‖1
s.t.∇nX = UnVTn ,VTnVn = I,
Un ∈ Rhw×r,Vn ∈ Rs×r, n = 1, 2, 3.
(13)
In the following sections, we will verify that the pro-
posed E-3DTV regularization term (13) can be easily em-
bedded into HSI processing models and the corresponding
resolving algorithms can be easily designed.
5 E-3DTV methods for HSI denoising
5.1 The E-3DTV based HSI denoising model
The denoising task is to separate the clean data and noise
from the noisy data. In many of the denoising tasks, the
noise is often assumed to be Gaussian, and a quadratic loss
function between the clean data and noisy data is thus often
exploited. However, in real hyperspectral scenes, the types
of noise are various, such as sparse noise, stripes noise, dead
lines, missing pixels, and so on [50,25], which obviously
do not obey a Gaussian distribution. Therefore, we choose
the `1 norm, a more robust loss function to general heavy
noises [41,7], to model the noise and construct our denois-
ing model as:
min
X,E
τ‖X‖E-3DTV + ‖E‖1
s.t. Y = X + E,
(14)
where Y, X, E ∈ Rhw×s denote the input noisy HSI, to-
be-reconstructed HSI and the noise embedded on it, respec-
tively. τ is tradeoff parameter between the proposed E-3DTV
measure and the noise level. Based on (13), it is easy to find
that this model is equivalent to:
min
X,Un,Vn,E
τ
3∑
n=1
‖Un‖1 + ‖E‖1
s.t. Y = X + E,
∇nX = UnVTn ,VTnVn = I
Vn ∈ Rs×r,Un ∈ Rhw×r, n = 1, 2, 3.
(15)
This optimization problem (15) can be readily solved by the
ADMM strategy as follows.
5.2 The ADMM Algorithm
To slove the proposed HSI denoising model by ADMM al-
gorithm, the following augmented Lagrangian function is
firstly required to be minimized:
L(X,E,Un,Vn,Mn,Γ) =
3∑
n=1
‖Un‖1 + λ‖E‖1
+
3∑
n=1
〈Mn,∇nX−UnVTn 〉+
µ
2
‖∇nX−UnVTn ‖2F
+ 〈Γ,Y −X−E〉+ µ
2
‖Y −X−E‖2F ,
(16)
where Mn, n = 1, 2, 3 and Γ are the Lagrange multipliers
and µ is a positive scalar in ADMM algorithm.
In the ADMM framework, we need to alternatively opti-
mize each variable involved in (16) with all others fixed. We
then discuss how to solve its sub-problems with respect to
each involved variable.
Update X. Extracting all items containing X from Eq.
(16), we can obtain the sub-problem as:
Xk+1 := argmin
X
3∑
n=1
〈Mkn,∇nX−UknVk
T
n 〉+
〈Γk,Y −X−Ek〉+ µ
2
3∑
n=1
‖∇nX−UknVk
T
n ‖2F
+
µ
2
‖Y −X−Ek‖2F .
(17)
Optimizing (17) with respect to X can thus be equiva-
lently treated as solving the following linear system:
(µI + µ
3∑
n=1
∇∗n∇n)(X) = µ(Y −E(k)) + Γk
+ µ
3∑
n=1
∇∗n(UknVk
T
n )−∇∗n(Mkn)
(18)
where∇∗n indicates the adjoint operator of∇n. Attributed to
the block-circulant of matrix corresponding to the operator
∇∗n∇n, n = 1, 2, 3, it can be diagonalized by using the FFT
matrix [35]. Then, X can be efficiently computed by
Hx = µ(Y −Ek) + Γk +
3∑
n=1
∇∗n(µUknVk
T
n −Mkn),
Tx = |fftn(D1)|2 + |fftn(D2)|2 + |fftn(D3)|2,
Xk+1 = ifftn
(
fftn(Fold(Hx))
µ1 + µTx
)
,
(19)
where fftn and ifftn indicate fast Fourier transform and its in-
verse transform, respectively. |·|2is the elements-wise square,
and the division is also performed element-wisely.
Update Un, n = 1, 2, 3. Extracting all items containing
Un from Eq. (16), we can obtain:
U(k+1)n := argmin
Un
‖Un‖1+
µ
2
‖Un − (∇nX + Mkn/µ)Vkn‖2.
(20)
This sub-problem can be efficiently solved by calling the
known soft-thresholding operator [8]:
S∆(x) =

x−∆ if x > ∆,
x+ ∆, if x < −∆,
0, otherwise,
(21)
where x ∈ R and ∆ > 0, ∆ is the threshold value. Then the
solution of (20) can be calculated in close-form as follows:
Uk+1n = S 1µ
((∇nX + Mkn/µ)Vkn) . (22)
Update Vn, n = 1, 2, 3. Extracting all items containing
orthogonal Vn from Eq. (16), we have:
Vk+1n := argmin
Vn
µ
2
∥∥∥∥UknVTn − (∇nX + Mknµ )
∥∥∥∥2
F
= argmin
Vn
〈(
∇nX + M
k
n
µ
)T
Ukn,Vn
〉
.
(23)
The global solution of this sub-problem can be achieved in
close-form by following theorem [51]:
Theorem 1 For any A ∈Mm,n, the global solution of the
problem:
min
VVT=I
〈A,V〉 (24)
is V∗=BCT , where A = BDCT denotes the condensed
SVD of A.
We can then obtain the updating equation of Vk+1n as:{
[B,D,C] = svd((∇nX + Mkn/µ)TUkn)
Vk+1n = BC
T .
(25)
Update E. Extracting all items containing E from Eq.
(16), we can get:
Ek+1 : = argmin
E
λ‖E‖1 + µ
2
∥∥∥∥E− (Y −X + Γkµ
)∥∥∥∥2
= S 1
µ
(
Y −X + Γ
k
µ
)
.
(26)
Based on the general ADMM principle, the multipliers
are further updated by the following equations:
{
Mk+1n = M
k
n + µ
(
∇nX−UknVk
T
n
)
, n = 1, 2, 3
Γk+1 = Γk + µ
(
Y −X−Ek) . (27)
Summarizing the aforementioned descriptions, we can
get the entire ADMM algorithm, as summarized in Algorithm
1, for solving the model (15).
Algorithm 1 E-3DTV method for HSI denoising
Input: The HSI Y ∈ Rh×w×s, unfolding to the matrix Y ∈
Rhw×s, TV unfolding matrix rank: r, Regularized parameters τ ,
Stopping criteria 1,2.
Initialization: Initial X, E, Un, Vn, Mn, M4.
1: while not converge do
2: Update X, E by Eq.(19) and (26), respectively.
3: Update Un, Vn by Eq.(22) and (25), respectively .
4: Update the multipliers Mn, Γ by Eq. (27).
5: Check the convergence conditions
‖Y −X−E‖F2 /‖Y‖F2 ≤ 1
‖∇nX−UnVTn ‖F2 /‖Y‖F2 ≤ 2, n = 1, 2, 3
6: end while
Output: Fold(X) ∈ Rh×w×s.
6 Experimental Results on HSI denoising
In this section, extensive experiments are presented to eval-
uate the performance of the proposed method. We applied
our proposed E-3DTV prior to HSI denoising in comparison
with 8 state-of-the-art methods. In order to give an overall
evaluation, three quantitative quality indices are employed:
PSNR, SSIM[43], ERGAS[44]. PSNR and SSIM are two
conventional spatial-based metrics, while ERGAS is spectral-
based evaluation measure. The larger PSNR and SSIM val-
ues are, and the smaller ERGAS values is, the better quality
the restored images tends to be of.
To demonstrate the effectiveness of the proposed algo-
rithm, we compared our denoising results with 8 recently de-
veloped state-of-the-art denoising methods, including non-
local transform domain filter for volumetric data (BM4D)
[34], TDL 5 [37] , NNM [41], WNNM [22], LRMR [55],
WSNM [50], LRTV [25] and LRTDTV [47]. All the in-
volved parameters in these competing methods are fine-tuned
by default settings or following the rules in their papers to
guarantee their possibly optimal performance. Before the
experiments, the gray value of data were rescaled to [0,1].
All the experiments were performed using MATLAB (R2014a)
on Windows 7 OS with dual-core Inter 3.60-GHz processor
and 64 GB of RAM.
6.1 Synthetic Data Experiments Setting
6.1.1 Experiments Setting
We adopted two synthetic HSIs data. One was considered
by [25], generated from the Indian Pines dataset6. The size
of the Indian pines synthetic HSI is 145 × 145 × 224, with
evident local smoothness property. The other one is ARIVIS
DCMall HSI dataset, whose size is 200 × 200 × 160, with
complex structure and texture information. To simulate noisy
HSI data, we added six different types of noises to both orig-
inal HSI data. The details are listed as follows:
Case a: Zero-mean Gaussian noise is added to each band.
The variances of the Gaussian noise is 0.1.
Case b: Gaussian noise is added to each band just as
Case a. In addition, some deadlines are added from band 91
to band 130, with the number of stripes randomly selected
from 3 to 10, and the width of the stripes randomly generated
from 1 to 3.
Case c: The mixture of zero-mean Gaussian noise and
impulse noise are added to each band. The variance of the
Gaussian noise and percentage of the impulse noise are set
as 0.075 and 0.15, respectively.
5 http://gr.xjtu.edu.cn/c/document_library/
get_file?folderId=1766524&name=DLFE-38410.zip
6 https://engineering.purdue.edu/˜biehl/
MultiSpec/hyperspectral.html
Case d: The mixture of Gaussian and impulse noises are
added like Case c, and the deadlines are added as Case b.
Case e: Zero-mean Gaussian noises with different vari-
ances and impulse noise with different percentage are added
to each band, with the variance value being randomly se-
lected from 0 to 0.2, and percentage value being randomly
selected from 0 to 0.2. In addition, the deadlines are added
to some bands as Case d.
Case f: The mixture of Gaussian noise, impulse noise,
and deadlines are added as Case e did. In addition, some
stripes are added from band 161 to band 190 in Indian pines,
and some stripes are added from band 141 to band 160 in DC
mall, with the number of stripes being randomly selected
from 20 to 40.
As for parameter settings, there are three parameters in
the model that need to be set. They are the desired rank r, the
noise coefficient λ, and the sparsity basis coefficient τ . Since
we used the `1 norm to model the noise, inspired by the
parameter settings of the RPCA, we set λ = 1√
hw
, and set
the sparse basis coefficient as τ = C ×√hw. Note that we
should manual adjust the C value, because the sparse basis
coefficient and data is relevant, different data have different
coefficient. In our synthetic data experiments, theC value of
Indian pines was set as 0.004, and that of DC mall was set as
0.0004. The rank is set as 13 in all Indian pines experiments,
and 6 in DC mall experiments.
6.1.2 The Synthetic Indian pines HSI experiments
In terms of visual quality, two representative bands of re-
stored HSIs in two typical Case c and Case e obtained by dif-
ferent methods are shown. Fig. 12 shows the restoration re-
sults of band 220 under Case c, and Fig. 4 shows the restora-
tion results of band 120 under Case e. Compared with other
methods, it can be easily observed that the proposed method
recovers more meaningful details including textures and edges,
and meanwhile produces better reconstruction results in smooth
regions with higher PSNR and SSIM values. And the mean
overall quantitative assessment results by all competing de-
noising methods are listed in Table. 1, and the distribution
of quality indices under Case e is depicted in Fig. 5 to show
the each band’s restoration performance. In order to clearly
depict the top of curve in the (a-2) and (b-2) pictures, we en-
large this area in the (a-1) and (b-1) figures. From the figure,
we can easily see that the evaluation index curve of E-3DTV
is higher than other methods, which verifies the better recov-
ery performance of the E-3DTV in almost all bands.
To further compare the performance of all competing
methods, it would be necessary to show the spectral signa-
tures before and after restoration. As such, Fig. 6 shows one
simple example namely the spectral signatures of pixel (50,
50) in Case e. It can be clearly seen that the LRTDTV as well
as E-3DTV methods show the better restoration results than
(a) Original (b) Noise (f) BM4D(e) LRMR(d) WNNM(c) NNM
(g) TDL (h) WSNM (i) LRTV (j) LRTDTV (k) Ours
Fig. 3 Restoration performance of all competing methods on the band 220 of the ARIVIS Indian Pines HSI in Case c. The demarcated area is
enlarged in the right bottom corner for better visualization. The figure is better seen by zooming on a computer screen.
(a) Original (b) Noise (f) BM4D(e) LRMR(d) WNNM(c) NNM
(g) TDL (h) WSNM (i) LRTV (j) LRTDTV (k) Ours
Fig. 4 Restoration performance of all competing methods on the band 120 of the ARIVIS Indian Pines HSI in case e.
Table 1 Quantitative comparison of all competing methods under different levels of noises on Indian Pines dataset. The best result for each series
of experiments is highlighted in bold.
Noise case Index Noise NNM WNNM LRMR BM4D TDL WSNM LRTV LRTDTV Ours
Case a
PSNR 19.99 30.97 32.58 36.20 38.44 38.05 37.32 38.68 40.76 42.33
SSIM 0.3672 0.8727 0.8420 0.9311 0.9763 0.9674 0.9453 0.9853 0.9804 0.9910
ERGAS 233.99 69.02 57.65 36.85 29.04 30.72 32.37 28.47 23.02 24.32
Case b
PSNR 19.34 30.81 32.46 35.67 35.10 33.22 36.12 38.04 40.54 41.97
SSIM 0.3592 0.8715 0.8415 0.9291 0.9391 0.8743 0.9402 0.9818 0.9895 0.9910
ERGAS 257.88 70.06 58.39 39.84 110.40 112.35 44.89 49.18 23.44 24.78
Case c
PSNR 13.07 31.61 32.36 36.40 28.59 27.50 38.14 39.54 41.08 43.13
SSIM 0.1778 0.8889 0.8786 0.9345 0.8401 0.9076 0.9551 0.9866 0.9910 0.9928
ERGAS 520.53 64.36 59.71 36.04 90.29 102.08 29.52 35.22 21.98 22.55
Case d
PSNR 12.92 31.45 32.29 35.76 27.02 26.54 36.63 38.75 40.72 42.68
SSIM 0.1748 0.8878 0.8777 0.9316 0.8073 0.8365 0.9485 0.9826 0.9906 0.9926
ERGAS 529.82 65.45 60.10 39.99 128.11 120.54 46.32 55.44 22.90 23.26
Case e
PSNR 13.80 29.62 31.33 33.72 27.95 24.34 35.02 36.54 38.83 40.80
SSIM 0.2038 0.8633 0.8445 0.8951 0.8201 0.5931 0.9285 0.9742 0.9859 0.9894
ERGAS 500.68 81.16 66.39 50.16 121.95 158.75 51.33 72.52 28.66 28.37
Case f
PSNR 13.73 29.54 29.97 33.42 27.53 23.34 33.88 36.35 38.63 40.54
SSIM 0.2022 0.8612 0.8431 0.8918 0.8060 0.5583 0.9261 0.9736 0.9852 0.9888
ERGAS 504.37 82.18 82.48 52.62 127.28 174.28 53.29 72.05 29.82 28.87
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Fig. 5 The quality indices distribution of all competing methods calculated on the ARIVIS Indian Pines HSI in Case e. The curve of the bottom
figure were enlarged in the top figure for better visualization on a computer screen.
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Fig. 6 The spectral signatures curves of pixel (50,50) restored by all the compared methods under ARIVIS Indian Pines HSI in Case e. The detail
of curve were marked by red circle for easy observation.
(a) Original (b) Noise (f) BM4D(e) LRMR(d) WNNM(c) NNM
(g) TDL (h) WSNM (i) LRTV (j) LRTDTV (k) Ours
Fig. 7 The restoration performance of all competing methods on the band 30 of the DC mall HSI in Case c.
(a) Original (b) Noise (f) BM4D(e) LRMR(d) WNNM(c) NNM
(g) TDL (h) WSNM (i) LRTV (j) LRTDTV (k) Ours
Fig. 8 The restoration performance of all competing methods on the band 120 of the DC mall in Case e.
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Fig. 9 The quality indices distribution of all competing methods of the DC mall HSI in Case e.
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Fig. 10 The spectral signatures curves of pixel (100,100) restored by all the compared methods under DC mall HSI in Case e.
Table 2 Quantitative comparison of all competing methods under different levels of noises on DCMall dataset.
Noise case Index Noise NNM WNNM LRMR BM4D TDL WSNM LRTV LRTDTV Ours
Case a
PSNR 20.00 32.03 33.00 33.77 32.39 35.53 31.68 35.16 35.23 36.56
SSIM 0.5147 0.9584 0.9569 0.9584 0.9308 0.9710 0.9429 0.9639 0.9636 0.9761
ERGAS 375.83 90.87 83.40 74.33 86.67 60.37 95.76 62.98 61.83 55.74
Case b
PSNR 19.87 31.87 32.93 33.55 31.49 34.51 31.63 34.18 34.33 35.57
SSIM 0.5092 0.9581 0.9565 0.9572 0.9209 0.9650 0.9423 0.9531 0.9575 0.9698
ERGAS 381.50 92.38 83.92 76.63 101.86 71.58 96.51 76.38 68.90 61.19
Case c
PSNR 12.39 32.70 33.49 31.77 23.63 23.73 31.92 34.46 35.41 36.35
SSIM 0.2207 0.9651 0.9632 0.9390 0.6869 0.8010 0.9465 0.9563 0.9672 0.9751
ERGAS 925.41 84.53 79.64 94.28 251.78 250.93 93.28 91.02 61.54 56.02
Case d
PSNR 12.37 32.52 33.40 31.61 23.55 23.80 31.87 34.33 35.23 36.08
SSIM 0.2187 0.9646 0.9627 0.9369 0.6814 0.8003 0.9461 0.9548 0.9658 0.9732
ERGAS 926.52 86.13 80.39 96.41 252.44 246.69 94.05 97.59 63.98 58.49
Case e
PSNR 13.70 31.36 32.72 30.83 24.53 25.64 31.57 33.37 34.25 35.42
SSIM 0.2698 0.9559 0.9551 0.9256 0.7094 0.8420 0.9413 0.9460 0.9580 0.9694
ERGAS 793.92 98.30 85.48 106.43 228.07 203.72 96.44 99.25 70.40 62.27
Case f
PSNR 13.67 31.45 32.76 30.80 24.52 25.56 31.47 33.43 34.34 35.23
SSIM 0.2721 0.9566 0.9561 0.9252 0.7100 0.8383 0.9410 0.9446 0.9575 0.9672
ERGAS 812.13 98.20 85.78 108.08 230.84 209.68 98.38 115.93 71.13 63.51
other methods. Especially, the E-3DTV method can preserve
some detailed changes of spectral curve. Combined with the
quality indices values shown in Table 1, our proposed E-
3DTV method attains the best restoration results among all
compared methods.
6.1.3 The Synthetic DC Mall HSI Experiments
We then show the performance of all competing methods
on the DC mall data, which have more complex structure
than previous one. We also provide the two visual restora-
tion images in Figs. 7 and 8, respectively. The average of all
quantitative assessment results are provided in Table. 2, the
distribution of quality indices under Case e is shown in Fig.
9, and the signature restoration of pixel (100, 100) in case e
are provided in Fig. 10.
From the table and figures, it can be easily seen that our
proposed E-3DTV method is also of superior performance
among other competing methods both in quantity and visu-
alization. The effectiveness of the proposed E-3DTV regu-
larizer is further substantiated.
6.2 Real Data Experiments
Four typical real-world HSI datasets were further used for
experiments. These datasets include ARIVIS Indian7, ARIVIS
Low altitude8, HYDICE Urbanpart9 and Terrain10. These
7 https://engineering.purdue.edu/˜biehl/
MultiSpec/hyperspectral.html
8 https://engineering.purdue.edu/˜biehl/
MultiSpec/hyperspectral.html
9 http://www.tec.army.mil/hypercube
10 http://www.tec.army.mil/hypercube
real HSIs all contain serious pollutions including water pol-
lution, deadlines, strips and sparse noise, and their shapes
and structures are very different. It is thus a big challenge
to recover the clean HSIs from them. In order to compre-
hensively display the restoration effects of all methods, we
select two representative bands to show the visual restora-
tion effects for all competing methods.
From Figs. 11-18, it can be clearly observed that the
methods based on utilizing the local smoothness prior and
low rank prior such as LRTV and LRTDTV, together with
the proposed E-3DTV method, perform better than other
competing methods. Specifically, the E-3DTV method can
better recover the overall structure information of HSI and
suppress the noises as shown in Figs. 11, and get the best
restoration result in preserving the local edge/texture infor-
mation. The E-3DTV method can also be seen to better re-
move the structure noises (such as deadlines and stripes) and
preserve the local texture of the HSIs from the Figs. 13 to 16.
The proposed method can better remove the artificial shad-
ows and overlap to effectively avoid false error information
caused by low-rank frames as depicted in Fig. 18.
In all, we can see that the proposed E-3DTV method
clearly outperforms all other competing methods in both
its better noise suppressing effect and its finer meaningful
structure preservation capabilities. This substitutes the use-
fulness of the proposed E-3DTV regularization on such task
in real complicated cases.
7 E-3DTV Method for HSI Compressed Sensing
7.1 The E-3DTV Model
The compressed sensing task is to reconstruct the HSI from
a small number of compressed measurements y with global
(a) Original (c) WNNM (d) LRMR (e) BM4D
(f) TDL (g) WSNM (h) LRTV (i) LRTDTV (j) Ours
(b) NNM
Fig. 11 The restoration performance of all competing methods on the band 108 of real Indian Pines HSI.
(b) NNM (c) WNNM (d) LRMR (e) BM4D(a) Original
(f) TDL (h) LRTV(g) WSNM (i) LRTDTV (j) Ours
Fig. 12 The restoration performance of all competing methods on the band 220 of real Indian Pines HSI.
information. Then the compressed measurements y ∈ Rm
can be obtained by
y = Ψ (Z) , (28)
where Z ∈ Rhw×s denote the to-be-reconstructed HSI. Z is
generally considered to contain the clean HSI term and noise
term mixed in the signals during the acquisition. Denote the
clean HSI and noise as X, E, respectively, and then we can
get Z = X+E. The compressive operator Ψ can be instan-
tiated as Ψ = D ·H ·P, where H is a random permutation
matrix, P is the WalshHadamard transform, and D is a ran-
dom down sampling operator. Such a compressive operator
has been shown to satisfy the restricted isometry property
and successfully used in dealing with various compressed
sensing problems [26,18,5].
Recovering Z based on (28) is an ill-posed inverse prob-
lem, and thus prior information should necessarily be ex-
ploited. Here we simply adopted the proposed E-3DTV reg-
ularization as the unique prior term in the model. In addition,
considering the actual transmission, some seriously polluted
bands have little or no information. In order to save the trans-
mission resources, these bands can be thrown away at trans-
mission. So here, we assume that the noise obeys a Gaussian
distribution as previous works did [46], and a `2 norm term
is adopted on the noise term. The proposed HSI compressed
(b) NNM (c) WNNM (d) LRMR (e) BM4D(a) Original
(f) TDL (h) LRTV(g) WSNM (i) LRTDTV (j) Ours
Fig. 13 The restoration performance of all competing methods on the band 108 of real urban HSI.
(b) NNM (c) WNNM (d) LRMR (e) BM4D(a) Original
(f) TDL (h) LRTV(g) WSNM (i) LRTDTV (j) Ours
Fig. 14 The restoration performance of all competing methods on the band 207 of real urban HSI.
sensing model is then formulated as follows:
min
X,E
τ‖X‖E-3DTV + 1
2
‖E‖2
s.t. y = Ψ (X + E) ,
(29)
where τ is the trade-off parameter for controlling the spar-
sity of the gradient map of the HSI and noise regulariza-
tion parameter. By adopting (13), and introducing a auxil-
iary matrix Z = X + E, we can rewrite (29) as:
min
X,Z,E,Un,Vn
τ
3∑
n=1
‖Un‖1 + 1
2
‖E‖2
s.t. y = Ψ (Z) ,Z = X + E
∇nX = UnVTn ,VTnVn = I, n = 1, 2, 3.
(30)
7.2 The ADMM Algorithm
The proposed optimization problem (30) can be readily solved
by the ADMM strategy. Firstly, the following augmented
Lagrangian function is required to be minimized:
L(Z,X,E,Un,Vn,Mn,Γ1,Γ2) =
3∑
n=1
τ‖Ui‖1
+
3∑
n=1
〈Mn,∇nX−UnVTn 〉+
µn
2
‖∇nX−UnVTn ‖2F
+ 〈Γ1, y −Ψ (Z)〉+ µ4
2
‖y −Ψ (Z) ‖2F +
1
2
‖E‖2
+ 〈Γ2,Z−X−E〉+ µ5
2
‖Z−X−E‖2F ,
(31)
where Mn, n = 1, 2, 3, Γ1 and Γ2 are the Lagrange
multipliers and µns are a positive scalar in ADMM algo-
(b) NNM (c) WNNM (d) LRMR (e) BM4D(a) Original
(f) TDL (h) LRTV(g) WSNM (i) LRTDTV (j) Ours
Fig. 15 The restoration performance of all competing methods on the band 104 of real terrian HSI.
(b) NNM (c) WNNM (d) LRMR (e) BM4D
(f) TDL (h) LRTV(g) WSNM (i) LRTDTV (j) Ours
(a) Original
Fig. 16 The restoration performance of all competing methods on the band 207 of real terrian HSI.
rithm. We then alternatively optimize each variable involved
in (31) with all others fixed, by following steps:
Update Z. Extracting all items containing Z from Eq.
(31), we can obtain that:
Z := argmin
Z
µ4
2
∥∥∥∥Ψ (Z)− (y + Γ1µ4
)∥∥∥∥2
F
+
µ5
2
∥∥∥∥Z− (X + E + Γ2µ5
)∥∥∥∥2
F
.
(32)
Optimizing (32) with respect to Z can thus be equiva-
lently treated as solving the following linear system:
µ4Ψ
∗Ψ(Z) + µ5Z =
µ5(X + E) + µ4Ψ
∗y + Ψ∗Γ1 − Γ2,
(33)
where Ψ∗ indicates the adjoint of Ψ. This linear system can
be solved by off-the-shelf techniques such as the precondi-
tioned conjugate gradient method.
Update X. Extracting all items containing X from Eq.
(31), similar to the process of solving Z, we can obtain that
optimizing X is equivalent to solve the following linear sys-
tem:
3∑
n=1
µnD
∗D(X) + µ5X =
3∑
n=1
µnD
∗
(
UnV
T
n +
Mn
µn
)
+ µ5
(
Z−E+Γ2
µ5
)
.
(34)
(b) NNM (c) WNNM (d) LRMR (e) BM4D(a) Original
(f) TDL (h) LRTV(g) WSNM (i) LRTDTV (j) Ours
Fig. 17 The restoration performance of all competing methods on the band 108 of real lowal altitude HSI.
(b) NNM (c) WNNM (d) LRMR (e) BM4D(a) Original
(f) TDL (h) LRTV(g) WSNM (i) LRTDTV (j) Ours
Fig. 18 The restoration performance of all competing methods on the band 207 of real lowal altitude HSI.
Similar to the process of solving X in the GCS denosing
model, we can get that X can be efficiently computed by
Hx = µ5(Z−E) + Γ2+
3∑
n=1
D∗n(µnUnV
T
n + Mn),
Tx = µ1|fftn(D1)|2 + µ2|fftn(D2)|2 + µ3|fftn(D3)|2,
X = ifftn
(
fftn(Fold(Hx))
µ1 + µTx
)
,
(35)
where fftn and ifftn indicate fast Fourier transform and its
inverse transform, respectively.
Update Un, n = 1, 2, 3. Extracting all items containing
Un from Eq. (31), similar to the process of solving Un in
the GCS denosing model, we get that Un can be efficiently
computed by
Un = S τµn ((∇nX + Mn/µn)Vn) . (36)
Update Vn, n = 1, 2, 3. Extracting all items containing
orthogonal Vn from Eq. (31), similar to the process of solv-
ing Vn in the GCS denosing model, we get that Vn can be
efficiently computed by
{
[B,D,C] = svd((∇nX + Mn/µ)TUn),
Vn = BC
T .
(37)
UpdateE. Extracting all items containing E from Eq.(31),
similar to the process of solving E in the GCS denosing
model, we can get that E can be efficiently computed by
E =
µ5(Z−X) + M5
1 + µ5
. (38)
Based on the general ADMM principle, the multipliers
are further updated by the following equations:
Mn = Mn + µn
(∇nX−UnVTn ) , n = 1, 2, 3,
Γ1 = Γ1 + µ4 (y −Ψ(Z)) ,
Γ2 = Γ2 + µ5 (Z−X−E) .
(39)
The above steps can then be summarized as Algorithm
2, for solving the model (30).
Algorithm 2 The E-3DTV for HSI compressed sensing re-
construct algorithm
Input: The compressive measures y ∈ Rm,m h×w×s, TV un-
folding matrix rank: r, Regularized parameters τ , Stopping criteria
1,2.
Initialization: Initial Z, X, E, Un, Vn, Mn, Γ1, Γ2.
1: while not converge do
2: Update Z, X, E by Eq.(33), Eq.(35) and (38), respectively.
3: Update Un, Vn by Eq.(36) and (37), respectively .
4: Update the multipliers Mn, Γ by Eq. (39).
5: Check the convergence conditions
‖y −Ψ(X)‖F2 ≤ 1
‖∇nZ−UnVTn ‖F2 /‖Y‖F2 ≤ 2, n = 1, 2, 3
6: end while
Output: The reconstructed HSI image Z ∈ Rw×h×s.
8 Experimental Results on HSI Compressed Sensing
In this section, several real HSI data experiments were car-
ried out to substantiate the effectiveness of the E-3DTV reg-
ularizer on HSI compressed sensing.
Four popular real-world HSI data sets were used in our
experiments, including the HYDICE Urban, the HYDICE
Washington DC Mall, the AVIRIS Moffett Field, and the
AVIRIS Lowal altitude data sets. After removing the seri-
ously polluted bands and cropping images for each data set,
the HSI cube used for the experiments are of sizes 256 ×
256 × 188, 256 × 256 × 191 ,256 × 256 × 200 and 256 ×
256× 200, respectively.
To thoroughly evaluate the performance of the proposed
method, we implemented five state-of-the-art methods for
comparison, including Kronecker compressed sensing (KCS)
[31], low-rank and joint-sparse recovery (SparCS) [19], joint
nuclear/TV norm minimization (JTTV) [20], self-learning
tensor nonlinear compressed sensing (SL-TNCS) [52] and
Joint tensor/reweight 3DTV norm minimization (JTenRe3-
DTV) [46]. As previously stated, we adopted the random
permuted Hadamard transform as the compressive opera-
tor. Five different sampling ratios, namely 0.3%, 1%, 5%,
10%, 20% were considered. To sufficiently assess the per-
formance of all compared approaches, we also employed
the above three quantitative picture quality indices (PQIs),
PSNR, SSIM and ERGAS, for performance evaluation.
As for parameter settings, there are two parameters in
the model that need to be set: the desired rank r and the
sparsity basis coefficient τ . Note that with the increase of
the sampling rate, the ideal r and τ would also increase.
Specifically, we set the value of rank r as 4 or 5, and the
sparsity basis coefficient τ as 0.0075 at the sampling rate are
0.3%, 1%. With the increase of the sampling rate, the small
value of rank and sparsity basis coefficient will cause the
algorithm to lose some information, so as the sampling rates
are 5%, 10%, 20%, we increase the rank r as a value from
7 to 10, and set the sparsity basis coefficient τ as 0.015. As
for the competing methods’ parameters, we use the default
settings or tuned all their values to possibly guarantee their
optimal performance for fair comparison.
Table. 3 compares the reconstruction results by all the
compared methods. It can be easily seen that, the proposed
method achieves a significantly improved performance un-
der all such five sampling ratios with all PQIs, as compared
with other competing methods.
In terms of visual quality, two representative bands of
four HSIs in sampling ratio 5% were presented in Fig. 19-
26. Some demarcated areas in the subfigure are enlarged in
the right bottom corner and left top corner for better visual-
ization. From these figures and the quantitative indices nu-
merical table, we can see that the method utilizing the local
smoothness property of image, such as the JTTV, SL-NCS,
JTenRe3DTV, can relatively more effectively eliminate the
non-smoothness caused by compression reconstruction as
the restoration image of SpaRCS show. Meanwhile, it is ev-
ident that the method based on the E-3DTV regularizer can
preserve the best detail edge, texture information and image
fidelity than other competing method.
We also show the PSNR and SSIM values by recon-
structing each band of three data sets under sampling ratio
5% in Fig. 27. It is easy to see that the proposed method
can get higher SSIM and PSNR values than other ones for
almost all HSI bands. This comprehensively illustrates the
robustness of our proposed method.
From the above presentation, we can see that the struc-
tures of these four real HSIs are different, while our pro-
posed method can get satisfactory performance. Combined
the performance of denoising, it should be expected to use
the E-3DTV regularizer as a general tool to ameliorate the
performance for general HSI processing tasks.
Table 3 Quantitative comparison of all competing methods under different sampling ratio on four datasets.
Data Sampling Quality Methods
set ratio indices SpaRCS KCS JTTV SLNTCS JTenRe3DTV ours
Urban
0.3%
PSNR 18.04 15.01 18.90 17.62 23.48 24.17
SSIM 0.2974 0.1121 0.3730 0.1552 0.3388 0.5881
ERGAS 462.37 693.67 419.99 485.40 255.74 230.26
1%
PSNR 18.33 18.51 19.96 20.42 27.93 28.86
SSIM 0.3119 0.1982 0.4489 0.2348 0.6049 0.7976
ERGAS 441.76 515.53 373.06 351.99 158.96 141.51
5%
PSNR 19.87 20.54 26.64 24.98 35.18 38.10
SSIM 0.3789 0.4139 0.7775 0.5326 0.8305 0.9506
ERGAS 399.97 370.58 182.05 219.86 77.48 72.98
10%
PSNR 23.84 23.45 34.22 27.62 36.99 41.60
SSIM 0.5619 0.5118 0.9266 0.6002 0.8724 0.9688
ERGAS 298.62 272.78 91.50 159.94 65.27 64.83
20%
PSNR 30.45 29.94 42.35 30.60 38.04 43.13
SSIM 0.7356 0.6648 0.9745 0.7322 0.8894 0.9727
ERGAS 118.62 124.77 54.40 118.46 57.54 62.06
DC Mall
0.3%
PSNR 18.46 16.24 19.75 17.83 22.10 24.46
SSIM 0.2228 0.047 0.3066 0.1188 0.3205 0.6171
ERGAS 467.33 635.11 408.50 518.46 324.00 244.14
1%
PSNR 18.70 19.48 20.86 20.66 28.90 30.10
SSIM 0.2409 0.1423 0.4129 0.2708 0.7897 0.8689
ERGAS 456.27 450.13 360.06 373.86 142.82 128.59
5%
PSNR 20.40 19.68 27.14 25.40 38.92 41.32
SSIM 0.4177 0.4724 0.7908 0.5752 0.9673 0.9871
ERGAS 430.98 522.79 185.48 220.35 47.26 37.12
10%
PSNR 24.63 19.94 34.52 27.92 40.12 44.46
SSIM 0.6095 0.4939 0.9479 0.7387 0.9746 0.9936
ERGAS 347.45 467.29 84.84 165.81 41.56 26.38
20%
PSNR 33.65 30.94 44.65 34.33 41.15 47.32
SSIM 0.9065 0.8564 0.9940 0.9043 0.9792 0.9966
ERGAS 82.31 118.52 25.79 85.68 36.94 19.08
Moffett Field
0.3%
PSNR 26.58 23.71 27.66 24.85 29.78 30.17
SSIM 0.5592 0.001 0.5975 0.0333 0.2869 0.6995
ERGAS 264.89 368.24 237.38 331.08 180.28 182.70
1%
PSNR 27.13 26.03 29.01 27.03 34.01 34.19
SSIM 0.5691 0.0166 0.6598 0.2666 0.6198 0.8369
ERGAS 256.62 295.53 206.65 257.57 107.48 119.19
5%
PSNR 29.23 28.07 34.73 30.31 41.67 43.42
SSIM 0.6528 0.2492 0.8559 0.4194 0.8975 0.9713
ERGAS 234.04 226.74 114.02 181.53 49.37 47.02
10%
PSNR 33.36 29.93 39.45 32.18 43.18 47.72
SSIM 0.7374 0.4292 0.9447 0.4301 0.9223 0.9833
ERGAS 210.29 217.25 65.12 178.19 42.65 36.39
20%
PSNR 39.11 34.35 46.85 37.93 44.12 49.77
SSIM 0.8577 0.6157 0.9861 0.8197 0.9333 0.9868
ERGAS 61.08 116.60 32.10 68.19 38.50 33.16
Lowal Altitude
0.3%
PSNR 16.91 13.75 17.69 16.67 24.47 24.50
SSIM 0.2687 0.0237 0.3412 0.0678 0.4818 0.6357
ERGAS 383.13 490.69 349.63 399.84 146.30 148.59
1%
PSNR 17.23 16.85 18.96 19.14 28.47 30.76
SSIM 0.2821 0.1328 0.4341 0.3220 0.7344 0.8623
ERGAS 374.25 387.59 304.41 272.33 98.85 74.90
5%
PSNR 17.96 20.28 25.32 24.28 35.39 38.32
SSIM 0.3525 0.4824 0.7534 0.6136 0.8983 0.9526
ERGAS 322.52 250.12 158.30 151.82 50.03 47.82
10%
PSNR 21.24 26.99 32.97 31.56 36.91 41.24
SSIM 05326 0.6522 0.9151 0.8385 0.9242 0.6490
ERGAS 231.86 112.80 73.35 76.41 43.64 41.77
20%
PSNR 31.60 30.18 42.47 33.88 38.03 43.05
SSIM 0.8517 0.7891 0.9724 0.8927 0.9389 0.9693
ERGAS 104.22 81.92 35.34 55.43 38.34 42.82
(a) SpaRCS (c) JTTV(b) KCS (d) NCS
(g) Original(f) Ours(e) JTenRe3DTV
Fig. 19 The restoration performance of all competing methods on the band 5 of real Urban HSI.
(a) SpaRCS (c) JTTV(b) KCS (d) NCS
(g) Original(f) Ours(e) JTenRe3DTV
Fig. 20 The restoration performance of all competing methods on the band 160 of real Urban HSI.
9 Conclusion
In this paper, we have introduced an enhanced 3DTV reg-
ularization (E-3DTV, briefly), to better reflect the sparsity
characteristic of the gradient maps of a natural HSI. It is
surprising to us that by simply embedding such regulariza-
tion term as the unique regularizer into the models designed
for HSI denoising and compressed sensing, respectively, it
attains state-of-the-art performance superior to the methods
previously used for the tasks. This makes it hopeful further
extend such a regularizer to more general HSI processing
tasks, which is the main task of our future research.
There are still some limitations on the practical use of
the proposed E-3DTV regularizer. For example, it should
be necessary to consider to design an automatic parame-
ter tuning strategy based on certain HSI as well as its size
(a) SpaRCS (c) JTTV(b) KCS (d) NCS
(g) Original(f) Ours(e) JTenRe3DTV
Fig. 21 The restoration performance of all competing methods on the band 5 of real DC mall HSI.
(a) SpaRCS (c) JTTV(b) KCS (d) NCS
(g) Original(f) Ours(e) JTenRe3DTV
Fig. 22 The restoration performance of all competing methods on the band 160 of real DC mall HSI.
and structure complexity. Besides, the E-3DTV regularizer
is still imposed on the unfolding matrices of the considered
HSI, while not its multi-dimensional structure (i.e., tensor)
itself. It should be another meaningful investigation on re-
formulating the proposed regularizer directly on the tensor
to more sufficiently utilizing the structural knowledge of the
HSI. We will further investigate these issues in our future
research.
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Appendix
In this supplementary material, we provide the proof of the
equivalence between problem (10) and problem (11) in the
maintext.
Proof of the equivalence
We call two problems equivalent if from a solution of one,
a solution of the other is readily found, and vice versa. We
can then give the following theorem:
Theorem 2 For any G ∈ Rhw×s, the problem
min
V∈Rs×r
‖GV‖1
s.t. ‖GV‖F = ‖G‖F ,VTV = I,
(40)
is equivalent to
min
U,V
‖U‖1
s.t. G = UVT , VTV = I,
U ∈ Rhw×r, V ∈ Rs×r.
(41)
Proof (a). We first prove that for any [U,V] satisfies the
constrains of (41), V satisfies the constrains of (40).
By G = UVT and VTV = I, we can obtain that,
‖GV‖2F = ‖UVTV‖2F = ‖U‖2F
=tr
(
UTU
)
= tr
(
U∗TUVTV
)
=tr
(
VUTUVT
)
=‖UVT ‖2F
=‖G‖2F .
(42)
This implies that V satisfies the constrains of (40).
(b). We then prove that for any V satisfies the constrains
of (40), by letting U = GV, [U,V] satisfies the constrains
of (41).
By ‖GV‖F = ‖G‖F and VTV = I, we can obtain
that,
‖G−UVT ‖2F = ‖G−GVVT ‖2F
=tr
(
GTG
)− 2tr (GTGVVT )+ tr (VVTGTGVVT )
=tr
(
GTG
)− 2tr (VTGTGV)+ tr (VTGTGV)
=tr
(
GTG
)− tr (VTGTGV)
=‖G‖F − ‖GV‖F
=0.
(43)
Thus we have G = UVT , which implies [U,V] satisfies
the constrains of (41).
Now, it is easy to prove that for any V∗ solves (40), then
[GV∗,V∗] solves (41). If [GV∗,V∗] is not a solution of
(41), then there is an [U+,V+] satisfies the constrains of
(41), and ‖GV+‖1 = ‖U+‖1 < ‖GV∗‖1. By (a), we
know that V+ is a satisfies the constrains of (40), this is
contradict to the assumption that V∗ solves (40). Similarly,
we can prove that if [U∗,V∗] solves (41), then V∗ solves
(40). This finishes the proof. 
By Theorem 2 we know that the problem (10) and prob-
lem (11) in the maintext is equivalent to each other.
