Abstract. This article studies propagating traveling waves in a class of reaction-diffusion systems which model isothermal autocatalytic chemical reactions as well as microbial growth and competition in a flow reactor. In the context of isothermal autocatalytic systems, two different cases will be studied. The first is autocatalytic chemical reaction of order m without decay. The second is chemical reaction of order m with a decay of order n, where m and n are positive integers and m > n ≥ 1. A typical system in autocatalysis is A+2B→3B and B→ C involving two chemical species, a reactant A and an auto-catalyst B and C an inert chemical species.
Introduction
In this paper we study two reaction-diffusion systems of the form Many interesting phenomena in population dynamics, bio-reactors and chemical reactions can be modeled by a system of the form as in (1.1). For example, a system modeling microbial growth and competition in a flow reactor was first studied in [2] and [23] , where a special case is f (u,v) = F(u)v, L(v) = Kv, K a positive constant, and F(0) = 0 and F ′ (0) >0. In that context, u is the density of nutrient and v the density of microbial population. L(v) is the death rate of microbial. Subsequent works with emphasis on traveling waves appeared later in [14] and [24] .
Another interesting case arises from isothermal autocatalytic chemical reaction between two chemical spices A and B taking the form: after a simple non-dimensional transformation. The importance of autocatalytic chemical reaction in chemical waves, Turing pattern formation and real-world chain chemical reactions is well documented in literature. The global dynamics of the Cauchy problem of (1.3) was studied in [3, 16, 19, 20] in one and two dimensional cases using Renormalization Group method coupled with key a priori estimates. The existence and non-existence, as well as stability of traveling waves of (1.3) were investigated in [4] [5] [6] 17] . In particular, it was established in [4] that for any fixed boundary value of (u,v) = (0,a 0 ), a 0 >0, at −∞, there exists C * = C * (d,a 0 ,m) such that there exists a traveling wave with speed C when C ≥ C * . That is, the situation is in the classical mono-stable category. The traveling wave problem for (I) is far more complex. For example, the system
where m ≥ 1 and k > 0 is a rate constant, were first studied in [24] for a special case and later in [14] for a general case when m = 1. Other related results appeared in [11, 12] . Whereas m > 1 case has been studied in [10, 25] . The results again are in the classical mono-stable category for existence of traveling waves. But, for the system 5) where m > 1 and k > 0, the situation is totally different. The following results are proved recently by Qi and his collaborators, [7, 8, 21] . In spite of deep theoretical results obtained so far, there are a number of key issues which need to be addressed.
Question 1: What is the minimum speed for the system (1.3)?
The importance of this question is that for mono-stable type of problems, the experience of a single equation tells us it is the minimum speed traveling wave which is most relevant for the study of stability.
Question 2 : What is the traveling wave solution structure for the system (1.5)?
The main purpose of the present work is to give an accurate estimate of minimum speed for (1.3) and to study the dependence of traveling wave solution structure for (1.5) on the boundary value at −∞.
The organization of the paper is that we present our numerical results on (III) in Section 2 and the detailed computational approach on (IV) in Section 3. We end the paper with brief discussion on the systems in Section 4.
Here C > 0 is the constant traveling speed. The boundary value at −∞ is set to be (0,1) because the general case of (0,a 0 ) with a 0 >0 can be reduced to the case by a simple scaling with speed
which justifies the boundary condition at x = ∞ and enables us to reduce the order of traveling wave problem from four to three. Moreover, if d = 1, the conservation law above gives α = 1− β. The system is reduced to a classical mono-stable scalar equation
In general, α is monotone increasing, but β is monotone decreasing before β reaches zero. By first making a change of variables y = Cz/d and then using s = 1− β as independent variable, the following 2nd order system is derived in [4] : -upper bound, * C min , −lower bound -upper bound, * C min , -lower bound The formulation in (2.2) of traveling wave problem as a second order ODE system in phase plane gives us an alternative way to design numerical schemes. Let
simple computation shows that
. m = 2.5 * C min -fitting curve m = 2 * C min -fitting curve Our numerical scheme has the following key ingredients:
(i) It uses the above asymptotic expansion at s=0 as initial input for 0< s≪1 and then use Matlab to compute the solution up to s = 1. (ii) The algorithm in Matlab is the explicit fourth-order Runge-Kutta method. The criterion to judge whether the resulting solution is a traveling wave is to check whether P(s) > 0 on (0,1) and |P(1)| is less than a preset upper bound of the order 10 −6 . (iii) All results were checked and confirmed by using double-precision Mathematica. 
The auto-catalytic system with decay
In this section, we study how to use computation to reveal the complex solution structure of traveling wave solution to system (IV).
It is easy to verify that all equilibrium points of (IV) are in the form (a,0) with a ∈ R. Hence, any traveling wave u(x,t) = u(x−ct), v(x,t) = v(x−ct), with c > 0 as the speed, must link one equilibrium point (a 0 ,0) at x = −∞ to another one (a 1 ,0) at x = ∞ with a 1 > a 0 > 0. Thus, we consider traveling wave problem
The important implications of such a setting are (i) v has no monotonicity which is a strong contrast to the auto-catalytic chemical reaction without decay, for which some interesting results are proved in [3] [4] [5] 17] , and (ii) there is no corresponding single equation to compare with. Indeed, it is not too hard to show that v is increasing coming out of x = −∞ and reaches its 1st local maximum value and then it starts to decrease and may oscillate a few times. Whereas u ′ > 0 in R for a traveling wave. In addition, define
For each constant c 0, we consider the initial value problem, for (u,v)=(u(x,c),v(x,c)),
where λ is the positive root of λ 2 /d+cλ = 1 and v + := max{v,0}. We denote
The approach in [7] is to use speed C as a shooting parameter. In fact, the following is a summary of key technical results in [7] . The work in [8] is on the case of h ≫ 1. By make the following change of scale and variables:
3) is transformed and the existence of traveling wave is equivalent to finding (a,b,c) ∈
To describe the main result of [8] , we introduce notation 6) where s + = max{s,0}. Our main result is the following: The numerical computation for (3.3) is to catch the corresponding traveling wave with one, two and three peaks of w, respectively. The result not only verifies the mathematical proof, but also provides more detailed information about the solutions. But, the difficulty is that we need to integrate the solutions with high order nonlinearities over an extended interval. We use numerical analysis to verify theoretical results for various cases of c n using Matlab, which implements explicit fourth-order Runge-Kutta method for the computation. To make sure the computation is accurate, we check the results by using the double precision build-in solver NDsolve from Mathematica. 
Discussion
Numerical computation is a powerful tool in understanding complex solution structure of traveling wave problem in systems like (IV). This is our first endeavor in this direction. The result is yielding good insight into the problem which provides good lead in our further analysis.
We shall do more computation in future and use more sophisticated algorithms to try to overcome a particular challenge which we did not elaborate in details, which is (IV) has positive solutions (u,v) with v decaying to zero algebraically as x −1/2 and u growing to ∞ also algebraically as x 1/2 . They are not traveling waves. How to distinguish traveling wave from such solutions proves to be a challenge for us right now.
Another direction we shall do computation is to study the buoyant instability when a fluid is involved in system (III) as in the famous iodate-arsenous-acid (IAA) reaction. When the fluid strength is increased, the original planar wave is destabilized, resulting cellular fingering. We shall use Hele-Shaw cell in two dimensional setting to approximate the full three dimensional Navies-Stokes equation. 
