Given a finite group G and two unitary G-representations V and W , possible restrictions on Brouwer degrees of equivariant maps between representation spheres S(V ) and S(W ) are usually expressed in a form of congruences modulo the greatest common divisor of lengths of orbits in S(V ) (denoted α(V )). Effective applications of these congruences is limited by answers to the following questions: (i) under which conditions, is α(V ) > 1? and (ii) does there exist an equivariant map with the degree easy to calculate? In the present paper, we address both questions. We show that α(V ) > 1 for each irreducible non-trivial C[G]-module if and only if G is solvable. For non-solvable groups, we use 2-transitive actions to construct complex representations with non-trivial α-characteristic. Regarding the second question, we suggest a class of Norton algebras without 2-nilpotents giving rise to equivariant quadratic maps, which admit an explicit formula for the Brouwer degree.
Introduction

Topological motivation
in common: (i) qualitative investigation of differential and integral equations arising in mathematical physics (existence, uniqueness, stability, bifurcation of solutions (see [28, 33, 15] )), (ii) combinatorics (equipartition of mass (see [6, 37] )), geometry (harmonic maps between surfaces (see [17, 24] )), to mention a few. In short, given a continuous map Φ : M → N of manifolds of the same dimension, the Brouwer degree deg(Φ) is an integer which can be considered as an algebraic count of solutions to equation Φ(x) = y for a given y ∈ N (for continuous functions from R to R, the Brouwer degree theory can be traced to Bolzano-Cauchy Intermediate Value Theorem).
In general, practical computation of the Brouwer degree is a problem of formidable complexity. However, if Φ respects some group symmetries of M and N (expressed in terms of the so-called equivariance, see Section 2.1), then the computation of deg(Φ) lies in the interplay between topology and group representation theory. Essentially, symmetries lead to restrictions on possible values of the degree. These restrictions (typically formulated in a form of congruencies) have been studied by many authors using different techniques (see, for example, [27, 29, 22, 7, 5, 2, 36, 26, 14, 31] and references therein (see also the survey [35] )). The following statement (which is a particular case of the so-called congruence principle established in [29] , Theorems 2.1 and 3.1) is the starting point for our discussion.
Congruence principle: Let M be a compact, connected, oriented, smooth n-dimensional manifold on which a finite group G acts smoothly, and let W be an orthogonal (n + 1)-dimensional G-representation. Denote by α(M ) the greatest common divisor of lengths of G-orbits occurring in M . Assume that there exists an equivariant map Φ : M → W \ {0}. Then, for any equivariant map Ψ : M → W \ {0}, one has deg(Ψ) ≡ deg(Φ) (mod α(M )).
(
Clearly, the congruence principle contains a non-trivial information only if α(M ) > 1 (for example, if a non-trivial group G acts freely on M , then α(M ) = |G| > 1). Also, the congruence principle can be effectively applied only if there exists a "canonical" equivariant map Φ : M → W \ {0} with deg(Φ) easy to calculate (for example, if M coincides (as a G-space) with the unit sphere S(W ) in W , then one can take Φ := Id, in which case, for any equivariant map Ψ : S(W ) → W \{0}), one has: deg(Ψ) ≡ deg(Id) = 1 (mod α(S(W ))); in particular, deg(Ψ) = 0 provided α(S(W )) > 1). This way, we arrive at the following two problems: Problem A. Under which conditions on M , is α(M ) greater than 1?
Problem B. Under which conditions on M and W , does there exist an equivariant map Φ : M → W \ {0} with deg(Φ) easy to calculate?
Assume, in addition, that V is an orthogonal G-representation and M = S(V ) (recall that S(V ) is called a G-representation sphere). Then: (i) Problem A can be traced to the classical result of J. Wolf [38] on classification of finite groups acting freely on a finitedimensional sphere, (ii) both Problems A and B are intimately related to a classification of G-representations up to a certain (non-linear) equivalence (see [2, 36, 1, 30] ).
A study of numerical properties of orbit lengths of finite linear groups has a long history and can be traced back to H. Zassenhaus [37] . A special attention was paid to studying regular orbits, orbits of coprime lengths, etc., in the case of the ground field of positive characteristic (see [18] for a comprehensive account about the current research in this area). To the best of our knowledge, the case of zero characteristic was not as well studied as the one of positive characteristic. It seems that the invariant introduced in our paper (the α-characteristic of a linear representation) has not been studied in detail before.
The goal of this paper is to develop some algebraic techniques allowing one to study Problems A and B for finite solvable and 2-transitive groups. We are focused on the situation when V and W are complex unitary G-representations of the same dimension and M = S(V ) is a G-representation sphere (in this case, we set α(V ) = α(S(V )) and call it α-characteristic of V ). However, some of our results (see Corollary 7. 3) are formulated for equivariant maps of G-manifolds.
Main results and overview
(A) If V and U are (complex unitary) G-representations, then α(U ⊕V ) = gcd {α(U ), α(V )}. This simple observation suggests to study Problem A first for S(V ), where V is an irreducible representation. By combining the main result from [25] with several group theoretical arguments, we obtain the following result: G is solvable if and only if α(V ) > 1 for any non-trivial irreducible G-representation (see Theorem 3.8) . Among many known characterizations of the class of (finite) solvable groups, we would like to refer to Theorem 3.7 from [5] (where a concept of admissible representations is used) as the result close in spirit to ours. Also, if G is nilpotent, we show that for any non-trivial irreducible G-representation, there exists an orbit G(x) in S(V ) such that |G/G x | = α(V ) (see Proposition 3.19) .
On the other hand, we discovered that a sporadic group (the Janko Group J 1 (see [23] )) satisfies the following property: all irreducible J 1 -representations have the α-characteristic equals 1 (recall that J 1 is of order 175560 and admits 15 irreducible representations). With these results in hand, we arrived at the following question: Given a (finite) non-solvable group G different from J 1 , does there exist an easy way to point out an irreducible Grepresentation V with α(V ) > 1? In this paper, we focus on the following setting: Given H < G, take the G-action on G/H by left translations and denote by V the augmentation submodule of the associated permutation G-representation C ⊕ V . It turns out that α(V ) > 1 if and only if |G/H| = q k , where q is a prime (see Lemma 4.4) . Combining this observation with the classification of 2-transitive groups (see [10] , for example) allows us to completely describe faithful augmented modules V associated with 2-transitive group G-actions on G/H such that α(V ) > 1 (see Theorem 4.3).
Finally, it is possible to show that if H G, V is an H-representation and W is a G-representation induced from V , then, α(V ) divides α(W ). This observation suggests the following question: under which conditions, does α(V ) = 1 imply α(W ) = 1? We answer this question affirmatively assuming that V is irreducible and G/H is solvable (see Proposition 5.5).
(B) In general, Problem B is a subject of the equivariant obstruction theory (see [36, 5] and references therein) and is far away from being settled even in relatively simple cases. On the other hand, if W is a subrepresentation of the m-th symmetric power of V , then one can look for a required map in the form of a G-equivariant m-homogeneous map Φ : S(V ) → W \ {0}, in which case deg(Φ) = m n . In particular case when m = 2, Problem B reduces to the existence of a commutative (in general, non-associative) bilinear multiplication * : V × V → V ⊂ Sym 2 (V ) satisfying two properties: (i) * commutes with the G-actions, and (ii) the complex algebra (V, * ) is free from 2-nilpotents. Combining this idea with the techniques related to the so-called Norton algebra (see [11] ), we establish the existence of an equivariant quadratic map between two non-equivalent (n − 1)-dimensional S n -representations (having the same symmetric square) taking nonzero vectors to non-zero ones, provided that n is odd (see Theorem 6.9). For n = 5, we give an explicit formula of such a map.
After the Introduction, the paper is organized as follows. Section 2 contains preliminaries related to groups and their representations. In Section 3, we first consider functorial properties of α-characteristic (see Proposition 3.2). Next, we focus on solvable and nilpotent groups and prove Theorem 3.8 and Proposition 3.19. 2-transitive actions are considered in Section 4, while induced representations with trivial α-characteristic are considered in Section 5. Section 6 is devoted to the existence of quadratic maps relevant to Problem B. In the concluding Section 7, we consider applications of the obtained results to the congruence principle.
Preliminaries
Groups and Their Actions
This subsection collects some basic facts about finite groups and their actions that are used in our paper. Although the material given here is well-known to any group theorist, we decided to include it here, because we expect that the paper could be of interest for mathematicians working outside the group theory.
Throughout the paper, we consider only finite groups if no otherwise is stated, and by G, we always mean a finite group.
For any G, denote by Aut(G) (resp. Inn(G)) the group of automorphisms (resp. inner automorphisms) of G, by e the identity of G and by 1 the trivial group or the trivial subgroup of G.
Given H, K < G, set HK := {hk ∈ G : h ∈ H, k ∈ K}. Given a prime p, denote by Syl p (G) the collection of Sylow p-subgroups of G. Recall an important characterization of solvable groups from [25] : Theorem 2.1. Let p 1 , p 2 , · · · , p k be a sequence of all distinct prime factors of |G|. Then, G is solvable if and only if G = P 1 P 2 · · · P k for any choice of P j ∈ Syl pj (G), j = 1, . . . , k.
Recall that N G is called a minimal normal subgroup if N is non-trivial and contains no other non-trivial normal subgroups of G. The socle of G is the subgroup generated by all minimal normal subgroups of G. The following result is well-known (see [21] ). Proposition 2.2. A minimal normal subgroup of a solvable group is elementary abelian.
Let X be a G-space. For any x ∈ X, denote by G x the isotropy (stabilizer) of x and by G(x) the G-orbit of x in X. We call the conjugacy class of G x the orbit type of x and denote by Φ(G; S) the collection of orbit types of points in S ⊂ V . For any H < G, denote by X H := {x ∈ X : hx = x for all h ∈ H} the set of H-fixed points in X.
If |X| ≥ 2, we say that G acts 2-transitively on X if for any a, b, c, d ∈ X, a = b, c = d, there exists g ∈ G such that ga = c and gb = d. Since any transitive (in particular, 2-transitive) action is equivalent to the G-action on the coset space G/H by left translation for some H < G, the existence of 2-transitive G-action is actually an intrinsic property of G. Therefore, we adopt the following definition. Definition 2.3. G is called a 2-transitive group if it admits a faithful 2-transitive action, or equivalently, G acts 2-transitively on G/H (by left translation) for some H < G.
We refer to [8] and [29] for the equivariant topology background.
Group Representations
Throughout the paper, we consider only finite-dimensional complex unitary representations, and by ρ (resp. V and χ), we always mean a G-representation (resp. the associated vector space and the affording character) if no otherwise is stated.
Let K be an arbitrary field. Denote by K[G] the group algebra of G over K. For any ρ, we will simply denote by the same symbol the extension of ρ to K[G] (i.e., depending on the context, it is possible that ρ :
For any G, denote by 1 G the trivial representation or trivial character of G (depending on the context) and by Irr(G) (resp. Irr * (G)) the collection of irreducible (resp. non-trivial irreducible) G-representations.
For any representation ρ : G → GL(V ), denote by ρ(G)(x) or G(x) the G-orbit of x for any x ∈ V . In addition, set Φ(ρ) := Φ(G; S(V )), where S(V ) stands for the unit sphere in V .
If ρ and σ are G-representations, then [ρ, σ] will stand for the scalar product of their characters.
Let H < G. For any G-representation ρ with character χ, denote by ρ H and χ H the restriction of ρ and χ to H, respectively. On the other hand, for any H-representation ψ with character ω, denote by ψ G and ω G the induced representation and the induced character of ψ to G, respectively.
Let σ be an automorphism of G. Denote by
) is said to be U -conjugate to ρ (resp. χ).
Recall the following result for permutation representations associated to 2-transitive actions (see [20] ). Proposition 2.4. Let G act transitively on X. Then, the permutation representation associated to this action is equivalent to 1 G ⊕ ρ, where all irreducible components of ρ are non-trivial. If, in addition, G acts 2-transitively on X, then ρ is irreducible.
The G-representation ρ in Proposition 2.4 will play an essential role in our consideration. We adopt the following definition. Definition 2.5. Following [19] , we call the representation ρ from Proposition 2.4 the augmentation representation associated to the transitive G-action on X (resp. G/H by left translation) and denote it by ρ a (G;X) (resp. ρ a [G;H] )
1 . In particular, denote by ̺ 2 (G) the collection of all its non-isomorphic augmentation representations arised from 2-transitive actions of G.
We refer to [34] , [9] and [20] for the representation theory background and notation frequently used in this paper.
α-characteristic of G-representations
The following definition is crucial for our discussion.
the α-characteristic of ρ. We will call the α-characteristic of a representation trivial if it takes value 1.
Note that α-characteristic admits the following functorial properties.
(d) Let F be a splitting field of the group algebra Q[G] and σ an automorphism of F.
Proof. Here we prove part (b) only since other properties are quite straightforward from Definition 3.1. Denote by V and W the representation spaces of θ G and θ, respectively. Take an arbitrary non-zero v ∈ V . It suffices to show that α(θ) divides |N (v)|. Since V is induced by W , one has v = g i w i , where {g i } is the complete set of representatives of Ncosets in G and w i ∈ W . Without loss of generality, assume that w 1 = 0. Take n ∈ N v . Since nv = g i (g −1 i ng i )w i and N is normal, we conclude that n ∈ N v if and only if n ∈ g i N wi g
for every i. In particular, n ∈ g 1 N w1 g (ii) The conclusion of Proposition 3.2(b) is not true if H is not normal in G. The simplest example is provided by the group G = S 3 with H to be an order two subgroup. If θ is a non-trivial reperesentation of H, then θ G = ρ 1 ⊕ ρ 2 where dim(ρ 1 ) = 1, dim(ρ 2 ) = 2. In this case, α(θ) = 2 while α(ρ 1 ) = 2 and α(ρ 2 ) = 3, so that α(θ G ) = 1.
(iii) One could think that there always exists an irreducible constituent ρ of θ G with α(θ) = α(ρ). But this is not true as the following example shows. Take G = Q 8 , a quaternion group of order eight, and let H be its cyclic subgroup of order 4. If θ is a faithful irreducible representation of H, then θ G is an irreducible 2-dimensional Grepresentation. In this case, α(θ) = 4 while α(θ G ) = 8.
For example, the group A 5 admits four non-trivial irreducible representations with the lattices of orbit types shown in Figure 2 . Then, for each ρ ∈ Irr * (A 5 ), α(ρ) is the greatest common divisor of indices of proper subgroups which appear in the lattice. The result is shown in Table 2 . 
α-characteristic of Solvable Group Representations
Problem A together with Remark 3.3 give rise to the following questions.
Question A. Does there exist a non-trivial group G such that α(ρ) = 1 for any ρ ∈ Irr(G)? Question B. Does there exist a reasonable class of groups A such that for any G ∈ A, one has
Question C. Given a group G which is neither in the case of Question A nor Question B, how can one find a G-representation ρ with α(ρ) > 1?
An affirmative answer to Question A is given by the following example.
Example 3.6. The Janko Group J 1 has 15 irreducible representations-all of them admit trivial α-characteristics.
We give a complete answer to Question B in the rest of this subsection and address Question C in Sections 4 and 5. The following example is the starting point for our discussion.
Example 3.7. If G is abelian or a p-group, then ( †) is true.
We will show that the following statement is true.
Theorem 3.8. G is solvable if and only if α(ρ) > 1 for any ρ ∈ Irr * (G).
Remark 3.9. As it will follow from the proof, the conclusion of the Theorem 3.8 remains true if one replace the complex field by an algebraically closed field of a characteristic coprime to |G|.
Let us first present two lemmas required for the proof of necessity in Theorem 3.8.
Lemma 3.10. Let ρ ∈ Irr * (G) and P ∈ Syl p (G). Then α(ρ P ) = α(ρ) p , where α(ρ) p is the highest p-power that divides α(ρ). In addition, the following statements are equivalent.
(ii) P x P for any x ∈ S(V ).
Let us show that α(ρ) p divides the cardinality of every G-orbit in S(V ). Let O ⊆ S(V ) be a G-orbit. By Exercise 1.4.17 in [16] , the length of every P -orbit in O is divisible by
(ii) =⇒ (i). Suppose (ii) is true. Then, p divides |P/P x | = |P (x)|, which divides |G(x)|, for any x ∈ S(V ). It follows that p divides α(ρ).
(ii) ⇐⇒ (iii). Both (ii) and (iii) are equivalent to dim V P = 0.
Remark 3.11. Notice that in Lemma 3.10, for (ii) to imply (i), it is enough to assume that P < G is a p-subgroup.
Under this notation, Lemma 3.10 (iii) reads χ(P ) = 0 or χ(P ) = 0. In addition, note that Lemma 3.10 (iii) is equivalent to saying that ρ is not a constituent of 1 G P . Proposition 3.13. Let V be an non-trivial irreducible G-representation and N G. Then, N acts non-trivially on V if and only if N x N for any x ∈ S(V ).
The next result immediately follows from Lemma 3.10 and Proposition 3.13 (see also Remark 3.11).
Corollary 3.14. Let N G be a p-subgroup and let V be a non-trivial irreducible Grepresentation where N acts non-trivially. Then, p divides α(ρ).
As for sufficiency in Theorem 3.8, we will need the following lemma.
Lemma 3.15. Let ρ be a G-representation with character χ and H ≤ G. Then,
(ii) If, in addition, χ(Ĥ) = 0, then both ρ(Ĥ) and ρ(H) are zero matrices.
Proof. Direct computation shows thatĤ ∈ Q[G] is an idempotent, therefore, so is ρ(Ĥ). If, in addition, χ(Ĥ) = 0, i.e., ρ(Ĥ) is an idempotent matrix with zero trace, then ρ(Ĥ) is a zero matrix. In this case, ρ(H) = |H| ρ(Ĥ) is also a zero matrix.
The next result follows immediately from Lemmas 3.10 and 3.15 (see also Remark 3.12).
Corollary 3.16. Let ρ ∈ Irr * (G) with α(ρ) > 1. Then, there exists a prime factor p of |G| such that ρ(P ) is a zero matrix for any P ∈ Syl p (G).
The following elementary statement is an immediate consequence of the injectivity of a regular representation of a finite group. Proposition 3.17. Let ρ be the regular G-representation. Given two elements x, y of the group algebra
We are now in a position to prove Theorem 3.8.
Proof of Theorem 3.8. Necessity. We will prove the necessity by induction. Clearly, ( †) is true for |G| = 1. For the inductive step, assume that ( †) is true for solvable groups of order less than m. Suppose |G| = m. Let N be a minimal normal subgroup of G. Then, N is a p-subgroup (see Proposition 2.2). If N = G, then the result follows (see Example 3.7). Otherwise, if N = G, consider an arbitrary ρ ∈ Irr * (G). If N is not contained in the kernel of ρ, then p divides α(ρ) (see Corollary 3.14) and hence, α(ρ) > 1. If N is contained in the kernel of ρ, then ρ can be viewed as a non-trivial irreducible (G/N )-representation. Since G/N is solvable and |G/N | < m, by inductive assumption, α(ρ) > 1.
Sufficiency. Assume ( †) is true. Then, for any ρ ∈ Irr * (G), there exists a prime divisor p (depending on ρ) such that ρ(P ) is a zero matrix for any P ∈ Syl p (G) (see Corollary 3.16). Let (p 1 , . . . , p k ) be a sequence of all distinct prime divisors of |G| (no matter what the order is). Take an arbitrary collection of Sylow subgroups P i :
. We claim that ρ(G) = ρ(P), where P = P 1 · · · P k , for any ρ ∈ Irr(G). Indeed, (a) if ρ is trivial, then ρ(P) = |G| = ρ(G); (b) if ρ is non-trivial, then since ρ(P j ) is a zero matrix for some 1 ≤ j ≤ k (see Lemma 3.10, Remark 3.12 and Lemma 3.15), so is ρ(P). On the other hand, since ρ ∈ Irr * (G), it follows that χ(Ĝ) = [χ, 1 G ] = 0 and therefore, ρ(G) is also a zero matrix (see Lemma 3.15).
Then, G = P (see Proposition 3.17), from which it follows G = P 1 · · · P k . Since P j is arbitrarily taken from Syl pj (G), it follows from Theorem 2.1 that G is solvable.
Example 3.18. Since A 5 is not solvable, there exists ρ ∈ Irr * (A 5 ) such that α(ρ) = 1. According to Table 2 , this is the only non-trivial irreducible representation of A 5 with trivial α-characteristic.
α-characteristic of Nilpotent Group Representations
If G is a nilpotent group, then one can strengthen the necessity part of Theorem 3.8 as follows.
Proposition 3.19. If G is a nilpotent group, then for any ρ ∈ Irr(G),
We say that α(ρ) is realized by the orbit G(v) or simply realizable if it satisfies ( ‡). The proof of Proposition 3.19 is based on the following two lemmas.
Remark 3.21. If the orders |A| and |B| are coprime, then the numbers α(ρ), α(ψ) are coprime too, and, therefore, lcm(α(ρ), α(ψ)) = α(ρ)α(ψ) implying α(ρ ⊗ ψ) = α(ρ)α(ψ). If the group orders are not coprime, then it could happen that α(ρ⊗ψ) satisfy lcm(α(ρ), α(ψ)) < α(ρ ⊗ ψ) < α(ρ)α(ψ). As an example, one could take A = B to be an extra special group of order p 3 , p is an odd prime. This group has p − 1 Galois conjugate representations of dimension p. Each of these representations is induced from a one-dimensional representation of Z p × Z p , from which it follows that the α-characteristic of each representation is equal to p 2 . Let ρ be one of these representations. Then, the irreducible repesentation ρ ⊗ ρ of A × A has α-characteristic equal to p 3 .
Proof. Suppose gcd {|A| , |B|} = 1. Note that by definition,
for any v ∈ V and w ∈ W . Hence, it suffices to show that the map (av, bw) → av ⊗ bw is an injection from A(v) × B(w) to A(v) ⊗ B(w) for any v ∈ S(V ) and w ∈ S(W ).
This is true if and only if
or, equivalently,
We are now in a position to prove Proposition 3.19.
Proof of Proposition 3.19. We use induction on the number k of distinct prime divisors of |G|, i.e., |G| = k i=1 p i ji .
If k = 1, then G is a p-group and, therefore, the length of every G-orbit is a power of p. Hence, α(ρ) = min v∈S(V ) {|G(v)|}.
Assume now that k ≥ 2 and p 1 , . . . , p k are the prime divisors of |G|. Then, the group G is a direct product of its Sylow subgroups P i , i = 1, . . . , k, where P i is a Sylow
Pick an arbitrary ρ ∈ Irr(G). Then, ρ is equivalent to ψ 1 ⊗ ψ 2 where ψ 1 ∈ Irr(G 1 ) and ψ 2 ∈ Irr(G 2 ) (see [34] ).
Hence, it suffices to show that α(ψ 1 ⊗ ψ 2 ) is realizable for any ψ j ∈ Irr(G j ) (ψ j :
(see Lemma 3.22) . On the other hand, one has
(see Lemma 3.20) . Combining (2) and (3) yields
The result follows.
Example 3.23. In general, for a solvable group G, α(ρ) may not be realizable for some ρ ∈ Irr(G): Let ρ be the 3-dimensional irreducible A 4 -representation. Then, Φ(ρ) = {(Z 1 ), (Z 2 ), (Z 3 )}, and α(ρ) = 2 is not realizable.
Example 3.24. If G is a p-group, then α(ρ) is realizable for any G-representation ρ, which is not the case if G is a nilpotent group but not a p-group. In fact, consider the (reducible) Z 6 -representation ρ := ψ 1 ⊗ 1 Z3 ⊕ 1 Z2 ⊗ ψ 2 , where ψ 1 and ψ 2 are arbitrary non-trivial irreducible representations of Z 2 and Z 3 , respectively. Then, Φ(ρ) = {(Z 1 ), (Z 2 ), (Z 3 )}, and α(ρ) = 1 is not realizable.
α-characteristic of an augmentation module related to 2-transitive Group actions
The following example is the starting point of our discussion. Table 2 ). Since α(ψ 3 ) = 5 while α(ψ 4 ) = 1, we arrive at the following question: given an augmentation submodule ρ ∈ ̺ 2 (G) associated to the 2-transitive G-action on G/H by left translation, under which conditions does one have α(ρ) > 1?
2-transitive Groups
Let G be a 2-transitive group acting faithfully on a set X. According to Burnside Theorem (see [16, Theorem 4 .1B]), the socle S of G is either a non-abelian simple group or an elementary abelian group which acts regularly on X. Thus, 2-transitive groups are naturally divided into two classes
• Almost simple groups. G is called almost simple if S ≤ G ≤ Aut(S) for some non-abelian simple group S.
• Affine groups. If S is elementary abelian, then G admits the following description.
Let V be a d-dimensional vector space over a finite field
, where V is considered as an additive group and AGL(V ) is the group of all invertible affine transformations of V . A group G admits a decompostion 
Main Result
Our main result provides a complete description of all augmentation modules related to 2-transitive group actions with non-trivial α-characteristic. (ii) If G is almost simple, then all ρ ∈ ̺ 2 (G) satisfying α(ρ) > 1 are described in Table 1 provided that |X| is a prime power.
The proof of Theorem 4.3 is based on the classification of finite 2-transitive groups (see [10] ) and the following lemma. Remark 4.5. Note that although any non-trivial irreducible representation of a solvable group admits a non-trivial α-characteristic (see Theorem 3.8), it may not be true for their direct sum (see Proposition 3.2(e)). However, by Lemma 4.4, an augmentation submodule associated to a transitive G-set of order prime power would admit non-trivial α-characteristic. In particular, the α-characteristic of every non-trivial irreducible constituent of the augmentation submodule is non-trivial. Now we can prove the aforementioned Theorem 4.3.
Proof of Theorem 4.3. If G is an affine 2-transitive group, then its socle S is an elementary abelian group which acts faithfully on X. By the Burnside Theorem, S acts regularly on X. Therefore, |X| = |S| is a prime power and we are done by Lemma 4.4.
If G is an almost simple 2-transitive group, then all 2-transitive G-sets of power prime order are obtained by the inspection of 
Examples
In this subsection, we will give some concrete examples of 2-transitive groups illustrating Theorem 4.3 and Remark 4.5. Table 4 ) arising from 2-transitive actions. By Theorem 4.3 (i), α(ρ) > 1 for all ρ ∈ ̺ 2 (G). Remark 4.9. In some cases, Theorem 4.3 can still help one to determine whether α(ρ) is trivial even when ρ is not an augmentation representation. For example, S 5 admits two 4-dimensional irreducible representations ξ 2 and ξ 6 (see Table 3 ). Note that ξ 6 is an augmentation representation related to a 2-transitive action while ξ 2 is not. Let V and V − be S 5 -modules corresponding to ζ 6 and ζ 2 , respectively. In Section 6, we will show that there exists an admissible equivariant map from V − to V from which it follows that α(ξ 2 ) ≥ α(ξ 6 ) > 1 (see Example 4.8)-this agrees with Table 3 . One can apply similar argument to (n − 1)-dimensional irreducible S n -representations with n > 5 being a prime power.
Our last example illustrates Remark 4.5. 
Irreducible representations with trivial α-characteristic
As we already know, a finite group G admitting an irreducible complex representation ρ with trivial α-characteristic is non-solvable.
In this section, given N ⊳ G and an irreducible G-representation (resp. irreducible N -representation) with trivial α-characteristics, we study the α-characteristics of its restriction to N (resp. induction to G).
Motivating Examples
Keeping in mind Proposition 3.2, consider the following example. 
Observe that (i) α(ψ 0 ) = 1 divides both α(ξ 0 ) = 1 and α(ξ 1 ) = 2;
(ii) α(ψ 3 ) = 5 divides both α(ξ 2 ) = 10 and α(ξ 6 ) = 5; (iii) α(ψ 4 ) = 1 divides both α(ξ 3 ) = 1 and α(ξ 5 ) = 1; (iv) both α(ψ 1 ) = 2 and α(ψ 2 ) = 2 divide α(ξ 4 ) = 2. On the other hand, it also gives rise to the following question: under which condition, does α(θ) = 1 imply α(θ G ) = 1 for θ ∈ Irr(N ) and N G? The answer is given in the nest subsection.
Induction and restriction of representations with trivial α-characteristic
Let N be a non-trivial proper subgroup of G. Pick an arbitrary ρ ∈ Irr(G). By Propo- Proof. Let W (resp. V ) be the N -representation (resp. G-respresentation) corresponding to θ (resp. θ G ). It suffices to show that α(θ G ) p = 1 for each prime divisor p of |G|.
Pick a Sylow p-subgroup P ≤ G. Then, P ∩ N is a Sylow p-subgroup of N . It follows from α(θ) = 1 that the subspace W 1 := W P ∩N is non-trivial (see Lemma 3.10) . Pick an arbitarary non-zero w ∈ W 1 . Then, the vector v := g∈P gw is fixed by any element of P , that is, P v = v. We claim that v = 0. Let T 1 be a transversal of P/(P ∩ N ). By isomorphism P/(P ∩N ) ∼ = P N/N , the set T 1 is a transversal of P N/N . Now we complete T 1 to a transversal T of G/N and set V = ⊕ t∈T tW . Now P = T 1 (P ∩ N ) implies v = |P ∩ N | t∈T1 tw = 0. Thus, V P is non-trivial, and, consequently, α(θ G ) p = 1.
In general, it is not clear whether α(θ) = 1 implies that θ G contains an irreducible constituent with trivial α-characteristic. Proposition 5.5 below provides sufficient conditions for that. Its proof is based on the following lemma (see [20] ). i=0 χξ i (hereafter, ω, χ, ζ j stand for characters rather than for representations). In the first case we are done by Proposition 5.3. Consider now the second case:
χξ i . In this case, in suffices to show that there exists 0 ≤ j ≤ p − 1 such that χξ j (R) > 0 for any prime factor r of |G| and R ∈ Syl r (G). Indeed, note that
if g ∈ N and 0 otherwise. Therefore,
Since R ∩ N is either trivial or a Sylow r-subgroup of N , one always has
If r = p, then χξ j (R) > 0 for some 0 ≤ j ≤ p − 1. If r = p, then R ≤ N and it follows that χξ j (R) = χ(R) > 0 for the same j as well. The result follows.
The following example illustrates Proposition 5.5. 
and ψ
One can observe that α(ψ 6 ) = α(ψ 7 ) = α(ψ 8 ) = α(ξ 10 ) = 1, which agrees with Proposition 5.5.
Groups with totally trivial α characteristic
This section is devoted to the groups which have no irreducile representation with nontrivial α-characteristic. In what follows we denote this class of groups as T. We know that this class is non-empty, since J 1 ∈ T. We also know that all groups in T are non-solvable. Below we collect elementary properties of T.
(b) All composition factors of G belong to T;
Proof. Part (a). The inclusion G/N follows from the fact that every irreducile representation of G/N may be considered as an irreducile representation of G. The inclusion N ∈ T follows from Proposition 3.2 (b). Part (b) is a direct consequence of (a). Part (c) is a direct consequence of Lemma 3.20, since each irreducible representation of G × H is a tensor product ψ ⊗ φ where ψ ∈ Irr(G), φ ∈ Irr(H) Our computations in GAP suggest the following conjecture.
Conjecture. If G ∈ T is a simple group, then it is one of the sporadic groups.
Existence of Quadratic Equivariant Maps
General Construction
In general, the problem of existence of equivariant maps between G-manifolds is rather complicated. We will study Problem B in the following setting: V is a faithful irreducible G-representation and W is another G-representation of the same dimension. It is wellknown that if V is faithful, then there exists a positive integer k such that the symmetric tensor power Sym k (V ) contains W (see, for example, [20] ). Thus, assume W ⊂ Sym k (V ) and let
be the corresponding diagonal map. Observe that △ is G-equivariant and △(V ) spans Sym(V ). Let A : Sym k (V ) → W be a G-equivariant linear operator (e.g. orthogonal projection). Then, φ = A • △ is a k-homogeneous G-equivariant map from V to W , which admits the following criterion of admissibility (see, for example, [29] ). Proposition 6.1. φ is admissible if and only if ker A ∩ △(V ) = {0}.
In practice, given characters of V and W , constructing an admissible homogeneous equivarinat map φ : V → W involves the following steps:
(S2) Computing matrices representing the G-actions on V and Sym k (V ), and finding isotypical basis of W ⊂ Sym k (V ).
(S3) Verification of the admissibility of φ = A • △ by the Weak Nullstellensatz (see [13] ):
be a collection of polynomials and I := { m i=1 r i q i : r i ∈ R} the ideal generated by Q. Then, the following statements are equivalent:
• Q admits no common zeros.
• The Gröbner basis of I contains the constant polynomial 1.
(i) Steps (1) and (2) are related to the classical Clebsch-Gordan problem of an isotypical decompostion of tensor product of representations (see, for example, [12] ).
(ii) For
Step (S3), one can use Mathematica (see [39] ) to compute the Gröbner basis.
(iii) If φ is admissible, then deg(φ) is well-defined and equal to k n , where n = dim(V ).
To illustrate Proposition 6.1 and also give a brief idea about Steps (S1)-(S3), consider the following example (see also [3] and [4] ); the detail about these steps will be provided later (see Section 6.2). In what follows, denote by (V, G) a faithful G-representation and by (V, G/H) a non-faithful G-representation with kernel H G. 
form an isotypical basis of Sym 2 C (H) and
Let P 1 , P 2 and P 3 denote the natural Q 8 -equivariant projections onto the subspaces of Sym 2 C (H) spanned by {e 1 , e 2 } {e 2 , e 3 } and {e 1 , e 3 }, respectively. A direct computation shows that ker P i ∩ △(H) = {0} for i = 1, 2, 3. Consequently, f i = P i • △, i = 1, 2, 3, are admissible Q 8 -equivariant maps.
Remark 6.5. Example 6.4 shows the existence of an admissible 2-homogeneous
is the subrepresentation spanned by {e 1 , e 2 }. In addition, α(Q 8 , H) = 8 since Q 8 acts freely on S(H). Therefore, it follows from the congruence principle that for any admissible
In particular, deg(f ) is different from 0.
In addition to the congruence principle, one can also analyze Example 6.4 by the following result (see [2] ). Theorem 6.6 (Atiyah-Tall). Let G be a finite p-group and V and W two G-representations. There exists an admissible equivariant map f : V → W with deg(f ) ≡ 0 (mod p) if and only if the irreducible components of V and W are Galois conjugate in pairs.
Remark 6.7. Since (H, Q 8 ) is irreducible while (C 2 , Q 8 /Z 2 ) is not, the irreducible components of (H, Q 8 ) and (C 2 , Q 8 /Z 2 ) are not Galois conjugate in pairs. It follows from Theorem 6.6 that
A comparison between Remark 6.5 and Remark 6.7 shows that the result for Example 6.4 obtained from the congruence principle is more informative. Possible extensions of Example 6.4 to arbitrary p-groups were suggested by A. Kushkuley (see [4] ). On the other hand, notice that (H,
2 is an admissible 2-homogeneous Z 4 -equivariant map from (C, Z 4 ) to (C, Z 4 /Z 2 ) and f 1 (see Example 6.4) is in fact the Q 8 -equivariant extension of ψ (see Figure 1) . The above example shows that if a G-representation V is induced from an H-representation U (H < G), and f is an H-equivariant homogeneous admissible map defined on U , then f can be canonically extended to a G-equivariant homogeneous admissible map defined on V . However, the construction of an admissible homogeneous G-equivariant map becomes more involved if we are given a representation which is not induced from a subgroup. The example considered in the next subsection suggests a method to deal with this problem in several cases.
Example: S 5 -representations
In this subsection, we will construct an admissible 2-homogeneous equivariant map from V − to V (see Remark 4.9) following Steps (S1)-(S3), which will be illustrated in detail. In what follows, for an S 5 -representation X and σ ∈ S 5 , denote by ρ X (σ) and χ X (σ) the corresponding matrix representation and character, respectively.
(S1) Denote U := Sym
) (see, for example, [34] ) and using Table 3 , one has U = 1 S5 ⊕ V ⊕ V 5 .
(S2) One can take the linear equivariant map A : U → V to be the orthogonal projection, which is also given by
Take basis
of V − and B U := {e i ⊗ e j } 1≤i≤j≤4 of U . To obtain ρ U (σ) corresponding to B U , σ ∈ S 5 , it suffices to let
be the matrices corresponding to B V − , and use formula
Substitution of ρ U (σ), σ ∈ S 5 , in (6) yields T , where φ i = φ i (x 1 , x 2 , x 3 , x 4 ), i = 1, . . . , 4, is a 2-homogeneous polynomial. Denote
. Then, φ admits no non-trivial zero, i.e., P admits no non-trivial common zeros, if and only if P k admits no common zeros, i.e., the Gröbner basis of the ideal generated by P k contains only 1, for k = 1, 2, 3, 4 (see Proposition 6.2). One can use Mathematica to show that it is indeed the case and thereby φ is admissible.
To summarize, one has Proposition 6.8. There exists an admissible 2-homogeneous S 5 -equivariant map φ :
The construction of an admissible 2-homogeneous equivariant map φ in Proposition 6.8, which involves computing the orthogonal projection matrix and verfying the criterion provided by Proposition 6.1, is an ad hoc approach; it is difficult to obtain a global result for arbitrary S n by this kind of constructions. In fact, for applications similar to Corollary 7.6, it suffices to know that an admissible homogeneous equivaraint map exists while its explicit formula is not necessary. In the next two subsections, we will employ a more universal technique to extend Proposition 6.8 to S n for arbitrary odd n.
Extension of Proposition 6.8
Let us describe explicitly the setting to which we want to extend Proposition 6.8. The following statement is a starting point for proving Theorem 6.9.
Proposition 6.10. Let V , V − be as in Theorem 6.9 and W an arbitrary S n -representation. Then, there exists an admissible 2-homogeneous equivariant map from V − to W if and only if there exists an admissible 2-homogeneous equivariant map from V to W .
Proof. By taking the standard basis in V (resp. V − ), any map defined on V (resp. V − ) can be identified with a map on C n−1 . Let ρ V (σ) (σ ∈ S n ) be matrices representing the
Sn , one can use the simple character argument to show that the formula
defines matrices representing the S n -action on V − .
Assume that φ : V → W is an admissible 2-homogeneous equivariant map. Then,
Therefore, φ can be viewed as an admissible 2-homogeneous equivariant map from V − to W as well. Similarly, one can show that if ψ : V − → W is an admissible 2-homogeneous equivariant map, then ψ can be viewed as an admisslbe 2-homogeneous equivariant map from V to W as well. The result follows. Proposition 6.10 reduces the proof of Theorem 6.9 to providing an admissible 2-homogeneous equivariant map from V to V . Clearly, the later problem is equivalent to the existence of a bi-linear commutative (not necessarily associative) mulitplication * : V × V → V commuting with the G-action on V such that the algebra (V, * ) does not have 2-nilpotents. In the next subsection, the existence of such multiplication will be studied using the Norton algebra techniques.
Norton Algebras without 2-nilpotents
In this subsection, we will recall the construction of the Norton Algebra (see also [11] ) and apply related techniques to prove Theorem 6.9.
Let Ω be a finite G-set (|Ω| = n) and U the associated permutation representation. With the standard basis {e g } g∈G , u ∈ U can be viewed as a vector in C n and, hence, U is endowed with the natural componentwise multiplication u · v := [u 1 v 1 , . . . , u n v n ] T and the scalar product u, v :=
is a commutative and associative algebra with the G-action commuting with the multiplication "·". Let W ⊂ U be a non-trivial G-invariant subspace. Denote by P : U → W the orthogonal projection with respect to ·, · and define the Norton algebra (W, ⋆) as follows: w 1 ⋆ w 2 := P (w 1 · w 2 ) for any w 1 , w 2 ∈ W . It is clear that the Norton algebra is commutative but not necessarily associative complex algebra with the G-action commuting with the multiplication ⋆. In particular, the quadratic map w → w ⋆ w is G-equivariant on W .
In connection to Theorem 6.9, consider G = S n . Recall that S n acts naturally on N n := {1, . . . n} by permutation. Let Ω be the set of all two-element subsets of N n , i.e., Ω := {{i, j} : 1 ≤ i < j ≤ n}, on which S n acts by σ({i, j}) = {σ(i), σ(j)} for any σ ∈ S n and {i, j} ∈ Ω. In this case, the permutation representation associated to Ω is U = 1 Sn ⊕ W ⊕ W ′ , where 1 Sn , W and W ′ are irreducible S n -representations with dim(1 Sn ) = 1, dim(W ) = n − 1 and dim(W ′ ) = n(n − 3)/2.
Denote by B := {e ij : 1 ≤ i < j ≤ n} the standard basis of U and let f i := j =i e ij . Since {f i : i ∈ N n } is linearly independent and σ(f i ) = f σ(i) for any σ ∈ S n and i ∈ N n , {f i : i ∈ N n } forms a basis of an S n -subrepresentation F . To be more explicit,
Note that {f n − f j : j ∈ N n−1 } forms a basis of W . Then, (W, ⋆) is a Norton algebra satisfying the following property.
Proposition 6.11. The Norton algebra (W, ⋆) admits 2-nilpotents if and only if n is even. In such a case, w ⋆ w = 0 if and only if w = α( i∈I f i − i / ∈I f i ) for some α ∈ C and I ⊂ N n with |I| = n/2.
Proof. Let P : U → W be the orthogonal projection. We have to solve the equation P (w 2 ) = 0 for w ∈ W . Note that P (w 2 ) = 0 if and only if w 2 , f n − f i = 0 for any i ∈ N n−1 or, equivalently,
for any i ∈ N n and some c ∈ C.
On the other hand, since
where k ∈ N n and σ 2 := n i=1 z i 2 . Hence, z k 2 is independent of k and z k 2 = σ 2 /n. Let α be an arbitrary (complex) root of the equation z 2 = σ 2 /n. Then, z k = ±α. Denote by I ⊂ N n the set of indices k such that z k = α. Since n i=1 z i = 0, one has either
• α = 0, n is even and |I| = n/2.
The result follows.
Proof of Theorem 6.9. The result simply follows from Proposition 6.10 and Proposition 6.11.
Applications to Congruence Principle
The Brouwer Degree
Recall the construction of the Brouwer degree. Let M and N be compact, connected, oriented n-dimensional manifolds (without boundary), and let f : M → N be a smooth map. Let y ∈ N be a regular value of f . Then, f −1 (y) is either empty (in which case, define the Brouwer degree of f to be zero), or consists of finitely many points, say x 1 , . . . , x k . In the latter case, for each i = 1, . . . , k, take the tangent spaces T xi M and T y N with the corresponding orientations. Then, the derivative D xi f : 
It is possible to show that deg(f, y) is independent of the choice of a regular value y ∈ N (see, for example, [33, 15, 32] ). If f : M → N is continuous, then one can approximate f by a smooth map g : M → N and take deg(g) to be the Brouwer degree of f (denoted deg(f )). Again, deg(f ) is independent of a close approximation. Finally, let M be as above and let W be the oriented Euclidean space such that dim M = dim W − 1. Given a continuos map f : M → W \ {0}, define the map f : M → S(W ) by f (x) = f (x) f (x) (x ∈ M ). Then, deg( f ) is correctly defined. Set deg(f ) := deg( f ) and call it the Brouwer degree of f . In particular, if V and W are oriented Euclidean spaces of the same dimension and f : V → W is admissible, then f takes S(V ) to W \ {0}. Define the Brouwer degree of f by deg(f ) := deg(f | S(V ) ).
Congruence Principle for Solvable Groups
Combining Theorem 3.8 and the congruence principle, one immediately obtains the following result.
Corollary 7.1. Let G be a solvable group and let V and W be two n-dimensional representations. Assume, in addition, that V is non-trivial and irreducible, and suppose that there exists an equivariant map Φ : S(V ) → W \ {0}. Then, α(V ) > 1 and for any equivariant map Ψ : S(V ) → W \ {0}, one has
In addition, one has the following Proof. (i) According to Lemma 4.4, one has that p divides α(V ). Hence, it suffices to show that V \ {0} admits two S n -orbits, say O 1 and O 2 , such that gcd {|O 1 | , |O 2 |} = p. Indeed, let O 1 = S n (x) and O 2 = S n (y) be two S n -orbits in V \ {0} with x = (n − 1, −1, . . . , −1 n−1 ), ).
Then,
, from which it follows that gcd {|O 1 | , |O 2 |} = p.
(ii) Since there exists an admissible equivariant map from V − to V (see Theorem 6.9), one has that p divides α(V − ). Hence, it suffices to show that (a) any S n -orbit in V − \ {0} is of even length;
(b) V − \ {0} admits two S n -orbits, say O 1 and O 2 , such that gcd {|O 1 | , |O 2 |} = 2p.
For (a), take an S n -orbit O ⊂ V − \ {0}. If the transposition (12) acts on O without fixed points, then |O| is even. Otherwise, let x be a vector fixed by (12) . Then, x = (a, −a, 0, . . . , 0) for some a = 0 (see (7)). Since n > 3, one has −x ∈ O, from which it follows that −O = O. Thus, the involution x → −x acting on O is without fixed points, which implies that |O| is even (note that this argument does not work when n = 3, in which case |O| = 3).
For (b), let O 1 = S n (x) and O 2 = S n (y) be two S n -orbits in V − \ {0} with x and y given in (13) and (14), respectively. Observe that −x ∈ O 1 and −y ∈ O 2 (by transposing two −1 components), from which it follows that |O 1 | = 2p and |O 2 | = 2 
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