A chain is a configuration in R d of segments of length ℓ 1 , . . . ℓ n−1 joining two points at a fixed distance ℓ n . When d ≥ 3, we prove that the spaces of such chains are determined up to diffeomorphism by their (mod 2)-cohomology rings.
Introduction
For ℓ = (ℓ 1 , . . . , ℓ n ) ∈ R When d = 2 the space of chains C n 2 (ℓ) coincides with the polygon space N n 2 (ℓ). Descriptions of several chain and polygon spaces are provided in [8] (see also [7] for a classification of C 4 d (ℓ)). A length-vector ℓ ∈ R n >0 is generic if C n 1 (ℓ) = ∅, that is to say there is no collinear chain. It is proven in e.g. [7] that, for ℓ generic, C A length-vector ℓ ∈ R n >0 is dominated if ℓ n ≥ ℓ i for all i < n. The goal of this paper is to show that the spaces C 
In the case d = 2 we do not know if (c) ⇒ (a) although the equivalence (a) ∼ (b) is true. This is related to a conjecture of K. Walker [13] who suggested that planar polygon spaces are determined by their integral cohomology rings. The conjecture was proven for a large class of length-vectors in [4] and the (difficult) remaining cases were settled in [11] . The spatial polygon spaces N n 3 are also determined up to diffeomorphism by their mod2-cohomology ring if n > 4, see [4, Theorem 3] . No such result is known for N n d when d > 3.
We now give the scheme of the proof of Theorem A. We first recall that the
is determined by d and the sets of ℓ-short (or long) subsets, which play an important role all along this paper. A subset J of {1, . . . , n} is ℓ-short, or just short, if
The reverse inequality defines long (or ℓ-long) subsets. Observe that ℓ is generic if and only if any subset of {1, . . . , n} is either short or long.
The family of subsets of {1, . . . , n} which are long is denoted by L = L(ℓ). Short subsets form a poset under inclusion, which we denote by S = S(ℓ). We are interested in the subposeṫ
The following lemma is proven in [8, Lemma 1.2] (this reference uses the poset S n (ℓ) = {J ∈ S | n ∈ J} which is determined byṠ(ℓ)).
Note that H * (C n d ; Z 2 ) = 0 if and only if C n d = ∅, which happens if and only if {n} is long. We can thus suppose that {n} is short and henceṠ(ℓ) is determined by its subposetS
The posetS is an abstract simplicial complex (as a subset of a short subset is short) with vertex set contained in {1, . . . , n − 1}. To prove Theorem A, it then suffices to show that the graded ring
For a finite simplicial complex ∆ whose vertex set V (∆) is contained in {1, . . . , n}, consider the graded ring
where I(∆) is the ideal of the polynomial ring Z 2 [X 1 , . . . , X n ] generated by X 2 i and the monomials X j 1 · · · X j k when {j 1 , . . . , j k } is not a simplex of ∆. Let ∆ and ∆ ′ be two finite simplicial complexes with vertex sets contained in {1, . . . , n}. By a result of J. Gubeladze, any graded ring isomorphism Λ(∆) ≈ Λ(∆ ′ ) is induced by a simplicial isomorphism ∆ ≈ ∆ ′ (see [6, Example 3.6] ; for more details, see [4, Theorem 8] ). Hence, the implication (c) ⇒ (a) of Theorem A will be established if we prove the following result:
Theorem B. Let ℓ ∈ R n >0 be a generic length-vector which is dominated. When d ≥ 3, the subring
is torsion free (see Theorem 2.1). Note also Remark 2.2 which shows that the condition that ℓ is dominated is necessary.
The proof of Theorem B is given in Section 4. The preceding sections are preliminaries for this goal. For instance, the computation of H * (C n d (ℓ); Z) as a graded abelian group, is given in Theorem 2.1.
Robot arms in
By post-composition, the orthogonal group O(d) acts smoothly on the left upon S. In [5, § 4-5] , the quotient W = SO(2)\S n 2 ≈ (S 1 ) n−1 is used to get cohomological informations about C n 2 . In this section, we extend these results for d > 2. The quotient SO(d)\S n d is no longer a convenient object to work with, so we replace it by the fundamental domain for the O(d)-action given by the submanifold
Observe that Z inherits an action of
Observe that the point ρ ∈ C 4 d in the above figure lies in Z. We also define
The restrictions ofF andf to Z are denoted by F and f respectively. Observe that
The restriction off and f to S ′ and Z ′ are denoted byf ′ and f ′ respectively. Denote by Crit(g) be the subspace of critical points of a real value map g. One has Crit(f ) = C∪ Crit(f ′ ) and Crit(f ) = C∪ Crit(f ′ ), where∪ denotes the disjoint union. It is easy and well known that ρ ∈ Crit(f ′ ) if and only if ρ is a collinear configuration, i.e. ρ(i) = ±ρ(j) for all i, j ∈ {1, . . . , n}.
We will index the critical points off ′ and f ′ by the long subsets. For
where κ J : {1, . . . , n} → {±1} the multiplicative characteristic function of J, defined by:
In particular, κJ = −κ J ifJ is the complement of J in {1, . . . , n}. In words,
is the space of collinear configurations ρ which take constant values on J andJ and such that ρ(J) = −ρ(J ). The space Crit J (f ′ ) is a submanifold of S diffeomorphic, viaF , to the sphere in R d of radius j∈J ℓ j − j / ∈J ℓ j (this number is positive since J is long). One has
(note that ρ J / ∈ C as ℓ is generic). As ρ(n) = −e 1 if ρ ∈ Z, the critical points ρ J are of two types, depending on n ∈ J or not:
The non-degeneracy of ρ J and the computation of its index are classical in topological robotics using arguments as in [7, proof of Theorem 3.2]. 
Consider the axial involutionτ on
is free abelian of rank equal to the number of critical points of index i. Moreover, the induced map τ * :
(Theorem 4 of [5] is stated for a Morse function f : M → R where M is a compact manifold with boundary. To use it in the proof of Lemma 1.2, just replace Z ′ by Z − N where N is a small open tubular neighbourhood of C.) We now represent a homology basis for Z and Z ′ by convenient closed manifolds. For J ⊂ {1, . . . , n}, define
(the condition |ρ(J)| = 1 is another way to say that ρ is constant on J). The space S J is a closed submanifold of S diffeomorphic to (
The manifold W J is O(d − 1)-invariant and then is τ -invariant. As in Formula (4), the dichotomy "n ∈ J or not" occurs:
We denote by [ 
(b) H * (Z; Z) is freely generated by the classes [W J ] for all J ∈ {1, . . . , n} with n ∈ J.
Proof. For (a), we invoke [5, Theorem 5] . Indeed, the the collection of τ -invariant manifolds {W J | J ∈ L} satisfies all the hypotheses of this theorem (see also [5, Lemma 8] ).
. By the Künneth formula, H * (S K ; Z) is freely generated by the classes
. We shall use the following formulae.
′ and W J ∩ W J ′ consists of the single point ρ J ∪J ′ (satisfying ρ J ∪J ′ (i) = −e 1 for all i ∈ {1, . . . , n}). It is not hard to check that the intersection is transversal (see [5, proof of (34) 
In the case |J ∩ J ′ | > 1, there exists q ∈ J ∩ J ′ with q = n. Let α be a rotation of R d such that α(e 1 ) = e 1 . Let h: Z → Z be the diffeomorphism such that h(ρ)(k) = ρ(k) if k = q and h(ρ)(q) = α•ρ(q). We now use that n ∈ J ∪ J ′ , say n ∈ J ′ . Then, ρ(q) = −e 1 for ρ ∈ W J ′ . Hence, h(W J ) ∩ W J ′ = ∅. As h is isotopic to the identity of Z, this implies that 
In the case n ∈ J ∩J ′ and |J|+|J ′ | = n+1, Lemma 1.4 takes the following form:
Therefore, the basis
, where K =J ∪ {n}. We are now in position to express the homomorphism φ * : H * (Z ′ ; Z) → H * (Z; Z) induced by the inclusion Z ′ ⊂ Z. By Lemma 1.3, one has a direct sum decomposition
where
• A * is the free abelian group generated by [W J ] with J ⊂ {1, . . . , n} long and n ∈ J.
• B * is the free abelian group generated by [W J ] with J ⊂ {1, . . . , n} long and n / ∈ J.
Lemma 1.3 also gives a direct sum decomposition
H * (Z; Z) = A * ⊕ C * ,
where
• A * is the free abelian group generated by [W J ] with J ⊂ {1, . . . , n} with n ∈ J and J long.
• C * is the free abelian group generated by [W J ] with J ⊂ {1, . . . , n} with n ∈ J and J short. 
where L =K∪{n}. By Lemma 1.4, this means that J ∩ (K ∪ {n}) = J − K = {i}, with i < n. As |K| = |J|, this is equivalent to K = (J − {i}) ∪ {n}. As ℓ n ≥ ℓ j , this contradicts the fact that J is long and K is short.
The Betti numbers of the chain space
Let ℓ = (ℓ 1 , . . . , ℓ n ) be a dominated length-vector. Let a k = a k (ℓ) be the number of short subsets J containing n with |J| = k + 1. Alternatively, a k is the number of sets J ∈Ṡ with |J| = k.
By Poincaré-Lefschetz duality and excision, one has the isomorphisms on integral homology
and
The homology of Z and Z ′ are concentrated in degrees which are multiples 
On the other hand,
Remark 2.2. Theorem 2.1 is wrong if ℓ is not dominated. For example, let ℓ = (1, 1, 1, ε) with ε < 1. Then, (2)), where the latter is obtained from (ρ(1), ρ(2)) by the Gram-Schmidt orthonormalization process. The map g is clearly a diffeomorphism for ε = 0 and the robot arm F (1,1,1) : S 
and, by the proof of Theorem 2.1, φ: H 2 (Z ′ ) → H 2 (Z) must be injective with cokernel Z 2 . To obtain this fine result with our technique would require to control the signs in Lemma 1.4.
The manifold V d (ℓ)
Let ℓ ∈ R n >0 be a length-vector. In [7, 8] , a manifold V d (ℓ) is introduced, whose boundary is C = C n d (ℓ), and Morse Theory on V d (ℓ) provides some information on C. In this section, we further study the manifold V d (ℓ) in order to compute the ring
The following proposition is proven in [7, Th. 3.2] .
Proposition 3.1. Suppose that the length-vector ℓ ∈ R n >0 is generic. Then
with boundary C.
(ii) g:
Morse function, with critical points {ρ J | J short and n ∈ J} (see (4) for the definition of ρ J ). The index of ρ J is equal to (d − 1)(|J| − 1).
Proof. The number of critical point of g is equal to a s . Corollary 3.2 is then obvious if d ≥ 3. When d = 2, one uses [5, Theorem 4], the Morse function g being τ -invariant and its critical set being the the fixed point set
For each J ⊂ {1, . . . , n − 1}, define the submanifold
Consider the space
AsṠ is a simplicial complex, the family
Lemma 3.3. For d ≥ 2, there exists a map µ:
Proof. Let J ∈Ṡ. Elementary Euclidean geometry shows that, for ρ ∈ R d (J), there is a uniqueρ ∈ V d (ℓ) satisfying the three conditions This defines an embedding µ J :
=ρ. An example is drawn below with n = 6 and J = {1, 2, 3} (the last segments ℓ n ρ(n) = −ℓ n e 1 of the configurations are not drawn). We shall construct the map µ:
is not equal to µ J so the construction of µ requires some work.
For J ∈Ṡ, consider the space of embeddings
We claim that N J retracts by deformation onto its one-point subspace {µ J }. Indeed, let α ∈ N J and let ρ ∈ R d (ℓ). For J ∈Ṡ, consider the space
Obviously, α(ρ) |J ∈ A ρ . The space A ρ is a submanifold of (S d−1 ) |J| which can be endowed with the induced Riemannian metric. The parameter λ provides a function λ: A ρ → R. As usual, this is a Morse function with critical points the lined configurations ζ(i) = ±ζ(j). But, as ζ(i), e 1 > 0, the only critical point is a maximum, the restriction of µ J (ρ) toJ . Following the gradient line at constant speed thus produces a deformation retraction of A ρ onto µ J (ρ) |J . The manifold A ρ and its gradient vector field depending smoothly on ρ, this provides the required deformation retraction of N J onto {µ j }.
Let BS n be the first barycentric subdivision ofṠ. Recall that the vertices of BS n are the barycentersĴ ∈ |Ṡ| of the simplexes J ofṠ, where |·| denotes the geometric realization. A family {Ĵ 0 , . . . ,Ĵ k } of distinct barycenters forms a k-simplex σ ∈ BS n if J 0 ⊂ J 1 ⊂ · · · ⊂ J k . Set min σ = J 0 . For J ∈Ṡ, we also seeĴ as a point of |BS n | = |Ṡ|.
Let us consider the quotient space:
where
The projections onto the first factors in (8) provide a map q:
is the mapping cylinder of the inclusion
over the k-skeleton of BS n . We proceed by induction on k. The restriction ofμ to q −1 (Ĵ) = R d (J) is equal to µ J ∈ N J . This definesμ 0 . For an edge e = {{J}, {J, J ′ }}, we use that N J is contractible, as seen above. The restriction of µ J ′ to R d (J) is thus homotopic to µ J and we can use a homotopy to extendμ 0 over |e|. Thusμ 1 is defined. Suppose thatμ k−1 is defined. Let σ = {Ĵ 0 , . . . ,Ĵ k } be a a k-simplex of BS d (ℓ) with min σ = J 0 and with boundary Bd σ. As N J 0 is contractible, the restriction ofμ k−1 to q −1 (|Bd σ|) extends to q −1 (|σ|). This process permits us to defineμ k . Now the projections to the second factors in (8) give rise to a surjective map p:
is a contractible polyhedron. The preimages of points of p are then all contractible and locally contractible, which implies that p is a homotopy equivalence [12] . Using a homotopy inverse for p and the mapμ, we get a map µ:
For J ∈Ṡ, let us compose µ J with the inclusion β: V d (ℓ) ֒→ Z. When ρ ∈ R d (J), the common valueρ(i) for i / ∈ J is not equal to −(e 1 , e 1 , . . . , e 1 ).
proof of Theorem B (and then of Theorem A) holds. Such length-vectors are called normal in [4] .
5.3. The ring structure of H * (C n d (ℓ); Z 2 ) is necessary to differentiate the chain spaces up to diffeomorphism: the Betti numbers are not enough. The first example occurs for n = 6 with ℓ = (1, 1, 1, 2, 3, 3 ) and ℓ ′ = (ε, 1, 1, 1, 2, 2), where 0 < ε < 1. (The chamber of ℓ is 632, 64 and that of ℓ ′ is 641 , see [8, Table C ].) Then,S(ℓ) andS(ℓ ′ ) are both graphs with 4 vertices and 3 edges. Therefore, a s (ℓ) = a s (ℓ ′ ) for all s which, by Theorem 2.1, implies that C 
5.5.
We do not know if Theorem A is true for generic length vectors which are not dominated. The techniques developped in [3] might useful to study this more general case.
5.6. Let K be a flag simplicial complex (i.e. if K contains a graph L isomorphic to the 1-skeleton of a r-simplex, then L is contained in a r-simplex of K). Then the complex R 1 (K) is the Salvetti complex of the right-angled Coxeter group determined by the 1-skeleton of K, see [2] .
