This paper investigates adaptive model predictive control (MPC) for a class of constrained linear systems with unknown model parameters. This is also posed as the dual control problem consisting of system identification and regulation. We first propose an online strategy for simultaneous unknown parameter identification and uncertainty set estimation based on the recursive least square technique. The designed strategy provides a contractive sequence of uncertain parameter sets, and the convergence of parameter estimates is achieved under certain conditions. Second, by integrating tube MPC with proposed estimation routine, the developed adaptive MPC provides a less conservative solution to handle multiplicative uncertainties. This is made possible by constructing the polytopic tube based on the consistently updated nominal system and uncertain parameter set. In addition, the proposed method is extended with reduced computational complexity by sacrificing some degrees of optimality. We theoretically show that both designed adaptive MPC algorithms are recursively feasible, and the perturbed closed-loop system is asymptotically stable under standard assumptions. Finally, numerical simulations and comparison are given to illustrate the proposed method.
trol. In addition, robust MPC requires the bounds of uncertainties to establish sufficient conditions, which are generally developed offline, for recursive feasibility and closed-loop stability. Therefore, the performance of robust MPC may be deteriorated for some practical control problems if the description on uncertainties is not accurate. To solve this problem, a general solution is to tune the parameters of robust MPC manually [21] . Alternatively, a promising solution is to adapt robust MPC parameters online with new available measurements, which is addressed by adaptive MPC.
In recent years, the problem of adaptive MPC has drawn increasing attention since it reduces conservatism of robust MPC by focusing on the dual control problem where the controller has a dual role: Regulation and identification [6] . Mayne and Michalska firstly proposed an adaptive MPC method in [17] for the input-constrained, nonlinear and uncertain systems, and the estimation convergence could be achieved by assuming that the MPC problem was recursively feasible. Later in [5] , the persistent excitation (PE) condition was considered in the parameter estimation algorithm. Then a robust MPC algorithm was developed for linear systems represented in a controllable canonical form based on the comparison model with guaranteed recursive feasibility, and the closed-loop was system proved to be asymptotically stable. The authors in [1] considered the simultaneous estimation of the unknown parameter and error bound, and designed a min-max MPC scheme for the regulation problem.
A recursive least square (RLS) estimation incorporated with normal MPC was presented in [15] , where an additional constraint related to the PE condition was imposed on the optimization problem to ensure the estimation convergence. But the PE constraint was formulated in a quadratic form resulting in a quadratically constrained quadratic program, hence the optimization problem became much more complicated. To simplify the PE constraint, a novel control law was proposed in [8] where the control signal consists of two parts for the purposes of state regulation and persistent excitation of input signals. Although the proposed adaptive MPC method guaranteed the convergence of parameter estimates, the system state could only be stabilized in a small region around the origin due to the presence of the PE constraint in the MPC optimization problem. A combination of the set-membership identification and homothetic tube MPC was proposed in [14] , where a set-based prediction was considered based on the estimated state set. Recently, incorporating learning techniques with robust MPC has also attracted much attention, where the true model was described by a nominal model plus a learned model, such as the Gaussian process [20] and the neural network [18] . Although aforementioned works showed empirical success, there is a lack of the rigorous analysis of closed-loop stability and recursive feasibility for those learning-based MPC algorithms.
In this work, we propose two adaptive MPC algorithms for a class of constrained linear systems subject to parametric uncertainties. The main contributions of this paper are two-fold:
• A computationally tractable adaptive MPC algorithm is proposed for constrained linear systems subject to parametric uncertainties. We firstly design an estimation routine to identify the parameters used in the adaptive MPC framework. By approximating the bound of estimation error, a contractive sequence of uncertain parameter sets is found and applied simultaneously to design the adaptive MPC algorithm. Then in order to fulfill robust constraint satisfaction, we take advantages of tube MPC to handle the estimation errors. Compared with existing works on tube MPC [4, 22, 7] where fixed nominal models and uncertainty sets are considered, we employ the future estimation of unknown parameters and uncertainty sets for the state prediction and the polytopic tube construction. The terminal conditions and the cost function employed in adaptive MPC are also updated based on the new estimation to reduce conservatism. We further show that the proposed adaptive MPC method is proved to be recursively feasible and the closed-loop system is asymptotically stable.
• An extension of the proposed adaptive MPC algorithm is made by sacrificing some degrees of optimality of MPC to reduce the computational complexity. Since updating the terminal conditions and the cost function at each time instant is computationally demanding, a fixed cost function and fixed terminal conditions are derived based on the initial knowledge of uncertain parameter set. Similarly, the new estimation of unknown parameter and uncertainty sets are considered for the tube construction and the state prediction to reduce conservatism. Thanks to the contractive sequence of uncertainty sets, we theoretically show that the new adaptive MPC scheme is recursively feasible, and it also ensures asymptotic stability of the closed-loop system.
The remainder of this paper is organized as follows: Section 1 demonstrates the problem formulation. In Section 2, the estimation of the unknown parameter and the uncertainty set are discussed. Two adaptive MPC algorithms are presented in Sections 3 and 4, respectively, and related analysis of closed-loop properties is also given. Two numerical examples are given in Section 5, and finally Section 6 concludes this work.
1 Problem Formulation
Notation
Let R, R n and R m×n denote the sets of real numbers, column real vectors with n dimension and real matrices consisting of n columns and m rows, respectively. The notation N denotes the set of non-negative integers, and N b a (b ≥ a) is the finite set consisting of integers {a, a + 1, · · · , b}. Given a vector x ∈ R n , the Euclidean norm and infinity norm of x, are denoted by x and x ∞ , respectively. We use x Q = x T Qx to denote the quadratic norm of x associated with the positive-definite matrix Q. The Pontryagin difference of sets X ⊆ R n and Y ⊆ R n is denoted by X ⊖ Y = {z ∈ R n : z + y ∈ X; ∀y ∈ Y }, and the Minkowski sum is X ⊕ Y = {x + y|x ∈ X, y ∈ Y }.We use I n to denote an identity matrix of size n.
Problem setup
Consider a discrete-time linear time-invariant (LTI) system with an unknown parameter θ ∈ R n θ
subject to a mixed constraint
where x k ∈ R nx and u k ∈ R nu are the state and input, respectively. The matrices A(θ) and B(θ) are the real affine functions of θ, i.e., A(θ)
T is the vector of unknown parameters, which is uniquely identifiable. Let θ * denote the true value of θ, and it is assumed that θ stays in an initially known set Θ 0 = {θ| θ ≤ r 0 }, where r 0 is the bound of uncertainty.
The objective of this work is to design a state feedback control law for the perturbed and constrained system in (1) while ensuring desirable closed-loop behaviors and robust constraint satisfaction by means of adaptive MPC. In particular, the control policy is characterized by the form
where v k ∈ R nu is the variable to be determined by solving MPC problem; K ∈ R nu×nx is a prestabilizing state feedback such that φ(θ) = A(θ) + B(θ)K is quadratically stable for all θ ∈ Θ 0 . An example of designing the feedback gain K can be found in [10] .
Uncertainty Estimation
In this section, we design an online parameter estimator to identify the unknown parameter with guaranteed non-increasing estimation error. In order to get an accurate description of uncertainty to design robust MPC parameters, an online strategy is provided to estimate the feasible solution set (FSS) of the unknown parameters consistently so that a contractive sequence of uncertainty sets is obtained.
Parameter estimation
Let g(x k , u k ) denote a function such that
then (1) can be rewritten as
whereθ k is the estimation of θ * at time k, andθ k = θ * −θ k denotes the parameter estimation error. Generally, the regressor g(x k , u k ) is required to be full rank for calculatingθ k from (4). This requirement can be satisfied by imposing an additional constraint on the system input, but introducing such a constraint may destabilize the system [8] . To solve this problem, we introduce the following filter w k for the regressor g(x k , u k )
where w 0 = 0. Letx k denote the system state predicted at time k − 1, based on (1) and (5), a state predictor at time k is designed as follows:
wherex k = x k −x k is the state prediction error, and K e > 0 is the gain matrix. Then subtracting (1) from (6) yields
In order to establish an implicit regression model forθ, we introduce an auxiliary variable η k which is defined as follows
Then by substituting (5)- (7) into (8), one gets
Based on this implicit regression model, we develop the following parameter estimator by using the standard RLS algorithm [9] 
where Γ 0 = σI n θ ; σ is the positive scalar, and λ ∈ (0, 1) is the forgetting factor. Then it follows from [9] that the estimation error is non-increasing the convergence of parameter estimatesθ k can be achieved if the sequence w k is strongly persistently exciting [9] .
Note that the convergence of the estimation errorθ k relies on the persistently exciting sequence of w k by using the proposed estimation mechanism (10). It follows from (5) that the sequence w k may satisfy the PE condition even the system is stable. Therefore, the proposed estimation mechanism (10) may provide a faster convergence than the estimator which relies only on the prediction error.
Uncertainty set estimation
and define the evolution of V r k as V r k+1 = λV r k , then one gets V r k ≥ V (θ k ) for all k ≥ 0. Consequently, we can construct the following set for the uncertain parameterŝ
for all k ≥ 1. Since the unknown parameters are uniquely identifiable, and stay in the a priori known set Θ 0 , the estimated uncertain parameter set must be the subset of Θ 0 . Therefore, the FSS of the unknown parameters estimated at each time instant is given by
where Θ k denotes the uncertain parameter set for all k ≥ 0. By choosing suitableθ 0 , Γ 0 and V r0 ,Θ 0 can be equivalent to Θ 0 . In order to guaranteeθ k+1 ∈ Θ k , we apply an orthogonal projection onto the plane of the uncertainty set Θ k to the parameter estimate, i.e.,
where Υ(·, ·) denote the project operator. More details on the operator can be found in [6] . The following lemma shows the performance of the sequence of estimated uncertain parameter sets.
Lemma 1 Let Θ k andθ k denote the estimated parameter and uncertain parameter set updated by following (5)-(13) at time k, respectively. Suppose that θ * ∈ Θ 0 , then we have θ * ∈ Θ k for all k ≥ 0.
Generally, the terminal conditions and tightened sets employed in robust MPC are designed offline based on the initial uncertainty set. Hence having an accurate uncertainty set is crucial to obtain desirable closed-loop performance. It follows from (12) that a contractive sequence of uncertain parameter sets can be obtained. Therefore we can reduce the conservatism of robust MPC by updating the terminal conditions and tightened sets based on the new estimations obtained at each time instant, which is verified by the given numerical examples. In the following section, we will show a computationally tractable integration of tube MPC and the proposed estimator.
Adaptive Model Predictive Control -A Less Conservative Approach
In this section, we present a less conservative adaptive MPC (LC-AMPC) algorithm based on the tube MPC technique. The sufficient conditions for robust satisfaction of constraints (2) are presented, then we construct terminal conditions based on LMI computations, and summarize the LC-AMPC algorithm in Algorithm 1. Finally, this section concludes with the stability and feasibility analysis of the proposed method.
Error tube and constraint satisfaction
Let z k denote the nominal system state at time k
where A k+1 = A(θ k+1 ) and B k+1 = B(θ k+1 ). Let x l|k denote the predicted system state l steps ahead from time k; N is the prediction horizon and l ∈ N N 0 . Define the error state e l|k as e l|k = x l|k − z l|k , then subtracting (1) from (14) results in
where
. Since Θ k is compact and convex, we use a convex hull Co(θ j k ) to over approximate the estimated uncertain parameter set Θ k where j ∈ N nc 0 and n c is an integer denoting the number of points for the convex hull. Hence a set for the system pair (A(θ), B(θ)) at time k can be approximated by a convex hull Co(A Inspired by the previous work [4] , we construct a polytopic tube S l|k = {e l|k |V e l|k ≤ α l|k } for the error e l|k to handle multiplicative uncertainties, where V is a matrix describing the shape of S l|k and α k is the tube parameter. The following proposition shows a sufficient condition for the robust satisfaction of constraint (2).
Proposition 2 Let S l|k = {e l|k |V e l|k ≤ α l|k }. Suppose that e l|k ∈ S l|k , then e l+1|k ∈ S l+1|k . In addition, the constraint (2) is satisfied at each time instant if the fol-lowing conditions hold:
where ∆φ Proof Consider the uncertain input matrix B(θ) in the system (1), this proof is completed by following the proof of Proposition 2 in [4] . Proposition 2 shows a sequence of tightened sets for the nominal system state. By introducing the tube parameters α l|k to the MPC optimization problem as extra decision variables, we can obtain the optimal tightened sets online.
Construction of terminal sets
Based on Proposition 2, we define the following dynamics of z l|k and α l|k for l ∈ N ∞ k at time k α l+1|k = max
where the maximization is taken for each element in the vector.
Let ε(P k+1 ) = {x ∈ R n : x T P −1 k+1 x ≤ 1} be a robustly positively invariant (RPI) set [2] for the system
then it is also invariant under the dynamics in (17b). Since using the ellipsoidal terminal set will make the optimization problem much more complicated, we employ a polytope to approximate the ellipsoid [19] . Here we use a setε(P k ) = {x|V k x ≤ 1} to denote the polytopic superset of ε(P k ) in the following.
based on Proposition 3 in [4] , the following proposition is given to show the construction of the terminal set for the system in (17a) with respect to the RPI setε(P ). 
The set A k = {α| α ∞ ≤ γ k , α ≥ 0} is invariant for the system in (17a) while the constraint Hα+(F +GK)z ≤ 1 is satisfied if the following condition holds
In addition, there exists a γ k satisfying the condition (19) if l is sufficiently large.
Proof This proposition can be proved by following the proof of Proposition 3 in [4] .
As shown in [4] , the invariant set A k for the system in (17a) is nonempty if H j k ∞ < 1 for all k ≥ 0. This condition can be satisfied by choosing the appropriate V such that the set {x|V x ≤ 1} is a contractive set of the setε(P 1 ).
Lemma 4 Consider the system in (17a). Suppose that the condition (19) will be satisfied after at least M k steps, then we have
Proof Based on the definition off 
Since the condition (19) holds for all l ≥ M k , one gets
by following (20) . In addition, Equation (18) shows that Z l+1|k ⊆ Z l|k , which results inγ l+1|k ≥γ l|k and γ l+1|k ≤ γ l|k . Therefore there must exist a set M k+1 such that
Based on the Proposition 3, it can be derived that
Remark 5 From Proposition 3, it can be seen that extra M k is required to steer α l|k into the terminal set A k . Hence the prediction horizon is extended from N to N + M k steps. Based on Lemmas 1 and 4, it can be derived that M k is inversely proportional to k. Hence the computational complexity of MPC optimization problem is non-increasing.
In order to construct the terminal set for the nominal state z N |k , we have the following assumption:
Assumption 6 Let ε(P k ) and ε(P k+1 ) denote the RPI set with respect to the uncertain parameter set Θ k and Θ k+1 , respectively. Then the following condition holds
Remark 7 A recent paper [19] shows how to determine the largest RPI set ε(P k ) by using the linear matrix inequality (LMI) approach. Consider the similar methodology presented in [19] , suitable matrices P k and P k+1 that satisfy Assumption 6 can be found by imposing (21) as an additional constrains to the LMI problem. In addition, the condition (21) holds by choosing P k+1 as P k+1 = P k since Θ k+1 ⊆ Θ k . Hence there must exist a solution to ε(P k+1 ) such that the condition (21) holds.
Based on Propositions 2 and 3, the terminal constraints for the systems in (17) are summarized as follows:
where D k+1 is a positive semi-definite matrix satisfying D k+1 V = V k+1 and M k is the horizon such that the condition (19) holds.
Construction of the cost function
T . Define E and T as shift matrices such that v 0|k = Ev k and v k = T v k+1 , then the prediction of z l|k can be written as ξ l+1|k = Ψ k+1 ξ l|k , where
Similarly, the real system state x can be predicted by using the following dynamicsξ l+1|k = Ψ * ξ l|k , wherē 
it is impossible to find the matrix W * exactly. Alternatively, we consider an over approximation ofJ k based on the uncertainty set updated at each time instant.
Lemma 8 Define a new cost function
Proof From Lemma 1, we have θ * ∈ Θ k+1 . Then following (24) yields
For the sequence of weighting matrices W k , we have the following assumption.
Assumption 9 Let W k+1 denote the weighting matrix at time k, if Θ k+1 ⊆ Θ k , then the following condition holds for all k ≥ 0
Remark 10 Since the sequence of sets Θ k is contractive, Assumption 9 can be satisfied by choosing suitable matrices W k and W k+1 . Those matrices can be obtained by solving a sequence of appropriate LMIs. An example can be found in [10] for details.
Adaptive MPC algorithm with less conservatism
According to the developed terminal sets and cost function, the LC-AMPC algorithm is based on the following MPC optimization problem: (3), (14), (16a), (16b), (22a), (22b)
Calculate the new estimationθ k+1 and Θ k+1 by using (5)- (13) 3:
Calculate the matrices P k+1 and W k+1 such that conditions (21) and (25) hold by using the LMI technique [3] . 4: else 5:θ k+1 =θ k , P k+1 = P k and W k+1 = W k . 6: end if 7: Update the constraints of the optimization problem P 1 based on the new estimation. 8: Solve the optimization problem P 1 to obtain the optimal solution v * k . 9: Calculate the control input as u k = Kx k + v * 0|k , and then implement u k to the system.
At time instant k, we update the estimation of the unknown parameter and the uncertainty set based on new measurements, then reformulate the optimization problem P 1 and recalculate the polytopic tubes parameters, weighting matrix and terminal sets. It should be noted that those calculation procedures are not necessary if the estimation of unknown parameters converges to the true value, or the estimation error is sufficiently small. To reduce the redundant actions of the parameter estimation, we introduce a mechanism to check the estimation error. Let ǫ x > 0 and ǫ r > 0 denote the tolerance of the estimation error and the error bound, then the adaptive MPC algorithm is summarized in Algorithm 1.
Theorem 11
Suppose that Assumptions 6 and 9 hold, and there is a feasible solution to the optimal control problem P 1 when k = 0. Then P 1 is recursively feasible if Θ k is updated by following proposed estimator.
Proof Sinceθ k is updated by following (5)- (13), from Lemma 1, we have Θ k+1 ⊆ Θ k . Suppose that P 1 is feasible at time k. Let v * k and {α * l|k } l∈N N +M k 0 denote the optimal solution of the MPC problem at time k. Define a candidate input sequence at time k + 1 as
Two cases are investigated to prove this theorem. Case (1): The estimation error is large enough hence Θ k+2 andθ k+2 are updated by following (5)- (13),
, we can formulate a candidate state tube at time X l|k+1 such that X l|k+1 = X l+1|k based on v k+1 and S l|k . Then we have {z l+1|k , S l+1|k } satisfying z l+1|k ⊕ S l+1|k = z l|k+1 ⊕ S l|k+1 . By Proposition 2, it verifies that the candidate sequence
satisfies the constraints (2) and (16).
• It follows form (22a) that
hence we have X N |k ⊆ Z 0|k . As aforementioned,
Since Z 0|k is an RPI set,v N −1|k+1 = 0 and Θ k+2 ⊆ Θ k+1 , it yields that X N |k+1 ⊆ φ k+2 Z 0|k ⊆ Z 0|k+1 by following Assumption 6. Hence we have z N |k+1 + e N |k1+1 ∈ Z 0|k+1 for all admissible e N |k+1 . Since α * N |k+1 describes the upper bound of e N |k+1 , there exists an α N |k+1 such that the condition (22a) holds.
• When l ∈ N N +M k+1 −1 N , the tube parameters are chosen as
Since the predicted state is driven into the RPI set at N th step, then the constraint (2) is satisfied for all l ∈ N
Case (2): Θ k+2 = Θ k+1 andθ k+2 =θ k+1 . Since Assumption 6 holds and Θ k+2 ⊆ Θ k+1 for this situation, we can prove the recursive feasibility by following the above procedure.
In summary, there is a feasible solution for the optimal control problem P 1 at time k + 1 if it is feasible at time k. Therefore P 1 is proved to be recursively feasible.
Theorem 12 Suppose that Assumptions 6 and 9 hold, then the system in (1) is asymptotically stable by applying the adaptive MPC algorithm 1.
Proof Let J * k denote the optimal cost at time k and J k+1 indicate the cost with respect to z 0|k+1 andv k+1 , it yields that J * k+1 − J * k ≤J k+1 − J * k . In order to prove this theorem, the following two cases are investigated.
Case (1): Θ k+2 andθ k+2 are updated by following (5)- (13) . By Lemma 8, we havē
According to the definition ofQ, we get ξ
Ru 0|k . Since Q is positive definite and R is positive definite, it yields thatξ T 0|k+1 W k+1ξ0|k+1 − J * k < 0. In addition, from Assumption 6, it can be derived thatJ k+1 =ξ T 0|k+1 W k+2ξ0|k+1 ≤ξ T 0|k+1 W k+1ξ0|k+1 , which indicatesJ k+1 − J * k < 0. In addition, z 0|k = x k , then we have x k → 0 and u k → 0 as k → ∞. The asymptotic stability is proved.
Case (2): Θ k+2 = Θ k+1 andθ k+2 =θ k+1 , hence we have W k+2 = W k+1 . Since the condition (25) holds by choosing W k+2 as W k+2 = W k+1 , in this situation, the closedloop stability can be proved by following the above procedure directly. In summary, the closed-loop system is asymptotically stable by using the proposed approach.
Remark 13 Note that Theorems 11 and 12 investigate the stability and feasibility of closed-loop system in (1). By following (5)- (13), the contractive sequence of uncertainty set Θ k can be obtained. Since Algorithm 1 considers the update of Θ k and nominal system, the terminal conditions and polytopic tubes are updated based on the new uncertainty set at each time instant. Hence the proposed adaptive MPC method is less conservative than the original robust MPC method. The given numerical simulations elaborate this argument. When the convergence of estimates achieves, the proposed adaptive MPC method can approach the normal MPC associated with the real system model.
Adaptive Model Predictive Control -A Computationally Efficient Approach
In this section, we extend the adaptive MPC scheme presented in Section 3 with improved computational efficiency by modifying the cost function and terminal conditions.
Construction of terminal sets
Let setsε(P 1 ) and A 0 be the invariant sets for the systems in (17) with respect to the uncertainty set Θ 1 . Since Lemma 1 shows that Θ k+1 ⊆ Θ k ⊆ Θ 0 for all k ≥ 1, ε(P 1 ) is invariant for the system in (17b) for all k ≥ 1. In addition, A 0 is invariant for the system in (17a) for all θ ∈ Θ 1 , and Θ k ⊆ Θ 1 , therefore A 0 is invariant for the system in (17a) with all k ≥ 0. In summary, a fixed terminal set for z N |k and α N |k is given as follows:
where D 1 is a positive semi-definite matrix satisfying
Construction of the cost function
Let W 1 be a weighting matrix which satisfies the condition (24) for all θ ∈ Θ 1 . From Lemma 1, it can be derived that the following condition holds for all θ ∈ Θ k and k ≥ 1
Hence a fixed cost function can be formulated asĴ k = ξ T 0|k W 1 ξ 0|k .
Adaptive MPC algorithm with improved computational efficiency
Similarly, the MPC optimization problem for the CE-AMPC algorithm is summarized as follows: (3), (14), (16a), (16b), (27a), (27b)
At time instant k, we estimate the parameter and error bound based on the new measurement, then reformulate the optimization problem P 2 . By solving this optimal control problem, the optimal solution v * k can be obtained. The control input to be implemented is calculated as u k = Kx k + v * k . At next time instant, we repeat the above procedure by using the new measurement to obtain the control input u k+1 . Theorem 14 Suppose that Assumptions 6 and 9 hold and the optimization problem P 2 is feasible when k = 0, then P 2 is recursively feasible for all k > 0.
Proof By replacing P k with P 1 , this proof follows directly from the proof of Theorem 11.
Theorem 15 Suppose that Assumptions 6 and 9 hold, then the closed-loop system in (1) is asymptotically stable under the adaptive MPC algorithm P 2 .
Proof The proof of this lemma is almost identical to the proof of Theorem 12.
Remark 16 As shown in Theorems 14 and 15, the CE-AMPC method can also ensure the recursive feasibility, and the closed-loop system is asymptotically stable. Since the fixed cost function and terminal sets are used in CE-AMPC algorithm, it is relatively more conservative than LC-AMPC. But this algorithm generally requires the lower computational cost compared with LC-AMPC, it is more practical for some real-time control problems with strict requirements on computational efficiency. In addition, it follows from Lemma 4 that M k is non-increasing as k increases. Hence, LC-AMPC requires shorter, at least equal, computing time at each time instant if the estimation error is sufficiently small.
Simulation Results
In this section, two numerical examples are presented to show the behavior of proposed adaptive MPC algorithms. The performance of parameter identification is demonstrated firstly, and then the proposed methods are compared with the robust MPC to verify our theoretical results. In this simulation, the objective is to regulate the system state from an initial point x 0 = [8, 8] T to the origin. The real parameter θ * = −0.2 is given to evaluate the proposed parameter estimation algorithm. The PETube MPC developed in [8] is introduced for comparison. Figure 1 shows the state trajectories obtained by using the proposed adaptive MPC and the PE-Tube MPC. The simulation results show that the proposed adaptive MPC algorithms can regulate the state to the origin, while the PE-Tube MPC can only stabilize the state within a small neighborhood of the origin. As shown in Fig. 2 , the recursive feasibility is guaranteed by using the error tube (16) . Figure 3 demonstrates the estimation convergence of proposed estimator, and the sequence of parameter estimates converges to the true value within a few steps. In summary, it can be seen that the proposed adaptive MPC methods can provide better regulation performance while ensuring the robust constraint satisfaction. The initial uncertainty set is given by Θ 0 = {θ ∈ R 2 | θ ≤ 1}. The system is subject to input and state constraints {x| x ∞ ≤ 17} and {u| u ∞ ≤ 4}. The weighting matrices are chosen as Q = diag(10, 0.001) and R = 1. Set the prediction horizon N 1 = 9, then the prestabilizing feedback gain, minimum T . The simulation results show that the LC-AMPC can drive the system state to the origin faster than other two methods, and both proposed adaptive MPC methods provide better convergence performance of the system state. It can be seen from Figs. 4 -6 that the systems state and control input satisfy the system constraints. The uncertain parameter sets estimated at time k = 0, 1, 2, 30 are depicted in Fig. 6 . It can seen that the falsified parameters are removed by using the proposed estimator, and the uncertain parameter set is non-increasing.
Conclusion
In this paper, we have investigated adaptive MPC for constrained linear systems subject to multiplicative uncertainties. An online parameter estimator has been designed based on the RLS technique for simultaneous parameter identification and uncertain set estimation. By integrating the proposed estimator with tube MPC method, the multiplicative uncertainties have been handled with reduced conservatism, therefore giving rise to enhanced performance. Two stabilizing adaptive MPC algorithms, LC-AMPC and CE-AMPC, have been proposed to provide a tradeoff between conservatism and computational complexity. We have proven that the proposed adaptive MPC methods are recursively feasible, and the closed-loop systems are asymptotically stable. Numerical simulations and comparison studies have been given to demonstrate the effectiveness and advantages of the proposed adaptive MPC methods. Future research will be focused on dealing with both time-varying multiplicative and additive disturbances by using adaptive MPC.
