Connectivity refers to the relationships that exist between different regions of the brain. In the context of functional magnetic resonance imaging (fMRI), it implies a quantifiable relationship between hemodynamic signals from different regions. One aspect of this relationship is the existence of small timing differences in the signals in different regions. Delays of 100 ms or less may be measured with fMRI, and these may reflect important aspects of the manner in which brain circuits respond as well as the overall functional organization of the brain. The multivariate autoregressive time series model has features to recommend it for measuring these delays and is straightforward to apply to hemodynamic data. In this review, we describe the current usage of the multivariate autoregressive model for fMRI, discuss the issues that arise when it is applied to hemodynamic time series and consider several extensions. Connectivity measures like Granger causality that are based on the autoregressive model do not always reflect true neuronal connectivity; however, we conclude that careful experimental design could make this methodology quite useful in extending the information obtainable using fMRI.
1. Introduction
Connectivity
Connectivity refers to the relationships that exist between different regions of the brain. In the context of functional magnetic resonance imaging (fMRI), it implies some quantifiable relationship between hemodynamic signals from different regions. Measuring connectivity has provided useful information about the brain's functional organization. For example, the observation of multiregion brain networks with common patterns of activity [1] even when no particular stimulus is presented [2, 3] has been used to identify discrete brain circuits. A wide variety of connectivity measures have been used [4, 5] . They include simple correlations based on different sources of variance -intrasubject and intersubject, intrinsic or task-based -as well as more sophisticated measures that incorporate a biophysical model of the hemodynamics [6] or temporal information in the time series data [7] .
Temporal information in fMRI data
Small temporal differences in BOLD responses may play a crucial role in understanding the connectivity of the brain [8] . Functional MRI can detect differences in the timing of neural activity at 100 ms or less, although the BOLD response itself typically takes 5-8 s to reach its peak and 15-30 s to return to baseline. An early work clearly observed latency differences down to 125 ms for left/right hemifield visual stimuli, by taking pains to exclude high-amplitude signals and apparent veins from the ROIs [9] . Temporal differences in this range have been correlated with behavioral differences [10] [11] [12] . Another study has shown the ability to trace the temporal evolution of brain activity at 100-ms time scales in a stimulusresponse reading task [13] .
The multivariate autoregressive model
Multivariate autoregressive modeling (MAR modeling) is a time series analysis procedure often used to characterize dynamic systems because of its simplicity. It provides information on the temporal properties of a stationary linear system. Measures can be derived from the model parameters that represent the relationships within the system in time and frequency domains. A specific example is the Granger causality, a summary measure of how one time series predicts another. In the context of brain imaging, such measures may reflect the temporal precedence of hemodynamic activity in different voxels or brain regions. Under some circumstances this could be informative about effective connectivity or how activity in one region influences activity in another. In this review, we describe the current usage of the multivariate autoregressive model for fMRI, discuss the issues that arise when it is applied to hemodynamic time series and consider several extensions.
Methodology

Basic model and Granger causality
The simplest MAR model is the first-order bivariate model, considering time series from two channels X and Y that might represent the MR signals from two voxels or regions of interest within the brain:
The parameters a and d represent the autocorrelation of each signal. The parameters b and c represent the crosscorrelation, the ability of X to predict Y and vice versa. The terms w and z represent random innovations, or noise. This is a simple parametrization, but the model may be extended to additional variables and higher order (more lags in time). A summary of the interdependence of X and Y can be obtained from the Granger causality [14, 15] , which is calculated as follows. First, fit the univariate model for X alone:
Then fit the bivariate model:
Calculate the Granger causality from the variances of the residuals u and w: F YYX ð Þ= log varðuÞ varðwÞ
The variance ratio cannot be less than 1, since additional model parameters cannot explain less variance, so the Granger causality exists on the interval [0,∞). It represents the degree to which the signal Y predicts the signal X, as represented by the decrease in residual variance after adding Y to the model. The corresponding measure F(X→Y) may be calculated in similar fashion. A convenient summary of the directionality of the relationship between X and Y is the quantity F(X→Y)−F(Y→X), which has a value of zero in the absence of directional preference [16] .
Basic properties of Granger causality in the context of fMRI
One clear-cut scenario where effective connectivity has been measured by Granger causality is when neural activity occurs in one region prior to another, with a predominantly unidirectional flow of information. An example would be a simple visuomotor reaction time experiment, where V1 neural activity precedes M1 activity by approximately the measured reaction time. This sort of neural delay may be measured in hemodynamic data using an MAR model [17] . Here, the MAR model is used to capture the temporal dynamics of the stimulus-induced BOLD response. Furthermore, the neural delay may be manipulated experimentally with any approach that affects reaction time, like increasing the complexity of the stimulus [18] . This manipulation ensures that a change in Granger causality reflects a change in neural processing, avoiding confounds introduced by the nonlinearity and spatial variability of the BOLD response. Figs. 1 and 2 show results from a simulation of this scenario. Five-minute BOLD time series were simulated for two regions of interest X and Y, with 15 trials spaced 20 s apart. The neural event for Y was delayed relative to that for X by a value between 0 ms and 5 s. Gaussian noise was added to make the ratio of signal standard deviation to noise standard deviation equal to 6. Figs. 1 and 2 show the Granger causality difference measure F(X→Y)−F(Y→X) that expresses the degree of temporal precedence of the signal in X as captured by the bivariate AR model. As expected, when the neural events in X and Y were simultaneous, the causality difference was zero. As Y's onset delay increased, the causality difference increased as well, up to an onset delay around 2 s. Beyond that, the measure decreased, indicating a nonlinear relationship and a decreasing sensitivity of the Granger causality to temporal differences that were too large. Furthermore, a faster sampling rate gave better sensitivity to small onset differences, but even typical whole-brain fMRI sampling rates of 1-2 s allowed measurement of sub-TR temporal dynamics.
We have observed this effect in fMRI data by manipulating the timing of visual stimuli. By presenting a flashing checkerboard pattern to the left visual hemifield, then to the right visual hemifield a short time later, BOLD responses with known relative onset are produced in right and left visual cortex. We have calculated the Granger causality difference measure F(X→Y)−F(Y→X) between regions of interest in right and left V1 at two relative onsets (0 and 112 ms). This measure was zero when the responses are simultaneous and became positive when the right V1 response preceded the left V1 response. Fig. 3 shows measurements and 95% bootstrap confidence intervals (see Statistical Inference) in two individuals.
One concern that bears mention here is the issue of slice timing. FMRI data are typically acquired using 2D EPI sequences, where each slice is scanned at a different time 50-100 ms apart. Since the MAR model is capable of measuring these timing differences, they must be accounted for. Retrospective temporal interpolation (slice timing correction) may be effective, as may some means of accounting for these delays in the model [19] . Alternatively, using a single EPI slice or a volumetric technique like PRESTO could provide high temporal resolution and obviate slice timing problems, possibly at the cost of being limited in coverage.
Statistical inference
The most convenient means to estimate the variability of MAR-derived connectivity measures is often to use a nonparametric bootstrap, resampling or permutation technique. These can be applied to the estimated model parameters like a, b, c, d above, or more practically to summary measures of connectivity such as the Granger causality.
The method of surrogate data may be used to determine if a specific quantity is significantly different from zero [20, 21] . Empirical null distributions of a quantity of interest are generated by randomly shuffling each time series independently, which destroys all temporal relationships within and between the signals. The value estimated from the data is then compared with the null distribution.
Some resampling methods retain the statistical properties of the individual time series, including their autocorrelation, while eliminating relationships between variables. These also provide empirical null distributions for inference. One example is the block bootstrap [22] , where multiple samples of null data are created from random sub-blocks of each time series. A special case of this that has been applied to Granger causal mapping in fMRI is to swap the first half and last half of the reference or seed region time series and then examine the resulting null distribution of Granger causal measures over all brain voxels [16] . Wavelet-based resampling of the time series data may also be appropriate. Stochastic properties of individual time series may be retained after Fig. 2 . At longer onset delays, the relationship between onset delay and Granger causality difference between simulated time series is no longer monotonic. Within this range of parameters, sensitivity appeared to peak when the onset delay was approximately matched to the sampling time. Fig. 3 . The Granger causality difference can measure short onset delays in the visual system. In this example, stimuli were presented to left hemifield, then right hemifield, with either 0 or 112 ms delay, during fMRI scanning at 7 T. The Granger causality difference between right and left primary visual cortex is shown for two volunteers. As expected, it was zero when the induced fMRI responses were simultaneous. It was positive when the left hemisphere response was delayed, indicating measurable temporal precedence of the right hemisphere response. Error bars indicate 95% confidence intervals based on bootstrap samples of individual trials.
wavelet resampling [23] , possibly to a greater degree than with resampling in the time or frequency domains [24] .
Some situations may be amenable to use of the bootstrap to estimate the sampling distribution of a quantity of interest. For example, if a slow event-related design is used so that individual trials can be separated, bootstrap time series of the same length as the original experiment may be created by drawing randomly with replacement from the set of trials. The connectivity measure may be calculated in each bootstrap sample, and the distribution of these values approximates what would be expected if the experiment was actually run many times. This was the method used to generate confidence intervals for the statistic F(X→Y)− F(Y→X) graphed in Fig. 3. 
Applying MAR models to fMRI time series
MAR connectivity measures between fMRI time series may be applied in several ways. The Granger causal mapping approach [7] considers a specific seed region of interest and computes connectivity between it and every brain voxel using a bivariate model in each case. This permits a whole-brain analysis but is susceptible to concerns about common input and indirect influences because only two time series are included in each model. Alternatively, a number of regions of interest may be included in the same multivariate AR model, and all pairwise connectivity measures may be calculated [25] . In this case, summary metrics such as the directed transfer function, partial directed coherence (PDC) or partial Granger causality (see Extensions and Refinements) permit assigning a single measure of connectivity to each path in the model even when model order is higher than 1. A third possibility is the preliminary use of a source separation technique like independent component analysis, and calculation of Granger causality between the separated components, for example, Refs. [26] [27] [28] -each component has an associated time series that reflects the temporal dynamics of an entire hypothetical cognitive network.
An alternative application that sidesteps concerns about the low temporal resolution of fMRI is the use of the technique to study much slower effects; a recent example is the use of Granger causality to measure connectivity in different brain circuits during a motor task, with motor fatigue affecting the signal changes and hence the estimates of connectivity [29] . Since the fatigue process occurs over tens of seconds to minutes, it is easy resolved with fMRI.
Interpretation
MAR model parameters and the Granger causality estimated from hemodynamic data cannot always reflect true underlying neural connectivity. It is important to understand what drives the connectivity estimates -MAR models use variations in the BOLD signals, much as with any other technique for studying connectivity in time series [5] . These may be intrinsic variations such as those that arise during the resting state, for example, Ref. [30] , or stimulusinduced responses. MAR-derived connectivity measures are distinct from correlation-based measures because of their sensitivity to temporal delays. In any case, both neural and hemodynamic factors will contribute. If onset or shape of the hemodynamic response differs between two regions, the Granger causality will not reflect the true underlying pattern of neural connectivity. This has been demonstrated in fMRI time series from a rat epilepsy model where spike-and-wave discharges were also measured with intracranial EEG [31] . Nonlinearities in the relationship between neural activity and the BOLD response may also affect the timing and shape [32] . These variations in the hemodynamic response are at least partly of nonneural origin and can significantly confound measurements of connectivity made with MAR models [33] . For this reason, applying an MAR model to a single multivariate fMRI time series may lead to difficulties in interpretation when connectivity values reflect both neural and hemodynamic effects to unknown degrees.
If a MAR model is preferred over a biologically realistic but more complex model such as the dynamic causal model for fMRI [6] , it could be applied to neural time series estimated via deconvolution of the hemodynamic data [31] . Explicit measurements of hemodynamic response latency may be made with hypercapnia [34] or hypocapnia [35] paradigms, and these have been used to adjust measures of connectivity [34] . Another alternative may be the use of spin-echo pulse sequences at high field to reduce nonlinear and delayed signals from macrovasculature [36] .
This concern must be balanced against the demonstrated ability of a basic Granger causal mapping technique to capture known dynamics such as the temporal precedence of auditory cortex responses over motor cortex responses in an auditory-cued reaction time task [17] . Also, recent simulations suggest that the confounding effects of hemodynamic delay can be small under realistic circumstances [37] . If differences in the timing of neural events are much larger than the spatial variation in hemodynamic properties, the latter contribution may become unimportant. Multimodal studies of the BOLD response may clarify this, for example, Ref. [38] .
Extensions and refinements
Frequency domain representation
Multivariate autoregressive modeling may also be performed in the frequency domain to decompose signal relationships into their frequency components. BOLD signals may contain features of little interest which may be distinguished by their frequency content, such as cardiac and respiratory signals or scanner-related artifacts. The frequency domain analysis reveals interactions between channels at specific frequency bands and may allow a more thorough understanding of signal relationships than summary metrics like the Granger causality described above. The MAR model may be expressed in general form as
A k X ðt − kÞ + EðtÞ where X is a multivariate time series containing the signals of all channels, A k contains the model coefficients relating channels at lag k, E is a random innovation (noise) and p is the model order. In the frequency domain,
where H is the transfer matrix of the model:
Pairwise measures of the relationships between channels cannot keep proper account of the influences when more than two channels are present, unless all variables are incorporated [39] . This can be accomplished in a multivariate situation using the directed transfer function (DTF). DTF is an effective frequency domain measure for inherently multivariate neuronal networks [40] . The non-normalized DTF between channel i and channel j is which is equivalent to the spectral Granger causality [20] . The normalized DTF
where M is the number of channels, describes the fraction of inflow to channel i that is accounted for by the input j. A normalized DTF value of 0 signifies the absence of direct influence, and a value of 1 indicates that channel j is the only direct influence on channel i. The direct causal relations between signals can also be represented by a metric called partial directed coherence (PDC) [41] , which has been recently discussed in the context of fMRI [42] . A normalized version that is independent of the time series scaling, the generalized PDC, is defined in terms of the AR coefficients in the frequency domain and the variance σ i 2 of the innovation of channel i:
This measures the outflow from channel j to channel i as a fraction of all outflows from channel j. A PDC value of 0 signifies the absence of direct influence, and a value of 1 indicates that the only direct output of channel j is to channel i [42] .
DTF and coherence measures appear to perform similarly in some practical situations for detecting patterns of connectivity, for example, Refs. [43] [44] [45] . However, in principle, the PDC is capable of separating direct from indirect influences [42] , while deeper examination of the AR model parameters is needed to accomplish this in the case of DTF [20] .
Conditional and partial Granger causality
The Granger causality describes the relationships between only two signals X and Y (though X and Y may themselves be multivariate time series). For fMRI data, this typically means two voxels or regions of interest. However, most neural systems will naturally consist of more than two, meaning that these bivariate Granger causality measures will be affected by unmodeled common input or indirect influences. The MAR model itself can describe multiple signals. To take advantage of this, the conditional Granger causality or partial Granger causality may be used. Conditional Granger causality [46, 47] summarizes the relationship between X and Y, accounting for a third time series Z which may include signals from additional brain regions. The partial Granger causality [48, 49] is based on the concept of partial covariance and attempts to account more completely for exogenous inputs. In the presence of common-mode noise, more sophisticated strategies may be effective [50] .
Large data sets and data reduction
Models with more than a few signals can have too many parameters to estimate reliably, or at all. The number of free parameters in an unconstrained p-order AR model with n variables is pn 2 , while the number of available observations is tn with t the number of time points. This is intractable in whole-brain fMRI data sets with tens of thousands of voxels but only hundreds of time points, for example. Even modeling signals from a few hundred voxels becomes computationally demanding.
However, a simple average over an entire region of interest can be problematic. A multivoxel average may include signals that are meaningfully different; different voxels within a single ROI can reliably distinguish different stimuli [51] . An a priori region also is likely to include delayed macrovascular signals when gradient-echo EPI pulse sequences are used.
A simple solution is to manually remove voxels with excessively large or delayed responses, or voxels in obvious veins [9] . Voxel pairs with low values of zerolag correlation may reflect very delayed signals from veins as well [16] . Modeling techniques that include all ROI time series but avoid averaging may reduce this problem [52] . Another possible approach is a data-reduction step in cases when large numbers of voxels are of interest.
Principal component decomposition has been proposed for this exact situation in fMRI [53, 54] . Other data reduction techniques may be effective as well; self-organizing maps have been applied to spike train data for this purpose, for instance [55] . The use of ICA described previously is another form of this approach, except that components are separated on the basis of spatial sparsity [56] instead of temporal patterns.
Granger causality as a distance metric for clustering
The Granger causality may also be useful as a distance metric for clustering time series. For instance, this might be applied to time series from a multivoxel region of interest to separate the early microvascular signals that are colocated with neural responses from delayed macrovascular signals in more distant veins, thereby improving the spatial specificity of fMRI activation maps. While standard Euclidean distance, correlation coefficient [57] or spatiotemporal methods [58] have some utility when responses are distant in time, they are less effective when there is little difference in the shape of the hemodynamics and the signals can be distinguished based solely upon relative onset. The Granger causality difference measure allows small differences in the latency of the BOLD responses to be discerned [59] .
In a simulation to demonstrate this, we created 10 time series sampled at 4 Hz, each containing 16 repetitions of a canonical hemodynamic response plus Gaussian noise. Then, 10 more were created, with the onsets of the responses delayed 100 ms relative to the first group. Additional groups were created with 200 and 300 ms onset delays. Hierarchical clustering was used to group the 40 time series into four clusters. Hierarchical clustering uses pairwise distances to determine which time series are similar to each other. We repeated the clustering three times with different distance metrics: the Euclidean distance, the correlation coefficient and the Granger causality difference measure. The Granger causality difference measure was more accurate at classifying the time series correctly by their onset latency, with a larger advantage at higher SNR (Fig. 4) .
Relaxing model assumptions
The model assumes the signals are covariance stationary; in other words, that second-order statistical properties of the time series are fixed. One practical implication of this is that different experimental conditions must be in different fMRI runs or in non-overlapping segments as in a slow eventrelated design. It also implies that connectivity during the course of a trial does not change; this may not always be reasonable. An alternative would be to expand the model with terms allowing connectivity to change with context, as is done with dynamic causal modeling [6] . The assumption of stationarity may be relaxed, allowing the estimation of time-varying connectivity, using reasonable parameterizations [60] , methods that require only local stationarity [61] , adaptive MAR models [43] or other means to permit time variation of the model parameters [62] .
Another characteristic of the MAR model as described is its linearity. While linear models often capture important features of signals, in some cases, nonlinear features may be of interest. The transfer entropy is an information-based metric that captures linear and nonlinear dependence between two signals [63, 64] . Similar to the Granger causality, it describes information flow bidirectionally and can be calculated conditional on known common inputs. A locally linear expansion of the Granger causality [65] or a kernel expansion [66] can accommodate some nonlinear situations. There is a class of nonlinear models from which Granger causality measures may be derived from the prediction errors, with a convenient formulation in terms of radial basis functions [67] . The partial Granger causality described previously may also be extended to nonlinear situations [48] . Gourevitch et al. [68] have reviewed a number of linear and nonlinear causality metrics with empirical comparisons.
Conclusions
Autoregressive models are easy to apply and the Granger causality is straightforward to calculate. They provide an efficient and reasonable means to study the temporal information in hemodynamic data. But since these connectivity measures do not always reflect the true neuronal connectivity, careful planning is needed to ensure that they will be meaningful. This could include experimental manipulations intended to affect the Granger causality, use of deconvolution approaches to approximate neural time series or use of pulse sequences that minimize delayed macrovascular signals. In general, we expect this methodology can be quite useful to extend the information obtainable using fMRI if appropriate care is taken. 
