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Resumen—En la actualidad, la proliferacio´n de dispo-
sitivos mo´viles y accesos a Internet utilizando tecnologı´as
inala´mbricas en los entornos dome´sticos obliga a cambiar las
metodologı´as para la realizacio´n de medidas de red. Para que
e´stas representen fidedignamente las condiciones ofrecidas a
los usuarios, las prestaciones del equipamiento de medida y
el nu´mero de dispositivos empleados deben adaptarse a las
condiciones reales de un despliegue. Para facilitar y abaratar
el desarrollo de medidas en estas condiciones, este trabajo
presenta una evaluacio´n de las capacidades de varias plata-
formas de propo´sito general y bajo coste. Nuestros resultados
muestran que, aunque aparecen limitaciones relacionadas
con co´mo son conectadas a la red y los protocolos empleados,
son aptas para medir una gran variedad de situaciones.
Palabras Clave—Medidas de red, indicadores de calidad,
calidad de servicio, WiFi, COTS
I. INTRODUCCIO´N
A lo largo de los u´ltimos an˜os, el auge de las tecnologı´as
WiFi para acceder a Internet ha transformado el uso que
los usuarios finales hacen de los sistemas de telecomuni-
caciones. Por ello, ha aumentado el intere´s por estudiar la
variabilidad de las prestaciones de este tipo de enlaces, ya
que en muchos entornos se utilizan puntos de acceso WiFi
como mecanismo para proveer conectividad a los usuarios.
Las caracterı´sticas particulares de este tipo de medio
de transmisio´n y sus interacciones con los protocolos
de comunicaciones de Internet ocasionan la aparicio´n
de problemas de rendimiento que limitan la Calidad de
Servicio (Quality of Service, QoS) y Experiencia (Quality
of Experience, QoE) de dichos usuarios finales. Por otro
lado, el usuario comu´n realiza medidas con los dispositivos
que tiene a su alcance, habitualmente un porta´til o un
dispositivo tipo Raspberry Pi u ODROID, que suelen tener
pocos recursos y hardware de gama media o baja.
Teniendo en cuenta la importancia capital que tienen
estos factores para los Proveedores de Servicios de Internet
(Internet Service Providers, ISPs), para las Instituciones
Pu´blicas y para los usuarios finales, resulta indispensable
el desarrollo de sistemas que permitan medir con suficiente
precisio´n este tipo de conexiones, manteniendo el coste
controlado.
En esta direccio´n, se han impulsado diversas iniciati-
vas, como el Proyecto Bismark [1], el Atlas de RIPE o
SamKnows [2], que persiguen el objetivo de caracterizar
el comportamiento de las conexiones a Internet desde los
accesos dome´sticos. Estos experimentos han utilizado una
estrategia de emplazamiento de pequen˜as sondas hardware
basadas en arquitecturas de bajo coste (routers dome´sti-
cos con OpenWRT, o dispositivos como Raspberry Pi u
ODROID) para realizar medidas activas y pasivas de red.
Adema´s, el dimensionado de un acceso inala´mbrico
que garantice un cierto nivel de QoS a un nu´mero de-
terminado de usuarios no es fa´cilmente extrapolable a
partir de medidas con un nu´mero reducido de dispositivos.
Las caracterı´sticas de los protocolos de acceso al medio
ocasionan que al aumentar el nu´mero de usuarios las
prestaciones de la red decaigan de manera significativa,
incrementando el jitter y las interferencias en la red [3].
Esto motiva el desarrollo de sistemas de medida con
numerosos dispositivos, que evalu´en la QoS en el punto
de trabajo tı´pico del despliegue.
Para facilitar y abaratar la realizacio´n de medidas en
estas condiciones, presentamos una evaluacio´n de los re-
sultados que pueden obtenerse empleando dispositivos de
gama econo´mica. Las principales aportaciones del artı´culo
son (i) la identificacio´n de las caracterı´sticas del equipa-
miento que tienen un efecto observable en los resultados
de medida, y (ii) la extraccio´n en base a ellas de una serie
de recomendaciones.
El resto del artı´culo tiene la siguiente estructura. En la
Seccio´n II definimos las principales me´tricas indicadoras
de la calidad (Key Performance Indicators, KPIs) que
hemos utilizado. En la Seccio´n III describimos el entorno
experimental considerado, en el que hemos medido con
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la generalidad de nuestros resultados. En la Seccio´n IV
comentamos y analizamos los resultados obtenidos para,
finalmente, extraer las principales conclusiones y definir
lı´neas de trabajo futuro en la Seccio´n V.
II. MEDIDAS DE PRESTACIONES DE RED
En esta seccio´n incluimos algunos preliminares referen-
tes a las medidas de prestaciones de red. En primer lugar,
revisamos diversas propuestas de metodologı´as y buenas
pra´cticas, ası´ como sus limitaciones tanto en te´rminos
de medidas en general como en el contexto de cone-
xiones inala´mbricas. Por otro lado, proporcionamos las
definiciones que vamos a manejar de los KPIs utilizados
habitualmente por las operadoras, extraı´das de este primer
bloque de propuestas. Especı´ficamente, por su relacio´n con
la QoE, vamos a considerar el ancho de banda, la latencia,
el jitter y las pe´rdidas.
A. Metodologı´as de medida
Un problema recurrente a la hora de medir las prestacio-
nes de una red, es que las medidas son muy sensibles de la
metodologı´a utilizada. Es por ello que surgieron iniciativas
como IP Performance Metrics (IPPM) [4] o el Two Way
Active Measurement Protocol (TWAMP) [5], que intentan
fijar buenas pra´cticas y definiciones para las me´tricas, de
manera que sean claramente objetivas y repetibles. Ası´,
se trata de evitar resultados no repetibles debido a, entre
otras cosas, componentes estoca´sticas no controladas en
los modelos, errores de medida debidos a la metodologı´a
y disen˜o experimental, etc.
Pese a estos intentos, varios estudios muestran que
se pueden obtener diferentes resultados para la misma
me´trica, no siempre equivalentes, dependiendo de la he-
rramienta utilizada —por ejemplo, el reciente estudio
incluido en [6] muestra las divergencias entre algunas
herramientas populares, ampliamente utilizadas por usua-
rios finales. Adema´s, diversos factores relacionados con el
propio sistema desde el que se realizan las medidas (p.e.
carga de CPU, polı´tica del planificador, etc.) tienen efectos
significativos sobre los resultados de las medidas [7].
Cuando se trata de medir las capacidades de un canal
inala´mbrico la tarea se complica, ya que este tipo de
enlaces tienden a introducir pe´rdidas o latencias aleatorias
que son difı´ciles de predecir, y que dependen de muchos
factores. Con frecuencia se publican nuevos estudios en los
que se intenta modelar el retardo de enlaces inala´mbricos
como en [8], [9]. En ambos estudios recurren a modelos
de tipo a´rbol de decisio´n (decision tree) o random forest,
que son interpretables.
Otra complicacio´n que pueden introducir los accesos
inala´mbricos es una pe´rdida notable de rendimiento cuan-
do hay muchos usuarios [10] debido a las interacciones
entre las peculiaridades del nivel de enlace y los protocolos
de nivel superior.
Por ejemplo, TCP puede aumentar las retransmisiones
como consecuencia de la variabilidad de la latencia por las
colisiones a nivel de enlace, sin que dichas retransmisio-
nes fuesen realmente necesarias. Como consecuencia, la
evaluacio´n de accesos que vayan a ser compartidos por un
gran nu´mero de usuarios deben considerar estos casos a la
hora de evaluar las prestaciones esperadas, lo que motiva
el abaratamiento de los dispositivos de medida utilizados.
B. Ancho de banda
El ancho de banda de un enlace mide la cantidad
de informacio´n por unidad de tiempo que es capaz de
transportar (p.e. en bits por segundo). En la pra´ctica el
te´rmino “ancho de banda” puede referirse a uno de varios
conceptos [11].
Dado un camino extremo a extremo formado por un
conjunto ordenado de n enlaces i = 1, ..., n, se define la
capacidad del enlace i como la ma´xima tasa de transmisio´n
a nivel IP, Bi. Por tanto, la capacidad B∗ del camino se
define como el mı´nimo de las capacidades {Bi}n1 de cada




En un camino los enlaces ik tales que Bik = B
∗ son
denominados narrow links o enlace angosto.
El ancho de banda disponible, available bandwidth,
de un camino se define como la capacidad no usada
en ese instante de tiempo. Es la me´trica complementaria
del ancho de banda consumido. Depende de B∗ y de la
cantidad de tra´fico que este´ circulando en ese momento
por la red.
Por otro lado, el Bulk Transfer Capacity (BTC) es la
ma´xima cantidad de informacio´n que un protocolo que
implemente control de la congestio´n, p.e. TCP, puede
enviar por unidad de tiempo.
Cuando se realizan medidas activas, segu´n el protocolo
de transporte utilizado se medira´n cosas diferentes. La
te´cnica de trenes de paquetes utiliza UDP, que permite
medir la capacidad B∗ del camino [7]. En cambio si se
utiliza el protocolo TCP se mide el BTC de un camino.
Finalmente, se puede medir el ancho de banda consu-
mido de manera pasiva contabilizando cua´ntos bytes por
unidad de tiempo esta´n transmitiendo por un enlace una
aplicacio´n o conjunto de equipos especı´ficos.
C. Latencia
La latencia es el tiempo que transcurre desde que un
byte es enviado hasta que llega al otro extremo.
Se distinguen la latencia en un solo sentido (One Way
Delay, OWD) [12]; y la suma de las latencias en los dos
sentidos, el tiempo de ida y vuelta (Round Trip Time,
RTT). Estimar el OWD de una comunicacio´n es difı´cil,
ya que requiere que los relojes de los dos extremos se
mantengan sincronizados. Por esta razo´n, se suele medir
el RTT, que sortea el problema de sincronizacio´n de relojes
ya que la base de tiempos es la misma. Asumiendo que
las dos latencias en un solo sentido sean iguales, el OWD
se estima en ocasiones como la mitad del tiempo que
transcurre entre una peticio´n y su respuesta, como se
sugiere en protocolos como Q4S [13].
La forma ma´s sencilla de estimar el RTT es reali-
zando medidas activas con un mecanismo similar a un
ping [14]. Estimar la latencia de manera pasiva monitori-
zando conexiones TCP requiere conocer los protocolos de
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nivel superior que se esta´n utilizando para poder identificar
peticiones con respuestas. Adema´s, algoritmos como el de
Nagle o el asentimiento retrasado (delayed ACK) dificultan
la estimacio´n del RTT debido a que las respuestas pueden
no ser inmediatas, sobreestimando la latencia. Una forma
inequı´voca de identificar una peticio´n y su respuesta en
TCP es durante el establecimiento de la conexio´n, donde
se puede estimar el RTT como la diferencia de tiempos
entre el SYN y el ACK en el lado del servidor:
RTT = tACK − tSY N (2)
y de SYN,ACK y el ACK en el cliente:
RTT = tSY N,ACK − tSY N (3)
D. Variacio´n de la latencia
La variacio´n de la latencia o jitter es un para´metro
importante de la calidad, ya que afecta gravemente a
aplicaciones multimedia tales como Voz sobre IP (VoIP).
Existen multitud de definiciones de jitter. La definicio´n
que vamos a utilizar es la dada en [15] y de manera
equivalente en [13]: dadas N + 1 medidas de latencia
unidireccionales, {li}Ni=0 podemos calcular N diferencias,
{∆j}Nj=1
∆j = |lj − lj−1| (4)
y definir el jitter mediante un estadı´stico de centralidad
de los {∆j} como la media aritme´tica o la mediana.
Otras alternativas son estimar el jitter como el resultado
de aplicar un filtro exponencial [15] de para´metro 1/16 a
los {∆j}; o estimarlo como la desviacio´n esta´ndar de las
{li}.
E. Pe´rdidas
Las pe´rdidas son un indicador de saturacio´n de la
red entre otros, ya que los routers y los equipos finales
descartan paquetes cuando reciben paquetes ma´s ra´pido de
lo que pueden procesar. Tambie´n pueden perderse paquetes
cuando los datos se corrompen, ya sea por un problema de
hardware o por ruido en la comunicacio´n, muy habitual
en enlaces inala´mbricos.
Los protocolos de medida Q4S o IPPM [16] utilizan
nu´meros de secuencia para estimar las pe´rdidas. Esta
estimacio´n se calcula como el ratio de paquetes que no
se recibieron frente al total esperado.
III. DESCRIPCIO´N DEL ENTORNO
EXPERIMENTAL
Para la realizacio´n de los experimentos hemos utilizado
el siguiente equipamiento:
Dos routers TP-Link Archer C7 AC 1750 con una
configuracio´n MIMO 3× 3× 3. Uno de ellos se ha
dejado con el firmware de fa´brica1, que denotaremos
como “TP-Link”; y en el segundo se ha instalando
una distribucio´n Linux dd-wrt2, y nos referiremos a
e´ste como “dd-wrt”. El precio de estos dispositivos
ronda los 80 euros cada uno.






de banda Latencia Jitter Pe´rdidas
iperf3 TCP 3 7 7 3
iperf3 UDP 3 7 3 3
ping ICMP 7 3 7 ∼
PC1: con un procesador Intel Core i7 CPU 860 a
2.80GHz, 8GB DDR3 a 1333MHz, y dos interfaces
de red: la integrada en la placa de intel Gigabit Ether-
net (conectada a Internet) y una segunda interfaz uti-
lizada para conectarse al router que proporciona una
tarjeta de red PCI Broadcom Corporation NetXtreme
II BCM5709 Gigabit Ethernet (rev 20). El sistema
operativo era Ubuntu 14.04 Mate.
PC2: tiene un Intel Core i7-2600 CPU a 3.40GHz, 8
GB de RAM DDR3 a 1333MHz, y se ha utilizado
la interfaz de red integrada Intel Gigabit Ethernet. El
sistema operativo era CentOS 7.
Y por u´ltimo, se ha utilizado una placa ODROID
C23 con un adaptador de red WiFi 802.11n USB
Edimax EW-7811UN que alcanza hasta los 150Mb/s.
El precio del kit es de 100 euros aproximadamente.
Para realizar las medidas hemos utilizado varias herra-
mientas del estado del arte: iperf3 para medir el ancho
de banda, las pe´rdidas y el jitter; y ping para medir la
latencia, ya que iperf3 no proporciona esa me´trica.
iperf3 es la herramienta esta´ndar de facto para medir
la capacidad de un canal. iperf3 tiene diferentes com-
portamientos en funcio´n del protocolo de transporte que
se quiera utilizar. Utilizando TCP, es capaz de estimar
el ancho de banda u´til ma´ximo; sin embargo, cuando
se utiliza UDP es necesario conocerlo, ya que al no
tener retroalimentacio´n del otro extremo, iperf3 envı´a
siempre a ma´xima tasa, y solo el servidor es capaz de
detectar cua´ntos paquetes le llegan realmente. Por ello,
para medir el ancho de banda con UDP en cada escenario,
se ha buscado primero de manera iterativa el ancho de
banda ma´ximo que se podı´a lograr sin pe´rdidas antes de
tomar las medidas.
Por tanto, es importante observar los valores calculados
en el servidor siempre, ya que nos interesa estudiar los
efectos que haya podido tener la red sobre el tra´fico.
Para evitar los efectos del planificador, se ha fijado la
afinidad de iperf3 a un mismo core tanto en el cliente
como en el servidor, aislado en el arranque para evitar que
la competicio´n por los recursos de CPU pudieran interferir
en las medidas.
Se tomaron 10 medidas con iperf3 por cada sentido
en cada escenario, lo que nos proporciona un total de
100 muestras por sentido gracias a que cada ejecucio´n
de iperf3 proporciona 10 muestras de 1 segundo. Del
mismo modo, hemos realizado 100 medidas con ping por
sentido para estimar la latencia de cada enlace. El uso de
CPU fue siempre inferior al 20 %, por lo que no fue un
factor limitante en nuestras pruebas. En todos los casos las
pe´rdidas fueron nulas o menores del 1 % de los paquetes.
3http://www.hardkernel.com/main/products/prdt info.php
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(a) Escenario 1 (b) Escenario 2 (c) Escenario 3
(d) Escenarios 4 y 5 con red a 2.4GHz, 8 y 9 a 5GHz (e) Escenario 6 (f) Escenario 7
Figura 1. Topologı´as de red para cada escenario
En la Tabla I se muestran las distintas configuraciones
utilizadas y los datos que proporcionan cada una de ellas.
Cabe destacar que aunque ping se podrı´a utilizar como
estimador de pe´rdidas, en este caso se utiliza como una
medida de conectividad [17]. Esto se debe a que la
tasa configurada (un paquete por segundo) fuerza a con-
siderar duraciones experimentales extensas para obtener
estimadores significativos de pe´rdidas en las condiciones
habituales de red. Por ejemplo, con una tasa de un 1 %
de pe´rdidas, serı´a necesaria una duracio´n del experimento
de 100 segundos para tener suficientes muestras para la
estimacio´n [13].
Hemos disen˜ado varios escenarios experimentales en el
que los u´nicos equipos conectados a esa red son un equipo
que hace las veces de cliente y otro que hace las veces de
servidor. Las medidas se han realizado en un laboratorio
universitario, en escenarios cableados, WiFi en la banda de
2.4GHz y WiFi en la banda de 5GHz. Cuando se realizan
experimentos con WiFi, e´stos se pueden ver afectados por
otras redes inala´mbricas y por otras aplicaciones que usen
esa banda de frecuencias. En nuestro caso se han realizado
los experimentos en presencia de otras redes WiFi de
2.4Ghz y una red de 5GHz. Como nuestro objetivo es
simular entornos dome´sticos reales, y estos feno´menos
son factores habituales que pueden afectar a la QoS, no
hemos aislado nuestros equipos contra estos feno´menos.
Los escenarios son:
Escenario 1: este escenario consiste en conectar los
dos equipos al mismo router directamente con cable,
como se muestra en la Fig. 1(a), como escenario de
referencia de un caso ideal con conexio´n directa con
el servidor sin saltos inala´mbricos.
Escenario 2: en este escenario comprobamos las
caracterı´sticas de red que el router dd-wrt es capaz
de medir. En este escenario, ilustrado en la Fig. 1(b),
los resultados se ven claramente afectados por las
limitadas capacidades computacionales del router.
Escenario 3: como ya hemos mencionado, con la
proliferacio´n de los dispositivos tipo ODROID, es
interesante investigar las capacidades de red que son
capaces de aprovechar. Por ello, en este escenario
sustituimos el PC1 del escenario 1 por una ODROID
C2 como se muestra en la Fig. 1(c).
y los mismos escenarios pero sustituyendo un enlace
cableado por un enlace WiFi:
Escenario 4: en este escenario conectamos los dos
equipos a trave´s de una red WiFi, en la que el router
TP-Link hace las veces de AP (Access Point, Punto
de Acceso) y el router dd-wrt actu´a de pasarela entre
el PC2 y la red WiFi en la banda de 2.4GHz con un
ancho de canal de 40MHz (MCS 22 en tx y MCS 23
en rx). Este escenario se ilustra en la Fig. 1(d).
Escenario 5: este escenario utiliza la misma topologı´a
que el escenario 4, pero ahora el equipo PC2 so´lo se
utiliza para establecer una sesio´n SSH al router dd-
wrt, que es el que se utilizara´ para realizar las medi-
das. Esto evita mantener la sesio´n SSH por el enlace
WiFi, que puede alterar las medidas realizadas.
Escenario 6: en este escenario medimos las carac-
terı´sticas de red que un usuario experimentarı´a si
decide conectar su ODROID mediante el adaptador
de red WiFi USB (MCS 7).
Escenario 7: en este escenario conectamos el PC2
con el mismo adaptador de red USB del escenario
anterior para ver el efecto que tiene sobre las me´tricas
en este equipo.
Escenario 8: en este escenario conectamos el PC2
con el PC1 manteniendo la topologı´a de la Fig. 1(d)
pero con un enlace WiFi en la banda de 5GHz con
un ancho de canal de 80MHz (MCS 8).
Escenario 9: en este escenario mantenemos la topo-
logı´a anterior pero medimos desde dd-wrt.
En todos los escenarios anteriormente descritos, hemos
fijado el PC1 y el router TP-Link, que hacen las veces
de “servidor” en nuestras pruebas a las que se conectan
diferentes clientes mediante distintos tipos de enlace. Por
ello, en nuestros resultados nos referimos siempre con
“Bajada” al sentido desde el PC1 al otro equipo; y nos
referimos con “Subida” al sentido contrario.
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Tabla II
MEDIDAS DE ANCHO DE BANDA EN MBITS/S
Protocolo Sentido Escenario 1 Escenario 2 Escenario 3 Escenario 4 Escenario 5 Escenario 6 Escenario 7 Escenario 8 Escenario 9
µˆ ± σˆ µˆ ± σˆ µˆ ± σˆ µˆ ± σˆ µˆ ± σˆ µˆ ± σˆ µˆ ± σˆ µˆ ± σˆ µˆ ± σˆ
TCP Bajada 935.24± 7.99 384.80± 7.98 934.25± 7.33 164.82± 9.81 177.91±13.94 96.63± 9.56 33.79± 7.08 274.93±12.81 434.87±25.82Subida 930.74±11.25 179.72± 1.99 941.32± 7.03 111.77±10.20 77.21±28.78 52.93±18.82 9.72± 6.68 213.44±12.44 170.93± 6.76
UDP Bajada 953.17±11.48 10.15± 0.33 943.30±40.15 53.47± 1.56 8.32± 0.28 45.00± 4.64 42.48± 2.21 246.79± 7.80 8.61± 0.29Subida 947.22±11.40 269.83± 8.40 19.05± 0.40 44.45± 1.46 96.98±17.38 62.00±17.06 37.97± 7.84 42.93± 1.27 208.71± 6.41
Tabla III
MEDIDAS DE RTT EN MILISEGUNDOS
Sentido Escenario 1 Escenario 2 Escenario 3 Escenario 4 (*) Escenario 5 Escenario 6 Escenario 7 Escenario 8 Escenario 9
µˆ ± σˆ µˆ ± σˆ µˆ ± σˆ µˆ ± σˆ µˆ ± σˆ µˆ ± σˆ µˆ ± σˆ µˆ ± σˆ µˆ ± σˆ
Bajada 0.221±0.069 0.204±0.012 0.6 ±0.038 5.491±10.939 3.318±4.535 75.281±90.705 16.045± 75.715 1.098 ± 0.449 0.926 ± 0.063
Subida 0.192±0.044 0.317±0.065 0.629±0.029 3.042± 3.305 2.987±4.281 17.347±90.427 92.718±302.146 1.059 ± 0.474 1.029 ± 0.292
Tabla IV
MEDIDAS DE jitter EN MILISEGUNDOS SEGU´N IPERF3
Sentido Escenario 1 Escenario 2 Escenario 3 Escenario 4 Escenario 5 Escenario 6 Escenario 7 Escenario 8 Escenario 9
µˆ ± σˆ µˆ ± σˆ µˆ ± σˆ µˆ ± σˆ µˆ ± σˆ µˆ ± σˆ µˆ ± σˆ µˆ ± σˆ µˆ ± σˆ
Bajada 0.113±0.012 0.018±0.007 0.013±0.004 0.020±0.016 0.035±0.033 0.238±0.156 0.114±0.052 0.036±0.005 0.023±0.005
Subida 0.109±0.012 0.004±0.001 0.016±0.002 0.056±0.130 0.202±0.180 0.554±1.112 3.293±7.383 0.038±0.012 0.094±0.021
Tabla V
MEDIDAS DE jitter EN MILISEGUNDOS A PARTIR DE PING
Sentido Me´trica Escenario 1 Escenario 2 Escenario 3 Escenario 4 (*) Escenario 5 Escenario 6 Escenario 7 Escenario 8 Escenario 9
µˆ 0.035 0.013 0.035 5.339 3.624 64.866 15.488 0.332 0.383
Bajada µˆc 0.024 0.008 0.024 1.255 1.580 22.500 0.840 0.142 0.028
σˆ 0.065 0.012 0.031 11.495 5.738 114.916 75.423 0.466 0.806
σˆc 0.030 0.014 0.046 2.943 4.720 57.850 2.920 0.398 0.392
Subida
µˆ 0.051 0.071 0.023 2.386 2.627 21.052 82.314 0.285 0.200
µˆc 0.045 0.057 0.012 0.560 0.352 1.450 0.390 0.038 0.033
σˆ 0.038 0.074 0.026 4.100 5.307 127.741 266.506 0.614 0.379
σˆc 0.049 0.052 0.027 2.360 2.090 3.910 2.345 0.228 0.230
Hemos medido en el escenario en el que solo hay
un cliente, y los distintos canales de la comunicacio´n
se encuentran completamente disponibles para e´l, lo que
nos da cotas ma´ximas de rendimiento que podrı´amos
experimentar. Estos resultados sirven como medida inicial,
antes de adquirir ma´s dispositivos (lo que aumentarı´a el
coste) con los que realizar medidas en paralelo y estudiar
los feno´menos de competicio´n de acceso al medio que
e´stos experimentara´n. Sin embargo, no podemos olvidar
que se esta´n realizando avances mejorando las tecnologı´as
de acceso WiFi, aumentando el ancho de banda disponible
utilizando bandas y protocolos de acceso al medio dife-
rentes [18], y se publican estudios sobre su impacto sobre
los protocolos de transporte [19].
IV. ANA´LISIS DE LOS RESULTADOS
En la Tabla II se muestran las medidas de ancho de
banda para cada escenario. Fija´ndonos en el escenario 2
se aprecia que iperf3 ejecutado en el router dd-wrt es
capaz de procesar el tra´fico TCP el doble de ra´pido del
que es capaz de generarlo. En bajada no es capaz de
procesar ma´s de 10Mb/s de tra´fico UDP. Esto se debe
a un bug conocido de iperf3 que parece afectar a la
versio´n 3.1.X45 que justifica que en el resto de escenarios
inala´mbricos (5 y 9) solo sea capaz de medir hasta 8Mb/s
en bajada. Destaca la abultada reduccio´n de ancho de
banda cuando se utiliza UDP al medir con la ODROID.
Este resultado fue muy similar en todas nuestras pruebas y
4https://github.com/esnet/iperf/issues/234
5https://github.com/esnet/iperf/issues/296
se tuvo especial cuidado en que no hubiese fragmentacio´n
IP, lo que indica que en subida iperf3 esta´ generando
el tra´fico UDP de forma poco eficiente, probablemente
relacionado con el bug anteriormente mencionado.
Comparando el escenario 6 con el 7 concluimos que el
ancho de banda medido con el adaptador Edimax depende
de co´mo se realizan las interconexiones con el USB y
co´mo lo gestiona el sistema operativo, ya que a pesar de
disponer el PC2 de muchos ma´s recursos, el ancho de
banda percibido por e´ste es muy inferior al medido por
la ODROID con exactamente la misma antena. De estos
resultados se puede observar que independientemente de
la tecnologı´a de acceso inala´mbrico, el ancho de banda
ma´ximo percibido por un usuario se vera´ notablemente
reducido frente al ancho de banda en bajada utilizando
TCP. Comparando el escenario 8 frente al 4 vemos un
aumento de ma´s del 50 % en todas las medidas salvo en
subida con UDP. Se esperarı´a un aumento mayor del ancho
de banda medido, pero debido a pe´rdidas espora´dicas, TCP
no es capaz de alcanzar mayor throughput, ya que el enlace
en la banda de 5GHz es capaz de alcanzar tasas de hasta
440Mb/s.
En la Tabla III mostramos los resultados de medidas
de latencia obtenidos utilizando ping. Hemos marcado
con un asterisco las medidas del escenario 4 ya que
de manera sostenida de cada 100 sondas de ping se
experimentaba un 10 % de pe´rdidas, de modo que los
resultados mostrados son solo para las respuestas que
llegaron a las solicitudes de eco.
En las Tabla IV mostramos el jitter calculado por
iperf3 frente al que calculamos utilizando la Ec. 4
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con los resultados de ping en la Tabla V en la que
mostramos tanto la media como la mediana µˆc, y tanto la
desviacio´n tı´pica como el rango intercuartı´lico σˆc. Estos
resultados indican una gran dispersio´n de los valores, la
presencia de valores atı´picos (outliers) como es el caso de
los escenarios 4 a 6 y de pe´rdidas ocasionales en el enlace.
Los resultados tan dispares entre las medidas de iperf3
y las calculadas con ping no son contradictorios, ya
que miden situaciones diferentes. iperf3 envı´a todos los
paquetes de manera que en cuanto se termina de transmitir
un paquete se comienza inmediatamente a transmitir el
siguiente (back-to-back). Es decir, el jitter en el caso
de estar transmitiendo de manera sostenida y sin que
el otro extremo transmita nada. Sin embargo, el jitter
medido por ping se corresponde con la variabilidad en la
latencia que sufren paquetes enviados perio´dicamente, lo
que significa que aplicaciones que transmitan de manera
perio´dica y determinista pero no sostenida sufrira´n de
mucha mayor variabilidad en la latencia percibida. Por
otro lado, es interesante ver que el jitter en los esce-
narios inala´mbricos es siempre superior en subida frente
a la bajada segu´n iperf3 aunque segu´n la Tabla V la
situacio´n es la contraria.
Finalmente, las medidas de TCP se han validado con
otras herramientas del estado del arte, como nttcp, con
la que se obtienen resultados similares a los mostrados.
V. CONCLUSIONES
En este artı´culo hemos explorado varios escenarios
dome´sticos en los que hemos realizado medidas con
equipamiento de gama baja-media, y hemos medido las
prestaciones de red que estos ofrecen utilizando los prin-
cipales indicadores de calidad.
Hemos comprobado que el ancho de banda que un
dispositivo puede medir varı´a en gran medida segu´n la
capacidad de co´mputo del mismo y del mecanismo de
acceso a la red WiFi que utilice. Pese a que los dispositivos
embebidos de bajo coste tipo ODROID no aprovechan
todo el ancho de banda de la red inala´mbrica, son ca-
paces de alcanzar hasta 100Mb/s con TCP en una red de
2.4GHz con un adaptador econo´mico. No obstante, un PC
de sobremesa es capaz de medir anchos de banda muy
superiores a los 100Mb/s con TCP en la banda de 2.4GHz
y de 200Mb/s en la banda de 5GHz conectado a trave´s de
otro router que gestione la comunicacio´n inala´mbrica. De
hecho, se obtienen resultados au´n mejores midiendo desde
el propio router.
Las medidas de latencia dependen de la forma de
conectarse a la red, ya que hemos obtenido resultados
cercanos a 1ms en los escenarios con una red WiFi en la
banda de 5GHz frente a la gran variabilidad en la banda
de 2.4GHz.
Por u´ltimo, incluso con una utilizacio´n mı´nima del
canal y en entornos controlados, los enlaces inala´mbricos
presentan pe´rdidas espora´dicas, jitter elevado, y un ancho
de banda limitado; lo que puede afectar gravemente a la
calidad de experiencia del usuario.
Estos resultados muestran la importancia capital a la
hora de desplegar una red inala´mbrica considerar estos
retos a la hora de implantar aplicaciones con requisitos de
latencia y de variabilidad acotadas.
Algunas lı´neas de trabajo futuro que estamos exploran-
do actualmente son evaluar el efecto de la concurrencia
de mu´ltiples usuarios sobre las medidas; y los efectos
causados por uno o varios usuarios compitiendo por el
mismo canal, unos tratando de subir datos mientras otros
tratan de bajar datos.
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