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Chair del Comitato di Programma della Conferenza GARR 09
La Conferenza GARR 2009 si è tenuta dal 30 
settembre al 2 ottobre 2009 a Napoli, pres-
so l’Università degli Studi di Napoli Federi-
co II nel Complesso Universitario di Monte 
Sant’Angelo con il titolo “Network Humani-
tatis - linguaggi, risorse, persone”.
 Riprendendo i temi affrontati nella Con-
ferenza GARR 2007, l’edizione del 2009 ha 
mantenuto il titolo “Network Humanitatis” 
che simboleggia l’unione fra mondi apparen-
temente diversi, come le discipline umanisti-
che, quelle scientifiche e la telematica. Le tec-
nologie legate ad Internet sono usate da un 
numero sempre maggiore di umanisti e sono 
sempre più percepite come strumenti essen-
ziali per gestire la conoscenza che deriva dalla 
nostra storia e dal nostro patrimonio culturale. 
 Il programma ha cercato di sviluppare ed 
arricchire gli argomenti già trattati nel 2007, 
mantenendo il filo conduttore della luce che 
viaggia nei cavi ottici della rete telematica na-
zionale dell’Università e della Ricerca e che 
illumina il pensiero e le azioni dei ricercatori, 
dei docenti e degli studenti italiani. 
 La conferenza annuale GARR riunisce gli 
utilizzatori della rete GARR per discutere dei 
principali temi e novità che riguardano tecno-
logie avanzate per la rete, multimedialità e in-
novazione. A questa edizione hanno parteci-
pato circa 230 persone dal mondo della ricerca 
e accademico italiano, con una copertura na-
zionale dal Friuli Venezia Giulia alla Sicilia.
 Quando abbiamo iniziato a pensare alla 
Conferenza GARR 2009, il Comitato di Pro-
gramma ha considerato che ormai la rete fosse 
trasversale a tutti gli ambiti di ricerca e forma-
zione in Italia e che GARR, come NREN ita-
liana inserita nel contesto mondiale delle reti 
della ricerca, giocasse un ruolo cruciale nella 
diffusione e nello sviluppo della rete.
 GARR, come le altre NREN, fornisce un 
supporto al lavoro degli Enti collegati, sia co-
me struttura di produzione, che permette il 
collegamento fra loro e verso l’esterno, sia 
come piattaforma di sviluppo e di ricerca per 
l’Internet del Futuro. 
In quest’ottica, la ricerca sulle infrastrutture di 
rete, fino alle nuove applicazioni multimedia-
li, consente alle Università e agli Enti di Ri-
cerca italiani di essere competitivi nei conte-
sti internazionali. 
 Considerando tutto questo, il Comitato di 
Programma ha cercato di portare nei tre gior-
ni di conferenza le esperienze degli utenti del-
la rete GARR di particolare interesse in cam-
po umanistico, artistico, biomedico.
Si è parlato di calcolo distribuito per la cultu-
ra, di comunità virtuali, accesso ai dati, con-
divisione dei contenuti, e-learning ed Internet 
TV. Nella sessione di apertura hanno dato i lo-
ro spunti alla discussione Joy Marino e Gino 
Roncaglia. 
 Gli interventi inseriti nel programma sono 
stati in gran parte frutto della call for papers 
distribuita all’interno della Comunità GARR. 
Tutte le presentazioni e le registrazioni delle 
6riprese mandate in streaming in diretta sono 
disponibili sul sito web della Conferenza: 
http://www.garr.it/conf09.
 Una selezione degli articoli presentati du-
rante la Conferenza è presentata in questa spe-
ciale pubblicazione.
 Vorrei ringraziare tutti i membri del Co-
mitato di Programma e dell’Advisory Com-
mittee per il loro fondamentale contributo al-
la buona riuscita della Conferenza. È stato un 
piacere lavorare con loro. 
Hanno fatto parte del Comitato di Programma:
- Claudio Allocchio (GARR), 
- Giuseppe Barbieri (Università Ca’ Fosca-
ri Venezia), 
- Rosalba Belibani (Università degli Studi di 
Roma La Sapienza), 
- Laura Leone (GARR), 
- Marco Marletta (GARR), 
- Leonardo Merola (Università degli Studi di 
Napoli Federico II – INFN), 
- Laura Moltedo (CNR), 
- Francesco Palmieri (Università degli Studi 
di Napoli Federico II), 
- Joanne Maria Pini (Conservatorio di Musi-
ca G. Verdi di Milano), 
- Mario Reale (GARR), 
- Federica Tanlongo (GARR), 
- Sabrina Tomassini (GARR).
Hanno fatto parte dell’Advisory Committee:
- Rossella Caffo (ICCU), 
- Massimo Casciello (Ministero della Salute),
- Lidia Di Minco (Ministero della Salute), 
- Massimo Parovel (Conservatorio di Musica 
G. Tartini di Trieste), 
- Enzo Valente (GARR). 
Un ringraziamento particolare va infine al-
lo staff del Centro d’Ateneo per i Servizi In-
formativi (CSI) dell’Università degli Studi 
di Napoli Federico II che, insieme allo staff 
del GARR, ha curato l’organizzazione della 
Conferenza. 
Il Complesso Universitario di Monte Sant’Angelo (sede dell’evento) e il manifesto della Conferenza GARR_09
Conferenza GARR_09
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71. Introduzione ed avvertenza
Ho approfittato dell’occasione che GARR mi 
ha offerto invitandomi a questa Conferen-
za per poter esprimere in piena libertà alcune 
idee che ho maturato negli ultimi mesi. 
 Sono stato sollecitato da due istantanee 
che ho fotografato mentalmente in due mo-
menti assolutamente non correlati, ma che ho 
poi rielaborato in questo “elogio”, che sembra 
quanto di più lontano si possa immaginare dal 
mondo dell’amministrazione dei soldi pubbli-
ci e della ricerca. Quest’insieme di conside-
razioni che, spero, mostrerà una sua coerenza 
nonostante l’eterogeneità dei temi, vorrei pro-
porlo in forma di album di famiglia: una se-
quenza di ritratti, antichi e moderni, di perso-
ne vere.
Prima di procedere su questo terreno mina-
to, però, corre l’obbligo di iniziare con un’av-
vertenza, perché è sempre facile per noi, con-
vinti sostenitori del Genio Italico, privilegia-
re questo su qualunque attività faticosa e si-
stematica. Noi italiani ammiriamo il model-
lo “genio e sregolatezza”, meglio se accom-
pagnato da un pizzico di furbizia, incarnato 
ad esempio da Maradona, e lo preferiamo, per 
rimanere in ambito calcistico, alla figura del 
grande lavoratore, magari dai piedi meno buo-
ni, che si dà da fare altruisticamente per tutto 
il campo, come il mitico “Ringhio” Gattuso. 
Ricordiamo invece quello che diceva Thomas 
A. Edison: il genio è per 1% ispirazione e per 
il 99% sudore (perspiration in inglese). 
Elogio dello Sperpero, del Gioco e della Pigrizia
Joy Marino
Presidente MIX - Milan Internet Exchange
2. Perché un elogio
Ritornando ad Edison, uno dei punti di parten-
za di queste considerazioni riguarda proprio il 
“genio”, anche nella sua accezione più prosai-
ca di “innovazione”: che cosa occorre per in-
ventare, o anche solo per innovare, nella tec-
nologia, nell’industria, nella ricerca?
 La prima delle due istantanee a cui accen-
navo sopra nasce dall’incontro con un mana-
ger, anzi un manager della ricerca, il quale, 
di fronte all’illustrazione di un progetto com-
plicato, articolato e sicuramente innovativo, 
ma ancora vago nei suoi connotati, chiedeva 
“Dov’è il Master Plan?”
 Può essere comprensibile che chi ammini-
stra quattrini ed eroga finanziamenti si chie-
da come questi vengano impiegati; anch’io, in 
quanto amministratore di una società, seguo 
Fig. 1 Thomas A.Edison
8la preparazione del Piano Strategico aziendale 
e del budget annuale. Come ci hanno insegna-
to alle scuole di formazione manageriale, se 
si vuole costruire una cattedrale è importante 
che tutti condividano gli obiettivi e si sentano 
parte di un piano grandioso; però, se l’obietti-
vo non è la costruzione di una cattedrale? Op-
pure: se l’obiettivo non è ancora chiaro?
3. Elogio dello sperpero
L’idea di Master Plan nasce all’inizio del XX 
secolo, e ci riporta all’inventore di quei dia-
grammi (Henry Gantt) che ancora oggi tutti noi 
utilizziamo per pianificare ed ottimizzare pro-
getti complessi. Uno strumento utile e talvol-
ta indispensabile, specie se l’obiettivo è l’ot-
timizzazione delle risorse. Il termine “Master 
Plan” viene anche utilizzato (vedi Wikipedia) 
come riferimento al “Disegno Divino”, spesso 
dai sostenitori dell’ “Intelligent Design” che si 
contrappongono all’evoluzionismo. 
Però forse non 








sistema per la 
produzione di 
massa dell’era industriale di un secolo fa: si-
stema di produzione che mal si adatta a questa 
“Società dell’Informazione”.
 Noi viviamo in un mondo dove l’innovazio-
ne è uno degli elementi più importanti di com-
petizione, dove le idee, la conoscenza, il know-
how (ma anche il design, la moda, l’effimero) 
sono beni essenziali per il successo di un Pae-
se o di una azienda. In questo contesto, parla-
re prematuramente di Master Plan “sterilizza” 
la possibilità di seguire nuove strade, le qua-
li, essendo nuove, sono necessariamente a ri-
schio di fallire e quindi di sperperare risorse.
Questi concetti sono stati ben espressi da 
Clayton Christensen, che ne “The Innovator’s 
Dilemma” mostra come una grande azienda sia 
incapace di produrre “innovazione dirompen-
te”, perché ormai troppo focalizzata ad ottimiz-
zare il processo della produzione corrente.
 Innovare comporta cercare strade nuove, 
che inizialmente saranno necessariamente in 
salita, vuol dire prendersi dei rischi e, spesso, 
fallire. Con conseguente spreco di risorse. 
 Ogni fallimento è uno spreco di risorse, in-
tellettuali e materiali, ma è un processo inevi-
tabile e necessario per il progresso. Non a caso 
nel mondo delle idee - così come in quello delle 
imprese - vige il darwinismo assoluto: la com-
petizione, la sopravvivenza del più adatto e la 
ricerca di nuove opportunità o nicchie ecologi-
che. Da questa prospettiva, la Selezione Natu-
rale (Charles Darwin) appare come uno splen-
dido esempio 





In realtà è pro-
prio questo il 
modo con cui 




so di sperimentazione e selezione.
4. Elogio del gioco
Il passaggio dallo sperpero al gioco non è ov-
vio (se tralasciamo qualsiasi riferimento ai 
bon vivant da Belle Epoque). Parlando di ge-
nio, di invenzione, di innovazione, si scopre 
spesso che le motivazioni che guidano la per-
sona - appunto, “di genio” - non sono quelle 
dell’affermazione economica o sociale, quan-
to un certo atteggiamento giocoso nei con-
fronti della vita o il desiderio di risolvere pro-
blemi di per sé; quindi, da un punto di vista 
Fig. 2 Henry Gantt Fig. 3 Charles Darwin
9tayloristico, uno sperpero per 
la società intera.
 Ci sono esempi innume-
revoli (molti matematici ad 
esempio) ma, non volendo 
sconfinare dal campo che mi è 
più familiare, vorrei ricordare 
i due ricercatori del Bell Labs 
che proprio 50 anni fa con-
cepirono e realizzarono il sistema operativo 
UNIX: Dennis Ritchie e Ken Thompson. Gli 
ingredienti alla base di quella “invenzione” 
furono: a) un minicomputer PDP11 poco usa-
to, b) tanto tempo libero, c) il desiderio di ave-
re un ambiente informatico in cui “far girare” 
quei giochini che potevano usare solo su un 
terminale remoto del Multics del MIT. Ci so-
no tutti gli elementi-chiave di questo mio ra-
gionamento: sperpero (di risorse e di tempo), 
propensione al gioco ed un pizzico di pigrizia.
 Ricordo che negli stessi anni IBM subiva il 
suo primo “Titanic”: dopo due anni di lavoro 
di centinaia di programmatori il nuovo siste-
ma operativo per mainframe IBM360 veniva 
cancellato completamente senza mai arrivare 
in produzione. Ecco un esempio di grandioso 
MasterPlan! 
 D’altro canto, le idee che Ritchie e Thom-
pson distillarono dentro UNIX sono ancora 
vive ai nostri giorni, e diretti discendenti di 
quel software sono ovunque, dai server web di 
Internet fino all’iPhone. E, do-
po trent’anni, ecco che il mec-
canismo si ripete: uno studente 
finlandese, Linus Torvald, per 
gioco (“Just for Fun” è il tito-
lo del libro che poi scrisse), re-
alizza una versione di UNIX 
per personal computer. Nel gi-
ro di pochi anni LINUX diven-
ta il principale concorrente dei 
sistemi operativi di Microsoft.
5. Elogio della pigrizia
Molti anni fa (UNIX è stato un elemento si-
gnificativo nella mia forma-
zione tecnico-scientifica) cir-
colava la battuta che UNIX 
fosse stato sviluppato da pro-
grammatori pigri, per la estre-
ma sinteticità dei suoi coman-
di (ad esempio: “ed” anziché 
“edit”). Ed un fondamento di 
verità doveva esserci, dato che 
UNIX permetteva di automatizzare facilmen-
te tutti quei compiti ripetitivi che ogni utente 
di computer deve eseguire manualmente più 
e più volte.
 La “pigrizia” del programmatore, che pos-
siamo estendere a tutti quelli che hanno com-
piti ad alta componente creativa (così come 
ci viene richiesto sempre di più dalla Società 
dell’Informazione), è di tipo particolare: non è 
tanto un “dolce far niente”, quanto un aborrire 
e, se possibile, evitare tutte le attività ripetitive.
 Rimanendo sempre nel campo dell’infor-
matica, vorrei citare Larry Wall, un “gifted 
programmer”, un programmatore molto dota-
to, inventore di alcuni dei linguaggi più utiliz-
zati in rete, come PERL, a sua volta capostipi-
te di linguaggi di programmazione come PHP, 
Python, Ruby, ed altri. Le doti del program-
matore sono per lui:
- Laziness - La qualità per cui ti sforzi di ri-
durre il consumo di energia complessivo. Che 
ti fa scrivere programmi salva-tempo che ver-
ranno trovati utili e documen-
tare quello che scrivi in modo 
da non avere troppe domande 
a cui dover rispondere.
- Impatience - La rabbia che 
provi quando il calcolatore 
è lento. Questo ti fa scrivere 
programmi che non rispondo-
no semplicemente alle tue ne-
cessità, ma le prevengono. O 
almeno così sembra.
- Hubris - L’orgoglio smoda-
to, quel tipo di cosa per cui Giove ti può ful-
minare. Ma è anche la qualità che ti fa scrive-
Fig. 4 Dennis Ritchie e Ken Thompson
Fig. 5 Larry Wall
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re (e mantenere) programmi di cui non si po-
trà parlare male.
Questo tipo di “laziness”, di pigrizia, ha un 
valore positivo, produce idee, libera tempo 
per la creatività.
6. Conclusione
Devo ringraziare Consortium GARR per aver-
mi dato l’opportunità di conoscere ed apprez-
zare Bill Johnston, ricercatore del Lawrence 
Berkeley National Laboratory, che è stato Di-
rettore di ESnet, la rete di ricerca del Diparti-
mento dell’Energia degli Stati Uniti e che è da 
poco andato in pensione.
L’estate scorsa, conversando su GARR e sul-
le reti della ricerca in generale, Bill ha fat-
to un’osservazione che condivido appieno, e 
questa è la seconda istantanea da cui sono par-
tito per coagulare queste idee: “È una buona 
cosa che i giovani ricercatori siano esposti ad 
una abbondanza di risorse tecnologiche”. Si 
tratta di “essere esposti” (alle risorse), non di 
farne uso per finalità precise e predetermina-
te, e si tratta di “risorse in abbondanza”, pro-
babilmente in eccesso rispetto a quanto stret-
tamente necessario per raggiungere gli obiet-
tivi programmati.
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Il progetto ASTRA (Ancient instruments 
Sound/Timbre Reconstruction Application) 
[1] ha come scopo primario il recupero del 
patrimonio sonoro delle tradizioni musica-
li a partire dalla sintesi del modello fisico de-
gli strumenti, dunque la riproduzione del loro 
timbro, mediante l’utilizzo dell’infrastruttura 
Grid. Si tratta, in breve, di restituire all’uma-
nità pezzi della sua storia andata perduta, ri-
ottenendo i suoni di quegli strumenti che per 
il loro contesto, oltre all’ambiente nel quale 
si sono conservati, non sono in condizione di 
essere suonati direttamente. Questi strumenti, 
costruiti in materiale organico come il legno, 
canna, osso o altri deperibili, si ritrovano nor-
malmente in frammenti, avendo perduto par-
te della loro struttura originaria per diverse vi-
cende e ragioni. Ma ASTRA si occupa anche 
di strumenti che possono essere suonati diret-
tamente, con un metodo che punta anche a de-
finire nuove variabili attraverso l’analisi del-
la loro struttura e della loro geometria sono-
ra: ovvero studiare le caratteristiche acustiche 
degli strumenti musicali da una nuova pro-
spettiva, aggiungendo nuove forme di analisi 
a problemi complessi e finora poco indagati.
Ciò premesso, vediamo in che modo e perché 
l’utilizzo della tecnologia Grid è fondamenta-
le per la riuscita del progetto.
 La tecnica di sintesi del modello fisico ha 
ASTRA Project: 
un ponte fra Arte/Musica e Scienza/Tecnologia
Francesco De Mattia
Conservatorio di Musica “A. Boito” di Parma
Abstract. L’articolo illustra l’esperienza del progetto ASTRA, innovativo caso di utilizzo di risorse di Grid intercon-
nesse dalle reti della ricerca in campo umanistico. Grazie ad un algoritmo capace di riprodurre modelli fisici degli 
strumenti musicali, ASTRA è in grado di restituirci il suono di strumenti andati perduti, di cui ci sono rimasti sola-
mente frammenti, immagini e descrizioni. Gli strumenti ricostruiti possono essere suonati come qualsiasi strumento 
campionato, ad esempio attraverso una semplice tastiera MIDI. La ricerca si fonde quindi alla performance artistica: 
gli autori hanno infatti costituito uno speciale ensemble, Lost Sounds Orchestra, che è la prima formazione al mondo 
ad utilizzare strumenti antichi ricostruiti tramite ASTRA, restituendo al pubblico timbri e sonorità scomparse.
come scopo l’uso di una serie di equazioni e 
algoritmi che descrivono i materiali utilizza-
ti negli strumenti per generare una fonte fisi-
ca del suono. In altre parole, l’idea di base è di 
ricreare un modello dello strumento musicale 
e produrne il suono, simulando il suo compor-
tamento come sistema meccanico. Ciò por-
ta alla sintesi di un suono molto naturale, che 
riproduce correttamente la meccanica dello 
strumento. Quindi, un modello di strumento 
nell’ambito di ASTRA consiste in leggi della 
fisica che governano la produzione e l’evolu-
zione del suono, ed avrà vari parametri, alcu-
ni dei quali sono delle costanti che descrivo-
no i materiali fisici e le dimensioni dello stru-
mento, mentre altri sono funzioni dipendenti 
dal tempo, descritte dall’interazione dell’ese-
cutore con lo strumento, come colpire le cor-
de, o coprirne i fori con le dita. 
 La sintesi del modello fisico non è un con-
cetto nuovo nell’acustica, ma il suo uso pra-
tico è diventato fattibile soltanto di recente. 
Si tratta infatti di una tecnica molto intensi-
va dal punto di vista computazionale, perché 
i modelli complessi degli strumenti musicali 
sono risolti mediante l’integrazione di equa-
zioni differenziali. Per raggiungere la poten-
za computazionale necessaria e accelerare la 
ricostruzione del suono, pertanto, il proget-
to ASTRA si è spostato da un cluster di com-
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puter locali a risorse computazionali distri-
buite. I primi test sono stati condotti con suc-
cesso nell’ambito di GILDA [2] e poi su EU-
MEDGRID [3] mediante le reti della ricerca 
GÉANT [4] e EUMEDCONNECT [5]. Si può 
affermare che il progetto ASTRA è reso pos-
sibile solo dall’altissima affidabilità della re-
te GÉANT e delle reti nazionali della ricerca 
(NREN), dalle loro performance e dal nume-
ro di istituzioni di ricerca collegate. In questo 
progetto utilizziamo come input i dati archeo-
logici (per esempio reperti provenienti da sca-
vi, descrizioni scritte, dipinti su urne funera-
rie), così che la complessa tecnica di riprodu-
zione digitale del suono venga utilizzata per 
modellare le caratteristiche dello strumento 
sotto esame. Ne consegue un modello virtuale 
dello strumento antico, descritto come un al-
goritmo che genera la forma d’onda risultante. 
 Dal punto di vista dell’utilizzo, l’utente 
di ASTRA effettua il login attraverso la Grid 
User Interface; dopo essersi autenticato, è 
abilitato a lanciare l’algoritmo della ricostru-
zione, eseguendo ASTRA attraverso i proces-
sori che costituiscono l’infrastruttura EGEE 
[6]. Per assistere gli utenti, che si immagina 
essere costituiti principalmente da musicisti 
e ricercatori dell’area umanistica, è stata svi-
luppata una interfaccia web basata sul portale 
GENIUS [7]. L’interfaccia di GENIUS forni-
sce agli utenti finali uno strato trasparente e di 
astrazione per accedere ai servizi e risorse di-
stribuiti di una tipica infrastruttura a griglia.
 Nella figura 1 è rappresentato il flusso di 
lavoro di ASTRA: 
l’utente effettua il 
download dei cam-
pioni, che possono 
essere caricati in un 
sampler. ASTRA al 
momento gira su 
Kontakt della Native 
Instruments. 
 Da questo mo-
mento l’utente può 
suonare lo strumento ricostruito alla stregua 
di qualsiasi altro strumento campionato: pilo-
tandolo ad esempio da una MIDI keyboard o 
ricevendo l’input da strumenti tradizionali ai 
quali vengono applicati dei trigger, microfoni 
in grado di convertire l’input audio in output 
MIDI.
 L’epigonion è il primo strumento ricostru-
ito in ASTRA. Si tratta di un antico strumento 
a corde simile ad un’arpa o a un salterio mo-
derni. Fu inventato, o perlomeno introdotto in 
Grecia, da Epigonus di Ambracia, nell’Epiro, 
che fu il primo a suonare le corde con le dita, 
e non con un plettro. 
 Epigonus era un esecutore talentuoso e 
probabilmente portò lo strumento da Ales-
sandria. Lo suona-
va con le dita di en-
trambe le mani, non 
solo come accom-
pagnamento alla vo-
ce, cosa peraltro co-
mune in quel perio-
do, ma introducen-
do anche passaggi 
cromatici e un coro 





flusso di lavoro /4
Fig. 1 Flusso di lavoro di ASTRA
Fig. 2 Immagine 3D dell’epigonion
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probabilmente citharas, per 
accompagnarlo. Il tempo di 
computazione necessario per 
ricostruire l’epigonion è stato 
di circa 10 ore (reali, non teori-
che) contro le 2700 stimate su 
computer standard; sono stati 
generati per ogni nota 127 di-
versi campionamenti, relativi ai 127 livelli di 
intensità del protocollo MIDI. Inoltre l’esten-
sione è stata ampliata dalle originali 40 a 56 
note: 7112 campioni, per un totale di circa 20 
GBytes.
 Le figure 3, 4 e 5 raffigurano gli spettri di 
una nota La3 a 440 Hz suonata con tre diver-
se intensità crescenti. Nella figura 6 sono sta-
ti sovrapposti i tre spettri: si nota come il tim-
bro cambia a seconda dell’intensità del tocco, 
come nello strumento reale, per cui l’esecuto-
re può cambiare la dinamica rendendo l’ese-
cuzione molto naturale. Grazie a questa carat-
teristica, abbiamo verificato che gli strumenti 
ricostruiti in ASTRA si fondono perfettamen-
te con gli strumenti reali, soprattutto dell’are-
a barocca, anche se non disdegniamo la speri-
mentazione di nuove sonorità. A questo pro-
posito abbiamo costituito uno 
speciale ensemble, Lost Soun-
ds Orchestra [8], che è l’orche-
stra ufficiale di ASTRA Project. 
È la prima orchestra al mondo 
ad utilizzare strumenti antichi 
ricostruiti tramite la sintesi del 
modello fisico.
 L’esperienza di ASTRA vie-
ne trasferita a tutte le istituzioni 
che partecipano ad ACHALAI, 
(progetto cileno che in lingua 
quechua significa “che bel-
lo”) che vede coinvolte cin-
que Università cilene oltre al 
Museo Chileno de Arte Pre-
colombino, col supporto di 
REUNA, la rete accademica 
nazionale cilena. 
Questo progetto permette il recupero degli an-
tichi strumenti musicali preispanici della re-
gione andina. In questo modo musicisti ed e-
secutori di tutto il mondo potranno riscoprire 
questo singolare tesoro artistico, impiegando 
nuovamente timbri e strumenti spariti da or-
mai molto tempo. L’enorme lavoro editoria-
le sarà curato dalla sezione editing di ASTRA, 
e permetterà di avere in notazione moderna 
convenzionale tutti i brani che saranno recu-
perati tramite la ricerca in archeologia musi-
cale e archeomusicologia. Infine, è in fase di 
costituzione un gruppo di esperti per estende-
re i risultati del progetto anche agli altri pa-
esi dell’America Latina. Possiamo affermare 
che ASTRA ha dato un formidabile impulso 
alla costituzione in quel continente di un grup-
po di ricerca dedicato alle arti che utilizza la 
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Fig. 6 I tre spettri sovrapposti
Fig. 7 L’epigonion suonato durante un concerto della Lost Sounds Orchestra
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rete accademica quale vettore di scambio di 
informazioni.
 L’utilizzo di ASTRA in performances mu-
sicali in real-time implica il superamento di 
problematiche legate a latenze, routing dei 
flussi audio e digitale, riverberi, e comunque 
al setup in generale. Per questo, dall’inizio di 
settembre 2009 ASTRA Project ha ottenuto il 
sostegno logistico e il supporto tecnico di Gri-
sby Music, importatore per l’Italia di presti-
giosi marchi per l’audio professionale.
 Concludendo, in progetti di ricerca come 
ASTRA la rete ricopre davvero un ruolo fon-
damentale, quello di aprire spazi per lo svi-
luppo delle idee, attraverso lo sforzo congiun-
to, nella generazione e nella trasmissione del-
la conoscenza. La capacità di integrazione tra 
i gruppi di ricerca a livello mondiale, diven-
ta così anche garanzia di qualità ed efficienza 











Le immagini 3D dell’epigonion sono state re-
alizzate da Francesca Baghino e Fausto Ugoz-
zoli @ VisArc Studio, Parma.
Fig. 8 The Lost Sounds Orchestra in concerto
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neuGRID è un progetto triennale interamente 
finanziato dalla Comunità Europea nell’ambi-
to del 7° Programma Quadro. Il progetto pre-
vede lo sviluppo di un’infrastruttura digitale, 
basata sul sistema Grid, che permetterà alla 
comunità di neuroscienziati di poter avanzare 
nella ricerca scientifica per lo studio delle ma-
lattie neurodegenerative e, in particolar modo, 
nella malattia di Alzheimer. 
 neuGRID è un progetto che fonde al pro-
prio interno differenti campi di ricerca confe-
rendo all’infrastruttura una unicità indiscus-
sa nel campo delle neuroscienze. neuGRID, 
infatti, nasce dall’integrazione di competen-
ze nell’ambito delle innovative tecnologie di 
imaging strutturale, conoscenze in ambito di 
ricerca clinica e nell’ambito delle neuroscien-
ze, nonché un massiccio impiego di infrastrut-
ture computazionali ad alte prestazioni. 
 Oggigiorno l’esigenza di una potente in-
frastruttura a griglia in grado di fornire in bre-
ve tempo risultati quantitativi a neuroscien-
ziati e ricercatori è di primaria importanza. In-
fatti, nella malattia di Alzheimer, siamo or-
mai molto vicini a definire marcatori signifi-
cativi per il monitoraggio di questa forma di 
demenza e, in base alla definizione di marca-
neuGRID: l’infrastruttura a griglia per i 
neuroscienziati
Alberto Redolfi
IRCCS Centro S.Giovanni di Dio - Fatebenefratelli di Brescia
Consorzio neuGRID
Abstract. L’articolo presenta le applicazioni del progetto neuGRID nello studio delle malattie neurodegenerative, 
come la malattia di Alzheimer, grazie all’utilizzo dell’infrastruttura di Grid. 
Oggi infatti le comunità di neuroimaging si avvalgono sempre più di strumenti statistici e matematici per estrarre 
informazioni da immagini di tessuti biologici ed in poco tempo la crescente disponibilità di immagini e dati 
comporterà la necessità di aumentare le risorse. 
Il progetto neuGRID si propone di raccogliere e archiviare grandi quantità di dati di imaging e di analizzarle 
utilizzando un’infrastruttura di Grid distribuita capace di una enorme potenza di calcolo e di uno spazio di accumulo 
dati pressoché illimitato.
L’infrastruttura di Grid interconnetterà gli ospedali di tutta Europa e offrirà ai neuroscienziati e ai ricercatori le più 
avanzate tecnologie di comunicazione per superare la patologia di Alzheimer.
tori affidabili, potremo determinare l’effica-
cia di farmaci in grado di modificare il decor-
so della malattia. In aggiunta, i nuovi marca-
tori che verranno caratterizzati potranno poi 
supportare i neurologi anche in fase di diagno-
si della malattia, consentiranno di misurarne 
l’evoluzione, permetteranno di valutare l’ef-
ficacia di farmaci e trattamenti, consentiran-
no di migliorare ulteriormente la comprensio-
ne dei meccanismi di malattia e le funzioni ce-
rebrali compromesse. Un esempio innovativo 
di marcatore per la malattia di Alzheimer è lo 
spessore della corteccia cerebrale. Nel tempo, 
le variazioni di questa struttura possono forni-
re informazioni importanti per i neurologi. In 
tal senso, la piattaforma neuGRID mette a di-
sposizione dei ricercatori uno degli algoritmi 
più consistenti ed efficaci per la quantificazio-
ne dello spessore corticale. neuGRID, inoltre, 
fornisce una quantità di dati che non è mai sta-
ta disponibile in passato per effettuare studi 
significativi di efficacia. Oggi, invece, con più 
di 8000 scansioni di risonanza magnetica sarà 
possibile migliorare e raffinare maggiormente 
la comprensione di questi innovativi marcatori 
di malattia. neuGRID con il proprio portafoglio 
di algoritmi (basti citare FSL, MRIcron, Free-
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Surfer, MNI-BIC-CLASP) e pipeline (insiemi 
di elaborazioni eseguite da differenti software 
e/o algoritmi) renderà possibile tutto ciò che fi-
no ad una manciata di anni fa era impensabile. 
La necessità dell’impiego di griglie all’inter-
no del progetto neuGRID è giustificata dal fat-
to che le pipeline di analisi messe a punto da-
gli sviluppatori di algoritmi, dai bioinforma-
tici o anche dagli stessi ricercatori risultano 
essere molto onerose sia da un punto di vista 
computazionale che di gestione dei dati. Tipi-
camente, infatti, in questi tipi di analisi vengo-
no impiegate migliaia di immagini di risonan-
za magnetica cerebrale caratterizzata ognuna 
da una dimensione di 20-40 megabyte. 
 Appare evidente che l’obiettivo dell’infra-
struttura neuGRID è quello di cambiare radi-
calmente il paradigma con cui tipicamente i ri-
cercatori, nel campo delle neuroscienze, ope-
reranno nella ricerca di tutti i giorni. Ad oggi, 
per riuscire ad estrarre evidenze significative 
sui propri dataset di immagini, lo scenario ti-
pico è che un ricercatore faccia una copia di-
gitale dei propri dati e si rechi nei più grossi 
centri di analisi di neuroimaging (ad esempio 
il “LONI” presso l’Università della California 
a Los Angeles o presso il Montreal Neurologi-
cal Institute - MNI, in Canada). In questi cen-
tri, dotati dei più innovativi algoritmi di ana-
lisi e di specifiche infrastrutture, il ricercato-
re solitamente può imparare la metodica, per 
poi esportarla nel proprio centro di ricerca. A 
questo punto il ricercatore dovrà essere in gra-
do, quando possibile, di installare e allestire le 
procedure di analisi apprese all’estero anche 
presso i propri cluster di analisi. Come è evi-
dente, lo scenario sopradescritto può mostra-
re grosse limitazioni (ad esempio, incompati-
bilità di differenti infrastrutture, ottimizzazio-
ne dei processi d’analisi, ecc.). neuGRID, per 
contro, propone un approccio più lineare ed 
esattamente opposto a quello fino ad oggi uti-
lizzato. neuGRID infatti porta il laboratorio, 
le infrastrutture di calcolo, gli algoritmi e le 
pipeline di analisi direttamente a casa del ri-
cercatore. Ciò è reso possibile sfruttando un 
efficace portale web in grado di interfacciare 
facilmente l’utente finale all’infrastruttura di 
analisi neuGRID. 
 Da un punto di vista tecnico neuGRID 
propone una Service Oriented Architectu-
re (SOA) basata su middleware EGEE/gLite. 
L’architettura è caratterizzata da tre principali 
classi di servizi: 
- Servizi per l’utente finale. Questi sono servi-
zi specifici e solo parzialmente riutilizzabili 
in altri progetti simili a neuGRID (ad esem-
pio, Visualization Service e Image Analysis 
Service). 
- Servizi medici generici. Questi servizi po-
trebbero essere impiegati in altre applicazio-
ni di carattere medico (ad esempio, Medical 
Quering Service e Provenance Service).
- Servizi specifici per la griglia. Sono servi-
zi generici che potrebbero essere comple-
tamente riutilizzabili in qualsiasi altro pro-
getto in grado di utilizzare le infrastrutture 
a griglia (ad esempio, Computing Service e 
Storage Service). 
Come appare chiaro, la filosofia che sottende 
neuGRID è quella che abbraccia i principi di 
flessibilità, espandibilità e di riutilizzabilità: 
caratteristiche chiave per garantire il successo 
della piattaforma neuGRID anche in futuro. 
In aggiunta, neuGRID è caratterizzato da 
un’infrastruttura gerarchica composta da due 
livelli principali (livello 0 e livello 1). Il li-
vello 0 è il livello più alto della griglia. Que-
Fig. 1 Infrastruttura neuGRID
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sto ospita sia il centro di coordinamento del-
la griglia che quello che coordina e gestisce 
i dati custoditi in neuGRID. Il livello 1 è ca-
ratterizzato invece dai centri di calcolo veri e 
propri (IRCCS Fatebenfratelli, Karolinska In-
stitute, VU Medical Centre). In pratica, tutti 
gli utenti finali possono accedere alla poten-
za di calcolo del livello 1 utilizzando il por-
tale neuGRID (http://neugrid.healthgrid.org)e 
sfruttando la suite di applicativi messi a loro 
disposizione (fig.1).
 Ad oggi, l’infrastruttura neuGRID è attiva 
al 100%. In particolare, sia il livello 0 che il li-
vello 1 sono completamente configurati e fun-
zionanti e, conseguentemente, l’intera poten-
za di calcolo è usufruibile da parte dell’uten-
te finale. Entro la fine del 2010 saranno conclu-
si tutti i lavori di ottimizzazione dell’interfac-
cia e, successivamente, la griglia neuGRID sa-
rà pronta per essere testata e ulteriormente raf-
finata entro la fine del 2010. Infine, da un pun-
to di vista infrastrutturale neuGRID è connesso 
alla rete GARR e alla rete paneuropea GÉANT. 
 neuGRID consentirà di effettuare analisi in 
maniera semplice, efficiente ed efficace. Infat-
ti, una volta che i neuroscienziati e neuroricer-
catori ottengono il proprio certificato, possono 
accedere tramite il portale web di neuGRID ai 
servizi resi disponibili. A tal proposito, in neu-
GRID è stata adottata la tecnologia Web 2.0 
Ajax-based e il sistema di single sign-on, in 
modo tale da consentire all’utilizzatore finale 
di eseguire complesse analisi sfruttando la ra-
pidità e la potenza di calcolo della griglia. Tutto 
il sistema neuGRID è stato pensato integrando 
le più rigorose politiche di sicurezza e gli stan-
dard web più innovativi oggi utilizzabili. 
 Una volta acceduto al sistema, e prima di 
far correre e disegnare le proprie pipeline di 
analisi di immagini di pazienti affetti da pato-
logie cerebrali, il neuroscienziato può definire 
e selezionare la propria popolazione di studio 
e/o di riferimento. In neuGRID tutto ciò è re-
so possibile sfruttando un efficiente sistema di 
database distribuito chiamato LORIS. Questo 
sistema fornisce, infatti, la possibilità di effet-
tuare controlli di qualità preventivi sull’im-
magine che si andrà ad analizzare e consen-
te di formulare delle specifiche query per po-
ter interagire con l’intero archivio costituito 
da più di 8000 scansioni cerebrali. 
 Inoltre, trattando neuGRID dati sensibili, 
si è cercato di porre molta attenzione anche 
all’impiego e alla gestione di tali dati e delle 
relative informazioni ad essi associati. È im-
portante sottolineare che qualsiasi acquisizio-
ne cerebrale, prima di essere archiviata in LO-
RIS, subisce una opportuna anonimizzazione 
e una deturpazione delle caratteristiche bio-
metriche del volto al fine di garantire la priva-
cy di ogni soggetto archiviato nel sistema neu-
GRID (fig.2). 
 In seguito, l’utente, una volta autenticato-
si e scelto il campione di studio, potrà essere 
interessato a sottomettere le proprie analisi ai 
Computing Elements (CE) della griglia. neu-
GRID, per venire incontro alle esigenze di dif-
ferenti utenti finali, offre due diverse possibili-
tà per effettuare il processamento delle imma-
gini: utilizzare l’interfaccia a riga di coman-
do tramite un’opportuna shell (GSI-SSH), op-
pure, utilizzare una Graphical User Interfa-
ce (GUI) evitando la scrittura di qualsiasi ri-
ga di codice. Ciò risulta essere molto utile so-
Fig. 2 Pannello superiore: Portale neuGRID; 
Pannello inferiore sinistro: Loris Dataset; 
Pannello inferiore destro: Immagine anonimizzata.
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prattutto per utenti meno esperti. Nel primo ca-
so, tramite il web portal, è possibile invocare la 
GSI-SSH per poter accedere in maniera diretta 
alle pipeline di analisi già gridificate e ad algo-
ritmi opportunamente installati. Oppure, consi-
derato che i comandi gLite dell’ambiente Grid 
possono essere ostici da apprendere da parte 
dell’utente finale, in neuGRID è stata sviluppa-
ta un’apposita GUI che consente di sottomette-
re pipeline d’analisi gridificate e algoritmi sem-
plicemente con un click del mouse. 
 Recentemente, come prova di funziona-
mento e di verifica dell’infrastruttura neu-
GRID, è stata gridificata la pipeline CIVET, 
che consente di valutare l’atrofia del mantel-
lo corticale attorno al cervello (fig.3). Come ri-
cordato precedentemente, questo è considera-
to oggi un marcatore innovativo per la malat-
tia di Alzheimer. CIVET risultava essere molto 
adatto come test poiché l’analisi di una singo-
la scansione di risonanza magnetica impiega 7 
ore per essere completata usando un processo-
re standard. CIVET rappresenta infatti una pi-
peline molto intensa per la mole di dati genera-
ti facendo registrare un’esplosione di un fatto-
re pari a 10x se si considera l’output finale. In 
aggiunta, per essere opportunamente eseguito 
e gridificato, CIVET necessita della risoluzio-
ne di numerosissime dipendenze, pertanto tut-
te queste caratteristiche ne fanno un candidato 
ideale per creare un buon data challenge. 
 Al fine di rendere questo test di funzionali-
tà dell’infrastruttura neuGRID ancor più signi-
ficativo, sono state analizzate 6000 scansioni 
di risonanza magnetica nucleare ad alta inten-
sità raccolte analizzando, per più di 3 anni, 800 
soggetti (Soggetti normali, MCI e con Alzhei-
mer). È interessante sottolineare che l’esecu-
zione di questo “job” in griglia è durato 2 set-
timane anziché 5 anni, tempo che sarebbe sta-
to necessario se la medesima analisi fosse stata 
lanciata su un computer “mono-core”. Infine, 
a seguito di questa intensiva analisi, in output 
è stato generato un volume di dati pari a 1,5 
Terabyte, che è attualmente in fase di studio. 
Grazie a questa dimostrazione di forza, l’infra-
struttura neuGRID è risultata vincitrice del pre-
mio per il miglior evento dimostrativo durante 
la conferenza EGEE ‘09, tenutasi lo scorso set-
tembre a Barcellona. 
 In conclusione, al fine di offrire ai neuro-
ricercatori di tutto il mondo un’infrastruttu-
ra ottimale per migliorare lo studio di malattie 
ad alto impatto sociale come quella di Alzhei-
mer, neuGRID sta cercando di rafforzare mag-
giormente le proprie capacità di calcolo. Nuo-
ve collaborazioni sono state varate con infra-
strutture di analisi analoghe localizzate in Ca-
nada, come la piattaforma CBRAIN, o negli 
Stati Uniti, come la nota infrastruttura LONI.
 La volontà di neuGRID è quella di costitui-
re nei prossimi anni un’infrastruttura interna-
zionale caratterizzata da più di 6000 core e più 
di 200 Terabyte di spazio, offrendo ai ricerca-
tori e neuroscienziati la più grande, esaustiva e 
completa infrastruttura di analisi e di archivio 
dati disponibile. Inoltre, con neuGRID si po-
trà ridurre notevolmente la latenza nell’otte-
nimento dei risultati, incrementare la produt-
tività dei ricercatori e velocizzare il raggiun-
gimento di nuove conoscenze. Una volta con-
cluso, neuGRID offrirà un portafoglio consi-
stente di servizi utilizzabili da una vasta co-
munità rappresentata non solo da ricercatori e 
neurologi, ma anche da sviluppatori di algorit-
mi nel campo del brain imaging e, verosimil-
mente, anche dalle industrie farmaceutiche.
Fig. 3 Spessore corticale derivato tramite CIVET in neuGRID
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Uno dei problemi che sempre più frequente-
mente tormenta chi utilizza servizi informa-
tivi a pagamento su internet (banche dati, ri-
viste elettroniche, etc.) è la difficoltà a gesti-
re e ricordare un numero crescente di userna-
me e password. Non sempre la possibilità di 
essere riconosciuti in base all’indirizzo IP (In-
ternet Protocol) del proprio computer permet-
te di risolvere il problema legato all’autentica-
zione. Nel mondo delle biblioteche e dei cen-
tri di documentazione scientifica, per esem-
pio, ciò è evidente quando si accede ai portali 
degli editori (ad esempio, Elsevier, Thomson 
Reuters, British Medical Journal, Sage, Jama, 
etc.) o quando si utilizzano servizi come NIL-
DE (Network Inter-Library Document Ex-
change), NILDE-Utente1, Refworks2 o CLAS 
(Cilea Library Access Services)3: tutti servi-
zi ai quali sono associati differenti username e 
password che, per necessità di sicurezza lega-
te ai contratti sottoscritti con i singoli fornito-
ri di servizi, non possono essere ridotte ad una 
sola. Il problema può ovviamente ingigantirsi 
all’aumentare dei servizi e delle risorse a cui 
l’utente può accedere tramite autenticazione, 
creando non poche difficoltà per una gestione 
ed un utilizzo efficace ed efficiente delle pro-
prie credenziali.
L’accesso all’informazione scientifica online ed il 
sistema IDEM per l’autenticazione federata in rete
Moreno Curti
Fondazione IRCCS Policlinico San Matteo di Pavia
Coordinatore Bibliosan
Abstract. In questo articolo viene affrontato l’argomento dell’accesso all’informazione scientifica online tramite 
un’autenticazione ed autorizzazione basata su Shibboleth un sistema software open source. Attraverso una singola 
autenticazione (web single sign-on), il sistema permette all’utente di accedere ai servizi protetti situati sia all’interno 
della propria organizzazione sia in altre esterne che aderiscono ad una federazione con regole condivise. Per fare 
ciò, occorre realizzare una Infrastruttura di Autenticazione e Autorizzazione (AAI) che consenta di trasferire ad ogni 
singola organizzazione il compito di dare garanzie sulle identità e i diritti dei propri utenti. 
In particolare viene presentata l’esperienza di Bibliosan, la rete delle biblioteche degli enti di ricerca biomedici ita-
liani, che ha aderito ad IDEM, l’AAI federata della rete GARR.
In Internet si sta diffondendo la possibilità di 
accedere all’informazione attraverso un’au-
tenticazione ed autorizzazione unica (web sin-
gle sign-on) basata su Shibboleth, un sistema 
software open source che permette all’utente 
di accedere a servizi in rete protetti, situati sia 
all’interno della propria organizzazione che in 
altre esterne. L’utilizzo di Shibboleth compor-
ta l’adesione ad una federazione in cui sono 
applicate regole condivise per l’identificazio-
ne degli utenti e l’autorizzazione per l’acces-
so a risorse e servizi.
 Nel sistema Shibboleth, accanto agli uti-
lizzatori (Identity Provider) si pongono i for-
nitori di servizi (Service Provider) che, nel 
mondo dell’informazione scientifica, si stan-
no sempre più adeguando a questa nuova op-
portunità. Editori internazionali (quali Else-
vier, Thomson Reuters, WoltersKluwer, Bri-
tish Medical Journal), aggregatori di risor-
...................
1 Servizio in rete che permette agli utenti di un ente registrato 
di inviare alla propria biblioteca ogni richiesta necessaria per 
il recupero di documentazione scientifica (document delivery). 
2 Software web-based per la gestione bibliografica personale di 
documentazione scientifica.
3 Interfaccia web-based che consente di accedere da remo-
to alle risorse documentali in rete non altrimenti raggiungibi-
li dall’esterno della propria organizzazione in quanto il metodo 
di autenticazione è il solo riconoscimento IP.
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se (come Ebsco, Proquest), altri sistemi co-
me DSpace (open archives), Refworks, Goo-
gle Apps, NILDE, etc., hanno, infatti, inizia-
to a sviluppare ed offrire i propri servizi attra-
verso un accesso autenticato via Shibboleth. 
 In sostanza, Shibboleth cambia le modali-
tà di controllo degli accessi e trasferisce alle 
strutture di appartenenza degli utenti il com-
pito di dare garanzie sulla loro identità (auten-
ticazione) e sui loro diritti (autorizzazione), 
mediante la realizzazione di una Infrastruttura 
di Autenticazione ed Autorizzazione (AAI).
 In quest’ottica, in Italia, è stato realizzato 
il progetto IDEM (IDEntity Management fe-
derato per l’accesso ai servizi), il progetto pi-
lota proposto dal GARR ed ora diventato si-
stema, per la realizzazione dell’Infrastruttura 
di Autenticazione e Autorizzazione (AAI) fe-
derata. Questa AAI gestisce i processi di au-
tenticazione e autorizzazione fra un utente, la 
sua organizzazione d’origine e la risorsa cui 
vuole accedere ed utilizza Shibboleth qua-
le framework per instaurare relazioni basa-
te sulla fiducia all’interno della comunità dei 
partecipanti.
 Il Consortium GARR ha sottoscritto nel 
2005 una convenzione con il Ministero della 
Salute per collegare sulla propria rete tutti gli 
Istituti di Ricovero e Cura a Carattere Scien-
tifico (IRCCS). Bibliosan, in quanto rete delle 
Biblioteche di tutti gli Enti di Ricerca Biome-
dici Italiani che fanno capo al Ministero del-
la Salute e che comprende ad oggi 56 Enti (43 
IRCCS, 10 Istituti Zooprofilattici Sperimenta-
li, l’Istituto Superiore di Sanità, l’Istituto Su-
periore per la Prevenzione e la Sicurezza sul 
Lavoro - ISPESL e l’Agenzia Nazionale per i 
Servizi Sanitari Regionali - ANSSR), è stata 
coinvolta nel 2008 nel progetto IDEM per co-
noscerne le caratteristiche e riflettere sui po-
tenziali vantaggi derivabili dall’utilizzo dei 
servizi disponibili sulla rete GARR. 
 Attraverso una propria struttura organizza-
tiva, Bibliosan coordina le acquisizioni di ri-
sorse informative online ed offre alle bibliote-
che del sistema una serie di risorse e di servizi 
informativi a carattere scientifico che compren-
dono, tra l’altro, l’accesso ad oltre 5.000 riviste 
a pagamento disponibili via web, un software 
web-based per la gestione in rete della docu-
mentazione scientifica personale (RefWorks) e, 
sempre su web, un sistema di comunicazio-
ne tra gli utenti e le proprie biblioteche orien-
tato a semplificare ed accelerare il sistema di 
recupero di documentazione quando non di-
rettamente accessibile in rete (sistema NILDE 
e NILDE-Utente). Grazie a quest’ultimo sof-
tware web-based, l’utente può registrarsi on-
line presso la propria biblioteca e richiede-
re ad essa, dopo essersi ogni volta autentica-
to, quanto necessario per soddisfare il proprio 
bisogno documentale. I bibliotecari, a loro 
volta, grazie a NILDE, un software anch’es-
so web-based e a loro esclusivo uso, si inter-
facciano con le altre biblioteche del sistema e, 
dopo aver effettuato l’autenticazione, richie-
dono ad esse la documentazione necessaria ai 
propri utenti.
 Attualmente le statistiche relative ai servi-
zi offerti da Bibliosan hanno raggiunto numeri 
molto significativi, indicativi di quanto sia im-
portante facilitare l’accesso all’informazione 
scientifica dall’interno delle strutture di ricer-
ca: oltre 1,5 milioni di articoli scientifici sca-
ricati annualmente dai siti dei principali edi-
tori biomedici, oltre 2.000 NILDE-Utenti e 
CLAS-utenti, oltre 1.300 utenti di Refworks, 
oltre 50.000 articoli all’anno recuperati con il 
document delivery.
 In questo complesso sistema di servizi per 
la documentazione scientifica, soprattutto ora 
che gli utenti registrati sono diverse miglia-
ia e stanno ulteriormente aumentando, risul-
ta sempre più evidente il problema legato al-
la gestione degli account e degli accessi. È di-
ventato oneroso persino per gli utenti stes-
si gestire, memorizzare, usare e riutilizzare al 
momento giusto più password che, considera-
ta l’esplosione di Internet e dei servizi in es-
sa accessibili (banche, telefonia, servizi a pa-
21
gamento vari, etc.), stanno aumentando e sono 
di volta in volta richieste. Anche all’interno 
delle proprie strutture di ricerca, molto spes-
so, si presenta lo stesso problema, in partico-
lare quando è necessario autenticarsi per ac-
cedere a dati riservati e protetti di varia natura 
(dati sanitari, amministrativi, banche date, re-
gistri, etc.).
 La realizzazione di un sistema Bibliosan ba-
sato su Shibbo-
leth, che coinvol-
ge tutte le strut-
ture ad esso ade-
renti, permette-
rebbe di risolve-




de innanzitutto la 




sione di tutti gli 
Istituti alla Federazione IDEM del GARR.
 L’adesione a questo progetto e le prime 
sperimentazioni sono state possibili allla Fon-
dazione IRCCS Policlinico San Matteo di Pa-
via dove, per fatti contingenti, si è verificata 
una situazione favorevole: la creazione (in-
dispensabile per l’implementazione locale di 
Shibboleth) di un sistema centralizzato di sin-
gle sign-on, che permette ad un utente di au-
tenticarsi una sola volta e di accedere a tutte le 
risorse informatiche alle quali è abilitato sem-
plificando anche la definizione e la gestione 
delle password e delle politiche di sicurezza.
 Grazie alla collaborazione con CILEA 
(Consorzio Interuniversitario Lombardo per 
l’Elaborazione Automatica) e dopo aver ana-
lizzato e studiato il problema e le potenziali 
ricadute positive derivanti dall’implementa-
zione di Shibboleth, è stato installato presso 
il San Matteo un server di Identity Provider 
Fig. 1 Screenshot dal sito di Bibliosan
(Software IdP: Shibboleth versione 1.3 su Si-
stema Operativo Debian Etch; Frontend: Apa-
che2/Tomcat 5.5; Backend: sistema/servizio 
Active Directory) e sono stati condotti i pri-
mi test mediante collegamento con un Service 
Provider Shibboleth-compliant situato presso 
il CILEA stesso (CLAS - Cilea Library Ac-
cess Service).
 Dopo i risultati positivi ottenuti ed in segui-
to alla trasforma-
zione di IDEM 
da progetto a si-
stema, il Policli-
nico San Matteo 
di Pavia ha atti-





nendo così a tut-
te le strutture Bi-
bliosan interes-
sate, un modello 
funzionante e di 
riferimento (fig.1) per una loro futura imple-
mentazione.
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Conservazione attiva e restauro dei supporti 
fonografici: il progetto REVIVAL della 
Fondazione Arena di Verona
Sergio Canazza
Dipartimento di Ingegneria dell’Informazione, 
Università degli Studi di Padova
Abstract. L’articolo illustra in dettaglio il progetto di ricerca REVIVAL focalizzato sulla conservazione e sul restau-
ro dell’Archivio Audio Vicentini (Fondazione Arena, Verona). 
L’apertura di archivi e biblioteche ad un’ampia comunità telematica, resa disponibile dall’integrazione nella rete 
Internet, ha rappresentato un impulso fondamentale allo sviluppo culturale e didattico. Le difficili condizioni di agi-
bilità di molti archivi di documenti sonori e la loro dispersione sul territorio nazionale ne limitano pesantemente la 
consultazione rendendo onerosa la ricerca dei materiali. La realizzazione di un progetto di digitalizzazione dei docu-
menti audio può oggi consentire l’accesso in rete di questo patrimonio documentale, secondo una scelta di ingegneria 
culturale in linea con le grandi biblioteche europee e nordamericane.
Nel decreto legislativo n. 112 del 1998 (in at-
tuazione della legge n. 59 del 1997), al Tito-
lo IV (Servizi alla persona e alla comunità), 
Capo V (Beni e attività culturali), per la pri-
ma volta viene data una precisa definizione di 
“tutela dei beni culturali” (art. 148 “Definizio-
ni”, comma 1, lettera c): «ogni attività diretta 
a riconoscere, conservare e proteggere i beni 
culturali e ambientali». In questo senso, nel-
la tutela possono essere compresi, tra gli altri, 
i sistemi di protezione antincendio e antifurto 
nonché, com’è esplicitamente scritto, le ope-
razioni di conservazione. Quest’ultime consi-
stono nel complesso delle azioni, dirette e in-
dirette, volte a rallentare gli effetti della de-
gradazione causata dal tempo e dall’uso sulle 
componenti materiali dei beni culturali. 
 Nel campo dei dischi fonografici, la conser-
vazione si articola in passiva1 (difesa del sup-
porto dagli agenti ambientali, senza alterarne 
la struttura) e attiva (trasferimento dei dati nel 
dominio digitale, spesso nota, nella letteratu-
ra anglosassone come digital curation). Poi-
ché il disco è caratterizzato da un’aspettativa 
di vita relativamente bassa (se confrontata con 
quella di altri monumenti) la conservazione 
passiva risulta insufficiente. Inoltre, i dischi 
non hanno la possibilità di vicariare o rigene-
rare l’informazione perduta partendo dal se-
gnale audio: è quindi di fondamentale impor-
tanza trasferire nel dominio digitale (oltre al 
segnale audio) tutta l’informazione contestua-
le presente nel supporto. In questo senso, mol-
ti archivi inseriscono nella copia conservativa 
le riprese fotografiche (etichetta, supporto, al-
legati, corruttele) e video effettuate durante il 
trasferimento dall’analogico al digitale (A/D) 
del segnale audio (disco in rotazione). Questi 
documenti, infatti, offrono informazioni sulle 
alterazioni (intenzionali o meno) e sulle cor-
ruttele del supporto. Questi dati sono neces-
sari a fini archivistici, per studi musicologici e 
nelle operazioni di restauro audio [1], [2], [3].
Nel caso di archivi di medie/grandi dimensio-
...................
1 La conservazione passiva si suddivide a sua volta in indiret-
ta, che non comporta il coinvolgimento fisico del disco, e diret-
ta, nella quale il disco viene trattato, senza comunque alterarne 
struttura e composizione. Nella conservazione passiva indiret-
ta rientrano: la prevenzione ambientale (che si esplica attraver-
so il controllo dei parametri ambientali che sono, in ordine de-
crescente di pericolosità per i dischi: umidità relativa, tempera-
tura, inquinamento, luce), la formazione del personale addetto 
alla conservazione, l’educazione dell’utente. La conservazione 
passiva diretta comprende gli interventi di: realizzazione di cu-
stodie di protezione, spolveratura delle raccolte, disinfestazio-
ne degli archivi con gas inerti. 
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ni, è economicamente improponibile estrarre 
manualmente le informazioni di interesse dai 
filmati. Diventa quindi prezioso poter contare 
su strumenti in grado di individuare automa-
ticamente eventi di interesse presenti nelle ri-
prese fotografiche e nelle registrazioni video 
dei dischi fonografici.
 L’apertura di archivi e biblioteche ad 
un’ampia comunità telematica, resa disponi-
bile dall’integrazione nella rete Internet, rap-
presenta un impulso fondamentale allo svilup-
po culturale e didattico. Le difficili condizio-
ni di agibilità di molti archivi di musica con-
temporanea e la loro dispersione sul territorio 
nazionale ne limitano pesantemente la consul-
tazione, rendendo onerosa la ricerca dei ma-
teriali. La realizzazione di un progetto di di-
gitalizzazione dei documenti audio può oggi 
consentire l’accesso in rete di questo patrimo-
nio documentale, secondo una scelta di inge-
gneria culturale in linea con le grandi biblio-
teche europee e nordamericane. In questa se-
de si intende presentare il progetto di ricer-
ca “REstauro dell’archivio VIcentini di Vero-
na e sua accessibilità come Audio e-Library” 
(REVIVAL), focalizzato sulla conservazio-
ne e sul restauro dell’Archivio Audio Vicenti-
ni (Fondazione Arena, Verona). Questo archi-
vio possiede la potenzialità per attirare l’inte-
resse delle comunità scientifica e musicologi-
ca internazionali, grazie alle decine di miglia-
ia di documenti sonori in suo possesso, alcuni 
di grande rarità o addirittura unici al mondo. A 
fronte di questo grande potenziale, una recen-
te analisi ha evidenziato che una grande par-
te di documenti audio sono a rischio di scom-
parsa: questo provocherebbe un grave danno 
al patrimonio culturale esistente in Italia. 
 REVIVAL intende condurre azioni di con-
servazione (attiva e passiva) dei documenti 
sonori e di restauro del segnale audio nei do-
cumenti di maggior interesse commerciale e 
realizzerà una base di dati al fine di garantire 
l’accessibilità ai documenti restaurati e rende-
re a lungo termine il sistema auto-sostenibile.
 Oltre all’evidente impatto musicologico, 
il progetto sta sviluppando sinergie con isti-
tuzioni (pubbliche e private) locali, naziona-
li e internazionali, interessate a implementare 
su larga scala il programma di conservazione 
applicato all’Archivio Vicentini. Con la col-
laborazione della Fondazione Arena di Vero-
na e dell’Università di Verona e con il suppor-
to scientifico di Eye-Tech srl (Udine), il pro-
getto si propone di realizzare una piattaforma 
HW/SW finalizzata alla conservazione attiva, 
al restauro e all’accesso dei documenti sonori 
dell’Archivio Vicentini di Verona.
1. Conservazione attiva
Sistemi di Automatic text scanning e opti-
cal character recognition vengono largamen-
te usati nelle bibilioteche; diversamente da 
quanto accade per i testi, però, la conversione 
A/D del segnale audio inciso nei dischi fono-
grafici viene solitamente eseguita per mezzo 
di un processo invasivo. Esistono, tuttavia, la-
ser turntable in cui il tradizionale pickup è so-
stituito da un raggio laser. In questo modo, il 
supporto non viene fisicamente toccato duran-
te la lettura. Questi apparecchi soffrono però 
di alcuni svantaggi: 
- sono molto sensibili ai graffi nel suppor-
to e alle eventuali ondulazioni anomale del 
solco; 
- la capacità di riflessione della superficie del 
disco deve essere ottima; 
- sono vincolati all’informazione presente in 
un ridotto laser spot. 
L’autore ha applicato alcuni strumenti svilup-
pati nel campo della visione artificiale per sin-
tetizzare il segnale audio direttamente dall’im-
magine fonografica della superficie del disco 
[4], [5], [6], [7]. Questo approccio permette: 
- la conservazione di tutta l’informazione pre-
sente nel supporto; 
- una lettura completamente non invasiva; 
- la conservazione attiva di supporti le cui cor-
ruttele ne renderebbero impossibile una let-
tura tradizionale; 
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- l’avvio di un processo automatico e su larga 
scala di conservazione attiva da parte di ar-
chivi discografici. 
Il sistema HW/SW prototipato (Photos of 
GHOSTS: Photos of Grooves and HOles, Sup-
porting Tracks Separation) possiede le seguen-
ti caratteristiche:
- separa automaticamente le tracce presenti 
nel disco; 
- riduce al minimo l’intervento dell’utente;
- utilizza HW low-cost; 
- è robusto rispetto a polvere, graffi e ondula-
zioni anomale dei solchi; 
- applica una curva di equalizzazione, op-
portunamente scelta (in funzione della da-
ta di incisione del disco, dell’etichetta di-
scografica, ecc.) da una banca dati creata 
appositamente. 
Il sistema impiega uno scanner modificato af-
finché mantenga, durante la ripresa fotogra-
fica, un allineamento ottimale della lampa-
da rispetto al supporto (irradiamento della lu-
ce coassiale al disco) per tutti i solchi, senza 
utilizzare luce ultravioletta. Lo scanner usa-
to (HP ScanJet 4890 Photo) è impostato con 
una profondità di 8 bit (a livelli di grigio) e 
con una risoluzione di 4800 dpi, senza corre-
zione digitale.
2. Restauro
Sono stati progettati innovativi strumenti di 
restauro audio per le esigenze dell’Archivio 
Vicentini, apportando sensibili miglioramenti 
al filtro EMSR (Ephraim-Malah Suppression 
Rule), considerato uno dei riferimenti in que-
sto campo [2], [8], [9]. Tale metodo impiega 
un’analisi del segnale mediante la trasforma-
ta di Fourier a breve termine e può essere pen-
sato come un adattamento non stazionario del 
filtro di Wiener nel dominio della frequenza. 
Il guadagno dipende da due stime diverse del 
rapporto segnale/rumore (SNR): Ypost, che 
tiene conto dell’informazione del frame pre-
cedente, e Yprio, corrispondente al tradiziona-
le calcolo di SNR. Un parametro (α) controlla 
il bilanciamento tra l’informazione del frame 
corrente e quella del frame precedente. Trami-
te questo parametro si regola l’effetto di smo-
othing del filtro. Per evitare che, nel segnale 
restaurato, sia presente un disturbo costitui-
to da numerose pseudo-sinusoidi di frequen-
za casuale, che nascono e muoiono in rapida 
successione (rumore musicale), si è progetta-
to il filtro CMSR (Canazza-Mian Suppression 
Rule), basato su una stima di Yprio su un nu-
mero variabile di frames. Analisi condotte su 
casi reali hanno evidenziato la capacità del fil-
tro di ridurre i disturbi senza introdurre rumo-
re musicale. 
 La figura 1 mostra il guadagno di CMSR in 
relazione al comportamento di alcuni tra i fil-
tri più utilizzati nel campo del restauro audio: 
Filtro di Wiener, Power Subtraction, EMSR 
[2], [8].
3. Accesso
È stato definito un modello dei dati basato su 
XML e finalizzato alla catalogazione delle in-
formazioni contenute nei documenti audio.
 Per l’estrazione automatica dei metadati 
sono stati considerati strumenti sviluppati nel 
campo della computer vision. Per calcolare 
l’eccentricità del disco (che causa oscillazioni 
del pitch o distorsioni del suono) è stata sfrut-
tata la letteratura prodotta nel campo dei siste-
mi per il riconoscimento dell’iride (iris detec-
tion) [10]. In particolare, il sistema progetta-
Fig. 1 Guadagno introdotto dal filtro al variare del SNR d’in-
gresso (ascissa: SNR del segnale d’ingresso al filtro; ordinata: 
SNR d’uscita – SNR d’ingresso). Si può osservare il miglior 
comportamento di CMSR per tutti i rapporti SNR
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to utilizza l’operatore integrodifferenziale svi-
luppato per il rilevamento dei confini della pu-
pilla e dell’iride [11]. In questo contesto, vie-
ne utilizzato per estrarre i contorni del disco 
e quindi per rilevare la circonferenza del fo-
ro centrale. L’immagine statica viene acquisi-
ta garantendo il parallelismo tra il piano foca-
le e il disco. Il sistema calcola quindi il raggio, 
il centro del disco e la deviazione tra questo 
e il centro del foro. Per separare automatica-
mente le tracce viene invece usato un rileva-
tore a soglia sulla funzione intensità lumino-
sa, calcolata tra lo specchio e il margine ester-
no del disco fonografico. 
 Le deformazioni dei supporti fonografi-
ci (dischi sbilanciati) causano una sensibile 
variazione del pitch del segnale audio. Que-
sto è dovuto al movimento ondulatorio a cui 
è soggetto il braccio del giradischi. Poiché 
le caratteristiche del moto oscillatorio pos-
sono essere messe in relazione con la varia-
zione del pitch, esse costituiscono importan-
ti metadati utili al restauro del segnale au-
dio. In questo caso è stato utilizzato l’algo-
ritmo di features tracking comunemente no-
to come Lucas-Kanade tracker [12]. L’algo-
ritmo individua dei punti notevoli nell’im-
magine (features) che possono essere impie-
gati per confrontare due frame successivi e 
valutare gli spostamenti fra uno e l’altro. La 
tecnica, inizialmente concepita per l’allinea-
mento di immagini, viene utilizzata in que-
sto contesto nella sua implementazione co-
me features tracker, che è in grado di tenere 
traccia degli spostamenti delle features da un 
frame al successivo (fig.2). Questi dati ven-
gono memorizzati nella copia d’archivio per 
eventuali elaborazioni future (correzione del 
pitch sul segnale audio digitale).
4. Allegati multimediali 
File sonori e immagini generati con le meto-
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L’Istituto di Fisiologia Clinica del CNR ha 
sviluppato negli anni un sistema per la ge-
stione elettronica dei dati prodotti durante 
l’attività clinica. In accordo con il proces-
so di dematerializzazione, avviato in Italia 
già da qualche anno, è possibile velocizza-
re i processi clinico-amministrativi minimiz-
zando la produzione di documentazione car-
tacea (o di altri supporti analogici, ad esem-
pio lastre) con conseguenti benefici non solo 
economici. Tali vantaggi vengono però vani-
ficati nei casi in cui i documenti prodotti ri-
chiedano la conservazione, per un certo pe-
riodo di tempo, per fini fiscali e/o ammini-
strativi. Ad oggi, infatti, anche i documenti 
elettronici corredati di firma digitale possono 
perdere la loro validità legale nel tempo se 
non conservati secondo le regole dettate dal 
CNIPA e dai Ministeri competenti in mate-
ria. Le procedure per la conservazione di do-
cumenti elettronici, se implementate corret-
tamente, consentono altresì la conservazione 
di documenti analogici convertiti in forma-
to elettronico.
2. Obiettivi
La progettazione del sistema ha tenuto in con-
Progetto di un sistema per la conservazione a lungo 
termine e a norma di legge di documenti elettronici
Raffaele Conte1,2, Andrea Renieri2
1CNR, Istituto di Fisiologia Clinica, 2QualiMedLab s.r.l.
Abstract. Nell’articolo viene presentato il lavoro svolto dall’Istituto di Fisiologia Clinica del CNR per la progetta-
zione di un sistema di gestione elettronica dei dati prodotti durante l’attività clinica.
Per garantire una conservazione di lungo periodo e il rispetto dei termini di validità legale, è stato necessario utiliz-
zare strumenti e metodi di prevenzione nei confronti dell’invecchiamento dei supporti, dell’obsolescenza dei formati 
software e della scadenza delle firme digitali. Il sistema è stato progettato rispettando la normativa CNIPA e in con-
formità con lo standard ISO OAIS. Il risultato finale è stato la realizzazione di un sistema molto semplice dal punto 
di vista architetturale, modulare e flessibile in vista di un’esportazione verso altri enti. Particolare attenzione è stata 
posta agli strumenti di indicizzazione e all’utilizzo di software open source.
siderazione la necessità di predisporre me-
todiche utili al mantenimento, inalterato nel 
tempo, dei documenti conservati, al fine di 
prevenire l’obsolescenza dei supporti di me-
morizzazione, il superamento dei formati sof-
tware dei documenti e la scadenza delle fir-
me digitali. Inoltre, era necessario implemen-
tare strumenti di indicizzazione dei documen-
ti e funzioni per il reperimento e l’esibizione 
degli stessi nel tempo.
 Un requisito fondamentale riguardava 
inoltre la possibilità di erogare il servizio di 
conservazione non solo verso l’interno, ma 
anche verso soggetti esterni (ad esempio, le 
Aziende Sanitarie).
3. Strumenti e Metodi
Il sistema per l’archiviazione e la conserva-
zione dei documenti informatici è stato pro-
gettato tenendo conto della normativa CNIPA 
[2], [3] ed in conformità con lo standard ISO 
OAIS (Open Archive Information System) [4]. 
Tale standard è frutto di uno studio promosso 
dalla Consultative Committee for Space Da-
ta System che ha elaborato, nel 2002, un mo-
dello di sistema per la conservazione a lun-
go termine dei documenti. Tale modello, ap-
plicabile ad ogni tipologia di archivio, sia car-
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taceo sia elettronico, propone degli schemi or-
ganizzativi che facilitano la strutturazione del 
sistema e la gestione delle problematiche de-
rivanti dall’attività di archiviazione e conser-
vazione a lungo termine. Lo standard OAIS è 
stato preso in considerazione anche nei tavoli 
tecnici interministeriali [5] promossi dal CNI-
PA nel 2007 al fine di chiarire la normativa ri-
guardante la conservazione digitale. L’OAIS 
rappresenta sicuramente un trattato fonda-
mentale per quanto riguarda la conservazio-
ne di documenti in un sistema di archiviazio-
ne digitale, tanto da essere diventato standard 
(ISO 14721).
 Precedentemente alla fase di progettazio-
ne, è stato necessario sia uno studio dettaglia-
to dei possibili supporti di memorizzazione 
adatti allo scopo, sia una rendicontazione del-
le possibili tipologie di documento che pote-
vano afferire al sistema. In prima istanza, si è 
fatto riferimento a tipologie di documento di 
carattere principalmente clinico-sanitario, per 
cui si è deciso di far riferimento allo standard 
CDA (Clinical Document Architecture) defi-
nito dall’organizzazione HL7 [6]. In questo 
modo è stato possibile definire metadati ed at-
tributi, con denominazione, sintassi e seman-
tica già previste da tale standard.
 L’intera procedura di conservazione di un 
documento può essere scomposta nelle se-
guenti azioni:
1. ricezione del documento;
2. verifica dell’integrità del documento e 
della validità della firma associata;
3. indicizzazione del documento tramite i me-
tadati nel database degli indici;
4. inserimento del documento in un volume di 
conservazione ed inserimento della sua im-
pronta digitale (hash) in un file indice asso-
ciato al volume;
5. chiusura del volume, al suo completamento, 
mediante apposizione della firma digitale;
6. archiviazione del volume e dell’indice as-
sociato su un supporto di memorizzazione.
Un volume di conservazione è costituito da 
un insieme omogeneo “per qualche aspetto” 
di documenti acquisiti dal sistema. Il volume 
può trovarsi in diversi stati:
- in attesa di conservazione, ed in questo caso 
è idoneo ad accogliere ulteriori documenti; 
- chiuso, a seguito dell’operazione di estrazio-
ne ed inserimento degli hash nell’indice, fir-
mato e posto all’interno del volume stesso; 
- conservato, quando un volume chiuso vie-
ne trasferito sui supporti di memorizzazione.
Si è deciso di compilare l’indice utilizzando il 
formato XML e di inserire, per ogni documen-
to, oltre all’hash, anche i metadati e gli attri-
buti descrittivi dei documenti. In questo mo-
do il volume diventa completamente autocon-
sistente ed indipendente dal sistema di conser-
vazione che l’ha creato.
 Il sistema è stato progettato con l’obiet-
tivo di essere semplice e modulare. Tali ca-
ratteristiche sono da considerarsi essenziali 
per un sistema che deve garantire la conser-
vazione dei documenti a lungo termine. Esso 
non deve essere statico ed immutabile, ben-
sì deve potersi evolvere e riconfigurare nel 
tempo, senza essere mai stravolto nella sua 
struttura basilare. Al contrario, le architettu-
re proprietarie, oltre che costose, sono spesso 
“monolitiche” ovvero difficilmente in grado 
di evolvere o modificarsi, se non con aggior-
namenti forniti dagli stessi produttori. L’ar-
chitettura, basata sulla tecnologia dei web 
service, risulta flessibile potendo accoglie-
re e definire diversi blocchi architetturali in-
tegrando, quando opportuno, software open 
source esistente.
 Il sistema di conservazione si compone 





Il Modulo Mediatore ed il Modulo Archivio 
sono i gestori dell’archiviazione e della con-
servazione dei documenti. Il primo deve poter 
mettere a disposizione funzioni e metodi uti-
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li per l’interazione dei client 
con il sistema di conserva-
zione, in particolare per il 
passaggio dei documenti. Il 
sistema prevede che i client 
possano dialogare con il Mo-
dulo Mediatore per mezzo 
dei Moduli Interfaccia. Esi-
stono più Moduli Interfaccia 
(uno per ogni client) che dia-
logano da un lato con il si-
stema di gestione documentale dell’organiz-
zazione che invia i documenti, dall’altro con 
il Modulo Mediatore del sistema di conserva-
zione tramite protocollo SOAP (fig.2). Il Mo-
dulo Archivio è composto dagli strumenti di 
storage e dalla base di dati utile per l’indiciz-
zazione dei documenti.
 Il sistema riprende alcuni concetti proposti 
dal CNIPA nell’architettura SPCoop, per la co-
operazione tra pubbliche amministrazioni [7]. 
È stato realizzato un prototipo del sistema de-
scritto, dove il Modulo Mediatore è stato im-
plementato utilizzando il framework Axis2 
dell’Apache Software Foundation. Il Modulo 
Archivio fa uso di un disk array e nastri LTO 
(tecnologia valutata come la più adatta per la 
conservazione a lungo termine di documenti). 
Un Modulo Interfaccia di test è stato realiz-
zato in PHP e implementa un caso particolare 
per l’inserimento dei docu-
menti via web.
4. Risultati
Scopo del progetto è stato la 
realizzazione di un sistema, 
conforme alla legge italiana, 
per l’archiviazione e la con-
servazione a lungo termine di 
documenti elettronici. In fase 
di implementazione si è cer-
cato di integrare nel sistema, dove possibile, 
progetti open source già esistenti, dimostran-
do che un’architettura complessa può basarsi 
anche su software aperti. In particolare, alcu-
ne funzioni di verifica e controllo (raggiungi-
mento della soglia di chiusura dei volumi, ve-
rifica periodica dei supporti di memorizzazio-
ne, ecc.) sono state affidate al software Nagios. 
L’architettura è stata appositamente progetta-
ta per offrire i servizi a sistemi documentali di 
altre organizzazioni, con moduli esterni al si-
stema, implementati da terzi, ma capaci di in-
terfacciarsi ed utilizzare le funzionalità messe 
a disposizione dal servizio di conservazione.
 Fra i risultati ottenuti vi è la dimostrazio-
ne che il problema della conservazione a lun-
go termine di documenti elettronici, apparen-
temente complesso, può essere risolto trami-
te la realizzazione di un sistema che ha come 
sua caratteristica essenziale proprio la sempli-
cità architetturale, la quale ne diventa, al con-
trario, un requisito essenziale.
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Negli ultimi decenni, la rivoluzione digitale ha 
profondamente modificato le tradizionali me-
todologie di conservazione e diffusione del pa-
trimonio culturale. Lo sviluppo tecnologico di-
gitale ha migliorato notevolmente la qualità dei 
servizi di tutela e di condivisione offerti dalle 
biblioteche, dagli archivi e dai musei. In par-
ticolare, la pratica di digitalizzazione permette 
di sottrarre il materiale librario ai fenomeni di 
deterioramento dovuti alla manipolazione, for-
nisce una riproduzione soddisfacentemente fe-
dele dell’originale e garantisce la fruibilità dei 
contenuti. I problemi relativi alla conservazio-
ne riguardano, una volta digitalizzato, anche 
l’oggetto digitale di cui deve essere garantita 
la durata nel tempo. Inoltre, la digitalizzazio-
ne del patrimonio culturale attraverso la ripro-
duzione dei dati ne consente una diffusione ed 
una divulgazione su ampia scala.
2. Digitalizzazione e conservazione dei dati
La quantità di dati digitali prodotti dipende 
Digital libraries su Grid per preservare e 
diffondere il patrimonio umanistico
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Abstract. L’articolo descrive l’utilizzo delle Grid nella digitalizzazione del patrimonio letterario cartaceo. L’elevata 
qualità delle scansioni comporta, infatti, una dimensione considerevole degli archivi digitali. Le Data Grid offrono 
enormi capacità di storage, garantendo un luogo sicuro e ideale per la conservazione a lungo termine. I meccanismi 
di autenticazione e di autorizzazione di una Grid permettono di fornire un accesso controllato agli archivi per singoli 
utenti, gruppi o intere comunità. I servizi per i metadati, inoltre, consentono di organizzare i contenuti per effettuare 
ricerche efficienti. In questo articolo vengono presentati due esempi di digital library: gli archivi dei manoscritti dello 
scrittore Federico De Roberto e gli archivi del progetto “Civiltà Musicale Napoletana”. Un prototipo funzionante 
del repository di De Roberto è stato implementato su Grid usando gLibrary, un sistema sviluppato dalla Sezione di 
Catania dell’INFN sull’infrastruttura Grid siciliana del Consorzio COMETA.
dalla tipologia e dalla mole dei documenti e 
dal numero di postazioni di lavoro operative: 
un sistema di digitalizzazione che lavori in pa-
rallelo su più supporti può generare quotidia-
namente centinaia di Gigabyte. Queste note-
voli quantità di dati pongono il problema di 
una loro archiviazione e conservazione sicura. 
La conservazione e l’accesso alle informazio-
ni digitali sono garantiti da un sistema di sto-
rage affidabile e capace di prevenire qualun-
que tipo di perdita dei dati acquisiti. In parti-
colare, è necessario garantire la creazione di 
più copie dei dati digitali da archiviare prefe-
ribilmente su supporti conservati in luoghi di-
versi (immagazzinamento ridondante).
 La rapida evoluzione delle tecnologie in-
formatiche comporta un elevato grado di ob-
solescenza dei prodotti elettronici e pertanto 
bisogna trovare soluzioni capaci di garantire 
la conservazione del patrimonio culturale di-
gitalizzato e di permetterne l’accesso nel tem-
po. In particolare, i rischi riguardano l’“invec-
chiamento precoce” dei formati elettronici, la 
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transitorietà dei supporti fisici di archiviazio-
ne e la caducità dei dispositivi hardware. La 
finalità di diffusione e divulgazione è favorita 
da una fruizione immediata dei materiali cul-
turali digitali.
 L’elemento cardine di questo processo 
è un’interfaccia utente intuitiva ed “easy to 
use”, che garantisca un accesso semplice e 
rapido ai dati e consenta una ricerca efficace 
grazie a una serie di parole chiave ed un set di 
metadati standard, composti da informazioni 
sui documenti, integrate con i file.
3. Casi d’uso
Possono essere considerati due casi d’uso per 
dimostrare come le digital libraries su Grid 
possano garantire una duratura conservazione 
del patrimonio culturale umanistico: l’archi-
vio dei lavori dello scrittore siciliano Federico 
De Roberto (1861-1927), che raccoglie quasi 
8000 scansioni, e l’archivio musicale del pro-
getto Civiltà Musicale Napoletana, composto 
da più di 250.000 documenti digitali.
3.1 Il fondo Federico De Roberto
All’interno del fondo manoscritto di De Ro-
berto, custodito presso la Biblioteca della So-
cietà di Storia Patria per la Sicilia Orientale 
di Catania, sono conservati manoscritti, dat-
tiloscritti, bozze di stampa, articoli di giorna-
le, carteggi, carte geografiche, ritagli, appun-
ti e fotografie, per un totale di circa 10.000 
documenti.
 La maggior parte dei documenti sono di 
dimensioni variabili dal formato A5 a quello 
A3, insieme a do-
cumenti di formati 
particolari (7x7 cm, 
3x15cm ecc). Molti 
fogli hanno aggiun-
te e note laterali in-
collate a margine e 
ripiegate, che de-
terminano una di-
mensione totale di 
superficie superiore 
al formato A3. I documenti riportano numero-
si interventi di correzione, tagli al testo delle 
opere e segni di rimando.
 Oltre al set di metadati acquisito in forma 
automatica dal dispositivo di scansione (Ima-
geWidth, ImageHeight, XResolution, FileSize, 
CreationDate e ModifyDate), tutti i metadati 
sono stati inseriti attraverso la specifica XMP 
(eXtensible Metadata Platform), un formato 
di gestione di tipo XML nei software Adobe 
che rispetta lo standard Dublin Core. L’inse-
rimento è avvenuto in batch con l’ausilio del 
software Adobe Photoshop CS. 
 Il set di metadati comprende Document, 
Title, Author, Description, Description Wri-
ter, Keywords, Copyright Status e Copyright 
Notice. Le immagini esportate sono state la-
vorate fino alla creazione di file PDF in gra-
do di ordinarle e organizzarle in pagine, com-
primendole e ottimizzandole per la fruizione 
online.
3.2 Gli spartiti della Civiltà Musicale Napo-
letana
Gli spartiti della Civiltà Musicale Napoleta-
na sono stati progressivamente digitalizzati 
all’interno di un repository contenente ades-
so più di 250.000 documenti. Le partiture so-
no copie di esecuzione, attualmente archivia-
te presso le librerie musicali di tutto il mon-
do. La maggioranza di esse, oltre che in Italia, 
è conservata a Londra, Parigi, Dresda e San 
Pietroburgo.
 La digitalizzazione ha consentito di racco-
gliere in un unico archivio lavori, documen-
ti e manoscritti ap-
partenenti a diver-
se collezioni: la bi-
blioteca del Teso-
ro di San Gennaro, 
del Conservatorio 
di Napoli San Pie-
tro a Maiella, la li-
breria Gerolomini 
ed il Fondo Gusta-
vo Alfonso Noseda 
Fig. 1 Scansione di una Serenata inedita di Leonardo Leo per “violini, 
viola, canto e b.c.”
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del Conservatorio di Milano.
4. La Piattaforma gLibrary
gLibrary rappresenta una soluzione sicura ed 
efficace per conservare e condividere file attra-
verso un’infrastruttura Grid. È uno strumento 
flessibile che consente di gestire qualsiasi ti-
po di documento digitale, anche di grandi di-
mensioni. L’interfaccia di browsing, che trae 
ispirazione da iTunes di Apple, il software che 
consente di organizzare le librerie multimedia-
li di iPod/iPhone, è molto semplice da usare e 
consente un’agevole ricerca e download dei fi-
le desiderati, attraverso un front-end web in-
tuitivo ed interattivo, sempre accessibile. Gli 
utenti non devono preoccuparsi della comples-
sità del sistema Grid su cui si basa l’intera in-
frastruttura, fornendo un accesso trasparente 
agli storage Grid come se fosse un grande di-
sco virtuale.
 gLibrary consente di memorizzare, orga-
nizzare, cercare e recuperare digital asset in 
una piattaforma Grid: di conseguenza può es-
sere utile per diversi tipi di utenti che neces-
sitano di un metodo sicuro per conservare e 
condividere dati di qualsiasi tipo. Possono 
inoltre essere definiti permessi e autorizzazio-
ni per accedere alle librerie ospitate sul server, 
e quindi sugli asset stessi, al fine di concede-
re o restringere l’accesso a singoli o gruppi di 
utenti, sfruttando il sistema di autenticazione 
e autorizzazione offerto dal middleware Grid. 
I dati sono salvati su Grid e posso-
no essere criptati e replicati su di-
versi storage element, garantendo 
al contempo massima sicurezza ed 
alta disponibilità.
 Tutti gli asset organizzati in 
una libreria di gLibrary sono orga-
nizzati per tipo: un elenco di attri-
buti specifici per descrivere ogni 
tipo di risorsa che viene definita 
dal fornitore del repository. Questi 
attributi possono essere utilizzati 
da parte degli utenti per le opera-
zioni di ricerca. Inoltre possono essere defini-
ti dei sotto-tipi che specializzano uno esisten-
te. I file registrati in una libreria sono associa-
ti alla corretta tipologia durante il processo di 
registrazione/upload.
 I server di gLibrary possono ospitare più 
librerie, con diversi tipi di struttura gerarchica 
e accessibili da utenti diversi. Inoltre, i tipi e 
le relative voci sono visibili solo da utenti con 
privilegi appropriati. Gli asset possono anche 
essere organizzati in collection, che consento-
no di raggruppare elementi appartenenti a tipi 
diversi ma che hanno una qualche relazione.
 Ogni asset, tipo e collection possiede delle 
ACL (Access Control List) che ne restringono 
l’utilizzo, permettendo ai proprietari degli og-
getti digitali di concedere l’accesso a un’inte-
ra organizzazione virtuale, a gruppi di utenti o 
a un singolo utente. Gli utenti che non dispon-
gono delle corrette autorizzazioni, non sono 
in grado di visualizzare attraverso l’interfac-
cia di navigazione gli elementi ai quali è stata 
applicata la restrizione.
5. Il middleware Grid e gLibrary
gLibrary è costruito sui servizi del middlewa-
re gLite. Nato dallo sforzo di più di ottanta 
persone in dodici diversi centri di ricerca ac-
cademici e industriali, come parte del proget-
to EGEE, gLite fornisce un framework per il 
porting di applicazioni su Grid, che permet-
te di sfruttare in modo ottimale risorse etero-
Fig. 2 Esempio di un albero dei tipi e della relativa lista di attributi
34
genee di calcolo e di storage geograficamen-
te distribuite.
gLibrary, essendo un’applicazione data-
oriented, fa uso dei seguenti servizi di gLite:
- Storage Element (SE): forniscono un acces-
so uniforme alle risorse di archiviazione da-
ti. Possono dare accesso a dischi singoli, ar-
ray di dischi o siste-
mi di archiviazione 
su nastro;
- AMGA Metadata 
Catalog: archivia i 
metadati descriven-
do i contenuti dei fi-
le su Grid, permet-
tendo agli utenti una 
ricerca basata sulle 
loro descrizioni;
- LCG File Catalog 
(LFC): tiene traccia dei filename logici as-
sociandoli alle locazioni fisiche delle repli-
che di un file archiviato su uno o più Stora-
ge Element;
- Virtual Organization Membership Service 
(VOMS): un servizio che permette la defi-
nizione dettagliata dei privilegi e dei ruo-
li degli utenti, secondo entità astratte chia-
mate Virtual Organization, che raggruppano 
utenti, istituzioni e risorse all’interno dei lo-
ro rispettivi domini amministrativi;
- Information service: fornisce informazioni 
riguardo le risorse Grid e il loro status; in 
particolare è utilizzato per scoprire gli Sto-
rage Element disponibili per una data Vir-
tual Organization.
6. L’implementazione del De Roberto digital 
repository con gLibrary
Una volta portate a compimento le fasi vere e 
proprie di acquisizione, si è posto il problema 
di trovare un metodo per rendere disponibili 
online le immagini digitalizzate del fondo De 
Roberto, in modo da garantirne l’accesso se-
condo una predefinita strategia di fruizione. Si 
è ritenuto opportuno trovare un sistema in gra-
do di garantire la disponibilità continua in rete 
dei documenti e la consultazione da ogni par-
te del mondo attraverso un’interfaccia sempli-
ce e intuitiva.
La flessibilità e l’estensibilità offerti dall’in-
frastruttura Grid e da gLibrary hanno consen-
tito una perfetta integrazione nell’archiviazio-
ne e nella cataloga-
zione in rete dei ma-
noscritti digitalizzati 
del fondo.
Adottando le risorse 
Grid offerte dal Con-
sorzio COMETA, è 
stato così realizzato 
il De Roberto digital 
repository (DRdr), di 
cui è disponibile una 
versione beta all’indi-
rizzo: https://glibrary.ct.infn.it. 
 Attraverso l’interfaccia per l’upload di 
gLibrary, che consente di selezionare file mul-
tipli, le immagini digitali ad altissima risolu-
zione dei manoscritti ed i file PDF a bassa ri-
soluzione, sono stati caricati in automatico su-
gli Storage Element dell’infrastruttura Grid di 
COMETA.
Durante il processo di upload sono stati estrat-
ti automaticamente i metadati già inseriti 
nell’header delle scansioni, salvandoli sul ser-
ver per i metadati AMGA.
 Non appena l’utente effettua il login dalla 
homepage di gLibrary, utilizzando il suo cer-
tificato personale di tipo X.509, gli è imme-
diatamente possibile interagire con l’interfac-
cia di navigazione. Il De Roberto digital repo-
sitory consente una ricerca agevole tra gli as-
set rappresentati dai manoscritti digitalizzati: 
i contenuti sono organizzati per caratteristiche 
fisiche e semantiche attraverso la definizione 
di tipi e categorie e i risultati sono filtrati attra-
verso la selezione di uno o più attributi a scel-
ta da liste predefinite.
 I filtri, definiti per ogni tipo, si dividono 
in: DocumentGenre, il genere a cui appar-
Fig. 3 Esempio di navigazione attraverso l’utilizzo dei fitri per 
la ricerca del dattiloscritto Il Rifugio di Federico De Roberto
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tiene l’opera (novella, saggio, tragedia liri-
ca ecc); Title, il tito-
lo dell’opera; FileT-
ype, il formato del fi-




il tipo di documen-
to (manoscritto, dat-




ne (pubblicato, inedito ecc.); PublicationYe-
ar, l’anno di pubblicazione; Publisher, il no-
me dell’editore; Location, l’ubicazione fisica 
del documento all’interno del fondo, rappre-
sentato dal numero della busta entro il quale è 
contenuto.
La selezione dei filtri, realizzata a cascata, 
permette all’utente di muoversi agevolmente 
attraverso il processo di ricerca. La selezione 
del valore di un filtro influenza dinamicamen-
te la lista dei valori dei filtri successivi, con-
sentendo di raggiungere rapidamente e in ma-
niera razionale il risultato della ricerca.
 Consideriamo qualche esempio nell’uti-
lizzo dei filtri per raggiungere un documento 
specifico o una serie di documenti.
 Primo esempio. Uno studioso può avere 
bisogno di cercare, tra i documenti digitaliz-
zati del fondo De Roberto, tutte le bozze di 
stampa dell’anno 1919. In questo caso, sele-
zionerà dall’albero dei tipi disponibili “Scan-
ned Documents”, poi “testi a stampa”. La se-
lezione del filtro “PublicationYear”, con il re-
lativo valore “1919” tra gli anni disponibili, 
produrrà come risultato l’elenco di tutti do-
cumenti che soddisfano queste caratteristi-
che. La ricerca può essere ulteriormente af-
finata selezionando l’ulteriore filtro “Publi-
sher”, che consentirà di visualizzare le bozze 
di stampa pubblicate per editore.
 Secondo esempio. Un linguista può aver 
bisogno di intraprendere lo studio e l’analisi 
delle varianti d’au-
tore dell’“Erman-
no Raeli” di Federi-
co De Roberto. Do-
vrà cercare in que-
sto caso tutte le ver-
sioni disponibili, dal 
manoscritto all’ope-
ra edita. Attraver-
so la selezione della 
voce “Scanned Do-
cuments”, tra i tipi 
e l’impostazione del 
filtro “Title” con il relativo valore “Erman-
no Raeli” tra i titoli delle opere disponibili, 
sarà in grado di visualizzare l’elenco dei ma-
noscritti e di tutte le successive versioni del-
le bozze di stampa, con le relative modifiche 
e correzioni, dell’opera presa in considerazio-
ne, ordinabili per anno.
 Il sistema, così organizzato, consente di 
effettuare ricerche su tutte le informazio-
ni a livello contenutistico, ma anche di cer-
care dettagli sulla conservazione fisica dei 
documenti.
 È possibile ottenere risultati anche sul-
la qualità delle scansioni e sui formati fisici 
dei documenti e a una serie dettagliata di in-
formazioni aggiuntive attraverso un sempli-
ce click sul singolo risultato, che consente di 
visualizzare, attraverso una finestra pop-up, 
i metadati associati ai singoli file, inseriti in 
fase di digitalizzazione.
 Il download del documento desiderato 
può essere avviato cliccando su uno dei link 
disponibili rappresentati all’interno della li-
sta delle repliche. L’archiviazione attraverso 
gli Storage Element della piattaforma Grid 
garantisce la custodia dei dati, attraverso la 
conservazione di copie molteplici dislocate 
su server in locazioni geografiche differen-
ti, e la sicurezza nella conservazione, grazie 
all’affidabilità dei sistemi di storage e l’ar-
chiviazione ridondante.
Fig. 4 Prima pagina del manoscritto di appunti per la stesura del ro-
manzo I Viceré di Federico De Roberto
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7. Conclusioni
Con l’implementazione e lo sviluppo del De 
Roberto digital repository su una infrastrut-
tura Grid attraverso la piattaforma gLibra-
ry è stato possibile dimostrare come le scien-
ze umanistiche possano sfruttare le nuove tec-
nologie per la conservazione e la disponibilità 
immediata dei contenuti, che non necessita di 
alcuna conoscenza tecnica specifica.
 La salvaguardia del patrimonio cultura-
le può essere garantita attraverso l’attività di 
digitalizzazione degli oggetti culturali, men-
tre l’accesso ai documenti da parte della co-
munità umanistica è reso possibile grazie a 
gLibrary e all’infrastruttura Grid. È un esem-
pio di come le Scienze Umanistiche, dotando-
si di strumenti estremamente avanzati in gra-
do di potenziare i propri ambiti di ricerca, pos-
sano aprirsi a collaborazioni interdisciplinari 
che, come questa esperienza dimostra, posso-
no produrre risultati sorprendenti.
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La disponibilità di riferimenti stabili e certi-
ficati per le risorse su internet è fondamenta-
le per le applicazioni di digital library, non so-
lo per identificare dette risorse in modo affi-
dabile, ma anche per garantirne l’accessibili-
tà nel tempo. Iniziative di livello internaziona-
le, quali l’European Digital Library [1] ed Eu-
ropeana [2], dimostrano l’importanza di que-
sti temi.
 Una possibile soluzione è quella di asso-
ciare ad ogni risorsa digitale di interesse un 
Identificatore Persistente (Persistent Identi-
fier, PI) in grado di certificare la sua auten-
ticità e assicurarne l’accessibilità nel lungo 
periodo.
 Attualmente sono disponibili alcune so-
luzioni sia a livello di standard per la defini-
zione degli identificatori che di tecnologie per 
l’implementazione della infrastruttura di ge-
stione [24], ma lo scenario presente mostra 
che non è verosimile imporre una sola tecno-
logia o un solo registro per tutte le risorse in-
formative e documentarie diffuse via web. Le 
modalità identificative e la granularità di dette 
risorse cambiano a seconda delle finalità del-
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le diverse comunità di produttori, gestori ed 
utilizzatori.1
 Esempi di tali soluzioni sono l’Handle 
System [12], [26], [27], Il Document Object 
Identifier (DOI) [11], l’Archival Resource 
Key (ARK) [10], il Persistent URL (PURL) 
[13] ed il Library of Congress Control Num-
ber (LCCN) [14]. Per maggiori dettagli si ve-
da [29].
 Nell’ambito delle biblioteche è stato defi-
nito il National Bibliography Number (NBN-
RFC 3188), basato sullo standard URN (RFC 
2141) e correntemente promosso dalla Con-
ference of European National Librarians 
(CENL). Il formato di questi identificativi 
prevede che l’insieme delle risorse digitali sia 
suddiviso in domini gerarchicamente ordina-
ti, facenti riferimento, a livello internazionale, 
ad unico registro mantenuto dalla Library of 
Congress. Ogni Stato è responsabile dell’im-
...................
1 Da diversi anni, queste comunità hanno avvertito l’esigenza 
di realizzare un internet governance ed un’infrastruttura tecno-
logica in grado di assicurare una reale ed effettiva interopera-
bilità tra i diversi sistemi di produzione, gestione, identificazio-
ne e certificazione delle risorse informative, che consenta una 
condivisione consapevole delle stesse risorse ed un’integrazio-
ne razionale dei relativi servizi.
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plementazione del proprio registro e del pro-
prio servizio di risoluzione nazionale. Al ver-
tice di ogni sistema nazionale c’è il rispettivo 
top level domain (NBN:IT per l’Italia), gesti-
to dalla relativa biblioteca nazionale. Ciascun 
dominio nazionale è a sua volta suddiviso in 
sotto-domini, sull’esempio del sistema DNS. 
Ciascun identificativo NBN relativo ad una 
particolare risorsa è composto dal nome del 
dominio di appartenenza seguito da un codi-
ce alfanumerico, il cui formato è stabilito dal-
le policy dei singoli sistemi nazionali.
 Esula dagli scopi del presente articolo una 
discussione dettagliata sulle motivazioni per 
le quali chi scrive ritiene che NBN sia una va-
lida soluzione per la realizzazione di un’infra-
struttura internazionale di gestione di identifi-
cativi persistenti. È sufficiente dire in questa 
sede che esso costituisce uno standard aperto, 
utilizzabile gratuitamente da qualunque orga-
nizzazione, e supporta la distribuzione delle 
responsabilità, consentendo a ciascun sogget-
to partecipante di mantenere il controllo com-
pleto sull’assegnazione degli identificativi al-
le proprie risorse.
2. L’iniziativa NBN in Italia
Il progetto per lo sviluppo di un registro/re-
solver NBN italiano è iniziato nel 2007 come 
collaborazione tra Fondazione Rinascimen-
to Digitale, la Biblioteca Nazionale Centra-
le di Firenze, l’Università degli Studi di Mi-
lano ed il Consorzio Interuniversitario Lom-
bardo per l’Elaborazione Automatica (CI-
LEA). Dopo un anno è stato rilasciato un pri-
mo prototipo con lo scopo di dimostrare la 
validità dell’approccio gerarchico. Il proto-
tipo utilizzava alcune funzionalità di DSpa-
ce ed Arc ed esponeva all’utente un’interfac-
cia web molto essenziale, basata su PHP. La 
gerarchia dei domini era limitata ad un mas-
simo di due livelli.
 La seconda ed attuale fase dell’iniziativa 
NBN italiana è basata su una partnership di-
versa, che coinvolge il Consiglio Nazionale 
delle Ricerche (CNR), la Biblioteca Naziona-
le Centrale di Firenze, la Biblioteca Naziona-
le Centrale di Roma, l’Istituto Centrale per il 
Catalogo Unico (ICCU), la Fondazione Rina-
scimento Digitale, l’Università degli Studi di 
Milano e l’Agenzia Spaziale Italiana (ASI). 
Tali soggetti hanno costituito un organo di go-
verno per il coordinamento delle attività di 
sperimentazione e la definizione delle policy.
 All’inizio del 2009 è stato rilasciato il sof-
tware jNBN, sviluppato dal Consiglio Nazio-
nale delle Ricerche con il contributo di Fon-
dazione Rinascimento Digitale e basato sul 
Framework JADA di proprietà del CNR. Ta-
le software, realizzato su piattaforma Java En-
terprise, ha eliminato la necessità di utilizzare 
DSpace ed Arc, ha introdotto nuove funziona-
lità ed ha rimosso il limite dei due livelli.
Per ulteriori informazioni sull’iniziativa ita-
liana si veda [29].
3. Il software jNBN
Nella presente sezione si forniscono alcune 
informazioni sul software jNBN, rilasciato 
sotto licenza EUPL2.
3.1 Componenti architetturali
Il sistema prevede un’organizzazione ad albe-
ro dei nodi che gestiscono i diversi sotto-do-
mini. Tali nodi possono essere di tre tipi:
- Central node: è il nodo radice della gerar-
Fig. 1 Architettura gerarchica-distribuita
...................
2 La European Union Public License è un tipo di licenza open 
source definito dall’Unione Europea e compatibile con la Ge-
neral Public License.
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chia e corrisponde al dominio di più alto li-
vello. Interroga periodicamente i nodi di se-
condo livello e conserva le associazioni tra 
tutti gli NBN generati all’interno dell’infra-
struttura e le corrispondenti risorse digitali. 
Ha il compito di verificare l’unicità e la con-
formità dei Persistent Identifier alla policy 
generale. I nodi di secondo livello si regi-
strano presso il nodo centrale.
- Inner Node: sono nodi intermedi che non si 
trovano né al vertice della gerarchia né alla 
sua base. Gestiscono sotto-domini che ag-
gregano, a livello nazionale, le risorse di-
gitali relative a specifici macro-ambiti (es. 
Università e Ricerca, Beni Culturali, Mul-
timedia, etc.). Non raccolgono quindi meta-
dati direttamente dai repository ma soltanto 
da nodi di livello immediatamente inferiore. 
Limitatamente ai rispettivi sotto-domini, ef-
fettuano controlli di unicità ed aderenza alle 
policy locali. Queste ultime includono tutti i 
vincoli definiti per il dominio di livello im-
mediatamente superiore e ne possono defi-
nire di ulteriori.
- Leaf node: sono responsabili dei domini di 
più basso livello associati alle organizzazio-
ni che gestiscono le digital libraries. Sono 
gli unici nodi che eseguono l’harvesting dai 
repository sotto il loro controllo ed assegna-
no identificativi NBN.
Tutti i tipi di nodo presentano un’interfaccia 
web e sono in grado di risolvere, direttamen-
te o indirettamente, identificativi appartenen-
ti a qualsiasi sotto-dominio. In particolare, se 
l’identificativo appartiene al sotto-dominio 
associato al nodo contattato, questo effettua 
una ricerca nelle proprie tabelle e fornisce la 
risposta. In caso contrario, effettua il parsing 
dell’identificativo, individua il leaf node com-
petente e, se ne conosce l’indirizzo, gli inoltra 
la richiesta tramite un particolare web service. 
Se il leaf node interrogato è attivo, fornisce la 
risposta, che viene poi rigirata all’utente. In 
caso contrario, il nodo contattato dall’utente 
risale la gerarchia fino a che non individua un 
nodo attivo in grado di rispondere. Al momen-
to attuale sono gli amministratori dei singo-
li nodi a gestire manualmente le informazioni 
relative agli altri nodi della rete.
3.2 Tecnologie e strumenti
Il software jNBN è basato sulla piattaforma 
Java Enterprise Edition. Per la sua realizza-
zione è stato utilizzato il framework per lo 
sviluppo rapido di applicazioni denomina-
to JADA. Tale framework, realizzato com-
pletamente dal Consiglio Nazionale delle Ri-
cerche, permette di generare automaticamen-
te i principali elementi architetturali di un’ap-
plicazione Java Enterprise sulla base di confi-
gurazioni impostate dallo sviluppatore. Que-
ste configurazioni possono essere specifica-
te o all’interno del codice sorgente (sotto for-
ma di particolari annotazioni) o in appositi fi-
le XML.
 Per la parte di presentazione è stato uti-
lizzato zKoss, un framework che semplifica 
l’utilizzo delle primitive messe a disposizio-
ne da Ajax, consentendo di creare rapidamen-
te interfacce web avanzate. L’harvesting dei 
metadati viene eseguito mediante il protocol-
lo OAI-PMH.
 Il database di default è Postgres, ma è pos-
sibile utilizzare anche altri DBMS. Il pacchet-
to di installazione automatica include un ap-
plication server JBoss, ma nulla vieta di ef-
fettuare il deployment dell’applicazione su un 
qualunque application server JEE-compliant.
L’infrastruttura di Software Configuration and 
Change Management utilizzata per gestire il 
processo di sviluppo include un sotto-sistema 
di versioning basato su Subversion ed un sotto-
sistema di change tracking basato su Bugzilla.
3.3 Caratteristiche funzionali
Allo stato attuale jNBN prevede quattro pro-
fili utente:
- amministratore: svolge compiti di gestione 
applicativa quali la creazione delle utenze, 
la pianificazione delle operazioni di harve-
sting e l’inserimento di informazioni relati-
ve ad altri nodi;
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- operatore: gestisce le operazioni di creazio-
ne/assegnazione degli identificativi persi-
stenti;
- utente: interroga il registro fornendo come 
input nomi NBN e, ottenendo dal sistema il 
riferimento alle corrispondenti risorse digi-
tali o ai relativi metadati, accede ad una vista 
categorizzata delle risorse digitali.
Le funzionalità implementate sono le seguenti:
- recupero di contenuti e metadati: fornendo 
come input un identificativo NBN, l’utente 
può scegliere di ottenere o la corrispondente 
risorsa digitale o i metadati ad essa associati;
- risoluzione di tutti gli identificativi da parte 
di qualunque nodo della rete: come specifi-
cato precedentemente, ogni nodo della rete 
è in grado di risolvere qualunque identifica-
tivo NBN, anche quelli non appartenenti al 
proprio sotto-dominio di competenza;
- pianificazione delle operazioni di harve-
sting: l’amministratore del nodo può impo-
stare un numero arbitrario di operazioni di 
harvesting temporizzate per recuperare me-
tadati ad intervalli regolari o dalle digital li-
brary (nel caso di leaf node) o dai nodi di li-
vello inferiore (nel caso di inner node e cen-
tral node);
- assegnazione dei nomi NBN: gli operatori 
dei leaf node verificano periodicamente la 
presenza di nuove risorse digitali e gestisco-
no l’assegnazione degli identificativi;
- controllo dei duplicati: ciascun nodo veri-
fica che all’interno del proprio dominio di 
competenza non esistano risorse identiche 
con diversi identificativi; allo stato attuale 
ciò viene fatto mediante il confronto di codi-
ci hash MD5 calcolati a partire dal contenu-
to delle risorse.
Gli schemi di metadati supportati al momento 
sono Dublin Core (eventualmente codificato 
tramite Mets) ed MPEG-21 Digital Item De-
claration Language (DIDL).
4. Il testbed italiano: struttura e primi 
risultati
Al fine di testare le caratteristiche del software 
jNBN, è stato predisposto un testbed naziona-
le, all’interno del quale la Biblioteca Naziona-
le Centrale di Firenze gestisce il nodo centra-
le (dominio nazionale NBN:IT). Il CNR gesti-
sce un nodo di secondo livello, relativo al set-
tore Università e Ricerca (NBN:IT:UR), ed il 
proprio leaf node (NBN:IT:CNR). La Fonda-
zione Rinascimento Digitale ha il proprio no-
do foglia (NBN:IT:FRD), così come l’Univer-
sità di Milano (NBN:IT:UR:UNIMI).
 I primi test hanno mostrato la validità 
dell’approccio distribuito, che garantisce una 
maggiore scalabilità e ridondanza rispetto ad 
un approccio centralizzato. Dall’altro lato, si 
è evidenziato che i controlli di unicità dei no-
mi possono essere effettuati tenendo presente 
le seguenti avvertenze/limitazioni:
- i codici hash devono essere calcolati a livel-
lo di digital library ed inclusi nel set di meta-
dati “harvestabili”, onde evitare il download 
delle risorse da parte dei leaf node;
- i codici MD5 permettono di individuare so-
lo duplicati esatti; risorse che differiscono 
anche per un solo bit vengono considerate a 
tutti gli effetti diverse.
5. Sviluppi futuri
Il Consiglio Nazionale delle Ricerche e la Fon-
dazione Rinascimento Digitale, oltre a parte-
cipare alle attività per la sperimentazione di 
un’infrastruttura nazionale NBN, sono coin-
volti con ruoli di rilievo all’interno del pro-
getto PersID, finanziato dal consorzio nord-
europeo “Knowledge Exchange” e dalla olan-Fig. 2 Invio di richieste di risoluzione a qualunque nodo
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dese “SURF foundation”. Tale progetto ha co-
me scopo quello di realizzare un global resol-
ver NBN di livello europeo. In tale contesto il 
software jNBN è stato considerato un valido 
punto di partenza per lo sviluppo del sopra ci-
tato global resolver.
 A livello italiano si sta lavorando per allar-
gare il network di sperimentazione. Contatti 
sono stati intrapresi con le biblioteche nazio-
nali di vari paesi europei per avviare attività 
congiunte di sperimentazione (ad esempio, la 
Repubblica Ceca).
 Ulteriori possibili evoluzioni del software 
riguardano l’implementazione di nuove fun-
zionalità quali la possibilità di estrarre metri-
che sulla produzione di risorse digitali, sia a 
livello di sotto-dominio che a livello globa-
le, una migliore capacità di individuare i du-
plicati e l’interoperabilità con altri standard di 
identificazione, quale il DOI.
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1. Il formato IEEE 1599-2008
Gli ambiti comunicativi coinvolti nella rap-
presentazione di un brano musicale possono 
risultare assai più vasti di quanto emerga da 
un’analisi superficiale.
 I principali aspetti cui un musicista si sof-
fermerebbe nel descrivere una partitura sono 
quelli cosiddetti simbolici, ossia riconducibi-
li alla disposizione di simboli sul pentagram-
ma e finalizzati all’esecuzione. Viceversa, la 
descrizione di maggior interesse per un fruito-
re è legata al segnale audio e di conseguenza 
all’ascolto.
Tra i due estremi citati si colloca un ventaglio 
di ulteriori descrizioni eterogenee per un bra-
no musicale: dai metadati catalografici che lo 
contraddistinguono alla struttura intrinseca 
del pezzo, dalle informazioni di natura grafi-
ca e tipografica legate alle differenti edizioni 
cartacee ai materiali iconografici collegabili al 
brano stesso o a una sua esecuzione (bozzetti, 
figurini, foto di scena, ecc.).
 Ciascuno degli aspetti citati trova una con-
troparte in ambito informatico in uno o più 
formati, aperti o proprietari, standard o legati 
alle singole applicazioni. Il risultato, dal pun-
to di vista della rappresentazione musicale, è 
la disponibilità di un vasto insieme di infor-
mazioni che spesso sono scorrelate tra loro, 
codificate in formati eterogenei e dunque dif-
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Abstract. In questo articolo vengono introdotte le principali caratteristiche di IEEE 1599-2008, uno standard inter-
nazionale per la rappresentazione dell’informazione relativa a documenti musicali in XML. Il principale vantaggio 
offerto dal formato consiste nella possibilità di codificare all’interno di un unico file XML l’informazione eterogenea 
(simbolica, grafica, audio, video, strutturale) relativa al brano musicale in oggetto. Il presente lavoro mostra inoltre 
alcune applicazioni notevoli in ambito didattico e di intrattenimento.
ficilmente fruibili come un unicum.
 Un’efficace risposta alla problematica 
di descrivere la musica nel suo complesso, 
all’interno di un unico documento e benefi-
ciando di tutti i vantaggi propri dell’XML, è 
data dal formato IEEE 1599-2008. Si tratta di 
uno standard internazionale recentemente ap-
provato dall’Institute of Electrical and Elec-
tronics Engineers (IEEE) il cui obiettivo è for-
nire una descrizione in XML di singoli bra-
ni musicali, prendendo in considerazione tut-
te le forme di descrizione collegabili al bra-
no stesso. Tale risultato viene conseguito or-
ganizzando i dati e i metadati collegati in sei 
livelli (layer):
- General, che contiene i metadati relativi al 
brano in oggetto, tra cui le informazioni ca-
talografiche su titolo dell’opera, autori e 
genere;
- Logic, vero nucleo del formato, destina-
to alla descrizione simbolica dei contenuti 
musicali;
- Structural, che identifica gli oggetti musicali 
su cui il brano è costruito e permette di evi-
denziarne i mutui rapporti;
- Notational, che contiene le differenti rappre-
sentazioni grafiche della partitura, ad esem-
pio riferibili a diverse edizioni o trascrizioni;
- Performance, che è dedicato ai formati per la 
generazione di esecuzioni sintetiche da parte 
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dell’elaboratore;
- Audio, che con-
sente di legare al 




Nel formato IEEE 
1599-2008, tali li-
velli corrispondo-
no tecnicamente a sei sotto-elementi dell’ele-
mento radice, come mostrato in figura 1.
 Nel creare il formato, una particolare cura 
è stata posta non solo nel consentire descrizio-
ni qualitativamente eterogenee dei materiali, 
ma anche nel supportare una molteplicità di 
materiali dello stesso tipo. Ad esempio, all’in-
terno del livello Notational è possibile codifi-
care l’informazione relativa a differenti ver-
sioni, manoscritte e a stampa, dello stesso bra-
no; analogamente, nel livello Audio è possibi-
le inserire più esecuzioni del brano in oggetto.
 Un documento IEEE 1599-2008 sarà tan-
to più interessante dal punto di vista della rap-
presentazione e della fruizione quanto più es-
so risulterà ricco di contenuti. E tale ricchez-
za può esprimersi tanto nella compilazione di 
una molteplicità di livelli, quanto nell’inseri-
mento di una molteplicità di oggetti digitali in 
ciascun livello.
 Un altro aspetto di fondamentale impor-
tanza nell’approccio descritto è il pieno sup-
porto ai formati già comunemente in uso per i 
contenuti multimediali. Infatti in XML vengo-
no esplicitamente descritti solo i metadati e le 
informazioni simboliche sulla partitura, men-
tre per l’audio, il video e la grafica si codifi-
cano gli opportuni riferimenti a file esterni. In 
tal modo si beneficia del corpus di oggetti di-
gitali già disponibile (ad esempio, dei molti fi-
le MP3 relativi a una data canzone) e delle pe-
culiarità di ciascun formato nel fornire una de-
scrizione opportuna per i contenuti multime-
diali (ad esempio, delle caratteristiche del for-
mato JPEG o TIFF per la grafica).
Il livello Logic, che 
come già detto rap-
presenta il nucleo 
del formato, pre-
senta una struttura 
dati chiamata spi-
ne il cui obietti-
vo è elencare tutti 
gli eventi musicali 
contenuti all’inter-
no del brano, o più propriamente elencare gli 
eventi di interesse per chi effettua la codifica. 
Ad esempio, si può pensare a tutte le note e le 
pause sul pentagramma, ma su questo aspet-
to il formato non è restrittivo. Lo spine, co-
stituito essenzialmente da un elenco di even-
ti, ha una duplice funzione: ordina mutuamen-
te gli eventi stessi e li etichetta in modo univo-
co. Ogni altro livello conterrà descrizioni o ri-
ferimenti agli eventi basandosi sull’identifica-
tivo univoco dello spine. Per quanto concer-
ne i dati multimediali contenuti nei file esterni, 
il formato IEEE 1599-2008 non li descrive ex 
novo bensì attua un’opportuna mappatura de-
gli eventi dello spine (tramite la loro marcatura 
univoca) su coordinate spaziali o temporali ri-
ferite al formato adottato. Ad esempio, si con-
sideri una nota identificata nella struttura da-
ti dall’etichetta eventoN; per collocarla nelle 
diverse tracce presenti nel livello Audio sarà 
sufficiente esprimere in XML la relazione tra 
eventoN e il millisecondo o il frame relativo 
negli audio. Analogamente, per mostrare l’oc-
correnza della nota nei file grafici relativi alla 
partitura autografa o a una versione a stampa, 
si potrà legare nel livello Notational l’etichet-
ta eventoN alle coordinate dei punti che ne de-
limitano l’area occupata.
 Il meccanismo che demanda a file esterni 
la descrizione multimediale degli eventi e che 
si basa su riferimenti allo spine è molto effica-
ce ed efficiente, in quanto consente di aggiun-
gere un numero arbitrario di nuovi documen-
ti con costi lineari rispetto alla sincronizza-
zione con quanto già presente. In altri termi-
<?xml version=”1.0” encoding=”UTF-8”?>
<!DOCTYPE ieee1599 SYSTEM “http://www.mx.dico.
unimi.it/ieee1599.dtd”>
<ieee1599>
   <general>...</general>
   <logic>...</logic>
   <structural>...</structural>
   <notational>...</notational>
   <performance>...</performance>
   <audio>...</audio>
</ieee1599>
Fig. 1 La struttura di un documento IEEE 1599-2008
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ni, aggiungere una traccia audio o le scansioni 
di un’ulteriore partitura non comporta la cre-
azione di riferimenti con tutti gli oggetti già 
mappati, ma solo la determinazione dei punti 
o degli istanti in cui occorrono gli eventi mu-
sicali listati nello spine all’interno del nuovo 
file. 
 Per ulteriori approfondimenti, le caratteri-
stiche del formato sono illustrate in maggior 
dettaglio in [1].
2. Applicazioni di IEEE 1599-2008
Un formato potenzialmente ricco quanto IEEE 
1599-2008 consente un gran numero di appli-
cazioni nei campi più svariati dell’informati-
ca musicale. A puro titolo di esempio, si può 
citare la modellazione di brani musicali se-
condo metriche matematiche [2], l’interazio-
ne in tempo reale con le strutture musicali [3], 
la sincronizzazione automatica dei contenuti 
multimediali [4].
 Innanzitutto, il formato può rivestire un 
ruolo importante nella didattica musicale, 
grazie allo sviluppo di strumenti che fungono 
sia da guida in contesti di fruizione musicale, 
sia come ausilio per l’ear training. Da questo 
punto di vista, l’eterogeneità dei materiali de-
scritti nei layer del formato IEEE 1599-2008 
consente di sviluppare applicazioni multimo-
dali in cui gli aspetti dell’informazione musi-
cale possono essere fruiti a vari livelli. Un pri-
mo utilizzo di base permet-
te agli utenti di concentrar-
si sulla sincronizzazione 
audio/grafica per appren-
dere la lettura di musica 
mentre si ascolta una sua 
esecuzione. Le possibilità 
più avanzate consistono in-
vece nel cambiare in tempo 
reale – quindi senza bloc-
care l’esecuzione – i vari 
file audio o video per con-
frontare esecuzioni diverse 
dello stesso brano. Quan-
to detto sui materiali audio può essere esteso 
anche ai documenti grafici: spesso risulta in-
teressante comparare i manoscritti, da cui si 
evince il processo compositivo, con le edizio-
ni a stampa, in cui la grafica è spesso più leg-
gibile e meno tormentata. Oltre alla possibili-
tà di scegliere in real time la traccia audio o la 
rappresentazione grafica corrente, un software 
basato su IEEE 1599-2008 consente altri gradi 
di interazione; ad esempio cliccando sulla par-
titura di un brano la traccia audio viene risin-
cronizzata alla nota selezionata. È importante 
sottolineare che il formato è compatibile anche 
con rappresentazioni grafiche non tradizionali, 
usate per esempio nella musica elettronica. 
 Quanto detto finora trova applicazione nei 
numerosi software basati su tale tecnologia e 
sviluppati per mostre e convegni. Ad esem-
pio, in occasione della conferenza “Il nuovo 
in musica - Estetiche tecnologie linguaggi” 
(Trento, 18-20 gennaio 2008), un applicativo 
IEEE 1599-2008 (fig.2) è servito come sup-
porto alla dimostrazione di una tesi musicolo-
gica di Rossana Dalmonte [5]. Esso mostra la 
partitura di un duetto tratto da Tosca di Giaco-
mo Puccini, consentendone le visualizzazione 
sincronizzata con l’ascolto, e ne evidenzia con 
chiarezza l’andamento melodico a grandi ar-
cate anche quando queste risultano distribuite 
tra le due voci principali o frammentate nella 
tessitura orchestrale.
Fig. 2 Dimostrativo su Tosca di Giacomo Puccini
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 Un’applicazione a fini didattici della tec-
nologia IEEE 1599-2008 è pure presente pres-
so il Museo degli Strumenti Musicali del Ca-
stello Sforzesco di Milano. In tal caso (fig.3), 
si tratta di rendere fruibile al pubblico un’ana-
lisi musicologica articolata e complessa rea-
lizzata da Angela Ida De Benedictis su alcune 
opere di Bruno Maderna che presentano una 
matrice comune [6].
 Le caratteristiche del formato che trova-
no applicazione in ambito didattico possono 
essere validamente sfruttate anche nel cam-
po dell’intrattenimento. Ad esempio, la possi-
bilità di collegare a un’unica entità-brano va-
rie rappresentazioni sincronizzate e sostituibi-
li in tempo reale risponde tanto alle esigenze 
dell’appassionato di musica colta, desideroso 
di confrontare esecuzioni ed interpreti, quan-
to agli interessi del fruitore di musica legge-
ra, cui il formato può offrire varie versioni del 
brano e numerosi materiali collegati. A questo 
riguardo, esistono numerosi esempi commis-
sionati da enti quali il Ministero per i Beni e le 
Attività Culturali, l’Archivio Storico Ricordi 
e la RSI – Radiotelevisione Svizzera (fig.4).
3. Conclusioni
In questo articolo sono state presentate le 
principali caratteristiche dello standard IEEE 
1599-2008 orientate all’intrattenimento e alla 
fruizione di contenuti multimediali.
 Come mostrato, gli strumenti software ba-
sati su IEEE 1599-2008 permettono di seguire 
un brano musicale nei suoi molteplici aspetti 
tra loro complementari: la partitura simbolica, 
la notazione grafica, gli audio, i materiali cor-
relati e persino le strutture intrinseche.
 Uno dei punti di forza consiste nel poter 
Fig. 4 Dimostrativo sui Concerti Brandeburghesi di Johann Sebastian Bach
Fig. 3 Dimostrativo su alcune opere di Bruno Maderna
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presentare in maniera intuitiva i contenuti mu-
sicali anche a un fruitore senza specifica for-
mazione. Inoltre, la profonda integrazione tra 
oggetti multimediali eterogenei rafforza la 
comprensione della caratteristiche musicali, 
delle strutture e delle interpretazioni.
 In conclusione, lo standard IEEE 1599-
2008 apre nuove frontiere per la fruizione e 
l’interazione con i contenuti musicali, in par-
ticolare nei campi dell’editoria elettronica e 
dell’intrattenimento. Tra le applicazioni inno-
vative di tale formato, si prefigura l’integra-
zione all’interno di prodotti multimediali qua-
li lettori DVD, console orientate all’intratteni-
mento e dispositivi portatili di ultima genera-
zione (smartphone, PDA, lettori multimedia-
li, ecc.).
 La pubblicazione di documenti conformi 
allo standard IEEE 1599-2008 offre una de-
scrizione più ricca dei contenuti musicali e la 
rende disponibile a un vasto pubblico.
 Ulteriori informazioni sul formato e sui 
progetti relativi sono disponibili nel sito web:
http://www.mx.dico.unimi.it. 
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Negli ultimi anni si è ormai consolidata la 
consapevolezza che nelle cosiddette “aree cri-
tiche” (Sale operatorie e Terapie intensive) i 
processi devono essere oggetto di un attento 
controllo ai fini da un lato della razionalizza-
zione dei costi e dall’altro della riduzione dei 
rischi connessi alle attività mediche e infer-
mieristiche. Peraltro le aree critiche sono an-
che fonte inesauribile di conoscenza ed espe-
rienza pratica che, per essere adeguatamente 
sfruttate a fini formativi e di aggiornamento 
scientifico, richiedono appropriate infrastrut-
ture tecnologiche per la cattura, gestione e di-
stribuzione dei flussi audio e video relativi al-
le attività chirurgiche. La ricerca su “pube” 
con le seguenti keyword “operating theatre 
information system” ha dato circa 479 risulta-
ti di cui numerosi relativi a contributi stretta-
mente inerenti ai temi toccati in questo lavoro 
e pubblicati in questi ultimi anni.
Nel complesso, la maggior parte dei lavori 
scientifici così selezionati, di cui solo una par-
te è citata in bibliografia, concordano nel rite-
nere strategici i seguenti obiettivi:
- ottimizzazione dei tempi di occupazione 
sale;
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Abstract. L’articolo illustra le caratteristiche del nuovo modello organizzativo della Azienda Ospedaliera Monaldi 
e delle nuove soluzioni informatiche/telematiche adottate. In particolare, il modello organizzativo ha previsto da un 
lato una stretta sinergia logistica ed organizzativa tra le sale operatorie e la Rianimazione/Terapia intensiva a garanzia 
della sicurezza del paziente, dall’altro ha richiesto una completa revisione degli assetti organizzativi e quindi delle 
soluzioni informatiche. Dal punto di vista telematico, il complesso operatorio è cablato in modo capillare al fine di 
garantire la massima flessibilità operativa e prevede una serie di connessioni analogiche audio/video facenti capo ad 
una sala regia centralizzata che consente di predisporre complessi eventi multimediali dal vivo su più sale operatorie 
in contemporanea.
- tracciatura e controllo dei consumi;
- riduzione del rischio clinico;
- sfruttamento della conoscenza ed esperienza 
prodotta in sala operatoria.
Nel complesso tale bibliografia riporta quindi 
diverse esperienze di uso dei sistemi informa-
tivi finalizzati agli obiettivi indicati che, al di 
là della specifiche soluzioni software adottate, 
(rilevante solo entro certi limiti) hanno diver-
si elementi chiave in comune:
- impiego di touch screen in sala operatoria;
- riconoscimento del paziente tramite barco-
de o RFID;
- acquisizione online dei parametri vitali o ad-
dirittura dei segnali elettrofisiologici;
- adozione di sistemi di videoconferenza nel-
le sale operatorie.
Il presente lavoro intende quindi riportare, a 
titolo di ulteriore esempio svolto, il comples-
so sistema in funzione presso l’A.O. Monal-
di, frutto di un’esperienza sul campo maturata 
in circa 10 anni di attività; quest’ultima espe-
rienza risulta particolarmente significativa in 
quanto riassume in un unico sistema integrato 
e gestito in modo coordinato, diversi sistemi 
tecnologici complessi, il tutto in un contesto 
ambientale particolarmente complesso e diffi-
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cile quale quello di una grande Azienda Ospe-
daliera pubblica del sud.
2. Architettura del sistema
Sebbene progettata negli anni tra il 1998 e il 
2000, la Piastra operatoria della A.O. Monal-
di conteneva, già al momento della sua inau-
gurazione nel 2004, una serie di elementi pro-
pedeutici alle soluzioni tecnologiche che sono 
state realizzate negli anni a venire e che non 
sarebbero state realizzabili in assenza di una 
adeguata infrastruttura.
 Ubicata nella zona centrale del presidio 
ospedaliero, la Piastra è composta da 10 sale 
operatorie ed è dotata anche di un’unità di te-
rapia intensiva cardio-respiratoria (TICR) ed 
un’unità di terapia intensiva post-operatoria 
(TIPO). Nelle nuove sale operatorie vengono 
eseguiti attualmente gli interventi di urologia, 
ortopedia, chirurgia generale, chirurgia vasco-
lare e chirurgia toracica, otorinolaringoiatra e 
oculistica.
La Piastra è un comparto operativo di eleva-
ta complessità, ove le esigenze di trasmissione 
e gestione dei dati sono fortemente diversifi-
cate e complesse. Per venire incontro alle esi-
genze citate in premessa, occorre infatti gesti-
re diversi flussi di dati tra cui: segnali elettro-
fisiologici, video-audio real time ad alta defi-
nizione, dati e immagini da e verso il sistema 
informativo.
 Naturalmente occorre che i sistemi legati 
alla loro produzione, gestione e fruizione ri-
spettino requisiti stringenti di affidabilità, si-
curezza/riservatezza e semplicità di uso più 
che in qualsiasi altro comparto di un sistema 
telematico ospedaliero.
 L’infrastruttura telematica pertanto preve-
de un cablaggio composto da tre diverse tipo-
logie di reti:
- Rete di monitoraggio 
- Rete dati
- Rete audio-video
2.1 Sistema integrato di monitoraggio 
La rete di monitoraggio è una semplice fast 
ethernet composta da tre subnet fisiche colle-
gate tra di loro e separate sia a livello fisico 
che logico dalla rete aziendale. Essa consente 
il collegamento di tre serie di monitor multipa-
rametrici (Sale opera-
torie, Terapia Intensiva 
CardioRespiratoria: TI-
CR e Terapia Intensiva 
post Operatoria:TIPO ) 
ad altrettante postazioni 
computerizzate deno-
minate “centrali”, de-
dicate alla sorveglianza 
dei parametri elettrofi-
siologici. I dati prove-
nienti dalle stazioni di 
monitoraggio vengono 
memorizzati e gestiti su 
un Data Server su cui è 
disponibile un apposito 
servizio http che rende 
possibile, da un qualun-
que PC posto sulla rete e senza specifiche ap-
plicazioni client ma con il solo browser, di ac-
cedere alle registrazioni dei parametri vitali in 
corso nelle sale monitoraggio e di terapia in-
tensiva, nonché eventualmente ricostruire la 
Fig. 1 Area critica dell’A.O. V.Monaldi
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storia degli eventi relativi al singolo paziente. 
Grazie poi ad un apposito sistema di integra-
zione con i database aziendali, dai monitor 
multiparametrici al posto letto, è possibile an-
che accedere ai dati relativi agli esami dei la-
boratorio. Particolare attenzione è stata infi-
ne prestata alla sicurezza del riconoscimento 
del paziente al fine della riduzione del rischio 
clinico: l’identificazione del paziente nella re-
te di monitoraggio viene infatti effettuata at-
traverso il riconoscimento del codice noso-
grafico del paziente, che viene stampato sot-
to forma di barcode su di un apposito brac-
cialetto indossato dal paziente sin dall’atto del 
ricovero.
2.2 Rete audio e video - videoconferenza 
Le sale operatorie della A.O. Monaldi, nelle 
diverse specialità coinvolte, sono una inesau-
ribile fonte di conoscenze e di esperienza: il 
supporto audio-video è quindi un tramite indi-
spensabile per la formazione delle professio-
nalità mediche e la comunicazione scientifica, 
sia all’interno che all’esterno dell’ospedale. 
L’uso oramai sempre più esteso dei sistemi di 
video-laparoscopia permette/richiede una ge-
stione estesa di segnali video provenienti an-
che da più sorgenti contemporaneamente, con 
relativi problemi di regia, trasmissione e fru-
izione. L’alta qualità poi ottenibile dalle mo-
derne telecamere, richiede strumenti di enco-
ding video sempre più sofisticati ed una banda 
trasmissiva sempre maggiore.
Per tali motivi, il progetto della piastra opera-
toria della A.O. Monaldi ha previsto una com-
pleta rete di collegamenti audio/video in tut-
te le sale operatorie e tra le medesime e una 
sala regia centralizzata: in ogni sala operato-
ria è stato previsto un set di connessioni au-
dio e video, sia sulla lampada scialitica che a 
pannello sulla parete attrezzata, al fine di po-
ter collegare telecamere esterne e apparati di 
videoendoscopia.
 I collegamenti audio-video fanno capo ad 
una apposita matrice che consente le necessa-
rie permutazioni per smistare ingressi e uscite 
audio e video, a cui a sua volta è collegato il 
mixer audio-video. In uscita al mixer, i segna-
li live possono essere inviati ad un videoregi-
stratore digitale, e/o un sistema di videocon-
ferenza e/o un sistema di streaming video in 
funzione delle esigenze dello specifico evento. 
La A.O. Monaldi, inoltre, partecipa insieme al 
GARR ad un progetto internazionale di speri-
mentazione di un innovativo sistema di video-
conferenza su IP denominato DVTS che con-
sente elevati standard qualitativi, naturalmente 
a prezzo di un rilevante impegno di banda. 
Tramite il sistema di cablaggio strutturato, di-
sponibile presso la A.O. Monaldi, attraver-
so apposite permutazioni di armadio, è stata 
quindi predisposta una tratta in fibra dedica-
ta tra la sala regia della piastra operatoria e 
la connessione GARR presente al CED della 
A.O. Monaldi da cui il flusso viene poi gestito 
dalla rete nazionale. La possibilità di gestire 
Fig. 2 Layout del sistema di monitoraggio di parametri vitali
Fig. 3 Layout della rete audio-video
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flussi video-audio ad alta qualità su IP apre nu-
merosi scenari applicativi: a tutt’oggi infatti la 
videoconferenza viene gestita prevalentemen-
te tramite sistemi che adoperano linee ISDN o 
connessioni via satellite proprio a causa del-
la difficoltà di garantire la qualità del servizio 
attraverso le normali reti pubbliche. Obiettivo 
della sperimentazione è quindi quello di costi-
tuire attraverso il GARR una piattaforma per-
manente di condivisione di esperienze live nel 
settore della chirurgia laparoscopica.
 Da un punto di vista operativo, un sistema 
siffatto da un lato consente una elevata fles-
sibilità d’uso ed ampie potenzialità, dall’altro 
richiede specifiche competenze sia per la ge-
stione delle apparecchiature di mixaggio ma 
anche e soprattutto per le attività di ripresa vi-
deo e di regia. 
 Solo una sistematica programmazione di 
eventi ed un uso intensivo del sistema consen-
tono una gestione sostenibile attraverso l’im-
piego di risorse umane interne. In alternativa, 
dato il permanere del carattere di saltuarietà 
degli eventi, è indispensabile fare ricorso a ri-
sorse di ditte esterne per le quali il problema 
è quello di coordinare e gestire le risorse stru-
mentali al fine di ridurre i costi nel rispetto de-
gli standard qualitativi.
2.3 Rete Dati – Sistema informativo
Per la gestione dei dati la piastra operatoria 
dispone di una ulteriore e capillare rete dati 
in fast ethernet, separata fisicamente da quel-
la già citata del sistema di monitoraggio e ben 
integrata con la complessa rete telematica del-
la A.O. Monaldi. 
 L’intero sistema dispone di circa 40 armadi 
di piano connessi in gigabit su fibra e tre no-
di di edificio a loro volta connessi in 10 gb al 
nodo di campus. La rete dati della piastra ope-
ratoria fa quindi capo ad un armadio di pia-
no disposto come buona parte delle attrezza-
ture telematiche della piastra operatoria nella 
sala regia. Complessivamente sono stati pre-
visti all’interno della piastra operatoria oltre 
50 punti rete dislocati soprattutto nelle sale 
operatorie e nelle sale di rianimazione e tera-
pia intensiva, ma anche nelle sale studio, nel-
le sale di coordinamento ed in generale in tutti 
gli ambienti della piastra operatoria. Sulla re-
te dati si appoggia il sistema informativo che è 
costituito da una rete di client distribuiti in tut-
te e 10 le sale operatorie e nei vari punti di ac-
cesso e governo dell’area critica, i quali fan-
no riferimento ad un server dislocato anch’es-
so all’interno del CED della A.O. Monaldi.
 
La gestione informatica del blocco operatorio 
coinvolge un ampio numero di problematiche 
ed aspetti tecnico-organizzativi. Le principali 
aree di intervento sono: 
- organizzazione e scheduling delle risorse: 
pianificazione degli interventi chirurgici (li-
ste di attesa interne), supervisione delle atti-
vità in tempo reale, centrale di gestione del-
la programmazione;
- controllo di gestione: collegamento con si-
stemi informativi aziendali (anagrafe, far-
macia, laboratorio, repository centrale), ri-
levamento dettagliato dei consumi; 
- sicurezza e percorso diagnostico terapeu-
tico: cartella anestesiologica, acquisizio-
ne dati online dalle apparecchiature, rileva-
mento degli artefatti e validazione dei dati, 
gestione cartella pre-, intra- e post-operato-
ria, compilazione Registri operatori.
In ciascuna di queste aree il supporto dei siste-
mi informativi è fondamentale, dato che esso 
consente un controllo analitico del processo e 
quindi da una parte una drastica riduzione dei 
rischi connessi a errori umani (rischio clinico) 
Fig. 4 Layout del sistema informativo
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e dall’altra una esatta va-
lutazione dei costi connes-
si sia in termini di persona-
le che di materiali (presidi e 
farmaci) in relazione al sin-
golo paziente ed al singolo 
intervento.
 Il sistema informatico 
prevede da un lato postazio-
ni client basate su di una in-
terfaccia touch screen otti-
mizzata per l’impiego nelle sale operatorie e in 
rianimazione, dall’altro numerosi client web 
fruibili direttamente presso i reparti della A.O. 
Monaldi. Naturalmente il sistema Touch Scre-
en, da un punto di vista elettrico e in quanto 
adoperato all’interno dell’Area Paziente, de-
ve essere conforme alle normative di sicurezza 
per l’uso in diretto contatto col paziente. Co-
me tutti sistemi informativi della A.O. Monal-
di, anche quello in uso nella piastra operatoria 
per la gestione del flusso del paziente utiliz-
za il sistema di riconoscimento paziente basa-
to sul braccialetto con barcode.
 Un’ulteriore ed utilissima postazione è co-
stituita da un Carrello Farmaci Informatizzato, 
denominato STEFI (Sistema TElematico per 
la Funzione Infermieristica) messo a punto da 
una Ditta di settore nell’ambito di uno specifi-
co programma di ricerca finanziato dalla Re-
gione Campania (POR mis 3.17 progetto Ra-
dionet) nel quale il Monaldi è stato sede di spe-
rimentazione. Il sistema, grazie ad una connes-
sione wireless, consente di attivare una serie di 
funzioni in diretta prossimità del letto del pa-
ziente. 
 Il flusso principale del sistema informatico 
impiegato all’interno della piastra operatoria 
è riportato sinteticamente, sotto forma di dia-
gramma UML, nelle figure 6 e 7. 
 I punti di forza del sistema sono essenzial-
mente nelle seguenti funzioni: 
- pianificazione degli interventi che viene ef-
fettuata attraverso il client web direttamen-
te nelle U.O. di provenienza del paziente;
- riconoscimento del pa-
ziente all’ingresso della 
giusta sala operatoria;
- tracciatura delle varie fa-
si operatorie con registra-
zione dei tempi di inizio e 
fine;
- registrazione del perso-
nale coinvolto nell’inter-
vento;
- tracciatura e registra-
zione del consumo dei presidi e farmaci 
utilizzati durante l’intervento;
- stampa del referto operatorio e pubblicazio-
ne in un apposito repository conforme agli 
standard internazionali CDA Hl7 finalizza-
to a future integrazioni con la rete regionale.
Al sistema informativo della piastra è con-
nessa poi anche la cartella anestesiologi-
ca. Da questo punto di vista, infatti, l’ane-
stesista è il maggiore produttore e consuma-
tore di dati sia durante che dopo l’interven-
to. È quindi indispensabile considerare la po-
stazione di anestesia come parte essenzia-
le di ogni sistema di gestione delle sale ope-
ratorie. Tutti i tempi operatori, tutti i farma-
ci, molti materiali di alto costo, le procedu-
re anestesiologiche, le complicanze, sono già 
oggi contenuti nella cartella anestesiologica 
Fig. 6 Use case dello schema organizzativo
Fig. 5 Carrello informatizzato STEFI
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cartacea e quindi la sua informatizzazione li 
rende fruibili per scopi gestionali e di con-
trollo indispensabili nel decorso post-opera-
torio. La cartella anestesiologica viene uti-
lizzata, naturalmente, sia durante l’interven-
to che nel post-intervento nelle sale di Tera-
pia Intensiva TIPO e TICR.
 Soprattutto nelle Terapie Intensive, un’uti-
le caratteristica della cartella anestesiologi-
ca informatizzata è rappresentata dall’acqui-
sizione online dalle apparecchiature, inclu-
si monitor, sistemi di anestesia, pompe infu-
sionali, emogasanalizzatore, sistemi per la 
circolazione extracorporea, analizzatori di 
gas, gittata cardiaca, monitor della profondi-
tà dell’anestesia (BIS, AEP), etc. Tale acqui-
sizione deve essere automatica e continua, ad 
intervalli sufficientemente brevi (ad esempio 
ogni 60 secondi). 
 L’acquisizione automatica dei dati è ca-
ratteristica certamente gradita a qualsiasi uti-
lizzatore, sia per il risparmio di tempo rispet-
to alla copiatura manuale dei dati sulla cartel-
la cartacea, sia per la possibilità di registra-
re correttamente i dati anche nelle fasi di in-
duzione e risveglio e nelle situazioni di emer-
genza, quando l’anestesista è ben più impe-
gnato ad occuparsi del paziente piuttosto che 
della cartella. 
3. Conclusioni
A valle della realizzazione di un sistema così 
ricco di funzionalità e potenzialità quale quel-
lo realizzato all’interno della A.O. Monaldi, la 
principale difficoltà risiede nel:
- modesto livello di alfabetizzazione del per-
sonale infermieristico;
- resistenza da parte del personale medico ver-
so i nuovi modelli organizzativi.
Nel caso del sistema informativo della Piastra 
Operatoria, la Direzione Generale ha esibito 
una forte determinazione che ha consentito di 
predisporre i necessari punti di controllo al si-
stema organizzativo, propedeutici all’impiego 
efficace del sistema informativo. In altri ter-
mini il regime di controllo è stato posto come 
prerequisito per l’accesso alle risorse (farmaci 
presidi) e il corretto uso del sistema informati-
co è diventato uno degli obiettivi previsti dalla 
normativa per la Dirigenza Medica.
 Grazie a questo sforzo, organizzativo e po-
litico, è stato possibile innescare e condurre il 
difficile processo di cambiamento per cui oggi 
è possibile una efficace programmazione del-
le attività del comparto operatorio, la registra-
zione dei tempi relativi alle singole fasi ope-
ratorie, il controllo di gestione in tempo reale 
dei dati relativi al consumo di presidi, farma-
ci e personale per singolo paziente e per sin-
golo intervento, l’acquisizione online dei pa-
rametri vitali, il controllo online dei parametri 
infusionali.
 Questa grande mole di dati, se da un la-
to consente una dimensione di controllo dei 
processi impensabile prima della introduzio-
ne del sistema informatico e che incide in mo-
do determinante sulla sicurezza del pazien-
te, dall’altro richiede naturalmente un ulterio-
re sforzo di analisi da parte del management 
aziendale, al fine di ottenere gli auspicati be-
nefici in termini di razionalizzazione di impie-
go delle risorse.
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1. Introduzione 
Ricercare in rete le informazioni rilevanti è 
spesso un lavoro né piacevole né semplice, 
dal momento che i contenuti non sono orga-
nizzati secondo criteri semantici, cioè che ten-
gano conto del loro reale significato e del con-
testo al quale appartengono. Una tale organiz-
zazione infatti garantirebbe un recupero effi-
cace e accurato. 
 Attualmente le informazioni in Inter-
net non hanno un significato. Con ciò si in-
tende dire che il significato non è un attribu-
to dell’informazione che le applicazioni rie-
scono a considerare nelle loro elaborazioni. È 
dunque importante, al fine di migliorare il re-
perimento delle informazioni con query mi-
rate, o per rifinire i risultati delle ricerche, o 
anche per strutturare i documenti, ricorrere al 
trattamento non solo sintattico, ma anche se-
mantico dei contenuti, sia per i documenti te-
stuali, sia per quelli multimediali. 
 Un’erogazione adattativa di contenuti 
multimediali, che renda possibile ottimizza-
re il livello di qualità percepito dall’utente in 
funzione delle risorse disponibili sul termina-
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le, dei parametri di sessione, del profilo socia-
le e culturale dell’utente stesso, è auspicabile 
sia per gestire l’innovazione tecnologica nei 
dispositivi, sia per dar vita a nuove modalità 
di fruizione dei contenuti. Essa può essere uti-
lizzata per supportare persone disabili nell’ac-
cesso ai servizi o per adattare la modalità di 
fruizione al contesto in cui ci si trova. Un testo 
può essere distribuito come uno stream audio 
mediante un particolare adattatore, quando il 
terminale non possiede una interfaccia como-
da per la lettura, quando l’utente è un non ve-
dente, o semplicemente sta guidando. Inoltre 
la context awareness, ovvero la sensibilità al 
contesto da parte di un’applicazione, può aiu-
tare gli utenti a filtrare la grande quantità di 
dati disponibili in Internet, ma che non sono 
utilizzabili, o semplicemente non sono rile-
vanti rispetto al particolare contesto di lavoro. 
 Tale caratteristica avanzata consente ai for-
nitori di attrarre un maggior numero di clien-
...................
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ti offrendo servizi che ottimizzano il livello 
di soddisfazione dell’utente. Inoltre, il biso-
gno di rendere i contenuti del Semantic Web 
accessibili agli utenti sta diventando sempre 
più pressante, dato che l’ammontare delle in-
formazioni immagazzinate nelle basi di cono-
scenza di tipo ontologico e le annotazioni se-
mantiche basate su ontologie aumentano co-
stantemente. Le ontologie, che rappresenta-
no la tassonomia e le relazioni che intercorro-
no all’interno di un dato dominio di interesse 
(tramite classi e proprietà) e che ne conserva-
no la conoscenza (tramite le istanze e le rela-
zioni tra di esse), giocano un ruolo fondamen-
tale nel Semantic Web, permettendo lo scam-
bio e la condivisione della conoscenza. 
 Il progetto LC3 raccoglie le competenze e 
le risorse di diversi partners accademici e in-
dustriali al fine di definire tecniche e tecnolo-
gie di supporto alle attività di digitalizzazio-
ne, classificazione, ricerca intelligente e diffu-
sione delle risorse appartenenti al patrimonio 
culturale. Il risultato di queste attività dovrà 
poi essere memorizzato in sistemi per la ge-
stione avanzata dei contenuti, per poter essere 
recuperato e utilizzato da differenti tipologie 
di utenti, per mezzo di terminali eterogenei. 
 Il progetto si pone quindi come obiettivi 
generali l’identificazione e definizione di tec-
niche e tecnologie per: 
- l’estrazione e la rappresentazione di diverse 
tipologie di dati, che sono il risultato di una 
elaborazione; 
- l’organizzazione e l’utilizzo delle informa-
zioni disponibili mediante un approccio di 
alto livello che coinvolge gli esperti del do-
minio applicativo, senza richiedere estese 
competenze tecnologiche; 
- lo sviluppo di funzionalità avanzate come 
la profilazione utente o la ricerca semantica 
delle informazioni; 
- l’adattamento dei contenuti multimediali ri-
spetto al profilo utente e alle caratteristiche 
del terminale, al fine di fornire il più alto li-
vello di qualità del servizio. 
2. La rappresentazione digitale 
Il progetto LC3 nasce prestando particolare 
attenzione al trattamento dei dati risultanti dal 
processo di digitalizzazione e quindi non può 
non tener conto degli standard di rappresenta-
zione dell’informazione. 
 La Biblioteca Digitale Italiana (BDI) ha 
definito uno schema standard per la descrizio-
ne dell’informazione che risulta dalla digita-
lizzazione ed è destinata ad essere cataloga-
ta per future consultazioni ed elaborazioni. Il 
MAG (Metadati per l’Amministrazione e la 
Gestione) è uno schema concepito per forni-
re uno strumento di specifica formale, per rac-
cogliere e memorizzare i dati e i loro metada-
ti. È basato su METS, uno standard per la co-
difica descrittiva, amministrativa e strutturale 
dei metadati di oggetti appartenenti a una bi-
blioteca digitale, espressi mediante il linguag-
gio XML del World Wide Web Consortium. 
Lo standard è manutenuto dal Network Deve-
lopment and MARC Standards Office of the 
Library of Congress, ed è in fase di sviluppo 
per da parte del Digital Library Federation. 
 Lo schema MAG è composto dalle sezioni 
seguenti: 
- gen: informazioni generali riguardanti l’in-
formazione, e il processo di digitalizzazione; 
- bib: descrizione dell’oggetto digitale; 
- img: descrizione delle immagini fisse; 
- ocr: informazione circa il processo di rico-
noscimento ottico del testo. 
Attualmente il MAG non consente di rappre-
sentare altri tipi di informazione, in particola-
re non è possibile associare ai dati significa-
ti, informazioni di georeferenziazione, o i re-
quisiti per la loro corretta fruizione. Per que-
sto motivo il primo obiettivo del progetto è 
l’estensione del MAG al fine di: 
- definire uno schema di rappresentazione 
dell’informazione che consenta di inglobare 
gli attributi mancanti, come annotazioni se-
mantiche, geo-referenze, ecc.; 
- definire una tecnica di indicizzazione dei da-
ti basata sull’elaborazione dei metadati; 
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- definire un nuovo modello che consenta la 
creazione di un oggetto digitale mediante se-
lezione delle componenti di altri oggetti di-
gitali e loro composizione; 
- creare automaticamente una ontologia e an-
notare i dati al fine di associare ad essi un lo-
ro significato; 
- ricercare i dati in funzione del loro significato; 
- erogare i contenuti in modo adattativo. 
3. Architettura di riferimento 
La necessità di sperimentare in corso di pro-
getto le tecniche sopra descritte e di verificar-
ne la possibilità di utilizzo nei contesti appli-
cativi ha portato alla realizzazione di un di-
mostratore. Per la gestione dei contenuti sono 
stati utilizzati diversi CMS open source, non 
essendo ancora disponibili i risultati della ri-
cerca attesi dall’avanzamento delle altre atti-
vità di progetto. La disponibilità di una ver-
sione di test della teca e di alcuni metadati ha 
consentito una prima ipotesi di specializzazio-
ne dell’architettura per l’infrastruttura che sa-
rà realizzata dal progetto. 
 Il dimostratore sviluppato consente l’an-
notazione, la memorizzazione, l’indicizza-
zione, la ricerca di documenti multimediali 
in uno o più CMS attraverso una interfaccia 
web. Ogni oggetto digitale è descritto da un 
file MAG in un formato XML che fornisce, 
tra le diverse informazioni, i riferimenti alle 
immagini prodotte dalla scansione del docu-
mento originale in diverse funzioni. L’adozio-
ne di un comune modello di rappresentazione 
dei metadati è fondamentale per l’interopera-
bilità, ma è altrettanto importante l’interope-
rabilità delle applicazioni. 
 L’architettura di referimento è costituita 
da una serie di strumenti che interoperano at-
traverso una interfaccia a servizi. Il modello 
SOA (Service Oriented Architecture), e la tec-
nologia Web Services, consentono l’utilizzo 
delle funzionalità esportate dalle diverse com-
ponenti da parte di una applicazione e facilita-
no l’integrazione garantendo l’interoperabili-
tà con tecnologie di terze parti. 
 In figura 1 è rappresentata l’architettura 
generale del sistema. Le diverse componenti 
giocano i seguenti ruoli: 
- definizione automatica o assistita del domi-
nio di conoscenza attraverso una un analisi 
dei contenuti; 
- annotazione assistita dei contenuti o di par-
ti di essi; 
- ricerca semantica dei contenuti; 
- personalizzazione context aware della ricer-
ca semantica e presentazione del risultato in 
funzione del profilo terminale/utente. 
Si procede nel seguito con l’illustrare nel det-
taglio i diversi componenti, gli strumenti svi-
luppati e le funzionalità offerti da essi. 
4 Dettaglio dei componenti e delle attività 
svolte 
4.1 Studio e definizione di un modello per la 
creazione di annotazioni semantiche 
In letteratura esistono numerosi strumenti di 
annotazione semantica, la maggior parte dei 
quali utilizzata per l’annotazione di documen-
ti di testo o di pagine web tramite l’utilizzo 
di ontologie predefinite. I modelli concettua-
li che vengono utilizzati per definire la strut-
tura delle annotazioni in questi strumenti sono 
in generale definiti ad hoc. Inoltre, spesso non 
sono trattate in questi sistemi problematiche 
quali la gestione delle versione dei documen-
ti, delle ontologie di riferimento e delle stes-
se annotazioni. 
 Viene qui introdotto un modello unico di 
Fig. 1 Architettura del sistema
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annotazione, in riferimento agli aspetti archi-
tetturali e concettuali riguardanti l’annotazio-
ne semantica. Verranno illustrate l’architettu-
ra di riferimento e il modello unico di annota-
zione semantica utilizzati come base di pro-
getto per il prototipo del tool di annotazione 
del progetto LC3. 
 Il sistema deve permettere l’annotazione di 
documenti di varia natura (file di testo memo-
rizzati nei vari formati, immagini, video, au-
dio), in particolare:
- le annotazioni devono far riferimento a do-
cumenti che in genere si pensano inseriti in 
teche digitali;
- le annotazioni devono essere memorizzate 
all’interno di repository stabili; 
- le annotazioni devono far riferimento a onto-
logie ben definite e stabili; 
- le ontologie di riferimento devono a loro 
volta essere immesse in repository stabili. 
Inoltre, specialmente nella fase di start-up 
del sistema, le ontologie possono evolve-
re, perché arricchite di nuovi elementi: infat-
ti, dall’analisi dei documenti da annotare, si 
possono individuare nuovi concetti o relazio-
ni all’interno di ontologie pre-esistenti. Risul-
ta quindi chiaro che il sistema di annotazione 
semantica dovrà tenere esplicitamente conto 
delle versioni dei documenti, delle ontologie 
e delle annotazioni.
 La piattaforma sviluppata in LC3 si basa su 
una architettura Client/Server, in cui la parte 
client, che è installata sulla macchina dell’uten-
te, consiste essenzialmente nello strumento an-
notatore, mentre la parte Server risiede su di 
un’unica macchina, accessibile da remoto, pre-
disposta alla funzione di repository centrale. 
 L’applicativo Client, Ontology Annotation 
Tool, è stato sviluppato come plugin del tool 
Protégé, ma ne è disponibile anche una ver-
sione stand-alone. Tale applicativo permet-
te di annotare pagine web, file di testo in for-
mato TXT, Plain Text o in formato DOC e fi-
le di presentazione in PPT, associando ad es-
si istanze di una ontologia, o combinazioni 
strutturate di esse. La parte Server è composta 
da un server centrale che gestisce le versioni, 
cioè implementa il cosiddetto versioning delle 
annotazioni, delle ontologie e dei documenti e 
da un database relazionale che ne permette il 
recupero. L’annotazione è memorizzata in un 
file XML. 
 Per l’annotazione di contenuti multimedia-
li è stato sviluppato un applicativo client chia-
mato Ontology Annotation Tool, che permette 
di visualizzare il file da annotare e di effettuare 
le operazioni di apertura e salvataggio di file e 
annotazioni. Un pannello centrale mostra l’on-
tologia in OWL e un Class Browser permette di 
navigare l’ontologia. Un Instance Browser per-
mette invece di visionare le istanze dei concet-
ti presenti nella stessa ontologia. Un terzo pan-
nello mostra i colori associati ai concetti e la 
possibilità di mostrare o nascondere tali colori 
nei concetti annotati nel primo pannello. 
 Un’annotazione può essere effettuata uti-
lizzando: 
- concetti di una ontologia; 
- concetti di ontologie diverse; 
- una istanza già presente nell’ontologia. 
Lo strumento sviluppato permette di annota-
re anche le immagini (in formato JPEG, TIFF, 
PNG e GIF) e/o specifiche porzioni di esse.
 Un testo annotato si potrà vedere grafica-
mente, poiché il background del testo cambie-
rà colore, assumendo quello relativo al con-
cetto annotato. Le annotazioni create con lo 
strumento vengono salvate tramite un’appo-
sita funzione, sul repository remoto. L’anno-
tazione segue quello che è stato denominato 
OVerFA Annotation Model, cioè il modello di 
annotazione semantica definito precedente-
mente. Inoltre è possibile visualizzare grafica-
mente a quali documenti fanno riferimento e 
quali parti del testo sono state annotate. Infine 
è possibile scegliere se annotare una porzione 
di un testo o un intero documento. 
4.2 Costruzione e popolazione di ontologie di 
dominio 
La costruzione di un’ontologia prevede l’ac-
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quisizione di conoscenza nel dominio di ap-
plicazione dell’ontologia stessa. Tale acquisi-
zione può richiedere molto tempo e risorse uma-
ne (in particolare esperti del dominio). 
Molti sforzi della ricerca nell’ambito delle on-
tologie sono mirati a studiare tecniche e meto-
di per costruire ontologie in maniera semi-au-
tomatica a partire da conoscenza espressa in 
forma di testo strutturato o meno, da diziona-
ri, basi di conoscenza, schemi semi-struttura-
ti e relazionali. In questo senso, possiamo de-
finire il processo di ontology learning (o onto-
logy extraction) come l’insieme dei metodi e 
delle tecniche usate per costruire una ontolo-
gia ex-novo o per arricchirne o adattarne una 
esistente in maniera semi-automatica usando 
diverse sorgenti. 
 Esistono diversi approcci per l’automatiz-
zazione parziale del processo di acquisizione 
di conoscenza. Per eseguire questa automatiz-
zazione, possono essere usate tecniche di na-
tural language processing e di machine lear-
ning. Tali tecniche prevedono operazioni di 
potatura, unione, arricchimento di ontologie 
preesistenti, o anche creazione di ontologie ex 
novo, benché in quest’ultimo caso l’apporto 
umano sia ancora nettamente predominante. 
 Il processo di ontology learning definito 
e utilizzato nell’ambito delle attività di LC3 
prevede l’estrazione, per mezzo di un’analisi 
testuale ed eventualmente strutturale dei do-
cumenti disponibili, delle caratteristiche sa-
lienti dei documenti, sulla base dalla ricor-
renza statistica dei lemmi più significativi e 
dei collegamenti tra i documenti e tra le loro 
parti.. 
 Il tool sviluppato per la realizzazione del-
le fasi descritte in figura presenta una serie di 
pannelli che consentono avviare la fase di Text 
Analysis che fornirà il file delle caratteristi-
che, necessario per la successiva fase di clu-
sterizzazione dei documenti processati. 
4.3 Definizione di tecniche semantiche per 
l’IR 
Il sistema prototipale presentato in questo la-
voro, Semantic Searcher, oltre ad utilizzare le 
tecniche di Information Retrieval e Natural 
Language Processing, si basa anche sulle on-
tologie, ma diversamente dagli approcci che 
tendono ad utilizzarle come un mero suppor-
to al query expansion, le utilizza per aiutare il 
sistema nel processamento della query uten-
te, fornendo una base di conoscenza specifi-
ca che permetta di esplorarne il suo significa-
to semantico e fornisca una risposta precisa a 
query anche molto complesse.
4.4 Profilazione client side e adattamento dei 
contenuti 
Al fine di adattare la ricerca dei contenuti (e il 
risultato stesso della ricerca) al loro contesto 
di utilizzo, occorre fornire il profilo che de-
scrive l’utilizzatore e identificare il set di ri-
sorse di cui serve disporre. 
 L’architettura del sistema multicanale con-
text-aware progettato e sviluppato nell’ambi-
to del progetto LC3 è rappresentata in figu-
ra 2. Gran parte dei terminali mobili oggi di-
sponibili sul mercato aggiungono nell’hea-
der HTTP un link che punta ad un descritto-
re standard del particolare prodotto commer-
ciale. Queste tipologie di profilo sono natural-
mente statiche. Tecniche di profilazione auto-
matica dei terminali di tipo avanzato sono ne-
cessarie per una profilazione che riesca a re-
cuperare attributi quali l’effettiva memoria di-
sponibile, il software installato sul terminale, 
la banda, la carica della batteria, la posizione 
dell’utente, ecc. 
 
Le tecniche sviluppate nell’ambito del proget-
to utilizzano la tecnologia ad Agenti Mobili. 
Fig. 2 Architettura del sistema multicanale del progetto LC3
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Si intende per Agente Mobile un’applicazione 
software in grado di spostarsi autonomamen-
te, con il suo codice e lo stato della sua com-
putazione, su un diverso nodo della rete. Tali 
applicazioni sono sviluppate utilizzando una 
tecnologia che garantisce la portabilità, ovve-
ro la possibilità di eseguire indipendentemen-
te dalla piattaforma hardware/software ospite. 
Utilizzando la tecnologia JAVA, l’agente è in 
grado di spostarsi sul terminale cliente ed ef-
fettuare operazioni di profilazione e di riconfi-
gurazione del dispositivo. In figura 3 è rappre-
sentata l’architettura di riferimento e viene il-
lustrato il prototipo sviluppato per la ricerca e 
l’adattamento di documenti MAG e delle im-
magini da loro riferite. 
Il terminale invia le richieste al fornitore di 
servizi. Un proxy in esecuzione in locale in-
serisce nell’header HTTP un link che punta a 
un file statico o a un servizio di profilazione. 
Un sistema proxy lato server intercetta le ri-
chieste e recupera il profilo associandolo al-
la sessione dell’applicazione remota. In que-
sto modo vengono associati in maniera traspa-
rente profili e sessioni. Quando una richiesta 
fa riferimento ad una risorsa che non deve es-
sere adattata, viene effettuato un forward di-
rettamente all’applicazione che eroga il ser-
vizio/risorsa. Quando è necessario un adatta-
mento, viene invece configurato un tunneling 
attraverso una catena di adattatori. Lungo il 
percorso diretto è possibile condizionare una 
richiesta selezionando la risorsa meglio frui-
bile. Lungo il percorso inverso è possibile tra-
sformare la risorsa ottenuta secondo i parame-
tri del profilo. 
 Nell’ambito del progetto è stato realizzato 
un sistema avanzato di profilazione, che uti-
lizza la tecnologia ad agenti mobili. Il sistema 
di profilazione è costituito fondamentalmente 
da quattro agenti software che interagiscono 
tra loro: 
- l’Agente Driver, è l’agente mobile che inter-
faccia l’entità che richiede il servizio (in ge-
nere un provider) e il profilatore; 
- l’Agente Server, è l’agente che coordina le 
diverse richieste di profilazione. Ha il com-
pito di identificare, in base alle informazioni 
raccolte, i servizi e le librerie necessarie. È 
inoltre responsabile della fornitura delle li-
brerie, nonché della loro collocazione all’in-
terno del server; 
- l’Agente SimpleProfile, è l’agente che viene 
inviato sul dispositivo per una prima carat-
terizzazione: fornisce le informazioni basi-
lari sulla configurazione del terminale ed è 
responsabile del download ed installazione 
dei moduli software aggiuntivi; 
- l’Agente TotalProfile, effettuata una prima 
caratterizzazione di alto livello, richiede, in-
stalla e usa librerie specializzate per il di-
spositivo, per accedere a informazioni che 
l’agente SimpleProfile non è in grado di 
ottenere. 
Il servizio di profilazione è esportato sia con 
un’interfaccia Web Services standard, trami-
te i metodi che questo espone pubblicamen-
te, sia con una interfaccia ACL (Agent Com-
munication Language), in modo da garanti-
re l’interoperabilità con altri sistemi ad agenti 
conformi allo standard FIPA e con altre tecno-
logie. Ogni profilatore pubblica il particolare 
servizio di profilazione implementato nel DF 
(Directory Facilitator), un registro dei ser-
vizi. L’applicazione richiede all’entità Profi-
ler le informazioni circa il client che accede al 
servizio. L’agente Total Profile utilizza i mec-
canismi base java per raccogliere informazio-











Fig. 3 Prototipo per la ricerca e l’adattamento di documenti MAG 
e delle immagini da loro riferite
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la versione del sistema operativo e della jvm 
installata. Riconosciuta la tipologia di archi-
tettura, richiede quindi le librerie per una pro-
filazione dettagliata. Tali librerie sono realiz-
zate in codice nativo per il particolare dispo-
sitivo e consentono di accedere a risorse qua-
li la carica della batteria, la quantità di me-
moria impegnata, la percentuale di CPU uti-
lizzata, la risoluzione del display. Utilizzando 
lo stesso approccio, servizi specifici possono 
interfacciarsi a periferiche quali GPS, sensori 
on board, interfacce bluetooth, ecc. Il risulta-
to della profilazione è restituito nella forma di 
un file XML, che integra le caratteristiche ti-
piche contenute in un descrittore standard del 
tipo UAPROF. 
 Come la maggior parte delle applicazio-
ni per l’adattamento dei contenuti, si è scelto 
di progettare la soluzione per LC3 basando-
si su un proxy, che agisca da intermediario tra 
client e server. Il proxy intercetta la richiesta 
del client, ne carpisce, interpretandone il pro-
filo, le caratteristiche salienti che devono gui-
dare l’adattamento, recupera il contenuto ri-
chiesto e lo adatta in base al profilo dell’uten-
te. Se lo stesso dispositivo utilizza più di una 
volta il servizio, l’applicazione lo riconosce, 
poiché memorizza i profili utilizzando il coo-
kie come attributo identificativo. Infatti il pro-
totipo sviluppato è pensato per un’applicazio-
ne web e quindi associa le operazioni di adat-
tamento e di profilazione alla sessione dell’ap-
plicazione. L’approccio adottato è considerato 
vincente perché è trasparente sia al client che 
al server, consentendo ad entrambi di svilup-
pare indipendentemente le loro applicazioni. 
 Alla creazione di una nuova sessione ven-
gono associate le informazioni del profilo re-
cuperate mediante il meccanismo sopra de-
scritto. Ogni richiesta HTTP intercettata dal 
proxy, a seconda della tipologia di risorsa ri-
chiesta, e degli adattamenti disponibili, vie-
ne rediretta attraverso un percorso di adatta-
tori i quali, in funzione dei parametri di pro-
filo, effettuano ulteriori reindirizzamenti della 
richiesta e applicano le opportune trasforma-
zioni alle risposte ottenute. Gli adattatori sono 
costruiti replicando un componente dell’ar-
chitettura, che dovrà essere specializzato per 
la particolare trasformazione da applicare alla 
tipologia di risorsa che si vuole gestire. 
 Nel caso del progetto LC3, una teca digi-
tale contiene una serie di descrittori conformi 
allo standard MAG. Si tratta di un documen-
to XML corredato di informazioni quali Du-
blin Core, descrizione strutturale della risorsa 
e riferimento a risorse multimediali, come ad 
esempio le immagini risultanti dalla scansione 
di un originale cartaceo. Possono essere rife-
rite diverse versioni delle immagini che si di-
stinguono per formato e risoluzione. 
 La dimensione e la formattazione dei file 
MAG forniti come esempio dai partner di pro-
getto sono tali che non su tutti i terminali ne è 
possibile l’utilizzo. Il file è troppo grande per 
essere aperto con alcuni editor di testo. Oltre 
a problemi di trasmissione, gestione e visua-
lizzazione, occorre aggiungere che non sem-
pre tutte le informazioni risultano rilevanti e 
risulta difficoltoso selezionare, tra le diver-
se immagini disponibili, la versione che me-
glio si presta ad esser visualizzata sullo speci-
fico dispositivo client utilizzato. Gli adattato-
ri sviluppati nell’ambito del progetto consen-
tono l’accesso da web e la fruizione dei conte-
nuti pubblicati nelle teche di LC3. Il sistema è 
realizzato in modo tale che gli adattamenti ri-
sultino trasparenti sia alla teca che al client, e 
che anche la fase di profilazione lo sia, nel ca-
so in cui il terminale riesca ad essere identifi-
cato automaticamente. 
 Sono stati sviluppati due adattatori per 
consentire una visualizzazione adattata sia del 
MAG che delle risorse a cui esso si riferisce. 
Il primo adattatore esegue una trasformazione 
XSL del documento XML, i cui effetti sono la 
formattazione del MAG in HTML e una se-
lezione dei campi MAG che puntano alle im-
magini disponibili. Per ogni immagine ven-
gono inoltre filtrare le versioni a risoluzione 
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non supportata. In particolare viene seleziona-
ta, tra le alternative disponibili, la risoluzione 
meglio fruibile dal dispositivo. 
 Il secondo adattatore viene utilizzato per 
ridimensionare le immagini, ed eventualmen-
te cambiarne il formato. Il criterio di ridimen-
sionamento può essere dettato dalle risorse di 
banda, di memoria o dalla risoluzione dello 
schermo del dispositivo. L’applicazione è rea-
lizzata utilizzando il linguaggio di programma-
zione Java, in modo da sfruttare i vantaggi del-
la programmazione ad oggetti. 
 Per migliorare la gestione e l’estensibilità 
dell’applicazione si è fatto largo utilizzo del 
meccanismo dell’ereditarietà. La piattaforma 
ad agenti per sviluppare il servizio di profila-
zione è JADE. Per simulare l’accesso web alla 
teca e per la gestione dei messaggi HTTP sono 
state sviluppate due web application utilizzan-
do la piattaforma Apache Tomcat.
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