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Some results for piecewise constant linear delay differential equations are 
obtained. They include existence and uniqueness theorems, a variation of 
parameters formula, integral inequalities, the oscillation property, and some 
applications. The results are extended to equations involving two types of delays. 
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1, INTRODUCTION 
The study of differential equations involving piecewise constant delays 
has been initiated by Cooke and Wiener in [3,6]. This area of research is 
also now extended by the contributions of Aftabizadeh and Wiener [ 11. 
These equations are similar in structure to those found in certain “sequen- 
tial-continuous” models of disease-dynamics treated by Busenberg and 
Cooke [Z]. 
The aim of the present paper is to establish some basic tools needed in 
the study of qualitative properties of solutions of equations involving 
piecewise constant delays. These tools include the iterative method of 
finding solutions, the variation of parameters formula, and Gronwall type 
inequalities. Some applications have been also included. 
Equations with different types of delays have been studied in great detail 
in [43 and the references listed therein. This paper initiates a study of 
equations in which two types of delays, one continuous and the other 
piecewise, occur. It is hoped that equations of this type will be interesting 
theoretically and in applications. 
Let C(J) denote the space of continuous functions mapping J= [0, co) 
into R". The norm of an n x n matrix M= (mu) is defined as 1 Ml = 
maxi xi 1 muI. E denotes the n x n identity matrix. We consider the 
following systems of differential equations 
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x’(t) = A(t) x(t), (1.1) 
y’(t)=A(t)y(t)+B(t)y(Ctl), (1.2) 
z’(t)=A(t)z(t)+B(t)z([t])+c(t), (1.3) 
for t 2 0, with initial conditions 
x(0) = y(0) = z(0) = co (1.4) 
and with the property: 
(H) A, B are n x n matrices with entries as real-valued continuous 
functions of TV J, c is an n-column vector with entries as real-valued con- 
tinuous functions for TV J, x, y, z are n-vectors, and co is a real constant 
n-column vector. Let 4 be the fundamental matrix (FM) of (1.1) such that 
4(O) = E. Here [t] designates the greatest-integer function. 
2. METHOD OF ITERATION 
The method of iteration is one of the powerful tools used to obtain solu- 
tions of differential equations. We employ this method below to obtain the 
solution of the initial value problem (IVP) (1.2), (1.4). 
THEOREM 2.1. Let the property (H) hold. Then there exists a unique 
solution to the ZVP (1.2), (1.4) for t E J and it is given by 
+~‘~c”‘~(~,f~)B(~~)~(C~~I,f~)B(~~)~(Cf~1,0)dt~df,+ ... 0 0 
xB(tk)+([tk],O)drn--.d&dt, (2.1) 
ProoJ: Let A be any compact interval in J, such that 0 E A. The space 
C(A) of continuous functions from A into R”, with supnorm is complete. 
Consider the space CA (A), A 2 0, of continuous functions from A into R”, 
with norm 
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Clearly C,(d) = C(d). It is seen that the norms 1 y IA are all equivalent for 
A>,0 so that C,(d) is also a complete space. Define T: C,(d)+C,(d) as 
(TY)(~) =d(t, 0) co + j’ d(c s) B(s) Y(CSI) ds. 
0 
It can be shown that 
That is, for A > 1, T is a contraction map on CA (A). Hence, by the Banach 
fixed point theorem [S] there exists a unique y in C(d) such that 
(TY)(~) =y(t). 
Defining 
Ye(f) = co 
~~(~)=~(t,O)co+ll)(~,~)B(s)yx_l(Csl)ds, k = 1, 2, 3... 
0 
and by using the method of successive approximation, the result (2.1) 
follows. The proof is complete. 
The closed form solution of the IVP (1.2), (1.4) obtained in [S] is given 
by 
y(t) = 
( 
d(t, Ctl) + jr 
cr1 
4(6 s)B(s) ds) c[rl’ t B 0, 
where 
1 (2.2) CC,] = k,k-l)+j’ &k,s)B(s)ds)c,. k-l 
In order to study the perturbation effects on Eq. (1.2), we now treat (1.2) 
as our basic equation. The following definition is now in order. 
DEFINITION 2.1. The function 
v+(t) = { 4(t, Ctl) + j;,, 4(t, s) B(s) ds> 
x h {4(k,k-l)+j* ~(ks)~(W~}, teJ (2.3) 
k= [t] k-l 
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satisfying the matrix IVP, Y’(r) =A(t) Y(t) + B(t) Y([t]), Y(0) = E is 
called the FM for Eq. (1.2). 
We use the notation @(t, k) = Ii/(t) ICI-‘(k), k = 0, 1, . . . . [t], t EJ. Observe 
from (2.2) and (2.3) that the solution y(t) of (1.2) is given by y(t) = #(t) c,,, 
t E J. 
3. THE VARIATION OF PARAMETERS METHOD 
The method of variation of parameters is one of the important techni- 
ques in the study of the qualitative properties of ordinary differential equa- 
tions. In particular, perturbation theory heavily depends on this method. 
We aim to establish this formula for Eq. (1.3) below. 
Let x(t), y(t), z(t), t E J, be the solutions of (1.1 ), (1.2), (1.3), respectively, 
satisfying (1.4). It is natural to expect that x, y, and z are related to each 
other. This relationship is established below through the method of varia- 
tion of parameters formula. 
THEOREM 3.1. Let y(t) be the solution of (1.2), (1.4). Let 4 and $ be the 
FMs of (1.1) and (1.2), respectively. Then the unique solution of (1.3), (1.4) 
for t E J, is given by 
z(t) = y(t) + f lk +(t, k) 4(k, s) c(s) ds + [;,, 4(t, s) 4s) ds. (3.1) 
kc, k-1 
Proof: Let z”(t) represent he integral terms on the right hand side of 
(3.1). It is enough to prove that Z(t) is a solution of (1.3). Differentiate 2(t) 
and use (1.1) and (1.2) to get 
z”‘(t) =kfl jkkp, {A@) t,b(t, k) + B(t) +(Ctl, WI c&k 3) 4s) h 
+c(t)+ f I A(t) #(t, s) 4s) ds Cl1 
=A(t)Z(t)+B(t)z”(Ctl)+c(t). 
The proof is complete. 
We can arrive at the same result (3.1) by taking (1.1) as the basic equa- 
tion and using the usual variation of parameters formula to get the solution 
of (1.3). This has been achieved in the next theorem. 
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THEOREM 3.2. Let q5 and $ be the FMs of (1.1) and (1.2), respectively, 
then 
(3.2) 
where n 2 1 is an integer, 
Jl(n,k)=#tn,k)+ i jr ICltr-l,k)~tn,s)B(s)ds, 
r=k+l r-1 
for n>k 
and 1 (3.3) t,b(n, k)= E for n=k, n= 1, 2, . . . . [t]. 
Proof: Let for t > 0, y(t) and z(t) be solutions of (1.2) and (1.3), respec- 
tively. By the variation of parameters formula we have, for t E J, 
y(t) = co + j’ 46 s) B(s) Y(CSI) & 
0 
(3.4) 
z(t)=co+j’~(t,s)B(s)z([sl)ds+~~4(t,S)c(~)ds. (3.5) 
0 
Clearly (3.2) holds for n = 1, since tj( 1, 1) = E. Assume that the result (3.2) 
is true for n = 1, 2, . . . . m. For t = m + 1, we have from (3.5) 
z(m+ l)=~~+~~i jk qS(m+ l,s)(B(s)z(k- l)+c(s)) ak 
k=, k-l 
In similar form we can write y(m + 1) from (3.4) in terms of y(O), 
y( 1 ), . . . . y(m). Since (3.2) holds for n = 1, 2, . . . . m, we get the value of 
z(m + 1) in terms of y(O), y(l), . . . . y(m). From the expression 
the sum of the terms containing y(O), y( 1), . . . . y(m) can be 
y(m + 1 ), then we get 
of z(m+ l), 
replaced by 
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By changing the order of integration in the second term on the right side, 
we obtain 
x &k, s) c(s) ds. (3.6) 
Now use (3.3) in (3.6) to see the result (3.2) is true for n = m + 1. Hence 
the theorem. 
EXAMPLE. We verify the relation (3.1) for the one dimensional case. 
Assume that y,(t) and z,(t) are the solutions of (1.2) and (1.3), respec- 
tively, in the interval [n, n + 1 ), with scalar functions A(1) = a(t), 
B(t) = b(t), for t E J. Clearly q5( t) = exp (JA a(s) ds) and $(t) is given by 
(2.3). Let z,(n) = d,, for n = 0, 1, 2, . . . . It is easy to verify that 
z.(f)=d,,exp(~~o(r)dr)+~~exp(~~o(r)dr) {b(s)d,,+c(s)}ds. (3.7) 
We can similarly write z,,- i (2). Since lim,,, z,- i (t) = z,(n) = d,, we 
obtain for n = 1,2, 3, . . . . 
(3.8) 
Use the recurrence relation (3.8) to obtain d, in terms of do. Substitute d, 
in (3.7) and use the that fact d, = c0 to obtain 
z,(t)=.v,(t)+ t j” ~(~k)((k,s)c(s)ds+f*C(r,S)c(s)~. (3.9) 
kc, k-1 n 
If we take n = [r], then (3.9) is true for any t and hence, we write 
z,(t)=z(t), y,(t)=y(t), ~EJ. Now (3.9) is in the form of (3.1). 
Application. Consider the systems 
y’(t) = AAt) + MCtl) (3.10) 
z’(t) = AZ(t) + ML-tl) +f(z, z(t)), (3.11) 
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where A, B are n x n constant matrices and A is nonsingular and 
f~ C[J x R”, R”]. Further, assume that f satisfies the condition 
where a : J + R + is continuous and is such that 
s 00 a(s) ds < co. 0 (3.13) 
We now prove the following theorem. 
THEOREM 3.3. Assume the FMs 4 and II/ of (3.10) with B = 0 and (3.10) 
respectively, satisfy the conditions 
I $(t)l 6 N, I ht, s)l G MO, 06s<t<oo 
I I(/(4 k) w, s)l d M, for k = 1,2, . . . . [t], (3.14) 
O<sbkbt<oo. 
Take M=max {MO, Ml, . . . . M,,,), where N and M,, k=O, 1, . . . . [t], are 
constants. Let f satisfy (3.12) and (3.13). Then all the solutions z(t) of (3.11) 
exist for t 3 0 and there exists a constant K> 0 such that 
I4tY dKlcol, t E J. (3.15) 
Further, if y(t) is the solution of (3.10) with y(0) = co and y(t) satisfies 
lim , _ o. y(t) = 0, then lim,, m z(t) = 0. 
Proof Using the variation of parameters formula, we have 
z(t) = At) + kyl s:_ 1 tiff, k) 4(k s)f (s, z(s)) ds 
+ I ’ 4(t, s)f (s, z(s)) ds, t E J. Cl1 
The conditions (3.12) and (3.14) yield for t E J 
1 z(t)1 G N I col + M j; cr(s)l z(s)1 ds. 
Application of Gronwall’s integral inequality and the condition (3.13) leads 
us to the conclusion (3.15). The condition lim, _ m y(t) = 0 implies that, 
409/169/1-S 
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given any E > 0, there exists a T(E) > 0 such that 1 y(t)/ < E for all t 2 T(E). 
Proceeding as before, for t 2 T(E), we get 
Iz(t)( <&+A4 la(s) [z(s)1 ds. J 0 
Hence 1 z(t)( < K,E for some constant K, where K, <exp {MS: a(s) &} 
which is independent of E and T. This implies lim, _ m z(t) = 0. 
4. THE GRONWALL TYPE INTEGRAL INEQUALITY 
Integral inequalities play a useful role in the study of the qualitative 
behaviour of solutions of differential equations. We establish the Gronwall 
type integral inequality in the following theorem. 
THEOREM 4.1. Let co 20 be a constant and u, a, b E C[J, R+]. If the 
inequality 
u(t)<c,+ J d (a(s) u(s)+b(s) u(CsI))& teJ (4.1) 
holds, then for t E J, 
u(t)Gc, n exp kc;,{ (J~-,a(r)dr)+J~-~exp(J~a(r)dr)b(s)ds} 
x{exp(J~,,a(r)dr)+J~~~exp(J~a(r)dr)b(s)dr}. (4.2) 
Proof In the interval n < t <n + 1 
u(t) < u(n) 1 + J’ b(s) ds) + J’ a(s) u(s) ds. 
n n 
(4.3) 
Then it is known that 
u(t)<u(n){exp(~‘a(r)dr)+~‘exp(~ra(r)dr)b(s)dsj, n=O,l,.... 
n n s 
Applying this inequality successively for u(n), u(n - l), . . . . u(l), we get the 
desired conclusion (4.2). 
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Remark 1. Observe that the right hand side of the inequality (4.2) is in 
fact a solution of the related delay differential equation 
y’(t) = a(t) y(t) + b(t) Y(CtlL Y(O) = co 
In this sense, (4.2) is the best estimate. When b = 0 in (4.1) (4.2) reduces 
to u(t) < co exp(at), t B 0. 
Application. Consider the perturbed system 
z’(~)=Az(~)+Bz([~l)+f(~, 4th z(Ctl)), (4.4) 
where A, B are n x n constant matrices, A is nonsingular, and 
f~ C[Jx R” x R”, R”]. Assume 
I f(4 Z(f), z(Ctl))l 6 4t)lz(t)l + B(t)1 4CflY 5 (4.5) 
where a, fi are nonnegative continuous functions on .I that satisfy (3.13). 
THEOREM 4.2. Assume the FMs 4 and $ of (3.10) with B = 0 and (3.10), 
respectively, satisfy (3.14). Let the conditions (4.5) and (3.13) hold. Zf y(t) is 
the solution of (3.10) with y(O) = co and y(r) satisfies lim, _ r) y(t) = 0, then 
lim t--rm z(t)=O. 
Proof Proceeding as in the proof of Theorem 3.3, and using the condi- 
tions (4.5) and (3.14), we get 
I z(t)1 Q & + M 1’ (a(s)I z(s)1 + B(s)1 z([s])l) ds. 
0 
Now use inequality (4.2) to get 1 z(t)1 < EK, where 
Clearly it can be seen that 
Kl<exp(M/Ycz(r)dr) fi (l+jkke,Mj3(s)ds). 
0 k=l 
In view of (3.13) we can see that K, is finite and hence, lim, j o3 z(t) = 0. 
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5. OSCILLATORY BEHAVIOUR 
In [l], the authors have obtained a result on the oscillatory behaviour 
of solutions of scalar equations involving piecewise constant delays. In this 
section we extend this result for a system of equations (1.2). For this 
purpose we need the following result proved in [I]. 
LEMMA 5.1. Consider the delay differential inequality 
y’(t) + a(t) At) + b(t) v(Ctl) d 0, t E J, (5.1) 
where a, b E C[J, R]. Assume that 
lim sup 
n-rm 
[“+ ’ b(t) exp (I’ a(s) ds) dt > 1, 
n n 
then (5.1) has no eventually positive solution. 
For an n x n matrix B = (b,), define the matrix measure p of B as 
p(B)=max b,?+ i (b,( . 
i i=l > 
i#j 
DEFINITION 5.1. A solution y(t)=(y,(t), yz(t), . . . . y,(t)) of the system 
(1.2) existing for t E J is said to be oscillatory if at least one of its com- 
ponents has arbitrarily large zeros for t 2 T, 0 < T-c co. 
THEOREM 5.1. Let p( .) denote the matrix measure. Assume that the 
matrices A(t) and B(t) in (1.2) are such that 
lim sup 
m--tcc s mt’ -p(B(s))exp m 
IS -p(A(r)) dr 
m > 
ds> 1. (5.2) 
Then every solution of (1.2) is oscillatory. 
Proof Suppose that there exists a solution, say j(t) = (y, (t), . . . . y,(t)), 
of (1.2) which is non-oscillatory. Then there exists a constant m > 0 such 
that for t > m no component of j has a zero. In such a case we have 
I Yi(t)l +/JAB(t)) i I Yi(CtI)I 
i=] 
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for sufficiently large t >/ T> m. Let u(t) = Cy=, 1 yi( t)l , then u(t) satisfies 
the inequality 
(5.3) 
Since the solution j(t) of (1.2) is non-oscillatory u(t) > 0 for t > T. That is, 
the inequality (5.3) has a positive solution for t > T which contradicts 
Lemma 5.1 in view of the condition (5.2), hence the theorem. 
EXAMPLE. Consider the system 
with 
Y’(f) = AY(l) + BY(Ctl) (5.4) 
Here k(A) = - 5 and p(B) = - 10. The system (5.4) satisfies condition (5.2) 
and hence every solution of (5.4) is oscillatory. 
6. RETARDED EQUATIONS INVOLVING Two DELAYS 
Consider the following scalar retarded differential equations 
x’(t)=ax(t)+bx(t-7) 
Y’(~)=~Y(t)+~Y(t-7)+cY(C~l) 
z’(t)=az(t)+bz(t-r)+cz([t])+f(t), 
where 7 > 0, t > 0 with initial functions 
(6.1) 
(6.2) 
(6.3) 
x(t)=y(t)=z(t)=qqt) for -r<tgO. (6.4) 
Here 4 is a real-valued continuous function defined on [ -7,O], a, b, c are 
real constants, and S is a real-valued continuous function defined on J. 
Observe that Eq. (6.2) contains delays of two types. 
DEFINITION 6.1. A solution of IVP (6.2), (6.4) on J is a function 
y : J -+ R satisfying the following conditions 
(i) y(r) is continuous on J; 
(ii) The derivative y’(t) exists at each point t E J except possibly at 
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c = 0, 1, 2, . ..) where y’(O) represents the right hand side derivative and at all 
other points only the left hand side derivative exists; and 
(iii) v(t) satisfies Eq. (6.2), for each interval [n, n + l), it coincides 
with 4(t) on -r<t<O. 
Let 4, (t) denote the fundamental solution of (6.1) satisfying the initial 
condition 
It is known [4] that if h(A)=0 is the characteristic equation of (6.1) 
then the Laplace transform ,!(#,)(A) =h-‘(A). Further, the solution v(t) of 
(6.2), (6.4) is given by 
y(r)=x(t)+S’(,(t-s)c~(lsl)~~, 
0 
where x(t) is the solution of (6.1), (6.4). 
By using the iterative method we can get existence and uniqueness of the 
solution of (6.2). We state the following theorem. 
THEOREM 6.1. Let x(t) be the solution of (6.1), (6.4) and #i (t) be the 
fundamental solution of (6.1). Then, there exists a unique solution to the IVP 
(6.2), (6.4) and it is given by 4(t), --z,<t<o 
Y(f) = 
x(t)+cS’m,(~-r,,X(Cfll)d~, 
0 
L x~(Cfk-,l-tk)x(Cfkl)dfk...dt2dtl 3 1 t 2 0. 
Proof: The proof can be formulated by following the argument in 
Theorem 2.1. The details are omitted. 
EXAMPLE. The delay differential equation 
x’(t)=bx(t-l)+cx([t]), t>o 
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where b and c are constants, with initial function x(t) = 1 in - 1 < t 6 0, 
has the solution 
Cfl 
x(t)= 1 ML-t1 -A 
j=O I 
(t-ctl)~+c(~-cw+~ 
j (j+ l)! 1 
+b[r,+’ (t- CW”’ 
([t]+l)! ’ 12 0, 
where 
[11-j-l 
x([t]-j)= c bkx([t]-j-k-1) 
k=O 
b[rl -j 
+ (Cl1 -A! 
for j=O, 1,2, . . . . [t] - 1 and x(0) = 1. 
When b = 0, we get the solution of the equation x’(t) = cx( [t]). It is 
given by 
x(t)=(l+c(t-[t]))(l+c)[“. 
When c= 0, we get the solution of the equation x’(t) = bx(t - 1). It is 
given by 
Cfl 
x(t)= c b%Ctl -j) (t-Cmj+bC’,+I (t-[t])[rl+l 
j=O 
j, 
([t]+l)! ’ 
where 
x([t]-j)= c b”x([t]-j-k-l) 
k=O 
for j=O, 1, . . . . [t] - 1, 
and x(-l)= 1. 
We have used the method of steps to obtain this solution. 
To get an estimate for the solution of (6.2), we need the following result 
given in [4]. 
LEMMA 6.1. Let h(A) be the characteristic equation of (6.1). If 
a0 = max {Re 1; h(l) = 0} then, for any a > ao, there is a constant A4 = M(a) 
such that the fundamental solution d1 (t) of (6.1) satisfies the inequality 
IfA( CMexp(at), t > 0. (6.5 
Further, if x(t) is the solution of ZVP (6.1), (6.4), then 
Ix(t)1 GMew(at)l4l, tao (6.6) 
where 141 =su~-~~s~~ I&0)1. 
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THEOREM 6.2. The solution y(t) of (6.2), (6.4) satisfies the estimate 
I y(t)1 <Mexp(crt)lfjI 
[ 
1 -y (exp(r)- 1) 1 --I 
x 1 -v {exp(a)-exp(cl(l- [t]))}]. 
[ 
Proof: By the variation of parameters formula we can write the solution 
v(t) of (6.2) in the interval [n, n + 1) 
where x(t) is the solution of (6.1), (6.4) and ~#i(t) is its fundamental 
solution. Hence 
I r(t)1 G Ix(t)l + I cl I’ Ih(t-s)l I An)1 ds. (6.7) n 
So it follows that 
I Ar)l G Ix(r)1 + (cl I:-, Idl(r-s)l I Ar- l)l ds (6.8) 
for r = 1, 2, . . . . n. Use the recurrence relation (6.8) successively to get a 
bound for 1 y(n)1 in terms of I x(n)l, I dI (, and ( 4 ( . In view of the estimates 
(6.5) and (6.6), we get 
I v(4l G Mev(~n)ld I 1 1 - 
y (exp(a)- 1)1-l. 
Substitute ) y(n)1 in (6.7) and use the estimate for x(t) and d1 (t) to obtain 
the required result. 
Remark. When c = 0 in the above estimate of y(t), we get estimate 
(6.6). 
Next we state a theorem which gives the solution of (6.3), (6.4). 
THEOREM 6.3. If y(r) is the solution of (6.2), (6.4), then the unique 
solution z(t) of(6.3), (6.4) is given by 
+ j-’ h(c s)f(s) 4 t E J, 
rr1 
DELAY DIFFERENTIALEQUATIONS 69 
where q5, (t) is the fundamental solution of (6.1) 
4, (4 s) = $1 (t-s), O<s$t; 
~,(t,k)=~l(f,k)+cij:~l(Csl,k)~1(z,S)ds, for t>k; 
and +r(t, k)= 1 for t=k, k= 1, 2, . . . . [t]. 
Proof: The proof can be formulated by following the argument in 
Theorem 3.2. The details are omitted. 
Observation. The existence theorem and variation of parameters for- 
mula proved above can be similarly extended for the functional differential 
equations of the form 
z’(t)=az(t)+bL(z(t+t?))+cz([t])+f(t), t20, 
where L is a linear operator defined in [4, p. 1421. 
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