Let H (M) stand for the path connected identity component of the group of all compactly supported homeomorphisms of a manifold M. It is shown that H (M) is perfect and simple under mild assumptions on M. Next, conjugation-invariant norms on H (M) are considered and the boundedness of H (M) and its subgroups is investigated. Finally, the structure of the universal covering group of H (M) is studied.
Introduction
Let M be a topological metrizable manifold of dimension ≥ 1, possibly with boundary, and let H(M) (resp. H (M)) be the path connected identity component of the group of all (resp. compactly supported) homeomorphisms of a manifold M endowed with the compact-open topology. In this paper we will deal with algebraic properties of the group H (M) and of its universal covering.
Recall that a group G is called perfect if it is equal to its own commutator subgroup [G G]. That is, H 1 (G) = 0. The following basic fact is probably well-known but we have not found it explicitly proven in the literature. The proof of the perfectness is a consequence of Mather's paper [14] combined with Edwards and Kirby [7, Corollary 1.3 ].
In the case = 1 and M with boundary the proof requires an additional argument, see Section 3. A special case of Theorem 1.1 was already proved by Fisher [8] (see also Anderson [2] ). Observe that McDuff in [16] proved that H(M) is perfect provided M is the interior of a compact manifold with boundary. There exist some generalizations of Theorem 1.1 (see, e.g., Fukui and Imanishi [10] , and Rybicki [18] ).
If M is a smooth manifold then Theorem 1.1 has its smooth analogue. Let D(M) be the identity component of the group of all compactly supported C ∞ -diffeomorphisms of M. Thurston proved that D(M) is perfect and simple; see [4, 23] . Also Mather in [15] proved the same in the class of C -diffeomorphisms unless = dim M + 1. Analogous results for classical groups of diffeomorphisms are also known [3, 4, 11, 19] .
In the case of a manifold with boundary M we denote by M the interior of M, and by ∂ M the boundary of M. We will consider the following groups: Observe that H (M ) is bounded if M is portable (Section 6). In [20] Rybicki proved that H(M ) is bounded provided so too is H (M ).
The last part of the paper is devoted to the structure of the universal coverings of some homeomorphism groups. Let H (M) ∼ denote the universal covering group of H (M 
The proof will be given in Section 7. We will also study the problem of boundedness. We emphasize that many facts presented in this paper are specific for the topological category, that is they are no longer true in the smooth (or even Lipschitz) category. See, e.g., Remark 3.4 and Proposition 6.3.
Fragmentation property and isotopy extension theorem
The results of this paper depend essentially on the deformation properties for the spaces of imbeddings obtained by Edwards and Kirby in [7] . See also Siebenmann [22] . Let us recall basic notions and facts from [7] . 
The main result of [7] is the following We can derive from Theorem 2.2 the following fragmentation theorem. Proof. (See also [7] .) We will consider only the case of H (M), the remaining ones being analogous. First we have to shrink times the cover (U ) =1 , that is we choose an open U for every = 1 and = 0 with U 0 = U such that =1 U = M for all and such that cl U +1 ⊂ U for all . We make use of Theorem 2.2, times with = 1. Namely, for = 1 we have a neighborhood P of the identity in I M 
Taking a neighborhood P of id small enough, we have that · · · 1 restricted to P × I is well defined. For every ∈ P we set 0 = and = · · · 1 ( 1), = 1 . It follows that = id and = Another important consequence of Theorem 2.2 is the following Isotopy Extension Theorem.
Theorem 2.5 ([7]).

Let be an isotopy in H(M) and let C ⊂ M be a compact set. Then for any open neighborhood U of the track of C by
given by ∈[0 1] (C ) there is an isotopy in H (M) such that = on C and supp ⊂ U.
Perfectness of H (M) and H ∂ (M)
The goal of this section is to give a proof of Theorem 1.1. We begin with the following fact, with a straightforward proof, which plays a basic role in studies on homeomorphism groups.
Lemma 3.1 ([14, Basic lemma]).
Let Here we use the fact that H U (M) acts transitively on the family of balls in B , c.f. [12] .
Next we define a homomorphism S :
The above reasoning appeared in Mather's paper [14] . Actually Mather proved also the acyclicity of H(R ). It is easily seen that [14] and Lemma 3.1 are no longer true for C 1 homeomorphisms. However, Tsuboi gave an excellent improvement of this reasoning and adapted it for C -diffeomorphisms with small , see [24] .
Corollary 3.2.
Assume that either Then there are ∈ H U (M) and a homomorphism S :
The proof is analogous to that of Lemma 3. 
there is a sequence of reals from (0 1),
Moreover, setting A = ∂ × ( ) and A = ∞ =1 A , we may also have that
and that for the decomposition = 1 2 resulting from the partition A = ∞ =1 A and from (3),
The condition (4) means that we exclude any twisting of . (2), (3) and (4). Here we put ( 0) = ( 0) for all ∈ ∂.
Next we set = −1 , that is = . It follows that also enjoys the properties (2), (3) and (4) with a suitably chosen sequence similar to (1) . 
Remark 3.4.
(1) Tsuboi gave another proof of the perfectness of H(R + ) in [25] . He did not use [7] in it.
(2) Given a smooth manifold with boundary M of dimension ≥ 2, it is known that the group D(M) is perfect (see Rybicki [17] ; also Abe and Fukui [1] by using a different method). For = 1, D(M) is not perfect. In particular, Fukui in [9] calculated that H 1 (D(R + )) = R. Here is 0-tangent to id means that = id on ∂ R + . If 0 ≤ < ∞ then D (R + ) is not perfect. In fact, for any diffeomorphisms
Therefore if we choose ∈ D (R + ) such that D +1 (0) = 0, the above equalities yield that cannot be in the commutator subgroup. 5 ([16] ).
The groups H(M J), where J ⊂ K , are perfect.
For a proof, see [20] . The proof is no longer valid if we drop the assumption that M is the interior of a manifold with boundary, e.g. if M is the cylinder S 1 × R with attached infinitely many handles.
On the simplicity of H (M)
The following result is related to Ling's paper [13] . 
Conjugation-invariant norms
The notion of the conjugation-invariant norm is a basic tool in studies on the structure of groups. Let G be a group.
A conjugation-invariant norm (or norm for short) on G is a function ν : G → [0 ∞) which satisfies the following conditions: for any ∈ G,
Recall that a group is called bounded if it is bounded with respect to any bi-invariant metric. It is easily seen that G is bounded if and only if any conjugation-invariant norm on G is bounded.
The commutator length of , cl G , is the least integer such that can be expressed as Proof. If 
Definition 5.3.
(1) A topological group G is continuously perfect if there exist ∈ N and continuous mappings S : G → G,S : G → G, = 1 , satisfying the equality
for all ∈ G.
(2) Let H be a subgroup of G. H is said to be continuously perfect in G if there exist ∈ N and continuous mappings S : H → G,S : H → G, = 1 , satisfying the equality (6) for all ∈ H. Then H G denotes the smallest as above.
Of course, every continuously perfect group is uniformly perfect.
Proposition 5.4.
Suppose that the closure of B is included in U, where B is a ball (or a half-ball and ≥ 2) and U is open in M. Then
Proof. It The following fact is a consequence of Proposition 5.4.
Proposition 5.5.
If H (M) is continuously factorizable then it is also continuously perfect. However, we do not know whether some homeomorphism groups H (M) are continuously factorizable. See also [21] about locally continuously perfect groups of homeomorphisms.
Proof. If
Burago, Ivanov and Polterovich proved in [6] that D(M) is bounded (and a fortiori uniformly perfect) for many manifolds. See also Tsuboi [26] . We need some preparatory notions and results from [6] . A subgroup H of G is called strongly m-displaceable if there is an ∈ G such that the subgroups H, H −1 H − pairwise commute. Then we say that -displaces H. Fix a conjugation-invariant norm ν on G and assume that H ⊂ G is strongly -displaceable.
Then (H) = inf ν( ), where runs over the set of elements of G that -displace H, is called the order displacement energy of H.
Theorem 5.6 ([6]).
Given a group G equipped with a conjugation-invariant norm ν and given H ⊂ G, if there exists ∈ G that -displaces H for every ≥ 1 then for all ∈ [H H]
(1) cl G ≤ 2; and
A weaker version of Lemma 3.1 follows from (1) of the above theorem: However, contrary to Lemma 3.1, the method based on Theorem 5.6 (1) is still true in the smooth category.
Boundedness of H (M) and H ∂ (M)
The proof of the following theorem is essentially in [6] . Theorem 6.1.
Let B be a ball or a half-ball in M (in the latter case we assume ≥ 2). Then H B (M) is bounded.
For the proof we need the following Proposition 6. 2 ([6] ). For any decreasing sequence in (0 1) of the form
converging to 0, there exist 1 2 ∈ H(R + ) such that for = 1 2 one has
Moreover, if we have another sequence
then there is an element of ψ ∈ H(R + ) with ψ( ) =˜ and ψ( ) =˜ for = 1 2
Proof. In order to prove the first assertion it suffices to choose 1 
Continuing the reasoning from the proof of Theorem 1.2 for = −1 , it can be checked that admits a decomposition of the form =
and where 0 ¯ 0 satisfy 1 >¯ 0 > 0 > 1 . Furthermore, satisfy conditions analogous to (4) for = 1 2 3 4.
In view of Proposition 6.3 there exist¯ ∈ H ∂ (∂ × R + ) of the form¯ = id × such that H U (M) is -displaceable by¯ for = 1 2 3 4 and for all ≥ 1.
Let ν be a conjugation-invariant norm on H ∂ (M). In view of Theorem 5.6 (2) and the invariance of ν we have
The proof is a consequence of Proposition 5.2, and is completely analogous to that for diffeomorphisms [6, Theorem 1.7 ].
Corollary 6.7.
If M is portable then H ∂ (M) is bounded.
The proof follows from Theorems 1.5 and 6.6. In contrast, for diffeomorphism groups we have the following Proof. Choose a chart at ∈ ∂ M . Then, 
The universal covering groups of H (M) and H ∂ (M)
Let G be a topological group. The symbolG will stand for the universal covering group of G, that is,G = PG/ ∼ , where ∼ denotes the relation of the homotopy relative to endpoints.
We introduce the following two operations on the space of paths PG. Let P G = {γ ∈ PG : γ( ) = for ∈ [0 1/2]}. For all γ ∈ PG we define γ as follows:
Then γ ∈ P G and the subgroup P G is the image of PG by the mapping : γ → γ . The elements of P G are said to be special paths in G. It is important that the group of special paths is preserved by conjugations, i.e. for each ∈ PG we have conj (P G) ⊂ P G for every ∈ PG, where conj = As before, γ ∈ P G and the subgroup P G coincides with the image of PG by the mapping : γ → γ .
Lemma 7.1.
For any γ ∈ PG we have γ ∼ γ and γ ∼ γ .
Proof. We have to find a homotopy Γ relative to endpoints between γ and γ . For all ∈ I define Γ as follows:
It is easy to check that such Γ fulfils all the requirements.
For the second claim define Γ as follows: for any ∈ I
Given a group G recall the definition of homology groups of G. The usual construction of homology groups proceeds by defining a standard chain complex C (G). Its homology is the homology of G.
The complex C (G) is defined as follows. For any integer ≥ 0 denote by C (G) the free abelian group on the set of all -tuples ( 1 ), where ∈ G. Next introduce the boundary operator ∂ : C (G) → C −1 (G) by the formula
The symbol H (G) = Z (G)/B (G) will stand for the -th homology group of the above chain complex. It is well known that
that is, the first homology group is equal to the abelianization of G. For any ∈ G the conjugation mapping conj : G → G induces an identity so conj ( ) = for any ∈ H (G), c.f. [5] .
For any ∈ PG denote˜ = [ ] ∼ ∈G and for any ∈ C (PG) of the form = ( 1 ), where ∈ Z, denote by˜ = (˜ 1 ˜ ) the corresponding element of C (G). Then it is easily checked that
where∂ is the differential in the chain complex C (G). That is, (7) can serve as a definition of∂.
In order to compute H (H (R ) ∼ ) we fix some notation. Let = ( 1 ), where ∈ Z, be a chain from C (PH (R )). We define the support of by ) and let =˜ , where = ( 1 ) is a cycle representing . According to Lemma 7.1 we can assume that ∈ P H (R ). Then C = supp is compact. We can find¯ ∈ PH (R ) such that¯ 1 (C ) ⊆ B. Define =¯ ∈ P H (R ). Since any conjugation induces the identity on homology, conj * ( ) = . But, in view of (7) , conj * ( ) is represented by the cycle conj . It is easily seen that for 0 ≤ ≤ 1/2, conj = id, and for 1/2 ≤ ≤ 1, conj is supported in B. Hence conj is a cycle representing a homology class of the group H B (R ) ∼ such that ι * = .
In order to show injectivity let ∈ ker ι * . As above let be a cycle from P H (R ) representing . Since ι * ( ) = 0, there is a cycle ∈ C +1 (PH (R )) such that ∂ = . In view of Lemma 7.1 we may assume that ∈ C +1 (P H (R )). We choose ∈ P H (R ) such that 1 (supp ) ⊆ B. We then have ∂(conj ) = conj ∂ = conj = . This means that is the boundary of an element from C +1 (PH B (R )). Consequently, = 0.
Proof of Theorem 7.2. (See also [14] .) By Lemma 7.3 it suffices to consider H B (R ) (resp. H B (R + )), where B ⊂ R is a ball (resp. B ⊂ R + is a half-ball). As in the proof of Lemma 3.1 we define B 0 = B and we choose a locally finite, pairwise disjoint sequence of balls (resp. half-balls) (B ) ∞ =0 converging to a point ∈ R (resp. ∈ ∂ R + ). We also choose an isotopy ∈ P H (R ) (resp. ∈ P H (R + )) with 1 
