Abstract. Given a bipartite graph G = (L0, L1, E) and a fixed ordering of the nodes in L0, the problem of finding an ordering of the nodes in L1 that minimizes the number of crossings has received much attention in literature. The problem is NP-complete in general and several practically efficient heuristics and polynomial-time algorithms with a constant approximation ratio have been suggested. We generalize the problem and consider the version where the edges have nonnegative weights. Although this problem is more general and finds specific applications in automatic graph layout problems similar to those of the unweighted case, it has not received as much attention. We provide a new technique that efficiently approximates a solution to this more general problem within a constant approximation ratio of 3. In addition we provide appropriate generalizations of some common heuristics usually employed for the unweighted case and compare their performances.
Introduction
Given a bipartite graph G = (L 0 , L 1 , E), the crossing minimization problem consists of finding an ordering of the nodes in L 0 and L 1 such that placing the two layers on two horizontal lines and drawing each edge as a straight line segment, the number of pairwise edge crossings is minimized. A related version is one where the ordering in one of the layers is already fixed. The former is usually referred to as the both layers free bipartite crossing minimization whereas the latter as the one layer free bipartite crossing minimization. Both problems have been extensively studied in literature. Unfortunately they are both NP-hard [6, 10] . As a result extensive research has been devoted to the design of heuristics and approximation algorithms for these problems.
Both crossing minimization problems, especially the one layer free version, have been used as basic building blocks for automatic layout of directed graphs following the approach of Sugiyama, Tagawa, and Toda [18] . This approach consists mainly of three steps: Assigning the nodes with horizontal layers, ordering the nodes within each layer so as to minimize the number of crossings, and finally assigning actual coordinates for the nodes and edge bends. A commonly used approach for the second step is the "layer-by-layer sweep" method which requires a solution to the one layer free crossing minimization problem. The current paper examines the weighted generalization of the (unweighted) one layer free crossing minimization problem, from now on referred to as OLF. Specifically we consider the following:
Weighted One Layer Free Problem (WOLF): Given an edge-weighted bipartite graph G = (L 0 , L 1 , E) and a fixed ordering of nodes in L 0 , find an ordering of nodes in L 1 such that the total weighted crossings in the resulting drawing is minimized. If two edges e 1 , e 2 ∈ E cross then this crossing amounts to W(e 1 ) × W(e 2 ) in the total weighted crossings, where W(e 1 ), W(e 2 ) denote the nonnegative weights of e 1 , e 2 respectively.
Besides the fact that it is a generalization of OLF, its wide range of applications provides further motivation to study WOLF. Similar to OLF, natural applications include those related to computing layered layouts of directed graphs. Many such instances assign an edge weight to indicate its "importance". The goal then is to compute layouts with few crossings between important edges of large weight [3, 4, 8] . Other applications specific to WOLF include recent problems related to wire crossing minimization in VLSI [16] .
Previous Work
Crossing minimization problems in drawings of bipartite graphs have been studied extensively in literature. A common method to solve the both layers free version of the problem is to iteratively apply a solution to OLF, while alternating the fixed layer at each iteration. Therefore considerable attention has been devoted to the OLF problem and its variations [2, 5-7, 11, 12, 14, 15, 17, 19] .
Since OLF is NP-complete even when the graph instances are sparse [14] , much of related research concentrates on the design of heuristics and approximation algorithms. Most popular heuristics include the barycenter method of [18] and the median heuristic of [6] . Jünger and Mutzel survey various heuristics and experimentally compare their performances [11] . They conclude that the barycenter method yields slightly better results than the median heuristic in practice. On the other hand from a theoretical point of view median heuristic is better. Specifically, they both run in linear time and the median heuristic is a 3-approximation, whereas the approximation ratio of the barycenter method is Θ( |L 0 |) [6] . Yamaguchi and Sugimoto [19] provide a greedy algorithm GRE that has the same approximation ratio of 3 in the worst case and that works well in practice. However the running time of GRE is quadratic. Recently, Nagamochi devised a 1.47-approximation algorithm for OLF [15] .
Another promising technique for OLF is the penalty graph approach introduced by Sugiyama et al. [18] . The performance of this method depends on an affective solution to the minimum feedback arc set (FAS) problem which is also NP-complete [9] . Demetrescu and Finocchi experimentally compare the perfor-mance of the penalty graph method based on their algorithm for FAS to that of the barycenter, median, and the GRE heuristics [5] .
Applications requiring a solution to WOLF usually employ a weighted modification of the barycenter method [3, 4, 8] or a penalty graph based approach [16] . Such practices are based on the presupposition that simple extensions of desirable methods for OLF should also lead to efficient solutions for WOLF. To the contrary, our experiments indicate this may not necessarily be the case.
Our Contributions
To the best of our knowledge this is the first study to consider specifically the WOLF problem and to compare various promising methods. The following summarizes the main contributions:
-We provide an efficient approximation algorithm 3-WOLF for the WOLF problem. Specifically, algorithm 3-
We note that this is the first polynomial time algorithm to have a constant approximation ratio for the WOLF problem. Although there are several polynomial-time, constant approximations for OLF [6, 15, 19] , it is not obvious how to generalize them for WOLF while retaining the same approximation ratio. Algorithm 3-WOLF consists mainly of two phases: A coarse-grained ordering phase followed by a fine-grained ordering phase. The initial coarse-grained phase partitions L 1 into disjoint sets and orders the partitions. Then the second phase orders the nodes within each partition independently (without considering the the nodes in other partitions).
Phase-1: Coarse-grained Ordering
To make the description easier, for now we assume that G is a complete weighted bipartite graph (some weights can be zero). We later provide the details necessary to implement it more efficiently.
We partition L 1 into n 0 disjoint sets P 0 , . .
In general for r ≥ 1, we define P r as follows:
Obviously each node in L 1 belongs to exactly one partition. The partitions are ordered in the increasing order of their indices from left to right. Algorithm 1 provides a pseudocode for Phase-1. The following lemma shows the correctness of the described partitioning and ordering: Lemma 1. Given u ∈ P q and v ∈ P r , where q < r, after Phase-1 of Algorithm 3-WOLF, c uv ≤ 3c vu .
Proof. If q = 0 then W(u) n0 2 = 0. Since q < r we have W(v) n0 2 > 0. This implies c uv ≤ c vu and the lemma holds trivially. Now assume q > 0. Since u ∈ P q and v ∈ P r by definition the following hold:
(1)
We write c uv = A + B + C and c vu = A ′ + B ′ + C ′ where,
We show that A, B, C ≤ c vu . We have W(u)
q+1 . Since q < r by the first part of 2 we have W(v)
r+1 . Putting together we get
Since q < r the right side is at most W(u)
r+1 . The first term in this sum is equal to A ′ . The second term is at most C ′ . Therefore A ≤ c vu .
To prove it for B, we have
. Putting together we have B ≤ A ′ and therefore B ≤ c vu . Similarly for
q+2 by 1 which implies C ≤ A ′ and therefore C ≤ c vu .
Phase-2: Fine-grained Ordering
Let π(P r ) be a permutation of the nodes in P r . We define the following invariant:
Definition 1. Given a partition P r and S such that S ⊆ P r , let π(S) be a permutation of S. We call π(S) a partition invariant satisfying permutation (PISP) if for any u ∈ S and for all v ∈ S that is placed to the right of u in π(S) the following holds:
We show that an algorithm that orders P r according to the partition invariant is appropriate for our purposes: Lemma 2. Let π(P r ) be a PISP of P r . For any pair u, v ∈ P r where u is to the left of v in π(P r ) we have c uv ≤ 3c vu .
Proof. We write c uv = A + B + C and c vu = A ′ + B ′ + C ′ where,
We show that A, B, C ≤ A ′ . This is true for A since π(P r ) is a PISP. For B we note that
. From the definition of P r we have W(v)
For C we note that
We show that we can construct a PISP efficiently. The following transitivity lemma will be helpful for further results. We defer the proof to Appendix due to space constraints.
Lemma 3. Given u, v, w ∈ P r , each with degree at least one, assume the following hold for some j, 1 ≤ j ≤ n 0 :
Constructing π(P r ) from P r . We assume all nodes in P r have degree at least one, as nodes with degree zero can be placed arbitrarily. We use a divideand-conquer approach. We first divide P r into two subsets of equal size P r1 , P r2 . We solve the problem for those subsets to obtain two PISPs for P r1 , P r2 and finally we merge the resulting PISPs. The details are presented in Algorithm 2.
Assuming π(P r1 ), π(P r2 ) are PISPs, we need to prove the correctness of the merge procedure. We do so inductively. Let π(P r )
t denote π(P r ) after t steps of the merge procedure. Let u ′ , v ′ be the current nodes of π(P r1 ), π(P r2 ) respectively at the end of t steps.
Proof. The proof is by induction on t. The base case of t = 0 holds trivially. Let u, v be the current nodes in π(P r1 ), π(P r2 ) respectively, at the beginning of step t. Assume inductively that π(P r ) t−1 • {u} and π(P r ) t−1 • {v} are PISPs. Without loss of generality assume 
as u is to the left of u ′ in π(P r1 ) which is a PISP. We need to show that W(u ′ )
for all x ∈ π(P r ) t−1 • {u}. If x = u the inequality is satisfied because of 6. On the other hand if x = u, we have W(u)
r+1 since by the inductive hypothesis π(P r ) t−1 • {u} is a PISP. Using the transitivity property stated in Lemma 3, we combine this last inequality and that of 6 which implies W(u ′ )
for all x ∈ π(P r ) t−1 • {u}. If x = u the inequality is satisfied because of the initial assumption in 5. On the other hand if x = u the inequality holds by the inductive hypothesis.
The lemma below is an immediate consequence of Lemma 4:
Lemma 5. Let π(P r ) be the output permutation of Algorithm 2 applied on P r . π(P r ) is a PISP.
The correctness of Phase-2 follows from lemma above and Lemma 2: Lemma 6. Given u, v ∈ P r , where u is placed to the left of v after Phase-2 of Algorithm 3-WOLF, c uv ≤ 3c vu .
Running Time of Algorithm 3-WOLF:
In order to implement Phase-1 efficiently we note that a node u ∈ L 1 may not be connected to all the nodes in L 0 . Let N u denote the set of neighbors of u. We assume the nodes in L 0 are labeled from 1 to |L 0 | and that nodes in N u are already in sorted order according to these labels. We compute the sum are also recorded during Phase-1, once they are computed. Therefore following the description of Phase-2 in Algorithm 2, the second phase requires time O(|L 0 | + |L 1 | log |L 1 |). The theorem below then follows this discussion and the correctness lemmas presented in Lemma 1, 6:
Remark 1. We show that there exist instances of WOLF for which the bounds of Lemmas 1, 6 are almost met. Therefore the performance ratio analysis of those lemmas are tight in the worst case. We defer the details of the constructions of such instances to Appendix, see Section 5.3.
Weighted Modifications of Common Methods for OLF
In addition to 3-WOLF, we consider modifications of four well-known methods suggested previously for OLF: The median, barycenter, GRE heuristics, and the penalty graph method.
W-MED (Weighted Median): The original median algorithm as described by Eades and Wormald [6] , assigns x-coordinate of u ∈ L 1 to be the median of the x-coordinates of the nodes in N u . If two nodes are assigned the same median, then one of them is placed to the left randomly, except when one has odd degree, and the other even, in which case the odd degree node is placed to the left. The weighted version we propose, W-MED, in essence is similar to 3-WOLF. Algorithm W-MED also proceeds in two phases. In the coarse-grained phase of W-MED we first decide on the partition of each node u ∈ L 1 . Node u is placed in P r , where r is the smallest integer value such that W(u)
. The partitions are then ordered from left to right in the increasing order of their indices. In the second phase of W-MED we apply W-BARY, described next, on each partition P r .
W-BARY (Weighted Barycenter): The original barycenter method assigns the x-coordinate of each u ∈ L 1 as the average of the x-coordinates of its neighbors [18] . In W-BARY edge weights are introduced to this average. That is, the x-coordinate of u is assigned to
W-GRE (Weighted GRE): The GRE algorithm described for OLF greedily assigns u ∈ L 1 as the next node to place in the rightmost position [19] W-PM (Weighted Penalty Minimization): The PM algorithm also requires the computation of a cross table. A weighted directed graph called the penalty graph is constructed. The node set is that of L 1 . An edge with weight c vu − c uv from u to v is inserted in the penalty graph if c uv < c vu . The algorithm then seeks for a minimum feedback arc set (FAS) in the penalty graph [18] . Demetrescu and Finocchi propose an implementation of the PM method based on their algorithm for approximating FAS [5] . The W-PM method is based on their implementation, except as with W-GRE, the computation of c uv takes into account the edge weights.
Remark 2. We note that Phase-1 of W-MED is analogous to the median assignment in the OLF settings, assuming the medians are different. In fact we can prove that nodes in different partitions are placed appropriately, upto the constant approximation ratio of 3, after this initial phase. This result, analogous to Lemma 1 of 3-WOLF is presented in Appendix, Section 5.3. For the second phase, in OLF settings, the median algorithm simply checks the node degrees to order the nodes within each partition to guarantee the same approximation ratio. However similar reasoning does not seem to apply to WOLF.
Remark 3. The approximation ratio of the barycenter method applied to OLF is Θ( |L 0 |) [6] . In contrast, there exist instances of WOLF for which W-BARY produces outputs where the performance ratio is Ω(|L 0 | + |L 1 |). Interestingly such instances are plausible even when degrees are restricted to 2. We note that in OLF settings the barycenter method achieves an optimal solution under this restriction [14] . We provide the construction of such instances in the Appendix. . In OLF settings it can be implemented in time O(|E| × |L 1 |). This improvement is based on the observation that each crossing increments the total crossings by the same amount of 1. However this is no longer true in WOLF settings. Therefore our construction of the cross table requires O(|E 2 |) time, although this does not have too much affect on the actual CPU times required by the algorithms.
Experimental Setup and Results
We implemented all the algorithms in C++ using the LEDA library [13] . The implementations are freely available in [1] . Experiments are performed on computers with the configuration of P4 3.2 GHz of CPU and 1GB of RAM. We constructed a parameter list that is relevant to the WOLF problem. We implemented a random graph generator that takes as input an instance of such a list and produces an output graph compatible with the requirements of that instance. Each output graph is then fed to all the algorithms and the results are recorded. We repeat this sequence of calls to graph generator followed by calls to algorithms k times, where k is assigned a value in the range from 5 to 50 depending on the edge density. An average of the resulting crossing numbers from these k iterations are computed.
Random Graph Generator and Parameters
Two items included in our parameter list are |L 0 |, |L 1 |. The rest of the items are as follows: Edge density is the approximate ratio of the number of edges in the resulting graph to the number of edges in the corresponding complete graph with the same number of nodes in L 0 and L 1 . Edge density varies between 0.001 and 1. Average weight is the approximate value of the average weight of a randomly generated edge. Sum of weights/W eight balance indicates an upper bound for the randomly generated weight of an edge. Sum of weights is equal to Average weight × Edge density × |L 0 | × |L 1 |. 
Results and Discussion
For a given input graph a trivial lowerbound on the number of crossings is LB = u,v∈L1 min(c uv , c vu ). We have two performance measures. We compute crossing/LB, where crossing indicates the total weighted crossings produced in the layout of an algorithm, to measure the quality of its solution for WOLF. The second measure is the running time required by each algorithm. In terms of crossing/LB values 3-WOLF outperforms W-MED and W-BARY which have comparable running times. We note that the running time plots are logscale, therefore the actual time differences between the algorithms W-GRE, W-PM and the algorithms 3-WOLF, W-MED, W-BARY are much larger than visualized in the plots. It is interesting to note that even though the time requirement of W-GRE and W-PM is much larger than that of 3-WOLF the performances measured in terms of crossing/LB are almost the same.
Another interesting result of our experiments is the distinction between the settings of OLF and WOLF. In the OLF settings the barycenter method has remarkable performance given its running time requirement. The median algorithm seems not to perform well in practice in this case. Additionally, the performance gain of the GRE and the PM methods is so large that they may be appealing even with such poor performance in terms of running time. However in the WOLF settings W-BARY is the worst in terms of the crossings produced, see also Remark 3. The performance gain of W-GRE, W-PM is not remarkable anymore. In fact even a simple combination of the median and the barycenter heuristics, W-MED, provides similar performance. 
If W(v) graph. The lower layer shows L 0 , whereas the upper layer is L 1 . We have u ∈ P q , v ∈ P r and u is placed to the left of v. The resulting number of crossings are c vu = w 2 whereas c uv = 3w 2 − 2wǫ. For sufficiently small ǫ this implies a ratio of almost 3 for c uv /c vu . The construction can easily be extended to Θ(n) nodes by introducing n copies of this block. It is easy to see that each node on L 1 is placed in a different partition as a result of Phase-1 of Algorithm 3-WOLF on such an instance.
Along similar lines a construction can be applied to show that the bound of Lemma 6 is also tight. Figure 3 -b shows a building block of such a construction. We have u, v ∈ Pr. We pick ǫ v slightly smaller than ǫ. The construction can be extended to Θ(n) nodes by introducing n copies of node v. Phase-2 of Algorithm 3-WOLF places u to the left of each copy of v as W(v) . For sufficiently small ǫ, this implies 3nw 3 + Θ(nw 2 ) crossings as a result of Phase-2 of Algorithm 3-WOLF, whereas we get nw 3 + Θ(nw 2 ) crossings in the optimum placement, where u is placed to the right of all copies of v.
