Prison construction was a noticeable component of economic development initiatives in rural places during the 1980s and the 1990s. Yet, few comprehensive ex post-empirical studies have been conducted and therefore the literature remains inconclusive about the economic impacts of prisons. Following a temporal overview of the geography of prison development and associated characteristics, this research employs quasi-experimental control group methods to examine the effects of state-run prisons, constructed in rural places between 1985 and 1995, on county earnings by employment sector, population, poverty rate, and degree of economic health. Our analysis suggests that prisons have had no significant economic effect on rural places in general, but that they may have had a positive impact on poverty rates in persistently poor rural counties, while also associated with diminishing transfer payments and increasing state and local government earnings in places with relatively good economic health. However, we found little evidence to support the conclusion that prison impacts were significant enough to foster structural economic change.
INTRODUCTION
Many rural areas have persistently high poverty rates and have continuously lagged behind the rest of the nation economically. Few economic development strategies have been shown to ameliorate this trend. Therefore, rural communities seeking alternatives to improve their situation have often turned to recruiting enterprises that are considered the least desirable elsewhere, such as prisons (Thies 2000) . Rural prison facilities, although smaller than their urban counterparts, are generally large in comparison to base populations in rural places (Beale 1996) .
Hence, in most instances it is expected that prison construction and subsequent operations will create relatively significant direct impacts through prison employment and indirect impacts by way of regional multiplier effects. However, empirical evidence that demonstrates the economic effects of prison sitings in rural places is sorely lacking, and moreso is evidence in support of prisons' impacts on economically distressed places and their resident poverty populations.
The lack of analysis is due in part to the fact that measuring the economic effects of prison development is made difficult by varying pre-existing characteristics of places and the regions in which they are situated, such as the degree of economic diversity within the economy and the extent of inter-industry and inter-regional linkages. In conjunction, it is understood that the characteristics of the prison facility must be taken into consideration; the composition of facility expenditures, including number of employees and related skill levels and wages rates, all need to be evaluated. Yet, many argue that even if attempts to capture such factors are made, as when seeking to generalize impacts via an input-output analysis or conjoined econometric analysis, those efforts are fruitless because prisons are economic "islands" (Rephann 1996) . That is, they are isolated from their host communities in both their hiring and expenditure practices, offering little beyond a physical presence that serves as a negative externality in attempting to attract other enterprises to the area (Carlson 1992; Shichor 1992) .
Compositional characteristics of such investment often limit their economic development impact. For instance, prison employment policies and educational requirements often result in administrative and corrections positions being filled from within the corrections system by transfers of individuals from outside the community. These employees tend to commute to work rather than relocate (Beale 1993 (Beale , 1996 Fitchen 1991) . Job opportunities for area residents are typically comprised of clerical positions and skilled service work. These jobs tend to pay
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2 significantly lower wage rates than the more skilled, professional jobs. Thus, prisons are not thought to have much impact on welfare and poverty populations; in general, high-skilled jobs are taken by individuals originating outside the local community while the prison population itself provides ample low-skilled labor to fulfill menial tasks. Prisoners accumulate records of good behavior as part of their work details, earn nominal compensation for certain tasks, while receiving some level of training (Fitchen 1991) . Additionally, most of the prisons constructed in rural places over the last several decades are owned and operated by the state or federal government or national private industry, therefore prison inputs and purchasing networks are at the national scale (Sechrest 1992) . These factors suggest that not only do few jobs go to residents, but also the indirect benefit of the prison as an economic activity is limited, as substantial forms of leakage may go hand in hand with prison development.
Yet, despite the potential limitations in the benefits derived locally from prisons, many rural places took advantage of the opportunity to bid for and acquire a prison during the prisonbuilding boom that began in the 1980s and lasted through the late 1990s (Beale 1993 (Beale , 1996 Beck and Harrison 2001) . Laws such as "three strikes and you're out" and longer and more severe prison terms for first time drug-related offenses led to an exponential increase in state level prison populations. Some states, and regions within them, made prison location into a business. Descriptive analysis of prison locations over the last two decades clearly show that in some regions of the country, prison siting became a target of development opportunity. The purpose of this analysis, therefore, is to provide a measure of impact of state prisons, developed at the height of the boom (1985) (1986) (1987) (1988) (1989) (1990) (1991) (1992) (1993) (1994) (1995) , on diverse rural places, particularly those with high levels of poverty and economic distress prior to prison construction. This paper includes two parts. The first part of the paper describes the spatial and temporal distribution of prisons in the United States. A unique data set was created that allows for the tracking of prison construction in the U.S. to 1995 and the examination of the characteristics of those prisons in terms of the type of facility, its location, attributes of the prison population, and conjoint location of prison facilities. Thus, the first part provides a detailed snapshot of the spatial economic of incarceration in the United States. The second part of the paper presents an analysis of the effect of prison construction on county-level economic conditions. In this analysis we emphasize the effect such investments have on populations at risk as measured by changes in the poverty population and area-wide economic health in matching counties. In doing so, we first report on the theoretical models applied in order to make explicit the main assumptions of the research project and to relate the methods to the reader on a higher level of abstraction than is traditionally the case in the reporting of impact assessment (Becker and Porter 1986).
PART I: THE SPATIAL & TEMPORAL DISTRIBUTION OF PRISONS IN THE U.S.
The growth in the number of federal, state, private, and joint local authority prison facilities in operation in the United States as of 1995 is described with reference to three distinct periods of spatial development: pre-1945, 1945-1984, and 1985-1995 As in the prior two periods, the majority of those prisons were constructed in the South, mainly 1 7 7 8 1 8 5 0 1 8 7 1 1 8 8 2 1 8 9 1 1 9 0 0 1 9 0 8 1 9 1 5 1 9 2 2 1 9 2 9 1 9 3 6 1 9 4 3 1 9 5 1 1 9 5 8 1 9 6 5 1 9 7 2 1 9 7 9 1 9 8 6 1 9 9 3 year percent Economic Impacts of the Prison Development Boom Farrigan and Glasmeier 4 in South Atlantic states, such as North Carolina prior to 1945 and in Florida from 1945 However, the pattern of growth from 1985 to 1995 shifted substantially from the South Atlantic Division of the South to the West South Central, concentrating in Texas with 14.4 percent of the growth for that period (more than double that of any other state). These and other dominant patterns of prison construction, including a boost in prison sitings in California from and in Michigan from 1985-1995, can be seen by comparing Figures 2-4 Among the nearly 1,500 prisons included in our data set, 39 percent or 576 facilities are located in rural places as currently defined, 1 mainly in North Carolina, New York, and California (see Figure 5 ). Of that 39 percent, 36 percent were constructed from 1985-1995 alone and are somewhat concentrated in Michigan (9%), New York (7%), Texas (6%), and Connecticut (6%).
Rural prisons constructed in earlier periods are more highly concentrated and located in southern places. For instance, the highest percentages go to Virginia (10.5%), Florida, and California (10.3% each) for 1945-1984 and to North Carolina (21.5%) for pre-1945 construction.
Therefore, the older the rural prison, the greater the tendency for it to be located in the Southeast, while newly constructed rural prisons are more widely dispersed across the United States.
Facilities in urban places have a similar geography for the earlier periods, but the more newly constructed the urban prison the more likely it is to be located in Texas. Looking further at occupational characteristics, first by gender and then in conjunction with location, we found that in 1995 both males and females predominately worked in corrections occupations (an average of 71% and 41%, respectively), followed by professional (9%) and maintenance (7%) for males and clerical (25%) and professional for females (20%). occupations across both urban and rural facility locations overall. Additionally, females represented a higher share of professional occupations in urban facilities in the Northeast and South as well as in rural facilities in the South.
Finally, in relation to lower-skilled (and lower-wage) jobs and their availability to the local labor market considering potential competition from prison inmates, it is interesting to note that the majority of facilities support work assignments for inmates and do so in diverse occupations, although more generally in farming/agriculture. In 1995, 93 percent reported having inmates on work assignments, with an average of 206 per facility. Considering this and the number of jobs supplied by prisons on average (226) and the percent in higher-skilled occupations (87%) in 1995, the notion that prisons provide a sufficient supply of labor internally to fill the low-skilled positions created by the facility's existence, thereby eliminating access to those jobs for area residents, seems likely. This leads the way into the second part of the paper and our primary task, which is to construct a measure of impact of prison development from 1985-1995 with a focus on persistently poor rural places.
PART II: THE IMPACTS OF RURAL STATE-PRISON DEVELOPMENT
The techniques typically used for economic impact analysis vary considerably (Pleeter 1980 ). Yet all impact analyses are based on the assumption that a project or treatment, such as the development of a prison in a persistently poor rural place for the sake of economic growth, triggers organizational, population group, and project environment effects and side-effects that can be assessed to some extent (Becker and Porter 1986) . In this case, it is assumed that there is a causal link between the prison's activities and economic impacts and that measurable effects occur by means of direct or indirect distributive processes. This simplistic idea of cause-andeffect forms the analytical basis of impact analysis, even though scientifically, the impact of a specific development like a prison can be measured only if it is known what the situation would have been if that prison had never been constructed (Isserman and Merrifield 1987) . Therefore, it has to be demonstrated that changes in the dependent variables (prison impacts) are due to the independent variables (prison operation)-accordingly, a distinction must be made between the gross and net impacts of a prison (Neubert 2000) .
Preliminary Considerations. Theoretically, net impacts can be arrived at by isolating the endogenous disturbance variables--those associated with the prison operation itself--from exogenous disturbances. The effects that are extraneous to the prison. Yet realistically, clear distinctions as such are made impossible by the embeddedness of the factors of interest to social scientists in complex, heterogeneous socioeconomic and spatial structures with implicit counterfactual (unobserved) qualities that lead to logical contradictions or misleading inferences when ignored (Kaufman and Cooper 1999) . Therefore, scientific research as such can only be conducted in social laboratory experiments, where hypothetical approaches to causal inference that capture counterfactual contrasts are applied.
For instance, the social experiment method, which employs experimental data (e.g. Heckman et al. 1997; LaLonde 1986) , allows for the construction of a control group from a randomized subset of a potential comparison population. Other advantages are discussed at length in Bassi (1984) and Hausman and Wise (1985) , but in fact, social experiments are hardly feasible and often of questionable benefit; they are expensive to implement, are not amenable to extrapolation (i.e. not easily applicable to ex-ante analysis), and are typically limited by the ruling out of spillover, substitution, displacement, and equilibrium effects by requiring that the control group be completely unaffected by the treatment (Blundell and Costa-Dias 2002) . As such, social experiments are rarely used in economics and geography.
Still, if a more realistic measure of impact is to be achieved, then comparison of situations with and without the treatment (whether cross-sectional, counterfactual, or longitudinal) is the most important and comprehensible element of evaluation (Neubert 2000 ).
Yet, comparative examination necessitates reduction to a subset of relevant information (e.g. economic properties of the prison facility and/or the location) and explicit assessment objectives, thereby producing an estimate of effects given definitional "if… then" statements (Davis 1990 ).
Thus, impact analysis is best understood not as a true measure of effect, but rather as a study designed to generate quantitative estimates based on a conditional model.
Quasi-Experimental Design.
Both natural experiment and quasi-experimental approaches to impact analysis are based on comparison of treatment and non-treatment groups.
The natural experiment design, commonly employing the "difference in difference" method, examines the differences between the average behavioral properties of a naturally occurring control (non-treatment) group and the treatment group. This measure can be used in the absence of a genuine randomized control group as well, in a quasi-experimental format whereby comparison group selection is determined with respect to the most important variables as defined by the researcher. In this situation the selection process is dependent on two critical assumptions that make comparison group selection extremely difficult (Blundell and Costa-Dias 2002, p. 3):
(1) common time effects across groups and (2) no systematic composition changes within each group.
In other words, the matching of groups for comparison is done by selecting sufficient observable factors, where sufficiency is determined by hypothetical or statistical controls, and analysis is conducted on the basis that any two places with similar factor values will not display systematic differences in behavior when faced with the same treatment. The logic behind quasiexperimental analysis, therefore, is that a control group can be selected non-randomly to serve as the baseline from which inferences about change to treated places--in this case places in which a state prison was constructed, can be made. Although control group assignment is non-random, certain aspects of a true experimental design are reconstructed in the analytical process thereby approximating a randomized trial. As such, quasi-experimental designs offer an alternative in the absence of randomized controls, but they are disadvantaged by the potential loss of internal validity through the selection process.
Quasi-experimental design presupposes that qualitative comparability exists prior to treatment and that the impacts of treatment exposure would be the same for both groups when realistically the same outcome is rarely, if ever achieved, particularly due to heterogeneous external influences (Neubert 2000 ). Yet, quasi-experimental designs have been shown to be "sufficiently probing…well worth employing where more efficient probes are unavailable" (Campbell and Stanley 1963, p. 35, author's emphasis). As such, efforts to improve evaluations of the effectiveness of policies or projects intended to foster economic change in specific places have increasingly led to the application of quasi-experimental control group approaches to impact assessment (Cook and Campbell 1979; Isserman and Beaumont 1989; Isserman and Merrifield 1982; Reed and Rogers 2001) . For example, quasi-experimental designs have been used in the evaluation of regional employment subsidies (Bohm and Lind 1993) , for measuring the impacts of highways in rural areas (Broder et al. 1992; Rogers and Marshment 2000) , and for determining the economic effects of the Appalachian Regional Commission (Isserman and Rephann 1995) , among other economic development and infrastructure investment initiatives.
Mahalanobis Metric Matching.
A number of acceptable analytical alternatives exist within the quasi-experimental framework; "no one method dominates… [t]he most appropriate choice of evaluation method has been shown to depend on a combination of the data available and the policy parameter of interest" (Blundell and Costa Dias 2002, p. 32) . 4 Accordingly, a variety of matching techniques are used to pair treated observations with non-treated controls based on background covariates (e.g. population and income growth rates) that are defined by the researcher based on their study relevance. However, the most extensively documented of those techniques is Mahalanobis metric matching.
Mahalanobis metric matching is commonly done by randomly ordering the treatment observations, then calculating the distance between the first treated observation and all of the control or non-treated observations, where distance d (i,j) , between treated observation i and control subject j is defined by the Mahalanobis distance (u -v)
Here, u and v are the values of matching variables for the treated subject i, control subject j, and C is the sample covariance matrix of the matching variables from the full control group. The process that follows the calculation of the Mahalanobis distance is that the control observation with the minimum Mahalanobis distance is selected to match the first ordered treatment observation. Then, both are removed from their respective groups as a match and the process is repeated until all matches to treatment observations are made.
The major limitation of this technique is that as the number of covariates included in the specified model increases, it becomes more and more difficult to find relatively close matches.
This is due to the fact that the calculated Mahalanobis distance expands with the number of dimensions in the analysis and therefore the average distance between observations tends to become larger as well. The reason is that significant differences often exist between covariates of the treatment and non-treatment group in observational studies, perfect matches rarely if ever exist; as such, the more extensive the model, the greater the likely error of comparison. These differences or errors can lead to biased estimates; therefore, they must be adjusted for in order to reduce selection bias prior to determining the treatment effect.
Reducing Bias with Propensity Scores. A measure that can easily be added to the process in order to solve the bias problem is the propensity score. This metric allows for the simultaneous matching of covariates on a single variable and is defined as the conditional probability of receiving a treatment given specified observed covariates e(X) = pr(Z = 1 X),
implying that Z and X are conditionally independent given e(X) (Rosenbaum and Rubin 1985) . In other words, the propensity score is a value between zero and one that represents the predicted probability of the dependent variable. If the dependent variable is a treatment group, as with this study on rural places in which state prisons were opened during the prison development boom, then the propensity score would be interpreted as the predicted probability of acquiring a prison for each case based on the combined pre-treatment characteristics of the county, as defined by the covariates selected for the study.
The propensity score can be estimated using logistic regression or discriminant analysis.
The latter requires the assumption that the covariates have a multivariate normal distribution while the former does not, but the results in both cases can be used similarly to adjust the measure of the treatment effect, thereby increasing the confidence level that approximately unbiased estimates are obtained (D'Agostino 1998). However, a number of approaches can be employed to reduce bias and increase precision using propensity scores. One is a case-control matched analysis performed in conjunction with the propensity score, another is nearest available matching on the estimated propensity score, and a number of other variations exist, many of which include the Mahalanobis metric (Parsons 2000; Rosenbaum and Rubin 1984; Rubin 1979; Rubin and Thomas 1996) .
Having examined a number of techniques, Rosenbaum and Rubin (1985) concluded that the nearest available Mahalanobis metric matching within calipers defined by the propensity score was the best choice. Their decision was based on the technique's balance between the covariates for the treated and control or non-treated groups in addition to a balance between the squared covariates and the cross products between the two groups. This is achieved by combining the Mahalanobis metric matching and propensity score methods, constraining the control group to a preset amount of the treated observation's estimated propensity score (D'Agostino 1998). This is explained further in the next section with reference to the current study.
Study Methodology. The major requirement in statistical matching is to preserve the marginal distributions of the variables in their original form. To satisfy this condition, constrained matching is the method most commonly used (Rodgers 1984) . In this analysis selection of both treatment and control or non-treatment groups were constrained initially by sequential calipers that serve as proxies for spatial independence (Isserman and Merrifield 1987) .
In the case of the treatment group, rural places in either completely rural counties or counties
with an urban population of less than 20,000 not adjacent to a metro area were identified. Within that pool of potential treatment counties, those with one state-run prison constructed between 1985 and 1995 were selected for analysis (see Table 1 ). The pre-treatment control group was similarly chosen, with non-metropolitan county designations meeting the same urban/rural population criteria and the lack of, or presence of "0," state-run prisons within the county boundaries.
Since economic impacts on the treatment areas' economies as a whole as well as on their poverty population were of interest, the model covariates were specified as measures of growth, industrial structure, and population and demand (Isserman and Rephann 1995; Rephann et al. 1997; Rephann and Isserman 1994) . Income shares by major industries (excluding mining where data suppression is a serious problem) serve as measures of industrial structure; change rates in economic health, 5 poverty, population, and total personal income as measures of growth; and, proportions of residential adjustment and transfer income, and state and local earnings as measures of population and demand (see Table 2 ).
Table 1. Prison Locations and Year of Construction in Treatment Counties
Earnings and population data were taken from the Bureau of Economic Analysis, Regional Economic Information System and poverty rates were obtained from the Census Bureau 1970 Bureau , 1980 Bureau , and 1990 decennial Census and 1998 estimates. The year 1970 served as the base year for pre-test purposes, except for the growth covariates, for which the base was the absolute change rate from 1970-1980. Using this data for both treatment and potential control counties, propensity scores were estimated through logistic regression. 6 Then the distributions of the covariates were examined. The Mahalanobis metric was then calculated using a stepwise discriminant analysis. All of the significant covariates and the logit of the propensity score were included in the model. The next step was to calculate the Mahalanobis distances between the treatment and control counties.
Matching was achieved by pairing a randomly selected treatment county to the closest control county, based on the Mahalanobis distance, from within a sub-set of control counties whose propensity scores fell no further than four standard deviations away from the treated county's propensity score. That match was then removed from the selection pool and the process continued until all treatment counties were matched with a control. Once matching was completed t-tests were run on the matched counties to examine whether or not the bias between the groups had been removed. Table 4 contains the descriptive statistics and t-tests for the after matching comparisons. As exhibited by the calculated means and lack of significance, the matched sample covariates were relatively evenly distributed.
Further evidence of bias reduction is given in Table 5 , which shows percent reduction in bias for the covariates with the largest initial biases, such as the poverty growth rate (RPOV) for which the bias was reduced by 61.5 percent. Essentially, no significant differences remain, therefore the matched control group was deemed satisfactory. Hence, the quasi-randomized experiment was successfully created and the covariates could be likened to the background variables in randomized experiments. Identification of Prison Impacts. The post-treatment period was estimated from 1980-1999 (except 1997 for index scores and 1998 for poverty rates), 7 thereby allowing for a 7 These were the latest dates for which data were available for these measures at the time this study was completed. A series of paired samples t-tests were run on the cumulative change rates for each of the covariates by group based on the following data select cases: all, economic health index rank 1 or 2 for 1980, economic health index rank 3 or 4 1980, poverty rate 1980 less than 20 percent, poverty rate 1980 greater than or equal to 20 percent, and poverty rate 1980 greater than 30 percent. 8 The "all" category test was meant to identify whether or not significant differences in the mean values of the 55 treated counties and their control counties developed during the posttreatment period. None of the factors examined were shown to be significantly different except for state and local government earnings (see Table 6 ). That is, on the average there was a noticeable difference in the positive growth in state and local government earnings between treatment counties and their controls, thereby suggesting that prison development was responsible for that difference.
Example Matched
The other tests were conducted in order to stratify the treatment county sample by economically distressed (index rank 3 or 4)/non-distressed counties (index rank 1 or 2) and persistently poor (poverty rate => 20%) / not persistently poor counties (poverty rate < 20%) at the start of the impact period. Significant differences were not found to exist between treatment and control counties in any of the categories, except for change in transfer income and state and local earnings for counties with an index rank of one or two in 1980; change in transfer payment income for treatment counties with a poverty rate less than 20 percent; and change in poverty rates for treatment counties with poverty rates equal to or above 20 percent in 1980. This suggests that prison impacts on economically distressed or persistently poor counties were limited to poverty rate effects for persistently poor counties. Further, counties impacted were likely not to be the most extremely poor given the lack of significant difference in change in poverty rates for counties in the 30 percent or greater range. Growth Rate Differentials. The three factors found to be significant (state and local government earnings, transfer payment income, and poverty rate) served as the basis for impact measurement by way of growth rate differentials, defined as: D jt = R cjt -R gjt where D is the growth rate difference, c is a treatment county (c = 1, …, 55), g is a control county (g = 1, …, 55), R is the growth rate measured from the base year (b), j is one of the variables under investigation (j = 1, … ,k), and t is the test year (Rephann et al. 1997) . A subset of growth rate differentials for base period 1980 and test date 1999 (1998 for poverty) for transfer income, state and local government earnings, and poverty rates are provided in Table 7 . 20; 1980-1999 Growth rate differentials are interpreted as the difference between treatment county growth and growth in its control county over the same period of time. Mean growth rate differentials are commonly used; here, mean (average), cumulative (additive), and point . However, the absolute change in poverty rate from 1980 to 1998 was comparatively minimal (-.6 percent differential). In relation, the mean growth rate differential in state and local government earnings for the same county was only 2.9 percent, but the cumulative value was relatively high at 54.5 percent. This suggests that growth may be substantial in the treatment county in comparison to its control (14.5% absolute), but potentially dispersed over time. Thus, there is a need to look more closely at the temporal factors of change, which is done graphically for this example in Figure 2 . North Carolina; The graph of cumulative growth rates in state and local government earnings for Pender
County reveals that the treatment county began to outgrow its control county at the start of the prison boom, but since the date of construction for the prison was 1993, it would be misleading to attribute that growth to the prison. However, the line graph also illustrates that accelerated growth (increase in change in comparative slope) has taken place since the time of prison construction, thereby suggesting that some measure of the growth rate differential for state and local government earnings for the entire study period was likely due to the presence of the prison. If desired, a measure of that effect can be taken by multiplying the growth rate differential by the corresponding base level value. Expressed as I jt = (R cjt -R gjt )V cjb where I is the impact estimate, the term (R cjt -R gjt ) is the growth rate differential as previously defined, and V is the value of the factor under examination, which in this case, continuing with the example, would be state and local government earnings.
The difference of this measure, taken at two periods of time, say 1989 to allow for construction effects to be captured and then again in 1999, would separate out the impact on growth in state and local government earnings potentially attributable to the prison from that which is likely due to macro trends earlier in the study period. The results presented in this study
are not disaggregated in such a way (for reasons of space), but 180.0% C 8 0 8 1 C 8 2 8 3 C 8 4 8 5 C 8 6 8 7 C 8 8 8 9 C 9 0 9 1 C 9 2 9 3 C 9 4 9 5 C 9 6 9 7 C 9 8 9 9 Year Cumulative Rate of Change Treatment Control index rank of either one or two in 1980 (N = 10). According to these estimates, the greatest impact of prison development appears to be on poverty rates in Pender, NC and McCormick, SC, where a differential reduction in poverty by approximately 5.3 percent (mean) was achieved over the study period. That represents an absolute change of 6.3 percent and 8.9 percent, respectively, given the 1998 estimate based model (7.7% and 9.0% in 1999 using U.S. Census 2000 figures). percent were in counties with some urban population. This suggests that there may be a link to a prison's ability to have a positive economic effect based on the extent of the treatment county's pre-existing economic structure and relative location, which would also challenge the claim that the prison industry economy is an "island," such that a prison's impact may be more exogenously driven locally than the literature suggests. In other words, the characteristics of the place in which the facility is located have a greater influence on the measure of effect than do the characteristics of the facility itself; however, the current analysis does not support making further inferences on that topic.
Considering economy-wide impacts, based on a diversity measure for both earnings and employment by industry sector, it appears that prisons have very little sectoral impact on the county economy; therefore, prison development is not a good way to stimulate diverse economic growth. The results of this analysis also suggest that prisons have had a positive effect on poverty rates (i.e. a decrease), particularly in places with persistently high poverty concentrations, although this seems to be tied to a reasonable degree of economic health in the county. That is, when moving to greater extremes of poverty and economic distress, prisons had virtually no effect on the study sample of rural places. It must be recognized, however, that only a limited number of potential covariates were analyzed and that other dimensions such as migration patterns and income distributions need to be considered. For instance, looking further at Pender
County alone, the average number of annual in-migrants from the year of original prison construction (1993) to 1999 was nearly one and a half times that of out-migrants (3-2) and median income of in-migrants was 13 percent greater than that of out-migrants ($21,355 to $18, 928 in 2000 dollars) . 10 This may explain at least some of the poverty impact for Pender County during that time period. Yet, interestingly, when compared to 2000 U.S. Census Bureau poverty thresholds, the median income of the out-migrating population for the impact period was within the poverty-income range for a family of four while that of the in-migrating population was in the poverty range for a family of five. Therefore, although the in-flow of a higher income population to the out-flow of a smaller number/lower-income population is clear, the representation of the poverty population in those movements is not altogether obvious. As such, few inferences can be made about the statistical change in poverty in relation to migration without further disaggregation of that population by income. However, these measures do lend some support to the notion that the majority of prison jobs are filled by transfers from outside the county.
In conclusion, the economic impacts of the prison development boom on persistently poor rural places, and rural places in general, appear to have been rather limited. Our analysis suggests that prisons may have had a positive impact on poverty rates in persistently poor rural counties as well as an association with diminishing transfer payments and increasing state and local government earnings in places with relatively good economic health. However, based on the number of significant covariates for the study sample and the size of the growth rates for individual counties in comparison to their matches, we are not convinced that the prison development boom resulted in structural economic change in persistently poor rural places. It may be more the case that the positive impacts found to exist are simply attributable to spatial structure, that is, due to the mere existence of a new prison operation in a rural place rather than the facility's ability to foster economy-wide change in terms of serving as an economic development initiative. 9 The diversity measure is based on the Herfindahl Index (H=S 1 n (share i ) 2 ), which is used here as one minus the sum of the squares of the employment shares of all the employment sectors of the economy and similarly for earnings. 10 Derived from the Internal Revenue Service, Statistical Information Services, Office of the Statistics of Income Division, County-to-County Migration Data (1980 -1981 , 1983 , through 2000 -2001 .
