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ABSTRACT
Noise in a photographic system is generally non-additive.
As of today there is no model to explain a non-additive noise
system. That best model that we have of the photographic
system is in terms of additive noise systems.
By adding a noise effect to a signal an additive noise effect
can be obtained. What was investigated in this thesis was what
effect the adding of noise in a photographic system plays in
an observers ability to recognize a signal that is present in the
noise.
By photographing a noise field and adding it to a signal target
an additive noise effect is obtained. The method of producing
the noise used in this experiment was based upon a method prop-
ogated bt N.D, Diamantides. The method used in this experiment
was to disperse salt on a black background in a random manner
and then photographing the resultant field.
The resultant noise fields which were normally distributed
with respect to density were superposed on top of a signal slide
and then shown to 25 observers. The signals used were the
PIT alphanumeric targets with contrast ratios representing
a useful range of pictorial photography. The observers ability
to resolve a line was determined on the basis of their being
gble to see two out of three characters correctly.
The results of viewer observations were that the higher the
noise the less the observer is able to recognize. As contrast
decreases the ability to recognize a character falls off ex
ponentially. The ability of an observer to correctly identify
small lines is limited by the modulation transfer function of
the eye.
INTRODUCTION
When an object is photographed, the resulting image
usually has a noise level present along with the signal.
Some of this noise is additive Gaussian noise present in
a real camera system. The difference between tke trans
mittance of the signal and the transmittance of the noise
is referred to as the signal-to-noise ratio of the re
sultant image .
The purpose of this thesis was to investigate the
effect that the signal-to-noise ratio plays in image
evaluation by the ability of observers to recognize simple
targets imbedded in noise. An investigation of different
contrast levels for the targets was also pursued.
This type of evaluation is more objective than using
standa-r-rl tri-bar targXs. Tri-bar targets lead to sub
jective measurements of resolvability, Statistical targets
such as the ones used in this project utilize
statistics in that an observer's choice is either right or
wrong.
THEORETICAL BASIS
Work relating to the problem of image evaluation by
means of target recognition has been done by Thomas W.
1
'
Barnard of the Perkin-Elmer and by R. P.
Chambers and J. S, Courtney-Pratt2 of Bell Telephone Labora
tories. These two reports along with others have involved
the presentation to observers of a group of targets with
simulated Gaussian noise superposed on the target images.
The type of targets used in the two papers mentioned
above and also this project are based upon target recogni
tion statistics.
Since the communication of information is understood
most naturally in a statistical context, a statistical
measurement of the amount of information conveyed to pn
observer is likely to be a useful image evaluation tech
nique .
These targets afford a more objective measurement of
i.ma^o quality. The qualitative decisions on targets like
the tri-bar are thereby avoided. Controversies arising
from subjective measures of image quality do not occur.
The problem of detecting a known signal in additive
Gaussian noise can be interpreted in terms of statistMai
dXrrt ion theory. Tf tvere in a signal, of known trans
mittance ^(or density) s(t) appearing superposed on
Gaussian noise n(t), the total, output will he v(t) upon
which the observer must choose one of two hypothesis.
(Hpjt there is no signal present, and the output eonsXsts
only of Gaussian noise of menn 7.ero v(t)=n(t), and H-] )
the output is the sum of the expected signal and noise
i
v(t)-s(t)+n(t) . The observer has adopted some criterion by
which to measure his success in a large number of decisions
of this type.
NOISE SIGNAL PLUS NOISE
Figure 1 Signal Plus Noise Detection Problems
In the work done by Barnard, he suggests that an ob
server acts as a perfect matched filter for targets im
bedded in What this means
is that if a signal is
presented to an observer with Gaussian noise added, the ob
server's visionary processes will act as a
filtering
mechanism which yields the maximum signal-to-noise ratio
k
Visual detection is limited by noise in the signal and
also by noise in the visual system itself, such as random
firing of nerves even in the absence of e- signal.^ The
process by which a person observes an image is in the end
limited by the noise in the observer's system.
In photography it is often useful to be able to simu
late random photographic fields. Psychophysical experi
ments aiming at the detectability of a particular type
target against meaningless but confusing backgrounds is one
such application. Simulation of either fine or coarse
grain structure emerging in photographic intelligence pic
tures viewed under extreme magnification is another.
Frank Scott of the Perkin-Elmer Corporation contends
that simulation of coarse grain structure images in a photo
graphic system by enlarging an image of real film is un
acceptable. No lens could be found which had a sufficiently
uniform image forming capability over a large enough field.
Before any quantitative results can be established when
assessing imaging systems in noise, some grasp of the problem
must be understood. The photographic prpcess is essentially
a non-linear system. That is, the final output image is not
going to have the same characteristics of the input object.
Many factors contribute to the non-linearity such as flare,
emulsion noise, processing effects, and others. This is to
say that the noise in a photographic system is multiplica
tive, not additive. Multiplicative means that it is impossible
to recreate the original signal by subtracting off effects
that cause it to degrade. Additive noise means that the
original input can be recreated by subtracting off the
t
effects of noise.
Most of the models now in existence deal only with
additive systems because no model for multiplicative systems
has yet been advanced. That is why all of the experimenta
tion based upon visual detection of signals in noise has
been based upon additive noise. This may not be totally
correct but can provide a basis for an understanding of what
is happening.
One method of producing a Gaussian noise field was
mentioned by N,D. Diamantides of Goodyear Aerospace Corpora-
7
tion. His method was used as a basis for producing the
noise fields used in this experiment. He simulated a random
noise field by a sandblasting technique. The process us<^d
depended upon many factors such as size and weight of each
sand crystal, hardness and curvature of its impact zone,
the distribution of normal and tangential velacX^s X
+x-.
4xii vidua! particles at the impact points, and the distribu
tion of time and space of the grain density within the blast
area. The process is, therefore, a result of the multi
plicity of many factors. Under these
circumstances it is
very likely that the conditions of the central limit
theorem
ar-e satisfied as far as the final results in terms of trans
mittance is concerned. Diamantides proved by using a
precision autocorrel ator thai: the field distribution was
indeed normal with respect to transmittance. The pro
cedure used in this experiment was similar to
Diamantides'
procedure and will be described later. Such fields make
possible the simulation of large size images of coarse
grain with subjectively realistic appearance and with
statistical fidelity, both of which are important in
psychophysical work.
By isolating a noise field and investigating the
parameters of the noise, a more objective measure of noise
introduced into the system is obtained. After adding an
input signal to the noise it can be considered that the
signal is added to the noise, thus simplifying much of the
analysis,. Much is known about additive noise processes
and the results gotten from such a treatment can be inter
preted in terms of those processes.
EXPERIMENTATION
The first step in this research project was to be able
to isolate a normally distributed noise field with respect
to transmittance (or density) on a film sample. As dis
cussed previously, noise in a photographic system is gener
ally non-additive. That is, the final signal-with-noi.se
image is not the result of a signal level plus a noise level
as it is an electrical process, but rather the results con
tain many extranens ter^s wv'*ch are hard if *->ot impossible
to isolate. By the selection of a very fine-grained film,
it was hoped that an effective isolation of an additive
noise
"effect"
on film would be obtained. Another criteria
for the film was that it must be capable of obtain.! ^r a
gamma of unity over most of the operating region. This does
not assure a truly linear relationship between film exposure
and its resulting transmittance but does afford a very con
venient method for reproducing an object in a nearly linear
relationship.
Using the Kodak Guide to Professional Black and White
Films , the choice of films was narrowed ,to two. The two
choices were Kodak film type Panotomic-X 35mm j and Kodak film
type High Contrast Copy, 35 mm. Martin Scott at Kodak Park
v/as consulted to obtain information as to the suitability of
these films for the purposes of this experiment. He advised
the author that for the objectives of this experiment, Kodak
film type High Contrast Copy would be the best choice.
To obtain an objective test on the two films it was
decided that the granularity and sensitometry of the two
8
films would he investigated. The first step in this pro
cedure was to expose the films in a Kodak sensitometer. The
two different films were each exposed under th" same condi-
i
tions. The filtration in the optical path of the sensito
meter wast no filter for the first exposure, .8 ND filter
for the second exposure, a 1,1 ND filter for the third ex
posure, and a lA ND filter for the last exposure. The
films were then processed in accordance with the manufac-
turer's specifications. The films were then examined for
granularity by the author on a Zeiss measuring microscope
at a magnification of 430X. It was determined by these
observations that the film which provided the
"best"
back
ground? that is, the smallest amount of emulsion or grain
noise, was the High Contrast Copy film.
It was recommended by Mr, Scott that a fine-grain de
veloper such as Microdol-X be used to obtain a gamma of unity
for High Contrast Copy film, A development series varying
time at a fixed temperature was executed to find a suitable
time to produce a gamma of 1.0. The processing was done in
accordance with ASA standard tray rock processing. It was
determined that at a fixed temperature of
68
an eight minute
development time gave the closest gamma to 1.0, Thus, with
a well-suited film for the experiment, the direction the
project took at this point was to obtain suitable targets.
The targets that were to be used had to meet the follov/-
ing specif ications i
1) Line thickness to target width should be about l ? 5
2) All angular orientation should be covered
3) Cross correlation of targets in set should be equal.
'J-) Ratio of adjacent target sizes -hould be ^/~7
5) No learning process for viewers in recognition of
targets.
t
One such target that was found that matched the criteria
was the RTT alphanumeric target. Mr, Brent Archer at the
RIT Graphic Arts Research Center was consulted es to the
availability of these targets. Targets of three different
contrast levels were obtained from Mr, Archer.





ratios 10001, 1.6 si, and .8*1, The targets were composed
of four quadrants. Each of the quadrants consisted of the
letters and numbers E, 5, 2, 8, 3 with three signals on
each line of different height. The smallest line was k.$
lines /mm. According to the criteria for identifying a
signal 70% correct detection of a line is taken as the line
being resolved. If there are three signals to a line, two
out of three signals recognized constitutes the line being
resolved (67$ ~ 70#).
The method of obtaining the signal image was to photo-
i
graph each quadrant on 35 mm film and to present each
quadrant separately to the viewer. in the form of a trans
parency by a slide projector. These transparancies in turn
were going to have a noise image superposed on top of them
while they were being projected.
Reproducing the targets using the reproduction camera
in the industrial photography laboratory was attempted, but
the results were unacceptable. Problems were encountered in
10
focusing and mounting the film on the vacuum back of the camera
in the right position. Problems were also encountered in find
ing the correct exposure time since the shutter, or exposure,
times for the camera were all more than 1 second. At that tim^,
i
this method was considered a waste of time.
It was determined through discussions and readings that a
combination of a high resolution 35 mm format lens used, in
conjunction with high resolution Kodak film type High Contrast
Copy would produce acceptable results. The lens Xoson for
this taskwas a Nikon Micro-Nikkor of 55 mm focal length. The
body to be used was a Minolta SR-l, owned by the author. The
camera lens was then mounted on a copy stand with four







Figure 2 Copy Stand Diagram
A suitable magnification had to be chosen that would
provide a useful target for observers to view. Preliminary
tests had to be doneto find out what magnification should be
used. After some calculations it was decided that the first
set of targets should be photographed at a magnification of
approximately .22. After development, the targets were
then viewed under the Zeiss measuring microscope and the
maximum resolution on the film was found to be 20.225
11
lines /mm for that magnification. When the image of the
target was projected on a screen by a slide projector at
a magnification of 20X, a viewer standing ,at a distance of
seven feet from the screen could not detect the last line
with a probability of 100$. It was decided that for the
scope of this project that a maximum resolution on the
screen of about 1 line /mm would be sufficiently small for
an observer standing at a distance of seven feet.
It should be mentioned here that the signal images at
this stage were negatives, that is, the signals were clear
and the background black. The human observer does not per
ceive white on black as easily as bine]: on whito ro
* n r-
images had to be reversed so as to give black signals on a
clear background. This was accomplished by contact ^xposinr
the original negatives onto film below. This technique has
minimal degradation of resolution and can be dore without much
difficulty. Going back to the characteristic curve computed
earlier it was found that an exposure of 1.1. footeandles for
a time of two seconds would give back a positive imape with
nearly the same contrast as the original target. The re
sultant images were then analyzed to procure the effective
contrast levels. Using the Ansco model,
k- densitometer in
the stationary mode with an effective aperture of 300 um.
diameter the contrasts with respect to densities were as
follows! high contrast 676 j1, medium contrast 8: 5:1, and low
contrast l.^l. These contrasts were thought to represent
a useful variation in contrasts as applied to pictorial
12
photography.
At this point, the focus of the preliminary work was
turned to the manufacture of noise fields to be used in the
subsequent experimentation. The method used in this project
is based upon the method propogated by N,D. Diamantides dis
cussed previously. The method in this experiment consisted of
placing a box with no top or bottom around a black plate wbicb
served as the background for the salt. The shi^d had sides
five inches high and was constructed from matte board.
Figure 3* Noise Box
A known amount of salt was placed in a salt shaker. By varying
the amount of salt, noise fields with different average trans
mittance levels could be obtained. The weight of the salt usd
was 2.0 grams, 5*0 grams, 13-0 grams, and 20.0 grams. The ef
fect of shaking the salt over the plate in an entirely
rando"
motion, the deflection of the salt grains by the box in addi
tion to the randomness of the spreading and the speed and wgin
at which the salt hits the plate, should give a normally dis
tributed field of salt. After extensive observations, it was
decided that the salt did indeed look normally distributed on
the plate, and that the amounts chosen gave a good variation
in terms of density, from low density to high density.
13
The images of -the noise fields were now ready to be
prepared. The way chosen was that of imaging the noise
fields by a 35 mm format camera-film system. The resultant
t
images were then to be analyzed to obtain values for the
noise levels of the various fields.
A correct exposure level had to be found in order to
properly reproduce the noise
"effect"
on film. This was
done by mounting a camera, a Minolta SR-1 with a 35 mm focal
length lens, on a copy stand with four 3200K lamps (see
figure two ). A series of trial exposures were run to deter
mine the correct exposure level. In order to judge the
correct exposure, a scene including a gray card and a gray
scale were exposed onto the film. After several trials an
exposure time of one second at f/l6 was found to give a.
gamma closest to unity, the processing being the same as
mentioned previously. The resultant images represented
fields of high, medium-high, medium low, and low trans
mittance. The fields were then evaluated to determine if
they were normally distributed with respect to transmittance
or density.
In order to analyze the probability distribution of the
noise image a microdensitometer trace of the field had to be
obtained. According to Shaw, if a long narrow slit is used
to scan the image, a section of the actual two dimensional
o
Wiener spectrum can readily be obtained. That is to say, that
instead of the autocorrelation function being dependent on
two variables, it can be approximated by scanning in one
direction only. The effective slit width chosen was 1.25 um
\h
with an effective height of 150 um. This gives a trace
which can be used to determine the distribution of the field
with respect to density. After scanning severe! sections of
each image, the plots were then analyzed for distribution.
Taking points at equal intervals off all of the curves, plots
of density versus frequency were generated. These plots
appear on pages ^9 to 52 . A discussion of the results
appears on page 18.
After the noise images and the signal images were both
processed, a method for observer viewing had to be deter
mined. It had been previously determined that a slide pro
jector would be used to project the images on a screen, Ob-
viotjsly, the lens of the projector had to be adequate enonrh
to project the resolution targets without much falloff in
resolution. This problem was discussed with Professor Carson
of the Photographic Science faculty staff. He suggested that
a Kodak Carousel slide projector be used. The five inch
focal length lens on this projector had high resolution,
sufficient for the purposes of this experiment. A Kodak
Carousel projector was obtained on extended loan from the RIT
photo cage. The next step was to determine an appropriate
magnification to be used. As mentioned before a magnifica
tion of 20X gave a sufficient condition to throw some doubt
as to the recognizability of the last line. After consider
ing numerous alternatives such as locating the
projector in
the technical studio, and transporting the projector to
different places, the projector was finally located in a
15
stationary position in the author's research darkroom, R-2.
The projector was positioned on the inside wall at a height
of five feet from the floor. A screen was placed at a dis
tance of 10^
l/8"
on the opposite wall from the projector
with the optical axis at a height of five feet from the
floor. The distance from screen to project gave a magnifi
cation of 19.8 on the image. The screen used was a matte
board, which minimized coarseness negating the screen effect
in the final observations. The diagram for the "observation




Figure 'i. Observational Pet-up.
The final stage before actual viewer observation was
to decide the method in which the images should be presented
to the observers. As discussed earlier, the
final, targets
were to consist of noise superposed on a. signal and then
presented. What had to be determined was what combinations
of signals would be combined with what noise images. After
much consultation with Dr. Friedman, the advisor on this
16
project, a method for the combination of the signals plus
noise was determined which would cover the parameters which
would cover the scope of the project. The noise image was
mounted along with the signal on a glass slide. The target
was placed in the center of the field so as to try and avoid
excessive illuminance drop off at the corners. The final
signal plus noise images were then arranged in a random
order and shown to observers,
Tn both Barnard's and Chamber's papers, they let the
observer control the viewing conditions. In this experi
ment the viewer was stationed at a distance of 83 \/h inches
from the screen, and the illuminance conditions were kept
constant for all observers. The lights in the maX rxx
fo~e turned off and only the light on the wet room was kept
on with the door almost closed. This was done so as to en
able the observer to record his observations.
The instructions given to observers consisted of telling
the observer to start at a line he felt comfortable with and
record the line number and the corresponding images. He was
to proceed until, he recorded the last line he could observe
without guessing. He was presented a series of slides with
a few totally unrelated slides in between so as to relieve
viewer fatigue.
The analysis of the results after 25 observers viewed
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The film chosen, Kodak film type High Contrast Copy
(HCC), provided a good background for the, noise fields.
The granularity of the film, which can be considered a
major contributor to noise in the photographic system or
process, is relatively low for HCC. What was hoped for was
an effective isolation of a noise effect in order to
facilitate fairly comprehensive analysis of what, the perti-
statistics of the noise field were. The noise fields
generated by the method mentioned earlier can be considered
essentially independent of the noise generated by the film.
The first major step in analyzing the data consisted of
determining whether or not the noise fields were normally
distributed in terms of density. As mentioned previously,
in order to obtain a section of the two dimensional Weiner
spectrum, a microdensitometer trace utilizing a long, narrow
effective slit must be obtained. The slit used was a slit
of effective width 1.25 um and length 150 um. Each noise
sample was scanned twice over the x direction to get two
graphs. To find the distribution of the field with respect
to density, a frequency histogram had to be plotted.
Points on the graph were taken at equal intervals until a
large enough sample size was taken (n>200). The resultant
frequency histograms are plotted in Figures 12 to 16.
In order to determine if the distribution was Gaussian, a
Chi-squared goodness of fit test was done. Using 95%
19
confidence, it was determined if the noise was indeed
normally distributed or not. If the field was found to be
other than normal the salt would have to be rephoto graphed
until it came out to be normally distributed. If the field
was found to be normal, its pertinent statistics were
found, namely, the mean and standard deviation of the field.
These statistics gave a good insight as to the nature of the
noise that was used. It was hoped that the higher the
density (the lower the transmittance) of the noise the
standard deviation would be correspondingly higher. This
was not found to be the case, however. As seen in Table
two, the deviation with respect to density of the medium
high noise was greater than the deviation of the high noise.
It would have been ideal to have all of the deviations equal ,
but such was not the case.
A Chi-squared goodness of fit test was applied to the
noise fields. Some problem in evaluating the distribution
was encountered with the low and medium -low density
nois-
fXlds. The problem wan that t1-^ -TistHXition ronehed ->
certain
cutoff point at a density of base
+ fog. After-
careful consideration and consultation the approach used in
analyzing this data was to fit the distribution to a trun
cated Gaussian distribution, A truncated Gaussian has the
20
following appearance i
Figure 5- Program for Truncated Gaussian
Where the area under the curve is found by evaluating
the integral
\ oo
Using this approximation it was found by a
Chi-squar^ri test
that the two fields did meet the qualifications, for a
truncated Gaussian.
After preliminary data as to the physical
Shape of
tb-
curves, analysis of noise levels could be done. The
re
sults of this analysis are found in Table
There were three or four parameters which were in
vestigated in this experiment. The probability of
observers
to recognize a specific line was one of them. This
prohahi!
ity was based upon the cumulative probability
of all ob
servers to recognize a line. What this means is
that nn
observer seeing a small line will also be able to recognize
21
TABLE 2








Medium Contrast 1.60 67 .025 .214














Low noise .092 .035 .809 .308
Medium low .264 .159 .544 ,328
Medium high .381 .257 .416 .281
High ,940 . 159 .115 .019
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TABLE 3
SIGNAL PLUS NOISE PARAMETERS
i
SIGNAL NOISE SIGNAL-TO-NOISE PATTO
Low Contrast/high noise .32:1
low Contrast/med-high noise 1.14:1
Low Contrast/low noise 2.23!1
Medium Contrast/high noise 4,57*1
Medium Contrast/med-high noise 1.6.56:1
Medium Contrast/med-low noise 21,68:1
Medium Contrast/low noise 32.21:1
High Contrast/high noise 87.10:1
High Contrast/med-high noise 315,50:1
High Contrast/med-low noise 4.13.05:1.
High Contrast/low noise 613-76:1
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a large line, whereas a person recognizing a large line
will not see a small line. When these facts are combined,
it means that only a small amount of people will be able
to see a small line, but this number will increase as the
lines get bigger.
Another parameter involved was the contrast level of
the target. There were four high contrast, four medium
contrast and three low contrast targets used in the experi-
*
ment. Along with contrast, the other parameter was the
noise love . There were three high noise level fields and
one low level noise image.
Originally, the experiment was designed to give in
formation as to the signal-to-noise (S/N) power ratio of the
images. This objective was not realized. Although a
comprehensive analysis of S/N ratios is possible, it was
deemed to be outside the scope of this project. What was
done instead was relate the relative signal strength to the
relative noise strength. The table of these computations
appears on page 22,
|
The results of viewer observations rest upon a few
assumptions. The final image that the viewer saw was a
sandwich of a noise image on top of target ima.^e . The as
sumption made was that the image the viewer saw was in
focus. In fact, the displacement of the two object pianos
mifrht make a difference in the results. However, what was
assumed in this laboratory was that the displacement of the
24
two transparanci.es can be considered negligible
'
and that the
desired effect is what transpires in the end. Another factor
taken into account was the illuminance dropoff at the edges
of the screen. To compensate for this the signal target was




















Figure 6. Scematic for Projection of Targets
The assumption made in that case was that li^ht dropoff
had little effect on the observer's ability to detect the
s \ "nal ,
The results of viewer observations coincided well with
those predicted by theory, A sample size of 25
observers was
finally gotten. That was not as many as the
original proposal
set forth (n>30), but it represented a large enough sample
size which could be analyzed with consistent results.
The
viewers were asked to record their observations on a score
sheet listing line number and targets which they saw. There
were some observers who could recognize very small characters,
25
and there were observers who could see only fairly
lar^e
characters. All together there was a median around which
everyone fell. As expected, the average of viewer observa
tions fell off as the noise increased for a given contrast,
and the average of observers went down as contrast decreased.
The deviation of the last line on the screen the observers
could recognize correctly varied with the type of target
used. For low contrast or high noise targets the deviation




The points were plotted in accordance with the data
listed in Tables 9-11 . Upon inspection of the points, it
was determined that a linear model might best explain the
data. Linear regression analysis was done for each curve.
Using a linear model helped explain 90% or more of the data
in each case, (See Tables 9-11 ,) Hence, all of the
analysis could be done using a
linear model.
Several curves were plotted using the cumulative prob
ability of observers to see a specific line. One
curve
plotted was of probability of detection as a function of
target size for a given constrast. Other curves were plotted
of detection probability for
observes as a function of tea-^et
contrast at a given line. This curve was obtained from
the
plot of Pd versus target size by taking
a specific line size
and determining the probabilities of detection
for a e-iven












































































































































































































































































































































































The curves of detection probability show a definite
trend. The effect of noise added to the system is to de
grade the observer's ability to recognize a line, A small
amount of noise (average transmittance of .809) does little
to degrade the observer's ability to recognize a line. At
lower transmission levels (.5^5, .*H6, and .115) it can be
seen that the degradation of the signal is much greater than
with a high level of transmittance. The fact that these
lines appear close to one another is due to the fact that
there is little or no statistical difference between them.
The curves of probability of detection as a function
of signal contrast at a given target size and noise level
show an interesting trend. It can easily be seen that as




The results of this experiment should be taken with
some caution. The purpose of this experiment was to be
able to isolate a noise
"effect"
and then superpose that on
a signal. This is what was done essentially. However,
there were certain assumptions made in the process. In the
end, what was hoped for was that the only degradation in the
signal the viewer perceived was that due to the noise. The
model used in this assumption was that the modulation of the
system, from the photographing of the signal and the target
through a lens to the projection of them on the screen, was
much above the actual data used. That is to say, at a
frequency of 20 cycles/mm, the maximum used in photograph
ing the targets, the modulation was close to one. This
argument can be extended to the entire system. The modula
tion of the system is nearly linearly over most of the
operating region. If this assumption is correct, analysis
can be done on the results.
The limiting factor in viewer recognition of targets
was the modulation tansfer function (MTF) of the eye. Based
upon a sample size of 25 observers, it can be seen that the
variability within observers is high. The standard devia
tion within observers was about 3 lines, and 95$ of the
group tested could only agree to within 5.5 lines. This was
a little higher than expected, given that all observers were
3*
told the same instructions and sat at the same distance
under the same illumination conditions.
The concept of an image evaluation technique based
upon target recognition statistics is a sound one. A set
of targets was used and presented to observers without a
prior knowledge of what the targets were. This resulted in
a more objective assessment of the information content in
the image that could be utilized by the observer. Since
many target recognition decisions were made and evaluated,
the data precision was enhanced by averaging and smoothing.
This type of image evaluation was thought to be more objec
tive than those made using such standard targets as the
USAF tri-bar target.
In the design of a resolution target some caution
should be advised. As can be seen from the plots of prob
ability of detection as a function of contrast at a given
noise level, the falloff of the observer to recognize a
given line is fair for low noise (transmittance > 80$) and
very high for high noise levels (transmittance
< 50$). One
conclusion that can be drawn from this is that the ability
of an observer to recognize a target in a high level of
noise is very poor. Also, as contrast decreases, resolu
tion falls off exponentially.
Marchant and Millikan found that an output signal-to-
noise ration of approximately 5 to 1 is required to detect
9
a small image on a photographic plate. Rose states that for
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a human observer the ability to recognize a signal depends
on the angular field of view as well as upon scene bright-
10
ness.
It was found that for small targets, one of the limiting
factors for recognition was the size of the grains on the
film. When the grains tended to clump up as in the high
noise fields, the resolution fell off. In order to under
stand this in terms of detection theory, a knowledge of the
physical process should be understood (see figure 1 ).
The observer, when viewing an image must make a choice.
Either what he sees is a signal distinguished from the noise,
(H0), or he sees noise alone, from which no signal is dis
cerned (Hi). This decision procedure could lead to either of
two wrong conclusions. An error could occur by rejecting HQ
in favor of H^ when in fact there is a signal present. The
other error that could be committed is accepting H0 when, in
fact, the observer is only guessing as to what the signal
actually is. As suggested above, by having a signal-to-
noise (S/N) ratio of 5 to 1 or above, the probability of
making an error of this type is small. However, for S/N ratios
of less than 5 to 1, the detection problem becomes complicated.
Observing the effect of placing a high noise field (trans
mittance < 50$) it can readily be seen that observer's de
tection of signals becomes increasingly difficult, and he is
less sure of what the signal actually is.
An observer, when viewing a signal such as the one used
36
in this experiment had problems in discerning between targets.
This was due to the nature of the process involved. When an
observer saw a signal, say an E, could he be absolutely cer
tain that it was an E that he saw. Suppose a grain of salt
had appeared to the right of the E. The observer might then
see an 8 instead of an E and his observation would be wrong.
It was found that the targets that most people had trouble
identifying were 's and 3's, In many cases the 5's and 3*s
were confused with 8's. It can be seen that at low fre
quencies the problem of identifying a line is very relevant.
However, using alph numeric targets such as the one used in
this experiment can be of great use. If the original input
is known (the orientation of the signals) after candidate
viewing a resolution number can be obtained with a fair de
gree of certainty. However, as was mentioned earlier, the
results of human judgment are subject to variability and the
eye itself is not a Very accurate measure of image quality.
The applications of such evaluation of signal-to-noise
ratios is of great importance in astronomical photography.
The stars in the sky, along with dust and clouds, constitute
a noise "effect". Astronomer's problems are matiy to try to
separate out the noise from the signal with a small risk of
accepting the wrong hypothesis. In order to evaluate film
suitable for their purposes, testing of the nature of the film
could be done in a method like the one used in this experiment.
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CHI-SQUARED GOODNESS OF FTT
The goodness of fit test between observed and expected
values is based on the quantity.
%* i^
Where % is the value of the random variable X2 whose
sampling distribution is approximated very closely by the
Chi-Square distribution. The symbols, 0. and E. , represent
the observed and expected frequencies respectively, for the
, th , ,
i cell.
If the observed frequencies are close to the corresponding
expected frequencies, the X value will be small, indicating
a good fit. If the observed frqencies differ considerably
from the expected frequencies the "X value will be large
and the fit will be poor. For a level of significance
equal to(, the critical value for ~K is found from a table,
and then X^X constitutes the critical region. The decision
criterion described here should not be used unless each of
the expected frequencies is at least equal to five or a com
bination of successive rows is at least equal to 5.
The number of degrees of freedom in a Chi-Square goodness
of fit test is equal to the number of cells minus the number
of quantities obtained from the observed data that are used
in the calculations of the expected frequencies. Thes
quantities could be the number of data, the mean and the
standard deviation of the group being investigated.
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TABLE 4




Low contrast/high noise .0996
Low contrast/medium-high .1190
Low contrast/low noise .4835
Medium contrast/high noise .3214
Medium contrast/medium-high .3311
Medium contrast/medium-lgw .3766


























Average Density - .092 SD
=
.035











































degrees of freedom = 4 (7 groups)































= 8 (11 groups)















































































Average Density = .381 Sq
=
.257





















































.955 -1.005 3 .972
1.005 -1.055 3 .558
1.055 -1.105 0 .288
1.105 -1.155 1 198
1.155 0 .234
X2 = 7.681
degrees of freedom =13 (16 groups)
X20. 05,13
= 22-362





AVERAGE DENSITY = .94 SD = .159





























































I.005 - 1.055 16
1.055 - 1.105 15
1.105 - 1.155 7
1.155 - 1.205 3
1.205 - 1.255 1
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