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1. Introduction
The service evolution and the rapid increase in traffic levels fuel the interest toward switching
paradigms enabling the fast allocation of Wavelength Division Multiplexing WDM channels
in an on demand fashion with fine granularities (microsecond scales). For this reason,
in the last years, different optical switching paradigms have been proposed (Sabella et al.,
2000): optical-packet switching (OPS), optical-burst switching (OBS), wavelength-routed
OBS, etc. Among the various all-optical switching paradigms, OPS attracts increasing
attention. Owing to the high switching rate, Semiconductor Optical Amplifier (SOA) is a
key technology to realize Optical Packet Switches. We propose some Optical Packet Switch
(OPS) architectures and illustrate their realization in SOA technology. The effectiveness
of the technology in reducing the power consumption is also analyzed. The chapter is
organized in three sections. The main blocks (Switching Fabric, Wavelength Conversion
stage, Synchronization stage) of an OPS are illustrated in Section 2 where we also show some
examples of realizing wavelength converters and synchronizers in SOA technology. Section 3
introduces SOA-based single-stage and multi-stage switching fabrics. Finally the SOA-based
OPS power consumption is investigated in Section 4.
2. Optical packet switching architectures
The considered optical switch architecture (Eramo, 2000; 2006; Sabella et al., 2000) is shown
in Fig. 1. It has N input and output fibers, each fiber supports a WDM signal with M
wavelengths, so an input (or output) channel is characterized by the couple (i,λj) wherein
i (i ∈ 1, · · · , N) identifies the input/output fiber and λj, (j ∈ 1, ......,M) identifies the
wavelength. In general, optical packet switches can be divided into two categories: slotted
(synchronous) and unslotted (asynchronous) networks. In a synchronous switch (Eramo,
2000), as illustrated in Fig. 1 packets with fixed length are aligned (synchronized) by
synchronizers before they enter the switch fabric. This type of switch generally achieves a
fairly good throughput since the behavior of the packets is regulated. However, complex
and expensive synchronization hardware is needed at each node. On the other hand, in an
asynchronous switch (Eramo et al., 2003), the packets are not aligned and they are switched
one by one on the fly. Asynchronous networks generally have lower cost, better flexibility,
and robustness, but usually they have lower overall throughput than synchronous networks.
The switch architecture is equipped with a number r of WCs which are shared according
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to a particular strategy (Eramo et al., 2009b). At each input line, a small portion of the
optical power is tapped to the electronic controller. The switch control unit detects and
reads packet headers and drives the space switch matrix and the WCs. Incoming packets
on each input line are wavelength demultiplexed (DEMUXs blocks in Fig. 1). An electronic
control logic, on the basis of the routing information contained in each packet header, handles
packet contentions and decides which packets have to be wavelength shifted. Packets not
requiringwavelength conversion are directly routed towards the output lines; on the contrary,
packets requiring wavelength conversions will be directed to the pool of r WCs and, after a
proper wavelength conversion, they will reach the output line. An example of realization of
synchronizers and wavelength converters in SOA technology is shown in Sections 2.1 and 2.2
respectively. Section 3 is devoted to illustrate both SOA-based single-stage and multi-stage
switching fabrics.
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Fig. 1. Optical Packet Switching Architecture with N Input/Output Fibers, M Wavelength
and r shared Wavelength Converters.
2.1 Realization of SOA-based synchronizers
The synchronizers are used in the synchronous optical packet switches where the packets
have a fixed size and their arrivals on each wavelength are synchronized on a time-slot
basis by synchronization devices located at the ingress of the switch before the switching
operation is performed. Most of the synchronizers (Chao et al., 2000; Zucchelli et al., 1998)
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are composed of a series of optical switches designed to select the proper optical path
and pairs of fiber delay lines with different optical lengths of Ts
2k
(Ts:time slot; k:integer).
In these architectures, however, increasing the number of switches to improve the time
resolution causes additional increases in optical loss and crosstalk. To overcome loss problems
SOA-based synchronizers have been proposed. Next we illustrate and explain two of them.
In the first one (Sakamoto et al., 2002) synchronization is achieved by selecting one of some
optical paths, each with a different length, using wavelength and space switching based on a
wavelength-tunable distributed Bragg reflector laser diode (LD) and n semiconductor optical
amplifier (SOA) gates per channel. The synchronizer has its own internal reference clock.
The clock period equals the time slot duration (Ts) and the synchronizer aligns input packets
with the time slot packet by packet. Synchronization is achieved by counting each delay of
each input packet with respect to the reference time and choosing the optical paths with the
appropriate length. Fig. 2 shows the schematic structure of the synchronizer. Each channel is
equipped with a wavelength-divisionmultiplexing (WDM) coupler, a wavelength converter,
an optical splitter, semiconductor optical amplifier (SOA) gates, two stages of fiber delay
lines, an optical coupler, arrayed waveguide gratings (AWGs) for MUX/DEMUX, a delay
counter, and a wavelength-tunable laser. The out-of-band optical label switching technique
is used, in which optical packet and optical labels are carried on different wavelengths
(Okada et al., 2001). The delay counter estimates the delay of each optical label and selects
one of m wavelengths of the tunable laser and one of n SOA gates. The wavelength of
each optical packet signal is converted to the laser wavelength by the wavelength converter.
The wavelength-converted optical packet signal passes through one of n SOA gates and the
first-stage delay lines, each of which has a different delay time of Tsn . The packet signal
then passes through one of m AWG ports and the second-stage delay lines, each with delay
time difference of Tsn×m . Consequently, there are optical paths with different lengths and
synchronization is attained.
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Fig. 2. Schematic structure of the synchronizer. WC: Wavelength converter. SOAG: SOA gate.
OFC: Optical fiber circuit.
The second synchronizer has been proposed in (Mack et al., 2008) and it is illustrated in Fig.
3. Feed-forward structure with SOA-based gates is used here because of its high operation
speed, large tuning range, and the potential for integration within the large SOA-based switch
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(Mack et al., 2008). The synchronizer is composed by NSYN stages. There are one 1× 2 splitter,
one 2× 1 coupler, two SOAs, two optical bandpass filter(OBF) and one FDL in each stage.
SOAswere used as the gates to select the requireddelay and compensate for losses. In order to
suppress accumulated amplified spontaneous emission, Optical Bandpass Filters was placed
inside each synchronizations stage.
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Fig. 3. Fiber based synchronizer with SOA gates and Optical Bandpass Filter (OBF). ∆ is the
delay introduced by the fiber delay line of the 1st stage.
2.2 Realization of SOA-based Wavelength Converters
In packet switching networks, tuneable wavelength converters can be used to resolve
packet contention and overcome the optical buffering problem. An example of SOA-based
Wavelength Converter is illustrated in Fig. 4. It is referred to as Delayed Interference Signal
WCs (DISCs) and has been proposed in (Sakaguchi et al., 2007). DISC employs nonlinear
effect in SOA and utilizes an SOA and an OBF placed at the amplifier output. It can be
constructed by using commercially available fiber-pigtailed components. It has a simple
configuration and allows photonic integration.
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Fig. 4. Realization of an all-optical wavelength converter by using a Delayed-Interference
Signal Wavelength Converter (DISC).
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3. SOA-based switching fabric
Switching fabric in Future Optical Packet Switches require high-speed optical switches (or
gates). That can either be optically or electrically controlled. Such optical switches can be
constructed using SOAs due to their high switching rate. The simplest method to control an
SOA gate is by turning the device current on or off. The great advantage of SOA gates is
that they can be integrated to form gate array. Next we illustrate SOA-based Single-Stage and
Multi-Stage switching in Sections 3.1 and 3.2 respectively.
3.1 Single-stage approach
The structure of a switching fabric depends on the adopted sharing strategy of theWavelength
Converters. Two of them are reported in Figs 5 and 6.
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Fig. 5. Shared-Per-Wavelength Single-Stage Optical Switching Fabric.
They are related to two proposed main WC sharing strategies. In the first one, referred to
as Shared-Per-Wavelength (SPW) (Eramo et al., 2008; 2009a;b), the WCs are partially shared.
All of the packets arriving on a given wavelength share the same pool of converters. In the
second one referred to as Shared-Per-Node (SPN) (Eramo et al., 2009c; Eramo, 2010),the WCs
are fully shared and all of the arriving packets share the same pool of WCs. Next we illustrate
the switching fabrics of the SPW and SPN switches.
The SPW switching fabric is illustrated in 5 and its operation mode is the following
(Eramo et al., 2008; 2009a;b). A packet not requiring wavelength conversion is directly routed
towards the Output Fibers (OF). On the contrary a packet needing the use of a WC will be
directed to the pool of rw WCs dedicated for the wavelength on which the packet is arriving.
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Fig. 6. Shared-Per-Node Single-Stage Optical Switching Fabric.
The selection of either an OF or a WC is realized by means of a 1× (N + rw) Space Switching
Module (SSM) of the 1st SSM stage. Each N × 1 SSM of the 3rd SSM stage in Fig. 5 has
the function to forward to a WC the packet selected by the control unit to be wavelength
converted. After the conversion, the packets are sent to the OFs by means of a 1× N SSM of
the 4th SSM stage. The function of an (N + rw)M × 1 SSM of the 2nd SSM stage is to couple
all of the packets directed to any OF.
The SPW sharing strategy (Eramo et al., 2009c; Eramo, 2010) allows for a reduction in the
switching fabric complexity, improving the scalability. As a matter of fact, the SSMs of the 1st
and 3rd stage have reduced complexity with respect to the ones of the SPN reference switch
diagrammed in Fig. 6 with r denoting the total number of shared WCs. This is due to the
fact that rw, number of WCs shared per wavelength in SPW switch, is much smaller than r,
the number of WC shared in SPN switch. The reduction in switching fabric complexity of the
SPW switch leads to a smaller signal attenuation and consequently to a smaller SSM power
consumption.
We report in Fig. 7.a and Fig. 7.b an example of realization of 1×K SSM and K×1 SSM
respectively by means of splitters, couplers and Semiconductor Optical Amplifiers (SOA).
The input of an 1×K SSM is switched to the output #j by turning on SOA #j and turn off the
remaining SOAs. The SOA in the K×1 SSM is activated when at least one input signal has to
be coupled.
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Fig. 7. Realization of 1× K SSM (a) and K × 1 SSM (b) by means of splitters, couplers and
Semiconductor Optical Amplifiers (SOA).
3.2 Multi-stage approach
One of the most usedMulti-Stage (MS) switching fabric is the BENES one. It belongs to a class
of rearrangeably non blocking networks with 2× 2 switching elements. Fig. 8.a shows a 8× 8
BENES switch using 20 2× 2 switching elements. It is one of the most efficient architectures in
terms of used number of 2× 2 switching elements. A P×P BENES switch requires P2 (2log2P−
1) 2× 2 switching elements, with P being a power of 2 (Benes, 1965). A single 2× 2 switch can
be realized in SOA technology as shown in Fig. 8.b. It is made by four SOAs, two splitters and
two couplers and enables connectivity in both the bar and crossed states similar to a directional
coupler fabricated in lithium niobate.
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Fig. 8. 8× 8 BENES switching architecture realized with 20 2× 2 switching elements (a).
SOA technology based 2× 2 switching element (b).
A switching fabric supporting N IF/OF, M wavelengths and fully shared r wavelength
converters can be realized with an 2NM × 2NM BENES network. An example of BENES
switching fabric is illustrated in Fig. 9 in the case N=2, M=2 and r=2.
The total number of splitters and couplers can be reduced as illustrated in the switch of Fig.
10. It is obtained by starting from the switch reported in Fig. 9 and by combining in the
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Fig. 9. BENES Optical Packet Switch realized with splitters, couplers and SOAs (N=2, M=2,
r=2).
adjacent stages with a 3dB Directional Coupler (DC) the output couplers on the left-hand and
the input splitters on the right-hand.
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Fig. 10. BENES Optical Packet Switch realized with splitters, directional couplers, couplers
and SOAs (N=4, M=2, r=2).
4. Power consumption in SOA-based optical packet switches
High capacity routers system designer are facing with power consumption issues. Today
commercial products that can follow the increase in capacity demand for packet switched
networks are based on multirack equipment. Optical packet switching (OPS) (Ben Yoo, 2011)
systems could lead to solve this issue providing a solution that could be compact, fast,
and power efficient. Next we propose some models to investigate the power consumption
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of Optical Packet Switching. First of all we introduce a SOA’s power consumption model
in Section 4.1 able to evaluate the power consumption as a function of the main SOA’s
parameters (current, forward polarization voltage, material loss, gain,· · · ). Analytical models
are introduced in Section 4.2 to evaluate the power consumption of Synchronous SPN (SSPN)
Optical Packet Switches equipped with SS and MS switching fabric. Similar models have
been introduced for the asynchronous case (Eramo et al., 2009c; Eramo, 2010) and when the
SPW sharing strategy is adopted (Akar et al., 2011; Eramo et al., 2011). Some numerical results
reporting the power consumption of Optical Packet Switches are illustrated in Section 4.3.
4.1 SOA’s power consumption model
The SOA’s power consumption model illustrated in (Hinton et al., 2008) is adopted; the SOA’s
power consumption equals the supply power Pal,GSOA of the SOA needed to provide the gain G.
Pal,GSOA can be expressed as follows:
Pal,GSOA = Vbib = Vb
(
1+
lnG
ΓSOAαSOALSOA
)
it (1)
where Vb is the SOA forward bias voltage, ib is the polarization current, ΓSOA is the
confinement factor, αSOA is the material loss, LSOA is the length and it is the transparency
current given by:
it =
qwSOAdSOALSOAN0
τ
(2)
where wSOA is the SOA active region effective width, dSOA is the active region depth, q =
1.6 × 10−9C is the electronic charge, N0 is the conduction band carrier density required for
transparency, τ is the carrier spontaneous decay lifetime.
4.2 Analytical models
The analytical evaluation of the OPS power consumption is carried out as a function of
the main switch and traffic parameters (Eramo, 2010; Eramo et al., 2011). We propose
two analytical models to evaluate the power consumption of synchronous Optical Packet
Switches equipped with Single-Stage and BENES switching fabric in Sections 4.2.1 and 4.2.2
respectively.
4.2.1 Analytical evaluation of the power consumption in SSPN OPS equipped with
single-stage fabric switching
In evaluating the various power consumption in the SS-SSPN Optical Packet Switch we notice
from Figs 1,6 that at time t:
• there are as many turned on synchronizers in the synchronization stage as the number
Na(t) of packets forwarded;
• there are as many turned on SOAs in 1st stage as the number Na(t) of packets forwarded;
• the number of turned on SOAs in both 2nd stage and 3rd stage equals the number Nc(t) of
converted packets;
• there are as many active turned on SOAs in 4th SSM stage as the number Nd(t) of OFs in
which at least one packet is directed;
75OA-Based Op ical Packet Switching Architectures
www.intechopen.com
10 Optical Amplifier
• all of the r Wavelength Converters are turned on; this assumption is a consequence of the
limited speed of each WC that makes no feasible the use of a WC when only a wavelength
conversion has to be performed.
According to these remarks we can write the following expression for the average power
consumption PSS−SSPNav,T for the SS-SSPN switch:
PSS−SSPNav,T = E[Na]C
SYN + E[Na]C
SOA
1 + E[Nc](C
SOA
3 + C
SOA
4 ) + E[Nd]C
SOA
2 +
+ rCWC + E[N
SS−SSPN,o f f
SOA ]C
SOA
o f f (3)
wherein:
• CSYN is the power consumption of a turned on synchronizer;
• CSOAi (i=1, . . . , 4) is the power consumption of a turned on SOA in the ith stage (i=1, . . . , 4);
from Eq. 1 obviously we have CSOAi = P
al,Gi
SOA (i=1, . . . , 4) where G1 = N + r, G2 = NM + r,
G3 = NM and G4 = N are the gains needed to overcome the loss for the turned on SOA
located in the ith stage (i=1, . . . , 4);
• CWC is the power consumption of a Wavelength Converter;
• CSOAo f f is the power consumption of a turned off SOA; it is equal to Vbio f f where io f f is the
polarization current of an inactive SOA and needed to guarantee a high SOA switching
rate (Eramo et al., 2011);
• E[Na], E[Nd] and E[Nc] are the steady-state average values of the random processes Na(t),
Nd(t) and Nc(t) respectively at an arbitrary epoch; the evaluation of E[Na], E[Nd] and
E[Nc] is carried out in in Appendix-A (Eramo et al., 2008; 2009a;c; 2011);
• E[N
SS−SSPN,o f f
SOA ] is the number of turned off SOAs; it is given by the total number
NSS−SSPN,totSOA = N(N + r)M + r + Nr + N of SOAs to the total number N
SS−SSPN,on
SOA =
E[Na] + 2E[Nc] + E[Nd] of turned on SOAs that is:
E[N
SS−SSPN,o f f
SOA ] = N(N + r)M + r + Nr + N − (E[Na] + 2E[Nc] + E[Nd]) (4)
4.2.2 Analytical evaluation of the power consumption in SSPN OPS equipped with BENES
fabric switching
Each 1×2 splitter, 2×2 directional coupler and 2×1 coupler shown in Fig. 10 introduce
an attenuation of 2 that is recovered by the SOAs located after each splitter, directional
coupler and coupler. If a packet is directly forwarded it goes through the BENES switch
once. Conversely if the packet has to be wavelength converted the BENES switch is crossed
twice and a wavelength converter is used. In particular notice as a directly forwarded packet
needs the use of one 1×2 splitter, one 2×1 coupler, 2log22NM − 2 directional couplers and
2log22NM SOAs each having a gain equal to 2. On the contrary a wavelength converted
packet needs the use of two 1×2 splitters, two 2×1 couplers, 4log22NM − 4 directional
couplers and 4log22NM SOAs. Let us denote with C
SOA
d f and C
SOA
wc the sum of the power
consumption of the SOAs involved in the switch paths in the case in which a packet is directly
forwarded and wavelength converted respectively. We can write the following expression for
76 Selected Topics on Optical Amplifiers in Present Scenario
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the average power consumption PB−SSPNav,T of a SSPN switch equipped with BENES switching
fabric:
PB−SSPNav,T = E[Na]C
SYN + E[Na]C
SOA
d f + E[Nc]C
SOA
wc + rCWC + E[N
B−SSPN,o f f
SOA ]C
SOA
o f f (5)
where E[N
B−SSPN,o f f
SOA ] is the number of turned off SOAs; it is given by the total number
NB−SSPN,totSOA = 4NMlog22NM of SOAs to the total number N
B−SSPN,on
SOA = 2(E[Na] +
E[Nc])log22NM of turned on SOAs that is:
E[N
B−SSPN,o f f
SOA ] = (4NM − 2(E[Na] + E[Nc]))log22NM (6)
Because the power consumption of turned on SOA in the BENES switching fabric equals Pal,2SOA,
we can simply write the following expression for CSOAd f and C
SOA
wc :
CSOAd f = 2P
al,2
SOAlog22NM (7)
CSOAwc = 4P
al,2
SOAlog22NM (8)
Finally notice as by inserting Eqs (6)-(8) in Eq. (5) and by using the expressions of E[Na],
E[Nd] and E[Nd] evaluated in Appendix-A (Eramo et al., 2008; 2009a;c; 2011), we can able to
calculate the average power consumption PB−SSPNav,T of the synchronous SPN switch equipped
with BENES switching fabric.
4.3 Evaluation of power consumption
We compare some Optical Packet Switching architecture by taking into account as reference
the average energy consumption per bit Eav,T =
Pav,T
NMB where B denotes the bit rate carried out
on each wavelength.
We perform the analysis under the following assumptions:
• the synchronizer described in Fig. 3 is used. Because in each stage and at each time only
one of two SOAs is active, assuming a 3 dB attenuation for the couplers and splitters and
neglecting the loss occurring in both the OBF and the short FDLs, we have the following
expression for the synchronizer’s power consumption:
PSYN = NSYNP
al,G
SOA |G=4 (9)
• The SOA’s power consumption model illustrated in Section 4.1 is adopted and allowing
us, according to Eq. (1), to express the SOA power consumption as a function of the
main SOA parameters (Vb, ib, wSOA, . . . ); A♯2 commercial SOAs Eramo (2010) produced
by manufacture A is used to implement the switching fabric. The A♯2 parameter values
are reported in Table 1.
• As Wavelength Converter, the Delayed Interference Signal Wavelength Converter (DISC)
illustrated in Section 2.2 is used. Its power consumption has been evaluated in
(Sakaguchi et al., 2007) when commercial SOA produced by some manufactures are
employed. In particular we consider the B♯1 SOA characterized by a Multiple Quantum
Well (MQW) type structure and produced by manufacture B. We report in Table 2 the main
parameter values for B♯1. The power consumption, measured in (Sakaguchi et al., 2007),
is also reported. It equals 187mW when the WC is operating at bit-rate B=40 Gb/s.
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Symbol Explanation Value 
Vb Forward Bias Voltage 2 V 
ISOA Confinement Factor 0.15 
cSOA Material Loss  104 
LSOA Length 700om 
wSOA Active Region Effective Width 2om 
dSOA Active Region Depth 0.1om 
N0 Conduction Band Carrier Density 10
24
m
-3
 
v Carrier Spontaneous Decay Lifetime 10-9s 
Psat Saturation Power 50 mW 
Table 1. Main parameter values for the A♯2 commercial SOAs (Sakaguchi et al., 2007)
 
 Type 
Active 
region 
Length 
(om) 
Active 
region 
width 
(om) 
Active 
region 
thickness 
(om) 
Confinement 
Factor 
Consumed 
power 
(mW) 
(40Gb/s) 
B#1 MQW 1100 1,25 0,038 0,2 187 
Table 2. Main parameter values for the B♯1 commercial SOA (Sakaguchi et al., 2007); the
power consumption of DISCs realized with B♯1 SOAs is also reported at bit-rate B=40 Gb/s.
Next, we compare the average energy consumption per bit Eav,T of four optical
packet switches (OPS) equipped with Single-Stage switching fabric: the Asynchronous
Shared-Per-Wavelength (SS-ASPW) and the Asynchronous Shared-Per-Node (SS-ASPN)
OPS where the WCs are per wavelength and fully shared respectively, the Synchronous
Shared-Per-Wavelength (SS-SSPW) and Synchronous Shared-Per-Node (SS-SSPN) OPSs
where the packets are synchronously switched and the WCs are shared per wavelength
and per node, respectively. To evaluate power consumption in SS-SSPN OPS, we use the
model described in Section 4.2.1. The models described in (Eramo et al., 2009c; Eramo, 2010;
Eramo et al., 2011) are used to evaluate the power consumption in SS-ASPN, SS-SSPW and
SS-ASPW optical packet switches. Sample switch design is reported in Fig. 11 with target
Packet Loss Probability (PLP) smaller than or equal to 10−6. Fig. 11 has been obtained for
SS-ASPW, SS-ASPN, SS-SSPN, and SS-SSPW switches by the application of the relatedmodels
(Eramo et al., 2008; 2009c; Eramo, 2010; Eramo et al., 2011) , for switch size N = 16, varying
the offered traffic p. The number of wavelengths needed to obtain the asymptotic target PLP
value (10−6) is calculated first for each value of the offered load. This number of wavelengths
depends on output contention only and therefore is influenced by the choice of operational
context (synchronous or asynchronous) and not by the switch architecture. As a consequence,
the synchronous solutions require fewer wavelengths to achieve the same PLP target. Then
the minimum number of wavelength converters to reach that asymptotic PLP target value
(Eramo, 2000) is determined. From Fig. 11 you can notice for a given value of offered traffic,
the Shared-Per-Node switch needs fewer WCs than Shared-Per-Wavelength Node. This is
obviously due to the full WC sharing strategy adopted in SPN nodes (Eramo et al., 2009b).
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Fig. 11. Dimensioning of wavelengths and WCs in SS-ASPW, SS-ASPN, SS-SSPW and
SS-SSPN switches so that the PLP is smaller than or equal to 10−6. The number N of
Input/Output Fibers equal 16 and the offered traffic p is varying from 0,1 to 0,6.
In Fig. 12, the average energy consumption per bit Eav,T of switch configurations obtained
in Fig. 11 as a function of the offered load is presented. Synchronizers with NSYN=4
stages are considered. A bandwidth B=40Gb/s is occupied by each signal. The SS-ASPW
architecture presents itself as the most power-efficient solution among all compared solutions
as a consequence of the combination of asynchronous operation and wavelength converter
sharing solution that allow the use of smaller Space Switching Module in the 1st and 3rd
stages that leads to both smaller attenuation and SOA power consumption.
The comparison in power consumption for Synchronous SPN Optical Packet Switches
equipped with Single-Stage and BENES switching fabric is reported in Fig. 13 where the
average energy consumption per bit ESS−SSPNav,T and E
B−SSPN
av,T are reported versus the number
N of Input/Output Fibers for M=64, NSYN=16 and B=40Gb/s.
The turned off SOAs are polarized with injection current io f f=7mA needed to increase the
switching rate. In fact the rise-time and the fall-time decrease with increasing injection current
because of the strong dependence of the carrier lifetime on the carrier density (Ehrhardt et al.,
1993). From Fig. 13 we can notice that for N greater than or equal to 36, EB−SSPNav,T overcomes
ESS−SSPNav,T and the BENES switch is more efficient in energy consumption than Single-Stage
switch for N increasing. That is a consequence of the linear dependence O(Nlog2N) of the
number of SOA in BENES switch against the quadratic dependence O(N2) in Single-Stage
switch when N increases. This different type of dependence allows a reduction in number of
turned off SOAs in BENES switch with respect to the Single-Stage switch. That is confirmed
in Fig. 14 where we report the number of turned off SOA versus N in Single-Stage and BENES
switches for the same parameters of Fig. 13.
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Fig. 12. Average energy consumption per bit in Single Stage(SS) ASPW, ASPN, SSPW and
SSPN switches versus the offered traffic for N=16 and NSYN=4. The number M of
wavelengths and the number of WCs are dimensioned so that the the PLP is smaller than or
equal to 10−6.
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Fig. 13. Comparison of average energy consumption per bit in Single Stage (SS) SSPN and
Benes (B) SSPN switches versus the number N of Input/Output Fibers for M=6 and p
varying from 0,2 to 0,8. The turned off SOAs are polarized with a current io f f=7mA.
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Fig. 14. Number of turned off SOAs in SS-SSPN and B-SSPN switches versus the number N
of Input/Output Fibers for M=64. The offered traffic p is varied from 0,2 to 0,8.
5. Conclusions
The chapter discussed issues concerning power consumption of future high-capacity optical
packet nodes. When using optical buffers, due to attenuation problems, optical nodes
consumes more power than electronic nodes. For this reason we have taken into account
bufferless OPS equipped with shared Wavelength Converters to solve output packet
contentions. We have proposed some sophisticated analytical models in order to evaluate
and compare the power consumption in OPSs equipped with Single-Stage and Multi-Stage
switching Fabric. The obtained results show that in the case of OPS equipped with
Single-Stage switching fabric, the combination of the asynchronous operation with the
wavelength-based system partitioning in Asynchronous Shared-Per-Wavelength OPS leads
to significant power saving with respect to the other solutions in the range of interest for
switching fabric dimensioning. Finally we have also shown that for larger switches, the
BENES switch has an energy consumption lower than the one of an Single-Stage switch if
the current injection of the turned off SOAs is considered.
6. Appendix-A: Evaluation of E[Na], E[Nd] and E[Nc] in switches equipped with
single-stage and BENES switching fabric
The evaluation of E[Na], E[Nd] and E[Nc] in synchronous Optical Packet Switches is carried
under the following assumptions:
• packet arrivals on the N × M input wavelength channels at each time-slot are not
dependent on each other;
• packet arrivals occur with probability p on each input wavelength channel;
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• the destination of a packet is uniformly distributed over all N OFs, i.e., the probability that
an arriving packet is directed to a given OF is equal to 1N .
Due to the synchronous operation mode of the SSPN switches, we can evaluate E[Na], E[Nd]
and E[Nc] at a given time-slot.
The average number E[Na] of forwarded packets can be evaluated by taking into account that
the packet loss can be due to either the lack of output wavelength channels or the lack of
wavelength converters. We can write:
E[Na] = E[No]− E[Np,wl]− E[Np,cl] (10)
wherein:
• E[No] = pNM is the average number of packets offered to the switch;
• E[Np,wl] is the average number of lost packets due to the lack of output wavelength
channels. It is simply given by:
E[Np,wl] = N
NM
∑
j=M+1
(j − M)
(
NM
j
)( p
N
)j (
1−
p
N
)NM−j
. (11)
• E[Np,cl] is the average number of lost packets due to the lack of WCs. The evaluation
of this term has been evaluated in (Eramo et al., 2002; 2009c) by solving an urn problem
(Eramo et al., 2002).
The average number E[Nd] of OFs in which at least one packet is directed can be simply
expressed as:
E[Nd] = N
(
1−
(
1−
p
N
)NM)
(12)
Finally the average number E[Nc] of packets forwarded with wavelength conversion can
be computed by subtracting the number E[Nd] of packets forwarded without wavelength
conversion to the average number E[Na] of forwarded packets, that is:
E[Nc] = E[Na]− E[Nd] (13)
Finally by inserting (10)-(13) in (3) and (5) we are able to evaluate the average energy
consumption ESS−SSPNav,T and E
B−SSPN
av,T of the switches equipped with Single-Stage and BENES
switching fabric respectively.
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