Introduction
Consumers are literally submerged by large selections of products and choices. An important challenge is to help users to find the most appropriated products that meet their needs and tastes. Most retailers are interested in reliable recommendation systems that, analyzing the user behaviors and interests, produce personalized recommendations. Content filtering and collaborative filtering are two alternative approaches to this interesting problem. The content-based filtering approaches try to recommend items that are similar to those that a user liked in the past [16] , whereas systems designed according to the collaborative filtering paradigm identify users whose preferences are similar to those of the given user and recommend items they have liked [22] .
The content-based filtering algorithms analyze the items previously rated by a user and profile the user's interests based on the features of the items previously rated by that user. When compared to collaborative filtering recommendation systems, this approach apparently has several interesting advantages. For example, it is based only on the previous ratings of that user and is independent of the ratings of the other users. Also, the mechanism is transparent to the user and it does not suffer from the first-rater problem, that is, an item can be recommended also if it has not yet been rated by any user. Nonetheless, content-based filtering has drawbacks not shared by collaborative filtering. For example it can use only a limited number of characteristics associated to items and often need some domain knowledge to discriminate items the user may like or dislike. Another shortcoming is the lack of novelty in the recommended items since the system searches only among items with share common features with those already liked by the user. Content-based recommended systems moreover require to collect enough ratings before starting to suggest items to a new user, while in collaborative filtering users can immediately start receiving recommendations.
In collaborative filtering the major task is to establish reliable similarity metrics for finding similar users based on their ratings. Classic methods include neighborhood methods [2] which predict ratings by referring to users whose ratings are similar to the queried user. The underlined assumption is that if two users agree in the rating of some items, probably they would agree also in the rating of the remaining items [23] . Many approaches have been proposed to find the neighborhood of a user, some exploiting simple similarity or correlation metrics, others employing more effective techniques such as those based on clustering [21, 26] or Bayesian classifiers [17] .
A class of successful collaborative filtering models are based on the so called Latent Factor Models. These models try to view the expressed ratings as characterized by a low number of factors inferred from the rating patterns to reduce the dimension of the spaces of the users and of the items. Most of the realization of latent factor models are based on low-rank matrix factorization of the rating matrix where items and users are represented in terms of a few vectors. The model is trained using the available data and later used to predict ratings for new items.
In this paper we propose and analyze a new method based on the Nonnegative Matrix Factorization of the rating matrix. The algorithm employs an alternating descent iteration schema with thresholding to minimize a non-convex cost function and compute a low-rank approximation for the rating matrix.
We performed numerical tests to estimate the accuracy in predicting the missing entries and we compared our approach with other techniques in the literature. For the experiments we used the 100K, 1M, and 10M MovieLens databases containing ratings on movies on a scale from 1 to 5. We divided the ratings into training (80%) and test set (20%) and we computed the standard error measures such of Precision, Recall, Mean average error, and 0-1-Loss.
The experiments show that our algorithm improves the accuracy in terms of 0-1-Loss and obtains values of Precision and Recall up to 79%, showing that our approach is effective in predicting recommendable items.
The paper is organized as follows: in Section 2 we give some preliminary concepts and we introduce the Alternating Nonnegative Least Square problem whose scheme will be used for designing our recommender system presented in Section 3. Section 4 describes the experimental results, and Section 5 contains some conclusions.
Preliminaries
Consider a set of n Users U = {u 1 u 2 · · · , u n } and a set of m Items I = {i 1 , . . . , i m }. Let V = {1, 2, . . . , v} be the set of possible votes that a user can assign to an item. Define V 0 = V ∪ {?} the set of possible votes plus the value ? which corresponds to the undefined or missing evaluation of an item by an user. Let A ∈ V n×m 0 be the Utility Matrix, and assume that we only observe a subset of entries Ω, where each entry a ui ∈ V with (u, i) ∈ Ω represents the vote (or rating) that user u assigns to item i. The goal of recommendation system is to predict replacements to the missing values in the utility matrix in order to make personalized recommendations to a particular user, that is to estimate the entries of A for (u, i) ∈ Ω.
A promising approach is the one based on the low-rank nonnegative matrix factorization of A. As we will see in next section, our problem can be viewed as a modification of the classical Nonnegative Matrix Factorization (NMF) problem that can be formulated as the problem, given a natural number k, of finding W, H that satisfy
where the norm involved is the Frobenius norm defined as
The problem (1) is non-convex, hence it might have many local minima; however is convex in either one of the two matrices,
and can be solved with the common techniques employed for convex optimization. Many numerical algorithms have been proposed after the seminal paper by Lee and Seung [14] ; the vast majority of them employ an iterative schema where the convergence is proven to local minima. Alternating Nonnegative Least Square (ANLS) [15, 8, 10 ] is a very successful class of algorithms that has been employed for the clustering problem. It has the advantage to be rather fast and to require significantly less efforts than other NMF techniques. The ANLS algorithm can be described as follows
W maxiter , H maxiter It can be proved that every limit point generated from the ANLS framework is a stationary point for the non-convex original problem [11] . To solve the least square problems in Procedure ANLS, one can use one of the many methods developed such as the Active-set method [13, 9, 1] , the projected gradient method [15] , or the projected quasi-Newton method [8] , or the greedy coordinate descent method [7, 3] .
Recommendation systems: a Non-Negative Matrix formulation
In the context of recommendation systems, the non-negative matrix formulation (1) should be slightly modified to take into account the missing votes in the utility matrix and the additional constraints that the entries of A should be integers in the range [1, v] . In fact, we have to predict the unknown values of A outside Ω, and for this reason we seek for W and H such that W H T approximates the utility matrix on the entries with indices in Ω. We can reformulate our problem as follows. Denote by P Ω (·) the projection operator that only retains the entries of a matrix that lie in the set Ω
Given an integer k << min(n, m), we look for W and H such that
Projecting the residual A − W H T with operator P Ω allow to construct two matrices W and H such that W H T is close to the values of the utility matrix on the entries containing a vote meanwhile allowing to assign the missing entries. The underlying assumption of this approach is that there exists a latent factor space of size k such that user-item interactions are modeled as inner products in that reduced space. User u is represented by the vector w u ∈ R k , i.e., u-th row of matrix W , while h i ∈ R k , the i-th row of H, is associated to item i. Many attempts [12, 19, 24] have been performed in this direction, most of them add regularization parameters to avoid the overfitting of the data. Our approach is different: we employ an adaptive scheme where we update the values of the missing entries with the values of the current matrix W i H T i , and moreover we realize the regularization cutting the values of the reconstructed rating matrix to integers with values in V . Despite we are not able to prove the convergence of our method, we have that if a sufficiently large value of k is chosen, the output of our algorithm converges on the expressed ratings in A on Ω, while the entries which replaces the wildcards ? are perfectly compatible with the latent factor model.
Denote by [x] the integer closest to the scalar x, and extend the definition to matrices in such a way [M ] denotes the matrix whit entries [m ij ]. Given a matrix M , and a positive integer v define the matrix cut v (M ) such that (cut v (M )) ij = min{v, m ij }. To solve problem (2) we can proceed as in the ANLS algorithm alternating a step of minimization respect to W and one respect to H in a iterative process. When looking for a solution of (2) we have some degree of freedom since the vectors a j are not determined in all their components. In particular, since our minimization problem takes in consideration only the nonzero structure of A, we can replace the wildcards character ? in a i with values between 1 and v and proceed as described in algorithm CutNMF.
At the beginning we assume that the matrix A 0 is the utility matrix where the character ? has been replaced with zero, i.e., A 0 = P Ω (A).
We generate an instance of the problem that is matrices W 0 , H 0 as well as a matrix C 0 = A 0 . At each step a new set of matrices W i+1 , H i+1 is computed solving two Least Squares problems and the product B = W i+1 H T i+1 is computed and used to construct a new C i+1 . As local stopping conditions we use a control over two error estimates, the mean Frobenius error (mFE) and the maximum integer error (MIE)
The procedure CutNMF takes as input the matrix P Ω (A), and the set Ω of the pairs (u, i) of nonzeros in A, and performs steps for updating H j and W j . After a comparative study, we chose to solve the two minimization problems using the greedy coordinate descent method described in [3] . At each step we update the error estimate MIE and mFE. The cycle is repeated at most j max times unless a either the matrix A has been perfectly reconstructed by the approximation C j (MIE=0), or the mFE is not decreasing anymore.
From the output matrix C j we can obtained the matrix of the possible recommendations as PΩ(C j ). The values mFE measure the adherence of the data to the latent factor model and for a sufficiently large k we should experience mFE going to zero.
Experimental Results
We performed a number of experiments aimed at analyzing the convergence of our method and studying the accuracy of the predictions of our recommendation method. For our experiments we used the MovieLens 100K, MovieLens 1M and MovieLens 10M databases containing ratings from users to movies on a scale from 1 to 5. We used also a synthetic matrix generated starting from two random rank-k matrices W and H. We performed two classes of experiments, one for analyzing the convergence of our iterative schema and another to study the accuracy in the prediction and in the recommendations provided. Let us denote by C = cut v ([W H T ])] the matrix returned by procedure CutNMF(P Ω (A), Π). In addition to the error measures MIE e mFE introduced in Section 3 we evaluated the algorithm also on others measures [6] . Let Σ be a subset of the observed entries of the utility matrix, i.e., Σ ⊆ Ω, we define -the Mean Absolute Error (MAE),
-and the 0-1 Loss
where
Taking Σ = Ω we get the mean error of the reconstructed values c ui . Taking Σ = {(u, i) ∈ Ω| c ui ≥ 4 or a ui ≥ 4}, we measure the error on the set of values larger than 4, i.e., on the set of suitable recommendations. This error is referred in the literature [6] as the Constrained Mean Absolute Error and denoted as CMAE. The 0-1 Loss measure on Ω counts the number of mismatches between the rating matrix and the matrix C on the recommendable items, i.e., those with a rating of 4 or 5, that is the number of recommended items (those with c ui ≥ 4) that should not be recommended or not recommended ( c ui < 4) despite a ui ≥ 4. A low value of 0-1 Loss indicates that the algorithm returns almost always correct recommendations.
To measure the quality of the overall recommender system we evaluate also precision and recall. Precision is usually defined as the fraction of items correctly recommended over the number of recommended items, while Recall is the fraction of items correctly recommended over the number of items that should be recommended. Different authors use slightly different definitions for these two metrics [5, 20] , in our case, since the interest is to do a targeted recommender system, we consider the set of relevant recommendations for each user as the set of positive ratings by users to items, i.e., S Σ = {(u, i) ∈ Σ|a ui ≥ 4} , and with R Σ = {(u, i) ∈ Σ|c ui ≥ 4} the set of positive predicted ratings. We have
Convergence
We studied the convergence of our method by choosing sufficiently large values of k-the rank of the two factors H and W -and by analyzing how the error measures decrease. Let Ω the set of observed ratings in one of the MovieLens datasets. For a sufficiently large value k the measures mFE, MIE as well as MAE Ω , and 0-1 Ω converge to zero meaning that, applying CutNMF to matrix P Ω (A), Ω, all the nonzeros of the rating matrix A are reconstructed. Regarding our experimentation we should note that the cost of the iterations grows linearly with k, and that for fairly small values of k the error mFE tend to stabilize after a rather limited number of iterations. The purpose of this kind of experiments is twofold: firstly we want to test the correctness of our iterative procedure, and secondly we use it to confirm that the latent factor model is adequate for designing recommender systems. In Figure 1 it is shown, for k = 10, 50, 150, the convergence of the mFE and CMAE Ω measures on the MovieLens 100K dataset. We use a tolerance of 10
and j max = 80, 000. We observe that for larger values of k we have convergence to zero while for moderately small values of k the two metrics stagnates and we do not have any more gain in performing more iterations. In Figure 2 Precision Ω and Recall Ω are plotted for different values of k = 25, 200, 300 for the MovieLens 1M dataset. We see that for larger k the values of Recall and Precision reach 98%. Since the cardinality of SΩ does not change during the iterations, the value of Precision increases in a more regular way. This is due to the increase of the set of recommendations RΩ.
To study the convergence and verify that the hidden structure of the data is captured by the latent factor model, we have also analyzed the behavior of the proposed method on a synthetic utility matrix built as the product of two rank-20 matrices W s and H s . The matrix A s obtained is perfectly adherent to the latent factor model in which we have a set of 20 features describing preferences of users on items. The matrix constructed has size 1000 × 5000 and the set Ω is composed of 500K values uniformly sampled among the 5M of entries of the matrix, meaning that 90% of the entries are set equal to the wildcard character ?. We verified that our method is able to capture the rank structure of the synthetic rank-20 matrix and that the error measures have a trend similar to that observed in the real dataset. In Table 1 applying procedure cutNMF to P Ω (A s ), Ω. We tested the accuracy obtained with the "special" value of k = 20 together with k = 15 and k = 25. Since the problem is underdetermined we expect that the larger the k the better the fit of the values in Ω. With Table 1 we confirm that this is indeed the case: even if A s can be totally reconstructed using rank 20 matrix our algorithm misses to find the global minimum. In Table 2 we report the values of the errors obtained for different values of the parameter k on the MovieLens datasets. We note that all the error measures decrease for an increasing k. We note that Precision and Recall are very high, meaning that the more significant ratings, i.e., those with a vote higher or equal to 4, are well captured by our model. On the 100K dataset, we note that we get a value of 0-1 Loss equal to zero, meaning that we never have a mismatch in the reconstruction of important ratings.
Accuracy of the recommender system
This section is devoted to the study of accuracy of our method in predicting recommendations. To evaluate the ability of our approach to recommend items and to test the quality of recommendations we split our data among training and test sets. In particular the set Ω is partitioned in two disjoint sets, the Training Set Ω 80 containing the 80% of the couples (u, i) uniformly sampled in Ω and the set Θ 20 = Ω − Ω 80 forming the Test Set. In the following the values reported of the errors are based on the run of cutNMF procedure with input parameters P Ω80 (A), Ω 80 . To evaluate the performance of our algorithm in reconstructing the entries of A in the Test set Θ 20 , we computed our metrics over the set Θ 20 to see if our algorithm is able to predict the ratings in the Test set.
As seen in Section 4.1 for a sufficiently large k the matrix A can be completely reconstructed in the observed values, that is
In the following set of experiments however, we keep a fairly small value of k and perform only a small number of iterations. In fact, the algorithm learns from the data in Ω 80 but its performance is evaluated on the test set Θ 20 . We have experienced that taking a larger value of k is not a good option since the model tend to overfit the data loosing in the quality of recommendations. As observed by Gills [4] the choice of the adequate k is rather tricky. Among the most popular Table 4 . Comparison between different NMF methods. The values reported in the first four rows are taken from [6] . We see that our method performs well for the 0-1 Loss and MAE measures. In this table are reported the values obtained with k = 6.
approaches we find the trial and error, the estimation using for example SVD, and the use of other techniques [18, 25] . We tried several values for k and as we can see in Table 3 , the best values are achieved assuming only few latent factors are present. Working with small values of k is convenient also from a computational point of view, the time required by the algorithm being linear in k. We compared our method with the standard NMF proposed in [14] , with one of the regularized version [12] and with the Probabilistic NMF in [6] . In order to compare our data with those obtained with completely other approaches we report also the values of the errors obtained by the KNN algorithm [2] using Pearson correlation as similarity measure between users. From Table 4 we see that our method achieves the lowest value of 0-1 Loss that in our opinion is the most significant metric among the measures we monitored. In Figure 3 are plotted the values of MAE Θ20 versus 0-1 Θ20 . We see that cutNMF is the one with the smallest distance from the origin.
Conclusions
In this paper we proposed an effective algorithm for personalized recommendations. In particular the algorithm tries to find latent factors in the data, factorizing the rating matrix as the product of two nonnegative low rank matrices. The latent factors are found minimizing a non convex function involving the known ratings, and personalized recommendations are provided for the missing votes as the inner product of rows and columns of the matrices of the factorization. A regularizing strategy has been introduced into the method in order to avoid overfitting of the data. The experimentation on the MovieLens datasets shows the good performance of our method both in the converging properties and in the accuracy of the predictions. Latent factor approaches as the one suggested in this paper try to recommend to users only items closed to his usual taste, other techniques such as the Neighborhood approaches are on the contrary able to capture local association of the data. We plan to investigate how we can integrate the two approaches to get better and more targeted recommendations for the users.
