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Abstract
Stirling numbers of the ﬁrst and second kinds, s(n, k) and S(n, k), may be deﬁned by means of recurrence relations together with
a set of initial values. This paper discusses the ambiguities that arise within this prescription when n takes negative values.
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1. Introduction
Stirling numbers are often deﬁned as the coefﬁcients in an expansion of positive integral powers of a variable in
terms of factorial powers, or vice-versa:
(x)n =
n∑
k=0
s(n, k)xk, n1, (1)
xn =
n∑
k=0
S(n, k)(x)k, n1, (2)
where
(x)n = x(x − 1) . . . (x − n + 1), n1, (3)
(x)0 = 1. (4)
The numbers s(n, k) and S(n, k) are, in the notation of Riordan [8], Stirling numbers of the ﬁrst and second kind,
respectively. It is well known that these numbers satisfy the following recurrence relations (see, for example, Riordan
[8, p. 33]):
s(n + 1, k) = s(n, k − 1) − ns(n, k), (5)
S(n + 1, k) = S(n, k − 1) + kS(n, k). (6)
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Table 1
Values of s(n, k) generated by (5) and (7)
Table 2
Values of S(n, k) generated by (6) and (8)
The point of view we adopt in this paper is to take the relations (5) and (6), together with a set of initial values, as
the deﬁnitions of Stirling numbers, thereby extending their domain (in both n and k) beyond the set of integers n1,
nk0. We take the initial values, which are implicit in the deﬁnitions (1) and (2), as
s(n, n) = 1, n1, s(n, 0) = 0, n1, (7)
S(n, n) = 1, n1, S(n, 0) = 0, n1. (8)
An immediate consequence of this approach is that, for positive n, Eqs. (5) and (7), or (6) and (8), generate values
of Stirling numbers for all integer values of k. Speciﬁcally, it can easily be shown that Stirling numbers of both kinds
generated in this way are zero for k < 0 and for k >n, whereas for 1kn the usual numbers, which are tabulated in,
for example, Branson [2], are obtained. The recurrence relations and given initial values also generate the following
values for n = 0:
s(0, k) = 0k , (9)
S(0, k) = 0, k < 0, (10)
(where 0k is the Kronecker delta), but it is impossible to extend the set of numbers any further without making
additional assumptions.
Stirling numbers generated by (5) and (7), or (6) and (8), are shown in Tables 1 and 2. In the tables, the initial values
are indicated by bold type.
When we try to obtain Stirling numbers for negative n (and values of S(0, k) for k0) we ﬁnd that the recurrence
relations do not give unique answers. We must arbitrarily choose the values of both kinds of Stirling numbers for, say,
k=0, n< 0, (and the value of S(0, 0)), before we can generate all the other values by the recurrence relations. Scurr and
Olive [9] discussed this ambiguity, but left some open questions which this paper seeks to answer. We also repair what
we believe are some deﬁciencies in their arguments. Note that, following Riordan [8], we use a lower case s (capital S)
to denote a Stirling number of the ﬁrst (second) kind, whereas Scurr and Olive use the opposite convention. Reﬁning
slightly the terminology of Ref. [1] we call s(n, k) for nk0 and S(n, k) for nk > 0 positive–positive Stirling
numbers (since both n and k are positive, or, in the case of s(n, k), non-negative). Sections 2 and 3 discuss Stirling
numbers of the ﬁrst and second kind, respectively. We obtain explicit expressions for Stirling numbers for negative n
in the most general case, and, by assigning values to the arbitrary parameters mentioned above, we recover what we
called in Ref. [1] negative–negative and negative–positive Stirling numbers of both kinds. In Section 4 we discuss some
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connections between numbers of the ﬁrst kind and those of the second kind, and in Section 5 we investigate a particular
representation usually known as Stirling’s formula.
2. Stirling numbers of the ﬁrst kind
We noted above that Eqs. (5) and (7) are insufﬁcient to deﬁne s(n, k) if we try to generate values successively for
n=−1,−2, . . .. This is because, given s(n+ 1, k), and treating (5) as a difference equation for s(n, k) as a function of
k, the general solution is obtained by adding to any particular solution of (5) the general solution of the homogeneous
equation
s(n, k − 1) − ns(n, k) = 0.
That is to say, for given s(n + 1, k), any solution s(n, k) of (5) may be replaced by s(n, k) + cn−k , where c is an
arbitrary constant, and (5) will still be satisﬁed. We decide to determine the value of c by ﬁxing the value of s(n, 0);
that is, we put
s(n, 0) = an, n< 0, (11)
where the an may be chosen arbitrarily. Eq. (9) implies that
a0 = s(0, 0) = 1. (12)
Then, using (5), we may prove by induction over k that
s(n, k) = n−kan −
k∑
j=1
nj−k−1s(n + 1, j), n< 0, k > 0, (13)
and
s(n, k) = n−kan +
0∑
j=k+1
nj−k−1s(n + 1, j), n< 0, k < 0. (14)
Hence, starting with the values given by (9), we can obtain all values of s(n, k) for n< 0.
As an alternative approach, we can deﬁne the following generating functions for all integers n:
F (+)n (x) =
∞∑
k=1
s(n, k)xk , (15)
F (−)n (x) =
−1∑
k=−∞
s(n, k)xk , (16)
and, for convenience, we write
Fn(x) = an + F (+)n (x) + F (−)n (x).
Eq. (9) gives
F
(+)
0 (x) = 0, (17)
F
(−)
0 (x) = 0. (18)
Interpreting (15) and (16) as formal power series, it is readily shown that (5) implies
Fn+1(x) = (x − n)Fn(x). (19)
D. Branson /Discrete Mathematics 306 (2006) 478–494 481
The problem with this approach, adopted by Scurr and Olive, is that, given Fn(x), the doubly inﬁnite formal series
Fn(x) =
∞∑
k=−∞
s(n, k)xk (20)
does not unambiguously deﬁne s(n, k). For example, we can write
Fn(x) = Fn(x) + g(x) − g(x),
where g(x) is some meromorphic function. If we expand the ﬁrst (second) occurrence of g(x) in positive (negative)
powers of x, then the values of s(n, k) will change. Therefore, the use of (20) to derive values of s(n, k) is invalid. A
consequence is that, although (5) implies (19), the converse is not true. A second point is that the use of the equation
Fn(x) = 1
x − n Fn+1(x)
(derived from (19)) to obtain Fn(x) from Fn+1(x) is meaningless in the absence of a prescription to decide whether
we expand (x − n)−1 in positive or negative powers of x, or both.
Instead of using (19), we must keep separate the positive and negative powers of x. Then we can show that (5), for
k1, is equivalent to
(x − n)F (+)n (x) = −s(n, 0)x + F (+)n+1(x), (21)
whereas, for k0, (5) is equivalent to
(x − n)F (−)n (x) = s(n + 1, 0) + ns(n, 0) + F (−)n+1(x). (22)
Using (11), we can rewrite (21) and (22) as
F (+)n = −
x
x − nan +
1
x − nF
(+)
n+1(x) (23)
= − an − an+1 + nan
x − n +
1
x − n [an+1 + F
(+)
n+1(x)], (24)
F (−)n (x) =
an+1 + nan
x − n +
1
x − n F
(−)
n+1(x) (25)
= − an + x
x − n an +
1
x − n [an+1 + F
(−)
n+1(x)], (26)
where it is important to note that, here and hereafter, 1/(x − n) is to be expanded in positive (negative) powers of x
when it contributes to a power series in positive (negative) powers. It is straightforward to check that (23) and (25) are
equivalent to (13) and (14).
From (23), (24), (26) and (25) (together with (12), (17) and (18)) we can obtain the following expressions forF (±)n (x)
when n< 0:
F (+)n (x) = −
−1∑
i=n
xai
(x − i)(x − i + 1) . . . (x − n) (27)
= − an + 1
(x + 1)(x + 2) . . . (x − n) −
−1∑
i=n
ai+1 + iai
(x − i)(x − i + 1) . . . (x − n) , (28)
F (−)n (x) = − an +
1
(x + 1)(x + 2) . . . (x − n) +
−1∑
i=n
xai
(x − i)(x − i + 1) . . . (x − n) (29)
=
−1∑
i=n
ai+1 + iai
(x − i)(x − i + 1) . . . (x − n) . (30)
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Table 3
Values of s(n, k) generated by (5), (7) and (31)
By expressing (27) and (29) in partial fractions, expanding the resulting terms in power series in x or 1/x as appropriate
and using (12), we obtain the following explicit expressions for the Stirling numbers:
s(n, k) =
−1∑
i=n
ai
i∑
j=n
(−1)j−i
(i − j)!(j − n)!
1
jk
, n< 0, k > 0,
s(n, k) =
0∑
i=n
ai
i∑
j=n
(−1)j−i
(i − j)!(j − n)!
1
jk
, n< 0, k < 0.
We now discuss three particular choices for {ai, i < 0}. From Eq. (27) we see that if ai (=s(i, 0)) are given the values
ai = 0, i < 0, (31)
then F (+)n (x)= 0 for all n< 0, so that s(n, k)= 0 for n< 0, k0. In this case, (29) shows that the values of s(n, k) for
n< 0, k < 0 are given by the expansion (in negative powers of x) of
F (−)n (x) =
1
(x + 1)(x + 2) . . . (x − n) , (32)
whence
s(n, k) =
−1∑
j=n
(−1)j
(−j)!(j − n)!
1
jk
, n< 0, k < 0. (33)
It is clear from (32) that s(n, k) = 0 for k >n. These numbers (for kn< 0) are called negative–negative Stirling
numbers by Branson [1] and the “principal branch” of Stirling numbers of the ﬁrst kind by Scurr and Olive [9]. Some
values are shown in Table 3, where, as in Tables 1 and 2, the initial values are shown in bold type.
On the other hand, we see from (30) that, if ai is given by setting ai+1 + iai = 0, that is, if (using (11) and (12))
s(i, 0) = ai = 1
(−i)! , i < 0, (34)
then F (−)n (x) = 0 for all n< 0. In this case s(n, k) = 0 for all n< 0, k < 0 and we deduce from (28) that s(n, k) for
n< 0, k1 are given by the expansion (in positive powers of x) of
an + F (+)n (x) =
1
(x + 1)(x + 2) . . . (x − n) .
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Table 4
Values of s(n, k) generated by (5), (7) and (34)
A partial-fraction expansion leads to
s(n, k) =
−1∑
j=n
(−1)j−1
(−j)!(j − n)!
1
jk
, n< 0, k > 0. (35)
The numbers given by (34) and (35) are called negative–positive Stirling numbers by Branson [1] and the “Taylor
branch” of Stirling numbers of the ﬁrst kind by Scurr and Olive [9]. Some values are shown in Table 4. These numbers
are discussed by David and Barton [4, p. 299] and are also tabulated (with some errors) in Loeb [6].
Eqs. (27) and (30) show that, in general, both F (+)n (x) and F (−)n (x) have poles at x = −1,−2, . . . , n, so F (+)n (x)
represents a convergent power series (rather than just a formal power series) in |x|< 1, and F (−)n (x) represents a
convergent series in |x|> − n. If we want both F (+)n (x) and F (−)n (x), for the same value of x, to represent convergent
series then we are very restricted in the possible values of x. The only chance of both series being convergent is for the
residues of the poles of F (+)n (x) at, say, x = −1,−2, . . . , m to vanish, so that F (+)n (x) is a Taylor series convergent in
|x|< − m + 1, and for the residues of the poles of F (−)n (x) to vanish at x = m − 1,m − 2, . . . , n so that F (−)n (x) is a
Laurent series convergent in |x|> − m. Both series would then be convergent in the region −m< |x|< − m + 1.
By considering in turn the residues of the poles of F (+)n (x) at x = −1,−2, . . . , m, as given by (27), we see that the
ﬁrst condition is satisﬁed if and only if
a−1 = a−2 = · · · = am = 0, (36)
so that, for im, the Stirling numbers s(i, k) are, for k < 0, given by (33) (with i replacing n), and, for k0, are 0.
Then (29) becomes, after some rearrangement and a partial fraction expansion of one of the terms,
F (−)n (x) =
−1∑
j=n
(−1)j−1
(−j − 1)!(j − n)!
1
x − j +
m−1∑
i=n+1
xai
(x − i)(x − i + 1) . . . (x − n) +
nan
x − n ,
(where the second summation is to be regarded as zero if n = m − 1). The second condition requires that the values of
ai , i = m − 1,m − 2, . . . , n are chosen so that the residues of the poles of F (−)n (x) at m − 1,m − 2, . . . , n all vanish.
This is achieved if
m−1∑
j=n
(−1)j−1
(−j − 1)!(j − n)!
1
x − j +
m−1∑
i=n+1
xai
(x − i)(x − i + 1) . . . (x − n) +
nan
x − n = 0, (37)
and implies that
F (−)n (x) =
−1∑
j=m
(−1)j−1
(−j − 1)!(j − n)!
1
x − j . (38)
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Table 5
Values of s(n, k) generated by (5), (7), (36) and (42)
Eq. (37) can be rewritten as
−an +
m−1∑
j=n
(−1)j−1
(−j − 1)!(j − n)!
1
x − j +
m−1∑
i=n
xai
(x − i)(x − i + 1) . . . (x − n) = 0.
Using this, together with (36), Eq. (27) becomes
F (+)n (x) = −an +
m−1∑
j=n
(−1)j−1
(−j − 1)!(j − n)!
1
x − j . (39)
But (15) tells us that F (+)n (0) = 0, so we conclude that
an =
m−1∑
j=n
(−1)j−1
(−j)!(j − n)! . (40)
Eq. (25) shows that, for i > n, the residue of the pole of F (−)n (x) at x= i vanishes if and only if the residue of the pole
of F (−)i (x) at x = i vanishes. It follows that the second condition is satisﬁed if and only if the forms given by (38), (39)
and (40) hold, not only for F (−)n (x), F (+)n (x) and an, but also for F (−)i (x), F (+)i (x) and ai , i = m − 1,m − 2, . . . , n.
Using an appropriate relabelling of the variables in the standard identity
(x − 1)k
k! =
k∑
l=0
(−1)k−l (x)l
l! , (41)
we conclude that
ai =
(−i − 1
−m
)
(−1)m
(−i)! , i = m − 1, m − 2, . . . , n. (42)
We deduce from this discussion and from (38) and (39) that, for n i <m, the Stirling numbers s(i, k) are given by (33)
and (35) except that i replaces n, in (33) the lower summation limit becomes m, and in (35) the upper limit becomes
m − 1. In Table 5 we give an example where m = −2. Eqs. (31) and (34) correspond, of course, to the cases m = −∞
and m = 0, respectively.
3. Stirling numbers of the second kind
In parallel with our discussion in the previous section, we need extra input in order to generate unique values for
S(n, k) for n< 0 (and for S(0, k), k0). Eq. (6) shows that
S(n,−1) = S(n + 1, 0), (43)
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so, if we regard S(n + 1, k) as known, and treat (6) as a difference equation for S(n, k) as a function of k in the region
k < 0, then (43) provides an initial condition leading to a unique solution. However, in the region k0, there is no such
initial condition, and, to any particular solution of (6), we can add the general solution of the homogeneous equation
S(n, k − 1) + kS(n, k) = 0.
Thus, if S(n, k) is a solution of (6) in k0, so is S(n, k) + c(−1)k/k! for arbitrary c. We decide to ﬁx c by specifying
the value of S(n, 0): we put
S(n, 0) = bn, n0, (44)
where the bn are chosen arbitrarily. The Stirling numbers are generated in terms of these parameters by Eq. (6), and we
may prove by induction over k that
S(n, k) = (−1)k 1
k! bn +
k∑
j=1
S(n + 1, j)(−1)j−k (j − 1)!
k! , n0, k > 0, (45)
and
S(n, k) =
0∑
j=k+1
S(n + 1, j) (−k − 1)!
(−j)! , n< 0, k < 0. (46)
The initial values are those given in Section 1, namely,
S(1, k) = 1k, k > 0, (47)
S(0, k) = 0, k < 0. (48)
As in the previous section, we may also employ generating functions, but now in terms of factorial series. We can
write (3) and (4) as
(x)n = (x + 1)(x − n + 1) , n0,
and we may use this to give a meaning to (x)n for negative n:
(x)n = (x + 1)(x − n + 1) =
1
(x + 1)(x + 2) . . . (x − n) , n< 0.
We deﬁne two generating functions by
G(+)n (x) =
∞∑
k=0
S(n, k)(x)k , (49)
G(−)n (x) =
−1∑
k=−∞
S(n, k)(x)k . (50)
Writing
Gn(x) = G(+)n (x) + G(−)n (x),
we can deduce from Eq. (6) that
Gn+1(x) = xGn(x),
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as noted by Scurr and Olive, but, for a similar reason to that discussed in Section 2, this approach is of little use as
it stands; we must keep separate the series involving positive and negative factorial powers. However, additional care
is needed now, as, unlike Taylor and Laurent series, the coefﬁcients in positive factorial series such as (49) are not
necessarily unique (but coefﬁcients in negative factorial series such as (50) are unique). This result, and others we use
in this section, can be found in the book by Milne-Thomson [7]. We saw in Section 1 that the recurrence relation (6),
together with the initial values (8), imply that S(n, k) = 0 for n> 0, k >n, so that (2) may be rewritten as
xn =
∞∑
k=0
S(n, k)(x)k, n1. (51)
Given the values of S(n, k), Eq. (51) follows, but we may not use (51) as a deﬁnition of S(n, k) (as Scurr and Olive do
in their equation (1b)) for the following reason. If x > r (where r is a non-negative integer), a binomial expansion gives
0 = (1 − 1)x−r =
∞∑
l=0
(−1)l
l! (x − r)l ,
so
0 = (x)r (1 − 1)x−r =
∞∑
l=0
(−1)l
l! (x)r (x − r)l =
∞∑
k=r
(−1)k−r
(k − r)! (x)k . (52)
It follows that, for x > r and kr , we can add any multiple of (−1)k−r/(k − r)! to S(n, k) and not affect the sum in
(51), or, more generally, the sum in (49).
Milne-Thomson shows that, if a function, f (x), holomorphic in the region Re x > l, is expanded in a series
F(x) =
∞∑
k=0
ck(x)k ,
then such a series will be convergent in a region Re x >  and divergent (except as noted in the next sentence) in
Re x < , where  ( l) is known as the abscissa of convergence. The sum in fact converges also at all non-negative
integers, since it then has only a ﬁnite number of non-zero terms. Thus, the set of convergence includes non-negative
integers to the left of , although F(x) is not necessarily equal to f (x) at such points, even when the latter is deﬁned.
The sum
F(m) =
m∑
k=0
ck(m)k
can be inverted to give
ck =
k∑
t=0
(−1)k−t 1
(k − t)!t ! F(t). (53)
If < 0, then F(t)= f (t), t = 0, 1, . . ., and so the coefﬁcients ck are uniquely determined by f (x). On the other hand,
if m<m + 1 for some non-negative integer m, then c0, c1, . . . , cm (or, equivalently, F(0), F (1), . . . , F (m)) may
be chosen arbitrarily without affecting the sum of the series, because we can add arbitrary multiples of the expansions
given in (52) for r = 0, 1, . . . , m. The constants cm+1, cm+2, . . . are uniquely determined by c0, c1, . . . , cm and f (x).
Hereafter, we use the notation G(±)n (x) to denote a series such as (49) and (50) at all points of convergence (including,
forG(+)n (x), non-negative integers less than ), and we use the notation g(±)n (x) to denote the function which represents
the sum of the series in the region Re x >  together with its analytic continuation to Re x.
From (49) we can show that
mG(+)n (m) =
m∑
k=1
[S(n, k − 1) + kS(n, k)](m)k ,
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and
G
(+)
n+1(m) − S(n + 1, 0) =
m∑
k=1
S(n + 1, k)(m)k .
It follows from the inversion property (53) that, for k > 0, the deﬁning equation (6) is equivalent to the requirement that
mG(+)n (m) = G(+)n+1(m) − S(n + 1, 0) for m = 1, 2, . . . . (54)
For k0, let us consider S(n + 1, k) (and hence G(+)n+1(x) and g(+)n+1(x)) as known. We now deﬁne g(+)n (x) by
g(+)n (x) =
g
(+)
n+1(x) − S(n + 1, 0)
x
. (55)
We can expand this in a factorial series to obtain G(+)n (x), although the coefﬁcients in the series are, as yet, uncertain
to the extent discussed after Eq. (52). Eq. (55) guarantees that (54) is satisﬁed in the region to the right of the larger
of the abscissas of convergence of G(+)n+1(x) and G
(+)
n (x). All that remains is to ensure that (54) is also satisﬁed at all
positive integers to the left of this common region of convergence.
As we sequentially obtain the Stirling numbers for n= 0,−1,−2, . . ., we shall ﬁnd that, at each stage, G(+)n+1(x) has
abscissa of convergence less than 1 (in fact, less than or equal to 0). This implies that G(+)n+1(x) = g(+)n+1(x) in x1, so
that, by (55), g(+)n (x) is deﬁned at x = 1, 2, . . . , and, combining (54) and (55), we see that our requirement is that
G(+)n (m) = g(+)n (m), m = 1, 2, . . . . (56)
We shall see also that g(+)n (x) has an expansion with abscissa of convergence less than or equal to 0, and (56) implies
that G(+)n (x) must be such an expansion.
Eq. (54) imposes no restriction on G(+)n (0) (=S(n, 0)). Eq. (52) (for the case r = 0) shows that, in the region x > 0,
we can add any constant c to the value of S(n, 0) by adding c(x) to G(+)n (x) where
(x) =
∞∑
k=0
(−1)k
k! (x)k . (57)
This is in agreement with our observation at the start of this section. As speciﬁed in Eq. (44), we choose S(n, 0) to be
equal to bn. Thus, if we deﬁne G
(+)
n (x) to be that expansion of g
(+)
n (x) (with abscissa of convergence less than 1) that
has G(+)n (0) = 0, then we may write
G(+)n (x) = bn(x) + G(+)n (x). (58)
The corresponding discussion relating to G(−)n (x) is somewhat more straightforward. We can deduce from (50) and
(43) that
xG(−)n (x) =
−1∑
k=−∞
[S(n, k − 1) + kS(n, k)](x)k + S(n + 1, 0)
and
G
(−)
n+1(x) =
−1∑
k=−∞
S(n + 1, k)(x)k .
Because coefﬁcients in expansions in negative factorial powers are uniquely determined, we can conclude that (6) is
true for k0 if and only if
xG(−)n (x) = G(−)n+1(x) + S(n + 1, 0). (59)
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Given S(n + 1, k) for k < 0, we obtain G(−)n+1(x) and hence g(−)n+1(x). Using (59) we deﬁne g(−)n (x) by
g(−)n (x) =
g
(−)
n+1(x) + S(n + 1, 0)
x
, (60)
and hence generate G(−)n (x).
We can now check that our generating functions give the same results as we previously derived. In the region x > 0,
where, as we have noted, the expansion G(+)n+1(x) converges, we can write (55) as
g(+)n (x) =
∞∑
k=1
S(n + 1, k) (x)k
x
=
∞∑
k=1
S(n + 1, k)(x − 1)k−1. (61)
Eq. (52), for the case r = 0, x > 0, gives
∞∑
l=0
(−1)l
l! (x)l = 0,
so we may rewrite (41) as
(x − 1)k−1
(k − 1)! =
∞∑
l=k
(−1)k−l (x)l
l! , k = 1, 2, . . . .
Substituting this equation for (x − 1)k−1 into (61), interchanging the order of summation (which can be justiﬁed)
and renaming the variables gives
g(+)n (x) =
∞∑
k=1
⎡
⎣ k∑
j=1
S(n + 1, j)(−1)j−k (j − 1)!
k!
⎤
⎦ (x)k . (62)
Since the expansion on the right-hand side vanishes when x = 0, it is, in fact, equal to G(+)n (x). Then substituting (57)
and (62) into (58), we verify that (55) and (58) are equivalent to (44) and (45).
Similarly, in x > 0 we can write (60) as
g(−)n (x) =
0∑
k=−∞
S(n + 1, k) (x)k
x
=
0∑
k=−∞
S(n + 1, k)(x − 1)k−1. (63)
By summing the identity
(j − 1)!
(x + j)j =
(j − 1)!
(x + j − 1)j −
j !
(x + j)j+1 ,
we obtain
(−k)!(x − 1)k−1 =
k−1∑
l=−∞
(−l − 1)!(x)l, k0.
Substituting this equation for (x − 1)k−1 into (63), interchanging the order of summation and renaming variables we
obtain
g(−)n (x) =
−1∑
k=−∞
⎡
⎣ 0∑
j=k+1
S(n + 1, j) (−k − 1)!
(−j)!
⎤
⎦ (x)k .
The expansion here is equal to G(−)n (x), whence we verify that (60) is equivalent to (46).
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Using the initial values given in (47) and (48), together with (44), we can solve (55) and (60) to give
g
(+)
0 (x) = 1, (64)
g(+)n (x) = xn −
−1∑
i=n
bn−ixi , n< 0, (65)
g(−)n (x) =
−1∑
i=n
bn−ixi , n< 0. (66)
Branson [1] showed by a probabilistic argument that, for x > 0 and n< 0, xn has the following expansions. Firstly,
xn = H(+)n (x) =
∞∑
k=1
(−1)k−1 a(−n, k)
k! (x)k , (67)
where
a(−n, k) =
∑ 1
u1u2 . . . u−n
(68)
with the sum taken over all integers ui (i = 1, 2, . . . ,−n) satisfying
1u1u2 · · · u−nk.
Secondly,
xn = H(−)n (x) =
n∑
k=−∞
c(−k,−n)(x)k , (69)
where
c(−k,−n) =
∑
v1v2 . . . vn−k, k <n< 0, (70)
with the sum taken over all integers vi (i = 1, 2, . . . , n − k) satisfying
1v1 <v2 < · · ·<vn−k − k − 1,
and
c(−n,−n) = 1. (71)
Noting that (0) = 1 and H(+)n (0) = 0, we conclude from (58), (64), (65) and (67) that
G
(+)
0 (x) = b0(x) + [1 − (x)], (72)
G(+)n (x) = bn(x) + H(+)n (x) −
−1∑
i=n
bn−iH (+)i (x), n< 0. (73)
Similarly, from (66) and (69) we have
G(−)n (x) =
−1∑
i=n
bn−iH (−)i (x), n< 0. (74)
Eqs. (72), (73) and (74) constitute the “generated branches” sought by Scurr and Olive [9]. They lead to the following
explicit expressions for the Stirling numbers:
S(0, k) = (b0 − 1) (−1)
k
k! , k > 0, (75)
490 D. Branson /Discrete Mathematics 306 (2006) 478–494
Table 6
Values of S(n, k) generated by (6), (8) and (76)
S(n, k) = bn (−1)
k
k! + (−1)
k−1 a(−n, k)
k! −
−1∑
i=n
bn−i (−1)k−1 a(−i, k)
k! , n< 0, k > 0,
S(n, k) =
−1∑
i=max(n,k)
bn−ic(−k,−i), n< 0, k < 0.
As in the previous section, we discuss some particular choices for the constants bi . Eq. (74) shows that if we put
S(i, 0) = bi = 0, i0, (76)
then G(−)n (x) = 0, so that S(n, k) = 0 for n< 0, k < 0. In this case, (72) and (73) give
G
(+)
0 (x) = 1 − (x),
G(+)n (x) = H(+)n (x), n< 0,
so that
S(0, k) = (−1)
k−1
k! , k > 0, (77)
S(n, k) = (−1)k−1 a(−n, k)
k! , n< 0, k > 0. (78)
These numbers are called negative–positive Stirling numbers by Branson [1] and are absent from the discussion of
Scurr and Olive [9]. Some values are given in Table 6.
For a different choice we put
S(0, 0) = b0 = 1, (79)
S(i, 0) = bi = 0, i < 0. (80)
Then (72) and (73) give G(+)0 (x)= 1, (so that S(0, k)= 0 for k > 0) and G(+)n (x)= 0 for n< 0 (so that S(n, k)= 0 for
n< 0, k0). Eq. (74) gives
G(−)n (x) = H(−)n (x), n< 0.
Hence
S(n, k) = c(−k,−n), kn< 0,
= 0, n< k < 0. (81)
The numbers given by (79), (10) and (81) are called negative–negative Stirling numbers by Branson [1] and the
“principal branch” of Stirling numbers of the second kind by Scurr and Olive [9]. Some values are given in Table 7.
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Table 7
Values of S(n, k) generated by (6), (8), (79) and (80)
4. Connections
For clarity we now denote the positive–positive, negative–negative and negative–positive Stirling numbers (shown
in the appropriate quadrants of Tables 3, 4, 6 and 7) by the relevant symbol with a bar placed above it.
Tables 3 and7 suggest that, in comparingpositive–positiveStirlingnumbers of the second (ﬁrst) kindwith negative–negative
Stirling numbers of the ﬁrst (second) kind,
s¯(−k,−n) = (−1)n+kS¯(n, k), (82)
if nk > 0 (kn0). This identity is well known and has been discussed at length by Knuth [5]. It can be readily
veriﬁed when n> 0 using the explicit expressions in (33) and (81) together with Stirling’s formula (see Section 5) and
Eqs. (1) and (70). The case of n = 0 is trivial.
A similar comparison of negative–positive Stirling numbers in Tables 4 and 6 suggests that, for k > 0 and n0,
s¯(−k,−n) = (−1)n+k−1S¯(n, k). (83)
Again, we can conﬁrm this. The case of n = 0 follows immediately from (34) and (77). Eqs. (68) and (78) show that,
for n< 0, (−1)n+k−1S¯(n, k) can be expressed as the coefﬁcient of x−n in
(−1)n
k!
∞∑
l1=0
(x
1
)l1 ∞∑
l2=0
(x
2
)l2
. . .
∞∑
lk=0
(x
k
)lk
,
which, in turn, is the coefﬁcient of x−n in
1
(x + 1)(x + 2) . . . (x + k) .
A partial-fraction expansion shows that this is equal to
k∑
l=1
(−1)l−1
l!(k − l)!
1
(−l)−n , (84)
and a comparison with (35), gives s¯(−k,−n) as required.
The question arises as to whether the more general Stirling numbers of the two kinds that we have discussed earlier
are similarly related in a pairwise fashion. Could it be that the numbers discussed in Section 3 are, apart from a sign,
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equal to those in Section 2, rendering our discussion in Section 3 redundant? The answer in general is no, as we shall
establish.
If we substitute
s(−k,−n) = (−1)n+kAf (n, k)
into (5), where A is any constant, we ﬁnd that f (n, k) satisﬁes (6). It follows that, for any set of Stirling numbers of
the ﬁrst kind generated by (5) from initial values
s(n, k) = Bn,k when g(n, k) = 0,
there exists a dual set of Stirling numbers of the second kind given by
S(n, k) = (−1)n+ks(−k,−n)/A (85)
which have initial values
S(n, k) = (−1)n+kB−k,−n/A when g(−k,−n) = 0. (86)
As we have seen in Section 2 Stirling numbers of the ﬁrst kind can be generated uniquely from
s(n, k) = 0k when n = 0,
and
s(n, k) = an when n< 0, k = 0.
The dual set of Stirling numbers of the second kind is therefore generated from
S(n, k) = 0n/A when k = 0,
and
S(n, k) = (−1)ka−k/A when n = 0, k > 0.
Thus, from (44), S(0, 0)= b0 = 1/A, and it follows from (44) and (75) that the Stirling numbers generated in Sections
2 and 3 form a dual pair of sets only in the particular case where
an = (1 − A) 1
(−n)! , n< 0,
b0 = 1
A
,
bn = 0, n< 0.
For all other values, the numbers derived in Section 3 are unrelated to those of Section 2. It is easy to show that these
values of an and bn lead to the following numbers:
s(n, k) = s¯(n, k), nk0, (87)
s(n, k) = As¯(n, k), kn< 0, (88)
s(n, k) = (1 − A)s¯(n, k), n< 0, k0, (89)
s(n, k) = 0 otherwise,
S(n, k) = S¯(n, k), nk > 0, (90)
S(n, k) = 1
A
S¯(n, k), kn0, (91)
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S(n, k) = A − 1
A
S¯(n, k), n0, k > 0, (92)
S(n, k) = 0 otherwise.
The special cases given by (31) and by (79) and (80) are recovered by settingA=1, whereas (34) corresponds to setting
A = 0 and (76) follows from letting A tend to inﬁnity.
Eq. (82) can be obtained by combining (85) with (88) and (90) ( or (87) and (91)), while (83) results from combining
(85) with (89) and (92).
5. Stirling’s formula
In the last section, we referred to a particular representation of Stirling numbers of the second kind, known as
Stirling’s formula, which can be written as follows:
S(n, k) = 1
k!
k∑
l=1
(−1)k−l
(
k
l
)
ln. (93)
The more usual form is (see, for example, Eq. (11) of [2])
S(n, k) = 1
k!
k∑
l=0
(−1)k−l
(
k
l
)
ln. (94)
When n> 0, the l = 0 term in (94) contributes nothing, and the two versions of the formula are equivalent. However,
if formula (94) also applies to n = 0, we see it leads to S(0, 0) = 1 (and S(0, k) = 0 for k > 0). These are the values
which follow from the deﬁnition (2) if we extend that to n= 0. But we have not always assigned the value 1 to S(0, 0).
The value of S(0, 0) has, in fact, a crucial inﬂuence. If we put S(n, 0) = 0 for n< 0, then setting S(0, 0) = 1 leads to
the negative–negative Stirling numbers (and gives S(n, k) = 0 for n< 0, k > 0), as in Table 7. On the other hand, if
S(0, 0) = 0, then we obtain the negative–positive Stirling numbers (and S(n, k) = 0 for n< 0, k < 0), as in Table 6.
Butzer et al. [3] use (94) to extend the deﬁnition of S(n, k) to all real positive n, while keeping k as a non-negative
integer. Eq. (94) of course assumes the convention that 0n = 0 for n> 0, but 00 = 1. The extension of Butzer et al. is
consequently discontinuous at n = 0. We can obtain a continuous extension if we use version (93), in which case we
will have
S(0, k) = 1
k!
k∑
l=1
(−1)k−l
(
k
l
)
= (−1)
k−1
k! ,
as in (77). In fact, we can go further, and use (93) to give an extension to negative n (or, indeed, to complex n). A
comparison with (−1)n+k−1S¯(n, k), as given in (84), shows that this extension of (93) to negative n produces the
negative–positive Stirling numbers.
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