Abstract. In this work we study qualitative properties of real analytic bounded maps.
be the nome.
The corresponding real quarter-period K > 0 is defined as follows
3)
The elliptic modulus k ∈ (0, 1) is given by formula 4) and defines the Jacobi elliptic function sn(z, k). The proof is straightforward and easily follows from properties of sn(z, k) described in is conformal.
The composition
is then a holomorphic function in H such that F (H) ⊂ H + and F : (−1, +∞) → (0, +∞).
According to Theorem of Wall [8] , p. 279 there exist µ 0 > 0 and the sequence of real
such that F (z) = µ 0 √ 1 + z {g 1 , g 2 , ...|z}, z ∈ H , (1.10) where g(z) = {g 1 , g 2 , ...|z} = 1 1 +
is a continued g-fraction converging uniformly on compact sets of H to an analytic function g(z), z ∈ H (for applications of g-fractions see [4] - [7] ).
Remark 1.1. g(z)
is a rational function of z if and only if g k ∈ {0, 1}, for some k ≥ 1.
As follows from (1. To simplify (1.12) we make a rescaling and obtain the new function φ given by
which is holomorphic in the rectangle R K,αB .
We note that |φ(z)| < 1, ∀ z ∈ R K,αB .
Formula (1.12) then becomes φ(z) = 1 − 2 µ 0 1 + η(z) {g 1 , g 2 , ...|η(z)} + 1 , z ∈ R K,αB , (1.14)
where
The map z → η(z) is a bijection between the real intervals (−K, K) and (−1, +∞), η(0) = 0 what will be used later.
We define the truncated continued g-fraction as the n-order approximation of (1.11):
which is a rational function of z analytic in H.
The next theorem gives the a priori bounds for the g-fraction (1.11).
and
Using the above formulas we write below the rational a priori bounds for the g-fraction (1.11) corresponding to k = 1, 2, 3:
Case k = 1.
The coefficients g p in formula (1.14) are defined by
with rational expressions R p which can be found by calculation of derivatives of both sides of (1.14) and evaluating them at z = 0. The recurrent formulas for R p can be derived from [8] , p. 203.
In view of (1.13), φ n = φ (n) (0) are functions of derivatives f (n) (0):
Below we give explicit expressions for µ 0 , g 1 , g 2 in terms of φ n , n = 0, 1, 2:
29)
(1.31) Our aim is to estimate the time of return of f (z) to the initial value f (0) i.e to study the points z 0 ∈ (−T, T ), z 0 = 0 such that f (z 0 ) = f (0). To do this we will use the a priori bounds (1.22) applied to the g-fraction in formula (1.14). For p = 2k + 1 one obtains:
for z ∈ (0, K), and
.. the set of functions for which the g-fraction representation (1.12) satisfies the condition
In the next theorem, for a given f ∈ A
(1)
M,T,B , we will describe a neighborhood of origin in which z = 0 is the only solution of f (z) = f (0).
5)
where Proof. One considers (2.1) with p = 1. We have A 1 (0) = B 1 (0) = 1 and define t 1 , t 2 as non-zero solutions of the following algebraic equations
Simple algebraic calculations show that the only solutions satisfying (2.8) are given by
which are related by 1
Since η(z) is a bijection between the intervals (−K, K) and (−1, +∞) there exist unique real numbers T 1 , T 2 ∈ (−K, K) satisfying the following equations:
As easily seen from (1.15):
The proof of Theorem 2.1 follows therefore directly from (2.1) and (2.8).
The next result shows that f (z) ∈ A
M,T,B , under some conditions on derivatives f (p) (0), p = 0, 1, 2, always returns to the initial value f (0) in the interval (−T, T ) i.e admits the oscillatory property. 
Proof. We consider (2.2) with p = 2 and define the following real algebraic equations
. Making the change of variables
after some elementary transformations, it is easy to show that equations (A 1 ), (B 1 ) are equivalent respectively to quadratic equations (A 2 ) and (B 2 ) given below
Remark 2.1. We notice that P 2 (t) is obtained from P 1 (t) by transformation
The polynomial P 1 (t) has two real roots t
if and only if the following condition holds
if and only if
Applying the Vieta's formulas to polynomials A 2 and B 2 , and taking into account that g i ∈ (0, 1), i = 1, 2 one checks that:
is increasing function in the interval (−ǫ, ǫ) for some small ǫ > 0. We assume that inequality D 2 ≥ 0 holds, so both roots t
1 and t
2 are real. One has P 2 (1) = 1 − 2g 1 > 0, so, in view of (2.23), either 0 < t 
is decreasing function in the interval (−ǫ, ǫ) for some small ǫ > 0. We assume that inequality D 1 ≥ 0 holds, so both roots t and t
2 are real. One has P 1 (1) = 2g 1 − 1 > 0, so, in view of (2.23), either 0 < t
One verifies with help of (2.19) that (c) is equivalent to The next corollary contains explicit formulas and precises the intervals containing the point of return τ defined in Theorem 2.2.
Corollary 2.1. We assume all conditions of Theorem 2.2 being satisfied and define four
following subsets of (0, 1) 2 (see Fig. 3 ):
25)
27)
j , i, j = 1, 2 be defined by (2.19), (2.21) and η −1 (z) by (2.12), then
For τ defined by (2.16) one has
One easy verifies using the above formulas that ζ(g 1 , g 2 ) → 0 as g 1 → 1/2.
Functions bounded in the complex strip
We denote A M,∞,B the set of functions f (z) satisfying the following conditions 1. f (z) is holomorphic in the infinite strip S B = {z ∈ C : |Im(z)| < B} , B > 0.
2. f (R) ⊂ R.
The next result gives a characterization of functions bounded in absolute value in S B with the help of g-fractions and can be considered as the limit case of (1.12) as T → +∞. 
Proof. Let m : D M → H + be defined by (1.7). We define the conformal map
One verifies that the composition F = m • f • l is holomorphic in H and F (H) ⊂ H + with F (z) ∈ R for z > −1. Thus, according to theorem of Wall [8] , p. 279 F can be written as follows
for some nondecreasing real bounded function µ(u), u ∈ (0, 1) and µ 0 > 0.
The integral in (3.4) can be transformed to the continued g-fraction form [8]
that together with (3.4) implies (3.1). The proof is finished.
Let
To calculate the coefficients g p in (3.1) one has formulas similar to (1.27):
with rational functions C p determined by calculation of derivatives of both sides of (3.1)
we provide below explicit formulas for µ 0 , g 1 , g 2 :
The next result is analogous to Theorem 2.1 and is proved in the similar way.
14)
The following theorem is equivalent to Theorem 2.2 for functions f ∈ A
M,∞,B and has the similar proof.
and (3.10), (3.11). We assume that the point (g 1 , g 2 ) ∈ (0, 1) 2 belongs to one of the four
where t (i) j , i, j = 1, 2 are defined as functions of g 1 , g 2 by (2.19) and (2.21). Then there exists τ ∈ R * such that
and τ ∈ (0, ζ) if ζ > 0 and τ ∈ (ζ, 0) if ζ < 0.
To conclude this section we will consider the case of functions analytic and bounded in a semi-infinite strip. Let B > 0, T > 0. We denote by S B,T ⊂ C the complex domain which is the interior of the semi-infinite strip formed by segments t + iB,t − iB, t ∈ [−T, +∞) and −T + it, t ∈ [−B, B] (see Fig. 5 ).
Let B M,T,B be the set of functions f (z) satisfying the following conditions:
It is straighforward to verify that the following function 
Applications
We will apply the results from previous sections to the Newtonian three-body problem, whose solutions in many situations are analytic functions in the strip along the real axis of the complex time plane.
We consider three mass points P 1 , P 2 , P 3 in R 3 which attract each other according to the Newtonian law with finite positive masses m 1 , m 2 , m 3 . Let R i = (x i , y i , z i ) be the position vector of P i and r ij the distance between it and mass j. One writes equations of motion as follows:
which have the integral of energy:
the first integrals of the impulse of the system: 8) and the first integrals of the angular momentum: We shall need the following result due to Sundman [3] which we write in a slightly different form. and satisfy ∀ z ∈ ∆ χ the inequalities
(4.13)
Such a solution can be interpreted as a collision free motion for z ∈ J of three planets each of radius χ > 0 ( see Fig. 6 ). The collision between bodies P i and P j at the moment of time z ∈ R happens if and only if r ij (z) = 2χ. 
Proof. Let < , > denotes the Euclidean scalar product in R 3 . For some fixed i < j we
as follows from Sundman's Theorem 4.1.
Applying the triangular inequality one obtains for z ∈ ∆ χ :
where we have used the inequalities R 2 > 4χ 2 and (4.15). That implies (4.14) and finishes the proof.
We shall consider the case that J = R which corresponds to the collision-free motion of three rigid spherical bodies, each of radius χ > 0, for −∞ < z < +∞. In this case, according to Sundman's Theorem 4.1, all inverse mutual distances r 
