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Re´sume´
G.D. Birkhoff a pose´, par analogie avec le cas classique des e´quations diffe´rentielles, le proble`me
de Riemann-Hilbert pour les syste`mes “fuchsiens” aux q-diffe´rences line´aires, a` coefficients ra-
tionnels. Il l’a re´solu dans le cas ge´ne´rique : l’objet classifiant qu’il introduit est constitue´ de la
matrice de connexion P et des exposants en 0 et∞. Nous reprenons sa me´thode dans le cas ge´ne´ral,
mais en traitant syme´triquement 0 et ∞ et sans recours a` des solutions a` croissance “sauvage”.
Lorsque q tend vers 1, P tend vers une matrice localement constante P˜ telle que les valeurs (en
nombre fini) P˜ (a)−1P˜ (b) sont les matrices de monodromie du syste`me diffe´rentiel limite (suppose´
non re´sonnant en 0 et ∞) en les singularite´s de C∗. Ce texte est celui du preprint 148 du Laboratoire
Emile Picard (fe´vrier 1999). Une version un peu plus courte en est parue aux Annales de l’Institut Fourier,
50, 4, (2000).
Mots cle´s : Equations aux q-diffe´rences - Matrice de connexion - Monodromie - Fonctions
hyperge´ome´triques basiques. Classification AMS : 05A30 - 33D - 39A10 - 58 F.
Abstract
G.D. Birkhoff extended the classical Riemann-Hilbert problem for differential equations to the
case of “fuchsian” linear q-difference systems with rational coefficients. He solved it in the generic
case : the classifying object which he introduces is made up of the connection matrix P , together
with the exponents at 0 and ∞. We follow his method in the general case, but treat symetrically
0 and ∞ and use no “wildly” growing solutions. When q tends to 1, P tends to a locally constant
matrix P˜ such that the (finitely many) values P˜ (a)−1P˜ (b) are the monodromy matrices of the
limiting differential system (assumed to be non resonant at 0 and ∞) at the singularities on C∗.
This text is that of preprint 148 of the Laboratoire Emile Picard (february 1999). A shorter version was
published by the Annales de l’Institut Fourier, 50, 4, (2000).
Keywords : q-difference equations - Connection matrix - Monodromy - Basic hypergeometric
functions. AMS Classification : 05A30 - 33D - 39A10 - 58 F.
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Chapitre 0
Introduction
“Je suis convaincu que, tout comme pour les fonctions spe´ciales solutions
d’e´quations diffe´rentielles, les formules inte´ressantes de´rivent de conside´rations
“ge´ome´triques” simples” (Jean-Pierre Ramis,[24]).
0.1 Histoire
0.1.1 Les racines et les branches
La the´orie des e´quations aux q-diffe´rences est un sujet romantique, puisqu’il a connu
l’intervention d’Euler, Jacobi, Ramanujan ... et, a` un moindre degre´, de Gauss et de
Cauchy. Les identite´s d’Euler sur les partitions, la the´orie des fonctions theˆta de Jacobi,
avec sa magnifique formule du triple produit, de nombreuses formules myste´rieuses de
Ramanujan y sont lie´es. On peut trouver une de´rivation dans cet esprit de nombreuses
identite´s d’Euler dans [14], et un lien direct entre la formule de Rogers-Ramanujan et
une e´quation aux q-diffe´rences dans [3]. Ces deux livres contiennent aussi de nombreuses
indications historiques.
C’est aussi un sujet en cours de renaissance. Ramis, dans [23] reprend les proble`mes
de comportement asymptotique des solutions e´tudie´s par Poincare´, Picard, Valiron et les
replace dans le cadre de la the´orie des classes Gevrey ; ces recherches ont e´te´ poursuivies
par Zhang dans la direction d’une the´orie de la q-sommabilite´ (voir [30]). Etingof, van
der Put, Singer ont e´tendu la the´orie de Picard-Vessiot avec pour but une the´orie de
Galois (voir [12], [21] ; ce dernier ouvrage traite, plus ge´ne´ralement, des e´quations aux
diffe´rences). En tant que variante multiplicative de la me´thode d’Euler pour approcher les
solutions d’e´quations diffe´rentielles, elles ont e´te´ utilise´es dans l’e´tude des inte´grales ite´re´es
(voir [20],[8]). Il y a une the´orie ge´ome´trique (“holonome”) des identite´s combinatoires,
y compris q-combinatoires et une nouvelle approche de leur calcul formel (Zeilberger,
Aomoto, Sabbah, Chyzak : voir [9], [11]). La the´orie des groupes quantiques commence
aussi a` essaimer dans cette direction (voir [27]). Enfin, la tradition qui, depuis Birkhoff
et Ore veut traiter e´quations diffe´rentielles, aux diffe´rences et aux q-diffe´rences dans un
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cadre unifie´ a e´te´ re´cemment reprise par Yves Andre´ qui a cre´e´ pour cela le cadre des
connexions non commutatives (voir [2]).
0.1.2 q-analogies, classification et confluence
La se´rie hyperge´ome´trique classique a e´te´ ge´ne´ralise´e par Heine, puis Ramanujan (voir
[14], [22]) en la se´rie hyperge´ome´trique basique1
Φ(a, b, c; q, z) =
∑
n≥0
(a; p)n(b; p)n
(c; p)n(p; p)n
zn |q| > 1 , p = q−1 , (x; p)n =
∏
0≤k≤n−1
(1− xpk)
Si a, b, c ∈ C∗, celle-ci est solution de l’e´quation aux q-diffe´rences a` coefficients rationnels :
Φ(q2z)− (a+ b)z − (1 + c/q)
abz − c/q Φ(qz) +
z − 1
abz − c/qΦ(z) = 0
Nous e´crirons plutoˆt
σ2qΦ−
(a+ b)z − (1 + c/q)
abz − c/q σqΦ+
z − 1
abz − c/qΦ = 0
ou` l’on note σqf(z) = f(qz) pour toute fonction sur la sphe`re de Riemann S = P
1C. Ceci
a motive´ la re´solution et la classification de telles e´quations fonctionnelles, sous le nom
d’e´quations aux q-diffe´rences. (voir [1],[5], [6], [14], [23], [24]).
Re´ciproquement, on sait que, lorsque l’on fait tendre q vers 1, sous des conditions appro-
prie´es portant sur les parame`tres, Φ(a, b, c; q, z) converge vers la se´rie hyperge´ome´trique :
c’est au moins e´vident terme a` terme, et cela reste vrai dans un sens moins formel (voir
le traitement complet de cet exemple en 4.4.2). De telles q-analogies sont pre´sentes a` un
degre´ plus ou moins important dans la plupart des exemples que nous avons cite´s au de´but
de cette section. On peut le´gitimement conside´rer pas mal de ces phe´nome`nes comme des
cas de confluence.
Par analogie avec le cas classique des e´quations diffe´rentielles, G.D. Birkhoff a pose´ le
proble`me de Riemann-Hilbert pour les syste`mes line´aires aux q-diffe´rences a` coefficients
rationnels (voir [5]) :
(1) σqX = AX, A ∈ GLn(C(z))
Le groupe de jauge GLn(C(z)) ope`re a` gauche sur les solutions vectorielles ou ma-
tricielles de telles e´quations et donc sur les e´quations elles-meˆmes, ce qui conduit a` intro-
duire la notion d’e´quivalence me´romorphe : A ∼ (σqF )−1AF lorsque F ∈ GLn(C(z)). Il
1On prendra garde que nous faisons, dans tout ce travail, l’hypothe`se |q| > 1. Il est, bien suˆr, essentiel
de supposer que |q| 6= 1, mais certains des ouvrages cite´s supposent |q| < 1.
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s’agit alors de classifier ces syste`mes modulo cette relation d’e´quivalence.
Notre but, dans ce travail, est de tenter de clarifier la ge´ome´trie sous-jacente. Dans
ce premier rapport, nous e´tudions la re´solution, la classification et la confluence d’une
classe d’e´quations aux q-diffe´rences, les e´quations fuchsiennes (ainsi que la classe, qui
n’est plus large qu’en apparence, des e´quations singulie`res re´gulie`res). Dans un rapport
ulte´rieur ([25]), nous commencerons l’e´dification d’une the´orie de Galois de ces e´quations
sur ces bases, the´orie qui devrait donc diffe`rer sensiblement de celle,plus alge´brique et plus
ge´ne´rale, de [21] (voir ci-dessous 0.2.3 et 0.5).
0.2 Re´solution
0.2.1 Cas ge´ne´ral
Le cas ou` A(0) est singulie`re est illustre´ par l’e´quation σqf = zf dont une solution
typique est la fonction Θ : ce cas se caracte´rise par l’apparition de solutions a` croissance
sauvage (voir [23]). A l’oppose´, si A(0) = In, le produit
∏
i≥1
A(q−iz) de´finit une solution
holomorphe en 0 et me´romorphe sur C. Le premier cas est conside´re´ comme irre´gulier, le
second cas comme re´gulier.
Le cas interme´diaire est le cas singulier re´gulier, que nous e´tudierons plus partic-
ulie`rement : c’est celui ou` l’on peut se ramener, via une transformation de jauge rationnelle,
a` supposer l’e´quation fuchsienne, c’est a` dire telle que A(0) et A(∞) sont inversibles. Les
exemples les plus e´le´mentaires sont : σqf = cf, c ∈ C∗ et σqf = f + 1. Cette dernie`re
se rame`ne en effet a` une e´quation line´aire d’ordre 2, a` matrice unipotente. Les solutions
de telles e´quations sont les briques de base pour la re´solution de toutes les e´quations
fuchsiennes.
0.2.2 Cas fuchsien
On l’appelle fuchsien parce que la me´thode de Frobenius marche et permet d’exhiber
des solutions de forme tre`s simple et a` croissance mode´re´e. Comme dans le cas fuchsien
classique (des e´quations diffe´rentielles), nous pourrons meˆme de´montrer la re´ciproque. On
peut cependant se rendre compte en e´tudiant la confluence qu’il y a de´ja` dans ce cas des
aspects qui le rapprochent du cas irre´gulier des e´quations diffe´rentielles.
Pour commencer par l’e´tude locale, supposons A(0) ∈ GLn(C) : un tel syste`me est
dit fuchsien en 0. En parfaite analogie avec la me´thode de Frobenius pour les e´quations
diffe´rentielles line´aires, on construit alors une solution matrice fondamentaleX ∈ GLn(K′0)
a` coefficients dans une extension K′
0
de C({z}) qui est un sous-corps de M(C∗) et qui
contient :
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– Pour chaque c ∈ Sp(A(0)), un e´le´ment eq,c tel que σqeq,c = ceq,c. Il joue un roˆle
analogue a` celui de zγ et nous le nommerons caracte`re d’exposant c.
– Dans le cas ou` A(0) n’est pas semi-simple, un e´le´ment lq tel que σqlq = lq+1. Il joue
un roˆle analogue a` celui du logarithme.
L’e´quation fonctionnelle (1), re´e´crite2 sous la forme X(z) = A(z/q)X(z/q), entraine
alors que les solutions sont en fait a` coefficients dans le sous-corps K0 =M(C)(lq, (eq,c)c∈C∗)
de K′
0
. En opposition a` ce qui se passe avec les e´quations diffe´rentielles, l’ope´rateur aux
q-diffe´rences σq propage dans C la proprie´te´ des solutions d’eˆtre me´romorphes en 0. Ce
n’est e´videmment pas le cas des automorphismes infinite´simaux de la the´orie des e´quations
diffe´rentielles et c’est la` une diffe´rence fondamentale.
Ceci se voit d’ailleurs de´ja` dans le cas re´gulier, qui, pour nous, est caracte´rise´ par le
fait que la structure de Jordan en 0 est triviale, autrement dit, A(0) = In. L’e´quation peut
alors eˆtre re´solue sans sortir deM(C) : notant Σ′ le lieu polaire de A, il est aise´ de voir que
le produit infini A(z/q)A(z/q2)... converge uniforme´ment sur tout compact deC−qN∗Σ′ et
a des poˆles sur qN
∗
Σ′. C’est e´videmment une solution fondamentale (de´terminant non nul)
de l’e´quation si on la restreint a` C− qN∗Σ, Σ e´tant Σ′ augmente´ des ze´ros de detA : c’est
ce dernier ensemble qu’il faudra conside´rer comme le ve´ritable lieu singulier de l’e´quation.
0.2.3 Le choix des briques de base
Classiquement (voir [1],[6]), on utilise respectivement les fonctions multivalue´es z
log(c)
log(q)
et log(z)log(q) dans les roˆles de eq,c et de lq. Il faut alors prendre en compte conjointement les
effets de l’automorphisme σq et ceux de la monodromie. Singer et Van der Put proposent
dans [21] d’instancier les eq,c et lq par des symboles alge´briquement inde´pendants (sauf en
ce qui concerne des relations oblige´es). Mais il est alors difficile d’interpre´ter les solutions
comme des fonctions. Nous montrons au chapitre 1 comment re´soudre (1) a` l’aide de fonc-
tions uniformes.
La question peut eˆtre formule´e ainsi : quelle q-analogies suivre ? Il y en a tant ! L’analo-
gie suivie ici (motive´e, entre autres, par l’exemple des se´ries hyperge´ome´triques basiques)
est (σq − 1)/(q − 1)↔ δ = z(d/dz) (voir [23]).
De´signons par Θq la fonction theta de Jacobi :
∑
n∈Z(−1)nq−n(n−1)/2zn (voir [23]).
Elle satisfait la formule du triple produit de Jacobi :
Θq(z) = (p; p)∞(z; p)∞(pz
−1; p)∞ (z; p)∞ =
∏
i≥0
(1− piz)
2Le Petit Larousse Illustre´ donne comme e´galement correctes les formes re´e´crire et re´crire. On trouvera,
dans la Gazette des Mathe´maticiens de janvier 1999, une argumentation en faveur de ce dernier. Mais au
fond, c’est en fonction du plaisir de l’oeil que l’on tranche ...
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On en de´duit l’e´quation fonctionnelle Θq(qz) = −qzΘq(z). Nous prendrons alors
lq(z) = zΘ
′
q(z)/Θq(z) et eq,c(z) = Θq(z)/Θq(c
−1z)
qui sont me´romorphes sur C∗. Les poˆles (simples) de lq sont les e´le´ments de la spirale
discre`te qZ ; les ze´ros (simples) et poˆles (simples) de eq,c sont les e´le´ments de q
Z et de
cqZ respectivement. Nous avons donc remplace´ la ramification des choix classiques par des
spirales discre`tes de poˆles. Ces poˆles et leur ge´ome´trie vont en fait controˆler toute la situ-
ation, apportant un de´but d’illustration de l’importance de “conside´rations ge´ome´triques
simples”.
Nous obtenons ainsi des solutions fondamentales canoniques me´romorphes sur C∗ et
en donnons des formes normales. Dans le cas ou` le syste`me est non re´sonnant en 0, c’est
a` dire ou` deux valeurs propres distinctes de A(0) ne sont pas congrues modulo qZ, il y
a meˆme une forme canonique. Nous e´tendons de plus la re´solution au cas d’un syste`me
singulier re´gulier en 0, c’est a` dire, par de´finition, me´romorphiquement e´quivalent a` un
syste`me fuchsien en 0. Dans tous les cas, on peut e´crire X(0) =M (0)N (0) ou` :
(i) M (0) est me´romorphe sur C ; les poˆles de M (0) sur C∗ forment une union finie de
demi-spirales logarithmiques discre`tes : qN
∗S(A), ou` S(A) est l’ensemble forme´ des poˆles
de A et des poˆles de A−1.
(ii) N (0) est construite a` partir des eq,c et de lq ; les poˆles de N
(0) sur C∗ forment une
union finie de spirales logarithmiques discre`tes de´termine´es par la structure de Jordan de
A(0) : qZSp(A(0)) si A(0) est semi-simple, qZSp(A(0)) ∪ qZ dans le cas ge´ne´ral.
0.2.4 Le corps des constantes
Toutes les solutions dans GLn(K
′
0) s’obtiennent alors sous la forme X
(0)V (0) ou` V (0)
est a` coefficients dans le “corps des constantes” (K′0)
σq .
On voit facilement que (pour notre choix standard de caracte`res) celui ci est e´gal a`
M(C)σq , c’est a` dire au corps des fonctions me´romorphes sur C∗/qZ. Le changement de
variable z = e2ıπx permet d’identifier le groupe C∗/qZ au tore complexe C/(Z + Zτ),
avec la notation q = e−2ıπτ , Im(τ) > 0. Le corps M(C)σq s’identifie alors au corps des
fonctions elliptiques M(E).
Notons que la re´alisation des caracte`res comme fonctions me´romorphes surC∗ entraine
ne´cessairement la pre´sence d’un “cocycle” non trivial de fonctions elliptiques, les
eq,cd
eq,ceq,d
:
c’est cette circonstance qui fait du corps des constantes le corps des fonctions elliptiques
M(E) tout entier pour notre choix standard de carcte`res et, dans tous les cas, une ex-
tension transcendante de C. Ceci est la diffe´rence principale avec [21], ou` les caracte`res
sont des symboles et peuvent eˆtre astreints a` ve´rifier : eq,cd = eq,ceq,d, ce qui entraine que
leur corps des constantes est C. Cela a, entre autres, des conse´quences pour la the´orie de
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Galois, puisqu’une approche classique de celle-ci est la the´orie de Picard-Vessiot, qui exige
que le corps des constantes ne bouge pas.
0.3 Classification
0.3.1 Relations d’e´quivalence
Si l’on admet qu’une transformation de jauge rationnelle X = FY , F ∈ GLn(C(z)),
n’affecte pas essentiellement la nature analytique des solutions, on est naturellement con-
duit a` conside´rer l’e´quation de matrice A satisfaite par X comme e´quivalente a` l’e´quation
de matrice B satisfaite par Y : A ∼ B = (σqF )−1AF . C’est la notion d’e´quivalence
me´romorphe sur S, ou d’e´quivalence rationnelle.
Si l’on veut l’implication et non l’e´quivalence, apparait la version moins syme´trique :
(σqF )B = AF , F ∈Mn(C(z)), qui donnera lieu dans [25] a` une notion plus ge´ne´rale de
morphismes et a` une version plus fonctorielle de la classification. En termes de logique, on
peut comprendre cette e´galite´ comme une “weakest precondition” : quelle condition sur F
garantit que FY est solution de (1) ? On en trouve une description plus intrinse`que dans
[21] grace a` la notion de “difference modules”.
Une autre extension de cette relation d’e´quivalence apparaitra lors des e´tudes locales :
si l’on impose seulement a` F deˆtre me´romorphe sur C (ou, dualement, sur S − {0}), on
obtient encore d’utiles the´ore`mes de re´duction qui permettront de normaliser les solutions.
0.3.2 Riemann-Hilbert-Birkhoff
A un syste`me fuchsien en 0 et en ∞, et a` des solutions fondamentales X(0) et X(∞)
en 0 et en ∞, G.D. Birkhoff associe la matrice de connexion P = (X(∞))−1X(0), dont
les coefficients sont σq-invariants, multivalue´s et peuvent eˆtre vus comme des fonctions
me´romorphes sur C, automorphes pour le re´seau (Z + Zτ) (ou` Zτ agit trivialement et
Z par monodromie). Il code le syste`me (1) a` l’aide de P et des exposants en 0 et en ∞
et montre que l’on peut re´soudre le proble`me inverse dans le cas ou` A(0) et A(∞) sont
semi-simples.
Malgre´ les hypothe`ses fuchsiennes syme´triques en 0 et ∞, Birkhoff commence par
dissyme´triser le proble`me, puis fait intervenir des fonctions a` croissance sauvage, du type
qt 7→ qt(t−1)/2 (voir [23]). Selon [21], la construction de la matrice de connexion pre´sente
des ambiguite´s dans certains cas. Il est en tout cas probable que la matrice de connexion de
Birkhoff n’a pas de tre`s bonnes proprie´te´s multiplicatives. Ces difficulte´s sont surmonte´es
par van der Put et Singer, qui donnent une classification dans [21]. Mais leurs briques de
base sont des symboles formels, ils introduisent les fonctions a posteriori et l’espace sur
lequel celles-ci vivent est assez complique´.
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0.3.3 Comment classifier avec des fonctions uniformes
Nous montrons au chapitre 2 que nos solutions me´romorphes conduisent a` une matrice
de connexion elliptique, c’est a` dire a` coefficients dans M(E). Notre me´thode fait jouer
un roˆle syme´trique a` 0 et ∞ et e´vite le recours a` des fonctions a` croissance sauvage. Nous
obtenons alors le the´ore`me de classification des syste`mes singuliers re´guliers (par la matrice
de connexion, assortie des structures de Jordan en 0 et ∞), ainsi que des pre´cisions sur la
possibilite´ de prescrire les poˆles.
0.4 Confluence
Pour donner un sens ge´ome´trique a` ces constructions, nous e´tudions la classique con-
fluence d’e´quations aux q-diffe´rences vers des e´quations diffe´rentielles lorsque q tend vers
1.
0.4.1 Confluence des solutions
Nous nous restreignons pour cela au cas fuchsien non re´sonnant. Le syste`me admet
alors une unique solution X(0) = M (0)eA(0), ou` M
(0) ∈ GLn(M(C)), M (0)(0) = In. Sous
les meˆmes hypothe`ses en ∞, on introduit la solution X(∞) =M (∞)eA(∞) et la matrice de
connexion P = (X(∞))−1X(0).
Nous supposerons que q → 1 le long d’une spirale logarithmique : q = qǫ0, c’est a` dire
τ = τ0ǫ, q0 = e
−2iπτ0 , ou` l’on a fixe´ τ0 tel que Im(τ0) > 0 et ou` ǫ → 0+. Les spirales et
demi-spirales logarithmiques discre`tes qZ, qN se condensent alors en des coupures spirales
qR0 , q
R+
0 de S. Nous supposons de plus que A = Aǫ = In+(q− 1)Bǫ, ou` Bǫ → B˜. Sous des
hypothe`ses approprie´es, les solutions fondamentales canoniques de (1) tendent alors vers
celles de
(2) δX˜ = B˜X˜
obtenues par la me´thode de Frobenius (chapitre 3). Bien que nos solutions canoniques a` (1)
soient sans monodromie, ce n’est e´videmment pas possible en ge´ne´ral pour les solutions
de (2). En fait, les spirales et demi-spirales discre`tes de poˆles des solutions de (1) se
transforment, quand ǫ → 0+, en des coupures spirales qui rendent les solutions de (2)
uniformes.
0.4.2 Confluence de la matrice de connexion et monodromie
Supposons maintenant les meˆmes conditions satisfaites en ∞, et notons X(0)ǫ , X(∞)ǫ
et Pǫ les solutions canoniques et la matrice de connexion associe´es. On montre alors, au
chapitre 4, que la matrice Pǫ tend vers une matrice localement constante P˜ ; celle-ci est
de´finie sur S prive´ de toutes les coupures des solutions en 0 et∞, c’est a` dire sur une union
finie d’ouverts connexes : P˜ prend donc un nombre fini de valeurs P˜0,...,P˜r. En prolongeant
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les de´terminations des solutions en 0 et en ∞ le long de chemins qui e´vitent les diverses
coupures, on conclut alors que les P˜−1j P˜j−1(1 ≤ j ≤ r) sont les matrices de monodromie
de (2) en les singularite´s autres que 0 et ∞ (la monodromie en 0 et ∞ est fournie par les
structures de Jordan de B˜(0) et B˜(∞)).
Le re´sultat obtenu e´voque d’ailleurs de fac¸on frappante la description du groupe de
Galois dans [12] (pour le cas re´gulier) et dans [21] (pour le cas singulier re´gulier ge´ne´ral).
Ces auteurs de´crivent en effet le groupe de Galois comme engendre´ par les P (a)−1P (b), P
e´tant la matrice de connexion. Nous retrouverons dans [25] un e´nonce´ similaire, e´quivalent
a` celui de [12] dans le cas re´gulier mais malheureusement beaucoup plus complique´ que
celui de [21] dans le cas ge´ne´ral.
0.4.3 Exemples
Le jeu du franchissement des coupures, qui proviennent elles-meˆmes des barrie`res de
poˆles, illustre a` merveille le roˆle pre´ponde´rant de la ge´ome´trie des poˆles ! Ceux-ci se con-
stituent en barrie`res en forme de spirales logarithmiques discre`tes, qui se condensent,
lorsque q → 1, en des coupures qui donnent lieu a` des automorphismes de monodromie.
Nous espe´rons de meˆme comprendre les automorphismes galoisiens avant confluence
(donc au niveau des e´quations aux q-diffe´rences) comme des automorphismes de mon-
odromie ; si nous pouvons observer de telles transformations, nous supposerons que l’on a
tourne´ autour d’un point, et donc qu’il y avait un point !
Le phe´nome`ne de´crit ci-dessus a d’abord e´te´ observe´ sur les trois exemples de´crits
en 4.4. Il peut eˆtre agre´able de les e´tudier en paralle`le avec la lecture de tout ce rap-
port. Ils sont plutoˆt une illustration de la the´orie qu’une application, et sont traite´s “a`
la main”. D’ailleurs, comme pour les e´quations diffe´rentielles, on utilise dans la pratique
des e´quations plutoˆt que des syste`mes, on en recherche les exposants a` l’aide de l’e´quation
caracte´ristique, etc...
0.5 Perspectives galoisiennes
L’e´tude pre´sente´e ici est plutoˆt algorithmique et calculatoire ; elle fait pourtant de´ja`
apparaitre un important soubassement ge´ome´trique. Les spirales de poˆles ; les diviseurs
des caracte`res et des fonctions theˆta ; le cocycle des caracte`res : tout montre que la courbe
elliptique C∗/qZ joue un roˆle crucial.
La confluence peut eˆtre vue comme une situation de de´ge´ne´rescence de courbes ellip-
tiques ; on l’observe de´ja` ici explicitement en ce qui concerne la de´ge´ne´rescence des re´seaux
dans C.
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Nous n’avons aucun espoir d’une the´orie de Picard-Vessiot : notre corps des constantes
est bien trop gros. Pourtant, l’apparition de de´fauts d’unicite´ dans la classification qui
sont des matrices de GLn(C) nous laisse espe´rer que nous pourrons (comme l’ont fait van
der Put et Singer dans [21]) construire un groupe de Galois sur C : nous verrons dans [25]
que c’est bien le cas.
Enfin, le roˆle central (pour la classification) de l’uniformisation de la courbe elliptique
C∗/qZ a` l’aide de fonctions theˆta, indique la possibilite´ d’e´tendre ces re´sultats au cas p-
adique. Sur une suggestion de Yves Andre´, ceci sera fait autant que possible dans le cadre
plus fonctoriel (en fait, tannakien) de [25]. On verra alors qu’il n’est pas indiffe´rent d’avoir
travaille´ sur le mode`le “multiplicatif” C∗/qZ de la courbe elliptique plutoˆt que sur son
mode`le “additif” C/(Z+ Zτ).
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0.6 Notations ge´ne´rales
On prendra garde a` la convention |q| > 1 adopte´e ici et qui varie d’une source a` l’autre.
On fixe3 un nombre complexe τ de partie imaginaire > 0, et l’on pose q = e−2iπτ .
Formules de q-combinatoire
On notera p = 1/q et
(x; p)n =
∏
0≤k≤n−1
(1− xpk)
(x; p)∞ =
∏
0≤k
(1− xpk)
Ope´ration de qZ
On notera S la sphe`re de Riemann, c’est a` dire la droite projective complexe P1C et
H le demi-plan de Poincare´ {z ∈ C / Im(z) > 0}.
Le groupe cyclique qZ agit sur S par homographies z 7→ qz, avec deux points fixes 0
et ∞ (les seuls “vrais points” de la the´orie !) ; il y a donc des actions sur leurs voisinages
ouverts invariants C, S− {0} et l’intersection de ceux-ci C∗.
Diverses parties (en ge´ne´rales finies) Σ ⊂ C∗ engendreront des spirales logarithmiques
discre`tes e´galement invariantes qZΣ, voire des demi-spirales positivement ou ne´gativement
invariantes qNΣ, qN
∗
Σ, q−NΣ etc...
Si f est une fonction a` valeurs scalaires, vectorielles ou matricielles sur une partie
convenable (c’est a` dire, en fait, q-invariante) de S, on note σqf(z) = f(qz).
Corps des “constantes”
Le changement de variables z = e2iπx permet d’identifier le groupe C∗/qZ a` la courbe
elliptique E = C/(Z + Zτ) et M(C∗)σq (corps des fonctions me´romorphes sur C∗ et σq-
invariantes) a` M(E) (corps des fonctions elliptiques).
Soyons plus explicite sur ce point tre`s important. L’application x 7→ z = e2iπx identifie
M(C∗) au sous-corps de M(C) forme´ des fonctions 1-pe´riodiques. L’action de σq sur
M(C∗) s’e´tend a`M(C) par l’action sur la variable : x 7→ x− τ (qui est un rele`vement de
z 7→ qz). L’invariance sous σq d’un e´le´ment de M(C∗) se traduit donc, dans M(C), par
la τ -pe´riodicite´ ; M(C∗)σq est ainsi identifie´ au sous-corps de M(C) forme´ des fonctions
3Les notations lie´es a` la variation de q sont spe´cifiques de la deuxie`me partie et seront donne´es alors.
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admettant Z + Zτ pour re´seau des pe´riodes, c’est a` dire au corps M(E) des fonctions
me´romorphes sur le tore complexe E = C/(Z+ Zτ) (fonctions elliptiques).
Fonctions de base
Elles sont issues de la the´orie des fonctions theˆta de jacobi. La plus importante :
Θq(z) =
∑
n∈Z
(−1)nq−n
2−n
2 zn = Θq(z) = (p; p)∞(z; p)∞(pz
−1; p)∞
D’un usage plus e´pisodique :
Θ+q (z) = (z; p)∞ =
∏
r≥0
(1− q−rz)
La famille des caracte`res est en ge´ne´ral (mais pas toujours !) de´finie par
eq,c = Θq/Θq,c avec : Θq,c(z) = Θq(c
−1z)
Enfin, le succe´dane´ du logarithme :
lq(z) = zΘ
′
q(z)/Θq(z)
Pour diverses manipulations alge´briques, on aura recours aux polynoˆmes de Newton en lq,
que nous noterons :
l(k)q =
1
k!
∏
0≤i≤k−1
(lq − i) =
(
lq
k
)
k ∈ N
Corps de fonctions
De fac¸on ge´ne´rale, nous noterons M(X) le corps des fonctions me´romorphes sur une
surface de Riemann X.
Il y a tout d’abord les trois corps de coefficients :
k = C(z) ⊂ k0 =M(C) ⊂ k′0 = C({z})
ainsi que k∞ et k
′
∞ de´finis de manie`re e´vidente en posant w = 1/z. Ces sorps admettent
les extensions :
L0 = k0(Θ
′
q, (Θq,c)c∈C∗) ⊂ L′0 = k′0(Θ′q, (Θq,c)c∈C∗)
et les sous-extensions (plus utiles)
K0 = k0(lq, (eq,c)c∈C∗) ⊂ K′0 = k′0(lq, (eq,c)c∈C∗)
Notons les inclusions k0 ⊂ K0 ⊂ L0 ⊂M(C∗).
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Matrices
Matrices servant a` la re´duction de Jordan :
ξλ,m =


λ 1 0 ... 0 0
0 λ 1 ... 0 0
... ... ... ... .. ...
... ... ... ... .. ...
0 0 0 ... λ 1
0 0 0 ... 0 λ


(taille m)
Lm = ξ
l
1,m =


l(0) l(1) ... l(m−1)
0 l(0) ... l(m−2)
... ... ... ...
0 0 ... l(0)

 l(k) = 1k!
∏
0≤i≤k−1
(l − i) =
(
l
k
)
k ∈ N
Dans cette dernie`re, l sera en ge´ne´ral instancie´ par lq.
Matrices servant a` des algorithmes de re´duction du type pivot de Gauss :
Ti,α =


1 0 ... 0 ... 0
0 1 ... 0 ... 0
... ... ... ... ... ...
α1 α2 ... αi ... αn
... ... ... ... ... ...
0 0 ... 0 ... 1


Di,v =


1 0 ... 0 ... 0
0 1 ... 0 ... 0
... ... ... ... ... ...
0 0 ... v ... 0
... ... ... ... ... ...
0 0 ... 0 ... 1


Enfin, matrices servant a` la re´duction de Jordan “renormalise´e” au chapitre 4 :
L′c,m =


l
(0)
q (η/c)1l
(1)
q ... (η/c)m−1l
(m−1)
q
0 l
(0)
q ... (η/c)m−2l
(m−2)
q
... ... ... ...
0 0 ... l
(0)
q

 = (ξ′1,η/c,m)lq
ξ′λ,µ,m =


λ µ 0 ... 0 0
0 λ µ ... 0 0
... ... ... ... .. ...
... ... ... ... .. ...
0 0 0 ... λ µ
0 0 0 ... 0 λ


= µξλ/µ,m
Ici, η = q − 1.
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Solutions canoniques et
classification
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Chapitre 1
The´orie de Frobenius :
construction de solutions locales
1.1 The´orie des fonctions
On de´finit dans ce chapitre un catalogue de fonctions1 de base, dont on e´tablit les
proprie´te´s ne´cessaires (analyticite´, poˆles, e´quations fonctionnelles...). Le but est essen-
tiellement d’avoir des fonctions jouant un roˆle analogue a` celui de de log(z) et de zγ dans
le cas des e´quations diffe´rentielles line´aires. Mais nos fonctions de base n’ont pas de rami-
fication : elles sont toutes dans M(C∗).
Avec les germes de fonctions holomorphes, elles serviront a` construire les solutions
au voisinage de 0 des e´quations aux q-diffe´rences fuchsiennes, et, plus ge´ne´ralement, sin-
gulie`res re´gulie`res (cf. Introduction). Nous parlons de germes, car c’est la forme que nous
presctivons a priori pour plagier la me´thode de Frobenius ; en re´alite´, il apparaitra a pos-
teriori que l’on obtient des coefficients me´romorphes sur C∗.
1.1.1 Θ+q et Θq
On introduit, classiquement la fonction theˆta (voir [14], [23], [24]) :
(1.1) Θq(z) =
∑
n∈Z
(−1)nq−n
2−n
2 zn
Elle est holomorphe sur C∗ et ve´rifie les e´quations fonctionnelles :
Θq(qz) = −qzΘq(z)
Θq(1/z) = −(1/z)Θq(z)
1Ici, fonctions de z seul : le comportement en fonction de q sera e´tudie´ aux chapitres 3 et 4
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Outre les deux e´quations ci-dessus, elle posse`de de nombreuses proprie´te´s multiplicatives,
dont la plus notable est la formule du triple produit de Jacobi (pour les notations, cf.
Introduction) :
(1.2) Θq(z) = (p; p)∞(z; p)∞(pz
−1; p)∞
En vue de l’e´tude des exemples, aux chapitres 3 et 4 (de´formation de (1− z/z0)α), on
notera alors
Θ+q (z) = (z; p)∞ =
∏
r≥0
(1− q−rz)
Celle-ci est caracte´rise´e par l’e´quation fonctionnelle :
Θ+q (qz) = (1− qz)Θ+q (z)
Les ze´ros de Θq (resp. de Θ
+
q ) sont simples ; ce sont les e´le´ments de q
Z (resp. de qN).
Les changements de variable q = e−2iπτ , z = e2iπx rame`nent Θq aux fonctions theˆta
classiques de Jacobi. Cela sera exploite´ aux chapitres 3 et 4 pour e´tudier la de´pendance
en q des solutions d’e´quations aux q-diffe´rences.
1.1.2 Caracte`res
Nous nommerons caracte`res les analogues, dans notre the´orie, des fonctions zγ de la
the´orie classique des e´quations diffe´rentielles. Un caracte`re d’exposant c est une solution
me´romorphe dans C∗ de l’e´quation fonctionnelle :
σqf = cf, (c ∈ C∗)
Notons qu’il suffit d’exiger que f soit me´romorphe dans un voisinage e´pointe´ de 0 dans
C∗ ; la relation f(z) = cf(z/q) permet alors de prolonger f re´cursivement en un unique
caracte`re.
Il de´coulera de 1.1.5 que l’on ne peut choisir les eq,c dans C({z}), mais cela se voit
aussi directement par l’unicite´ de la se´rie de Laurent.
L’e´quation fonctionnelle de Θq fournit une famille de caracte`res au comportement
“raisonnable” en 0 : on pose eq,c = Θq/Θq,c, ou` l’on a note´ Θq,c(z) = Θq(c
−1z). De
l’e´galite´ Θq,c(qz) = −qc−1zΘq,c(z) s’ensuit alors que eq,c est un caracte`re. Il ve´rifie en
outre l’e´quation fonctionnelle :
eq,c(1/z) = c/eq,c(cz)
Son diviseur des ze´ros et des poˆles (sur C∗)2 est
divC∗(eq,c) =
∑
n∈Z
[qn]−
∑
n∈Z
[qnc]
2Exceptionnellement, nous me´langeons la notation additive des diviseurs avec la notation multiplicative
de C∗, ce qui peut preˆter a` confusion. Par la suite, nous ne conside`rerons que des diviseurs sur E et nous
nous en tiendrons a` la notation additive.
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En tant que fonction automorphe pour qZ, eq,c a e´galement un diviseur des ze´ros et des
poˆles sur le tore E = C∗/qZ = C/(Z+ Zτ) :
divE(eq,c) = [0]− [c]
ou` c de´signe la classe de c dans E.
Les relations en famille entre les eq,c nous seront e´galement utiles :
eq,1(z) = z
eq,qc(z) = −c−1zeq,c(z) ∈ C∗zeq,c(z)
eq,c−1(z) = 1/eq,c(cz) = c
−1eq,c(1/z)
Le choix d’une famille de caracte`res est une e´tape pas du tout innocente et qui appelle
quelques commentaires.
1. L’algorithme de re´solution locale d’une e´quation aux q-diffe´rences fuchsienne en 0
(cf. section 1.2) est inde´pendant du choix d’une famille particulie`re de caracte`res
indexe´e par C∗. Cette liberte´ de choix sera exploite´e au chapitre 3 pour controler la
polarite´ des solutions.
2. Une famille un peu plus complique´e aurait donne´ la relation un peu plus agre´able :
eq,qc(z) = zeq,c(z). C’est le cas, par exemple, si l’on prend
eq,c(z) =
Θq(z)Θq(cz
2)
Θq(cz)Θq(z2)
=
eq,c−1(z)
eq,c−1(z
2)
(variante :
eq,c(z2)
eq,c(z)
). On ne peut malheureusement pas faire beaucoup plus simple !
En revanche, il ne nous est pas possible d’exiger la relation encore plus agre´able :
eq,ceq,d = eq,cd pour c, d ∈ C∗ ; ceci, contrairement aux axiomes impose´s a` la famille
des symboles e(c) dans [21],p. 150.
Soit en effet une famille de caracte`res e′c satisfaisant cet axiome. Alors la fonction
fc = e
′
c/eq,c est invariante sous σq et peut donc eˆtre conside´re´e comme une fonction
elliptique. De plus, fcfd/fcd = eq,cd/eq,ceq,d par hypothe`se. Le diviseur de cette fonc-
tion sur E est [c]+[d]− [0]− [cd]. A un e´le´ment c ∈ C∗, on associe le diviseur de degre´
0 sur E : [c] − [0] − divE(fc) ∈ Div0(E). L’application C∗ → Div0(E) ainsi de´finie
est alors un morphisme de groupes (a` cause de l’e´galite´ ci-dessus). Il est donc trivial,
puisque la source est un groupe divisible et le but un groupe abe´lien libre. Mais, en
le composant avec l’e´pimorphisme d’e´valuation Div0(E)→ E, ∑mi[αi] 7→∑miαi,
(dont le noyau est forme´ des diviseurs des fonctions elliptiques et contient donc en
particulier divE(fc)), on obtient la projection canonique de C
∗ sur C∗/qZ, contra-
diction.
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Un peu plus directement, on peut dire que c 7→ divE(e′c) serait un morphisme de
groupes C∗ → Div0(E) donc trivial ; mais en meˆme temps, chaque divE(e′c) doit eˆtre
e´quivalent a` divE(eq,c), contradiction.
En fait, il est facile de voir que l’application (c, d) 7→ eq,ceq,d/eq,cd (mod C∗) est bien
de´finie et que c’est le cocycle associe´ a` la suite exacte (non scinde´e !) :
{1} →M(E)/C∗ → Div0(E)→ E→ {0}
(voir [7]). De plus, toute famille de caracte`res de´finit un cocycle e´quivalent.
3. Du point pre´ce´dent, il de´coule que l’extension de C engendre´e par les eq,ceq,d/eq,cd
est transcendante. Elle n’est pas ne´cessairement e´gale a` M(E) : par exemple en
prenant les e′c(z) = eq,c′(z
2) (c′ e´tant une racine carre´e arbitraire de c), on obtient
la pe´riode τ/2 et il est facile de re´aliser ainsi toutes sortes d’isoge´nies. Le the´ore`me
de Riemann-Hurwitz (voir par exemple [10]) nous garantit que le corps obtenu est
de genre 0 ou 1. J’ignore s’il est possible d’obtenir le genre 0.
1.1.3 “Logarithme”
Pour prendre en compte la partie unipotente des e´quations aux q-diffe´rences, nous
aurons besoin, en parfaite analogie avec le roˆle du logarithme dans la the´orie classique des
e´quations diffe´rentielles, de re´soudre l’e´quation (non homoge`ne !) :
(1.3) σqf = f + 1
Comme pour les caracte`res, on obtient une solution a` croissance “raisonnable” en 0
a` l’aide de la fonction Θq. De´rivant logarithmiquement l’e´quation fonctionnelle satisfaite
par Θq, on trouve
qΘ′q(qz)/Θq(qz) = 1/z +Θ
′
q(z)/Θq(z)
Ceci conduit a` introduire la solution :
lq(z) = zΘ
′
q(z)/Θq(z)
De la formule du triple produit, on de´duit un de´veloppement de lq en une se´rie con-
vergeant normalement sur tout compact de C∗ − qZ :
lq(z) =
∑
r≥0
−q−rz/(1− q−rz) +
∑
r≥1
q−rz−1/(1− q−rz−1)
Outre l’e´quation requise, le “logarithme” lq ve´rifie
lq(1/z) = 1− lq(z)
Il est holomorphe sur C∗ − qZ et admet des poˆles simples sur qZ.
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En vue de l’e´tude des exemples, aux chapitres 3 et 4 (de´formation de log(1 − z/z0)),
on conside`re e´galement la partie holomorphe en 0 de lq :
l+q (z) = z(Θ
+
q )
′(z)/Θ+q (z)
Elle est holomorphe sur C∗ − qN, et s’y de´veloppe en une se´rie normalement convergente
sur tout compact :
lq(z) =
∑
r≥0
−q−rz/(1 − q−rz)
Ses poˆles sont simples, ce sont les e´le´ments de qN. Elle satisfait aux relations
lq(z) = l
+
q (z) − l+q (1/z) + 1/(1− z)
l+q (qz) = −qz/(1− qz) + l+q (z)
Cette dernie`re relation, avec l’e´galite´ l+q (0) = 0 et l’holomorphie (ou meˆme simplement
la continuite´ en 0 !), caracte´rise l+q . Donnons enfin son de´veloppement en se´rie entie`re au
voisinage de 0 (de rayon de convergence 1) :
lq(z) =
∑
n≥1
−qnzn/(qn − 1)
1.1.4 Les constantes
Dans cette section et la suivante, on note k′0 le corps C({z}) des se´ries de Laurent
en 0, et L′0 l’extension de k
′
0 engendre´e par les Θq,c (c ∈ C∗) et Θ′q. Les e´le´ments de L′0
sont donc des germes de fonctions me´romorphes sur des voisinages e´pointe´s de 0 dans C∗.
On va e´tudier le sous-corps (L′0)
σq des “constantes” de L′0, c’est a` dire des invariants sous
l’action canonique de σq. Un germe f ∈ (L′0)σq est tel que f(z) = f(z/q), ce qui permet
re´cursivement de le prolonger en une fonction me´romorphe sur C∗, d’ou` un morphisme
injectif : (L′0)
σq →֒ M(C∗)σq : on va voir que c’est en fait une e´galite´.
On a vu dans l’introduction comment l’application x 7→ z = e2iπx permet d’identifier
M(C∗)σq au sous-corps de M(C) forme´ des fonctions admettant Z+ Zτ pour re´seau des
pe´riodes, c’est a` dire au corps M(E) des fonctions me´romorphes sur le tore complexe
E = C/(Z+ Zτ) (fonctions elliptiques).
Re´ciproquement, la the´orie des fonctions elliptiques ([18], [19] p. 24, [29] p. 474) nous
dit que tout e´le´ment f de M(E) est, a` un facteur constant pre`s, de la forme∏
1≤i≤r θ1(x− αi)∏
1≤i≤r θ1(x− βi)
Dans cette e´criture,
∑
1≤i≤r[αi] −
∑
1≤i≤r[βi] est un rele`vement dans C de divE(f)
choisi de sorte que
∑
1≤i≤r αi =
∑
1≤i≤r βi. Modulo l’identification ci-dessus, cela signifie
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que tout e´le´ment de M(C∗)σq est, a` un facteur constant pre`s, de la forme∏
1≤i≤rΘq,ai(z)∏
1≤i≤r Θq,bi(z)
ou`
∏
1≤i≤r ai =
∏
1≤i≤r bi. Ceci montre que M(C∗)σq = (L′0)σq et que ce corps des con-
stantes est engendre´ par les produits de cette forme.
On voit meˆme, par re´currence sur r, que l’on peut se restreindre aux Θq,aΘq,b/ΘqΘq,ab.
Si l’on a fait les choix standards eq,c = Θq/Θq,c, on en de´duit que les eq,ab/eq,aeq,b
(a, b ∈ C∗) sont une famille de ge´ne´rateurs.
Introduisons a` pre´sent
– L’extension K′0 de k
′
0 engendre´e par les eq,c (c ∈ C∗) et lq ;
– l’extension K0 de k0 =M(C) engendre´e par ces meˆmes e´le´ments : K0 est donc un
sous-corps de K′0.
On peut d’ailleurs se restreindre aux c 6= 1 et tels que 1 ≤ |c| < |q|, car eq,1 et
les eq,qc/eq,c sont dans k0. Nous donnerons au 1.1.5 une vue d’ensemble des proprie´te´s
alge´briques de ces deux corps, a` l’exception de l’e´tude de leurs automorphismes qui sera
aborde´e dans [25].
On montrera au 1.2.4 que les coefficients des solutions locales en 0 des e´quations aux
q-diffe´rences fuchsiennes en 0 peuvent eˆtre recherche´es dans K′0, et que l’e´quation fonc-
tionnelle assure alors a posteriori qu’elles sont en fait a` coefficients dans k′0.
Les corps K0 et K
′
0 sont des sous-corps de L. Sous l’hypothe`se d’un choix standard des
caracte`res, il re´sulte de ce qui pre´ce`de qu’ils contiennentM(E) et sont donc des extensions
de Lσq . On en de´duit la
Proposition
Tous ces corps de constantes sont e´gaux au corps des fonctions elliptiques :
(K0)
σq = (K′0)
σq = (L′0)
σq =M(E)
✷
1.1.5 Relations alge´briques
Les relations Θq,c = eq,cΘq et (Θq)
′(z) = lq(z)Θq(z)/z montrent que L
′
0 = K
′
0(Θq).
Cette extension est transcendante pure :
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Proposition 1
Θq est transcendant sur K
′
0 (et donc sur K0).
Preuve
Elle repose sur les proprie´te´s de croissance de Θq au voisinage de 0 (voir [23]). Mais
ici, comme dans les de´monstrations qui suivront, on a donne´ aux arguments une allure
plus alge´brique qui devrait en faciliter la re´utilisation.
En ite´rant l’e´quation fonctionnelle, on voit que Θq(q
−nz) = (−1/z)nqn(n−1)/2Θq(z).
Par ailleurs, pour un e´le´ment f ∈ K′0 et un z0 ∈ C∗ convenable fixe´, la suite des
f(q−nz0) a une croissance au pire simplement exponentielle, comme on le voit en con-
side´rant se´pare´ment les se´ries de Laurent des e´le´ments de k′0, des caracte`res eq,c et de lq.
Si Θq e´tait alge´brique sur K
′
0, on aurait Θq ∈ K′0[Θ−1q ], et, fixant z0 ∈ C∗ − qZ, la
relation e´crite plus haut entrainerait qn
2
= O(qCn) pour une certaine constante C, ce qui
ne se peut. ✷
Nous aurons besoin, pour le cas unipotent, d’introduire la notation
l(k)q =
1
k!
∏
0≤i≤k−1
(lq − i) =
(
lq
k
)
k ∈ N
Par convention, l
(k)
q = 0 pour k < 0. La formule de Pascal pour les coefficients binomiaux
montre que, quelque soit k ∈ Z, σql(k)q = l(k)q + l(k−1)q . Outre son application ci-dessous, le
the´ore`me qui suit est fondamental pour la re´solution des syste`mes aux q-diffe´rences.
The´ore`me
Les l
(k)
q (k ≥ 0) sont line´airement inde´pendants sur k′0 ; autrement dit, lq est transcen-
dant sur k′0.
Preuve
Supposons donne´e une relation
l(k+1)q = f0l
(0)
q + ...+ fkl
(k)
q
ou` f0, ..., fk ∈ et ou` k est minimum. On applique σq − Id aux deux membres de cette
e´galite´, et l’on trouve :
l(k)q =
∑
0≤i≤k
((σqfi − fi)l(i)q + σqfil(i−1)q )
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Par minimalite´ de k, σqfk − fk = 1 (sinon, on en tirerait une e´criture de l(k)q comme k′0-
combinaison line´aire des l
(i)
q , i < k). Mais cette e´quation est impossible avec fk ∈ k′0. ✷
Corollaire
Les seuls caracte`res de k′0(lq) sont les cz
n (c ∈ C∗, n ∈ Z)
Preuve
Un e´le´ment f ∈ k′0(lq)∗ s’e´crit, de fac¸on unique, f = uA(lq)/B(lq), ou` u ∈ (k′0)∗, et ou`
A,B ∈ k′0[X] sont des polynomes unitaires et premiers entre eux.
Si maintenant σqf = cf (c ∈ C∗), la transcendance de lq sur k′0 entraine la relation
formelle :
(σqu)A
σq (X + 1)/Bσq (X + 1) = cuAσq (X)/Bσq (X)
dans laquelle P σq de´signe le re´sultat de l’application de σq aux coefficients de P ∈ k′0[X].
Vues les hypothe`ses sur A et B, on a alors

σqu = cu
Aσq (X + 1) = A(X)
Bσq(X + 1) = B(X)
La premie`re e´galite´ montre que u ∈ C∗zn et c = qn pour un n ∈ Z (car u est une se´rie
de Laurent
∑
ukz
k et il s’agit d’identifier terme a` terme
∑
ukq
kzk =
∑
cukz
k). On n’a
donc plus qu’a` prouver que la deuxie`me e´galite´ entraine que A = 1, le cas de B e´tant le
meˆme.
Mais, si A = Xd + aXd−1 + ..., ou` d ≥ 1, on voit que σqa = a + d, ce qui est tout a`
fait impossible pour un e´le´ment a de k′0 (l’identification des se´ries de Laurent donnerait,
pour les termes de degre´ 0, a0 = a0 + d). ✷
Revenant a` la structure alge´brique de K0 et K
′
0, on va a` pre´sent de´montrer que toutes
les relations alge´briques entre les eq,c sur k
′
0(lq) de´coulent de leurs relations multiplicatives.
C’est une conse´quence imme´diate du
Lemme
Soient f1, ..., fr des fonctions me´romorphes non nulles sur un voisinage e´pointe´ de 0
dans C∗. Soient c1, ..., cr des e´le´ments de C
∗ deux a` deux non congrus modulo le sous-
groupe qZ. On suppose que σqfi = cifi (et donc fi ∈ M(C∗), pour 1 ≤ i ≤ r. Alors les fi
sont line´airement inde´pendants sur k′0(lq)
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Preuve
Dans le cas contraire, on aurait une relation
P1(lq)f1 + ...+ Pr(lr)fr = 0
les Pi e´tant des e´le´ments non tous nuls de k
′
0[X]. Si r = 1, la conclusion est triviale, si
r = 2, elle de´coule du lemme pre´ce´dent.
Dans le cas ge´ne´ral, on peut supposer la relation de taille minimale et les Pi tous non
nuls. Appliquant σq, on en tire une nouvelle relation
P1(lq + 1)c1f1 + ...+ Pr(lr + 1)crfr = 0
ne´cessairement proportionnelle a` la premie`re (sinon on en obtiendrait une plus courte par
e´limination).
Mais ceci signifie exactement que, pour 1 ≤ i < j ≤ r,
((Pi/Pj)(lq))
σq = (cj/ci)(Pi/Pj)(lq)
et entraine, d’apre`s le lemme 1, que ci ≡ cj (mod qZ), contredisant l’hypothe`se. ✷
La preuve de ce “lemme d’inde´pendance des caracte`res” a` la Artin permet en fait de
donner des ge´ne´rateurs de toutes les relations entre les fi.
Proposition 2
Supposons : λeq,c1 ...eq,cr = eq,d1 ...eq,ds , ou`, pour 1 ≤ i ≤ r et 1 ≤ j ≤ s, on a ci 6= 1,
dj 6= 1 et ci 6= dj . Alors, r = s, et, a` re´indexation pre`s, di = qmici (1 ≤ i ≤ r), avec
m1 + ...+mr = 0
Preuve
La conside´ration des diviseurs de ze´ros et de poˆles montre que∑
1≤i≤r
([0] − [ci]) =
∑
1≤j≤s
([0] − [dj ])
d’ou` r = s et, a` re´indexation pre`s, di = q
mici (1 ≤ i ≤ r).
On prouve alors par re´currence, a` partir des relations donne´es au 1.1.2, que
eq,qmc = (−ciz)mqm(m−1)/2eq,c
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d’ou` l’on tire :
eq,di/eq,ci = (−ciz)miqmi(mi−1)/2
L’e´galite´ m1 + ...+mr = 0 vient alors imme´diatement. ✷
Re´ciproquement, on voit que ces relations entrainent l’e´galite´ de de´part avec
λ = q
∑
1≤i≤r m
2
i /2
∏
1≤i≤r
c−mii
1.2 Forme ge´ne´rale des solutions au voisinage de 0
1.2.1 Pre´liminaires
Afin de mettre en valeur le caracte`re essentiellement alge´brique et algorithmique de la
re´solution locale, nous pre´senterons celle-ci de fac¸on quelque peu axiomatique dans section
1.2 seulement.
On se donne donc une extension K de k′0 = C({z}) munie d’un automorphisme
e´tendant σq, que l’on notera simplement σ ; celui-ci agit donc e´galement sur K
n et sur
GLn(K). On exigera que K contienne :
– pour chaque c ∈ C∗, un e´le´ment ec ∈K∗ tel que σec = cec
– un e´le´ment l tel que σl = l + 1 (et donc l ∈ K∗)
Le corps K, l’automorphisme σ et les symboles ec et l peuvent eˆtre respectivement
instancie´s par K′0, σq, les eq,c et lq e´tudie´s au 1.1, mais ce n’est pas fondamental, le
contenu de cette section e´tant plutoˆt de nature alge´brique. Cependant, les raisonnements
du 1.1.5 s’appliquent sous les seules conditions ci-dessus. Par exemple, ni l ni les ec ne
sont e´le´ments de k′0 et l est meˆme transcendant sur k
′
0. On introduit encore
l(k) =
1
k!
∏
0≤i≤k−1
(l − i) =
(
l
k
)
k ∈ N
Les l(k) , k ∈ N sont donc line´airement inde´pendants sur k0.
On e´tudie le syste`me aux q-diffe´rences line´aire homoge`ne
(1.4) σX = AX
dans lequel A ∈ GLn(C{z}) (en particulier, A(0) ∈ GLn(C)).On recherche des solutions
vectorielles X ∈ Kn. S’il y en a suffisamment, on peut former un “syste`me fondamental
de solutions” et donc aussi une “solution fondamentale”, c’est a` dire une solution ma-
tricielle X ∈ GLn(K). Toute autre solution X ′ de la meˆme e´quation s’e´crit donc XV
avec V ∈ GLn(K). Mezalor, les e´galite´s A = (σX)X−1 = (σXV )(XV )−1 montrent que
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σV = V , autrement dit, V est a` coefficients dans le corps Kσ des invariants de K sous
l’action de σ : ce corps tient lieu de corps des constantes de la the´orie.
La me´thode de re´solution s’apparente a` la me´thode de Frobenius pour les e´quations
diffe´rentielles ([16], [28]) : notion d’exposant ; me´thode des coefficients inde´termine´s pour
la re´solution formelle dans le cas non-re´sonnant ; me´thode des majorants pour e´tablir la
convergence ; ge´ne´ricite´ du cas semi-simple, ou` l ne joue aucun roˆle.
La re´solution est entie`rement algorithmique et fournit, dans tous les cas, un syste`me
fondamental de solutions sous une forme analytique pre´cise. On donnera au 1.3 une version
matricielle de la re´solution, permettant, dans le cas non-re´sonnant, le choix d’une solution
fondamentale canonique.
1.2.2 Re´solution dans le cas non-re´sonnant
On notera dans cette section A(z) = A0+A1z+A2z
2+ .... Ainsi, les Ak sont e´le´ments
de Mn(C) et A0 = A(0) ∈ GLn(C).
On fixe une norme quelconque sur Cn, que l’on note ‖ ‖, et l’on note de la meˆme fac¸on
la norme subordonne´e sur Mn(C), de´finie par ‖B‖ = sup{‖BX‖ / X ∈ Cn , ‖X‖ = 1}.
On fera, dans cette section, l’hypothe`se de non-re´sonnance suivante :
Soient λ 6= µ ∈ Sp(A0) deux valeurs propres distinctes de A0 ; alors λ 6≡ µ (mod qZ)
(rappelons que λ , µ ∈ C∗).
Cette hypothe`se sera leve´e a` la section 1.2.3. Elle est analogue a` la condition classique
de non-re´sonnance pour les e´quations diffe´rentielles line´aires (valeurs propres distinctes ne
diffe´rant pas d’un entier). On admet cependant la possibilite´ de valeurs propres multiples :
outre les caracte`res, elles feront apparaitre des “logarithmes” l dans les solutions.
The´ore`me
Soit c ∈ Sp(A0) une valeur propre de A0 (de sorte que c ∈ C∗). On de´compose le
sous-espace caracte´ristique associe´ de Cn en sous-espaces cycliques :
Ec = F1 ⊕ ...⊕ Fr
de dimensions fi = dimCFi. A tout choix de vecteurs cycliques des Fi est alors canonique-
ment associe´ une famille (ecYc,i,j)1≤i≤r,0≤j<fi de solutions C({z})-line´airement inde´pendantes,
ou`
Yc,i,j ∈
j∑
k=0
(C({z})l(k))Cn
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Pour prouver ce the´ore`me, on ope`re le changement d’inconnue X = ecY , qui rame`ne
a` l’e´quation σY = c−1AY . Si l’on prend pour c l’un des exposants en 0, c’est a` dire un
e´le´ment de Sp(A0), cela revient donc a` supposer que l’exposant conside´re´ est c = 1, ce
que nous ferons jusqu’a` la fin de la preuve. L’hypothe`se de non-re´sonnance nous dit alors
qu’aucun qn (n ∈ Z− {0}) n’est valeur propre de A0.
Lemme 1
On se donne
Y = Y0 + zY1 + ... ∈ (C{z})n
Soit X0 ∈ Cn tel que X0 = A0X0−Y0. L’e´quation σX = AX −Y admet alors une unique
solution formelle
X = X0 + zX1 + ... ∈ (C[[z]])n
De plus, cette solution converge.
Preuve du lemme 1
Elle comporte les deux e´tapes habituelles !
– Premie`re e´tape : existence et unicite´ formelles.
L’e´quation se re´ecrit :
∀m ≥ 0 , qmXm =
∑
i+j=m
AiXj − Ym
Pour m = 0, c’est la condition pose´e en hypothe`se. Pour m ≥ 1, cela e´quivaut a`
(qmIdn −A0)Xm =
m∑
i=1
AiXm−i − Ym
L’hypothe`se de non-re´sonnance nous garantit alors pre´cise´ment l’existence et l’u-
nicite´ d’un tel Xm ∈ Cn. On conclut, par re´currence, a` l’existence et a` l’unicite´
d’une solution formelle
X = X0 + zX1 + ... ∈ (C[[z]])n
– Deuxie`me e´tape : convergence de la solution formelle ; bien suˆr, par la me´thode des
se´ries majorantes !
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On notera ici xm = ‖Xm‖ , ym = ‖Ym‖ , am = ‖Am‖ et, pour m ≥ 1, bm =
‖(qmIdn−A0)−1‖. Comme lim
m→∞
bm = 0, on peut de plus introduire b = sup
m≥1
bm <∞.
On a alors, pour m ≥ 1 :
xm ≤ b(
m−1∑
j=0
am−jxj + ym)
On introduit la suite des majorants xm en posant x0 = x0 et, pour m ≥ 1, la relation
de re´currence :
xm = b(
m−1∑
j=0
am−jxj + ym)
On a ainsi ∀m ∈N , 0 ≤ xm ≤ xm. La se´rie ge´ne´ratrice X (z) =
∑
m≥0 xmz
m majore
X (z) =∑m≥0 xmzm. Elle est, de plus, solution de l’e´quation
X (z) = x0 + b
∑
m≥1
ymz
m + (
∑
i≥1
aiz
i)X (z)
C’est donc le de´veloppement en se´rie entie`re a` l’origine de la fonction holomorphe
X (z) = x0 + b
∑
m≥1 ymz
m
1− z∑i≥0 ai+1zi
Le rayon de convergence de celle-ci est non nul, il en va donc de meˆme de la se´rie
majore´e X (z) ; ceci entraine bien la convergence de ∑m≥0 zmXm. ✷
Remarquons que le lemme, applique´ au cas Y = 0, permet de prolonger tout vecteur
propre X0 de A0 en une solution convergente X = X0 + zX1 + ... de σX = AX : il re`gle
donc comple`tement le cas ou` A0 est semi-simple.
Lemme 2
On se donne X
(0)
0 , ... , X
(j)
0 ∈ Cn tels que{
X
(0)
0 = A0X
(0)
0
X
(k)
0 = A0X
(k)
0 −X(k−1)0 (1 ≤ k ≤ j)
Il existe alors une unique solution X = l0X(0) + ... + ljX(j) de l’e´quation σX = AX ou`
chaque X(k) ∈ (C{z})n (0 ≤ k ≤ j) est convergent et de la forme X(k) = X(k)0 +zX(k)1 +....
Preuve du lemme 2
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Remplac¸ant X par l’expression prescrite, et utilisant la C({z})-line´aire inde´pendance
des lk, on est ramene´ au syste`me d’e´quations :
σX(0) = AX(0)
σX(k) = AX(k) − σX(k−1) (1 ≤ k ≤ j)
On de´termine X(0) en appliquant le lemme 1 avec X0 = X
(0)
0 et Y = 0. On de´termine de
meˆme X(k (1 ≤ k ≤ j) en prenant X0 = X(k)0 et Y = −σX(k−1). ✷
On peut maintenant reprendre la preuve du the´ore`me. On choisit dans chaque Fi
(1 ≤ i ≤ r) un vecteur cyclique X(i)0 . Autrement dit, (A0 − Idn)fiX(i)0 = 0 et les
X
(i,k)
0 := (A0 − Idn)fi−1−kX(i)0 (0 ≤ k ≤ fi − 1) forment une base de Fi. On applique
alors le lemme 2 successivement pour chaque i ∈ {1, ..., r} avec j = fi− 1 et X(k)0 = X(i,k)0
(0 ≤ k ≤ fi − 1).
L’inde´pendance line´aire sur C({z}) des solutions ainsi obtenues de´coule facilement de
celle des lk et de la C-inde´pendance line´aire des termes constants. Ceci ache`ve la preuve
du the´ore`me. ✷
Corollaire
On obtient ainsi un syste`me fondamental de solutions.
En effet, lorsque c varie dans Sp(A0), leur nombre total obtenu est
∑
dim(Ec) = n et
leur inde´pendance line´aire se de´duit du lemme 2 de 1.1.5.
Remarque
On a utilise´ en fait la proprie´te´ suivante, un peu moins forte que la non-re´sonnance :
aucun qn (n ∈ N− {0}) n’est valeur propre de A0. Il s’ensuit que les arguments de cette
section s’appliquent en fait a` tout exposant c tel que cq , cq2 , ... ne sont pas exposants
sans qu’il soit besoin d’appliquer l’algorithme de pre´paration de la section suivante.
1.2.3 L’algorithme de pre´paration
On le`ve ici l’hypothe`se de non-re´sonnance : les valeurs propres de A0 sont quelcon-
ques (non nulles !). On utilisera des transformations de jauge X = MY qui remplacent
l’e´quation σX = AX par l’e´quation σY = BY ou` B = (σM)−1AM .
The´ore`me
En alternant des transformations de jauge a` matrices constantes Q1 , ... , Qr ∈
GLn(C) et a` matrices de “shearing” (voir ci-dessous) S1 , ... , Sr, on rame`ne l’e´quation
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en X a` une e´quation non re´sonnante a` l’origine en Y , oy` X = Q1S1 ... QrSrY .
Preuve
Supposons que Sp(A0) contienne une classe non triviale modulo q
Z : {c , ... , cqm}
(m ∈ N∗).
Il existe une matrice Q ∈ GLn(C) telle que l’on peut e´crire
Q−1A0Q =
(
a0 0
0 d0
)
ou` le bloc a0 est triangulaire supe´rieur, de taille µ et n’a que des cq
m sur la diagonale
et le bloc d0 est triangulaire supe´rieur, de taille ν et n’a aucun cq
m sur la diagonale. On
introduit la matrice dite de shearing (c’est a` dire, de cisaillement) (voir [28], p.94)
S =
(
zIdµ 0
0 Idν
)
Ecrivons maintenant, avec des blocs de tailles correspondantes,
Q−1AQ =
(
a b
c d
)
de sorte que
B = (σ(QS))−1A(QS) =
(
a′ b′
c′ d′
)
=
(
q−1a q−1z−1b
zc d
)
L’hypothe`se faite sur Q−1A0Q montre que les coefficients de b
′ (et, de fac¸on e´vidente,
ceux de a′ , c′ , d′) appartiennent a` C{z}. Le terme constant de B0 est donc de la forme(
q−1a0 ∗
0 d0
)
Ainsi, le spectre de B0 est le meˆme que celuui de A0, sauf en ce qui concerne les cq
m
qui ont e´te´ remplace´s par cqm−1. ✷
On voit meˆme que le nombre r d’e´tapes QS ne´cessaires est majore´ par la somme des
(card(Ci)− 1) ou` les Ci sont les classes d’exposants modulo qZ.
Remarque 1
A cause de la ne´cessite´ de cette pre´paration, il semble difficile de pre´voir sur la forme
d’une matrice quelconque la pre´sence de contributions “logarithmiques” dans les solutions.
Exemple 1
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A =
(
q z
0 1
)
A0 =
(
q 0
0 1
)
On prend Q = Id2 et
S =
(
z 0
0 1
)
⇒ B = (σ(QS))−1A(QS) =
(
1 q−1
0 1
)
= B0
La solution d’exposant 1 comportera donc une partie logarithmique. On obtient comme
matrice fondamentale (cf prochaine section) :(
1 zl/q
0 1
)
Exemple 2
A′ =
(
q z2
0 1
)
A′0 =
(
q 0
0 1
)
La meˆme transformation donne
B′ = (σ(QS))−1A′(QS) =
(
1 q−1
0 1
)
Donc B′0 = Id2 : la solution d’exposant 1 ne comporte pas de partie logarithmique. On
obtient comme matrice fondamentale :(
1 z2/(q2 − q)
0 1
)
Remarque 2
En revanche, l’algorithme de pre´paration ne modifie pas les poˆles de A(z) dans C∗,
dont on verra qu’ils sont de´terminants pour comprendre la signification ge´ome´trique des
solutions.
De meˆme, le spectre de A0 ne changeant pas modulo q
Z, la partie “caracte`res” des
solutions n’est pas essentiellement affecte´e (a` e´quivalence me´romorphe pre`s).
1.2.4 Solutions canoniques, matrices fondamentales
Dans le cas non-re´sonnant, on a construit une base de Kn forme´e de solutions de
l’e´quation σX = AX. Cette base est uniquement de´termine´e par la donne´e d’une de´composition
de chacun des sous-espaces caracte´ristiques Ec ⊂ Cn (c ∈ Sp(A0)) en sous-espaces cy-
cliques et du choix d’un vecteur cyclique pour chacun de ces derniers (ceci, pour l’action
de A0 sur C
n).
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Mais ces donne´es e´quivalent en fait a` la mise de A0 sous forme de Jordan :
Q−10 A0Q0 =


c1ξ1,m1 0 ... 0
0 c2ξ1,m2 ... ...
... ... ... ...
0 0 ... ckξ1,mk


ξλ,m =


λ 1 0 ... 0 0
0 λ 1 ... 0 0
... ... ... ... .. ...
... ... ... ... .. ...
0 0 0 ... λ 1
0 0 0 ... 0 λ


(taille m)
Le choix de blocs de la forme cξ1,m au lieu des habituels ξc,m est rendu possible par cette
circonstance que les exposants ci ne sont pas nuls.
Les colonnes de Q0 sont les vecteurs X
(i,k)
0 attache´s aux divers blocs. Leurs prolonge-
ments holomorphes X(i,k) = X
(i,k)
0 + ... construits a` la section 1.2.2 sont les colonnes d’une
matrice Q = Q0 + zQ1 + ... ∈ GLn(C{z}). Les re´sultats de 1.2.2 prennent la forme ma-
tricielle suivante. Notant X la matrice solution fondamentale dont les colonnes sont les
solutions X1 , ; ... , Xn construites en 1.2.2, on a :
X = Q


Lm1 0 ... 0
0 Lm2 ... 0
... ... ... ...
0 0 ... Lmk




ec1Im1 0 ... 0
0 ec2Im2 ... 0
... ... ... ...
0 0 ... eckImk


On a ici introduit les “blocs logarithmiques”
Lm = ξ
l
1,m =


l(0) l(1) ... l(m−1)
0 l(0) ... l(m−2)
... ... ... ...
0 0 ... l(0)


Il sera parfois commode d’e´crire Q = Q0H, ou` H ∈ GLn(C{z}) et H(0) = Idn. On
peut alors synthe´tiser les re´sultats obtenus en un
The´ore`me
A toute de´composition de Jordan de A0 de matrice de passage Q0 est associe´e une
matrice solution fondamentale X = Q0HLC ∈ GLn(K) de l’e´quation σX = AX, ou` :
1. H ∈ GLn(k0) et H(0) = Idn
2. L est une diagonale de blocs logarithmiques Lm dont les tailles sont celles des blocs
de Jordan
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3. C est une diagonale de caracte`res ec, correspondant aux exposants c ∈ Sp(A0) de
l’e´quation a` l’origine. Les matrices L et C commutent.
L’e´criture qui pre´ce`de est valide dans le cas non-re´sonnant. Dans le cas ge´ne´ral, cette
e´criture doit eˆtre pre´ce´de´e de Q1S1...QrSr, ou` les Qi ∈ GLn(C) et ou` les Si sont des
matrices de shearing
Si =
(
zIdµi 0
0 Idνi
)
Il sera important de diffe´rencier la partie me´romorphe en 0 de la solution, c’est a`
dire Q0H, de la partie “log-car”, dont les coefficients sont des combinaisons line´aires des
caracte`res ec sur C[l]. Outre la commutation de L et C, cette partie est solution d’une
e´quation aux q−diffe´rences dont la matrice est une matrice de Jordan arbitraire : en effet,
avec les notations ci-dessus, (σL)L−1 est la diagonale de blocs ξ1,m1 ,..., ξk,mk et (σC)C
−1
est la diagonale de blocs (diagonaux !) c1Im1 ,...,ckImk . Re´ciproquement, il est clair que la
donne´e de cette matrice de Jordan spe´cifie comple`tement LC.
Nous appellerons solutions canoniques les solutions ainsi construites. Elles sont au
moins aussi canoniques que les bases utilise´es pour obtenir une de´composition de Jordan ;
dans le cas semi-simple, on pourra les rigidifier un peu plus en introduisant une relation
d’ordre arbitraire entre les valeurs propres, c’est a` dire sur C∗, voire sur C∗/qZ.
Remarque
Le “Pochhammerien” det(X) prend la forme λ×zµ1+...+µr×∏1≤i≤r eci , λ ∈ C∗. Ceci
est compatible avec l’e´quation σ(detX) = (detA)(detX) ; mais ce n’est en ge´ne´ral pas
une solution canonique ! Par exemple, si A est la matrice constante diag(c, d), on trouve
eced au lieu de ecd. Cette diffe´rence est essentielle dans le cas ou` les ec sont re´alise´s par de
“vraies fonctions” (voir les remarques a` la fin de 1.1.2).
1.3 Solutions canoniques dans le cas non-re´sonnant
Modification de la notion de solution canonique
Nous reprenons ici les notations concre`tes de notre situation, ou` les symboles l, ec,
etc... sont instancie´s par les fonctions lq, eq,c, etc...
On a vu ci-dessus que la construction d’une “solution canonique” X = Q0HLC
me´romorphe dans un voisinage e´pointe´ de 0 dans C∗ de´pendait tout de meˆme du choix de
la matrice de passage Q0 a` la forme de Jordan, J0. Nous allons expliciter cette de´pendance.
On peut toujours imposer une forme normale de la re´duite de Jordan en supposant
les exposants tels que 1 ≤ c ≤ |q| (en vertu de la relation eq,qc ∈ C∗zeq,c) et range´s selon
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un ordre total arbitraire de´fini sur C∗/qZ ; et que les blocs de Jordan correspondant a` un
meˆme exposant sont range´s par ordre croissant de tailles.
Si l’on prend une autre matrice de passageQ′0 a` lameˆme forme de Jordan J0, les e´galite´s
(Q0)
−1A0Q0 = (Q
′
0)
−1A0Q
′
0 = J0 montrent que la matrice S = (Q0)
−1Q′0 commute avec
J0, donc avec L et C. La solution canonique construite a` l’aide de Q
′
0 est X
′ = Q′0H
′LC.
Notant (Q0)
−1AQ0 = J et (Q
′
0)
−1AQ′0 = J
′, de sorte que J(0) = J ′(0) = J0, on voit que
H et H ′ sont respectivement caracte´rise´s par les e´quations avec conditions initiales :{
σqH = JH(J0)
−1
H(0) = Idn
{
σqH
′ = J ′H ′(J ′0)
−1
H ′(0) = Idn
Le fait que ces syste`mes avec conditions initiales caracte´risent leurs solutions respec-
tives, c’est a` dire que chacun admet une unique solution formelle et que celle-ci converge,
est conse´quence de 1.2.2 : en lieu et place de l’endomorphisme X 7→ AX de Cn, on l’ap-
plique a` l’endomorphisme H 7→ JH(J0)−1 (par exemple) de l’espace des matrices ; celui-ci
admet bien 1 comme exposant en 0, et Idn comme vecteur propre associe´ a` cet exposant.
On peut e´galement le de´duire de ce qui suit.
On voit alors que H ′ = S−1HS car cette dernie`re matrice est solution du syste`me qui
caracte´rise H ′. On trouve donc que X ′ = XS.
Posons alors X = X(Q0)
−1 = Q0HLC(Q0)
−1 et X
′
= X ′(Q′0)
−1 = Q′0H
′LC(Q′0)
−1 :
ce sont des solutions de l’e´quation σqX = AX, construites par un proce´de´ canonique a`
partir de deux jordanisations de A0 ; et l’e´quation X
′ = XS dit pre´cise´ment que X = X
′
.
On a donc ici une solution re´ellement canonique, qui ne de´pend que du choix d’une forme
de Jordan ; et on a vu que celui-ci admettait une forme normale.
Le but de ce paragraphe et du suivant est de de´finir proprement et d’e´tudier cette
solution canonique :
– De´finir proprement : on va voir que l’on peut en effet reporter le choix de la jordani-
sation (et la preuve que la solution construite n’en de´pend pas) au cas des solutions
d’e´quations σqX = AX a` matrice constante A ∈ GLn(C). L’argument ci-dessus,
qui suppose que l’on a “rigidifie´” la re´duite de Jordan est commode, mais pas tre`s
e´le´gant et l’on pourra s’en passer.
– Etudier : en vue de la seconde partie (ou` l’on fait tendre q vers 1) il faudra e´tablir
quelques proprie´te´s d’alge`bre line´aire, avec ou sans parame`tre, pour lesquelles, pour
bien connues qu’elles soient, je n’ai pas de re´fe´rence.L’e´tude des proprie´te´s ten-
sorielles est reporte´e a` la suite de ce travail (sur la the´orie de Galois).
1.3.1 Comment se ramener aux e´quations a` coefficients constants
La me´thode de re´solution choisie ici s’inspire de [21], p. 154, ou` le re´sultat est toutefois
formule´ en termes plus intrinse`ques.
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Supposons (ce sera fait a` partir du 1.3.2) que l’on sache re´soudre les e´quations σqX =
AX a` matrice constante A ∈ GLn(C). Alors le cas ge´ne´ral se traite comme suit : on part
de l’e´quation σqX = AX, ou` l’on suppose seulement que A0 = A(0) ∈ GLn(C). On impose
X = FY et σqY = A0Y . L’e´quation de´duite σq(FY ) = A(FY ) e´quivaut a` σqFA0 = AF .
On montre plus loin que cette dernie`re e´quation admet une unique solution convergente
astreinte a` la condition initiale F (0) = Idn, a` la seule condition que A soit non-re´sonnante.
On en de´duit la solution canonique de´sire´e.
Cela revient donc a` prouver l’existence d’une transformation de jauge X = FY qui
e´tablisse l’e´quivalence me´romorphe A ∼ A0 ; on peut de plus exiger que cette transforma-
tion soit tangente a` l’identite´. Il faut prendre garde qu’il ne s’agit pas la` d’un cas particulier
de la relation d’e´quivalence me´romorphe entre e´quations aux q-diffe´rences, car F n’est ici
pas me´romorphe sur la sphe`re de Riemann.
Transformation de jauge qui fait passer de A a` A0
On montre ici que l’e´quation σqX = AX est me´romorphiquement (et meˆme holo-
morphiquement) e´quivalente a` σqY = A0Y dans le cas non-re´sonnant. On reprend les
notations et hypothe`ses de 1.2.2. Nous aurons besoin du
Lemme
Soit M0 un e´le´ment de Mn(C). L’endomorphisme ΦM0,λ : M 7→ λMM0 −M0M de
Mn(C) a pour spectre le multi-ensemble λSp(M0)− Sp(M0).
Autrement dit, si l’on note Sp(M0) = {λ1 , ... , λn}, le spectre de ΦM0,λ est
{λλi − λj / 1 ≤ i , j ≤ n} en comptant les multiplicite´s.
Preuve
L’assertion du lemme revient a` dire que le polynome caracte´ristique de ΦM0,λ est∏
1≤i,j≤n
(T − λλi + λj). Cela e´quivaut a` un syste`me d’identite´s polynomiales en les coeffi-
cients de M0 et il suffit donc de le ve´rifier pour les e´le´ments d’une partie Zariski-dense de
Mn(C), par exemple pour les matrices semi-simples.
Par ailleurs, si l’on note, pour N0 ∈ GLn(C), iN0 l’automorphisme inte´rieur M 7→
N0M(N0)
−1 de Mn(C), on a l’e´galite´ : ΦN0M0(N0)−1,λ = iN0 ◦ ΦM0,λ ◦ (iN0)−1 : si M0 est
semblable a`M1, alors ΦM0,λ est semblable a` ΦM1,λ. On peut donc supposerM0 diagonale :
M0 = diag(λ1 , ... , λn). Mais, dans ce cas, l’effet de ΦM0,λ sur les matrices e´le´mentaires
est Ei,j 7→ (λλj − λi)Ei,j et la conclusion est alors imme´diate. ✷
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Ce lemme est d’ailleurs valable sur tout corps commutatif.
The´ore`me
Il existe une unique transformation de jauge formelle , tangente a` l’identite´ F =
Idn + zF1 + ... ∈ GLn(C{z}) telle que (σqF )−1AF = A0. Cette transformation est con-
vergente.
Preuve
Encore une fois, il y a une e´tape formelle puis le recours aux se´ries majorantes.
– Etape 1 : existence et unicite´ de la solution formelle. L’e´quation prescrite e´quivaut
au syste`me avec conditions initiales :{
AF = (σqF )A0
F0 = Idn
⇐⇒
{
F0 = Idn
∀m ≥ 1 , qmFmA0 = A0Fm + ...+AmF0
Le lemme ci-dessus, joint a` l’hypothe`se de non-re´sonnance, garantit que, pourm ≥ 1,
l’endomorphisme ΦA0,qm est inversible. Les coefficients Fm sont donc uniquement
de´finis par les relations{
F0 = Idn
∀m ≥ 1 , Fm = (ΦA0,qm)−1(A1Fm−1 + ...+AmF0)
Cette partie de la preuve garde un sens et reste valable sur un corps commutatif
quelconque.
– Etape 2 : convergence des solutions formelles. Puisque |q| > 1, l’endomorphisme
ΦA0,qm est e´quivalent, lorsque m → ∞, a` la multiplication a` droite qui a` M asso-
cie M × (qmA0). Choisissant, dans EndC(Mn(C)) la norme associe´e a` une norme
d’alge`bre quelconque sur Mn(C), on conclut que lim
m→∞
‖(ΦA0,qm)−1‖ = 0..
Il s’ensuit en particulier que b = sup
m≥1
‖(ΦA0,qm)−1‖ < ∞. Notant am = ‖Am‖ et
fm = ‖Fm|, on obtient les ine´galite´s : ∀m ≥ 1 , 0 ≤ fm ≤ b(a1fm−1 + ... + amf0).
Comme la se´rie
∑
amz
m converge, la preuve se termine comme dans le lemme 1 de
1.2.2. ✷
Il est a` noter que, si A est me´romorphe sur C (dans la suite, elle le sera meˆme sur
S), F l’est aussi : son e´quation fonctionnelle se re´e´crit en effet σqF = AFA
−1
0 d’ou` la
“propagation des poˆles” de´ja` note´e.
1.3.2 Solution canonique d’une e´quation a` coefficients constants
Pour la construire, nous nous appuierons sur la de´composition de Dunford multiplica-
tive d’une matrice inversible.
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1. Cas d’une matrice unipotente
Soit U = Idn +N ou` N ∈Mn(C) est nilpotente.
Proposition
L’e´quation σqM = UM admet une unique solution a` coefficients dans l’anneau
C[lq] =
∑
k≥0Cl
(k)
q , soit M = l
(0)
q M0 + l
(1)
q M1 + ... telle que M0 = Idn. Cette solu-
tion est de´finie par Mk = N
k , ∀k ≥ 0. Elle commute avec N et U .
Preuve
Compte tenu de ce que σql
(k)
q = l
(k)
q + l
(k−1)
q , on re´soud formellement :
d∑
k=0
(l(k)q + l
(k−1)
q )Mk = σqM = UM =
d∑
k=0
l(k)q (UMk)
Cela donne, vue la C-inde´pendance line´aire des l
(k)
q , Mk + Mk+1 = UMk, soit
Mk+1 = NMk. Le reste s’ensuit. ✷
L’exponentielle d’une matrice nilpotente et le logarithme d’une matrice unipotente
e´tant de´finies sur un corps commutatif de caracte´ristique 0 quelconque, cette solution
vaut donc
U lq = exp(lq log(Idn +N)) =
∑
k≥0
(
lq
k
)
Nk
On la notera eq,U . Par construction, elle est unipotente. A titre d’exemple, si l’on
prend U = ξ1,m, on retrouve la matrice Lm de 1.2.4.
Corollaire 1
Soit R ∈ GLn(C) et soit V = RUR−1. Alors eq,V = Req,UR−1.
Preuve
Req,UR
−1 satisfait les conditions qui spe´cifient eq,V ! ✷
Corollaire 2
Une matrice commute avec eq,U si et seulement si elle commute avec U .
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Preuve
Les e´galite´s eq,U = exp(lq log(U)) et U = exp(log(eq,U )/lq) montrent que les matrices
U et eq,U sont chacune un polynome en l’autre, a` coefficients dans C(lq). ✷
2. Cas d’une matrice semi-simple
Soit D = diag(c1, ..., cn) ∈ GLn(C) une matrice diagonale inversible ; on note alors
eq,D = diag(eq,c1 , ..., eq,cn). On a donc σqeq,D = Deq,D = eq,DD. De plus, le fait que
la correspondance c↔ eq,c est biunivoque montre que D est un polynome en eq,D et
re´ciproquement (par exemple, polynomes a` coefficients dans M(C∗)) et donc qu’ils
ont meˆme commutant.
Disgression sur les conjugaisons entre matrices diagonales
Si ∆ = diag(c1, ..., cn) ∈ Mn(C) et ∆′ = diag(c′1, ..., c′n′) ∈ Mn′(C), la relation matricielle
R∆ = ∆′R (R ∈Mn′,n(C)) est “de nature combinatoire”. En effet, elle s’e´crit :
∀i ∈ {1, ..., n′} , ∀j ∈ {1, ..., n} , ri,jcj = c′iri,j
autrement dit :
cj 6= c′i ⇒ ri,j = 0
Seules les positions de R “connectant des positions de valeurs e´gales” de ∆ et ∆′ ont le
droit de porter une valeur non nulle, et c’est leur seule contrainte (la valeur non nulle porte´e
n’importe pas).
Soit f : C → C une application quelconque. Notons (abusivement) f son extension de aux
matrices diagonales (application de f aux coefficients). Alors, on a la relation e´vidente mais
tre`s utile :
R∆ = ∆′R⇒ Rf(∆) = f(∆′)R
Cela se prouve par les implications suivantes : ri,j 6= 0 ⇒ cj = c′i ⇒ f(cj) = f(c′i) Si f est
injective, on a meˆme une e´quivalence logique.
Ainsi, si une matrice D admet les deux diagonalisations D = R∆R−1 = R′∆′(R′)−1, on
a l’e´galite´ Rf(∆)R−1 = R′f(∆′)(R′)−1 de sorte que l’on peut poser f(D) = Rf(∆)R−1
et que cela ne de´pend pas de la diagonalisation particulie`re choisie. Cela permet d’e´tendre
canoniquement aux matrices semi-simples toute application f : C → C. On peut d’ailleurs
de´finir de la meˆme fac¸on g(D1, D2) pour g : C×C→ C, etc...
Proposition et de´finition
Soit D une matrice diagonalisable. Ecrivons
D = R∆R−1 = R′∆′(R′)−1
37
ou` R , R′ ∈ GLn(C) et ou` ∆ et ∆′ sont diagonales. Alors
Req,∆R
−1 = R′eq,∆(R
′)−1
On note cette matrice eq,D.
Preuve
Cela de´coule imme´diatement de ce qui pre´ce`de. ✷
On tire facilement des meˆmes remarques les
Proprie´te´s
Soit D ∈ GLn(C) diagonalisable :
(i) σqeq,D = Deq,D = eq,DD
(ii) Si D′ = RDR−1, eq,D′ = Req,DR
−1
(iii) Chacune des matrices D et eq,D est un polynome en l’autre a` coefficients dans
M(C∗) et elles ont donc meˆme commutant.
3. Cas ge´ne´ral
Soit A = D + N la de´composition de Dunford d’une matrice A ∈ Mn(C) : D est
semi-simple, N est nilpotente et [D,N ] = 0 (les matrices D et N commutent).
Ces conditions spe´cifient uniquement D et N . Si A est inversible, on en de´duit la
de´composition de Dunford multiplicative A = DU , ou` D est semi-simple, U est
unipotente et [D,U ] = 0 (les matrices D et U commutent) : il suffit de prendre
U = Idn + D
−1N . Il y a encore unicite´ sous ces conditions. Si R ∈ GLn(C), la
de´composition de Dunford multiplicative de RAR−1 est alors (RDR−1)(RUR−1).
De´finition
On appellera solution canonique dans le cas non-re´sonnant la matrice eq,A = eq,Deq,U
Ce qui suit est alors imme´diat :
Proprie´te´s
(i) σqeq,A = Aeq,A = eq,AA
(ii) La de´composition de Dunford multiplicative de eq,A est eq,Deq,U
(iii) [M,A] = 0⇔ [M,D] = [M,U ] = 0⇔ [M,eq,D] = [M,eq,U ] = 0⇔ [M,eq,A] = 0
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(iv) eq,A est me´romorphe sur C
∗
Pour la premie`re et la troisie`me e´quivalence de (iii), voir Bourbaki, Alge`bre Line´aire
ou 1.4. ✷
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Chapitre 2
The´orie de
Fuchs-Riemann-Birkhoff :
connexion des solutions locales sur
P1C
2.1 Equations fuchsiennes sur la sphe`re de Riemann
On se place de´sormais sur la sphe`re de Riemann S = P1C. Le corps de base est
donc M(S) = C(z) : on le notera k. On se restreint de plus a` l’e´tude des e´quations
aux q-diffe´rences line´aires a` coefficients me´romorphes sur S. Ce sont donc les e´quations
σqX = AX , A ∈ GLn(k).
Nous conside´rerons plus pre´cise´ment les e´quations singulie`res re´gulie`res en 0 et en ∞.
Cela signifie que A est e´quivalente a` une e´quation fuchsienne en 0 via une transformation
de jauge me´romorphe sur C, et, simultane´ment, a` une e´quation fuchsienne en ∞ via une
transformation de jauge me´romorphe sur S − {∞}. Nous prouverons plus loin que A est
alors en fait e´quivalente a` une e´quation fuchsienne en 0 et en ∞ via une transformation
de jauge me´romorphe sur S, c’est a` dire rationnelle.
2.1.1 Equations singulie`res re´gulie`res en 0 : formes normales des solu-
tions
Le de´veloppement des fractions rationnelles en se´ries de Laurent de´finit le plongement
k := C(z) →֒ k′0 := C({z}) = C{z}[z−1] et permet de conside´rer toute e´quation aux
q-diffe´rences line´aires a` coefficients rationnels σqX = AX (A ∈ GLn(C(z))) comme une
e´quation au voisinage de 0, c’est a` dire a` coefficients me´romorphes au voisinage de 0. Dans
le cas fuchsien, on peut donc appliquer les re´sultats du chapitre 1. On re´alisera les solutions
40
comme des fonctions en interpre´tant comme suit les symboles ec et l :
– l = lq est la fonction zΘ
′
q/Θq introduite au 1.1.3 ; c’est donc un e´le´ment du sous-corps
C(z,Θq,Θ
′
q) de M(C∗).
– Les ec sont une famille de caracte`res comme on en a construit au 1.1.2 ; on aura
notamment besoin des proprie´te´s suivantes :
(i) Tous les “caracte`res” ec sont e´le´ments de C(z)((Θq,a)a∈C∗) ⊂M(C∗).
(ii) e1 et tous les eqc/zec (qui sont a priori elliptiques) sont des vraies constantes,
c’est a` dire e´le´ments de C∗.
(iii) Pour c 6∈ qZ, le diviseur des ze´ros et des poˆles de ec dans C∗ est une spirale
logarithmique discre`te de la forme qZα.
La proprie´te´ (ii) va servir a` normaliser les solutions d’e´quations aux q-diffe´rences
sous une forme suffisamment rigide. La proprie´te´ (iii), que l’on pourrait d’ailleurs
e´largir, permettra aux chapitres 3 et 4 de donner une allure agre´able a` l’e´tude des
poˆles des solutions.
Toutes ces conditions sont en particulier re´unies dans le cas de la famille “standard”
des eq,c = Θq/Θq,c, que l’on utilisera donc, sauf mention expresse du contraire.
Nous allons d’abord re´capituler les re´sultats de 1.3.2. sous les hypothe`ses de ce chapitre.
– Cas fuchsien non-re´sonnant :
On a montre´ l’existence d’une solution fondamentale de la formeX(0) = Q(0)H(0)L(0)C(0)
(voir 1.2.2), ou` Q(0) ∈ GLn(C) est une matrice de passage de A(0) a` sa re´duite de
Jordan (sous la forme que nous avons adopte´e, forme´e de blocs cξ1,m) et ou` le choix
de Q(0) de´termine totalement la forme obtenue.
D’autre part, A e´tant maintenant rationnelle, donc me´romorphe sur C, l’e´quation
fonctionnelle qui caracte´rise H(0) montre que celle-ci est e´galement me´romorphe sur
C : ce point sera pre´cise´ au 2.1.2.
– Cas fuchsien ge´ne´ral :
L’algorithme de pre´paration de 1.2.3 montre qu’il y a alors e´quivalence rationnelle
avec le cas non-re´sonnant. On obtient donc dans ce cas une solution de la forme
X(0) = U (0)Q(0)H(0)L(0)C(0) avec U (0) ∈ GLn(k), les autres facteurs e´tant les meˆmes
que ci-dessus.
– Cas singulier re´gulier :
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Par de´finition, il y a a` nouveau e´quivalence (me´romorphe surC) avec le cas pre´ce´dent.
On obtient donc une solution de la forme X(0) = V (0)U (0)Q(0)H(0)L(0)C(0) avec
V (0) ∈ GLn(M(C)), les autres facteurs e´tant les meˆmes que ci-dessus.
Dans tous les cas, on peut donc e´crire X(0) =M (0)N (0), ou` M (0) ∈ GLn(M(C)) (voir
2.1.2) et ou` N (0) est une matrice log-car.
Rappelons e´galement que, dans le cas fuchsien non-re´sonnant, nous avons obtenu une
autre construction de solution, comple`tement canonique, sous la formeM (0)eq,A(0) ; la par-
tie M (0) est encore me´romorphe sur C (cf 2.1.2).
Normalisation
Du fait que eqc ≡ zec (mod C∗), on peut imposer a` la matrice C(0) (diagonale de
caracte`res) de ne contenir que des caracte`res d’exposants c tels que 1 ≤ |c| < |q| et de
commuter tout de meˆme avec L (voir les remarques de 1.3.2, point 2). De meˆme, on peut
introduire un ordre arbitraire sur C∗/qZ et ranger les caracte`res en ordre croissant d’ex-
posants ; et, pour chaque caracte`re, les blocs unipotents associe´s par ordre croissant de
tailles : ces deux conditions s’obtiennent en effet a` l’aide de matrices de permutations. On
dira, si toutes ces conditions sont re´unies, que la solution est sous forme normalise´e. Il n’y
a pas unicite´ de solutions de cette forme : on verra au 2.1.3 ce qu’il en est exactement. En
revanche, a` solution donne´e, on prouvera que l’e´criture normalise´e est unique.
2.1.2 Polarite´ des solutions fondamentales en 0
A strictement parler, l’e´tude locale du chapitre 1 de´finit M (0) comme un germe de
fonction me´romorphe sur un voisinage de 0 dans C, a` valeurs dans GLn(C) (alors que
N (0) est me´romorphe sur C∗).
On e´tudiera la polarite´ des solutions en comptant comme singularite´ d’une fonction
F a` valeurs dans GLn(C) tout point ou` elle n’est pas de´finie (donc, pour une fonction F
me´romorphe, tout poˆle de F ) ; et aussi tout point ou` elle prend pour valeur une matrice
non inversible, i.e. de de´terminant nul (donc tout ze´ro de detF ). Cela revient en re´alite´
a` conside´rer les poˆles de la fonction z 7→ (F (z), (F (z))−1) a` valeurs dans l’espace affine
Mn(C) ×Mn(C). Ce point de vue est justifie´ par notre but, qui est d’e´tudier le lien en-
tre solutions en 0 et solutions en ∞, ce qui fait naturellement apparaitre les inverses des
fonctions matricielles apparaissant dans les e´quations et dans les solutions (voir 2.2). Nous
introduisons donc la
Notation
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On de´finit le lieu singulier de la fonction matricielle F comme :
S(F ) := {poˆles de F} ∪ {ze´ros de detF} = {poˆles de F} ∪ {poˆles de F−1}
The´ore`me
(i) M (0) admet un unique prolongement me´romorphe a` C tel que le prolongement
correspondant de X(0) =M (0)N (0) reste solution fondamentale.
(ii) X(0) est me´romorphe sur C∗.
(ii) Les singularite´s de M (0) sur C∗ forment une union finie de demi-spirales logarith-
miques discre`tes : qN
∗S(A).
Preuve
Soit K(0) = (σqN
(0))(N (0))−1 ∈ GLn(C). Alors, M (0) satisfait l’e´quation fonctionnelle
σqM
(0) = AM (0)(K(0))−1. On re´e´crit celle-ce sous la forme e´quivalente
M (0) = (τqA)(τqM
(0))(K(0))−1
que l’on va plutoˆt conside´rer comme une de´finition re´cursive ; le cas de terminaison e´tant
celui ou la variable est dans le voisinage de 0 dans C ou` le germe M (0) est a priori de´fini.
Notons donc V un disque ouvert de centre 0 sur lequel le germe M (0) est holomorphe, sauf
peut-eˆtre en 0.
En ite´rant r fois l’e´quation ci-dessus, on trouve
M (0) = (τqA)...(τ
r
qA)(τ
r
qM
(0))(K(0))−r
ce qui conduit a` de´finir la fonction (τqA)...(τ
r
qA)(τ
r
qM
(0))(K(0))−r sur σrV : elle y est
me´romorphe avec pour seules singularite´s possibles dans V ∗ celles de (τqA), ..., (τ
r
qA),
c’est a` dire les e´le´ments de
⋃
1≤i≤r
S(A).
Les de´finitions de ces fonctions sur la suite croissante des σrV sont compatibles en
vertu de l’e´quation fonctionnelle et la re´union de ces ouverts est C puisque |q| > 1 ; ceci
ache`ve la de´monstration. ✷
Dans le cas fuchsien non re´sonnant, on sait de plus que M (0) est holomorphe en 0.
Corollaire
Outre les demi-spirales logarithmiques discre`tes engendre´es par les singularite´s de A,
les singularite´s de la solution fondamentale X(0) =M (0)N (0) sur C∗ forment des spirales
logarithmiques discre`tes de´termine´es par la structure de Jordan :
– Les spirales qZα de ze´ros et de poˆles des caracte`res non triviaux, c’est a` dire d’ex-
posants c ∈ Sp(A(0)) − qZ.
43
– La spirale qZ des poˆles de lq si, apre`s pre´paration, A(0) a au moins un bloc unipotent
de taille ≥ 2.
Notons que les blocs log ont tous un de´terminant e´gal a` 1 et ne peuvent donc faire
sortir les valeurs X(0) de GLn(C).
2.1.3 Non-unicite´ des solutions canoniques
On se donne encore une e´quation σqX = AX a` coefficients rationnels, singulie`re
re´gulie`re en 0.
The´ore`me
Soit X = MN une solution canonique fondamentale en 0 en forme normale. Alors
X ′ = M ′N ′ est une solution canonique fondamentale en 0 en forme normale si et seule-
ment si N ′ = N et M ′ =MR ou` R ∈ GLn(C) et R commute avec N .
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Preuve
Seule la ne´cessite´ de la condition n’est pas e´vidente ! !
Les matrices K = (σqN)N
−1 et K ′ = (σqN
′)(N ′)−1 sont des e´le´ments de GLn(C)
ayant respectivement meˆme structure de Jordan (tailles de blocs et positions de valeurs
propres e´gales ou distinctes : voir la disgression sur les matrices diagonales de 1.3) et donc
aussi meˆme commutant que N et N ′. Par ailleurs, l’e´quation fonctionnelle entraine les
e´galite´s σqM = AMK
−1 et σqM
′ = AM ′(K ′)−1.
Notons, R =M−1M ′ ∈ GLn(M(C)). On a alorsN−1RN ′ = X−1X ′. Cette dernie`re est
elliptique puisque X et X ′ sont solutions d’une meˆme e´quation line´aire aux q-diffe´rences.
Soient ec1L1, ..., ecrLr (resp. ec′1L
′
1, ..., ec′sL
′
s) les blocs diagonaux (carre´s) de N (resp.
de N ′), et soient Ri,j , 1 ≤ i ≤ r , 1 ≤ j ≤ s les blocs correspondants (rectangulaires) de
R. Les blocs de N−1RN ′ sont les (ec′j/eci)L
−1
i Ri,jL
′
j , et ils sont elliptiques : les coefficients
de L−1i Ri,jL
′
j sont donc des caracte`res d’exposant ci/c
′
j . Mais ils sont e´le´ments de k0(lq),
donc de la forme azp , p ∈ Z (voir 1.1.5). Les conditions de normalisation entrainent alors
soit que Ri,j = 0, soit que c
′
j = ci et L
−1
i Ri,jL
′
j est a` coefficients dans C).
Dans ce dernier cas, notant Si,j = L
−1
i Ri,jL
′
j, on de´veloppe l’e´galite´ LiSi,j = Ri,jL
′
j
dans la base des l
(k)
q . Des e´critures Li =
∑
k≥0 l
(k)
q ξk0,mi et L
′
i =
∑
k′≥0 l
(k′)
q ξk
′
0,m′i
, on de´duit
que Ri,j = Si,j puis que ξ0,miRi,j = Ri,jξ
k′
0,m′i
. Mais ceci signifie que R ∈ GLn(C) et que
R−1KR = K ′. Les conditions impose´es par la normalisation entrainent alors que K = K ′.
✷
Corollaire
L’e´criture sous forme normale d’une solution canonique donne´e est unique.
Preuve
C’est en effet le cas MN =M ′N ′, c’est a` dire R = In, du the´ore`me. ✷
2.1.4 Solutions a` l’infini et e´quations singulie`res re´gulie`res sur S
Posons w = 1z . Si la fonction (vectorielle ou matricielle) X ve´rifie l’e´quation fonc-
tionnelle X(qz) = A(z)X(z), alors la fonction X(w) := X(z) ve´rifie l’e´quation aux q-
diffe´rences X(qw) = (A(1/qw))−1X(w). La le´ge`re dissyme´trie vient du fait que, sous
l’effet de σq, z ← qz et donc w ← q−1w.
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Notons donc A(w) = (A(1/qw))−1. Ainsi, A est fuchsienne en w = 0 si et seulement si
A l’est en∞. De meˆme, A est singulie`re re´gulie`re en w = 0 si et seulement si A l’est en∞ :
car l’e´galite´ (σqU)
−1AU = B e´quivaut a` l’e´galite´ (σqU)
−1AU = B, ou` U(w) = U(1/w) et
B(w) = (B(1/qw))−1.
On peut donc reprendre les re´sultats pre´ce´dents :
The´ore`me
Si A est singulie`re re´gulie`re sur S, elle admet des solutions canoniques X(0) =M (0)N (0)
et X(∞) =M (∞)N (∞) telles que :
(i) M (0) est me´romorphe sur C et M (∞) est me´romorphe sur S−{0}. Le lieu singulier de
M (0) est qN
∗S(A) et celui de M (∞), en tant que fonction de z, est q−NS(A).
(ii) N (0) et N (∞) sont des matrices log-car, respectivement en z et en 1/z. Leurs lieux sin-
guliers sont les spirales logarithmiques discre`tes de forme qZα engendre´es par les valeurs
propres de matrices fuchsiennes non-re´sonnantes me´romorphiquement e´quivalentes a` A
(respectivement sur C et sur S− {0}).
Cet e´nonce´ peut eˆtre pre´cise´ de manie`re e´vidente pour une e´quation fuchsienne non-
re´sonnante en 0 et en ∞.
2.1.5 Double caracte´risation des e´quations singulie`res re´gulie`res
On va montrer que la forme des solutions caracte´rise les e´quations singulie`res re´gulie`res
en 0 (resp. en ∞), puis donner une proprie´te´ de re´duction simultane´e en 0 et en ∞ des
e´quations singulie`res re´gulie`res sur S.
Appelons uniformisante un e´le´ment u ∈ M(C) dont 0 est ze´ro simple, autrement dit
dont la valuation v0(u) en 0 vaut 1. Nous e´tablirons d’abord un lemme tre`s utile. Il s’agit
en fait d’un algorithme de re´duction analogue a` l’algorithme du pivot de Gauss, valable
dans tout anneau de valuation discre`te.
Lemme
Toute matrice M ∈ GLn(M(C)) peut s’e´crire sous la forme M = CR, avec des
matrices C,R ∈ GLn(M(C)) telles que :
(i) R est re´gulie`re en 0 (i.e. R(0) ∈ GLn(C)).
(ii) C est produit :
1. d’une puissance uk , −k ∈ N d’une uniformisante u arbitraire
2. de matrices Ti,α d’ope´rations e´le´mentaires sur les lignes
3. de matrices de dilatation Di,v, ou` les uniformisantes v sont arbitraires (et choisies
inde´pendamment les unes des autres).
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Pour eˆtre pre´cis, les matrices mentionne´es sont de´finies comme suit. La matrice Ti,α
(α ∈ Cn, αi 6= 0) est e´gale a` l’identite´, sauf en ce qui concerne la ligne de rang i :
Ti,α =


1 0 ... 0 ... 0
0 1 ... 0 ... 0
... ... ... ... ... ...
α1 α2 ... αi ... αn
... ... ... ... ... ...
0 0 ... 0 ... 1


L’inverse d’une telle matrice est une matrice de meˆme forme. La matrice de dilatation Di,v
est diagonale et est e´gale a` l’identite´, sauf en ce qui concerne le coefficient de rang i :
Di,v =


1 0 ... 0 ... 0
0 1 ... 0 ... 0
... ... ... ... ... ...
0 0 ... v ... 0
... ... ... ... ... ...
0 0 ... 0 ... 1


Preuve
On commence par multiplier M par une puissance uk d’uniformisante, de manie`re a` la
rendre holomorphe en 0 : cela revient a` se ramener a` ce cas, et l’on doit alors prouver le
lemme avec k = 0 dans la conclusion. Puis l’on fait une re´currence sur v0(detM). Si cette
valuation vaut 0, M est re´gulie`re en 0 et l’on prend R =M et C = In (produit vide).
Si v0(detM) > 0, la matrice M(0) est singulie`re et il existe donc α ∈ Cn−{0} tel que
αM(0) = 0 ∈ Cn. Soit i un indice tel que αi 6= 0 et soit v une uniformisante quelconque.
Alors M1 = D
−1
i,v Ti,αM est holomorphe en 0 et detM1 =
αi
v detM ; M1 est meilleure que
M : v0(detM1) = v0(detM)− 1, ce qui ache`ve la re´currence. ✷
Si par exemple, dans ce lemme, on prend syste´matiquement l’uniformisante z, on ob-
tient C a` coefficients dans C[z, z−1] ; si l’on prend plutoˆt z1+z , on obtient C ∈ GLn(C(z))
et de plus re´gulie`re en ∞.
The´ore`me
Si l’e´quation aux q-diffe´rences a` coefficients rationnels σqX = AX admet une solution
fondamentale de la forme MN , ou` M est me´romorphe sur C et ou` N est une matrice
log-car, alors c’est une e´quation singulie`re re´gulie`re en 0.
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Preuve
Appliquons ce qui pre´ce`de a` M , que l’on e´crit donc M = CR. Alors Y = RN
est solution de l’e´quation σqY = BY , avec B = (σqC)
−1AC. La matrice B est ra-
tionnellement e´quivalente a` A, puisque C ∈ GLn(C(z)). Mais B = (σq(RN))(RN)−1 =
σqR(σqNN
−1)R−1 est le produit de trois matrices re´gulie`res en 0, donc l’est elle-meˆme ;
l’e´quation correspondante est donc fuchsienne en 0. ✷
En appliquant la meˆme de´composition a` des solutions canoniques en forme normale en
0 et en ∞ a` la fois, on prouve alors le
The´ore`me
Une e´quation singulie`re re´gulie`re est e´quivalente, via une transformation de jauge ra-
tionnelle, a` une e´quation fuchsienne en 0 et ∞ a` la fois.
Preuve
Soient X(0) = M (0)N (0) et X(∞) = M (∞)N (∞) des solutions canoniques en formes
normales en 0 et en ∞ respectivement. Appliquant le lemme, on e´crit M (0) = C(0)R(0)
et M (∞) = C(∞)R(∞). Il suffit maintenant de trouver U ∈ GLn(C(z)) telle que UC(0) et
UC(∞) soient re´gulie`res en 0 et en ∞ respectivement : on pourra alors conclure comme
dans le the´ore`me pre´ce´dent.
On applique pour cela le lemme a` M = (C(∞))−1C(0) ∈ GLn(C(z)), que l’on e´crit
CR, avec pour choix syste´matique des uniformisantes z1+z , de sorte que C est re´gulie`re en
∞. On peut alors prendre U = C−1(C(∞))−1 : UC(0) = C−1M = R est re´gulie`re en 0,
UC(∞) = C−1 est re´gulie`re en ∞ et, bien sur, U ∈ GLn(C(z)). ✷
2.2 Matrice de connexion et classification
2.2.1 La matrice de connexion
On a associe´ canoniquement a` l’e´quation σqX = AX deux matrices fondamentales de
solutions me´romorphes sur C∗, X(0) et X(∞). Suivant Birkhoff (voir [5]), on notera P la
matrice de connexion (X(∞))−1X(0). C’est un e´le´ment de GLn(M(C∗)). De plus :
σqP = (σqX
(∞))−1σqX
(0) = (AX(∞))−1AX(0) = (X(∞))−1X(0) = P
Autrement dit, les coefficients de P sont elliptiques selon les identifications du chapitre 1,
et P ∈ GLn(M(E)). Nous dirons, pour simplifier, que P est elliptique. En particulier, le
lieu singulier de P est σq-invariant, donc une re´union de spirales logarithmiques discre`tes
de la forme qZα. Nous verrons qu’elles sont en nombre fini et les de´crirons plus pre´cise´ment.
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Naturellement, le choix de P n’est pas univoque puisque celui des solutions canoniques
locales ne l’est pas. Nous allons e´galement pre´ciser cela.
Cas non-re´sonnant
Dans le cas non-re´sonnant, A(0), A(∞) ∈ GLn(C) et les valeurs propres distinctes
de chacune de ces deux matrices sont deux a` deux non congrues modulo qZ. Alors, les
matrices fondamentales ont e´te´ obtenues sous les formes :{
X(0) = Q(0)H(0)L(0)C(0)
X(∞) = Q(∞)H(∞)L(∞)C(∞)
On peut normaliser en imposant la forme plus rigide aux re´duites de Jordan. Cepen-
dant, Q(0) et Q(∞) peuvent respectivement eˆtre remplace´es par Q(0)R(0) et Q(∞)R(∞), ou`
R(0) (resp. R(∞)) appartient a` GLn(C) et commute avec la re´duite de Jordan de A(0)
(resp. de A(∞)). Cela revient a` choisir, au lieu de X(0) et X(∞) les solutions X(0)R(0) et
X(∞)R(∞) et donc a` remplacer P par (R(∞))−1PR(0).
Dans tous les cas, on pourra e´crire :
P = ((L(∞)C(∞))−1)× ((H(∞))−1(Q(∞))−1Q(0)H(0))× (L(0)C(0))
Les singularite´s des facteurs exterieurs sont exactement celles des facteurs log-car des
solutions, c’est a` dire les spirales logarithmiques discre`tes lie´es aux structures de Jordan
de A(0) et de A(∞). Les singularite´s du facteur central sont contenues dans les spirales
discre`tes engendre´es par les singularite´s de A.
La forme canonique ci-dessus sera pre´fe´rentiellement utilise´e pour faire de l’analyse,
par exemple pour e´tudier le comportement de P lorsque q → 1 aux chapitres 3 et 4.
Cas ge´ne´ral
Dans le cas ge´ne´ral, on a les formes canoniques (moins pre´cises en ce qui concerne la
partie me´romorphe) : {
X(0) =M (0)N (0)
X(∞) =M (∞)N (∞)
d’ou` l’on tire
P = (N (∞))−1 × ((M (∞))−1M (0))×N (0)
Si l’on normalise en imposant la forme plus rigide aux parties log-car, les solutions
canoniques X(0) et X(∞) sont soumises exactement a` la meˆme inde´termination que ci-
dessus, et il en est donc de meˆme de P . C’est sous cette forme que nous e´tudierons les
proprie´te´s classifiantes de la matrice de connexion.
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Dans tous les cas, on codera la matrice de connexion sans perdre trace des parties log-
car (en vue du the´ore`me de classification au 2.2), sous l’une des deux formes e´quivalentes
suivantes :
(N (∞), P,N (0)) ou bien (N (∞),M,N (0)) ou` M = (M (∞))−1M (0)
Les composantes de ces triplets codants ne sont d’ailleurs pas libres. Outre la struc-
ture log-car impose´e a` N (0) et a` N (∞), il y a l’e´quation σqP = P et l’e´quation qui s’en
de´duit pour M : σqM = K
(∞)M(K(0))−1. Ici, l’on note K(0) = (σqN
(0))(N (0))−1 et
K(∞) = (σqN
(∞))(N (∞))−1 ; ce sont des e´le´ments de GLn(C).
L’avantage principal du second codage est de faire clairement ressortir les diffe´rents
groupes de singularite´s, qui auront tant d’importance aux chapitres 3 et 4.
Codage a` la Birkhoff
On peut rapprocher les codages ci-dessus de l’esprit de Birkhoff en leur donnant une
allure un peu plus alge´brico-combinatoire. Birkhoff pose en effet le proble`me “inverse” a`
partir de la donne´e de P et de celle des exposants en 0 et en ∞ : n’e´tudiant que le cas
ge´ne´rique semi-simple, cela lui tient en effet lieu de structure de Jordan.
La donne´e de N (0) (resp. de N (∞)) e´quivaut a` celle de K(0) (resp. de K(∞)), qui est a`
son tour de´termine´e par la donne´e des exposants et des tailles des blocs correspondants.
On peut de plus conside´rer les exposants modulo qZ, c’est a` dire, comme des e´le´ments de E.
La donne´e d’un coefficient de P , qui est une fonction elliptique, e´quivaut a` celle de son
diviseur des ze´ros et des poˆles, que l’on peut conside´rer comme un diviseur sur E de degre´
0 ∈ Z et d’e´valuation 0 ∈ E ; plus celle d’un facteur constant non nul. Ceci, en vertu de la
suite exacte :
{1} → C∗ → E∗ → Div(0)(E)→ E → {0}
Ces codages se comportent particulie`rement bien du point de vue du produit tensoriel,
mais les autres ope´rations s’y traduisent moins facilement : par exemple, il n’est pas simple
d’y lire le lieu des ze´ros de P ; ni, d’ailleurs, d’expliciter un choix syste´matique des facteurs
constants ci-dessus mentionne´s.
2.2.2 Effet de l’e´quivalence rationnelle
On a associe´ a` une e´quation singulie`re re´gulie`re σqX = AX, le triplet (N
(∞), P,N (0)).
Celui-ci n’est cependant pas de´fini de manie`re univoque : P peut eˆtre remplace´ par
(R(∞))−1PR(0) si R(0) , R(∞) ∈ GLn(C) commutent respectivement avec N (∞) et N (0).
Ceci justifie l’introduction des notations suivantes.
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Sur l’ensemble des triplets (N1, P,N2), ou` P ∈ GLn(M(E)) et ou` N1, N2 sont des
matrices log-car en forme normale, on de´finit une relation :
(N1, P,N2) ∼ (N ′1, P ′, N ′2) si et seulement si
{
N1 = N
′
1 , N2 = N
′
2
R1P
′ = PR2
ou` R1, R2 ∈ GLn(C) et [R1, N1] = [R2, N2] = 0. C’est alors une relation d’e´quivalence, et
on notera Fn le quotient.
L’image dans Fn du triplet (N (∞), P,N (0)) est alors bien de´finie d’apre`s le 2.1. On va
maintenant prouver le
The´ore`me
On obtient ainsi une bijection de l’ensemble En des classes d’e´quivalence rationnelle de
syste`mes singuliers re´guliers de rang n dans l’ensemble Fn.
L’application est bien de´finie
Si B = (σqU)
−1AU et si les solutions fondamentales choisies pour A sont M (0)N (0) et
M (∞)N (∞), on peut choisir pour B les solutions (UM (0))N (0) et (UM (∞))N (∞), ce qui
associe a` B les meˆmes parties log-car et la meˆme matrice de connexion, donc le meˆme
triplet codant qu’a` A. Ainsi, on a une application bien de´finie de En dans Fn.
Injectivite´
Re´ciproquement, supposons que A et B ont fourni des triplets e´quivalents. Quitte a`
modifier le choix des solutions pour l’une de ces deux e´quations, on peut alors supposer
que l’on a associe´ a` A et B le meˆme triplet (N (∞), P,N (0)). Ainsi, on a des solutions fon-
damentales M
(0)
1 N
(0) et M
(∞)
1 N
(∞) pour A, et M
(0)
2 N
(0) et M
(∞)
2 N
(∞) pour B. De plus,
(M
(∞)
1 )
−1M
(0)
1 = (M
(∞)
2 )
−2M
(0)
1 car ces deux matrices sont e´gales a` N
(∞)P (N (0))−1.
On a donc M
(0)
1 (M
(0))−1 = M
(∞)
1 (M
(∞))−1. Notant U cette matrice, on voit qu’elle est
inversible et me´romorphe a` la fois sur C et sur S − {0}, donc rationnelle : et il est clair
que B = (σqU)
−1AU , autrement dit, on a e´quivalence rationnelle. Ceci prouve l’injectivite´.
Remarque
En omettant les parties log-car dans le codage, on n’aurait plus l’injectivite´. Par ex-
emple, en dimension 1, A = 1 et B = c ∈ C∗ − qZ ne sont pas e´quivalentes, mais on peut
a` toutes deux associer la matrice de connexion P = 1.
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Surjectivite´
Reste a` e´tablir le seul point non trivial, la surjectivite´. On part d’un triplet (N (∞), P,N (0))
(P elliptique, N (∞) et N (0) des matrices log-car) et l’on e´crit P = (N (∞))−1MN (0)
ou` M ∈ GLn(M(C∗)). On invoque alors la “trivialite´ des fibre´s me´romorphes sur S”
(voir [21] p.158) : cela entraine que M s’e´crit (M (∞))−1M (0), ou` M (0) ∈ GLn(M(C)) et
M (∞) ∈ GLn(M(S− {0})).
Les matrices X(0) = M (0)N (0) et X(∞) = M (∞)N (∞) sont connecte´es par la matrice
elliptique P : X(∞) = PX(0), et sont donc solutions de la meˆme e´quation σqX = AX, en
prenant pour A la matrice σqX
(0)(X(0))−1 = σqX
(∞)(X(∞))−1.
La premie`re e´criture implique que A = σqM
(0)K(0)(M (0))−1, ou` l’on a encore pose´
K(0) = (σqN
(0))(N (0))−1 ∈ GLn(C), ce qui montre que A est me´romorphe sur C. Le
raisonnement analogue a` l’infini montre que A est me´romorphe sur S−{0} et l’on conclut
que A ∈ GLn(C(z)).
L’e´quation aux q-diffe´rences line´aire a` coefficients rationnels σqX = AX admettant les
deux solutions en formes normales X(0) = M (0)N (0) et X(∞) = M (∞)N (∞), il re´sulte de
2.1 qu’elle est singulie`re re´gulie`re et ceci ache`ve la preuve du the´ore`me. ✷
2.2.3 Pre´cisions et ame´liorations diverses
1. Le deuxie`me the´ore`me de 2.1.5 affirme que notre e´quation est e´quivalente a` une
e´quation fuchsienne en 0 et ∞ ; cela revient a` dire que l’on peut obtenir M (0) et
M (∞) respectivement re´gulie`res en 0 et en ∞.
2. En vue des applications a` la the´orie de Galois (voir [25]), il est utile de pouvoir
pre´ciser la position des singularite´s. Celles de N (0) et de N (∞) sont totalement
de´termine´es par la structure de Jordan de A(0) et de A(∞).
En ce qui concerne M , on de´duit facilement ce qui suit de la preuve du the´ore`me 3.
Soit une partie finie Σ ⊂ C∗ ; pour simplifier la formulation, nous supposerons que
deux e´le´ments distincts de Σ ne sont pas congrus modulo qZ.
– Sens direct : partant d’un syste`me (1) tel que S(A) ⊂ Σ, on voit que les singu-
larite´s de M appartiennent a` qZΣ.
– Sens inverse : supposons que les singularite´s de M appartiennent a` qZΣ. L’in-
vocation du “Preliminary Theorem” de [5] (lemme de Birkhoff) a` la place de
l’argument de trivialite´ des fibre´s me´romorphes permet de choisir les singu-
larite´s de M (0) et M (∞) respectivement dans qN
∗
Σ et dans q−NΣ ; le syste`me
(1) correspondant est alors tel que S(A) ⊂ Σ.
3. La normalisation un peu artificielle des de la forme des matrices log-car a pour but
d’obtenir un e´nonce´ pas trop complique´. Si on relaxe cette condition, la relation
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d’e´quivalence qui sert a` de´finir Fn se traduit, pour les parties log-car, par les condi-
tions : R1N1 = N
′
1R1 et R2N2 = N
′
2R2.
La forme normale des matrices log-car n’e´tant pas pre´serve´e par le produit tensoriel,
nous serons ne´cessairement amene´s a` cette de´finition e´largie dans la partie de ce
travail concernant la the´orie de Galois (voir [25]).
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Confluence vers un syste`me
diffe´rentiel, matrice de connexion
et monodromie
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Chapitre 3
Comportement des solutions
canoniques lorsque q → 1
3.1 Comportements asymptotiques lorsque q → 1
Conventions et notations ge´ne´rales
Dore´navant A(z) sera aussi conside´re´e comme fonction de q, et l’on cherchera a` com-
prendre le comportement des solutions canoniques lorsque q → 1. Dans tout ce qui suit,
on supposera que q → 1 le long d’une spirale logarithmique fixe´e qR+0 . Pre´cise´ment :
q0 = e
−2ıπτ0 q = e−2ıπτ τ = τ0ǫ
ou` τ0 est fixe´, a` partie imaginaire strictement positive et ou` ǫ est un re´el strictement posi-
tif que l’on fera tendre vers 0. Nous emploierons la notation q → 1 comme abre´viation
(abusive) pour ǫ → 0+. Pour t re´el, les notations qt0, qt de´signeront alors respectivement
e−2ıπτ0t et e−2ıπτt. Ainsi q = qǫ0 et q
t = qǫt0 . Ces notations seront e´tendues a` la droite
nume´rique acheve´e R en posant q+∞ = q+∞0 =∞ ∈ S et q−∞ = q−∞0 = 0.
On introduit les demi-spirales logarithmiques compactes : q
R+
0 , qui relie 1 a` ∞ ; qR−0 ,
qui relie 1 a` 0 : et leur re´union, la spirale logarithmique compacte qR0 , qui relie 0 a` ∞.
Celles-ci nous serviront de coupures, autrement dit, on rendra uniformes certaines fonctions
analytiques sur leurs comple´mentaires, les ouverts simplement connexes Ω0 = S − qR+0 ,
Ω∞ = S− qR−0 , Ω = Ω0 ∩ Ω∞ = S− qR0 .
Figure 1
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Ω
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Remarque
L’hypothe`se sur la fac¸on dont q → 1 a pour but d’imposer que les demi-spirales
discre`tes de poˆles de la forme z0q
N, qui sont apparues naturellement aux chapitres 1
et 2, se condensent en des coupures de la forme z0q
R+
0 . Par le changement de variables
z = e2ıπx, cela revient a` dire que le re´seau Z+Zτ = Z+Zτ0ǫ se condense en le sous-groupe
ferme´ Z+Rτ0 de R. Cette ge´ome´trie est encore respecte´e si q → 1 tangentiellement a` une
spirale logarithmique, autrement dit si τ = τ0ǫ + o(ǫ) : il est donc probable que tous les
re´sultats qui suivent restent valables sous cette hypothe`se plus faible.
Contenu de ce chapitre
Dans la section 3.1, nous reprenons la “the´orie des fonctions” de 1.1, mais du point de
vue de l’e´tude asymptotique lorsque q → 1. Dans la section 3.2, nous e´tudions le comporte-
ment asymptotique de solutions d’une famille d’e´quations aux q-diffe´rences a` conditions
initiales (valeur en 0) fixe´es. Cette e´tude est essentiellement inde´pendante de celle de 3.1.
Dans la section 3.3, nous de´duisons de 3.1 le comportement de la partie log-car (sous la
forme LC aussi bien que sous la forme eq,A). La synthe`se a lieu en 3.4, ou` nous explicitons
le comportement des solutions canoniques.
Une partie des re´sultats de 3.1 ne sert pas a` la the´orie ge´ne´rale mais seulement a` l’e´tude
d’exemples a` la fin du chapitre 4.
De´crivons maintenant la strate´gie mise en oeuvre pour traiter le proble`me. Nous par-
tons d’une e´quation diffe´rentielle line´aire fuchsienne donne´e sous la forme d’un syste`me
d’ordre 1 :
δX˜ = B˜X˜ (δ :=
d
dz
)
on va montrer comment la matrice de connexion d’une famille (parame´tre´e par q) d’e´quations
aux q-diffe´rences fuchsiennes donne, lorsque q tend vers 1 le long d’une spirale, la descrip-
tion comple`te de la monodromie dans une base explicite.
Pour que les solutions X d’une e´quation
σqX = AX
(comme au 3.1, les de´pendances en q ne sont pas ne´cessairement explicites dans les nota-
tions) tendent vers X˜ , on re´e´crit ce syste`me sous la forme
δqX = BX (δq :=
σq − Id
q − 1 )
ou` B = A−Inq−1 et ou` l’on suppose que B → B˜ en un sens convenable. Cette heuristique
est justifie´e par les exemples e´tudie´s par voie directe (cf 4.4), en particulier le cas de la
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se´rie hyperge´ome´trique basique. Nous privile´gions donc, parmi les q-analogies classiques,
la mise en relation δ ↔ σq−Idq−1 . En fait, on a un peu l’ide´e que δq → δ.
La me´thode consiste alors a` e´crire un syste`me fondamental sous la forme obtenue au
1.2.4 :
X = Q0HLC
puis a` controler se´pare´ment les diffe´rentes composantes :
1. Q0 est la matrice de passage a` la re´duite de Jordan pour A(0), donc e´galement
pour B(0) ; elle devra tendre vers son analogue Q˜0 pour B˜(0). On voudra donc une
de´formation a` structure de Jordan fixe´e. Ceci sera pre´cise´ plus loin.
2. H a e´te´ caracte´rise´e comme solution d’une e´quation aux q-diffe´rences matricielle,
avec condition initialeH(0) = In. Elle sera conside´re´e comme solution d’une e´quation
aux q-diffe´rences vectorielle d’ordre n2 avec condition initiale fixe (inde´pendante de
q). La conclusion dans ce cas, qui est a` la fois un cas particulier et une e´tape vers le
cas ge´ne´ral, est l’objet de la section 3.2
3. La convergence de la partie log-car LC sera traite´e au 3.3 a` l’aide des re´sultats de
3.1.3 et 3.1.4. Cependant, ces derniers, ainsi que l’exemple, traite´ au chapitre 4, de la
de´formation de log(1−z), ont montre´ la ne´cessite´ de renormaliser lq et nous devrons
modifier en conse´quence la de´finition de nos solutions canoniques.
On pourra alors montrer, au 3.4, que le de´vissage de la re´solution de l’e´quation aux
q-diffe´rences et celui de l’e´quation diffe´rentielle se correspondent, de sorte que notre solu-
tion canonique tend vers la solution canonique de l’e´quation diffe´rentielle obtenue par la
me´thode de Frobenius1.
On traitera e´galement le cas des solutions baˆties a` l’aide des matrices eq,A, qui s’ave`rera
un peu plus simple. Par exemple, il ne sera pas ne´cessaire de renormaliser ces solutions.
Tout ceci concerne les solutions locales en 0. L’analogue a` l’infini et l’e´tude globale,
c’est a` dire celle de la matrice de connexion, feront l’objet du chapitre 4.
3.1.1 Lemmes pre´liminaires utiles
Lemme 1
Soit z0 ∈ Ω0. Il existe alors ρ, δ > 0 tels que :
∀z ∈
◦
D(z0, ρ) ⊂ Ω0 : inf
α>0
|1− q−α0 z| ≥ δ
1A ceci pre`s qu’on y remplacera les log z et zµ usuels par log(−z) et (−z)µ
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Preuve
Nions la conclusion du lemme : pour tout n ∈ N∗, posant ρn = δn = 1n , il existe
zn ∈
◦
D(z0, ρn) et αn > 0 tels que |1 − q−αn0 zn| < δn. Alors zn →n→∞ z0 et znq
−αn
0 →n→∞ 1,
de sorte que qαn0 →n→∞ z0. Celui-ci appartient donc a` la spirale q
R+
0 , puisque celle-ci est
ferme´e : contradiction. ✷
Lemme 2
(i) Soit a ∈ C tel que Re(a) > 0. Alors
1 ≤ |e
a − 1|
|ea| − 1 ≤
|a|
Re(a)
(ii) Si λ > 0 :
1 ≤ |q
λ
0 − 1|
|qλ0 | − 1
≤ |τ0|
Im(τ0)
Preuve
La minoration dans (i) de´coule de l’ine´galite´ du triangle et du fait que |ea| = eRe(a) > 1.
La majoration vient du calcul suivant :
|ea − 1| ≤
∫ 1
0
| d
ds
(esa)|ds =
∫ 1
0
|a|esRe(a)ds
L’appliquant maintenant avec a = −2ıπτ0λ, on tire (ii). ✷
Notons que (ii) s’appliquera a` q = qǫ0 et aux q
m , m ∈ N :
Corollaire
Si m ∈ N :
Im(τ0)
|τ0| ≤
∣∣∣∣qm − 1q − 1
∣∣∣∣÷ |q|m − 1|q| − 1 ≤ 1∣∣∣∣qm − 1q − 1
∣∣∣∣ ≥ mIm(τ0)|τ0|
Preuve
La minoration dans (i) de´coule du lemme 1 applique´ a` q et a` qm :
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1 ≤ |q−1||q|−1 ≤ |τ0|Im(τ0)
1 ≤ |qm−1||qm|−1 ≤ |τ0|Im(τ0)
}
⇒ Im(τ0)|τ0| ≤
∣∣∣∣qm − 1q − 1
∣∣∣∣÷ |q|m − 1|q| − 1
La majoration vient de l’ine´galite´ du triangle applique´e a`
∑m−1
j=0 q
j . L’ine´galite´ (ii)
de´coule de la premie`re minoration et du fait que
∑m−1
j=0 |qj | ≥ m. ✷
3.1.2 Comportement de Θq(q
αz)
Posons z = e2ıπx et, comme d’habitude, q = e−2ıπτ (Im(τ) > 0). Alors
Θq(z) =
∑
m∈Z
(−1)mq−m
2−m
2 zm =
∑
m∈Z
eıπτm
2+2ıπm(x+ 1
2
− τ
2
)
C’est donc θ(x+ 1−τ2 , τ), ou` θ est la fonction introduite par Mumford dans [19]. Nous
noterons ici plutoˆt Θ˜(τ, x) = Θq(e
2iπx).
Proposition
Θ˜ ve´rifie l’e´quation fonctionnelle :
Θ˜(τ, x) =
√
i/τ
e(iπ/τ)(x−
τ+1
2
)2
Θ˜(−1/τ,−x/τ)
Comme Re(ı/τ) > 0, on a ici affaire a` la de´termination principale de la racine carre´e
sur C−R− (telle que 1 7→ 1).
Preuve
C’est un cas tre`s particulier de l’e´quation fonctionnelle d’automorphie donne´e dans
[19] (p. 32), mais nous en donnerons une preuve plus directe. Nous nous rame`nerons au
cas re´el, qui se traite avec la formule sommatoire de Poisson (voir [18], p. 269 et [29], p.
475).
La convergence normale sur tout compact montre que Θ˜ est analytique en chacune des
variables x ∈ C et τ ∈ H (demi-plan de Poincare´, de´fini par Im(τ) > 0). Il suffit donc
d’e´tablir la formule ci-dessus pour τ = ı/λ avec λ > 0 et elle s’e´tendra alors par le principe
du prolongement analytique. En y remplac¸ant x par x+ ı/λ+12 , on est ramene´ a` prouver :
∀λ > 0 , Θ˜( ı
λ
, x+
ı/λ+ 1
2
) =
√
λ
eπλx2
Θ˜(ıλ, ıλx+
ıλ− 1
2
)
soit encore, apre`s substitution dans les se´ries concerne´es :
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∑
m∈Z
e−
πm2
λ
+2ıπm(x+1) =
√
λ
∑
m∈Z
e−πλ(x+m)
2
Pour cela, on emploiera la formule sommatoire de Poisson. On introduit la fonction
φλ(x) = e
−πλx2
dont la transforme´e de Fourier est
φˆλ(x) =
1√
λ
e−πx
2/λ
Toutes deux sont dans la classe de Schwarz, c’est a` dire des fonctions a` de´croissance
rapide sur R ainsi que toutes leurs de´rive´es, et, quelque soit x :
∑
m∈Z
φˆλ(m)e
2ıπmx =
∑
m∈Z
φλ(x+m)
soit encore :
∑
m∈Z
1√
λ
e−π
m2
λ
+2ıπmx =
∑
m∈Z
e−πλ(x+m)
2
Le membre de droite de cette e´galite´ est 1-pe´riodique. C’est, aux notations pre`s, la
formule souhaite´e : celle-ci est donc e´tablie pour x re´el, donc pour x quelconque par une
nouvelle application du principe du prolongement analytique. ✷
Il y a e´galement des preuves “e´le´mentaires” de cette e´quation fonctionnelle, du type
comparaison se´rie-inte´grale (voir par exemple [31], [15]).
On cherchera, avec cette e´quation fonctionnelle, a` e´tudier le comportement de Θ˜ lorsque
τ → 0 a` travers son comportement lorsque τ →∞ (pre´cise´ment : ∞× −1τ0 ). Nous voulons
un e´quivalent de Θq(q
αz) = Θ˜(τ, x − τα) lorsque ǫ = τ/τ0 → 0+, x et α e´tant fixe´s dans
C. L’e´quation fonctionnelle se re´e´crit
Θ˜(τ, x− τα) =
√
ı/τ
e(ıπ/τ)(x−τα−
τ+1
2
)2
Θ˜(−1/τ,−x/τ + α)
Le “facteur d’automorphie” vaut
√
ı/τ e−(ıπ/τ)(x−1/2)
2
e2ıπ(α+1/2)(x−1/2)(1 +O(τ))
avec un O(τ) uniforme en x ∈ C. Le facteur theˆta du membre de droite est une somme
indexe´e par m ∈ Z de termes de la forme
e2ıπm(α+
1
2
) × e− ıπτ (m2+2m(x− 12 ))
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Ecrivons τ0 = τ1 + ıτ2 (donc τ2 > 0), et x = u + ıv : x et u ne sont de´termine´s qu’a`
un entier pre`s, puisque c’est la condition e2ıπx = z qui les sp´ecifie. Il est donc loisible de
supposer que u− v τ1τ2 appartient a` [0; 1[, ce que nous ferons. On a :
Re(− ıπ
τ
(m2 + 2m(x− 1
2
))) = −πIm(τ0)
ǫ|τ0|2 (m
2 + 2m(u− 1
2
− v τ1
τ2
))
1. Cas ge´ne´ral : u− v τ1τ2 ∈]0; 1[.
Alors, quelque soit m ∈ Z − {0}, (m2 + 2m(u − 12 − v τ1τ2 )) > 0, et tous les termes
correspondants de la se´rie theˆta tendent vers 0, le terme restant (m = 0) e´tant
constant e´gal a` 1. Par vertu de convergence normale, le facteur theˆta lui-meˆme tend
vers 1 dans ce cas : lim
ǫ→0+
Θ˜(−1/τ,−x/τ + α) = 1.
2. Cas de´ge´ne´re´ : u− v τ1τ2 = 0.
Dans ce cas, outre le terme constant 1 correspondant a` m = 0, le terme d’indice
m = 1 : e2ıπ(α+
1
2
) × e− 2ıπvǫIm(τ0) oscille (sauf dans le cas particulier ou` x = 0 , z = 1 :
sa limite est alors 1− e2ıπα).
On voit que la convergence de Θ˜(−1/τ,−x/τ +α) vers 1 est exponentiellement rapide
sur tout compact de Ω, autrement dit, le terme d’erreur est domine´ par e−C/ǫ pour une
certaine constante positive C.
Pour comprendre la formule, et les deux cas conside´re´s, on introduit la de´termination
principale de log(−z) sur l’ouvert simplement connexe Ω = S− qR0 = C∗− qR0 qui satisfait
−1 7→ 0. Le “cas ge´ne´ral” ci-dessus est celui ou` x 6∈ τ0R (mod Z), c’est a` dire z ∈ Ω et
le choix de x est alors tel que 2ıπ(x − 1/2) = log(−z). Du point de vue nume´rique, Θq
a un comportement “chaotique” le long de la barrie`re des poˆles (dans le plan des x : le
re´seau Z+Zτ), lorsque celle-ci se condense en une coupure spirale (dans le plan des x : le
sous-groupe ferme´ non discret Z+Rτ0).
De la discussion ci-dessus, on de´duit le
The´ore`me
(i) Pour z ∈ Ω et α ∈ C, on a, lorsque ǫ→ 0+ :
Θq(q
αz) ∼
√
ı
τ
e−(ıπ/τ)(x−1/2)
2+2ıπ(α+1/2)(x−1/2)
(ii) Si de plus β ∈ C :
lim
ǫ→0+
Θq(q
αz)
Θq(qβz)
= (−z)α−β
✷
Cette dernie`re notation de´signe bien sur e(α−β) log(−z).
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3.1.3 Application aux caracte`res
On conside`rera seulement la famille “standard” des eq,c =
Θq
Θq,c
(cf. 1.2), mais il y a des
formules analogues pour des caracte`res de la forme
∏
Θriq,ci (qui en sont bien, du moment
que
∑
ri = 0).
Lemme
Soit γ ∈ C. Si l’on note c(q) = qγ, on a, sur Ω : lim
ǫ→0+
eq,c(q)(z) = (−z)γ (de´termination
principale, telle que −1 7→ 1).
Cela de´coule imme´diatement du the´ore`me. On peut toutefois y ajouter une interpre´tation
ge´ome´trique.
Le lieu polaire de eq,c(q) est la spirale discre`te c(q)q
Z, c’est a` dire l’image par x 7→ e2ıπx
du re´seau translate´ (Z+Zτ) + γǫ. Lorsque ǫ→ 0+, celui-ci se condense en le sous-groupe
ferme´ Z +Rτ0 de C, dont l’image dans C
∗ est la spirale logarithmique continue qR0 : la
barrie`re de poˆles (discre`te) se condense en une coupure.
En ajoutant a` ce lemme la discussion du 3.1.7 sur le comportement au premier ordre,
il vient alors :
Proposition
On suppose donne´s des exposants c(q) de´pendant de q. Si lim
ǫ→0+
(c(q)− 1)/(q − 1) = γ,
on a, sur Ω, l’e´galite´ : lim
ǫ→0+
eq,c(q)(z) = (−z)γ ✷
L’interpre´tation ge´ome´trique est ici la meˆme, le re´seau translate´ (Z+ Zτ) + γǫ e´tant
simplement remplace´ par (Z + Zτ) + γ(q)ǫ qui se condense e´galement en le sous-groupe
ferme´ Z+Rτ0 (ici, c(q) = q
γ(q) et γ(q)→ γ).
3.1.4 Logarithmes
On a introduit au chapitre 1 la fonction lq(z) = z
Θ′q(z)
Θq(z)
, qui nous tient lieu d’analogue
du logarithme. On ve´rifie ici qu’elle en est en effet (a` une constante multiplicative pre`s)
une de´formation.
Proposition
On a, sur Ω, l’e´galite´ : lim
ǫ→0+
(q− 1)lq(z) = log(−z) (de´termination principale, telle que
−1 7→ 0).
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Preuve
Avec toujours les meˆmes notations concernant q, τ , z et x, on introduit L˜τ (x) = lq(z).
La de´rivation logarithmique de Θ˜(τ, x) par rapport a` x donne :
L˜τ (x) =
1
2ıπ
Θ˜′x(τ, x)
Θ˜(τ, x)
On va encore avoir recours a` une e´quation fonctionnelle. On de´rive logarithmiquement
celle obtenue au 3.1.2. On obtient alors :
−τL˜τ (x) = x− τ + 1
2
+ L˜−1/τ (−x/τ)
Lorsque ǫ→ 0+, q − 1 ∼ −2ıπτ et (q − 1)lq(z) est e´quivalent a`
−2ıπτL˜τ (x) = 2ıπ(x− τ + 1
2
) + 2ıπL˜−1/τ (−x/τ)
On choisit x ∈]0; 1[+Rτ0, ce qui est loisible puisque z ∈ Ω et que x n’est de´termine´
qu’a` un entier pre`s. Le terme 2ıπ(x− τ+12 ) tend vers 2ıπ(x− 12), qui vaut log(−z) dans la
de´termination choisie. Reste a` voir que, pour ce choix de x, L˜−1/τ (−x/τ) →
ǫ→0+
0.
L’expression de lq comme somme infinie au 1.1.3 (de´duite en de´rivant logarithmique-
ment la formule du triple produit de Jacobi) montre que
L˜−1/τ (−x/τ) =
∑
r≥1
e2ıπ
x−r
τ
1− e2ıπ x−rτ
−
∑
r≥0
e2ıπ
−x−r
τ
1− e2ıπ−x−rτ
Les termes x−rτ (r ≥ 1) et −x−rτ (r ≥ 0) sont tous de la forme aτ+ un re´el, ou` a < 0 ;
les exponentielles correspondantes ont donc toutes pour limite 0. La convergence e´tant
normale sur tout compact de Ω, on obtient bien la limite voulue. ✷
Cette proposition (ainsi que les corollaires 4 et 5 des deux lemmes de 3.1.7) entraine en
particulier qu’il faudra “renormaliser” les parties log-car des solutions canoniques, en les
exprimant en fonction de (q−1)lq plutoˆt que de lq lui-meˆme, si l’on veut un comportement
re´gulier lorsque q → 1 (ceci ne sera d’ailleurs pas ne´cessaire avec les solutions du cas non
re´sonnant baˆties a` l’aide des matrices eq,A).
3.1.5 Comportement de Θ+q (q
αz)/Θ+q (z)
On en aura besoin en 4.4 pour de´former (1 − z/z0)α. Pour l’obtenir, on proce`dera
comme suit :
– Cas ou` |z| < 1 : estimation individuelle des coefficients, puis invocation de la con-
vergence normale.
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– Cas ou` |z| > 1 : exploitation du lien entre Θ+q (z)Θ+q (1/z) et Θq(z).
– Cas ou` |z| = 1 : majoration directe de l’e´cart a` un w tel que |w| 6= 1.
On trouve dans [14] (page 9), sans preuve et sans re´fe´rence, la re´ponse lorsque q est a`
valeurs re´elles, mais cela ne nous suffit pas.
On notera (dans cette section seulement) : fq,α(z) =
Θ+q (q
αz)
Θ+q (z)
. C’est une fonction holo-
morphe sur C − qN, admettant en ge´ne´ral des poˆles simples en les qn , n ∈ N. Le cas
spe´cial est celui ou` α ∈ Z : les e´liminations font alors de cette fonction une fraction ra-
tionnelle de degre´ fixe (inde´pendant de q) ; les re´sultats qui suivent sont triviaux dans ce
cas.
The´ore`me
lim
ǫ→0+
fq,α(z) = (1− z)α, cette dernie`re fonction e´tant la de´termination principale, telle
que 0 7→ 1, sur l’ouvert simplement connexe Ω0.
Preuve
La de´finition de Θ+q (z) donne le de´veloppement en produit infini :
fq,α(z) =
∏
r≥0
1− qα−rz
1− q−rz
On voit qu’il admet un de´veloppement en se´rie entie`re de rayon de convergence 1 (mod-
ule de la plus proche singularite´), disons
∑
m≥0 amz
m.
De l’e´quation fonctionnelle
σqfq,α =
1− qα+1z
1− qz fq,α
on de´duit les relations de re´currence :
a0 = 1 et am = am−1
qm − qα+1
qm − 1 (m ≥ 1)
On en tire donc la valeur exacte de am et sa limite lorsque q → 1 :
am =
m∏
j=1
qj − qα+1
qj − 1
lim
ǫ→0+
am =
m∏
j=1
j − (α+ 1)
j
= (−1)m
(
α
m
)
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Ceci montre de´ja` que fq,α → (1 − z)α coefficient par coefficient, donc terme a` terme
(pour un z donne´). On va montrer que cette convergence est domine´e sur tout compact
de
◦
D(0, 1), mettons sur D(0, ρ) ou` ρ < 1. Pour cela, on majore les coefficients :∣∣∣∣ amam−1
∣∣∣∣ =
∣∣∣∣1− qα+1 − 1qm − 1
∣∣∣∣ ≤ 1 +
∣∣∣∣qα+1 − 1qm − 1
∣∣∣∣ = 1 +
∣∣∣∣qα+1 − 1q − 1
∣∣∣∣÷
∣∣∣∣qm − 1q − 1
∣∣∣∣
Pour q voisin de 1, | qα+1−1q−1 | est uniforme´ment majore´ ; d’autre part, le corollaire du
lemme 2 de 3.1.1 dit que | qm−1q−1 | ≥ m Im(τ0)|τ0| et donc que | amam−1 | ≤ 1 + Cm , ou` C ne de´pend
ni de q ni de m. Alors, |am| ≤ bm :=
∏
1≤j≤m(1 +
C
j ) et fq,α est domine´e par
∑
bmz
m,
dont le rayon de convergence est 1. Ceci ache`ve le cas ou` |z| < 1.
Pour passer au cas ou` |z| > 1, on introduit
fq,α(z)fq,−α(z
−1) =
Θ+q (q
αz)
Θ+q (z)
Θ+q (q
−αz−1)
Θ+q (z−1)
=
1− qαz−1
1− z−1
Θq(q
αz)
Θq(z)
Rappelons en effet que, d’apre`s la formule du triple produit de Jacobi (donne´e au 1.1.1),
Θ+q (z)Θ
+
q (z
−1) =
1− z−1
(p; p)∞
Θq(z)
Utilisant 4.1.2 et le cas |z| < 1, on trouve que, pour z ∈ Ω0 et |z| > 1 :
lim
ǫ→0+
fq,α(z) =
(−z)α
(1− z−1)−α
et il n’est pas tre`s difficile de ve´rifier que ceci vaut bien (1− z)α, achevant la preuve dans
le second cas.
Soit maintenant z de module 1 ; la condition z ∈ Ω signifie que z 6= 1. On fixe, selon le
lemme 1 de 4.1.1, des re´els ρ, δ > 0 tels que
∀w ∈
◦
D(z, ρ) , ∀λ ≥ 0 :
∣∣∣∣1− wqλ0
∣∣∣∣ ≥ δ et
∣∣∣∣1− qαwqλ0
∣∣∣∣ ≥ δ
Il suffit pour cela de restreindre q a` un voisinage de 1 de´fini par ǫ ≤ ǫ0, puis de remplacer
le ρ donne´ par le lemme par ρ− sup
ǫ≤ǫ0
|qα− 1| (ǫ0 > 0 e´tant fixe´ tel que l’on obtienne ρ > 0).
Notons temporairement, pour r ∈ N,
Pr(w) =
1− qα−rw
1− q−rw de sorte que P
′
r(w) =
(1− qα)q−r
(1− q−rw)2
Tous les Pr et P
′
r sont donc de´finis et non nuls sur
◦
D(z, ρ). De plus, on peut majorer
la de´rive´e :
|P ′r(w)| ≤ |1− qα||q|−r
1
δ2
66
et appliquer l’ine´galite´ des accroissements finis :
|Pr(w) − Pr(z)| ≤ |1− qα||q|−r ρ
δ2
Par ailleurs,
|Pr(z)| =
∣∣∣∣1 + q−rz(1 − qα)1− q−rz
∣∣∣∣ ≥ 1− |q|−r|z||1 − qα|δ
On suppose maintenant q assez voisin de 1 pour que |z||1−q
α|
δ2
≤ 12 , d’ou` les majorations :∣∣∣∣log fq,α(w)fq,α(z)
∣∣∣∣ ≤
∞∑
r=0
∣∣∣∣log Pr(w)Pr(z)
∣∣∣∣ ≤
∞∑
r=0
∣∣∣∣Pr(w)Pr(z) − 1
∣∣∣∣ ≤
∞∑
r=0
2ρ
δ2
|1− qα||q|−r
Cette dernie`re somme est un O(ρ) uniforme vis a` vis de q puisque le facteur vaut
2
δ2
|q||1−qα|
|q|−1 qui est borne´. On peut alors prendre ρ petit et w ∈
◦
D(z, ρ) de module 6= 1,
donc tel que fq,α(w)→ (1−w)α : ceci permet aussi de conclure pour z et ache`ve la preuve
du the´ore`me dans le dernier cas. ✷
3.1.6 La fonction l+q (z) = z(Θ
+
q )
′(z)/Θ+q (z)
Elle a e´te´ introduite au 1.1.3. On s’en servira au 4.4 pour de´former log(1− z).
The´ore`me
Pour z ∈ Ω0, lim
ǫ→0+
(q− 1)l+q (z) = log(1− z) (de´termination principale sur Ω0, telle que
0 7→ 0).
Preuve
La strate´gie est la meˆme qu’a` la section pre´ce´dente. Supposons donc pour commencer
que |z| < 1, plus pre´cise´ment que z ∈ D(0, ρ), ρ < 1 fixe´. Alors
l+q (z) =
∞∑
r=0
−q−rz
1− q−rz = −
∑
r≥0
∑
m≥1
(q−rz)m = −
∑
m≥1
(
∑
r≥0
q−mr)zm = −
∑
m≥1
qm
qm − 1z
m
En effet, la famille double des q−mrzm est domine´e par celle des |q|−mrρm, laquelle est
sommable, ce qui justifie les commutations.
Comme q
m
qm−1z
m = zm + 1qm−1z
m, on a l’expression plus agre´able :
l+q (z) = −
z
1− z −
∑
m≥1
1
qm − 1z
m
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Ainsi, nous sommes conduits a` e´tudier la se´rie entie`re :
∑
m≥1
q − 1
qm − 1z
m = −(q − 1)l+q (z)− (q − 1)
z
1 − z
Ses coefficients tendent bien vers les coefficients 1m de − log(1 − z). Reste a` voir que la
convergence est domine´e sur D(0, ρ). Mais :∣∣∣∣ q − 1qm − 1
∣∣∣∣ ≤ |τ0|Im(τ0)
1
m
d’apre`s le corollaire du lemme 2 de 4.1.1. Comme la se´rie
∑
m≥1
ρm
m converge, ce premier
cas est re´gle´.
Le cas |z| > 1 vient alors facilement de la formule :
l+q (z)− l+q (z−1) = lq(z)−
1
1− z
et du comportement de (q − 1)lq, e´tudie´ en 4.1.4 : il n’est en effet pas tre`s difficile de
ve´rifier que
log(1− z)− log(1− z−1) = log(−z)
Reste le cas de z de module 1 (mais diffe´rent de 1). Soient ρ , δ > 0 tels que
∀w ∈
◦
D(z, ρ) , ∀λ ≥ 0 :
∣∣∣∣1− wqλ0
∣∣∣∣ ≥ δ
Leur existence est assure´e par le lemme 1 de 4.1.1. La convergence uniforme d’une se´rie
de fonctions holomorphes autorisant la de´rivation terme a` terme, on peut majorer, pour
w ∈
◦
D(z, ρ) :
|(l+q )′(w)| ≤
∑
r≥0
∣∣∣∣ q−r(1− q−rw)2
∣∣∣∣ ≤ 1δ2 |q||q| − 1
Par application de l’ine´galite´ des accroissements finis :
|(q − 1)l+q (w)− (q − 1)l+q (z)| ≤
ρ|q|
δ2
|q − 1|
|q| − 1
Ce dernier majorant est un O(ρ) uniforme en q. On choisit donc w proche de z et de module
6= 1, et l’utilisation du meˆme argument qu’a` la section pre´ce´dente permet d’achever la
de´monstration. ✷
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3.1.7 Le comportement ne de´pend que du premier ordre
Les re´sultats de 3.1.2 et de 3.1.5 supposent que la variable est de la forme qαz, c’est
a` dire varie exactement le long d’une spirale logarithmique avec q. On va ici montrer
que cette condition peut eˆtre assouplie, ce qui sera commode (et meˆme indispensable)
pour de´former des solutions d’e´quations diffe´rentielles (line´aires, a` coefficients rationnels
et fuchsiennes) arbitrairement prescrites. J’ai de´ja` conjecture´ au de´but de ce chapitre que
la variation de q elle-meˆme devait pouvoir eˆtre assouplie de fac¸on analogue.
Comme dans tout ce chapitre, on n’indique pas toujours explicitement dans les nota-
tions les de´pendances en ǫ. En particulier, on va conside´rer des complexes c, z, z1 et z2
qui de´pendent de q, donc de ǫ (alors que z0 et α seront fixe´s).
Lemme 1
On suppose que z1 et z2 tendent vers z0 ∈ Ω0. On suppose de plus que z2/z1 = 1+o(ǫ).
Alors
lim
ǫ→0+
Θ+q (z2)
Θ+q (z1)
= 1
Lemme 2
(i) Sous les meˆmes hypothe`ses,
lim
ǫ→0+
(l+q (z2)− l+q (z1)) = 0
(ii) Si l’on suppose seulement que z2/z1 = 1 +O(ǫ),
lim
ǫ→0+
((q − 1)l+q (z2)− (q − 1)l+q (z1)) = 0
Avant de prouver ces deux lemmes, notons tout de suite leurs conse´quences qui nous
seront utiles pour e´tendre la porte´e des estimations pre´ce´dentes :
Corollaire 1
Soit z0 ∈ Ω. Si, pour j = 1 , 2, zj = z0(1− 2ıπτ0αjǫ+ o(ǫ)), alors
lim
ǫ→0+
Θq(z2)
Θq(z1)
= (−z0)α2−α1
L’hypothe`se dit que
zj/z0−1
q−1 → αj.
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Corollaire 2
Soit z0 ∈ Ω. Si c = 1− 2ıπτ0γǫ+ o(ǫ) et si z = z0 + o(ǫ), alors
lim
ǫ→0+
eq,c(z) = (−z0)γ
L’hypothe`se dit que c−1q−1 = γ. Ce corollaire justifie (enfin !) la proposition de 3.1.3.
Corollaire 3
Soit z0 ∈ Ω0. Si, pour j = 1 , 2, zj = z0(1− 2ıπτ0αjǫ+ o(ǫ)), alors
lim
ǫ→0+
Θ+q (z2)/Θ
+
q (z1) = (1− z0)α2−α1
Corollaire 4
Soit z0 ∈ Ω. Si z = z0 + o(ǫ), alors
lim
ǫ→0+
(q − 1)lq(z) = log(−z0)
L’hypothe`se dit que z/z0−1q−1 → 0.
Corollaire 5
Soit z0 ∈ Ω0. Si z = z0 + o(ǫ), alors
lim
ǫ→0+
(q − 1)l+q (z) = log(1− z0)
Preuve du lemme 1
Soit uq = z1 − z2 : c’est un o(ǫ). On part de l’e´galite´ :
Θ+q (z2)
Θ+q (z1)
=
∏
r≥0
(1 +
q−ruq
1− q−rz1 )
Il existe un disque
◦
D(z0, ρ) sur lequel, quel que soit λ ≥ 0, |1− zqλ0 | ≥ δ > 0. Pour q proche
de 1, z1 et z2 sont dans le disque et∣∣∣∣∣log Θ
+
q (z2)
Θ+q (z1)
∣∣∣∣∣ ≤
∑
r≥0
∣∣∣∣ q−ruq1− q−rz1
∣∣∣∣ ≤ |uq|δ |q||q| − 1
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et ce dernier majorant est un O(
uq
q−1) uniforme´ment en q.
Comme uq = o(ǫ) et q − 1 ∼ −2ıπτ0ǫ, cette estimation est suffisante. ✷
Preuve du lemme 2
Avec les meˆmes hypothe`ses que ci-dessus, on part de l’ine´galite´ :
|l+q (z2)− l+q (z1)| ≤
∑
r≥0
∣∣∣∣ q−ruq(1− q−rz1)(1 − q−rz2)
∣∣∣∣ ≤ |q|δ2 |q − 1||q| − 1 |uq||q − 1
On trouve donc encore une fois que |l+q (z2) − l+q (z1)| = O( uqq−1) uniforme´ment en q.
Nous pouvons donc conclure pour les deux cas cite´s dans le lemme. ✷
3.2 Comportement a` valeur initiale fixe
Selon les conventions de´taille´es au 3.1,, q = qǫ0 tend vers 1 le long d’une spirale. Les
de´pendances en q ne seront pas ne´cessairement explicites dans les notations.
On conside`re l’e´quation aux q-diffe´rences a` coefficients rationnels fuchsienne en 0, “avec
conditions initiales” : {
σqX = AX
X(0) = X0
L’e´quation est vue “en famille”, c’est a` dire que A de´pend de q (et donc de ǫ). La
condition initiale est, dans cette section, fixe, c’est a` dire que X0 ne de´pend pas de q. De
plus :
– A satisfait les hypothe`ses ge´ne´rales qui font que l’e´quation est fuchsienne ; en partic-
ulier, A0 = A(0) ∈ GLn(C). Ces hypothe`ses seront renforce´es selon les besoins au fur
et a` mesure de l’e´tude. On veut faire confluer ce syste`me vers le syste`me diffe´rentiel
a` coefficients rationnels avec conditions initiales{
δX˜ = AX˜
X˜(0) = X0
L’analogie choisie e´tant (σq − Id)/(q − 1) ↔ δ = zd/dz, nous supposerons que
la matrice B = (A − In)/(q − 1) tend, lorsque ǫ → 0+, vers la matrice rationnelle
B˜ ∈Mn(k). On e´crira e´galement A = In+ηB , η = q−1. La condition de rationnalite´
de B˜ peut eˆtre affaiblie (dans ce chapitre) en B˜ ∈ Mn(k0), mais les hypothe`ses sur
les poˆles seraient nettement plus complique´es a` formuler. Notons d’ailleurs que nous
e´tudierons au chapitre 4.4 un tel exemple, avec une singularite´ essentielle a` l’infini :
nos me´thodes s’appliqueront encore, ce qui montre que les e´quations aux q-diffe´rences
que nous appelons fuchsiennes ne sont peut-eˆtre pas si fuchsiennes que c¸a.
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– X0 est un vecteur fixe´ non nul de C
n tel que, quelque soit q, A0X0 = X0. On suppose
de plus qu’il n’y a pas de re´sonnance : aucun qm , m ∈ N∗ n’est valeur propre de
A0. Cela sera conse´quence d’une autre hypothe`se sur B˜ a` partir du 3.2.1.
Les algorithmes du chapitre 1 attribuent au syste`me aux q-diffe´rences avec condition
initiale ci-dessus une unique solution X. La the´orie classique des e´quations diffe´rentielles
montre l’existence d’une unique solution du syste`me diffe´rentiel avec conditions initiales.
Pour prouver la convergence deX vers X˜ (qui est en fait une confluence), nous proce`derons
en deux e´tapes :
– Etude locale : il s’agit de reprendre la re´solution formelle et la preuve de con-
vergence “en famille”, et, en paralle`le, l’algorithme correspondant pour l’e´quation
diffe´rentielle. Il faudra donc e´galement une hypothe`se de non-re´sonnance pour celle-
ci : a` partir du 3.2.1, nous supposons donc que l’e´quation diffe´rentielle δX˜ = B˜X˜
est fuchsienne sur S et non re´sonnante en 0, autrement dit Sp(B˜(0)) ∩N∗ = ∅. On
verra que cette condition entraine que, pour ǫ assez petit, A est non re´sonnante en
0, autrement dit : Sp(A(0)) ∩ qN∗ = ∅.
– Etude globale : on sort d’un voisinage de 0 (dans lequel la convergence a e´te´ e´tablie)
le long de demi-spirales qR
+
0 z0. Ceci nous rame`ne a` un proble`me de variable re´elle
(on pose z = z0q
t
0) et e´quivaut a` l’emploi de la me´thode d’Euler pour approcher les
solutions d’une e´quation diffe´rentielle.
Pour que l’ouvert ou` cela marche, et donc le re´sultat, soit non trivial, il faudra en
outre introduire une hypothe`se sur les poˆles. Notons z˜1, ..., z˜r les poˆles de B˜ sur S. Ce sont
donc en fait des e´le´ments de C∗ (l’e´quation diffe´rentielle e´tant fuchsienne). L’hypothe`se
ne´cessaire est que “les poˆles de A (et donc ceux de B) tendent vers ceux de B˜”, c’est a`
dire que, quelque soit z 6∈ {z˜1, ..., z˜r}, A soit de´finie en z pour ǫ assez petit.
Notons alors
Ω˜0 = C−
⋃
1≤j≤r
z˜jq
R
+
0 = S−
⋃
1≤j≤r
z˜jq
R+
0
C’est donc un ouvert simplement connexe de S. Si Ωq,0 est l’ouvert analogue pour les poˆles
de A, on voit que Ω˜0 est inclus dans la “limite”
⋃
α>0
⋂
ǫ∈]0;α[
Ωq,0. Ceci permettra de donner
un sens a` l’affirmation : “B converge vers B˜ sur Ω˜0” et a` des conditions de convergence
uniforme.
Figure 2
r0 r∞
r˜z2
r˜z1
r˜z3
Ω˜0
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3.2.1 Etude locale
Outre les hypothe`ses pre´ce´dentes, on suppose que B˜ est holomorphe en 0, ainsi que B
pour ǫ assez petit : {
B˜ = B˜0 + B˜1z + ...
B = B0 +B1z + ...
(les Bm de´pendent donc de q), et que la convergence de B vers B˜ est normale dans un
disque ouvert non vide
◦
D(0, ρ) ⊂ Ω˜0 : il existe une se´rie entie`re b0 + b1z + ... de rayon de
convergence ρ > 0 telle que, pour ǫ assez petit2 :
∀m ∈ N : ||Bm|| ≤ bm
Proposition
X converge uniforme´ment vers X˜ sur un disque ouvert non vide
◦
D(0, r) ⊂ Ω˜0.
Pour le de´montrer, nous aurons besoin du
Lemme
Il existe une constante C telle que
(i) ∀m ≥ 1 , ||(mIn − B˜(0))−1|| ≤ C
(ii) Pour ǫ suffisamment petit, ∀m ≥ 1 , ||( qm−1q−1 In −B(0))−1|| ≤ C
Preuve du lemme
Pour m ≥ 1, (mIn − B˜(0))−1 existe (condition de non-re´sonnance) ; comme sa norme
tend vers 0 pour m→∞, la premie`re conclusion est assure´e.
On a vu au 3.1.1 (corollaire du lemme 2) que | qm−1q−1 | ≥ m Im(τ0)|τ0| . Pour ǫ petit, c’est
a` dire pour q proche de 1, on a donc une majoration uniforme de ||( qm−1q−1 In − B(0))−1||
valable pour m ≥ m0, m0 e´tant convenablement choisi (assez grand). Comme la limite de
qm−1
q−1 In−B(0) est mIn− B˜(0) et que l’on n’a besoin de conside´rer que le cas ou` m < m0,
la seconde conclusion est e´galement assure´e. ✷
Preuve de la proposition
2Dans tout ce chapitre, on notera || − || une norme quelconque sur Cn ainsi que la norme subordonne´e
sur Mn(C), par exemple ||M || = max
1≤j≤n
∑
1≤j≤n
|mi,j |
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La re´solution formelle des deux syste`mes se me`ne en paralle`le : leurs solutions respec-
tives sont X = X0 + zX1 + ... et X˜ = X˜0 + zX˜1 + ..., ou` X˜0 = X0 est une donne´e et ou`
les autres termes se calculent par re´currence :{
Xm = (q
mIn −A0)−1(A1Xm−1 + ...+AmX0)
X˜m = (mIn − B˜0)−1(B˜1X˜m−1 + ...+ B˜mX˜0)
Mais, compte tenu de ce que A0 = In + ηB0 et, pour m ≥ 1, Am = ηBm, la premie`re
relation se re´e´crit :
Xm =
qm − 1
q − 1 In −B0)
−1(B1Xm−1 + ...+BmX0)
La convergence uniforme sur un disque de la fonction analytique B vers la fonction
analytique B˜ entraine la convergence terme a` terme : ∀m ∈ N , B˜m → Bm. On en de´duit
par re´currence le fait que, quelque soit m, X˜m → Xm. Ceci est e´videmment valable sur Ω˜0.
On applique la me´thode des se´ries majorantes a` ces deux re´solutions formelles : on
introduit X (z) = x0+x1z+ ..., ou` x0 = ||X0|| = ||X˜0|| et ou` xm = C(b1xm−1+ ...+ bmx0)
(C est la constante fournie par le lemme ci-dessus).
La se´rie entie`re X (z) a un rayon de convergence ρ′ > 0 (voir la preuve du lemme 1 de
1.2.2). Prenant r = min(ρ, ρ′), on conclut que la convergence de X vers X˜ est domine´e sur
◦
D(0, r), plus pre´cise´ment : ∀m ∈ N , ||Xmzm|| ≤ bmrm, avec
∑
m≥0
bmr
m <∞. L’invocation
du the´ore`me de convergence domine´e ache`ve la de´monstration. ✷
Cette de´monstration contient implicitement la preuve de la non-re´sonnance du syste`me
au q-diffe´rences pour q proche de 1.
3.2.2 Etude globale
On va maintenant sortir du disque
◦
D(0, r) le long de segments de spirales de la forme
q
[a;b]
0 qui ne rencontrent pas les poˆles z˜i.
On suppose donc dore´navant que, pour tout tel segment de spirale inclus dans Ω˜0, A
est de´fini sur tout ce segment pour q assez voisin de 1. Cette hypothe`se sera subsume´e par
l’hypothe`se C que l’on introduira au 3.2.3 (convergence uniforme de B vers B˜ sur tout tel
segment).
Fixons un point z1 ∈ Ω˜0 en lequel on veut de´montrer que X → X˜ . Pour un certain
λ > 0, z0 = q
−λ
0 z1 ∈
◦
D(0, r). Si z1 ∈
◦
D(0, r), on peut meˆme prendre λ = 0, mais dans ce
cas il n’y a rien a` prouver !
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Puisque |z0| < r, on peut aussi fixer un certain α > 0, tel que |qα0 z0| < r, de sorte que
q
[−∞;α]
0 z0 est une partie compacte de
◦
D(0, r).
Notons d’autre part Σ le lieu polaire de A (et de B) et Ωq = C− qR0 Σ : c’est un ouvert
(non connexe en ge´ne´ral) contenu dans Ωq,0. D’apre`s les hypothe`ses sur les poˆles, pour q
assez proche de 1, z1 ∈ Ωq et l’on a meˆme en fait l’inclusion qR0 z1 = qR0 z0 ⊂ Ωq. On le
supposera de´sormais.
On passe aux variables re´elles en posant z = qt0z0 , t ∈ R et :

Yǫ(t) = X(q
t
0z0)
Y˜ (t) = X˜(qt0z0)
Cǫ(t) =
q−1
ǫ B(q
t
0z0)
C˜(t) = −2ıπτ0B˜(qt0z0)
Notre but est donc de de´montrer que Yǫ(λ)→ Y˜ (λ), c’est a` dire que X(z1)→ X˜(z1).
Les conditions pose´es et les conclusions de´ja` obtenues se re´e´crivent :

Yǫ(−∞) = Y˜ (−∞) = X0 (dont on ne se servira pas)
Yǫ(t+ ǫ) = (In + ǫCǫ(t))Yǫ(t) (l’e´quation fonctionnelle)
Y˜ ′(t) = C˜(t)Y˜ (t) (l’e´quation diffe´rentielle)
lim
ǫ→0+
Yǫ(t) = Y˜ (t) (convergence uniforme sur [−∞;α], obtenue au 3.2.1)
lim
ǫ→0+
Cǫ(t) = C˜(t) (hypothe`se qui sera renforce´e plus loin)
On invoquera maintenant la me´thode d’Euler pour la re´solution approche´e d’e´quations
diffe´rentielles line´aires (vectorielles, d’ordre 1), dans sa version multiplicative et a` pas non
constant3. Faute d’une re´fe´rence exactement approprie´e a` nos besoins, nous invoquerons
[20] (proble`me d’analyse, III.5 et IV.1).
The´ore`me
Soit A ∈ C(]a; b[,Mn(C)) et soient t0 < t1 dans ]a; b[. On se donne, pour p entier ≥ 1,
une subdivision t0 = s
(p)
0 < s
(p)
1 < ... < s
(p)
p−1 < s
(p)
p = t1 de diame`tre ǫp := max
0≤i≤p−1
∆s
(p)
i
(on note ∆s
(p)
i = s
(p)
i+1−s(p)i ). On suppose que limp→∞ǫp = 0. Alors, la re´solvante de l’e´quation
diffe´rentielle X ′ = AX est donne´e par la formule :
U(t1, t0) = lim
p→∞
(In +A(s(p)p−1)∆s(p)p−1)...(In +A(s(p)0 )∆s(p)0 )
3On peut conside´rer tout ce travail comme une vision ge´ome´trique de la me´thode d’Euler : la ge´ome´trie
e´tant celle des ze´ros, des poˆles et de la ramification des solutions complexes exactes et approche´es
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Appliquons ce the´ore`me pour calculer la re´solvante U˜(λ, µ) de l’e´quation diffe´rentielle
Y˜ ′ = C˜Y˜ : nous aurons donc Y˜ (λ) = U˜(λ, 0)Y˜ (0). On subdivise [0;λ] avec le pas νǫ puis
N fois le pas ǫ, ou` N = E(λǫ ) et ν =
λ
ǫ −N . On trouve :
U˜(λ, 0) = lim
ǫ→0+
(In + ǫC˜(λ− ǫ))...(In + ǫC˜(λ−Nǫ))(In + νǫC˜(0))
Mais nous voulons utiliser C et non C˜. Nous remplacerons donc [20], III.6 par une version
ame´liore´e que l’on de´duit du
Lemme
Soient A1, ..., Am, E1, ..., Em des e´le´ments de Mn(C) et notons A
′
1 = A1+E1,...,A
′
m =
Am + Em. Alors
||(In +A1)...(In +Am)− (In +A′1)...(In +A′m)|| ≤ (
m∑
i=1
||Ei||) exp(
m∑
i=1
(||Ai||+ ||Ei||))
Preuve
On pose, pour t ∈ [0; 1], f(t) = (In +A1 + tE1)...(In +Am + tEm). Alors
f ′(t) =
m∑
i=1
(In +A1 + tE1)...Ei...(In +Am + tEm)
et l’on tire de l’ine´galite´ triangulaire :
||f ′(t)|| ≤
m∑
i=1
||Ei||
∏
j 6=i
(1 + ||Aj ||+ ||Ej ||)
Cette majoration permet de conclure, puisque 1 + x ≤ ex. ✷
Corollaire
Soient (Ap,i) et (Bp,i) deux familles de matrices indexe´es par des couples d’entiers (p, i)
tels que 1 ≤ i ≤ p. On conside`re les suites de terme ge´ne´ral Up = (In +Ap,1)...(In +Ap,p)
et Vp = (In +Bp,1)...(In +Bp,p). On suppose que, lorsque p→∞ :
(i) La suite de terme ge´ne´ral
∑
1≤i≤p
||Ap,i|| est borne´e.
(ii) La suite de terme ge´ne´ral
∑
1≤i≤p
||Ap,i −Bp,i|| converge vers 0.
Alors lim
p→∞
||Up − Vp|| = 0.
76
Preuve
On applique le lemme avec Ap,i pour Ai et Bp,i −Ap,i pour Ei ; il vient :
||Up − Vp|| ≤ (
∑
1≤i≤p
||Ap,i −Bp,i||) exp(
∑
1≤i≤p
||Ap,i||+
∑
1≤i≤p
||Ap,i −Bp,i||)
La conclusion est imme´diate. ✷
Nous utiliserons ce corollaire avec pour matrices Ap,i et Bp,i les valeurs respectives de
C˜ et C aux points de la subdivision introduite plus haut. La condition (i) est ve´rifie´e :
∑
1≤i≤p
||Ap,i|| =
N∑
j=1
ǫ||C˜(λ− jǫ)||+ νǫ||C˜(0)||
C’est une somme de Riemann, elle converge vers
∫ λ
0 ||C˜(t)|| dt (C˜ est une fonction con-
tinue) ; la suite correspondante est donc borne´e.
De meˆme, pour ve´rifier la condition (ii), on conside`re la somme :
∑
1≤i≤p
||Ap,i −Bp,i|| =
N∑
j=1
ǫ||C˜(λ− jǫ)− Cǫ(λ− jǫ)||+ νǫ||C˜(0)− Cǫ(0)||
Majorant uniforme´ment tous les termes, et remplac¸ant (Nǫ + νǫ) par sa valeur λ, il
vient : ∑
1≤i≤p
||Ap,i −Bp,i|| ≤ λ sup
[0;λ]
||C˜ −Cǫ||
Ce dernier majorant aura pour limite 0, et donc, la condition (ii) sera a` coup sur ve´rifie´e,
si Cǫ converge uniforme´ment vers C˜ sur [0;λ] ; on le suppose donc. On voit alors que
U˜(λ, 0) = lim
ǫ→0+
(In + ǫCǫ(λ− ǫ))...(In + ǫCǫ(λ−Nǫ))(In + νǫCǫ(0))
Par ailleurs, ite´rant l’e´quation fonctionnelle satisfaite par Yǫ, on trouve :
Yǫ(λ) = (In + ǫCǫ(λ− ǫ))...(In + ǫCǫ(λ−Nǫ))Yǫ(νǫ)
Le produit ci-dessus est, a` un facteur pre`s, celui dont la limite est U˜(λ, 0) ; le facteur
manquant est In + νǫCǫ(0), qui tend vers In. La convergence uniforme de Yǫ vers Y˜ sur
[−∞;α] implique que lim
ǫ→0+
Yǫ(νǫ) = Y˜ (0). Ainsi, la limite de Yǫ(λ) est U˜(λ, 0)Y˜ (0), c’est
a` dire Y˜ (λ) par de´finition de la re´solvante U˜ . Autrement dit : lim
ǫ→0+
X(z1) = X˜(z1) : ceci
ache`ve l’e´tude globale.
Proposition
Les hypothe`ses : C˜ continue sur [0;λ] et : Cǫ → C˜ uniforme´ment sur [0;λ] entrainent :
Yǫ(λ)→ Y˜ (λ), c’est a` dire : X(z1)→ X˜(z1). ✷
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3.2.3 Synthe`se des re´sultats
On se donne B˜ ∈Mn(k), matrice d’une e´quation diffe´rentielle line´aire fuchsienne : les
poˆles z˜1,...,z˜r de B˜ sur S sont donc en fait des e´le´ments de C
∗.
On se donne e´galement une condition initiale X0 ∈ Cn − {0} telle que B˜X0 = 0. On
suppose que l’e´quation avec condition initiale :{
δX˜ = B˜X˜
X˜(0) = X0
est non-re´sonnante, c’est a` dire qu’aucun entier non nul n’est valeur propre de B˜(0). Elle
admet alors une unique solution formelle, celle-ci est convergente et admet un unique
prolongement analytique sur l’ouvert simplement connexe
Ω˜0 = C−
⋃
1≤j≤r
z˜jq
R+
0 = S−
⋃
1≤j≤r
z˜jq
R+
0
On se donne enfin une matrice B ∈ Mn(k) dont les coefficients de´pendent de q et
soumise aux conditions :
– (A) Les poˆles de B tendent vers ceux de B˜, au sens suivant : ∀z 6∈ {z˜1, ..., z˜r}, B est
de´finie en z pour ǫ assez petit.
– (B) Il y a un disque ferme´ non trivial D(0, ρ) ⊂ Ω˜0 sur lequel B converge uni-
forme´ment vers B˜.
– (C) Il y a e´galement convergence uniforme de B vers B˜ sur tout segment de spirale
q
[a;b]
0 z0 ⊂ Ω˜0.
Les conditions (B) et (C) sont des renforcements de (A) ; (C) garantit l’hypothe`se faite
au de´but de l’e´tude globale.
Si z1,...,zs sont les poˆles de B, on peut encore de´finir un ouvert simplement connexe
(de´pendant de q)
Ωq,0 = C−
⋃
1≤j≤s
zjq
R
+
0 = S−
⋃
1≤j≤s
zjq
R+
0
D’apre`s les hypothe`ses, tout ouvert relativement compact de Ω˜0 est contenu dans Ωq,0
pour q assez proche de 1.
The´ore`me
On pose η = q−1 et A = In+ηB. Alors, pour ǫ assez petit, l’e´quation aux q-diffe´rences
avec condition initiale {
σqX = AX
X(0) = X0
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admet une unique solution formelle X, qui est convergente et se prolonge analytiquement
a` Ωq,0. Lorsque ǫ tend vers 0, X tend vers X˜.
Preuve
La remarque qui pre´ce`de imme´diatement l’e´nonce´ du the´ore`me justifie le sens de l’-
expression “X tend vers X˜”. Les calculs de l’e´tude locale ont montre´ que le syste`me aux
q-diffe´rences avec condition initiale ci-dessus est non-re´sonnant pour ǫ assez petit, d’ou` les
affirmations concernant X (par invocation du chapitre 1). L’hypothe`se (B) est celle qui
a servi a` justifier l’e´tude locale elle-meˆme (pour prouver la convergence domine´e). L’hy-
pothe`se (C) est celle qui nous a servi a` justifier l’e´tude globale au 3.2.2. ✷
Nous nommerons la conjonction des hypothe`ses (B) et (C) “convergence uniforme
sur suffisamment de compacts de Ω0”. Elle est notamment implique´e par la convergence
uniforme sur tout compact.
3.2.4 Application
Le the´ore`me sera applique´ de fac¸on quelque peu contourne´e a` une e´tape du de´vissage
des e´quations σqX = AX et δX˜ = B˜X˜ au 3.4 : celle qui concerne la partieH dans l’e´criture
X = Q0HLC des solutions canoniques obtenue au 1.2, ou la partie F dans l’e´criture
X = Feq,A obtenue au 1.3. On donne ici une bre`ve description de ces applications, qui
sera reprise dans son contexte au 3.4.
Solutions canoniques premie`re manie`re
Dans le de´vissage premie`re manie`re, on conside`re l’e´quation aux q-diffe´rences ma-
tricielle : {
σqY = KYK
−1
0
Y (0) = In
Ici, K ∈ GLn(k) et K0 = K(0) ∈ GLn(C).
De fac¸on analogue, on a affaire a` l’e´quation diffe´rentielle (matricielle aussi) :{
δY˜ = J˜ Y˜ − Y˜ J˜0
Y˜ (0) = In
Ici, J˜ ∈Mn(k) et J˜0 = J˜(0) ∈Mn(C).
On suppose cette dernie`re e´quation non re´sonnante, au sens ou` deux valeurs propres
de J˜0 ne peuvent diffe´rer d’un entier non nul. Cela revient a` dire qu’aucune valeur propre
de l’endomorphismeM 7→ J˜(0)M˜−M˜ J˜0 deMn(C) n’est un entier non nul (cf 1.3.1.2). On
suppose aussi que K = In + ηJ ou` J → J˜ avec “convergence uniforme sur suffisamment
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de compacts” de Ω˜0, ce dernier de´fini par les poˆles de J˜ ; et que les poˆles de K tendent
vers ceux de J˜ .
Ces e´quations matricielles peuvent eˆtre vues comme des e´quations vectorielles dans
Cn
2
auxquelles on applique ce qui pre´ce`de : on instancie X 7→ AX par Y 7→ KYK−10 et
X˜ 7→ B˜X˜ par Y˜ = J˜ Y˜ − Y˜ J˜0. Alors BX est instancie´ par
KYK−10 − Y
q − 1 = (JY − Y J0)K
−1
0
On a en effet e´crit K = In + ηJ et K0 = In + ηJ0. Comme J → J˜ et K0 → In (uni-
forme´ment), on peut prouver que les hypothe`ses du the´ore`me sont satisfaites et l’on conclut
que Y → Y˜ sur Ω˜0.
Solutions canoniques deuxie`me manie`re
Ici, l’e´tape correspondante du de´vissage consiste a` se ramener a` une e´quation a` coeffi-
cients constants par une transformation de jauge holomorphe et tangente a` l’identite´.
Pour l’e´quation σqX = AX, la transformation de jauge est spe´cifie´e par les conditions :{
σqF = AFA(0)
−1
F (0) = In
Pour l’e´quation δX˜ = B˜X˜, la transformation de jauge est spe´cifie´e par les conditions :{
δF˜ = B˜F˜ − F˜ B˜(0)
F˜ (0) = In
Ces e´quations matricielles peuvent eˆtre conside´re´es comme des e´quations vectorielles
dans Mn(C) et on peut leur appliquer les re´sultats pre´ce´dents : les hypothe`ses sont man-
ifestement ve´rifie´es et l’on conclut que F → F˜ sur Ω˜0.
3.3 Convergence de la partie log-car
Nous traiterons successivement (et quasi-inde´pendamment) les deux formes canoniques
obtenues au chapitre 1. La premie`re (X = Q0HLC) ne´cessitera une renormalisation, tandis
que la seconde (X = Feq,A(0)) non : c’est la` un de ses nombreux charmes.
3.3.1 Renormalisation et convergence des parties log-car LC
La solution canonique obtenue en 1.2 a la forme X = Q0HN , ou` :
– K0 = Q
−1
0 A0Q0 est une matrice de Jordan, forme´e de blocs cξ1,m.
80
– N = LC, partie log-car, est forme´e de blocs eq,cLm et ve´rifie l’e´quation fonctionnelle
matricielle σqN = K0N .
– H est l’unique solution du syste`me aux q-diffe´rences matriciel avec conditions ini-
tiales : {
σqH = KHK
−1
0
H(0) = In
dans lequel on a pose´ K = Q−10 AQ0.
Renormalisation des solutions canoniques
La the´orie des fonctions de 3.1 a mis en lumie`re le fait que c’est (q − 1)lq, et non lq
elle-meˆme, qui se comporte agre´ablement lorsque q → 1. Ainsi nos matrices Lm ne con-
vergeront pas.
Au lieu des blocs eq,cLm, on pre´fe`rera donc faire apparaitre des blocs eq,cL
′
c,m de´finis
comme suit :
L′c,m =


l
(0)
q (η/c)1l
(1)
q ... (η/c)m−1l
(m−1)
q
0 l
(0)
q ... (η/c)m−2l
(m−2)
q
... ... ... ...
0 0 ... l
(0)
q

 = (ξ′1,η/c,m)lq
ξ′λ,µ,m =


λ µ 0 ... 0 0
0 λ µ ... 0 0
... ... ... ... .. ...
... ... ... ... .. ...
0 0 0 ... λ µ
0 0 0 ... 0 λ


= µξλ/µ,m
Comme d’habitude, on a pose´ η = q − 1. Ces blocs satisfont l’e´quation fonctionnelle :
σq(eq,cL
′
c,m) = ξ
′
c,η,m(eq,cL
′
c,m)
On passe des anciens blocs aux nouveaux par une conjugaison. Notant Em(x) =
diag(1, x, ..., xm−1), on a les relations :
ξ′λ,µ,m = (Em(µ/λ))
−1(λξ1,m)Em(µ/λ)
L′c,m = (Em(η/c))
−1(Lm)Em(η/c)
La re´duite de Jordan de A0 sous forme de diagonale de blocs renormalise´s ξ
′ sera alors
K ′0 = (Q
′
0)
−1A0Q
′
0, ou` Q
′
0 = Q0E0 et ou` K
′
0 = E
−1
0 K0E0 ; la “matrice de renormalisa-
tion” E0 est forme´e des blocs Em(η/c) correspondant aux exposants c. La partie log-car
de la solution renormalise´e est N ′ = E−10 NE0, forme´e des blocs eq,c et ve´rifiant l’e´quation
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fonctionnelle σqN
′ = K ′0N
′.
La solution renormalise´e est alors X ′ = Q′0H
′N ′, ou` H ′ est spe´cifie´ par le syste`me avec
condition initiale : {
σqH
′ = K ′H ′(K ′0)
−1
H ′(0) = In
dans lequel on a pose´ K ′ = (Q′0)
−1AQ′0.
On voit facilement qu’en fait, H ′ = E−10 HE0, puisque cette dernie`re matrice satisfait
aux conditions qui spe´cifient H ′ de manie`re univoque. La solution canonique renormalise´e
est donc simplement X ′ = XE0.
Autrement dit, en termes de la construction vectorielle de 1.2, la solution renormalise´e
s’obtient en multipliant chaque vecteur d’exposant c et de “poids logarithmique” k (c’est
a` dire, dont l’expression fait intervenir l
(0)
q ,...,l
(k)
q ) par le facteur (η/c)k . Les logarithmes
“sous-dominants” sont donc voue´s a` disparaitre a` la limite.
Convergence de la partie log-car renormalise´e
Supposons maintenant que la matrice A de l’e´quation aux q-diffe´rences varie “avec
structure de Jordan en 0 continue”, c’est a` dire : les blocs de la re´duction de A(0) sont de
taille constante, les exposants de la forme ci = 1 + ηγi, ou` γi → γ˜i. Ainsi, on peut e´crire
K = In + ηJ , avec J → J˜ .
Dans ces conditions, on peut de´duire des re´sultats de 3.1.3 et 3.1.4 que :{
eci(z)→ (−z)γ˜i
(η/ci)
kl
(k)
q (z)→ (log(−z))
k
k!
Il s’agit, bien sur, des de´terminations principales sur Ω de´ja` mentionne´es. La partie log-car
renormalise´e tend donc vers la matrice N˜ forme´e des blocs :
(−z)γ˜i


1 log(−z) ... (log(−z))mi−1(mi−1)!
0 1 ... (log(−z))
mi−2
(mi−2)!
... ... ... ...
0 0 ... 1

 = (−z)γ˜ieξ0,mi log(−z) == (−z)ξγ˜i,mi
qui n’est autre que la solution canonique de l’e´quation diffe´rentielle δL˜ = J˜ L˜ produite par
la me´thode de Frobenius (voir [16], [28]) ; a` ceci pre`s que nous utilisons (−z)µ et log(−z)
au lieu de zµ et log(z).
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3.3.2 Parties log-car de la forme eq,A
Dans le cas non-re´sonnant, on a introduit au 1.3 une autre version des solutions fon-
damentales canoniques, via l’e´quivalence avec une e´quation a` coefficients constants : A est
e´quivalente a` A(0) par une transformation de jauge F me´romorphe sur C, holomorphe et
meˆme tangente a` l’identite´ en 0. Il y a une solution canonique spe´ciale eq,A(0) a` l’e´quation
a` coefficients constants, et donc une solution canonique Feq,A(0) a` l’e´quation de de´part.
La partie log-car de celle-ci est donc eA(0), et on va ici e´tudier son comportement lorsque
q → 1.
Pour simplifier les notations, on se placera directement dans le cas d’une famille
(parame´tre´e par q) d’e´quations a` coefficients constants, confluant en une e´quation diffe´rentielle
a` coefficients constants. A est donc une matrice de GLn(C) mais de´pendant de q.
Remarque pre´liminaire
Conside´rons les matrices suivantes :
B˜ =
(
0 0
0 0
)
Bǫ = ǫ
(
cos2 1ǫ − sin 1ǫ cos 1ǫ
− sin 1ǫ cos 1ǫ sin2 1ǫ
)
On voit donc que lim
ǫ→0+
Bǫ = B˜. Mais Bǫ/ǫ est la matrice de la projection orthogonale
sur le vecteur de coordonne´es (cos 1/ǫ,− sin 1/ǫ). Toute trigonalisation de Bǫ sera donc
obtenue dans une base tournant infiniment vite lorsque ǫ → 0+, et l’on ne peut de´ployer
aucune trigonalisation de B˜ en une trigonalisation de Bǫ. Ceci justifie l’introduction d’une
hypothe`se particulie`re dans la de´finition qui suit.
De´finition
On dira que B tend vers B˜ avec sa triangularisation s’il existe une triangularisation
S−1BS = T (de´pendant donc de q) et une triangularisation S˜−1B˜S˜ = T˜ telles que S → S˜
et donc T → T˜ .
C’est par exemple le cas si B˜ est diagonalisable.
Convergence de eq,A
On suppose ici que, pour chaque valeur de q, B ∈Mn(C). On note A = In + (q − 1)B
et l’on se propose de pre´ciser le comportement de eq,A lorsque ǫ→ 0+ et que B → B˜ avec
sa triangularisation. On reprend les notations pre´ce´dentes.
Soit D+N la de´composition de Dunford additive de B. La de´composition de Dunford
multiplicative DU de A s’obtient en prenant D = In+(q− 1)D et U = In+(q− 1)D−1N .
Alors la matrice diagonale ∆ = SDS−1 et la matrice diagonale ∆ = SDS−1 (qui est la
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partie diagonale de T ) sont lie´es par la relation : ∆ = In + (q − 1)∆.
Soient D˜ + N˜ la de´composition de Dunford additive de B˜ et ∆˜ = S˜D˜S˜−1 la partie
diagonale de T˜ . Donc (∆ − In)/(q − 1) tend vers ∆˜. Il est alors imme´diat (d’apre`s les
re´sultats de 3.1.3) que eq,∆ tend vers (−z)∆˜ et donc eq,D tend vers (−z)D˜.
Comme D−1N tend vers N˜ , il de´coule pareillement des re´sultats de 3.1.4 que la
limite de U lq = (In + (q − 1)D−1N)lq est (−z)N˜ : cela revient en effet a` dire que
(q − 1)kl(k)q → (log(−z))k/k!.
On voit donc que eq,A tend vers (−z)B˜ .
3.4 De´vissages en paralle`le
On se donne maintenant
– Une e´quation diffe´rentielle line´aire a` coefficients rationnels fuchsienne non re´sonnante :
δX˜ = B˜X˜ . On nomme z˜1, ..., z˜r les poˆles de B˜ : ce sont des e´le´ments de C
∗. On note
J˜0 = (Q˜0)
−1B˜0Q˜0 =


ξγ˜1,m1 0 ... 0
0 ξγ˜2,m2 ... 0
... ... ... ...
0 0 ... ξγ˜r ,mr


une re´duction de Jordan de B˜0 = B˜(0).
– Une e´quation aux q-diffe´rences line´aire a` coefficients rationnels fuchsienne en 0 :
σqX = AX, ou` A ∈ GLn(k) de´pend de q. On suppose que l’on peut e´crire la matrice
A sous la forme In + ηB (η = q − 1), avec B →
ǫ→0+
B˜.
On supposera que la convergence B → B˜ est astreinte a` satisfaire les conditions suiv-
antes :
– (A) Les poˆles de A (et donc de B) tendent vers ceux de B˜.
– (B) B → B˜ et il y a “convergence uniforme sur suffisamment de compacts” de Ω˜0.
– (C) La variation de B0 est a` structure de Jordan constante : Q˜0 se prolonge en Q0,
fonction continue de q dont elle est la limite lorsque ǫ → 0+, de sorte que l’on ait
une re´duction de Jordan en famille :
J0 = (Q0)
−1B0Q0 =


ξγ1,m1 0 ... 0
0 ξγ2,m2 ... 0
... ... ... ...
0 0 ... ξγr ,mr


et γi → γ˜i (i = 1, ..., r).
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Toutes ces conditions sont, par exemple, ve´rifie´es si l’on prend B = B˜ !
Dans ces conditions, la variation de A0 est aussi a` structure de Jordan constante :
K0 = (Q0)
−1A0Q0 =


ξ′c1,η,m1 0 ... 0
0 ξ′c2,η,m2 ... 0
... ... ... ...
0 0 ... ξ′cr,η,mr


avec ci = 1 + ηγi (i = 1, ..., r).
La re´solution canonique de l’e´quation diffe´rentielle par la me´thode de Frobenius com-
porte les e´tapes suivantes (voir [16],[28]) :
1. On choisit une matrice “log-exposants” N˜ telle que δN˜ = J˜0N˜ . Le choix canonique
est celui d’une matrice diagonale par blocs, dont les blocs sont de´termine´s par la
structure de Jordan et ont la forme :
(−z)γ˜i


1 log(−z) ... (log(−z))mi−1(mi−1)!
0 1 ... (log(−z))
mi−2
(mi−2)!
... ... ... ...
0 0 ... 1

 = (−z)γ˜ieξ0,mi log(−z) == (−z)ξγ˜i ,mi
A ceci pre`s, bien sur, que le choix classique comporte plutoˆt log z et zγ˜ , que nous
avons remplace´s par les de´terminations principales de log(−z) et de (−z)γ˜ sur Ω.
2. On cherche alors la solution X˜ sous la forme Q˜0Y˜ N˜ , Y˜ e´tant spe´cifie´ par l’e´quation
diffe´rentielle matricielle avec condition initiale :{
δY˜ = J˜ Y˜ − Y˜ J˜0
Y˜ (0) = In
On a pose´ J˜ = (Q˜0)
−1B˜Q˜0. Ceci de´termine alors un unique Y˜ sur Ω˜0, grace a`
l’hypothe`se de non-re´sonnance.
3.4.1 Convergence des solutions du type Q0HLC
La re´solution canonique de l’e´quation aux q-diffe´rences obtenue en 1.2, telle qu’elle a
e´te´ renormalise´e en 3.3 comporte les e´tapes suivantes :
1. Une matrice log-car N = LC ve´rifie σqN = K0N . Le choix canonique (une fois
choisie une re´duction de Jordan) est celui de la matrice diagonale par blocs dont les
blocs sont de´termine´s par la structure de Jordan et ont la forme :
eq,ci


l
(0)
q (η/c)1l
(1)
q ... (η/c)m−1l
(m−1)
q
0 l
(0)
q ... (η/c)m−2l
(m−2)
q
... ... ... ...
0 0 ... l
(0)
q


85
On a vu que, dans ces conditions, N → N˜ sur Ω.
2. On cherche alors la solution X sous la forme Q0Y N , Y e´tant spe´cifie´ par le syste`me
aux q-diffe´rences matriciel avec condition initiale :{
σqY = KYK
−1
0
Y (0) = In
On a pose´ K = Q−10 AQ0. Ceci de´termine alors, pour ǫ assez petit, un unique Y sur
Ωq,0, grace a` la non-re´sonnance. On a vu au 3.2 que Y → Y˜ sur Ω˜0.
On re´unit ces conclusions en un
The´ore`me
La solution canonique renormalise´e X tend vers la solution canonique X˜ sur Ω˜′0 =
Ω ∩ Ω˜0. ✷
Figure 3
r0 r∞
r˜z2
r˜z1
r˜z3
Ω˜′0
3.4.2 Convergence des solutions du type Feq,A(0)
Le raisonnement est en tout point analogue a` celui qui pre´ce`de. Pour l’e´quation σqX =
AX, la transformation de jauge F est spe´cifie´e par les conditions :{
σqF = AFA(0)
−1
F (0) = In
Pour l’e´quation δX˜ = B˜X˜, la transformation de jauge correspondante est spe´cifie´e par
les conditions : {
δF˜ = B˜F˜ − F˜ B˜(0)
F˜ (0) = In
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Ces e´quations matricielles peuvent eˆtre conside´re´es comme des e´quations vectorielles
dans Mn(C) et on peut leur appliquer les re´sultats de 3.2. Les hypothe`ses sont manifeste-
ment ve´rifie´es et l’on conclut que F → F˜ sur Ω˜0. On a vu au 3.3 que (en re´adaptant les
notations) eq,A(0) tend vers (−z) ˜B(0), de sorte que :
The´ore`me
La solution canonique Feq,A(0) tend vers la solution canonique X = F˜ (−z) ˜B(0) sur
Ω˜′0 = Ω ∩ Ω˜0. ✷
En effet, ce de´vissage le´ge`rement diffe´rent produit bien la solution canonique de Frobe-
nius du syste`me diffe´rentiel.
Corollaire
Ces re´sultats s’appliquent en particulier a` la de´formation line´aire A = In + (q − 1)B˜.
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Chapitre 4
Matrice de connexion et
monodromie
On part maintenant d’une e´quation diffe´rentielle fuchsienne
δX˜ = B˜X˜
ou` B˜ ∈ Mn(k). Les poˆles de B˜ sont note´s z˜1, ..., z˜r : ce sont des e´le´ments de C∗ puisque
l’e´quation est fuchsienne en 0 et en ∞. On suppose en outre l’e´quation non-re´sonnante en
0 et en ∞, c’est a` dire que deux valeurs propres distinctes de B˜(0) (resp. de B˜(∞)) ne
peuvent diffe´rer d’un entier.
On se donne alors une de´formation B de B˜, autrement dit une matrice B ∈ Mn(k)
dont les coefficients de´pendent de q et qui tend vers B˜ lorsque q → 1. La variation de q
obe´it aux meˆmes re`gles que pre´ce´demment : elle a lieu le long d’une spirale logarithmique
q
R∗+
0 et on la parame`tre par un ǫ > 0 tel que q = q
ǫ
0. On de´notera de telles familles par
l’indice ǫ, par exemple Bǫ pour celle que l’on vient d’introduire.
On suppose de plus de la famille des Bǫ qu’elle satisfait aux contraintes suivantes :
– (A) Les poˆles de Bǫ tendent vers ceux de B˜ ; ceci signifie qu’en tout point de S qui
n’est pas un poˆle de B˜, la matrice Bǫ est de´finie (n’a pas de poˆle) de`s que ǫ est assez
petit.
– (B) lim
ǫ→0+
Bǫ = B˜, la convergence e´tant de plus uniforme sur : (i) un disque ferme´
non trivial de centre 0 ne contenant aucun des z˜i ; (ii) un disque ferme´ non trivial
de centre ∞ ne contenant aucun des z˜i ; (iii) tout segment de spirale logarithmique
inclus dans C∗−{z˜1, ..., z˜r}. Par exemple, la convergence uniforme sur tout compact
de C∗ − {z˜1, ..., z˜r} entraine cette hypothe`se.
– (C) Bǫ(0) converge vers B˜(0) et Bǫ(∞) converge vers B˜(∞) a` structure de Jordan
constante, avec matrice de passage continue (voir 3.4).
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L’une ou l’autre condition de convergence de (B) a bien un sens, car la condition (A)
entraine que, sur tout compact de C∗ − {z˜1, ..., z˜r}, Bǫ n’a pas de poˆle pour ǫ assez petit.
Toutes ces hypothe`ses sont en particulier satisfaites par la de´formation “line´aire”,
de´finie par Bǫ = B˜ quelque soit ǫ > 0.
4.1 Les hypothe`ses sont syme´triques en 0, ∞
On va d’abord e´tudier l’effet du changement de variable w = 1/z sur l’e´quation
diffe´rentielle :
δX˜ = B˜X˜
Posant Y˜ (w) = X˜(w) = X˜(z), on sait que :
δwY˜ = D˜Y˜ δw := w
d
dw
ou` l’on note D˜(w) = −B˜(1/w). Les poˆles de D˜ sont donc les w˜i = 1/z˜i et{
D˜(0) = B˜(∞)
D˜(∞) = B˜(0)
Il y a bien syme´trie des hypothe`ses.
On conside`re ensuite l’e´quation aux q-diffe´rences qui doit de´former notre e´quation
diffe´rentielle :
σqX = AǫX
ou` Aǫ = In + ηBǫ (η = q − 1). Pour q voisin de 1, elle est fuchsienne puisque detAǫ(0)
et detAǫ(∞) ont pour limite 1. On a vu au chapitre 2 l’effet du changement de variable
w = 1/z : Posant Y (w) = X(1/w) = X(z), on a :
σqY = CǫY
ou` l’on note Cǫ(w) = (Aǫ(1/qw))
−1. Cette e´quation est e´videmment encore fuchsienne,
puisque {
Cǫ(0) = Aǫ(∞)
Aǫ(0) = Cǫ(∞)
De plus, Cǫ(w) = In + ηDǫ(w), ou` Dǫ(w) = Bǫ(1/qw)(Aǫ(1/qw))
−1. On ve´rifie alors
aise´ment les hypothe`ses syme´triques de celles que nous avons faites :
– (A’) Les poˆles de Dǫ sont les w tels que 1/qw est poˆle de Bǫ ou bien ze´ro de detAǫ.
Mais il est clair que, si z ∈ C∗−{z˜1, ..., z˜r}, detAǫ(z) tend vers 1. Donc les poˆles de
Dǫ tendent vers les w˜i, c’est a` dire vers ceux de D˜.
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– (B’) La meˆme formule montre que Dǫ converge uniforme´ment vers D˜ sur un disque
centre´ en 0, sur un disque centre´ en ∞ (e´vitant tous deux les w˜i) et les segments de
spirales inclus dans C∗ − {w˜1, ..., w˜r}.
– (C’) Enfin, des hypothe`ses sur Bǫ(0) et Bǫ(∞) et des formules{
Dǫ(0) =
Cǫ(0)−In
q−1 =
(Aǫ(∞))−1−In
q−1
Dǫ(∞) = Cǫ(∞)−Inq−1 = (Aǫ(0))
−1−In
q−1
on de´duit que Dǫ(0) converge vers D˜(0) et Dǫ(∞) converge vers D˜(∞) a` structure
de Jordan constante, avec matrice de passage continue.
Au voisinage de ∞, c’est donc Cǫ = In + ηDǫ que l’on conside`rera comme une
de´formation de D˜.
4.2 La matrice de connexion
Notons X˜(0) et X˜(∞) les solutions canoniques en z et en w de l’e´quation diffe´rentielle
obtenue par la me´thode de Frobenius. Sur un ouvert de S ou` toutes deux sont des syste`mes
fondamentaux (uniformes, de de´terminant non nul), il y a une unique matrice P˜ (z) telle
que
X˜(0)(z) = X˜(∞)(z)P˜ (z)
En de´rivant des deux coˆte´s et en utilisant l’e´quation diffe´rentielle, on voit que P˜ ′ = 0 :
P˜ est localement constante sur cet ouvert. Par exemple, tout ouvert simplement connexe
ne contenant aucun des z˜i conviendrait et P˜ y serait constante.
Notons de meˆme X
(0)
ǫ et X
(∞)
ǫ les solutions canoniques de l’e´quation aux q-diffe´rences
de matrice Aǫ. Ce peuvent eˆtre celles obtenues par la me´thode du 1.2, renormalise´es
comme au 3.3 ; ou bien celles obtenues par la me´thode du 1.3, puisque l’on sait que, pour
q voisin de 1, l’e´quation est non-re´sonnante (en 0 aussi bien qu’en ∞ d’apre`s la syme´trie
des hypothe`ses). Sur un ouvert σq-invariant sur lequel X
(0)
ǫ et X
(∞)
ǫ sont des solutions
fondamentales, il y a une unique matrice Pǫ(z) telle que
X(0)ǫ (z) = X
(∞)
ǫ (z)Pǫ(z)
C’est, bien sur, un choix de la matrice de connexion.
En appliquant σq des deux coˆte´s et en utilisant l’e´quation aux q-diffe´rences, on voit
que σqPǫ = Pǫ : Pǫ est elliptique, “constante” pour notre the´orie.
Figure 4 a
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r0 r∞
rz2
rz1
rz3
Singularite´s de X
(0)
ǫ
Pour queX
(0)
ǫ y soit de´fini, un tel ouvert ne doit rencontrer aucune demi-spirale discre`te
partant des poˆles de Aǫ ; pour que X
(0)
ǫ y soit solution fondamentale, il faut en outre qu’il
ne contienne aucune demi-spirale discre`te partant des ze´ros de detAǫ. Il s’agit, bien sur,
des demi-spirales engendre´es par q. Enfin, il faut exclure les spirales de poˆles et de ze´ros
des caracte`res, et, e´ventuellement, la spirale des poˆles de lq, selon la structure de Jordan
de Aǫ(0). On a des e´nonce´s analogues en ∞.
Figure 4 b
r0 r∞
rz2
rz1
rz3
Singularite´s de X
(∞)
ǫ
On introduit maintenant les ouverts simplement connexes :

Ω˜0 = S−
⋃
1≤i≤r
z˜iq
R+
0
Ω˜∞ = S−
⋃
1≤i≤r
z˜iq
R−
0
{
Ω˜′0 = Ω˜0 − qR0
Ω˜′∞ = Ω˜∞ − qR0
Ω˜′ = Ω˜′0 ∩ Ω˜′∞
On sait alors que X
(0)
ǫ tend vers X˜(0) sur Ω˜′0 et que X
(∞)
ǫ tend vers X˜(∞) sur Ω˜′∞ : cela
a e´te´ prouve´ au chapitre 3. De plus, quelque soit z ∈ Ω˜′, Pǫ y est de´finie de`s que q est
suffisamment proche de 1.
Figure 5 a
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r0 r∞
r˜z2
r˜z1
r˜z3
Ω˜′0
Domaine de de´finition de X˜(0)
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Figure 5 b
r0 r∞
r˜z2
r˜z1
r˜z3
Ω˜′∞
Domaine de de´finition de X˜(∞)
On obtient donc le
The´ore`me
Pǫ converge vers P˜ sur Ω˜
′.
Posons, pour simplifier les notations, z˜0 = 1. L’ouvert Ω˜
′ = Ω˜′0∩ Ω˜′∞ = S−
⋃
0≤i≤r z˜iq
R
0
est la sphe`re de Riemann prive´e d’un nombre fini de coupures spirales compactes reliant
0 a` ∞. Il a autant de composantes connexes U˜i qu’il y a de spirales distinctes et chacune
est home´omorphe a` un disque (et meˆme diffe´omorphe). La matrice P˜ est constante sur
chacune de ces “tranches de melon”.
Figure 6
r0 r∞
r˜z2
r˜z1
r˜z3
U˜0
U˜1
U˜2
U˜3
Ω˜
Domaine de de´finition de P˜
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4.3 Calcul de la monodromie
On va montrer comment le the´ore`me pre´ce´dent permet de calculer la monodromie de
l’e´quation diffe´rentielle. On de´terminera celle-ci sous la forme de l’effet sur X˜(0) du pro-
longement analytique le long de petit lacets positifs autour de z˜1, ..., z˜r . On ne s’occupera
pas de la monodromie en 0 et en ∞, qui se lit directement sur les structures de Jordan
de B˜(0) et de B˜(∞) (exposants venant des valeurs propres, blocs logarithmiques venant
des blocs unipotents). Ceci est conforme a` la tradition (depuis Riemann !) qui conside`re
la monodromie de zγ et celle de log z comme des donne´es immanentes et ne cherche la
combinatoire ge´ome´trique qu’aux autres singularite´s.
Pour la premie`re fois, nous devrons choisir q0 : ceci, dans le but d’empeˆcher la super-
position des coupures. La condition que nous imposons est que les (r + 1) spirales z˜iq
R
0
(0 ≤ i ≤ r) soient deux a` deux distinctes, donc ne se rencontrent qu’en 0 et en∞ ; de fac¸on
e´quivalente : aucun z˜iz˜j (0 ≤ i, j ≤ r) n’appartient a` qR0 . Autrement dit, si q0 = e−2ıπτ0 , et
si l’on note log z l’ensemble des logarithmes de z dans C, τ0 6∈
⋃
0≤i,j≤r
R
log z˜i−log z˜j
2ıπ . Cette
condition est e´videmment ve´rifie´e pour q ge´ne´rique.
Nous ordonnons les z˜i en les re´indexant de la fac¸on suivante : lorsque l’on parcourt
dans le sens positif un petit cercle autour de 0, on rencontre les spirales logarithmiques
z˜0q
R
0 = q
R
0 , z˜1q
R
0 , ..., z˜rq
R
0 dans cet ordre.
Le meˆme parcours fait rencontrer successivement les composantes connexes de Ω˜′ :
on nomme U˜i celle dont la frontie`re est forme´e de z˜iq
R
0 et de z˜i+1q
R
0 (en convenant que
z˜r+1 = z˜0).
Figure 7 a
r0 r∞
r˜z2
r˜z1
r˜z3ra
rb
❄γ2
Ω˜′0
Promenade de X˜(0)
94
Figure 7 b
r0 r∞
r˜z2
r˜z1
r˜z3ra
rb
✻
γ1
Ω˜′∞
Promenade de X˜(∞)
Conside´rons un petit lacet positif γ autour de z˜j (1 ≤ j ≤ r) de base a ∈ U˜j−1 ; on
peut le supposer compose´ d’un chemin γ1 dans Ω˜∞ partant de a et arrivant en b ∈ U˜j ,
suivi d’un chemin γ2 dans Ω˜0 partant de b et arrivant en a. Le prolongement analytique le
long de γ1 transforme X˜
(0) en X˜(∞)P˜j−1 ; celui le long de γ2 transforme X˜
(∞) en X˜(0)P˜−1j
et donc X˜(∞)P˜j−1 en X˜
(0)P˜−1j P˜j−1.
The´ore`me
La matrice de monodromie de (2) autour de z˜j dans la base X˜
(0) est P˜−1j P˜j−1. ✷
Figure 8
r0 r∞
r˜z2
r˜z1
r˜z3
U˜0
U˜1
U˜2
U˜3
✖✕
✗✔✛
γr a
Ω˜
Monodromie de X˜(0)
Remarque
Dans [13], il est prouve´ dans le cadre de l’analyse non-standard que, si ǫ est infiniment
petit > 0, et si f est une fonction analytique complexe ǫ-pe´riodique limite´e au voisinage
d’un point x0, il existe une bande horizontale borde´e par des droites d’ordonne´es α et β
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telles que α << Im(x0) << β sur laquelle f est constante a` £e
−C/ǫ pre`s, ou` £ est limite´
et ou` C >> 0.
Cela semble pouvoir eˆtre applique´ a` Pǫ − P˜ pour conclure que la convergence est
exponentiellement rapide : ceci rejoint l’estimation d’erreur de 3.1.2.
4.4 Trois exemples complets de de´formations
On tire ici des informations ge´ome´triques des comportements asymptotiques obtenus
au 3. Pre´cise´ment, partant d’une e´quation diffe´rentielle fuchsienne, ou d’une de ses solu-
tions particulie`rement inte´ressante, on montre comment les formules de connexion d’une
famille d’e´quations aux q-diffe´rences qui en sont une de´formation permettent d’en calculer
la monodromie.
Ces exemples sont plus une illustration qu’une application de la the´orie. Ils ont en effet
e´te´ e´tudie´s les premiers (a` l’exception du dernier, “non fuchsien”) et ce sont eux qui ont
re´ve´le´ le phe´nome`ne que nous avons de´crit plus haut ; l’e´nonce´ plus ge´ne´ral est venu ensuite.
Aussi, sont ils e´tudie´s “a` la main”. Tout d’abord, on utilise plutoˆt des e´quations scalaires
d’ordre n que des e´quations vectorielles de dimension n et d’ordre 1 : dans la pratique les
calculs sont plus faciles ainsi. On choisit les solutions canoniques et donc la matrice de con-
nexion selon le contexte (par exemple historique dans le cas hyperge´ome´trique basique !).
Enfin, on passe librement de la forme scalaire a` la forme matricielle (par exemple des
formules de connexion a` la matrice de connexion) et re´ciproquement.
Nous avons de´ja` remarque´ a` plusieurs reprises que les proprie´te´s de´montre´es sont
inde´pendantes du choix d’une famille particulie`re de caracte`res soumis a` certaines condi-
tions ge´ne´rales. Nous jouerons sur cette liberte´ de choix chaque fois que cela sera commode
pour obtenir un comportement ge´ome´trique plus frappant.
4.4.1 De´formation de (1− z/z0)α
On conside`re ici l’e´quation diffe´rentielle fuchsienne :
δf˜ = b˜f˜ b˜(z) =
−αz/z0
1− z/z0 =
α
1− w/w0 (w = 1/z,w0 = 1/z0)
La me´thode de Frobenius (ou` l’on remplace zγ par (−z)γ et log(z) par log(−z)) donne
les solutions canoniques en 0 et en ∞ :{
f˜ (0)(z) = (1− z/z0)α
f˜ (∞) = (−w)−α(1−w/w0)α = (−z)α(1− z0/z)α
Pour les rendre uniformes, on pratique des coupures de´termine´es par les exposants et
par les poˆles de b˜ sur C∗ : on conside`re f˜ (0) comme de´finie sur U0 = S − z0qR
+
0 et f˜
(∞)
96
comme de´finie sur U∞ = S− z0qR
−
0 − qR0 : ce sont bien deux ouverts simplement connexes
e´vitant respectivement les singularite´s de f˜ (0) et de f˜ (∞). On supposera z0 6∈ qR0 pour
que les coupures ne se superposent pas (c’est la raison pour laquelle on n’a pas pris tout
simplement z0 = 1). Cela nous permettra d’utiliser notre famille habituelle de caracte`res.
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Figure 9 a
r0 r∞
rz0
U0
Domaine de f˜ (0)
Figure 9 b
r0 r∞
rz0
U∞
qR0
Domaine de f˜ (∞)
On de´formera l’e´quation diffe´rentielle ci-dessus en la famille d’e´quations aux q-diffe´rences
fuchsiennes :
σqf = aǫf
avec aǫ ∈ k∗ et meˆme aǫ(0), aǫ(∞) ∈ C∗. Les conditions naturelles a` imposer pour mieux
spe´cifier cette famille sont les suivantes :
1. aǫ−1q−1 →q→1 b˜ : ceci parce que l’on a en teˆte la formule heuristique δq :=
σq−1
q−1 →q→1 δ. Cela
permet d’espe´rer qu’une famille de solutions fǫ bien choisies ve´rifieront
fǫ−1
q−1 →q→1 f˜ ,
solution de l’e´quation diffe´rentielle. Il y a en particulier des contraintes au niveau
des exposants : aǫ(0)−1q−1 →q→1 b˜(0) et similairement en ∞.
2. Les poˆles de aǫ doivent en outre tendre vers ceux de b˜ sur C
∗ (ici : vers z0) ; ceci, afin
que les demi-spirales logarithmiques discre`tes de singularite´s des solutions aillent se
condenser sur les coupures, comme on l’a vu se produire pour les caracte`res au 3.1.3.
Nous de´cidons de prendre aǫ(z) =
1−qαz/z0
1−z/z0
. Cela revient a` poser bǫ(z) =
qα−1
q−1
−z/z0
1−z/z0
et
a` e´tudier la famille d’e´quations δqf = bǫf . Les conditions pre´ce´dentes sont manifestement
satisfaites. De plus, les calculs seront simples grace aux re´sultats de 3.1.5.
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Solution canonique en 0
Il n’y a pas d’exposant (autrement dit, il vaut 1). On trouve donc imme´diatement :
f (0)ǫ (z) =
Θ+q (q
αz/z0)
Θ+q (z/z0)
÷ 1− q
αz/z0
1− z/z0
Cette solution est de´finie sur C−qN∗0 , et en particulier sur U0. De plus, ses ze´ros disparais-
sent de tout compact de U0 lorsque q → 1.
Solution canonique en ∞
La fonction inconnue g(w) = f(1/w) doit y ve´rifier :
σqg(w) = (aǫ(1/qw))
−1g(w) = q−α
1− qw/w0
1− qw/qαw0 g(w)
Il y a l’exposant q−α et l’on trouve la solution
f (∞)ǫ (z) = eq,q−α(w)
Θ+q (w/w0)
Θ+q (w/qαw0)
qui est de´finie sur U∞. Lorsque q → 1, ses ze´ros disparaissent de tout compact de U∞.
Matrice de connexion
On devrait ici dire nombre de connexion ! C’est
pǫ(z) =
f
(0)
ǫ (z)
f
(∞)
ǫ (z)
=
1
eq−α(1/z)
Θq(q
αz/z0)
Θq(z/z0)
Elle est de´finie sur tout U = U0∩U∞ = S−z0qR0 − qR0 , qui a deux composantes connexes :
U ′, a` droite de la spirale z0q
R
0 (lorsqu’on la parcourt de 0 a` ∞), et U ′′ a` sa gauche.
Confluence
Lorsque q → 1, f (0)ǫ → f˜ (0) d’apre`s 3.1.5, f (∞)ǫ → f˜ (∞) d’apre`s 3.1.3 et 3.1.5, et donc
pǫ → p˜ = f˜(0)f˜(∞) ; par application de 3.1.2 et 3.1.3, on voit que p˜(z) = (−z)−α(−z/z0)α.
Cette fonction est localement constante sur U et prend donc une valeur p˜′ sur U ′ et une
valeur p˜′′ sur U ′′. Ces valeurs sont lie´es par la relation p˜′′ = p˜′e−2ıπα : en effet, seul le
facteur (−z/z0)α est affecte´ lors du franchissement de la coupure z0qR0 de droite a` gauche.
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Monodromie
On calculera la monodromie autour de z0 : celles en 0 et en ∞ se lisent directement
sur les exposants. On regarde l’effet sur f˜ (0) d’un petit lacet positif autour de z0, partant
d’un point a de U ′.
La premie`re partie γ1 du lacet est dans U∞. Comme f˜
(∞) y est uniforme et que, au
de´part, f˜ (0) = f˜ (∞)p˜′, le re´sultat du prolongement analytique de f˜ (0) le long de cette
premie`re partie du lacet est f˜ (∞)p˜′.
La seconde partie γ2 du lacet est dans U0, ou` f˜
(0) est uniforme. Comme f˜ (∞) =
f˜ (0)(p˜′′)−1 au de´part b de ce second chemin, le re´sultat du prolongement analytique de
f˜ (0) le long du lacet complet est f˜ (0)(p˜′′)−1p˜′.
L’effet sur la base canonique f˜ (0) de la monodromie autour de z0 est donc la multipli-
cation a` droite par (p˜′′)−1p˜′ : bien qu’en dimension 1 tout commute, l’ordre correct des
multiplications a e´te´ syste´matiquement respecte´ dans les calculs. On trouve donc que c’est
la multiplication par e2ıπα, comme il e´tait souhaitable que ce le fuˆt !
4.4.2 De´formation de la fonction hyperge´ome´trique
Les formules de connexion pour les fonctions hyperge´ome´triques basiques donnent, a`
la limite, celles des fonctions hyperge´ome´triques classiques.
La se´rie hyperge´ome´trique (voir [29],voir [17])
F (α, β, γ; z) =
∑
n≥0
(α)n(β)n
(γ)n(1)n
zn (x)n =
∏
0≤k≤n−1
(x+ k) =
Γ(x+ n)
Γ(x)
est solution de l’e´quation diffe´rentielle a` coefficients rationnels :
δ2F − λ˜δF + µ˜F = 0 avec :
{
λ˜ = ((α+β)z+(1−γ))(1−z)
µ˜ = αβz(1−z)
Les singularite´s de cette e´quation sont 0,1 et ∞ et elles sont fuchsiennes. La me´thode
de Frobenius en fournit des syste`me fondamentaux de solutions en 0 et en ∞ :{
F (α, β, γ; z)
z1−γF (α− γ + 1, β − γ + 1, 2 − γ; z)
{
(1/z)αF (α,α − γ + 1, α− β + 1; 1/z)
(1/z)βF (β, β − γ + 1, β − α+ 1; 1/z)
Ces fonctions a priori multivalue´es sont respectivement rendues uniformes par les coupures
[1,∞] et [−∞, 0] de la sphe`re de Riemann.
Le proble`me de de´former cette e´quation diffe´rentielle en une famille d’e´quations aux q-
diffe´rences et, re´ciproquement, de de´duire sa monodromie du comportement asymptotique
des matrices de connexion est doublement simplifie´ parce que
– Une famille de fonctions de´formant F est connue : les fonctions hyperge´ome´triques
basiques.
– La monodromie de F est classiquement calcule´e a` l’aide d’une formule de connexion
reliant les syste`mes fondamentaux de solutions en 0 et en ∞ ; de plus, la formule de
Mellin-Barnes, qui permet ce calcul, a e´te´ e´tendue au cas hyperge´ome´trique basique
par Watson.
La se´rie hyperge´ome´trique classique a e´te´ ge´ne´ralise´e par Heine, puis Ramanujan (voir
[14], [22]) en la se´rie hyperge´ome´trique basique
Φ(a, b, c; q, z) =
∑
n≥0
(a; p)n(b; p)n
(c; p)n(p; p)n
zn |q| > 1 , p = q−1 , (x; p)n =
∏
0≤k≤n−1
(1− xpk)
Lorsque q → 1, la se´rie hyperge´ome´trique basique de parame`tres a = qα, b = qβ, c = qγ
tend vers la se´rie hyperge´ome´trique classique de parame`tres α, β, γ coefficient par coeffi-
cient. Il s’agit de pre´ciser un peu la nature de cette “confluence”.
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Soient a, b, c ∈ C∗. La se´rie hyperge´ome´trique basique de parame`tres a, b, c est solution
de l’e´quation aux q-diffe´rences a` coefficients rationnels :
σ2qΦ− λ′σqΦ+ µ′Φ = 0 avec :
{
λ′ = ((a+b)z−(1+c/q))(abz−c/q)
µ′ = (z−1)(abz−c/q)
Nous pre´fe´rons re´e´crire cette e´quation a` l’aide de l’ope´rateur δq =
σq−1
q−1 afin de rendre plus
visibles les conditions formelles de la confluence ; il suffit de faire σq = 1+ ηδq (η = q− 1).
δ2qΦ− λδqΦ+ µΦ = 0 avec :
{
λ = λ
′−2
η
µ = µ
′−λ′+1
η2
Notre me´thode attribue a` son e´quation les syste`mes fondamentaux de solutions canon-
iques en 0 et en ∞ :{
Φ(a, b, c; q, z)
eq/c(z)Φ(aq/c, bq/c, q
2/c; q, z)
{
ea(1/z)Φ(a, aq/c, aq/b; q, cq/abz)
eb(1/z)Φ(b, bq/c, bq/a; q, cq/abz)
On raisonne ici directement sur l’e´quation du second ordre, mais des changements de vari-
able simples montrent que les solutions ci-dessus sont de la forme (fonction holomorphe
valant 1 en 0) × (caracte`re) : ce sont bien des solutions canoniques telles que nous les
avons de´finies dans le cadre matriciel. Pour cette meˆme raison, les formules de connexion
que nous allons tirer de [14] sont bien celles que donneraient les coefficients de la matrice
de connexion.
Le syste`me diffe´rentiel correspondant a` l’e´quation hyperge´ome´trique classique de parame`tres
α, β et γ a pour matrice
B˜ =
(
0 1
−µ˜ λ˜
)
Nous le de´formerons donc par le syste`me aux q-diffe´rences correspondant a` l’e´quation
hyperge´ome´trique basique de parame`tres a = qα, b = qβ et c = qγ ,de matrice
Aǫ =
(
1 q − 1
− (µ′−λ′+1)η λ′ − 1
)
On a alors Aǫ = I2 + ηBǫ, ou`
Bǫ =
(
0 1
−µ λ
)
On observe que, lorsque ǫ→ 0+, (Aǫ− I2)/(q− 1)→ B˜. Toutes nos autres conditions sont
d’ailleurs satisfaites.
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Les formules de connexion de Barnes-Mellin-Watson (voir [14] p. 106) relient les deux
syste`mes fondamentaux de solutions :
Φ(a, b; c; q, z) = Φ(c/b, a; c; q, q)
Θq(bz/cq)
Θq(abz/cq)
Φ(a, aq/c, aq/b; q, cq/abz)
+ Φ(c/a, b; c; q, q)
Θq(az/cq)
Θq(abz/cq)
Φ(b, bq/c, bq/a; q, cq/abz)
Sans autre calcul, nous en tirons directement les coefficients de la premie`re colonne de la
matrice de connexion :
P1,1(z) = Φ(c/b, a; c; q, q)
Θq(bz/cq)
Θq(abz/cq)
1
eq,a(1/z)
P2,1(z) = Φ(c/a, b; c; q, q)
Θq(az/cq)
Θq(abz/cq)
1
eq,b(1/z)
De meˆme, en ce qui concerne la seconde solution fondamentale :
Φ(aq/c, bq/c; q2/c; q, z) = Φ(q/b, aq/c; q2/c; q, q)
Θq(bz/q
2)
Θq(abz/cq)
Φ(a, aq/c, aq/b; q, cq/abz)
+ Φ(q/a, bq/c; q2/c; q, q)
Θq(az/q
2)
Θq(abz/cq)
Φ(b, bq/c, bq/a; q, cq/abz)
d’ou` l’on tire les coefficients de la deuxie`me colonne de la matrice de connexion :
P1,2(z) = Φ(q/b, aq/c; q
2/c; q, q)
Θq(bz/q
2)
Θq(abz/cq)
eq,q/c(z)
eq,a(1/z)
P2,2(z) = Φ(q/a, bq/c; q
2/c; q, q)
Θq(az/q
2)
Θq(abz/cq)
eq,q/c(z)
eq,b(1/z)
On peut alors en de´duire la matrice de connexion : Pǫ = (D
(∞)
ǫ )−1MǫD
(0)
ǫ , ou` :
D(0)ǫ =
(
1 0
0 eq,q/c(z)
)
D(∞)ǫ =
(
eq,a(1/z) 0
0 eq,b(1/z)
)
et ou` la matrice Mǫ est donne´e par(
Φ(c/b, a; c; q, q)Θq(bz/cq)/Θq(abz/cq) Φ(q/b, aq/c; q
2/c; q, q)Θq(bz/q
2)/Θq(abz/cq)
Φ(c/a, b; c; q, q)Θq(az/cq)/Θq(abz/cq) Φ(q/a, bq/c; q
2/c; q, q)Θq(az/q
2)/Θq(abz/cq)
)
Conforme´ment a` la the´orie ge´ne´rale du chapitre 2 :
– La matrice de connexion Pǫ est elliptique.
– Les singularite´s de la partie “interne”Mǫ sont sur les spirales logarithmiques discre`tes
de´duites des singularite´s de la matrice Aǫ de l’e´quation. Ici, l’unique poˆle est c/qab
(et on voit bien la spirale qu’il engendre) et l’unique ze´ro du de´terminant est 1 (mais
la`, cela ne se voit pas facilement !).
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– Les caracte`res sont a` l’exte´rieur.
Des re´sultats du chapitre 3, on de´duit la valeur de la matrice M˜ = lim
ǫ→0+
Mǫ :
(
(−z)−αΓ(γ)Γ(β − α)/Γ(β)Γ(γ − α) (−z)γ−α+1Γ(2− γ)Γ(β − α)/Γ(1 − α)Γ(1− γ + β)
(−z)−βΓ(γ)Γ(α− β)/Γ(α)Γ(γ − β) (−z)γ−β+1Γ(2− γ)Γ(α − β)/Γ(1− β)Γ(1 − γ + α)
)
Ces formules sont inde´pendantes du choix d’une famille particulie`re de caracte`res.
Pour e´viter la superposition des coupures, on remplacera les caracte`res utilise´s jusque
la` par Θq(−z)/Θq(−c−1z), dont il est aise´ de voir que leurs proprie´te´s sont les meˆmes. En
conse´quence, pour une fois, nous obtiendrons a` la limite les vraies solutions canoniques de
Frobenius !
On trouve alors D˜(0) = lim
ǫ→0+
D
(0)
ǫ et D˜(∞) = lim
ǫ→0+
D
(∞)
ǫ sur S− [−∞, 0] :
D˜(0) =
(
1 0
0 z1−γ
)
D˜(∞) =
(
z−α 0
0 z−β
)
Ainsi P˜ = lim
ǫ→0+
Pǫ = (D˜
(∞))−1M˜D˜(0) prend les valeurs P˜+ et P˜− sur le demi-plan de
Poincare´ et sur son oppose´, ces valeurs e´tant respectivement donne´es par les matrices
suivantes :(
eiπαΓ(γ)Γ(β − α)/Γ(β)Γ(γ − α) eiπ(α−γ+1)Γ(2− γ)Γ(β − α)/Γ(1 − α)Γ(1− γ + β)
eiπβΓ(γ)Γ(α − β)/Γ(α)Γ(γ − β) eiπ(β−γ+1)Γ(2− γ)Γ(α− β)/Γ(1 − β)Γ(1− γ + α)
)
(
e−iπαΓ(γ)Γ(β − α)/Γ(β)Γ(γ − α) e−iπ(α−γ+1)Γ(2− γ)Γ(β − α)/Γ(1 − α)Γ(1 − γ + β)
e−iπβΓ(γ)Γ(α − β)/Γ(α)Γ(γ − β) e−iπ(β−γ+1)Γ(2− γ)Γ(α − β)/Γ(1− β)Γ(1 − γ + α)
)
Notons X˜(0) et ˜X(∞) les vecteurs solutions fondamentales de l’e´quation diffe´rentielle
au voisinage de 0 et ∞ respectivement,de´finis sur Ω˜′0 = S − [1;∞] − [−∞; 0] et sur
Ω˜′∞ = S− [0; 1]− [−∞; 0] (la premie`re coupure est due aux poˆles de l’e´quation, la seconde
aux caracte`res). Sur l’intersection S−R de leurs domaines, X˜(0) = ˜X(∞)P˜ . Pour calculer
la monodromie autour de 1, on prome`nera X˜(0) le long d’un petit lacet positif autour de
1 et partant d’un point a du demi-plan de Poincare´ H.
La premie`re partie γ1 du lacet est dans le domaine de X˜
(0), qui se prolonge donc en
X˜(0). On arrive alors en b ∈ −H, ou` X˜(0) = X˜(∞)P˜−.
La deuxie`me partie γ2 du lacet est dans le domaine de X˜
(∞) ; aussi, X˜(∞)P˜− se pro-
longe en X˜(∞)P˜−. On arrive dans H, ou` X˜(∞) = X˜(0)(P˜+)−1. On obtient ainsi, comme
prolongement de X˜(0), X˜(0)(P˜+)−1P˜−.
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La matrice de monodromie en le poˆle 1 est donc (P˜+)−1P˜−, ce qui est la valeur
classique : voir, par exemple, [17] pp 111-1141 .
4.4.3 De´formation de log(1− z/z0)
On va a` pre´sent e´tudier le cas d’un syste`me dont la monodromie est unipotente, mais
qui rentre tout de meˆme dans le cas non-re´sonnant. L’e´quation diffe´rentielle de de´part est
d2f
dz2
=
1
z0 − z
df
dz
⇐⇒ δ2f = 1
1− zz0
δf
Les singularite´s de cette e´quation sont z0 et ∞ et elles sont fuchsiennes. La me´thode
de Frobenius en fournit des syste`mes fondamentaux de solutions en 0 et en ∞ :{
1
z0 log(1− z/z0)
{
1
− log(1− w/w0) + log(−w)
1Il faut cependant prendre garde a` une erreur de signe dans cette re´fe´rence : avec la base canonique
utilise´e, de´finie p. 38 de loc.cit., on a bien la formule de connexion 4.6.3, p. 111 ; mais, avec le choix des
chemins de la figure 2.5, p. 78, l’expression de A∞ dans la formule 4.6.12, p. 114 devrait faire intervenir
ǫ(α) et ǫ(β) au lieu de ǫ(−α) et ǫ(−β).
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On a pose´ w = 1/z et w0 = 1/z0.
On les de´formera a` l’aide de la fonction l+q (z) = z(Θ
+
q )
′(z)/Θ+q (z), ou` l’on a pose´
Θ+q (z) = (z; p)∞ =
∏
0≤k
(1 − zq−k). La fonction l+q (z) ve´rifie l’e´quation aux q-diffe´rences
fuchsienne :
δ2qf =
1
1− q2 zz0
δqf δq =
σq − Id
q − 1
Les syste`mes fondamentaux canoniques renormalise´s de solutions en 0 et en ∞ sont{
1
(q − 1)z0l+q (z/z0)
{
1
(q − 1)(lq(w)− l+q (w/qw0))
La matrice de connexion est donc
P (z) =
(
1 (q − 1)z0(1− lq(z) + lq(z/z0))
0 −z0
)
Pour calculer sa limite lorsque ǫ→ 0+, on invoque les estimations suivantes, aise´ment
obtenues de fac¸on analogue a` celles de 3.1 :
lim
ǫ→0+
Θ+q (z2)/Θ
+
q (z1) = (1− z)α2−α1
lim
ǫ→0+
(q − 1)l+q (z) = log(1− z0)
On trouve alors
P˜ (z) =
(
1 z0(log(−z/z0)− log(−z))
0 −z0
)
Celle-ci est localement constante sur la sphe`re de Riemann prive´e de la coupure triangulaire
[0;∞] ∪ [0; z0] ∪ [z0;∞]. Ses deux de´terminations P˜0 et P˜1 satisfont
(P˜1)
−1P˜0 =
(
1 z0(a0 − a1)
0 1
)
ou` a1 et a0 sont les valeurs de la fonction (log(−z/z0) − log(−z)), qui est localement
constante (log(−z/z0) − log(−z)) sur les ouverts correspondants : donc a0 − a1 = 2ıπ et
l’on obtient la matrice de la monodromie autour de z0 :
(P˜1)
−1P˜0 =
(
1 2ıπz0
0 1
)
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4.4.4 Un exemple incomplet non fuchsien
Voici maintenant un exemple incomplet de de´formation d’une e´quation diffe´rentielle
non fuchsienne, ceci, a` titre expe´rimental : on constate qu’elle peut eˆtre de´forme´e en
une famille d’e´quations aux q-diffe´rences fuchsiennes, et meˆme que la the´orie qui pre´ce`de
fonctionne encore dans ce cas. Cet exemple a e´te´ de´couvert en collaboration avec Zhang
Changgui.
On part de l’e´quation scalaire :
δf˜ = b˜f˜
avec b˜(z) = e
1
z+1 : la “matrice” de cette e´quation a donc une singularite´ essentielle en
−1, c’est donc une e´quation tre`s, tre`s irre´gulie`re2.
On la de´forme en prenant bǫ(z) =
∑
0≤k≤N
1
k!(
1
z+1)
k, avec ǫ = 1N : ce n’est donc pas une
famille continue, mais il est clair que ce n’est pas le point essentiel. En tout cas, on a bien
la convergence de bǫ vers b˜ soumise a` toutes les contraintes du chapitre 4.
Pour voir comment la the´orie fonctionne ici, on devra proce´der de fac¸on indirecte :
on ne connait pas les ze´ros de aǫ, on ne saura donc pas e´crire les solutions en termes de
fonctions Θ, ni non plus la matrice de connexion. Mais on a tout de meˆme affaire a` des
fonctions me´romorphes, auxquelles nos calculs ge´ne´raux s’appliquent tre`s bien ! Pour se
simplifier la vie, on utilisera des caracte`res eq,c qui confluent en z
γ .
Les exposants sont :
– En 0, cǫ = aǫ(0) = 1 + (q − 1)bǫ(0), donc de la forme 1 + (q − 1)e + o(q − 1). Le
caracte`re correspondant va tendre vers ze : cela correspond bien a` l’exposant de
l’e´quation diffe´rentielle en 0.
– En ∞, aǫ(∞) = 1 + (q − 1)bǫ(∞) = q et la solution correspondante sera de la forme
z× (fonction valant 1 en ∞). Le caracte`re correspondant tendra vers z : pas de
monodromie de ce coˆte´. Cela correspond bien a` l’exposant de l’e´quation diffe´rentielle
en ∞.
Solutions de l’e´quation aux q-diffe´rences
1. Solution locale en 0 :
On e´crit
f (0)ǫ = eq,cǫg
(0)
ǫ
2Il euˆt suffi d’un poˆle double pour la rendre irre´gulie`re, alors une singularite´ essentielle, pensez donc !
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avec σqg
(0)
ǫ =
aǫ
cǫ
g
(0)
ǫ . Donc
g(0)ǫ (z) =
∏
r≥1
aǫ(q
−rz)
cǫ
2. Solution locale en ∞ :
Les calculs e´tant relativement simples, on les fait en z. On e´crit
f (∞)ǫ = zg
(∞)
ǫ
avec σqg
(∞)
ǫ =
aǫ
q g
(∞)
ǫ . Donc
g(∞)ǫ (z) =
∏
r≥0
q
aǫ(qrz)
3. Connexion des solutions locales :
On obtient, par division :
pǫ(z) =
eq,cǫ
z
∏
r≥1
aǫ(q
−rz)
cǫ
∏
r≥0
aǫ(q
rz)
q
C’est la partie forme´e des deux produits que l’on pourrait exprimer a` l’aide des
fonctions Θ si l’on connaissait les ze´ros de aǫ. Mais le nombre de facteurs Θ serait
bien sur variable !
Solutions de l’e´quation diffe´rentielle
1. Solution locale en 0 :
On e´crit
f˜ (0) = zeg˜(0)
avec δg˜(0) = (b˜− e)g˜(0). Donc
g˜(0)(z) = e
∫ z
0
b˜(t)−e
t
dt
2. Solution locale en ∞ :
On e´crit
f˜ (∞) = zg˜(∞)
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avec δg˜(∞) = (b˜− 1)g˜(∞). Donc
g˜(∞)(z) = e
∫ 1/z
0
1−b˜(1/t)
t
dt
3. Connexion des solutions locales :
On obtient, par division :
p˜(z) =
ze
z
e
∫ z
0
b˜(t)−e
t
dt−
∫ 1/z
0
1−b˜(1/t)
t
dt
Monodromie de l’e´quation diffe´rentielle
Les seules singularite´s sont 0, −1 et ∞. La monodromie en 0 est (la multiplication
par) e2ıπe et il n’y en a pas en ∞ (singularite´s re´gulie`res d’exposants e et 1). Donc la
monodromie en −1 est e−2ıπe : on connait ici le groupe fondamental !
Confluence
Le facteur “log-car”
eq,cǫ
z de la matrice de connexion pǫ tend vers le facteur
ze
z de p˜.
Le facteur interne
∏
r≥1
aǫ(q−rz)
cǫ
∏
r≥0
aǫ(qrz)
q tend vers e
∫ z
0
b˜(t)−e
t
dt−
∫ 1/z
0
1−b˜(1/t)
t
dt par la the´orie
sur les e´quations avec conditions initiales fixes (3.2) qui s’applique sans proble`me ici. Il y
a peut-eˆtre une preuve directe via la the´orie des inte´grales multiplicatives.
La limite de la matrice de connexion est donc la fonction localement constante p˜ sur
S−R, avec une valeur sur H et une valeur sur −H, relie´es par le prix de franchissement
de coupure : e−2ıπe.
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