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Abstract
This thesis studies stable neural network approaches to estimation and control of
nonlinear dynamic systems, and illustrates the discussion on a robotic motion-vision
coordination application. Specifically, it extends earlier results on adaptive neuro-
control using gaussian radial basis functions to the on-line generation of irregularly
sampled networks, using tools from multiresolution analysis and wavelet theory, thus
allowing much more compact and efficient system representations while preserving
global stability.
An algorithm for stable, on-line adaptation of output weights simultaneously with
node configuration in a class of non-parametric models with wavelet basis functions is
presented. In addition, an asymptotic bound on the error in the network's reconstruc-
tion error is shown to be dependent on the residual approximation error associated
with the steady state node configuration alone.
Using prior bounds on the temporal bandwidth of the controlled or identified
system, an approach to reducing the redundancy of radial and ridge wavelet candidate
basis function sets without compromising the efficiency of approximation is described.
The problem of choosing which of the members of a non-orthonormal family to include
in the approximation is solved for a class of wavelet using regularization principles.
An experimental study of the use of network predictions of the path of an unknown
object thrown through air to generate trajectories for an active-vision based robotic
catching system is presented to illustrate the network's performance in practice.
Thesis Supervisor: Jean-Jacques E. Slotine
Title: Associate Professor of Mechanical Engineering
and Information Sciences
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Chapter 1
Introduction
Most techniques for estimation and control of nonlinear systems with unknown dy-
namics rely on constructing nonparametric models from a finite history of input-
output data. Given a sound theoretical framework, the practical success of such an
approach depends both on the accuracy and efficiency of the chosen model's approx-
imation, and on the extent to which these factors are governed by available prior
information. This thesis studies the design and implementation of neural network ar-
chitectures that provide efficient representations with little prior information through
stable on-line adaptation of the model's structure concurrently with its output coeffi-
cients. Specifically, it extends earlier results on adaptive neurocontrol using gaussian
radial basis functions [34, 33, 31, 35] to the on-line generation of irregularly sampled
networks, using tools from multiresolution analysis and wavelet theory, thus allowing
more compact and efficient system representations while preserving global stability.
We consider the identification and stable adaptive control of a class of time-
invariant (or slowly varying) systems whose state x = [x ... x(n-1)]T evolves ac-
cording to
x(")(t) + f[x(t)] = u(t), (1.1)
where the state x is measured, u(t) is the control input (including the case when u(t)
is identically zero), and the function f is unknown. In both control and identification
contexts, approximations to f are generated on-line using models that correspond to
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single hidden layer neural networks:
f() = E j(). (1.2)
jEJ
The restriction of particular types of nonlinearity to regions of the state space is
likely to result in significant variations with position of the approximated function's
local spatial bandwidth. In the dynamics of a robotic actuator for example, frictional
effects are generally localized within regions of the state-space that correspond to
low joint velocities. Owing to the rapid variation of low-speed frictional forces with
position in state-space, f will be highly irregular in such regions.
These considerations suggest that very redundant representations are obtained
using networks that have spatially uniform approximation capabilities. In order to
reduce node densities within regions of the state space on which the data set varies
smoothly, however, a detailed knowledge of the system is needed. Since such infor-
mation is not generally available a priori, the network's structure must be adapted
according to the local characteristics of the system during training in order to achieve
an efficient representation.
In an estimation context, the centres and scalings of global activation basis func-
tions such as sigmoids are often adjusted using gradient-descent methods with the
objective of minimizing the sum of squared output errors at sample points alone. As a
result of the global nature of their basis functions however, very large numbers of iter-
ations are typically required before parameters of these networks converge. Moreover,
the resulting network cannot be guaranteed to achieve the minimum reconstruction
errors for a given number of nodes, the strongest result available being convergence
to a local minimum of the error surface in parameter space, of which their may be
many [4].
By contrast, the rapid convergence properties of expansions over spatially local-
ized basis functions allow fast reconstruction and estimation of their linear coefficients.
However, stable on-line adaptation of the centres and variances of the nodes of net-
works employing such basis functions is extremely difficult to achieve. The difficulty
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arises as a result of the need to include a measure of the errors in these parame-
ters explicitly in a Lyapunov stability analysis, whereas the effect on the network's
reconstruction error of independently varying the characteristics of individual basis
functions is highly nonlinear. To overcome this problem, [34, 33] study a network with
centres constrained to lie on a regularly spaced grid, but whose spacing is adjusted
on-line according to a time-varying estimate of the global bandwidth of f driven by a
measure of control or estimation performance. Owing to the linear dependence of the
network's output error bound on the error in the bandwidth estimate, laws for stable
structural adaptation can be developed in this case. However, as discussed in these
studies, the node configurations of such networks are not adapted to variations in the
local frequency content of f, and a high degree of redundancy in the representations
thus obtained is therefore unavoidable.
In order to benefit from both the fast training of linear output weights facilitated
by the use of spatially localized basis functions and the increased efficiency afforded
by structural adaptation, a means of estimating the local spatial frequency content of
the approximated function that does not depend directly on reconstruction error is
needed. Such an independent measure is available if basis functions that are localized
simultaneously in space and frequency are employed. In this case, the magnitude of
each coefficient in the expansion gives a direct measure of the content of the approx-
imated function in the region of the space-frequency domain on which the energy of
the associated basis function is concentrated. Structural adaptation is then possible
through the selection of nodes on the basis of thresholding rules applied to coefficient
magnitudes. This is the motivation for the space-frequency localized basis function
networks described in this thesis.
Chapter 2 develops extensions of the adaptive neural network control and identi-
fication techniques described in [34, 33] to the case of space-frequency localized basis
function models. Stable laws for concurrent adaptation of output weights and struc-
ture are derived and bounds on controller and estimator performance are given for
general wavelet basis function families. The suitability of various classes of space-
frequency localized basis function sets in control and identification applications are
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investigated in chapter 3. Prior bounds on the temporal bandwidth of the system
to be identified or controlled are used to develop a criterion for selecting radial and
ridge wavelet basis functions for incorporation in the network, thus reducing the rate
of increase in the network's size with the number of dimensions of the state vector.
In chapter 4, the optimality properties of the algorithms for structural adaptation
are explored in the context of wavelet and multivariate approximation theory. Chap-
ter 5 describes an application of the network to the estimation of the trajectory of
an unknown light bluff object moving freely through air. Experimental results are
presented illustrating the performance of this technique. Chapter 6 presents brief
concluding remarks.
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Chapter 2
Network Architecture
This chapter studies the design of space-frequency localized basis function networks
for control and identification applications. It motivates and describes an algorithm
for selecting on-line the basis functions to be incorporated in the network, and shows
that the coefficients in the resulting expansion can be concurrently estimated in a
stable manner. It is assumed that a prior estimate is available of the supremum of
the function f in the equation of state (1.1) on a compact subset of state space of
interest.
The networks considered throughout this thesis consist of truncated expansions
over families of wavelets. Expansions of this kind have recently found widespread use
in signal processing and function approximation applications [8, 25, 21]. The basis
functions of the network model are selected from a set (j)jEzn that is generated
from a single function b E L2 (Rn) via translations and dilations. The index j E Zn
therefore consists of a scale or spatial frequency component p, and a translation
component k.
A fundamental property of a set of candidate basis functions (j)jEZn for the
networks developed in this thesis is that it constitute a frame for the class of functions
to be approximated. Before detailing the network's design, the basic aspects of frame
theory are first reviewed without proof. The condition that the family form a frame
for L2(Rn) is equivalent to the requirement that there exist finite and strictly positive
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frame bounds m and M satisfying
mllfII2 < E I < f, qj > 12 < MIllfll2 (2.1)
jEZn
for all f E L 2(Rn). It can be shown that the frame condition corresponds roughly to
the requirement that the candidate basis function set completely covers the spatial
and spatial frequency domains on which the approximated functions are defined, so
that there exist no points x, E ZRn for which j(x) = 0 for all j E Zn or 'j(t) = 0
for all j E Z n (.Fq denotes the Fourier transform of ). This condition guarantees that
the candidate basis function set spans the space of approximated functions, and that
the network's reconstruction has low sensitivity to errors in estimated coefficients, as
the following arguments show.
The inequality on the right side of (2.1) ensures that the frame operator F mapping
functions f L 2(Rn) to sequences (< f, j >)jEZn is bounded. The frame adjoint
operator F*, defined for all c = (cj)jEzn E 12 (Zn) and f E L2('Rn ) by
< F*c, f >= Z cj < j, f >
is then also bounded, since IIF*cll < M Jn cj2. The definition of the frame adjoint
operator also implies that F*c = Ejezn cjq)j (in the sense of L2-convergence). Since
IIF*II is bounded, it follows that expansions of the form JEn Z cjoj can be computed in
a numerically stable way, with small changes in the coefficients (cj)jezn corresponding
to small changes in the reconstructed function. As a result, the frame bound M
ensures that square-summable errors in a set of estimated coefficients cause a square-
integrable error in the function reconstructed by an expansion over ()jnz.
The left side of (2.1) ensures that the operator F*F has a bounded inverse, so that
a family of functions (j)jEzn E L2(7Rn) can be constructed using j = (F*F)-lOj
for all j. This set of functions is itself a frame, known as the dual frame, with frame
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bounds M-l and m -1 . The formula
Cj =< f, j> (2.2)
yields for all f E L 2(1Zn) a set of coefficients that exactly reconstruct f in an expansion
over (j)jEzn [8, 21]. Prior bounds on the coefficients in a network expansion and
bounds on the network's approximation capability can then be derived from bounds
on the inner products (2.2).
The families with frame bounds m = M = 1 form an orthonormal basis for
L2(7Zn), and the case m = M 1 corresponds to the candidate basis function set
constituting a so-called tight frame. The suitabilities of frames of orthonormal and
non-orthonormal functions, and the construction of frames for classes of function
defined on 7Zn are discussed in chapter 3. The component functions of tight and more
general frames are typically not linearly independent. This means that for a given f,
there may exist many different linear combinations of the Oj that represent f exactly.
The optimality properties of the algorithm for adapting the network's basis function
set in both orthonormal and non-orthonormal cases are discussed in chapter 4.
2.1 Structural Adaptation
The preceding discussion shows that any function in L2(RZn) can be approximated
with arbitrary precision by an expansion over a set of functions (j)jEzn with finite
frame bounds. In order to limit the number of nodes in the network expansion
however, a finite number of basis functions must be selected from the frame that forms
the candidate basis function set. This section describes how the effective truncation
of the approximated function to a compact subset of state space allows the candidate
basis function set to be restricted to a set of nodes with spatial centres lying on
a bounded set. An algorithm for selecting recursively the network's nodes from the
members of this truncated set on the basis of coefficient estimates is given, and bounds
on coefficient magnitudes used to further restrict the candidate basis function set to
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nodes localized at points within a compact set on the frequency domain.
In the context of control, the system (1.1) is to be forced to follow a desired
trajectory Xd(t), assumed to be bounded, and n times continuously differentiable, with
bounded derivatives up to order n. The desired trajectory is therefore constrained to
lie entirely within a bounded subset Ad of state-space. As described in section 2.2, a
sliding controller is used to force the system's state back into Ad should it leave this
set during training, and the function reconstructed by the network is consequently
evaluated only on a compact set A D Ad. Alternatively, in the case of identification,
the system's state is assumed to remain within a bounded set Ad at all times. As
a result, the domain on which the network model is required to approximate the
function f(x) in the system's equation of state (1.1) is in this case restricted to the
set A = Ad.
To allow approximation of functions with non-zero mean on A, a constant bias
term is incorporated in the network model in addition to the wavelet basis functions.
If the mean value of f(x) on A is c, then without loss of generality, the function
approximated by the component of the network that consists of an expansion over
a set of wavelets may be assumed to be identical to f-c on A but supported on
a bounded set AT D A. In order to avoid introducing artificially low rates of decay
across scale in the coefficients of an exact reconstruction of the truncated function,
the truncation of f-c to AT must preserve the smoothness properties of f-c on AT.
This can be achieved by modulating f(x) - c by the function mT(x), where mT is a
member of the space D of infinitely differentiable functions that are identically zero
outside of some compact set. Since D is dense in the space of continuous functions
with compact support, the size of the region AT - A on which f-c is truncated to
zero is arbitrary, and mT can be defined
mT(x) = 1 if x E A
O<mT(x)<l ifxEAT-A (2.3)
mT(x) = O if x AT.
Since f(x) = mT(x)(f(x) - c) for all x E A, the function fA approximated by
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the space-frequency localized component of the network's model may be defined
fA(X) = mT(X)(f(x)- c).
It is shown in [8] that any compactly supported function in L2 (R1) can be ap-
proximated with arbitrarily small L2-error by an expansion over the functions (j)jEJ
that have centres of spatial localization within a set B(J) through choice of suffi-
ciently large B(J), provided 0 is well-localized in space and frequency, and (j)jEZn
has finite frame bounds. This result suggests that an accurate representation of fA
can be obtained with basis functions selected from the subset of the family (j)jEzn
that consists of functions with centres lying within AT.
Let the union J of disjoint index sets J+, J-, and J contain the indices of all
nodes whose centres lie at points included in AT. The infinite set Jo consists of the
indices of nodes that are neglected in the expansion at time t, so that the function
reconstructed by the network can be written
f(x) = E :j(t)qj(x) + (t), (2.4)
j.EJ UJ;-
The network's structure is adapted by continually updating the set of nodes that are
incorporated in the reconstruction f according to the following laws:
* Start with a single node in the network (in addition to the bias term ), with
support containing the initial position of the state vector x(O).
* Select a node with index j for removal from the network if j E J- at time t.
* Introduce a node at time t by adding its associated index to the set J+.
The membership of sets J+, J, and J is determined by simple thresholding rules
applied to the magnitudes of nodes' coefficients, as will now be discussed.
A node is selected to be removed from the network if the magnitude of its coeffi-
cient falls below a threshold A during training. Similar criteria are used in truncating
wavelet expansions in the adaptive approximation schemes proposed in [10, 2, 11, 12].
In order to allow the use of initial conditions j = 0 in the estimates of coefficients
of nodes newly introduced into the network, the rule for membership of J- includes
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the condition that the derivative of a coefficient's magnitude is negative or zero. The
set J- is therefore defined by
J = {i; Ij(t) < A and d(t) < }.
The threshold A can also be used to exclude functions from the candidate basis
function set on the basis of prior bounds Icjlmax on their estimated coefficients. Any
basis function with an associated coefficient bound smaller than A will remain in the
set Jt+ only if the magnitude of its estimated coefficient is too large. This suggests
that only nodes with coefficient bounds exceeding A should be admissible as basis
functions in the network expansion, so that the set J+ is defined by
dJ+ = {j; I(t)l > A or dtcj2(t) > 0, and Icjlmax > A}.
Bounds cjlmax on the magnitudes of coefficients in an expansion of fA over the
set (j)jEzn can be estimated using the formula (2.2). Assuming an estimate of
Iflmax = SUPxEAT If(x) - cl is available, and that the elements of the dual frame are
bounded, appendix 2.7 derives the following bounds
Icjmax = aO'lnj /2 If lmax jlmax IATI. (2.5)
In this expression, IPI is the modulus of the scale parameter associated with the index
j, ATI = fAT dx is the volume of AT, and IlImax = SUPXEAT,kEZn Ij(,k)(X)I where
j(p, k) is the index with dilation parameter p and translation parameter k. These
bounds are valid for the coefficients in expansions over n-dimensional separable, ridge
and radial wavelet families with scale parameter a0 .
The requirement that lcjlmax > A imposes the condition IpI < pA on the scales of
all nodes incorporated in the network expansion, where
p =- log (Iflm a lmax IATI) (2.6)
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This condition further restricts the candidate basis function set to a finite number of
functions that are localized at points lying within a bounded set on the spatial fre-
quency domain. Since a reduction in the value of A causes pA to increase, making basis
functions with higher spatial frequency content available for inclusion in the network,
the relationship between A and pA agrees with the intuition that the effect of reducing
A is to increase the approximation capability of the network (see figure 2-1). Further-
more, dpA/dA is inversely proportional to A, so that the sensitivity of pa to changes
in A increases as A is reduced. This reflects the need for increasingly large numbers of
nodes in order to achieve a given degree of improvement in approximation accuracy
as the network's approximation errors become small. A method of determining the
value of A so as to balance the desired accuracy of approximation with limits on the
numbers of network nodes that result from finite computational resources is discussed
in section 2.5.
The criterion for selecting nodes to add to the network is based on a heuristic
motivated by the degree of correlation between functions occupying neighbouring
positions on the lattice of basis functions' space-frequency localization points. A
basis function with index j is admissible for inclusion in the network's expansion if
j E J and ICjlmax > A. New nodes are introduced at points in the space-frequency
lattice immediately adjacent to the locations of nodes whose coefficients exceed a
threshold p in absolute value, where p is chosen so that y/A « 1. The function of
this parameter is to ensure that there is a small likelihood of a node with associated
coefficient greater than A not being introduced in the network. The magnitude of p
reflects the trade-off between the optimality of the steady-state node configuration
and the computational cost of continually introducing large numbers of nodes into
the network.
23
1O
x0.
0.
0.
x
Figure 2-1: The identification wavelet network trained on the chaotic time series
generated by the logistic map x[t + 1] = 4x[t](1 - x[t]): steady-state approximations
obtained using A = 0.075 (broken line), A = 0.1 (dotted line). With A = 0.075, 18
nodes were obtained in the steady-state, and with A = 0.1, 7 steady-state nodes were
obtained. "Mexican hat" wavelets were used ((x) = (1 - x2)e-X2 /2), and the values
of p), were 8.60 and 7.78 for A = 0.075 and A = 0.1 respectively; the corresponding
maximum moduli the scales of basis functions incorporated in the expansion were 2
and 4 respectively.
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2.2 Stable Adaptive Controller Design
An adaptive tracking controller incorporating a space-frequency localized basis func-
tion network can be designed as a natural extension of the frameworks developed in
[34, 33, 31, 35] for the design of stable radial gaussian basis function neurocontrollers.
In this section, a direct adaptive controller for the nth-order unity gain system (1.1)
is described, and output weight adaptation laws that are robust to modeling uncer-
tainties and disturbances introduced by structural adaptation are given.
Define a tracking error metric
S(t) = + W) x(t), (2.7)
with x = x - xd representing the tracking error, and w a strictly positive constant
(see e.g. [37]). Using this measure of tracking error, the control law can be expressed
u(t) = -kDs(t) + [1 - md(t)]u,(t) + md(t)u,l(t). (2.8)
The component u, feeds forward the network's approximation f, and kD > 0 is a p.d.
gain. Since the network's approximation cannot be expected to be accurate for x 
Ad, a sliding component usj is included in the control law in order to force the system's
state back into the set Ad in the eventuality of it leaving this nominal operating
region during training [34]. The function md provides a smooth interpolation between
adaptive and sliding modes of controller operation in the region between Ad and the
bounded set A D Ad:
md(t) = 0 if x(t) E Ad
O < md(t) < 1 if x(t) E A-Ad
md(t) = 1 if x(t) A.
Since the control signal contains no adaptive component if the state leaves the set
A, the region of state-space on which the network model is used to approximate the
system's dynamics is restricted to A.
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The adaptive component of the control law can be expressed u,(t) = f (x) + ir(t),
where the reference signal x, is a collection of terms on the right side of equation (2.7)
such that s(t) = x(n-)(t)- x,(t). Since x,(t) depends only on the desired trajectory
and x(k)(t) for k < n-2, ir can be fully computed from the measured state. The
closed-loop dynamics of the error metric are therefore specified by
A(t) = -kDs(t) + (1 - md)[f(x) - f(x)] + md[ui(t) - f(x) - (t)]. (2.9)
Using the control law (2.8), it can be shown that adaptation laws for the coefficients
of basis functions j of the form = -ks(t)j(x) would ensure stability of the
closed-loop system and provide asymptotically perfect tracking performance in the
ideal case of a finite basis function set (j)jeJ giving an exact linear parameterization
of fA [37].
Owing to the generality of the function f in the control problem currently con-
sidered, the network (2.4) cannot be assumed to reconstruct f exactly, and a finite
residual approximation error e is in general unavoidable. Let j = - cj be the error
in the estimate of j relative to cj, where the set of coefficients (Cj)jEzn reconstructs
the approximated function fA in an expansion over the family (j)jEzn (the existence
of one such set (cj)jEzn is guaranteed by the family's finite frame bounds). Then 
is defined as the pointwise error in the function reconstructed by the network in the
limit of convergence of errors in the estimates of coefficients indexed by Jt+ and the
bias term,
e(x,t) = lim (f(x)- f(x))Fj 0-0 (fX 
jE Jt
:= Z j j(x) - E cj qj(x) + d(x), (2.10)
jEJr_ iEJtE
for all x E A. The term d(x) quantifies the error in f(x) on A due to truncation (in
space) of the candidate basis function set to nodes indexed by J.
In appendix 2.8, it is shown that Ic(x,t)l is uniformly bounded on A as a result
of the bounds on f, the generating wavelet , and the elements of the dual frame
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(qj)j3zn. However, the finite disturbance of the closed loop system due to can cause
instability in the certainty-equivalent output weight adaptation law given above, an
overtraining-type phenomenon. The training algorithm can be made robust to this
disturbance by halting adaptation should the network reach an estimate of the limit of
its approximation capability, determined from an estimated upper bound on [34, 33].
The bound on developed in appendix 2.8 is extremely conservative however,
and would result in poor tracking performance if used to provide robustness to the
residual approximation error in the laws for output weight adaptation. Although
more precise bounds on would require a degree of prior knowledge of f not usually
available, adaptation laws robust to this disturbance can be developed using the
upper bounds Icj Imax on the magnitudes of the estimated coefficients given in equation
(2.5). Output weight adaptation can then be made robust to the disturbance e by
introducing a decay mechanism into the coefficients that exceed the bounds on their
magnitudes [35].
Output weight adaptation laws must also be made robust to disturbances intro-
duced by structural adaptation. During removal from the network, the magnitude of
a node's associated coefficient error may actually increase over time. For this reason,
the coefficients indexed by the set J- must decay gradually, with reduced rates of
decay as the number of nodes being removed concurrently from the network increases.
The full stable output weight adaptation laws are as follows
A(t) = -ka(l - md)sign(cj(t))/N(Jt) if j E J
-k a(l- md)s(t)0j(x) - j(t)aj(t) if j E Jt+ (2.11)
c(t) = -k(1 - md)s(t) - (t)a(t),
where k > 0 is an adaptation gain, and N(Jt) is the number of nodes indexed by the
set J. Since the number of candidate basis functions is finite, the value of N(J-) is
necessarily bounded, and the adaptation law for coefficients indexed by J therefore
constrains these coefficients to decay to zero in finite time. The functions aj(t) and
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a(t) provide a smooth modulation of the robust decay mechanism, and are defined
0 if aj(t) < Icjlmax
Oj(t) = 0o [i(t)lll/Icjlmax - 1] if Icjlmax < l j(t)l < 2 cjlmax (2.12)
a0 if JIj(t) > 2cjlmax.
The global stability of the adaptive controller can be shown using the Lyapunov-
like function V,:
V(t) = S2(t) + [ :(t) + 2(t), (2.13)
where j = 0 if j E J. The errors in coefficients indexed by the set J C J are
included in this definition to ensure that V,(t) is continuous and 1c(t) is piecewise
continuous. The existence of a set of square-summable coefficients (cj)jezn guarantees
that V,(t) is finite if s(t), (j(t))jEJ+uJ- and c(t) are bounded. In section 2.4, bounds
on 1V(t) are used to show that V,(t) is uniformly bounded, which implies that the
tracking error measure s(t) and the network's coefficients (j(t))jeJ+uj- and c(t) are
uniformly bounded. Furthermore, the definition 2.7 of s(t) as the input of a stable
linear system whose output is x(t) allows the conclusion that the system's state x(t)
is also uniformly bounded. Asymptotic bounds on the convergence of the tracking
error metric are developed in section 2.5.
2.3 Identification Network Design
The design of stable space-frequency localized basis function networks for dynamic
system identification applications is considered in this section. The system to be iden-
tified is assumed to be stable, n-th order, and of the class specified by (1.1) with state
x(t) measurable and control input u(t) identically zero. The network's reconstruction
is given by equation (2.4), and its basis function set is adapted according to the laws
described in section 2.1.
In order to obtain a measure of the error in the approximation f(x) given mea-
surements of the state variables x, x,..., x(n -1 ) alone, the network is used to generate
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a signal n-_l(t) that corresponds to an estimate of x(n-l)(t). The estimate is propa-
gated according to
xn_l(t) = -kD e(t) + f(x),
where kD > 0 is a constant, and e(t) is defined by e(t) = x-l(t)- X(n-l)(t). Since the
signal e(t) is then related to the approximation error f(x) - f(x) by an SPR linear
system:
e(t) = -kD e(t) + f(x)- f(x), (2.14)
this signal can be used in coefficient adaptation laws as a measure of the error in the
network's approximation [37].
The following adaptation laws allow stable training of output weights concurrently
with adaptation of the network's structure
*i (t) -ksign(j(t))/N(JF) if j E Jjt
-kae(t)oj(x) - aj(t)j(t) if j J+ (2.15)
c(t) =-k,e(t)- a(t)e(t).
The gain k, controls the sensitivity of adaptation to changes in the error measure e,
and N(J-) denotes the number of nodes in the set J-. As in the case of the adap-
tive controller, the uniform boundedness of N(J-) guarantees that the coefficients
indexed by J- decay to zero in finite time. The robustness mechanisms employed
are analogous to those developed for the adaptive control network described in the
preceding section. Specifically, aj(t) and a(t) are defined by (2.12), and provide ro-
bustness to the disturbance introduced by the network's finite residual approximation
error given in equation (2.10).
The identifier's global stability of can be shown using the Lyapunov-like function
Ve:
1 122k [j2E _J
As in the Lyapunov-like function Vc(t) constructed in section 2.2, errors in the co-
efficients indexed by the set Jt C J are included in Ve(t) so that Ve(t) is piecewise
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continuous, and the existence of a square-summable sequence (cj)jEzn ensures that
V(t) is finite if e(t), (j(t))jEJ+uJ
-
and c(t) are bounded. It is shown in section 2.4
that V,(t) is uniformly bounded, which implies that e(t), (j(t))jJ+uJ-, and c(t) are
uniformly bounded. Since the state variable x(n-)(t) is bounded by assumption, the
estimate n_1 (t) is also uniformly bounded. In section 2.5, asymptotic bounds on the
convergence of the error measure e(t) are developed.
2.4 Stability Analysis
This section investigates the stability of the network-based adaptive controller de-
scribed in section 2.2 and identifier of section 2.3. The stability analysis is approached
by first deriving upper bounds on the derivatives of the Lyapunov-like functions V,
and V, and then showing that these bounds are necessarily negative if the error
measures s(t) and e(t) or any of the coefficient estimates c(t) and (j(t))je+ become
sufficiently large. The negative definiteness of 1V and Ve outside of compact sets on
the parameter error spaces (s, a, (j)jEJt+) and (e, c, (6j)jEJ+) is then used to show that
V, and Ve are uniformly bounded.
The following expression for Ve can be obtained from the error measure dynamics
(2.14) of the identification network,
le(t) = -kDe2 (t) + e(t)(f(x) - f(x)) + , E j(t)j(t) + (t)(t)
The expression (2.9) for the derivative of the tracking error metric and the control
law (2.8), yield an upper bound on 1V(t)
vc(t) < -kDs2(t) + (1 - md(t))s(t)(f(x) - f(x)) + - E ej(t)cj(t) + ()(t)](t)
In terms of the approximation error e defined at equation (2.10), the reconstruction
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errors in the models used in both control and identification networks can be written
f(x) - f(x) = E j(t)qj(x) + c(t) + (x, t).
7EJ,+
Using the adaptation laws (2.15) for the identification network's coefficients, Ve can
therefore be bounded by
Ve(t) D e(t)+ 2(X,t) j(tj(t)j(t)
12 ,tt-t) + I- jEJt
- a(t)(t)(t)+ N(J-) l Ij(t). (2.17)
The adaptation laws (2.11) for the parameters of the adaptive controller similarly
allow 1V to be bounded by
Vc(t) < -k 2(t) + (1 -m) e2(x,t) t
2 2kD kgj
k (t) (t)N(t)) cj(t)Il (2.18)c, ° ()?( ) t+ N(Ji-)
Since the function md(x) satisfies md(x) < 1 for all x E 7?, (2.18) provides a bound
on 1c identical to the bound (2.17) on 1e, with e(t) replaced by s(t). This bound is
therefore used to show the stability of both control and identification schemes, with
V denoting either Vc or Ve, and s(t) interchangeable with e(t).
The errors in coefficients indexed by the set JT- satisfy I jI < Icj I + A for all j e J;-,
and the square-summability of the coefficients (cj)jEZn ensures that supjEJ
-
Icj I exists.
As a result, V(t) can be further bounded by
V(t) -kDs2(t) + 1 2(x, t) - aoj(t)j(t)c1(t)
--ka(t) (t)(t) + A + sup Icjl. (2.19)akch jEf the Jterms i(2.)eJ
Each of the terms in (2.19) containing the modulation function aj(t) satisfies a
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bound
-aj(t)~j(t)?cj(t) = -rj(t)(2(t) - cjcj(t))
< -j(tl (t)l(lj(t)l - cijl).
Furthermore, it can be seen from the definition (2.12) that j(t) is non-zero only
if ~j > cjl, which implies that -j(t)cj:j(t) < O. The inequality (2.19) therefore
reduces to
V(t) < l 2(t) + do(x,t), (2.20)
2
where do(x, t) = 2 (x, t)/2kD + A + supjej; - cjl. It follows that a sufficient condition
for V(t) < 0 is s 2(t) > 2do(x,t)/kD.
An alternative bound on each of the terms in (2.19) that are modulated by aj(t)
is given by
-j(t) (t) j(t) - cj(t) j2(t)- 2 (fj(t)- c2)
< _j t2 (t)
2
(where aj(t) $ 0 only if lAj(t)l > I jl has been used). For all j E Jt+, V(t) is therefore
subject to the bound
V(t) < - 2 aj(t)C(t) + do(x, t) (2.21)
with do(x,t) = 2(x,t)/2kD + A + supjEJ Icjl. The definition (2.12) of aj(t) shows
that crj(t) is necessarily equal to ao if JIj(t)l > Icjlmax. From the inequality (2.21), a
sufficient condition for V(t) < 0 is therefore given for all j E J+ by
j(t) > max{kado(x,t)/2o, 9ICjI1ax}. A similar argument applied to the error in the
bias term shows that V(t) is necessarily negative if 52(t) > max{ka, do(x, t)/20o, 9lcl2 ).
The disturbance do(x, t) is uniformly bounded since the residual error (x, t) is
uniformly bounded and the coefficients (cj)jezn are square-summable. The conditions
on the sign of V derived above therefore establish the existence of an ro > 0 so
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that V < 0 if r > ro, where r is a radial measure on the parameter error space
(S, , (j)jJ+), defined by
r2(t) = S2(t) + E (t) + (t).jeJ+
Since in addition, V is positive definite and decrescent in r, it follows that V(t) is
uniformly bounded.
Alternative coefficient adaption laws Several variations on the coefficient adap-
tation laws (2.11) and (2.15) are permissible within the framework of the stability
analysis given above. A simple alternative to the robust decay mechanism introduced
in coefficient estimates that exceed the bounds Icjmax is to saturate coefficient esti-
mates at these bounds. The coefficient adaptation laws for the adaptive controller
described in section (2.2) are in this case given by
(t) =
-ka(1 -md)sign(cj(t))/N(JT- ) if j E J-
-ka(1 - md)s(t)qj(x) if Icj(t) < Icjimax and j E Jt+
if Ij(t)l = IClmax and j E J+,
and sign(s(t)Oj(x)) = -sign(j (t))
(t) = -k(1 - md)s(t) if Ia(t)l < ICImax
0 if Ic(t)l = IClmax and sign(s(t))= -sign(a(t)),
and adaptation laws for the identification network's coefficients are defined analo-
gously. The stability of the network-based controller and identifier can be shown us-
ing the the Lyapunov-like functions V and V, of equations (2.13) and (2.16). Upper
bounds on 1c and Ve are given by (2.20), so that 1c and are again negative definite
for sufficiently large error measures Is(t)l and le(t)[. Since the estimates (i)jJ;-uJ+
are uniformly bounded and the coefficients (Cj)jEzn are square summable, it follows
that V,(t) and V(t) are uniformly bounded. Bounds on the convergence of errors
developed in section 2.5 also hold in this case. This modification therefore simplifies
the update equations for coefficient estimates without altering either the network's
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stability or convergence properties.
Another modification allows stable adaptation laws that depend only on local
system properties. The adaptation laws (2.11) and (2.15) require a knowledge of the
total number of nodes indexed by the set J-. If basis functions have compact support
however, the output weights of nodes selected for removal from the network can be
adapted on the basis of a knowledge of the set J,,t C J containing the indices of
basis functions whose support includes x(t). Denoting the number of nodes indexed
by J,,t as N(J, t), adaptation laws for the set indexed by J can in this case be
written
j(t) = -k (1 - )IJ(x) s ignj (t).
The generating wavelet is assumed bounded and the scales p of basis functions in-
cluded in the network expansion are restricted by IP < P\, so that supEAT Iqj(x)l
can be assumed to exist. The global stability of control and identification schemes
incorporating this modified adaptation law can be shown using the argument given
above, since the derivatives of the functions V and 1V obtained in this case again
satisfy the bound (2.19). The local nature of the adaptation laws obtained with this
modification would facilitate the design of parallel hardware implementations of the
network.
2.5 Convergence Analysis
This section develops bounds on the the convergence of tracking errors for the adaptive
controller described in section 2.2. These bounds have the same functional form as
the available bounds on the convergence of the identification network's error measure.
The tracking error metric s is therefore interchangeable with the identifier's error
measure e in the following analysis.
The integral of equation (2.20) over an arbitrary interval T provides a bound on
34
the mean square tracking error,
1t+T s2 (r) dr < sup e Z(x(r),r)-k T(V(t+T)-V(t)) + (A + sup cj).
Since V(t) is bounded, and the coefficients (cj)jEzn are necessarily bounded, the
following asymptotic bound on the tracking error measure is obtained:
limsup1 t+Ts2 (r) dr < 1 sup 2(X(r),r). (2.22)
T-Boo t - D rEtt,t+T]
At any given time to, the tracking error metric can therefore be guaranteed to
converge in a mean square sense to within a bound proportional to the supremum
of the residual approximation error over times t > to. In contrast, the performance
bounds for the radial gaussian neurocontrollers developed in [33] are obtained in
a slightly stronger, pointwise sense. The bounds on the energy contained in the
signals s and e that are available in this case are due to the use of bounds on the
magnitudes of coefficient estimates, rather than bounds on the pointwise residual
error, in the mechanisms that provide robustness to the disturbance caused by limits
on the network's approximation capability.
Although finite, the pointwise bound on the network's residual error that is derived
in section 2.8 is extremely conservative. This bound is based on estimated bounds
on the magnitudes of coefficients indexed by the sets J+ and J, and the estimate
(2.6) of the maximum modulus of the scale of basis functions incorporated in the
network expansion. In most cases of practical interest, the function f(x) is uniformly
continuous, or discontinuous at a finite number of points on AT, so that the coefficient
bounds (2.5) derived with no assumptions on the regularity of f, and estimates of the
required bandwidth of the approximation based on p, are extremely conservative.
However, the value of is independent of the bounds Icjlmax, and the asymptotic
bounds on the network's error measure (2.22) are therefore governed by the value of
A and the actual rates of decay of the coefficients (cj)jEzn.
A more meaningful measure of the residual approximation error is given by the
L-norm of . The definition of (x,t) on A at equation (2.10) can be extended to
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the whole of Rn as the residual error in the network's approximation to the function
fA(X) + C:
c(x, t)= lim [f(x)- (fA(x) + c)]
jEjt
= E aj(x)- E jj(x)- E cjOj(x),
JEJ jE J ivJ
for all x E 7Zn. Since the coefficient sets (a)jEJ-, (cj)jEo and (cj)jqj are square-
summable, the boundedness of the adjoint frame operator can be used to bound the
value of II |,
jk(x, t)112 M E C2 + E cj2 + E cj2
JEJt i J° iJ
where M is the upper frame bound, defined at (2.1). The second term in this expres-
sion gives a measure of the residual error due to truncating the network's expansion
to basis functions centred on a compact set on the frequency domain, and is governed
by the value of A. The third term represents errors that result from the truncation
of the candidate basis function set to basis functions with centres lying on a compact
set in state-space, and is therefore dependent on the set AT.
Given estimates of the coefficients (cj)jEzn, the size of AT and the value of A
required to meet specifications on 11E11 could be estimated. For example, an indication
of the variation of c with A can be obtained from the L2-norm of a function
O(X) = E E Cj j(X),
Ipl>pA jEJp
where Jp is the subset of J that indexes basis functions at scale p. If the candidate
basis function set consists of radial wavelets and f(x) is everywhere continuous on
AT, with Lipschitz exponent a E (0, 1), then using the bound derived in appendix 2.7,
the magnitudes of coefficients (cj)jEz. decay as a +0/2)np at fine scales (p -- -oo).
Since the number of nodes N(Jp) indexed by Jp is bounded by N(Jo) for p < 0, and
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by ao"PN(Jo) for p > 0, 11oll can in this case be bounded by
112oll < MN(Jo) [Iflmax =I maxT + Cm2() )]
(where the parameters C and m(a) are defined in appendix 2.7). The maximum
number of basis functions that can be incorporated in the expansion is in this case
given by No = N(Jo)[p + (aPA - 1)/(1 -an)] . By assigning costs K,(llo) reflecting
the desired convergence of the error measure, and KN(No) quantifying limits on the
network's size imposed by finite computational resources, the optimal value of A could
be estimated from the value of pA that minimizes IK + KN.
2.6 Examples
Simulations of the space-frequency localized basis function networks described in this
chapter are presented in this section. Figures 2-2 and 2-3 contrast the wavelet iden-
tification network's approximation to the function
f(x) = 0.25 + e- /10 sin(0.16rx) - 0.1 cos(0.02rx - 0.5)
to that of a regularly sampled gaussian network. This function was chosen because of
the significant variation in its local spatial bandwidth. The wavelet network employed
"mexican hat" wavelets: +(x) = (1 - x2)e - 2/2, and both networks contained 20
nodes in the steady state. The errors in the wavelet network's reconstruction are
approximately constant over 0 < x < 50, showing its adaptation to the local spatial
bandwidth of f. In contrast, the large errors in the function reconstructed by the
gaussian network for x < 10 are due to the spatially uniform local bandwidth of its
approximation. The wavelet network employed a threshold A = 0.069, and bound
If lmax = 1.0. The set AT was defined by 0 < x < 50, and the resulting limit on basis
functions' scales was p = 13.4. The maximum modulus of scale of basis functions
introduced in the network expansion during training was IpI = 5.
Figure 2-4 shows the predictions of the mexican hat wavelet identification network
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0.1 sec in the future of the velocity of the first order system
f(x) = -sign(x)x2 .
The network was trained over a single trajectory, using a 0.01 sec sample period.
The large errors in the network's predictions at x = 10 are due to the use of initial
conditions x(O) = 10, f(x(0)) = 0. The distribution of the network's nodes on
the space frequency lattice and the values of their associated coefficients are given
in figure 2-5. The large coefficients of basis functions centred at increasingly fine
spatial scales with increasing x is due to the increase in local spatial bandwidth of
the approximated function as x increases.
38
xI
Figure 2-2: A comparison of the errors f(x)- f(x) in the recontructions of a wavelet
network with 20 steady-state nodes and a gaussian network with 20 regularly spaced
nodes. Solid line: wavelet network. Broken line: gaussian network.
x
x
Figure 2-3: The function approximated in
e-X/ 10 sin(0.16rx) - 0.1 cos(0.02rx - 0.5)
the example of figure 2-2, f(x) = 0.25 +
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x
Figure 2-4: Wavelet identification network predictions of the value of f(x(t + T))
made at time t, where f(x) = -sign(x)x 2, and T = O.ls. Solid line: the approximated
function fx(t + T)). Broken line: the the network's prediction f(x(t + T)). The
functions f(x(t + T)) and f(x(t + T)) are plotted against x(t + T).
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Figure 2-5: The steady state node distribution for the network of figure 2-4.
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2.7 Appendix: Prior Bounds On Coefficients In
Wavelet Expansions
Wavelet expansions of bounded functions with compact support The ele-
ments ~ of the dual frame of a family of ridge or radial wavelets constituting a frame
for L 2(Rn) can be expressed
j(p,k)(X) = aon p12 j (O,k ) ( a O p x )
where the frame parameter a satisfies a > 1, and the dependence of the index j
on the dilation and translation parameters p and k has been made explicit. From
equation (2.2), the coefficients in an expansion over the family ()jEzn giving exact
reconstruction of fA(x) are bounded for all j E Z" by
Icjl < aop /2 sup IfA(X)IA Ij(0,k)(X)j dx
XEAT T
• aop / If mmax Iax IATI,
where IATI = fAT dx, If max = SUPXEAT If(x)-CI, and I~Imax = supXEAT,kEZn Ij(0,k)(X)I.
Equation (2.2) also gives the alternative bound
Icj < ao/2 sup IfA(X)l SUp I0j(O,k)(X)IIATI
XEAT xEAT
< ao i p/
2 If max IImax AT I,
where If Imax, [max and ATI are as defined above.
The dual of a frame of separable n-dimensional wavelets has elements
j(pk)(X) (Pl+...+Pn)/2 1a -p, ,(p=,k)(X) a Pj(o,k,)(ao Xl)... j(o,kn)(ao Xn),
where ao > 1 and xl,..., xn,_ E R. It can be assumed without loss of generality that
pi,..., pi > 0 and pi+l,..., pn <0, so that the coefficients reconstructing fA(x) in an
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expansion over (j)jEzn can be bounded for all j by
Icjl < a(P1+...+p )/ 2+( ' +l+...+p )/I2 Sup IfA(X)l SUP j(0,k)(xl..)I. SUP Ij(0,k)(Xi)
XEAT X1 EAT Xi EAT
fA Ij(0,ki+)X+l) ... Ij(0o,k)(Xn)l dX
< ao(IPfl+'+Pn)/2f Imax1b1maxiATI,
where If max, I¢lmax and IATI are as defined above.
Coefficient bounds Icjlmax for the three classes of multidimensional wavelet can
therefore be expressed
Cj lmax = a n I/2 If max 'lmax IATI. (2.23)
Radial wavelet expansions of compactly supported functions with Lipschitz
regularity If f(x) is uniformly Lipschitz a on the set AT, with a E (0, 1), then
f(x) = f(u) + eu(X),
where Iu(x)l Cllx - ullI for all x,u E AT, and some constant C < oo. Since
fA(x) = mT(x)(f(x)- c), and mT(x) is uniformly continuous with ImT(x) < 1 for
all x E AT, it follows that
fA(x) = fA(u) + eu(X) (2.24)
for all x, u E AT. Since in addition, fA is supported on AT, it can be concluded that
equation (2.24) holds for all x, u E Rn, so that fA is uniformly Lipschitz a on Zn.
The coefficients given by equation (2.2) that reconstruct fA in an expansion over the
family (j)jEZn can in this case be expressed
cj =/(fA(u) + Eu(x))¢j(x) dx.
Assuming that j has at least one vanishing moment, so that fRn Oj(x) dx = 0
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for all j E Zn, it follows that
Cj = f Eu(X) i() d.
This condition is invariably satisfied in practice, since the functions qj necessarily
have one vanishing moment for all j E Z' in order that the set (j)jEzn constitutes
a frame for L2(Rn) [8]. The magnitudes of coefficients are therefore bounded by
IcjI < C| fL IIx- ulljl(x) dx
The elements of the dual of a frame of n-dimensional radial functions can be
written j(p,k)(X) = aP/2qk(ao-npx- anPXk), for some set functions (k)kEzn 
L 2(7Rn), where xk is the centre of spatial localization of Oj(O,k)(X). This expression
gives the bound
Icjl < Caop/2 I laop(x - ullalk(x) dx.
Since fA is uniformly Lipschitz on Rn, a valid choice for u is u = -aPxk, so that
Icjl < Ca(a+1/2)np J X IxIlalk(x) dx.
With the definition
m(a) = sup J~ Ilxll l(x)l d, (2.25)
the bound on coefficients can be written
Icjl < a+ 2)nPCm(a). (2.26)
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2.8 Appendix: A Bound On the Network's Resid-
ual Error
In order to show that le(x, t)l is uniformly bounded on A, first note that f(bfx) can
be written for all x E A as f(x) = EjEzi cjqj(x) + c, so that equation (2.10) can be
re-written
E(x, t) = E (t) j(x) + E Cj j(x) - (f(x) - c)
jesJt jet+
for all x E A. The function f and its mean value c on AT are assumed to be finite on
A. The boundedness of the remaining terms in the above expression can be shown by
considering their components at each of the scales 0 < IpI < pA. Let the component
of that consists of linear superpositions of basis functions at scales of absolute
magnitude Ipl be ElpI. Then, since the scales p of all nodes in the sets Jt- and Jt+ are
limited by II < P, can be written
PA-1
(x, t) = E epl(X, t) - (f(x) - c)
IPI=0
for all x E A. Defining as J+t and JI;I t the subsets of Jt+ and Jt- respectively that
contain the indices that correspond to scales of magnitude IPl, then ElpI is given by
Elpl(,t)= E (t)oj(x)+ E cj(x).
jEJIplt jEJIpl,t
Since PA is finite, each sum in the above expression consists of a finite number of terms.
Furthermore, the wavelet q(x) is assumed to be bounded, and the coefficients in the
in the sums are bounded by j]j < A for all E Jl, and by cjl < ao f
for all j E Jl+ t It follows that lpl(x, t) is bounded for all x E A, and constants K-
and K + exist such that
IlEl(x, t)l < K-a?'j 1 /2 + K+
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for 0 < IpI < pA, and Vx E A. Summing individual components, the following bound
on is obtained
I(x, t)l < K- aonz (- 1/ 
1 - ao /2
It can therefore be seen that (x, t) is uniformly bounded for all x E A, provided pA
is finite.
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(2.27)
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Chapter 3
Candidate Basis Function Sets
The characteristics of families of functions admissible as the basis functions of the
network described in chapter 2 are investigated in this chapter. The practical advan-
tages of non-orthonormal frames over orthonormal bases are discussed. Candidate
basis functions for separable, ridge and radial wavelet approximation schemes in ar-
bitrarily high dimensional spaces are described. Using prior bounds on the temporal
bandwidth of the dynamic system to be identified or controlled, we show how the
redundancy of ridge and radial classes of candidate basis function set can be reduced
without compromising the efficiency of approximation.
The stability properties of the adaptive control and identification schemes de-
scribed in chapter 2.1 allow any number of additional parametric terms to be incor-
porated in the model f of equation (1.2) [37]. If a part of the system's dynamics
is known to have a particular functional form, then the coefficients of these terms
can therefore be estimated in parallel with a network approximating the dynamics
of unknown structure, without affecting the global stability of the adaptive system.
This property is exploited in the inclusion of the bias term c in the network (2.4).
The assumptions made in the derivations of structural and output weight adapta-
tion laws that the candidate basis function set (j)jEz has finite and strictly positive
frame bounds require that the generating function +(x) is well-localized simultane-
ously in space and spatial frequency [8, 7]. In fact, a very broad class of space-
frequency localized families are admissible as candidate basis function sets for the
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network. In practice however, the network's approximation capabilities are strongly
dependent on the chosen family.
If the family of candidate functions form an orthonormal wavelet basis, the frame
condition (2.1) specifies an energy conservation on the coefficients in the expansion.
In this case, an estimate of the L2-norm of the approximated function would allow the
L2-norm of the reconstruction error in the expansion to be estimated directly from its
coefficients. Subject to conditions on the smoothness class of function approximated,
this information would allow the threshold A to be chosen on a statistical basis at
the design stage [11, 12, 10]. Compactly supported orthonormal wavelet bases are
not available in closed analytic form however, and are therefore not well suited to
on-line control and estimation applications. Since non-orthonormal wavelets well
localized in space and frequency can be obtained in simple closed-form expressions,
candidate basis function sets constituting non-orthonormal frames are well-suited to
the applications considered in this thesis.
3.1 Multidimensional Wavelet Basis Functions
In order to develop networks for estimation and control of systems of the form of
equation (1.1) with n > 1, a candidate basis function set must be constructed from
functions defined on Rn for arbitrary n. If the relative scales of spatial variation of
f in different directions within 7Tn are initially unknown, basis functions j(x) must
be selected from a candidate set consisting of functions having independently varying
dilation parameters associated with each spatial direction in order that an efficient
model of the system can be developed.
This can be seen by considering, for example, the problem of approximating a
bandlimited function f(x) whose spatial bandwidth in a given direction is an order
of magnitude greater than that in all other directions. A model incorporating a
sufficiently large number of basis functions selected from a candidate set consisting
of dilations and translations of a function having equal spatial bandwidths in each
direction in 7 'Z could approximate f to an arbitrarily high degree of accuracy, given
48
that this set constitutes a frame for the class of bandlimited functions. However, the
Nyquist sampling theorem suggests that it would be possible to achieve the same
accuracy of approximation using a model that employed an order of magnitude fewer
basis functions, provided the candidate set contained translations and dilations of a
function whose bandwidth in each direction matched that of f.
The problem of approximating the members of more general classes of unknown
function can be approached using multidimensional wavelets. Several multidimen-
sional generalizations of one-dimensional wavelet families are currently known. In
the approach most commonly used in wavelet-based image compression techniques,
the one-dimensional wavelet transform is applied separately in each of n orthogonal
directions. The basis functions j(x) of the associated reconstruction formula are
therefore the products of n functions defined on single-dimensional spaces
j(x = =il(l)2(Z2) . Wi.(X)
where each ji indexes a pair of integers (pi, ki), and Tj,(xi) = aoPi/2o x-Pi- kbo).
Owing to the separable nature of this decomposition, the set (j)jEzn constitutes
a frame for L 2(R"n) if and only if (j)jez forms a frame for L 2(ZR). A necessary
condition on the decay of 0 in order that (j)jez forms a frame for L 2(7Z) is
27r j.so()12 < (3.1)
and sufficient conditions on the parameters a, bo are given in [8].
An alternative class of multidimensional wavelet is obtained from the rotations
of template functions in addition to their dilates and translates in R" [28, 24]. The
reconstruction model corresponding to this scheme has basis functions
j(x) = a /2,i(aoPx - AkbO). (3.2)
Each function pi has the general form pi(x) = (ARx) where the set of matrices
(Ri.)i l represent a regular sampling of the space of rotations on Rn, and A E nRX
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is a diagonal matrix. The matrix Ak = diag{kl,.. ., kn} determines the spatial centre
of each wavelet, and p, kl,..., k, E Z. Conditions on ip and on the parameters
ao, bo, and L to ensure that a frame for L2 (1Rn) is obtained are given in [28, 29].
The class defined at (3.2) contains radial functions as a special case. By defining
qpi(x) = p[rw(x)], where rw(x) = IIWixII2, and each member of the set (Wi)=,
is a positive definite symmetric matrix with eigenvalue matrix A and eigenvector
matrix Ri, (3.2) specifies a family of wavelets radial in the measure r. In this case,
the condition equivalent to (3.1) on the decay of cp necessary in order that (j)jEzn
constitute a frame for L 2(Rn) is given by
(27r)n FpO(p)2 - < oo (3.3)
P
(where pic is the Fourier transform of iT in polar coordinates), [28, 25]. Moreover,
with a set of radial measures {rwi, rw?, ... , rwM }, where each matrix W has eigen-
vector matrix Ri and eigenvalue matrix Am, equation (3.2) can be used to define a set
of radial wavelet families ((jSm)jezn )M=1 with independently varying scaling param-
eters in orthogonal directions. Since the Fourier transforms of the radial functions
po(x) and pT(x) are related by
I
Pi .(p = ii C:7 )
j=1 7 PiP)
where Am = diag{al,...,a ,} and Al = diag{o,... }, the conditions on aobo,, 1 n...,,, the condis oab
and L to ensure that (Tm)jezn constitute a frame for L2 (Zn) are identical to those
imposed on the dilation, translation and rotation parameters of the family (")jEZn,
although with Am A' the frame bounds associated with the two families will not
be equal. It follows that frames for L 2(Rn) can be constructed using the collection
of wavelet families ((jT)jezn)M=l, with each component family ()jEzn employing
the same set of parameters a0, bo, and L.
Ridge functions are also included in the class defined at (3.2). If yi(x) = aeTx,
where ar is a positive scalar and ei = Rie for some unit vector e E R1n , then with pi
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of the form pi = W[yi(x)], (3.2) defines a family of ridge wavelets. Although this class
cannot form frames for L2 (Rn) since Wo ¢ L2 (R?), the truncation of f to a compact
set AT described in section 2.1 allows the use of candidate basis function sets that
constitute frames for L2(AT). Analogously to the case of radial wavelets, frames can
be constructed from collections of families of the form qj], each of which employs a
different scale factor am.
3.2 Radial And Ridge Wavelet Models Of Ban-
dlimited Systems
Candidate basis function sets constructed from separable, radial and ridge wavelet
families include many functions with the same dilation parameter in a particular
direction at any given centre of localization in space. This section shows how a bound
on the component of the gradient of the approximated function in the direction of
the state-vector's derivative can be used to eliminate superfluous members of the
candidate set as the network's model evolves. Owing to the variable direction in
which this bound holds, it is more easily applied to radial and ridge wavelet families
than separable basis function sets.
If the system to be identified or controlled is strictly bandlimited, so that the
Fourier transform of (k)(t) is supported on an interval [-Qk,Qk], then from the
structure of equation (1.1) it follows that k = is independent of k. Assuming
f L°°(Rn), the application of an inequality due to S. Bernstein [25] yields a bound
on the spatial gradient of f(x)
I/ T Vf(x)I < Q sup If(x)l. (3.4)
XEZRn
Before proceeding to show how this bound suggests an approach to determining the
relative scalings of basis functions in a network reconstruction of f, the restrictions
imposed by the assumptions that the system is bandlimited and that f E L(Rn)
will first be discussed.
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The state variables of all physical systems encountered in practice vary on a fi-
nite time-scale. For the majority of such systems therefore, the energy contained
in the Fourier transform Fx(w) of the state x(t) is sufficiently well-localized that a
bandwidth Q exists so that IFx(w)I ~ 0 for w q [-Q, Q].
Additional limits on the effective bandwidth of the modeled system arise as a
result of non-ideal sensor and actuator characteristics. If the available measurement
of the state is a vector Xh(t) = [(t) ... h _(t)] T , with x (t) = hk(x(k)(t)), then
owing to the low-pass characteristics of the functions hk in general, the bandwidth of
the best approximation to the system's state is limited by the maximum bandwidth
Qmax of the functions hi, . . ., hl.
Alternatively, the control input to the controlled system is in general of the form
g(u(t)), and the assumption that u(t) = g(u(t)) is valid only if the bandwidth of u
is less than some finite value Qg. Since the control signal (2.8) must be filtered in
order to avoid exciting unmodeled actuator dynamics if Q > f9, it can be seen that
the bandwidth of the signal f(x(t)) supplied by network model need not exceed Qg.
The effective bandwidth of the approximated system is therefore the minimum of Q,
Qmax, and Qg
The second assumption that f(x) is bounded on Rn can be weakened since in
both control and identification applications, the function fA modeled by the space-
frequency localized component of the network is defined only on a compact subset
AT of state-space. It follows that for practical purposes, the requirement that f E
L°°(Rn) can be replaced by the condition that f max = suPxEAT IfA(x)l exists, and
the bound (3.4) can be replaced by
IxT Vf(x)I < Qlflmax, (3.5)
for all x E A (where fA(x) = f(x) for all x E A has been used).
In the absence of a control input, the time-scale of variations in the system's
state is dependent on the rate of change of the forcing function f. This inequality
therefore has the intuitive explanation that the scale of spatial variation of f along a
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given trajectory necessarily increases at higher rates of motion through state space.
The scalings of basis functions in a network model of the system should therefore
vary according to the orientation of its trajectories and the rates of change of the
state vector at each point in state space. Assuming the generating wavelet 0 to have
some degree of regularity, the asymptotic differential operator properties of the inner
products (< ., Oj >)jEzn can be used to estimate the dependence of the coefficients
in an exact reconstruction of a function on its gradient. This information allows the
rates of decay across scale of the magnitudes of coefficients in a wavelet model to be
approximately equalized at all points along a trajectory, so that basis functions are
scaled according to the scale of local variation of f in the direction of motion in state
space.
In order to extend the differential operator properties of the continuous wavelet
transform on L2 (JZ) [25, 22] to the multidimensional case, we assume that the gener-
ating wavelet in equation (3.2) has least one vanishing moment,
I W(x) dx = 0. (3.6)
For radial wavelets, the integration is over x E R+, and for ridge wavelets over x E R.
It then follows that, if cp e L2 (1R), there exists a function E L 2(R) satisfying
T(x) = t9'(x) for all x E [25]. Defining continuously parameterized ridge and radial
wavelets as q0'b(x) = a-n/ 2q(y[(x - b)/a]) and 0a'b(x) = a-n/ 2p(rw[(x - b)/a])
respectively, and denoting the gradient operator with respect to b as Vb, we have
ba b(x) = vTVb t9 [ ) (3.7)fflV el a
for all v E R" such that vTel # 0, and
ab(x) = a-n/2+1 sS[(b - x)/a] i ATVb9 [ (rw a] - (38)
IIAT Vrw(b - x)112 a 1
where s(x) = sign{l9'[rw(x)]} and A E RnXn with rank(A) = n.
Using equations (3.7), (3.8), and the inequality (3.5), appendices 3.4.1 and 3.4.2
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derive the following asymptotic bounds on the magnitude of the continuous wavelet
transform WfA(a,b) with respect to ridge and radial wavelets with one vanishing
moment,
lim WfA(a,b)l < QlifImax
a--+O an/2+1 - IIi(b112
For ridge wavelets, the rotation parameter el is assumed to be aligned with x(b), and
/c is defined by
( AT I(eTx)I dx.
In the case of radial wavelets, the scaling factor 0l is the eigenvalue corresponding to
an eigenvector of W aligned with x(b), and
() = I + 1 2] /2 I- 1[(xTx)]l dx.
i=2 n =l
To a first order approximation, the inner products of f with qj are therefore bounded
by
I< f, j >1 < Qf (x)max /K(O1), (3.9)
where xj = apAkbo is the spatial centre of qj(x).
The coefficients in a wavelet model that are known to reconstruct fA exactly are
the inner products of fA with the members qj of the dual frame, as discussed in
chapter 2. However [8], §3.5 shows that the reconstruction formula Ejezn < fA, qj >
Oj can be reasonably well approximated by ZjEJ < fA, qj > Oj for a sufficiently large
finite index set J. Bounds on the magnitudes of coefficients of fine-scale wavelets in
a truncated expansion may therefore be estimated using (3.9).
If the scaling parameter a1 that corresponds to a basis function centred at xj is
chosen to satisfy
1 QlflmaxaoPA (n/2+1)_c~o) - Il*(0 , (3.10)(al>) (IIX(xj) ll12
(where x(xj) is an estimate of the state vector's derivative incorporating the model
f(xj)), and its rotation parameter is selected so that el = -(xj)/ll(xj)l 2, then the
approximate analysis given above shows that only coefficients at scales p approx-
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imately equal to, or greater than -px will have steady-state values exceeding the
threshold A. By effectively adjusting the local values of the frame parameters a and
bo, this selection criterion therefore matches the scale of each basis function's spatial
variation along the trajectory followed to an estimated upper bound on the local spa-
tial frequency content of f. Moreover, for both radial and ridge classes of wavelet,
1/c is O(ar2), so that equation (3.10) is in agreement with the intuition that basis
functions' spatial frequency content should increase in regions that the system's state
varies slowly, as (3.5) also suggests.
Owing to the dependence of the estimates x(xj) on the approximation f(x), er-
rors in f(x) result in inaccurate estimates of the scalings and orientations of basis
functions. The error in x(xj) is likely to increase with the distance of the point xj
from the followed trajectory, due to the larger errors in the network's reconstruction
in these regions. The resulting errors in estimates of basis functions' orientations and
scalings have little effect on the quality of the approximation however, since basis
functions introduced at points distant from all points on the followed trajectory can
only remain in the network expansion if their spatial supports are broad, whereas the
orientations of coarse-scale basis functions are relatively unimportant.
3.3 Examples
The performance of control and identification networks employing the basis function
selection algorithms developed above are illustrated in this section with simulations
of two second-order systems. The generating wavelets used are two-dimensional ex-
tensions of the single-dimensional "mexican hat" functions: (x) = (1 - x2)e- x2 ,
a E R. Since
J+ p(x) dx = 0,
the condition that have one vanishing moment is satisfied for both radial and
ridge classes. However, the constraint on the decay of the radial wavelet's Fourier
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transform (3.3) requires in addition that
J r (r) dr = O.
This requirement cannot be met by the unmodified mexican hat wavelet since it
necessitates that (r) = g"(r) for all r [0, oo) and some g L2 (1Z+). Although
4(r) is the second derivative of the Gaussian for all r > 0, at r = 0 this condition
cannot be met due to the non-zero value of the Gaussian. This technical difficulty
can be overcome using the difference of two mexican hat generating functions: +(r) =
(1 - r2)e-r 2(1 - e-r 2 ), for any a, p E R7. In practice a very large value for P can be
used, so that the modified wavelet is effectively identical to the original mexican hat
wavelet.
Figures 3-1, to 3-6 show the application of a ridge and a radial wavelet network
to the identification of the stable second order system
f(x) = tanh(x) + tanh(i).
A bandwidth of 2 rad/s was assumed and a sample period of 0.01 sec was used. Both
radial and ridge basis function networks were trained over the duration of a single
trajectory, and the coefficient magnitude threshold A was chosen in each so that 15
nodes were obtained in the steady state.
Figure 3-2 compares the errors in state predictions 0.1 second in the future for the
two networks, and figures 3-3 and 3-4 give the corresponding predictions of acceler-
ation. The radial wavelet network clearly has a higher degree of accuracy than the
ridge wavelet network. This is a result of the lack of spatial localization of the ridge
basis functions in the direction perpendicular to the estimate of the state vector's
derivative.
Figure 3-5 shows the locations, orientations, and scalings of the radial wavelet
network's basis functions as the loci of points rw(aoPx - Akb) = 0.7. Similarly
figure 3-6 gives the lines that join the points that are closest to the wavelets' centres
on the lines y(aPx - Akbo) = +1.0. The inaccuracies in the orientations of basis
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functions with centres xj at large distances from the followed trajectory are due to
inaccuracies in the approximation f(x) in these regions, which results in errors in the
estimates x(xj).
Figures 3-7 to 3-10 give the results of simulating the control of the system
f(x) = cos(Arx/2) cos(7r/2) exp{-[(x + 2)2 + ( - 2)2]/2} + O.licos(rx/5),
using a radial wavelet network and a p.d. controller. This system was selected for
the high variation in the local spatial frequency content of the function f. The
bandwidth was taken to be 10 rad/s, and a sample period of 0.01 sec was used.
Figure 3-8 shows the cyclic desired trajectory to be followed, and the associated
tracking errors and control inputs for both controllers are given in figures 3-10 and 3-
9 respectively. It can be seen that the feed-forward provided by the network allows
significant improvements in the controller's performance over the non-adaptive p.d.
case. The wavelet network's steady state node distribution is shown in figure 3-11 as
the loci rw(aoPx - Akbo) = 0.7.
-1 0 1 2 3 4 5 6
xl
Figure 3-1: Contours of the approximated function f(x) = tanh(x) + tanh(i), and
the trajectory followed in the examples of figures 3-2 to 3.6.
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order system f(x) = tanh(x) + tanh(x) made at time t, where T = O.ls, using
radial and ridge wavelet identification networks. Solid line: radial wavelet network
prediction errors. Broken line: ridge wavelet prediction errors.prediction errors. roken line: ridge avelet prediction errors.
t (seconds)
Figure 3-3: Predictions f(x(t + T)) of the acceleration of the second-order system
f(x) = tanh(x) + tanh(i) made at time t, where T = O.ls, using a radial wavelet
identification network. Solid line: radial wavelet network predictions f(x(t + T)).
Broken line: actual accelerations f(x(t + T)).
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Figure 3-4: Predictions f(x(t + T)) of the acceleration of the second-order system
f(x) = tanh(x) + tanh(i) made at time t, where T = 0.1s, using a ridge wavelet
identification network. Solid line: ridge wavelet network predictions f(x(t + T)).
Broken line: actual accelerations f(x(t + T)).
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Figure 3-5: Orientations and scalings of the steady state nodes of
identification network.
the radial wavelet
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identification network.
and scalings of the steady state nodes of the ridge wavelet
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Figure 3-7: The controlled system
cos(rx/2) cos(7ri/2) exp{-[(x + 2)2
in the examples
+ (i - 2)21/2} +
of figures 3-8 to 3-11: f(x) =
O. lxcos(Trx/5).
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Figure 3-8: A contour map of the controlled system and the desired trajectory.
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Figure 3-9: The control signals generated by radial wavelet network and p.d. con-
trollers. Solid line: radial wavelet network controller. Broken line: p.d. comtroller.
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Figure 3-10: A comparison of the tracking errors for radial wavelet network and p.d.
controllers. Solid line: radial wavelet network controller tracking errors. Broken line:
p.d. controller tracking errors
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Figure 3-11: Steady
network.
state node orientations and scalings for the radial wavelet control
62
5 , , . . , , .p_
. . . . . . . . ... . . . . . . . ... . . . . . . . . . . . . . . . . . . ... . . . . . . . ... . . . . . . . . .. . . . . . . . . ... . . . . . . . ... . . . . . . .
3.4 Appendix: Rates Of Decay Of Ridge And Ra-
dial Wavelet Transforms
3.4.1 Ridge Wavelets
For f E L 2(AT), the continuous wavelet transform with respect to the ridge wavelet
b E L 2(AT) is defined
Wf(a, b) = J
AT
f(X)goa b(x) dx.
If p(y) has one vanishing moment, then equation (3.7) allows this expression to be
re-written in terms of t9(y) as follows
- -a-n/2+1 A
- an/2+1 
l Tel T
f(x VTVb T Y[Y(-
r bl e a
vTVbf(b + ax) V9[y(x)] dx.
(The assumption that the controlled or identified system is strictly bandlimited en-
sures the existence of Vf).
therefore given by
lim IWf(a, b)l
a-O an/2+1
The asymptotic decay of IWf(a,b)l at fine scales is
vT f(b) ILJT 9y(x)] dx ,
0rlVTejl
and the choices el = :(b)/lxk(b)112, and v = x(b) yield the bound
lim IWf(a, b) 
a-*O an/2+1
< I(b) T Vf(b) AT
a- |11x(b)112 T
3.4.2 Radial Wavelets
With respect to the wavelet E L2(Rn), radial in the metric rw(x), the continuous
wavelet transform of a function f E L 2(Rn) can be expressed
Wf(a,b) = J f(x)0ab (x) dx.
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Wf(a, b) )]}dx
1(e*x)l dx.
If the analyzing wavelet has one vanishing moment, then it follows from equation (3.8)
that for any full-rank matrix A C 7ZnX n, Wf(a, b) is given by
=- a-n/ 2+1, f(x)s [(b - x)/a] ATVb?9
HIATVrw(b - x)11 2 [ (b) 
- an/2+l I AT Vbf(b - ax)2 ()]d=~ ~x) a~ 0s,(x)0k rw(x)]dx.'nIIATVrw(x)112
The asymptotic decay of Wf(a, b) as a - 0 is therefore given by
lim l f(a, b)l ATVi(bI f
aO an/2+1-
So'(X)[rw(x)] dx
IfA T Vrw(x) 112
Let the eigenvalues and eigenvectors of W be (i, ei)inUl. Assuming that v is not
perpendicular to el, a valid choice for the matrix A is A = [al ka2 ... karl], with
a = el and av = 0, aTaj = 6j i for i = 2,... ,n, where v = Vf(b)/llVf(b)l 2 and
k E R. This choice gives
IIA T Vf(b) 112
ljA T Vrw(x)ll 2
IIWl2 1
= leTVf(b)f[k211W2x - k 2(VTW 2X) 2 + (eTW2x)2
The assumption that eTVf(b) 0 ensures that k = [1 - maxi(eTv)2]- 1/2 is well-
defined, and the above expression can be bounded as follows
IIA T Vf(b) 112
IIAT Vrw(x)112
eVf(b)l [W l + (eTW2x)2- k2[1W2x)2 -
Using the relationships
(VTW2x)2 -- max(eTv)2 1WW22X)2 12 I2X] < the following upper bound is obtai ed
the following upper bound is obtained
<llIWX112(b) 12/2
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Wf(a, b)
(3.11)
II AVf (b) 112
IIAVrw(x) 112
< leTVf(b)l + 2 ] 2]
i=2 r
The decay of the wavelet transform (3.11) is therefore subject to the bound
lim Wf (alb) I TV n el~s1/2limlf(a+ )l < le 1f(b) 2 + E ] I 9[rw(x)]so<(x) d
a-+O an/2+ + Vf I - + 2 1i2
i 2 i
• ie Vf(b)[2 + 1E12 f J l [(xx)] dx
Provided x(b)TVf(b) :~ 0, by defining e = x(b)/ll(b)11 2 , we have
lrm IWf(a, b) < I*(b)TVf(b) 1 1 1/2n
li lan/2+1 < 2- l 1i[(XTX)]i dx.
a 1*(b) JI2 2 1 i=2 i=1
The assumption that the derivative of the state vector is not perpendicular to
the the gradient of f is necessary as a result of the lack of information on the local
variation of f in the radial wavelet transform in the direction of x in this case. In
practice this condition does not cause a significant restriction of the applicability of
the bound derived above since the bound (3.5) on the gradient of f is inaccurate in
this limiting case.
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Chapter 4
Truncated Wavelet Expansions As
Regularization Approximations
This chapter investigates the optimality of the approximations generated by the net-
work developed in chapter 2. If the candidate basis function set constitutes an or-
thonormal basis, the criterion for selecting nodes for inclusion in the network on the
basis of thresholding rules applied to coefficient estimates approximately minimizes
the L2-norm of the residual approximation error. In the more general case of the
candidate basis function set constituting a non-orthonormal frame however, the same
laws for structural adaptation can be shown to minimize approximately only a bound
on the residual error.
For a class of non-orthonormal wavelet basis functions, it is shown that thresh-
olding rules are optimal with respect to a regularization cost functional incorporating
a smoothness measure that serves to quantify the degree to which the network's ba-
sis function set is matched to the wavelet transform of the approximated function.
Since the regions of localization of the approximated function's wavelet transform on
the space-frequency domain can be estimated from the magnitudes of coefficient es-
timates, the network's structural adaptation laws are approximately optimal for this
class of wavelet basis function.
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4.1 Optimal Reconstruction From Partial Data
An estimate of the dependence of the residual error in the network's approximation
on the basis function set incorporated in its expansion would allow the set having
least estimated residual error to be selected at each instant during training. Since the
network's mean square reconstruction error is guaranteed to converge asymptotically
to within a bound (2.22) dependent on the approximation capability of future basis
function sets, an approximately optimal node distribution would then be obtained in
the limit of convergence of adaptation. In the case of a candidate basis function set
constituting an orthonormal basis, an estimate of this kind can be obtained from the
network's estimated coefficients.
If basis functions are selected from the members of an orthonormal family, the
coefficients (cj)jez reconstructing the approximated function are unique, and the
basis function set that minimizes the L2 -norm of the residual approximation error 
can be deduced directly from the set (cj)jez. Extending the definition (2.10) of e to
the whole of e" as described in section 2.5, the energy conservation satisfied by the
coefficients in an expansion over an orthonormal basis set allows Vle1l2 to be written
I (x, t)112 = E () + + C2.
iJE J jEJ aJ
Owing to the truncation of the network's expansion to the basis functions with centres
lying on a compact subset of state-space, only nodes indexed by J can be selected for
inclusion in the network. The value of [1[el is therefore minimized if the coefficients of
least magnitude in the set (Cj)jEJo are neglected in the expansion, so that the index
set of basis functions retained in the expansion satisfies Jt+ = {j J+ U Jo; IcjI > A}
for some threshold A controlling the network's approximation capability. The basis
function selection algorithm described in section 2.1 approximates this condition by
thresholding instead the coefficient estimates.
In the case of a non-orthonormal basis function set however, the intuitively ap-
pealing strategy of constructing a model using wavelets having greatest correlation
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with the approximated function cannot be justified by frame theory alone. This is a
consequence of the linear dependence of basis functions, which has the effect that the
L2 -norm of the residual approximation error cannot be expressed in terms of the sum
of squared coefficient errors in the set JT- and the squares of the coefficients neglected
in the expansion. An expression of this form, obtained from the bound on the norm
of the adjoint frame operator, gives only a bound on the value of I1el1,
,,(X, t)112 < M E 2(t) + j+ E C
jEJt; jEJ i J
where M is the upper frame bound associated with the candidate basis function set
(qj)jez. In this case, it cannot therefore be concluded that a basis function selec-
tion algorithm retaining only the coefficients greatest in magnitude in the expansion
approximately minimizes ||ell.
The optimality properties of a model employing the basis functions having greatest
correlation with the approximated function can however be determined for a class of
wavelet using regularization principles. Regularization has been widely used in the
context of multivariate approximation to find unique solutions to the ill-posed problem
of optimal function reconstruction from sparse data [13, 39, 17, 16].
The essence of the approach is to construct an approximation f, making use of
prior knowledge of the smoothness of the function to be approximated fA in addition
to a set of data (xi, fA(xi))N=,, obtained by random sampling fA in the presence
of noise. The smoothness information allows assessment of the quality of fit of f
using a global measure, not simply the reconstruction errors at sample points alone.
Subject to conditions on the form of the smoothness prior, this additional information
provides a sufficient degree of constraint that the approximant f can be obtained as
the solution to an optimization problem.
The optimal approximant is formulated as the minimizing argument of a cost
functional P[f]:
N
P[f] = [f (i) - fA(xi)] 2 + AoK[f].
i=1
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The functional K[f] reflects the prior smoothness assumption by penalizing deviations
from the anticipated degree of regularity of fA, and the parameter AO E R7+ reflects
the trade-off between the error of approximation and satisfaction of the smoothness
constraint. Provided K is chosen suitably, the solution f can be obtained via a
variational argument, as we now detail further.
4.2 The Regularization Approximation Obtained
Using A Smoothness Measure Based On The
Wavelet Transform
The functional form of an approximation obtained from regularization principles is
dictated by the smoothness functional employed. A common choice is the L2-norm
of Dkf, where Dk is a linear differential operator of order k, leading to kth order
polynomial spline approximations [14]. Generalizations of this type of smoothness
measure having the form (in the single-dimensional case)
K[f] = J [yf(4)[ d~, (4.1)
where Eg denotes the Fourier transform of any conditionally positive definite function
g, have also been shown to be valid choices for K [20]. In particular, the functional
forms of a variety of radial basis function networks have been derived using smooth-
ness measures of this class [16].
Smoothness functionals that can be expressed as weighted norms over the Fourier
transform domain are unable to characterize spatially varying smoothness informa-
tion. As a result, a regularization approximation associated with the class of smooth-
ness prior defined at (4.1) consists of a smooth function fitted to the data set, with
energy localized around a spatial frequency of zero. Moreover, the optimal approxi-
mant in this case comprises (in addition to a term that differentiates between functions
in the null space of K) a linear combination of basis functions g whose centres lie on
70
the sample points (xi)fi 1 , and therefore is very redundant in general.
On the other hand, the rate of decay across scale of the magnitude of a function's
wavelet transform characterizes the local regularity of the function to a degree depen-
dent on the regularity of the analysing wavelet [25, 22, 21]. This observation suggests
the use of a weighted norm over the wavelet transform domain as a smoothness
functional, with a weighting factor constructed so that K is minimized by a function
having energy contained in regions of the space-frequency domain in which the energy
of the data-set is localized. Moreover, if the approximation is a truncated expansion
over a wavelet family, the localization of f to regions of the space-frequency domain is
governed by the characteristics of the basis functions incorporated in the expansion.
A smoothness functional of this kind can therefore be interpreted as a measure of
the degree to which the basis function set is matched to the wavelet transform of the
approximated function.
Let be a real-valued wavelet satisfying an admissibility condition C < oo [8],
and denote by Wf the wavelet transform with respect to 4, defined over all real-valued
functions f E L2(RZ). Consider the functional:
K[f] = db (2 + <[Wf(a,b) b>) (4.2)
a J-oo Z3EA( 2 + < _-, aob >)'
where the set A contains a finite and non-zero number of indices. By defining a second
wavelet a, containing the positive frequency components of b alone (F'a(~) = .O(F)
for ~ > 0, and 0() =  otherwise), each term in the sum in the denominator of
(4.2) can be rewritten as a + ab 12 (Oa is normalized so that IIaa bl = 1). The
denominator therefore has a greatest lower bound 1/UA, strictly positive for non-
empty A. Since in addition, the number of index pairs in A is finite, there exists a
least upper bound 1/LA on the denominator due to the bound 2+ < &'1P, a'b >< 4
that holds on each term in the sum. Making use of the isometric property of the
continuous wavelet transform, it follows that
LAllfll2 < K[f] < UAllfll2. (4.3)
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The smoothness measure K[f] is therefore well defined for all f E L2 (RZ), and K[f] =
0 if and only if f(x) = 0 identically.
Let the set J contain the indices of coefficients that exceed a threshold A in
an expansion of the approximated function over the discretely parameterized family
(4j)jEz. If A contains the points in the continuous ab-domain corresponding to the
centres of localization of wavelets in the set (j)jEJ, then the wavelet transform of
the minimizing argument of K is concentrated within regions at which the continuous
wavelet transform of the data set exceeds . This can be seen by considering the
function f that minimizes K subject to the constraint 1f2 = 1. Using Lagrange's
method, f is the minimizing argument of a functional
H[f] = K[f] + A1(If 112 - 1),
for some A1 E R.
Let (cj)jEz be the coefficients in the expansion of f over an orthonormal wavelet
basis (ej)jez, then, with K[ej, ek] defined by
K[e ek]01 oo da db We3(a, b)Wek(a, b)
'[ej, ek] = C; 1 2 db
a JOO Ea,PEA( 2 + < a,, a,b >)'
the bounds LA I < ej, ek > I < IK[ej, ek] < UAI < ej, ek > I give K[ej, ek] = 0 for all
j $ k, so that H can be written as the following function of (cj)jez
H[(cj)jEz] =Z c2K[ej] + A] .
Owing to the continuity of H in each of the parameters cj, aH/acj = 0 V E Z must
hold at the extremum points of H. These conditions imply that cj(K[ej] + A1) =
0 Vj Z, so that A1 = -K[ejo] for some jo and cj =0 Vj $ jo E Z. It follows that
all local extrema of K[f] on the space of functions with unit L2-norm are given by
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f = ej for all j E Z, so that the extremum values of K are given by
1, /"da r" [We/(a, b)2K[ej] = C 1 da db Wej(a,b)]2Jo a2 J-o00o Ec,EA( 2 + < 'o, 0a,b >)'
Since each of the terms < 0a'P, b > in the denominator of K is a maximum with
respect to (a, b) at (a, ) and decays to zero asymptotically with distance from this
point, the localization of ej about the point in ab-space specified by j suggests that
the global minimum of K[f] is obtained with f = ej for some j E J. As a result, K
represents the information that the energy of the data set (xi, f(xi))fI is concentrated
at the points in the space-frequency domain specified by the set J.
In appendix 4.3, it is shown that a regularization cost functional employing the
smoothness measure (4.2) is minimized by a function having the form
(x) = E cwa,'"(x), Vx # Xi,
a,3EA4
where is a member of the class of wavelets defined by (4.9), and (c,'),'pEA are
undetermined coefficients. Since A contains the points in the continuous ab-domain
that correspond to the indices contained in J, this function can be written as an
expansion over the discretely parameterized wavelets indexed by J:
f(x) = E Cjj(x), V xi. (4.4)
jEJ
The exclusion of the sample points (xi)i 1=l from the domain on which f is defined is
a consequence of the restriction of the domain of the wavelet transform to the space
L2 (RZ). Provided the scaling parameters of the wavelets indexed by J are finite, the
sum EjEJ cjdj(x) on the right side of equation (4.4) is uniformly continuous. For
practical purposes therefore, the expression for f can be extended to all values of
x E R.
The optimal approximant with respect to the smoothness measure defined at (4.2)
is therefore a truncated expansion over a set of wavelets localized at points in space
and frequency determined by the smoothness functional alone. In contrast, a smooth-
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ness prior of the class given by (4.1) specifies an approximant consisting of a linear
combination of basis functions g that are centred on the sample points ()'N 1 [16].
Since the number and locations of basis functions required for a given approximation
accuracy is dependent on the regularity of the approximated function rather than the
distribution of sample points, the wavelet basis function approximation derived above
is likely to be more efficient than regularization approximations obtained using the
class (4.1) of smoothness priors based on the Fourier transform.
The estimated coefficients in a network approximation of the form of (4.4) to a
function fA(x) can be considered as estimates of the inner products < fA, j > of
the approximated function with the elements of the dual frame. Moreover, the inner
products of fA with the reconstructing wavelets < fA, j > approximate reasonably
well the inner products of fA with the members of the dual frame for j E J, where
J is a finite index set [8]. As a result, the coefficients in the network expansion
serve as estimates of the values of the continuous wavelet transform of fA at points
in the continuous ab-domain corresponding to the discretely parameterized scale and
translation parameters of their associated basis functions. The regularization approx-
imation derived above therefore justifies retaining in a truncated expansion only the
coefficients exceeding a threshold A in magnitude. Using this strategy, a spatially
adaptive approximation f is effectively obtained by adapting K according to the
smoothness information that becomes available during the process of constructing
the approximation.
Although the preceding discussion has been restricted to approximation on single-
dimensional spaces, the regularization approach described above can be extended to
the multi-dimensional case, for example by taking tensor products of both continuous
and discretely parameterized wavelet families.
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4.3 Appendix: Minimization Of The Regulariza-
tion Cost Functional
Using the smoothness functional defined at (4.2), the regularization cost functional
can be expressed in terms of the continuous wavelet transform of the approximant f
as follows
.o da O02P[Wf] = E C [o a [0 db Wf(a, b)',bb(X) f(Xi)]
q- AoC~-' / -Ia 0o
- o da Ja O [Wf(a,b)]2+ ,AocJo .J-* dbt a,,EA(2 + < ,C, 0qa,b >)'
Define a function F(a, b) = Wf(a, b) + crl(a, b), where r/(a, b) is an arbitrary real-
valued function in 'H the image space of W, and is a real scalar. The effect of
perturbing Wf on the value of the cost functional can be determined by evaluating
P[F]:
P[F] ;= [ db [Wf(a, b) + ,E(a, b)]ab(X,) -f (xi)
/~= iji~l a1 oo
o J°oo da oo [Wf(a, b) + cr(a, b)]2
Jo a- J100 db ,PEA(2 + < aS,, qa,b >)
Since the cost functional is continuous in F, it is necessarily stationary with respect
to variations or in functions Wf that furnish extrema. A necessary condition that
Wf minimizes P is therefore given by aP[F]/lI,=o 0 = 0. Differentiating with respect
to under the integral sign, and imposing the condition aP[F]/1e[=o0 = 0, we have
C~ J 2i db [ [f(xi)- f(xi)]''b(xi) + Ao0ZCA(2 + < ,a b >) (a,b) .
This equation must hold for all 7 in -', implying that:
N
Wf(a, b) = - EA' y Z[f (xi) - f(xi)](2 + < a)e' , )a ',b >) b(xi), . . (4.5)
a,,8EA i=l
75
The complex wavelet qa defined in section 4.2 has an associated wavelet transform
Waf, related to the wavelet transform with respect to 4 by Wf(a, b) = Waf(a, b) +
Waf (a, b) (where W,f denotes the complex conjugate of Waf). The expression (4.5)
for the wavelet transform of the function that minimizes P is therefore equivalent to
a condition on the real part of Waf:
N
Re(Waf(a, b)) = -)01 E [f(xi) - f(xi)]
a,3EA i=l
.(2 + <qa 3 a, > + < ca'I3 Oa,0b >)Repb(X))
A sufficient condition on Waf is given by
NO~i~o~r)= 1,' E [~Ii(·i)< Oi)] + O.ab > + < O,1 a,b 1>)Oa, bXWaf(ab) = -A-' y] [f(xi)- f(x)](2+ <a;b?,q > < , >)a?()
a,,3EA i=l1
(4.6)
Since the null space of the smoothness functional K[f] contains only f = 0, the
solution to the minimization problem is unique [20]. It follows that the function f
that satisfies a sufficient condition on the minimizing argument of P is the unique
optimal approximant given the regularization cost functional.
In order to recover f, the wavelet transform in equation (4.6) must be inverted.
Inversion of Wf with respect to qOa yields a function fa containing only the positive
frequency components of f, so that YFfa(~) = Ff(~) for E > 0 and Ffa(,) = 0 for
< 0. From (4.6), it follows that
N
fa() = ' -/o E [Af(xi) -f(xi)]
a,3EA i=1
.Cf-1 da b a o b(y) aXb(X)(2 , a + < OoaI3 qOa,b > ).a2 f 00 A Oa ( a (  + a a HOab \'a 
The first term in the above integral can be evaluated as
C 1p o°°da r 0 x o da/ -OO
Cat - db qab(xi)qab (x) = Cr 1 ] d aei~( -).Fa(-at)Fqa(a~)
f ~ oo0 fO.oo
- 0,
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where .Fta() = 0 for I < 0 has been used. Let the Fourier transform of Oa'b(Xi)Oa'b(X)
with respect to the variable b be G(~). Then, since supportG C (-oo, O], and
0r(4) ~,( 45) = 0 for 4 < 0, the third term in the integral of equation (4.7)
evaluates to
10 | 2 f db Oa a'\ a a
(27r)1/2 - da 0
- | ] 2 -J d( G()[a/ 2 expEb .F¢Oc1,,()F$(a)]
co a2 0
=0.
Equation (4.7) therefore reduces to
N oodaf
fa(X) -= 1 [f(xi) - f (xi)]C 0 2 db < a3 Xa,b ab( >ab( )
a,4EA i=l1
(4.8)
Let 1' be the image space of the wavelet transform Wa. The integral in equation
(4.8) can be rewritten as the inner product in H of a ab(x) x, with the reproducing
kernel Kc,,(a, b) of I. From the reproducing kernel property [1], it follows that
ro da/a0C j daj db < ,a' ,Pa,bb> a,,b( ,b() = (,,b)
C; a2 a a oo
where I(a, b) is the orthogonal projection of ab(x)q~b(xi) onto the space 'H in the
O,,,b X)O,b(Xib a \b \ a,b(Xcase that qb)a (x)a b(x.) is not a member of 7', and D(a, b) is simply Oa a(x)d(x)
otherwise.
An arbitrary L2 (R2) function cannot in general be assumed to belong to the
image space of Wa, since 'H is embedded as a subspace in, but not necessarily equal
to L2(R2). However, if the analysis is restricted to a particular class of wavelet having
Fourier transform
Cnf exp-E > 0 = 2n+1/2
0a = < O < 0 (J(2n + 1))1/2'
(where the factor Cn is included so that IIallI = 1) then a-n-1/ 2 F(a, b) is analytic in
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the variable b+ia, a > 0 for all F E 'H. In this case, the space {a-n-1 /2F(a, b); F E 7-}
is identical to the space of functions analytic and square-integrable with respect to the
measure a2 '-lda db on the upper half of the complex plane [8]. Since a-n-/2 b?(x)
is analytic in the variable b + ia, a > 0, the product a-2n-lab(x)oa b(xi) is nec-
essarily also analytic. Furthermore, it can be verified that a-2na-lqab(x)>b(xi) is
in L2 (1?2; a2n-lda; db) for all x ~ xi, allowing the conclusion that Oab(x)7ab(xi) is
a member of -H provided x ~ xi. For this class of wavelet, a(x) can therefore be
obtained for x y~ xi from equation (4.8) as
N
fa(X) -o E if(xi)- f(Xi)]OaP(xi)ad(x)
a,#EA i=1
The minimizing argument of the cost functional P then follows from = 2Re(fa):
f(x)= cE ,3()fe,fEA
for all x : xi and some set of coefficients (c,,,0),,,.a.
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Chapter 5
Trajectory Estimation For A
Robotic Catching System
This chapter describes an approach to predicting on-line the path of an object moving
freely through air using measurements of the position and velocity of its centre of
mass. The system was developed with the objective of accurately estimating the
trajectories of a broad class of objects with a minimum of prior knowledge of object
geometries and aerodynamic properties. As a result, fixed, predetermined models of
the aerodynamic forces experienced by the object are unsuited to this application.
Instead, the dynamics of the object's motion are identified empirically over the course
of a single trajectory using the identification network developed in this thesis.
The network is trained on measurements of the object's position and velocity
obtained from the images of a pair of CCD cameras. Estimates of the object's future
positions, velocities and accelerations generated using the network model are used to
specify the trajectory of the end point of a robot arm that is to be coordinated to
catch the moving object. The high degree of accuracy in predictions of the object's
state that this task requires motivates the use of a pair of moving cameras with
narrow fields of view, rather than fixed cameras with wide fields of view. With the
cameras mounted on robotic actuators, their angular orientations and velocities can
be accurately measured, so that the limiting effect of finite image resolution on the
system's measurement accuracy is reduced.
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Figure 5-1: A diagram of the catching system showing the 6 degree-of-freedom cable-
driven Whole Arm Manipulator (WAM) that is to catch the thrown object, and 2
degree-of-freedom, cable-driven Fast Eye Gimbal (FEG) camera actuators.
The images of the two cameras are processed independently of each other. Each
camera supplies images at a rate of 60Hz. In order to process images at this rate, a
relatively simple object detection algorithm is implemented. The image processor of
each camera recognizes an object on the basis of its colour, and generates position
measurements (i(t), bi(t), i = 1, 2) by estimating its centre of mass as the centre
of area of the region of that colour in the image. The measurements of the object's
velocity are obtained through numerical differentiation of position measurements. No
measurements of the object's angular orientation are made.
The actuators on which the cameras are mounted are independently controlled.
The desired trajectory to be followed by each actuator is generated from its associated
image processor's estimates Oi(t), Oi(t) of the object's current position and velocity
in the space of the individual actuator's joint rotations. To compensate for a delay of
approximately 50ms between the acquisition of an image and the availability of new
state information from the image processor, state measurements are extrapolated on
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the assumption of constant object velocity over the delay interval. Between vision
samples, the object's current state in the joint space of each camera actuator is also
estimated by extrapolating position measurements assuming the object's velocity to
remain constant.
Measurements from the two image processors are used to calculate the object's
position and velocity (x(t), x(t)) in a fixed Cartesian reference frame. This informa-
tion is used to update the network model each time new measurements of the object's
state become available. Over the remainder of the interval between vision samples the
network continually generates predictions of the object's future positions, velocities
and accelerations *(t + T), (t + T), x(t + T) on the basis of the state estimates from
which the desired trajectories for the camera actuators are generated.
The following section describes a simple model of the structure of the object's
dynamics that allows rapid network training and reconstruction. Although the sim-
plifying assumptions made in the derivation of this model reduce the generality of
the network's approximation, the errors in state predictions that result are small rel-
ative to those caused by measurement noise, provided the modeling assumptions hold
approximately. This is demonstrated by the experimental results given in section 5.2.
5.1 Network Design
In order to keep to a minimum the time required to update and reconstruct the
network's approximation, the dimensionality of its input space must be minimized.
This section develops a model of the structure of the dynamics of a free-falling object
that allows its state to be predicted over the course of a single trajectory using single-
dimensional networks. Coefficient adaptation laws that allow stable identification
of the object's accelerations, and asymptotic bounds on the convergence of errors
in the network-based estimates are given. The generality of the class of objects
whose dynamics can be accurately represented by this model is discussed, along with
restrictions on the method of generating state predictions.
At time t, the object's orientation relative to its direction of motion is given by
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the two-dimensional vector (t), and its centre of mass is x(t) in a fixed Cartesian
reference frame. Assuming it to be moving through still air of uniform density and
viscosity, the aerodynamic forces experienced by the object are dependent on the
time-varying quantities v = II(t)ll, y(t) and (t) alone. The object's acceleration
may therefore be written
x(t) = Ft (v(t), y(t), y(t)) + Fn(v(t), (t), y(t)) + g,
where the aerodynamic accelerations in directions tangential and normal to the ob-
ject's trajectory are Ft and Fn respectively, and the acceleration due to gravity is g.
Provided the attitude y, or, if the object is rotating about an axis of rotational
symmetry, its time-derivative y is approximately constant over the duration of a
trajectory, the aerodynamic forces can be idealized as Ft = Ft(v) and Fn = Fn(v).
In this case the direction of F " , characterized by the angle 7 between the line of
intersection of the plane normal to the direction of motion and the xy-plane (see
figure 5-2), is constant, and velocity measurements specify v and the direction of Ft.
Measurements of x therefore allow identification of the the dynamics of the object's
motion in a trajectory-based coordinate system by three single-dimensional networks
f t (v), fnc(v), and fns(v), providing approximations to IIFt(v)II, IIFn(v)II cos y, and
IF (v)ll siny
The object's acceleration f = [Ftll IIFnll cosy IIFnll sin y]T due to aerodynamic
forces in the trajectory-based coordinate system is related to its acceleration F in
the Cartesian reference frame by the transformation F = Rf + g, where the rotation
matrix R is given by
xvxy yv -k
R=1 y -v -zvvxy
iv O v0
and v2, = ()2 + ()2. An estimate F = Rf + g of the object's Cartesian acceleration
vector can therefore be generated from the vector = [ft fnc fns]T of network
outputs.
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zFigure 5-2: Accelerations Ft and F n due to the aerodynamic forces experienced by
the object. The plane normal to the trajectory is represented by A, and B represents
the xy-plane. The angle 7 is in the plane of A.
Using the identifier described in section 2.3, the networks are trained on an error
measure e(t) = -(t) -r(t), with r evolving according to
v = -kDe + F, (5.1)
where kD > 0 is a scalar constant. In terms of the error in the reconstruction f - f,
the dynamics of the error measure are given by
RTe = -kDRTe + f - f. (5.2)
In the trajectory based coordinate system, the error measure can be written RTe =
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[et en c enS]T, and a Lyapunov-like function Ve can be defined
e = Vet + Ven + Vens,
where Vet, Venc, and Vens are given by equation 2.16 with e replaced by et, enc, and
e"s respectively. Since eTe = (et)2 + (enc)2 + (ens)2, the analysis of section 2.4 can be
applied to Ve and the error dynamics (5.2) to show the global stability of the identifier,
using the structural adaptation laws described in section 2.1 and the output weight
adaptation laws of equation 2.15 with e replaced by et, enC, and ens for the networks
generating ft, fnc and fnS respectively. The argument of section 2.5 then gives the
following upper bound on the asymptotic convergence of the error measure
lim sup1 t+e(r)e(r)dr < 2 SUp e(X(),)E(X(7),),
T--oo t )D rEt,t+T]
and the vector (x(t), t) of minimal approximation errors in the above expression is
defined at equation 2.10, with f and f replaced by f and f.
For rotationally symmetric objects, the assumption that a is approximately con-
stant requires that the object's angular velocity vary slowly. This condition is gener-
ally satisfied if the angular momentum is sufficiently high that the associated aerody-
namic force Fn is comparable to gravity. The assumption that an irregularly shaped
object's attitude remains constant holds approximately if the object is aerodynami-
cally stable.
The simplifying assumptions that allow the object's dynamics to be approximated
by functions of a single variable impose the additional restriction that delays cannot
be directly incorporated in the network model. This is a consequence of the change in
the direction of motion of the object over the delay interval, which has the effect that
an error measure generated using the measured velocity *(tl) and the reconstruction
f(v(to)) in a coordinate system based on the trajectory at time to, cannot be used
to train the network. As a result, accurate estimates of the object's acceleration at
time tl cannot be obtained from network reconstructions based on v(to), if ti - to is
comparable to the time-scale of changes in the direction of the trajectory. The pre-
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dictions k(t1 ), x(tl), and (ti) made at time to are therefore generated by integrating
the network's acceleration estimates x(t) over the interval to < t < t1.
5.2 Experimental Results
This section presents experimental results illustrating the performance of the network-
based identification scheme described in section 5.1. The experimental implementa-
tion of the network-based identifier is described, and network predictions are con-
trasted with the trajectory predictions of simple non-adaptive models of the thrown
object's dynamics. Several objects with differing aerodynamic properties were used;
a smooth heavy ball, a light sponge ball, and a paper aeroplane.
In each experiment, the three networks were implemented in software on a pair of
TMS320C40 digital signal processors. The larger of the three networks (that generat-
ing ft in the light and heavy ball identification experiments, and that generating "ns
in the paper aeroplane identification experiment) was run in parallel with the remain-
ing two networks. The two DSP chips were synchronized so that all three networks
were updated on a single set of measurements x(t), x(t), (t), and the network model
F(v) reconstructed on the basis of a single velocity v(t).
Table 5.1 summarizes the parameters of the identifiers used in the three experi-
ments. Identical system parameters were used in the light and heavy ball identification
experiments, and in individual experiments, the network parameters A, l, Iflmax, ka,
and ao were equal for the three networks. From the error measure dynamics (5.2), it
can be seen that the value of kD determines the bandwidth of the error measure e(t),
which can be considered as a filtered version of the reconstruction error '(t)- F(t). A
cut-off frequency kD = 10Hz was used in each of the experiments in order to smooth
the component of measurement noise at 30Hz while allowing a 90% rise-time in the
error measure of 0.25s.
An indication of the order of magnitude of the adaptive gain ka to be used in each
experiment was obtained from the maximum aerodynamic force If max, and estimates
of the magnitude of noise Ilevll in the measurements of object velocity x(t). The rates
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0.001
0.001
= kD (sol)
A 10.0
If Imax (ms-
2.0
10.0
k2.0 (s 
2.0
.2) IATI (ms-l) pAX
5.0 9.77
5.0 12.4
2.0 (s-l
2.0
B 10.0 0.5
Table 5.1: Experimental network parameters. A: Parameters used in the identification
of the dynamics of the light and heavy balls. B: Parameters used in the identification
of the paper aeroplane's dynamics.
of change of coefficient estimates j are of order kD Iflm Imax, and the component of c
due to the measurement noise Ilell is of order kkDlelII. The condition that the
relative component of estimates' derivatives c due to measurement noise is small
gave a bound on the order of magnitude of the adaptive gain: k < Iflmax/ellllv.
Figures 5-3, 5-4 and 5-5 compare II(t)ll and Ilr(t)ll; the magnitudes in each ex-
periment of the measured object velocity and the velocity estimate used to generate
the identifier error measure respectively. The error measures of the light and heavy
ball identifiers converged to their steady-state values within 0.25s. The error mea-
sure converged more slowly in the paper aeroplane identification experiment since a
reduced adaptive gain was used in order to compensate for greater errors in velocity
measurements. The higher levels of measurement noise in the paper aeroplane iden-
tification experiment resulted from an increase in the sensitivity of estimates of the
object's centre of mass to object orientation and lighting conditions in this case.
Figures 5-6 to 5-8 show for the three experiments the steady-state values of net-
work coefficients and the locations of the centres of their associated basis functions on
the lattice of velocity-frequency localization points. The apparent elongation of basis
functions centred at fine scales in these plots is due to the close spacing of nodes in
the direction of varying v. The networks approximating ft in the ball identification
experiments contained greater numbers of nodes, and their coefficients were generally
larger than those in the networks approximating fnc and fns. This indicates that the
drag force identified by the network model was more significant than forces acting
normal to the object's trajectory in these cases. In addition, this characteristic is
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accentuated in the model of the light ball's aerodynamic forces, agreeing with the
expectation that drag forces are more significant in the light ball's dynamics.
The networks modelling the paper aeroplane's dynamics contained more nodes
and coefficients of greater magnitudes than the corresponding networks identifying
the dynamics of either of the balls, indicating that the aerodynamic forces experienced
in this case were more significant in relation to gravitational forces. Moreover, the
network approximating fns contained the coefficients greatest in magnitude and the
largest number of nodes of the three networks. Since the plane's trajectory was near-
horizontal in this experiment, this shows that the lift force identified by the network
was more significant than drag forces and forces normal to the plane's trajectory in
directions other than vertical.
The values of If max used in each experiment were based on rough estimates of the
maximum aerodynamic force experienced by the object. The value of 0.01 flmax was
taken as an indication of the order of magnitude of A required in order to obtain iden-
tifier models consisting of approximately 50 steady-state nodes distributed between
the three networks. The larger value of A used in the paper aeroplane identification
experiment reflects the larger aerodynamic forces experienced by this object. The
candidate basis function set of each network consisted of a family of mexican hat
wavelets constituting an approximately tight frame (m = 6.55, M = 7.09). Since
basis functions were normalized so that 11{ = 1, the value of kIlmax in this case was
approximately 0.147 [8]. As a result, p, was approximately equal to 10 in each of the
experiments. However, it can be seen from the plotted node distributions that the co-
efficients of all three models fall below A for scales outside the range -3 < p < 3. This
discrepancy is due to the conservative nature of estimates of coefficient magnitudes
ICj max, computed using equation (2.5).
The magnitudes of the errors in the network model's predictions of the light ball's
position and velocity at a time 0.25s in the future are compared with those of a model
of the object's dynamics consisting only of gravitational forces in figures 5-9 and 5-10.
It can be seen that the predictions of the network model are more accurate than those
of the non-adaptive model. Figures 5-11 and 5-12 give the corresponding prediction
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errors of network and gravity models for the heavy ball experiment. The network
model does not provide a significant improvement in prediction accuracy in this case
since the only significant force experienced by the heavy ball was that due to gravity.
The apparent convergence of errors in the non-adaptive model's predictions is a con-
sequence of the transient response of the filter applied to numerically differentiated
position measurements in the generation of velocity measurements.
Figures 5-13 and 5-14 compare the magnitudes of errors in predictions 0.25s in the
future of the position and velocity of the paper aeroplane with those obtained assum-
ing the object to have constant velocity over the prediction interval. Although varia-
tions in the attitude of the paper aeroplane over the course of the trajectory violate
the assumptions used to derive the structure of the network model, the network-based
identifier provides a clear improvement in prediction accuracy over the non-adaptive
model. This can be explained as the result of high levels of noise in postion and
velocity measurements, in addition to the inaccuracy of the constant velocity model.
4 .5 ..... .
3 .5 I: . ,. ...... ..... ........... .................... ..IL.\
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,2.5-
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0 0.1 0.2 0.3 0.4 0.5 0.6 0.7 0.8 0.9
t (seconds)
Figure 5-3: The convergence of the estimate v(t) used to generate the error measure
of the identifier of the light ball's dynamics. Solid line: I~v(t)ll. Broken line: the
magnitude II(t)II of the measured velocity.
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Figure 5-4: The convergence of the estimate v(t) used to generate the error measure
of the identifier of the heavy ball's dynamics. Solid line: jII'(t). Broken line: the
magnitude 11/c(t)l of the measured velocity.
0.1 0.2 0.3 0.4 0.5
t(seconds)
0.6 0.7 0.8 0.9 1
Figure 5-5: The convergence of the estimate r(t) used to generate the error measure
of the identifier of the paper aeroplane's dynamics. Solid line: II'C(t)ll. Broken line:
the magnitude I*i(t)ll of the measured velocity.
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Figure 5-6: The coefficients and ocalization points in state-space (v) and ogarithmic
frequency (p) of the nodes of the networks generated in the experimental identification
of a light ball's dynamics. A: network reconstructing ft (28 nodes); B: network
reconstructing fnc (4 nodes); C: network reconstructing fn8 (13 nodes).
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Figure 5-7: The coefficients and localization points in state-space (v) and logarithmic
frequency (p) of the nodes of the networks generated in the experimental identification
of a heavy ball's dynamics. A: network reconstructing ft (21 nodes); B: network
reconstructing fC (5 nodes); C: network reconstructing fa (6 nodes).
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Figure 5-8: The coefficients and localization points in state-space (v) and logarithmic
frequency (p) of the nodes of the networks generated in the experimental identification
of a paper aeroplane's dynamics. A: network reconstructing ft (21 nodes); B: network
reconstructing fnc (16 nodes); C: network reconstructing fn" (34 nodes).
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Figure 5-9: The absolute errors lif(ti) - x(tl)lI in predictions X(tl), made at time
to, of the position x(tl) of a light ball at time t, where tl - to = 0.25s. Solid line:
network prediction errors. Broken line: errors in predictions based on gravitational
acceleration.
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Figure 5-10: The absolute errors II(tl)- (tl)II in predictions x(tl), made at time to,
of the velocity i(tl) of a light ball where tl -to = 0.25s. Solid line: network prediction
errors. Broken line: errors in predictions based on gravitational acceleration.
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Figure 5-11: The absolute
to, of the position x(tl) of
network prediction errors.
acceleration.
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Figure 5-12: The absolute errors IIX(tl) -(tl)11 in predictions x(tl), made at time to of
the velocity (tl) of a heavy ball where t - to = 0.25s. Solid line: network prediction
errors. Broken line: errors in predictions based of gravitational acceleration.
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Figure 5-13: The absolute errors II*(tl)- x(t)II in predictions X(tl), made at time to,
of the position x(tl) of a paper aeroplane at time t1, where tl - to = 0.25s. Solid line:
network prediction errors. Broken line: errors in predictions made assuming constant
velocity over the prediction interval.
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Figure 5-14: The absolute errors IlI(t)- i(t 1)II in predictions k(tl), made at time to
of the velocity k(t 1) of a paper aeiroplane where t - to = 0.25s. Solid line: network
prediction errors. Broken line: errors in predictions made assuming constant velocity
over the prediction interval.
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Chapter 6
Concluding Remarks
A summary of the results presented within this thesis is as follows.
1. Algorithms for stably adapting on-line both the structure and output weights
of a network consisting of a truncated expansion over a family of functions
simultaneously localized in spatial and spatial frequency domains are developed.
2. On the basis of a bound on the temporal bandwidth of the controlled system, a
criterion for determining the scalings of radial and ridge wavelet basis functions
in the direction in state space of the derivative of the state vector is presented.
3. A criterion for selecting nodes for inclusion in the network expansion on the
basis of thresholding rules applied to coefficient estimates is shown to minimize
approximately the L2-norm of the residual approximation error. For a class
of non-orthonormal wavelet basis functions, it is shown that thresholding rules
are optimal with respect to a regularization cost functional incorporating a
smoothness measure that serves to quantify the degree to which the network's
basis function set is matched to the wavelet transform of the approximated
function.
4. An application of the network to the real-time identification of the dynamics
of an unknown light bluff object thrown through air is described. The network
model affords a higher degree of accuracy of predictions of the object's trajectory
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over simple non-adaptive models of the object's dynamics if the aerodynamic
forces experienced by the object are significant.
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