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ABSTRACT 
 
 
Some of the most important agronomic crop traits of interest are complex and thus 
governed by many genes of small effect. The statistical models typically used in a genome-wide 
association study (GWAS) and genomic selection (GS) quantify the contributions of genomic 
markers in linkage disequilibrium with these genes to trait variation. In general, the GWAS has 
been successful at identifying genomic regions containing markers with moderate to strong 
marker-trait associations. It is possible to incorporate markers tagging such GWAS signals into 
breeding programs through marker-assisted selection, where plants with favorable alleles at the 
peak GWAS signals are selected for the next cycle of breeding. In the absence of such signals, 
GS is typically effective at accurately predicting trait values. These two strategies have been 
used separately until recently, when the predictive ability of GS models that include peak 
associated markers from GWAS as fixed effect covariates was assessed. Theoretically, these 
models should be optimal for predicting traits that have several genes of large effect and many 
genes of smaller effect.  This work is expanded upon by evaluating simulated traits from a 
diversity panel in maize and one in sorghum using a Ridge Regression Best Linear Unbiased 
prediction (RR-BLUP) model that included fixed effect covariates tagging peak GWAS signals. 
The ability of such covariates to increase GS prediction accuracy in the RR-BLUP model under a 
wide variety of genetic architectures and genomic backgrounds is quantified. Expansion of this 
work will have implications as breeders navigate how to utilize the various types and substantial 
amount of data becoming readily available. 
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CHAPTER 1: LITERATURE REVIEW 
Introduction 
 
The development of molecular genetic marker information in plants and animals is 
enabling the accurate prediction of phenotypic values and thus playing an increasing role in 
modern breeding. The ability to estimate a line’s performance for a particular trait(s) allows 
breeders to make decisions on advancement or optimal crosses without using time and resources 
to plant and evaluate each line. However, with the capabilities to capture thousands to millions of 
pieces of genetic information come statistical challenges which the field of modern quantitative 
genetics aims to surmount. Starting in 2001, Meuwissen et al. (2001) and others  (reviewed in 
Daetwyler et al., 2013) have developed statistical models that deal with issues concerning large 
data dimensionality for trait prediction in plants and animals. These models are evaluated in 
cross validation schemes using both simulated and real data (Crossa et al., 2017) and typically 
result in moderate to high prediction accuracies; however their widespread assessment in all 
species, traits and types of populations is not absolute. Furthermore, adjustments to certain 
models is amplifying the scope of work needed for recommendations on the use of these models. 
The following work presents the current groundwork concerning a modification to one 
commonly used model, Ridge Regression Best Linear Unbiased Prediction (RR-BLUP) 
(Meuwissen et al., 2001), and examines its performance in maize and sorghum simulations for 
use in pre-breeding screening to accelerate the introgression of genes from diverse lines into elite 
breeding programs.  
Prediction: A Tale of Two Approaches 
There are two prominent strategies for prediction of phenotypes from genotypes, marker-
assisted selection (MAS) and genomic selection (GS), which both rely on the statistical analysis 
of genetic markers to quantify the contribution of each marker to phenotypic variability. 
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Typically, MAS is effective at predicting traits controlled by a small number of small-effect 
quantitative trait loci (QTL) (Bernardo & Yu, 2007), while GS uses all available markers 
regardless of significance to generate the predicted phenotype (Meuwissen et al., 2001). 
Phenotypic traits controlled by a few genes of large effect, referred to as Mendelian traits, are 
ideal candidates for MAS, where molecular markers linked to such genes can be used to 
supplement phenotypic selection (Lynch & Walsh, 1998). Two common approaches that can be 
used to identify candidate markers for MAS are linkage and association mapping (Myles et al., 
2009). Linkage mapping requires the development of a population by crossing two lines that 
differ in the phenotype(s) of interest, resulting in offspring that are segregating for genomic 
regions where the parental lines differ in alleles. Statistical approaches such as composite 
interval mapping (Zeng, 1994) are then conducted to determine which of these segregating 
genomic regions are associated with a trait of interest. To obtain decent genomic resolution of 
the associated regions identified in such an analysis, many generations of crossing are required; 
the exact number of generations depend on the level of linkage disequilibrium (LD) present 
between casual regions and genetic markers (Collard et al., 2005). A second method of obtaining 
linked markers, known as association mapping, does not require crosses but instead utilizes 
historical recombination to quantify statistical associations between a trait of interest and genetic 
markers (Lipka et al., 2015). A frequently used statistical model conducted in crops for such a 
genome-wide association study (GWAS) is the unified mixed linear model (MLM) (Yu et al., 
2006). This model controls for spurious associations by accounting for familial relatedness 
between lines through an additive genetic relatedness (i.e., kinship) matrix and population 
structure through calculation of fixed effect covariates, for example principal components from a 
principal component analysis (PCA) of the markers (Price et al., 2006).  The rapidly decreasing 
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genotyping cost and increase in available genetic data has resulted in the widespread use of 
GWAS (Guo et al., 2018; Jardim et al., 2018). Collectively, linkage and association mapping 
have contributed to the successful identification of over 10,000 marker-trait associations across 
120 species as reported by (Bernardo, 2008) and it is safe to assumed that these numbers have 
since increased. 
While MAS is useful for phenotypic prediction of Mendelian traits, many economic traits 
of interest are complex in nature, i.e. governed by many genetic components of various effect 
sizes, often small (Barton et al., 2017). When the underlying genomic sources contributing to a 
given trait consists of up to thousands of small-effect genes, then selection based on one or a few 
genetic markers will theoretically be ineffective (Xu & Crouch, 2008). To substantially perturb 
selection away from the phenotypic mean a more complex method than MAS is required. One 
such approach, GS, is based on the infinitesimal model which confers that a trait value is a result 
of the linear combination of additive genetic and non-genetic variance components (R. A. Fisher, 
1919). First suggested by Meuwissen (2001) as a means for phenotypic prediction, GS takes into 
account the additive effect of all available genetic markers for trait prediction instead of only 
those passing a significance threshold such as in linkage mapping and GWAS, which according 
to the infinitesimal model is the make-up of a complex trait.  Conducting GS therefore requires 
estimation of the each marker’s effect, treated predominantly as additive, although methods for 
including dominance (Technow et al., 2012), epistatic (Jiang & Reif, 2015), and genotype by 
environment (Cuevas et al., 2016) effects in the model are becoming available to the research 
community. Due to the high dimensionality of genetic data fitting GS models requires 
consolidation with the fact that the number of markers (p) available in a typical study exceeds the 
number of individuals (n) (de los Campos at al., 2013). Consequently, when a GS model that 
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considers the additive effects of each of these markers is fitted to the data, there will be an 
infinite number of maximum likelihood estimates of these effects (Gianola, 2013). A common 
approach, Ridge Regression (RR) (Hoerl and Kennard, 1970), uses the penalization function 
𝐽(𝛽) = ∑ 𝛽𝑗
𝑝
𝑗=1
2
 , where p is the number of parameters (markers) and 𝛽𝑗 is the effect of the j
th 
marker. Therefore, RR-BLUP is such a model that incorporates all marker information to predict 
a lines genomic breeding values (GEBV) (Meuwissen et al, 2001) while simultaneously 
addressing the small ‘n’ large ‘p’ issue. There are other more complex models including 
Bayesian methods which apply prior density functions to the marker effects, and least absolute 
shrinkage and selection operator (LASSO; Cox, 1972) which deflates marker estimates to be 
centered at zero. However it has been shown that RR-BLUP is capable of equal or superior 
prediction accuracies than these more complex models and requires lower computational time 
and power (Heslot et al., 2012; Resende et al., 2012; Riedelsheimer et al., 2012) . Investigation 
of a the RR-BLUP and other GS models is ongoing in an attempt to continually address the 
contrasting genetic differences between species, breeding populations and traits (Hunt et al., 
2018).  
The development and refinement of prediction using GS  and/or MAS has ramifications 
in research concerning the introgression of genomic diversity from exotic germplasm into 
breeding populations (Nelson et al., 2018; Riedelsheimer et al., 2012).  Despite that evaluating 
numerous available lines and making all possible crosses is usually not practical, breeders 
constantly strive to introduce new genetic variation into their populations.  Lines stored in 
gene/seed banks represent allelic variation that may not be present in elite populations due to 
breeders aggressively selecting for particular traits while discounting others (Vanous et al., 
2018). An initiative used to explore this variation is known as a diversity panel, created with the 
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aim of incorporating as much of the known allelic variation as possible into one publically 
available population (Brenton et al., 2016; Eizenga et al., 2014; Flint-Garcia et al., 2005). 
Accurately predicting the GEBV of diverse lines and their crosses with elite breeding material 
assists in the rapid introgression of beneficial alleles. This is of particular importance since the 
lines housed in seed banks are numerous and may not have phenotypic values recorded. The 
application of prediction with GS can take the place of growing out observing each line by 
providing each line’s GEBV, saving breeding time and resources. Thus, the use of GS as a tool 
to introduce new genetic variation in an efficient manner into elite breeding material is clear. 
GS + de novo GWAS: Adjusting to Complexity  
Both MAS and GS have historically been used separately with the optimal approach 
depending on the genetic architecture of the trait and number of markers available (Spindel et al., 
2015). While some traits are simply inherited (controlled by few large effect components) and 
others complex (many small effect components) the reality is often that a mixture of large and 
small effect genomic components contribute to the phenotype (Mackay, 2001). Thus when 
parameter penalties used in GS models, such as RR-BLUP, are applied equally to all markers 
tagging both small and large effect genomic components, it is possible that the contributions of 
the large-effect components are not being completely accounted for in the GS model, potentially 
resulting in lower prediction accuracies (Bernardo, 2014). When this is taken into consideration 
the question becomes: are RR penalty techniques grossly underestimating the contribution of 
large effect QTL to the overall phenotype? Bernardo (2014) showed in a simulation study that 
when major genes are known, treating them as fixed effects can increase prediction accuracy, 
especially when they explain a substantial amount of phenotypic variance. Using simulated data, 
the benefit of considering a single gene as a fixed effect for traits with moderate to high 
 
 
 
 
6 
heritability (~0.50 and greater) was demonstrated. Promising was that the increase in prediction 
accuracy of a fixed effect RR-BLUP model compared to none was always significantly greater 
(𝛼=0.05) when the large-effect genomic component explained more than 25% of variance and 
when the heritability was greater than 0.50. Similar results were found when the number of 
simulated genes was two or three and cumulatively explained 50% of variance; in contrast there 
was no significant increase when simulated genes was set to 10. The author suggested that when 
a gene explains more than 10% of variance it should be treated as a fixed effect in RR-BLUP and 
thus, the decision to treat select markers as fixed effects be based on variance explained by 
largest effect QTL.  Nevertheless the practicality of this and any GS approach depends on the 
genetic architecture of the trait(s) of interest, including heritability and number of underlining 
causative mutations in addition to the QTL effect sizes (Huang & Mackay, 2016).  Given the 
wide variety of complexity of genetic architectures reported in recent studies  (Campbell et al., 
2017; da Silva Romero et al., 2018; Divilov et al., 2018; Muqaddasi et al., 2017) an RR-BLUP 
model consisting of both fixed and random effect markers has potential to accelerate the 
breeding cycles of many crop and livestock species.  
When the approach described in Bernardo (2014) is applied to real data the exact location 
and effect sizes of large-effect genes are often unknown. In the absence of such information 
GWAS results (in particular markers exhibiting peak associations with a trait of interest) can 
instead be used as fixed effect covariates in a GS model.  One of the first studies to explore such 
an approach was Zhang et al. (2014), where it was demonstrated that incorporating fixed effect 
covariates identified as peak GWAS signals (available in public databases) into a GS model 
outperformed BayesB and Genomic Best Linear Unbiased Prediction (GBLUP) for nine of 11 
traits in a rice diversity panel as well as two of three traits in cattle. Despite their report of 
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improvement, it was marginal with 1% - 0.1% higher predictions over competing models. Days 
to flowering in rice improved ~4% over other models when published GWAS results were 
considered. The authors suggest that minimal increase in prediction ability was due to the low 
level of available GWAS results explaining a substantial amount of variability. Essentially the 
traits analyzed by Zhang et al. did not bear the genetic characteristics necessary for this 
approach. A further explanation could their marker-trait associations were from public data. This 
could be an issue since GWAS results can be population specific due to difference in LD 
(Caldwell et al., 2006). Building off these previous studies Spindel et al. (2016) suggested a 
method where GWAS is conducted on the training set and markers passing a threshold are set as 
fixed effects in the RR-BLUP models. They tested this model, named GS + de novo GWAS, 
using both rice wet land and dry land data and compared it to RR-BLUP (with no fixed effects), 
GS + historical (published) GWAS results, Bayesian LASSO (BL), Reproducing Kernel Hilbert 
Spaces (RKHS) and random forest (RF), and one non-GS method: multiple linear regression 
(MLR). Their new model outperformed all six of the alternative methods for plant height, 
flowering time and yield with ~10% increase from the next highest prediction model in 
flowering time; however the increase in predictability in yield and height was less (~1-7%). 
Arruda et al. ( 2016) conducted a similar procedure in wheat for six traits related to Fusarium 
head blight where RR-BLUP was conducted using fixed effect QTLs. For five of the six traits 
when a single fixed effect was included corresponding to major QTL Fhb-1 prediction was 
increased over RR-BLUP with no fixed effects, a range of 3-14% across traits. Similar results 
were seen when other independently published QTLs were used. A third model was tested that 
used “in-house” QTL, being that they were identified in their population of 273 breeding lines. 
The issue being, as the authors note, that QTL identified using both the training and validation 
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set were then used as fixed effects in a model predict the validation set. The resulting “insider 
trading” phenomenon was suggested to be the cause of their inflated prediction accuracies (3-
56% increases over RR-BLUP). It does however indicate the potential of in house (or in 
population) QTL to inform GS models and increase prediction accuracies. Bian & Holland 
(2017) demonstrated an increase in prediction using fixed effects in Bayesian models over a 
GBLUP model, evaluated in the maize nested association panel (NAM) (Buckler et al., 2009; 
McMullen et al., 2009) with two disease resistant traits. Their findings show marginal increases 
in prediction ability with this approach for resistance to southern leaf blight and gray leaf spot 
(`1%) but no increase in plant height. It is important to note that they used GWAS results as 
fixed effects in Bayesian models and did publish any results incorporating them in RR-BLUP or 
compared it to regular Bayesian models.  To my knowledge the previous five studies are the 
extent to which incorporating fixed effects into GS models has been conducted. None indicated 
any significant penalty to incorporating fixed effect covariates in GS and suggest that this 
approach should be tested in other plant species and traits that cover a variety of genomic and 
trait architectures. 
Conclusion and Call to Simulation 
Although these previous studies have indicated the potential of including fixed effects in 
GS models none have done so using RR-BLUP in a maize or sorghum diversity panel. 
Evaluation of a RR-BLUP model that incorporates fixed effect markers in a diversity panel is 
needed to quantify the model’s predictive ability of diverse lines in order to recommend its use 
as a tool for introgression of new genetic variation into breeding populations. Additionally, 
current adoption of this model does not yet provide an adequate evaluation across traits 
representing a range of known genetic architectures. While this model is hypothesized to 
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increase prediction over RR-BLUP with no fixed effects (referred to hereon as RR-BLUP) for 
complex traits with a few large-effect genomic components, it still requires evaluation across 
traits ranging from simple to complex for a complete analysis. Therefore, the purpose of this 
work is to explore the performance of GS + de novo GWAS over a wide variety of genetic 
architectures. Trait architecture in this study is determined by the following three aspects: 1) 
narrow sense heritability (h2), 2) number of causative mutations (NCM), and 3) additive effect 
size of each NCM. In total 50 replications of 90 traits from maize and another 90 in sorghum 
were simulated. Phenotypes in maize were simulated using actual genotypes from the Goodman-
Buckler diversity panel containing a total of 281 lines (Flint-Garcia et al., 2005). Sorghum 
phenotypes were simulated using a panel consisting of 320 individuals (Bouchet et al., 2017). In 
this study the top m most significant markers, as defined by the user, are set as fixed effect in 
RR-BLUP. Results indicate that success of this model, as defined as increase in mean prediction 
accuracies for 50 replications of five-fold cross validation compared to RR-BLUP, is dependent 
on trait genetic architecture and the ability to detect markers associated with casual mutations in 
GWAS. 
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CHAPTER 2: MATERIALS AND METHODS 
Simulation of Phenotypic Data 
Phenotypes were simulated using publically available SNP data for 281 inbred lines in 
maize (described in Flint-Garcia et al., 2005) and 320 inbred lines in sorghum (described in 
Morris et al., 2013). Maize genotypes were collected using the Illumina MaizeSNP50 BeadChip 
resulting in approximately 55,000 SNPs as described in Cook et al. (2012) and are available at 
panzea.org/genotypes. Sorghum genotypes were collected using genotype-by-sequencing 
techniques (Elshire et al. 2010) as described in Bouchet et al. (2017) resulting in about 90,000 
SNPs. These sorghum marker data are available at 
datadryad.org//resource/doi:10.5061/dryad.gm073. Within each species, the respective marker 
data were used to simulate traits that represented a wide range of genetic architectures. The 
specific genomic contributions of each simulated trait varied accordingly by number of 
underlying quantitative trait nucleotides (QTNs), additive effect sizes of each QTN, and the 
narrow-sense heritability (h2). The procedure for simulating these traits are as follows: 1) a set of 
markers, corresponding to the number of underlying QTN, were randomly selected to be 
causative mutations. It is important to note that after phenotypic values were simulated such 
markers were removed from subsequent analysis to reflect the reality that the casual mutations 
are often not genotyped. Next,  2) the additive effect size of each QTN were assigned in two 
different configurations, which are described below and presented Figures 1 and 2. Genetic 
components of the phenotypic values were thus determined by the function ∑ 𝑥𝑖𝑗𝑄𝑗
𝑝
𝑗=1  where p is 
the number of simulated QTN, 𝑥𝑖𝑗 is the genotypic state of the j
th marker of the ith individual 
(coded numerically as -1, 0, 1) and 𝑄𝑗 is the assigned additive effect. Lastly, 3) environmental 
effects were randomly drawn from a normal distribution with a mean 𝜇 = 0 and variance  𝜎𝑒
2= 
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𝜎𝑎
2
𝐻2
− 𝜎𝑎
2  , where 𝜎𝑎
2 is the additive effect variance (calculated as the variance of ∑ 𝑥𝑖𝑗𝑄𝑗
𝑝
𝑗=1 ) and 
h2 is the narrow-sense heritability. For each distinct genetic architecture simulated in each 
species, a total of 50 traits were simulated. A summary of the spectrum of the simulated genetic 
architectures can be found in Tables 1 and 2.  
Type 1 and 2 Traits 
To accommodate a wide range of biologically relevant genetic architectures, our 
simulated traits were subdivided into two categories that we named Type 1 and Type 2 traits. 
The first represents a biological trait where p number of mutations affecting the trait have 
occurred. As time from when the mutation occurs increases, the effect size of the mutation 
diminishes, driving the population phenotypic standard deviation to zero (R. Fisher, 1958; Orr, 
1998). Stability is desired in nature and extreme phenotypes is the exception. To model this for 
Type 1 traits, the largest QTN effect size (Q) is first selected from the boundaries of zero to one 
(not including zero and one). The remaining simulated QTN effect sizes were then assigned in a 
geometric series where the effect size of the 𝑖𝑡ℎ QTN was Qi. For example, if three QTN (i.e. p = 
3) were selected and Q = 0.9, then the effect sizes are 0.9, 0.92, and 0.93. Using this model a total 
of 36 Type 1 phenotypes in maize and 36 in sorghum were simulated (Table 1). 
The second scenario is one in which a relatively new mutation is present, meaning its 
effect size is large relative to the others. An example of this is the Sos1 mutant which is a major 
effect dominant mutation controlling inflorescent that evidence shows arose after domestication 
of maize from teosinte (Doebley et al., 1995). To simulate Type 2 traits one QTN with a large 
additive effect size Q is selected, while the remaining simulated effect sizes follow the same 
geometric series previously described for the Type 1 traits, starting with an effect size of 0.1. If p 
= 3 and Q = 0.9 then the effect sizes would be 0.9, 0.1, 0.12 respectively. Collectively, a total of 
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54  type 2 traits were simulated in both maize and sorghum. It has been hypothesized that RR-
BLUP models with fixed effect covariates will outperform the standard RR-BLUP model for 
traits with genetic architectures similar to these Type 2 traits (Bernardo, 2014). Together Type 1 
and 2 simulated traits provide a wider range of representative phenotypes to evaluate GS + de 
novo GWAS than either could provide alone. 
 
Table 1. The parameter settings for p, Q, and H2 in all combinations for a total of 36 traits in Type 1 trait simulation.  
Number of QTN (p) Additive Effect Size of 
Largest QTN (Q) 
Heritability (h2) 
1 , 5 , 25 , 100 0.1 , 0.5 , 0.9 0.1 , 0.5 , 0.9 
QTN, Quantitative trait nucleotide; p, the number of simulated QTN; Q, additive effect size of the largest QTN; h2, 
narrow-sense heritability; Sorghum and Maize Type 1 traits were simulated with the same parameters. 
 
Table 2. The parameter settings for p, Q, and H2 in all combinations for a total of 54 traits in Type 2 trait simulation. 
Number of QTN (p) Additive Effect Size of 
Largest QTN (Q) 
Heritability (H2) 
2 ,  3 ,  5 , 10 , 25 , 100 0.3 , 0.5 , 0.9 0.1 , 0.5 , 0.9 
QTN, Quantitative trait nucleotide; p, the number of simulated QTN; Q, additive effect size of the largest QTN; h2, 
narrow-sense heritability; Sorghum and Maize Type 2 traits were simulated with the same parameters. 
 
 
 
Figure 1: Type 1 Simulation  
Additive effects are chosen as a geometric series where the effect size of the ith QTN is Qi where i goes from 1 to p. 
p being the number of simulated QTN; QTN, Quantitative trait nucleotide; Q, additive effect size of the largest QTN; 
 
 
 
 
13 
 
Figure 2: Type 2 Simulation  
 A single additive effect marker size is selected (Q) and the remaining markers are simulated in the same geometric 
series as Type 1 starting with the largest effect size of 0.1 where i goes from 1:p-1. 
P being the number of simulated QTN; QTN, Quantitative trait nucleotide; Q, additive effect size of the largest QTN; 
 
Genomic Selection     
The ridge regression best linear unbiased predictor (RR-BLUP) model (Meuwissen et al. 
2001) was used to conduct GS as a baseline model for comparison to a model with fixed effect 
covariates included. The RR-BLUP model is described as follows: 
 
(1)      𝑦𝑖 = 𝜇 + ∑ 𝑥𝑖𝑘𝛽𝑘 + 𝜀𝑖
𝑝
𝑘=1    , 
 
where 𝑦𝑖 is the observed phenotypic value of the i
th individual, μ is the grand mean, 𝑥𝑖𝑗 is the 
genotype at the kth marker of the ith individual, 𝛽𝑘 is the estimated random additive marker effect 
of the kth marker ~N(0, 𝜎𝐺
2),  and 𝜀𝑖 is the residual error term ~N(0, 𝜎𝑒
2). 
The BLUP of each  𝛽𝑘 received the following Ridge Regression (RR) penalty:    
 
(2)       𝐽(𝛽) = ∑ 𝛽𝑘
2𝑝
𝑘=1    (Hoerl & Kennard, 1970) 
The model was conducted in R using the package rrBLUP (Endelman, 2011). 
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GWAS and Criteria for Markers Treated as Fixed Effects 
Two different approaches were used to conduct GWAS on the simulated traits. The first 
approach has been previously described (Lipka et al. 2013). Briefly, the unified mixed linear 
model (MLM, Yu et al. 2006) was fitted at each marker. In both species, this model included the 
first three principal components (PCs) from a principal component analysis of the markers to 
account for spurious associations arising from population structure, as well as a kinship (i.e., 
additive genetic relatedness) matrix using the method of Loiselle et al., (1995) to account for 
spurious associations arising from familial relatedness. All analyses were conducted using the 
genome association and prediction integrated tool (GAPIT) R package (Lipka et al. 2012). The 
Benjamini and Hochberg (1995) procedure was used to control the false discovery rate (FDR) at 
5%.  
Because the purpose of the GWAS conducted in this research was to identify markers 
that could accurately predict the values of a given simulated trait, all of the evaluated markers 
were ordered by the degree of statistical association with the trait. Such an evaluation was 
conducted independently on the results from the unified MLM and again on the MLMM results. 
The top m associated markers (Table 3) from each of these two analyses with the strongest 
associations with the traits were then carried on to the next phase of the analysis. 
GS + de novo + GWAS 
After the GWAS was conducted on a given trait, the top m associated markers (Table 3)  
were included as effects in the following model: 
(3)        𝑦𝑖 = 𝜇 + ∑ 𝑥𝑖𝑗𝛼𝑗 +
𝑚
𝑗=1
∑ 𝑥𝑖𝑘𝛽𝑘 + 𝜀𝑖
𝑝
𝑘=1
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where 𝛼𝑗 is the fixed additive effect of the j
th marker and all other terms are the same as the RR-
BLUP model described in (1). Because the RR penalty depicted in (2) is not applied during the 
estimation procedure of these fixed additive effects, no restrictions are placed on the numerical 
value of these estimates. Thus, peak markers tagging sufficiently large-effect QTN that are 
incorporated into model (3) could theoretically substantially boost trait prediction accuracies 
over the standard RR-BLUP model. 
 
Table 3. Number of fixed effects (m) included in model (3) depended on the number of simulated underlying QTN 
(p).   
Number of QTN (p) Number of Fixed Effects Evaluated (m) 
1 1 , 2 , 3 , 5 , 10 , 25 
3 1 , 2 , 3 , 5 , 10 , 25 
5 1 , 2 , 3 , 5 , 10 , 25 , 50 
10 1 , 2 , 3 , 5 , 10 , 25 , 50 , 100 
25 1 , 2 , 3 , 5 , 10 , 25 , 50 , 100 
100 1 , 2 , 3 , 5 , 10 , 25 , 50 , 100 , 500 
QTN, Quantitative trait nucleotide; p, the number of simulated QTN; m, the number of fixed effects include in model 
(3); sorghum and maize where evaluated with model (3) using the same levels of m. 
 
 
 
Figure 3: GS + de novo GWAS Work Flow 
Model (2) is conducted as follows: 1) GWAS is conducted and 2) the top m user defined most significant markers 
are selected and 3) they are set as fixed effects in RR-BLUP which is used for phenotypic prediction.   
GWAS, Genome Wide Association Study; RR-BLUP, Ridge Regression Best Linear Unbiased Prediction 
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Cross-validation Scheme 
A five-fold cross-validation scheme (described in Owens et al. 2014) was implemented to 
assess the prediction accuracies of the tested statistical models. Within each species, this 
procedure randomly subdivided the individuals into five subsets (i.e. folds), each with 
approximately the same number of individuals. All of the GS and GWAS models previously 
described were fitted in the four of the five folds (i.e., the training set), and then the predictive 
ability of models (1) and (3) was evaluated in the fifth fold (the validation set). This scheme was 
repeated five times so the genomic estimated breeding values (GEBVs) of the individuals within 
each fold was predicted once using each statistical model. Accuracy was reported as the Pearson 
correlation between the simulated phenotypes in the validation set and the GEBVs predicted 
from models fitted in the corresponding training set. To enable a direct comparison of prediction 
accuracy across all models and genetic architectures, the same folds were used for all analyses 
conducted within each species.  
To adequately compare prediction accuracies between models (1) and (3), 50 replications 
of simulated phenotypic values for each genetic architecture described in Tables 3 and 4 were 
analyzed. When model (2) is analyzed the user selects m, defined as the number of markers being 
treated as fixed effects. For this study the values considered for m increased depending on the 
number of simulated QTN described in Table 3. For every replication and value of m, the mean 
and standard deviation of the prediction accuracy across the five folds was calculated. The mean 
and standard deviation of all replications for each model and level of m are then calculated. 
Dunnett’s mean comparison test (Dudewicz et al., 1975; Dunnett, 1955) was conducted to 
determine if any particular number of fixed covariates m yielded significantly higher prediction 
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accuracies than the standard RR-BLUP model (1) at an experimentwise type I error rate of 𝛼 =
0.05. 
All analysis conducted were identical for maize and sorghum.  
Data Analysis 
Simulations and all data analysis was conducted using R Studio version 1.1.383 (RStudio 
Team, 2016). 
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CHAPTER 3: RESULTS 
Summary 
A total of 50 replications of phenotypic data for 180 genetic architectures (summarized in 
Table 4 and Supplementary Material 1 were simulated using 281 maize inbred genotypes and 
320 sorghum inbred genotypes. Using these simulated traits, the predictive ability of model (3) 
using various numbers of fixed effect covariates was compared to that of model (1) (i.e., a 
standard RR-BLUP model with zero fixed effect covariates). For each simulated phenotype and 
number of fixed effect covariates, the Pearson correlation coefficient r between predicted and 
observed values in a five-fold cross validation (CV) scheme was calculated, and the mean value 
of r across the five folds was subsequently used to quantify the prediction accuracy. Dunnett’s 
procedure was then implemented to determine if any particular number of fixed effect covariates 
yielded statistically significantly higher prediction accuracies than model (1). The observed 
prediction accuracies across all of the simulated traits are summarized in the at the GitHub 
repository: https://github.com/ricebrian/RR-BLUP-with-fixed-effects  
Of the 180 different genetic architectures that were explored in this simulation study, the 
inclusion of at least m = 1 fixed effect covariates increased prediction accuracy relative to the 
standard RR-BLUP model (1) for 49 of these genetic architectures. The number of underlying 
QTN (p), additive effect size of the largest QTN (Q), and narrow-sense heritability (h2), as well 
as prediction accuracy for the tested number of fixed effect covariates m are reported in Table 
S1. Interestingly 36 of these 49 genetic architectures were in sorghum, which suggests that the 
genomic characteristics of sorghum are more amenable for GS + de novo GWAS than maize for 
the traits that were evaluated in the simulation study. Furthermore, 35 of these 49 genetic 
architectures were type 2, meaning that these traits were simulated with one large-effect QTN in 
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addition to a series of small-effect QTN. Finally, the greatest increases in prediction accuracy of 
model (3) over model (1) was observed in type 2 traits simulated in sorghum with p = 100 fixed 
effect covariates, ℎ2 = 0.9, and up to m = 3 fixed effect covariates included in model (3) (Figure 
8).  
Table 4: The count and percentage for each parameter setting, held constant at all other parameters, when model 
(3) had higher prediction accuracy compared to model (1) for at least one level of m (the number of fixed effects).  
Parameter Level Count Successful Percentage 
Successful (%) 
Species Maize 
Sorghum 
13 
36 
14.4 
40 
Trait Type 1 
Type 2 
14 
35 
19.4 
32.4 
p 1 
    2** 
    3** 
5 
    10** 
25 
100 
2 
4 
6 
6 
7 
10 
14 
11.1 
22.2 
33.3 
16.6 
38.9 
27.8 
38.9 
Q   0.1* 
    0.3** 
0.5 
0.9 
4 
11 
17 
17 
16.7 
30.5 
28.3 
28.3 
h2 0.1 
0.5 
0.9 
19 
10 
19 
31.7 
16.7 
31.7 
p, the number of simulated QTN; Q, additive effect size of the largest QTN; h2, narrow-sense heritability;  
*parameter only present in type 1 traits   
**parameter only present in type 2 traits 
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Figure 4: Mean prediction accuracy plotted for each level of m for each trait type and species combination. The 
mean increase across all 50 replications is plot as a box and whisker plot showing the distribution at varying levels 
of m, the number of fixed effects. A Maize Type 1 B Maize Type 2 C Sorghum Type 1 D Sorghum Type 2. Each point 
in the mean change from model (1) where color denotes the trait’s narrow sense heritability (h2) and symbol 
indicates the number of simulated QTN (p). For sake of simplicity and resolution additive effect size of the largest 
QTN (Q) was not indicated 
 
Maize Type 1 
An increase in prediction accuracy after including at least m = 1 fixed effect covariate in 
model (3) was observed for seven of the 36 type 1 traits simulated in maize (Table S1). Although 
all but one of these seven traits had low heritability (ℎ2= 0.1), all seven had moderate- to large-
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effect QTN (Q = 0.5 or 0.9). The total number of QTN in each of these seven traits were both 
small and large, suggesting that the number of QTN underlying these traits did not have a 
substantial impact on the predictive ability of model (3). Finally, a statistically significant 
increase in prediction of accuracy of model (3) over model (1) was observed in only one of these 
seven traits (Table S1 and Figure 5B). 
A B C  
D E F  
Figure 5: Distribution of Prediction Accuracy for various genetic architectures in a six maize type 1 traits. The 
simulated genetic architecture is listed in the individual titles (A-F) where: QTN, number of simulated casual 
mutations; QTN SIZE, additive effect size of the largest QTN; h, narrow sense heritability. The x-axis is the number 
of fixed effects included in model (3). The y-axis is the mean Pearson correlation from the 5-fold cross validation. 
All 50 replications are plotted.   
 
Maize Type 2 
A total of six of the 54 type 2 traits simulated in maize yielded higher prediction 
accuracies when at least one fixed effect covariate was included in model (3) (S1). The genetic 
architectures of these six traits were similar to the seven previously-mentioned maize traits 
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presented in S1. That is, all but one of these six type 2 traits had a low heritability of ℎ2 = 0.1, 
and the effect size of the large-effect QTN was either Q = 0.5 or Q = 0.9. Although the total 
number of QTN simulated in these six traits ranged from 2 to 100, the two type 2 maize traits 
where statistically significant increases in prediction accuracy was observed for model (3) both 
had p = 10 QTN (S1 and Figure 6C and 6D). 
A B C  
D E F  
Figure 6: Distribution of Prediction Accuracy for various genetic architectures in six maize type 2 traits. The 
simulated genetic architecture is listed in the individual titles (A-F) where: QTN, number of simulated casual 
mutations; QTN SIZE, additive effect size of the largest QTN; h, narrow sense heritability. The x-axis is the number 
of fixed effects included in model (3). The y-axis is the mean Pearson correlation from the 5-fold cross validation. 
All 50 replications are plotted.   
  
Sorghum Type 1 
 
Similar to the type 1 maize traits, the inclusion of at least m = 1 fixed effect covariates in 
model (3) resulted in higher prediction accuracies for seven of the 36 type 1 traits simulated in 
sorghum (Table S1). However, in contrast to maize, five of the seven type 1 sorghum traits had 
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high heritability (i.e., ℎ2= 0.9). The minimum number of QTN simulated among these seven 
traits was p = 25, suggesting that unlike the simulated maize type 1 traits, the number of 
underlying QTN in the type 1 sorghum traits contributes to the predictive ability of model (3). 
Finally, the QTN effect sizes of these seven traits ranged from small (Q = 0.1) to large (Q = 0.9), 
which indicates that the QTN effect sizes do not substantially impact the predictive ability of 
model (3). The results of the six type 1 sorghum traits are presented in Figure 7.  
A B C  
D E F  
Figure 7: Distribution of Prediction Accuracy for various genetic architectures in six sorghum type 1 traits. The 
simulated genetic architecture is listed in the individual titles (A-F) where: QTN, number of simulated casual 
mutations; QTN SIZE, additive effect size of the largest QTN; h, narrow sense heritability. The x-axis is the number 
of fixed effects included in model (3). The y-axis is the mean Pearson correlation from the 5-fold cross validation. 
All 50 replications are plotted.    
 
Sorghum Type 2 
An increase in prediction accuracy with the inclusion of at least m = 1 fixed effect 
covariate in model (3) was observed in 29 of the 54 type 2 traits simulated in sorghum (S1). The 
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genetic architectures of these 29 traits varied greatly with respect to heritability, effect size of the 
largest QTN, and the number of simulated QTN. The trait with the greatest increase of prediction 
accuracy after including at least one fixed effect variate to model (3) had high heritability (ℎ2 = 
0.9), large number of QTN (p = 100), and a moderately large-effect QTN (Q = 0.5) (Figure 8C). 
Of the 29 type 2 sorghum traits where increased prediction accuracies were observed, 
statistically significant increases in prediction accuracy after including at least m = 1 fixed effect 
were observed in 17 traits (Table S1). The traits with the smallest significantly significant 
increase in prediction accuracy are also presented in Figure 8B.  
A B C  
D E F  
Figure 8: Distribution of Prediction Accuracy for various genetic architectures in six sorghum type 2 traits. The 
simulated genetic architecture is listed in the individual titles (A-F) where: QTN, number of simulated casual 
mutations; QTN SIZE, additive effect size of the largest QTN; h, narrow sense heritability. The x-axis is the number 
of fixed effects included in model (3). The y-axis is the mean Pearson correlation from the 5-fold cross validation. 
All 50 replications are plotted.    
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CHAPTER 4: DISCUSSION 
Genomic prediction is a powerful tool for predicting line and hybrid performance in 
maize and sorghum. A common model for prediction, RR-BLUP (model 1), utilizes available 
genomic markers as random effect explanatory variables and applies a ridge regression (RR) 
penalty (2) to account for the large p small n issue. Recent studies have suggested the 
preferential treatment of markers assumed to contribute greater to phenotypic variance as fixed 
effect explanatory variables in an RR-BLUP model could increase prediction accuracy (Arruda 
et al., 2016; Bernardo, 2014; J. E. Spindel et al., 2016). To evaluate model (3), which includes 
fixed effects in RR-BLUP, 180 traits were simulated using maize and sorghum genotypes 
(Tables 1,2). The results suggest that for particular genomic trait architectures the treatment of 
markers as fixed effects in the RR-BLUP model is more appropriate than without (Table 4). This 
simulation study is the most extensive conducted to date comparing model (3) to model (1).  
Model (3) outperformed model (1) more often in sorghum than maize (Table 4), with 
40% of simulated traits in sorghum resulting in increased of prediction accuracy relative to 
model (1). Perhaps the most notable difference between these species is their breeding patterns. 
Maize is a natural outcrossing species resulting in a linkage disequilibrium (LD) pattern that 
decays on average at 2000 base pairs (bp) (Remington et al., 2001). This results in relatively 
small LD blocks compared to sorghum, a natural inbreeding species, which decays around 150kp 
(Morris et al., 2013). It is expected that inbreeding species present larger LD patterns than 
outcrossing ones (Flint-Garcia et al., 2003). Higher LD means a stronger chance of detecting a 
marker closely associated with the casual mutation. A second major difference between the two 
genotype sets used for simulated is the genotyping method. Genotyping arrays, like the one used 
to collect the 55k maize genotypes (Elbasyoni et al., 2018), only include a fraction of SNPs 
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present in a restricted set of lines (Brachi, et al., 2011). Genotyping-by-sequencing (GBS) data 
were used for sorghum which in contrast to a SNP array has the potential to capture near 
complete genomic data in any species (Andolfatto et al., 2011; Elshire et al., 2011). Recent 
evidence in wheat suggest GBS may have an advantage due to assertion bias associated with 
SNP arrays (Elbasyoni et al., 2018). Arguably though the most notable difference between 
genotypic data sets was the number of markers available (sorghum ~ 90k; maize ~ 55k) and the 
number of individuals in the panel (sorghum = 320; maize = 281). A denser marker coverage of 
the genome raises the chance of a detecting associations as there is a relationship between LD 
and physical distance, albeit dependent upon the population under study. This relationship has 
been demonstrated for the complex trait of height in maize (Peiffer et al., 2014). In addition, the 
number of individuals in the data set increases power to detect significant associations as well 
improves the estimation of marker effect sizes in the training set (Shengqiang et al., 2009). The 
advantage of sorghum to benefit from model (3) compared to maize is suggested to be a 
combination of the mention factors. Thus, it is possible that the observed performance of model 
(3) in sorghum could be achieved in maize under increased sample size, marker density, and with 
the use of GBS data. 
The core aim of this simulation study was to adequately evaluate model (3) in order to 
give recommendations on its usage. A grid search of genetic architectures using the type 1 and 
Type 2 trait definitions were simulated using maize and sorghum genotypes. type 2 traits were 
simulated to represent phenotypes that had a relatively larger QTN contributing to variance 
compared to the remaining QTN. This is in accordance with Bernardo’s (2014) recommendation 
to include as a fixed effect in RR-BLUP any gene that explain >10% of variances. In model (3) 
Instead of directly using gene(s), the top significant marker(s) from a GWAS are set as fixed 
 
 
 
 
27 
effects in model (3). In accordance with Bernardo’s guidance, type 2 traits did benefit more often 
from the inclusion of fixed effects in sorghum (Table 4). It is encouraging though that the traits 
that benefited the most were type 2 with a large QTN effect size and a larger number underlying 
causative mutations (Table 4 and Figure 4). This is supportive for particular traits such as disease 
resistance which often have large effect resistant genes featured against a complex background 
of small effect polymorphisms (J. Poland & Rutkoski, 2016). Arruda et al. (2016) demonstrated 
with six fusarium related disease traits an increase in prediction accuracy of 3 – 19% over RR-
BLUP when markers corresponding to Fhb-1 were included as fixed effect in RR-BLUP. 
Disease traits are only one example of a complex trait where phenotypic variation is controlled 
by a few large effect components. These simulation results do not indicate that prediction will 
benefit from using model (3) when the true number of underlying causative mutations is low. 
Marker assisted selected would be a stronger candidate for these type of traits.  
The number of occurrences where low heritable traits had increased prediction accuracy 
was promising. Increasing prediction when heritability is low often requires models that include 
genotype by environment (GxE) interactions to explain more variation (Brachi et al., 2011; 
Sukumaran et al., 2018). Modeling GxE can be resource intensive since it requires multiple years 
and/or multiple locations of planting. Model (3) offers an alternative or complement to this for 
germplasm screening of traits with low heritability where, for example, a 1% increase in 
accuracy could accelerate genetic gains. Given that the maximum increase in prediction accuracy 
with the inclusion of at least one fixed-effect covariate among the simulated traits with ℎ2=0.1 
was 2.6%, the use of model (3) in breeding programs could prove to be extremely beneficial. 
Even though the amount of times that the prediction accuracy of high heritable traits 
benefited from including fixed-effect covariates was encouraging, a caution is warranted. 
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Heritability is indicative of our ability to detect significant association and for several 
occurrences where a few of the top significant markers are treated as fixed effects prediction 
accuracy severely diminished compared to model (1). It is hypothesized that disregard for the RR 
penalty lead to over estimation of marker effect sizes and therefore the decreased prediction 
accuracy should be of no surprise. Curious though is the observation of scenarios where as new 
fixed effects were added to model (3), after a sizable decrease, prediction recovered to levels of 
model (1) and in a few instances out performed it (Figure 7A). Two hypotheses are suggested for 
this: first that the treatment of several markers as fixed effects did a superior job of explaining 
variation compared to only a few fixed effects. Together several markers in LD with a large 
effect QTN need to be included in the model to sufficiently capture the signal. Recall that the 
actual simulated mutation is removed from the marker set. The second hypothesis is that the top 
significant markers require the penalty in order to obtain accurate effect estimates however the 
remaining were underestimated due to the RR penalty. 
Hypothesis two could be tested where markers are set as fixed effects not by order of 
significance but in a model building process that searches for the subset of fixed effects 
obtaining the highest prediction accuracy. The purpose of genomic selection is to allow for the 
inclusion of all markers in prediction regardless of significance or effect size. Therefore, it is 
possible that when small effect nonsignificant makers are treated as fixed effects prediction 
accuracies would benefit. At the same time it is possible that relaxing the RR penalty for the 
most significant markers is causing over estimation of their effects, undoing the purpose of RR. 
Prediction accuracy may be improved if model (3) uses criteria separate than significance level. 
An example would be a models that treats the top five markers as random effects, to limit their 
parameter estimates, while simultaneously setting the 6th through 10th most significant GWAS 
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result as fixed effects. Potential candidates for this approach are cases such as Figure 5F or 6B, 
where prediction suffers from the addition of few fixed effect but is recovered to or surpasses 
levels of m = 0 (RR-BLUP) as addition fixed effect variates are added..  
While the results presented in this study do point to particular patterns concerning genetic 
architecture they are still limited. The largest number of QTN simulated was 100 which may or 
may not represent traits with highly polymorphic genetic backgrounds. All effects were additive, 
and thus this study did not include the simulation of epistatic or dominance effects. Even though 
maize and sorghum are both diploid grass species with well annotated genomes (Paterson et al., 
2009; Schnable et al., 2016), only a subset of available markers were used in order to assess 
several replicated traits in a timely manner. Species without as many available genetic markers 
may not be suitable for this approach if the density in LD with casual mutations is low; however 
this will become a non-issue with the increasing availability of extensive sequence data 
(Goodwin et al., 2016; J. A. Poland & Rife, 2012). New or adjusted genomic prediction models, 
such as GS + de novo GWAS, are necessary to utilize this wealth of data to better understand and 
predict complex traits. It is my recommendation that when considering the used of model (3) for 
plant breeding to first conduct a cross validation analysis testing at several level of m. While 
prior information such as the percent of phenotypic variance explained by the largest 
contributing genetic components is useful, there is still no clear defined universal criteria for 
when to include fixed-effect covariates. The collection of both genotype and phenotype data on 
large samples is already common practice and logically leads to evaluation of multiple prediction 
models when considering a new trait or population in a breeding program. Routinely, GWAS and 
GS are conducted on the same data to uncover any significant marker associations and test the 
trait’s affinity for prediction. It is then the recommendation that model (3) is included, 
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particularly when GS is conducted using RR-BLUP, to determine if setting the top significant 
user defined subset of markers (m) results in higher prediction accuracies. With the simulation 
results presented in this work indicating a potential gain of an additional 7% in prediction 
accuracy, the exploration of the predictive ability of model (3) in a given breeding program is 
merited. However, it is important to avoid insider trading where GWAS is conducted on an 
entire data set  instead of within a cross-validation setup; analyzing an entire data set lead to 
falsely inflated prediction accuracies.   
Finally, the criteria for selecting which markers as fixed effect explanatory variables in 
the RR-BLUP for this study was based on GWAS results where the phenotype is associated with 
individual makers. Based on the data available this may often be the simplest criteria. Further 
study however will determine if other criteria, for example marker associations with RNA levels 
or marker associations with protein expression profiles, could be used to obtain potential markers 
as fixed-effect covariates in model (3). It may be the case the different traits have affinity to 
different criteria for selection of fixed effects.  
In conclusion this simulation study showed that the inclusion of fixed effects in a 
standard RR-BLUP genomic selection model has the potential to increase prediction accuracy in 
certain cases. These results do not stand as conclusive evidence for a guideline of when to use 
this approach but rather as encouragement to add complexity to genomic selection models when 
considering traits with genetic architectures that are governed by both large-and small effect 
genomic sources.   
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APPENDIX A: SUPPLEMENTARY MATERIALS 
GitHub Repository      
A GitHub repository that contains: 
- boxplots for the disruptions for all 180 traits  
-File for the mean and mean increase at all levels of m for all 180 traits 
 can be accessed here: 
 https://github.com/ricebrian/RR-BLUP-with-fixed-effects 
 
 
Species Type p Q h2 m 
Mean 
Increase Mean SE Significant 
Maize One 1 0.5 0.1 5 0.00019218 0.13310136 0.00655893 No 
Maize One 25 0.5 0.1 5 0.00035358 0.00113216 0.01045333 No 
Maize One 25 0.5 0.1 25 0.00037733 0.00115592 0.00911669 No 
Maize One 100 0.5 0.1 500 0.00076072 0.10680599 0.01141977 No 
Maize One 1 0.9 0.1 25 0.00413298 -0.0471562 0.02270395 No 
Maize One 5 0.9 0.1 1 0.00469007 0.04874204 0.01090441 No 
Maize One 5 0.9 0.1 2 0.00374176 0.04779372 0.01062487 No 
Maize One 5 0.9 0.1 3 0.00539063 0.04944259 0.01242111 No 
Maize One 5 0.9 0.1 5 0.00589079 0.04994275 0.01045529 Yes 
Maize One 5 0.9 0.1 10 0.00488183 0.0489338 0.01138883 No 
Maize One 5 0.9 0.1 25 0.0051016 0.04915357 0.01108887 No 
Maize One 5 0.9 0.1 50 0.00362745 0.04767941 0.01043909 No 
Maize One 100 0.9 0.1 25 0.00024898 0.17386278 0.00467032 No 
Maize One 100 0.5 0.5 500 0.00189752 0.41771569 0.00584044 No 
Maize Two 2 0.5 0.1 25 0.00193001 0.03767434 0.01100064 No 
Maize Two 10 0.5 0.1 50 0.00037166 0.00387653 0.01097585 No 
Maize Two 10 0.5 0.1 100 0.00085978 0.00436464 0.00797 No 
Maize Two 2 0.9 0.1 2 0.00220484 -0.0819634 0.01589358 No 
Maize Two 2 0.9 0.1 3 0.00180613 -0.0823621 0.01812409 No 
Maize Two 2 0.9 0.1 5 0.00203191 -0.0821363 0.01419548 No 
Maize Two 2 0.9 0.1 10 0.00275257 -0.0814157 0.01294904 No 
Maize Two 2 0.9 0.1 25 0.0007391 -0.0834291 0.01435886 No 
Maize Two 10 0.9 0.1 1 0.00135881 -0.1004294 0.0199386 No 
Maize Two 10 0.9 0.1 2 0.00411169 -0.0976766 0.01661757 No 
Table 5.: Simulated maize traits where model (3) had increased prediction from model (1).  
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Species Type p Q h2 m 
Mean 
Increase Mean SE Significant 
Maize Two 10 0.9 0.1 3 0.00470988 -0.0970784 0.01741401 No 
Maize Two 10 0.9 0.1 5 0.00296202 -0.0988262 0.01517377 No 
Maize Two 10 0.9 0.1 10 0.00733482 -0.0944534 0.01741287 No 
Maize Two 10 0.9 0.1 25 0.00969936 -0.0920889 0.01796127 Yes 
Maize Two 10 0.9 0.1 50 0.00532994 -0.0964583 0.01335063 No 
Maize Two 10 0.9 0.1 100 0.0025599 -0.0992283 0.01840756 No 
Maize Two 100 0.9 0.1 2 0.00332008 0.07823459 0.00885321 No 
Maize Two 100 0.9 0.1 3 0.00128289 0.07619739 0.00751434 No 
Maize Two 100 0.9 0.1 25 5.92E-05 0.07497369 0.00772658 No 
Maize Two 100 0.9 0.1 50 0.00029707 0.07521158 0.00971034 No 
Maize Two 10 0.9 0.9 1 0.01519325 0.2683668 1.01E-15 Yes 
Maize Two 10 0.9 0.9 2 0.02350111 0.27667467 0.00728437 Yes 
Maize Two 10 0.9 0.9 3 0.02112432 0.27429787 0.00782721 Yes 
Maize Two 10 0.9 0.9 5 0.02382487 0.27699843 0.00197191 Yes 
Maize Two 10 0.9 0.9 10 0.00031219 0.25348575 0.00745528 No 
Sorghum One 25 0.1 0.1 1 0.02608016 -0.1298476 0.01084152 No 
Sorghum One 25 0.1 0.1 2 0.02365938 -0.1292738 0.01141529 No 
Sorghum One 25 0.1 0.1 3 0.02489846 -0.1301065 0.01058261 No 
Sorghum One 25 0.1 0.1 5 0.0215337 -0.1288683 0.01182075 Yes 
Sorghum One 25 0.1 0.1 10 0.0173289 -0.129347 0.01134214 No 
Sorghum One 25 0.1 0.1 25 0.02332846 -0.1318253 0.00886376 No 
Sorghum One 25 0.1 0.1 50 0.02049183 -0.1341757 0.00651336 No 
Sorghum One 25 0.1 0.1 100 0.02534522 -0.1294806 0.01120846 No 
Sorghum One 100 0.1 0.1 50 0.01459682 -0.1402693 0.0004198 No 
Sorghum One 100 0.1 0.1 100 0.01135735 -0.1397648 0.0009243 No 
Sorghum One 25 0.1 0.9 10 0.00213519 0.20987812 0.00045791 No 
Sorghum One 100 0.1 0.9 1 0.00034771 0.21094521 0.001525 Yes 
Sorghum One 100 0.1 0.9 2 0.0009268 0.20992254 0.00050233 No 
Sorghum One 100 0.1 0.9 3 0.00065667 0.20953272 0.00011251 No 
Sorghum One 100 0.1 0.9 5 0.00033022 0.20969952 0.00027931 No 
Sorghum One 100 0.1 0.9 10 0.00150906 0.20999198 0.00057177 No 
Sorghum One 100 0.1 0.9 50 0.00201279 0.21136443 0.00194421 Yes 
Sorghum One 100 0.1 0.9 100 0.00253424 0.21046007 0.00103986 Yes 
Sorghum One 25 0.5 0.9 10 0.0001203 0.00081195 0.02126932 Yes 
Sorghum One 25 0.5 0.9 25 0.01359618 -0.0014476 0.01900974 Yes 
Sorghum One 25 0.5 0.9 50 0.01231302 -2.85E-03 0.01761122 Yes 
Sorghum One 100 0.5 0.9 500 0.0122993 -0.0163496 0.00410773 Yes 
Sorghum One 100 0.9 0.9 100 0.0213742 -0.1360858 0.00460326 No 
Table 5 (continued) 
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Species Type p Q h2 m 
Mean 
Increase Mean SE Significant 
Sorghum One 100 0.9 0.9 500 0.02598045 -0.1227611 0.01792796 Yes 
Sorghum Two 5 0.3 0.1 2 0.00041736 0.55596669 0.00338706 No 
Sorghum Two 5 0.3 0.1 3 0.00012795 0.55567728 0.00328304 No 
Sorghum Two 100 0.3 0.1 1 0.00596674 -0.1347224 0.02263359 No 
Sorghum Two 100 0.3 0.1 2 0.00639582 -0.1342933 0.02295582 No 
Sorghum Two 100 0.3 0.1 3 0.00744864 -0.1332404 0.0247702 No 
Sorghum Two 100 0.3 0.1 5 0.00640228 -0.1342868 0.02104954 No 
Sorghum Two 100 0.3 0.1 10 0.0057135 -0.1349756 0.01970359 No 
Sorghum Two 100 0.3 0.1 25 0.01042916 -0.1302599 0.02087322 Yes 
Sorghum Two 100 0.3 0.1 50 0.00462757 -0.1360615 0.01450859 No 
Sorghum Two 100 0.3 0.1 100 0.00361874 -0.1370704 0.01320619 No 
Sorghum Two 100 0.3 0.1 500 0.00532116 -0.1353679 0.01542785 No 
Sorghum Two 100 0.5 0.1 3 0.00130431 -0.0191531 0.01191898 No 
Sorghum Two 100 0.5 0.1 5 0.00065743 -0.0197999 0.01378115 No 
Sorghum Two 100 0.5 0.1 50 0.0005411 -0.0199163 0.01293391 No 
Sorghum Two 100 0.5 0.1 100 0.00239857 -0.0180588 0.0127792 No 
Sorghum Two 100 0.5 0.1 500 0.00172845 -0.0187289 0.01134553 No 
Sorghum Two 3 0.9 0.1 1 0.00027822 0.55582754 0.00276166 No 
Sorghum Two 25 0.9 0.1 2 3.27E-05 0.72620096 0.00163339 No 
Sorghum Two 25 0.9 0.1 3 8.83E-05 0.72625662 0.0019293 No 
Sorghum Two 25 0.9 0.1 5 0.00030399 0.72647229 0.00183414 No 
Sorghum Two 25 0.9 0.1 10 2.89E-05 0.72619724 0.00212364 No 
Sorghum Two 100 0.9 0.1 1 0.00035542 0.20977563 0.00551668 No 
Sorghum Two 100 0.9 0.1 5 0.00048684 0.20990705 0.00499651 No 
Sorghum Two 100 0.9 0.1 50 0.00056423 0.20998444 0.00691725 No 
Sorghum Two 100 0.9 0.1 100 0.0007167 0.21013691 0.00647488 No 
Sorghum Two 100 0.9 0.1 500 0.00126984 0.21069005 0.00478252 No 
Sorghum Two 3 0.3 0.5 1 0.00782386 0.09640774 0.00662454 Yes 
Sorghum Two 3 0.3 0.5 2 0.00678146 0.09536534 0.00560389 Yes 
Sorghum Two 3 0.3 0.5 3 0.00298549 0.09156938 0.00567741 No 
Sorghum Two 3 0.3 0.5 25 0.00047088 0.08905476 0.01040332 No 
Sorghum Two 5 0.3 0.5 1 0.00521772 0.22195447 0.00023838 Yes 
Sorghum Two 5 0.3 0.5 2 0.0052931 0.22202985 4.34E-05 Yes 
Sorghum Two 5 0.3 0.5 3 0.0052931 0.22202985 4.34E-05 Yes 
Sorghum Two 5 0.3 0.5 5 0.00530378 0.22204053 0 Yes 
Sorghum Two 5 0.3 0.5 10 0.0008378 0.21757455 0.00278083 No 
Sorghum Two 100 0.3 0.5 500 0.00045543 0.55954442 0.00140443 No 
Sorghum Two 3 0.5 0.5 1 0.00100583 0.32733882 0.00036796 Yes 
Table 5 (continued) 
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Species Type p Q h2 m 
Mean 
Increase Mean SE Significant 
Sorghum Two 3 0.5 0.5 2 0.00100583 0.32733882 0.00036796 Yes 
Sorghum Two 3 0.5 0.5 3 0.00160901 0.327942 0 Yes 
Sorghum Two 10 0.5 0.5 1 0.00211109 0.45643455 0.00121414 Yes 
Sorghum Two 10 0.5 0.5 2 0.00205128 0.45637473 0.00111994 Yes 
Sorghum Two 10 0.5 0.5 3 0.00211595 0.45643941 0.00098573 Yes 
Sorghum Two 10 0.5 0.5 5 0.0022162 0.45653966 0.00095031 Yes 
Sorghum Two 10 0.5 0.5 10 0.00213095 0.45645441 0.00112621 Yes 
Sorghum Two 10 0.5 0.5 25 0.00233407 0.45665753 0.00127403 Yes 
Sorghum Two 10 0.5 0.5 50 0.00083889 0.45516235 0.00255848 Yes 
Sorghum Two 10 0.5 0.5 100 0.00098358 0.45530704 0.00183794 Yes 
Sorghum Two 25 0.5 0.5 1 7.70E-05 0.55916599 0.00119413 No 
Sorghum Two 3 0.9 0.5 1 0.00076471 0.21750145 8.16E-05 Yes 
Sorghum Two 3 0.9 0.5 2 0.00072084 0.21745759 8.65E-05 Yes 
Sorghum Two 3 0.9 0.5 3 0.00071168 0.21744842 0.00031224 Yes 
Sorghum Two 3 0.9 0.5 5 0.00071375 0.2174505 0.00037637 Yes 
Sorghum Two 3 0.9 0.5 25 0.0008765 0.21761324 0.00281969 Yes 
Sorghum Two 5 0.9 0.5 1 0.01572675 0.10431063 0.00305233 Yes 
Sorghum Two 5 0.9 0.5 2 0.01566649 0.10425038 0.00213868 Yes 
Sorghum Two 5 0.9 0.5 3 0.01531493 0.10389882 0.00225049 Yes 
Sorghum Two 5 0.9 0.5 5 0.01551197 0.10409585 0.00243846 Yes 
Sorghum Two 5 0.9 0.5 10 0.0157699 0.10435378 0.00372035 Yes 
Sorghum Two 5 0.9 0.5 25 0.01558764 0.10417152 0.00348304 Yes 
Sorghum Two 5 0.9 0.5 50 0.0163601 0.10494398 0.003126 Yes 
Sorghum Two 25 0.9 0.5 1 0.00010027 0.43660044 0.00279023 No 
Sorghum Two 2 0.3 0.9 1 0.00065505 0.32698804 0.00158161 No 
Sorghum Two 2 0.3 0.9 2 0.00095069 0.32728368 0.00150968 Yes 
Sorghum Two 2 0.3 0.9 3 0.00065689 0.32698988 0.00142009 No 
Sorghum Two 2 0.3 0.9 5 0.00065781 0.32699079 0.00127434 No 
Sorghum Two 2 0.3 0.9 10 0.00079102 0.327124 0.00325144 No 
Sorghum Two 2 0.3 0.9 25 0.00257597 0.32890895 0.00171606 Yes 
Sorghum Two 3 0.3 0.9 1 0.00204107 0.39207725 0 Yes 
Sorghum Two 3 0.3 0.9 2 0.00323211 0.39326829 0.00048013 Yes 
Sorghum Two 3 0.3 0.9 3 0.00354853 0.39358471 0.00020714 Yes 
Sorghum Two 3 0.3 0.9 5 0.0018357 0.39187188 0.00239404 Yes 
Sorghum Two 5 0.3 0.9 1 0.00044355 0.39047974 2.59E-14 No 
Sorghum Two 5 0.3 0.9 2 0.00044355 0.39047974 0 No 
Sorghum Two 5 0.3 0.9 3 0.00294118 0.39297737 0.00176333 Yes 
Sorghum Two 5 0.3 0.9 5 0.00236711 0.39240329 0.00140824 Yes 
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Species Type p Q h2 m 
Mean 
Increase Mean SE Significant 
Sorghum Two 5 0.3 0.9 10 0.00110978 0.39114596 0.00128719 Yes 
Sorghum Two 10 0.3 0.9 50 0.00098792 0.42193702 0.01402484 No 
Sorghum Two 25 0.3 0.9 1 0.00121186 -0.0192455 0.00104399 No 
Sorghum Two 25 0.3 0.9 10 0.00014796 -0.0203094 0.00321508 No 
Sorghum Two 25 0.3 0.9 25 0.00271044 -0.0177469 0.00466639 Yes 
Sorghum Two 25 0.3 0.9 50 0.000766 -0.0196914 0.00422115 No 
Sorghum Two 100 0.3 0.9 1 0.0795821 -0.061107 0 Yes 
Sorghum Two 100 0.3 0.9 2 0.0795821 -0.061107 0 Yes 
Sorghum Two 100 0.3 0.9 3 0.07828654 -0.0624026 0.00653899 Yes 
Sorghum Two 100 0.3 0.9 5 0.0548046 -0.0858845 0.0147894 Yes 
Sorghum Two 100 0.3 0.9 10 0.01720856 -0.1234805 0.01350421 Yes 
Sorghum Two 100 0.3 0.9 50 0.0251703 -0.1155188 0.0210689 Yes 
Sorghum Two 100 0.3 0.9 100 0.0255405 -0.1151486 0.02916147 Yes 
Sorghum Two 2 0.5 0.9 3 0.00059281 0.08917669 0.00366942 No 
Sorghum Two 2 0.5 0.9 5 7.04E-05 0.08865425 0.00388987 No 
Sorghum Two 2 0.5 0.9 10 0.00131041 0.08989429 0.00466571 No 
Sorghum Two 3 0.5 0.9 1 0.00130137 0.45562482 0 Yes 
Sorghum Two 3 0.5 0.9 2 0.00130137 0.45562482 0 Yes 
Sorghum Two 3 0.5 0.9 3 0.00134756 0.45567101 0 Yes 
Sorghum Two 3 0.5 0.9 5 0.00240757 0.45673103 0.00096715 Yes 
Sorghum Two 3 0.5 0.9 10 0.00222392 0.45654737 0.00095839 Yes 
Sorghum Two 5 0.5 0.9 1 0.00129279 0.45561625 0 Yes 
Sorghum Two 10 0.5 0.9 1 0.00060662 0.08919051 0 No 
Sorghum Two 10 0.5 0.9 2 0.00533807 0.09392195 0.00451719 Yes 
Sorghum Two 10 0.5 0.9 3 0.00633451 0.09491839 0.00526832 Yes 
Sorghum Two 10 0.5 0.9 5 0.00492045 0.09350433 0.0054344 Yes 
Sorghum Two 10 0.5 0.9 10 0.00201525 0.09059913 0.00459217 No 
Sorghum Two 25 0.5 0.9 25 0.00024014 0.72640844 0.00165063 No 
Sorghum Two 100 0.5 0.9 1 0.03262146 0.01216409 2.95E-09 Yes 
Sorghum Two 100 0.5 0.9 2 0.03262146 0.01216409 0 Yes 
Sorghum Two 100 0.5 0.9 3 0.03363977 0.0131824 0 Yes 
Sorghum Two 100 0.5 0.9 5 0.03363977 0.0131824 0 Yes 
Sorghum Two 100 0.5 0.9 10 0.02212553 0.00166816 0.00278625 Yes 
Sorghum Two 100 0.5 0.9 25 0.01216279 -0.0082946 0.00761131 Yes 
Sorghum Two 100 0.5 0.9 50 0.01202171 -0.0084357 0.01035453 Yes 
Sorghum Two 100 0.5 0.9 100 0.01775597 -0.0027014 0.00932669 Yes 
Sorghum Two 10 0.9 0.9 1 0.00117365 0.21791039 1.79E-11 No 
Sorghum Two 10 0.9 0.9 2 0.00117365 0.21791039 0 No 
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Species, Which species the genotypes were used for simulating phenotypic values;   Type, type of simulated trait; p, 
the number of simulated QTN; Q, additive effect size of the largest QTN; h2, narrow-sense heritability; Mean, mean 
5-fold CV result averaged for 50 replications; SE, The standard error for 50 replications of the mean 5-fold CV result; 
Mean Increase, The mean increase in prediction accuracy for 50 replications for model (3) over model (1); 
Significant: Is the mean increase significant (𝛼 = 0.05) using Dunnet’s test for mean separate ith a control where 
the control is model (1). 
 
Species Type p Q h2 m 
Mean 
Increase Mean SE Significant 
Sorghum Two 10 0.9 0.9 3 0.00117365 0.21791039 0 No 
Sorghum Two 10 0.9 0.9 5 0.00117365 0.21791039 0 No 
Sorghum Two 10 0.9 0.9 10 0.00124895 0.2179857 0.00030155 Yes 
Sorghum Two 10 0.9 0.9 25 0.00094426 0.21768101 0.00262634 No 
Sorghum Two 10 0.9 0.9 50 0.00119737 0.21793412 0.00276544 No 
Sorghum Two 10 0.9 0.9 100 0.00281338 0.21955013 0.00556452 Yes 
Sorghum Two 25 0.9 0.9 1 0.01028481 0.23821782 0 No 
Sorghum Two 100 0.9 0.9 1 0.00060642 0.21002663 0.00031566 No 
Sorghum Two 100 0.9 0.9 2 0.00049887 0.20991908 0.00010195 No 
Sorghum Two 100 0.9 0.9 3 0.00043371 0.20985392 0 No 
Sorghum Two 100 0.9 0.9 10 0.00063583 0.21005604 0.00148417 No 
Sorghum Two 100 0.9 0.9 50 0.00050815 0.20992836 0.00117403 No 
Sorghum Two 100 0.9 0.9 100 0.00231489 0.2117351 0.00110704 Yes 
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