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“We can do no great things, only small things with great love.”
Mother Teresa
“If you don’t have any shadows you are not in the light.”
Lady Gaga




As ion channels enjoy ubiquitous importance in living cells, the characterisa-
tion of their electrical activity plays a salient role in virtually all physiologically-
related fields. Automated patch-clamp electrophysiological platforms have emerged
as high-throughput frontrunners for measuring ion channel activity. However,
their measurements remain underutilised in multiscale modelling due to 1) large
volumes of generated data 2) the lack of a suitable model capable of integrating
both structural and functional information, whilst maintaining computational
efficiency and statistical soundness. This thesis investigates the feasibility of de-
veloping such a model using the Manifest Interconductance Rank (MIR) form
and reaction rate theory. Unlike previous models, this model is designed to
continually evolve via a heuristic, by automatically ’learning’ from the ever-
increasing data generated from high-throughput technologies. A framework for
the development of the model construction heuristic has been created using C++
code and integrated with Unfit, an in-house non-linear optimization tool. This
framework was then applied to model human SCN5A Na+ channels from raw
whole-cell patch clamp recordings of HEK293 cells expressing these channels.
Through simulation and optimisation experiments, crucial modelling processes
such as the rate constant constraint and optimization criteria have been identi-
fied. A novel goodness-of-fit criterion (WRMSSD) that is necessary for objective
assessment of the evolving non-linear models has also been created. It has been
found that the minimum MIR model topology capable of modelling the experi-
mental data is of interconductance rank 2. Besides the model form, the outcome
of the model construction heuristic is also found to be heavily influenced by the
model development process, which further calls for the standardization of the
ion channel model development process.
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1.1 Electrophysiology of Ion Channels
Ion channels are one class of the membrane transport mechanism in living cells
[1]. They are numerous - an electrophysiological experiment found roughly 2
x 107 sodium ion channels in a 5 x 10−4cm2 sample of frog semitendinosus
muscle membrane [2]. They enjoy ubiquitous importance, playing vital roles in
various physiological processes ranging from enabling bacteria to resist stomach
acid and communicate within biofilms, to generating bioelectricity for nervous
propagation in multicellular organisms [2–4]. Ion channels may be distinguished
from other ion transporters by their high throughput rate (> 106 ions per second)
[1]. Such rates are achieved by passive ion flow, through the channel’s aqueous
core, down an electrochemical gradient.
The ubiquitous importance of ion channels means that any alteration in ion flow
through the channel results in far-reaching effects in an organism. Ion channel
defects have been linked to cardiac disorders (e.g. long QT syndrome) [5], skeletal
muscle disorders (e.g. myotonia) [6], neurological disorders (e.g. epilepsy) [7] and
even gastrointestinal disorders (e.g. irritable bowel syndrome) [8]. For the same
reason, ion channels are also widely acknowledged to be important therapeutic
1
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targets, with the pharmaceutical industry developing drugs targeting selected
calcium, potassium, sodium and chloride channels [9]. A number of these drugs
have even reached blockbuster status, such as Pfizer’s calcium channel blocker
Norvasc R© (amlodipine besylate). Together with other calcium channel antago-
nists, they generated $6.5 billion in sales in 2006 despite the expiry of revenue
generating patents [9].
This thesis is about electrophysiology, or the study of the ion flow through
ion channels. Development of novel instrumentation and experimental meth-
ods brought about the birth of electrophysiology. Luigi Galvani was the first
to come up with the concept of ion channels in 1791, after 10 years of exper-
iments on frogs [10]. Direct electrophysiological experiments began with John
Z. Young’s discovery and innovative use of giant squid axons, which are 100 to
1000 times larger than animal neurons, to study ion currents in 1937 [11]. This
was followed by Cole and Marmont who pioneered the concept of voltage clamp-
ing cells [12]. Hodgkin and Huxley then bridged the gaps with their voltage
clamp experiments on giant squid axons. These experiments formed the basis
of their seminal Hodgkin-Huxley model (HH model) and gave rise to the field of
electrophysiology [13].
Today, electrophysiology continues to evolve rapidly. The original challenges
that Hodgkin and Huxley faced in obtaining electrophysiological readings of ion
channels have been overcome by advancements in instrumentation and exper-
imental methods. The invention of the patch clamp method by Erwin Neher
and Bert Sakmann, followed by the gigaseal technique, have made it possible
for scientists to record currents from individual ion channels with high reso-
lution [14]. Meanwhile, advances in molecular biology and recombinant DNA
technology have created plentiful and versatile sources of ion channels. Instead
of working with giant squid axons - any ion channel of interest can now be
produced in large amounts through culturing genetically modified cells [14]. Sci-
entists are also moving away from the traditional labour-intensive patch clamp
2
Chapter 1. Introduction
method requiring high operator skills, towards automated platforms developed
for high-throughput electrophysiology. Some of these platforms fully automate
conventional manual patch-clamp recordings, while others employ planar-array
based approaches utilising multi-well configurations either in a plate-based or
chip-based format to enable multiple recordings in parallel [15, 16].
These technological advancements have allowed electrophysiology to step up to
the plate as a functional assay of ion channel behaviour. Alternative functional
assays of ion channels such as ion flux assays and fluorescent dye probes have tra-
ditionally estimated ion channel activity by measuring its output, e.g. changes in
calcium concentration. On the other hand, patch clamp electrophysiology makes
direct quality measurements of ion channel activity in real time. Hence, patch
clamp electrophysiology has been long regarded as the gold standard for measur-
ing ion channel activity and pharmacology [17]. Unfortunately, its use in drug
screening and other applications were previously limited by its low throughput
and labour-intensive nature [17]. Advancements in automated patch-clamp elec-
trophysiology have overcome these limitations, leading to the sharp increase in
electrophysiological data, so much so that database-based approaches have been
adopted to address the issues of data acquisition, archival and analysis [16].
Patch clamp electrophysiology is thus well-poised to play an increasingly impor-
tant role in secondary drug screening assays and ion channel safety assessment.
For example, its use for in vitro IKr (cardiac hERG potassium channel) assay
in cardiac liability screening has been strongly recommended by the Interna-
tional Conference on Harmonisation of Technical Requirements for Registration
of Pharmaceuticals for Human Use, and also respective regulatory agencies from




Despite recommendations of the in vitro IKr assay in cardiac liability screen-
ing by various agencies, it is acknowledged that an IKr block assay result only
has a strong association, but is not a necessary or sufficient condition for ‘tor-
sadogenicity’ (likelihood of a compound initiating Torsade de Pointes (TDP),
a life-threatening ventricular tachycardia). Older compounds failing this newer
IKr assay guideline have previously reached market with nil association with TdP
[19]. While IKr assays are successful in preventing potentially torsadogenic com-
pounds from reaching the market, it also runs the risk of throwing the baby
out with the bathwater if otherwise promising candidates are terminated with-
out more insights into their effects in an integrated biological system [19]. In the
light of the slowdown in new ion channel targets and ion channel therapeutics ap-
proved by the FDA, as opposed to the early successes of the calcium antagonists,
sulphonylureas and local anaesthetics [9], such a blanket screening approach may
actually compromise the effectiveness of the compound development process.
Living biological organisms are defined by homeostasis and their ability to re-
spond to stimuli. These abilities are possible because of multiple feedback loops
existing between different biological levels and across systems within each or-
ganism. As such, unlike physics or chemistry, biological functionality is always
multilevel and multidirectional, with no privileged level of causality [20]. In such
non-linear biological systems, conventional intuition-driven analysis is likely to
fail, as explained in the IKr assay screening example above. Only by characteris-
ing the underlying complexities and interactions via a quantitative computational
approach across different scales are we able to gain true functional insights into
the organism [21]. Today, the challenge is less of how we may obtain better elec-
trophysiological readings, and more of how we may leverage upon our newfound
data and technologies for deeper insights than was previously possible. French
physiologist Claude Bernard noted in 1865 that the ’application of mathematics
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to natural phenomena is the aim of all science’ [20]. Multiscale modelling is the
application of mathematics to biology - modelling the physiology of the human
body across varying ranges of spatial and temporal scales, so as to reveal char-
acteristics and interactions that cannot be predicted by focusing on only a single
spatial scale, time scale, or region of the body [22].
While multiscale modelling abounds with opportunities for innovative drug dis-
covery, diagnostic imaging, virtual surgery and more [22], it is similarly riddled
with challenges. We will now discuss one of the challenges facing multiscale mod-
elling with regards to ion channel electrophysiology, and a possible solution to the
problem. As voltage-dependence defines the electrophysiological function of the
ion channel, this thesis will be further narrowing the focus to voltage-dependent
ion channels.
1.3 The Challenge
A multiscale model sees the ion channel as a protein end product, created from
amino acid polymers. It mathematically describes how these polymers are trans-
lated from mRNA, and how the mRNA themselves are transcribed from their
corresponding DNA. In addition, the multiscale model sees the same ion chan-
nel as a basic unit of the cell membrane. The cell membrane is in turn part of
a single cell, followed by tissues, organs and finally organ systems [22]. From
this example, one can see that the main challenge multiscale modelling faces is
how to integrate disparate information spanning different spatial and time scales.
Currently, the multiscale ’model’ is actually a framework of models describing
various spatial and temporal levels. To successfully predict the effect of a channel
mutation (DNA level) or drug-binding event (protein level) on arrhythmogenesis
(organ level), together with its clinically observable effect on the body surface,
one not only needs well quantified models at each level, but also multilevel and
multidirectional ontologies linking different models in the non-linear biological
5
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system [20, 22]. In a sense, such ontologies can be considered models them-
selves. Arguably, the multiscale modelling framework is only as successful as its
ontologies, for any structure or team is only as strong as its weakest link.
1.3.1 HH model fails to link structure to function
When Hodgkin and Huxley came up with their seminal model in 1952 [13], little
was known about the structure of the ion channel. For an introduction to the
HH model, please refer to Appendix A: An Introduction to the Hodgkin-Huxley
Model. Hodgkin and Huxley’s objective then had been to find ”equations which
describe the conductances with reasonable accuracy and are sufficiently simple
for theoretical calculation” [13, 23]. While they had recognised that they were
”unlikely to provide a correct picture of the membrane”, they still attempted
to provide a structure-function basis for their equations. Hodgkin and Huxley
thus come up with the concept of activating and inactivating particles occupying
discrete locations in the cell membrane [23], whose occupancy in a particular
location was denoted by the mathematical variable n [13]. To give a ”qualita-
tive physical basis” to their model, they also adapted Goldman’s equation for
the movements of a charged particle in a constant field for their mathematical
functions despite recognizing that Goldman’s theory did not hold [13].
Today, less guesswork is required to give a qualitative physical basis to the ion
channel electrophysiological model. Through cloning and sequence analysis of
DNA [24], the generic structure of the voltage-dependent cation channel has been
deduced. Members are usually made up of four subunits (most often identical
in K+ channels, and linked together as homologous ‘domains’ in Na+ and Ca2+
channels) surrounding a central ion-conduction pore. Each subunit contains
six hydrophobic segments, S1-S6. S1–S4 form the voltage sensors, with certain
charged amino acids (particularly the first four arginines in S4) within the voltage
6
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sensors accounting for most of the gating charge. Meanwhile, S5–S6 segments
line the pore and determine ion selectivity [25].
Serendipitously, the four cation channel protein subunits correspond to the four
activating particles in HH model’s potassium channel. By construing HH model’s
’particles’ as undergoing conformational change instead of location change, the
qualitative physical basis of HH model’s potassium ion channel may still be ar-
gued for. Unfortunately, other aspects of the HH model have been obsoleted by
new knowledge about the ion channel, specifically the sodium channel. Later
electrophysiological experiments have found that sodium channels must activate
before inactivating [26], and similarly must deactivate to recover from inactiva-
tion [27]. In other words, inactivation is not independent of activation in the
sodium channel, as previously assumed in HH model that allows the multiplica-
tion of m3 and h gating variables [28].
1.3.2 Increasingly complex models
The HH model was proven inaccurate in the light of new knowledge about ion
channel structure and function. Since then, there has been a lack of consensus
over the best mathematical form that can link ion channel structure to electro-
physiological function. As a result, modellers continue to create new mathemat-
ical forms to incorporate their increasing knowledge about ion channel structure
and function. This has resulted in an increasingly complex modelling landscape,
to the effect that the art of ion channel modelling and its incorporation into
multiscale models is now considered a complex technology that less experienced
groups, such as drug designers, find difficulty implementing despite its obvious
advantages [29]. This uncertainty about the best mathematical form has also
stunted the automation of ion channel modelling. Increasingly complex mod-
els continue to be manually developed, requiring the efforts of entire teams of
skilled computational modellers [19], to describe the ever-increasing volumes
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of automatically-generated electrophysiological data from high-throughput ma-
chines. In the following sections, we shall investigate these increasingly varied
mathematical forms and attempt to find unity in their diversity, with the aim of
creating a common and simplified platform for ion channel model development.
1.3.3 Overview of ion channel models
Figure 1.1 shows an overview of the landscape of today’s electrophysiological
models. While the landscape is definitely not exhaustive, efforts have been taken
to ensure the adequate representation of model types. In this figure, the models
are organised according to their number of states and parameters. HH model can
be converted into an equivalent linear eight-state Markov model [2, 30], which is
shown instead of the original form to facilitate comparison with newer models.
Newer models can be broadly categorised as Markovian or Fractal. A Markov
model is a system consisting of N distinct states, which at regularly spaced
discrete times, undergoes state changes according to a set of probabilities asso-
ciated with the state itself [31]. These probabilities depend only on the present
state of the channel, resulting in the Markov model being memoryless or time-
independent [32]. Vice versa, a Fractal model consists of a continuum of states
and rate constants that reflect processes occurring over many different time
scales. For example, a Fractal model predicts increasing rate constants as cur-
rent is measured at finer temporal resolution. Secondly, Fractal models have
memory, with transition probabilities depending not only on the present state
of the channel, but also on the time spent in a particular state [33]. As a result,
fractal models have very few states but an infinite number of parameters due
to their time-varying (in Fig.1.1, variable t) and dimension-varying (in Fig.1.1,
variables D and D’) natures. Unfortunately, the suitability of fractal models for
describing ion channel kinetics has been questioned by many authors [34–36] and
did not manage to gain traction. Meanwhile, Markov models have increased in
8
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popularity. This is likely due to the versatility of Markov models, which per-
mit large degrees of freedom in model structure [37] while having relatively few






Figure 1.1: Landscape of electrophysiological models. The models are organised according to the their number of states and parameters.
Only the model topology is shown for each model for easy visual comparison of the states and parameters in each model. The models
illustrated in this figure are referenced from the following papers [13, 30, 33, 36, 38–42].
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While Markov and Fractal models have fundamental differences between them,
it should be noted that they have both moved away from HH model’s concept
of particles occupying discrete locations in the cell membrane, and together em-
braced the concept of states. There is a fundamental and unspoken agreement
today to use model states to represent the ion channel protein in various con-
formations [32, 36, 43], in an attempt to increase the structure-function link in
electrophysiological models. Differences now arise primarily regarding the num-
ber of model states and the parameters describing the transitions between these
states.
Markov models can be more finely categorised into Diffusion models, Markov
State Models (MSMs) and generic Markov models. Diffusion models can be
said to be the opposite of Fractal models. Fractal models are characterised
by having few states and many parameters. In contrast, Diffusion models are
characterised by having many states and few parameters. Unlike Fractal models,
they are Markovian in nature [36], proposing that ion channel proteins have a
large number of conformational states of similar energy, with state transitions
governed by a common diffusion process [42]. Unfortunately, statistical analysis
has indicated the superiority of generic Markov models over Diffusion models
[36]. Diffusion models have hence failed to gain traction as well. The examples
of the Fractal and Diffusion models have taught us that neither increasing the
number of states nor number of parameters in a model alone is sufficient to
describe ion channel kinetics. The successful model consists of a more balanced
combination of states and parameters, such as the generic Markov models and
MSMs.
1.3.4 Need for both forward and inverse modelling approaches
MSMs are typically constructed from atomistic protein simulations called molec-
ular dynamics [44]. MSMs are often used to analyse and interpret simulation data
11
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for both atomistic and coarse-grained models, which are the reduced degree-of-
freedom representation of atomistic models [45]. MSMs are distinguished by
their large number of states (thousands to potentially millions) that enable high
resolution modelling of the intrinsic dynamics and also easier model parametriza-
tion from the shorter molecular dynamics trajectories [44]. Expectedly, MSMs
also have a large number of parameters. The approach of MSMs and coarse-
grained models contrasts with the rest of the models discussed in this thesis.
MSMs and coarse-grained models approach ion channel modelling as a forward
problem. They build the three-dimensional structure of the ion channel pro-
tein atom by atom to understand it’s electrophysiological behaviour, and then
simplify the complex computational model for human understanding. In other
models, an inverse approach is taken [46]. The resultant electrophysiological be-
haviour is recorded, and the proposed model’s parameters are determined by an
optimization process.
At first glance, MSMs and coarse-grained models appear to be the solution to
strengthening the structure-function link. While it is an important part of the
solution, a solely forward approach is inadequate for the purposes of multiscale
modelling. Firstly, MSMs and coarse-grained models remain challenging due to
the difficulty in decomposing the free energy landscape of a molecular system
into long-lived metastable states [47, 48]. MSMs and coarse-grained models
model are also dependent on knowledge about the molecular structure of the ion
channel. Unfortunately, ion channels are among the most challenging targets in
structural biology due to their partially hydrophobic surfaces, flexibility and lack
of stability, which make them difficult to solubilise and crystallise [49]. KvAP, a
voltage-dependent K+ channel from Aeropyrum pernix [25], was the first voltage-
dependent ion channel to be successfully crystallized in 2003. Even then, it was
not crystallised in a native conformation [50]. Today, the atomic resolution of
a KV or NaV channel remains unavailable and many computationally-derived
models have yet to be experimentally validated [51]. As such, the linking of
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molecular structure to function through MSMs and coarse-grained models has
remain limited to the KvAP channel [48, 52, 53].
There is a need for both forward and inverse approaches to ion channel mod-
elling. In fact, a purely forward approach in multiscale modelling is considered
computationally ”impossible” and also ”unbelievably impractical” [54], even if
the speed and storage capacity of computers continue to increase at a rate ap-
proximating to Moore’s law [55, 56]. While the forward approach of MSMs and
coarse-grained models are able to provide a strong biophysical basis for the ion
channel’s electrophysiological behaviour, characterising every ion channel in such
detail is going to take a long time. Furthermore, these models often focus on
specific aspects of channel gating with limited timescales [53], making them dif-
ficult to incorporate into higher level models such as whole cell models [57] and
ventricular tissue models [58], which require broader coverage of the entire range
of channel behaviour [46]. The inverse approach thus supplements the forward
approach by offering a suitable level of abstraction which higher level models
can make use of. Unlike the forward approach, the main objective of the inverse
approach is not to measure specific system quantities, but to deliver a compu-
tational equivalent with behaviour that is as close to the underlying system as
possible [46]. It allows for the characterisation of ion channel behaviour without
requiring complete understanding of its biophysical basis. This is especially im-
portant with the advent of automated platforms generating increasing volumes
of electrophysiological data at a rate far exceeding the increase in knowledge of
ion channel protein structure. As such, inquiry into structure and function can
take place in parallel without being overtly limited by each other, yet can be
integrated together with relative ease. We shall now investigate the suitability
of the generic Markov model for the inverse approach.
13
Chapter 1. Introduction
1.3.5 Generic Markov models are over-parametrized
Generic Markov models make up the largest group of electrophysiological models
today. They do not have a specific structure and are a highly diverse group,
generally with each model named after its creators. For easy comparison, some
of the models discussed in this paragraph can be found in Figure 1.1. Generic
Markov models usually have a long history, with model creators basing their
model on a previously published model, but adding more states or parameters
to better fit their new experimental discoveries. The most famous example of
this is the Clancy-Rudy model of the wild-type sodium channel, encoded by the
SCN5A gene [37, 38]. The Clancy-Rudy model includes two additional states
compared to the original HH equivalent Markov model to model the late or
persistent current component [37]. It also incorporates new knowledge about
the dependent nature of activation and inactivation by increasing the number of
parameters describing state transitions. Another example of this is the Irvine-
Jafri-Winslow model [39], which adds an open state and voltage-dependent terms
to the Kuo and Bean model [27]. Unsurprisingly, the Kuo and Bean model itself
adds a voltage-dependent term to its predecessor, the Zagotta and Aldrich model
[59].
The strength of generic Markov models is also their greatest weakness. Generic
Markov models are the most versatile models discussed in this thesis due to
their large and increasing number of states and parameters. This makes them
the most adept at describing ion channel kinetics. However, their versatility has
also led to parameter unidentifiability and model structure issues. In one study,
as many as 9 out of 13 generic Markov models were found to contain unidenti-
fiable parameters [37]. This result indicates that a majority of generic Markov
models are over-parametrized [37]. Another statistical study of over 20 different
kinetic schemes also revealed a less than one percent log maximum likelihood
14
Chapter 1. Introduction
difference among its top 17 models [37, 60]. This means that there is little dif-
ference between these 17 models in their ability to describe the experimental
data. Analysis has revealed that even if experimental variables such as ligand
concentration or membrane potential are used to further restrict equivalent mod-
els, along with steady-state data, it may still be impossible to define a unique
Markov model [61].
In the inverse approach, the ion channel model topology is a computational
equivalent for ion channel electrophysiological behaviour; as opposed to the for-
ward approach where it is the structural equivalent of the ion channel protein.
Hence, in the inverse approach, the ion channel model’s purpose is to condense
diverse electrophysiological data into as minimal a form as possible. Such a form
should also be repeatable or consistent across different experimental data from
the same ion channel to achieve the aim of data compression. While generic
Markov models are versatile and likely able to model a large range of experimen-
tal data, they are not of minimal form as seen from their over-parametrization
problem. Their diversity also causes confusion over the appropriate model to
choose for different levels of modelling, relying heavily on the experience and
judgement of the investigator [46].
1.4 A Possible Solution
1.4.1 MIR canonical form
If we take a step back, the issue is simple - the amount of data required for
complete parameter estimation increases with the complexity of the model. As
Albert Einstein said, ”Make everything as simple as possible, but not simpler.”
For the inverse approach, we require a mathematical form that is more complex
than that of the Diffusion and Fractal models, yet simpler and better constrained
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than most generic Markov models. A possible solution that satisfies this require-
ment is the use of a canonical form, specifically the Manifest Interconductance
Rank (MIR) form [62]. A canonical form is a prescription that expresses any set
of equivalent entities in a unique way. In canonical form, all equivalent models
with identical steady-state dwell-time distributions will be expressed as a single
model topology, through the form of rules that specify how model states may be
connected to one another [62].
To date, topology design has been more of an arbitrary process as seen in the case
of generic Markov models. This is ironic given that any single channel or macro-
scopic current analysis is always based on the postulated model topology, with-
out which nothing can be done [63]. The closest effort to topology development
has been the use of Hidden Markov Models (HMM) to analyse single-channel
recordings. This involves employing adaptations of HMM techniques such as the
forward-backward procedure, Baum-Welch and maximum likelihood estimation
to optimise the HMM topology and its rate constants [64, 65]. Such methods
are easily affected by experimental variables such as background noise, baseline
drifts, deterministic interferences such as 60-Hz pickup, etc [66]. Coupled with
the large state space that makes computations virtually intractable [67], topology
evaluation using HMM has remained more of a theoretical exercise. Moreover,
these methods cannot be applied to macroscopic currents where detailed kinetics
are blurred by the overlap of many independent channels [68, 69].
The MIR canonical form provides a guide for model topology design which can
be applied to both single channel and macroscopic current analysis. By limiting
the number of states, connections and parameters that a model can have, the
MIR form enforces additional constraints on the generic Markov model to ensure
a minimal and consistent form. The MIR form has several advantages [62]:
1. Almost every model can be expressed in MIR form
2. MIR forms are identifiable for almost all parameters
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3. If a model satisfies the principle of microscopic reversibility (detailed bal-
ance, DB), its MIR form will also satisfy DB.
4. MIR form produces fewer parameters that are almost always independent
compared to other canonical forms
5. Models in literature are substantially more compatible with MIR form than
other canonical forms
1.4.2 A model construction heuristic
Unfortunately, the MIR canonical form is not without its problems. To express
an ion channel model in MIR form, we not only need to know the number of open
and closed states, but also the number of independent pathways between open
and closed states (rank R) of the model. However, obtaining these information
directly remains an intractable problem. It has been argued that the number
of open and closed states can be observed from the dwell-time distributions of
single channel recordings [62]. The truth is, the number of observable states
is dependent on the resolution of such experiments. ’Fast’ (fast is relative to
other states and the resolution of the experiment) states equilibrate rapidly and
their changing concentrations are unobservable at the time resolution of the
experiment [63, 70]. As such, these ’fast’ states pool into a single observable state
[63]. When experimental time resolution increases, some of these unresolved ’fast’
states are revealed, resulting in the kinetic expansion of observable states [71]. As
current experimental time resolutions are still several orders of magnitude slower
than the protein motions whose states we are trying to evaluate, it is likely that
the observed number of states will simply continue increasing with improving
technology [71]. Hence, the number of observable states in an ion channel model
is resolution sensitive and actually subject to opinion about whether a certain
transition is, quoting Hille, ’temporally separated enough from interconversions
of underlying sub-states’ to be considered a state in itself [1, 33]. From this, we
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can see that while the MIR canonical form is able to ensure a minimal Markov
model for the inverse approach, it would create different Markov models for ion
channel behaviour measured at different experimental resolutions.
Clearly, it is not possible to have a one-size-fits-all model that is able to model
both low and high resolution experimental data. Such models either become
over-parametrized for the low resolution data, or are not versatile enough to
fully describe the kinetics of higher resolution data, as seen from the case of
the generic Markov models. Hence, instead of trying to find a one-size-fits-all
model for the inverse approach, it may be more feasible to use the MIR form
to create a heuristic for standardized model topology expansion. As discussed
earlier, model topology expansion has been a strategy used in generic Markov
models to fit new experimental discoveries. This is actually a sound move as
Markov chains can be mathematically expanded to incorporate more detailed
information or lumped (reduced to a process with a smaller number of states)
for simplicity [72]. Lumped Markov chains correspond to the pooling of ’fast’
ion channel states into a single observable state when measured at lower time
resolutions, while expanded Markov chains correspond to the kinetic expansion
of observable states at higher experimental resolutions.
The over-parametrization problem faced by generic Markov models does not lie
with topology expansion, but with the arbitrary manner in which it happens.
With a heuristic, new states are added systematically to enrich the kinetics of the
original topology. The heuristic terminates earlier with a smaller model topol-
ogy for experimental data of lower resolution, and vice versa. This prevents
unnecessary additions of model states that cannot be defined by experimental
data. Furthermore, systematic topology expansion ensures reproducibility across
different experimental groups using identical experimental protocols (similar in-
formation levels). This provides an easier way to evaluate metadata from dif-
ferent groups. Most importantly, a heuristic that standardizes model topology
expansion would pave the way for automated development of ion channel models
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for the inverse approach. Such automation will free ion channel modellers from
having to manually create increasingly complex models to describe increasing
volumes of automatically generated electrophysiological data (refer to Section
1.3.2), and allow them to truly analyse data rather than just manage it. It
will also simplify the ion channel model landscape, thereby making ion channel
models more accessible to drug designers and other interested groups.
1.4.3 Linking forward and inverse modelling approaches
The forward and inverse modelling approaches allow inquiry into ion channel
structure and function to take place in parallel without being limited by each
other. However, in order to achieve the aim of linking structure to function,
these two approaches need to find a point of convergence. The forward approach
culminates in coarse-grained Markov models of ion channel proteins. With our
proposed model construction heuristic, the inverse approach will culminate in a
reproducible Markov model of minimal size, expressed in MIR form. As both of
these models are Markovian in nature, a common model topology can likely be
found via a series of similarity transformations [61]. Meanwhile, coarse-grained
model states are based on long-lived metastable states identified from free energy
landscapes. These metastable states correspond to ion channel protein confor-
mations that are sufficiently stable to be observed. Thus for the two approaches
to converge, rate transitions between MIR model states will need to reflect the
free-energy barrier associated with the transition between two protein confor-
mations. According to reaction rate theory, the relation between rate transition
k(V ) and free-energy barrier ∆G(V ) is given by the following equation [73, 74]:
k(V ) = k0 exp(−∆G(V )
RT
) (1.1)
where k0 is a constant, R is the idea gas constant and T is the absolute tem-
perature. The free-energy barrier ∆G(V ) is dependent on the voltage across the
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membrane, V, and is defined to be the difference of the free energy of the final
state, G∗(V ) and the free energy of the initial state, G0(V ), as given by the
following equation:
∆G(V ) = G∗(V )−G0(V ) (1.2)
This formulation implies that the smaller the energy barrier between the two
states, the faster the transition kinetics will be. Applying a Taylor series expan-
sion to Equations 1.1 and 1.2, we obtain the general non-linear thermodynamic
rate transition equation given by [75, 76]:
k(V ) = k0 exp(−(a
∗ + b∗V + c∗V 2 + . . .)− (a0 + b0V + c0V 2 + . . .)
RT
)
= k0 exp(−(a+ bV + cV




The rate transition contains both linear, (a+ bV ), and non-linear components of
free energy, (cV 2 + . . .), where a, b, c,. . . are parameter values to be determined
via fitting to experimental data. The thermodynamic significance of the free
energy components for a particular state are as follows: (i) the constant term, a,
corresponds to the component of free energy that is independent of membrane
voltage; (ii) the linear term, bV describes the interaction between the membrane
voltage field and the isolated charges and rigid dipoles that result from the con-
figuration of the ion channel [77–80]; (iii) the non-linear components, (cV 2 + . . .)
describe the effects of electronic polarization and pressure induced by electrical
field, and the mechanical constraints on charge movement (due to the ion chan-
nel protein structure) [77–79]. These are applicable for both the initial and final
states. Assuming that the membrane voltage or higher order effects be relatively
small, the general non-linear thermodynamic rate transition equation (Equation
1.4) can be simplified to the following general linear equation:





The general linear equation (Equation 1.4) can be further simplified to remove
a priori unidentifiable parameters for whole-cell currents [37]:
k(V ) = k0 exp(−(a+ bV )
RT
)












where A = ln k0 − a
RT
and B = − b
RT
.
The state transition equations in the model construction heuristic shall thus take
the form of Equation 1.5.
1.5 Summary and Thesis Overview
In this chapter, we have explained the motivation for the work done in this
thesis. Technological advancements have brought us high-throughput patch-
clamp electrophysiological platforms which are able to generate large volumes of
electrophysiological data. However, these data remain underutilised in multiscale
models where they can potentially contribute to important insights about ion
channel effects on the organism. This is due to the lack of consensus about
how electrophysiological data should be modelled to best integrate structure
and function. As such, modellers have continued to experiment with increasingly
complex and diverse electrophysiological models that are created manually based
on limited experimental data, which have led to identifiability issues.
If we want to successfully digest the large volumes of electrophysiological data
from high-throughput platforms, we will need to standardize and automate the
modelling process. To do that will require finding a common and simplified plat-
form for ion channel model development. Through analysis of the ion channel
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modelling landscape, we have identified that a combination of forward and in-
verse modelling approaches allows inquiry into structure and function to take
place in parallel, and yet be integrated together with relative ease. Based on
theoretical and practical considerations, we thus propose the creation of a model
construction heuristic for the inverse modelling approach, which will manage
identifiability issues and also allow for forward and inverse models to eventually
converge.
To the best of our knowledge, this thesis records the first practical attempt at
creating a standardized platform for ion channel model development. The con-
cept of a model construction heuristic is also a first in the field. Previous research
have focused on manually finding the optimal ion channel model. This approach
has led to increasing numbers of competing ion channel models that strive to
outdo one another in terms of complexity and correspondingly, inaccessibility
to the general scientific community. A model construction heuristic provides
an alternative way for models to evolve that can eventually be automated and
used to assimilate large volumes of electrophysiological data automatically gen-
erated from high-throughput patch-clamp electrophysiological platforms. It also
allows different stakeholders to select the minimal model topology that fulfils
their modelling needs more easily.
This thesis lays the cornerstone for our novel model construction heuristic by
creating a framework to test the feasibility of the concept. The first specific aim
is to create the modelling framework for the heuristic. A model construction
heuristic implies standardization of different aspects of the modelling process.
In Chapter 2, we propose various modelling standardizations and develop code
that enables these proposed standardizations to be automated for a model con-
struction heuristic. Some novel ideas include statistical treatment and Nernst
potential correction for data processing, objective measures of goodness-of-fit
for heuristic termination. The second specific aim is to test the feasibility of
the concept of heuristic model development based on the developed framework.
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The code created based on the developed modelling standardizations is applied
to electrophysiological data in Chapter 3 to evaluate the feasibility of heuristic
modelling. Through a series of simulation and optimisation experiments, we
found that certain standardizations, such as the Nernst potential correction, did
not work well. We also identified crucial aspects of the modelling process (which
had been previously considered to be unimportant) that have a significant impact
on modelling outcomes. Chapter 4 discusses the outcomes of these experiments
and their significance for the creation of a model construction heuristic. Future





In Chapter 1, a model construction heuristic was proposed for the inverse mod-
elling approach based on the MIR canonical form. The requirements of MIR are
[62]:
1. All interconductance links are independent
2. All intraconductance links involve at least one state with an interconduc-
tance link
An interconductance link refers to the link connecting two states of different
conductances in a model, i.e., a closed state with an open state. Vice versa, an
intraconductance link is a link connecting two states of identical conductance,
i.e., a closed state with a closed state. If two links do not share a common
connected state, they are considered to be independent from each other. The
number of independent interconductance links is also the interconductance rank
of the Manifest Interconductance Rank form model.
Table 2.1 shows the systematic increase in complexity in the series of models
expressed in MIR form. The rank column corresponds to the interconductance
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rank, while the rank row increases with the additional states added to the par-
simonious model of that interconductance rank. Closed states are added before
open states. All allowable links are added with each introduction of a new state.
The proposed heuristic is to start with Model 1.1 (rank column 1; rank row
0.1). If Model 1.1 does not fulfil the termination criteria, the heuristic will then
evaluate whether an increase in rank row or an increase in rank column will
bring about a greater improvement in fitting based on the termination criteria.
In other words, the heuristic will decide whether to move to the right or move
downwards in Table 2.1. The same procedure will then be repeated until the
heuristic finds a MIR model that fulfils the termination criteria.
For such a model construction heuristic to be viable, we have to make a few
assumptions. Firstly, to justify the expansion of model topologies, we need to
assume that larger models are able to better model experimental data. While
this may be a theoretically sound assumption, practically this leads to the as-
sumption that the optimiser used to parametrize the model is always able to
find the global minimum. Based on this requirement, we propose the use of the
Differential Evolution optimiser in Section 2.2. Secondly, we assume that exper-
imental data containing similar information (e.g. same voltage protocol) from
the same ion channel should terminate in the same model topology regardless
of cell-to-cell experimental variation. In other words, the model topology gen-
erated from the construction heuristic should be reproducible. Practically this
means that the construction heuristic needs to be able to adequately quantify
the effects of experimental variation on ion channel recordings to prevent being
misled into modelling experimental noise (overfitting). While the stochastic na-
ture of single channel recordings are often taken into account by the means of
frequency and amplitude histograms [63], whole cell currents are usually fitted
trace-by-trace and only seek to replicate the behaviour of experimental data as
closely as possible without considering the extent by which they may be distorted
by experimental noise, age, inter-subject differences, etc. [21]. We thus propose
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Table 2.1: Series of MIR models arranged in order of increasing complex-
ity. Increasing rank column corresponds to increasing interconductance links
O - C, while increasing rank row corresponds to increasing intraconductance
links C - C.











data processing methods in Section 2.1 for this purpose. Lastly, we also need a
termination criteria that is able to extract the information from the processed
data to make objective decisions for model construction. We propose various
goodness of fit measures for this purpose. The details of these goodness of fit
measures can be found in Section 2.2.2.
As this is the first attempt at creating a ion channel model construction heuristic
that can be used for macroscopic data, little of the required infrastructure is in
place. Hence, C++ code has been written for almost every stage of the model
development process. The entire program has been written with automation in
mind. Once the desired parameters are set, the program is able to automatically
read in experimental data in axon binary format (generated from the patch clamp
machine) and output the optimised model, along its relevant comparison graphs.
This makes the program easily accessible to different groups and its ability to read
axon binary format files further allows it to be integrated with high-throughput
electrophysiological platforms. However, due to time constraints, the heuristic
itself has not been implemented into the program. The program has been used
to test out the concept of the heuristic and its assumptions. As such, the var-
ious candidate models in the heuristic are individually fitted with the program
for preliminary analysis on the feasibility of the heuristic to prevent any prior
biasing.
The simulation experiments reported in Chapter 3 are based on the methods
reported in this chapter. However, different experiments employ different com-
binations of these methods. As such, abbreviations are used to signal different
methods used. This chapter will first introduce these abbreviations when dis-
cussing their corresponding methodologies in the sections below.
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2.1 Processing of Experimental Data
Before we discuss data processing methods, we will first introduce the experi-
mental data that we are working with. The data consists of raw whole-cell patch
clamp recordings of 3 groups of 7 HEK293 cells expressing human SCN5A Na+
channels from the paper “A mutation in telethonin alters Nav1.5 function” [81].
The raw whole-cell patch clamp recordings were obtained by applying the fol-
lowing activation pulse protocol: HEK cells were held at −100mV and stepped
from −80mV to 35mV in 5mV intervals for 50ms with 1s start-to-start time.
The recording electrodes were pulled on a P-97 puller (Sutter Instruments) us-
ing Kimble KG-12 glass, coated with R6101 (Dow Corning), and fire-polished
to a final resistance of 3 – 5 megaohms. Currents were amplified, digitized and
processed using an Axopatch 200B amplifier, Digidata1322A, and pCLAMP 9
software (Axon Instruments). Whole cell records were sampled at 10kHz and
filtered at 4kHz with an 8-pole Bessel filter. 70–85% series resistance compensa-
tion with a lag of 60µs was applied during each recording [81]. Unless otherwise
specified, the experimental data used refers to the control group of 7 cells ex-
pressing full-length human SCN5A (H558/Q1077) Na+ channels. The other two
groups of 7 cells co-express the SCN5A Na+ channels along with either wildtype
or R76C mutant telethonin protein. As we are working with Na+ channels in
this thesis, the discussions and equations below will be given with respect to
Na+ channels.
2.1.1 Standard methods
As the title implies, the data processing methods discussed here are standard and
used by most modellers. There is little controversy and hence they are being ap-
plied for all the experiments in this thesis. There is no abbreviation for standard
methods. The three standard methods are capacitative spike correction, baseline
correction and leak currents correction. The purpose of these three methods is to
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remove currents that are not caused by the voltage-dependent Na+ channels so
that Na+ currents can be isolated for modelling purposes. Figure 2.1 shows the
graphs of current against time before and after correction by the three standard
methods.
Figure 2.1: Graphs of current against time before and after correction by
standard methods. The corresponding clamping voltage (30 mV) is also shown.
2.1.1.1 Capacitative spike correction
Membrane current is composed of both ionic current (which we are trying to
model) and capacitative current. Capacitative current arises from the accumu-
lation of excess cations or anions at the membrane surface, which serves as the
insulating dielectric [30]. The capacitative current Ic(total) is made up of the
following components expressed in Equation 2.1.
Ic(total) = Ic0 + Idl + Idn + Ig (2.1)
where Ic0 is the capacitive current in an ideal dielectric, Idl is the linear part
of dielectric charge movement caused by rearrangement of electrons along the
phospholipid and protein chains of the membrane, Idn is the portion of non-linear
dielectric current not associated with gating and Ig is the non-linear dielectric
current associated with gating [30].
Capacitative currents are transient and manifest as spikes in current at the be-
ginning and end of the voltage clamp, when there is a sharp change in membrane
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voltage (refer to Figure 2.1). Hence they can be corrected for by simply setting
their weighting contribution to ion channel model development as zero. In other
words, the section of the recorded trace containing capacitative spikes is not used
to optimise the ion channel model.
2.1.1.2 Baseline correction
Baseline correction removes the small and consistent non-zero currents recorded
at the holding voltage (−100mV ). At this voltage, all the voltage-dependent
Na+ channels should be deactivated and will not allow any currents to pass
through. Hence, these non-zero currents that are not caused by theNa+ channels
can be identified. The non-zero currents are averaged and subtracted from the
recordings. Baseline correction is implemented both before and after the leak
current correction.
2.1.1.3 Leak current correction
Leak currents here refer to the outward currents recorded near the end of the
voltage clamp for more positive clamping voltages. Due to the high Na+ Nernst
potential, Na+ currents can only be inward. Moreover, most Na+ channels
would have inactivated near the end of the voltage clamp. Hence, these outward
leak currents were definitely not caused by Na+ channels. The presence of these
leak currents is likely to be due to native, non-voltage-dependent ion channels
on the membrane of the HEK293 cells. To correct for leak currents, we have to
first model their conductance. The average stabilised current values of each trace
were first fitted to a non-voltage-dependent leak conductance. Only traces with
clamping voltages of −40mV and above were used for leak conductance fitting
to avoid the confusing effect of the window current. The fitted leak conductance
value was then used to calculate the respective leak current for each clamping




The data processing methods discussed here are represented by the following
abbreviation:
Data processing approach - Statistical Treatment/Nernst Potential Correc-
tion
As mentioned earlier in this chapter, the construction heuristic needs to be able to
adequately quantify the effects of experimental variation on ion channel record-
ings to prevent being misled into modelling experimental noise. Currently, there
is a lack of methods that are able to achieve this purpose, especially for the case
of macroscopic currents. The two new methods discussed below are statistical
treatment and Nernst potential correction. To the best of our knowledge, this is
the first instance that these methods have been applied to macroscopic currents.
2.1.2.1 Statistical treatment
Statistical treatment method applies common statistical methods to macroscopic
currents. The average and standard deviation of a group of cells that are ex-
pected to display similar behaviour are calculated. Their average behaviour is
modelled instead of cell-by-cell behaviour. The standard deviation is then used
to objectively assess if the model adequately describes the experimental data.
The objective assessment of experimental data using standard deviation will be
discussed in further detail in Section 2.2.2 below. Modelling the average be-
haviour of the cell instead of cell-by-cell behaviour not only saves time, but also
prevents the anomalous behaviour of a single cell from biasing the model. Figure
2.2 shows the graphs of current against time at -35 mV clamping voltage before
and after statistical treatment.
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Figure 2.2: Graphs of current against time at -35 mV clamping voltage before
and after statistical treatment.
The average recorded current di of a group of similar cells at a given time i is







where ni is the number of similar cells and dij is the recorded current of a single
cell.
The standard deviation si of the group of similar cells at a given time i is calcu-






(dij − di)2 (2.3)
where ni is the number of similar cells, dij is the recorded current of a single cell
and di is the average recorded current as calculated in Equation 2.2.
2.1.2.2 Nernst potential correction
Nernst potential correction is a new method created by the author that will be
tested in this thesis. The purpose of Nernst potential correction is to remove
the inaccuracy from having to estimate the Nernst potential while modelling.
Since the HH model, most models are modelled based on the following equation
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describing the relationship between macroscopic current I and membrane voltage
Vm:
I = GPo(Vm − ENa) (2.4)
where G is the maximum conductance of the cell membrane if all the Na+
channels are open simultaneously, Po is the percentage of (Na+) ion channels
who are open at any point in time and ENa is the (Na+) Nernst equilibrium
potential.
The parameters to fit are G, ENa and Po which is predicted from the rate con-
stants. Through careful manipulation of the Equation 2.4, ENa and G can be
combined into one fitting parameter α. This reduces the number of degrees-of-




= GPo,cv(t)(Vcv − ENa)






where G is the maximum conductance of the cell membrane if all the (Na+)
channels are open simultaneously, Po,cv(t) is the percentage of (Na+) ion chan-
nels who are open at any point in time at a particular clamping voltage Vcv,
Po,cvpeak is the percentage of (Na+) ion channels who are open at the peak mea-
sured current for a particular clamping voltage Vcv, Po,peak is the percentage of
(Na+) ion channels who are open for the maximum recorded current Ipeak in the
entire voltage protocol and ENa is the (Na+) Nernst equilibrium potential.
The parameters to fit are Po,cv(t), Po,cvpeak and the constant α = GPo,peak(Vpeak−
ENa). However, both Po,cv(t) and Po,cvpeak are predicted from same set of rate
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constants and do not require any extra fitting parameters. The recorded current
is also manipulated into the form IcvIpeakIcv,peak for fitting with the model.
It should be noted that when the Nernst potential correction abbreviation is
indicated, it means both statistical treatment and Nernst potential correction
methods are applied. The recorded currents from individual cells will be manip-
ulated into the form IcvIpeakIcv,peak before the average and standard deviation are
calculated as previously described in Section 2.1.2.1.
2.2 Simulation and Optimization of Models
As mentioned at the beginning of this chapter, the viability of the model con-
struction heuristic is based on the assumption that the optimiser used to parametrize
the model is able to find the global minimum. The Differential Evolution (DE)
method has been proven to outperform traditional algorithms, such as Adaptive
Simulated Annealing (ASA) and the the Annealed Nelder and Mead approach
(ANM), in locating the global minimum of test functions [82]. We hence use
the DE optimization algorithm in Unfit to optimize the ion channel models with
the assumption that it is able to find the global minimum. Unfit is an in-house
non-linear optimization tool written in C++11 that is applicable to curve-fitting,
parameter estimation and minimisation problems in general. The default abbre-
viation indicates that the original parameters suggested by DE creators Storn
and Price are used [82], while the optimised abbreviation indicates that the
meta-optimised parameters for different dimensions suggested by Pedersen [83]
are used.





The form of the state transition equations in the model construction heuristic
was introduced in Section 1.4.3. Shown below is a simple example of a model
with one open (O) and one closed (C) state. The forward and backward state






kf = exp(Af +BfV )
kb = exp(Ab +BbV )
(2.6)
This translates into a system of linear ordinary differential equations (ODE(s))
as shown below, where [C] and [O] represent the proportion of channels in closed
and open states respectively. As the channels are assumed to exist in discrete
states at any point in time, they will always sum to one, which is also shown
below. Hence, only one of the two ODEs need to be solved to know the values
of both [C] and [O] at any point in time.
d[C]
dt
= −kf [C] + kb[O]
d[O]
dt
= +kf [C]− kb[O]
[C] + [O] = 1
(2.7)
Most linear ODE systems do not have an analytical solution. Hence, we need
to rely on numerical techniques to approximate their solutions. The simulation
accuracy of the numerical technique used will thus impact on the performance
of the optimiser. We have implemented and tested two numerical techniques for
model integration in this thesis. Their abbreviations are shown below.




Forward Euler is the most basic explicit numerical integration method for ODEs.
It is given by the following [84]:
Initial V alue Problem y′(t) = f(t, y(t)), y(t0) = y(0)
Forward Euler Method yn+1 = yn + hf(tn, yn)
(2.8)
where y′(t) is the ODE to be integrated, y(0) is the initial value of the integrated
ODE, n is a step in time t and h is the size of the time step
Forward Euler is a first order numerical method with a local truncation error
of h2 and a global truncation error of h [84]. Hence, it is relatively inaccurate
compared to higher-order numerical methods. An inappropriate choice of time
step h will lead to the integrated solution oscillating out of control, instead of
predicting the actual solution. Hence, we also consider the Cash Karp Runge
Kutta adaptive step numerical method.
2.2.1.2 Cash Karp Runge Kutta adaptive step
The Cash Karp Runge Kutta adaptive step numerical method is able to exert
adaptive control over its step size to achieve a predetermined accuracy in the
solution with minimal computational effort [85]. This is an important property
for optimization efficiency. During optimization, the optimiser will try out dif-
ferent parameter solutions to find the best fit of the model to the experimental
data. Without adaptive step size control, the step size will be fixed. A step size
that is too small will unnecessarily increase optimization time, while a step size
that is too big will disqualify otherwise optimal solutions that are too stiff to be
integrated at the chosen step size. Hence, adaptive stepping reduces the biasing
influence of the numerical method on the optimization results. Cash Karp Runge
Kutta adaptive step numerical method is based on the embedded Runge Kutta
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formulas, originally invented by Fehlberg [85]. We now give an introduction
based on that given in Numerical Recipes in C: The Art of Scientific Computing
[85].
Based on the values found by Cash and Karp [86], the general form of a fifth-order
Runge-Kutta formula is:
k1 = hf(tn, yn)





k3 = hf(tn +
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k4 = hf(tn +
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k6 = hf(tn +
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yn+1 = yn +
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where f(tn, yn) is the ODE to be integrated, n is a step in time t and h is the
size of the time step.














And so the error estimate ∆ is:
∆ ≡ yn+1 − y∗n+1 (2.11)
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Given a desired solution accuracy ∆0 and error estimate ∆1 with step size h1,





∣∣∣∣0.2 ∆0 ≥ ∆1
Sh1
∣∣∣∣∆0∆1
∣∣∣∣0.25 ∆0 ≤ ∆1
(2.12)
To determine a suitable solution accuracy, we make use of the fractional standard
deviation of the experimental data.
Fractional Standard Deviation = sn
dn
(2.13)
where sn is the standard deviation and dn the average (refer to Equation 2.3 and
2.2) of the experimental data at the time step of interest n.
Logically, the error introduced by the numerical method should be less than that
caused by natural data variation. Thus we introduce the scaling factor α and set






2.2.2 Optimization goodness of fit
In this section, we introduce the various goodness of fit measures used to optimise
the parameters of the ion channel models. The abbreviations for the various
goodness of fit measures are shown below.
Optimization criteria - RMSSD/WRMSSD/SSE
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2.2.2.1 Sum Squared Error (SSE)
The gold standard in goodness of fit measure for model optimization is the sum




(mi − di)2 (2.15)
where mi is the model prediction at a point in time i, di is the average recorded
current at a point in time i (refer to Equation 2.2) and k is the total number of
recorded experimental data points.
SSE measures the discrepancy between the experimental data and the model
prediction. The smaller the SSE, the tighter the fit of the model to the experi-
mental data. The optimiser’s aim is to minimise the SSE to find the closest fit
of the model with the experimental data. However, SSE optimisation is unable
to distinguish between experimental noise and the experimental data of interest.
Without a manually imposed termination point, a model construction heuristic
based on SSE will continue model topology expansion until the model fits the
experimental data exactly. This will result in an overly complex model that
generalises poorly to other data [87].
2.2.2.2 Root Mean Square Scaled Deviation (RMSSD)
A model construction heuristic requires a better goodness of fit measure that is
not only able to optimise the model to fit the experimental data, but also able
to adequately quantify the effects of experimental variation so as to inform the
heuristic of a suitable termination point. In this thesis, we test the suitability
of the Root Mean Square Scaled Deviation (RMSSD) [88] as a goodness of fit
measure for the model construction heuristic.
RMSSD takes experimental variation into account by scaling the residual by the
standard error of the mean of the experimental data for each particular data
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point. In view of the new goodness of fit measures introduced below, a more
appropriate name for it would be Root Mean Square Scaled Error. However,
we keep to Schunn’s naming of this goodness of fit measure for consistency.
RMSSD calculation is possible because of the Statistical Treatment (refer to
Section 2.1.2.1) of the experimental data. RMSSD also suggests a suitable ter-
mination point for the model construction heuristic based on data variation -
when RMSSD drops below one, the model is considered to have reached the
fidelity of the data [88]. Hence the heuristic can be successfully terminated.
The standard error of the mean and RMSSD are given by the following equations:









where si is the standard deviation (refer to Equation 2.3) of the recorded current
at a point in time i, ni is the number of similar cells used to calculate the standard
deviation for the point in time i, mi is the model prediction at the point in time
i, di is the average recorded current for the point in time i (refer to Equation
2.2) and k is the total number of recorded experimental data points.
2.2.2.3 Weighted Root Mean Square Scaled Error (WRMSSE)
Weighted Root Mean Square Scaled Error (WRMSSE) was created based on
RMSSD in order to improve physical fitting while still retaining the statistical
strengths of RMSSD. This was based on the observation that RMSSD was not
well suited for fitting ion channel currents as it incentivises the optimiser to focus
on a better fit at regions with little to no current that have lower standard errors
i.e., the regions of holding voltage. However, it is physiologically more important
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to accurately model regions with large currents which have relatively large stan-
dard errors. Hence a weighting factor, which weighted the relative contribution
of each experimental data point according to its magnitude, was introduced to
form the WRMSSE goodness of fit measure. It was named WRMSSE instead
of WRMSSD to highlight the fact that the residuals are scaled by the standard
error, and not the standard deviation of the experimental data (refer to Section
2.2.2.2). Similarly, when WRMSSE drops below one, we consider that the model
has reached the fidelity of the data and the model construction heuristic can be









where si is the standard deviation (refer to Equation 2.3) of the recorded current
at a point in time i, ni is the number of similar cells used to calculate the standard
deviation for the point in time i, mi is the model prediction at the point in time
i, di is the average recorded current for the point in time i (refer to Equation
2.2) and k is the total number of recorded experimental data points.
2.2.2.4 Weighted Root Mean Square Scaled Deviation (WRMSSD)
Weighted Root Mean Square Scaled Deviation (WRMSSD) is a less stringent
goodness of fit measure than WRMSSE. Instead of scaling the residuals by the
standard error of the mean, the residuals are scaled by the standard deviation.
For the purposes of ion channel model optimization, WRMSSD is arguably a
sufficient or even better goodness of fit measure. This is because we are scaling
the residuals in WRMSSD and WRMSSE to better quantify the effects of ex-
perimental variation on the data. Standard deviation quantifies variability while
standard error quantifies the precision of the mean [89]. In other words, standard
error is more commonly used to estimate the mean value of a statistical variable.
Hence, standard error decreases significantly when the sample size increases,
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while standard deviation improves its estimate of the population variation when
the sample size increases [89]. Hence, WRMSSD is a more consistent measure
than WRMSSE. In this thesis, the difference between WRMSSD and WRMSSE
is not obvious as the sample size is consistent across experiments. Similarly, when
WRMSSD drops below one, we consider that the model has reached the fidelity
of the data and the model construction heuristic can be successfully terminated.









where si is the standard deviation (refer to Equation 2.3) of the recorded current
at a point in time i, mi is the model prediction at the point in time i, di is the
average recorded current for the point in time i (refer to Equation 2.2) and k is
the total number of recorded experimental data points.
2.2.3 Optimization parameter bounds
It is not practical to optimize parameters from an infinite solution space as it
would take too much time. Hence, it is necessary to set reasonable parameter
bounds for optimization. In setting bounds, we include some assumptions about
the model parameters. In this section, we explain our assumptions and how
the parameter bounds for optimization were derived. Shown below are the two
abbreviations that are related to optimization parameter bounds:
Hard bounds - Yes/No
Maximum rate constant k - 1/2/20/200/2000
Hard bounds is an optimization option in the Unfit program. If the hard bounds
option is turned on (Yes), parameter solutions that are suggested by the DE
algorithm will be discarded if they are not within the specified bounds. If the
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hard bounds option is turned off (No), the parameter solutions suggested by the
DE algorithm will be accepted even if they are not within the specified bounds.
Hence, the parameter bounds only serve as a guide as to where the solution may
lie. However, in both cases, the initial population parameters will be generated
within the specified bounds.
The bound on the maximum rate constant k (refer to Equation 1.5) is imple-
mented in the cost function, independent of the optimiser. This is because the
maximum rate constant k is not a parameter and and hence its bounds cannot
be specified in the optimiser. The specified bounds of parameters A and B are
deliberately kept loose as they have overlapping spheres of influence on the rate
constant k. Hence, it is still necessary to implement an additional bound on the
rate constant k outside the optimiser. Details regarding bounds derivation will
be discussed further in the section below.
2.2.3.1 Bounds for rate constant k
Referring to Equation 2.7, we observe that for a rate constant kf with a fixed
time step h,
kf [C] ≤ 1.0 (2.20)
This inequality arises because it is not possible to increase the number of channels
when switching from one state to another. From the same equation, it is also
clear that [C] ≤ 1.0. Hence we can set the upper bound for k to be:
k ≤ 1.0 (2.21)
As the rate constant k is essentially an exponential, its natural lower bound is
an infinitely small number. Hence, we need to find a practical lower bound for
k. Values below this practical lower bound of k will not produce changes to the
state distribution of the channels that are significantly different from the lower
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bound of k. To find this practical lower bound, we look to the standard deviation
of the experimental data (refer to Equation 2.3) at the holding voltage where all
the channels are inactivated and the average recorded current is virtually zero.
At this point, the standard deviation is even smaller than the average recorded
current by a few orders of magnitude. We can thus consider this standard de-
viation value to be representative of insignificant changes in current or state
distribution of ion channels. It is only necessary to obtain an estimation of the
range at which this occurs. Hence, we can directly set the lower bound for k to
be:
k ≥ σ (2.22)
where σ is the smallest standard deviation value
By combining the above Equations 2.21 and 2.22, along with the simplified equa-
tion for k from Equation 1.5, we obtain the following:
σ ≤ exp(A+BV ) ≤ 1.0 (2.23)
The natural logarithm of this inequality leads us to:
ln σ ≤ (A+BV ) ≤ 0 (2.24)
We now need to derive the bounds for both parameters A and B. This is an
undefined situation as there are two parameters for one equality. We thus need
to impose reasonable constraints to obtain bounds for both parameters. From
Equation 2.24, we observe that parameter A linearly translates the range of
(A+BV ), while parameter B scales the range of (A+BV ) based on the mem-
brane voltage V . Hence, we proceed to determine the bounds for parameter B
first (ignoring any contribution from parameter A) based on the range of the
membrane voltage specified by experimental voltage protocol. The bounds for




2.2.3.2 Bounds for scaling parameter B
Let the minimum membrane voltage specified by the experiment be Vmin, and
the maximum membrane voltage be specified by Vmax. The range of V is given
by:
Vmin ≤ V ≤ Vmax (2.25)
We ignore any contribution from parameter A by setting A = 0 in Equation 2.24.
We obtain the following equation:
ln σ ≤ BV ≤ 0 (2.26)
Equation 2.26 can be interpreted as the acceptable range of BV as determined
from the bounds for rate constant k.
However, according to Equation 2.25, the minimum required range of BV as
determined by experimental voltage protocol is given by:
|B|Vmin ≤ |B|V ≤ |B|Vmax (2.27)
We obtain the bounds of parameter B by reconciling Equations 2.26 and 2.27:
|B|(Vmax − Vmin) ≤ |ln σ|
|B| ≤ |ln σ|(Vmax − Vmin)
(2.28)
2.2.3.3 Bounds for translating parameter A
We can now proceed to derive the bounds for parameter A based on the bounds




ln σ −BV ≤ A ≤ −BV (2.29)
We now consider the extreme values of BV . This is a larger range than that
indicated by Equation 2.26 as we do not impose limitations on whether B is
positive or negative. Because of this, we expect that implementing the parameter
bounds in the optimiser for parameters A and B will not guarantee that rate
constant k will be within bounds. Hence, we implement an additional bound for
rate constant k outside the optimiser according to Equations 2.21 and 2.22.
Situation one. (|Vmin| ≥ |Vmax|)
Combining Equations 2.25 and 2.28, the range of BV will be given by:
− |ln σ||Vmin|(Vmax − Vmin) ≤ BV ≤
|ln σ||Vmin|
(Vmax − Vmin) (2.30)
We then obtain the bounds of parameter A by combining Equations 2.30 and
2.29. We obtain the minimum value for parameter A by subtracting the largest
BV value. The maximum value for parameter A is obtained by multiplying by
the minimum (and negative) BV value.
ln σ − |ln σ||Vmin|(Vmax − Vmin) ≤ A ≤
|ln σ||Vmin|
(Vmax − Vmin) (2.31)
Situation two. (|Vmin| ≤ |Vmax|)
Combining Equations 2.25 and 2.28, the range of BV will be given by:
− |ln σ||Vmax|(Vmax − Vmin) ≤ BV ≤
|ln σ||Vmax|
(Vmax − Vmin) (2.32)
Similarly, we then obtain the bounds of parameter A by combining Equations
2.32 and 2.29. We obtain the minimum value for parameter A by subtracting
47
Chapter 2. Methods
the largest BV value. The maximum value for parameter A is obtained by
multiplying by the minimum (and negative) BV value.
ln σ − |ln σ||Vmax|(Vmax − Vmin) ≤ A ≤
|ln σ||Vmax|
(Vmax − Vmin) (2.33)
2.3 Summary
The following is a summary of the various abbreviations introduced in this chap-
ter. They will be indicated in a list, such as the one shown below, when each
simulation experiment is being introduced.
Simulation Details
Hard bounds - Yes/No
Differential evolution parameters - Default[82] in Unfit program/Op-
timised parameters[83]
Model integration - Forward Euler/Cash Karp Runge Kutta Adaptive
Step
Optimization criteria - RMSSD/WRMSSD/SSE
Maximum rate constant k - 1/2/20/200/2000






This section reports the results of experiments performed on models expressed
in Manifest Interconductance Rank (MIR) form [62]. As discussed previously
in Section 1.4 and Chapter 2, the canonical MIR form is a good candidate for
guiding model growth. In the following experiments, a series of models expressed
in MIR form of increasing complexity, as previously seen and discussed in Table
2.1, are fitted to the same set of data.
3.1.1 Preliminary Trial
Simulation Aims
Test feasibility of heuristical modelling
To design a dependable heuristic, one needs to understand how differ-
ent model structures affect model fitting outcomes. This experiment
fits each model in Table 2.1 to the same set of data. The aim is to
observe how increases in rank row or rank column impacts the fit of
the model to the experimental data.
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Test novel statistical approach
To grow models organically, one also needs to have an objective cri-
teria for deciding if a model is acceptable or still requires growing.
This experiment uses the Root Mean Square Scaled Deviation[88]
(RMSSD) as the objective criteria. The aim is to find the simplest
model (model with minimal rank row and rank column) that achieves
a RMSSD value less than or equal to 1. Such a value implies that
the model has reached the fidelity of the experimental data[88]. The
successful model can then undergo a visual check for its physical good-
ness of fit to the experimental data. For further details, please refer
to Section 2.1.2.1.
Simulation Details
Hard bounds - Yes
Differential evolution parameters - Default[82] in Unfit program
Model integration - Forward Euler
Optimization criteria - RMSSD
Maximum rate constant k - 1.0
Data processing approach - Nernst Potential Correction
Results and Discussion
Table 3.1 shows the number of fitted variables for each model. Each link
in the model is governed by Equation 1.5, which consists of two variables,
for both the forward and reverse reaction. Hence, each link in the model
is fitted by four variables. Besides that, an additional variable was used to
fit the scaling parameter α as described in Section 2.1.2.2.
Table 3.2 shows the converged RMSSD value for each of the models. Un-
fortunately, none of the fitted models achieved a RMSSD value of less than
1. This implies that none of the models reached the fidelity of the experi-
mental data. Fitting of higher order models was aborted as the optimiser
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could not converge after weeks of optimisation, with no decrease in min-
imised cost. The number of iterations required for each model to converge
is reported in Table 3.3.
Table 3.1: Number of fitted variables for each model in Preliminary Trial.
They are arranged according to the rank row and rank column of their corre-
sponding model.
Rank Row Rank Column
1 2 3
0.1 5 17 29
0.2 9 25 41
0.3 13 33 53
0.4 41 65
Table 3.2: Converged RMSSD values for each model in Preliminary Trial.
They are arranged according to the rank row and rank column of their corre-
sponding model. Models which did not converge after weeks of optimisation
are marked with ’-’.
Rank Row Rank Column
1 2 3
0.1 13.1 9.0 8.9
0.2 7.0 4.1 3.5
0.3 9.2 3.7 -
0.4 - -
Table 3.3: Required number of iterations to converge for each model in Pre-
liminary Trial. They are arranged according to the rank row and rank column
of their corresponding model. Models which did not converge after weeks of
optimisation are marked with ’-’.
Rank Row Rank Column
1 2 3
0.1 110 4298 32870
0.2 994 10748 251338
0.3 2496 96173 -
0.4 - -
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Model trends
Figure 3.1 combines the data from Table 3.1 and Table 3.3. It shows
the exponential increase in the number of iterations required for each
model to converge as the model increases in size. This result is sup-
ported by the fact that in general, the complexity of optimization
problems increases exponentially with dimension, while the perfor-
mance of optimisers in such problems decreases with dimension[90].
Furthermore, it should be noted that the time required to complete
one optimisation iteration is longer for a complex model than a sim-
ple one. This is due to the need to integrate more model variables
at every single time-step for a complex model. This time lag further
exacerbates the iteration problem. Together, these form the likely
reasons for the optimiser’s inability to make the higher order models
converge within a reasonable time frame. This trend highlights the
issue that heuristical modelling will face - exponentially increasing
time required to fit models.
Figure 3.1: Graph comparing the number of iterations required to converge
against the number of model variables in Preliminary Trial
Figure 3.2 combines the data from Table 3.1 and Table 3.2. It shows
a general exponential decrease in converged RMSSD as the model in-
creases in size. However, the decrease in converged RMSSD fluctuates
widely from a standard exponential. There could be two possible rea-
sons for this. Firstly, the fluctuations could be due to the assumption
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of the optimiser being able to find the global minimum turning out to
be untrue (refer to Chapter 2). Hence, the fluctuations are likely due
to the optimiser getting stuck in local minimums. Secondly, it could
be that the converged RMSSD was never meant to follow a stan-
dard exponential. The fluctuations could be caused by differences in
rank row or rank column which impacted the fit of the model to ex-
perimental data. To know if this is true, we need to reorganise the
experimental results.
Figure 3.2: Graph comparing the converged RMSSD against the number of
model variables in Preliminary Trial
Figure 3.3 is a plot of how the converged RMSSD changes with Rank
Column. Figure 3.4 is a plot of how the converged RMSSD changes
with Rank Row. It is noticed that an increase in rank row from Rank
0.1 to Rank 0.2 causes a significant drop in converged RMSSD. An
increase in rank column from Rank 1 to Rank 2 also causes a signif-
icant drop in converged RMSSD. However, further increases in rank
row and rank column have reduced impact on the converged RMSSD.
Meanwhile, combining the increase in rank row to 0.2 and the increase
in rank column to 2 appears to have a synergistic effect, producing
an even lower converged RMSSD for model 2.2. The current results
seem to point towards the conclusion that the model structure has
some form of influence on the ability of the model to fit the experi-
mental data. This supports the case for a heuristic that intelligently
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grows models into structures that can maximise the potential of each
model state, rather than one that just blindly adds states. For ex-
ample, based on the current results, an efficient heuristic would be
to fit models moving diagonally across Table 2.1. In other words, if
the previous model did not achieve a RMSSD value of less than 1,
the heuristic would increase the model size by 1 rank row and 1 rank
column simultaneously. The new model would then be refitted.
Figure 3.3: Graph comparing the converged RMSSD against rank column in
Preliminary Trial
Figure 3.4: Graph comparing the converged RMSSD against rank row in
Preliminary Trial
Poor physical fitting
Besides evaluating the feasibility of heuristical modelling, this exper-
iment also seeks to find the simplest model that achieves a RMSSD
value of less than or equal to 1. This RMSSD value implies that the
model has reached the fidelity of the data. Unfortunately, none of the
converged models achieved this requirement. To better understand
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the situation, all the converged models were simulated and visualised
against their corresponding experimental data. Table 3.4 shows the
graph of scaled probability against time at -35 mV clamping volt-
age for each converged model. The physical fitting of the traces is
observed to fall into two broad groups:
Recovery only - In general, traces from converged models of rank
row 0.1 did not ’curve’ and presented as an exponential-type
curve. In electrophysiological terms, only the recovery phase was
modelled, leaving out the activation phase.
Activation and Recovery - In general, traces from converged mod-
els above rank row 0.1 ’curved’, in that they managed to simulate
the initial sharp decrease (activation phase) followed by an in-
creasingly gradual recovery of the experimental data (recovery
phase).
Within each group, there was no significant improvement in physical
fitting from one model to the next. Furthermore, it can be observed
that at -35 mV clamping voltage, all of the physical traces peaked
around a negative value of −0.000125pA−1 , which is only about half
of the processed experimental data. There seems to be an invisi-
ble barrier preventing models from generating steeper and sharper
curves. One possibility for this is that the current model integration
method (Forward Euler) becomes unstable when integrating stiffer
models with steep curves peaking beyond −0.000125pA−1 in 3 ms.
These stiffer model candidates thus generate a large or infinite cost









Table 3.4: Graphs of scaled probability against time for converged models in Preliminary Trial. For each optimised model, the simulated
trace at -35 mV clamping voltage is juxtaposed against its corresponding processed experimental data. Only the traces for the successfully
converged models are shown.






Chapter 3. Results and Discussion
3.1.2 Cash Karp Runga Kutta Adaptive Step
Simulation Aims
Investigate if Forward Euler integration is the/a limiting factor
This experiment fits Model 1.2 in Table 2.1 using the Cash Karp
Runga Kutta Adaptive Step integration method instead of the For-
ward Euler integration method. Model 1.2 was chosen as it was the
simplest model which was able to model both activation and recov-
ery phases (refer to Section 3.1.1). The aim of this experiment is
to observe whether the Forward Euler integration method is the fac-
tor limiting the peak inward value of optimised models. For further
details on the Cash Karp Runga Kutta Adaptive Step integration
method, please refer to Section 2.2.1.2. For this experiment, the data
generated at the holding voltage (before the cell is subject to vari-
ous clamping voltages) was also fitted. This is to further encourage
the optimiser to find solutions that are able to model both activation
and recovery phases, as the initial sharp decrease of the experimental
traces are short and often obscured by capacitative spikes.
Simulation Details
Hard bounds - Yes
Differential evolution parameters - Default[82] in Unfit program
Model integration - Cash Karp Runga Kutta Adaptive Step
Optimization criteria - RMSSD
Maximum rate constant k - 1.0
Data processing approach - Nernst Potential Correction
Results and Discussion
Figure 3.5 shows the graph of scaled probability against time for Model 1.2
at -35 mV clamping voltage. As can be seen, the solution optimised using
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Cash Karp Runga Kutta Adaptive Step integration method is worse than
the original solution optimised using Forward Euler integration method.
The simulated curve shape completely differs from the processed experi-
mental data. This does not make sense as the Cash Karp Runga Kutta
Adaptive Step is able to integrate an expanded range of solutions compared
to the Forward Euler integration method. At the very least, the Cash Karp
Runga Kutta Adaptive Step optimisation should have converged at a so-
lution similar to the Forward Euler optimisation. This unexpected result
fails the underlying assumption (refer to Chapter 2) that the differential
evolution optimiser is able to find the global minimum. This assumption
had been questioned, but not verified, in the previous experiment.
Figure 3.5: Forward Euler versus Cash Karp Runga Kutta Adaptive Step in-
tegration method in parameter optimisation for Model 1.2. The simulated trace
at -35 mV clamping voltage is juxtaposed against its corresponding processed
experimental data trace.
To clarify this result, the experiment was repeated. In the repeat ex-
periment, the optimised Forward Euler solution was added to the initial
population for the Cash Karp Runga Kutta Adaptive Step optimisation.
The results are shown in Figure 3.6. As can be seen from this figure, the
newly converged solution is now similar to the Forward Euler solution. In
fact, the coordinates of the optimised solution were found to be either iden-
tical or extremely similar, with a maximum 4 percent difference between
each pair. This experiment has clearly shown how the optimiser had earlier
58
Chapter 3. Results and Discussion
unsuccessfully converged at a local minimum, and then improved the so-
lution with a helpful suggestion (the Forward Euler solution). However, it
now becomes unclear if the improved solution is a truly a global minimum,
or just a better local minimum which can be improved with more helpful
suggestions.
Figure 3.6: Forward Euler versus Cash Karp Runga Kutta Adaptive Step in-
tegration method in parameter optimisation for Model 1.2 with improved initial
guess. The optimised Forward Euler solution is used as an initial guess for the
Cash Karp Runga Kutta Adaptive Step optimisation. The simulated trace
at -35 mV clamping voltage is juxtaposed against its corresponding processed
experimental data trace.
Figure 3.7 is the result of the experiment control. The coordinates of the
optimised Forward Euler solution from Model 1.1 were fed into the Cash
Karp Runga Kutta implementation. The control shows that the Cash
Karp Runga Kutta integration produces similar results to the Forward
Euler integration given the same set of coordinates, i.e., that it is able
to integrate the model accurately. However, the Cash Karp Runga Kutta
implementation unwittingly reveals that that the simulated trace does not
start from zero. Instead, it is the most negative part of the trace. This is an
indication that it is important to also fit the experimental data generated at
holding voltage, and that transitions from one voltage to another provide
additional information about the ion channel. The follow experiment in
Section 3.1.3 takes an in-depth look at the behaviour of the ion channel
across various voltages.
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Figure 3.7: Forward Euler versus Cash Karp Runga Kutta Adaptive Step
integration method for Model 1.1. The coordinates of the optimised Forward
Euler solution are fed into the Cash Karp Runga Kutta Adaptive Step imple-
mentation. Their simulated traces at -35 mV clamping voltage are juxtaposed
against their corresponding processed experimental data trace.
This experiment set out to understand if the Forward Euler integration
method is the factor limiting the peak inward value of the optimised mod-
els. In the process, it found evidence that failed the assumption that the
differential evolution optimiser is able to find the global minimum under
these conditions. Secondly, it also found preliminary evidence supporting
the need to fit other aspects of the experimental data. While the Cash
Karp Runga Kutta integration method did not have any impact on the
peak inward value of the optimised models in the experiment, a clear con-
clusion could not be drawn due to the inconsistent performance of the
differential evolution optimiser. However, the problem is not likely to be
only caused by the optimiser, and more research has to be done to identify
other factors at play.
3.1.3 Continuous Fitting with Nernst Potential Correction
Simulation Aims
Investigate if continuous fitting is necessary
In this experiment, the experimental data was fitted continuously ac-
cording to the voltage protocol, i.e. in continuous loops of holding
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voltage followed by clamping voltage. In previous experiments, only
the data from the clamping voltages were fitted, and the steady-state
value from the holding voltage calculated and substituted into the
beginning of each trace for computational efficiency. The aim of this
experiment is to investigate whether the two approaches are equiva-
lent. What one is looking for is whether each trace in the experiment
returns to its original calculated holding voltage steady-state value.
The processed experimental data was fitted to Model 2.1 and then
visualised trace by trace.
Investigate if Nernst potential correction works with continuous fitting
Due to the novel Nernst potential correction used (refer to Section
2.1.2.2), one also needed to ascertain its effects on model optimisa-
tion. The optimised model was thus visualised in two ways- once with
Nernst potential correction against the processed experimental data,
and again with only the predicted open probability from the model.
Simulation Details
Hard bounds - Yes
Differential evolution parameters - Default[82] in Unfit program
Model integration - Cash Karp Runga Kutta Adaptive Step
Optimization criteria - RMSSD
Maximum rate constant k - 1.0
Data processing approach - Nernst Potential Correction
Results and Discussion
Figure 3.8 shows the graphs of scaled probability against time for -80mV to
-45mV clamping voltages in the voltage protocol for optimised Model 2.1.
Figure 3.9 similarly shows the graphs of scaled probability against time for
-40mV to 35mV clamping voltages. The open probability for these graphs









(a) Continuous fitting comparison graphs for -80mV to -65mV.
(b) Continuous fitting comparison graphs for -60mV to -45mV.
Figure 3.8: Continuous fitting graphs of scaled probability against time for -80mV to -45mV clamping voltages for optimised Model 2.1.
Continuous fitting graphs are continuous from one graph to the next graph in sequence. For each clamping voltage, the simulated trace
is juxtaposed against its corresponding processed experimental data (as according to Nernst potential correction). The open probability









Figure 3.9: Continuous fitting graphs of scaled probability against time for -40mV to 35mV clamping voltages for optimised Model 2.1.
Continuous fitting graphs are continuous from one graph to the next graph in sequence. For each clamping voltage, the simulated trace
is juxtaposed against its corresponding processed experimental data (as according to Nernst potential correction). The open probability
predicted by the optimised model is also shown in the same plot for comparison.
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Importance of Continuous Fitting
As can be seen from these figures, the steady-state model value at
the -100mV holding voltage varies with each graph. It appears that
there are many steady-state equilibrium points in the model and the
steady-state value depends on the conditions the states are in before
the holding voltage is applied. This result is a clear indication that
it is necessary to fit the experimental data continuously according to
the voltage protocol in continuous loops of holding voltage followed by
clamping voltage. One cannot assume that the model will return to
the same equilibrium steady-state as there are multiple equilibrium
steady-states that can exist. Hence, the increase in computational
effort from point-by-point calculation in the loops is necessary, i.e.,
continuous fitting is necessary.
Unfortunately, this lack of a consistent equilibrium steady-state presents
another difficult situation. This inconsistency means that the model
predicted results will vary with the initial conditions the model states
are in. Furthermore, non-ergodic Markov chains do not tend to a
unique limit and hence do not have a unique set of initial conditions
[63]. In other words, the user also has to control the initial conditions
input in order to reproduce the results consistently. Furthermore,
such a model can only predict the experimental results successfully if
they are simulated in the same fixed sequence as the voltage protocol
in the experiment. This means that two consecutive clamps at iden-
tical voltages may not produce the same results as they are unable
to return to the same steady-state equilibrium point. In truth, we
are also unaware of the experimental behaviour of the ion channel in
the above situation. To my knowledge, in experiments to date, it has
always been assumed that the same clamping voltage will produce
the same current trace given a sufficient recovery time. However, this
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experiment has opened one’s eyes to the possibility that this is an
assumption that has to be validated. It would be interesting to test
this behaviour in both published models and actual ion channels to
see if they satisfy this assumption.
Nernst potential correction effects
As previously mentioned, we need to ascertain the effects of Nernst
potential correction on model optimisation. From Figures 3.8 and 3.9,
it can be observed that the predicted model (using Nernst potential
correction) varies considerably from the predicted open probability.
The predicted open probability undergoes large magnitude changes
across the -80mV to 35mV clamping voltage traces. For example,
the predicted open probability is on the order of 10−8 in the -80mV
trace, and then steeply decreases to the order of 10−10 in the -45mV
trace. However, the predicted model varies between a narrow range of
approximately -0.00015 to 0 in every trace, consistently maintaining
an order of 10−4 while the predicted open probability fluctuates. The
Nernst potential correction appears to have covered up the large mag-
nitude changes in the open probability. One possible reason for this
may be due to the division of the predicted open probability by peak
predicted open probability of the corresponding clamping voltage as
seen in Equation 2.5. A simple illustration of the problem is given:
Scenario 1
predicted open probability = 0.2
peak predicted open probability = 0.4
predicted model = 0.5
Scenario 2
predicted open probability = 0.0002
peak predicted open probability = 0.0004
predicted model = 0.5
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In the example above, while the predicted open probability varied
wildly by 4 orders of magnitude, the predicted model failed to re-
flect such a change. On hindsight, this problem may appear obvious.
However, one had not expected that the same model would be able
to predict open probabilities that fluctuated so wildly between clamp-
ing voltages. While mathematically acceptable, such fluctuations are
not in accordance with the model’s physiological concept of the ion
channel, where increasing inward currents are due to increases in ion
channel opening probability.
This problem is exacerbated during continuous fitting, where the
Nernst potential correction for the holding voltage and clamping volt-
age sections result in different scaling of two parts of the same trace.
This creates further distortions of the magnitude changes when the
trace switches from clamping to holding voltage. The result is the bi-
ased optimiser mistakenly creating a model that increases open prob-
ability when the holding voltage is activated. From the results in this
experiment, it appears that Nernst potential correction masks impor-
tant magnitude changes and is not recommended as a data processing
method for optimisation. While it reduces the number of parame-
ters to be fitted, it introduces more possibility for confusion during
fitting due to the loss of information through division by peak open
probability.
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3.1.4 Continuous Fitting with Statistical Treatment
Simulation Aims
Validate continuous fitting with statistical treatment
In the previous experiment (Section 3.1.3), it was shown that con-
tinuous fitting is necessary but did not work well with Nernst po-
tential correction. This experiment seeks to validate the previous
experiment conclusion by showing that continuous fitting works well
without Nernst potential correction. Hence, the experimental data is
similarly fitted in continuous loops. However, data processing stops
after statistical treatment (refer to Section 2.1.2.1), i.e., Nernst po-
tential correction is omitted. The effects on model optimisation are
similarly ascertained by visualising the optimised model in two ways-
once with Nernst potential correction against the processed experi-
mental data, and again with only the predicted open probability from
the model.
Retest novel statistical approach
As it has been established that continuous fitting is necessary, the
experiment in Section 3.1.1 has to be repeated. The primary purpose
of repeating the experiment is to assess if continuous fitting and omis-
sion of Nernst potential correction have any positive effect on the poor
physical fitting previously reported. Previously, none of the converged
models achieved a RMSSD value of less than or equal to 1. The con-
verged models also faced an invisible barrier preventing the models
from generating steeper and sharper curves. Logically, continuous fit-
ting and omission of Nernst potential correction reduce the probable
solution space and are less likely to generate a better solution. Hence,
the constraints for the maximum rate constant k were relaxed to 2.0
instead of 1.0 in this experiment to further encourage an improvement
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in physical fitting. Four representative models (1.1, 1.2, 2.1, 2.2) from
both the ”recovery only” and ”activation and recovery” group were
used for this experiment.
Simulation Details
Hard bounds - Yes
Differential evolution parameters - Default[82] in Unfit program
Model integration - Cash Karp Runga Kutta Adaptive Step
Optimization criteria - RMSSD
Maximum rate constant k - 2.0
Data processing approach - Statistical Treatment
Results and Discussion
Poor physical fitting
None of the converged models achieved a RMSSD value of less than
or equal to 1, implying that none of the converged models reached
the fidelity of the data. This result is consistent with that from the
preliminary trial experiment in Section 3.1.1). To better understand
the situation, the converged models were again simulated and visu-
alised against their corresponding experimental data. Table 3.5 shows
the graph of scaled probability against time at -35 mV clamping volt-
age for the converged Models 1.1, 1.2, 2.1 and 2.2. When compared
against the previous results in Table 3.4, it is clear that there has
been change in the nature of the physical fitting. Previously at 35 mV
clamping voltage, all of the physical traces peaked around a negative
value of −0.000125pA−1, which is about 50 percent of the processed
experimental data. Now however, the largest peak inward current (be-
longing to Model 2.2) has a value of around −600pA, which is only
about 13 percent of the processed experimental data. It appears that
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the constraints caused by continuous fitting and omission of Nernst
potential correction have led to an even worse physical fit than be-
fore. We know that the integration method is not the factor limiting
the steepness of the optimised traces. This is because the Cash Karp
Runga Kutta Adaptive Step integration method was used in this ex-
periment. Furthermore, the newly generated traces are less steep than
those optimised using the Forward Euler integration method. Hence
there are other factors limiting the physical steepness of the traces
that we are not yet aware of.
Validation of continuous fitting with statistical treatment
Figure 3.10 shows the graphs of scaled probability against time for
-80mV to -5mV clamping voltages in the voltage protocol for opti-
mised Model 2.1. Similarly, Figure 3.11 shows the graphs of scaled
probability against time for 0mV to 35mV. As can be seen from these
figures, the predicted open probability varies accordingly with the
predicted model. There is also no large magnitude change of differ-
ent orders across different clamping voltages as seen in the continuous
fitting with Nernst potential correction experiment. These results val-
idate the conclusions drawn in the previous experiment that Nernst
potential correction does not work well with continuous fitting. It is
now shown that continuous fitting with statistical treatment is able to
guide the optimser to find a more physiologically compatible solution.
The following experiments in this thesis will hence employ continuous
fitting with statistical treatment unless otherwise stated.
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Table 3.5: Graphs of scaled probability against time for converged models
in Continuous Fitting with Statistical Treatment. For each optimised model,
the simulated trace at -35 mV clamping voltage is juxtaposed against its cor-
responding processed experimental data.












Figure 3.10: Continuous fitting graphs of scaled probability against time for -80mV to -5mV clamping voltages for optimised Model 2.1.
The statistical treatment is used in this approach. Continuous fitting graphs are continuous from one graph to the next graph in sequence.
For each clamping voltage, the simulated trace is juxtaposed against its corresponding processed experimental data. The open probability









Figure 3.11: Continuous fitting graphs of scaled probability against time for 0mV to 35mV clamping voltages for optimised Model 2.1.
The statistical treatment is used in this approach. Continuous fitting graphs are continuous from one graph to the next graph in sequence.
For each clamping voltage, the simulated trace is juxtaposed against its corresponding processed experimental data. The open probability
predicted by the optimised model is also shown in the same plot for comparison.
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3.2 Clancy-Rudy Inspired (CR) Models
Figure 3.12 shows a series of models inspired by the Clancy-Rudy model [38]
discussed in Section 1.3.5. CR6 is of the same structure as the Clancy-Rudy
wild-type Markovian model. However, unlike the original model, the transition
rates between individual states are governed by reaction rate theory (refer to
Section 1.4.3), similar to the MIR models. CR5 and CR3 are then the respective
five and three state simplified versions of the Clancy-Rudy wild-type Markovian
model.
(a) (b) (c)
Figure 3.12: Clancy Rudy Inspired models. (A) 3-state (CR3). (B) 5-state
(CR5). (C) 6-state (CR6).
This section reports the results of simulation experiments performed on these
Clancy-Rudy inspired models (CR models). The purpose of experimenting on
CR models is to understand whether the results obtained from simulation ex-
periments on MIR models are specific to the MIR model structure. The CR
models also act as a litmus test for the simulation methods used. We expect the
CR6 model to be the largest acceptable CR model for successful modelling of
the experimental data, given its similar structure to the original Clancy-Rudy
wild-type Markovian model. This is especially so as the original Clancy-Rudy
model was fitted against a larger experimental dataset and its transition rates
were further constrained by microscopic reversibility. Hence, the CR6 model has
a higher degree of freedom to model the experimental data. In other words, a
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Investigate if MIR model structure causes poor fitting outcome
The previous experiments with MIR models faced a problem of poor
physical fitting (refer to Section 3.1). This experiment fits the same
set of experimental data to the CR models. The aim is to observe if
this problem is specific to the MIR models, i.e., that the poor fitting
is due to the MIR model structure.
Investigate if hard bounds causes poor fitting outcome
The hard bounds on the solution space are also removed for this ex-
periment. This is to observe if the optimiser will converge at a solution
outside of the predetermined bounds that leads to a good fitting out-
come. In the interest of time, the strategy is to try different combina-
tions of factors that could lead to a positive physical fitting outcome.
Experiments that turn out positively could then be investigated in
detail. Due to the relaxation of solution bounds, the solution space
is greatly increased. Optimisation time is thus expected to increase
significantly, worsening the already exponentially increasing fitting
time. Hence, default differential evolution parameters are changed to
optimised parameters.
Simulation Details
Hard bounds - No
Differential evolution parameters - Optimised parameters [83]
Model integration - Cash Karp Runga Kutta Adaptive Step
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Optimization criteria - RMSSD
Maximum rate constant k - 2.0
Data processing approach - Statistical Treatment
Results and Discussion
Figure 3.13 shows the graphs of current against time for the converged CR
models at -35 mV clamping voltage. From this experiment onwards, an
effort was made to visualise the experimental upper and lower deviation
bands (1 standard deviation). This was to make the subjective human
judgement of a good or bad physical fitting more objective. If the majority
of the predicted model fell within the upper and lower deviation bands, it
can be deemed to be a relatively good physical fitting, and vice versa. As
the reader no doubt observes, all the predicted CR models deviate from
being a ”good” physical fitting at the region of the peak inward current.
Unfortunately, the peak inward current is a critical region affecting cell
depolarisation. Hence, it is unacceptable to disregard the poor fitting at
this region. The physical fitting of the CR models is similar to that of the
MIR models in Section 3.1.3. Hence, it is likely that the problem we are
facing is not caused by the MIR model structure. A study of the converged
solution also shows that the optimiser has indeed converged at a solution
outside of the predetermined bounds. Unfortunately, this has not led to any
improvement in the physical fitting as previously thought. Furthermore,
the converged RMSSD value remains greater than 1. It appears that there
is something else besides the model structure and the hard bounds that is
causing the poor fitting outcome.
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Figure 3.13: Graphs of current against time for the Clancy-Rudy inspired
models optimised using RMSSD. For each optimised model (RMSSD), the sim-
ulated trace at -35 mV clamping voltage is juxtaposed against its correspond-
ing processed experimental data. The experimental upper and lower deviation
bands (1 standard deviation (SD)) are visualised to better understand data
variation. The corresponding RMSSD values are CR3= 1.72, CR5= 1.47 and
CR6= 1.10.
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3.2.2 Optimisation Criteria I
Simulation Aims
Investigate if RMSSD causes poor fitting outcome
This experiment fits the data using sum squared error (SSE) as the op-
timization criteria and compares the fitting outcome to that fitted by
RMSSD. It is observed that the experimental standard deviation (and
hence standard error) has a larger value at the peak inward current
region and very small values at the holding voltage region. As RMSSD
divides the prediction error for each data point by its standard error,
it incentivises the optimiser to focus on a better fit at regions with
lower standard errors, i.e. the regions of holding voltage. This may
be another reason for why the physical fitting actually became worse
after continuous fitting with statistical treatment was applied (refer
to Section 3.1.4); as the optimiser now had large sections of holding
voltage clamp regions with low standard errors to fit. On the other
hand, SSE places great emphasis on fitting the peak inward current
region. This is because of that region’s relatively large value compared
to the rest of the trace. Hence, a ten percent deviation from the peak
inward current region would contribute thousands of times more to
the SSE than a ten percent deviation from the holding voltage region.
Simulation Details
Hard bounds - No
Differential evolution parameters - Optimised parameters [83]
Model integration - Cash Karp Runga Kutta Adaptive Step
Optimization criteria - SSE
Maximum rate constant k - 2.0
Data processing approach - Statistical Treatment
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Results and Discussion
Figure 3.14 shows the graphs of current against time for the converged
CR models optimised using SSE at -35mV clamping voltage. The pre-
dicted trace for CR6 has improved and fallen within the upper and lower
deviation bands, achieving a ”good” physical fit, thereby supporting the
argument that RMSSD causes a poor fitting outcome. However, the phys-
ical fitting for CR3 and CR5 converged models have worsened compared
to their corresponding models optimised using RMSSD. Hence, the results
are inconclusive as to whether RMSSD is responsible for the poor fitting
outcomes. It is likely that there are other factors besides the RMSSD that
are causing the poor fitting outcomes. Interestingly, while the CR6 model
has achieved a ”good” physical fit, it has a higher RMSSD value than the
optimised CR6 model with a poorer physical fit in the CR Models experi-
ment (refer to Figure 3.13). This leads us to question if the RMSSD itself
is a good indicator of physical fit.
3.2.3 Rate Constant Constraints
Simulation Aims
Investigate if rate constant k constraint causes poor fitting outcome
In this experiment, the CR models are fitted repeatedly with different
values of the maximum rate constant k. These models are then com-
pared. k values larger than one require smaller timesteps to prevent
the positive open probability of Markov states from turning negative.
The Cash Karp Runga Kutta Adaptive Step integration method is
able to adapt to the required timesteps as required. SSE is used as
the optimization criteria as it is a standard optimisation criteria, pre-
venting optimisation issues caused by RMSSD (refer to Section 3.2.2).
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Figure 3.14: Graphs of current against time for the Clancy-Rudy inspired
models optimised using SSE. For each optimised model (SSE), the simulated
trace at -35 mV clamping voltage is juxtaposed against its corresponding pro-
cessed experimental data. The experimental upper and lower deviation bands
(1 SD) are visualised to better understand data variation. The converged SSE
value and its corresponding RMSSD value (shown with a * marking) for each
optimised model is as follows: CR3 SSE=2.88826e+09 RMSSD*=79.04, CR5
SSE=2.85409e+09 RMSSD*=84.90, CR6 SSE=6.73013e+07 RMSSD*=5.31.
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Simulation Details
Hard bounds - No
Differential evolution parameters - Optimised parameters [83]
Model integration - Cash Karp Runga Kutta Adaptive Step
Optimization criteria - SSE
Maximum rate constant k - 2/20/200/2000
Data processing approach - Statistical Treatment
Results and Discussion
Tables 3.6 and 3.7 show the graphs of current against time for the CR
models fitted with different values of the maximum rate constant k. For
comparison purposes, the corresponding RMSSD and WRMSSD values are
also shown. As can be seen from the graphs, increasing the maximum rate
constant k successfully solves the poor physical fitting problem. The peak
inward current values are no longer limited and the steep curves of the
experimental data can finally be replicated. It appears that increasing
the maximum rate constant k allows for stiffer model candidates. The
Cash Karp Runga Kutta Adaptive Step integration method then allows
for these stiffer model candidates to be integrated with smaller time steps,
translating into the steep curves of the model.
Interestingly, none of the converged models, even those observed to have
a good physical fitting, have a RMSSD value of less than or equal to 1. It
had been previously observed that a model with a better physical fit had a
larger RMSSD value than another model with a poorer physical fit (refer
to Section 3.2.2). This situation has occurred again. In Table 3.7, the CR3
model optimised with maximum k=2000 has a RMSSD value of 3.97, while
the CR6 model optimised with maximum k=2000 has a RMSSD value of
18.25. This is despite the CR3 model failing to replicate the peak inward
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current region, while the CR6 model successfully replicates the peak in-
ward current with minimal deviation. Hence, it is likely that the RMSSD
optimisation criteria has also been affecting the physical fitting and con-
tributing to the poor physical fitting problem, along with the maximum
rate constant k.
Thirdly, this experiment has also found further evidence that the optimiser
is unable to find the global minimum. This was first suspected in the
Preliminary Trial Experiment (refer to Section 3.1.1) and confirmed in
the Cash Karp Runga Kutta Adaptive Step Experiment (refer to Section
3.1.2). For this experiment, we expect the converged SSE cost of a model
optimised with a larger maximum k value to be equal to or lower than the
same model optimised with a smaller maximum k value. This is because the
larger maximum k value loosens the optimiser constraints and expands the
original solution space without losing any of the original solutions. Hence,
the optimiser should at least be able to arrive at the original solution.
Models that do not follow this maximum k trend are marked wih a (*)
in Tables 3.6 and 3.7. They are evidence that the optimiser is unable
to find the global minimum. To confirm this, some of these models were
also refitted with an initial guess containing the optimised solution of the
same model with a smaller maximum k value, which lead to the optimiser
converging with a lower SSE cost. The poor optimiser performance implies
that we can never know if there are even better solutions for a converged
model. Hence, this makes it even more important to have an objective
criteria for deciding if a model is good enough, rather than comparing
models to each other to decide which model is better, when we do not even
know if the model has been sufficiently optimised.
As RMSSD does not seem to be performing well as an objective criteria,
new criteria WRMSSE and WRMSSD (refer to Section 2.2.2) were created.
As these two criteria are closely related, only the corresponding WRMSSD
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is shown in Tables 3.6 and 3.7 for ease of comparison. From the tables, the
WRMSSD seems to reflect the fitting much better than RMSSD. Models
with good physical fitting have achieved target WRMSSD values of less
than or equal to one, which indicate a good fit. The results point to









Table 3.6: CR model traces - Rate Constant Constraints (2,20). Graphs of current against time for the converged Clancy-Rudy inspired
models fitted with maximum rate constant k = 2 and k = 20. For each optimised model (SSE), the simulated trace at -35 mV clamping
voltage is juxtaposed against its corresponding processed experimental data. The experimental upper and lower deviation bands (1 standard
deviation) are visualised to better understand data variation. The converged SSE cost is also shown for each respective model. (*) and
(+) represent issues with the maximum k trend and model trend respectively. For comparison purposes, the corresponding RMSSD and
WRMSSD values are also shown with a * marking.
Max k CR3 CR5 CR6
2 SSE = 2.88826e+09 SSE = 2.85409e+09 SSE = 6.73013e+07RMSSD* = 79.04 RMSSD* = 84.90 RMSSD* = 5.31
WRMSSD* = 3.5 WRMSSD* = 3.6 WRMSSD* = 0.4
20 SSE = 2.3009e+08 SSE = 1.16357e+08 SSE = 8.38012e+07 (*)RMSSD* = 3.56 RMSSD* = 2.57 RMSSD* = 1.44









Table 3.7: CR model traces - Rate Constant Constraints (2,20). Graphs of current against time for the converged Clancy-Rudy inspired
models fitted with maximum rate constant k = 200 and k = 2000.. For each optimised model (SSE), the simulated trace at -35 mV
clamping voltage is juxtaposed against its corresponding processed experimental data. The experimental upper and lower deviation bands
(1 standard deviation) are visualised to better understand data variation. The converged SSE cost is also shown for each respective model.
(*) and (+) represent issues with the maximum k trend and model trend respectively. For comparison purposes, the corresponding RMSSD
and WRMSSD values are also shown with a * marking.
Max k CR3 CR5 CR6
200 SSE = 8.61859e+07 SSE = 9.19993e+07 (
+) SSE = 7.64195e+07 (*)
RMSSD* = 1.45 RMSSD* = 1.65 RMSSD* = 1.40
WRMSSD* = 0.5 WRMSSD* = 0.5 WRMSSD* = 0.4
2000 SSE = 2.19604e+09 (*) SSE = 8.14073e+07 SSE = 2.9028e+08 (*
+)
RMSSD* = 3.97 RMSSD* = 2.36 RMSSD* = 18.25
WRMSSD* = 1.9 WRMSSD* = 0.5 WRMSSD* = 1.1
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3.2.4 Optimisation Criteria II
Simulation Aims
Investigate if WRMSSD encourages good physical fitting
In the rate constant constraints experiment (refer to Section 3.2.3),
the CR models optimised with SSE were shown to have good corre-
sponding WRMSSD values, along with good physical fitting. This
experiment fits the experimental data with WRMSSD instead of SSE
to investigate if WRMSSD encourages good physical fitting. We ex-
pect the converged WRMSSD value to be equal to or lower than in
the rate constant constraints experiment. Similarly, we also expect
the physical fitting of the WRMSSD optimised models to be good.
We fit the models using a maximum rate constant k of 2.0 as we want
to evaluate whether the optimisation criteria or the maximum rate
constant k has a greater effect on the physical fitting of the optimised
models.
Evaluate various optimisation criteria
This experiment also takes the chance to evaluate the various op-
timisation criteria - RMSSD, WRMSSE and WRMSSD against the
standard optimisation criteria, SSE. It had been previously observed
that the RMSSD value did not seem to indicate physical fitting well.
In this experiment, the corresponding SSE, RMSSD, WRMSSE and
WRMSSD values of all the converged models in the CR models section
were calculated. Each optimisation criterion’s correlation coefficient
with SSE at different SSE ranges was then calculated.
Simulation Details
Hard bounds - No
Differential evolution parameters - Optimised parameters [83]
Model integration - Cash Karp Runga Kutta Adaptive Step
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Optimization criteria - WRMSSD
Maximum rate constant k - 2.0
Data processing approach - Statistical Treatment
Results and Discussion
Figure 3.15 shows the graphs of current against time for the CR models
optimised using WRMSSD at maximum k = 2.0. Visually, the physical fit-
ting for CR3 and CR5 models have improved compared to the same models
optimised using SSE, also at maximum k = 2.0 (compare to Figure 3.6).
Meanwhile, the physical fitting for the CR6 model is comparable for both
SSE and and WRMSSD. The converged WRMSSD values of the CR mod-
els also corroborate with these observations. All CR models have converged
with a lower WRMSSD value than that in the rate constant constraints
experiment (refer to Figure 3.6), following the observed improvement in
physical fitting. Furthermore, the optimised CR5 and CR6 models which
have achieved a ”good” physical fitting, with the predicted model falling
within the upper and lower deviation bands, have even achieved the target
WRMSSD values of less than or equal to 1.0. This results strongly support
the use of WRMSSD as an objective criteria.
The rationale for fixing the maximum rate constant k at 2.0 was to facil-
itate comparison with the CR models optimised using SSE at maximum
k = 2.0 in the previous experiment. Interesting, this uncovered further
evidence of the optimiser being unable to find the global minimum under
these conditions. The CR models which were optimised using WRMSSD
in this experiment were found to have lower converged SSE values than
those optimised using SSE in the previous experiment. As discussed in the
previous experiment and now validated in this experiment, this means that
we can never be sure if the converged model could be optimised further
to have a lower cost. This makes having an objective criteria such as the
WRMSSD more important than ever.
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Table 3.8 shows the scatterplots of different goodness of fit measures against
sum squared error (SSE). Their corresponding correlation coefficient values
are shown for different ranges of SSE values. Looking at the scatterplots, we
can observe that WRMSSE and WRMSSD have a similar scatter distribu-
tion. This is expected as they are similar in construction. The correlation
coefficients of WRMSSE/WRMSSD with SSE indicate a strong positive re-
lationship between WRMSSE/WRMSSD and SSE. While the correlation
coefficient varies within different SSE ranges, it consistently stays above
+0.5. On the other hand, the correlation coefficient of RMSSD with SSE
drops below +0.5 and even becomes mildly negative at lower SSE val-
ues. This means that the linear relationship of RMSSD with SSE does
not exist at lower SSE values. This result explains why RMSSD optimised
models with relatively low converged RMSSD values had poorer physical
fitting than others with higher converged RMSSD values. At lower RMSSD
values, RMSSD incentives the optimiser to focus more on regions of low
standard deviation. Hence, RMSSD over-focuses on the holding voltage
clamp region at the expense of fitting the peak inward current which is
statistically less significant, but physically important. It thus appears that
WRMSSE/WRSMSSD are able to balance the statistical versus physical
need much better than RMSSD.
3.2.5 CR3 Model Additional Datasets
Simulation Aims
Demonstrate versatility of the CR3 model
This experiment seeks to validate the results obtained in the previous
experiments, which shows that the CR3 model is able to replicate the
experimental results successfully (refer to Tables 3.6 and 3.7. Two
additional experimental datasets, first introduced in Chapter 2, are
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Figure 3.15: Graphs of current against time for the Clancy-Rudy inspired
models optimised using WRMSSD. For each optimised model (WRMSSD),
the simulated trace at -35 mV clamping voltage is juxtaposed against its
corresponding processed experimental data. The experimental upper and
lower deviation bands (1 SD) are visualised to better understand data vari-
ation. The converged WRMSSD value and its corresponding SSE value
(shown with a * marking) for each optimised model is as follows: CR3
WRMSSD=0.8 SSE*=6.43531e+08, CR5 WRMSSD=0.3 SSE*=2.03036e+08,
CR6 WRMSSD=0.3 SSE*=2.11758e+08.
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Table 3.8: Goodness of Fit correlation in Optimisation Criteria II. Scatter-
plots of different goodness of fit measures against sum squared error (SSE).




Graphs Sum Squared Error Range
All < 1e+09 < 1e+08
RMSSD 0.68 0.12 -0.78
WRMSSE 0.92 0.53 0.73
WRMSSD 0.92 0.53 0.74
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used. The first set has been expressed with wild-type telethonin while
the second set has been expressed with mutant telethonin. While
changes in the magnitude of the currents and the time-to-peak were
reported compared to the original dataset, hypothesis testing with
capacitance-normalised data have indicated that these changes are
not significantly different. The purpose of this experiment is to show
that the basic CR3 model structure is versatile enough to handle such
variations and that there is no need for the higher order CR models.
Due to the inability of the optimiser to find the global minimum, the
parameters for the previously optimised CR3 model are given to the
optimiser as an initial guess.
Simulation Details
Hard bounds - No
Differential evolution parameters - Optimised parameters [83]
Model integration - Cash Karp Runga Kutta Adaptive Step
Optimization criteria - SSE
Maximum rate constant k - 200
Data processing approach - Statistical Treatment
Results and Discussion
Figure 3.16 shows the graphs of current against time for the CR3 model op-
timised from additional datasets at -35mV clamping voltage. SCN5A with
TCAP R76 refers to the experimental set where SCN5A was co-expressed
with wild-type telethonin; SCN5A wth TCAP R76C refers to the experi-
mental set where SCN5A was co-expressed with mutant telethonin. The
parameters of the optimised CR3 models have changed i.e., they are differ-
ent from the initial guess. Both of the optimised models experience good
physical fitting. They also achieve the target WRMSSD values of less than
or equal to 1.0. The results confirm the versatility of the CR3 model.
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Figure 3.16: Graphs of current against time for the CR3 model optimised
from additional datasets using SSE. For each optimised model (SSE), the simu-
lated trace at -35 mV clamping voltage is juxtaposed against its corresponding
processed experimental data. The experimental upper and lower deviation
bands (1 standard deviation) are visualised to better understand data varia-
tion. The converged SSE value and its corresponding WRMSSD value (shown
with a * marking) for each optimised model is as follows: CR3 (SCN5A with
TCAP R76) SSE=1.02205e+08 WRMSSD*=0.34, CR3 (SCN5A with TCAP
R76C) SSE=7.25677e+07 WRMSSD*=0.65.
3.3 MIR Models Revisited
This section revisits the MIR models in Section 3.1. After experimenting on both
MIR and CR models, new knowledge has been acquired about the optimisation.
This newly acquired knowledge is reapplied to the new MIR model experiments
with the aim of validating the conclusions drawn in the previous experiments.
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3.3.1 MIR Models
Simulation Aims
Investigate if MIR models can achieve WRMSSD criteria
In this experiment, the MIR models are remodelled under new con-
ditions (refer to experimental details below) to see if they can now
achieve good physical fitting and a WRMSSD value of less than or
equal to one, as was achieved with the CR models.
Simulation Details
Hard bounds - No
Differential evolution parameters - Optimised parameters [83]
Model integration - Cash Karp Runga Kutta Adaptive Step
Optimization criteria - SSE
Maximum rate constant k - 20
Data processing approach - Statistical Treatment
Results and Discussion
Table 3.9 shows each MIR model’s SSE value, along with its corresponding
WRMSSD value shown with a * marking. Table 3.10 shows the graphs of
scaled probability against time for each model at -35 mV clamping voltage.
Model trends
The rank 1 models continue to perform poorly regardless of the num-
ber of states in the model. Their physical fitting remain similar to that
in the continuous fitting with statistical treatment experiment (refer
to table 3.5). In contrast, the higher rank models have improved
significantly and achieved both good physical fitting and WRMSSD
values of less than 1.0. The results indicate that the new modelling
conditions have helped the higher rank MIR models to achieve good
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physical fitting and WRMSSD values, as was achieved with the CR
models. Meanwhile, it appears that the rank 1 MIR models are lack-
ing the minimum model structure necessary for replicating the experi-
mental data. Hence, their physical fitting cannot be improved by new
modelling conditions. One possible reason is that the rank 1 MIR
models are the only model structures in this thesis that do not con-
tain a closed loop. As the Eyring theory rate transition equations are
solely voltage-dependent, at each voltage clamp, the states are being
driven in only one direction. Hence, the linear rank 1 MIR model
structure will result in a situation where the states are being driven
in only one direction, with little chance of recovery to the original
state distribution. This makes it difficult for the rank 1 MIR model
structure to replicate the steep descent and ascent (recovery) of the
experimental data. As a result, the optimised rank 1 MIR models all
display a trend of virtually zero voltage-dependent behaviour, i.e. the
rate constants are optimised to maintain the model states in virtual
equilibrium at all voltages instead.
Table 3.9: Converged SSE values of models fitted in MIR models. The con-
verged SSE values and their corresponding WRMSSD values shown with a *
marking. The SSE and corresponding WRMSSD values of models which did
not converge geometrically are kept in ().
Rank Row Criteria Rank Column
1 2 3
0.1 SSE 2.24019e+09 (8.97352e+07) (8.41283e+07)WRMSSD* 3.6 (0.25) (0.22)
0.2 SSE 2.98675e+09 (8.13813e+07) -WRMSSD* 8.6 (0.23) -









Table 3.10: Graphs of scaled probability against time for converged models in MIR models. For each optimised model, the simulated
trace at -35 mV clamping voltage is juxtaposed against its corresponding processed experimental data.






Chapter 3. Results and Discussion
Convergence
While the rank 1 MIR models did not perform well, the higher rank
MIR models faced problems with convergence. This issue can be eas-
ily solved if we used the WRMSSD optimisation criteria instead of
SSE, as all of the higher rank MIR models have achieved the tar-
get WRMSSD value of less than or equal to 1.0. The inability of
the higher rank MIR models to converge at the minimum SSE value
may be due partly to the inability of the optimiser to find the global
minimum. However, it is also due to the presence of multiple global
minimums of similar SSE value. This was observed during the op-
timisation process- the optimiser was continuously coming up with
new sets of optimised parameters with similar SSE values, resulting
in an inability for the parameters to converge within a reasonable time
frame. This is an indication that the higher rank MIR models have
yet to be sufficiently constrained by the experimental data, and have
the potential to describe a greater variety of experimental data.
3.3.2 Model 2.1 Additional Datasets
Simulation Aims
Demonstrate versatility of Model 2.1
Similar to the CR3 additional datasets experiment, this experiment
seeks to validate the results obtained in the previous experiments, but
for MIR Model 2.1. The same two additional experimental datasets
are used (refer to Section 3.2.5). The purpose of this experiment is
to show that Model 2.1 is versatile enough to handle variations and
that there is no need for the higher order MIR models. Due to the
inability of the optimiser to find the global minimum, the parameters
for the previously optimised Model 2.1 are given to the optimiser as
an initial guess.
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Simulation Details
Hard bounds - No
Differential evolution parameters - Optimised parameters [83]
Model integration - Cash Karp Runga Kutta Adaptive Step
Optimization criteria - SSE
Maximum rate constant k - 20
Data processing approach - Statistical Treatment
Results and Discussion
Figure 3.17 shows the graphs of current against time for Model 2.1 opti-
mised from additional datasets at -35 mV clamping voltage. SCN5A with
TCAP R76 refers to the experimental set where SCN5A was co-expressed
with wild-type telethonin; SCN5A wth TCAP R76C refers to the experi-
mental set where SCN5A was co-expressed with mutant telethonin. The
parameters of the optimised Models 2.1 have changed i.e. they are differ-
ent from the initial guess. Both of the optimised models experience good
physical fitting. They also achieve the target WRMSSD values of less than
or equal to 1.0. The results confirm the versatility of Model 2.1.
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Figure 3.17: Graphs of current against time for Model 2.1 optimised from
additional datasets using SSE. For each optimised model (SSE), the simulated
trace at -35 mV clamping voltage is juxtaposed against its corresponding pro-
cessed experimental data. The experimental upper and lower deviation bands
(1 standard deviation) are visualised to better understand data variation. The
converged SSE value and its corresponding WRMSSD value (shown with a
* marking) for each optimised model is as follows: Model 2.1 (SCN5A with
TCAP R76) SSE=1.12683e+08 WRMSSD*=0.37, Model 2.1 (SCN5A with





4.1 Summary of the Thesis
This thesis began by laying the groundwork to support the need for a model
construction heuristic. The aim of the model construction heuristic is to find a
minimal and repeatable model topology for the inverse approach to ion chan-
nel model development. Such a heuristic would allow for the automation of ion
channel model development, a necessity in the light of increasing volumes of elec-
trophysiological data generated by automated high-throughput platforms. Some
basic properties of the model construction heuristic were determined, such as the
adoption of MIR canonical form and a form for the state transition equations
that is based on Reaction Rate Theory.
As there was no precedent, the framework for the model construction heuristic
had to be developed in Chapter 2. The basic assumptions for a model construc-
tion heuristic to be feasible were laid out and translated into practical require-
ments, such as the need for an optimiser that is always able to find the global
minimum and the need for a termination criteria that is able to take experimental
variation into account. Novel methods were then created to fulfil these require-
ments. For example, statistical treatment and Nernst potential correction were
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considered for data processing. For simulation and optimization, various termi-
nation criteria were considered and improvements were made to existing criteria.
Optimization parameter bounds were derived and the Cash Karp Runge Kutta
adaptive step numerical integration method was implemented while taking into
account relevant accuracy and optimization constraints. These methods were
implemented in C++ code that was automated, adhering to the original inten-
tion of automating ion channel model development. A preliminary concept of
the model heuristic was also created, to be tested based on the newly developed
framework.
In Chapter 3, the feasibility of the model construction heuristic was tested based
on the framework developed in Chapter 2. The preliminary trial surfaced several
problems:
1. None of the converged MIR models achieved the target RMSSD value
2. Optimization convergence time increased exponentially with increased model
complexity
3. Model trends might not be reliable as there was a possibility that the
optimiser was not converging at the global minimum
4. Visualisation of converged models showed a trend of poor physical fitting
The problem of the poor physical fitting of converged models was first investi-
gated. While investigating this problem, various modelling issues and constraints
were identified. These include:
1. The necessity of fitting the experimental data continuously
2. Nernst potential correction method is unsuitable for model optimization
3. RMSSD is an unsuitable criteria; while the improved WRMSSD is a promis-
ing criteria for ion channel model optimization
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4. Loosening constraints on the rate constant k allowed increasingly simple
models to model the experimental data
Based on these identified issues, the modelling framework was consequently im-
proved and was able to solve the problem of poor physical fitting of converged
models. Furthermore, using WRMSSD instead of RMSSD as a termination cri-
teria resulted in various models achieving the target WRMSSD value. This
solved the earlier problem of the converged MIR models not achieving the target
RMSSD value.
4.2 Limitations and Future Work
In order for the model construction heuristic to be truly feasible, we still need
to solve the convergence issue of the optimiser. During the course of the exper-
iments, there were multiple instances of the optimiser converging at the local
minimum or being unable to converge geometrically within a reasonable time
frame. This issue is likely to have been exacerbated due to the limited experi-
mental data used to constrain the models. We expect an improvement in opti-
miser performance by expanding the range of modelling information to include
experimental data generated not only from activation, but also inactivation and
deactivation voltage protocols.
Secondly, unexpected findings in the course of this research has suggested a
plausible alternative to the concept of standardized model topology expansion
using a construction heuristic. Since loosening constraints on the rate constant
k allows increasingly simple models to model the experimental data, it may
be sufficient to model macroscopic currents using a fixed and minimal model
topology such as the CR3 Model or MIR Model 2.1, and simply focus on finding
the best rate constants to fit the data by systematically loosening rate constant
constraints. Mathematically, loosening rate constant constraints allows for a
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stiffer ODE system that is able to model more rapid changes in channel behaviour
that would originally require more states to model. This is analogous to the
lumping of states as previously explained in Section 1.4.2.
Thus far, we have first created and then improved the framework for the devel-
opment of a model construction heuristic. We have found that the model form
is but one variable affecting the outcome of the model construction heuristic.
The outcome of the model construction heuristic is also heavily influenced by
the model development process, such as the choice of rate constant constraints
and the model integrator used. For example, a tighter rate constant constraint
would result in the heuristic constructing a larger model, and vice versa. Differ-
ent model development processes will hence lead to different modelling outcomes.
While we have now identified a clear modelling goal or termination point with
the novel goodness-of-fit criterion WRMSSD, we also realise that more than one
set of model development process and outcome is able to achieve this goal. In
order to successfully automate ion channel model development, we will need to
conduct more tests with a wider range of experimental data to identify the most
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Appendix A: An Introduction
to the Hodgkin-Huxley Model
The Hodgkin-Huxley model (HH model) is based on experiments measuring the
flow of ionic current through the membrane under the influence of a voltage
clamp. The voltage clamp enables electrophysiologists to hold the membrane
voltage at a set level. Different voltage clamp protocols elucidate different infor-
mation about the behaviour of the ion channel in response to voltage. A common
activation voltage protocol is illustrated in Figure 1 below.
Figure 1: Activation protocol [91].
HH model uses the concept of activating and inactivating particles to describe
ion channels [13]. Equation 1 describes the K+ activation gating particle, while
Equations 2 and 3 describe the Na+ activation and inactivation gating particles
[13, 56].
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(3)
Together, these activating and inactivating particles form a system of ordinary
differential equations (ODE(s)) that are independent from one another as shown
in Equation 4. Unlike the ODE system in a Markovian model where it is only
possible to be in one discrete state (particle) at any point in time, each HH
particle is either in an open or closed state at any point in time.
d[n]
dt






= αh(1− h)− βh(h)
(4)
The HH model approximates the quasi-ohmic nature of the current-voltage (I − V )
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relation in the Goldman-Hodgkin-Katz (GHK) current equation with an electri-
cal circuit representation given by Equation 5 [56].
Ix = gxPo(V − Ex) (5)
where x is the ion of interest, Ex its equilibrium potential, (V −Ex) is the driving
force, gx is the conductance of the ion channel of interest when all its channels are
open, and Po is the percentage of the ion channels that are open at a particular
point in time.
As all four independent gating particles have to be in the open state for the ion
to cross the membrane, Po is represented by n4 in the K+ channel model (four
activating particles), and m3h in the Na+ channel model (three activating and
one inactivating particle). The I − V relation of the K+ and Na+ channels are
thus given by Equation 6.
IK = gKn4(V − EK)
INa = gNam3h(V − ENa)
(6)
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