MR spectroscopy in human prostate: in vitro and in vivo measurements to optimize new quantification algorithms by Bellomo, Giovanni
Alma Mater Studiorum · Università di Bologna 
 
Scuola di Scienze 
Corso di Laurea Magistrale in Fisica 
MR spectroscopy in human prostate: in vitro and 
in vivo measurements to optimize new 
quantification algorithms 
Relatore: Presentata da: 
Prof. Romano Zannoli Giovanni Bellomo 
Correlatore:  
Dott. David Bianchini 
Dott. Francesco Marcocci 
Sessione II 
Anno Accademico 2014/2015
 
  
 
 
 
A mio padre, per tutte le risposte date ai miei perché e per essere sempre stato un 
esempio di coraggio e gentilezza.  
A mia madre, per avermi insegnato i valori dell’onestà e del duro lavoro e per essermi 
sempre stata accanto nei momenti più difficili. 
  
 
  
Abstract 
Il cancro della prostata (PCa) è il tumore maligno non-cutaneo più diffuso tra gli uomini 
ed è il secondo tumore che miete più vittime nei paesi occidentali. La necessità di nuove 
tecniche non invasive per la diagnosi precoce del PCa è aumentata negli anni. 1H-MRS 
(proton magnetic resonance spectroscopy) e 1H-MRSI (proton magnetic resonance 
spectroscopy imaging) sono tecniche avanzate di spettroscopia in risonanza magnetica 
che permettono di individuare presenza di metaboliti come citrato, colina, creatina e in 
alcuni casi poliammine in uno o più voxel nel tessuto prostatico. L’abbondanza o 
l’assenza di uno di questi metaboliti rende possibile discriminare un tessuto sano da uno 
patologico. Le tecniche di spettroscopia RM sono correntemente utilizzate nella pratica 
clinica per cervello e fegato, con l’utilizzo di software dedicati per l’analisi degli spettri. 
La quantificazione di metaboliti nella prostata invece può risultare difficile a causa del 
basso rapporto segnale/rumore (SNR) degli spettri e del forte accoppiamento-j del citrato. 
Lo scopo principale di questo lavoro è di proporre un software prototipo per la 
quantificazione automatica di citrato, colina e creatina nella prostata. Lo sviluppo del 
programma e dei suoi algoritmi è stato portato avanti all’interno dell’IRST (Istituto 
Romagnolo per lo Studio e la cura dei Tumori) con l’aiuto dell’unità di fisica sanitaria. Il 
cuore del programma è un algoritmo iterativo per il fit degli spettri che fa uso di 
simulazioni MRS sviluppate con il pacchetto di librerie GAMMA in C++. L’accuratezza 
delle quantificazioni è stata testata con dei fantocci realizzati all’interno dei laboratori 
dell’istituto. Tutte le misure spettroscopiche sono state eseguite con il nuovo scanner 
Philips Ingenia 3T, una delle machine di risonanza magnetica più avanzate per 
applicazioni cliniche. Infine, dopo aver eseguito i test in vitro sui fantocci, sono stati 
acquisiti gli spettri delle prostate di alcuni volontari sani, per testare se il programma fosse 
in grado di lavorare in condizioni di basso SNR.  
 
 
 
 
 
Abstract 
 
Prostate cancer (PCa) is the most common non-cutaneous cancer in male subjects and the 
second leading cause of cancer-related death in western countries. The necessity of a non-
invasive technique for a diagnosis of PCa in early stage has grown through years. 1H-
MRS ((proton magnetic resonance spectroscopy) and 1H-MRSI (proton magnetic 
resonance spectroscopy imaging) are advanced magnetic resonance techniques that can 
mark the presence of metabolites such as citrate, choline, creatine and polyamines in a 
selected voxel, or in an array of voxels in MRSI inside prostatic tissue. Abundance or 
lack of some of these metabolites can discriminates between pathological and healthy 
tissue. Although the use of MRS is well established in brain and liver with dedicated 
software for spectral analysis, quantification of metabolites in prostate can be very 
difficult to achieve, due to poor signal to noise ratio and strong j-coupling of the citrate. 
The main aim of this work is to submit a software prototype for automatic quantification 
of citrate, choline and creatine in prostate. The development of this software was carried 
out at IRST (Istituto Romagnolo per lo Studio e la cura dei Tumori) with the help of the 
medical physics unit. The core of the program is an iterative fitting routine that makes use 
of MRS simulations developed with the GAMMA libraries in C++. The accuracy of the 
quantifications was tested on homemade phantoms, manufactured in the biological 
laboratories of the research institute. All the measurements were performed with the new 
Philips Ingenia 3T, one of the most advanced MR scanner for clinical applications. 
Finally, we performed acquisitions on healthy volunteers to test the ability of the program 
to work in low SNR conditions.  
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INTRODUCTION 
 
Prostate cancer (PCa) is the most common non-cutaneous cancer in male subjects and the 
second leading cause of cancer-related death in western countries (1). New techniques for 
detecting PCa at an early stage without invasive methods involve the use of proton MR 
spectroscopy (1H-MRS) and Magnetic Resonance Spectroscopy Imaging (MRSI). 
Quantification of metabolites such as citrate, choline, creatine and even polyamines with 
MR spectroscopy showed good sensitivity and specificity for the diagnosis of PCa (2) (3) 
(4). In particular the ratio between their concentrations (𝑐ℎ𝑜𝑙𝑖𝑛𝑒[ ] + 𝑐𝑟𝑒𝑎𝑡𝑖𝑛𝑒[ ])/
𝑐𝑖𝑡𝑟𝑎𝑡𝑒[ ]or the much simpler 𝑐ℎ𝑜𝑙𝑖𝑛𝑒[ ]/𝑐𝑖𝑡𝑟𝑎𝑡𝑒[ ] are the variables of clinical interest 
because of their correlation with the Gleason score (5), which is a grading system used to 
assess the aggressiveness of PCa from the biopsy of the prostate (6).                                                                                                                              
- Citrate (Cit) is the main product of prostate epithelial cells and one of the main 
components of prostatic fluid (7), it is involved in the physiological activity of the 
prostate. In PCa, a decrease in zinc levels leads to activation of m-aconitase with 
ensuing oxidation of citrate (8).  
- Choline (Cho) and choline-containing compounds are involved in the 
phospholipid metabolism and higher levels of choline are found in PCa due to 
increased cellular membrane production in the cancerous tissue (9).  
- Creatine (Cr) and phosphocreatine, which are seen at the same peaks in 1H-MRS 
with common clinical spectrometers (𝐵0 ≤ 3𝑇), have the function of regulating 
ATP production (10), no significant differences are observed in normal and 
cancerous tissue, but it is common practice to consider Cr in MRS analysis to use 
it as a reference compound.  
- Spermine, which is the most common polyamine in prostate tissue, plays a role in 
prostatic growth and differentiation (11). Decrease of polyamines in prostatic 
tissue occurs in PCa (11). Although it is not always possible to detect polyamines 
using clinical spectrometers, their quantification is the target of the most recent 
clinical MRS researches on PCa. 
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1H-MRS in Brain and Liver is well established and software like JMRui (12), LCModel 
(13), SpectroView (Philips Healthcare) and Tarquin (14) are commonly used in clinical 
practice. Diagnostics using 1H-MRS of PCa in prostate is quite difficult at the moment 
because of the poor Signal to Noise Ratio (SNR) of MRSI, due to the presence of rectum 
next to the shimming volume. The absence of a dedicated software for the spectrum 
analysis makes MRS quantification in Prostate not well suited for clinical practice, 
although JMrui (15) and LCModel (16) provide features and tools for simulation that fit 
the purpose. Moreover, due to the poor SNR and to lipid contamination, quantification 
with short echo time sequences, such as Stimulated Echo Acquisition Mode (STEAM), 
sequence is difficult to achieve (15). Consequently, to achieve an SNR greater than 
STEAM, Point Resolved Spectroscopy (PRESS) with higher echo times should be used. 
The hydrogen nuclei of the two magnetically equivalent methylene groups of Cit are 
strongly coupled, evolution of the system for long echo times leads to a significant j-
coupling modulation of the signal; moreover both the chemical shift frequencies and the 
j-coupling constant depend on pH and cation concentration in the tissue (17). All this 
variability in the shape of Cit spectrum is difficult to manage with the software available 
for clinical practice and a rigorous quantum mechanical treatment must be used to predict 
the correct line-shape, in function of j-coupling and echo time used, to correctly fit the 
spectrum. Spermine is a coupled spin system and, in addition to its amine groups, contains 
10 methylene groups. These methylene protons consist of symmetrical pairs that produce 
a wired NMR spectrum due to j-coupling between them. Complex line-shape spectrum, 
low resolution at clinically used magnetic fields, conspicuous number of resonating 
hydrogens, j-coupling constants and chemical shifts parameters (18), make the 
quantification of spermine and other polyamines among the most difficult tasks of 
research in MRS for PCa diagnosis.  
The main aim of this work is the development of an algorithm for an accurate 
quantification of citrate, choline and creatine and the ratio 
𝐶ℎ𝑜+𝐶𝑟
𝐶𝑖𝑡
 in prostatic tissue that 
makes use of prior knowledge of the spin system associated with the chemical groups of 
metabolites with rigorous quantum mechanical calculations. The research and the 
experiments made to quantify the spectra of the metabolites led to the construction of a 
homemade software for automatic analysis of the NMR spectroscopy signals (see Fig. 1). 
To assess the goodness of fits and quantifications, several tests on homemade phantoms 
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and healthy volunteers were performed by the Unit of Medical Physics of the IRST center, 
comparing the results with those obtained using other software. 
 
 
Fig. 1: Screenshot of the homemade quantification software during a quantification. 
 
This work is structured as follows: 
1. In chapter one are described some important aspects of magnetic resonance 
theory, focusing on spectroscopy applications. MR theory is treated starting from 
a classical view of magnetic resonance until the development of the density matrix 
formalism. This part of the work has been crucial for the development of the 
algorithms of the homemade software because density matrices are used in the 
program to manage metabolites spectra. Some general notions of how a common 
spectrometer works and a description of the sequences used in common clinical 
spectrometers are also provided. The reader who is not interested in theory or is 
already familiar with magnetic resonance spectroscopy can skip this part. 
2. In chapter two all the information is provided about the materials used to build 
and measure the phantoms, the pulse sequences used and the general features of 
the spectrometer Philips Ingenia 3T. In this chapter there is also a description of 
the homemade software and some algorithms of the jMRui package. 
3. Results of the measurements on phantoms and on two healthy volunteers are 
showed in chapter 3. First of all, Spectral parameters of citrate were evaluated 
from phantoms and from in vivo spectra using theory developed in chapter 1, then 
we measured correction factors for transverse relaxation. Finally the quantities 
measured with the homemade software were compared with the real molarities of 
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the metabolites inside the phantoms; the same analysis was done using jMRui for 
comparison. In the last part of chapter 3 the fitting capabilities of the homemade 
program was tested on in vivo spectra with low SNR, and then compared with 
AMARES and QUEST (two algorithms of the jMRui package). 
4. Chapter 4 contains the overall considerations on the results shown in chapter 3, 
their limitations and the prospective for future developments. 
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1 THEORY OF MRS 
1.1 CLASSICAL EXPLANATION OF MAGNETIC 
RESONANCE 
 
In a classical way, we can imagine a system of atomic nuclei with a total magnetization 
𝑴. This magnetization vector is the average nuclear magnetic dipole momentum inside 
an ensemble of nuclei, so it is made by considering the magnetic dipole momentum of all 
the atom species in the volume. So, for simplicity, let’s consider a single nucleus with a 
nuclear magnetic dipole momentum 𝝁 = 𝛾𝑱 , originated from an intrinsic angular 
momentum 𝑱, 𝛾 is called gyromagnetic ratio and quantifies the coupling between 𝝁 and 
𝑰 (𝛾 can be either positive or negative). If we put the nucleus inside a static magnetic 
field 𝑩𝟎 , which is orientated, for example, along the z-axis, such a system gains an 
energy: 
 𝐸 = −𝝁 ∙ 𝑩𝟎 
(  1  ) 
And the field generates a torque on the magnetic moment: 
𝜞 = 𝝁 ⨯ 𝑩𝟎. 
Using the law of conservation of angular momentum, we can describe the motion of 𝝁:  
𝝁 = 𝛾𝑱  
(  2  ) 
𝚪 =
𝑑𝑱
𝑑𝑡
  
 
𝑑𝝁
𝑑𝑡
= 𝛾𝝁 ⨯ 𝑩𝟎 = −𝛾𝑩𝟎 ⨯ 𝝁 
(  3  ) 
     
Eq.(  3  ) shows a typical motion called Larmor precession which is represented in Fig. 2: 
𝝁 precesses around 𝑩𝟎 with an angular frequency  𝝎𝟎 = −𝛾𝑩𝟎 called Larmor frequency, 
6 
 
the negative sign indicates that  𝝎𝟎 is antiparallel to the applied field, so 𝝁  rotates 
clockwise around the z-axis. 
 
Fig. 2: Larmor precession of nuclear magnetic momentum. 
An easy way to understand the magnetic resonance phenomenon, is to look at the system 
from a rotating frame as the one shown in Fig. 3. 
                  
Fig. 3: A frame of reference, rotating with an angular frequency Ω clockwise around the z-axis 
 
From the rotating frame point of view, 𝝁′ is rotating with an angular frequency: 
𝝎′ = −𝑩0 −
𝜴
𝛾
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Then, if we apply a field 𝑩1 = 𝐵1𝒙′̂, rotating at the same angular frequency of the rotating 
frame, (see Fig. 4) the nucleus perceives an apparent magnetic field in its precession 
motion: 
𝑩𝑎𝑝𝑝 = 𝑩1
′+𝑩0 +
𝜴
𝛾
= 𝐵1𝒙′̂ + (𝐵0 +
𝛺
𝛾
) ?̂? 
 
Fig. 4: The 𝑩𝟏 rotating field. 
 
In this frame of reference, under the effect of the applied field 𝑩1, we obtain a new 
equation of motion for 𝝁′: 
𝑑𝝁′
𝑑𝑡
= 𝛾𝝁′ ⨯ [(𝐵0 +
𝛺
𝛾
) ?̂? + 𝐵1 𝒙′ ̂] 
(  4  ) 
And thus we find the resonance condition:               
  𝜴 = −𝛾𝑩𝟎 = 𝝎𝟎 = 2𝜋𝝂𝟎 
(  5  ) 
When the frequency 𝜴 of the applied  𝑩1 is equal to the Larmor frequency of the nucleus, 
we meet the resonance condition of Eq.(  5  ), the apparent field in the z component of 
Eq.(  4  ) is equal to zero and 𝝁′ precesses totally around the x’-axis. Thus, we can make 
the magnetic dipole momentum flip from the z-axis to the x-y plane with any nonzero 
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magnitude of the 𝑩𝟏 field. In Fig. 5 are given the Larmor frequencies of some relevant 
isotopes under a static field’s magnitude of 1, 1.5 and 3 Tesla. 
 
 
Fig. 5: Table of Larmor frequencies. 
 
In practice it is not necessary to satisfy perfectly Eq.(  5  ) to make the nuclear magnetic 
momentum to flip, we only need 𝜴 to be close enough to the Larmor angular frequency 
of the nuclei of interest. So we have 𝐵1 ≫  𝛥𝐵 = 𝐵0 +
𝜴
𝜸
  and the motion of the 
magnetization (the average magnetic dipole momentum) can be considered a pure 
precession around the x’-axis (see Fig. 6). 
 
Fig. 6: The more 𝛺 is close to the Larmor frequency, the more 𝐵1 dominates on 𝛥𝐵 = 𝐵0 +
𝛺
𝛾
. 
The angle 𝜃 = 𝛾𝐵1𝑡 between 𝝁 and the z-axis, after 𝑩1 is applied for a time t, is called 
flip angle. It is more convenient to use an oscillating magnetic field originated from a 
linearly polarized radiofrequency pulse, rather than a rotating one. In fact any oscillating 
field can be represented by the sum of two rotating components, one rotating clockwise 
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and the other counterclockwise  with  respect to 𝑩𝟎(see Fig. 7). The counterclockwise 
component, in the rotating frame at the Larmor frequency, seems to rotate with an angular 
frequency −2𝜴 and it is completely out of resonance; consequently only the clockwise 
component of the RF oscillating field gives a relevant contribution. 
 
Fig. 7: An oscillating magnetic field on the x-axis is equivalent to the sum of two counter-rotating fields with half of 
the intensity. 
 
1.2 CHEMICAL SHIELDING 
 
The electronic environment of an atom or a molecule has an influence on the static field 
perceived by the nucleus, which actually senses a decreased field. The phenomenon can 
be understood easily from Fig. 8, in a classical way we can figure that an external 
magnetic field, through Lorentz force, induces currents in the electron cloud. These 
currents generate a magnetic field opposed to 𝑩𝟎  decreasing the magnetic field 
experienced by the nucleus. This effect is called chemical shielding or screening of the 
nucleus. 
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Fig. 8: In this pictorial representation, the overall motion of the electrons, caused by Lorentz force, can be simplified 
considering a negative chrged particle moving with speed ?⃑?  in a cicular motion. This particle generates a current, 
which then generates a field opposed to 𝐵0. 
 
The shielding is proportional to 𝐵0, thus the effective field on the nucleus is: 
𝑩𝒆𝒇𝒇 = 𝑩𝟎 −𝑩𝒊𝒏𝒅𝒖𝒄𝒆𝒅 = 𝑩𝟎 − 𝝈𝑩𝟎 
(  6  ) 
𝝈 = |
𝜎𝑥𝑥 0 0
0 𝜎𝑦𝑦 0
0 0 𝑧𝑧
| 
𝝈 is the so-called shielding factor, in general it is a second rank tensor (19). However, 
rapid, random tumbling of molecules in liquids and gases leads to an averaging of the 
shielding interactions to an isotropic scalar quantity  𝜎𝑖𝑠𝑜 , this is the case of most 
biological tissues: 
 
𝜎 = 𝜎𝑖𝑠𝑜 =
1
3
(𝜎𝑥𝑥 + 𝜎𝑦𝑦 + 𝜎𝑧𝑧) 
 
𝑩𝒆𝒇𝒇 = 𝑩𝟎(1 − 𝜎) 
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As 𝐵𝑖𝑛𝑑𝑢𝑐𝑒𝑑  is smaller in magnitude than  𝐵0 , 𝜎  is always less than 1. Considering a 
spherical symmetric electronic 𝑆  state, Lamb (20) gave a first quantification of the 
shielding factor: 
𝜎𝐷 =
4𝜋𝑒2
3𝑚𝑒𝑐2
∫ 𝑟𝜌(𝑟)𝑑𝑟
∞
0
 
Here 𝜌(𝑟) is the density of electrons as a function of radial distance from the nucleus, 
while 𝑒, 𝑚𝑒 and 𝑐 are respectively the charge of the electron, its mass and the speed of 
light in vacuum. For molecules analytical values for 𝜎 are more complicated, like the one 
found by Ramsey (21). By the way, typical values for 𝜎 are 10−5 for protons and 10−2 
for heavier nuclei. Consequently, the frequency at which the nucleus resonates becomes: 
𝜈𝑒𝑓𝑓 =
𝛾
2𝜋
𝐵0(1 − 𝜎) 
So, because the frequencies depend on the applied field, it is more practical to choose a 
reference compound and use the relative difference in ppm (parts per million) to quantify 
the chemical shift: 
𝛿(𝑝𝑝𝑚) =
𝜈 − 𝜈𝑟𝑒𝑓
𝜈𝑟𝑒𝑓
∙ 106 
The rationale of NMR spectroscopy in medicine and biology is to measure the chemical 
shift of an atom or a molecule and quantify its presence inside a biological tissue, indeed, 
the reference compound should be chemically inert and the position of its chemical shift 
should not fluctuate remarkably because of external variables such as temperature and 
should produce an evident resonance peak, well separated from the other ones. It is a 
common practice to use tetramethylsilane (TMS) as reference compound in NMR 
spectroscopy, but, because of its toxicity, in biological applications or in vivo applications 
the use of Creatine (Cr) or CH3 peak of N-acetyl aspartate (NAA) is more suitable. 
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1.3 QUANTUM MECHANICAL TREATMENT OF MRS 
 
As in other branches of spectroscopy, an explanation of many aspects of MRS requires 
the use of quantum mechanics. Now we can introduce the Spin quantum number I, 
responsible for the magnetic dipole momentum 𝝁𝒏 of nuclei: 
𝝁𝒏 = 𝛾𝑛ħ𝑰 
(  7  ) 
Where 𝛾𝑛 is the gyromagnetic ratio of the nucleus and ħ is the Planck constant divided 
by 2π. 𝛾𝑛 and 𝑰 are intrinsic properties of a nucleus, some relevant values are illustrated 
in Fig. 9. Fluorine is not normally found in biopolymers, so the isotope which generates 
the highest signal is in general 1H, due to its high gyromagnetic ratio(γ) and its natural 
abundance in organic compounds. The γ factor influences the population of the excited 
spin state, as we will see later (see Eq.(  9  )), thus the higher  the gyromagnetic ratio, the 
higher will be the magnetization and then the higher will be the signal. 
 
 
Fig. 9: Spin values and gyromagnetic ratios of common isotopes used in NMR spectroscopy.  
 
In quantum mechanics, energy in Eq.(  1  ), becomes the so-called Zeeman Hamiltonian 
operator (𝑩𝟎 is aligned with z-axis): 
𝐻0 = −𝝁 ∙ 𝑩𝟎 = −𝜇𝑧𝐵0 
Using Eq.(  7  ), we insert the quantum angular momentum operator ħ𝑰: 
𝐻0 = −ħ𝛾𝑩𝟎 ∙ 𝑰 == −ħ𝛾𝐵0𝐼𝑧 
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Through the quantization of 𝐼𝑧, the energy levels of the system, eigenvalues of operator 
𝐻, become discrete: 
𝐻0 = −𝑚ħ𝛾𝐵0 
𝑚 = −𝐼,− 𝐼 + 1,… , 𝐼 − 1, 𝐼 
For the purpose of this work we can focus only on systems with spin 
1
2
, like 1H. For 
1
2
 spin 
systems, there are only 2 energy levels allowed: the lower energy state 𝐸𝛼 and the excited 
one 𝐸𝛽: 
𝐸𝛼 = −
𝛾ħ𝐵0
2
= −
ħ𝜔
2
 
(  8  ) 
𝐸𝛽 = +
𝛾ħ𝐵0
2
= +
ħ𝜔
2
 
To prevent ambiguities during calculations, we will consider frequencies and angular 
frequencies positive from now on. The difference 𝛥𝐸 = ħ𝜔  between the two levels 
is 𝛾ħ𝐵0, and so, it increases with 𝐵0, as shown below in Fig. 10. 
 
Fig. 10: Energy levels in I=1/2 spin system. 
Populations of these energy states are given by the use of Boltzmann distribution (19): 
 
𝑁𝛼
𝑁𝛽
= 𝑒
−𝛾ħ𝐵0
𝐾𝑇  ≃1 −
𝛾ħ𝐵0
𝐾𝑇
 
(  9  ) 
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Approximation in the last passage is made considering that, for 𝐵0  up to 10 Tesla 
and  𝑇° >  1 °𝐾 , the ratio 
𝛾ħ𝐵0
𝐾𝑇
 is at least 4 order of magnitude smaller than 1. This 
approximation justifies the fact that the signal in a clinical spectrometer is proportional 
to 𝐵0. This phenomenon can also be understood by considering that the signal, produced 
by the magnetization 𝑴  of the sample, is proportional to the difference in level 
populations. From Eq.(  9  ) we find that this difference is proportional to the ratio 
𝐵0
𝑇
  
(Curie law): 
𝑆𝑖𝑔𝑛𝑎𝑙 ∝ M ∝
𝐵0
𝑇
 
As we can see in Fig. 11, under the application of the static field, a system of randomly 
oriented ½ spins becomes ordered in 2 states, one of lower energy (α-state) and one of 
higher energy (β-state). 
 
Fig. 11: A) Random orientation of nuclear spins. B) When the static field is applied, the spins orientate themselves in 
one of the two allowed states. 
 
Although we can figure that also from the “quantistic” point of view the spins are 
precessing around 𝑩𝟎 in a mixed α-β state, measuring the state of one of them will make 
its wave function collapse into one of two states, thus finding it completely parallel or 
antiparallel to 𝑩𝟎.  
We will see later that the expectation value of the system follows the classical Larmor 
precession, thus considering a macroscopic sample we will measure the classical 
magnetization 𝑴 precessing around 𝑩𝟎. We can consider now an oscillating magnetic 
field, like the one shown in Fig. 7. 
 If we turn this radiofrequency wave on for a certain time a new term 𝐻′ have to be added 
to the Hamiltonian: 
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𝐻′ = 2𝜋𝜇𝑥𝐵1 cos(2𝜋𝜈𝑡) = 2𝜋ħ𝛾𝐼𝑥𝐵1 cos(2𝜋𝜈𝑡) 
 
𝐻0 = −ħ𝛾𝐵0𝐼𝑧 
 
𝐻 = 𝐻0 + 𝐻′ 
This new term allows transitions between the energy states of 𝐻0, it is possible to obtain 
the transition probability 𝑃 for transitions from an initial 𝑚′ state to a final 𝑚 state by 
applying the famous Fermi golden rule (using first-order perturbation theory (19)): 
𝑃 = 𝛾2𝐵1
2|⟨𝑚|𝐼𝑥|𝑚′⟩|
2δ(‖𝜈𝑚 − 𝜈𝑚′‖ − 𝜈) 
(  10  ) 
It’s possible to learn something from Eq.(  10  ): 
1. First of all we can understand better the results obtained from classical theory, the 
precession of the Magnetization can be seen as the gradual flipping of the nuclear 
spins from the upper Energy states to the lower one.  
2. The flipping probability is higher as the excitation field 𝐵1 and the gyromagnetic 
factor increase. 
3. Because of the Dirac function, only a radiofrequency impulse with an energy that 
matches the difference between energy levels (resonance condition) can make the 
system flip. In practice the Dirac function (which is really unrealistic) is replaced 
by a line shape function 𝑔(ν) that is a Lorentzian or approximately Lorentzian 
centered on the resonance frequency ‖𝜈𝑚 − 𝜈𝑚′‖. 
4. Considering spin 
1
2
 systems, as the one corresponding to Eq.(  8  ), we can see that 
the difference in energy (in frequency units) between levels corresponds to the 
Larmor frequency of the system. This fact implies that the classical and the 
quantum resonance frequency values are the same. 
 
5. Using the properties of quantum angular momentum operators, 𝐼𝑥 can be written 
as a combination of the ladder operators (a similar approach can be used for 𝐼𝑦): 
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𝐼𝑥 =
𝐼+ + 𝐼−
2
 
 
Considering this last formula and the scalar product in Eq.(  10  ), we find that the 
allowed levels are the ones with 𝛥𝑚 = ±1 (other values of 𝛥𝑚 give a null scalar 
product). 
 
 
1.3.1 CHEMICAL SHIFT HAMILTONIAN 
We can now compute the eigenvalues of the Hamiltonian operator considering the 
presence of various chemical species with screening factor 𝜎𝑖: 
𝐻0 = −∑𝛾𝑖ħ
𝑁
𝑖=1
(1 − 𝜎𝑖)𝐵0𝐼𝑧𝑖 
For the sake of simplicity only two different chemical shift species of hydrogen can be 
considered: 
𝐻0 = −ħ𝛾(1 − 𝜎𝐴)𝐵0𝐼𝑧𝐴 − ħ𝛾(1 − 𝜎𝐵)𝐵0𝐼𝑧𝐵 = −ℎ𝜈𝐴𝐼𝑧𝐴 − ℎ𝜈𝐵𝐼𝑧𝐵 
(  11  ) 
With 𝜈𝐴 > 𝜈𝐵. Writing down Schrödinger equation we obtain: 
(𝐻0 − 𝐸)|𝜓⟩ = 0  
It is easy to compute eigenvalues using a set of standard spin functions, products of the |𝛼⟩ 
and |𝛽⟩ states of Fig. 10. 
|𝜙1⟩ = |𝛼𝛼⟩, |𝜙2⟩ = |𝛼𝛽⟩, |𝜙3⟩ = |𝛽𝛼⟩, |𝜙4⟩ = |𝛽𝛽⟩ 
 
With this basic functions we can now compute matrix elements of 𝐻0, as it is shown 
below. 
𝐻𝑖𝑗 = ⟨𝜙𝑖|𝐻0|𝜙𝑗⟩ 
𝐻0 becomes diagonal and eigenvalues can be found by solving the secular equation. 
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𝑑𝑒𝑡 |
𝐻11 − 𝐸  
 𝐻22 − 𝐸
 
                            
𝐻33 − 𝐸  
 𝐻44 − 𝐸
| = 0 
(  12  ) 
The four energy levels (the eigenvalues of the Hamiltonian operator) are showed in Table 
1, for brevity, calculations were omitted, but can be easily checked using the book in 
reference (19). Frequencies, angular frequencies and energies, will be used, from now on, 
indistinctly due to the fact that are all proportional quantities: 𝐸 = ℎ𝜈 = ħ𝜔.   
 
 
 
 
 
 
 
Table 1: Energy levels of the 2-spin system without coupling. 
Since, by Eq.(  10  ), only changes of magnetic quantum number with 𝛥𝑚 = ±1 can 
occur, the allowed transitions are: 𝐸1 ↔ 𝐸2  with 𝛥𝐸 = 𝜈𝐵, 𝐸1 ↔ 𝐸3 with 𝛥𝐸 = 𝜈𝐴, 𝐸3 ↔
𝐸4 with 𝛥𝐸 = 𝜈𝐵 and 𝐸2 ↔ 𝐸4 with 𝛥𝐸 = 𝜈𝐴. This means that in the NMR spectrum of 
this system we would see two spectral lines centered in 𝜈𝐴 and 𝜈𝐵. The allowed transitions 
of this system occur with the same probability (2 with energy 𝜈𝐴 and 2 with 𝜈𝐵), thus, we 
see two peaks of equal magnitude, as showed in Fig. 12. 
 
 Energy level        𝐸1 𝐸2 𝐸3 𝐸4 
Energy   −
1
2
(𝜈𝐴+𝜈𝐵)  −
1
2
(𝜈𝐴−𝜈𝐵)  +
1
2
(𝜈𝐴−𝜈𝐵)  +
1
2
(𝜈𝐴+𝜈𝐵) 
Eigenstate  |𝛼𝛼⟩ |𝛼𝛽⟩ |𝛽𝛼⟩ |𝛽𝛽⟩ 
m   1 0 0 -1 
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Fig. 12: Modulus of an NMR spectrum of a 2-spins system without coupling. 
 
1.3.2 J-COUPLING  
Magnetic interactions between nuclei can occur through space (dipolar coupling) and 
through chemical bonds (j-coupling). Dipolar coupling Hamiltonian term is described 
below: 
 
𝐻𝑑𝑖𝑝 =
𝝁𝟏 ∙ 𝝁𝟐
𝑟3
− 3
(𝝁𝟏 ∙ 𝒓)(𝝁𝟐 ∙ 𝒓)
𝑟5
 
(  13  ) 
Where 𝒓 is the distance between the two nuclei and 𝝁𝟏 𝝁𝟐 are the nuclear magnetic dipole 
quantum operators of two coupled nuclei. Dipolar coupling is important in relaxation 
processes and defines line-shapes of peaks. It usually does not affect the number of peaks 
or the Larmor frequencies in the spectrum of biological tissues, because interacting nuclei 
are in molecules that are in rapid random motion, as are most small molecules in solution. 
Consequently, this interaction averages almost completely to zero (19) (22). 
Rapid tumbling of molecules does not average to zero j-coupling interaction, which 
depends on chemical bonds and not on orientation or distances between nuclei, unlike 
dipolar term in Eq.(  13  ). J-coupling can be either homonuclear or heteronuclear, this 
interaction involves nuclei mainly through covalent bonds (23) and with less strength 
through hydrogen bonds (24). The hyperfine interaction between electronic and nuclear 
spins is governed by the Fermi contact interaction: 
𝐸𝐹𝑒𝑟𝑚𝑖 = −
2
3
𝜇0𝝁𝒏 ∙ 𝝁𝒆||𝜓(0)||
2 
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Where 𝜇0 is the magnetic permeability of vacuum, 𝝁𝒏 and 𝝁𝒆 are the magnetic dipole 
moments of nucleus and the electron respectively and 𝜓(0) the electronic wave function 
at the nucleus. Since electrons have negative gyromagnetic ratios, the Fermi contact 
interaction favors the antiparallel spin configuration that has a lower energy value. 
Meanwhile Pauli Exclusion Principle says that electronic spins in an orbital must be 
antiparallel, this might force the system to be in a higher energy configuration, as shown 
in  Fig. 13. 
 
Fig. 13: The Fermi contact interaction and the Pauli Exclusion Principle establish the j-coupling between two nuclei 
linked by a covalent bond. 
Thus, because of j-coupling, another term has to be added to the Hamiltonian, writing it 
in terms of frequencies we have: 
𝐻 = −𝜈𝐴𝐼𝑧𝐴 − 𝜈𝐵𝐼𝑧𝐵 + 𝑗𝐴𝐵𝑰𝑨 ∙ 𝑰𝑩 
(  14  ) 
As can be seen from Eq.(  14  ), 𝑰𝑨 and 𝑰𝑩 are coupled by a scalar factor 𝑗𝐴𝐵. In general, 
this quantity is a 3 ⨯ 3 tensor, but in liquids and biological tissues it averages to a scalar 
isotropic factor, due to rapid tumbling of nuclei. To find the matrix form of this new 
Hamiltonian we have to consider the total spin operators: 
𝑭 = 𝑰𝐴 + 𝑰𝐵                𝐹𝑧 = 𝐼𝑧𝐴 + 𝐼𝑧𝐵 
With the eigenvectors of 𝐹𝑧: 
𝜙 
1
 𝜙 
2
 𝜙 
3
 𝜙 
4
 
|𝛼𝛼⟩ |𝛼𝛽⟩ |𝛽𝛼⟩ |𝛽𝛽⟩ 
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And its eigenvalues: 
 
 
 
The selection rule becomes 𝛥𝑓𝑧 = ±1, consequently only a single spin can flip during a 
single transition. It’s easy to show that 𝐹𝑧 commute with 𝐻 of Eq.(  14  ), and thus we 
have: 
[𝐹𝑧 , 𝐻] = 0   →    (𝑓𝑧𝑚 − 𝑓𝑧𝑛)⟨𝜙𝑚|𝐻|𝜙𝑛⟩ = 0 
(  15  ) 
From Eq.(  15  ) the Hamiltonian matrix elements that can be non-zero are the terms 
⟨𝜙𝑚|𝐻|𝜙𝑛⟩  corresponding to 𝑓𝑚 = 𝑓𝑛  . In this way we can write down the secular 
equation: 
𝑑𝑒𝑡 |
𝐻11 − E 0
0  𝐻22 − E
0            0
𝐻23            0
0         𝐻32
0             0
𝐻33 − E    0
0 𝐻44 − E
| = 0 
Evaluating the matrix elements, it can be found: 
𝐻11 = − 
1
2
(𝜈𝐴+𝜈𝐵) +
1
4
𝑗𝐴𝐵 
𝐻22 = − 
1
2
(𝜈𝐴−𝜈𝐵) −
1
4
𝑗𝐴𝐵 
𝐻33 = + 
1
2
(𝜈𝐴−𝜈𝐵) −
1
4
𝑗𝐴𝐵 
𝐻44 = + 
1
2
(𝜈𝐴+𝜈𝐵) +
1
4
𝑗𝐴𝐵 
𝐻23 = 𝐻32 = +
1
2
𝑗𝐴𝐵 
(  16  ) 
𝑓z1 𝑓z2 𝑓z3 𝑓z4 
1 0 0 −1 
𝐹𝑧𝜙 𝑚 = 𝑓𝑧𝑚𝜙 𝑚 
 
21 
 
1.3.3 WEAK COUPLING APPROXIMATION AND FIRST-
ORDER SPECTRA  
In most cases the weak coupling approximation can be used to simplify spectral analysis 
𝑗𝐴𝑋 << |𝜈𝐴−𝜈𝑋| 
With this approximation, comparing with results from Eq.(  16  ), it is possible to see that 
eigenvalues of the 2-spin system becomes the ones of a diagonal Hamiltonian with 𝐻23 =
𝐻32 = 0. Weak coupled systems are commonly called AX systems and can be described 
by the weak coupled Hamiltonian: 
𝐻 = −𝜈𝐴𝐼𝑧𝐴 − 𝜈𝑋𝐼𝑧𝑋 + 𝑗𝐴𝐵𝐼𝑧𝐴𝐼𝑧𝑋 
(  17  ) 
𝑑𝑒𝑡
|
|
− 
1
2
(𝜈𝐴+𝜈𝐵) +
1
4
𝑗
𝐴𝐵
− E 0
0  −  
1
2
(𝜈𝐴−𝜈𝐵) −
1
4
𝑗
𝐴𝐵
− E
0                                              0
0                                              0
0                                                  0
0                                                  0
+ 
1
2
(𝜈𝐴−𝜈𝐵) −
1
4
𝑗
𝐴𝐵
− E  0
0 + 
1
2
(𝜈𝐴+𝜈𝐵) +
1
4
𝑗
𝐴𝐵
− E
|
|
= 0 
 
Solving the secular equation we find the energy values of the system: 
𝐸1 𝐸2 𝐸3 𝐸4 
−
1
2
(𝜈𝐴+𝜈𝑋) +
1
4
𝑗𝐴𝐵  −
1
2
(𝜈𝐴−𝜈𝑋) −
1
4
𝑗𝐴𝑋 +
1
2
(𝜈𝐴−𝜈𝑋) −
1
4
𝑗𝐴𝑋 +
1
2
(𝜈𝐴+𝜈𝑋) −
1
4
𝑗𝐴𝑋 
Table 2: Energy values of a weak coupled AX system of a 2-spins system. 
The couple of equivalent transitions in Fig. 12 becomes split (Fig. 14 right), since no one 
of the four allowed transitions (Fig. 14 left) is equivalent to the others.  
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Fig. 14: The four allowed transitions in the AX spin system (left). Visualization of the transitions in a NMR power 
spectrum (right). 
Taking Fig. 14 as a reference, in the right-side we see the typical doublet of doublets line-
shape of an AX NMR spectrum. Each doublet is centered on the Larmor frequency of the 
flipping nucleus while the other remains stable in an 𝛼 or 𝛽 state. Transitions occurs with 
the same probability, thus magnitude of each peak is the same. Separation in frequency 
between two peaks of the same multiplet is equal to the value of the coupling of the 
system. To extend these results to more than two spins we have to introduce Magnetic 
equivalence. Nuclei are said to be chemically equivalent when they have the same 
chemical shift, usually as a result of molecular symmetry. Nuclei in a set are magnetically 
equivalent when they all possess the same chemical shift and all nuclei in the set are 
coupled equally with any other single nucleus in the molecule. Spectra from magnetically 
equivalent systems linearly sum together. 
 
First order analysis 
First order spectral analysis is applicable only when at least  
|νA−νX|
jAX
≤ 7  (19). 
1. A nucleus or group of nuclei, coupled to a set of n nuclei with spin 𝐼, will have its 
resonance split into 2𝑛𝐼 + 1 lines. For the common case of 𝐼 =  1/2, there are 
then 𝑛 + 1 lines. 
2. The relative intensities of the 2𝑛𝐼 +  1 lines can be determined from the number 
of ways each spin status may be formed. For the case of 𝐼 =  1/2, the intensities 
of the 𝑛 + 1 lines correspond to the coefficients of the binomial theorem (Fig. 15). 
3. The 2𝑛𝐼 + 1  lines are equally spaced, with the frequency separation between 
adjacent lines being equal to 𝑗, the coupling constant (Fig. 14, right). 
4. Coupling between nuclei within a magnetically equivalent set does not affect the 
spectrum. 
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Fig. 15: Example of an 𝐴3𝑋 weak coupled spectrum, where a nucleus is coupled to a set of 3 magnetically equivalent 
nuclei (left). Relative intensities in a spin ½ multiplet are given by the coefficients of the binomial theorem. 
 
1.3.4 STRONG COUPLING 
When weak coupling approximation can’t be performed, we have strong coupling and the 
so called AB spectrum. AB Hamiltonian in Eq.(  16  ) is not diagonal because standard 
basic functions  𝜙1. . . 𝜙4 are not eigenfunctions of the system. To find the solutions of 
secular equation in Eq.(  18  ), a new basic set is needed. 
 
𝑑𝑒𝑡
|
|
− 
1
2
(𝜈𝐴+𝜈𝐵) +
1
4
𝑗
𝐴𝐵
− E 0
0          −  
1
2
(𝜈𝐴−𝜈𝐵) −
1
4
𝑗
𝐴𝐵
− E
0                                              0
 
1
2
𝑗𝐴𝐵                                               0
0                                                 
1
2
𝑗𝐴𝐵
0                                                  0
+ 
1
2
(𝜈𝐴−𝜈𝐵) −
1
4
𝑗
𝐴𝐵
− E          0
0 + 
1
2
(𝜈𝐴+𝜈𝐵) +
1
4
𝑗
𝐴𝐵
− E
|
|
= 0    
(  18  ) 
 
The new basic set can be found by linear combination of the old basic functions: 
𝜓1 = 𝜙1,     𝜓2 =
1
√1 + 𝑄2
(𝜙2+ 𝑄𝜙3),    𝜓3 =
1
√1 + 𝑄2
(−𝑄𝜙2+ 𝜙3),    𝜓4 = 𝜙4 
(  19  ) 
𝑄 =
𝑗𝐴𝐵
(𝜈𝐴 − 𝜈𝐵) + √(𝜈𝐴 − 𝜈𝐵)2 + 𝑗𝐴𝐵
2
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From Eq.(  19  ), we see that, also for an AB system, states 𝜙1 and 𝜙4 do not mix and 
remain “pure” while 𝜙2 and 𝜙3 mix together in proportion on how strong is the coupling 
compared to chemical shift separation (𝜈𝐴 − 𝜈𝐵).  When 𝑗𝐴𝑋 ≪ |𝜈𝐴−𝜈𝑋|,  𝜙2 and 𝜙3 do 
not mix and we obtain the AX spectral pattern, the energy values become the ones 
depicted in Table 2. Conversely when 𝑗𝐴𝑋 ≫ |𝜈𝐴−𝜈𝑋| the system becomes a one-spin 
system and the four energy levels collapse to the 𝐸𝛼 and 𝐸𝛽 states of Fig. 10. By the way, 
using the new basis set it is easy to see that solutions of Eq.(  18  ) are : 
𝐸1 𝐸2 𝐸3 𝐸4 
 − 
1
2
(𝜈𝐴+𝜈𝐵) +
1
4
𝑗𝐴𝐵 −
1
2
√(𝜈𝐴−𝜈𝐵)
2 + 𝑗𝐴𝐵
2  - 
1
4
𝑗𝐴𝐵 +
1
2
√(𝜈𝐴−𝜈𝐵)
2 + 𝑗𝐴𝐵
2  - 
1
4
𝑗𝐴𝐵 
 +
1
2
(𝜈𝐴+𝜈𝐵) +
1
4
𝑗𝐴𝐵 
Table 3: Energy values of a strong coupled AB system. 
Relative transition probabilities can also be calculated by Eq.(  10  ), evaluating the matrix 
elements 𝑃𝑚𝑛 ∝ ⟨𝜓𝑚| ∑ 𝛾𝑖𝐼𝑥𝑖
𝑁
𝑖=1 |𝜓𝑚⟩. Results are summarized in Table 4 and the AB 
NMR spectrum is showed in Fig. 16. 
𝐶 =
1
2
√(𝜈𝐴 − 𝜈𝐵)2 + 𝑗𝐴𝐵
2  
Line Transition Frequency (Hz) Relative intensity 
1 𝑇2→4 𝐶 +
1
2
𝑗𝐴𝐵 1 −
𝑗𝐴𝐵
2𝐶
 
2 𝑇1→3 𝐶 −
1
2
𝑗𝐴𝐵 1 +
𝑗𝐴𝐵
2𝐶
 
3 𝑇3→4 −𝐶 +
1
2
𝑗𝐴𝐵 1 +
𝑗𝐴𝐵
2𝐶
 
4 𝑇1→2 −𝐶 −
1
2
𝑗𝐴𝐵 1 −
𝑗𝐴𝐵
2𝐶
 
Table 4: Transition probabilities of an AB spectrum. 
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Fig. 16: AB NMR spectrum of two stongly coupled spins. 
 
1.4 DENSITY MATRIX FORMALISM 
 
The purpose of this section is to develop, through few calculations, the basic elements of 
the density matrix formalism, a useful tool to understand and analyze pulse sequences 
and MRS experiments. The key role of this approach is the ability to predict expectation 
values of quantum operators also on a macroscopic set of nuclei. If we have a set of 𝑁 
nuclei in a molecule, the system can be described by 2𝑁 quantum states 𝜓𝑖. Considering 
the 2𝑁 standard basic functions 𝜙𝑘, products of the |𝛼⟩ and |𝛽⟩ states of the single nuclei, 
and considering that these functions constitute a complete orthonormal set, we can 
represent each eigenstate 𝜓𝑖 of the system by a linear combination of the 𝜙𝑘.  
𝜓𝑖 =∑𝑐𝑘𝜙𝑘
2𝑁
𝑘=1
 
Thus, considering a macroscopic sample, the total quantum state 𝛯 will be the average of 
the possible “pure” states 𝜓𝑖, each one weighted on its occurrence probability 𝑝𝑖. 
𝛯 =∑𝑝𝑖𝜓𝑖
2𝑁
𝑖=1
 
If we want then to get the expectation value of an observable on the pure state 𝜓𝑖 we 
have: 
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〈𝐴〉𝑖 = ⟨𝜓𝑖
∗|𝐴|𝜓𝑖⟩ = ∑ 𝑐𝑖𝑘
∗ 𝑐𝑖𝑙⟨𝜙𝑘
∗ |𝐴|𝜙𝑙⟩
2𝑁
𝑘,𝑙=1
= ∑ 𝑐𝑖𝑘
∗ 𝑐𝑖𝑙𝐴𝑘𝑙
2𝑁
𝑘,𝑙=1
 
(  20  ) 
Where the 𝐴𝑘𝑙 are the matrix elements of the operator 𝐴, evaluated on the standard basis 
functions. If we know the occurrence probability 𝑝𝑖 of each pure state 𝜓𝑖, we can also 
compute the expectation value of 𝐴 on the macroscopic sample: 
〈𝐴〉𝛯 =∑𝑝𝑖〈𝐴〉𝑖
2𝑁
𝑖=1
=∑ ∑ 𝑝𝑖𝑐𝑖𝑘
∗ 𝑐𝑖𝑙𝐴𝑘𝑙
2𝑁
𝑘,𝑙=1
2𝑁
𝑖=1
 
𝜌𝑙𝑘 =∑𝑝𝑖𝑐𝑖𝑘
∗ 𝑐𝑖𝑙
2𝑁
𝑖=1
 
(  21  ) 
Eq.(  21  ) defines the density matrix of the macroscopic set 𝛯. Having the density matrix 
of a system means knowing all the knowable of that system, since all the observables can 
be evaluated as shown below in Eq. (  22  ). 
〈𝐴〉𝛯 =∑∑𝜌𝑙𝑘𝐴𝑘𝑙
2𝑁
𝑙=1
2𝑁
𝑘=1
=∑[𝜌𝐴]𝑙𝑙
2𝑁
𝑙=1
= 𝑇𝑟(𝜌𝐴) 
〈𝐴〉𝛯 = 𝑇𝑟(𝜌𝐴) = 𝑇𝑟(𝐴𝜌) 
(  22  ) 
As time evolution of wave functions is described by Schrödinger equation, it can be 
demonstrated (19) that the time evolution of a density matrix is described by Eq.(  23  ), 
in which 𝐻 is written in terms of angular frequency units.  
𝜌(𝑡) = 𝑒−𝑖𝐻𝑡𝜌(0)𝑒𝑖𝐻𝑡 
(  23  ) 
 
𝑑𝜌𝑙𝑘
𝑑𝑡
= 𝐻𝜌𝑙𝑘 = (𝐸𝑙−𝐸𝑘)𝜌𝑙𝑘 
27 
 
The meaning of the exponential operators can be understood by representing them in 
Taylor series: 
𝑒𝐴 =∑(
𝐴𝑛
𝑛!
)
∞
𝑛=0
= 1 + 𝐴 +
𝐴2
2!
+
𝐴3
3!
+ ⋯ 
Considering the fact that the total spin operator 𝐹𝑧 = ∑ 𝐼𝑛𝑧𝑛  is the generator of rotations 
around z-axis, it is possible to change the reference and watch the system from a rotating 
frame:  
𝑅𝑧(−𝜃) = 𝑒
𝑖𝐹𝑧𝜃 
𝜌′ = 𝑒−𝑖𝐹𝑧𝜃𝑡𝜌𝑒𝑖𝐹𝑧𝜃𝑡 = 𝑒−𝑖𝜔0𝑡𝐹𝑧𝜌𝑒𝑖𝜔0𝑡𝐹𝑧  
(  24  ) 
Moreover, applying a radiofrequency pulse on the x-axis of this frame of reference makes 
the system rotate around the axis of an angle −γ𝐵1τ. Using Eq.(  23  ), we obtain: 
𝜌(τ) = 𝑒−𝑖γ𝐵1τ𝐹𝑥𝜌(0)𝑒𝑖γ𝐵1τ𝐹𝑥 = 𝑒−𝑖γ𝐵1τ𝐹𝑥𝜌(0)𝑒𝑖γ𝐵1τ𝐹𝑥  
Where 𝐹𝑥 = ∑ 𝐼𝑛𝑥𝑛  is the total x-spin operator in the rotating frame. Thus, making some 
algebra, we can express the transformations with a simpler formula: 
𝑒𝑖θ𝐹𝑥 =∏𝑒𝑖θ𝐼𝑛𝑥
𝑛
 
𝑒𝑖𝜃𝐼𝑛𝑥 = 1 + 𝑖𝜃𝐼𝑛𝑥 +
(𝑖𝜃𝐼𝑛𝑥)
2
2!
+
(𝑖𝜃𝐼𝑛𝑥)
3
3!
+ ⋯
= [1 −
(𝜃𝐼𝑛𝑥)
2
2!
+ ⋯ ] + 2𝑖 [(𝜃𝐼𝑛𝑥) −
(𝜃𝐼𝑛𝑥)
3
3!
+ ⋯ ] 𝐼𝑛𝑥
= 𝟏𝑐𝑜𝑠 (
𝜃
2
) + 2𝑖𝑠𝑖𝑛 (
𝜃
2
) 𝐼𝑛𝑥 
𝑒𝑖𝜃𝐼𝑛𝑥 = 𝟏𝑐𝑜𝑠 (
𝜃
2
) + 2𝑖𝑠𝑖𝑛 (
𝜃
2
) 𝐼𝑛𝑥 
(  25  ) 
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1.4.1 ONE SPIN SYSTEM 
Considering a system made of magnetically equivalent nuclei (one-spin system), omitting 
ħ, the spin operators are: 
𝟏 = |
1 0
0 1
| 𝐼𝑥 = 1/2 |
0 1
1 0
| 𝐼𝑦 = 1/2 |
0 −𝑖
𝑖 0
| 𝐼𝑧 = 1/2 |
1 0
0 −1
| 
(  26  ) 
And the quadrature detection operators: 
𝐼+ = 𝐼𝑥 + 𝑖𝐼𝑦 = |
0 1
0 0
|    𝐼− = 𝐼𝑥 − 𝑖𝐼𝑦 = |
0 0
1 0
| 
 
We can now compute the equilibrium density matrix of the one-spin system. This system 
has two eigenvectors |ϕ1⟩ = |α⟩ and |ϕ2⟩ = |β⟩, with eigenvalues Eα and Eβ; evaluating 
the matrix elements, from Eq.(  21  ), we obtain: 
𝑐12 = 𝑐21 = 0, 𝑐11 = 𝑐22 = 1 
Using the fact that, in a macroscopic system, the occurrence probability of the two 
eigenvectors is given by Boltzmann distribution (25), and using the approximation  
Eα−Eβ
KT
≪ 1, previously applied in Eq.(  9  ), we can compute the equilibrium density 
matrix: 
𝑝1
𝑝2
= 𝑒−(𝐸𝛼−𝐸𝛽)/𝐾𝑇 ≃ 1 −  
𝑝1 ≃
1 + /2
2
      𝑝2 ≃
1 − /2
2
 
𝜌 =
1
2
|
1 + /2 0
0 1 − /2
| =
1
2
|
1 0
0 1
| +
4
|
1 0
0 −1
| =
1
2
𝟏 +
2
𝐼𝑧 
(  27  ) 
 
We would have reach the same results by using the Boltzmann distribution quantum 
operator: 
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𝜌𝑚𝑛 = ⟨𝜙𝑚|𝑒
−
𝐻
𝐾𝑇|𝜙𝑙⟩ = ⟨𝜙𝑚|𝑒
−𝜀𝐼𝑧|𝜙𝑙⟩
         
⇒  𝜌 = |𝑒
+𝜀/2 0
0 𝑒−𝜀/2
| ≃ ⟨𝜙𝑚|
1
2 𝟏 −
1
2 𝐼𝑧|𝜙𝑙⟩ 
(  28  ) 
 
The identity operator 𝟏 has no effect on the observables of interest in NMR studies, so it 
is common practice to subtract it from the equilibrium density matrix. Moreover, since 
NMR experiments concerns only changes in the individual elements during time 
evolution, we can also ignore constants (26) and find a much simpler form for the 
equilibrium density matrix: 
𝜌𝑒𝑞 = 𝐼𝑧 
 
Applying a 𝜋/2 radiofrequency pulse on the x-axis in the rotating frame with angular 
frequency 𝜔RF = 𝜔0, contributions of the frame rotation and free precession under 𝐻0 =
−𝜔0𝐼𝑧 are opposed and cancel each other out: 
𝑒−𝑖𝜔0𝜏𝐼𝑧𝑒𝑖𝜔0𝜏𝐼𝑧𝜌𝑒−𝑖𝜔0𝜏𝐼𝑧𝑒𝑖𝜔0𝜏𝐼𝑧 = 𝜌 
 
The only term that gives contributions is the one containing the radiofrequency pulse, that 
appears static in this rotating frame: 𝐻′ = γ𝐵1𝐼𝑥. With the aim of Eq.(  23  ), we can bring 
the magnetization in the x-y plane by applying the pulse for a time 𝜏 =
𝜋
2
/γ𝐵1  and 
evaluate the magnetization: 
  𝐻′ = γ𝐵1𝐼𝑥      
 
 
𝜌𝑒𝑞 = 𝐼𝑧
90° 𝑃𝑢𝑙𝑠𝑒
→      𝑒−
𝑖π𝐼𝑥
2 𝐼𝑧𝑒
𝑖π𝐼𝑥
2 =
√2
2
|
1 −𝑖
−𝑖 1
|
1
2
|
1 0
0 −1
|
√2
2
|
1 𝑖
𝑖 1
| =
1
2
|
0 𝑖
−𝑖 0
|
= −𝐼𝑦 
𝑀𝑧 =
𝑁𝛾2ℏ2𝐵0
2𝐾𝑇
𝐼𝑧                    𝑀𝑥𝑦 =
𝑁𝛾2ℏ2𝐵0
2𝐾𝑇
𝐼+ 
⟨𝑀𝑧⟩ ∝ 𝑇𝑟(−𝐼𝑧𝐼𝑦) = 0        ⟨𝑀𝑥𝑦⟩ = ⟨𝑀𝑥 + 𝑖𝑀𝑦⟩ ∝ 𝑇𝑟(−𝐼+𝐼𝑦) = 𝑇𝑟[−(𝐼𝑥 + 𝑖𝐼𝑦)𝐼𝑦]
= −𝑖 
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After the pulse, in the laboratory frame of reference, the Hamiltonian becomes:  
𝐻 = −γ𝐵0𝐼𝑧 = −𝜔0𝐼𝑧 
Using the relation in Eq.(  29  ) (which is easy to demonstrate since the basis vectors are 
eigenvectors of Iz), we find the magnetization rotating, like in the classical case, in the x-
y plane: 
𝑒𝑖𝜔0 𝑡𝐼𝑧 = |𝑒
𝑖𝜔0 𝑡/2 0
0 𝑒−𝑖𝜔0 𝑡/2
| 
(  29  ) 
 
−𝐼𝑦
𝐹𝑟𝑒𝑒 𝑒𝑣𝑜𝑙𝑢𝑡𝑖𝑜𝑛 𝑡
→            𝑒𝑖𝜔0 𝑡𝐼𝑧𝐼𝑦𝑒
−𝑖𝜔0 𝑡𝐼𝑧 =
1
2
| 0 𝑖𝑒
+𝑖𝜔0 𝑡
−𝑖𝑒−𝑖𝜔0 𝑡 0
| 
 
 ⟨𝑀𝑥𝑦(𝑡)⟩ ∝ 𝑇𝑟 (
1
2
| 0 𝑖𝑒
+𝑖𝜔0 𝑡
−𝑖𝑒−𝑖𝜔0 𝑡 0
| |
0 1
0 0
|)
=
1
2
𝑇𝑟[−𝐼𝑦𝐼+ cos(𝜔0 𝑡) − 𝐼𝑥𝐼+ sin(𝜔0 𝑡)] =
−𝑖𝑒−𝑖𝜔0 𝑡
2
 
 
 (  30  ) 
 
In this way we demonstrated the phenomena of NMR and Larmor precession, previously 
seen in section 1.1 and 1.3, also with the density matrix formalism. 
1.4.2 TWO SPINS 
Dealing with more than one kind of spin means working with matrices of 2𝑁 ⨯ 2𝑁 
elements, where 𝑁 is the number of different kinds of protons resonating. By the way, 
most of the results that can be obtained in the case of one and two spins are generalizable 
for a system of 𝑁 spins. We can use 1-spin operators in Eq.(  26  ) to obtain the spin 
operators for the two spins 𝐼 and 𝑆; this task can be achieved through the use of direct 
product ⨂ in the following way: 
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𝑂𝐴⨂𝑂𝐵 = [
𝑎 𝑏
𝑐 𝑑
]⨂ [
𝑒 𝑓
𝑔 ℎ
] = [
𝑎 [
𝑒 𝑓
𝑔 ℎ
] 𝑏 [
𝑒 𝑓
𝑔 ℎ
]
𝑐 [
𝑒 𝑓
𝑔 ℎ
] 𝑑 [
𝑒 𝑓
𝑔 ℎ
]
] 
With this method, it is easy to evaluate the two spin operators in the two spin system, for 
example: 
2𝐼𝑥𝑆𝑥 = 2𝐼𝑥⨂𝑆𝑥 =
1
2
|
0    0
0    0
  
 0   1
1   0
0    1
1    0
   
0    0
0    0
| 
 
For one spin operators in the 2 spin system, the identity matrix 𝟏 has to be used in the 
direct product, like in the examples below: 
𝐼𝑧 = 𝐼𝑧
1 𝑠𝑝𝑖𝑛⨂ 𝟏 =
1
2
|
1    0
0    1
  0   0
  0   0
0    0
0    0
−1   0
  0 −1
|  
 
𝑆𝑧 = 𝟏⨂𝐼𝑧
1 𝑠𝑝𝑖𝑛 =
1
2
|
1    0
0 −1
   0   0
   0   0
0    0
0    0
   1    0
   0 −1
| 
For more than one spin, the equilibrium density matrix becomes the sum of the single 
spin density matrices, for the two spins I and S, from Eq.(  27  ) we obtain: 
𝜌𝑒𝑞 = 𝜔𝐼𝐼𝑧 + 𝜔𝑆𝑆𝑧 
Since chemical shift differences (~500 Hz) are small compared to the hydrogen’s 
resonance frequency (~128 MHz for a 3T spectrometer), it possible to simplify and 
rescale the equilibrium density matrix. Treatment of spin systems without considering 
this approximation can also be developed (19), but for the purposes of this work we can 
consider: 
𝜌𝑒𝑞 = 𝐼𝑧 + 𝑆𝑧 
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𝜌𝑒𝑞 = |
1   0
0   0
  
0   0
0   0
0   0
0   0
  
0    0
0 −1
| 
(  31  ) 
We already saw that the application of a radiofrequency pulse, of a frequency equal to the 
Larmor frequency of a nucleus, for a time 𝜏 =
𝜋
2
/𝛾𝐵1, makes a spin flip on the x-y plane. 
To make both the spins flip we need to apply a pulse containing the two Larmor 
frequencies of the nuclei. The application of this non-selective pulse can be formalized 
by the use of the rotation operator 𝑅𝜋
2
𝑥 = 𝑒
𝑖
𝜋
2
𝐼𝑥𝑒𝑖
𝜋
2
𝑆𝑥 on the equilibrium matrix. With the 
use of Eq.(  25  ), we can evaluate the matrix elements of this operator: 
𝑅𝜋
2
𝑥
= (
√2
2
𝟏 + 𝑖√2𝐼𝑥)(
√2
2
𝟏 + 𝑖√2𝑆𝑥) =
1
2
|
  1   𝑖
   𝑖    1
   𝑖 −1
−1   𝑖
    
   𝑖 −1
−1    𝑖
1  𝑖
 𝑖    1 
| 
Proceeding like in section 1.3.1, we obtain the density matrix of the system after a non-
selective 
𝜋
2
 pulse. 
𝑅𝜋
2
𝑥
†𝜌𝑒𝑞𝑅𝜋
2
𝑥
=
1
2
|
   0   𝑖
−𝑖   0
 𝑖  0
0  𝑖
−𝑖   0
   0 −𝑖
  0   𝑖
−𝑖   0
  
| = −𝐼𝑦 − 𝑆𝑦 
(  32  ) 
The use of a selective pulse instead, for example using only frequency 𝜔𝐼  in the 
radiofrequency, brings 𝐼 along y-axis leaving 𝑆 unaffected: 
 
𝑅𝜋
2
𝐼𝑥
†𝜌𝑒𝑞𝑅𝜋
2
𝐼𝑥
=
1
2
|
1    0
0 −1
𝑖   0
0   𝑖
 
−𝑖 0
0 −𝑖
1  0
0 −1
| = −𝐼𝑦 + 𝑆𝑧 
(  33  ) 
There is something more to say about the elements of these density matrices:  
- Occurrence probabilities: keeping into account Table 1 and Fig. 17 we see that 
density matrix elements are associated with transitions between energy levels 
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(26).  Diagonal elements are connected to conserved quantities and populations 
of energy levels, see Schrödinger equation for matrix elements in Eq.(  23  ) to 
understand it. Indeed, without scaling or approximating the equilibrium density 
matrix of Eq.(  28  ) diagonal elements correspond to the occurrence probability 
of  the quantum state. Populations of diagonal elements tells us that there are 
uncorrelated spins, for example the 𝑆 spins in Eq.(  33  ). 
-  Single quantum coherences: The non-diagonal terms are called coherences, 
suggesting that they are linked to correlations between spins. Looking at Fig. 17,  
𝛺21 ,  𝛺31 ,  𝛺42 ,  𝛺43 ,  𝛺12 ,  𝛺13 ,  𝛺24 and  𝛺34 are terms produced by single-
quantum transitions that involves changes in 𝛥𝑓𝑧 = ±1 and are known as single 
quantum coherences. 
- Zero and double quantum coherences: 𝛺41 ,  𝛺14 and 𝛺32 , 𝛺23 are called double 
quantum coherences and zero quantum coherences respectively. Double quantum 
coherences are produced by double quantum transitions between energy levels 
with 𝛥𝑓𝑧 = ±2, for example from |𝛼𝛼⟩ to |𝛽𝛽⟩ and vice versa. Zero quantum 
transitions concern transitions between energy levels with 𝛥𝑓𝑧 = 0, for example 
from |𝛼𝛽⟩ to |𝛽𝛼⟩ and vice versa. Both kinds of transitions are not allowed using 
selection rules developed by using first order perturbation theory, as we saw from 
Eq.(  10  ), but it does not mean that they do not occur in reality. In fact 
magnetization transfer and Nuclear Overhauser Effect (NOE) involve double and 
zero quantum transitions (25). Zero and double quantum coherences cannot be 
measured directly through the application of operators like 𝐼+ and 𝐼− but, under 
certain types of NMR sequences (for example NOESY (25)), they produce 
measurable changes in observables. 
 
Fig. 17: connections between transitions and density matrix elements for a 2-spins system, using standard basis 
functions 𝜙𝑘. 
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After the application of the 
𝜋
2
 pulse, the system changes due to Hamiltonian evolution, for 
example considering weak j-coupling between the nuclei: 
𝐻 = −𝜔𝐼𝐼𝑧 − 𝜔𝑆𝑆𝑧 + 2𝜋𝑗𝐼𝑧𝑆𝑧 
𝜌1(0) = −𝐼𝑦 − 𝑆𝑦
        𝑡        
⇒     𝜌1(𝑡)
= 𝑒𝑖(𝜔𝐼𝐼𝑧+𝜔𝑆𝑆𝑧−2𝜋𝑗𝐼𝑧𝑆𝑧)𝑡(−𝐼𝑦 − 𝑆𝑦)𝑒
−𝑖(𝜔𝐼𝐼𝑧+𝜔𝑆𝑆𝑧−2𝜋𝑗𝐼𝑧𝑆𝑧)𝑡 
The calculation of the matrix elements of the operators is quite a tedious task: it can be 
done evaluating them one by one, since we are working on the regular basis 𝜙𝑘 whose 
elements are eigenvectors of 𝐼𝑧  and 𝑆𝑧 . Considering then Schrödinger equation on 
𝜌1(0) = −𝐼𝑦 − 𝑆𝑦, we have: 
𝑑𝜌𝑛𝑚
𝑑𝑡
= −𝑖(𝜔𝑛 − 𝜔𝑚)𝜌𝑛𝑚 
Using the values in Table 2, we obtain for example: 
𝜌13 = 𝑐1𝑐3
∗(𝑡) = 𝑐1𝑐3
∗(0)𝑒𝑖(+𝜔𝐼−𝜋𝑗)𝑡 
And thus, here it is the complete matrix: 
𝜌1(𝑡) =
1
2
|
0    𝑖𝑒𝑖(+𝜔𝑆−𝜋𝑗)𝑡
  −𝑖𝑒𝑖(−𝜔𝑆+𝜋𝑗)𝑡 0
 𝑖𝑒
𝑖(+𝜔𝐼−𝜋𝑗)𝑡       0
0        𝑖𝑒𝑖(+𝜔𝐼+𝜋𝑗)𝑡  
 −𝑖𝑒
𝑖(−𝜔𝐼+𝜋𝑗)𝑡   0
0 −𝑖𝑒𝑖(−𝜔𝐼−𝜋𝑗)𝑡
 0        𝑖𝑒
𝑖(+𝜔𝑆+𝜋𝑗)𝑡
−𝑖𝑒𝑖(−𝜔𝑆−𝜋𝑗)𝑡 0
| 
 
We can now measure the x-y magnetization through quadrature detection: 
𝜌1(𝑡)𝐼+ =
1
2
|
0    𝑖𝑒𝑖(+𝜔𝑆−𝜋𝑗)𝑡
  −𝑖𝑒𝑖(−𝜔𝑆+𝜋𝑗)𝑡 0
 𝑖𝑒
𝑖(+𝜔𝐼−𝜋𝑗)𝑡       0
0        𝑖𝑒𝑖(+𝜔𝐼+𝜋𝑗)𝑡  
 −𝑖𝑒
𝑖(−𝜔𝐼+𝜋𝑗)𝑡   0
0 −𝑖𝑒𝑖(−𝜔𝐼−𝜋𝑗)𝑡
 0        𝑖𝑒
𝑖(+𝜔𝑆+𝜋𝑗)𝑡
−𝑖𝑒𝑖(−𝜔𝑆−𝜋𝑗)𝑡 0
| |
0 0
0 0
1 0
0 1
0 0
0 0
0 0
0 0
| 
 
𝜌1(𝑡)𝐼+ =
1
2
|
0 0
0 0
0  𝑖𝑒𝑖(+𝜔𝑆−𝜋𝑗)𝑡
−𝑖𝑒𝑖(−𝜔𝑆+𝜋𝑗)𝑡 0
0 0
0 0
  −𝑖𝑒
𝑖(−𝜔𝐼+𝜋𝑗)𝑡 0
0 −𝑖𝑒𝑖(−𝜔𝐼−𝜋𝑗)𝑡
 
| 
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𝜌1(𝑡)𝑆+ =
1
2
|
0    𝑖𝑒𝑖(+𝜔𝑆−𝜋𝑗)𝑡
  −𝑖𝑒𝑖(−𝜔𝑆+𝜋𝑗)𝑡 0
 𝑖𝑒
𝑖(+𝜔𝐼−𝜋𝑗)𝑡       0
0        𝑖𝑒𝑖(+𝜔𝐼+𝜋𝑗)𝑡  
 −𝑖𝑒
𝑖(−𝜔𝐼+𝜋𝑗)𝑡   0
0 −𝑖𝑒𝑖(−𝜔𝐼−𝜋𝑗)𝑡
 0        𝑖𝑒
𝑖(+𝜔𝑆+𝜋𝑗)𝑡
−𝑖𝑒𝑖(−𝜔𝑆−𝜋𝑗)𝑡 0
| |
0 1
0 0
0 0
0 0
0 0
0 0
0 1
0 0
| 
 
𝜌1(𝑡)𝑆+ =
1
2
|
0 0
0 −𝑖𝑒𝑖(−𝜔𝑆+𝜋𝑗)𝑡
0 𝑖𝑒𝑖(+𝜔𝐼−𝜋𝑗)𝑡
0   0
0 −𝑖𝑒𝑖(−𝜔𝐼+𝜋𝑗)𝑡
0 0
    
0 0  
0 −𝑖𝑒𝑖(−𝜔𝑆−𝜋𝑗)𝑡
| 
 
𝑀𝑥𝑦 ∝ 𝑇𝑟[𝜌1(𝑡)𝐼+ + 𝜌1(𝑡)𝑆+)] =
= −𝑖(𝑒−𝑖(𝜔𝐼+𝜋𝑗)𝑡 + 𝑒−𝑖(𝜔𝑆+𝜋𝑗)𝑡 + 𝑒−𝑖(𝜔𝐼−𝜋𝑗)𝑡 + 𝑒−𝑖(𝜔𝑆−𝜋𝑗)𝑡) 
Ignoring the −𝑖 phase and the sign of the angular frequencies we have: 
𝑀𝑥𝑦 ∝ 𝑒
𝑖(𝜔𝐼+𝜋𝑗)𝑡 + 𝑒𝑖(𝜔𝑆+𝜋𝑗)𝑡 + 𝑒𝑖(𝜔𝐼−𝜋𝑗)𝑡 + 𝑒𝑖(𝜔𝑆−𝜋𝑗)𝑡 
By inserting a transverse relaxation damping (see section 1.5) we obtain: 
𝑀𝑥𝑦 ∝ (𝑒
𝑖(𝜔𝐼+𝜋𝑗)𝑡 + 𝑒𝑖(𝜔𝑆+𝜋𝑗)𝑡 + 𝑒𝑖(𝜔𝐼−𝜋𝑗)𝑡 + 𝑒𝑖(𝜔𝑆−𝜋𝑗)𝑡)𝑒
𝑡
𝑇2 
Fourier transformation of those exponentials would produce Lorentzian (due to the 
damped exponential) doublet of doublets spectral pattern, like the one previously showed 
in Fig. 14. 
Strong Coupling 
The formalism developed so far is directly applicable to strong coupled systems by 
making a basis change from standard functions 𝜙𝑘 to the eigenstates of the strong coupled 
Hamiltonian, the 𝜓𝑘  in Eq.(  19  ). This transformation makes the algebra more difficult 
since the equilibrium density matrix becomes as the one displayed in Eq.(  31  ) but all 
the other operators have to be modified! So, it is common practice to start with a non-
diagonal equilibrium matrix (thus using the basis 𝜙𝑘 ), evaluate Hamiltonian time 
evolution by considering values in Table 3 and then do the basis change at the end of the 
pulse sequences, but before evaluating expected values of observables (19). 
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1.4.3 TWO SPINS PRODUCT OPERATORS 
Writing down terms of density matrices or exponential operators, like the ones used to 
describe rotations caused by radiofrequency pulses, can be very tedious. In many cases it 
is not necessary to exactly calculate all the elements of the matrices or to write them 
explicitly. Expressing matrices and rotations by combinations of spin operators can be 
sufficient to understand changes in a spin system after a pulse sequence. To apply this 
formalism, called product operators formalism, we have to consider some rules (26): 
1) If two operators commute, then the exponential of one of these operators commute 
with the other. Consequently, rotations made with operators that commute with a 
density matrix have no effect on it: 
[𝐴, 𝐵] = 0
                            
⇒         𝑒−𝑖𝜃𝐴𝐵𝑒𝑖𝜃𝐴 = 𝑒−𝑖𝜃𝐴𝑒𝑖𝜃𝐴𝐵 = 𝐵 
 
2) Single spin components of an evolving product operator can be treated separately. 
For example if we want to apply a rotation of an angle θ on the matrix  2𝐼𝑦𝑆𝑧 
around x-axis: 
2𝐼𝑦𝑆𝑧
𝑟𝑜𝑡𝑎𝑡𝑖𝑜𝑛 𝑜𝑓 𝜃(𝐼𝑥+𝑆𝑥)
⇒               2[𝐼𝑦 cos(𝜃) + 𝐼𝑧 sin(𝜃)][𝑆𝑧 cos(𝜃) − 𝑆𝑦 sin(𝜃)] 
 
3) To evaluate rotations produced by a product of operators, like the j-evolution of 
a pair of coupled spins, we can consider one of them as a constant in the 
expression: 
𝑒−𝑖2𝜋𝑗𝐼𝑧𝑆𝑧𝑡 = 𝑒−𝑖(2𝜋𝑗𝑡𝑆𝑧)𝐼𝑧  
Trigonometric functions, as the ones previously found in rule 2, have to be 
evaluated through the use of Taylor series, since now 𝜃 = 2𝜋𝑗𝑡𝑆𝑧 is an operator: 
cos(2𝜋𝑗𝑡𝑆𝑧) = 1 −
(2𝜋𝑗𝑡)2
2!
𝑆𝑧
2 +
(2𝜋𝑗𝑡)4
4!
𝑆𝑧
4 +⋯
= 1 −
(2𝜋𝑗𝑡)2
2!
𝟏
4
+
(2𝜋𝑗𝑡)4
4!
(
𝟏
4
)
𝟐
= cos(𝜋𝑗𝑡) 
Similarly: 
sin(2𝜋𝑗𝑡𝑆𝑧) =
2𝜋𝑗𝑡
1
𝑆𝑧 −
(2𝜋𝑗𝑡)3
3!
𝑆𝑧
3 +
(2𝜋𝑗𝑡)5
5!
𝑆𝑧
5 +⋯ = 2sin(𝜋𝑗𝑡) 𝑆𝑧 
 
Thus, we have, for example: 
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𝐼𝑥
2𝜋𝑗𝑡𝐼𝑧𝑆𝑧
⇒      𝐼𝑥 cos(𝜋𝑗𝑡) + 2𝐼𝑦𝑆𝑧 sin(𝜋𝑗𝑡) 
 
4) We can describe the evolution of a 2-spins product operator under j-coupling by 
the combination of rule 2 and 3, for example: 
 
2𝐼𝑥𝑆𝑦
  2𝜋𝑗𝑡𝐼𝑧𝑆𝑧  
⇒       2[𝐼𝑥 cos(𝜋𝑗𝑡) − 2𝐼𝑦𝑆𝑧sin (𝜋𝑗𝑡)][𝑆𝑦 cos(𝜋𝑗𝑡) − 2𝐼𝑧𝑆𝑥sin (𝜋𝑗𝑡)] 
 
Spin Echo 
Most of the sequences used in NMR spectroscopy are based on the spin echo re-
focalization sequence. This pulse sequence is made by a 90° pulse that brings the 
magnetization on the x-y plane followed by a 180° pulse that refocus the spins that might 
have loss coherence during Hamiltonian evolution (this commonly happens because of 
field inhomogeneity). The sequence can be schematized as follows: 
90°𝑥
          
→  𝜏
          
→  180°𝑥
           
→   𝜏 
Since we have [𝐼𝑖, 𝑆𝑗] = 0 for every 𝑖 and 𝑗, for rule 1 of product operators we can 
process Hamiltonian evolution separately for the two spins: 
−𝐼𝑦
𝜔𝐼𝜏𝐼𝑧
⇒   −cos(𝜔𝐼𝜏) 𝐼𝑦 + 𝑠𝑖𝑛(𝜔𝐼𝜏)𝐼𝑥
𝜋𝐼𝑥
⇒ cos(𝜔𝐼𝜏) 𝐼𝑦 + 𝑠𝑖𝑛(𝜔𝐼𝜏)𝐼𝑥 
−𝑆𝑦
𝜔𝑆𝜏𝑆𝑧
⇒   −cos(𝜔𝑆𝜏) 𝑆𝑦 + 𝑠𝑖𝑛(𝜔𝑆𝜏)𝑆𝑥
𝜋𝑆𝑥
⇒ cos(𝜔𝑆𝜏) 𝑆𝑦 + 𝑠𝑖𝑛(𝜔𝑆𝜏)𝑆𝑥 
cos(𝜔𝐼𝜏) 𝐼𝑦 + 𝑠𝑖𝑛(𝜔𝐼𝜏)𝐼𝑥
𝜔𝐼𝜏𝐼𝑧
⇒   𝐼𝑦 
cos(𝜔𝑆𝜏) 𝑆𝑦 + 𝑠𝑖𝑛(𝜔𝑆𝜏)𝑆𝑥
𝜔𝑆𝜏𝑆𝑧
⇒   𝑆𝑦 
The overall effect of the sequence is to refocus the magnetization at time 2τ, eliminating 
the phase accumulated in time τ. This feature is frequently used in experiments to bring 
the magnetization into the acquisition window, refocusing the different phases of the 
spins produced by the lack of spatial homogeneity of the static field 𝐵0. Considering two 
coupled nuclei, we can start by considering, for example, the system in the state 𝐼𝑥 + 𝑆𝑥, 
since the choice of the reference is arbitrary and the global phase is not an important 
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parameter. Moreover we can focus our treatment on the coupling term in the Hamiltonian 
because we already saw that the effect of spin echo on a system without coupling is to 
reset the phases of the nuclei, restoring the initial state of the system.  
𝐼𝑥
2𝜋𝑗𝜏𝐼𝑧𝑆𝑧
⇒     cos(𝜋𝑗𝜏) 𝐼𝑥 + 2 sin( 𝜋𝑗𝜏) 𝐼𝑦𝑆𝑧
𝜋𝐼𝑥
⇒ cos(𝜋𝑗𝜏) 𝐼𝑥
− 2 sin( 𝜋𝑗𝜏) 𝐼𝑦𝑆𝑧
𝜋𝑆𝑥
⇒ cos(𝜋𝑗𝜏) 𝐼𝑥 + 2sin ( 𝜋𝑗𝜏)𝐼𝑦𝑆𝑧
2𝜋𝑗𝜏𝐼𝑧𝑆𝑧
⇒     cos(2𝜋𝑗𝜏) 𝐼𝑥
+ 2sin (2 𝜋𝑗𝜏)𝐼𝑦𝑆𝑧 
(  34  ) 
Last passage required the use of rule 4. The 180° pulse has left the spins unaffected and 
the evolution under j-coupling was not refocused! Similar result can be found for Iy: 
 
Iy
τ−180°−τ
⇒      −cos(2πjτ) Ix + 2sin ( 2πjτ)IySz 
 
This result has to be taken into account while working with substances that have 
coupled chemical groups, since the phasing of the spectrum can’t be achieved so easily.  
 
1.5 RELAXATION 
The phenomenon of relaxation occurs due to loss of coherence between spins, for the 
purposes of this work only simple principles of spin-spin relaxation and spin-lattice 
relaxation will be explained; treatment of other effects, like cross-relaxation or Nuclear 
Overhouser Effect, is beyond the purposes of this work. 
1.5.1 SPIN-LATTICE RELAXATION 
Spin-lattice relaxation involves the loss of energy that passes from the nuclei, excited 
with radiofrequency pulses, to the lattice until the thermal equilibrium is reached. This 
process of  decoherence is characterized by a time constant 𝑇1. 𝑇1 quantifies the rate at 
which the longitudinal component of magnetization 𝑀𝑧 returns to its equilibrium value, 
determined by Boltzmann distribution in Eq.(  9  ).  
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In general we have: 
𝑀𝑧(𝑡) = 𝑀𝑧,𝑒𝑞 − [𝑀𝑧,𝑒𝑞 −𝑀𝑧(0)]𝑒
−𝑡/𝑇1 
In particular, after a 90° pulse that brought the magnetization on the xy-plane: 
𝑀𝑧(𝑡) = 𝑀𝑧,𝑒𝑞(1 − 𝑒
−𝑡/𝑇1) 
 
Fig. 18: Spin-lattice relaxation after a 90° pulse, the magnetization recovers from the x-y plane and returns to its 
equilibrium value on the z-axis. 
The relaxation time 𝑇1 can be considered the average lifetime of nuclei in the higher 
energy state. It depends on the gyromagnetic ratio of the nucleus and the mobility of the 
lattice: the vibrational and rotational motions can absorb energy from spins if their 
frequencies correspond to the energy gap between states (determined by the Larmor 
frequency). This fact can be understood better by considering BPP theory of relaxation 
(19). Considering biological applications of NMR, different tissues have 
different 𝑇1 values. For example, fluids have long spin lattice relaxation (1500-2000 ms), 
since rotational motions of molecules have frequencies sufficiently greater than the 
Larmor ones. Water based tissues are in the 400-1200 ms range, while fat based tissues 
are in the shorter 100-150 ms range. The presence ferromagnetic or paramagnetic ions or 
particles can strongly alter 𝑇1, making it decrease. 
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1.5.2 SPIN-SPIN RELAXATION  
The spin–spin relaxation is the mechanism, in which, the transverse component of 
the magnetization vector 𝑀𝑥𝑦, exponentially decays towards its equilibrium value, this 
process is called Free Induction Decay (FID). The decay of the signal is characterized by 
a time constant 𝑇2, known as the spin–spin relaxation time. For example, by considering 
a spin system on the x-y plane, after the application of a 90° pulse, the transverse 
component of the magnetization decays as follows:  
𝑀𝑥𝑦(𝑡) = 𝑀𝑥𝑦(0)𝑒
−𝑡/𝑇2 
 
Fig. 19: Exponential decay of transverse magnetization over time. 
 
Transverse relaxation is produced by dephasing of the spins that rotate with different 
Larmor frequencies in the x-y plane. Relative phases accumulated during rotation create 
a destructive interference between them. This phenomenon can be understood by looking 
at Fig. 20: 
 
 
Fig. 20: Dephasing of the spins in the x-y plane produced destructive interference and loss of signal. 
 
Mainly, two factors contribute to the decay of transverse magnetization: 
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1. Molecular interactions (pure T2 molecular effect): Excited nuclear spins, brought in 
the x-y plane, interact with each other by experiencing local magnetic field 
variations. This happens due to short-lived interactions such as collisions and 
diffusion. Usually, all the rotational or vibrational motions with 𝜔 ≤ 𝜔𝐿𝑎𝑟𝑚𝑜𝑟 
contributes to spin-spin relaxation (27). 
2. Lack of homogeneity in Bo (inhomogeneous T2 effect): nuclei that perceive 
different static 𝐵0  fields, due to imperfect shimming of the magnet, rotate at 
different Larmor frequencies. In clinical applications, the loss of phase is mainly 
due to this phenomenon. 
 
Moreover, since in most cases 𝑇2 ≤ 𝑇1 (27), many factors that alter 𝑇1 (like the presence 
of ferromagnetic or paramagnetic substances) alter 𝑇2 too.  
It is common practice to consider the time constant relative to the molecular effects as 
the “true” 𝑇2. The apparent 𝑇2 resulting from combination of molecular effects and 
inhomogeneity of 𝐵0 is called 𝑇2
∗  and can be expressed in terms of 𝑇2 and 𝑇2
𝑖𝑛ℎ𝑜. as 
follows: 
1
𝑇2
∗ =
1
𝑇2
+
1
𝑇2
𝑖𝑛ℎ𝑜.
 
(  35  ) 
Effects of field inhomogeneity can be compensated through the use of pulse sequences 
based on spin-echo, since a group of spins that gained relative phases during a time 𝜏, 
will be refocused, after the application of a 180°𝑥 pulse at time 2𝜏 (see Fig. 21). On the 
other hand effects of molecular interaction and diffusion will not be canceled, since these 
events are mainly random and non-repetitive. 
 
Fig. 21: Re-phasing of the magnetization in a spin-echo sequence. 
 
After the pulse sequence displayed in Fig. 21, from a set of magnetically equivalent 
nuclei, we will mesure a signal proportional to the one in Eq. (  30  ). Considering a 
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generic phase term 𝑒𝑖𝜑  and ignoring some constants, at time 𝑡  after the spin echo 
sequence, we will measure: 
𝑆(2𝜏 + 𝑡) = 𝑒𝑖𝜑𝑒−2𝜏/𝑇2𝑒−𝑡/𝑇2
∗
𝑒𝑖𝛺𝑡 
The Signal at t=0 is the proportional to 𝑒−2𝜏/𝑇2 and not to 𝑒−2𝜏/𝑇2
∗
. By the use of Fourier 
transform we obtain the spectrum: 
𝐹(𝜔) = 𝑒𝑖𝜑𝑒−2𝜏/𝑇2
𝑇2
∗
1 + [𝑇2
∗(𝜔 − 𝛺)]2
+ 𝑖𝑒𝑖𝜑𝑒−2𝜏/𝑇2
(𝑇2
∗)2(𝜔 − 𝜔0)
1 + [𝑇2
∗(𝜔 − 𝛺)]2
 
(  36  ) 
The yellow part of the spectrum is a Lorentzian function centered in 𝛺 with a damping 
parameter equal to 𝑇2
∗ . Its maximum value, at 𝜔 = 𝛺 , is proportional to 𝑒−2𝜏/𝑇2  and 
depends on the echo time of the spin-echo sequence. When we acquire this part on the 
real part of the magnetization signal (that for operator𝑀𝑥𝑦 is  𝑀𝑥) the spectrum is said to 
be in absorption mode (Fig. 22 top). Absorption mode acquisition is preferred to the 
dispersion mode (green part of Eq.(  36  ), Fig. 22 bottom ), since the peaks are more 
visible to the user. Absorption mode acquisition can be fully achieved for singlets, 
through correct preprocessing or post processing (phasing) of the spectrum, while for 
weakly j-coupled multiplets it can be achieved only for certain echo times (2𝜏 = 𝑘𝜋/𝑗  
where k is an integer, look at Eq.(  34  )). 
 
 
Fig. 22: Absorption (top) and dispersion (bottom) line-shapes of an NMR spectrum. 
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1.6 HOW THE SPECTROMETER WORKS 
In this section a brief description of some parts of a common NMR spectrometer is 
provided, further technical details are beyond the purpose of this work. 
 
Fig. 23: Scheme of a common spectrometer and its individual components. 
 
1.6.1 MAGNET AND SHIM COILS 
Modern spectrometers use persistent and superconducting magnets to produce high static 
magnetic fields. Such fields are generated by superconducting coils in which very intense 
currents pass without resistance when a critical temperature is reached. These 
temperatures are generally below 6° K and to achieve superconducting state the wires are 
put in a bath of liquid helium. To keep the liquid helium isolated from the external 
environment there is another compartment filled with liquid nitrogen at approximately 
77° K that works as a “heat shield”. Obviously the sample is maintained at room 
temperature and is isolated from the magnet. Superconductive currents and the cryogenic 
systems are usually never switched off to avoid boiling of the liquid helium and the 
consequent quench of the magnet. From section 1.5.2 and Eq. (  36  ), we saw that in 
absorption mode the signal is a Lorentzian function with an Full Width at Half Maximum 
(FWHM) proportional to 𝑇2
∗ . Since the 𝑇2
∗  decay parameter depends mostly by the 
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homogeneity of  𝐵0 , an accurate shim of the static field must be achieved to have a 
sufficient spectral resolution (Fig. 24). Shim coils work together with the main magnet to 
compensate local field differences in the volume of interest. 
 
Fig. 24: Effects of shimming on the water signal in time (A) and frequency domain (B). The black curve corresponds 
to a signal obtained with a poor shim. Gray curve corresponds to a signal obtained with a better shim of the magnet. 
 
1.6.2 SPECTROMETER FREQUENCY 
A 3T H1-MRS spectrometer is said to work at ~127.8 MHz, this fact does not mean that 
the system is capable only to excite or receive electromagnetic waves of that frequency, 
it is a feature related to electronics of the spectrometer and the ADC converter. It is not 
convenient to sample a FID signal from 0 to 200 MHz, since the nuclei we are 
interested in have chemical shift differences of few KHz. This problem can be solved by 
the use of a mixer: this electronic component (see Fig. 23) mixes the FID with an 
oscillating wave and makes the resulting signal pass through a low-pass filter to subtract 
a reference frequency and optimize in this way the use of channels of the ADC 
converter: 
𝑠𝑖𝑔𝑛𝑎𝑙 ∝ cos(𝜔𝑡)
𝑠𝑖𝑔𝑛𝑎𝑙 𝑝𝑎𝑠𝑠𝑒𝑠 𝑡ℎ𝑟𝑜𝑢𝑔ℎ 𝑚𝑖𝑥𝑒𝑟
⇒                       cos(𝜔𝑡) cos(𝜔𝑟𝑒𝑓𝑡)
=
1
2
{𝑐𝑜𝑠[(𝜔 − 𝜔𝑟𝑒𝑓)𝑡] + 𝑐𝑜𝑠[(𝜔 + 𝜔𝑟𝑒𝑓)𝑡] }
𝑙𝑜𝑤−𝑝𝑎𝑠𝑠 𝑓𝑖𝑙𝑡𝑒𝑟
⇒             
1
2
cos [(𝜔 − 𝜔𝑟𝑒𝑓)𝑡] 
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1.6.3 RECEIVER AND QUADRATURE DETECTION 
To determine if a detected compound has a positive or a negative frequency shift respect 
to the reference, the detection of two transverse components of magnetization is needed 
(quadrature detection), since cosine function do not discriminate between positive and 
negative arguments. Sometimes the use of two distinct coils provides technical difficulties 
in the arrangement of the experiment but the use of mixers can solve this problem. With 
reference to Fig. 23, we can take the filtered signal from the first mixer and make it pass 
through mixer A and mixer B and then filter the high frequency component: 
cos[(𝜔 − 𝜔𝑟𝑒𝑓)𝑡]
𝑚𝑖𝑥𝑒𝑟 𝐴
⇒     
1
2
cos [(𝜔 − 𝜔𝑟𝑒𝑓)𝑡] 
cos[(𝜔 − 𝜔𝑟𝑒𝑓)𝑡]
𝑚𝑖𝑥𝑒𝑟 𝐵
⇒     − cos[(𝜔 − 𝜔𝑟𝑒𝑓)𝑡] sin(𝜔𝑟𝑒𝑓)
=
1
2
{− sin[(𝜔 + 𝜔𝑟𝑒𝑓)𝑡] + 𝑠𝑖𝑛[(𝜔 − 𝜔𝑟𝑒𝑓)𝑡]}
𝑙𝑜𝑤−𝑝𝑎𝑠𝑠 𝑓𝑖𝑙𝑡𝑒𝑟
⇒             
1
2
sin [(𝜔 − 𝜔𝑟𝑒𝑓)𝑡] 
 
In this way we obtain information about the sign of (𝜔 − 𝜔𝑟𝑒𝑓) with the use of a single 
receiver coil, since the sine function discriminates between positive and negative 
arguments. 
1.6.4 SPECTRAL WIDTH AND RESOLUTION 
Spectrum is obtained from Discrete Fourier Transform (DFT) of the FID signal: 
𝑆𝑗 = 𝐹𝐼𝐷𝑘∑cos (
2𝜋𝑗𝑘
𝑁
𝑁−1
𝑘=0
) + 𝑖𝑠𝑖𝑛(
2𝜋𝑗𝑘
𝑁
) 
DFT transformation is a very time-consuming algorithm with 𝑡 ∝ 𝑁2 and it is usually 
replaced by Fast Fourier Transform (FFT) (28), whose execution time is rather 
proportional to 𝑁 ∙ ln (𝑁).  By Fourier transforming the signal, the bandwidth (BW) of 
the acquisition becomes: 
𝐵𝑊 =
1
𝑡𝑠
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Where 𝑡𝑠 is the sampling time of the FID, consequently the spectral resolution 𝛥𝜈 
becomes: 
𝛥𝜈 =
1
𝑡𝑎𝑐
 
Where 𝑡𝑎 is the total acquisition time of the FID. We know from Nyquist theorem that 
the bandwidth should be greater than the double of the greatest frequency sampled ( 
𝐵𝑊 > 𝜈𝑚𝑎𝑥). Since sampled frequencies are shifted by spectrometer frequency by the 
use of mixers, band-pass filters are commonly used in all the spectrometers to avoid 
aliasing. 
Effective spectral resolution is usually determined, at least in clinical spectrometers, by 
the 𝑇2
∗  decay parameter (see Fig. 25), thus by the homogeneity of the static field. 
Consequently, in many cases the use of 1024 or 2048 points in frequency domain (with 
the same bandwidth) produces similar results due to intrinsic resolution of the signal. 
 
 
Fig. 25: Sampled FID with transverse decay can have intrinsically less spectral resolution than the one set by the 
user. 
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1.7 GENERAL DESCRIPTION OF PULSE SEQUENCES  
1.7.1 LOCALIZATION PULSES AND GRADIENTS 
In MRS there is the necessity of acquiring the signal from a well-defined volume of space, 
this can be achieved with the use of gradients and RF localization pulses. For example if 
we want to make flip on the x-y plane only the spins contained in a certain voxel, we can 
apply a series of field gradients to change the resonance frequency of the nuclei: 
𝜔0(𝑥, 𝑦, 𝑧) = 𝛾(𝐵𝑧0 + 𝐺𝑧𝑧 + 𝐺𝑥𝑥 + 𝐺𝑦𝑦) 
In this way, each location in the space inside the bore of the scanner has a typical Larmor 
frequency that can be excited to bring the magnetization on the transverse plane. 
Considering for simplicity only one coordinate, it is possible so select a slice of thickness 
𝛥𝑧 of the total volume by sending a non-selective 90° RF pulse with a bandwidth of 𝐺𝑧𝛥𝑧: 
𝜔0(𝑧) = 𝛾(𝐵𝑧0 + 𝐺𝑧𝑧) 
𝛥𝑧 =
𝛥𝜔 − 𝛾𝐵𝑧0
𝛾𝐺𝑧
 
1.7.2 STIMULATED ECHO ACQUISITION MODE (STEAM) 
STEAM is a single-shot localization sequence. The scheme of the pulse sequence can be 
found in Fig. 26. It consists of three 90° RF pulses in association with field gradients, a 
combination which originates a stimulated echo (STE) (29) which is recorded. STEAM 
is the best choice when small echo time are needed since it makes use only of 90° pulses 
which are shorter than 180° ones (𝜃 = 𝛾𝐵1𝑡).  The mixing time (TM), is a period during 
which magnetization transfer between the spin systems is allowed through NOE cross-
relaxation, if cross-relaxation is not investigated (like in our case) TM can be shortened 
almost to zero. As it can be viewed in Fig. 26, the stimulated echo is generated after a TE 
+ TM delay.  Application of the 90° pulses produces 3 FIDs and 2 echoes (29) before the 
STE is generated, superimposition of these signals to the STE is avoided with the use of 
crusher gradients that dephase the nuclei whose magnetization is located on the x-y plane 
after the two 90° pulses. 
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Fig. 26: Scheme of a basic STEAM pulse sequence. 
It can be shown that the amplitude of a STE is expected to be half of the equilibrium 
magnetization value  𝑀0  (29) notwithstanding relaxation and diffusion effects. This 
happens because the second 90° pulse only rotates half of the transverse magnetization to 
the longitudinal plane, while the other half is dephased by the crusher gradients. Thus, 
the use of this method implies a decreased SNR by a factor of 2 respect to pulse sequences 
like PRESS which is briefly described in the next paragraph. 
 
1.7.3 POINT RESOLVED SPECTROSCOPY SEQUENCE (PRESS) 
PRESS is a single-scan sequence based on spin echo. With reference to Fig. 27, the initial 
90° pulse selects the slice of interest while the first 180° pulse refocuses the spins of the 
nuclei located in the intersection between the slices perpendicular to z and y. The first 
echo appears at time 𝑡 = 𝑇𝐸1  and it is dephased by a crusher gradient. Then, after the 
second 180° pulse the magnetization is refocused again at time 𝑡 = 𝑇𝐸1  + 𝑇𝐸2 . The 
second echo contains signal from the intersection of slices perpendicular to z, y and x, as 
shown in Fig. 28. 
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Fig. 27: Scheme of a basic PRESS pulse sequence. 
 
 
Fig. 28: 2-D representation of the voxel selection in a PRESS sequence. 
 
In this work the PRESS sequences used are all symmetric with  𝑇𝐸1 = 𝑇𝐸2 = 𝑇𝐸/2. 
PRESS is the most used sequence in clinical MRS since it produces a signal that is 
approximately two times greater than STEAM, so it is the most appropriate sequence to 
obtain spectra in low SNR conditions. 
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1.7.4 CHEMICAL SHIFT SELECTIVE SEQUENCE (CHESS) 
CHESS is a water suppression technique that eliminates the water (or fat) signal before 
other acquisition sequences. Through the use of three chemical shift selective pulses of 
90° (see Fig. 29), this sequence brings the spins of water in a transverse plane respect to 
other compounds and dephases the residual magnetization with the crusher gradients. 
Selective 90° pulses are centered on the frequency of the compound we want to remove 
from the spectrum (~4.7 ppm for water) and their bandwidth is a parameter of the 
sequence. With a poor shim of the static field, 𝑇2
∗ of water is shortened, consequently a 
larger bandwidth for CHESS 90° pulses has to be set to remove the water signal from 
spectrum.  
 
Fig. 29: Scheme of a CHESS sequence for water suppression. 
 
1.7.5 BASING PULSE 
A BASING pulse is used for frequency selective suppression by dephasing the excited 
signal with spoiler gradients, while leaving signals from other nuclei unaffected. The 
BASING pulse adds two gradients and a frequency selective inversion pulse during the 
echo time of a localization sequence. The inversion pulse has to be applied for a certain 
inversion time and gradients should be applied for a sufficiently long interval τ to dephase 
correctly the signal. As a result, the shortest possible available TE increases. BASING 
pulses can be added to any localization sequence with sufficiently long echo time, to serve 
as water or fat suppression method. 
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Fig. 30: Scheme of a BASING pulse inserted in a PRESS sequence. 
In Fig. 30 there is a graphical scheme of the BASING pulse added into a PRESS sequence. 
A crusher gradient is applied for a time τ, after the first 180° pulse, to dephase all the 
spins in the selected volume. After that, a frequency selective inversion pulse is sent to 
the sample inverting only the spins selected (for example water). Next, a second gradient 
is applied for a time τ, with equal magnitude but opposite in sign. The spins are thus 
refocused, except the ones previously inverted by the RF pulse. These dephased spins 
will not generate echo signal after the second 180° pulse of the PRESS sequence. 
𝑟𝑒𝑙𝑎𝑡𝑖𝑣𝑒 𝑝ℎ𝑎𝑠𝑒 𝑜𝑓 𝑛𝑜𝑡 𝑠𝑒𝑙𝑒𝑐𝑡𝑒𝑑 𝑠𝑝𝑖𝑛𝑠 = 𝑒−𝑖𝑮∙𝒓𝜏𝑒+𝑖𝑮∙𝒓𝜏 = 1 
𝑟𝑒𝑙𝑎𝑡𝑖𝑣𝑒 𝑝ℎ𝑎𝑠𝑒 𝑜𝑓 𝑠𝑒𝑙𝑒𝑐𝑡𝑒𝑑 𝑠𝑝𝑖𝑛𝑠 = 𝑒−𝑖𝑮∙𝒓𝜏 
Since STEAM uses very short echo times, application of the BASING pulses in these 
sequences is usually foreclosed. 
1.7.6 Other important parameters in pulse sequences 
Iterative Shimming 
This technique consists on the repetitive acquisition of water spectra to optimize the 
homogeneity of the static field. At each iteration, shimming fields are adjusted to 
minimize the FWHM of the water peak. 
NSA 
The NSA is the Number of Signal Averaged to obtain a better signal to noise ratio during 
an acquisition. Increasing NSA in a pulse sequence will lead to a better quality of the 
spectrum but will increase execution time too, this fact imposes limitations of the possible 
number of averages during in vivo acquisitions.  
crusher gradients 
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Phase cycles 
Phase cycles are used in advanced NMR to set a predetermined coherence pathway, in 
clinical spectroscopy it is commonly used to compensate for the imperfections in 180° 
pulses (30). 
Gradient spoiling 
Gradient spoiling is used to compensate for incomplete magnetization recovery. In system 
with long relaxation times magnetization might not return to equilibrium from an 
acquisition to one other. Thus, forced dephasing of the transversal magnetization through 
spoiler gradients is needed to avoid unwanted T1-weighting of the signal. 
SAR 
SAR, the Specific Absorption Rate, is the mass normalized rate at which RF power is 
coupled to biological tissue and is typically indicated in units of watts per kilogram 
(W/kg). SAR value depends on the strength of the RF field and can be evaluated by this 
formula: 
𝑆𝐴𝑅 = ∫
𝜎(𝒓)𝐸𝑅𝑀𝑆(𝒓)
𝜌(𝒓)
 
𝑠𝑎𝑚𝑝𝑙𝑒
𝑑𝒓 
Where 𝜎(𝒓) is the electrical conductivity of the tissue, 𝐸𝑅𝑀𝑆(𝒓) the root mean square of 
the electrical field and 𝜌(𝒓) is the density of the tissue in point 𝒓. Values of SAR are 
automatically calculated by the MR scanner by inserting the weight of the patient and 
should be kept low (below ~2 W/kg) for in vivo acquisitions to avoid local heating.  
PNS 
The Peripheral Nerve Stimulation occurs when high values of gradient fields and high 
switching rates are used. Stimulation provokes involuntary muscular contractions, this 
happens when high gradients are applied with frequencies similar to the ones used by 
neurons for transmitting signals which are about 1-70 Hz. To avoid nerve stimulation 
low-varying gradients (low values of  
𝜕𝐵
𝜕𝑡
 ) should be used in in vivo acquisition. 
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2 MATERIALS AND METHODS 
 
All the measurements for this work were made at IRST (Istituto per lo Studio e la Cura 
dei Tumori) with the collaboration of the medical physics unit and the biological 
laboratory. Test phantoms were constructed in the laboratories, while MRS spectra of 
healthy volunteers and phantoms were acquired with the new Philips Ingenia 3T scanner, 
one of the most advanced and recent instruments for clinical NMR. We needed a full 
week training course, provided by Philips Healthcare, and a lot of practice with the 
sequences to correctly configure the experiments.  This chapter is divided as follows: 
- In section 2.1 some innovative features of the spectrometer are described, like the 
MultiTrasmit technology that is fundamental to obtain a homogenous RF 
excitation at 3 T. 
- A brief description of the pulse sequences used for in vitro and in vivo acquisitions 
is also provided in section 2.5.  
- In 2.4 you can find all the information about the manufacturing of the phantoms 
and some considerations about the incompatibility between citrate and CuSO4. 
- The description of the homemade software and the algorithms behind it can be 
found in section 2.3. 
- The description of the other software used is located in section 2.2. 
 
2.1 THE SPECTROMETER 
 
The use of a 3T spectrometer gives some advantages in terms of quality of NMR spectra: 
- Better SNR: Curie law in Eq.(  9  ) tells us that the difference in population 
between the  upper and lower energy states, thus the magnetization itself, is 
proportional to 𝐵0. This fact implies that when the longitudinal magnetization is 
brought on the x-y plane by the use of radiofrequency pulses, we will measure a 
higher signal from excited protons compared to the one of a common 1.5 Tesla 
magnet. 
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- Better spectral resolution: we know that chemical shift differences between 
protons of different chemical groups are proportional to 𝐵0: 
𝜈𝑖 =
𝛾
2𝜋
𝐵0(1 − 𝜎𝑖) → 𝜈1 − 𝜈2 ∝ 𝐵0(𝜎2 − 𝜎1) 
This feature makes discrimination of peaks, originated from different 
compounds, a simpler task, since distances in frequency between nuclei are 
doubled, compared to the ones obtained with a 1.5 T spectrometer. 
- Changes in spectral parameters of citrate: with spectral resolution provided by the 
3T field in prostate spectra it is possible to distinguish peaks of choline, creatine, 
citrate and in some cases polyamines. An aspect that has to be considered in 
spectral analysis is that citrate spectrum changes a lot, in the passage from the 
1.5T to the 3T static field. Since the difference in chemical shielding parameters 
of the methylene protons is  small, at 1.5 T citrate might be seen as a singlet, due 
to the  fact that  ratio 𝑄 of Eq.(  19  ) is almost zero. At 3T, as chemical shift 
differences increase, the typical line-shape of a strong coupled AB spectrum of 
Fig. 16 can be recognized instead. 
2.1.1 SCANNER PHILIPS INGENIA 3T 
The MR scanner used for the in vitro and in vivo acquisition was a new Philips Ingenia 
3T, one of the best clinical instruments available for MRI and MRS diagnostics 
nowadays. The scanner has many interesting characteristics that might be described, some 
of them are beyond the purpose of this work, other ones instead are under copyright (like 
detailed description of pulse sequences) of Philips Healthcare and without a research 
collaboration with the company it is almost impossible to get quantitative information. 
However in this section some innovative and useful characteristics of the MR scanner are 
supplied. 
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Fig. 31: Magnet-room view of Philips Ingenia 3T MR scanner at IRST. 
General features of the MR scanner: 
- Magnet system: 3T Magnet delivering a full 55 cm field of view and cooled to 
cryogenic temperatures by liquid helium. Typical homogeneity 𝛥𝜈0 at 50 x 50 x 
45 cm ≤ 1.8 ppm. 
- Patient environment: 70 cm open bore diameter, maximum weight capacity of 250 
Kg. 
- RF transmitter: MultiTrasmit, Patient-adaptive. Fully flexible for each source, real 
time feedback loop. 
Receiver coils: 
- Head coil for phantom acquisitions: 30 cm coverage, 15 channels, DirectDigital 
data sampling.  
 
 
 
Fig. 32: Head coil, used for all phantom acquisitions. 
 
- Whole-body coil for in vivo acquisitions: 200 cm maximum coverage (2 coils), 
108 channels (52 per coil), flexible connections between sub-coils, Direct Digital 
data sampling. 
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Fig. 33: Whole body coils, only one of those was used to acquire prostate spectra from healthy volunteers.  
 
MultiTrasmit RF coils 
Since the wavelengths of the radiofrequency pulses used in a 3T scanner are in the order 
of 1 meter (two times smaller than the ones used in a 1.5T scanner), there can be non-
uniformity in the illumination of the patient’s region of interest. The problem of non-
uniform illumination is similar to that found while cooking a chocolate bar in a 
microwave oven without a rotating plate (see Fig. 34). 
 
Fig. 34: Non uniform cooking of a chocolate bar in a microwave oven due to the fact that the wavelength of the 
microwaves used is comparable to the size of the chocolate bar. 
 
MultiTrasmit 4D technology consists of parallel RF transmission using two independent 
radiofrequency amplifiers, enabling patient-adaptive RF shimming. This feature makes 
use of constructive and destructive interference between waves to provide adjustment of 
individual RF sources, thus generating a uniform field distribution and local RF 
deposition in each individual patient. A graphical explanation can be found in Fig. 35. 
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Fig. 35: Through the use of radiofrequency waves with different phases and amplitudes the MR scanner is capable to 
illuminate uniformly the area of interest and produce more accurate images and spectra. 
This feature provides a better quality of prostate MR spectra, especially from multi-voxel 
acquisitions where the signal is more uniform from voxel to voxel. Moreover, the use of 
multi-phase transmitters permits to avoid the use of endorectal coil and simplify the 
preparation of the patient before the exam. 
 
DirectDigital 
DirectDigital is another Philips technology; it consists in a miniaturized ADC converter 
that samples the MR signal directly in the RF coil on the patient. This configuration 
prevents signal loss on the cable since it is directly digitalized in the small ADC (Fig. 36) 
and sent through optical fibers to the console. 
 
 
Fig. 36: Miniaturized analog-to-digital converter integrated in the receiver coils captures the MR signal at its purest 
form and transmits data through the fiber-optic chain. 
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2.2 SOFTWARE FOR SPECTRAL ANALYSIS 
2.2.1 EXISTING SOFTWARE SOLUTIONS TAKEN INTO 
ACCOUNT 
 
SpectroView 
SpectroView is a software developed by Philips Healthcare for visualization and analysis 
of NMR spectra. At IRST this program is installed on the NMR console for fast 
visualization and elaboration of the acquired signals. The program has several scripts built 
up to quantify the presence of a certain metabolite inside the spectrum, at a certain TE, 
for different tissues, after an “appropriate” post-processing of the signal. This software 
was not used for the analysis of the prostate spectra, since it provided no description of 
the filters used for post-processing and it did not show impressive capabilities to analyze 
in vivo or in vitro spectra (see Fig. 37 and Fig. 38). The algorithm inside the program fits 
the real part of the spectrum with a linear combination of Lorentzian and Gaussian 
functions, ignoring completely that multiplets like citrate can’t easily have a Lorentzian 
line-shape because of j-coupling. Since the results provided were controversial and the 
company did not give us quantitative information about how to use it better, we decided 
not to use it for quantitative analysis. Rather, SpectroView was used to give a first look 
at the acquired spectra and to export them outside the NMR console. 
59 
 
 
Fig. 37: Example of an analysis made with SpectroView of a homemade phantom. The program did not take into 
account the dispersion line-shape of citrate and made a controversial quantification. 
 
 
Fig. 38: Example of an analysis made with SpectroView of a prostate spectrum acquired with a multi-voxel sequence. 
Effects of a hidden post-processing of the signal through apodization and Gaussian smoothing can be seen by 
comparing it to a row spectrum file (for example the one in Fig. 107). 
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jMRui 
jMRui is a software package for advanced time-domain analysis of MR spectroscopy data 
and even MR spectroscopy imaging data. It is one of the most used software for spectral 
analysis due to the abundance of tools for quantification, post-processing and simulation 
inserted in the package. Moreover the program is freely available for registered users. In 
this work three features of the package were used: 
- AMARES (31),which stands for Advanced Method for Accurate, Robust and 
Efficient Spectral fitting, is an iterative algorithm that uses nonlinear least 
squares method to quantify peaks from a MRS spectrum. This algorithm fits the 
spectrum using a linear combination of damped oscillating functions, 
minimizing a cost function expressed in the following way: 
 
𝐶𝑜𝑠𝑡 𝑓𝑢𝑛𝑐𝑡𝑖𝑜𝑛 = 𝐺(𝒄, 𝛼, 𝜔, 𝜑) = ∑ |𝑦𝑛 −∑𝑐𝑘𝑒
(−𝛼𝑘+𝑖𝜔𝑘)𝑡𝑛+𝑖𝜑𝑘
𝐾
𝑘=1
|
2𝑁−1
𝑛=1
 
(  37  ) 
Where 𝒄, α, 𝜔, 𝜑  are the amplitudes, dampings, frequencies and phases, 
respectively. Prior knowledge is inserted in the analysis through a peak-picking 
interface (Fig. 39) where the user can select the peaks and their FWHM and insert 
them into the analysis.  
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Fig. 39: Peak-picking interface for AMARES in jMRui. 
From the frequency-domain point of view the algorithm fits the real part of the 
spectrum with a combination of Lorentzian functions, thus the fitting of a 
multiplet should be done with a set of peaks with a fixed ratio. Once the analysis 
is finished the user can estimate the quantity of a compound by the amplitude 
parameters c of Eq.(  37  ). 
- NMRScopeB (32) is quantum-mechanical signal simulator based on numerical 
solution of Liouville-von Neumann equation. Through the use of this tool it is 
possible to build different types of spin systems (coupled, strong coupled etc.) and 
simulate the acquisition of the FID by configuring a pulse sequence. The 
simulated FIDs can be used as a basis for QUEST algorithm. 
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Fig. 40 : Graphical interface of NMRScopeB simulation tool, on the left side there is the environment to build up the 
spin system, on the right side there is the sequence configuration. 
- QUEST (33), which stands for Quantum ESTimation, is a time domain algorithm 
which fits a weighted combination of metabolite signals directly to the in 
vivo data. It uses a basis set of FIDs that can be acquired in vitro or can be 
simulated with the use of NMRScopeB. 
 
Fig. 41: QUEST quantitation start window. 
 
2.3 DEDICATED SOFTWARE DEVELOPMENT  
 
The homemade software for analysis of prostate spectra is based on the GAMMA C++ 
libraries (34) and on a preconditioned gradient descent algorithm. GAMMA is a package 
for NMR spectroscopy simulations, it uses density matrix calculations (in the formalism 
developed in section 1.4). Density matrix formalism is a useful tool to describe the 
behavior of strong coupled spins systems, like the two equivalent methylene groups of 
citrate. The core of the program is an iterative simulation of spectra whose parameters are 
changed at each iteration to correctly fit the acquired data by minimization of a cost 
function. An essential graphical interface is provided by the use of Fast Light ToolKit 
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(FLTK). Some packages of the GNU scientific libraries were also used to perform 
interpolations. The software works on Linux operating system and needs all the libraries 
to be correctly installed. All the C++ packages used for the realization of this program 
have a free license for non-commercial purposes and can be easily downloaded from the 
internet. The list of the included libraries is shown below in Fig. 42. 
 
Fig. 42: Included libraries for the homemade software. 
 
2.3.1 INPUT  
As can be seen from Fig. 43, the program takes as inputs: 
- Real and imaginary part of the FID from folders, in .txt format. 
- A frequency file that can be substituted if a shift reference is added during the 
acquisition (it is used to give a reference to the Fourier transform). 
- Echo time of the PRESS sequence used for acquisition. 
- The bandwidth of the FID. 
- Resolution, usually 1024 or 2048 points. 
- The interval in ppm where the spectrum will be fitted and quantified. 
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Fig. 43: Input window of the homemade software. 
To simulate correctly the spin systems, the program uses text files containing the spectral 
parameters of the metabolites: creatine.sys, choline.sys and citrate.sys. Such files provide 
information about the NMR properties of the chemical groups like the number of spins, 
the chemical shift of the nuclei, j-coupling between them and the spectrometer frequency. 
An example of those files is shown in Fig. 44. Only one group among all the magnetically 
equivalent groups is simulated for each molecule to obtain a better computational 
efficiency. For example the main peak of choline is made by the sum of the signals 
produced by nine magnetically equivalent protons. It is more convenient to simulate only 
one of those and rescale the results for the real multiplicity than simulating nine protons 
and do calculations with 29 ⨯ 29 matrices. 
 
Fig. 44: Text file containing information about magnetic properties of one of the two equivalent methylene groups of 
citrate (left). Piece of code used to load the metabolites files from directories (right). 
Input spectrum is smoothed before the iterative fitting process starts. Noise filtering is 
fundamental to correctly analyze in vivo spectra, while it can be omitted in signals 
acquired from phantoms. Smoothing is achieved through Lorentzian apodization, many 
smoothing filters were tested but the one which preserved better the peaks of metabolites 
was this last one. Apodization is simply achieved by multiplying the FID with a negative 
exponential 𝑒−𝐴𝑡 , like the one which naturally multiplies the signal due to spin-spin 
relaxation or field inhomogeneity. 
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2.3.2 MINIMIZATION OF THE COST FUNCTION 
Once the FID and the spin systems are given, the effect of an ideal PRESS sequence is 
simulated with the function PRESS in Fig. 45. This function takes as arguments the echo 
time, the spin system, the sampling time and the needed resolution (usually 1024 or 2048 
points). Since Philips did not provide us with detailed information about the sequences, 
we just used ideal 90° and 180° pulses in a standard PRESS sequence. FID is sampled at 
the end of the sequence by using real parameters of acquisition, like the sampling time dt 
(the inverse of the bandwidth) and the total acquisition time dt∙tpts (the inverse of the 
spectral resolution). 
 
Fig. 45: Simulated ideal PRESS sequence that uses classes of GAMMA library. 
The code in Fig. 45 computes the spin Hamiltonian and the equilibrium density matrix 
associated with it. After the application of pulses and Hamiltonian evolution, the FID is 
sampled through the use of the total ladder operator Fm (𝐹−), that is equivalent to 𝐹+ 
except for a global phase term. Once the simulated FIDs have been acquired the 
parameters optimization starts. The parameters taken into account for the optimization 
are: 
1. Amplitude of Cit. 
2. Amplitude of Cho. 
3. Amplitude of Cr. 
4. 𝑇2
∗ of Cit. 
5. 𝑇2
∗ of Cho. 
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6. 𝑇2
∗ of Cr. 
7. Global shift of Cit. 
8. Global shift of Cho. 
9. Global shift of Cr. 
10. Relative phase of Cit. 
11. Relative phase of Cho. 
12. Relative phase of Cr. 
13. Polynomial baseline term of order 0. 
14. Polynomial baseline term of order 1. 
15. Polynomial baseline term of order 2. 
16. Polynomial baseline term of order 3. 
17. Polynomial baseline term of order 4. 
Amplitudes are scalar values that multiply the FIDs, 𝑇2
∗ constants determine the width of 
the peaks, global shifts adjust the metabolites’ chemical shifts, relative phase is needed 
to correctly simulate the interference between spectra of different metabolites and the 
polynomial baseline allows correction for eddy-currents effects (35) (although the impact 
of these artifacts is really small in Philips Ingenia 3T due to internal corrections). These 
parameters are stored in the array double param[17] and are all initialized to zero. All the 
parameters will be changed, during the optimization, to minimize a cost function named 
cost1: 
 
Fig. 46: Declaration of the cost function. 
For brevity the code relative to this function is not showed. The cost function takes as 
input the FIDs, the param array, the frequency interval of interest, the echo time, the 
sampling time and the resolution. In the cost function the FIDs are firstly damped through 
the decay function which is of row_vector type (a class of GAMMA). This last function 
mentioned simply performs a Lorentzian smoothing of the metabolite spectrum in time 
domain, by multiplying the FID with a damped exponential (see Fig. 47). 
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Fig. 47: This function simulate the T2* decay. 
Then the FIDs are shifted in frequency by multiplying each point FID(𝑡𝑘) to an oscillating 
function 𝑒𝑖𝛥𝜔𝑡𝑘 . After the FIDs are transformed by FFT the simulated spectrum is 
evaluated in this way: 
𝑆𝑙
𝑡𝑜𝑡 = |∑𝑆𝑘𝑎𝑘𝑒
𝑖𝜑𝑘
3
𝑘=1
| + 𝑐0 + 𝑐1𝑥𝑙 + 𝑐2𝑥𝑙
2 + 𝑐3𝑥𝑙
3 + 𝑐4𝑥𝑙
4 
Where 𝑆𝑘  is the complex spectrum of the kth metabolite, 𝑎𝑘  is its amplitude, 𝜑𝑘  its 
relative phase and the 𝑐0…𝑐4  are the coefficients of the polynomial baseline. 
Consequently, the cost is evaluated by the sum of the square of the differences between 
the modulus of the simulated spectrum and the modulus of the acquired one; evaluating 
differences between absolute values allows to ignore the global phase of the system. To 
avoid binning errors in the computation of the cost, spline interpolation (36) was used and 
the differences were evaluated by oversampling the two distributions on 3(𝑏 − 𝑎)/𝑅 
points, where 𝑏 and 𝑎 define the frequency interval of the analysis in ppm and 𝑅 is the 
resolution inserted into the starting window. Finally the cost1 function returns the cost as 
a double type variable. 
Starting values 
Optimization of parameters starts with a rough exhaustive search of optimal amplitude 
values and relative phases, with the decay constants initially set to 200 ms and all the 
other parameters set to zero. This first rough optimization is crucial because changes in 
the gain of the spectrometer can make the recorded signals pass through many orders of 
magnitude. Starting values for amplitudes are computed by comparing the mean of the 
absolute value of the simulated metabolites to the mean of the input spectrum: 
𝑠𝑡𝑎𝑟𝑡𝑖𝑛𝑔 𝑎𝑚𝑝𝑙𝑖𝑡𝑢𝑑𝑒 (𝑖) =
𝑚𝑒𝑎𝑛 𝑣𝑎𝑙𝑢𝑒 𝑜𝑓 𝑡ℎ𝑒 𝑎𝑐𝑞𝑢𝑖𝑟𝑒𝑑 𝑠𝑝𝑒𝑐𝑡𝑟𝑢𝑚
𝑚𝑒𝑎𝑛 𝑣𝑎𝑙𝑢𝑒 𝑜𝑓 𝑡ℎ𝑒 𝑠𝑖𝑚𝑢𝑙𝑎𝑡𝑒𝑑 𝑚𝑒𝑡𝑎𝑏𝑜𝑙𝑖𝑡𝑒′𝑠𝑠𝑝𝑒𝑐𝑡𝑟𝑢𝑚
∗ 2𝑘   
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For each k and each metabolite the cost is evaluated in a loop of for-cycles as the one 
described in Fig. 48; the values that minimize the cost are chosen as starting values for 
amplitudes. 
 
Fig. 48: Loop of for-cycles to evaluate a reasonable starting amplitude for each metabolite. 
A similar approach was used to estimate the starting values of relative phases. 
Gradient Descent 
Gradient descent (GD) is a common iterative minimization approach which uses the 
gradient of a cost function to move across the parameter space to reach a minimum. GD 
is a commonly chosen to search minima inside parameter spaces with several dimensions: 
for example, an exhaustive search in a space of 17 parameters (like the one we have), 
with each one varying among 100 different values requires something like 10017 
iterations, a number that it is not achievable in practice. Basic gradient descent algorithm 
works in this way: 
𝒑𝒂𝒓𝒂𝒎𝑖+1 = 𝒑𝒂𝒓𝒂𝒎𝑖 − 𝛼𝑮𝑖 
Where 𝒑𝒂𝒓𝒂𝒎𝑖+1  is the vector containing the parameters at iteration 𝑖 + 1, 𝑮𝑖  is the 
gradient of the cost function at iteration 𝑖 and 𝛼 is a numeric constant that should satisfy 
the Wolfe conditions (37), these conditions usually imply that  𝛼 ≪ 1. This approach did 
not give satisfying results since the gradient of the previously defined cost function is 
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really instable and might explode to unreasonable values. Since convergence was not 
guaranteed with standard approach we decided to use a preconditioned gradient descent: 
𝑝𝑎𝑟𝑎𝑚𝑖+1[𝑘] = 𝑝𝑎𝑟𝑎𝑚𝑖[𝑘] −
𝐺[𝑘]𝑖
|𝐺[𝑘]𝑖|
𝑑𝑝𝑎𝑟𝑎𝑚𝑖[𝑘] 
(  38  ) 
In this way only the sign of the kth component of the gradient is used, while the step of 
the descent is “preconditioned” by the step vector 𝒅𝒑𝒂𝒓𝒂𝒎𝑖. Components of the step 
vector were chosen empirically and some of them change during the iteration. For 
example, step parameters related to polynomial baseline are constant and are chosen to 
produce weak changes in the spectrum (with Ingenia 3T there is almost no baseline in 
spectra unless there is fat in the selected voxel) their value is set to be a fraction of the 
mean value of the acquired spectrum (Fig. 49 left). Phase and shift step parameters are 
static too (Fig. 49 left), while the ones related to 𝑇2
∗ decays and amplitudes of metabolites 
update themselves at each iteration, since they are a fixed ratio of their corresponding 
parameters (Fig. 49 right). 
 
Fig. 49: Step parameters for preconditioned gradient descent. 
Step parameters are sent as input for the function void costgradient1 (Fig. 50). This 
function computes the gradient of the cost function as follows: 
𝑝𝑎𝑟𝑎𝑚_𝑝𝑙𝑢𝑠𝑖[𝑘] = {
𝑝𝑎𝑟𝑎𝑚[𝑘] 𝑓𝑜𝑟 𝑘 ≠ 𝑖
 𝑝𝑎𝑟𝑎𝑚[𝑘] + 𝑑𝑝𝑎𝑟𝑎𝑚[𝑘] 𝑓𝑜𝑟 𝑘 = 𝑖
 
𝐺[𝑖] = 𝑐𝑜𝑠𝑡(… , 𝒑𝒂𝒓𝒂𝒎_𝒑𝒍𝒖𝒔𝑖, … ) − 𝑐𝑜𝑠𝑡(… , 𝒑𝒂𝒓𝒂𝒎_𝒎𝒊𝒏𝒖𝒔𝑖, … ) 
And stores the result in an array which is passed by reference to the function. 
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Fig. 50: The function “costgradient1” computes the gradient of the cost function. 
Then, after the calculation of the gradient, the iterative process starts and the parameters 
are updated to minimize the cost function. The core-part of the minimization algorithm is 
pictured in Fig. 51. 
 
Fig. 51: Minimization algorithm code. 
The step parameters of Eq.(  38  ) are multiplied to a discrete hyperbolic function, which 
depends on the iteration number, this weighting is carried out enlarge the steps at the 
beginning of the iteration and do a finer optimization at the end. 
2.3.4 OUTPUT 
At the end of the minimization process the simulated spectrum is stored in the text file 
specfile.asc, while the smoothed spectrum of the input file is stored in smoothdata.asc. A 
“residual spectrum”, made by absolute values of differences between the smoothed and 
the simulated one, is also calculated and stored in residue.asc. These files are 
automatically plotted with gnuplot. An example of the plotted output is showed in Fig. 
52. 
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Fig. 52: Graphical output of the homemade software, quantification of an in vivo spectrum of a healthy volunteer 
with 2048 points in resolution. 
Amplitudes, 𝑇2
∗ decay constants and total signal (integral) of each metabolite are stored 
in another text file named Results.txt (example in Fig. 53).  The amplitudes and the 
integral values are divided by the multiplicity of each chemical group in the metabolite 
of interest, to be comparable to their molar concentrations: the simulated methylene 
protons have a multiplicity of 2 since there are two methylene groups in a molecule of 
citrate, the simulated creatine and choline methyl protons have a multiplicity of 3 and 9 
respectively. 
 
Fig. 53: The file Results.txt contains the output of the quantification process. 
To assess the goodness of fit, the program uses Kolmogorov-Smirnov test (K-S Test) (38) 
in every quantification, which is a more robust estimate compared to the traditional Chi-
square test. The maximum difference between the cumulative of the two normalized 
distributions, the D-Value of the K-S Test, is inserted in Results.txt file, accompanied by 
the number of points used to calculate the D-Value (equal to the ones used to evaluate the 
cost function) and the critical D-Value for 20% probability that differences between the 
two distribution might be produced by chance. 
 
72 
 
2.4 HOME-MADE PHANTOMS 
To test the quality of the acquired spectra and to assess the accuracy of the quantifications 
several phantoms were built in the biological laboratories of the IRST research institute. 
At first we followed instruction from the report n°100 of the American Association of 
Physicists in Medicine (AAPM) (39) but for metabolite phantoms we encountered some 
unexpected technical problems and we followed other pathways. 
2.4.1 WATER PHANTOMS WITH PARAMAGNETIC AGENT 
First of all, to measure the effects of paramagnetic agents on water spectrum we realized 
four different water phantoms. The AAPM suggests to use NaCl concentration of ~ 4𝑔/𝐿 
to adjust solution conductivity and the paramagnetic salt CuSO4 to set the proper 
relaxation times.  Suggested concentration of paramagnetic agent is of ~ 2𝑔/𝐿 for copper 
sulphate pentahydrate CuSO4∙5H2O. We used four polyethylene bottles of 250 ml 
capacity containing a solution of 1g of NaCl in 250 ml of distilled water each. Then we 
set the paramagnetic salt concentration by inserting 1, 0.5, 0.25 and 0 g of paramagnetic 
salt as it is described in Table 5. 
Phantom n° NaCl (g) CuSO4∙5H2O (g) H2O (ml) 
1 1 1.00 250 
2 1 0.50 250 
3 1 0.25 250 
4 1 0.00 250 
Table 5: Charateristics of the phantoms used for preliminary analysis. 
 
 
Fig. 54: Water phantoms with paramagnetic agent CuSO4. 
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Measurements of spin-spin relaxation constants were done by using PRESS sequences 
with echo times of 50, 100, 150, 200 and 350 ms. Estimations of the 𝑇2 decay constant 
were obtained with three different methods: 
- Linear regression between the echo times used and the logarithm of amplitude 
values given by AMARES of the jMRui package. 
- Linear regression between the echo times used and the logarithm of the amplitude 
estimated with a homemade software based on the same functions of the one 
described in section 2.3 but designed for water. 
- Linear regression between the echo times used and the logarithm of the maximum 
value of the water peak.  
All these approaches are theoretically correct, since the water hydrogens are magnetically 
equivalent and their spectrum is described as follows: 
𝑆(𝜔) = 𝑆0
[−𝑖(𝜔 − 𝜔0) +
1
𝑇2
∗] 
(𝜔 − 𝜔0)
2 + (
1
𝑇2
∗)
2 ;   𝑤𝑖𝑡ℎ  𝑆0 ∝ 𝑒
−
𝑇𝐸
𝑇2
                           
⇒        ln(𝑆0(𝑇𝐸)) ∝ −1/𝑇2 
(  39  ) 
 Results of these estimations are showed in section 3.1.1. 
 
2.4.2 PHANTOMS WITH METABOLITES  
First Trial: Metabolites with paramagnetic agents 
To correctly simulate the relaxation of water in the peripheral zone of the prostate, which 
is about 100 ms for cancerous tissue and 140 ms for healthy prostate (40), five different 
test phantoms were manufactured with CuSO4 and different concentrations of citrate, 
choline and creatine. Concentrations of metabolites were chosen to be in the order of 
magnitude of in vivo ones. We used choline chloride as a choline source, sodium citrate 
dihydrate as a citrate source and creatine monohydrate as a creatine source, all the 
substances were purchased from Sigma-Aldrich. As it is shown from results in section 
3.1.1, 0.5g/250ml of CuSO4∙5H2O brings the T2 of water to approximately 140 ms, which 
is compatible with the relaxation time in the peripheral zone of the prostate (for water). 
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Metabolites were put in a 250 ml solution of distilled water with 0.5 g of CuSO4∙5H2O 
with the molarities shown in Table 6; pH was adjusted to 7.0, the mean physiological 
value for prostatic tissue (17). 
Phantom n° Cit (mM) dCit (mM) Cho (mM) dCho (mM) Cr (mM) dCr (mM) 
1 0.005 0.00008 0.0200 0.0002 0.0150 0.0002 
2 0.0150 0.0001 0.0150 0.0002 0.0125 0.0002 
3 0.0250 0.0002 0.0100 0.0002 0.0100 0.0002 
4 0.0400 0.0003 0.0075 0.0002 0.0075 0.0001 
5 0.0600 0.0005 0.0050 0.0001 0.0050 0.0001 
Table 6: Concentrations of metabolites in homemade phantoms with paramagnetic agent. 
The blue color of the solutions was deeper than color of the phantoms made with the same 
concentration of copper salt but without metabolites (as can be seen comparing Fig. 55 to 
Fig. 54). Moreover in the MR spectrum of phantom 5, the one with the greatest 
concentration of citrate, the peaks of the methylene protons of citrate are heavily 
suppressed, as can be seen from Fig. 56. Spectrum of citrate from this phantoms is not 
similar or at least comparable to the ones found by García-Martín et al (41) for phantoms 
with the same concentrations of choline, creatine and citrate but without paramagnetic 
salt. Although we did not see any precipitate, this phenomenon can indicate a possible 
interaction between citrate and Cu++ ions, to form temporary complexes of copper-
citrate. Methylene protons, by staying closer to copper ions, perceive a stronger dephasing 
local field for a longer time compared to choline and creatine. Consequently, their 
spectrum is suppressed due to fast dephasing. Since further investigations of this excess 
of relaxation were not among the purposes of this work, we removed the paramagnetic 
salt from our recipes and we manufactured again the phantoms to test the accuracy of 
quantifications. By the way, this experience had to be mentioned since copper sulphate is 
commonly used as a relaxation agent for MRS test phantoms but it showed to be not 
suitable for the realization of phantoms containing citrate.   
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Fig. 55: Deep blue color of a metabolite phantom with CuSO4. 
 
 
Fig. 56: Destructive effect of CuSO4 to the spectrum of citrate in a phantom with 5 mM creatine, 5 mM choline and 
60 mM of citrate. Four peaks should have been observed around 2.5 ppm. Spectrum acquired using a PRESS 
sequence with 110 ms echo time. 
Phantoms with metabolites without paramagnetic agents 
To avoid excessive relaxation of citrate we made new phantoms following the recipe 
provided by García-Martín et al (41) (except for zinc ions). Concentrations of the 
metabolites inside the phantoms are showed in Table 7. We used choline chloride as a 
choline source, sodium citrate dihydrate as a citrate source and creatine monohydrate as 
a creatine source, all the substances were purchased from Sigma-Aldrich. All the 
polyethylene bottles were filled with 250 ml of distilled water and contained 155 mM of 
NaCl each, to set an appropriate conductivity to the solutions. Values of pH were set to 
be physiological (pH=7) except for phantom n°6 which was at pH=5 to see possible 
changes of j-coupling constants and chemical shifts in the spectrum of citrate. Values of 
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pH were adjusted using diluted solutions of NaOH and HCl and were measured with the 
pH meter of the biological laboratories of the IRST research institute (Fig. 57). 
 
Phantom n° Cit (mM) dCit (mM) Cho (mM) dCho (mM) Cr (mM) dCr (mM) pH dpH 
1 0.005 0.00008 0.0200 0.0002 0.0150 0.0002 7.00 0.05 
2 0.0150 0.0001 0.0150 0.0002 0.0125 0.0002 7.00 0.05 
3 0.0250 0.0002 0.0100 0.0002 0.0100 0.0002 7.00 0.05 
4 0.0400 0.0003 0.0075 0.0002 0.0075 0.0001 7.00 0.05 
5 0.0600 0.0005 0.0050 0.0001 0.0050 0.0001 7.00 0.05 
6 0.0600 0 0 0 0 0 5.00 0.05 
Table 7: Concentrations of metabolites and pH values for the homemade test phantoms. 
 
 
Fig. 57: Adjusting the pH of the homemade phantoms. 
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2.5 SEQUENCES USED  
2.5.1 SEQUENCES USED FOR PHANTOM QUANTIFICATIONS 
Homemade phantoms were acquired with the MR scanner using the head-coil showed in 
Fig. 32. Resolution parameters for sequences were chosen to be similar to the parameters 
used for in vivo acquisitions. In this sequences optimization of the exam time is an 
important feature, thus low resolutions (1024 points instead of 2048) and short repetition 
times were used despite the low quality of the spectra. STEAM sequences with the 
shortest possible echo time were used to obtain chemical shift and j-coupling parameters 
of citrate, while a PRESS sequence with a commonly used TE of 140 ms, with a repetition 
time of 1500 ms, was used to quantify metabolite concentrations in phantoms. To 
compute correct values of the ratio (Cho+Cr)/Cit, spectral corrections have to be done to 
compensate for different spin-spin relaxation times of the metabolites. Long TE values 
have to be used to measure correctly the T2 since there are no paramagnetic agents in the 
solution. To achieve echo times of 1, 1.5 seconds, unrealistic values for clinical practice, 
repetition times of 3 seconds were used. To make all the measurements comparable, we 
turned off the optimization of the receiver, which sets automatically a gain to the signal 
to optimize quantum efficiency, and set the attenuation coefficient for the receiver 
(1/gain) to 8 dB for each acquisition. 
 
STEAM 
A STEAM sequence was used to acquire Cit spectrum at very short echo time. Short echo 
times allow to see Cit spectrum almost in full absorption mode, since j-coupling evolution 
has few time to take place. Unfortunately this type of sequence is not very suitable for in 
vivo acquisition due to the poor SNR of typical prostate spectra. For phantom acquisitions 
a voxel of 2⨯2⨯2.5 cm3 was positioned in the center of the polyethylene bottle, as it is 
showed in Fig. 58. 
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Fig. 58: Voxel placement in the homemade phantom. 
Some important parameters of the STEAM sequence used are listed below:  
- Iterative shimming 
- TR=1500 ms (the repetition time of the sequence) 
- TE=8.6 ms 
- Mixing time=minimum 
- Water suppression: CHESS with 160 Hz of bandwidth 
- SAR mode: high 
- PNS mode: high 
- Basing pulse: No 
- Spectral bandwidth=2000 Hz 
- Samples=1024 
- NSA=192 
- Gradient spoiling: yes 
- N° phase cycles= 16 
- Receiver optimization: OFF 
- Receiver attenuation =8 dB 
- Voxel size: 2⨯2⨯2.5 cm3 
PRESS 
PRESS sequences were used to acquire spectra from phantoms with different 
concentration of metabolites, to measure their spin-spin relaxation times and their 
quantity. Since we did not use paramagnetic agents, we had to use long TR sequences 
(TR=3000) to achieve longer echo times for T2 measurements.  
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General features of the PRESS sequence: 
- Iterative shimming 
- TR=3000 ms  
- TE=140, 400, 600, 800, 1000, 1200, 1500 ms 
- Water suppression: CHESS with 160 Hz of bandwidth 
- SAR mode: high 
- PNS mode: high 
- Basing pulse: water suppression 
- Spectral bandwidth=2000 Hz 
- Samples=1024 
- NSA=192 
- Gradient spoiling: yes 
- N° phase cycles= 16 
- Receiver optimization: OFF 
- Receiver attenuation =8 dB 
- Voxel size: 2⨯2⨯2.5 cm3 
 
For phantom quantification a similar PRESS sequence with TE=140 ms and TR=1500 
ms was used.  
 
Fig. 59: Screenshot of the user interface at the scanner console. PRESS sequence for quantification was planned by 
considering commonly used parameters for in vivo acquisitions. 
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2.5.2 SEQUENCES USED FOR IN VIVO ACQUISITIONS 
To test the fitting ability of the homemade software we acquired spectra from prostates 
of two middle-aged male subjects with different sequences based on PRESS, without 
using any endorectal coil. The volunteers could not be prepared as patients, so 
anticholinergics were not administered to diminish rectum movements.  Since we wanted 
only to test the ability of the software to correctly fit the spectra we did not turn the 
receiver optimization off. Number of averaged signals was reduced from 192 to 32 to 
achieve a shorter exam time, while SAR and PNS modes were set to “low”. Healthy 
volunteers were selected not only to test MRS sequences but also to try other features of 
the new scanner Philips Ingenia 3T, so in that occasion there was not time to make 
measurements of the spin-spin relaxation time for in vivo metabolites. Spectra from two 
healthy volunteers were acquired, from subject 1 we took a single voxel and a MRSI 
acquisition with 1024 points in resolution, from subject 2 we took only a MRSI 
acquisition but with 2048 points in resolution. We used an echo time of 140 ms, suggested 
by Philips to see peaks of citrate approximately in-phase. 
Single-voxel PRESS general parameters: 
- Iterative shimming 
- TR=1500 ms  
- TE=140 ms 
- Water suppression: CHESS with 160 Hz of bandwidth 
- SAR mode: low 
- PNS mode: low 
- Basing pulse: water suppression 
- Spectral bandwidth=2000 Hz 
- Samples=1024 
- NSA=32 
- Gradient spoiling: yes 
- N° phase cycles= 16 
- Receiver optimization: ON 
- Voxel size: 1.5⨯1.5⨯1.5 cm3 
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3D PRESS for MRSI 
3D PRESS is a multi-voxel sequence used for magnetic resonance spectroscopy imaging. 
It is based on PRESS and repeats the sequence in a set of adjacent voxels to make a 3D 
map of spectra. We acquired, for the two healthy volunteers, five slices of 1.2 cm of 
thickness; in each slice there was a matrix of 9⨯7 voxel of 1⨯1⨯1.2 cm3 of volume (for 
a total of 315 spectra). We used essentially the same parameters of the single-voxel 
sequence but for subject 2 we brought the resolution to 2048 points. An example of 
the geometry used for acquisition is showed in Fig. 60. 
 
Fig. 60: Prostate MRSI acquisition of a healthy volunteer.  
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3 RESULTS 
3.1 IN VITRO TESTS ON HOMEMADE PHANTOMS 
3.1.1 MEASURE OF THE T2 OF WATER WITH 
PARAMAGNETIC AGENT 𝐶𝑢𝑆𝑂4 
With reference to Eq.(  39  ), the logarithm of the amplitude estimated by AMARES, the 
logarithm of the maximum value of the water peak and the logarithm of the amplitude 
estimated with the homemade software (SimWater) were compared with echo times used 
for the acquisitions for phantoms containing different quantities of CuSO4∙5H2O. For 
brevity only the parameters estimated through linear regression are shown from Table 8 
to Table 11. Spectra were acquired using PRESS sequences with TE of 50, 100, 150, 200 
and 350 ms, TR of 1500 ms and 1024 points in resolution. In the following tables “a” is 
the slope of the linear regression, “da” its uncertainty, “b” is the intercept, “db” the 
uncertainty of the intercept, “dy” is the error that can be assigned to the variables after 
the regression, T2 and dT2 are the estimated relaxation time and its uncertainty 
respectively and R^2 is the Pearson’s correlation coefficient relative to the regression. 
0g CuSO4 a b da db dy T2 (ms) dT2 (ms) R^2 
AMARES -0.0005 -1.9 0.0006 0.1 0.1 2000 2000 0.1796 
Max. Peak -0.0013 2.882 0.00012 0.013 0.03 790 80 0.9728 
SimWater -0.0008 -2.489 0.00013 0.013 0.03 1300 200 0.9282 
Table 8: Estimated T2 for phantom containing 0g of CuSO4∙5H2O, using three different methods of quantification. 
0.25 g CuSO4 a b da db dy T2 (ms) dT2 (ms) R^2 
AMARES -0.003 -0.78 0.0003 0.03 0.07 340 30 0.9727 
Max. Peak -0.0031 3.6 0.00006 0.006 0.01 320 6 0.9988 
SimWater -0.0033 -1.39 0.00004 0.004 0.01 305 4 0.9996 
Table 9: Estimated T2 for phantom containing 0.25g of CuSO4∙5H2O, using three different methods of quantification. 
0.5 g CuSO4 a b da db dy T2 (ms) dT2 (ms) R^2 
AMARES -0.0072 -0.7 0.0008 0.1 0.2 140 20 0.9612 
Max. Peak -0.0071 3.501 0.00004 0.005 0.01 141 1 0.9999 
SimWater -0.0071 -1.335 0.00004 0.004 0.01 140 1 0.9999 
Table 10: Estimated T2 for phantom containing 0. 5g of CuSO4∙5H2O, using three different methods of quantification. 
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1 g CuSO4 a b da db dy T2 (ms) dT2 (ms) R^2 
AMARES -0.0127 -0.71 0.00012 0.012 0.03 79 1 0.9997 
Max. Peak -0.0129 3.223 0.00002 0.002 0.004 77.3 0.1 1 
SimWater -0.0129 -1.354 0.00004 0.004 0.01 77.8 0.2 1 
Table 11: Estimated T2 for phantom containing 1g of CuSO4∙5H2O, using three different methods of quantification. 
 
 
Fig. 61: Estimated T2 values vs quantity of CuSO4∙5H2O.  
From Table 8 we can see lack of precision on the estimation of the T2 decay parameter of 
distilled water without paramagnetic agents, this is due to the long relaxation time of pure 
water at room temperatures. Thus, much longer echo times should be used to perform 
measurements in pure water. From Pearson’s correlation coefficient (the term R^2 in the 
tables) we see that stronger correlations are found in the estimations of the T2 with the 
maximum value of peak (Max. Peak) and with the amplitude of the homemade software 
(SimWater) compared to results obtained using AMARES. 
3.1.2 IN VITRO ESTIMATION OF CITRATE SPECTRAL 
PARAMETERS 
To correctly simulate the Hamiltonian evolution of citrate, we measured the j-coupling 
constant and the chemical shift of the methylene protons from NMR spectra of the 
homemade phantoms. 
Phantom n° Cit (mM) dCit (mM) Cho (mM) dCho (mM) Cr (mM) dCr (mM) pH dpH 
5 0.0600 0.0005 0.0050 0.0001 0.0050 0.0001 7.00 0.05 
6 0.0600 0 0 0 0 0 5.00 0.05 
Table 12: Concentration values of the homemade phantoms used to estimate citrate spectral parameters. 
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Spectral parameters of citrate were measured at 3T using the formulae developed in 
section 1.3.4. FIDs were acquired from phantom 5 at pH 7 and from phantom 6 at pH 5 
to see possible changes in j-coupling or in chemical shifts, caused by the acidification of 
the environment. Spectra were obtained using STEAM sequence on a 2⨯2⨯2.5 cm3 
voxel with an echo time of 8.6 ms.  
 
 
Fig. 62: Real part (absorption mode) of the MR spectrum of citrate at pH 7, using STEAM sequence with TE=8.6 ms 
in a homemade phantom containing 60 mM of citrate in solution with other metabolites. 
 
Fig. 63: Real part (absorption mode) of the spectrum of citrate at pH 5, using STEAM sequence with TE=8.6 ms in a 
homemade phantom containing 60 mM of citrate in solution. 
By taking into account Fig. 16, the following equations were used to calculate the 
parameters and estimate uncertainties: 
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𝑗𝐴𝐵 =
(ν1−ν2)+(ν3−ν4)
2
         𝛿 =
ν1+ν2+ν3+ν4
4
      𝑑𝑗𝐴𝐵 = 𝑑𝛿 =
√4dν2
2
= dν    
Δ = ν𝐴 − ν𝐵 = √(ν2 − ν3 + 𝑗𝐴𝐵)2 − 𝑗𝐴𝐵
2; dΔ =
(ν2−ν3)
dν
√2
√(ν2−ν3+𝑗𝐴𝐵)2−𝑗𝐴𝐵
2
+
𝑗𝐴𝐵𝑑𝑗𝐴𝐵
√(ν2−ν3+𝑗𝐴𝐵)2−𝑗𝐴𝐵
2
 
(  40  ) 
Results of estimation are showed below in Table 13: 
PH 5 
 
j (Hz) dj (Hz) Δ (ppm) dΔ (ppm) δ (ppm) dδ (ppm) 
16 2.00 0.09 0.07 2.604 0.002 
PH 7 j (Hz) dj (Hz) Δ (ppm) dΔ (ppm) δ (ppm) dδ (ppm) 
 16 2.00 0.13 0.05 2.501 0.002 
Table 13: measured parameters of in vitro citrate at pH=5 and at pH=7; 
Values for j-coupling and chemical-shifts in Table 13 are consistent with the expected 
values but the uncertainties are too great to estimate univocally the parameters needed for 
simulations. This is due to the fact that a clinical spectrometer cannot reach adequate 
values of uniformity of the static field to determine these quantities, since the shimming 
volumes are really big compared to the ones commonly used in structural biology. 
Anyway also a rough estimate provides a range of values that can be adjusted empirically 
to fit acquired spectra with simulated ones. 
3.1.3 MEASURE OF THE T2 OF METABOLITES IN HOMEMADE 
PHANTOMS 
To correct the parameters used for quantification, T2 decay constants have to be measured. 
Estimation of the T2 decay parameters was done by acquiring phantom n°5 with PRESS 
sequences, using a TR of 3000 ms and echo times of 140, 400, 600, 600, 1000, 1200 and 
1500 ms, from a voxel of 2⨯2⨯2.5 cm3. Choline and creatine T2 values were measured 
through linear regression between the logarithm of the maximum value of choline and 
creatine peaks. Since sequences based on spin-echo do not refocus the j-coupling 
evolution, spectrum of citrate changes dramatically varying the echo time. Consequently 
the only way we had to measure the T2 correctly was to use amplitude estimation with the 
homemade quantification software. We used values compatible with the one found in 
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Table 13 to simulate citrate, and did small adjustments on the echo times used in the 
virtual sequence of the software to get reasonable values for the K-S test (for example by 
using a TE of 1510 ms instead of 1500 ms). Text file for citrate simulation is showed in 
Fig. 64, D-values for K-S test for each echo time are sowed in Table 14 and linear 
regressions are depicted in Fig. 65 and in Fig. 66. 
 
Fig. 64: Spectral parameters used for simulating citrate for the analysis of the homemade phantoms. Parameters 
were found empirically within the uncertainties of the ones showed in Table 13, for pH 7, which were measured using 
STEAM. 
 
D-Value crit. = 0.062 
TE (ms) D-values 
140 0.008 
400 0.024 
600 0.043 
800 0.044 
1000 0.060 
1200 0.058 
1500 0.033 
Table 14: D-values of K-S test obtained for the fit of the spectra with increasing echo times. 
 
87 
 
 
Fig. 65: Linear regression analysis to measure the transverse relaxation times of citrate, choline and creatine inside 
the homemade phantoms. 
 
 
 
Fig. 66: Also the decay constant of water was measured to make signal corrections. 
In Table 15, Table 16, Table 17 and Table 18 quantitative measurements of the relaxation 
constants are shown. In those tables “a” is the slope of the linear regression, “b” the 
intercept, “da” and “db” the uncertainties on the parameters, “dy” the estimated 
uncertainty of the points with the least square method, T2 and dT2 are the transverse 
relaxation time and its uncertainty. 
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a b da db dy Cit T2 (ms) dT2 (ms) 
-0.0017 1.68 0.0002 0.07 0.2 610 60 
R^2 0.9566 
Table 15: Least squares parameters, T2 value and Pearson’s correlation coefficient for citrate. 
a b da db dy Cho T2 (ms) dT2 (ms) 
-0.00158 -3.6 0.0001 0.04 0.1 630 40 
R^2 0.9831 
Table 16: Least squares parameters, T2 value and Pearson’s correlation coefficient for choline. 
a b da db dy Cr T2 (ms) dT2 (ms) 
-0.00143 -4.7 0.0001 0.1 0.2 700 70 
R^2 0.9485 
Table 17: Least squares parameters, T2 value and Pearson’s correlation coefficient for creatine. 
a b da db dy Water T2 (ms) dT2 (ms) 
-0.00082 3.81 0.00003 0.02 0.04 1220 50 
R^2 0.9912 
Table 18: Least squares parameters, T2 value and Pearson’s correlation coefficient for water. 
From the measured T2 we can compute the correction factors for transverse relaxation, in 
particular for TE=140 ms, we obtain: 
𝑒𝑇𝐸/𝑇2𝐶𝑖𝑡 = 1.26 ± 0.03 
𝑒𝑇𝐸/𝑇2𝐶ℎ𝑜 = 1.25 ± 0.02 
𝑒𝑇𝐸/𝑇2𝐶𝑟 = 1.22 ± 0.03 
𝑒𝑇𝐸/𝑇2𝑊𝑎𝑡𝑒𝑟 = 1.12 ± 0.01 
(  41  ) 
3.1.4 QUANTIFICATION OF METABOLITES IN HOMEMADE 
PHANTOMS WITH HOMEMADE SOFTWARE 
To correctly quantify the metabolites, we acquired spectra from each phantom with and 
without water suppression to compensate for different locations of voxel that might cause 
signal fluctuations. Acquisitions were performed using PRESS sequences with TE=140 
ms and 1024 points in resolution in a voxel of 2⨯2⨯2.5 cm3. Spectra were analyzed with 
the homemade software from ppm 1.9 to ppm 3.6 for metabolites and from ppm 3 to ppm 
7 for water. Simulation parameters used for metabolites are described in Fig. 67, Fig. 68 
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and Fig. 69. Parameters for simulating citrate were empirically chosen within the values 
previously measured from spectra.  
 
 
Fig. 67: Simulation parameters of citrate methylene protons, used for in vitro acquisitions. 
 
 
Fig. 68: Simulation parameters of choline methyl proton, used for in vitro acquisitions. 
 
 
Fig. 69: Simulation parameters of creatine methyl proton, used for in vitro acquisitions. 
 
 
Fig. 70: User interface of the homemade software used for quantifications (left). Results of the quantification are 
stored in Results.txt file (right). 
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Fig. 71: Example of the graphical output of the homemade software, analysis of the spectrum of a phantom 
containing 25 mM of citrate, 10 mM of creatine and 10 mM of choline. 
 
D-Value crit. 0.055  D-Value crit. 0.054 
Phantom n° D-Value Metabolites  Phantom n° D-Value Water 
1 0.029  1 0.034 
2 0.046  2 0.031 
3 0.028  3 0.029 
4 0.021  4 0.027 
5 0.014  5 0.032 
Table 19: D-values of the K-S test used to assess the goodness of fit. All the D-Values are below the critical one for 
20% probability that differences between distributions might have been produced by chance. 
 
Fit of the acquired spectra was done successfully, as can be seen from the D-values 
estimated for all the phantoms showed in Table 19. Integral of the metabolites and their 
amplitudes were taken into account to search a correlation with real concentrations in 
phantoms. Before doing linear regression, integrals and amplitudes were corrected for 
transverse relaxation and signal fluctuations in the following way: 
Corrected Signal of i-th metabolite∶     𝐴𝑖 =
𝑆𝑖
𝑁𝑖
∗𝑒
𝑇𝐸
𝑇2
𝑖
𝑆𝑊𝑎𝑡𝑒𝑟
2
∗𝑒
𝑇𝐸
𝑇2
𝑊𝑎𝑡𝑒𝑟
 
Where 𝑆𝑖  is the signal (in terms of amplitudes or integrals) of the metabolite, 𝑇2
𝑖  its 
relaxation time, 𝑁𝑖  the multiplicity of the simulated chemical group (multiplicity 
correction is made inside the program), TE is the echo time used, 𝑆𝑊𝑎𝑡𝑒𝑟 is the signal of 
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water (in terms of amplitudes or integrals) and 𝑇2
𝑊𝑎𝑡𝑒𝑟  its relaxation time. Corrected 
values for amplitudes and integrals measured can be found below in Table 20. 
Uncertainties for the corrected amplitudes are only lower bounds of the real uncertainties, 
since they depend only on errors on the evaluation of the T2 decay constants. 
Amp Cit   dAmp Cit  Amp Cho  dAmp Cho  Amp Cr dAmp Cr  
0.000186 0.000004 0.00064 0.00001 0.00067 0.00002 
0.00045 0.00001 0.000457 0.000008 0.00046 0.00001 
0.00075 0.00002 0.000297 0.000005 0.00034 0.00001 
0.00117 0.00003 0.000230 0.000004 0.000289 0.000007 
0.00172 0.00004 0.000165 0.000003 0.000233 0.000006 
Table 20: Corrected amplitudes for the three metabolites inside test phantoms. 
And here are the Plots relative to linear regressions: 
 
Fig. 72: Linear regression between estimated amplitudes of citrate and its real concentration inside phantoms. 
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Fig. 73: Linear regression between estimated amplitudes of choline and its real concentration inside phantoms. 
 
 
Fig. 74: Linear regression between estimated amplitudes of creatine and its real concentration inside phantoms. 
 
Corrected values for the amplitudes of citrate and choline show a strong correlation with 
their respective molar concentration in the phantoms. Linear regression for creatine 
provides a weak correlation, probably because of its weak signal and small variations in 
its molarity inside the phantoms. For example, citrate is varying between 60 mM and 5 
mM while creatine only between 5 mM and 15 mM, moreover signal of the methyl peak 
of creatine is produced by 3 magnetically equivalent protons while signals of citrate and 
choline are produced by 4 and 9 protons respectively. Quantity of creatine inside 
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phantoms was chosen to emulate physiological values in human prostate, following the 
recipe provided by García-Martín et al (41).  
As we did for amplitudes, we corrected the integral values of metabolites for transverse 
relaxation and signal fluctuations, then we computed linear regressions between them and 
the real molarities of the metabolites in the phantoms (Table 21). As for amplitudes, errors 
on the integrals are lower bounds, since we have still to determine an accurate estimate 
for the uncertainty related to the fitting algorithm used (maybe based on the K-S test or 
the residual spectrum). Error analysis in metabolomics with NMR is still an open 
discussion (42) (43), the software used is a first prototype and several measurements are 
still needed to determine the real uncertainties of the estimated quantities. 
 
Integral cit dintegral Cit Integral Cho dIntegral Cho Integral Cr dIntegral Cr 
0.00018 0.00000 0.00063 0.000011 0.000687 0.000017 
0.00052 0.00001 0.00045 0.000008 0.000469 0.000012 
0.00085 0.00002 0.00030 0.000005 0.000348 0.000009 
0.00132 0.00003 0.00023 0.000004 0.000290 0.000007 
0.00195 0.00004 0.00016 0.000003 0.000225 0.000006 
Table 21: Corrected integral values of signal for the three metabolites inside test phantoms. 
 
The plots relative to linear regression analysis between integral values and the molar 
concentration of the metabolites can be found below: 
 
Fig. 75: Linear regression between estimated total signal (integral) of citrate and its real concentration inside 
phantoms. 
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Fig. 76: Linear regression between estimated total signal (integral) of choline and its real concentration inside 
phantoms. 
 
Fig. 77: Linear regression between estimated total signal (integral) of creatine and its real concentration inside 
phantoms. 
Strong correlation between the estimated total signal and the real molarities was found 
for citrate and choline. Creatine quantification shows a Pearson’s correlation coefficient 
lower than the other two metabolites, probably due to the small range of concentrations 
tested. Finally we computed the (Cho+Cr)/Cit ratio, which is the quantity of clinical 
relevance for MRS applied to PCa: 
Amp (Cho+Cr)/Cit Conc. (Cho+Cr)/Cit Integral (Cho+Cr)/Cit 
value dvalue value dvalue value dvalue 
7.0 0.2 7.0 0.1 7.2 0.2 
2.04 0.05 1.83 0.02 1.77 0.05 
0.85 0.03 0.80 0.01 0.76 0.03 
0.44 0.03 0.375 0.006 0.39 0.03 
0.23 0.03 0.167 0.004 0.20 0.03 
Table 22: (Cho+Cr)/Cit values computed with the real molarities, estimated amplitudes and total signal of metabolites. 
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The ratios evaluated with the estimated quantities are in agreement with the ratio 
estimated by known molar concentrations, considering also that uncertainties on the 
amplitudes and integral ratio are only lower bounds of the real ones. Linear regression 
analysis was also performed to confirm the agreement of these quantities, a plot of the 
regression is showed in Fig. 78, while the regression parameters for least squares and 
weighted least squares method are showed in Table 23 and Table 24. In those tables “a” 
is the slope of the linear regression, “b” the intercept, “da” and “db” the uncertainties on 
the parameters and “dy” is the estimated uncertainty of the points with the least square 
method (or the weighted one). 
 
Fig. 78: (Cho+Cr)/Cit ratios estimated with amplitudes and total signal of fitted spectra compared to the ratio 
estimated with known molar concentrations of the metabolites. 
 
Integral (Cho+Cr)/Cit least squares parameters weighted least squares parameters 
a b da db dy a b da  db   dy 
1.04 -0.04 0.01 0.04 0.07 1.02 0.06 0.02 0.02 0.01 
Table 23: Least squares parameters and weighted least squares parameters of the linear regression analysis between 
(Cho+Cr)/Cit ratios estimated with integral values and real molar concentrations of metabolites. 
 
Amp (Cho+Cr)/Cit least squares parameters weighted least squares parameters 
a b da db dy a b da db dy 
1.00 0.10 0.01 0.04 0.08 0.99 0.01 0.02 0.02 0.1 
Table 24: Least squares parameters and weighted least squares parameters of the linear regression analysis between 
(Cho+Cr)/Cit ratios estimated with amplitude values and real molar concentrations of metabolites. 
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3.1.5 QUANTIFICATION OF METABOLITES IN HOMEMADE 
PHANTOMS WITH AMARES 
To make a comparison we repeated the quantification with AMARES algorithm of the 
jMRui software package. Prior knowledge was inserted by pick-picking (selection of the 
top of the peaks and their FWHM). This approach is quite ill-posed for multiplets like 
citrate, so, we tried to overcome this problem by using four independent Lorentzian peaks 
to fit it (see Fig. 79 and Fig. 80). Since for the same echo time relative amplitudes of 
citrate’s peaks should not vary, we took as reference the amplitude of a single peak, in 
particular peak 5, the one which seems to have the greatest signal. For creatine the methyl 
resonance of peak 3 was taken as reference instead. 
 
 
Fig. 79: Example of a quantification with AMARES. Single peaks are fitted quite correctly by Lorentzian functions; 
citrate, which has not a Lorentzian line-shape, is fitted by a combination of Lorentzian functions instead. 
 
97 
 
 
Fig. 80: Amplitude for citrate was taken from peak 5. 
 
Fig. 81: Water amplitude estimation with AMARES. Automatic phase adjustment insert a first order term correction 
that is not needed and cannot be removed. 
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We immediately encountered some problems in this spectral analysis: water signals were 
automatically phase-corrected with first-order phase correction, introducing oscillations 
in the spectrum. This correction was not needed since the spectrum could be easily phased 
through a global phase-correction (zero-order term). We did not find solutions to remove 
this feature from the AMARES analysis. 
Amplitude values were corrected for T2, signal fluctuations and multiplicity, as it was 
done for the homemade software: 
Amp Cit  dAmp Cit Amp Cho  dAmp Cho  Amp Cr  dAmp Cr 
0.000096 0.000002 0.00064 0.00001 0.00044 0.00001 
0.000136 0.000003 0.000393 0.000006 0.00030 0.000007 
0.000232 0.000006 0.000245 0.000004 0.00024 0.000006 
0.000349 0.000008 0.000185 0.000003 0.00019 0.000005 
0.000536 0.000013 0.000132 0.000002 0.00015 0.000004 
Table 25: Estimated amplitude values for metabolites using AMARES algorithm of jMRui, corrected for T2 decay and 
for water concentration. 
Linear regression analysis was performed between corrected amplitude values and molar 
concentrations in phantoms: 
 
Fig. 82: Linear regression between concentration of citrate in phantoms and amplitude of peak 5 in AMARES 
analysis. 
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Fig. 83: Linear regression between concentration of choline in phantoms and amplitude of peak 2 in AMARES 
analysis. 
 
Fig. 84: Linear regression between concentration of creatine in phantoms and amplitude of peak 3 in AMARES analysis 
Metabolite ratios were evaluated as we did in the previous section: 
Amp (Cho+Cr)/Cit Conc. (Cho+Cr)/Cit  
value dvalue value dvalue 
11.2 0.3 7.0 0.1 
5.1 0.1 1.83 0.02 
2.1 0.1 0.80 0.01 
1.08 0.03 0.375 0.006 
0.52 0.01 0.167 0.004 
Table 26: Comparison between the estimated (Cho+Cr)/Cit ratios and the real ones for each phantom. The estimated 
values do not show a good accord to the ones estimated with the molarities of metabolites in solution. 
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Fig. 85: Amplitude values for (Cho+Cr)/Cit ratio estimated with AMARES show poor correlation with the 
(Cho+Cr)/Cit ratios estimated with the concentrations of metabolites in phantoms. 
Using AMARES we obtained smaller values of correlation coefficients compared to the 
ones we obtained with the homemade software. (Cho+Cr)/Cit ratios evaluated with 
AMARES amplitudes show poor agreement with the real ratios of metabolites inside the 
phantoms. 
 
3.2 IN VIVO TESTS ON HEALTHY VOLUNTEERS  
3.2.1 ASSESSING THE SNR RATIO 
Evaluating SNR ratio in NMR spectra can be controversial because coupled spins can 
produce many peaks with different heights. Moreover background noise can be, not just 
“electronic noise”, but signal from nuclei not taken into account. One way to define an 
estimate for SNR is considering it referred to the signal of a peak and the noise of a region 
at the very beginning or at the end of the bandwidth (where there should not be signal 
from biological compounds). Another way is to acquire two spectra with the same 
sequence, one in the region of interest, where there the signal is present, and one outside 
in a region without signal, like the region outside the prostate next to the peripheral zone. 
y = 1.5212x + 0.9195
R² = 0.9651
0
2
4
6
8
10
12
14
0 1 2 3 4 5 6 7 8
Es
ti
m
at
ed
 (
C
h
o
+C
r)
/C
it
 r
at
io
(Cho+Cr)/Cit ratio of real concentrations
AMARES Amp( Cho+Cr)/Cit
101 
 
 
Fig. 86: Prostate NMR spectrum of a healthy volunteer taken from a multi-voxel sequence. The black line connects the 
points of the absolute value of the spectrum whereas the red one connects the points of the real part, the spectrum was 
acquired using PRESS sequence with 140 milliseconds echo time, 2000 Hz of bandwidth and 2048 points in resolution. 
We can apply the first method and evaluate the noise in a “remote” region of the spectrum, 
for example the region of high frequencies at the left of the water peak in Fig. 86. 
 
Fig. 87: On the left side, there is the histogram of the real part of the spectrum, evaluated from 5.88 ppm to the end of 
the spectrum (from channel 1300 to channel 2048). In the center, there is the histogram of the imaginary part evaluated 
on the same interval. Gaussian line-shape can be recognized from both images, on the right side there is an example 
of Gaussian fitting of the real part, “Gaussianity” was proved through Kolmogorov-Smirnov test (D-value ~ 0.033, 
critical value ~ 0.039).    
At first sight, the histograms of the noise in Fig. 87 seem Gaussian and centered on zero 
value, thus indicating that the region from 5.88 ppm can be suitable to evaluate the noise 
of the spectrum. Evaluating the same histogram on the modulus spectrum on Fig. 92 we 
find the so called Rayleigh distribution always found on the modulus of complex number 
where the real and imaginary part are normally distributed with equal variance and zero 
mean.  
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Fig. 88: Histogram of the absolute value of the spectrum, evaluated from 5.88 ppm to the end of the spectrum (from 
channel 1300 to channel 2048). 
 
Standard deviations were evaluated in the selected interval and are reported below. 
 
St. Dev of the Real part (a.u.) St. Dev of the Imaginary part (a.u.) 
325 322 
Table 27: Standard deviations of the real and imaginary part of the spectrum. 
  
The estimates in Table 27 are quite similar, as they differ for 1% of their values. Using 
the standard deviation of the real part to evaluate signal to noise ratio we find: SNR of 
8.2 for total choline, 5.3 for total creatine and 17.0 for the top peaks of citrate, considering 
for signal, the top peak value of the in-phase real part, or the modulus. We can compare 
these results with the SNR evaluated with the second method. Taking a spectrum outside 
the prostate Fig. 89, as described before, it is possible to compute the standard deviation 
of the real and the imaginary part on 2048 points as pictured in Fig. 90. 
 
 
Fig. 89: Spectrum taken from a multi-voxel sequence in a region outside the prostate, without recognizable signals. 
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Fig. 90: histograms of the real(left) and the imaginary(center) part of the noise spectrum acquired outside the 
prostate, next to the peripheral zone, all the 2048 points were used. Gaussian line-shape can be recognized from both 
images and through Kolmogorov-Smirnov test (D-value ~ 0.016, critical value 0.023). Gaussian fit of the real part is 
shown on the right of the image. 
The histograms seem Gaussian and centered on zero again. Another confirm of the 
“Gaussianity” of the noise is Fig. 91 in which can be recognized the Rayleigh distribution. 
 
Fig. 91: histogram of the absolute value of the noise spectrum acquired outside the prostate, next to the peripheral 
zone all the 2048 points were used. 
St. Dev of the Real part (a.u.) St. Dev of the Imaginary part (a.u.) 
332 341 
Table 28: Standard deviations of the real and imaginary part of the spectrum evaluated in a spectrum without 
recognizable signal, outside the prostate, next to the peripheral zone. 
Values of computed standard deviations in Table 28 are quite similar to the ones in Table 
1 and similar to each other also because it is common practice to assign only the first 
significance figure to an error estimate. Then we find SNR equal to 8.0 for top peak of 
choline, 5.0 for top peak of creatine and 16.9 for top peaks of citrate, thus confirming the 
poor SNR ratio of acquired prostate spectra in common multi-voxel sequences. 
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3.2.2 MEASURE OF THE IN VIVO PARAMETERS OF CITRATE 
Spectral parameters of citrate were measured from spectra acquired with a 3-D PRESS 
on a healthy volunteer with 2048 points in resolution, 2000 Hz of bandwidth, TE=140 ms 
and TR=1500. The spectra with the best SNR were averaged together to improve the 
precision of the estimation, six spectra were chosen from the 315 of the 3-D PRESS.  
 
Fig. 92: Absolute value of the spectra with best SNR in a multi-voxel acquisition on a healthy volunteer (left). 
Selected signals were averaged to obtain a more robust estimate of the distances between peaks (right). 
With 2048 points spectral resolution should be around 1 Hz, but because of experimental 
conditions it was impossible to discriminate signals within 4 Hz (~0.03 ppm), and thus 
uncertainty on the averaged peaks become: 
𝛥𝜈 =
0.03
√6
= 0.012  𝑝𝑝 
ν1 (ppm) ν2 (ppm) ν3 (ppm) ν4 (ppm) dν (ppm) 
2.770 2.645 2.614 2.468 0.012 
Using the relations in Eq.(  40  ) we find: 
𝛿 = (2.62 ± 0.1) 𝑝𝑝𝑚         ν𝐴 − ν𝐵 = (0.1 ± 0.5) 𝑝𝑝𝑚          𝑗𝐴𝐵 = (17 ± 2) 𝐻𝑧 
In agreement with the results of García-Martín et al (41). 
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3.3.3 FIT OF IN VIVO PROSTATE SPECTRA 
From the first healthy volunteer we took a single-voxel scan and a 3-D PRESS with 1024 
points in resolution, from the second one we took a 3-D PRESS with 2048 points, all the 
sequences were acquired with a TE=140 ms and a TR of 1500 ms. Since we can’t confirm 
the goodness of previsions made by the homemade software on in vivo measurements 
(we could not make the biopsy of healthy volunteers’ prostates), the main aim of this part 
of the work is to test the ability of the algorithm to fit prostate spectra of healthy 
volunteers in low SNR conditions (SNR not greater than 17 for top peak citrate, 9 for 
choline and 6 for creatine in multi-voxel acquisitions). Spectra were analyzed using 
QUEST, AMARES and the homemade software, in this section you will find overall 
considerations of the analyses and some examples of fitted spectra.  
QUEST 
Simulation parameters of Fig. 93 were used for citrate (it was not used the script file of 
the homemade software but the parameters inside it) chemical shift and multiplicities of 
choline and creatine where chosen to produce single peaks at frequencies of 2.27, 3.0 and 
3.9 ppm (we considered also the second resonance of creatine). Pulse sequence was 
programmed to be an ideal sequence (Since Philips did not give us detailed and 
quantitative information about the sequences), parameters used in the simulation are 
shown in Fig. 94. Simulated spectra used for quantitation are showed in Fig. 95 instead.  
 
Fig. 93: Simulation parameters for in vivo citrate. 
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Fig. 94: Sequence parameters for NMRScopeB simulation: TR=1500 ms, TE=140 ms, bandwidth=2000 Hz, voxel 
size of 1⨯1⨯1 cm3, ideal pulses. 
 
 
 
Fig. 95: Simulated basis for QUEST analysis, the red line is the real part of the spectrum while the black one is the 
absolute value. 
 
QUEST analysis of the acquired spectra produced bad results, since after many attempts 
we did not obtained a single well fitted spectrum, the algorithm was able to recognize 
signals with “great” SNR like the one of citrate but ignored completely the presence of 
the other metabolites. Examples of this behavior are shown in Fig. 96 and in Fig. 97 in 
which creatine and choline were not fitted correctly.  
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Fig. 96: Prostate spectrum taken from a multi-voxel acquisition (spectrum n° 166) of a healthy volunteer with 2048 
points in resolution. The black line is the modulus of the spectrum, while the red one is its real part. Citrate was 
correctly fitted by the algorithm while choline and creatine were completely ignored. 
 
Fig. 97: Prostate spectrum taken from a multi-voxel acquisition (spectrum n° 157) of a healthy volunteer with 2048 
points in resolution. The black line is the modulus of the spectrum, while the red one is its real part. Again citrate was 
correctly fitted by the algorithm while choline and creatine were completely ignored. 
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AMARES 
Although the use of AMARES is ill-posed for metabolites with coupled protons we made 
a trial by representing in vivo citrate with three peaks: 
 
Fig. 98: Peak-picking in AMARES for a single-voxel spectrum (real part) with 1024 points in resolution. Apodization 
of 2.7 Hz was previously done to increase the SNR. Citrate was modeled with three peaks. 
 
Fig. 99: single-voxel spectrum with 1024 points in resolution analyzed by AMARES, apodization of 2.7 Hz was 
previously done to increase the SNR. Low residue and a reasonable fit are achieved for this single-voxel spectrum. 
 
In Fig. 99 is shown an example of quantifications performed by using AMARES on a 
spectrum taken from a single-voxel sequence. In general AMARES produced better 
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results than QUEST, since the residue of quantifications was lower than the ones obtained 
with QUEST. Proper pre-processing was needed to increase SNR: to produce acceptable 
results, in vivo spectra were filtered through Lorentzian smoothing (apodization) of two 
Hertz at least (see Fig. 99). Considering the spectra obtained with the 3-D PRESS, the 
great advantage of the jMRui package, respect to other software for MRS analysis, is the 
possibility to analyze all the signals from a multi-voxel at the same time, as can be seen 
from Fig. 100. Anyway we achieved satisfying modeling only for single-voxel spectra, 
while for multi-voxel signals (which have a lower SNR) fitting of the spectra was usually 
incomplete (Fig. 101 and Fig. 102). 
 
Fig. 100: Parallel analysis of the 315 spectra of a 3-D PRESS, using AMARES. 
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Fig. 101: Quantitation of one of the spectra taken from a multi-voxel sequence (spectrum n°157) with 2048 points, 
using AMARES. Only partial quantification is achieved, since one of the peaks of citrate and creatine were ignored in 
the analysis. Apodization of 2.3 Hz was previously done. 
 
Fig. 102: Quantitation of one of the spectra taken from a multi-voxel sequence (spectrum n°139) with 1024 points, 
using AMARES. Only partial quantification is achieved, since one of the peaks of citrate and creatine were ignored in 
the analysis. Apodization of 3.15 Hz was previously done to improve SNR. 
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Homemade software 
Analysis of the in vivo spectra was done with the homemade software using the 
parameters for citrate described in Fig. 93, choline methyl proton was simulated as a 
single peak centered at 3.29 ppm while creatine methyl resonance was set to 3.1 ppm. 
Simulated PRESS sequence was programmed to have 140 ms of echo time, with 
acquisition parameters determined by the bandwidth and the resolution of the real 
acquisitions. All the spectra were analyzed between 2.1 and 3.6 ppm to exclude from the 
analysis residual water and fat peaks. The acquired FIDs were smoothed through the 
function decay() of Fig. 47 with a T2* of 150 ms, that corresponds approximately to an 
apodization of 3.5 Hz for spectra with 1024 points and to 7.3 Hz for spectra with 2048 
points. Some examples of quantification of in vivo spectra using the homemade software 
are shown below: 
 
Fig. 103: Single-voxel spectrum with 1024 points in resolution analyzed with the homemade software. A  D-value of 
0.021 was achieved with critical value of 0.070 of 20% probability that differences between real and fitted spectrum 
might be produced by chance. 
 
 
Fig. 104: Spectrum taken from a multi-voxel sequence (spectrum n°166) with 2048 points in resolution analyzed with 
the homemade software. A  D-value of 0.019 was achieved with critical value of 0.046 of 20% probability that 
differences between real and fitted spectrum might be produced by chance. 
112 
 
 
Fig. 105: Spectrum taken from a multi-voxel sequence (spectrum n°157) with 2048 points in resolution analyzed with 
the homemade software. A  D-value of 0.020 was achieved with critical value of 0.044 of 20% probability that 
differences between real and fitted spectrum might be produced by chance.  
 
Fig. 106: Spectrum taken from a multi-voxel sequence (spectrum n°139) with 1024 points in resolution analyzed with 
the homemade software. A  D-value of 0.016 was achieved with critical value of 0.062 of 20% probability that 
differences between real and fitted spectrum might be produced by chance. 
 
Fig. 107: Modulus of the spectrum n° 139, taken from a multi-voxel sequence with 1024 points in resolution, without 
proper smoothing. SNR for choline peak is ~6, for creatine is ~4 and for the highest peak of citrate is ~9 (SNR 
evaluated on the real part of the spectrum). 
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Fig. 108: Spectrum taken from a multi-voxel sequence (spectrum n°229) with 2048 points in resolution analyzed with 
the homemade software. A  D-value of 0.024 was achieved with critical value of 0.062 of 20% probability that 
differences between real and fitted spectrum might be produced by chance. 
 
Fig. 109: Modulus of the spectrum n° 229, taken from a multi-voxel sequence with 2048 points in resolution, without 
proper smoothing. SNR for choline peak is ~3, for creatine is ~2 and for the highest peak of citrate is ~7(SNR 
evaluated on the real part of the spectrum). 
The homemade software produced almost always good results in terms of fitting. D-
values for the K-S test are smaller than critical values for all the examined spectra. Fitting 
of the spectra was achieved also for low SNR conditions, as it is showed in Fig. 106, Fig. 
107, Fig. 108 and Fig. 109 where really noisy signals from multi-voxel spectra of 1024 
and 2048 points were analyzed.  
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4 CONCLUSIONS 
 
The main aim of this work was to propose a new strategy to quantify metabolites from 
prostate MR spectra to improve the power of non-invasive diagnostics for PCa. For this 
purpose a new homemade software, based on iterative MRS simulations provided by 
GAMMA, was firstly tested on phantoms made at IRST laboratories and then on spectra 
taken from healthy volunteers. At the beginning of the research the manufactured 
phantoms were made following the directives of AAPM by using CuSO4 to set a proper 
relaxation time to water. After having found the correct quantity of CuSO4 to reproduce 
the transverse relaxation time of water in the peripheral zone of the prostate we 
encountered problems while using it with metabolites. Addition of the paramagnetic salt 
to the phantoms containing a solution of metabolite degraded completely the spectrum of 
citrate (as can be seen from Fig. 56). This might be produced by cation binding between 
citrate and copper ions, but further investigations are needed. Waiting for tests with other 
relaxation agents, we decided not to add any paramagnetic salt to the homemade 
phantoms used for quantification tests. A rough estimate of spectral parameters of citrate 
was done by measuring the different frequencies of the peaks in its spectrum using the 
theory developed in chapter one. Significant differences in the coupling constant were not 
observed by changing the pH of the solution (from pH 7 to pH 5), conversely different 
line-shapes (Fig. 62 and Fig. 63) and different values of chemical shifts (Table 13) were 
observed. Because of the uncertainties of the estimated parameters (due to the resolution 
and field uniformity of a clinical MR scanner), the choice of j-coupling constants and 
Larmor frequencies for simulation was not univocal. Spectral parameters of methylene 
protons of citrate were then estimated empirically within the uncertainties of the measured 
quantities in Table 13. Relaxation times were then measured by the use of sequences with 
long repetition time (since no relaxation agent was inserted in the test phantoms) to 
determine the correction factors needed to compensate for transverse relaxation processes 
in metabolite quantifications. In section 3.1.4 we tested the ability of the MR scanner and 
the homemade software to quantify the MR spectra of the phantoms, subsequently we 
compared the results with the quantifications carried out using AMARES (section 3.1.5). 
We found strong correlations with the real molarity of the metabolite in the phantoms 
both for the amplitude and the total signal of citrate estimated with the homemade 
software, thus confirming the reliability of the model used to represent the molecules. 
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Moreover, correct values of the (Cho+Cr)/Cit ratio were obtained with the estimated 
quantities, both with amplitudes and total signal again. An analogue analysis was done 
using AMARES but weaker correlations were found (in terms of Pearson’s correlation 
coefficients) and the estimated (Cho+Cr)/Cit ratios were not in agreement with the real 
molar concentrations in the phantoms. The last part of this work concerned in vivo tests 
on healthy volunteers. Only two 3-D PRESS and a single-voxel scan were acquired from 
two subjects. The limited number of acquisitions of prostate spectra was due to the fact 
that many features of the new Ingenia 3T had to be analyzed at the IRST institute, like 
imaging and diffusion techniques. So, as magnetic resonance examinations are time-
consuming, this was the best we could do in this first part of the research. First of all, a 
rough estimate of the spectral parameters was performed, as we did in phantom tests, to 
find a range of values for in vivo citrate. Then the fitting ability of the homemade software 
was tested on common prostate spectra with low SNR. Low D-values for the K-S test 
were achieved (compared with the critical values), thus confirming the good agreement 
between the simulated spin systems and the real ones inside the prostate. Fitting 
capabilities of QUEST and AMARES of the jMRui package were also tested but the 
overall results were poor. In many occasions these algorithms ignored completely the 
presence of choline and creatine (or some peaks of citrate while using AMARES), 
moreover quantification of citrate by using AMARES have some controversial theoretical 
aspects: the FID has to be modeled with three or four independent damped oscillating 
functions (AMARES works on time-domain) ignoring the fact that it is a strong coupled 
2(AB) system. 
In conclusion we can say that the homemade software showed good quantification 
capabilities in phantom tests and that the fitting algorithm worked well for in vivo spectra 
in low SNR conditions. Quantification of citrate is one of the main problems concerning 
MRS of the prostate but the results we obtained seemed to be quite accurate using this 
approach. For example by comparing these results to the ones obtained by McLean et al. 
(44), a worse fit of citrate was achieved for in vivo spectra using LCModel. Further tests 
are certainly needed to assess if this kind of strategy could help the non-invasive 
diagnostics of PCa at an early stage, in particular the purposes for future research are: 
- More phantom tests using relaxation agents different from CuSO4, for example 
by using gadolinium to reproduce more realistic relaxation times of the 
metabolites. 
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- More in vivo test on healthy volunteers, increasing spectral resolution with a 
better preparation of the volunteer for the exam. 
- The inclusion of spermine and other polyamines in the analysis, since the 
numerous peaks of this compounds are overlapped to the ones of choline and 
creatine. 
- Make tests on patients, also comparing the output of the MRS analysis to the 
Gleason score of the biopsies of the prostate. 
- Development of a phantom for multi-voxel analysis of the prostate capable of 
reproducing the correct line-shape of citrate, this might be achieved by inserting 
the physiological concentration of cations and giving a proper density by using 
agarose gel. 
 
Fig. 110: The homemade software showed to be suitable for metabolite quantifications in phantom tests (left) and 
produced low D-values for K-S Test on in vivo measurements (right). 
Finally, I wish to comment, by the impressions I had in my short experience, that 
magnetic resonance spectroscopy is a powerful technique capable of determining the 
presence and the quantity of a variety of compounds inside human body without invasive 
procedures. MRS is also a complex subject and controversial results can actually be found 
without doing it properly, for example by running black-box programs for analysis and 
looking only at their numerical output without checking if signal acquisition was done 
correctly (for example a bad water suppression can produce artifacts interpretable as 
metabolite signals). Thus, more research is still needed for prostate MRS, but it is also 
important to give information about the theoretical principles of this technique to 
radiologists and technicians who use it in clinical practice. 
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