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SUBSONIC FLOW FOR MULTIDIMENSIONAL EULER-POISSON SYSTEM
MYOUNGJEAN BAE, BEN DUAN, AND CHUNJING XIE
Abstract. We establish unique existence and stability of subsonic potential flow for steady Euler-
Poisson system in a multidimensional nozzle of a finite length when prescribing the electric potential
difference on non-insulated boundary from a fixed point at the exit, and prescribing the pressure
at the exit of the nozzle. The Euler-Poisson system for subsonic potential flow can be reduced to a
nonlinear elliptic system of second order. In this paper, we develop a technique to achieve a priori
C
1,α estimates of solutions to a quasi-linear second order elliptic system with mixed boundary
conditions in a multidimensional domain with Lipschitz continuous boundary. Particularly, we
discovered a special structure of the Euler-Poisson system which enables us to obtain C1,α estimates
of velocity potential and electric potential functions, and this leads us to establish structural stability
of subsonic flows for the Euler-Poisson system under perturbations of various data.
1. Introduction and Main Results
1.1. Preliminary. The following nonlinear system, called the Euler-Poisson system,
(1.1)


ρt + div(ρu) = 0,
(ρu)t + div(ρu⊗ u+ pIn) = ρ∇Φ,
(ρE)t + div(ρEu+ pu) = ρu · ∇Φ,
∆Φ = ρ− b(x),
models various physical phenomena including the propagation of electrons in submicron semicon-
ductor devices and plasmas (cf.[22]), and the biological transport of ions for channel proteins (cf.[2]).
In the hydrodynamical model of semiconductor devices or plasmas, u, ρ, p, and E represent the
macroscopic particle velocity, electron density, pressure, and the total energy, respectively. The
electric potential Φ is generated by the Coulomb force of particles. In is the n× n identity matrix
and b(x) > 0 stands for the density of fixed, positively charged background ions. In the biological
model describing transport of ions between the extracellular side and the cytoplasmic side of the
membranes(cf. [2]), ρ, ρu and Φ are the ion concentration, the ion translational mass, and the
electric potential, respectively. The system (1.1) is closed with the aid of definition of total energy
and the equation of state
(1.2) E =
|u|2
2
+ e, p = p(ρ, e),
where e is the internal energy. By the second law of thermodynamics, the entropy S is a constant
along each particle trajectory in smooth steady flow of (1.1). So the entropy S is globally a constant
if S is a constant at the entrance of flow. In this paper, we consider the case when the entropy S
is globally a constant, and such a case is called isentropic. For isentropic flow, we can write the
pressure p and the internal energy e as
(1.3) p = p(ρ), e =
∫ ρ
k0
p′(̺)
̺
d̺−
p(ρ)
ρ
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for a constant k0 > 0. We assume that p ∈ C
0([0,+∞)) ∩ C3((0,∞)) satisfies:
(1.4) p(0) = 0, p′(ρ) > 0, p′′(ρ) ≥ 0 for all ρ > 0 and p(+∞) = +∞.
For a constant γ ≥ 1, p(ρ) = ργ is a typical example of p satisfying (1.4), which corresponds to
polytropic gas in gas dynamics.
The steady Euler-Poisson system of isentropic flow is
(1.5)


div(ρu) = 0,
div(ρu⊗ u+ pIn) = ρ∇Φ,
∆Φ = ρ− b
for a given function b > 0. There are several issues to make the system (1.5) complicated. The
first is that (1.5) is a mixed type system, and its type depends on the Mach number M which is
given by M = |u|c(ρ) for c(ρ) =
√
p′(ρ). Here, c is called the local sound speed. If M < 1, then (1.5)
can be decomposed into a nonlinear elliptic system and homogeneous transport equations, and the
flow is said subsonic. If M > 1, on the other hand, (1.5) can be decomposed into a nonlinear
hyperbolic-elliptic coupled system and homogeneous transport equations at best, and the flow is
said supersonic. The second issue is that the last equation in (1.5), which is a Poisson equation, has
a nonlocal effect to the other equations in (1.5), and it makes the fluid variables ρ,u and electric
potential Φ interact in a highly nonlinear way. Also, physical boundary conditions such as fixed
exit pressure give nonlinear boundary conditions for the system (1.5).
It is our goal to prove unique existence and stability of subsonic flows for steady Euler-Poisson
system in a multidimensional nozzle under perturbations of exit pressure, electric potential differ-
ence on non-insulated boundary and under perturbations of the nozzle itself. Our motivation is
originated from the study on structural stability of transonic shocks occurring in flow governed by
steady Euler-Poisson system. There have been a few studies on transonic shocks of Euler-Poisson
system(cf.[1, 9, 19, 20, 25]). In [20], the authors considered one dimensional solutions of (1.5) with
a constant background charge b(x) = b0 > 0, and proved the unique existence of transonic shock
solutions provided that the entrance and exit data are appropriately given. So it is natural to
ask whether these one dimensional transonic shocks are dynamically and structurally stable. The
dynamical stability of one dimensional transonic shock solution is achieved in [19]. In order to
study structural stability of transonic shocks, however, it is inevitable to consider small pertur-
bations of one dimensional transonic shocks in multidimensional domain, but there are very few
known results about multidimensional solutions of Euler-Poisson system(cf.[9, 10]). Comparing
with extensive studies and recent significant progress on transonic shock solutions of the Euler sys-
tem(see [3, 6, 26] and references therein), stability problems for multidimensional transonic flows
of the Euler-Poisson system are essentially open. The main difference of the Euler-Poisson system
from the Euler system is that the Poisson equation for electric potential is coupled with the other
equations in the Euler-Poisson system. And, this makes it hard to analyze even one dimensional
solution of the Euler-Poisson system. In fact, one dimensional flow of the Euler-Poisson system
behaves very differently from the one of the Euler system(cf.[20]). And it is even harder to study
multidimensional transonic flow of the Euler-Poisson system due to nonlinear interaction between
the electric potential Φ and all the other fluid variables.
As the first step to investigate stability of multidimensional transonic flow of the Euler-Poisson
system, we establish the unique existence and stability of subsonic flows of steady Euler-Poisson
system under perturbations of the exit pressure and electric potential difference on non-insulated
boundary. There have been a few results about existence of subsonic solution of hydrodynamic
equations, which are the Euler-Poisson system with relaxation, under smallness assumptions on
the flow velocity for both unsteady and steady cases(see [7, 8, 12, 21]). In this paper, we prove
existence of multidimensional subsonic solutions of steady Euler-Poisson system without smallness
assumption on the flow velocity.
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Fix an open, bounded and connected set Λ ⊂ Rn−1(n ≥ 2) with a smooth boundary ∂Λ, and
define a nozzle N by
(1.6) N := {x = (x′, xn) ∈ R
n : x′ ∈ Λ, xn ∈ (0, L)} ⊂ R
n.
The nozzle boundary ∂N consists of the entrance Γ0 = Λ × {0}, the exit ΓL = Λ × {L}, and the
insulated boundary Γw = ∂Λ × (0, L). In order to study the system (1.5) in a multidimensional
domains N with arbitrary cross-section Λ, we consider irrotational flow where the velocity u of the
flow is represented by
(1.7) u = ∇ϕ
for a scalar function ϕ which is called a velocity potential function. By (1.3) and (1.7), the second
equation in (1.5) can be rewritten as
(1.8) ρ∇(B − Φ) = 0
for
(1.9) B =
1
2
|∇ϕ|2 +
∫ ρ
k0
p′(̺)
̺
d̺.
For ρ > 0, (1.8) implies
(1.10) B − Φ ≡ K0
for a constant K0. Without loss of generality, we choose K0 = 0. Set
(1.11) h(ρ) :=
∫ ρ
k0
p′(̺)
̺
d̺.
Then, the equation (1.10) with K0 = 0 implies that h(ρ) = Φ−
1
2 |∇ϕ|
2. From the condition (1.4),
we have h′(ρ) > 0 for all ρ > 0 and lim
ρ→∞
h(ρ) = ∞. So the function h is invertible wherever
Φ − 12 |∇ϕ|
2 > lim inf
ρ→0+
h(ρ), in which case one can rewrite (1.11) as ρ = h−1(Φ − 12 |∇ϕ|
2). We use
this expression to reduce (1.5) to a nonlinear system of second order equations for ϕ and Φ:
div
(
ρ(Φ, |∇ϕ|2)∇ϕ
)
= 0,(1.12)
∆Φ = ρ(Φ, |∇ϕ|2)− b(1.13)
with ρ > 0 given by
(1.14) ρ(Φ, |∇ϕ|2) = h−1(Φ−
1
2
|∇ϕ|2)
provided that h−1 is well defined. If we regard (1.12) as an equation for ϕ, then it is mixed type.
More precisely, (1.12) is elliptic if and only if
(1.15) |∇ϕ|2 < p′(ρ)(subsonic)
and is hyperbolic if and only if
(1.16) |∇ϕ|2 > p′(ρ)(supersonic).
The system of (1.12) and (1.13) becomes a quasilinear elliptic system if (1.15) holds, and a
hyperbolic-elliptic coupled system if (1.16) holds.
Our interest is on stability of subsonic solution under perturbations of exit pressure and electric
potential difference on non-insulated boundary from a fixed point. So the boundary conditions are
formulated as follows. First, for a given function pex on ΓL, set
(1.17) p
(
ρ(Φ, |∇ϕ|2)
)
= pex on ΓL.
On the wall boundary, slip/insulated boundary conditions for ϕ and Φ are prescribed as follows:
(1.18) ∂nwϕ = ∂nwΦ = 0 on Γw
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where nw is the unit inward normal vector on Γw. We fix a point x0 on ΓL, and prescribe the
electric potential difference between two points x ∈ Γ0 ∪ ΓL and x0 as follows:
(1.19) Φ(x)− Φ(x0) =
{
Φ¯en(x) for x ∈ Γ0
Φ¯ex(x) for x ∈ ΓL
.
In (1.19), the value of Φ(x0) is uniquely determined by (1.10) and one point boundary condition
for the Bernoulli’s function:
(1.20) B(x0) = B0.
Remark 1.1. Differently from the Euler system, the Bernoulli’s function B = 12 |∇ϕ|
2+
∫ ρ
k0
p′(̺)
̺ d̺
is not a constant along each streamline due to the equation (1.8). So we call B the Bernoulli’s
function rather than the Bernoulli’s invariant. This is one of differences of the Euler-Poisson
system from the Euler system.
Finally, homogeneous Dirichlet boundary condition for ϕ is imposed at the entrance:
(1.21) ϕ = 0 on Γ0.
The boundary data pex, Φ¯en, Φ¯ex and B0 will be specified later.
1.2. Main theorem. If we fix b as a constant b0 > 0 in the equation (1.13) then the equations
(1.12) and (1.13) become invariant under translation. So if the boundary data Φ¯en, Φ¯ex and pex
are all constants, then one may look for a solution (ϕ,Φ) as functions of xn only for xn ∈ (0, L).
We note that Φ¯ex = 0 if Φ¯ex is a constant.
Proposition 1.2 (One dimensional subsonic flow). Fix constants b0 > 0 and L > 0. Then
there exists a nonempty set P0 of parameters in R
2 × R+ so that for any (Φ¯en,0,B0,0, pex,0) ∈
P0, if (Φ¯en,B0, pex) = (Φ¯en,0,B0,0, pex,0) then the system of (1.12) and (1.13) in N with the
boundary conditions (1.17)–(1.21) has a unique C2 one-dimensional solution (ϕ,Φ) in N satisfying
the inequalities ρ(Φ, |∇ϕ|2) > 0 and |∇ϕ|2 < p′(ρ(Φ, |∇ϕ|2)) in N .
The proof of Proposition 1.2 is in Section 1.3.
Remark 1.3. We can find one-dimensional solutions for a nonconstant function b provided that
the boundary data (Φ¯en,0,B0,0, pex,0) are properly chosen depending on b. Details can be found in
Appendix A.
Definition 1.4 (Background solution). Fix constants b0 > 0 and L > 0, and let the parameter
set P0 be as in Proposition 1.2. For given constants (Φ¯en,0,B0,0, pex,0) ∈ P0, let (ϕ,Φ)(xn) be the
corresponding one-dimensional solution to the system of (1.12) and (1.13) in N with the boundary
conditions (1.17)–(1.21) for the boundary data (Φ¯en,0,B0,0, pex,0). For such solution (ϕ,Φ)(xn), we
define two functions (ϕ0,Φ0)(x1, · · · , xn) in N by
ϕ0(x1, · · · , xn) := ϕ(xn),
Φ0(x1, · · · , xn) := Φ(xn).
(1.22)
We call (ϕ0,Φ0) the background solution corresponding to (Φ¯en,0,B0,0, pex,0) ∈ P0. ϕ0 and Φ0 are
smooth in N and satisfy
(1.23) ρ(Φ0, |∇ϕ0|
2) ≥ ν0, p
′(ρ(Φ0, |∇ϕ0|
2))− |∇ϕ0|
2 ≥ ν0 in N
for a constant ν0 > 0 depending on b0, L, Φ¯ex, B0,0 and pex,0.
Our goal is to prove stability of a background solution under small perturbations of the back-
ground charge b and the boundary data. In Appendix B, we also consider stability of a background
solution under small perturbations of the nozzle N .
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Problem 1. Fix b0 > 0 and L > 0, and let the parameter set P0 be as in Proposition 1.2.
Given (Φ¯en,0,B0,0, pex,0) ∈ P0, let (ϕ0,Φ0) be the corresponding background solution. Also, let
(Φ¯en, Φ¯ex, pex) be small perturbations of (Φ¯en,0, 0, p¯ex,0) and let a constant B0 be close to B0,0.
And, let ρ(Φ, |∇ϕ|2) > 0 be defined by (1.14). Find a solution (ϕ,Φ) to the nonlinear boundary
value problem: {
div(ρ(Φ, |∇ϕ|2)∇ϕ) = 0
∆Φ = ρ(Φ, |∇ϕ|2)− b
in N(1.24)
ϕ = 0 on Γ0, p(ρ(Φ, |∇ϕ|
2)) = pex on ΓL(1.25)
Φ =
{
B0 + Φ¯en on Γ0
B0 + Φ¯ex on ΓL
(1.26)
∂nwϕ = ∂nwΦ = 0 on Γw.(1.27)
In order to state our main results on Problem 1, weighted Ho¨lder norms are introduced first.
For a bounded connected open set Ω ⊂ Rn, let Γ be a closed portion of ∂Ω. For x, y ∈ Ω, set
δx := dist(x,Γ) and δx,y := min(δx, δy).
For k ∈ R, α ∈ (0, 1) and m ∈ Z+, define the standard Ho¨lder norms by
‖u‖m,0,Ω :=
∑
0≤|β|≤m
sup
x∈Ω
|Dβu(x)|, [u]m,α,Ω :=
∑
|β|=m
sup
x,y∈Ω,x6=y
|Dβu(x)−Dβu(y)|
|x− y|α
,
and the weighted Ho¨lder norms by
‖u‖
(k,Γ)
m,0,Ω :=
∑
0≤|β|≤m
sup
x∈Ω
δmax(|β|+k,0)x |D
βu(x)|,
[u]
(k,Γ)
m,α,Ω :=
∑
|β|=m
sup
x,y∈Ω,x6=y
δmax(m+α+k,0)x,y
|Dβu(x)−Dβu(y)|
|x− y|α
,
‖u‖m,α,Ω := ‖u‖m,0,Ω + [u]m,α,Ω, ‖u‖
(k,Γ)
m,α,Ω := ‖u‖
(k,Γ)
m,0,Ω + [u]
(k,Γ)
m,α,Ω,
where Dβ denotes ∂β1x1 · · · ∂
βn
xn for a multi-index β = (β1, · · · , βn) with βj ∈ Z+ and |β| =
∑n
j=1 βj .
Cm,α(k,Γ)(Ω) denotes the completion of the set of all smooth functions whose ‖·‖
(k,Γ)
m,α,Ω norms are finite.
The main result of this work is the following.
Theorem 1. Let N be as in (1.6). Fix b0 > 0 and L > 0, and let the parameter set P0 be as in
Proposition 1.2. Given (Φ¯en,0,B0,0, pex,0) ∈ P0, let (ϕ0,Φ0) be the corresponding background solu-
tion. Assume that b, (Φ¯en, Φ¯ex, pex) and B0 are given as small perturbations of b0, (Φ¯en,0, 0, p¯ex,0)
and B0,0, respectively, in the following sense:
‖b− b0‖α,N ≤ σ,
‖Φ¯en − Φ¯en,0‖2,α,Γ0 + ‖Φ¯ex‖2,α,ΓL + ‖pex − pex,0‖α,ΓL ≤ σ,
|B0 −B0,0| ≤ σ
(1.28)
for a small constant σ > 0 to be specified below. Also, suppose that Φ¯en and Φ¯ex satisfy the
compatibility conditions
(1.29) ∂nwΦ¯en = 0 on Γ0 ∩ Γw, ∂nw Φ¯ex = 0 on ΓL ∩ Γw.
Then, for any given α ∈ (0, 1), there exists a constant σ¯ > 0 depending on b0, L, Φ¯en,0,B0,0, pex,0
and α such that wherever σ ∈ (0, σ¯], if the boundary data and b satisfy (1.28) and (1.29), then the
nonlinear boundary value problem (1.24)–(1.27) has a unique solution (ϕ,Φ) ∈ [C1,α(N )∩C2,α(N )]2
satisfying the following properties:
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(a) The equations in (1.24) form a uniformly elliptic system in N . Equivalently, the solution
(ϕ,Φ) satisfies the inequality
p′(ρ(Φ, |∇ϕ|2))− |∇ϕ|2 ≥ ν¯ > 0 in N
for a positive constant ν¯, i.e., the flow governed by (ϕ,Φ) is subsonic;
(b) (ϕ,Φ) satisfy the estimate
(1.30) ‖ϕ− ϕ0‖
(−1−α,Γ0∪ΓL)
2,α,N + ‖Φ− Φ0‖
(−1−α,Γ0∪ΓL)
2,α,N ≤ Cσ,
for σ in (1.28). The constants ν¯ and C depend only on b0, L, Φ¯en,0,B0,0, pex,0, n,Λ and α.
For simplicity, we hereafter say that a constant C depends on the data if C depends only on
b0, L, Φ¯en,0,B0,0, p¯ex,0, n,Λ and α.
We point out that the boundary conditions (1.17)–(1.21) are physically measurable. In one-
dimensional solutions, they correspond to prescribing the pressure(or equivalently prescribing the
density) at both ends of the nozzle. See Remark 1.5 for details.
In order for a solution (ϕ,Φ) of (1.12) and (1.13) to satisfy (1.15), it is essential to establish
L∞ estimates of (Dϕ,Φ). It is the new feature of this work that we prove C1,α regularity of
solutions to a class of second order elliptic systems with mixed boundary conditions on a Lipschitz
continuous boundary, and use the result to find a solution (ϕ,Φ) of (1.12) and (1.13) so that (ϕ,Φ)
satisfy (1.15) in the nozzle N . Furthermore, the C1,α estimates that we achieve applies up to the
boundary ∂N . Differently from elliptic equations, C1,α regularity of second order elliptic system is
not generally known. In the Euler-Poisson system, however, we discovered a special structure(see
property (c) of Lemma 2.2), and use it and the divergence structure of the Euler-Poisson system
to get a priori H1 estimate of weak solutions to second order elliptic system which yields a priori
C1,α estimates of weak solutions to second order elliptic systems with mixed boundary conditions
in the Lipschitz domain N . Thanks to this property, we can prove unique existence and stability
of multidimensional subsonic solutions of Euler-Poisson system without smallness assumptions on
the current flux or flow velocity. This distinguishes the results in this paper from previous works in
[7, 8, 12, 21]. Furthermore, the technique developed in this paper can be used to deal with subsonic
flow of nonisentropoic Euler-Poisson system with nonzero vorticity. This case will be discussed in
the upcoming papers.
1.3. One dimensional subsonic flow. Before we proceed further to prove Theorem 1, we first
prove Proposition 1.2.
Proof of Proposition 1.2. For simplicity, we regard a one dimensional solution (ϕ,Φ)(x1, · · · , xn)
in N as functions (ϕ,Φ)(xn) on the interval (0, L). Note that any functions (ϕ,Φ)(xn) satisfy the
boundary conditions (1.18) on Γw. Suppose that (ϕ(xn),Φ(xn)) is a one-dimensional solution to
the system of (1.12) and (1.13) in N , and let us set u := ∂xnϕ and E = ∂xnΦ. Then, for ρ defined
by (1.14), (ρ, u,E) satisfy
(ρu)′ = 0
(ρu2 + p(ρ))′ = ρE
E′ = ρ− b0
(1.31)
in the interval (0, L) where ′ is the differentiation with respect to xn. The first equation in (1.31)
implies that
(1.32) ρu ≡ J0 on (0, L)
for a constant J0 > 0. Then by repeating the analysis in [20] for the ODE system (1.31), we can
state as follows:
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Fix constants b0 > 0 and L > 0. For any given constant J0 > 0, there exists a nonempty set
P1(J0) ⊂ R
+ × R so that for any (ρ0, E0) ∈ P1(J0), the initial value problem
(1.33)


u = J0ρ
(ρu2 + p(ρ))′ = ρE
E′ = ρ− b0
on (0, L),
{
ρ(0) = ρ0
E(0) = E0
has a unique smooth solution (ρ, u,E)(xn) on the interval [0, L] with satisfying
(1.34) ρ > 0 and p′(ρ)− u2 ≥ ν1 > 0 on [0, L]
for some positive constant ν1 where the choice of ν1 depends on ρ0, E0, J0 and L.
Hereafter, P1(J0) denotes the maximal set of (ρ0, E0) for which (1.33) has a unique smooth
solution (ρ, u,E) satisfying (1.34).
For each J0 > 0 and (ρ0, E0) ∈ P1(J0), we claim that there exists unique corresponding boundary
data (Φ¯en,0,B0,0, pex,0) for boundary conditions (1.17)–(1.20). Fix J0 > 0 and (ρ0, E0) ∈ P1(J0).
The first equation of (1.33) yields u(0) = J0ρ0 . By substituting this into (1.9), we get B(0) =
1
2(
J0
ρ0
)2 +
∫ ρ0
k0
p′(̺)
̺ d̺. Therefore Φ(0) = B(0) =
1
2(
J0
ρ0
)2 +
∫ ρ0
k0
p′(̺)
̺ d̺ is obtained from the equation
B − Φ = 0. Using this equation again gives Φ(L) = B0,0 and Φ(0) = Φ¯en,0 + B0,0. Therefore, we
get the following equation for Φ¯en,0 and B0,0
(1.35) Φ¯en,0 + B0,0 =
1
2
(
J0
ρ0
)2
+
∫ ρ0
k0
p′(̺)
̺
d̺.
For the solution (ρ,E) to (1.33), set
(1.36) pex,0 = p(ρ(L)).
Substituting ρ = ρ(L) and u(= |∇ϕ|) = J0ρ(L) into (1.9) yields
(1.37) B0,0 = B(L) =
1
2
(
J0
ρ(L)
)2
+
∫ ρ(L)
k0
p′(̺)
̺
d̺.
By (1.35) and (1.37), the value of Φ¯en,0 is uniquely determined by (ρ0, E0) and L. For such
(Φ¯en,0,B0,0, pex,0), define two functions ϕ and Φ by
(1.38) ϕ(xn) :=
∫ xn
0
u(t)dt, Φ(xn) := B0,0 + Φ¯en,0 +
∫ xn
0
E(t)dt
for the solution (ρ,E) to (1.33). Then the pair of (ϕ,Φ) becomes a C2 solution of (1.12) and (1.13)
in N with the boundary conditions (1.17)–(1.21). Moreover, by (1.34), we have
(1.39) p′(ρ(Φ, |∇ϕ|2))− |∇ϕ|2 ≥ ν1 in N
for ν1 > 0 same as in (1.34). This proves the existence of nonempty parameter set P0. Next, we
prove the uniqueness of one-dimensional solution for fixed (Φ¯en,0,B0,0, pex,0) ∈ P0.
Fix the boundary data (Φ¯en,0,B0,0, pex,0) ∈ P0, and let (ϕ
(1),Φ(1)) and (ϕ(2),Φ(2)) be two one-
dimensional solutions of (1.12) and (1.13) in N with the boundary conditions (1.17)–(1.21) and
satisfying (1.15). For each j = 1, 2, let ρ(j) be defined by (1.14) for (ϕ(j),Φ(j)). By (1.4), for any
given pex,0 > 0, there exists unique ρex,0 > 0 satisfying p(ρex,0) = pex,0. Then each u
(j) = (ϕ(j))′
satisfies
(1.40)
1
2
(u(j)(L))2 = B0,0 −
∫ ρex,0
k0
p′(̺)
̺
d̺ for j = 1, 2.
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This fixes unique value of J0 = ρex,0u
(j)(L) for j = 1, 2 in the equation (1.32) so that each Φ(j) can
be expressed as
(1.41) Φ(j)(xn) =
1
2
( J0
ρ(j)(xn)
)2
+
∫ ρ(j)(xn)
k0
p′(̺)
̺
d̺ =: H(ρ(j)(xn)) on [0, L].
Since p′′(ρ) > 0 for ρ > 0, there exists unique ρs > 0 depending on J0 so that we have
(1.42) H ′(ρ) =
1
ρ3
(ρ2p′(ρ)− J20 )


< 0 for ρ < ρs
= 0 at ρ = ρs
> 0 for ρ > ρs
.
It follow from (1.42) that ∫ 1
0
H ′(tρ(1) + (1− t)ρ(2))dt > 0 on [0, L]
because ρ(j) > ρs on [0, L] for j = 1, 2 by (1.15). Using (1.13), (1.19) and (1.41) with Φ(L) = B0,0
and Φ¯ex = 0, one can easily show that Φ
(1) −Φ(2) satisfies
(Φ(1) − Φ(2))′′ −
Φ(1) − Φ(2)∫ 1
0 H
′(tρ(1) + (1− t)ρ(2))dt
= 0 on (0, L),
and the boundary conditions Φ(1) − Φ(2) = 0 at xn = 0 and L. Then the maximum principle for
elliptic equations implies Φ(1) = Φ(2) on [0, L], and this yields ρ(1) = ρ(2) on [0, L]. So we get
ϕ(1) = ϕ(2) on [0, L].
For any given (Φ¯en,0,B0,0, pex,0) ∈ P0, we have shown that there exists a unique one-dimensional
subsonic solution (ϕ,Φ). Thus, for the density ρ defined by (1.14) from (ϕ,Φ), we get (ρ0, E0) =
(ρ(Φ(0), |ϕ′(0)|2),Φ′(0)) ∈ P1(J0) where J0 is uniquely determined from (Φ¯en,0,B0,0, pex,0) through
(1.40). Hence we can find the maximal set of parameter set P0 satisfying the statement of Proposi-
tion 1.2 by collecting all parameters (Φ¯en,0,B0,0, pex,0) corresponding to (ρ0, E0) ∈ ∪
J0>0
P1(J0). 
Remark 1.5. The proof of Proposition 1.2 shows that, for any given (Φ¯en,0,B0,0, pex,0) ∈ P0, the
constant J0(= ρu) is uniquely determined. Therefore, one can use the first two equations in (1.31)
to rewrite the last equation in (1.31) as
(1.43)
(
1
ρ
(
J20
ρ
+ p(ρ)
)′)′
= ρ− b0.
By (1.34), one can also find a unique constant ρen,0 > 0 satisfying the equation (1.35) with ρ0 =
ρen,0. Therefore, the boundary value problem in Proposition 1.2 can be considered as a boundary
value problem for the equation (1.43) with the boundary conditions
ρ(0) = ρen,0, ρ(L) = ρex,0.
And, this is equivalent to fix the pressure at both ends of the nozzle N by (1.3).
The rest of the paper is organized as follows. In Section 2, we rewrite (1.24)–(1.27) as a nonlinear
boundary value problem for (ψ,Ψ) := (ϕ − ϕ0,Φ − Φ0), and set an iteration scheme to solve the
nonlinear boundary value problem for (ψ,Ψ). In Section 3, we achieve a priori H1 estimate of weak
solutions to a linear boundary value problem containing a second order elliptic system. By using
this estimate, we prove the unique existence of weak solutions and establish a priori Cα estimate
of the weak solutions up to the boundary of N . Then a priori C1,α estimates and weighted C2,α
estimates of the weak solutions are obtained, and these estimates lead to prove the unique existence
of C2 solutions to the linear boundary value problem. It should be emphasized that theH1 estimate
of weak solutions for second order elliptic system is the key ingredient to get the main result of
this paper. Section 4 is devoted to prove Theorem 1 by applying the a priori estimates given in
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Section 3 and the contraction mapping principle. In Appendix A, the existence of one dimensional
subsonic solutions to the Euler-Poisson system with variable background charge is proved. The last
appendix gives an outline of proof for stability of subsonic flows under small perturbations of the
boundaries of the nozzle N .
2. Linearized boundary value problem and Iteration scheme
For the rest of paper, let N , b0, L be as in Theorem 1. And we fix (Φ¯en,0,B0,0, pex,0) ∈ P0, and
let (ϕ0,Φ0) be the corresponding background solution. Let b, (Φ¯en, Φ¯ex, pex) satisfy the estimates
(1.28) for σ ∈ (0, σ¯) with σ¯ to be determined later.
2.1. Linearization of the equations in (1.24). For (z,q) = (z, q1, · · · , qn) ∈ R × R
n and for ρ
defined by (1.14), set
(2.1) A(z,q) = (A1, · · · , An)(z,q) = ρ(z, |q|
2)q, B(z,q) = ρ(z, |q|2).
Fix a constant ε0 > 0. For any (z,q) satisfying z−
1
2 |q|
2 ≥ h(ε0) for h defined by (1.11), A(z,q) and
B(z,q) in (2.1) are well-defined, and they are differentiable with respect to z and q. Furthermore,
one can directly check that
∂zAi(z,q) = ∂zB(z,q)qi, ∂zB(z,q) =
B(z,q)
p′(B(z,q))
,
∂qjAi(z,q) = B(z,q)
(
δij −
qiqj
p′(B(z,q))
)
,
∂qjB(z,q) = −
B(z,q)qj
p′(B(z,q))
(2.2)
for i, j = 1, · · · , n, where δij = 1 for i = j and δij = 0 otherwise.
Suppose that (ϕ,Φ) ∈ [C2(N )]2 satisfy the equations in (1.24) in N , and set
(2.3) (ψ,Ψ) := (ϕ,Φ) − (ϕ0,Φ0).
Since (ϕ0,Φ0) satisfy (1.24) as well, by subtracting the equation div(ρ(Φ0, |∇ϕ0|
2)∇ϕ0) = 0 from
the first equation in (1.24), one has
(2.4)
L1(ψ,Ψ) :=div

 n∑
j=1
∂qjAi(Φ0,Dϕ0)∂jψ +Ψ∂zA(Φ0,Dϕ0)


=divF(x,Ψ,Dψ) in N
for F = (F1, · · · , Fn) given by
(2.5) − Fi(x, z,q) =
∫ 1
0
z
[
∂zAi(Φ0 + z˜, Dϕ0 + q˜)
](tz,q)
(z˜,q˜)=(0,0)
+ qj
[
∂qjAi(Φ0,Dϕ0 + q˜)
]tq
q˜=0
dt
where [G(X)]bX=a := G(b) − G(a) with Φ0 and Dϕ0 evaluated at x ∈ N . Here, D denotes
(∂x1 , · · · , ∂xn), and each ∂j denotes ∂xj for j = 1, · · · , n.
Next, subtracting the equation ∆Φ0 = ρ(Φ0, |∇ϕ0|
2) − b0 from the second equation in (1.24)
gives
(2.6) L2(ψ,Ψ) := ∆Ψ− ∂zB(Φ0,Dϕ0)Ψ− ∂qB(Φ0,Dϕ0) ·Dψ = f(x,Ψ,Dψ) + b0 − b(x)
for f given by
f(x, z,q) =
∫ 1
0
z
[
∂zB(Φ0 + z˜, Dϕ0 + q˜)
](tz,q)
(z˜,q˜)=(0,0)
+ qj
[
∂qjB(Φ0,Dϕ0 + q˜)
]tq
q˜=0
dt.(2.7)
There is a constant δ1 ∈ (0, 1) depending on the data such that each Fi(x, z,q) and f(x, z,q) are
well defined for all (x, z,q) ∈ D3δ1 for
(2.8) D3δ1 := N × {(z,q) ∈ R× R
n : |z|+ |q| < 3δ1}.
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Then, the following lemma can be easily checked.
Lemma 2.1. Let Fi and f be defined by (2.5) and (2.7), respectively. Then,
(a) there exists a constant C depending only on the data such that
F(x, 0,0) = 0, f(x, 0,0) = 0,
|D(z,q)Fi(x, z,q)| ≤ C(|z|+ |q|), |D(z,q)f(x, z,q)| ≤ C(|z|+ |q|)
for all (x, z,q) ∈ D2δ1 and i = 1, · · · , n;
(b) for any integer k ≥ 2, there exists a constant Ck depending only on the data and k such
that
|Dk(z,q)Fi(x, z,q)| ≤ Ck, |D
k
(z,q)f(x, z,q)| ≤ Ck
for all (x, z,q) ∈ D2δ1 . Here, D
k
(z,q) denotes the k-th order derivatives with respect to z and
q.
Lemma 2.2. Let A(z,q) and B(z,q) be as in (2.1).
(a) The matrix [aij ]
n
i,j=1 := [∂qjAi(Φ0,Dϕ0)]
n
i,j=1 is a strictly positive diagonal matrix in N ,
and there exits a constant λ > 0 satisfying
(2.9) λIn ≤ [aij]
n
i,j=1 ≤
1
λ
In,
and such λ depends only on the data.
(b) Each aij is smooth in N . Also, there exists a constant Ck > 0 depending on the data and
k to satisfy ‖aij‖Ck(N ) ≤ Ck for all i, j = 1, · · · , n and any nonnegative integer k.
(c) Let h(ρ) be defined as in (1.11). For any constant ε0 > 0 and any (z,q) ∈ R×R
n satisfying
z − 12 |q|
2 ≥ h(ε0), the equality
(2.10) ∂zA(z,q) + ∂qB(z,q) = 0
holds.
Proof. From (1.38) and (2.2), it is clear that [aij ]
n
i,j=1 is a diagonal matrix with
(2.11) aii =
{
B(Φ0,Dϕ0) for i < n
B(Φ0,Dϕ0)
(
1− |Dϕ0|
2
p′(B(Φ0,Dϕ0))
)
for i = n.
Furthermore, (1.23) implies that there exists a constant λ > 0 satisfying (2.9). So (a) is proved.
(b) is already stated in Definition 1.4. Finally, (c) can be easily checked from (2.2). 
Lemma 2.2(c) is crucial to get H1 estimates of weak solutions to a linear boundary value problem
associated with two elliptic operators L1 and L2 defined by (2.4) and (2.6), respectively.
2.2. Boundary conditions for (ψ,Ψ). Given Φ¯en, Φ¯ex, pex and B0, suppose that (ϕ,Φ) satisfy
the boundary conditions (1.25)–(1.27). Then (ψ,Ψ) defined by (2.3) satisfy
ψ = 0 on Γ0,
Ψ =
{
(B0 −B0,0) + (Φ¯en − Φ¯en,0) =: Ψen on Γ0
(B0 −B0,0) + Φ¯ex =: Ψex on ΓL
,
∂nwψ = ∂nwΨ = 0 on Γw
(2.12)
(2.13) p(B(Φ0 +Ψ,∇ϕ0 +∇ψ))− p(B(Φ0,∇ϕ0)) = pex − pex,0 on Γex
for B(z,q) defined by (2.1). To simplify notations, set
ρ := B(Φ0 +Ψ,∇ϕ0 +∇ψ), ρbg := B(Φ0,∇ϕ0).
There exists a constant δ2 > 0 depending only on the data so that if
(2.14) ‖Ψ‖C0(N ) + ‖ψ‖C1(N ) ≤ 4δ2,
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then
(2.15) B(Φ0 +Ψ,∇(ϕ0 + ψ)) = h
−1(Φ0 +Ψ−
1
2
|∇(ϕ0 + ψ)|
2) ≥
1
2
ν0 > 0
holds in N for the constant ν0 in (1.23). Then the left-hand side of (2.13) is rewritten as (ρ −
ρbg)
∫ 1
0 p
′(tρ+ (1− t)ρbg)dt, and ρ− ρbg can be written as
(ρ− ρbg)
= Ψ
∫ 1
0
Bz(Φ0 + tΨ,∇ϕ0 + t∇ψ)dt+∇ψ ·
∫ 1
0
Bq(Φ0 + tΨ,∇ϕ0 + t∇ψ)dt.
It follows that the boundary condition (2.13) can be rewritten as
(2.16) Bq(Φ0,∇ϕ0) · ∇ψ =
pex − pex,0∫ 1
0 p
′(tρ+ (1− t)ρbg)dt
+ gˆ2(x,Ψ,∇ψ) on ΓL
for
(2.17) gˆ2(x,Ψ,∇ψ) = −
∫ 1
0
ΨBz(Φ0+ tΨ,∇ϕ0+ t∇ψ)+∇ψ · [Bq(Φ0+ tzˆ,∇ϕ0+ tqˆ)]
(Ψ,∇ψ)
(zˆ,qˆ)=(0,0)dt.
By (2.12), we can substitue Ψ = Ψex into (2.16) to get a nonlinear boundary condition for ψ:
(2.18) Bq(Φ0,∇ϕ0) · ∇ψ = g(x,∇ψ, pex,Ψex) on ΓL
for
g(x,q, pex,Ψex) =
pex − pex,0
g1(x,q, pex,Ψex)
+ gˆ2(x,Ψex,q)
g1(x,q, pex,Ψex) =
∫ 1
0
p′(tB(Φ0 +Ψex,∇ϕ0 + q) + (1− t)B(Φ0,∇ϕ0))dt,
(2.19)
where Φ0, ϕ0, and Ψex are evaluated at x ∈ ΓL.
Lemma 2.3. Let δ2 be as in (2.14). Under the assumption (1.28), if 4σ ≤ δ2, then the following
properties hold:
(a) there exists a constant C depending only on the data so that
|Dqg(x,q, pex,Ψex)| ≤ C(|pex(x)− pex,0|+ |Ψex(x)|+ |q|)
for all (x,q) ∈ ΓL × {q ∈ R
n : |q| < 2δ2};
(b) for any integer k ≥ 2, there exists a constant Ck depending only on the data and k so that
|Dkqg(x,q, pex,Ψex)| ≤ Ck
for all (x,q) ∈ ΓL × {q ∈ R
n : |q| < 2δ2}.
Lemma 2.3 is a direct consequence of (2.15) and (2.19) so we skip the proof.
For later use, we note that the boundary conditions ∂nwψ = 0 on Γw and (2.18) on ΓL can be
rewritten as conormal boundary conditions. On Γw, the inward unit normal vector field nw on Γw
satisfies nw · (0, · · · , 0︸ ︷︷ ︸
(n−1)
, 1) = 0. So, by (2.11), ∂nwψ = 0 is equivalent to
(2.20) (
n∑
j=1
aij∂jψ) · nw = 0 on Γw.
It follows from (2.2) that Bq(Φ0,∇ϕ0) = (0, · · · , 0︸ ︷︷ ︸
(n−1)
,− J0p′(B(Φ0,∇ϕ0))) for J0 = B(Φ0,∇ϕ0)∂nϕ0 where
Φ0, ϕ0 and ∂nϕ0 are evaluated on ΓL. Combining this with (2.18) gives
(2.21) (
n∑
j=1
aij∂jψ) · nL =
ann(x)p
′ (B(Φ0,∇ϕ0))
J0
g(x,∇ψ, pex,Ψex) on ΓL
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for the inward unit normal nL = (0, · · · , 0︸ ︷︷ ︸
(n−1)
,−1) on ΓL.
2.3. Iteration scheme. Suppose that σ¯ < 1 in Theorem 1. In §2.1 and §2.2, we have seen that
(ϕ,Φ) ∈ [C1(N ) ∩ C2(N )]2 solve (1.24)–(1.27) if and only if (ψ,Ψ) = (ϕ − ϕ0,Φ − Φ0) satisfy the
equations (2.4) and (2.6) in N and the boundary conditions (2.12) and (2.18) provided that
(2.22) ‖Ψ‖C0(N ) + ‖ψ‖C1(N ) ≤ 2min{δ1, δ2}
for δ1 and δ2 in (2.8) and (2.14), respectively.
Given α ∈ (0, 1), we define an iteration set KM as follows:
(2.23) KM := K
(1)
M ×K
(2)
M
where K(1) and K(2) are given by
K
(1)
M := {ψ˜ ∈ C
2,α
(−1−α,Γ0∪ΓL)
(N ) : ψ˜ = 0 on Γ0, ‖ψ˜‖
(−1−α,Γ0∪ΓL)
2,α,N ≤
M
2
σ}
K
(2)
M := {Ψ˜ ∈ C
2,α
(−1−α,Γ0∪ΓL)
(N ) : ‖Ψ˜‖
(−1−α,Γ0∪ΓL)
2,α ≤
M
2
σ}
for constantsM > 1 and σ ∈ (0, 1) to be determined later. IfMσ ≤ 2min{δ1, δ2}, then F(x, Ψ˜,Dψ˜),
f(x, Ψ˜,Dψ˜) are well defined in N for all (ψ˜, Ψ˜) ∈ KM , and g(x,∇ψ˜, pex,Ψex) is well defined on ΓL
for F, f, g defined by (2.5), (2.7), (2.19), respectively. Consider the following linear boundary value
problem for (ψˆ, Ψˆ) {
L1(ψˆ, Ψˆ) = divF(x, Ψ˜,Dψ˜)
L2(ψˆ, Ψˆ) = f(x, Ψ˜,Dψ˜)
in N(2.24)
with boundary conditions (2.12)(replacing (ψ,Ψ) on the left-hand side by (ψˆ, Ψˆ)) and
Bq(Φ0,∇ϕ0) · ∇ψˆ = g(x,∇ψ˜, pex,Ψex) on ΓL,(2.25)
where L1 and L2 are defined in (2.4) and (2.6), respectively. If the linear elliptic system (2.24) with
boundary conditions (2.12) and (2.25) has a unique solution (ψˆ, Ψˆ) ∈ [C1(N ) ∩ C2(N )]2, then an
iteration mapping I can be defined by
(2.26) I : (ψ˜, Ψ˜)(∈ KM ) 7→ (ψˆ, Ψˆ).
It is easy to see that (ψ∗,Ψ∗) ∈ KM is a fixed point of I if and only if (ϕ
∗,Φ∗) = (ϕ0,Φ0)+(ψ
∗,Ψ∗)
is a solution to the nonlinear boundary value problem of (1.24)–(1.27). So it suffices to prove
unique existence of fixed point of I in KM for the proof of Theorem 1.
Proposition 2.4. Let N be as in (1.6). Fix b0 > 0 and L > 0, and let the parameter set P0 be
as in Proposition 1.2. Given (Φ¯en,0,B0,0, pex,0) ∈ P0, let (ϕ0,Φ0) be the corresponding background
solution. Assume that b, (Φ¯en, Φ¯ex, pex) and B0 satisfy (1.28) and (1.29). Then, for any given
α ∈ (0, 1), there exist constants M > 1 and σ1 ∈ (0, 1) depending on the data and α such that
wherever σ ∈ (0, σ1] in (1.28), the iteration mapping I defined by (2.26) has a unique (ψ
∗,Ψ∗) in
KM satisfying
I(ψ∗,Ψ∗) = (ψ∗,Ψ∗),
p′(ρ(Φ0 + ψ
∗, |∇ϕ0 +∇ψ
∗|2))− |∇ϕ0 +∇ψ
∗|2 ≥ ν1(2.27)
for a constant ν1 > 0.
Theorem 1 easily follows from Proposition 2.4 by choosing σ¯ = σ1. So the rest of the paper is
devoted to prove Proposition 2.4.
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3. Gradient estimates for elliptic system and mixed boundary value problem
The following a priori estimate is essential to prove Proposition 2.4.
Proposition 3.1. Fix α ∈ (0, 1) and functions F ∈ C1,α(−α,Γ0∪ΓL)(N ,R
n), f ∈ Cα(N ), Wen ∈
C2,α(Γ0), Wex ∈ C
2,α(ΓL) and a function g ∈ C
α(ΓL) satisfying the following properties:
F · eˆj = 0 on Γ0 for j = 1, · · · , n− 1;(3.1)
‖F‖
(−α,Γ0∪ΓL)
1,α,N + ‖f‖α,N + ‖g‖α,ΓL + ‖Wen‖2,α,Γ0 + ‖Wex‖2,α,ΓL ≤ 1(3.2)
where eˆj denotes the constant vector (0, · · · , 0, 1︸︷︷︸
jth
, 0, · · · , 0) for each j = 1, · · · , n− 1;
(3.3) ∂nwWen = 0 on Γ0 ∩ Γw, ∂nwWex = 0 on ΓL ∩ Γw.
Then the linear boundary value problem{
L1(v,W ) = divF
L2(v,W ) = f
in N(3.4)
v = 0 on Γ0, ∂nwv = 0 on Γw, Bq(Φ0,∇ψ0) · ∇v = g on ΓL(3.5)
W =
{
Wen on Γ0
Wex on ΓL
, ∂nwW = 0 on Γw(3.6)
has a unique solution (v,W ) ∈ [C2,α(−1−α,Γ0∪ΓL)(N )]
2 satisfying the estimate
‖v‖
(−1−α,Γ0∪ΓL)
2,α,N + ‖W‖
(−1−α,Γ0∪ΓL)
2,α,N ≤ C
♯,(3.7)
where the constant C♯ depends only on the data and α.
Corollary 3.2. If the condition (3.2) is dropped in Proposition 3.1, then the linear boundary
value problem of (3.4)–(3.6) has a unique solution (v,W ) ∈ [C2,α(−1−α,Γ0∪ΓL)(N )]
2 with satisfying
the estimate
‖v‖
(−1−α,Γ0∪ΓL)
2,α,N + ‖W‖
(−1−α,Γ0∪ΓL)
2,α,N
≤ C♯(‖F‖
(−α,Γ0∪ΓL)
1,α,N + ‖f‖α,N + ‖g‖α,ΓL + ‖Wen‖2,α,Γ0 + ‖Wex‖2,α,ΓL)
(3.8)
for the constant C♯ same as in Proposition 3.1.
Proof. Set m0 := ‖F‖
(−α,Γ0∪ΓL)
1,α,N +‖f‖α,N +‖g‖α,ΓL+‖Wen‖2,α,Γ0 +‖Wex‖2,α,ΓL . Then (3.8) follows
by applying Proposition 3.1 to ( vm0 ,
W
m0
). 
In order to prove Proposition 3.1, first of all, we achieve uniform H1 estimate of (v,W ) under the
assumption of (3.2), then we combine the uniform H1 estimate with L2 integral growth estimate of
(Dv,DW ) to get uniform Cα estimate of (v,W ) in N . H1 and Cα estimate of (v,W ) are obtained
through estimates of weak solutions to the linear elliptic system (3.4). For uniform estimate of
(v,W ) in C1,α-norms or higher, we apply a priori Cα estimate of weak solutions and use individual
elliptic equations of the system (3.4) in the correct order.
3.1. H1 estimates. Define
H1 := {ξ ∈ H
1(N ) : ξ = 0 on Γ0}, H2 := {η ∈ H
1(N ) : η = 0 on Γ0 ∪ ΓL}.
Suppose that (v,W ) ∈ [C1(N )∩C2(N )]2 solve (3.4)–(3.6) then, for any (ξ, η) ∈ H1 ×H2, we have
(3.9)
∫
N
L1(v,W )ξ + L2(v,W )η dx =
∫
N
(divF)ξ + fη dx.
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For the fixed functions Wen and Wex in (3.6), we define a function Wbd in N by
(3.10) Wbd(x) = (1−
xn
L
)Wen(x
′) +
xn
L
Wex(x
′)
where x′ ∈ Λ for x = (x′, xn) ∈ N . Then, for any (ξ, η) ∈ H1 ×H2, (v˜, W˜ ) := (v,W ) − (0,Wbd) ∈
H1 ×H2 satisfy
(3.11) L[(v˜, W˜ ), (ξ, η)] = 〈(F, f, g,Wbd), (ξ, η)〉
where
L[(v˜, W˜ ), (ξ, η)] := L1[(v˜, W˜ ), ξ] + L2[(v˜, W˜ ), η],
L1[(v˜, W˜ ), ξ] :=
∫
N
aii∂iv˜∂iξ + W˜∂zA(Ψ0,Dϕ0) ·Dξ dx,
L2[(v˜, W˜ ), η] :=
∫
N
DW˜ ·Dη + (W˜∂zB(Ψ0,Dϕ0) + ∂qB(Ψ0,Dϕ0) ·Dv˜)η dx,
(3.12)
and
〈(F, f, g,Wbd), (ξ, η)〉 := 〈(F, f, g), (ξ, η)〉1︸ ︷︷ ︸
(=:I(1))
+ 〈Wbd, (ξ, η)〉2︸ ︷︷ ︸
(=:I(2))
I(1)(ξ, η) =
∫
N
(F ·Dξ − fη) dx−
∫
∂N\Γ0
(F · nout)ξ dS +
∫
ΓL
annp
′(B(Φ0,∇ϕ0))gξ
J0
dS
I(2)(ξ, η) = −
∫
N
Wbd∂zA(Ψ0,Dϕ0) ·Dξ + (Wbd∂zB(Ψ0,Dϕ0)−∆Wbd)η dx
(3.13)
for unit outward normal vector nout on ∂N \ Γ0. This can be directly checked by applying the
integration by parts to (3.9) and using (2.21). In (3.12) and hereafter, the Einstein summation
convention is used. We note that the compatibility condition (3.3) implies ∂nwWbd = 0 on Γw.
Definition 3.3. We call (v,W ) a weak solution to (3.4)–(3.6) if (v˜, W˜ ) = (v,W ) − (0,Wbd) ∈
H1 ×H2 satisfy (3.11) for any (ξ, η) ∈ H1 ×H2.
Lemma 3.4. Under the same assumption as Proposition 3.1, the linear boundary value problem
(3.4)–(3.6) has a unique weak solution (v,W ) ∈ [H1(N )]2, and (v˜, W˜ ) := (v,W )− (0,Wbd) satisfy
(3.14) ‖v˜‖H1(N ) + ‖W˜‖H1(N ) ≤ CH
for a constant CH depending only on the data.
Proof. Note that H := H1 ×H2 is a Hilbert space equipped with an inner product 〈·, ·〉H defined
by
〈(ξ1, η1), (ξ2, η2)〉H =
∫
N
(Dξ1 ·Dξ2 +Dη1 ·Dη2) dx.
By Poincare´ inequality, there exists a constant β0 > 0 satisfying
(3.15) β0(‖ξ‖
2
H1(N ) + ‖η‖
2
H1(N )) ≤ 〈(ξ, η), (ξ, η)〉H
for any (ξ, η) ∈ H, and such a constant β0 can be chosen depending only on n and N .
Thanks to Lemma 2.2(c), we have η∂zA(Ψ0,Dϕ0) · Dξ + η∂qB(Ψ0,Dϕ0) · Dξ = 0 for any
(ξ, η) ∈ H. Then the definition of L[·, ·] in (3.12) yields
(3.16) L[(ξ, η), (ξ, η)] =
∫
N
aii∂iξ∂iξ + |Dη|
2 + ∂zB(Φ0,Dϕ0)η
2 dx.
Combining (2.2), Lemma 2.2(a) and (1.23) together, we also get
(3.17) L[(ξ, η), (ξ, η)] ≥ λ0
∫
N
|Dξ|2 + |Dη|2 dx
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for λ0 = min(λ, 1) where λ is the one appeared in (2.9). On the right-hand side of (3.11), applying
Ho¨lder inequality, trace inequality and Poincare´ inequality to 〈(F, f, g,Wbd), (ξ, η)〉, one can find a
constant Cnh > 0 depending only on n and N to satisfy the estimates∣∣〈(F, f, g,Wbd), (ξ, η)〉∣∣ ≤ Cnh(∫
N
|Dξ|2 + |Dη|2 dx
)1/2
.(3.18)
This can be directly checked from (3.13). We note that Cnh is independent of F, f, g and Wbd
because of (3.2) and (3.10). Then, the Lax-Milgram theorem implies that there exists unique
(v˜, W˜ ) ∈ H satisfying (3.11) for all (ξ, η) ∈ H. Finally, substituting (ξ, η) = (v˜, W˜ ) into (3.11), and
applying (3.17) and (3.18) give
(3.19) λ0
∫
N
|Dv˜|2 + |DW˜ |2 dx ≤ Cnh
(∫
N
|Dv˜|2 + |DW˜ |2 dx
)1/2
.
(3.14) follows from applying Ho¨lder inequality and Poincare´ inequality to (3.19). 
3.2. Cα estimate.
Lemma 3.5. Under the same assumption as Proposition 3.1, let (v˜, W˜ ) be as in Lemma 3.4. Then
there exists α¯ ∈ (0, 1) depending only on the data so that, for any α ∈ (0, α¯], (v˜, W˜ ) satisfy
(3.20) ‖v˜‖α,N + ‖W˜‖α,N ≤ CA
where the constant CA is chosen depending only on the data and α.
Proof. Since N is a cylindrical domain with the cross-section Λ, there is a constant R0 > 0 depend-
ing only on n and Λ such that for any x∗ ∈ N and r ∈ (0, R0], the inequality
1
ζ0
≤
vol(Br(x∗) ∩ N )
vol(Br(x∗))
≤ ζ0
holds for a uniform constant ζ0 > 0. So if there are constants R1 ≤ R0 and κ0 > 0 satisfying
(3.21)
∫
Br(x∗)∩N
|Dv˜|2 + |DW˜ |2 dx ≤ κ0
2rn−2+2α
for all x∗ ∈ N and r ∈ (0, R1], then it follows from [13, Theorem 3.1] that
|v˜|α,N + |W˜ |α,N ≤ C
(
κ0 + ‖v˜‖L2(N ) + ‖W˜‖L2(N )
)
for a constant C depending only on n, α,Λ and L. Combining this with Lemma 3.4 gives
|v˜|α,N + |W˜ |α,N ≤ C(κ0 + CH),
and this estimate proves (3.20). To obtain (3.21), we need to consider three cases: (i) Br(x) ⊂ N ,
(ii) x ∈ ∂N \ C for C := (Γ0 ∪ ΓL) ∩ Γw, and Br(x) ∩ C = ∅, (iii) x ∈ C. More general cases can
be treated via these three cases. Also, cases (i) and (ii) are easier to handle than case (iii). So we
treat only case (iii) here.
Fix x0 ∈ C. Without loss of generality, we assume x0 ∈ C ∩ ΓL. For a constant r with 0 < r ≤
1
10 min(L,diam Λ, 1), set Dr(x0) := N ∩Br(x0). Let w1 and w2 be weak solutions of the following
problems: 

∂i(
∑n
j=1 aij(x0)∂jw1) = 0 in Dr(x0),
(
∑n
j=1 aij(x0)∂jw1) · nout = 0 on ∂Dr(x0) ∩ (ΓL ∪ Γw),
w1 = v˜ on ∂Dr(x0) ∩ N ,
and 

∆w2 = 0 in Dr(x0),
∂noutw2 = 0 on ∂Dr(x0) ∩ (ΓL ∪ Γw),
w2 = W˜ on ∂Dr(x0) ∩ N ,
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for unit outward normal vector nout on ∂Dr ∩ (ΓL ∪ Γw). In other words, (w1, w2) satisfy
(3.22)
∫
Dr(x0)
aij(x0)∂jw1∂iz1 +Dw2 ·Dz2 dx = 0
for any z1, z2 ∈ H
1(Dr(x0))∩{z = 0 on ∂Dr(x0)∩N}. We extend z1 and z2 by setting z1 = z2 = 0
in N \Dr(x0), and substitute (ξ, η) = (z1, z2) into (3.11). Then subtracting (3.22) from (3.11) with
(ξ, η) = (z1, z2) gives ∫
Dr(x0)
aij(x0)∂i(v˜ − w1)∂jz1 +D(W˜ − w2) ·Dz2 dx
= 〈(F, f, g,Wbd), (z1, z2)〉 −
∫
Dr(x0)
T dx,
(3.23)
where T is defined by T = T1 + T2 + T3 with
T1 = (aij(x0)− aij(x))∂j v˜∂iz1, T2 = W˜∂zA(Ψ0,Dϕ0) ·Dz1,
T3 = (W˜∂zB(Ψ0,Dϕ0) + ∂qB(Ψ0,Dϕ0) ·Dv˜)z2.
Set (V1, V2) := (v˜, W˜ )− (w1, w2). We substitute (z1, z2) = (V1, V2) into (3.23) and use (2.9) to get
(3.24)
∫
Dr(x0)
aij(x0)∂iV1∂jV1 +DV2 ·DV2 dx ≥ λ0
∫
Dr(x0)
|DV1|
2 + |DV2|
2 dx
for λ0 same as in (3.17). It remains to estimate the right-hand side of (3.23). Using Lemma 2.2(b)
and Ho¨lder inequality gives∫
Dr(x0)
|T1| dx ≤ ‖aij‖C1(N)
(
r2
∫
Dr(x0)
|Dv˜|2 dx
)1/2(∫
Dr(x0)
|DV1|
2 dx
)1/2
≤ ‖aij‖C1(N)r‖v˜‖H1(N )
(∫
Dr(x0)
|DV1|
2 dx
)1/2
.
(3.25)
Prior to estimate of
∫
Dr(x0)
|T2| dx, it is necessary to take a closer look at
∫
Dr(x0)
|W˜ |2 dx. For any
p > 2, Ho¨lder inequality gives
∫
Dr(x0)
|W˜ |2 dx ≤ C(n, p)rn(1−
2
p
)
(∫
Dr(x0)
|W˜ |p
) 2
p
where C(n, p) is a constant depending only n,Λ and p. We choose p = 2nn−2 for n > 2, and apply
Sobolev inequality to get
(3.26)
∫
Dr(x0)
|W˜ |2 dx ≤ Cr2‖W˜‖2H1(N ).
from which it follows that∫
Dr(x0)
|T2| dx ≤ Cµ1r‖W˜‖H1(N )
(∫
Dr(x0)
|DV1|
2 dx
)1/2
(3.27)
for µ1 = ‖∂zA(Ψ0,Dϕ0)‖L∞(N ) + ‖∂zB(Ψ0,Dϕ0)‖L∞(N ) + ‖∂qB(Ψ0,Dϕ0)‖L∞(N ). The following
inequality is obtained by Ho¨lder inequality and Poincare´ inequality:∫
Dr(x0)
|T3| dx ≤ Cµ1r
(
‖v˜‖H1(N ) + ‖W˜‖H1N
)(∫
Dr(x0)
|DV2|
2 dx
)1/2
.(3.28)
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From (3.13), the estimate |〈(F, f, g,Wbd, (V1, V2))〉| ≤ |I
(1)(V1, V2)| + |I
(2)(V1, V2)| follows, and
|I(1)(V1, V2)| ≤ |J1|+ |J2| holds where
J1 =
∫
Dr(x0)
(F ·DV1 − fV2) dx,
J2 = −
∫
∂Dr(x0)∩∂N
(F · nout)V1 dS +
∫
∂Dr(x0)∩ΓL
annp
′(B(Φ0,∇ϕ0))gV1
J0
dS.
By using Ho¨lder inequality, (3.2) and Lemma 2.2(b), we get
(3.29) |J2| ≤ Cr
n−1
2
(∫
∂Dr(x0)
|V1|
2 dx
)1/2
,
where the constant C in (3.29) depends only on the data. Unless otherwise specified, we presume
that any constant C appearing in various estimates depends only on the data for the rest of the
paper even though C may be different in each estimate. Since V1 = 0 on ∂Dr(x0) ∩ N , one can
apply the trace inequality and Poincare´ inequality with scaling to obtain(∫
∂Dr(x0)
|V1|
2 dS
)1/2
≤ C
(
r
∫
Dr(x0)
|DV1|
2 dx
)1/2
,
and this combined with (3.29) gives
(3.30) |J2| ≤ Cr
n/2
(∫
Dr(x0)
|DV1|
2 dx
)1/2
.
Also, it is easy to show
(3.31) |J1| ≤ Cr
n/2
(∫
Dr(x0)
|DV1|
2 + |DV2|
2 dx
)1/2
.
By (3.10) and (3.2), Wbd satisfies
(3.32) ‖Wbd‖2,α,N ≤ C,
and this yields
(3.33) |I(2)(V1, V2)| ≤ Cr
n/2
(∫
Dr(x0)
|DV1|
2 + |DV2|
2 dx
)1/2
.
It follows from (3.24)-(3.28), (3.30), (3.31), (3.33) and Lemma 3.4 that
(3.34)
∫
Dr(x0)
|DV1|
2 + |DV2|
2 dx ≤ C
(
r2C2H + r
n
)
.
One can easily adjust the proof of [13, Lemma 4.12] and use Lemma 2.2(a) to show that there exist
two constants αˆ ∈ (0, 1) and Cˆ > 0 depending only on the data such that (w1, w2) in (3.22) satisfy
(3.35)
∫
D̺(x0)
|Dw1|
2 + |Dw2|
2 dx ≤ Cˆ
(̺
r
)n−2+2αˆ ∫
Dr(x0)
|Dw1|
2 + |Dw2|
2 dx
holds whenever 0 < ̺ ≤ r. Combining (3.34) with (3.35) yields∫
D̺(x0)
|Dv˜|2 + |DW˜ |2 dx ≤ Cˆ
(̺
r
)n−2+2αˆ ∫
Dr(x0)
|Dv˜|2 + |DW˜ |2 dx + 10C(CH + 1)
2r2
whenever 0 < ̺ ≤ r ≤ 110 min(L,diamΛ, 1) where C and Cˆ are same as in (3.34) and (3.35),
respectively.
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Case 1. For n > 2, if n − 2 + 2αˆ ≤ 2, then [13, Lemma 3.4] implies that one can find constants
α¯ ∈ (0, αˆ) and R0 with 0 < R0 ≤
1
10 min(L,diam Λ, 1) depending only on the data such
that that whenever 0 < r ≤ R0, (v˜, W˜ ) satisfy
(3.36)
∫
Dr(x0)
|Dv˜|2 + |DW˜ |2 dx ≤ Crn−2+2α¯ for any x0 ∈ C ∩ ΓL.
Case 2. For n > 2, if n− 2 + 2αˆ > 2, then [13, Lemma 3.4] implies that there exists a constant R1
with 0 < R1 ≤
1
10 min(L,diam Λ, 1) depending only on the data such that that whenever
0 < r ≤ R1, (v˜, W˜ ) satisfy
(3.37)
∫
Dr(x0)
|Dv˜|2 + |DW˜ |2 dx ≤ Cr2 for any x0 ∈ C ∩ ΓL.
By adjusting the proof of [13, Lemma 3.3, Theorem 3.8] with using (3.37), one can find a
constant α¯ ∈ (0, αˆ) and R2 ∈ (0, R1) depending only on the data such that∫
Dr(x0)
|W˜ |2 dx ≤ Crn−2+2α¯
holds whenever 0 < r ≤ R2, and this gives∫
Dr(x0)
|Dv˜|2 + |DW˜ |2 dx ≤ Crn−2+2α¯ for any x0 ∈ C ∩ ΓL, 0 < r ≤ R2.
The case of n = 2 can be handled similarly. Also, one can easily show that (3.36) holds for all
x0 ∈ N by repeating the argument above for any given x0 ∈ N . 
3.3. C1,α estimates. Under the assumption of Proposition 3.1, let (v,W ) be a weak solution of
(3.4)–(3.6) in the sense of Definition 3.3. Then Lemma 3.5 combined with (3.32) provides Cα
estimate of (v,W ) = (v˜, W˜ ) + (0,Wbd) for α ∈ (0, α¯]. In order to get uniform C
1,α estimates
of (v,W ), we regard the elliptic system (3.4) as two separate elliptic equations. This is possible
because the principal parts of (3.4) are not coupled. The Ho¨lder gradient estimate for first equation
in (3.4) gives uniform C1,α estimate of v. Then C1,α estimate of W is obtained by applying Lemma
3.5 and uniform C1,α estimate of v.
Lemma 3.6. Under the same assumption as Proposition 3.1, let (v˜, W˜ ) be as in Lemma 3.4. Then,
for any α ∈ (0, 1), there exists a constant CB depending only on the data and α so that (v,W )
satisfy
(3.38) ‖v‖1,α,N + ‖W‖1,α,N ≤ CB .
Proof. First, we prove C1,α regularity of (v,W ) for α ∈ (0, α¯] where α¯ is from Lemma 3.5, then a
bootstrap argument will give C1,α regularity of (v,W ) for any α ∈ (0, 1).
Fix α ∈ (0, α¯]. By (3.32), if we show that (v˜, W˜ ) = (v,W )− (0,Wbd) satisfy
(3.39) ‖v˜‖1,α,N + ‖W˜‖1,α,N ≤ C
for a constant C depending only on the data and α, then (3.38) easily follows.
Step 1. By choosing η = 0 in (3.11), v˜ can be regarded as a weak solution to
(3.40)


∂i(
∑n
j=1 aij∂j v˜) = div(F − W˜∂zA(Φ0,Dϕ0)) =: divF
∗ in N ,
v˜ = 0 on Γ0,
(
∑n
j=1 aij∂j v˜) · nw = 0 on Γw,
(
∑n
j=1 aij∂j v˜) · nL =
annp′(B(Φ0,∇ϕ0))g
J0
=: h on ΓL.
By Lemma 3.5, F∗ satisfies the estimate
(3.41) ‖F∗‖α,N ≤ C.
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Since h ∈ Cα(ΓL), one can find a function vh ∈ C
1,α(N ∩ {xn >
L
4 }) satisfying
(3.42) (
n∑
j=1
aij∂jvh) · nL = h on ΓL and ‖vh‖1,α,N∩{xn>L4 }
≤ C.
One can refer to Step 2 in the proof of Lemma 3.1 of [3] for more details on the existence of such
vh. It is easy to see that Vh := v˜ − vh is a weak solution to
(3.43)


∂i(
∑n
j=1 aij∂jVh) = div(F
∗ −
∑n
j=1 aij∂jvh) =: divHˆ in N ∩ {xn > L/4},
(
∑n
j=1 aij∂jVh) · nw = −(
∑n
j=1 aij∂jvh) · nw =: gˆ1 on Γw ∩ {xn > L/4},
Vh = v˜ − vh =: gˆ2 on N ∩ {xn = L/4},
(
∑n
j=1 aij∂jVh) · nL = 0 on ΓL.
For l ∈ R+, set Q+l := Λ× (l, 2L− l). For (x
′, xn) ∈ Q
+
L
4
, define
(3.44) aij(x
′, xn) = aij(x
′, 2L− xn), gˆk(x
′, xn) = gˆk(x
′, 2L− xn)
for i, j = 1, · · · , n, k = 1, 2 and for all x′ = (x1, · · · , xn−1) ∈ Λ. Also, we define H = (H1, · · · ,Hn)
in Q+L
4
by
Hj(x
′, xn) =
{
Hˆj(x
′, xn) for xn ≤ L
Hˆj(x
′, 2L− xn) for xn > L
for j 6= n,(3.45)
and
Hn(x
′, xn) =
{
Hˆn(x
′, xn)− Hˆn(x
′, L) for xn ≤ L,
−(Hˆn(x
′, 2L− xn)− Hˆn(x
′, L)) for xn > L.
(3.46)
According to (3.44) and (3.45), aij, gˆk and each Hˆj(j 6= n) are extended from N ∩{xn >
L
4 } to Q
+
L
4
by even reflection about xn = L, and Hn is defined as the odd extension of Hˆn(x
′, xn)− Hˆn(x
′, L)
about xn = L. Hence aij ∈ C
0,1(Q+L
4
), H ∈ Cα(Q+L
4
) and gˆ1 ∈ C
α(∂Λ × {|xn − L| < 3L/4}). For
such extended functions aij , gˆ1, gˆ2 and H, the boundary value problem
(3.47)


∂i(
∑n
j=1 aij∂jU) = divH, in Q
+
L
4
(
∑n
j=1 aij∂jU) · nw = gˆ1 on ∂Λ× {|xn − L| < 3L/4},
U = gˆ2 on Λ× {|xn − L| = 3L/4}
has a unique weak solution U ∈ H1(Q+L
4
). Furthermore, the assumption (3.2) together with the
proof of [3, Lemma 3.1] shows that
(3.48) ‖U‖1,α,Q+L
3
≤ C(‖U‖L2(Q+L
4
) + 1).
It also follows from (3.44) and (3.45) that if U is a weak solution of (3.47), then so is U˜(x′, xn) =
U(x′, 2L − xn). Then the uniqueness of weak solution yields U(x
′, xn) = U(x
′, 2L − xn) thus
∂nU(x
′, L) = 0 which implies (
∑n
j=1 aij∂jU) · nL = 0 on ΓL. From this, Vh = U is obtained in
N ∩ {|xn − L| < 3L/4}. Therefore, by Lemma 3.5, (3.41), (3.42) and (3.48), the estimate
(3.49) ‖v˜‖1,α,N∩{xn>L3 }
≤ C
holds for a constant C depending only on the data and α.
Step 2. Back to (3.40), by (2.2), Definition 1.4 and (3.1), F∗ satisfies
(3.50) F∗ · eˆj = 0 on Γ0 for j = 1, · · · , n − 1.
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For l ∈ R+, set Q−l := Λ × (−l, l), and we extend aij and F
∗ into Q−3L/4 as follows: for xn < 0,
define
(3.51) aij(x
′, xn) = aij(x
′,−xn) for x
′ ∈ Λ, i, j = 1, · · · , n.
Define F˜ = (F˜1, · · · , F˜n) in Q
−
3L/4 by
F˜j(x
′, xn) =
{
F ∗j (x
′, xn) for xn ≥ 0
−F ∗j (x
′,−xn) for xn < 0
for j 6= n,
F˜n(x
′, xn) =
{
F ∗n(x
′, xn) for xn ≥ 0
F ∗n(x
′,−xn) for xn < 0
.
(3.52)
It follows from (3.2) and (3.50) that each F˜j is in C
α(Q−3L/4) and satisfies ‖F˜j‖α,Q3L/4 ≤ C. Hence,
the boundary value problem
(3.53)


∂i(
∑n
j=1 aij∂jU˜) = div F˜ in Q
−
3L/4
(
∑n
j=1 aij∂jU˜) · nw = 0 on ∂Λ× (−
3L
4 ,
3L
4 )
U˜(x′, xn) = (sgn xn)v˜(x
′, |xn|) on Λ× {|xn| =
3L
4 }
has a unique weak solution U˜ ∈ H1(Q−3L/4). Moreover, U˜ satisfies the estimate
(3.54) ‖U˜‖1,α,Q−
2L/3
≤ C.
In fact, (3.48) and (3.54) can be verified by simplifying the estimates of [17] to the case of linear
elliptic equation(see [17, Theorems 1.1 and 1.2]). By using (3.51), (3.52) and the uniqueness of
weak solution to (3.53), one can directly check that U˜(x′,−xn) = −U˜(x
′, xn) in Q
−
3L/4, and this
yields U˜(x′, 0) = 0 on Γ0. Therefore, we get v˜ = U˜ in N ∩{xn < 3L/4}. It follows from (3.20) and
(3.54) that ‖v˜‖1,α,N∩{xn<2L/3} ≤ C. Combining this with (3.49) yields
(3.55) ‖v˜‖1,α,N ≤ C
for a constant C depending only on the data.
Step 3. Substituting ξ = 0 into (3.11), W˜ can be regarded as a weak solution to
(3.56)


∆W˜ = f + (W˜+Wbd)∂zB(Φ0,Dϕ0)−∆Wbd + ∂qB(Φ0,Dϕ0)·Dv˜ =: f∗, in N ,
W˜ = 0, on Γ0 ∪ ΓL,
DW˜ · nw = 0, on Γw.
By using odd extensions of f∗ and V about Γ0 and ΓL, one can argue similarly as Step 2 to show
that
(3.57) ‖W˜‖1,α,N ≤ C
for a constant C depending only on the data and α.
We have shown that (v,W ) satisfy (3.38) for α ∈ (0, α¯] therefore v and W are Cα in N for all
α ∈ (0, 1). Then, one can repeat the argument above to show that (3.38) holds for all α ∈ (0, 1). 
3.4. Unique solvability of mixed boundary value problem. In §3.1–§3.3, it is shown that the
boundary value problem (3.4)–(3.6) has a unique weak solution (v,W ) and that the weak solution
is C1,α up to the boundary of N . In order to prove Proposition 3.1, it remains to show that v and
w are C2 in N thus the weak solution is actually a classical solution of (3.4)–(3.6).
Proof of Proposition 3.1. By Lemmas 3.4–3.6, the linear boundary value problem (3.4)–(3.6) has
a unique weak solution (v,W ) in the sense of Definition 3.3, and (v,W ) satisfy the C1,α estimate
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(3.38). Then v can be regarded as a weak solution of
∂i(
n∑
j=1
aij∂jv) = div(F−W∂zA(Φ0,Dϕ0)) =: divF¯ in N
(
n∑
j=1
aij∂jv) · nw = 0 on Γw
(3.58)
for F¯ ∈ C1,α(N ∪ Γw). Since every aij is smooth in N , v is in C
2,α(N ). In fact, v is C2,α up
to Γw away from Γ0 ∪ ΓL. We give a heuristic argument to verify this. For any given point
x0 ∈ Γw \ (Γ0 ∪ ΓL), Γw can be locally flattened near x0, and (3.58) can be written as a conormal
boundary value problem as follows:
∂yi(
n∑
j=1
a˜ij∂yj v˜) = divF˜ in B
+
2R0
(0) := B2R0(0) ∩ {yn > 0},
(
n∑
j=1
a˜ij∂yj v˜) · n˜w = 0 on ∂B
+
2R0
(0) ∩ {yn = 0}
(3.59)
for sufficiently small R0 > 0 and inward unit normal vector n˜w on {yn = 0}. We note that n˜w
is a constant vector. Here, we assume that x0 is mapped to 0 in the flattened domain. Since the
boundary of the cross-section Λ of N is assumed to be smooth, one can find a smooth flattening
map near x0 so that a˜ij ∈ C
3(B+R0(0)) and F˜ ∈ C
1,α(B+R0(0)). For each k = 1, · · · , n − 1, we
differentiate (3.59) with respect to yk then w
(k)(y) := v˜yk(y) becomes a weak solution to
∂yi(
n∑
j=1
a˜ij∂yjw
(k)) = divy(∂yk F˜−
n∑
j=1
∂yk a˜ij∂yj v˜) =: divyG
(x0)(y) in B+R0(0)
(
n∑
j=1
a˜ij∂yjw
(k)) · n˜w = −(
n∑
j=1
∂˜ykaij∂yj v˜) · n˜w =: g
(x0)(y) on ∂B+R0(0) ∩ {yn = 0}
for G(x0) ∈ Cα(B+R0(0)) and g
(x0) ∈ Cα(B+R0(0)). Thus w
(k) ∈ C1,α(B+
R0/2
(0)) for k = 1, · · · , n− 1,
and this implies that v˜yiyj is C
α up to ∂B+R0(0) unless i = j = n. One can also check that v˜ynyn is
Cα up to ∂B+R0(0) by solving the first equation in (3.59) for v˜ynyn because a˜nn is strictly positive
in B+2R0(0). This proves that v is C
2,α up to Γw away from Γ0 ∪ ΓL. Rigorous proof can be given
by using difference quotient(cf.[11, Section 8.3]). Once v ∈ C2,α is shown, we can also show that
W is C2,α up to Γw away from Γ0 ∪ΓL using the second equation of (3.4) and C
2,α regularity of v.
It remains to estimate C2,α(−1−α,Γ0∪ΓL)-norms of v and W by a scaling argument. For a fixed point
y0 ∈ N \ (Γ0 ∪ ΓL), let 2d = dist(y0,Γ0 ∪ ΓL), and set a scaled function
v(y0)(s) :=
1
d1+α
(
v(y0 + ds)− v(y0)− dDv(y0) · s
)
for s ∈ {s ∈ B1(0) : y0 + ds ∈ N} =: B1(y0) where B1(0) is the unit ball in R
n with the center at
the origin. By (3.38), we have
(3.60) ‖v(y0)‖C0(B1(0)) ≤ ‖v‖1,α,N ≤ CB.
Substituting v(y0) into (3.58) gives
(3.61)


∂si(
∑n
j=1 aij(y0 + ds)∂sjv
(y0)) = divsF¯
(y0) in B1(0),
(
∑n
j=1 aij(y0 + ds)∂sjv) · nw(y0 + ds) = g
(y0), on ∂B1(0) ∩ {y0 + ds ∈ Γw}.
(if ∂B1(0) ∩ {y0 + ds ∈ Γw} 6= ∅)
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for
F¯(y0)(s) :=
F¯(y0 + ds)− F¯(y0)−
∑n
j=1(aij(y0 + ds)− aij(y0))∂jv(y0)
dα
,
g(y0)(s) :=
(
∑n
j=1 aij(y0 + ds)∂jv(y0)) · nw(y0 + ds)− (
∑n
j=1 aij(y0)∂jv(y0)) · nw(y0)
dα
.
(3.62)
By using Lemma 2.2(b), (3.2) and (3.38), one can find a constant CF depending only on the data
and α so that, for any y0 ∈ N \ (Γ0 ∪ ΓL), F¯
(y0) and g(y0) satisfy
(3.63) ‖F¯(y0)‖1,α,B1(0) + ‖g
(y0)‖1,α,B1(0) ≤ CF .
Then, it follows from [11, Sections 6.3 and 6.7], (3.60) and (3.63) that v(y0) is in C2,α(B1/2(0)) and
satisfies
‖v(y0)‖2,α,B1/2(0) ≤ C(CB +CF ) =: C∗
for the constant CB in (3.38). We emphasize that the constant C∗ above is independent of y0 ∈
N \ (Γ0 ∪ ΓL). Therefore, re-scaling back gives
‖v‖
(−1−α,Γ0∪ΓL)
2,α,N ≤ C∗∗
for a constant C∗∗ depending only on the data and α.
Similarly, we consider W as a solution of the equation
∆W = f + ∂zB(Φ0,Dϕ0)W + ∂qB(Φ0,Dϕ0) ·Dv =: f¯∗ in N .
Since f¯∗ ∈ C
α(N ) with satisfying ‖¯f∗‖α,N ≤ C by (3.38), we can repeat the scaling argument above
to conclude that
‖W‖
(−1−α,Γ0∪ΓL)
2,α,N ≤ C
∗.

4. Proof of Proposition 2.4
Fix α ∈ (0, 1). If Mσ ≤ 2min{δ1, δ2} for δ1, δ2 in (2.8) and (2.14) respectively, then for each
(ψ˜, Ψ˜) ∈ KM , functions F(x, Ψ˜,Dψ˜), f(x, Ψ˜,Dψ˜) are well defined in N , and g(x,Dψ˜, pex,Ψex) is
well defined on ΓL where F(x, z,q), f(x, z,q) and g(x,q, pex,Ψex) are defined by (2.5), (2.7) and
(2.19), respectively.
Lemma 4.1. There exists a positive constant δ3(≤ 1) depending only on the data so that ifMσ ≤ δ3
in the definition of KM given in (2.23), then the following properties hold: for any (ψ˜, Ψ˜) ∈ KM ,
‖F(x, Ψ˜,Dψ˜)‖
(−α,Γ0∪ΓL)
1,α,N ≤ C(Mσ)
2(4.1)
‖f(x, Ψ˜,Dψ˜)‖α,N ≤ C(M
2σ + 1)σ(4.2)
‖g(x,Dψ˜, pex,Ψex)‖α,ΓL ≤ C(M
2σ + 1)σ(4.3)
for a constant C depending only on the data. Furthermore, we have
(4.4) F(x, Ψ˜,Dψ˜) · eˆj = 0 on Γ0 for j = 1, · · · , n− 1.
Proof. For ρ defined by (1.14), we can choose a constant δ¯ > 0 depending only on the data so that
if Mσ ≤ δ¯, then there holds
0 <
1
2
inf
N
ρ(Φ0,Dϕ0) ≤ ρ(Φ0 + Ψ˜,Dϕ0 +Dψ˜) ≤ 2 sup
N
ρ(Φ0,Dϕ0) in N
for all (ψ˜, Ψ˜) ∈ KM . Then, by (1.4), the inequality
µ0 ≤ p
′(ρ(Φ0 + Ψ˜,Dϕ0 +Dψ˜)) ≤
1
µ0
in N
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holds for a constant µ0 > 0 depending only on the data. Thus (4.1)–(4.3) easily follow from (1.28),
(2.5), (2.7), (2.16), (2.17), Lemma 2.1 and Lemma 2.3.
In order to prove (4.4), we need to take a closer look at the definition of F in (2.5). By (2.2), we
have ∂zA(Φ0+ z,Dϕ0+q) ‖ Dϕ0+q for all (x, z,q) ∈ D3δ1 where the set D3δ1 is defined by (2.8).
Choosing δ3 = min{δ¯, δ1, δ2} so that for any (x, z,q) ∈ N×{(z,q) ∈ R×R
n : |z|+|q| ≤ δ3}(=: Dδ3),
we have ∫ 1
0
z[∂zAi(Φ0 + z˜, Dϕ0 + q˜)]
(tz,q)
(z˜,q˜)=(0,0)dt = a1(x, z,q)Dϕ0 + a2(x, z,q)q,∫
0
n∑
j=1
qj[∂qjAi(Φ0,Dϕ0 + q˜)]
tq
q˜=0dt = a3,i(x, z,q)qi for all i 6= n.
(4.5)
for a1, a2, a3,i ∈ C(Dδ3 ,R). For any (ψ˜, Ψ˜) ∈ KM , since ψ˜ = 0 on Γ0 by the definition of KM in
(2.23), there holds ∂iψ˜ = 0 on Γ0 for all i 6= n. So ifMσ ≤ δ3, then, by (2.5) and (4.5), F(x, Ψ˜,Dψ˜)
satisfies (4.4). 
Now we are in position to prove Proposition 2.4.
Proof of Proposition 2.4. If M2σ ≤ 1, then, it follows from (1.28), Proposition 3.1 and Lemma 4.1
that the elliptic system (2.24) with boundary conditions of (2.12) and (2.25) has a unique solution
(ψˆ, Ψˆ) ∈ [C2,α(−1−α,Γ0∪ΓL)(N )]
2, which satisfies
(4.6) ‖ψˆ‖
(−1−α,Γ0∪ΓL)
2,α,N + ‖Ψˆ‖
(−1−α,Γ0∪ΓL)
2,α,N ≤ 2C
♭σ
for C♭ depending only on the data and α.
Next, we estimate I(ψ˜1, Ψ˜1) − I(ψ˜2, Ψ˜2) in C
2,α
(−1−α,Γ0∪ΓL)
(N ) for (ψ˜k, Ψ˜k) ∈ KM (k = 1, 2). For
each k = 1, 2, set
(ψˆk, Ψˆk) := I(ψ˜k, Ψ˜k) in N
F(k) := F(x, Ψ˜k,Dψ˜k), f
(k) := f(x, Ψ˜k,Dψ˜k) in N
g(k) := g(x,Dψ˜k, pex,Ψex) on Γex.
Then (v∗,W ∗) := (ψˆ1, Ψˆ1)− (ψˆ2, Ψˆ2) satisfy{
L1(v
∗,W ∗) = div(F(1) − F(2))
L2(v
∗,W ∗) = f (1) − f (2)
in N ,
v∗ = 0 on Γ0, Bq(Φ0,Dϕ0) ·Dv
∗ = g(1) − g(2) on ΓL,
∂nwv
∗ = ∂nwW
∗ = 0 on Γw,
W ∗ = 0 on Γ0 ∪ ΓL.
By Lemma 2.1(a) and Lemma 2.3(a), there exists a constant C depending on the data and α such
that
‖F(1) − F(2)‖
(−α,Γ0∪ΓL)
1,α,N + ‖f
(1) − f (2)‖α,N + ‖g
(1) − g(2)‖α,ΓL
≤ C(1 +M)σ(‖ψ˜1 − ψ˜2‖
(−1−α,Γ0∪ΓL)
2,α,N + ‖Ψ˜1 − Ψ˜2‖
(−1−α,Γ0∪ΓL)
2,α,N ).
(4.7)
By Corollary 3.2 and (4.7), one can find a constant C♮ depending on the data and α so that (v∗,W ∗)
satisfy
‖v∗‖
(−1−α,Γ0∪ΓL)
2,α,N + ‖W
∗‖
(−1−α,Γ0∪ΓL)
2,α,N
≤ C♮(1 +M)σ(‖ψ˜1 − ψ˜2‖
(−1−α,Γ0∪ΓL)
2,α,N + ‖Ψ˜1 − Ψ˜2‖
(−1−α,Γ0∪ΓL)
2,α,N ).
(4.8)
To complete the proof, we choose M and σ as follows:
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(i) Choose M to be
(4.9) M = max{1, 4C♭}
for C♭ as in (4.6). Then I maps KM into itself.
(ii) Next we choose σ1 as
(4.10) σ1 =
1
4M
min{δ1, δ2, δ3, 1,
1
M
,
1
2MC♮
}
for δ1, δ2, δ3 as in (2.8), (2.14), Lemma 4.1, respectively. Then (4.8) implies that I is
contracting in [C2,α(−1−α,Γ0∪ΓL)(N )]
2.
For M as in (4.9) and for any σ ∈ (0, σ1], KM is a nonempty Banach space equipped with the norm
of ‖ · ‖
(−1−α,Γ0∪ΓL)
2,α,N . Then the contraction mapping principle implies that for any σ ∈ (0, σ1], the
iteration mapping I has a unique fixed point (ψ∗,Ψ∗) in KM . If necessary, we can further reduce
σ1 > 0 depending only on the data so that wherever σ ∈ (0, σ1], any fixed point of I in KM satisfies
(2.27). 
Appendix A. Nonconstant background density b for one-dimensional flow
Proposition A.1. Fix a constant L > 0, and a smooth positive function b(xn) on [0, L]. Then
there exists a set of parameters P∗0 ⊂ R
2 × R+ so that for any (Φ¯en,B0, p¯ex) ∈ P
∗
0, the system of
(1.12) and (1.13) in N with the boundary conditions (1.17)–(1.21) has a unique one-dimensional
smooth solution (ϕ,Φ) satisfying ρ(Φ, |∇ϕ|2) ≥ ρ > 0 and (1.39) on [0, L] for positive constants ρ
and ν1 depending on Φ¯en,B0, p¯ex, b and L.
Proof. Fix a constant J0 > 0, and we first consider the initial value problem (1.33) on the interval
(0, L) with b0 being replaced by a nonconstant positive function b. The initial data (ρ0, E0) will be
specified later. If H ′(ρ) 6= 0 on (0, L) for H ′(ρ) in (1.42), (1.33) is equivalent to
(A.1)
{
ρ′ = ρ
3E
ρ2p′(ρ)−J20
,
E′ = ρ− b,
(ρ,E)(0) = (ρ0, E0), u =
J0
ρ
.
Claim: For any given constant J0 > 0, there exists a nonempty set P
∗
1(J0) ⊂ R
+×R so that for
any (ρ0, E0) ∈ P
∗
1(J0), the initial value problem (A.1) has a unique C
1 solution (ρ,E)(xn) on the
interval [0, L] with satisfying ρ > 0 and the inequality (1.34) on [0, L] for some positive constant
ν1. Here, the choice of ν1 depends on ρ0, E0, J0 and L.
Once this claim is proved, one can repeat the argument in the proof of Proposition 1.2 to complete
the proof of Proposition A.1. So we only need to prove the claim.
Fix J0 > 0 and ρ0 ≥ sup[0,L] b + ǫ0 satisfying p
′(ρ0) − (
J0
ρ0
)2 ≥ ν1 > 0 for positive constants ǫ0
and ν1. We will show that if E0 ≥ ǫ1 for some ǫ1 > 0, then the initial value problem (A.1) has a
unique C1 solution (ρ,E) on the interval [0, L]. Fix a constant E0 ≥ ǫ1. Since p
′(ρ) is C1, (A.1)
has a unique C1 solution (ρ,E) on [0, ε] for a constant ε > 0 so that the inequalities
ρ ≥ sup
[0,L]
b+
ǫ0
2
, E ≥
ǫ1
2
and p′(ρ0)−
(
J0
ρ0
)2
≥
ν1
2
hold on [0, ε] where ε depends on E0. Using two equations in (A.1), one can directly check that(
p′(ρ)−
J20
ρ2
)′
=
(ρp′′(ρ) + 2(J0ρ )
2)E
p′(ρ)− (J0ρ )
2
.
So if ρ,E and p′(ρ)− (J0ρ )
2 satisfy the three inequalities above on the [0, ε], then we get ρ′(ε) > 0,
E′(ε) > 0 and (p′(ρ) − (J0ρ )
2)′(ε) > 0 so (A.1) is uniquely solvable beyond the interval [0, ε],
moreover (ρ,E) are increasing functions. Therefore, we can uniquely solve (A.1) up to xn = L, and
the solution (ρ,E) satisfy ρ ≥ ρ0, E ≥ E0 and p
′(ρ) − (J0ρ )
2 ≥ ν1 on [0, L]. For each J0 > 0, we
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have shown that there exists a nonempty parameter set P˜∗1(J0) so that, for any (ρ0, E0) ∈ P˜
∗
1(J0),
(A.1) has a unique solution (ρ,E) on [0, L] with satisfying ρ > 0 and (1.39) on [0, L]. Since P˜∗1(J0)
is nonempty, we can find the maximal set P∗1(J0) such that, for any (ρ0, E0) ∈ P
∗
1(J0), (A.1) has
a unique C1 solution on the interval [0, L] with satisfying ρ > 0 and (1.39) on [0, L]. Set P∗1 =
∪
J0>0
P∗1(J0). We repeat the argument in Proposition 1.2 to get a set P
∗
0 of parameters (Φ¯en,B0, p¯ex)
by using a one-to-one and onto correspondence between (ρ0, E0) ∈ P
∗
1 and (Φ¯en,B0, p¯ex). This
completes the proof. 
Appendix B. Perturbation of nozzle
For n ≥ 2, let Λ0 be an open, connected and bounded subset of R
n−1 with C3 boundary ∂Λ0,
and set N0 to be an n-dimensional nozzle defined by
(B.1) N0 := Λ0 × (0, L).
For 0 < α < 1, let G : Λ0 × (−L, 2L) → R
n−1 be a C2,α mapping such that G(·, xn) : Λ0 →
G(Λ0 × {xn}) ⊂ R
n−1 is a diffeomorphism for every xn ∈ (−L, 2L) satisfying
(B.2) ‖G(·, xn)− Idn−1‖2,α,Λ0 ≤ σ
for a small constant σ < 0 which will be specified later. For such a mapping G, we define a
perturbation of N0 by
(B.3) NG := {(G(x), xn) ∈ R
n : x = (x′, xn), x
′ ∈ Λ0, xn ∈ (0, L)}.
NG is a small perturbation of N0 in the sense that the wall boundary G(∂Λ0 × (0, L)) of NG
is a perturbation of the wall boundary ∂Λ0 × (0, L) of N0. Let T denote the transformation
T (x′, xn) = (G(x
′, xn), xn) =: (y
′, yn).
Theorem 2. Let N0 be defined by (B.1). Fix b0 > 0, L > 0 and any α ∈ (0, 1), and let the
parameter set P0 be as in Proposition 1.2. Given (Φ¯en,0,B0,0, pex,0) ∈ P0, let (ϕ0,Φ0) be the
corresponding background solution. We assume that b, (Φ¯en, Φ¯ex, pex) and B0 are given small per-
turbations of (Φ¯en,0, 0, pex,0) ∈ P0 and B0,0, respectively, in the following sense
‖b− b0‖α,NG ≤ σ,
‖Φ¯en − Φ¯en,0‖2,α,T (Γ0) + ‖Φ¯ex‖2,α,T (ΓL) + ‖pex − pex,0‖α,T (ΓL) ≤ σ,
|B0 −B0,0| ≤ σ.
(B.4)
Also, we assume that Φ¯en and Φ¯ex satisfy
(B.5) ∂nw Φ¯en = 0 on T (Γ0 ∩ Γw), ∂nwΦ¯ex = 0 on T (ΓL ∩ Γw)
for inward unit normal vector nw on T (∂Λ0×(−L, 2L)), and that the perturbation T satisfies (B.2)
and
(B.6) DxT = In on Γ0 ∪ ΓL.
Then, there exists a constant σˆ > 0 depending on the data and α such that wherever σ ∈ (0, σˆ], the
nonlinear boundary value problem{
div(ρ(Φ, |∇ϕ|2)∇ϕ) = 0
∆Φ = ρ(Φ, |∇ϕ|2)− b
in NG(B.7)
ϕ = 0 on Γ0, p(ρ(Φ, |∇ϕ|
2)) = pex on T (ΓL)(B.8)
Φ =
{
B0 + Φ¯en on T (Γ0)
B0 + Φ¯ex on T (ΓL)
(B.9)
∂nwϕ = ∂nwΦ = 0 on T (Γw).(B.10)
has a unique solution (ϕ,Φ) ∈ [C2,α(−1−α,T (Γ0)∪T (ΓL))(NG)]
2 satisfying the following properties:
26 MYOUNGJEAN BAE, BEN DUAN, AND CHUNJING XIE
(a) The equations in (B.7) form a uniformly elliptic system in NG. Equivalently, the solution
(ϕ,Φ) satisfies the inequality
p′(ρ(Φ, |∇ϕ|2))− |∇ϕ|2 ≥ ν¯ > 0 in NG
for a positive constant ν¯, i.e., the flow governed by (ϕ,Φ) is subsonic;
(b) (ϕ,Φ) satisfy the estimate
(B.11) ‖ϕ − ϕ0‖
(−1−α,T (Γ0)∪T (ΓL))
2,α,NG
+ ‖Φ− Φ0‖
(−1−α,T (Γ0)∪T (ΓL))
2,α,NG
≤ Cσ,
for σ in (B.4). The constants ν¯ and C depend only on b0, L, Φ¯en,0,B0,0, pex,0, n,Λ and α.
Suppose that (ϕ,Φ) is a solutions to (B.7)–(B.10), and let us set
φ(x) := ϕ ◦ T (x), W (x) := Φ ◦ T (x) for x ∈ N0.
Then straightforward computation shows that (φ,W ) satisfy{
divxA1(x,W,∇φ, JT ) = 0
divxA2(x,∇W,JT ) =
1
det JT
(ρ(W, |JT ∇φ|
2)− b)
in N0
A1(x,W,∇φ, JT ) · nw = A2(x,∇W,JT ) · nw = 0 on Γw
p(ρ(W, |JT ∇φ|
2)) = pex on ΓL
(B.12)
for JT ,A1 and A2 defined by
JT (x) :=
(∂(T −1)j
∂yi
∣∣∣
y=T (x)
)n
i,j=1
,
A1(x, z,q1,M) :=
(
ρ(z, |MqT1 |
2)
MTM
detM
qT1
)T
, A2(x,q2,M) :=
(MTMqT2
detM
)T
for (x, z,q1,q2,M) ∈ N0 ×R×R
n × Rn ×GLn. Here divx denotes (∂x1 , · · · , ∂xn)·, and q1 and q2
denote row vectors. And, nw is inward unit normal vector on Γw in (B.12). We rewrite (B.12) as


divxA1(x,W,∇φ, In) = divx(A1(x,W,∇φ, In)−A1(x,W,∇φ, JT )︸ ︷︷ ︸
(=:H1)
)
divxA2(x,∇W, In) =
ρ(W,|JT∇φ|
2)−b
det JT
+ divx(A2(x,∇W, In)−A2(x,∇W,JT )︸ ︷︷ ︸
(=:H2)
)
in N0
{
A1(x,W,∇φ, In) · nw = (A1(x,W,∇φ, In)−A1(x,W,∇φ, JT )) · nw =: g1 · nw
A2(x,∇W,JT ) · nw = (A2(x,∇W, In)−A2(x,∇W,JT )) · nw =: g2 · nw
on Γw
p(ρ(W, |∇φ|2)) = pex +
(
p(ρ(W, |∇φ|2))− p(ρ(W, |JT ∇φ|
2))
)
=: pex + g3 on ΓL
(B.13)
so that the left-hand sides of equations in (B.13) are same as the left-hand sides of (1.24), and the
boundary conditions in (B.13) can be rewritten as conormal boundary conditions. Also, if (φ,W )
are sufficiently close to (ϕ0,Φ0) in C
2,α
(−1−α,Γ0∪ΓL)
(N0), then, by (B.2), there exists a constant C
depending only on the data and α so that H1,H2, g1, g2 and g3 satisfy
2∑
l=1
‖Hl‖
(−α,Γ0∪ΓL)
1,α,N0
+
3∑
k=1
‖gk‖
(−α,Γ0∪ΓL)
1,α,N0
≤ C‖In − JT ‖1,α,N0 ≤ Cσ.(B.14)
The condition (B.6) implies that JT = In on Γ0 ∪ ΓL so we have H1 = 0 = H2 on Γ0 ∪ ΓL, then
H1 and H2 satisfy the compatibility condition (3.1) on Γ0 ∪ ΓL. Now we can repeat the argument
in §3 and §4 to prove Theorem 2.
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