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SUMMARY
We investigate Markov chain algorithms that can accomplish global emergent phenom-
ena in a distributed setting, namely in self-organizing particle systems, an abstraction of
programmable matter. These particle systems are composed of individual computational
units known as particles that each have limited memory, strictly local communication abili-
ties, and modest computational power, and which collectively solve system-wide problems
of movement and coordination. We introduce fully distributed, asynchronous, stochastic
algorithms for two problems: separation and alignment, both of which we formally define.
We then rigorously analyze the correctness and convergence of our distributed, stochastic
algorithms by leveraging techniques from Markov chain analysis. Our theoretical results




Many programmable matter systems have recently been proposed and realized—modular
and swarm robotics, synthetic biology, DNA tiling, and smart materials form an incomplete
list—and each is often tailored toward a specific task or physical setting. With implementa-
tions of the concept of programmable matter now available, the focus has shifted to being
able to harness the capabilities of these systems. With a large variety of goals for these
systems to accomplish, and with very little information for each individual agent to use to
this end, the ability to devise the algorithms to produce certain emergent phenomena has
become the focus of research.
In this thesis, we investigate algorithms for self-organizing particle systems, an abstrac-
tion of programmable matter that allows us to go beyond a single implementation, with
the aim of introducing and analyzing robust, scalable and practical methods of producing
key emergent phenomena (separation and alignment) on self-organizing particle systems.
Based on Markov chains, we show and analyze how our stochastic algorithms, using just
local moves, are able to reach different global goals in a robust and efficient manner.
1.1 Self-Organizing Particle Systems
With many different implementations of programmable matter from a large variety of dis-
ciplines, in order to be able to discuss general approaches and results, an abstraction is
required. In self-organizing particle systems, which is one such abstraction, a set of parti-
cles, which are computing agents equipped with finite memory and local information, oc-
cupy the vertices of some graph, and are given the ability to actively move on edges of the
graph to adjacent vertices. The particles perform computations and moves asynchronously.
Using such an abstraction, it is possible to discuss and rigorously prove algorithms for self-
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organizing particle systems to understand the general capabilities of Programmable Matter.
A variety of algorithms were developed for self-organizing particle systems. Exam-
ples provide abilities such as leader election between particles [1], shape formation [2],
arithmetic computation [3], and object coating [4]. A common property of these is that
they are deterministic algorithms, and that they require particles to have special roles as
seeds or leaders. Therefore, they are not robust to failures and modifications in the system
(e.g. particles breaking down, being removed, more particles being added, etc.). These
algorithms are also increasingly hard to develop and prove the correctness of, due to their
intricate nature with usually multiple steps and subroutines. The necessity of waiting for
leadership also prevents these algorithms from fully harnessing the distributed nature of the
self-organizing particle system concept.
1.2 The Stochastic Approach
The stochastic approach to self-organizing particle systems was first put forward in [5]
where the authors present and prove the correctness of a stochastic algorithm for com-
pression in a particle system, and was further validated in [6] which features a bridging
algorithm of similar nature. The algorithms are based on Markov chains that were de-
signed by the authors to converge to an ideal stationary distribution, which, in the case of
compression, is a configuration with the lowest possible perimeter. This approach is moti-
vated by studies from statistical physics that investigate the local micro-behavior causes of
global macroscopic phenomena [7, 8, 9]. Since the underlying Markov chain only allows
transitions by local moves (i.e. particles can only move to immediately adjacent locations
in one step of the Markov chain) with local knowledge (i.e. only information from the im-
mediate neighborhood of the particle is used), it can be converted to a distributed algorithm
to be run asynchronously on the particle system. Moreover, since the algorithm is based
directly on a Markov chain, existing methods of analysis for Markov chains can be used
to make guarantees about the correctness of the algorithm. Stochastic algorithms also have
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the benefit of making the system fully stateless where each particle has the same role, thus
making it directly scalable, and the algorithms less complicated. Other benefits include
trivial robustness against failures of a subset of particles as well as against unexpected ad-
ditions to the particle system: since the algorithms are stateless, they will perform the same




2.1 The Geometric Amoebot Model
Even though the model of a self-organizing particle system abstracts away implementation
details of the Programmable Matter systems, its lack of sufficiently detailed definitions for
particle capabilities and the underlying graph creates a need for a model with precisely
defined rules for use in formal proofs. One such model is called the Geometric Amoebot
Model, introduced in [10]. This model is used in introductions of algorithms including
object coating [11], leader election [1], shape formation [2], and others.
In this model, particles are placed on vertices of a infinite triangular lattice graph, G∆.
Each particle is capable of moving into adjacent positions on the lattice through expansion
and contraction: a particle expands into an adjacent position, occupying both its original
position and this new position as well as the edge between the two positions, then contracts
into either position. While particles are anonymous, they can uniquely identify neighbor
particles, they can communicate with neighboring particles, and they share a notion of
chirality, which allows all particles to count their neighbors in a common clockwise or
counter-clockwise order, despite not having a notion of global orientation.
Each particle has a constant-sized memory which can be written to and read from both
(a) (b)
Figure 2.1: (a) A section of the triangular lattice G∆; (b) expanded particles (each denoted
by its two occupied adjacent locations in G∆ and a thick line in between) and contracted
particles (occupying one location).
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by the particle itself and its neighbors. Due to the constant-sized memory limitation, the
particle system cannot keep track of more than a constant number of other particles, or
maintain arbitrarily large numbers, as a result becoming incapable of storing any infor-
mation about the size or shape of the overall system. Particles are able to perform atomic
actions, which are limited to some arbitrary amount of computation about the local environ-
ment, plus an expansion or contraction move. These atomic actions occur asynchronously,
in a distributed manner, and all conflicts resulting from expansion into the same location
by multiple particles are resolved in an arbitrary manner.
In our model, we assume that the system progresses through atomic actions, in line
with the standard asynchronous model of computation from distributed computing (see,
e.g., [12]). Previous results from the model state that there exists a sequential, synchronous
ordering of atomic actions that can produce the same end result as any asynchronous ex-
ecution of atomic actions. In our model, we consider one particle activation consisting of
some bounded amount of computation and at most one expansion or contraction move to
be comprise an atomic move. Assuming that concurrent memory writes and simultaneous
moves into the same lattice point are arbitrarily resolved, it thus suffices to consider particle
activations as a sequence when analyzing our algorithm.
2.2 Terminology for the Amoebot Model
Now, we introduce notation and terminology that will be used throughout this thesis.
We define an arrangement as the set of tuples that contain the location and flags of
each particle. For example, in the Separation model, each particle has a position from the
set Γ, and while each particle is anonymous, it carries identifiable information in the form
of a flag c ∈ C = {0, 1} representing its color. In that case, an arrangement is in the
form of {(Γ × C)}∗. As a result, two arrangements are the same if two particles of the
same color have swapped locations between the two, but not the same if two particles of
different colors have swapped locations.
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We define a configuration to be an equivalence class of arrangements, where we con-
sider two arrangements equivalent if they are translations of one another. If configuration σ
is a rotation of configuration τ , we still consider σ and τ to be distinct configurations.
Capital letters will refer to particles and lowercase letters refer to locations on the lattice,
e.g., “particle P at location `.” For a particle P and location `, we use N(P ) and N(`) to
denote the set of particles that neighbor P or `, that is, particles whose locations share a
lattice edge with P or `, respectively. Similarly we use n(P ) and n(`) to denote the set
of neighboring locations of a particle or location, respectively. When discussing the union
of the neighborhoods of two locations or particles such as N(` ∪ `′), we mean (N(`) ∪
N(`′)) \ {`, `′}.
An edge of a configuration is an edge of the underlying lattice whose both incident
vertices are occupied by particles. e(σ) indicates the number of edges of a configuration
σ. We say that a configuration is connected if all pairs of particles are connected, i.e. a
path can be found between them. When we discuss cycles on a configuration, we mean a
cycle on the lattice whose vertices are occupied by particles and whose interior has at least
one unoccupied location. Such components of unoccupied adjacent locations encircled by
cycles are called holes.
We specifically consider connected configurations with no holes, and our algorithm, if
starting at such a configuration, will maintain these properties.
2.3 Markov Chains
The distributed protocol for particle compression we present is based on a Markov chain,
that is, a memoryless stochastic process defined on a finite set of states Ω. The transition
matrix P on Ω × Ω → [0, 1] is defined so that P (x, y) is the probability of moving from
state x to state y in one step, for any pair x, y ∈ Ω. The t-step transition probability P t(x, y)
is the probability of moving from x to y in exactly t steps.
A Markov chain is ergodic if it is irreducible, i.e., for all x, y ∈ Ω, there is a t
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such that P t(x, y) > 0, and aperiodic, i.e., for all x, y ∈ Ω, g.c.d.{t : P t(x, y) >
0} = 1. Any finite, ergodic Markov chain converges to a unique distribution π, i.e.,
for all x, y ∈ Ω, limt→∞ P t(x, y) = π(y). In fact, for any distribution π′ such that
π′(x)P (x, y) = π′(y)P (y, x) (the detailed balance condition) and
∑
x∈Ω π
′(x) = 1, π′
is the unique stationary distribution ofM (see, e.g., [13]).
Given a desired stationary distribution π on Ω, the celebrated Metropolis-Hastings al-
gorithm [14] defines appropriate transition probabilities. Starting at state x, pick a neighbor
y in Ω uniformly with probability 1/(2∆), where ∆ is the maximum number of neighbors
of any state, and move to y with probability min (1, π(y)/π(x)); with the remaining prob-
ability stay at x and repeat. Using detailed balance, one can verify if the state space is
connected then π must be the stationary distribution. While calculating π(x)/π(y) seems
to require global knowledge, this ratio can often be calculated using only local information
when many terms cancel out.
The motivation underlying the designs of the Markov chains we introduce is from sta-
tistical physics, where ensembles of particles reminiscent of our Amoebot model are used
to study physical systems. Like a spring relaxing, systems tend to favor configurations that
minimize energy. The energy function is determined by a Hamiltonian H(σ); each con-




−B·H(τ) is the normalizing constant known as the partition function.
For algorithms running on the Amoebot model, we assign each configuration σ a Hamil-
tonian H(σ) = −
∑
x∈E(σ) f(x), where E(σ) is the set of edges in σ, i.e., the set of edges
of the triangle lattice G∆ with both endpoints occupied by particles. The function f from
edges to real numbers is used to conditionally assign different weights to edges based on
the problem at hand.
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2.4 Simulations
To fine tune the rules and weights of the algorithms as well as to understand their behavior,
extensive simulations of each algorithm were completed on a variety of different particle
system configurations. These simulations were run on Particles, a simulator developed as





The segregation and integration of heterogeneous sets of entities is a behavior that is ob-
served in many places in nature. Molecules exhibit attraction and repulsion, inherent biases
affect how humans form and split into social groups, and species that often peacefully share
space with others choose to regroup and prioritize their survival.
We investigate this phenomenon as it applies to self-organizing particle systems. Here
we consider heterogeneous particle systems — where particles have different immutable
colors — and seek local, distributed algorithms which, when executed independently and
concurrently by all particles, result in observable separation or integration of color classes
regardless of the starting state.
Our work harnesses the relationships between local preferences and global phenomena
to develop a stochastic, distributed, local, asynchronous algorithm that enables our particle
systems to move between segregated and integrated configurations using only a simple
change in parameters.
3.1.1 Systems of Heterogeneous Particles
We consider a particle system composed of n heterogeneous particles, generalizing pre-
vious work in which all particles were identical and indistinguishable [5, 6]. We model
heterogeneity by assuming each particle P keeps a color c(P ) ∈ {c1, . . . , ck} in its mem-
ory that is visible to itself and its neighbors, where k < n is some small constant. For
simplicity, we assume k = 2 in this paper, though we expect our ideas, algorithms, and
proof techniques will generalize to larger k with little additional effort. The colors are
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meant to represent class identity: for example, demographic diversity in human communi-
ties, the particular species a certain animal in nature belongs to, or the element of which an
atom is an instance.
We say an edge between particles is homogeneous if both incident particles are of the
same color. We also extend the notation for neighborhoodsN(`) to heterogeneous systems:
for a location `, let Ni(`) denote the set of particles of color ci adjacent to location `.
We define a swap move under the Amoebot model that enables adjacent particles of
different colors to switch places. Adding this natural swap move allows faster convergence
of our algorithms in practice, but is not necessary for any results we present.
3.1.2 Results
We present a Markov chainM for particle system separation that can be directly translated
into a fully distributed, local, asynchronous compression algorithmA. BothA andM take
as input two bias parameters: λ for compression (where λ > 1 makes induced lattice edges
more favorable) and γ for separation (where γ > 1 makes homogeneous induced lattice
edges more favorable) and start from an arbitrary initial configuration for the particles that
is connected and has no holes.
The design of the Markov chain M ensures that the particles always stay connected
without holes. We prove thatM is ergodic, allowing the application of many of the stan-
dard Markov chain analysis tools.
Finally, we prove that, among configurations with small perimeter, those that are sepa-
rated are exponentially more likely than those that are not in the stationary distribution of
M, which is also the stationary distribution of A.
3.1.3 Related Work
We use a Markov chain to develop our distributed algorithm for separation, and there are
several relevant related works in that area. Of particular interest is the classical Schelling
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housing model [16, 17] and related models from statistical physics, such as the Ising model
of ferromagnetism [18, 19]. In these models, agents (or “sites”) are assigned one of two
colors (or “spins”), and each agent prefers to have the same color as its neighbors. De-
pending on the strength of this preference, an agent may change its color or move to a
new location in order to agree with more of its neighbors. These models undergo a phase
transition with respect to the preference parameter: at high values the two colors are well
integrated, while at low values large monochromatic regions appear. Several variants of the
Schelling model have recently been shown to exhibit similarly interesting behavior [20, 21]
and have received attention from the distributed computing community [22]. Our work also
considers local neighborhood information and utilizes threshold-like mechanics, but with
three key differences: (i) our particles cannot change their color, so the number of particles
of each color is fixed; (ii) we do not assume that every position is occupied as the Schelling
model does; and (iii) particles can only move to neighboring locations. Taken together,
these constraints define a different and potentially more interesting set of dynamics.
3.1.4 Problem Definition
Our goal is to find a local, distributed algorithm that results in separation or integration of
color classes.
Informally, we say a particle configuration with two colors is separated if we can iden-
tify a set R of particles such that R mostly contains particles of color c1, its complement R
mostly contains particles of color c2, and the boundary between R and R is small. If this
is the case, we say R and R are clusters. To further quantify this, we say a configuration
is (β, δ)-clustered, for β > 0 and δ < 1/2, if there are at most δ|R| particles of color c2 in
R , at most δ|R| particles of color c1 in R, and the boundary between R and R is of size at
most β
√
n, where n is the total number of particles.
In the separation problem, we consider an instance (σ0, β, δ), where σ0 is an initial
configuration of colored particles and β > 0 and 0 < δ < 1/2 are constants. We say
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a distributed algorithm solves an instance of the separation problem if, beginning from
configuration σ0, with all but exponentially small probability it reaches and remains in a set
of configurations that are (β, δ)-clustered. When the boundary of particle configurations is
fixed and small our distributed algorithmA provably solves the separation problem for any
σ0 with two colors, any β > 4, and any δ < 1/2. Algorithm A also achieves integration in
simulation when using different values of the input parameters, but we do not give rigorous
guarantees.
3.2 A Stochastic Algorithm for Separation
In order to achieve sepearation, our separation algorithm uses two biases λ and γ to control
how strongly particles prefer neighbors and same-color neighbors, respectively.
The following locally-checkable properties, first introduced in [5], ensure the particle
system configuration remains connected and hole-free.
Property 1. |S| ∈ {1, 2} and every particle inN(`∪`′) is connected to exactly one particle
in S by a path through N(` ∪ `′).
Property 2. |S| = 0, and both N(`) \ {`′} and N(`′) \ {`} are nonempty and connected.
These properties need not be verified for swap moves, which do not change the set
of occupied nodes and thus cannot disconnect the system or create a hole. We can now
introduce the Markov chain M for an instance (σ0, β, δ) of the separation problem. For
input parameters λ, γ and an initial configuration σ0 which we assume is connected and
hole-free, repeat Algorithm 1. If σ0 has holes, M will eliminate them and they will not
reform; we focus only on what happens after this occurs. The state space Ω ofM contains
all connected, hole-free configurations with the same number of particles of each color as
σ0.
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Algorithm 1 Markov ChainM for Separation and Integration
1: Choose particle P uniformly at random from all n particles; let ci be its color and ` its
location.
2: Choose a neighboring location `′ and q ∈ (0, 1) uniformly at random.
3: if `′ is unoccupied then
4: P expands to occupy both ` and `′.
5: if (i) ` and `′ satisfy Property 1 or 2 and (ii) q < λ|N(`′)|−|N(`)| · γ|Ni(`′)|−|Ni(`)| then
6: P contracts to `′.
7: else P contracts back to `.
8: else if `′ is occupied by particle Q of color cj then
9: P calculates |Ni(`)| and |Nj(`) \ {Q}| and sends these values to Q.
10: Q calculates |Ni(`′) \ {P}| and |Nj(`′)|.
11: if q < γ|Ni(`′)\{P}|−|Ni(`)|+|Nj(`)\{Q}|−|Nj(`′)| then Q swaps with P .
However, we note that the Markov chain M still requires global knowledge to exe-
cute and is centralized. To translate Markov chainM into a fully local, distributed, asyn-
chronous algorithm A that is run by each particle concurrently, we decompose the steps of
M into individual particle activations, in which a single particle performs some computa-
tion and at most one movement [23]. Details of this decomposition can be found in [24],
and since the decomposition provesM and A to have the same stationary distribution, we
continue our analysis withM.
3.3 Properties of the Algorithm
We now examine the behavior ofM, and — by extension — the behavior of A.
Lemma 3.3.1. If σ0 is a connected, hole-free configuration, then the current configuration
at every iteration ofM is also connected and hole-free.
Proof. Moves of a particle into an unoccupied location are limited by Properties 1 and 2
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exactly as in [5], and their results show such moves cannot disconnect the system or create
a hole. Swap moves also cannot disconnect the system or form a hole since they leave the
set of occupied vertices unchanged. These are the only two types of moves allowed by
M.
Lemma 3.3.2. Markov chainM is ergodic.
Proof. First, M is aperiodic: there is always a positive probability of a swap between
similarly colored particles, which does not change the state ofM. To see that the moves
ofM suffice to move between any states of Ω, we note the set of non-swap moves ofM is
the same as in [5]. Their results show that for homogeneous particle systems these moves
suffice to move between any two connected hole-free configurations. If two configurations
are the same when colors are disregarded, swap moves can then be used to transform one
into the other without changing the overall shape. As a result, allowed moves can transform
any configuration σ into any other configuration τ in Ω, so M is irreducible and thus
ergodic.
AsM is finite and ergodic, it converges to a unique stationary distribution π which we
can find using detailed balance.





Proof. Because M is ergodic with a finite state space, it converges to a unique station-
ary distribution. We verify this stationary distribution is π via detailed balance, that is,
by showing for all σ, τ ∈ Ω that π(σ)P (σ, τ) = π(τ)P (τ, σ), where P is the transition
matrix ofM. It suffices to consider pairs σ, τ where P (σ, τ) > 0; because we have care-
fully definedM to be reversible, especially Properties 1 and 2, this happens if and only if
P (τ, σ) > 0. There are two cases to consider, one for each type of move allowed byM.
If σ and τ differ by a move of particle P of color ci from location ` in σ to location `′
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in τ , then Steps 1–6 of Algorithm 1 imply
P (σ, τ) =
1
6n
min{1, λ|N(`′)|−|N(`)| · γ|Ni(`′)|−|Ni(`)|}.
P (τ, σ) =
1
6n
min{1, λ|N(`)|−|N(`′)| · γ|Ni(`)|−|Ni(`′)|}.
Without loss of generality, we suppose λ|N(`′)|−|N(`)| · γ|Ni(`′)|−|Ni(`)| < 1, so the minimum
in P (σ, τ) is this value and the minimun in P (τ, σ) is 1. Noting that
e(σ)− |N(`)|+ |N(`′)| = e(τ) and a(σ)− |Ni(`)|+ |Ni(`′)| = a(τ),
it follows that











= π(τ)P (τ, σ).
Now, suppose σ and τ differ by a swap move where σ has P of color ci at location `
and Q of color cj at neighboring location `′ and τ has P and Q in opposite positions. If ci
= cj , then σ = τ and we are done. When ci 6= cj , then Steps 1, 2, and 8–11 of Algorithm 1
imply that, because this swap move could be initiated by P or by Q,












For τ , which has P in position `′ and Q in position `, we can similarly define




Due to the differing positions of P and Q in σ and τ , the exponential expressions in each
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of the minimums above are inverses of each other. We note that e(σ) = e(τ), because the
total number of edges in the particle configuration remains unchanged by a swap move.
Furthermore,
a(σ)− |Ni(`)| − |Nj(`′)|+ |Ni(`′) \ {P}|+ |Nj(`) \ {Q}| = a(τ).
Without loss of generality, we assume γ|Ni(`′)\{P}|−|Ni(`)|+|Nj(`)\{Q}|−|Nj(`′)| < 1. This im-
plies the minimum in P (τ, σ) is 1. We conclude












= π(τ)P (τ, σ).
Detailed balance has been verified for all σ, τ ∈ Ω, so we conclude π is the stationary
distribution ofM.
Moreover, we prove that, among configurations with small perimeter, those that are
separated are exponentially more likely than those that are not in the stationary distribution
of M, which is also the stationary distribution of A. The proof of this claim, which is
formalized in the theorem below, is available in [24].
Theorem 3.3.4. For any α > 1, β > 4α, and δ < 1/2, there exists γ∗ and n0 (which
depend on α, β, and δ) such that for all γ > γ∗ and n > n0, for any α-compressed
boundary contour P , the probability that a particle configuration drawn at random from
πP is not (β, δ)-clustered is at most ξ
√
n for some constant ξ < 1 (ξ depends on α, β, and
δ).
3.4 Simulations
To complement our rigorous analysis of the algorithm, we also provide simulations of
its behavior on a system of 100 particles with 50 particles each of two colors. On the
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simulations, M exhibits the expected separation behavior for large λ and γ, as well as
integration behaviors for other parameter values. Fig. 3.1 shows the progression ofM over
time with biases λ = 4, γ = 4, a regime in which we expect the entire system to compress
and individual color classes to segregate. Fig. 3.2 compares the resulting configurations
after running M from the same initial configuration for the same number of iterations,
varying only the values of λ and γ. We observe four distinct phases: expanded-integrated,
expanded-separated, compressed-integrated, and compressed-separated (Fig. 3.2).
Figure 3.1: A 2-color heterogeneous particle system starting in an arbitrary state after — from










Figure 3.2: A 2-color heterogeneous particle system starting in the leftmost configuration of
Fig. 3.1 after 50 million iterations ofM for various values of the parameters λ and γ.
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CHAPTER 4
PARTICLE ALIGNMENT AND FLOCKING
4.1 Introduction
A collective behavior seen often in nature is flocking, where organisms of the same species
orient themselves in a given direction and move in a coordinated manner. This behavior
is seen in the flocking of birds, schooling of fish, and herd behavior of land animals [25],
having advantages in terms of helping defend the group of organisms from external threats
by keeping them together as well as maintaining a high level of efficiency during the actual
movement by benefiting from aerodynamic effects.
While the flocking problem has been investigated in the past decades with great success
in producing algorithms that seem to replicate the behavior with high realism, claims about
the behavior of most flocking algorithms are based on experimental evidence [25]. We
aim to investigate the flocking behavior as it applies to directed self-organizing particle
systems, producing a Markov chain algorithm that accurately replicates this behavior and
that can be analyzed to provide rigorous guarantees of behavior.
We model a directed self-organizing particle system by adding a direction flag that we
use to indicate the direction a particle is facing. On the triangular lattice, the direction
flag is chosen from the set of six directions that the particle has a neighbor in. We use the
notation d(P ) to refer to the direction a particle is facing.
4.2 Preliminary Results
Preliminary work on the problem has focused on an algorithm consisting of two moves:
spins and translations. When activated, a particle chooses at random to do either move.
If a particle chooses a spin move, it uses bias parameter λ to determine the weight
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of each direction d it can face, by summing the similarity measure sim(a, b) (currently
defined as the cosine function normalized to the range [0, 1]) of d with the direction d(P )
and calculating λ
∑
P ′∈N(P ) sim(d,d(P
′)). Then it uses this weight to pick a direction at random,
and updates its direction to equal this newly sampled direction.
If a particle chooses a translation move, it uses a bias parameter γ to pick a movement
direction at random, where each direction d is weighted based on its similarity to the par-
ticle’s facing direction: γsim(d,d(P )). Then the rules of the compression algorithm in [5] are
applied to produce hole-free, reversible, ergodic compression.
We display the results of preliminary simulations on the algorithm:
Figure 4.1: A self-organizing particle system of 50 directed particles, starting at a random config-
uration, after — from left to right — 0; 50,000; 300,000; 700,000; and 1,000,000 iterations of the
algorithm with λ = 20 and γ = 5. After the clusters merge, all particles end up facing close to the
southwest, producing drift in this direction.
4.3 Future Work
Future work on the alignment problem will focus on reaching a concrete definition of the
algorithm and analyzing the properties of the stationary distribution of the algorithm in or-
der to reach rigorous guarantees of its flocking behavior. Different models, including ones
with continuous facing directions and placement on R2 rather than the triangular lattice,
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