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Abstract
Let φ be a convex function on a convex domain Ω ⊂ Rn, n 1. The corresponding linearized Monge–
Ampère equation is
trace
(
ΦD2u
)= f,
where Φ := detD2φ(D2φ)−1 is the matrix of cofactors of D2φ. We establish interior Hölder estimates
for derivatives of solutions to such equation when the function f on the right-hand side belongs to Lp(Ω)
for some p > n. The function φ is assumed to be such that φ ∈ C(Ω¯) with φ = 0 on ∂Ω and the Monge–
Ampère measure detD2φ is given by a density g ∈ C(Ω) which is bounded away from zero and infinity.
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Let Ω be a convex domain in Rn and φ ∈ C(Ω) be a convex function satisfying
λ detD2φ Λ in Ω, (1.1)
where 0 < λ<Λ< ∞. Given a function u(x), we form detD2(φ + tu), and it is easy to see that
detD2(φ + tu) = detD2φ + t trace(ΦD2u)+ · · · + tn detD2u,
where Φ := detD2φ(D2φ)−1 is the matrix of cofactors of D2φ. The coefficient of t in this
expansion is called the linearization of the Monge–Ampère equation (1.1) at φ and it will be
denoted by
Lφu := trace
(
ΦD2u
)=∑
i,j
ΦijDiju =
∑
i,j
Di(ΦijDju) = div(ΦDu).
The third equality is due to the fact that Φ = (Φij ) is divergence free. Thus Lφ is both a non-
divergence and divergence second order operator. As D2φ is positive semi-definite, the matrix of
cofactors Φ is also positive semi-definite and consequently, Lφ is an elliptic partial differential
operator, possibly degenerate. The operator Lφ appears in several applications including affine
differential geometry [18,17,19], complex geometry [7] and fluid mechanics [1,15,14].
The linearized Monge–Ampère equation was studied by Caffarelli and Gutiérrez in [5] where
the authors showed that nonnegative solutions to Lφu = 0 satisfy a uniform Harnack’s inequality.
This important property implies uniform Hölder continuity of solutions. Recently, Gutiérrez and
Tournier [10] studied the Lp integrability of second derivatives of solutions to Lφu = f . They
proved that for any domain Ω ′ Ω , there exist δ > 0 and C > 0 depending only on n,λ,Λ and
dist(Ω ′, ∂Ω) such that
∥∥D2u∥∥
Lδ(Ω ′)  C
(‖u‖L∞(Ω) + ‖f ‖Ln(Ω)).
In another direction, Savin [16] investigated the Liouville property for solutions of the linearized
operator in two dimensions. By using Harnack’s inequality of Caffarelli and Gutiérrez in certain
nondegenerate directions he was able to prove that global Lipschitz solutions to Lφu = 0 in R2
must be linear.
The purpose in this paper is to study interior Schauder estimates for solutions to the equation
Lφu = f . To obtain C2,αloc estimates for the solution u, it is reasonable to expect that one has to
assume further that detD2φ is locally Hölder continuous. However under this hypothesis, the
second derivatives of u are indeed locally Hölder continuous since the operator Lφ becomes
uniformly elliptic thanks to Caffarelli C2,αloc estimate in [3] for the solution φ of the Monge–
Ampère equation. Thus the remaining interesting question is to investigate C1,αloc estimates for
the solution u and this is the subject of the current article. We establish interior Hölder estimates
for derivatives of solutions to the equation Lφu = f having the form
‖u‖ 1,α′ ′  C
(‖u‖L∞(Ω) + [f ]n ),C (Ω ) α,Ω
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stress that under this condition, the linearized operator is in general not uniformly elliptic and this
is the main difficulty of the problem. Our estimates depend on D2φ only through its determinant,
not on the maximum and minimum of its eigenvalues. In order to handle the degeneracy of Lφ ,
we use the idea in [5] by working with sections of solutions to the Monge–Ampère equation.
The role of these sections in our analysis is the same as that of Euclidean balls in the theory of
uniformly elliptic equations.
Our proof resides in a perturbation argument which is an adaptation to our context of the
perturbation method in [2,4] where fully nonlinear uniformly elliptic equations are considered.
The idea is to compare solutions of the Monge–Ampère equation detD2φ = g with solutions
of the good Monge–Ampère equation detD2w = 1. It is simple to estimate the supremum norm
of φ − w, however it is much harder to estimate the difference of their corresponding cofactor
matrices which is relevant to the linearized Monge–Ampère operator and allows us to compare
solutions of Lφu = f to solutions of Lwh = 0 with the same Dirichlet boundary data. We achieve
these estimates by using a compactness argument, the weak maximum principle, Caffarelli W 2,p-
estimates for solutions of the Monge–Ampère equation, and the W 2,δ-estimates proved in [10] for
solutions of the linearized equation (see Lemma 4.2, Lemma 3.4 and Lemma 3.5). The estimate
obtained for ‖u− h‖L∞ in principle depends on the modulus of continuity of the boundary data
but fortunately this can be controlled uniformly and universally thanks to Caffarelli–Gutiérrez
interior Hölder estimate for the solution u. The next step in deriving the desired gradient estimate
is to iterate the comparison process by rescaling the solution accordingly. As a consequence u
gets closer to a linear polynomial when we restrict to a smaller section of φ. In order to conclude
that u is in C1,α , the last step is to show that the section of φ is more round (almost like a ball)
when its height gets smaller. To this end, we study in Lemma 3.2 and Lemma 3.3 the shape of
sections of solutions to the Monge–Ampère equation by using various available results.
The paper is organized as follows. In Section 2 we mention preliminary results for the Monge–
Ampère and linearized Monge–Ampère equations. In Subsection 3.1 we study the eccentricity of
sections, and then in Subsection 3.2 establish a convergence result for the cofactor matrices. In
Subsection 4.1 we prove an approximation lemma which plays a crucial role in the paper. Finally,
the gradient estimates are derived in Subsection 4.2.
2. Preliminary results
2.1. Monge–Ampère equation
In this subsection we list the results about sections and normalization that are relevant for what
follows. Given a function φ : Ω → R, ∂φ denotes the subdifferential of φ. The Monge–Ampère
measure associated with φ is μ(E) := |∂φ(E)|, for all Borel subsets E ⊂ Ω . In case φ is convex
and φ ∈ C2(Ω), we have
∣∣∂φ(E)∣∣= ∫
E
detD2φ(y)dy.
A normalized convex domain is a convex domain Ω ⊆ Rn such that B1(0) ⊆ Ω ⊆ Bn(0). We
remark that if S is any convex set with nonempty interior, there exists an ellipsoid E satisfying
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A section of a convex function φ ∈ C1(Ω) centered at x¯ and with height t is defined by
St (φ, x¯) =
{
x ∈ Ω: φ(x) < φ(x¯)+Dφ(x¯) · (x − x¯)+ t}. (2.1)
The next three results about sections hold under the assumption:
(H) Ω is a normalized convex domain and φ ∈ C(Ω¯) is a convex function such that
λ detD2φ Λ in Ω and φ = 0 on ∂Ω.
Lemma 2.1. (See [9, Theorem 3.3.8].) For any Ω ′ Ω , there exist positive constants h0, C1, C2
and b such that for x0 ∈ Ω ′ and 0 < h h0,
BC1h(x0) ⊂ Sh(φ, x0) ⊂ BC2hb (x0),
where b = b(n,λ,Λ) and h0, C1, C2 depend only on n, λ, Λ and dist(Ω ′, ∂Ω).
Lemma 2.2. (See [9, Theorem 3.3.7].) There exists θ > 1 such that if x ∈ St (φ, y) then
St (φ, y) ⊂ Sθt (φ, x).
Lemma 2.3. (See [9, Corollary 3.2.4].) There exist constants C and C′ depending only on n,λ
and Λ such that Ctn/2  |St (φ, x)| C′tn/2 whenever St (φ, x)Ω .
Lemma 2.3 says that the Lebesgue measure of any section depends essentially on the param-
eter t and is comparable to the Lebesgue measure of an Euclidean ball of radius
√
t . However,
a section may look like an ellipsoid in which the ratio between the longest axes and the shortest
axes goes to infinity as the parameter t goes to 0. In other words, the eccentricity of a section is
not bounded by a constant depending only on λ, Λ and n.
2.2. The linearized Monge–Ampère operator
Throughout this paper we always assume that Ω and φ satisfy (H) unless otherwise stated
and we will work with strong solutions in the Sobolev space W 2,nloc (Ω) of the linearized Monge–
Ampère equation. That is, the equation Lφu = f in Ω is interpreted in the almost everywhere
sense in Ω . Notice that since φ is strictly convex by the assumption (H), the Hessian D2φ is
defined almost everywhere as a positive semi-definite matrix and so is the cofactor matrix Φ . All
the estimates proved in the paper depend only on the structure and they are independent of the
regularity. The following Alexandroff–Bakelman–Pucci maximum principle will be used later
and can be found in [8, Theorem 9.1] (see also [4, Theorem 3.6]).
Theorem 2.4 (ABP estimate). Let Ω be a bounded domain in Rn and f ∈ Ln(Ω). Assume that
the matrix A = [aij ] is measurable and positive almost everywhere in Ω and u ∈ W 2,nloc (Ω) ∩
C(Ω¯) satisfies
aijuij  f almost everywhere in Ω.
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sup
Ω
u sup
∂Ω
u+ +Cn diam(Ω)
∥∥f/(detA)1/n∥∥
Ln(Ω)
.
One of the important properties of the linearized Monge–Ampère operator is that its nonneg-
ative solutions satisfy Harnack’s inequality, a result proved by Caffarelli and Gutiérrez in [5].
Accordingly they obtain the following fundamental oscillation estimate, which we formulate
here for the inhomogeneous equation as in [19].
Theorem 2.5. Let u ∈ W 2,nloc (Ω) be a solution of Lφu = f in Ω . Then for any section Sh(φ, x0)
Ω , we have the estimate
oscSρ(φ,x0) u C
(
ρ
h
)α{
oscSh(φ,x0) u+ ρ
1
2 ‖f ‖Ln(Sh(φ,x0))
} for all ρ < h,
where C > 0 and α > 0 depend only on n and Λ/λ, and oscE u := maxE u− minE u.
Theorem 2.5 implies the Hölder estimate for solutions. However, the constants in this case
depend on the norm of the affine transformation used to normalize the section. Indeed, it follows
from the arguments in [5, pp. 456–457] that
∣∣u(x)− u(y)∣∣ C‖A‖β |x − y|β{‖u‖L∞(S2h(φ,x0)) + (2h) 12 ‖f ‖Ln(S2h(φ,x0))}
∀x, y ∈ Sh(φ, x0)
where C is a universal constant and T x = A(x − x0) + y0 is the affine transformation normal-
izing S2θh(φ, x0), i.e., B1(0) ⊂ T (S2θh(φ, x0)) ⊂ Bn(0) (θ is the engulfing constant given by
Lemma 2.2).
In the ideal situation when one knows that S2θh(φ, x0) ≈ BC√h(x0), then ‖A‖ h−1/2. How-
ever one does not have this under the condition (H) for φ. We will need the above Hölder
estimate in the proof of Theorem 4.5 where all sections under consideration have the property as
in Lemma 2.1. But for such section Sh(φ, x0), we get ‖A‖ Ch−1 since ABCh(0)+y0 ⊂ Bn(0).
Thus in that case, we have
∣∣u(x)− u(y)∣∣ C∗h−β |x − y|β{‖u‖L∞(S2h(φ,x0)) + (2h) 12 ‖f ‖Ln(S2h(φ,x0))}
∀x, y ∈ Sh(φ, x0) (2.2)
where C∗ is a universal constant.
As a consequence, we obtain the following Hölder estimate.
Corollary 2.6. Assume that Ω and φ satisfy (H). If u ∈ W 2,nloc (B1) is a solution of Lφu = f in B1,
then there exist constants 0 < β < 1 and C > 0 depending only on n, λ, Λ such that
∣∣u(x)− u(y)∣∣ C|x − y|β{‖u‖L∞(Ω) + ‖f ‖Ln(Ω)} for any x, y ∈ B 1
2
. (2.3)
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In this subsection we assume that w is the convex solution of the equation
{
detD2w = 1 in Ω,
w = 0 on ∂Ω, (2.4)
where Ω is a normalized convex domain. It follows from Pogorelov’s estimate that the operator
Lwu is uniformly elliptic in the interior of Ω and hence its solutions have all the usual regularity
properties. We recall the classical C1,1 interior estimate for linear uniformly elliptic equations
(see for example [8, Theorem 6.2] or [11, Theorem 5.20]).
Theorem 2.7. Let B 6
5
⊂ Ω ⊂ Bn be a normalized domain. Then for any ϕ ∈ C(∂B1) there exists
a solution h ∈ C2(B1)∩C(B¯1) of Lwh = 0 in B1 and h = ϕ on ∂B1 such that
‖h‖C1,1(B 1
2
)  ce‖ϕ‖L∞(∂B1),
where the constant ce > 0 depends only on n.
3. Properties of solutions to the Monge–Ampère equation
3.1. Geometry of sections
We begin with a lemma which gives estimates of the third derivatives of solutions to the
Monge–Ampère equation in terms of the eccentricity of the boundary of the domain. This result
will be used in this subsection to discuss the geometry of sections of solutions to the Monge–
Ampère equation. Some related results in this direction appeared in [12] and [13].
Lemma 3.1. Let Ω be an open convex set such that BR1(0) ⊂ Ω ⊂ BR2(0), with 1  R1 <
R2  n, and suppose w is a smooth solution to detD2w = 1 in Ω and w = 0 on ∂Ω . Then for
any domain Ω ′ Ω , there exists a positive constant C∗, depending only on n and dist(Ω ′, ∂Ω),
such that
∥∥D3w∥∥
L∞(Ω ′)  C
∗(R22 −R21).
Proof. Let P(x) := 12 |x|2 − 14 (R21 +R22). Then it is clear that
P(x)− 1
4
(
R22 −R21
)
 0 P(x)+ 1
4
(
R22 −R21
)
for all x ∈ ∂Ω.
Hence by the comparison principle
‖w − P ‖L∞(Ω)  14
(
R22 −R21
)
.
Since w is smooth, the function v = w − P satisfies the linear equation
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(
A(x)D2v(x)
)= 0,
with
A(x) :=
1∫
0
(
tD2w(x)+ (1 − t)I)−1 det(tD2w(x)+ (1 − t)I)dt.
From Pogorelov’s estimates [9, formula (4.2.6)], it follows that the matrix A(x) is uniformly
elliptic on each sub domain Ω ′ Ω . Hence from interior Schauder estimates [8, Corollary 6.3],
we have
‖w − P ‖C2(Ω ′)  C‖w − P ‖L∞(Ω)  C
(
R22 −R21
)
, (3.5)
where C depends only on the dimension n and dist(Ω ′, ∂Ω). Next, differentiating the equation
detD2w(x) = 1 we obtain that vi := Di(w − P) satisfy the linearized equation
trace
(
W(x)D2vi(x)
)= 0,
for i = 1, . . . , n, where W is the matrix of cofactors of D2w. Once again, by Pogorelov’s es-
timates, the matrix W is uniformly elliptic on each sub domain Ω ′  Ω ; and from interior
Schauder estimates [8, Corollary 6.3] and (3.5) we finally get
∥∥D2wi∥∥L∞(Ω ′) = ∥∥D2vi∥∥L∞(Ω ′)  C‖vi‖L∞(Ω ′′)  C(R22 −R21),
where Ω ′ Ω ′′ Ω . This completes the proof of the lemma. 
In the following I denotes the identity matrix and Nδ(E) := {x ∈ Rn: dist(x,E) < δ} is the
δ-neighborhood of the set E with respect to the Euclidean distance. Also for a strictly convex
function v defined on Ω and t > 0, St (v) denotes the section of v centered at its minimum point
and with height t . That is,
St (v) :=
{
x ∈ Ω: v(x)min
Ω
v + t
}
.
Lemma 3.2. Suppose B1 ⊂ Ω ⊂ Bn is a normalized convex domain. Then there exist constants
μ0 > 0, τ0 > 0 and a positive definite matrix M = AtA and p ∈Rn satisfying
detM = 1, 0 < c1I M  c2I, and |p| c,
such that if u ∈ C(Ω¯) is a strictly convex function in Ω with
{
1 −   detD2u 1 +  in Ω ,
u = 0 on ∂Ω,
then for 0 <μ μ0 and ε  τ0μ2, we have
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(1−C(μ1/2+μ−11/2))√2(0) ⊂ μ−1/2T Sμ(u) ⊂ B(1+C(μ1/2+μ−11/2))√2(0), (3.6)
and ∣∣∣∣u(x)−
(
u(x0)+ p · (x − x0)+ 12
〈
M(x − x0), (x − x0)
〉)∣∣∣∣ C(μ3/2 + ε)
in Sμ(u), (3.7)
where x0 ∈ Ω is the minimum point of u and T x := A(x − x0).
Proof. Let w(x) be the smooth convex solution to the equation detD2w(x) = 1 in Ω and w = 0
on ∂Ω . Then from the comparison principle
∣∣u(x)−w(x)∣∣ c(n) ∀x ∈ Ω, (3.8)
and consequently,
∣∣u(x0)−w(x1)∣∣ c(n), (3.9)
where x1 ∈ Ω is the minimum point of w. We have by [9, Proposition 3.2.3] that |u(x0)| ≈ cn
and |w(x1)| ≈ cn, and hence from Aleksandrov’s maximum principle [9, Theorem 1.4.2] we get
dist(xi, ∂Ω) cn. Let Ω0 := {x ∈ Ω: dist(x, ∂Ω) cn}. Then
2
C22
I D2w(x) 2
C21
I for all x ∈ Ω0 (3.10)
by Pogorelov’s estimate [9, formula (4.2.6)]. We now claim that
∣∣Dw(x0)∣∣ cε1/2, (3.11)
where c is a universal constant. Indeed, from the Taylor formula
w(x0)− u(x0) = w(x1)− u(x0)+ 12
〈
D2w(ξ)(x0 − x1), x0 − x1
〉
,
with ξ an intermediate point between x0 and x1, and since x0 and x1 are away from the boundary,
by (3.10) we get that |x0 − x1| c1/2. Hence writing
Diw(x0) = Diw(x0)−Diw(x1) = −
1∫
0
D(Diw)
(
x0 + t (x1 − x0)
) · (x1 − x0) dt
and using once again (3.10) we obtain (3.11).
Next, Aleksandrov’s maximum principle yields Sμ(w,x1) ⊂ Ω0, for 0 < μ cn. Moreover,
it follows from (3.8), (3.9) and (3.11) that Sμ(w,x0) ⊂ Sc1/2+μ(w,x1). Therefore,
Sμ(w,x0) ⊂ Ω0, for  < τnμ2 and μ μn. (3.12)
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Sμ−C3ε1/2(w,x0) ⊂ Sμ(u) ⊂ Sμ+C3ε1/2(w,x0). (3.13)
Indeed, let C3 = 2[nc + c(n)] where c is the constant in (3.11). If x ∈ Sμ−C3ε1/2(w,x0), then
u(x)w(x)+ c(n)ε w(x0)+Dw(x0) · (x − x0)+μ−C3ε1/2 + c(n)ε
 u(x0)+Dw(x0) · (x − x0)+μ−C3ε1/2 + 2c(n)ε
 u(x0)+ 2ncε1/2 +μ−C3ε1/2 + 2c(n)ε  u(x0)+μ.
On the other hand, if x ∈ Sμ(u) then
w(x) u(x)+ c(n)ε  u(x0)+μ+ c(n)ε
w(x0)+Dw(x0) · (x − x0)+μ+ 2c(n)ε −Dw(x0) · (x − x0)
w(x0)+Dw(x0) · (x − x0)+μ+C3ε1/2.
Hence the claim (3.13) is proved.
We next claim that there exists μ0 > 0 such that if μ μ0 and γ  34μ, then
∂Sμ+γ (w,x0) ⊂ NCγ√
μ
(
∂Sμ(w,x0)
)
and ∂Sμ−γ (w,x0) ⊂ NCγ√
μ
(
∂Sμ(w,x0)
)
. (3.14)
In order to prove this, we first show that
BC1
√
μ(x0) ⊂ Sμ(w,x0) ⊂ BC2√μ(x0) (3.15)
for 0 < μ  μ0 and Ci the constants in (3.10). Keeping in mind (3.12) and (3.10), if x ∈
Sμ(w,x0), then by using Taylor formula we have
μw(x)−w(x0)−Dw(x0) · (x − x0)
=
1∫
0
[
Dw
(
x0 + t (x − x0)
)−Dw(x0)] · [x − x0]dt
=
1∫
0
t
1∫
0
〈
D2w
(
x0 + θt (x − x0)
) · (x − x0), (x − x0)〉dθ dt

1∫
0
t
1∫
0
2
C22
|x − x0|2 dθ dt = 1
C22
|x − x0|2,
which yields x ∈ BC2√μ(x0). Similarly, and assuming BC1√μ(x0) ⊂ Ω0 for μ  μ0, if x ∈
BC
√
μ(x0), then1
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1∫
0
t
1∫
0
〈
D2w
(
x0 + θt (x − x0)
) · (x − x0), x − x0〉dθ dt

1∫
0
t
1∫
0
2
C21
|x − x0|2 dθ dt = 1
C21
|x − x0|2  μ,
that is, x ∈ Sμ(w,x0) and hence (3.15) is proved. To prove (3.14), let x ∈ ∂Sμ+γ (w,x0) and let
z1 be the intersecting point of ∂Sμ(w,x0) and the segment connecting x0 and x. We have for
some ξ in the segment joining x and z1,
γ = w(x)−w(z1)−Dw(x0) · (x − z1)
= Dw(ξ) · (x − z1)−Dw(x0) · (x − z1)
= [Dw(ξ)−Dw(x0)] · [ξ − x0] |x − z1||ξ − x0|
= |x − z1||ξ − x0|
1∫
0
〈
D2w
(
x0 + θ(ξ − x0)
) · (ξ − x0), (ξ − x0)〉dθ
 C|x − z1||ξ − x0|.
But as ξ /∈ Sμ(w,x0) and BC1√μ(x0) ⊂ Sμ(w,x0) by (3.15), we get |ξ −x0| C1
√
μ. Therefore,
we obtain |x − z1| C γ√μ and thus we have established the first relation in (3.14). Similarly, let
x ∈ ∂Sμ−γ (w,x0) and let z1 be the intersecting point of ∂Sμ(w,x0) and the ray starting from x0
and go through x. We have for some ξ ∈ xz1,
γ = w(z1)−w(x)−Dw(x0) · (z1 − x)
= [Dw(ξ)−Dw(x0)] · [ξ − x0] |z1 − x||ξ − x0|
= |z1 − x||ξ − x0|
1∫
0
〈
D2w
(
x0 + θ(ξ − x0)
) · (ξ − x0), (ξ − x0)〉dθ
 C|z1 − x||ξ − x0|.
On the other hand, as ξ /∈ Sμ−γ (w,x0) and BC1√μ
2
(x0) ⊂ BC1√μ−γ (x0) ⊂ Sμ−γ (w,x0) by (3.15)
and the fact that γ  34μ, we get |ξ −x0| C1
√
μ
2 . Therefore, we obtain |x−z1| C γ√μ yielding
the second relation in (3.14).
Let M = D2w(x0) and E = {x: 12 〈D2w(x0)(x − x0), (x − x0)〉  1}. We next compare
Sμ(w,x0) with ellipsoids and claim that
∂Sμ(w,x0) ⊂ NCμ
(
∂μ1/2E
)
, (3.16)
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prove this it is sufficient to show
∂Sμ(w,x0) ⊂ (1 +C√μ)√μE \ (1 −C√μ)√μE (3.17)
since it is easy to see that (1 + C√μ)√μE \ (1 − C√μ)√μE ⊂ NCμ(∂μ1/2E). If x is in the
set ∂((1 +C√μ)√μE), then by the Taylor formula
w(x)−w(x0)−Dw(x0) · (x − x0)
= 1
2
〈
D2w(x0)(x − x0), (x − x0)
〉+O(∣∣D3w(ξ)∣∣|x − x0|3)
 (1 +C√μ)2μ−K|x − x0|3, (3.18)
where K is a structural constant (see Lemma 3.1). Let us write x = x0 + (1+C√μ)√μ(y − x0)
for some y ∈ ∂E. Hence, as 1 = 12 〈D2w(x0)(y−x0), (y−x0)〉 c|y−x0|2 we get |y−x0| C′.
Now pick C such that C > K(2C′)3 (the same constant C will be used to prove the remaining
case) and adjust μ0 if needed such that C√μ 1. Then we have
|x − x0| = (1 +C√μ)√μ|y − x0| C′(1 +C√μ)√μ 2C′√μ
and therefore from (3.18) we obtain
w(x)−w(x0)−Dw(x0) · (x − x0) (1 +C√μ)2μ−K
(
2C′
)3√
μμ>μ.
Thus, x /∈ Sμ(w,x0) and hence ∂Sμ(w,x0) ⊂ (1 + C√μ)√μE. Similarly, if x ∈
(1 −C√μ)√μE, then
w(x)−w(x0)−Dw(x0) · (x − x0)
= 1
2
〈
D2w(x0)(x − x0), (x − x0)
〉+O(∣∣D3w(ξ)∣∣|x − x0|3)
 (1 −C√μ)2μ+K|x − x0|3.
Write x = x0 + (1 − C√μ)√μ(y − x0) for some y ∈ ∂E, and as before we get |y − x0| C′.
It follows that |x − x0| = (1 − C√μ)√μ|y − x0|  C′(1 − C√μ)√μ  C′√μ and therefore
since C >KC′3 and by combining with the above estimate we obtain
w(x)−w(x0)−Dw(x0) · (x − x0) (1 −C√μ)2μ+KC′3√μμ
 (1 −C√μ)μ+KC′3√μμ μ.
Thus, x ∈ Sμ(w,x0) giving (1−C√μ)√μE ⊂ Sμ(w,x0), or ∂Sμ(w,x0) ⊂ [(1−C√μ)√μE]c
which completes the proof of (3.17) and so the claim (3.16) holds.
From (3.13) and (3.14) we obtain ∂Sμ(u) ⊂ NCμ−1/2ε1/2(∂Sμ(w,x0)), which together with
(3.16) yields
∂Sμ(u) ⊂ NC(μ+μ−1/2ε1/2)
(
∂μ1/2E
)
. (3.19)
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then
T
(
Nδ
(
∂μ1/2E
))⊂ B√2μ+‖A‖δ(0) and T (Nδ(∂μ1/2E))⊂ (B√2μ−‖A‖δ(0))c.
Hence taking δ = C(μ+μ−1/2ε1/2) from (3.19) we get (3.6).
We finally prove (3.7). The second inclusion in (3.6), the fact that ‖A‖ is bounded, and  
τ0μ2, yield that Sμ(u) ⊂ BCμ1/2(x0). Thus by letting p := Dw(x0), we get
∣∣∣∣u(x)−
(
u(x0)+ p · (x − x0)+ 12
〈
M(x − x0), (x − x0)
〉)∣∣∣∣

∣∣u(x)−w(x)∣∣+ ∣∣∣∣w(x)−w(x0)− p · (x − x0)− 12
〈
M(x − x0), (x − x0)
〉∣∣∣∣
+ ∣∣w(x0)− u(x0)∣∣
 2c + ∥∥D3w∥∥
L∞(B
Cμ1/2 (x0))
|x − x0|3
 C
(
 +μ3/2), from (3.8),
and (3.7) is proved. 
If ∂Ω is close to ∂B√2, then we can get better estimates for M and ∂Sμ(u) as follows.
Lemma 3.3. Suppose B
(1−σ)√2(0) ⊂ Ω ⊂ B(1+σ)√2(0) is a convex domain, 0 < σ  1/4. There
exist μ0 > 0, τ0 > 0 which are independent of σ , a positive definite matrix M = AtA, and p ∈Rn
with
detM = 1, (1 −Cσ)I M  (1 +Cσ)I, and |p − x0| Cσ,
such that if u ∈ C(Ω¯) is a strictly convex function in Ω satisfying
{
1 −   detD2u 1 +  in Ω ,
u = 0 on ∂Ω,
then for 0 <μ μ0 and ε  τ0μ2 we have
B
(1−C(σμ1/2+μ−11/2))√2(0) ⊂ μ−1/2T Sμ(u) ⊂ B(1+C(σμ1/2+μ−11/2))√2(0), (3.20)
and ∣∣∣∣u(x)−
(
u(x0)+ p · (x − x0)+ 12
〈
M(x − x0), (x − x0)
〉)∣∣∣∣ C(σμ3/2 + ε)
in Sμ(u), (3.21)
where x0 ∈ Ω is the minimum point of u and T x := A(x − x0).
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sions (3.13) and (3.14) still hold. The only difference with Lemma 3.2 is that since now
∂Ω ⊂ N
σ
√
2(∂B
√
2), we get the following improvement of (3.16):
∂Sμ(w,x0) ⊂ NCσμ
(
∂μ1/2E
)
. (3.22)
Indeed, as in the proof of Lemma 3.2 it is enough to show that
∂Sμ(w,x0) ⊂ (1 +C√σμ)√μE \ (1 −C√σμ)√μE.
But this follows by the same arguments as in Lemma 3.2 except the estimate |D3w(ξ)|K used
there is replaced by |D3w(ξ)| C∗σ , which is due to Lemma 3.1.
From (3.13) and (3.14) we get ∂Sμ(u) ⊂ NCμ−1/2ε1/2(∂Sμ(w,x0)). This together with (3.22)
gives ∂Sμ(u) ⊂ NC(σμ+μ−1/2ε1/2)(∂μ1/2E) yielding (3.20) as in Lemma 3.2.
As a consequence of the estimate (3.5) in the proof of Lemma 3.1, we get
∥∥D2w(x0)− I∥∥ Cσ and ∥∥Dw(x0)− x0∥∥ Cσ
giving the stated estimates for M := D2w(x0) and p := Dw(x0). Finally thanks to the second in-
clusion in (3.20), the fact ‖A‖ is bounded and   τ0μ2, we now have Sμ(u) ⊂ BC(μ1/2+σμ)(x0).
Therefore the estimate (3.21) follows from the arguments in Lemma 3.2 by using the improve-
ment ‖D3w‖L∞(B
Cμ1/2 (x0))
 C∗σ obtained from Lemma 3.1. 
3.2. Convergence of cofactors
In this subsection we prove a result concerning the convergence of cofactor matrices in Lp
when the determinants of their corresponding Hessians converge uniformly. The next lemma is
an important ingredient in that proof.
Lemma 3.4. Let B 6
5
⊂ Ωk ⊂ Bn be a sequence of normalized convex domains converging in the
Hausdorff metric to a normalized convex domain B 6
5
⊂ Ω ⊂ Bn. For each k ∈N, let φk ∈ C(Ω¯k)
be a convex function satisfying
{
1 − 1
k
 detD2φk  1 + 1
k
in Ωk,
φk = 0 on ∂Ωk.
Suppose that {φk} converges uniformly on compact subsets of Ω to a convex function φ ∈ C(Ω¯)
which is a solution of detD2φ = 1 in Ω and φ = 0 on ∂Ω . Then for any 0 <p < ∞, we have
lim
k→∞
∥∥D2φk −D2φ∥∥Lp(B1) = 0.
Proof. We first show there exists 0 < δ < 1 such that
lim
∥∥D2φk −D2φ∥∥Lδ(B ) = 0. (3.23)k→∞ 1
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to a subsequence D2φk(x) → D2φ(x) for almost every x ∈ B1.
Let  > 0 be an arbitrary small constant, and let Ω := {x ∈ Ω: dist(x, ∂Ω) > }. We have
dist(x, ∂Ω) =  for all x ∈ ∂Ω . Moreover dist(x, ∂Ωk) → dist(x, ∂Ω) uniformly on the com-
pact set ∂Ω since {Ωk} converges to Ω in the Hausdorff metric. Therefore, there is a number
k ∈N such that for all k  k ,
dist(x, ∂Ωk) 2 ∀x ∈ ∂Ω.
Thus by using Aleksandrov’s estimate (see [9, Theorem 1.4.2]) we get −Cn(2)1/n  φk(x) 0
and −Cn1/n  φ(x)  0 for all x ∈ ∂Ω . Consequently, max∂Ω |φk − φ|  Cn1/n. This to-
gether with the maximum principle (see [13, Lemma 3.1]) gives
‖φk − φ‖L∞(Ω)  Cn1/n +
cn
k
. (3.24)
Consider the operatorMu := (detD2u)1/n and its linearized operator
Lˆuv := 1
n
(
detD2u
)1/n trace((D2u)−1D2v).
Also the linearized operator of detD2u is denoted by
Luv := trace
((
detD2u
)(
D2u
)−1
D2v
)
.
Let vk := φk − φ. SinceM is concave, we obtain
(
1 − 1
k
)1/n
− 1Mφk −Mφ  Lˆφvk in Ω.
Because Lˆφ is uniformly elliptic in B 11
10
, by one-sided W 2,δ-estimates in [4, Lemma 7.8], there
exists 0 < δ1 < 1 such that
(
1
|B1|
∫
B1
∣∣(2hevk)+∣∣δ1
)1/δ1
 C
{
‖vk‖L∞(Ω) +
[
1 −
(
1 − 1
k
)1/n]}
, (3.25)
where
2hevk(x) :=
vk(x + he)+ vk(x − he)− 2vk(x)
h2
.
We also have
Lˆφk vk Mφk −Mφ 
(
1 + 1
)1/n
− 1 in Ω.
k
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Lφkvk = n
(
detD2φk
) n−1
n Lˆφk vk  Cn
[(
1 + 1
k
)1/n
− 1
]
in Ω.
Hence by one-sided W 2,δ-estimates in [10], there exists 0 < δ2 < 1 such that
(
1
|B1|
∫
B1
∣∣(2hevk)−∣∣δ2
)1/δ2
 C
{
‖vk‖L∞(Ω) +Cn
[(
1 + 1
k
)1/n
− 1
]}
. (3.26)
Take δ := min {δ1, δ2}. Then it follows from (3.25) and (3.26) that
∥∥D2vk∥∥Lδ(B1)  C
{
‖vk‖L∞(Ω) +
[
1 −
(
1 − 1
k
)1/n]
+Cn
[(
1 + 1
k
)1/n
− 1
]}
which together with (3.24) gives
∥∥D2vk∥∥Lδ(B1)  C
{
Cn
1/n + cn
k
+
[
1 −
(
1 − 1
k
)1/n]
+Cn
[(
1 + 1
k
)1/n
− 1
]}
for k  k . Thus lim supk→∞ ‖D2vk‖Lδ(B1)  C1/n for all  > 0 small yielding (3.23).
Next, let p¯ > 1 be such that p¯ > p. Then by Caffarelli’s W 2,p-estimate (see [9, Theorem
6.4.1]) and the uniform boundedness of {Dφk} on compact subsets of Ω , there are k0 ∈ N and
C > 0 depending only on p¯ and the dimension n such that
‖φk‖W 2,p¯(B1)  C for all k  k0. (3.27)
This and the assumption φk → φ uniformly on B1 imply together with (3.23) that there exists a
subsequence, still denoted by {φk}, such that
φk ⇀ φ weakly in W 2,p¯(B1) and D2φk(x) → D2φ(x) for a.e. x ∈ B1.
Thus if  > 0, then by Egoroff’s theorem there is a measurable set E ⊂ B1 such that |E| <  and
D2φk → D2φ uniformly on B1 \E. Consequently,
lim sup
k→∞
∫
B1
∥∥D2φk −D2φ∥∥p dx
= lim sup
k→∞
[ ∫
B1\E
∥∥D2φk −D2φ∥∥p dx +
∫
E
∥∥D2φk −D2φ∥∥p dx
]
= lim sup
k→∞
∫
E
∥∥D2φk −D2φ∥∥p dx
 |E| p¯−pp¯ lim sup∥∥D2φk −D2φ∥∥pLp¯(B1)  C(n,p, p¯) p¯−pp¯ ,k→∞
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D2φk → D2φ in Lp(B1) for a subsequence. Moreover by the uniqueness of φ (since φ is the
unique convex solution of detD2φ = 1 in Ω and φ = 0 on ∂Ω), we infer that in fact the whole
sequence {D2φk} converges to D2φ in Lp(B1). 
We are now ready to prove the strong convergence of cofactor matrices in Lp .
Lemma 3.5. Under the assumptions of Lemma 3.4 we have that
lim
k→∞‖Φk −Φ‖Lq(B1) = 0,
for each q  1, where Φk and Φ are the cofactor matrices of D2φk and D2φ respectively.
Proof. Since detD2φ = 1, we have
Φk −Φ =
(
1 − 1
detD2φk
)
Φk − 1detD2φk Φk
(
D2φk −D2φ
)
Φ.
Moreover it can be shown that
‖Φ‖L∞(B1)  Cn
∥∥D2φ∥∥n−1
L∞(B1) and ‖Φk‖Lp(B1)  Cn
∥∥D2φk∥∥n−1Lp(n−1)(B1)
for any p > 0. If q  1 and r > 1, with 1/r + 1/r ′ = 1, then it follows from the above and
Hölder’s inequality that
‖Φk −Φ‖Lq(B1) 
1
k − 1‖Φk‖Lq(B1) +
k
k − 1‖Φ‖L∞(B1)
∥∥Φk(D2φk −D2φ)∥∥Lq(B1)
 Cn
(
1
k − 1 +
∥∥D2φ∥∥n−1
L∞(B1)
∥∥D2φk −D2φ∥∥Lqr′ (B1)
)
‖Φk‖Lqr (B1)
 Cn
(
1
k − 1 +
∥∥D2φ∥∥n−1
L∞(B1)
∥∥D2φk −D2φ∥∥Lqr′ (B1)
)∥∥D2φk∥∥n−1Lqr(n−1)(B1).
Let us choose r = n/(n− 1) so r ′ = n. Then
‖Φk −Φ‖Lq(B1)  Cn
(
1
k − 1 +
∥∥D2φ∥∥n−1
L∞(B1)
∥∥D2φk −D2φ∥∥Lqn(B1)
)∥∥D2φk∥∥n−1Lqn(B1)
which together with (3.27) for p¯ = qn and Lemma 3.4 yields the conclusion of the lemma. 
4. Estimates for the first derivatives
4.1. An approximation lemma
We assume below that φ,w ∈ C(Ω¯) are convex functions satisfying 12  detD2φ  32 ,
detD2w = 1 in Ω and φ = w = 0 on ∂Ω , where B 6
5
⊂ Ω ⊂ Bn is a normalized convex do-
main. Also the cofactor matrix of D2φ is denoted by Φ and the cofactor matrix of D2w is
2050 C.E. Gutiérrez, T. Nguyen / Advances in Mathematics 228 (2011) 2034–2070denoted by W. The next lemma allows us to compare explicitly two solutions originating from
two different linearized Monge–Ampère equations.
Lemma 4.1. Let ρ∗ : [0,∞) → [0,∞) be a nondecreasing continuous function with
lim→0+ ρ∗() = 0. Suppose v ∈ W 2,nloc (B1) ∩ C(B¯1) is a solution of ΦijDij v = f in B1 with
|v| 1 in B1, and h ∈ W 2,nloc (B1)∩C(B¯1) is a solution of{
WijDijh = 0 in B1,
h = v on ∂B1.
Assume that v and h have ρ∗ as a modulus of continuity in B¯1. Then for any 0 < τ < 1, we have
‖v − h‖L∞(B1−τ )  Cn
{
ρ∗
(‖Φ − W‖1/2Ln(B1))+ ‖f ‖Ln(B1)}
provided that ‖Φ − W‖Ln(B1)  τ 2. Here Cn is a positive constant depending only on n.
Proof. Observe that we in fact have h ∈ C∞(B1) ∩ C(B¯1). Also the maximum principle (see
Theorem 2.4) implies that |h| 1 in B1. Define  := ‖Φ − W‖Ln(B1).
For any x ∈ ∂B1−δ , we can take y ∈ ∂B1 such that |x − y| = δ. Then since v − h = 0 on ∂B1
and by using the assumption, we get
∣∣(v − h)(x)∣∣= ∣∣(v − h)(x)− (v − h)(y)∣∣ ∣∣v(x)− v(y)∣∣+ ∣∣h(x)− h(y)∣∣ 2ρ∗(δ).
We hence conclude that
‖v − h‖L∞(∂B1−δ)  2ρ∗(δ) ∀0 < δ < 1. (4.28)
We claim for any 0 < δ < 1,
∥∥D2h∥∥
L∞(B1−δ)  Cδ
−2ρ∗(δ). (4.29)
Indeed let x0 ∈ B1−δ be arbitrary and take x1 ∈ ∂Bδ/2(x0). We have
WijDij
(
h− h(x1)
)= WijDijh = 0 in B1.
Hence we can apply interior C2-estimate (see Theorem 2.7) to h − h(x1) in Bδ/2(x0) ⊂ B1 and
obtain
∥∥D2h(x0)∥∥ Cδ−2 sup
Bδ/2(x0)
∣∣h− h(x1)∣∣ Cδ−2ρ∗(δ)
giving (4.29).
Note that v − h ∈ W 2,nloc (B1) is a solution of
ΦijDij (v − h) = f −ΦijDijh = f − [Φij − Wij ]Dijh =: F in B1.
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‖v − h‖L∞(B1−δ)  ‖v − h‖L∞(∂B1−δ) +C‖F‖Ln(B1−δ)
 ‖v − h‖L∞(∂B1−δ) +C
∥∥[Φij − Wij ]Dijh∥∥Ln(B1−δ) +C‖f ‖Ln(B1)
 ‖v − h‖L∞(∂B1−δ) +C
∥∥D2h∥∥
L∞(B1−δ)‖Φij − Wij‖Ln(B1) +C‖f ‖Ln(B1)
 Cρ∗(δ)
(
1 + δ−2)+C‖f ‖Ln(B1).
By taking δ = 1/2 we obtain ‖v − h‖L∞(B1−1/2 )  C{ρ∗(1/2) + ‖f ‖Ln(B1)} and the lemma
follows because 1/2  τ by the assumption. 
The main result of this subsection is the following approximation lemma which will play an
important role in our proof of the C1,α interior estimate.
Lemma 4.2. Let ρ : [0,∞) → [0,∞) be a nondecreasing continuous function with
lim→0+ ρ() = 0. Let B 65 ⊂ Ω ⊂ Bn be a normalized convex domain. Let ϕ ∈ C(∂B1) have
ρ as a modulus of continuity on ∂B1 and satisfy ‖ϕ‖L∞(∂B1) K for some positive constant K .
Then, given  > 0, there exists δ = δ(, n,ρ,K) > 0 such that if
{
1 − δ  detD2φ  1 + δ in Ω,
φ = 0 on ∂Ω, and ‖f ‖Ln(B1)  δ
then any two solutions v and h in W 2,nloc (B1) of, respectively,{Lφv = f in B1,
v = ϕ on ∂B1, and
{Lwh = 0 in B1,
h = ϕ on ∂B1
satisfy
‖v − h‖L∞(B1)  .
Proof. Suppose by contradiction that it is not true. Then there exist  > 0, n ∈ N, ρ, K > 0,
a sequence of normalized convex domains B 6
5
⊂ Ωk ⊂ Bn, ϕk ∈ C(∂B1) has ρ as a modulus of
continuity with ‖ϕk‖L∞(∂B1) K , fk with ‖fk‖Ln(B1)  1k and a sequence of convex functions
φk,wk ∈ C(Ω¯k) with
{
1 − 1
k
 detD2φk  1 + 1
k
in Ωk,
φk = 0 on ∂Ωk,
and
{
detD2wk = 1 in Ωk,
wk = 0 on ∂Ωk,
for which there are solutions vk and hk in W 2,nloc (B1) of{Lφkvk = fk in B1, and {Lwkhk = 0 in B1,
h = ϕ on ∂B ,vk = ϕk on ∂B1, k k 1
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‖vk − hk‖L∞(B1)   for all k. (4.30)
By Blaschke selection theorem, there exists a subsequence of Ωk , still denoted by Ωk , such
that Ωk converges in the Hausdorff metric to a normalized convex domain B 6
5
⊂ Ω ⊂ Bn. Also
by [9, Lemma 5.3.1] we have up to a subsequence φk → φ and wk → w uniformly on compact
subsets of Ω , where φ,w ∈ C(Ω¯) are both convex solutions to the equation
{
detD2w = 1 in Ω,
w = 0 on ∂Ω.
Thus φ ≡ w by the uniqueness of convex solutions to the Monge–Ampère equation.
Since all ϕk’s have the same modulus of continuity ρ on ∂B1, ‖ϕk‖L∞(∂B1)  K for all k
and ‖fk‖Ln(B1) → 0 as k → ∞, we can use Lemma 4.3 below to conclude that there exists a
nondecreasing continuous function ρ∗ in (0,∞) with lim→0+ ρ∗() = 0 depending only on n,
K and ρ such that for all k,
∣∣vk(x)− vk(y)∣∣ ρ∗(|x − y|) for all x, y ∈ B¯1. (4.31)
Hence {vk} is an equicontinuous (and uniformly bounded by the ABP estimate) sequence of
functions in B¯1. Therefore, by taking a subsequence, we may assume that vk → v∞ uniformly
on B¯1 as k → ∞ for some function v∞ ∈ C(B¯1).
Similarly to vk , by taking a further subsequence, we may assume that
hk → h∞ uniformly on B¯1 as k → ∞
for some function h∞ ∈ C(B¯1).
Next we show that v∞ ≡ h∞ in B1. Indeed, it follows from Lemma 3.5 that Φk → Φ in
Ln(B1) and Wk → W in Ln(B1), where Wk is the cofactor matrix of D2wk and W is the cofactor
matrix of D2w. Since w ≡ φ, this implies that
lim
k→∞‖Φk − Wk‖Ln(B1) = 0. (4.32)
Therefore, for any 0 < τ < 1 we infer from Lemma 4.1 that
‖vk − hk‖L∞(B1−τ )  Cn
{
ρ∗
(‖Φk − Wk‖1/2Ln(B1))+ ‖fk‖Ln(B1)}
for all k sufficiently large. This together with (4.32) and the fact ‖fk‖Ln(B1) → 0 yields v∞ ≡ h∞
in B1−τ . Due to the arbitrariness of 0 < τ < 1 we then conclude that v∞ ≡ h∞ in B1, which is a
contradiction with (4.30). 
In the proof above we used the following lemma which is a simple modification of [4, Propo-
sition 4.14]. We include a proof here for the shake of completeness.
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lim→0+ ρ() = 0. Let B1 ⊂ Ω ⊂ Bn be a normalized convex domain and u ∈ W 2,nloc (B1)∩C(B¯1)
be a solution to Lφu = f in B1 for some convex function φ ∈ C(Ω¯) satisfying
{ 1
2
 detD2φ  3
2
in Ω,
φ = 0 on ∂Ω.
Assume that ϕ := u|∂B1 has ρ as a modulus of continuity on ∂B1 and K is a positive constant
such that ‖ϕ‖L∞(∂B1) K and ‖f ‖Ln(B1) K .
Then there exists a nondecreasing continuous function ρ∗ in (0,∞) with lim→0+ ρ∗() = 0
and depending only on n, K and ρ such that
∣∣u(x)− u(y)∣∣ ρ∗(|x − y|) for all x, y ∈ B¯1.
Proof. Let  > 0. We need to prove that
∣∣u(x)− u(y)∣∣  for any x, y ∈ B¯1 satisfying |x − y| δ,
where δ depends only , n, K and ρ. By the interior Hölder estimate (2.3), it is enough to
bound |u(x) − u(x0)| for x ∈ B1 and x0 ∈ ∂B1. Hence let us fix x0 ∈ ∂B1; we may assume that
B1 = B1((0, . . . ,0,1)) and x0 = 0 ∈ ∂B1.
We now take δ1 > 0 depending only on  and ρ such that
∣∣u(x)− u(0)∣∣= ∣∣ϕ(x)− ϕ(0)∣∣ ρ(|x|)  (4.33)
for any x ∈ ∂B1 satisfying |x| δ1. Note that, by the ABP estimate from Theorem 2.4 and the
assumption detD2φ  12 ,∣∣u(x)− u(0)± ∣∣ 2 sup
B1
|u| +   2‖ϕ‖L∞(∂B1) +Cn diam(B1)‖f ‖Ln(B1) + 
 2K +CnK +  =: C1 ∀x ∈ B1. (4.34)
We consider the functions
h±(x) := u(x)− u(0)±  ±C1
(
inf
{
yn: y ∈ B¯1 ∩ ∂Bδ2(0)
})−1
xn
in the region A := B1 ∩ Bδ2(0), where δ2  δ1 will be chosen later. It then follows from (4.33)
and (4.34) that
h−  0 on ∂A and h+  0 on ∂A.
Moreover Lφh± = Lφu = f in A. Hence the ABP estimate (applied in A) gives
h−  Cn diam(A)‖f ‖Ln(A)  CnKδ2 in A,
h+ −Cn diam(A)‖f ‖Ln(A) −CnKδ2 in A.
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∣∣u(x)− u(0)∣∣ 2 +C1(inf{yn: y ∈ B¯1 ∩ ∂Bδ2(0)})−1xn for all x ∈ A.
Note that
inf
{
yn: y ∈ B¯1 ∩ ∂Bδ2(0)
}= inf{yn: y ∈ ∂B1, |y| = δ2} = δ222 .
It follows that
∣∣u(x)− u(0)∣∣ 2 + 2C1
δ22
xn = 2 +Cxn for all x ∈ A = B1 ∩Bδ2(0),
for a constant C depending only on , n, K and ρ. Hence
∣∣u(x)− u(0)∣∣ 3 for all x ∈ B1 ∩Bδ(0),
for δ := min { 
C
, δ2}. 
Remark 4.4. For the purpose of proving C1,α interior estimates in the next subsection, one could
take the function h in Lemma 4.1 and Lemma 4.2 to be a solution of Lwh = 0 in B3/4 and h = v
on ∂B3/4 (v is still a solution of Lφv = f in B1). Although in this case one can only conclude
that v is close to the good function h in the supremum norm on B1/2. One can avoid the direct
dependence on ρ∗ and ρ in Lemma 4.1 and Lemma 4.2 by using the fact that both v and h
have Hölder modulus of continuity in B3/4 which is a consequence of Corollary 2.6. However
our statements of Lemma 4.1 and Lemma 4.2 are more intrinsic and might be useful for other
purposes.
4.2. Interior C1,α estimate for the solution
We are ready to prove the two main theorems of this paper. The first result requires detD2φ
is near 1, but no continuity of detD2φ is needed. The second result is obtained as a direct
consequence of the first one but holds for general λ  detD2φ  Λ provided that detD2φ is
continuous. Recall that St (φ) denotes the section of the convex function φ at its minimum point.
Also for convenience, we assume the minimum point of φ is the origin in the next theorem.
Theorem 4.5. Assume that 0 < α′ < α < 1, r0 > 0 and C1 > 0. Then there exists θ =
θ(n,α,α′, r0) > 0 such that if B1(0) ⊂ Ω ⊂ Bn(0) is a normalized convex domain, φ ∈ C(Ω¯) is
a convex solution of
{
1 − θ  detD2φ  1 + θ in Ω,
φ = 0 on ∂Ω,
and
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1
|Sr(φ)|
∫
Sr (φ)
|f |n dx
) 1
n
 C1r
α−1
2 for all Sr(φ)Ω with r  r0,
then any solution u ∈ W 2,nloc (Ω) of Lφu = f in Ω is C1,α
′
at the minimum point (the origin) of φ.
More precisely, there is an affine function l(x) such that
r−(1+α′)‖u− l‖L∞(Br (0)) +
∣∣l(0)∣∣+ ∥∥Dl(0)∥∥ C{‖u‖L∞(Ω) +C1} ∀r  μ∗,
where C and μ∗ are positive constants depending only on n, α, α′ and r0.
Proof. 1. Let K := ‖u‖L∞(Ω) + θ−1C1. We consider v(x) := u(x)K and φ unchanged. Then
Lφv(x) = f ∗(x) := f (x)K in Ω , and ‖v‖L∞(Ω)  1. Moreover
(
1
|Sr(φ)|
∫
Sr (φ)
∣∣f ∗(x)∣∣n dx) 1n = 1
K
(
1
|Sr(φ)|
∫
Sr (φ)
∣∣f (x)∣∣n dx) 1n
 C1r
α−1
2
K
 C1r
α−1
2
θ−1C1
= θr α−12 ∀Sr(φ)Ω with r  r0.
It follows that we may (and do) assume that
{
1 − θ  detD2φ  1 + θ in Ω,
φ = 0 on ∂Ω,(
1
|Sr(φ)|
∫
Sr (φ)
|f |n dx
) 1
n
 θr α−12 for all Sr(φ)Ω with r  r0,
Lφu(x) = f (x) in Ω and ‖u‖L∞(Ω)  1.
We need to prove that
sup
0<rμ∗
(
r−(1+α′)‖u− l‖L∞(Br (0))
)+ ∣∣l(0)∣∣+ ∥∥Dl(0)∥∥ C (4.35)
for an affine function l(x), with θ , μ∗ and C depending only on n, α, α′ and r0.
2. Claim. There exist 0 < μ < 1 depending only on n, α and r0, a sequence of positive definite
matrices Ak with detAk = 1 and a sequence of affine functions lk(x) = ak + bk · x such that for
all k = 1,2,3, . . .
(1) ∥∥Ak−1A−1k ∥∥ 1√c1 , ‖Ak‖
√
c2(1 +Cδ0)(1 +Cδ1) · · · (1 +Cδk−1);
(2) B √ (0) ⊂ μ−k2 AkSμk (φ) ⊂ B √ (0);(1−δk) 2 (1+δk) 2
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μk
(φ))  μ
k−1
2 (1+α);
(4) |ak − ak−1| +μk2
∥∥(A−1k )t · (bk − bk−1)∥∥ 2ceμk−12 (1+α);
(5) |(u− lk−1)(μ
k
2 A−1k x)− (u− lk−1)(μ
k
2 A−1k y)|
μ
k−1
2 (1+α)
 2C∗(√c1μ)−β |x − y|β,
for all points x, y ∈ μ−k2 AkSμk (φ),
where
A0 := I, l0(x) := 0, δ0 := 0, δ1 := C
(
μ1/2 +μ−1θ1/2)< 1 − 6
5
√
2
, and
δk := C
(
δk−1μ1/2 +μ−1θ1/2
)
for k  2.
Also C∗, C, ce, c1, c2 and β are universal constants (ce is the constant in Lemma 2.7; C∗ and β
are the constants given in the local Hölder estimate (2.2); c1 and c2 are given by Lemma 3.2 and
C is given by Lemma 3.3).
3. Proof of the claim. Let μ0 > 0 and τ0 > 0 be the universal small constants given by
Lemma 3.2. Let 0 < μ  μ0 be fixed such that μ  r0, (2μ)
1+α
2  1, C2
√
3μ  1/2 and
6ceC22μ
1−α
2  1, where C2 is the universal constant in Pogorelov’s estimate (3.10). Let us next
determine the constant θ . We take θ := min { 1
Cn
, τ0μ2, δ}, where Cn is the n root of the constant
C′ in Lemma 2.3 corresponding to λ = 1/2 and Λ = 3/2 and δ is the constant in Lemma 4.2
corresponding to ρ(s) = 2C∗(√c1μ)−βsβ , K = 1 and  = 3ceC22μ. By taking θ even smaller if
necessary, we assume that δ1 = C(μ1/2 +μ−1θ1/2) < 1 − 65√2 .
k = 1. Applying Lemma 3.2 we obtain a positive definite matrix M = AtA with detA =
detM = 1, c1I M  c2I such that if we take A1 := A then
B
(1−δ1)
√
2(0) ⊂ μ
−1
2 A1Sμ(φ) ⊂ B(1+δ1)√2(0), with δ1 := C
(
μ1/2 +μ−1θ1/2).
Then (1) and (2) hold obviously since ‖A−11 ‖ 1/
√
c1 and ‖A1‖√c2. Also (3) is satisfied
as l0 ≡ 0 and ‖u‖L∞(Ω)  1. We next verify (5). By the Hölder estimate (2.2),
∣∣u(x1)− u(y1)∣∣ C∗μ−β |x1 − y1|β{‖u‖L∞(S2μ(φ)) + (2μ) 12 ‖f ‖Ln(S2μ(φ))}
∀x1, y1 ∈ Sμ(φ).
Hence for any x, y ∈ μ−12 A1Sμ(φ), by taking x1 := μ 12 A−11 x ∈ Sμ(φ) and y1 := μ
1
2 A−11 y ∈
Sμ(φ) we obtain
∣∣u(μ 12 A−11 x)− u(μ 12 A−11 y)∣∣
 C∗μ−β
∣∣μ 12 A−1(x − y)∣∣β{‖u‖L∞(S (φ)) + (2μ) 12 ‖f ‖Ln(S (φ))}1 2μ 2μ
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(
μ
1
2
∥∥A−11 ∥∥)β |x − y|β{1 +Cnθ(2μ) 1+α2 }
 2C∗(√c1μ)−β |x − y|β (4.36)
giving (5) for k = 1 as desired.
k = 2. We first construct l1 and verify (3) for k = 2 and (4) for k = 1. Then we construct A2
and verify (1), (2) and (5) for k = 2.
+ Constructing l1(x): Recall that Dφ(0) = 0 since the origin is the minimum point of φ.
Hence Sμ(φ) = {y ∈ Ω: φ(y)− φ(0)−μ 0}. Let
φ∗(y) := 1
μ
[
φ
(
μ
1
2 A−11 y
)− φ(0)−μ], y ∈ Ω∗1 ,
v(y) := (u− l0)
(
μ
1
2 A−11 y
)= u(μ 12 A−11 y), y ∈ Ω∗1 ,
where Ω∗1 := μ
−1
2 A1Sμ(φ). Then as detA1 = 1 and since
D2φ∗(y) = (A−11 )tD2φ(μ 12 A−11 y)A−11 and D2v(y) = μ(A−11 )tD2u(μ 12 A−11 y)A−11 ,
we get
{
1 − θ  detD2φ∗  1 + θ in Ω∗1 ,
φ∗ = 0 on ∂Ω∗1 ,
and
Φ∗(y) := detD2φ∗(y)(D2φ∗(y))−1
= detD
2φ(μ
1
2 A−11 y)
(detA1)2
A1
(
D2φ
(
μ
1
2 A−11 y
))−1
At1
= A1Φ
(
μ
1
2 A−11 y
)
At1.
Consequently,
Lφ∗v(y) = trace
(
Φ∗(y)D2v(y)
)
= μ trace(A1Φ(μ 12 A−11 y)At1(A−11 )tD2u(μ 12 A−11 y)A−11 )
= μ trace(Φ(μ 12 A−11 y)D2u(μ 12 A−11 y))
= μLφu
(
μ
1
2 A−11 y
)= μf (μ 12 A−11 y)=: f˜ (y) in Ω∗1 .
Notice that
(
1
|Ω∗1 |
∫
Ω∗1
∣∣f˜ (y)∣∣n dy) 1n = μ( 1
|μ−12 A1Sμ(φ)|
∫
μ
−1
2 A S (φ)
∣∣f (μ 12 A−11 y)∣∣n dy
) 1
n1 μ
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(
1
|Sμ(φ)|
∫
Sμ(φ)
∣∣f (x)∣∣n dx) 1n
 μθμα−12 = θμ 1+α2  θ.
We apply Lemma 4.2 with φ  φ∗, f  f˜ , Ω  Ω∗1 and ϕ := v|∂B1 . Note that by (3) we
have ‖ϕ‖L∞(∂B1)  1, and also ϕ has modulus of continuity ρ(s) = 2C∗(√c1μ)−βsβ by (5) for
k = 1. Recall that θ  δ, where δ is the constant in Lemma 4.2 corresponding to  := 3ceC22μ.
Hence if h is the solution of{Lwh = 0 in B1,
h = ϕ = v on ∂B1, where
{
detD2w = 1 in Ω∗1 ,
w = 0 on ∂Ω∗1 ,
then
‖v − h‖L∞(B1)   := 3ceC22μ.
We have ‖h‖L∞(B1)  1 by the maximum principle. Moreover, it follows from the formulas
(3.13) and (3.15) that
S2μ
(
φ∗
)⊂ B
C2
√
2μ+C3θ1/2(0) ⊂ BC2√3μ(0).
Thus by letting l¯(y) := h(0)+Dh(0) ·y and applying Theorem 2.7 (recall that C2√3μ 12 ), we
get
‖h− l¯‖L∞(S2μ(φ∗))  ‖h− l¯‖L∞(BC2√3μ(0))  3ceC
2
2μ.
Therefore,
‖v − l¯‖L∞(S2μ(φ∗))  ‖v − h‖L∞(S2μ(φ∗)) + ‖h− l¯‖L∞(S2μ(φ∗))
 6ceC22μ μ
1
2 (1+α). (4.37)
Define
l1(x) := l0(x)+ l¯
(
μ
−1
2 A1x
)
. (4.38)
Then since Sμ(φ∗) = μ−12 A1Sμ2(φ), we obtain from (4.37) for x ∈ Sμ2(φ) that
∣∣u(x)− l1(x)∣∣= ∣∣(u− l0)(x)− l¯(μ−12 A1x)∣∣= ∣∣v(μ−12 A1x)− l¯(μ−12 A1x)∣∣
 ‖v − l¯‖L∞(Sμ(φ∗))  μ
1
2 (1+α).
Thus (3) for k = 2 is verified. Also (4) for k = 1 holds because it follows from the definition
(4.38) and the definition of l¯ that a1 = a0 + h(0) and b1 = b0 + μ−12 At1Dh(0). Hence by using
Theorem 2.7, we get
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∥∥(A−11 )t · (b1 − b0)∥∥= ∣∣h(0)∣∣+ ∥∥Dh(0)∥∥ 2ce
giving (4) for k = 1.
+ Constructing A2: Applying Lemma 3.3 for φ∗ and Ω∗1 we obtain a positive definite matrix
M = AtA with detM = 1, (1 −Cδ1)I M  (1 +Cδ1)I such that
B
(1−δ2)
√
2(0) ⊂ μ
−1
2 ASμ
(
φ∗
)⊂ B
(1+δ2)
√
2(0), with δ2 := C
(
δ1μ
1/2 +μ−1θ1/2).
Define A2 := AA1 which implies in particular that A2 is a positive definite matrix with
detA2 = 1. Then as Sμ(φ∗) = μ−12 A1Sμ2(φ) we conclude that
B
(1−δ2)
√
2(0) ⊂ μ−1A2Sμ2(φ) ⊂ B(1+δ2)√2(0).
Thus (2) and the first part of (1) for k = 2 hold obviously since A1A−12 = A−1 and
‖A−1‖  1√1−Cδ1 
1√
c1
. Next observe from the definition of A that (1 − Cδ1)|x|2  |Ax|2 
(1 +Cδ1)|x|2. Hence
|A2x|2 = |AA1x|2  (1 +Cδ1)|A1x|2  c2(1 +Cδ1)|x|2
yielding the second part of (1), i.e., ‖A2‖ √c2(1 +Cδ1). It remains to verify (5) for k = 2.
Using the definitions of v and l1 we have
(u− l1)
(
μA−12 x
)= (u− l0)(μA−12 x)− l¯(μ 12 A1A−12 x)
= v(μ 12 A1A−12 x)− l¯(μ 12 A1A−12 x)
= (v − l¯)(μ 12 A−1x) for all x ∈ μ−1A2Sμ2(φ).
Moreover since Lφ∗(v − l¯)(y) = Lφ∗v(y) = f˜ (y) = μf (μ 12 A−11 y) for y ∈ Ω∗1 and
‖f˜ ‖Ln(S2μ(φ∗)) = μ
( ∫
μ
−1
2 A1S2μ2 (φ)
∣∣f (μ 12 A−11 y)∣∣n dy
) 1
n
= μ 12
( ∫
S2μ2 (φ)
∣∣f (x)∣∣n dx) 1n
 Cnθμ
1
2 (1+α)(2μ)
α
2 ,
we get from the Hölder estimate (2.2) and (4.37) that
∣∣(v − l¯)(x1)− (v − l¯)(y1)∣∣ C∗μ−β |x1 − y1|β{‖v − l¯‖L∞(S2μ(φ∗)) + (2μ) 12 ‖f˜ ‖Ln(S2μ(φ∗))}
 C∗μ−β |x1 − y1|βμ 12 (1+α)
{
1 +Cnθ(2μ) 1+α2
}
 2C∗μ−β |x1 − y1|βμ 12 (1+α) ∀x1, y1 ∈ Sμ
(
φ∗
)
.
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1
2 A−1x = μ 12 A1A−12 x ∈
μ
−1
2 A1Sμ2(φ) = Sμ(φ∗) and y1 := μ
1
2 A−1y ∈ Sμ(φ∗) we obtain
|(u− l1)(μA−12 x)− (u− l1)(μA−12 y)|
μ
1
2 (1+α)
= |(v − l¯)(μ
1
2 A−1x)− (v − l¯)(μ 12 A−1y)|
μ
1
2 (1+α)
 2C∗μ−β
∣∣μ 12 A−1(x − y)∣∣β
 2C∗μ−β
(
μ
1
2
∥∥A−1∥∥)β |x − y|β
 2C∗(√c1μ)−β |x − y|β
giving (5) for k = 2 as desired.
Suppose the claim holds up to k = i  2 and we want to prove that it also holds for
k = i + 1. We first construct li (x) and verify (3) for k = i + 1 and (4) for k = i. Then we
construct Ai+1 and verify (1), (2) and (5) for k = i + 1. It follows from the hypothesis the claim
holds up to k = i that
B
(1−δi )
√
2(0) ⊂ μ
−i
2 AiSμi (φ) ⊂ B(1+δi )√2(0),
where Ai is a positive definite matrix with detAi = 1 and
|Aix|2  c2(1 −Cδ1) · · · (1 −Cδi−1)|x|2. (4.39)
+ Constructing li (x): Let
φ∗(y) := 1
μi
[
φ
(
μ
i
2 A−1i y
)− φ(0)−μi] and v(y) := (u− li−1)(μ i2 A−1i y)
μ
i−1
2 (1+α)
, for y ∈ Ω∗i
where Ω∗i := μ
−i
2 AiSμi (φ). Then as detAi = 1 and since
D2φ∗(y) = (A−1i )tD2φ(μ i2 A−1i y)A−1i and
D2v(y) = μμi−12 (1−α)(A−1i )tD2u(μ i2 A−1i y)A−1i ,
we get
{
1 − θ  detD2φ∗  1 + θ in Ω∗i ,
φ∗ = 0 on ∂Ω∗i ,
and Φ∗(y) := detD2φ∗(y)(D2φ∗(y))−1 = AiΦ(μ i2 A−1y)At . Consequently,i i
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(
Φ∗(y)D2v(y)
)
= μμi−12 (1−α) trace(AiΦ(μ i2 A−1i y)Ati(A−1i )tD2u(μ i2 A−1i y)A−1i )
= μμi−12 (1−α) trace(Φ(μ i2 A−1i y)D2u(μ i2 A−1i y))
= μμi−12 (1−α)Lφu
(
μ
i
2 A−1i y
)
= μμi−12 (1−α)f (μ i2 A−1i y)
=: f˜ (y) in Ω∗i .
Notice that
(
1
|Ω∗i |
∫
Ω∗i
∣∣f˜ (y)∣∣n dy) 1n = μμi−12 (1−α)( 1
|μ−i2 AiSμi (φ)|
∫
μ
−i
2 AiSμi (φ)
∣∣f (μ i2 A−1i y)∣∣n dy
) 1
n
= μμi−12 (1−α)
(
1
|Sμi (φ)|
∫
S
μi
(φ)
∣∣f (x)∣∣n dx) 1n
 μμi−12 (1−α)θμ
i(α−1)
2 = θμ 1+α2  θ.
We apply Lemma 4.2 with φ φ∗, f  f˜ , ΩΩ∗i and ϕ := v|∂B1 . Note that by (3) for k = i
we have ‖ϕ‖L∞(∂B1)  1, and also ϕ has modulus of continuity ρ(s) = 2C∗(√c1μ)−βsβ by (5)
for k = i. Hence if h is the solution of
{Lwh = 0 in B1,
h = ϕ = v on ∂B1, where
{
detD2w = 1 in Ω∗i ,
w = 0 on ∂Ω∗i ,
then
‖v − h‖L∞(B1)  3ceC22μ.
We have ‖h‖L∞(B1)  1 by the maximum principle and it follows from the formulas (3.13) and
(3.15) that S2μ(φ∗) ⊂ BC2√2μ+C3θ1/2(0) ⊂ BC2√3μ(0). Thus by applying Theorem 2.7, we get
‖h− l¯‖L∞(S2μ(φ∗))  ‖h− l¯‖L∞(BC2√3μ(0))  3ceC
2
2μ,
where l¯(y) := h(0)+Dh(0) · y. Therefore,
‖v − l¯‖L∞(S2μ(φ∗))  ‖v − h‖L∞(S2μ(φ∗)) + ‖h− l¯‖L∞(S2μ(φ∗))
 6ceC2μ μ
1
2 (1+α). (4.40)2
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li (x) := li−1(x)+μi−12 (1+α)l¯
(
μ
−i
2 Aix
)
. (4.41)
Then since Sμ(φ∗) = μ−i2 AiSμi+1(φ), we obtain from (4.40) for x ∈ Sμi+1(φ) that
∣∣u(x)− li (x)∣∣= ∣∣(u− li−1)(x)−μi−12 (1+α)l¯(μ−i2 Aix)∣∣
= μi−12 (1+α)∣∣v(μ−i2 Aix)− l¯(μ−i2 Aix)∣∣
 μi−12 (1+α)‖v − l¯‖L∞(Sμ(φ∗))
 μi−12 (1+α)μ 12 (1+α) = μ i2 (1+α).
Thus (3) for k = i + 1 is verified. Also (4) for k = i holds because it follows from the
definition (4.41) and the definition of l¯ that ai = ai−1 + μi−12 (1+α)h(0) and bi = bi−1 +
μ
i−1
2 (1+α)μ−i2 AtiDh(0). Hence by using Theorem 2.7, we get
|ai − ai−1| +μ i2
∥∥(A−1i )t · (bi − bi−1)∥∥= μi−12 (1+α)[∣∣h(0)∣∣+ ∥∥Dh(0)∥∥] 2ceμ i−12 (1+α)
giving (4) for k = i.
+ Constructing Ai+1: Applying Lemma 3.3 for φ∗ and Ω∗i we obtain a positive definite matrix
M = AtA with detM = 1, (1 −Cδi)I M  (1 +Cδi)I such that
B
(1−δi+1)
√
2(0) ⊂ μ
−1
2 ASμ
(
φ∗
)⊂ B
(1+δi+1)
√
2(0), with δi+1 := C
(
δiμ
1/2 +μ−1θ1/2).
Define Ai+1 := AAi which implies in particular that Ai+1 is a positive definite matrix with
detAi+1 = 1. Then
B
(1−δi+1)
√
2(0) ⊂ μ
−(i+1)
2 Ai+1Sμi+1(φ) ⊂ B(1+δi+1)√2(0).
Thus (2) and the first part of (1) for k = i + 1 hold obviously since AiA−1i+1 = A−1 and ‖A−1‖
1√
1−Cδi 
1√
c1
. Next observe from the definition of A that
(1 −Cδi)|Aix|2  |Ai+1x|2 = |AAix|2  (1 +Cδi)|Aix|2.
Consequently by combining with (4.39), we get |Ai+1x|2  c2(1 +Cδ1) · · · (1 +Cδi)|x|2 yield-
ing the second part of (1), i.e., ‖Ai+1‖ √c2(1 +Cδ1) · · · (1 +Cδi). It remains to verify (5)
for k = i + 1. Using the definitions of v and li we have
(u− li )
(
μ
i+1
2 A−1i+1x
)= (u− li−1)(μi+12 A−1i+1x)−μi−12 (1+α)l¯(μ 12 AiA−1i+1x)
= μi−12 (1+α)[v(μ 12 AiA−1i+1x)− l¯(μ 12 AiA−1i+1x)]
= μi−12 (1+α)(v − l¯)(μ 12 A−1x) for all x ∈ μ−(i+1)2 Ai+1Sμi+1(φ).
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‖f˜ ‖Ln(S2μ(φ∗)) = μμ
i−1
2 (1−α)
( ∫
μ
−i
2 AiS2μi+1 (φ)
∣∣f (μ i2 A−1i y)∣∣n dy
) 1
n
= μμi−12 (1−α)μ−i2
( ∫
S2μi+1 (φ)
∣∣f (x)∣∣n dx) 1n
 Cnθμ
1
2 (1+α)(2μ)
α
2 ,
we get from the Hölder estimate (2.2) and (4.40) that
∣∣(v − l¯)(x1)− (v − l¯)(y1)∣∣ C∗μ−β |x1 − y1|β{‖v − l¯‖L∞(S2μ(φ∗)) + (2μ) 12 ‖f˜ ‖Ln(S2μ(φ∗))}
 C∗μ−β |x1 − y1|βμ 12 (1+α)
{
1 +Cnθ(2μ) 1+α2
}
 2C∗μ−β |x1 − y1|βμ 12 (1+α) ∀x1, y1 ∈ Sμ
(
φ∗
)
.
Therefore for any x, y ∈ μ−(i+1)2 Ai+1Sμi+1(φ), by taking x1 := μ
1
2 A−1x = μ 12 AiA−1i+1x ∈
μ
−i
2 AiSμi+1(φ) = Sμ(φ∗) and y1 := μ
1
2 A−1y ∈ Sμ(φ∗) we obtain
|(u− li )(μ i+12 A−1i+1x)− (u− li )(μ
i+1
2 A−1i+1y)|
μ
i
2 (1+α)
= |(v − l¯)(μ
1
2 A−1x)− (v − l¯)(μ 12 A−1y)|
μ
1
2 (1+α)
 2C∗μ−β
∣∣μ 12 A−1(x − y)∣∣β
 2C∗μ−β
(
μ
1
2
∥∥A−1∥∥)β |x − y|β
 2C∗(√c1μ)−β |x − y|β
giving (5) for k = i + 1 as desired.
4. Proof of (4.35). Take 0 < α∗ < 1 such that (1+α∗)(1+α)2 = 1+α′. This is possible since α′ < α.
In particular, we have 1−α∗1+α∗ < α. Next observe that by taking θ even smaller if needed (now also
depends on α′), we can assume that
θ1/2  1 − α
∗
1 + α∗
μ lnμ−1
2C
. (4.42)
Then we have the following growth estimate for the norm of the matrix Ak ,
‖Ak‖ Cμ
−k(1−α∗)
2(1+α∗) . (4.43)
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obtain for all k  1,
δk = (C√μ)k + C
√
θ
μ
(C
√
μ)k−1
k−1∑
i=0
(C
√
μ)−i
= (C√μ)k + C
√
θ
μ
(C
√
μ)k−1 [C
−1μ− 12 ]k − 1
[C−1μ− 12 ] − 1
 (C√μ)k + C
√
θ
μ
(C
√
μ)k−1 C
−kμ− k2
C−1μ−
1
2
2
= (C√μ)k + 2C
√
θ
μ
.
It follows that for all k  2,
k−1∏
i=1
(1 +Cδi) = exp
(
k−1∑
i=1
log(1 +Cδi)
)
 exp
(
C
k−1∑
i=1
δi
)
 exp
(
C
k−1∑
i=1
(C
√
μ)i + (k − 1)2C
√
θ
μ
)
= exp
(
C
k−1∑
i=1
(C
√
μ)i
)
exp
(
(k − 1)2C√θ
μ
)
 C exp
(
k2C
√
θ
μ
)
.
Hence as
√
θ  1−α∗1+α∗
μ lnμ−1
2C by (4.42), we get
k−1∏
i=1
(1 +Cδi) Cμ
(α∗−1)k
1+α∗ ,
which yields ‖Ak‖2  Cμ
(α∗−1)k
1+α∗ due to (1) of the claim. Therefore (4.43) is proved.
By using (4.43) we can now conclude that
‖bk − bk−1‖
∥∥(A−1k )t · (bk − bk−1)∥∥‖Ak‖ 2ceCμ(1+α)/2 μ
k
2 (α− 1−α
∗
1+α∗ ) (4.44)
where the second inequality is due to (4) of the claim. Since α− 1−α∗1+α∗ > 0, it follows from (4.44)
and (4) of the claim that {ak} ⊂ R and {bk} ⊂ Rn are Cauchy sequences, and hence ak → a and
bk → b for some a ∈R and b ∈Rn. Let l(x) := a+b ·x. As b0 = 0 and by using (4.44), we have
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k−1∑
i=0
‖bi+1 − bi‖ 2ceC
μ(1+α)/2
k−1∑
i=0
μ
i
2 (α− 1−α
∗
1+α∗ ) = 2ceC
μ(1+α)/2
1 −μk2 (α− 1−α
∗
1+α∗ )
1 −μ 12 (α− 1−α
∗
1+α∗ )
giving
∥∥Dl(0)∥∥= ‖b‖ = lim
k→∞‖bk‖
2ceC
μ(1+α)/2(1 −μ 12 (α− 1−α
∗
1+α∗ ))
. (4.45)
Similarly, (4) of the claim also yields
∣∣l(0)∣∣= |a| = lim
k→∞|ak|
2ce
1 −μ 1+α2
. (4.46)
Next observe that
B
(
√
2C)−1μ
k
1+α∗
(0) ⊂ Sμk (φ) for all k = 1,2, . . . .
Indeed if x ∈ B
(
√
2C)−1μ
k
1+α∗
(0), then we have by (4.43)
∣∣μ−k2 Akx∣∣ μ−k2 ‖Ak‖|x| Cμ−k2 μ−k(1−α∗)2(1+α∗) (√2C)−1μ k1+α∗ = 1√
2
< (1 − δk)
√
2
since δk < δ1 < 1 − 65√2 . Hence μ
−k
2 Akx ∈ μ−k2 AkSμk (φ) by Claim (2) and so x ∈ Sμk (φ).
Therefore for any integer number k0  1 and any x ∈ B
(
√
2C)−1μ
k0
1+α∗
(0), we obtain
x ∈ Sμk0 (φ) and ‖Akx‖ ‖Ak‖|x| (
√
2 )−1μ
−k(1−α∗)
2(1+α∗) μ
k0
1+α∗ .
Consequently,
∣∣u(x)− l(x)∣∣ ∣∣u(x)− lk0−1(x)∣∣+ ∣∣l(x)− lk0−1(x)∣∣
= ∣∣u(x)− lk0−1(x)∣∣+ limm→∞ ∣∣lm(x)− lk0−1(x)∣∣
 μ
k0−1
2 (1+α) +
∞∑
k=k0
∣∣lk(x)− lk−1(x)∣∣
= μk0−12 (1+α) +
∞∑
k=k0
∣∣(ak − ak−1)+ 〈(A−1k )t · (bk − bk−1),Akx〉∣∣
 μ
k0−1
2 (1+α) +
∞∑
k=k0
[|ak − ak−1| + ∥∥(A−1k )t · (bk − bk−1)∥∥‖Akx‖]
 μ
k0−1
2 (1+α) + 2ce
∞∑[
μ
k−1
2 (1+α) +μ(k−1)α−12 (√2 )−1μ−k(1−α
∗)
2(1+α∗) μ
k0
1+α∗
]k=k0
2066 C.E. Gutiérrez, T. Nguyen / Advances in Mathematics 228 (2011) 2034–2070= μ(k0−1)(α+1)/2 + 2ce
∞∑
k=k0
μ(k−1)(α+1)/2
+ √2ceμk0/(1+α∗)μ−(α+1)/2
∞∑
k=k0
μ
k
2 (α− 1−α
∗
1+α∗ )
=
[
1 + 2ce
1 −μ 1+α2
+
√
2ce
1 −μ 12 (α− 1−α
∗
1+α∗ )
]
μ
k0−1
2 (1+α)
= C′((√2C)−1μ k01+α∗ ) (1+α∗)(1+α)2
= C′((√2C)−1μ k01+α∗ )1+α′ .
This together with (4.45) and (4.46) gives (4.35) as desired with μ∗ := (√2C)−1μ 11+α∗ . 
By a perturbation argument, we obtain the next theorem as a consequence of Theorem 4.5.
We use the following notation:
Definition 4.6. For f ∈ Lnloc(Ω), let
[f ]nα,Ω := sup
Sr (φ,x)Ω
r
1−α
2
(
1
|Sr(φ, x)|
∫
Sr (φ,x)
|f |n dx
)1/n
.
It is clear from Lemma 2.3 and Hölder’s inequality that if f ∈ Lp(Ω) for p > n, then
[f ]nα,Ω < ∞ for some α > 0.
Theorem 4.7. Let Ω be a normalized convex domain and φ ∈ C(Ω¯) be a convex solution to
detD2φ = g in Ω and φ = 0 on ∂Ω , where g ∈ C(Ω) satisfying λ  g(x)  Λ in Ω . Then if
u ∈ W 2,nloc (Ω) is a solution of Lφu = f in Ω with [f ]nα,Ω < ∞ for some 0 < α < 1, we have
u ∈ C1,α′loc (Ω) for any α′ ∈ (0, α). Moreover, for Ω ′ Ω there holds
‖u‖
C1,α′ (Ω ′)  C
{‖u‖L∞(Ω) + [f ]nα,Ω},
where C depends on n, α, α′, λ, Λ, dist(Ω ′, ∂Ω) and the modulus of continuity of g.
Proof. Let 0 < α′ < α and Ω ′  Ω . Given 0 > 0, since g ∈ C(Ω) and by Lemma 2.1 there
exists h0 > 0 such that for any x0 ∈ Ω ′,
BC1h0(x0) ⊂ Sh0(φ, x0) ⊂ BC2hb0 (x0) and
∣∣g(y)− g(x0)∣∣ 0 ∀y ∈ Sh0(φ, x0).
Let T x = A(x−x0)+y0 be the affine transformation such that B1(0) ⊂ T Sh0(φ, x0) ⊂ Bn(0).
In particular by combining with Lemma 2.3 we get C1  |detA| 2n h0  C2 for some positive
constants C1 and C2 depending only on n, λ and Λ.
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φ∗(y) := κ0
[
φ
(
T −1y
)− lx0(T −1y)− h0] and v(y) := g(x0)κ α−320 u(T −1y), for y ∈ Ω∗
where κ0 := |detA|
2
n
g(x0)
1
n
and lx0(x) is the supporting function of φ at x0. Then
D2φ∗(y) = κ0
(
A−1
)t
D2φ
(
T −1y
)
A−1, detD2φ∗(y) = detD
2φ(T −1y)
g(x0)
= g(T
−1y)
g(x0)
,
Φ∗(y) = κ0
g(x0)
AΦ
(
T −1y
)
At, D2v(y) = g(x0)κ
α−3
2
0
(
A−1
)t
D2u
(
T −1y
)
A−1.
As g(x0)− 0  g(T −1y) g(x0)+ 0 in Ω∗, these imply that
1 − 0
λ
 detD2φ∗(y) 1 + 0
λ
and Lφ∗v(y) = κ
α−1
2
0 f
(
T −1y
)=: f˜ (y) in Ω∗.
Note that y0 is the minimum point of φ∗ in Ω∗ with φ∗(y0) = −κ0h0. Since
Sr
(
φ∗
) := Sr(φ∗, y0)= T Sκ−10 r (φ, x0) for r  κ0h0,
we have
(
1
|Sr(φ∗)|
∫
Sr (φ∗)
∣∣f˜ (y)∣∣n dy) 1n = κ α−120
(
1
|T S
κ−10 r
(φ, x0)|
∫
T S
κ
−1
0 r
(φ,x0)
∣∣f (T −1y)∣∣n dy) 1n
= κ
α−1
2
0
(
1
|S
κ−10 r
(φ, x0)|
∫
S
κ
−1
0 r
(φ,x0)
∣∣f (x)∣∣n dx) 1n
 κ
α−1
2
0 [f ]nα,Ω
(
κ−10 r
) α−1
2
= [f ]nα,Ωr
α−1
2 for all r  κ0h0.
Moreover κ0h0 = |detA|
2
n h0
g(x0)
1
n
 C(λ,Λ) > 0 as |detA| 2n h0 ≈ 1. Therefore if we choose 0 := λθ ,
where θ > 0 is the constant given in Theorem 4.5 corresponding to r0 := C(λ,Λ), then by
Theorem 4.5 there exist constants μ∗,C > 0 depending only on n, α, α′, λ and Λ, and an affine
function l¯ such that
∣∣v(y)− l¯(y)∣∣ C|y − y0|1+α′{‖v‖L∞(Ω∗) + [f ]nα,Ω} for all y ∈ Bμ∗(y0)Ω∗. (4.47)
Observe that as BC1h0(x0) ⊂ Sh0(φ, x0), we have T BC1h0(x0) ⊂ Bn(0), i.e., ABC1h0(0) + y0 ⊂
Bn(0). This yields ‖A‖ Ch−10 . Thus T Bμ∗h0
C
(x0) ⊂ Bμ∗(y0) and we obtain from (4.47) and by
rescaling back that
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= g(x0)−1κ
3−α
2
0
∣∣v(T x)− l¯(T x)∣∣
 C‖A‖1+α′ |x − x0|1+α′g(x0)−1κ
3−α
2
0
{‖v‖L∞(Ω∗) + [f ]nα,Ω}
= C‖A‖1+α′ |x − x0|1+α′
{
‖u‖L∞(Sh0 (φ,x0)) + g(x0)−1
( |detA| 2n
g(x0)
1
n
) 3−α
2 [f ]nα,Ω
}
 Ch−(1+α
′)
0 h
α−3
2
0 |x − x0|1+α
′{‖u‖L∞(Sh0 (φ,x0)) + [f ]nα,Ω} for all x ∈ Bμ∗h0
C
(x0),
where (·, x0) is the function given by (x, x0) := g(x0)−1κ
3−α
2
0 l¯(T x). That is u is C
1,α′ at x0. In
other words, we proved that for any x0 ∈ Ω ′ there exists a linear function (x, x0) such that
∣∣u(x)− (x, x0)∣∣ Chα−2α′−520 {‖u‖L∞(Ω) + [f ]nα,Ω}|x − x0|1+α′
for all x ∈ Bμ∗h0
C
(x0). (4.48)
We claim that this implies
∣∣Du(x1)−Du(x2)∣∣ C{‖u‖L∞(Ω) + [f ]nα,Ω}|x1 − x2|α′ for all x1, x2 ∈ Ω ′, (4.49)
where C depends also on h0 and hence on the modulus of continuity of g. In order to prove the
claim we use the following lemma of Calderón–Zygmund, [6, Lemma 2.6].
Lemma 4.8. Given an integer m  0, there exists a function ϕ ∈ C∞0 (Rn) with support in the
unit ball such that ϕ ∗ P = P for each  > 0 and every polynomial P of degree m. As usual,
ϕ(x) := −nϕ(x/).
Let C1 := Ch
α−2α′−5
2
0 {‖u‖L∞(Ω) + [f ]nα,Ω }. From (4.48) it follows immediately that
(x0, x0) = u(x0) and
∣∣∣∣u(hej + x0)− u(x0)h − (hej + x0, x0)− (x0, x0)h
∣∣∣∣ C1|hej |1+α
′
|h| → 0,
as h → 0. So Dx(x0, x0) = Du(x0) and hence Dx(x, x0) ≡ Du(x0) for each x0 ∈ Ω ′.
By dividing the segment connecting x1 and x2 into a finite number of segments if necessary,
we only need to verify (4.49) for x1, x2 ∈ Ω ′ satisfying |x1 − x2|  μ∗h0C . For such x1 and x2,
write
u(x) = u(x)− (x, x1)+ (x, x1),
u(x) = u(x)− (x, x2)+ (x, x2),
and convolving these expressions with ϕ and using Lemma 4.8 with m = 1 we get
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[
u− (·, x1)
] ∗ ϕ(x)+ (x, x1),
u(x) =
[
u− (·, x2)
] ∗ ϕ(x)+ (x, x2),
for dist(x, ∂Ω) > , and taking derivatives
Dju(x) =
[
u− (·, x1)
] ∗Djϕ(x)+Dju(x1),
Dju(x) =
[
u− (·, x2)
] ∗Djϕ(x)+Dju(x2).
Hence Dju(x1) − Dju(x2) = [u − (·, x2)] ∗ Djϕ(x) − [u − (·, x1)] ∗ Djϕ(x) = I1 − I2,
where
Ii := −n−1
∫
|y−x|<
[
u(y)− (y, xi)
]
Djϕ
(
(x − y)/)dy.
If we let x := (x1 + x2)/2, and  := |x1 − x2|/2, then we get that B(x) ⊂ B2(xi) ⊂ Bμ∗h0
C
(xi)
for i = 1,2, and so from (4.48) we obtain
|Ii | −n−1
∫
|y−xi |<2
∣∣u(y)− (y, xi)∣∣∣∣Djϕ((x − y)/)∣∣dy
 −n−1C1‖Djϕ‖∞
∫
|y−xi |<2
|y − xi |1+α′ dy
 CnC1(2)α
′
= CnC1|x1 − x2|α′ ,
and (4.49) follows as claimed. The proof of the theorem is completed. 
We remark that Theorem 4.7 still holds if one replaces the condition φ = 0 on ∂Ω by the
condition φ = ψ on ∂Ω where ψ ∈ C1,β(∂Ω) for some β > 1 − 2
n
. This new condition is neces-
sary as shown by Pogorelov’s examples to ensure that the graph of the function φ in Ω does not
contain any line segment (see for example [9, Theorem 5.4.7]).
We end the paper by a comment on Hölder estimates for second derivatives of solutions to the
linearized Monge–Ampère equation. Assume that detD2φ = g in Ω and φ = 0 on ∂Ω , where
g ∈ Cαloc(Ω) and λ  g  Λ in Ω . Then as mentioned in the introduction if u is a solution to
the equation Lφu = f in Ω with f ∈ Cαloc(Ω), then we have C2,α interior estimates for u. This
follows from Caffarelli C2,α estimates for the function φ and the classical Schauder’s estimates
for linear uniformly elliptic equations. However a direct proof of this C2,α estimate for u can be
derived from the method used in this paper.
Acknowledgments
The authors would like to thank Qingbo Huang for useful conversations on the reference [13].
T. Nguyen acknowledges the hospitality of the Department of Mathematics, Temple University.
It is our pleasure to thank the referee for useful comments and suggestions.
2070 C.E. Gutiérrez, T. Nguyen / Advances in Mathematics 228 (2011) 2034–2070References
[1] Y. Brenier, Polar factorization and monotone rearrangement of vector valued functions, Comm. Pure Appl. Math. 44
(1991) 375–417.
[2] L.A. Caffarelli, Interior a priori estimates for solutions of fully nonlinear elliptic equations, Ann. of Math. 130
(1989) 189–213.
[3] L.A. Caffarelli, Interior W2,p estimates for solutions of the Monge–Ampère equation, Ann. of Math. 131 (1990)
135–150.
[4] L.A. Caffarelli, X. Cabré, Fully Nonlinear Elliptic Equations, Amer. Math. Soc. Colloq. Publ., vol. 43, American
Mathematical Society, Providence, RI, 1995.
[5] L.A. Caffarelli, C.E. Gutiérrez, Properties of the solutions of the linearized Monge–Ampère equation, Amer. J.
Math. 119 (2) (1997) 423–465.
[6] A.P. Calderón, A. Zygmund, Local properties of solutions of elliptic partial differential equations, Studia Math. 20
(1961) 171–225.
[7] S.K. Donaldson, Interior estimates for solutions of Abreu’s equation, Collect. Math. 56 (2) (2005) 103–142.
[8] D. Gilbarg, N.S. Trudinger, Elliptic Partial Differential Equations of Second Order, 2nd edition, Springer-Verlag,
New York, 1983.
[9] C.E. Gutiérrez, The Monge–Ampère Equation, Birkhäuser, Boston, MA, 2001.
[10] C.E. Gutiérrez, F. Tournier, W2,p-estimates for solutions to the linearized Monge–Ampère equation, Trans. Amer.
Math. Soc. 358 (2006) 4843–4872.
[11] Q. Han, F.-H. Lin, Elliptic Partial Differential Equations, Courant Lect. Notes Math., vol. 1, Courant Institute, 1997.
[12] Qingbo Huang, On the mean oscillation of the hessian of solutions to the Monge–Ampère equation, Adv.
Math. 207 (2) (2006) 599–616.
[13] Qingbo Huang, Sharp regularity results on second derivatives of solutions to the Monge–Ampère equation with
VMO type data, Comm. Pure Appl. Math. 62 (5) (2009) 677–705.
[14] G. Loeper, A fully nonlinear version of the incompressible Euler equations: the semigeostrophic system, SIAM J.
Math. Anal. 38 (3) (2006) 795–823.
[15] J. Norbury, M. Cullen, R. Purser, Generalized Lagrangian solutions for atmospheric and oceanic flows, SIAM J.
Math. Anal. 51 (1) (1991) 20–31.
[16] O. Savin, A Liouville theorem for solutions to the linearized Monge–Ampère equation, Discrete Contin. Dyn.
Syst. 28 (3) (2010) 865–873.
[17] N.S. Trudinger, Glimpses of nonlinear partial differential equations in the twentieth century. A priori estimates and
the Bernstein problem, in: L.H.Y. Chen, J.P. Jesudason, C.H. Lai, C.H. Oh, K.K. Phua, E.-C. Tan (Eds.), Challenges
for the 21st Century: International Conference on Fundamental Sciences: Mathematics and Theoretical Physics,
World Scientific Publishing Company, Singapore, 2001, pp. 196–212.
[18] N.S. Trudinger, Xu-Jia Wang, The Bernstein problem for affine maximal hypersurfaces, Invent. Math. 140 (2000)
399–422.
[19] N.S. Trudinger, Xu-Jia Wang, The Monge–Amper`e equation and its geometric applications, in: Handbook of Geo-
metric Analysis, in: Adv. Lectures Math., vol. 1, Int. Press, 2008, pp. 467–524.
Further reading
[20] L.A. Caffarelli, Some regularity properties of solutions of Monge–Ampère equation, Comm. Pure Appl. Math. 44
(1991) 965–969.
[21] A.V. Pogorelov, The Minkowski Multidimensional Problem, John Wiley & Sons, Washington, DC, 1978.
[22] A. ´Swiech, W1,p -interior estimates for solutions of fully nonlinear uniformly elliptic equations, Adv. Difference
Equ. 2 (6) (1997) 1005–1027.
