Abstract. This paper presents an investigation on the computational complexity of stochastic optimization problems. We discuss a scenariobased model which captures the important classes of two-stage stochastic combinatorial optimization, two-stage stochastic linear programming, and two-stage stochastic integer linear programming. This model can also be used to handle chance constraints, which are used in many stochastic optimization problems. We derive general upper bounds for the complexity of computational problems related to this model, which hold under very mild conditions. Additionally, we show that these upper bounds are matched for some stochastic combinatorial optimization problems arising in the field of transportation and logistics.
Introduction
Stochastic optimization problems have received increasing attention in recent years. While these problems are used extensively in practice, our theoretical understanding of their complexity is far from complete. Hardness results have been obtained in the context of two-stage stochastic linear programming and two-stage stochastic integer linear programming [3] . It has been shown that just the evaluation of the objective function is already #P-hard, where #P denotes the famous class of counting problems originally introduced in [7] . The same hardness results could have been derived for the corresponding decision and optimization variants. Similar lower bounds have been obtained in the context of stochastic combinatorial optimization problems for a widely used stochastic vehicle routing problem [8] . Analogously, it can be shown that the evaluation of stochastic/chance constraints is #P-hard as well. On the other hand, we do not have strong upper bounds for the computational complexity of stochastic optimization problems. Some attempts have been done in [3] , but the corresponding results are controversial, since the equality of P #P and N P #P is assumed, which is to the best of our knowledge still an open problem.
In this paper we investigate a very general scenario-based model for stochastic optimization problems. This model includes, among others, the above mentioned classes of two-stage stochastic linear programming and two-stage stochastic combinatorial optimization. Our main results are general upper bounds, which hold under very mild assumptions, and lower bounds derived for a very plausible stochastic vehicle routing problem. We show that the evaluation of the objective function is in F P #P [1] and that the evaluation of constraints is in PP. Furthermore, the decision variant of such problems resides in N P #P [1] and the optimization variant can be solved with multiple calls to the corresponding decision variant and is therefore in F P N P #P [1] . We then show that these bounds are actually matched by an existing stochastic vehicle routing problem, where the objective function is #P-hard and the decision and optimization variants are both N P #P [1] -hard. The remaining part of this paper is organized as follows. We start with a discussion of the model used in this paper in Section 2, and explain why this model captures many important stochastic optimization problems. In Section 3 we derive general upper bounds for some computational tasks related to this model, which hold under very mild conditions. We then continue to show that these upper bounds are actually matched for a (non artificial) stochastic vehicle routing problem (Section 4). Finally, we conclude the paper with a short discussion of the results and their implications in Section 5.
The Stochastic Optimization Model
We discuss a scenario-based model for stochastic optimization problems that is very general and captures, among others, two-stage stochastic combinatorial optimization, two-stage stochastic linear programming and two-stage stochastic integer linear programming. Additionally, this model can also handle chance constraints which are used in many stochastic optimization problems.
The basic assumption of our model is that we can describe the objective function and the constraints in a scenario-based way. For a given problem instance, we have a set X of solutions and a set S of scenarios. There is a mass function p : S → R + representing the probabilities of the scenarios and a function k : X × S → R + representing the costs of a solution under a specific scenario. The objective function f : X → R + is then the expectation of the costs over the scenarios, that is, for a given solution x ∈ X , we have f (x) = s∈S p(s)k(x, s). Constraints representing simple predicates on the solution space are allowed and divided into the two sets C and D. Constraints c ∈ C are computable predicates c : X → {false, true} and correspond to non-stochastic constraints. Constraints in D are defined in a similar way as the objective function and correspond to stochastic constraints. Each d ∈ D is associated with two functions p d : S → R + and k d : X × S → R and a bound b d ∈ R. For a given solution x ∈ X , the predicate d is simply
For the model to be meaningful, we need the following additional assumptions. First of all, we assume that the input, including all the functions' specifications, is shortly encoded in the sense that the sets X and S are of at most exponential size with respect to the input. Additionally, we require that the size of these sets can be efficiently computed and that these two sets can be efficiently enumerated. Furthermore, we require p and k to provide efficiently computable numbers 1 . Analogously, the functions p d and k d associated with the constraints d ∈ D are required to provide efficiently computable numbers. Finally, the predicates c ∈ C are required to be computable in polynomial time.
This model is very powerful and it is easy to verify that it captures the important classes of two-stage stochastic combinatorial optimization, two-stage stochastic linear programming, two-stage stochastic integer linear programming (with continuous variables in the second stage) and chance-constrained programming. For more information about these classes we refer to [1] .
General Upper Bounds
The relation between stochastic optimization problems [1] and counting problems [7] has proven to be very useful in order to derive results about the computational complexity of stochastic optimization problems [3, 8] . In this work we use the recently introduced framework of weighted counting [2] to derive upper bounds for the computational complexity of our model. For the sake of clarity, we first give an overview about the framework of weighted counting and the results which are needed in the context of this paper. We then discuss the very mild technical condition to our stochastic optimization model and give formulations for the corresponding computational problems. After that, we derive upper bounds for these computational problems using the results about weighted counting.
Weighted counting problems are a natural generalization of conventional counting problems [2] . The computational variant and the decision variant of weighted counting problems can be defined as follows.
Definition 1 (Weighted Counting Problem). We are given a polynomial p and a function w : {0, 1} ×{0, 1} → R that can be approximated by a polynomial time (in the size of the first two arguments and the third argument) computable
for all x ∈ {0, 1} , u ∈ {0, 1} , b ∈ N. The weighted counting problem associated with p and w is to compute for x ∈ {0, 1} the function
w(x, u).
1 That means p and k have one additional input which specifies the number of output bits that are required. In this way p and k are providing the numbers to any desired accuracy in polynomial time with respect to the input and the number of output bits.
Definition 2 (Weighted Counting Problem, Decision Variant). We are given a weighted counting problem defined by a polynomial p and a function w : {0, 1} × {0, 1} → R as well as a threshold value t ∈ Q. The corresponding decision problem is to decide for x ∈ {0, 1} whether f (x) ≥ t or not.
Here the variable x is the "input" and w is a function which assigns an efficiently computable weight to each of the exponentially many values of u. At a first glance, the relationship to our scenario-based model is apparent. The important observation is that we are able to describe the objective function and the stochastic constraints of stochastic optimization problems using the scenariobased model in terms of weighted counting. In fact, the computation of the objective function and the evaluation of the stochastic constraints can be seen as weighted counting problems themselves. By exploiting this fact, we derive upper bounds for the complexity of computational tasks related to stochastic optimization problems. The (slightly adapted) results regarding weighted counting [2] that are important for this work can be stated as follows. Theorem 1. We are given a weighted counting problem defined by a polynomial p and a function w : {0, 1} × {0, 1} → R. If the size of the output (eventually encoded as a fraction) is bounded by a polynomial q(|x|), then the given weighted counting problem is in F P #P [1] .
Theorem 2. We are given the decision variant of a weighted counting problem defined by a polynomial p, a function w : {0, 1} × {0, 1} → R and a threshold value t ∈ Q. If the size of the output (of the computational variant, eventually encoded as a fraction) is bounded by a polynomial q(|x|), then the problem is in PP.
It is evident that in order to use these results we have to make an additional, mild condition to our scenario-based model: We assume that the size of the output of the objective function and the (computational variants of the) constraints is polynomially bounded. That means that we require the output to be limited to a polynomial number of bits and this is indeed an extremely mild condition 2 . With this assumption, we can immediately obtain the following results.
Theorem 3. The following statements hold for stochastic optimization problems using the scenario-based model.
(i) The evaluation of the objective function is in F P #P [1] . (ii) Deciding whether a given solution has costs of at most t ∈ Q is in PP.
(iii) The evaluation of a stochastic constraint is in PP. (iv) Checking the feasibility of a given solution is in PP.
(v) The task of computing the objective function in case the given solution is feasible, or returning some arbitrarily fixed value in case the given solution is not feasible is in F P #P [1] .
Proof. (i), (ii) and (iii) follow directly from the fact that we can write the objective function and the stochastic constraints as weighted counting problems. Since PP is closed under multiple non-adaptive/independent calls [4] and since the constraints can be checked independently, (iv) follows. For (v) we have to combine the computation of the objective function and the verification of the constraints. It is clear that we can perform this task in polynomial time with 2 calls to a #P-oracle. Since these oracle calls are independent, they can be combined into a single call, which shows that the task is in F P #P [1] .
Using this result for the evaluation of solutions, we can derive the following upper bounds for the optimization and decision variants of stochastic optimization problems using the scenario-based model.
Theorem 4.
We have given a stochastic optimization problem using the scenariobased model and a bound t ∈ Q. The problem to decide whether a solution with costs at most t exists or not is in N P #P [1] .
Proof. Here the idea is to create all possible solutions for the given problem in a nondeterministic way. According to Theorem 3 the objective function and the constraints can be evaluated within the NP machine using only a single call to a #P-oracle. Finally, a solution is accepted if it is feasible and has costs of at most t. That means our N P #P [1] accepts the input if and only if there is at least one feasible solution which obeys the cost bound.
Theorem 5. We have given a stochastic optimization problem using the scenariobased model. The task to compute an optimal solution (if it exists) or to return some arbitrarily fixed value in the case where no feasible solution exists can be solved in polynomial time using an oracle for the decision version. In other words, this problem is in F P N P #P [1] .
Proof. We have to show that we can solve the optimization variant in polynomial time with oracle access to the decision variant. We start with a binary search to determine the costs of an optimal solution. Since the size of the output of the objective function is polynomially bounded, we can do this with polynomially many oracle calls. Once we know the value of an optimal solution, we perform a second binary search on the set of solutions. This can be done efficiently by dividing the set of solutions that is enumerated in the NP part of the oracle into two parts. We then continue with any of the two sets of solutions that still contains an optimal solution. Since the number of possible solutions is at most exponentially large, this step can also be performed with at most polynomially many oracle calls.
Hardness Results for the Dependent PTSPD
In this section we will complement the general upper bounds for our model of stochastic optimization problems with lower bounds for a specific stochastic vehicle routing problem. It seems fairly easy to prove such lower bounds for artificially created stochastic optimization problems. The strength of our results is based on the fact that we are able to show strong lower bounds for a practical stochastic combinatorial optimization problem.
We focus on the Dependent Probabilistic Traveling Salesman Problem with Deadlines (Dependent PTSPD, [8] ). As a generalization of the Probabilistic Traveling Salesman Problem with Deadlines, the objective function is #P-hard [8] and therefore basically matches the lower bound derived in the previous section. The Dependent PTSPD also inherits the #P-hardness for the decision and optimization variants from the PTSPD. We strengthen these hardness results and show that the optimization and decision variants of the Dependent PTSPD are both in fact N P #P [1] -hard. For this purpose we use reductions from the N P #P [1] -complete problem E-MINORITY-SAT (explained later on). We first give the formal definitions of the problems used in this section. After that we present the reduction from E-MINORITY-SAT to the decision variant of the Dependent PTSPD in detail. At the end, we show how this reduction can be modified for the optimization variant of the Dependent PTSPD.
Problem Definitions
In [6] it has been shown that the problem E-MAJ-SAT is N P #P [1] -complete. For this problem we have given a formula in conjunctive normal form. The variables are partitioned into two sets. The question is if there exists an assignment for the first set of variables such that at least half of the assignments for the second set of variables (together with the assignment for the first set of variables) satisfy the given formula. For our proof we use a variant of this problem called E-MINORITY-SAT, which is defined analogously but asks for at most half of the assignments to satisfy the formula.
Problem 1 (E-MINORITY-SAT).
We have given a boolean formula over n variables x 1 , x 2 , . . . , x n in conjunctive normal form with m clauses and a number k ∈ {0, 1, . . . , n}. The task is to decide if there exists an assignment of the first k variables, such that at most half of the assignments of the remaining variables (together with the assignment of the first k variables) satisfy the given formula.
The proof is analogous to the one for E-MAJ-SAT [6] and makes use of PP closure properties [4] .
The formal definition of the Dependent Probabilistic Traveling Salesman Problem (Dependent PTSPD, [8] ) is more intricate. Here we refer as V a set of n locations, including the special starting point v 0 ∈ V . We have given distances / travel times between the locations which are represented by a function d : V × V → Q + . Deadlines for different customers are modeled using a function t : V → Q + and penalty values for different customers are modeled using a function h : V → Q + . For simplicity we also define these values for the starting point v 0 , although we meet the deadline at v 0 nevertheless, since we start the tour there. Additionally, the presence of customers is modeled in a stochastic way. We allow certain kinds of dependencies between the presence of different customers. Two customers v i , v j ∈ V can be bonded in the following way: (1) the presence of v i and v j is independent, (2) v i is present if and only if v j is present, or (3) v i is present if and only if v j is absent. These dependencies can be efficiently modeled by defining sets of paired customers and their associated bonds. We avoid further details for the sake of clarity, since we explicitly point out the necessary dependencies used in our reduction. The probabilities for the customers' presence are represented by a function p : V → [0, 1]. Obviously, p is assumed to respect the dependencies.
A solution can now be represented by a permutation τ : [n] → V with τ 1 = v 0 . For a specific realization of the customers' presence we use this solution to derive a second-stage solution just by skipping customers which are absent. The costs for the second-stage solution are then the sum of the travel times plus the penalties for missed deadlines. We assume that a customer specific fixed penalty of h(v) for customer v ∈ V occurs in case the deadline is missed, independently of the actual delay. The costs for a solution τ are the expected costs of the second-stage solutions derived from τ over the different realizations of the customers' presence.
Let τ : [n] → V with τ 1 = v 0 be a solution. For all v ∈ V , let A v be a random variable indicating the arrival time at customer v. Since the travel times of the second-stage solutions are identical to those of the Probabilistic Traveling Salesman Problem (PTSP, [5, 9] ), the costs of τ can be expressed as
The first part of the costs is the (polynomial time computable) objective function of the PTSP and represents the expected travel times over the secondstage solutions. The second part represents the penalties for missed deadlines. With this expression for the costs of a solution, we define the decision and optimization variants of the Dependent PTSPD in the following way. 
Hardness of the Decision Variant
We now present a reduction from E-MINORITY-SAT to the decision variant of the Dependent PTSPD. First, we give the general idea behind the reduction, and then we show step by step how for any given instance of E-MINORITY-SAT an instance of the Dependent PTSPD can be constructed. Based on this construction we conclude that the Dependent PTSPD is N P #P [1] -hard. Later we show how this reduction can be modified to obtain the same hardness result for the optimization variant of the Dependent PTSPD.
The overall idea is to construct, for a given E-MINORITY-SAT instance, a highly restricted instance for the decision variant Dependent PTSPD. By highly restricted we mean that deadlines are used to allow only certain paths to appear in an optimal solution. We then simulate the NP decision process, that is, we simulate the assignment for the first set of variables, by using a gadget for each variable which allows an optimal solution to take one of two possible paths. By using customers which are present with a probability of 1/2 and with properly defined dependencies, we create "copies" of these assignments. The second set of variables from the E-MINORITY-SAT instance is modeled by customers which are present with a probability of 1/2. In this case proper dependencies can be used to directly create "copies" of these customers. We then build a new collection of gadgets for the clauses of the formula. The idea is that an assignment which satisfies the formula leads to a certain (controlled) delay. At the end, a special customer is added. The probability for a deadline violation at this customer in an optimal solution enables us to infer the minimum (over the assignments of the first set of variables) number of assignments for the second set of variables that satisfy the clauses. Finally, the cost of an optimal solution for the constructed instance allows us to infer the probability with which the deadline is actually violated in an optimal solution, and this solves the given E-MINORITY-SAT instance.
Simulating the assignment of the first k variables: For the simulation of the NP decision process, we use the gadget depicted in Figure 1 . The distance function used here (and also throughout the whole instance) is the Euclidean distance. The starting customer here is v 0 . The presence probabilities are 1 for all customers except x 1 andx 1 . The presence probabilities for these two customers are 1/2 and additionally x 1 is present if and only ifx 1 is absent 3 .
By using large enough penalty values and appropriate deadlines, we can force a solution to take one of the following two paths:
. The first path corresponds to an assignment of true for the corresponding x i from the E-MINORITY-SAT formula, while the second corresponds to an assignment of false for x i . The goal of the stochastic customers is to guess such chosen assignment. In case the guess is wrong, the travel time within this gadget is by a value of d(x i ,x i ) = ε larger than if the guess would be correct. The reason why we are guessing the chosen assignment is that we can use dependencies between stochastic customers to create "copies" which we require at later stages of the construction to check the clauses. The drawback is that we have to handle the case in which the guess is wrong, but this is not an issue as we will see soon. It is clear that we can put k of these gadgets in a row to simulate the assignment of the first k variables. Since we might have some additional delay of ε for each of the gadgets, the deadlines all contain some sort of slack. As long as this distance is small enough compared to the other distances in the gadget, this does not change the overall characteristic of possible optimal paths.
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The situation now is as follows. A solution in which the gadgets are visited one after another and in which one of the two paths is chosen for each of the gadgets is always better (of lower cost) than a solution which does not visit the customers in this order. This just follows from the fact that we can use sufficiently large penalty values for the involved customers. Additionally, a realization of the presence for the customers x 1 , x 2 , . . . , x k (and therefore also for the customers x 1 ,x 2 , . . . ,x k ) might result in a delay. If the realization correctly guesses the assignment chosen by the path, the delay is 0, otherwise the delay is at least ε.
Verifying the clauses: To verify the clauses' satisfiability, we build gadgets as depicted in Figure 2 . Here we illustrate the construction for the clause x 1 ∨x 3 ∨ x 4 ∨ x 7 . The two customers w 0 and w 1 on the bottom part have to be always visited, while the customers on the top part correspond to the literals used in this particular clause. A separate customer is used for each literal, sharing the same position with the other literal customers. Their presence depends on the actual variable assignment. We set the deadlines of all the customers in such a way that they have to be visited from left to right. In case one of the top customers is present and requires to be visited, an additionally travel time of ε/m is required. This corresponds to the case in which the clause is satisfied. Please note that the realization of the x-variables might not correspond to the assignment defined by the paths that were chosen in the first part of the constructed instance, because it might be that the x-variables have not guessed this assignment correctly. We will handle this case soon.
It is clear that we can put m of these gadgets next to each other to check all the clauses given in the E-MINORITY-SAT instance. Here the deadlines of subsequent gadgets have to be adapted accordingly. If the whole formula is satisfied by the realization of the x-variables, we get a delay of ε/m for each of the clauses for a total delay of ε. This means that the total delay after all clause gadgets is at least ε if the realization of the x-variables is not correctly guessing the assignment defined by the chosen paths, or if the guess is correct and the x-variables satisfy the formula. Otherwise, the delay is at most ε − ε/m. t(w0) = 2kε t(w1) = 10 + 2kε Putting everything together: We will now place the two sets of gadgets next to each other. Additionally, we will add a special customer z after the clause gadgets. Let T be the arrival time at z without any of the delays. We now use for z a deadline of t(z) = T + ε − ε/m. In an optimal tour, z is the last customer visited. After visiting z, the vehicle returns to the depot. z is also the only customer whose deadline is violated in an optimal solution. We set the penalty value for z to be h(z) = 2 2n . Let us analyze the costs of a solution which does not violate any deadlines except at customer z and which therefore corresponds to an assignment of the first k variables of the original E-MINORITY-SAT instance. There is no need to care about travel times, since the costs are completely dominated by the penalty at customer z. We are late at customer z if the guess of the decisions that have been made in the first part of the constructed instance is wrong. This happens with a probability of 1 − 2 −k . If our guess is correct, we arrive at the clause part without any additional delay. The deadline at customer z is then violated if and only if all the clauses are satisfied by the correctly guessed first k variables and the randomly assigned remaining n − k variables. Each assignment of the remaining n − k variables occurs with the same probability of 2 −n+k . Let r denote the number of satisfying assignments of the remaining n − k variables for the given assignment of the first k variables. We can now write the expected penalty as (
If there exists an assignment of the first k variables of the original E-MINORITY-SAT instance such that the formula is satisfied for at most half of the assignments of the remaining n − k variables, then there exists a solution for the Dependent PTSPD instance with costs of at most 2
On the other hand, if no such solution exists, then every solution for the Dependent PTSPD instance has higher cost. Considering the relatively small travel times, we can set the bound of the constructed instance to 2 2n −2 2n−k−1 +2 n −1. In this way we are able to solve the original E-MINORITY-SAT problem with the decision version of the Dependent PTSPD. 
Hardness of the Optimization Variant
To obtain the same hardness result for the optimization variant of the Dependent PTSPD, we have to modify the construction slightly. The same technique has been used in [8] and therefore we only describe the main ideas at this point. Instead of a single final customer z, we add three customers z 1 , z 2 , z 3 . z 1 is located at the position of z and is forced to be visited immediately after the clause part by imposing proper deadlines and penalties. The three new customers then form an equilateral triangle. This triangle is now placed in a way such that z 2 is closer to the depot than z 3 . The deadline which was formerly imposed on z will now be prolonged by the sidelength of the triangle and imposed on z 2 . No deadline is imposed on z 3 . In this way we offer an optimal solution two choices: visiting at the end of the tour z 1 , z 2 , z 3 or z 1 , z 3 , z 2 . In the first case the probability that the deadline at z 2 will be violated is lower than in the second case. On the other hand, the travel times are larger in the first case. Placing the triangle in a proper way and using adequate sidelengths, we are able to solve the original E-MINORITY-SAT instance by computing an optimal solution for this modified Dependent PTSPD instance. In case the optimal solution finishes with z 1 , z 2 , z 3 a solution for the E-MINORITY-SAT instance exists, if the optimal solution finishes with z 1 , z 3 , z 2 , no such solution exists. 
Discussion and Conclusions
In this paper we have investigated a very powerful scenario-based model of stochastic optimization problems. Using the framework of weighted counting we prove upper bounds for the complexity of various computational tasks related to these problems. Additionally, we show that these upper bounds are matched for a practical existing stochastic vehicle routing problem.
Many stochastic optimization problems inherit NP-hardness from their nonstochastic counterparts, which are usually contained as a special case. We believe that it is possible to obtain much stronger hardness results for a large number of these problems and we hope that our work can help in obtaining such stronger hardness results.
It would also be very interesting to better understand which properties of stochastic optimization problems are actually responsible for their hardness. In particular, it would be interesting to understand if the same hardness results can be obtained for (non artificial) stochastic optimization problems without any dependencies among the random variables. Our work also motivates the usage of approximation algorithms (for both, the objective function and the optimization variant). Objective functions which are #P-hard might still allow for efficient approximations. In this case, the class NP would be an upper bound for the complexity of an approximative version of the decision variant (the upper bound for the optimization variant would change accordingly). On the other hand, inapproximability results for certain stochastic optimization problems could even further strengthen the already existing hardness results.
