Wireless user perception (WeUP) is considered one of the most important factors in designing next-generation wireless communications systems. The recognition of WeUP involves lots of labor cost up to now. In order to solve this problem, this paper proposes an accuracy recognition algorithm for WeUP based on dimensional reduction and semi-supervised clustering. Usually, the WeUP is highly reflected in the key quality indicator (KQI). we build up a database of KQI including more than 1000 cells to train a deep belief autoencoder (DBA) for dimensional reduction (DR). Then we feed the historical unlabeled and manual-labeled negative data set after dimensional reduction into semi-supervised clustering model. After that, we find out a recognition range, which is the most similar to manual-labeled objects with unsatisfied WeUP. Simulation results show that our proposed method achieves an accurate recognition of unsatisfied WeUP over 93%.The study indicates that dimensional reduction and semi-supervised machine learning method is effective in recognizing unsatisfied WeUP in wireless networks.
I. INTRODUCTION
With the development of wireless communications [1] - [14] and internet of things (IoT) [15] - [18] , wireless users often require good experience on wireless user perception (WeUP). In parallel, WeUP is gaining interest, which aims at providing good and stable services to users. However, unsatisfied WeUP appears in some cells, which cannot be filtered effectively with traditional methods by setting rules. The research motivation comes principally from complaints of users. The direct measurement of WeUP involves human participation and it requires a lot of time and effort. Two methods are proposed to improve quality of experience (QoE) [19] , [20] . These methods focus on solving problems from a theoretical perspective, The associate editor coordinating the review of this manuscript and approving it for publication was Min Jia . which ignores the practical problems in real system [21] , [22] . However, WeUP is highly relevant to the practical data.
Key quality indicator (KQI) data reflects the quality of WeUP. It consists of 14 features. For each cell, there are 8 rows of KQI data. Every object features 8 rows and 14 columns. In order to realize visualization and low computational complexity, dimensional reduction (DR) [23] is considered one of effective methods. M. Abdulhussain et al. proposed a principal component analysis (PCA) method to achieve dimensional reduction of text features [24] . Singular value decomposition (SVD) is a typical methodology to perform PCA. However, PCA based methods cannot explain the complex polynomial relationship between features. In [25] , dimensional reduction is applied to extract features from Hyper Spectral Nonnegative data. Shylaja et al. [26] use linear discriminant analysis (LDA) and SVD to improve the VOLUME 7, 2019 This work is licensed under a Creative Commons Attribution 4.0 License. For more information, see http://creativecommons.org/licenses/by/4.0/ efficiency of face recognition task. Existing DR algorithms perform well in linear relationship between features and face recognition. However, when these DR algorithms are used in the KQI data, the information loss is high and the recognition accuracy is low. Supervised based machine learning methods are proposed to perform classification and recognition in many applications [27] - [33] . For example, R. Kajale et al. propose a supervised machine learning method using classifiers and transferring the data to excel sheet is used for intelligent character recognition [33] . Recently, unsupervised machine learning methods are used for recognition and classification of text or images. However, these methods usually come with uncertainty because the data sets are unlabeled. Semi-supervised learning has been studied for a long history, which aims to classify a massive number of unlabeled objects given the existence of only a few labeled objects. Recently, many stateof-the-art semi-supervised methods are developed in wireless communications [34] - [46] .
Motivated by these previous research, in this paper, we propose an effective WeUP system via dimensional reduction and semi-supervised clustering. This system is distinguished from existing methods. We design a neural network for dimensional reduction in this particular application scenario. The semi-supervised clustering method works based on the data sets including partial data known. More precisely, we build up a data set of KQI from more than 1000 cells to train a deep belief autoencoder (DBA) for DR. Here DBA is applied to reduce the data dimension since it has low MSE in two dimensions [47] . DBA not only avoids the disadvantage of linear algorithms, but also improves the recognition accuracy. Then we divide history KQI data into different classes, and find out the most similar class to objects with unsatisfied WeUP by semi-supervised clustering method [48] . We define a recognition range according to the density of objects. Finally, we need to observe whether the manual-labeled objects fall into the recognition range to test recognition accuracy. The recognition accuracy is 93.7% by dimensional reduction and semi-supervised clustering.
The rest of this paper is organized as follows. Section II gives the system model. Section III introduces the data preprocessing. Section IV gives the introduction of dimensional reduction algorithm. The semi-supervised clustering algorithm is introduced in Section V. Section VI gives the performance evaluation of the proposed algorithm. Section VII summarizes our work. Figure 1 gives the flowchart of our proposed algorithm model, which consists of data preprocessing, dimensional reduction and semi-supervised clustering. Firstly, when the KQI data is entered into this model, it will be preprocessed into a vector. In the part of dimensional reduction (DR). we propose a DBA network to realize DR of the KQI data. The DBA works well with low information loss, which saves the non-linear characteristics of the KQI data. A semi-supervised clustering method is proposed to create an algorithm model for recognition of WeUP. The object after DR is located and recognized whether it belongs to the recognition range, which is given in this model. Finally, the algorithm model outputs the result of WeUP for this object.
II. SYSTEM MODEL

III. DATA PREPROCESSING A. DATA DESCRIPTION
In this paper, the data sets are obtained from wireless quality monitoring terminals. The relationship between F i (i = 1, 2, . . . , 14) and 14 features are given in Table 1 . Taking Cell 1 as an example, the KQI data of Cell 1 is given in Table 2 . As shown in Table 2 , each row shows 14 features at different time. In total, there are more than 8000 cells in a data set. For cells in Table 2 , the quality of WeUP is unknown. Table 3 gives another example of cells with unsatisfied WeUP. We consider this table as a negative data set. There are more than 2000 cells in this data set. 
B. DATA PREPROCESSING
Data preprocessing refers to a set of activities that is done to make raw data suitable for further processing in dimensional reduction and clustering. Data preprocessing is one of the first and critical steps for data mining and data analysis. In this paper, the data preprocessing contains of data cleaning, normalization and vectorization. Data cleaning is necessary for further processing due to a lot of missing value of the raw data. We delete the data of cells with a large number of missing values and fill missing value with median for the rest data. Normalization is to eliminate the dimensional influence among different indicators. In this paper, we opt for Min-Max normalization algorithm to convert the raw data to the range between 0 and 1. The Min-Max normalization is defined as
where x min and x max represent the minimum and maximum value in a column respectively. Table 4 shows the result of Table 1 after normalization. The vectorization plays an important role in the algorithm model. The process is illustrated in Figure 2 which the raw data is generated in the form of a matrix. We try to reshape the matrix to a vector with the data characteristics unchanged.
IV. DIMENSIONAL REDUCTION
As we can see in the aforementioned data description, the dimension of the data sets is very high, which causes invisibility and high computational complexity. Specifically, it is very hard to observe the characteristics of KQI data in high dimensions. Thus, it is impossible to find out the similarity between the unknown objects and those with unsatisfied WeUP. Hence, it is necessary to project the data from high dimension into two dimensions (2D) so that we can see the distribution and characteristics of the KQI data in 2D. Considering the nonlinear correlation among KQI features, we create a DBA which is inspired by deep belief network (DBN) to reduce the dimension. Both DBA and DBN consist of a set of Restricted Boltzmann Machines (RBMs) and the network training is the same.The distinguish of DBA is that the number of neurons in each layer is determined by our experimental result. and the number of neurons in core layer is designed as the number of dimensions. DBA consists of the encoder module and the decoder module. The structure of DBA is shown in Figure 3 . Encoder: In Figure 3 , the input vectors (x i ∈ R 112 ) are compressed into 64 numbers of neurons, which constitute the first hidden layer. The activation of the i-th neuron in this VOLUME 7, 2019 hidden layer is given by:
where x is the input vector, W represents the encoder weight matrix with size 64 × 112 and b is a bias vector of dimension 64. The Sigmoid function s( * ) is used as the activation function and it is defined by:
Through the first hidden layer, the input vector is encoded to a dimension 64 vector. The other hidden layers work like this until the input vector is encoded to 2D. Decoder: From the last hidden layer to output layer, the h i ∈ R 64 is decoded back to the original input space R 112 . The mapping function is given by:
We optimize the DBA to minimize the cost function
where n denotes the number of objects. X and X represent the output and input vector, respectively.
The change in a weight is given by
where w i is the weight changed. α is a learning rate which equals to 0.1. And the ∂C ∂w i is the gradient of w i computed by back propagation (BP) algorithm [50] . In the same way, the change in a deviation is given by
where b i is the changed deviation, the ∂C ∂b i is the gradient of b i computed by BP algorithm. The DBA model trained is saved to reduce the dimension of KQI data, which saves the non-linear characteristics of the original data and works with low information loss. When a new sample is entered into DBA, the encoder module encode this sample to two dimensions, which is the output of the core layer.
V. SEMI-SUPERVISED CLUSTERING ALGORITHM
After dimensional reduction, we need to input the data set into the clustering module to create a recognition range. Considering that the data set includes partial labeled samples, we design a semi-supervised clustering algorithm to recognize the quality of WeUP.
K -means clustering algorithm is one of the most popular algorithms in unsupervised clustering [51] . Suppose that we are given a data set X = (x 1 , . . . , x N ), where x n ∈ R d . The M -clustering problem aims at partitioning this data set into M disjoint clusters {C 1 , . . . , C M }. Although K -means clustering algorithm owns simple principle and usually works with good results, the results usually come with uncertainty. In this paper, we propose a semi-supervised clustering algorithm based on k-means clustering algorithm. More precisely, a number of unlabeled data is grouped into k classes and output k centroids. The K value is determined by our experimental result shown in section VI. The rationale of this step is similar to k-means clustering. Then we calculate the distances between each sample labeled as negative and k centroids, then partition this negative data set into k classes according to the least distance judgement. We viewed the class containing of more than 90% negative samples as the negative class and set a recognition range in this class according to the density of negative samples. Once we set the recognition range, we just need to calculate whether a new sample belongs to this range to recognize the quality of WeUP. The proposed semi-supervised clustering algorithm can be described in the Algorithm 1. The structure of the proposed algorithm is presented in Figure 4 .
Algorithm 1 Semi-Supervised Clustering Algorithm.
Problem: Find out the accuracy recognition range. 1 Input: Unlabeled data set after dimensional reduction. 2 Initialization: k centroids.
While objects move, do
Compute distances between each object and k centroids, then partition this data set into k disjoint subsets; Compute the centroids again in each subset; 4 Input: negative data set; 5 Compute distances between each object in the negative data set and k centroids, then partition this data set into the k classes; 6 Set a recognition range according to the density of negative objects; 7 Output the recognition range.
Various distance functions are used to measure the similarity among the objects. The distance function is measured by Euclidean distance [52] . The Euclidean distance between vector X = (x 1 , x 2 , . . . , x n ) and Y = (y 1 , y 2 , . . . , y n ) can be defined by
As shown in Figure 5 , both unlabeled data set and negative data set are entered into the clustering model after DR. Each point in this figure presents an object. The purple and yellow points constitute the unlabeled data set. The negative data set is presented as red points. For precise recognition of unsatisfied WeUP, it is required to find the most similar objects to the negative data. A circle with an appropriate radius is created as the recognition range. Hence, we just need to observe if an unlabeled object fall into this range to recognize its label of WeUP.
VI. PERFORMANCE EVALUATION OF THE PROPOSED ALGORITHM A. INTRODUCTION OF THE TEST DATA SET
In order to test the recognition accuracy of this proposed algorithm model, we generate a data set of cells with known WeUP as test data. Taking two cells from the data set as an example in Table 5 , we label cells with good KQI data with 0 and label those with poor KQI data with 1. The objects labeled 0 are positive and the objects labeled 1 are negative. The flowchart of the test is presented in Figure 6 .
B. PERFORMANCE COMPARISON
In order to demonstrate the performance of our proposed algorithm, in this section, we compare the performance of the proposed DBA with two popular DR algorithms including PCA [53] and Non-negative matrix factorization (NMF) [54] in terms of information loss. PCA is used widely due to its simplicity. PCA can be perceived as an unsupervised statistical linear dimension reduction scheme. PCA is a conventional method to find projection direction along which the total mean squared error is minimum. NMF is a group of algorithms in multivariate analysis and linear algebra where a matrix V is factorized into two matrices W and H , with the property that all three matrices have no negative elements. This non-negativity makes the resulting matrices easier to inspect. NMF can be widely used in image analysis, text mining and speech processing. We use PCA, NMF and the proposed DBA to perform dimensional reduction on the KQI data. Different algorithm comes with different mean-square error (MSE), which refers to information loss. The information loss of the three algorithms is shown in Figure 7 . We can observe that the proposed DBA can achieve the best performance due to its minimum MSE. Therefore, the proposed DBA is the most suitable algorithm for DR of KQI data among the three algorithms. Different k value leads to different recognition range. The comparison of results with different k value in semi-supervised clustering algorithm are shown in Figure 8 . In the three subplots, red points represent negative objects. We need find the class which is highly coincident with red points. Obviously, class 2 is overlapped with more than 90% of red points in Figure 8 (a). We can consider class 2 as the negative class. However, we cannot find the most suitable class when k equals 3 or 4 as shown in Figures 8(b) and 8(c). Finally, k value is selected as 2. When we find out the best negative class, we set the recognition range in this class.
Considering the KQI data might have different characteristics in different lower dimensional space, the recognition accuracy is highly related to the final dimension of KQI data. In this section, we try to change the number of neurons of the core layer in DBA, which means the data is converted into different dimensions to compare the recognition accuracy. The results are shown in Table 6 . As we can see from the table, the recognition accuracy increases with the decrease of the number of neurons in the core layer. The best recognition accuracy 93.7% is achieved when the input data is converted to two-dimensional space.
Compared to other dimensional reduction algorithms, another advantage of DBA is that we can adjust the number of hidden layers according to the performance of the whole system. We conduct experiments based on different hidden layers, and the experimental results are shown in Table 7 .
Considering the symmetry of neural network, we opt for 3, 5, 7, 9 as the number of hidden layers. When the number of hidden layers is more than 9, the performance decreases sharply. We can see from Table 7 , when the number of hidden layers equals 7, the recognition accuracy is highest.
VII. CONCLUSION
This paper has proposed an effective method to recognize cells with unsatisfied WeUP. The whole algorithm model was created based on a large number of historical data with machine learning methods. The model can be depicted by three parts including data preprocessing, dimensional reduction and semi-supervised clustering. For higher recognition accuracy, many parameters have been adjusted in this model and finally the recognition accuracy can be increased to 93.7%. The operators can formulate solutions to solve the unsatisfied WeUP according to the precise recognition. However, the recognition accuracy needs to be further improved. In the further research, the relationship between KQI and KPI should be analyzed in order to find out the basis reasons of unsatisfied WeUP. 
