In the discrete-time supercritical branching random walk there is a KestenStigum type result for the martingales formed by the Laplace transform of the nth generation positions. Roughly, this says that for suitable values of the argument of the Laplace transform the martingales converge in mean provided an X log X condition holds. Here it is established that when this moment condition fails, so that the martingale converges to zero, it is possible to nd a (Seneta-Heyde) renormalization of the martingale that converges (in probability) to a nite non-zero limit when the process survives. As part of the proof a Seneta-Heyde renormalization of the general (C-M-J) branching process is obtained; in this case the convergence holds almost surely. The results rely heavily on a detailed study of the functional equation that the Laplace transform of the limit must satisfy.
Introduction
This paper considers the usual supercritical branching random walk. Thus, ignoring the spatial element, the population grows like a supercritical Galton-Watson process. The initial ancestor is at the origin of the real line, R, and the positions of her children are given by a point process Z. Each of these children has children in the same way, in that the positions of each family relative to the parent are given by an independent copy of Z, and so on. Individuals are labelled by their line of descent, so if u = i 1 : : :i n then u is the i n th child of the i n?1 th child of . . . the i 1 th child of the initial ancestor. Now let juj be the generation in which u is born and write v < u if v is a strict ancestor of u. Let T be fu : juj = 1g is the set of children born to the initial ancestor and is more accurately written as fu : juj = 1; u 2 T g or fu : u = 1; 2; : : : Z(R)g.
Denote the sigma-eld generated by the process up to the nth generation by F n . Let Z (n) be the point process formed by the nth generation, with points fz u : juj = ng; then, The following assumption will be in force except when explicitly discarded. Assumption (A)
1. intf : m( ) < 1g is non-empty.
2. m := m(0) > 1.
3. P(Z(R) = 1) = 0. 4. 2 intf : m( ) < 1g.
5. > 0. The condition A1 (comfortably) ensures that convolutions of are well de ned, and, in conjunction with A4, allows calculations involving the Laplace transform in a neighbourhood of . The condition A2 is simply that the process is supercritical, so it survives for all generations with positive probability. A3 insists that family sizes are nite, which implies that every generation is nite (i.e. P(Z (n) (R) = 1) = 0 for all n). Finally, A5 is for convenience; cases with < 0 are transformed to satisfy A5 by re ection of peoples' positions through the origin.
It is well known, and easily shown, that is a martingale with respect to the sigma-elds fF n g. This martingale is positive and so has an almost sure limit W( ) which, by Fatou's lemma, satis es E W( )] 6 1. When = 0 the study of this martingale goes back a long way, with the de nitive result on the conditions needed for its L 1 convergence being given by the Kesten-Stigum Theorem.
The L 1 convergence of the martingale W (n) ( ), or variants of it, has also been considered by several authors, see in particular Kingman (1975) , Kahane and Peyri ere (1976) , Biggins (1977a) , Neveu (1988) , Lyons (1996) , Liu (1997) , Waymire and Williams (1994 . The next result is extracted from Biggins (1977a) . To state it, a little further notation is useful. For a xed , with m( ) nite, let X( ) be a random variable such that (X( ) ? log m( ))= has the distribution e ?z ?log m( ) (dz): (1. 2) The condition that EX( ) > 0 will appear quite often. It will be assumed throughout that EX( ) is de ned; this is implied by A4 when (A) is in force, and then EX( ) = log m( ) ? and then Theorem 1.1 is the Kesten-Stigum Theorem. For that case it was established by Seneta (1968) that it is always possible to nd a sequence of constants fc n g such that W
(n) (0)=c n has a nite non-zero limit in distribution; Heyde (1970) (0)), de ning the Seneta-Heyde norming to be, in the notation just introduced, m n c n , but it will be more convenient here to think in terms of rescaling the martingale.) The main objective of this paper is to nd a Seneta-Heyde norming for the martingale W (n) ( ), that is, to prove the following theorem. Theorem 1.2 When EX( ) > 0 there exists a sequence of constants fc n g such that
where is a nite random variable which is strictly positive when the process survives.
In general fc n g and both depend on . Notice that the theorem only claims convergence in probability, rather than almost surely, for the renormalized martingale. The proof suggests that there may be cases where this is the best that can be done without further conditions, but more work on this aspect is required. Almost sure convergence of SenetaHeyde renormalizations for related martingales will result from the method here. In particular, a new proof of the renormalization of the general (C-M-J) branching process, obtained by Cohn (1985) , will be given. In fact the result obtained here (Corollary 7.2) makes weaker assumptions than were used by Cohn.
To simplify the notation, let y u ( ) = e ? zu m( ) juj :
Furthermore, since for many of the arguments is xed it will be omitted whenever possible. Thus, following this convention, W Liu (1996) . The following results on the functional equation, which are central to the proof of the main result and of independent interest, will be established. In them, for simplicity, attention will be con ned to solutions of (1.5) that lie in the set of Laplace transforms of non-negative variables. There are interesting problems, which we hope to consider elsewhere, associated with the possibility of allowing the solution to lie in some larger set. A non-trivial solution to (1.5) is one that is the Laplace transform of a nite nonnegative variable that is not degenerate at zero. is unique (up to a multiplicative constant in the argument).
Existence follows from Theorem 1 of Liu's (1996) extension of the work of Durrett and Liggett (1983) , on a rather more general functional equation, but will also be a byproduct of results proved here; see Section 2. Notice that, in the framework adopted here, E X juj=1 y u = E X juj=1 e ? zu m( ) = 1; so the function in Liu (1996) is given by (x) = m( x)=m( ) x and the condition on in Liu's Theorem 1 is automatically satis ed. Theorem 2 of Liu (1996) gives results on slow variation, but when specialised to this case it requires the extra condition that m(0) < 1. (For the translation, note that log there is convex (in x) with derivative at x = 1 given by m 0 ( )=m( ) ? log m( ).) The results in Liu (1996) on uniqueness within certain classes did not go far enough for our purposes, but analysis of certain multiplicative martingales eventually establishes Theorem 1.5.
In the Galton-Watson case the functional equation (1.5) becomes the Poincar e functional equation, (x) = f( (x=m)) with f the probability generating function of the family size, the study of which goes back to the last century. For Branching Brownian motion the analogue of the functional equation is the KPP (or Fisher) equation. It was the use of solutions to the KPP equation to study that process in Neveu (1988) , and in particular the multiplicative martingales used there, that was the original inspiration for this study.
The proof of Theorem 1.2 is based on a method pioneered by Cohn in a series of papers, see Cohn (1985) for example. The idea is to nd a normalisation which prevents any limit being degenerate at zero or in nity, take a subsequence along which convergence in distribution holds, show that the Laplace transform of the limit of this subsequence satis es the functional equation, use properties of the solution to show that the convergence along this subsequence can be strengthened to convergence in probability (Cohn usually phrases this in terms of a law of large numbers), and, nally, use uniqueness of the solution to show that convergence must hold along the whole sequence.
A continuous-time Markov version of the process, in which individuals move during their lifetime according to an independent increment process, is described in the nal section of Biggins (1992) . It is fairly straightforward to establish the analogue of Theorem 1.2 for such a process using the results given here, essentially by a discrete skeleton argument. The details of the argument can be found in Biggins and Kyprianou (1996) , along with a discussion of the strategy of the proof given here.
A Law of Large Numbers
The rst ingredient in the proof of the existence of Seneta-Heyde norming constants for the martingales W (n) is a law of large numbers. An immediate consequence will be that the functional equation (1.5) does have non-trivial solutions. Before giving the law of large numbers three lemmas are needed; the second of these will gure at several other places in the discussion too. is dealt with by Lemma 2.2, so it is enough to discuss the denominator. As part of their Theorem 1, Chauvin and Rouault (1996) show that, (W (1) u are independent copies of W (1) , given F n .
Let G(t) = P(W (1) + 1 > t). Using Lemma 2.1 and jW (1) ? 1j 
which, by Lemma 2.3 and dominated convergence, converges to zero almost surely as n ! 1. The left-hand side here is also bounded by one, so taking expectations and using dominated convergence again gives the required result.
Proof of Theorem 1.3. Let the Laplace transform of W (n) be n (x). Take c n to be such that n (1=c n ) = , where is xed to be greater than the extinction probability but less than one. Choose a subsequence such that W (n) =c n converges in distribution, with the transform of the limit being . Note that
so, dividing through by c n+1 , taking Laplace transforms, letting n go to in nity through the selected subsequence, and using A3 and the law of large numbers proved in Theorem 2.4, it follows that satis es the functional equation. Furthermore, (0) must satisfy (0) = f( (0)) where f is the generating function of the family size, and (0) > (1) = which, by arrangement exceeds the extinction probability. Hence (0) = 1 so the limit along any subsequence must be proper, and it cannot be degenerate at zero because (0) > (1) . This shows that Theorem 1.3 holds whenever a result of the form given in Theorem 2.4 is available. where the third equality uses the functional equation and the fact that, given F n , for each nth generation u, fy ui =y u : i = 1; 2; : : : Z u (R)g is an independent copy of fy v : jvj = 1g.
The martingale fM (n) (x)g is bounded and so has an almost sure (and L 1 ) limit M(x); thus the following corollary is immediate. This is facilitated by expressing them in terms of the random variable X, de ned at (1.2). Let S n be the sum of n independent copies of X. Proof. The rst two parts are straightforward calculations; similar results were used in Section 2 of Biggins (1977a) . The nal part is proved by induction on n. The sum is split according to the rst generation, expectations are taken conditional on F 1 with the induction hypothesis and the branching property being used to compute the terms, then the overall expectation is computed and seen to be of the required form. where the second equality arises from a telescoping sum, giving the identity Taking limits here and using the de nition of L completes the proof.
When 0 (0) = ?1, L(y) " 1 as y # 0, so that (5.1) implies that ? log M(x) = xW, and hence, by Corollary 3.2, is the Laplace transform of W. In the general case, if L(xy u ) in (5.1) could be approximated by L(a n ) for some constants a n , this would imply that L(a n )W (n) converged (almost surely) to ? log M(1), solving the original problem. This idea seems not to work as just described, which, at least on our present understanding, prevents us from obtaining almost sure convergence in Theorem 1.2. However, the slow variation of L does allow the identi cation of as the Laplace transform of ? log M (1) as the next lemma shows. M(x) = M(1) x , and taking expectations of this, using the fact noted in Corollary 3.2 that EM(x) = (x), gives the second assertion. Since is the Laplace transform of a proper variable (iii) holds. For the nal part note that fM(x) = 1g must be at least the set of extinction, and that P(M(x) = 1) = (1) which satis es f( (1)) = (1), hence (1) actually is the extinction probability and (iv) must hold.
To prove the uniqueness of solutions to the functional equation, other multiplicative martingales have to be introduced. Their form is similar to that of M (n) , but the products, instead of being taken over fu : juj = ng, will be taken over other sets of individuals.
General multiplicative martingales
This discussion draws on ideas and arguments in work on optional (stopping) lines by Chauvin (1988 Chauvin ( , 1991 and Jagers (1989) .
A (stopping) line`is a set of individuals none of whom lies in the line of descent of any other; F`contains full information on the life-histories of all individuals that are neither in`nor a descendent of any member of`. The partial ordering of T by`is an ancestor of' (<) induces a partial order on lines, with`1 6`2 when every member of`2 is a descendent (not necessarily strict) of some member of`1. An optional line is a random line with the property that, for any xed line`, f 6`g 2 F`, so, intuitively, the family trees descended from 's members have no part in determining . It turns out that the martingale introduced in Theorem 3.1 is best viewed as arising as a particular case of products being taken over an increasing sequence of optional lines. The general case is described at the end of this Section, after the necessary technical apparatus has been put in place. The branching property, that di erent individuals in the same generation give rise to independent copies of the original tree, extends to individuals on an optional line, as is proved in Jagers (1989, Theorem 4.14). To be more precise, let T u be the tree emanating from u viewed with u as the initial ancestor and let be an optional line.
Then, conditioned on F , the trees fT u : u 2 g are independent copies of the original tree T . Thus, for u 2 , fy uv =y u : vg has, given F , the same distribution as fy v : vg.
It will be relevant later that Jagers' result is actually for the multitype process with a general set of types, in which the distribution of a tree depends on the type of its initial ancestor.
Given any optional line let M ( )
(xy u ) :
To simplify notation the convention is adopted that products are over u when no variable is speci ed, so the`u 2' will often be dropped in u 2 , etc. The argument`(x)' will also be suppressed when possible. Notation for certain characteristics of lines is now introduced. Let E (n) be the members of in the nth generation, and let A (n) be the nth generation members who have no ancestors (including themselves) in . Let g( ) be supfn : A (n) 6 = ;g, so g( ) is the latest generation containing a member with no ancestor in , and let g( ) be inffjuj : u 2 g, so g( ) is the earliest generation containing a member of . If g( ) is nite then cuts right across the tree.
In the next lemma and the following theorem, M is the limit of the martingale M In using the branching property (i.e. Jagers (1989), Theorem 4.14) two technical points arise. Firstly, n j=1 E (j) is a stopping line by Jagers (1989) Proposition 4.10, and its associated sigma-eld contains F . Secondly, the process must be considered as a multitype one in which individual u has type y u , thereby allowing the function that is to be evaluated on u's daughter process to depend on y u . 
The general branching process
The general (C-M-J) branching process will play an important part in the study of the multiplicative martingales. The notation for this process, and the main results needed about it, are introduced in this section.
The process is constructed in the same way as a branching random walk. Associated with each individual is an independent copy of the reproduction point process which gives that mother's ages at the birth of her children. Individuals' birth times are computed by the obvious recursion, by adding the mother's age when that child is born to the mother's own birth time. It is also useful to have the notion of a characteristic, which is a mechanism for counting the population. Each individual has associated with it an independent copy of some function , and this function measures the contribution of the individual, as she grows older, to a count of the process. These functions are zero for negative ages. Suppose the birth time of u is denoted by b u . The -counted process is de ned to be t = X u u (t ? b u ):
For example if (a) = Ifa > 0g then t counts all those born before t. More extensive, and more careful, descriptions of the process can be found in Jagers (1975) , Nerman (1981) , and Asmussen and Hering (1983) . The intensity measure of the reproduction point process is denoted by , and there is assumed to be an > 0 for which R e ? a (da) = 1; so attention is xed on supercritical processes with Malthusian parameter . Note that by multiplying all birth times by a supercritical process with Malthusian parameter is transformed to one with Malthusian parameter equal to one.
For the treatment here the important theorem from the theory of general branching processes is the following, which is Theorem 6.3 of Nerman (1981) and is also given as Theorem X.5.1 in Asmussen and Hering (1983 Also, the martingale converges in L 1 under an`X log X' condition, Nerman (1981, Corollary 3.3).
The following Seneta-Heyde result will be a by-product of the discussion in the next section. has an (almost sure) limit that is nite and non-zero when the process survives.
Combining this with Theorem 7.1 gives the corresponding result for other ways of counting the process. This result extends Theorem 6.1 of Cohn (1985) , where the same result is proved under the additional condition that is a nite measure.
An embedded general branching process
To allow a good estimation of the terms on the left of (6.4) it will be useful if the y u do not vary too much on (t). This suggests considering a sequence of stopping lines picked to try to make sure this is the case. Let I(t) be the set of individuals who are the rst in their line of descent to have y u less that e ?t , so I(t) = fu : y u < e ?t ; but y v > e ?t for v < ug = fu : z u + juj log m( ) > t; but z v + jvj log m( ) 6 t for v < ug: When the point process Z is concentrated on (0; 1) and is such that m( ) = 1 this is just the coming generation, de ned in the previous section (but at time t= rather than at t). It will be shown, in Lemma 8. > e ?t g < 1;
so (6.1) holds. By A3, the nth generation is nite, so for su ciently large t fu : juj 6 n; y u > e ?t g = fu : juj 6 ng and, for such t, g(I(t)) > n; thus (6.3) holds.
The members of I(0) can now be considered to be the`children' of the initial ancestor, with intervening members on the line of descent being ignored. These will be called the i-children (i for indirect) of the initial individual, to distinguish them from the original children. Consider the i-child u (in the original labelling) to be born when her i-mother (the initial ancestor) has age u := ? log y u = z u + juj log m( ); which must be positive because u 2 I(0). Let be the point process of the ages at i-child bearing, so has the points f? log y u : u 2 I(0)g, and let be the intensity measure of . Because I(0) is an optional line, the trees emanating from its members are, given F I(0) , independent copies of the original process. Hence each u 2 I(0) has associated with it the optional line I u (0) of its i-children, with associated births, and its reproduction point process, u , is given by f? log(y uv =y u ) : v 2 I u (0)g. In this way a general (C-M-J) branching process with reproduction point process , embedded in the original process, is constructed.
The birth time, b u , of a person u occurring in the embedded process is, of course, obtained by adding the ages of the i-mothers in her ancestry when the appropriate child is born, so b u = ? log y u . However it is worth stressing that not all individuals in the original process occur in the embedded one. In fact, as the proof of the next lemma (or, better, a picture) shows, only those v giving a (strict ascending) ladder point of the sequence f? log y v : v 6 ug gure in the embedded process. (Note that this sequence is indexed by the individuals in the line of descent from the initial ancestor down to u.)
Denote the set of individuals ever born in the embedded process by E and, for u 2 E, let m(u) be the i-mother of u. Then the coming generation at t for the embedded general branching process is C(t) = fu : u 2 E; b m(u) 6 t < b u g; the connection between this and the optional lines already introduced is very simple.
Lemma 8.2 C(t) = I(t).
Proof. Suppose that u 2 I(t) so that ? log y u > t; and ? log y v 6 t for v < u; Straightforward calculus establishes that, when EX > 0, m( )=m( ) is strictly decreasing at = 1. Hence, it is enough that (1 + ) is slightly greater than 1.
For the last part let # 0 with chosen so that (1+ ) is a constant slightly greater than one, so that the sum above is convergent (and xed). Now note that
The next theorem provides the Seneta-Heyde renormalization for the coming generation martingale. The top line here can be written as P I(t;c) e (t?bu) (1? ) , which is simply the embedded processes counted using the characteristic (a) = Ifa > 0g (d ) , which is nite, whilst the numerator goes to zero as c goes to in nity, provided is su ciently small, using Theorem 8.5 in both cases.
When the underlying point process Z is concentrated on (0; 1) and has Malthusian parameter equal to one, the embedded process and the original one are the same, so Theorem 7.2 is a simple consequence of this theorem.
Proof of Theorem 1.5. Suppose we take two non-trivial solutions to (1.5), 1 (1) are strictly positive and nite on the survival set, so 0 < c < 1. Thus log M 1 (1) = c log M 2 (1), so Lemma 5.2(ii), which shows that log M(1) has Laplace transform , completes the proof.
In particular this establishes that the functional equation satis ed by the Laplace transform of the limit variable obtained by Seneta-Heyde normalization of the general (C-M-J) branching process has a unique solution. 9 Seneta-Heyde Norming Constants in the BRW As explained already, ideas of Cohn's are used to strengthen the convergence in distribution along a subsequence to convergence in probability along that subsequence. The following Lemma provides the key; it is similar to Theorem 3.1 of Cohn (1985) . Lemma 9.1 Suppose that fY n g is a sequence of non-negative random variables adapted to the increasing sigma-elds fG n g. Suppose also that along a xed subsequence fn(i) : i = 1; 2; : : :g for each k and x > 0, the conditional Laplace transform E exp(?xY n(i) )jG k ] converges as i ! 1. Denote the limit by k (x).
(i) For each x > 0, f k (x)g forms a bounded non-negative martingale with respect to fG k g.
(ii) Denote the limit of the martingale f k (x)g by (x). If, for x > 0, (x) = e ?xX for a nite random variable X (that does not depend on x) then Y n(i) ! X in probability, as i ! 1. proving (i).
It will be convenient to let X k = ? log k (1). Thus, because k (x) ! (x) = e ?xX , X k ! X almost surely, and which can be made arbitrarily small by taking u su ciently large because, by assumption, X is nite almost surely. Proof of Theorem 1.2. As in the proof of Theorem 1.3 in Section 2 let the Laplace transform of W (n) be n (x) and take c n to be such that n (1=c n ) = , where is xed to be greater than the extinction probability but less than one. The transform of the limit of any subsequence of fW (n) =c n g that converges in distribution must satisfy the functional equation (1.5) with (1) = . By Theorem 1.5, the solution to the functional equation is unique, so fW (n) =c n g converges in distribution along the full sequence.
Let Y n = W (n) =c n and G n = F n . To see that Lemma 9.1 applies note that, for k 6 n, Note that the random variable in Theorem 1.2 is ? log M(1).
