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ABSTRACT 
Howland has used the matrix sign function to separate the eigenvalues of a given 
matrix. The derived method required complex arithmetic even in the case of real 
matrices. A modification of the method is presented that does not suffer from this 
drawback. Moreover it is shown that the problem may be decomposed into smaller 
subproblems, which leads to considerable savings in computational work. 
1. INTRODUCTION 
In [2, 31 Denman et al. investigated the behavior, the computation, and 
possible applications of the matrix sign function. Howland [6] used this 
matrix function to separate eigenvalues of a given matrix in the complex 
plane. He considered rectangles with sides parallel to the straight lines 
y = f 3~. To compute the number of eigenvalues inside such a rectangle the 
evaluation of four matrix sign functions was necessary. Moreover, complex 
arithmetic had to be used even in the case of a real square matrix. 
In this paper the approach of [6] is modified in such a way that real 
arithmetic may be used in the case of a given real matrix. Moreover, using 
projections on certain eigenspaces or generalized eigenspaces of the matrix 
that are induced by the matrix sign function [3], it is shown that the original 
problem of localizing eigenvalues may be decomposed into smaller subprob- 
lems that may be handled with significantly less computational work. 
The paper is organized as follows. Section 2 presents a brief introduction 
to the matrix sign function and introduces an algorithm for its numerical 
computation. Also the abovementioned projectors are introduced. Section 3 
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presents the modification of Howland’s method for separating eigenvalues of 
a given square matrix in certain regions of the complex plane. In Section 4 
the already indicated decomposition process is presented. Finally the paper 
is concluded by discussing two numerical examples in Section 5. 
2. THE MATRIX SIGN FUNCTION 
The matrix sign function is treated in detail in [l, 2, 3, 61. We first 
consider a Jordan block J of size m with eigenvalue A. Then the matrix sign 
function x(f) is defined to be 
I 
,?I x w if ReA>O, 
- I,,,Xtr, if Reh < 0, 
0 11L x ,I% if ReA=O. 
I-h-e Lx m and 0, x II& denote the m X m identity and zero matrix, respec- 
tively. For a matrix J in Jordan canonica1 form, e.g. 
the sign function is given by 
x(J) =diag(x(jl),...,x(Jk)). 
Consequently, for an arbitrary matrix A E Ctnx”’ where A = I’-‘JT denotes 
the Jordan decomposition of A we have 
x(A) = T-‘x(J)T. 
If A has only eigenvalues in the right half plane, we therefore have 
x(A)=I. If A h as no eigenvalues with zero real part the eigenvalues of 
x(A) are k 1. In any case 
tracex(A) = n, - nl, 
where n, and nl denote the number of eigenvalues in the right and left half 
plane, respectively, counted according to their algebraic multiplicities. When 
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n1 + n, = m we may easily compute the numbers n, and n, to get informa- 
tion about the distribution of eigenvalues in the right and left half planes. 
As was shown in [3], the matrix P+ = i [I + x(A)] is a projection matrix. 
All eigenvectors and generalized eigenvectors belonging to eigenvalues of A 
that have nonnegative real parts are projected onto multiples of themselves, 
while all other eigenvectors are projected onto the null vector. Similarly 
P-=+[Z+A)] is a projector that leaves the eigenvectors and generalized 
eigenvectors in the left half plane unchanged, halves those associated with 
eigenvalues with zero real part, and projects the others onto the null vector. 
If we assume again, for simplicity, that A has no eigenvalues with zero real 
part, we get Z = P+ + P-. The case of A having eigenvalues with zero real 
part is discussed in detail in [3]. To compute X(A) we may use the following 
theorem. 
THEOREM 1. Let A E CtnXm have no eigenvalues with zero real part. 
Then the iteration 
X k+l=z ‘( xk + X;l) (1) 
started with the matrix X, = A converges quadratically to x(A). 
A detailed proof of this result may be found in [6] or in [7]. If A is an 
eigenvalue of A with very large or very small absolute value, we have for the 
corresponding eigenvalue A, of X, 
A,=+(A+A-‘) z 
if (Al B 1, 
if (A] K 1. 
Thus we first may have some steps where the magnitude of previous 
eigenvalues is approximately halved before quadratic convergence takes over. 
This demonstrates the necessity to improve the speed of convergence of 
the iteration (1). There are various ways to do this significantly [l, 6, 71. If A 
has eigenvalues with zero real part, the iteration (1) may not converge. It is 
possible, however, to slightly shift the spectrum of A so that the iteration 
converges. To illustrate let 
RehZO 
where A(A) denotes the spectrum of A. Then the matrices A + PZ and 
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A - ~1 have no eigenvalues with zero real parts, and 
x(A)=+[x(A+I.LZ)+X(A-ELZ)]. 
Note that 
z=t[tracex(A+pZ)-tracex(A-pZ)] 
is the number of eigenvalues with zero real part. 
We now use the sign matrix to locate eigenvalues in certain regions of the 
complex plane. 
3. LOCALIZATION OF EIGENVALUES 
It is quite obvious that the sign matrix may be used to determine the 
number of eigenvalues of a given matrix A to the right or left of any straight 
line r = a (a E R) in the complex (x, y) plane. In particular the iteration (1) 
may be used to determine whether a matrix is stable. It is also apparent that 
we may easily determine the number of eigenvalues inside a vertical strip 
bounded by the lines x = b and x = c with b, c E R and b < c, provided that 
no eigenvalues of A lie on these lines. Let t, = trace x(A - bZ) and t, = 
trace x( A - cZ). If n, is the number of eigenvalues of A to the left of x = b 
while n, is the number of eigenvalues to the left of x = c, and if 12s denotes 
the number of eigenvalues inside the strip bounded by the two vertical lines, 
we clearly have 
m-t, m-t, t1- t2 
----=- n3=n,-n,- 
2 2 2 . 
Using the projectors 
Ph+ = 
Z+x(A-bZ) 
p- = 
I-x(A-cZ) 
2 ’ = 2 ’ 
the matrix A* = APC PC- has the same eigenvalues as A inside the vertical 
strip. All eigenvalues of A that lie outside the vertical strip correspond to 
zero eigenvalues of A*. Consequently A* has at least m - ng zero eigenval- 
ues. Since the trace of a sign matrix is an integer, it is only necessary to 
evaluate the sign matrix to a certain accuracy as long as we do not need any 
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FIG. 1. 
projectors. A criterion for stopping the iteration is given in [6, p. 2291. In 131 
the complex sign matrix was introduced to compute eigenvalues of A in the 
upper or the lower half plane. Thus it is possible to compute the number of 
eigenvalues of a given matrix that lie inside horizontal strips also. Note 
however that in general complex arithmetic has to be used even for a real 
matrix. Since a vertical and a horizontal strip intersect and thereby deter- 
mine a rectangle, it seems natural to ask whether the number of eigenvalues 
inside this rectangle could be determined by checking the traces of the 
computed sign matrices. Unfortunately, this is not the case, as was pointed 
out in [6]. In [6], another method was proposed instead. By computing the 
sign matrix of A2 we may determine the number of eigenvalues of A 
satisfying the conditions 
]Reh]<]ImA] or ]ReA]>IImAl. 
By choosing two points b,, b, E C not lying on a straight line with slope f 1, 
as in Figure 1, the four straight lines through those points with slope f 1 
determine two more points b,, b, and a rectangle with comers bj, j = 1,. . . ,4. 
If we compute the four sign matrices x((A - bjZ12), j = 1,. . . ,4, it was 
proved in [6] that for Nj = trace~((A - bjZ)2) the number N of eigenvalues 
inside the above rectangle is given by 
N= 
NI + N2 - N3 - N4 
4 . 
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FIG 2. 
Note that even for real matrices complex arithmetic has to be used, since not 
all of the numbers bj are real. 
We now assume for the rest of this section that A is a real m X m matrix. 
The modification of Howland’s method proposed here uses the fact that 
nonreal eigenvalues of a real matrix occur in conjugate pairs. Suppose 
that four real numbers a, b, c, d are given. We will assume for the moment 
that either a < b < c Q d or a < d < b < c holds. We wish to compute the 
number of eigenvalues of a real matrix A inside the parallelogram ABCD 
bounded by the straight lines y = *(x - a>, y = +(x - d), x = b, and x = c 
(refer to Figure 2 and Figure 3 for details). Note that in both cases we 
FIG. 3. 
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actually get two parallelograms, namely ABCD and A’B’C’D’, where the 
latter is the image of the former under reflection at y = 0. In the case of 
Figure 3 ABCD and its image have no points in common, while in the case 
of Figure 2 the parallelograms share the region DD’M,BB’M,. To compute 
the number of eigenvalues inside ABCD we first compute the number of 
eigenvalues inside the vertical strip bounded by x = b and x = c, and then 
we determine the matrix A* = AP,: P,- as introduced in Section 2. We then 
have the result of the following theorem. 
THEOREM 2. Let a, b, c, d be real numbers with ad f 0, and 
let A E R” xm have no eigenvalues on the straight lines y = f (x - a), y = 
&(x - d), x = b, and x = c. Let A* = AP; P,- denote the matrix obtained by 
projecting the no eigenvalues of A that do not lie inside the strip bounded by 
x = b and x = c onto zero while the others remain unchanged. Define 
t(z) = trace x((A* - zZ)~) fm z E R. 
1. Zfa<d<b<c(Figure3)orb<c,<a<d,thenumberofeigenval- 
ues of A inside the parallelogram ABCD is given by 
2. Zf a < b < c d d (Figure 2), the number of eigenvalues inside the 
parallelogram ABCD is given by 
n=~_n,+W+t(d) 
2 4 . 
The sign matrices occurring may be computed by the method (1) which 
converges quadratically. 
Proof. Since ad z 0, we may compute the sign matrices x((A* - aZ)2) 
and x((A* - dZ)2) using the method given by (1). To prove the first part, 
where a < d Q b < c, we refer to Figure 3 again. The number of eigenvalues 
of A inside the region CDD’C’ is given by 
m+t(a) 
ml= 
2 
- no. 
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Similarly the number of eigenvalues inside the region BAA’B’ is given by 
m+t(d) 
m2= 
2 
- flo. 
Hence the number of eigenvalues of A inside the parallelograms ABCD and 
A’B’C’D’ is given by ma=m,--mm,. Thus the claim follows. The case 
b < c < a < d is proved in exactly the same way. 
We now prove the second part of the theorem and refer to Figure 2 for 
details. The number m, of eigenvalues of A inside the region A’B’BA is 
given by 
m + t(d) 
ml= 
2 
- n,. 
In the same way we get 
m + t(a) 
m2 = 
2 - no 
for the number of eigenvalues of A inside the region CDD’C’. Adding up, 
we obtain 
t(a) + t(d) 
m,=m,+m,=m+ 
_2n 
2 0’ 
To get the eigenvalues inside the parallelogram ABCD we just have to note 
that all eigenvalues inside the region DD’M,BB’M, have been counted 
twice. Also note that the eigenvalues inside the triangle AD’M, and B’CM, 
have been counted twice, since their conjugates are also eigenvalues of A 
that lie in the triangles A’DM, and BM,C’, respectively. Thus dividing by 2 
yields the claim of the theorem. n 
We still have to compute four sign matrices to get the desired number of 
eigenvalues. This time, however, real arithmetic may be used, which signifi- 
cantly reduces the amount of necessary computational work. 
To conclude this section we note that the theorem does not cover all 
possible combinations of the four numbers a, b, c, d. Examples are the cases 
b < a <c <d and a < b < d <c. All remaining cases, however, may be 
reduced to the cases discussed in the theorem by adding suitable vertical 
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lines (e.g. r = a or x = d respectively) in the 
ally this will increase the computational work 
sign matrices have to be computed. 
4. A DECOMPOSITION PROCESS 
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considered examples. Gener- 
that is necessary, since more 
SO far we have considered methods to compute the number of eigenval- 
ues in certain regions of the complex plane. In the third section this could be 
done by using real arithmetic for a real matrix A. Still the computation of 
four m X m sign matrices is necessary. The last two sign matrices were 
computed by using the matrix A* with at least no eigenvalues A = 0 
(namely the eigenvalues of A that do not lie in the vertical strip considered). 
Thus the low rank of A* was not used. In this section we will present a 
method that eliminates the no eigenvalues A = 0 and allows the decomposi- 
tion of A* into smaller submatrices. 
Let H be the Hessenberg matrix associated with A* E R”lXm. We then 
have H = TTA* T with an orthogonal matrix T and 
H= 
h 11 h,, . . . h,,-, h,,, 
h 21 h,, a-. hz,m--1 h,,, 
0 42 ... h.xm-, h,,, 
. . 
6 0 .a: h,,,,_, h,;,,, 
\ 
/ 
We then have the result of the following lemma. 
LEMMA. If lJjtJ’hj+ l,j 20 then rankHam-1. 
Recall that the rank r of H is at most m - no. When r < m - 1, the 
problem of separating eigenvalues necessarily decomposes into smaller sub- 
problems, all in Hessenberg form. When this does not occur, so that T equals 
m - 1 or m, the rank may be evaluated by seeking the last column of H as a 
linear combination of the first m - 1 columns. 
Ar=b, 
We thus solve the problem 
where A E R(m-l)x(m-l) is obtained from H by deleting the first row and 
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the last column, and 
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b= 
Clearly A is invertible, and we get a unique vector x = A-lb. Let x = 
(X r,. . . , xm_ ,lT, and y E Rm be given by 
I 
Xl 1 
y= : . 
xm-1 
, -1, 
When Hy # 0, we have r = m, and no reduction in the dimension of H is 
possible. When Hy = 0, we have r = m - 1, and y # 0 is an eigenvector 
corresponding to the eigenvalue A = 0 of H. Normalizing y and using 
Gram-Schmidt orthogonalization, we can get an orthonormal basis and thus 
an orthogonal matrix U E Rmx” such that C = UTHU with 
where u,v E R”-‘, A, E R(m-r)x(m-l), and v = 0. Note that A, has the 
same eigenvalues inside the strip as the original matrix A had. We thus have 
decomposed the problem into a smaIler subproblem. As noted above, the 
problem automatically decomposes if we have zeros on the subdiagonal of 
the matrix H. The submatrices obtained thereby will also be in Hessenberg 
form and may be dealt with using the procedures described in the cases 
T=m and r=m-1. 
We conclude this section by noting that this method is also applicable in 
the case of arbitrary complex matrices and not limited to the modification of 
Howland’s method. Details about the efftcient computation of the Hessen- 
berg form of a square matrix may be found in [4]. Also note that the method 
may be used to compute all the eigenvalues of a given matrix, and also the 
zeros of polynomials by computing the eigenvalues of the corresponding 
Frobenius matrix. 
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5. NUMERICAL EXAMPLES 
In the following computations a matrix element was set to zero if the 
absolute value of the element was less than lo-i3. 
EXAMPLE 1. Let 
’ 10 -19 17 -12 4 1 
9 -18 17 -12 4 1 
8 -16 15 -11 4 1 
A= 6 -12 12 -10 4 1 
4 -8 8 -6 1 2 
2 -4 4 -3 1 0 
be given. According to [5, p. 911 the eigenvalues of A are A, = A, = A, = - 1, 
A, = 1, A, = i, A, = - i. We wish to compute the number of eigenvalues of A 
inside the parallelogram determined by the points (- i, 0), (2, %), (2,4), 
( - i, 2). We first compute two 6X6 sign matrices to determine the number 
of eigenvalues inside the vertical strip bounded by the lines x = - i and 
x = 2. For the first sign matrix we get 
1106-8 0 0 
016-8 0 0 
s, = 007-8 0 0 
006-7 0 0 
004-4-l 0 
0 0 2 -2 0 -1 
Since trace S, = 0, we have three eigenvalues to the right and also three 
eigenvalues to the left of the line x = - i. The second sign matrix is given by 
s, = - I,,,, and hence we have six eigenvalues to the left of the line x = 2. 
For the matrix A* we get 
A* = 
10 -19 14 -5 0 0 
9 -18 14 -5 0 0 
8 -16 12 -4 0 0 
6 -12 9 -3 0 0 
4 -8 6 -2 0 0 
,2 -4 3 -1 0 0 
86 EBERHARD U. STICKEL 
In the next step we compute the Hessenberg form of A* by means of 
Householder transformations [4]. It turns out that by deleting zero columns 
and rows it suffices to continue the computations with the 3 x 3 matrix 
10.000 6.278 - 19.433 
A, = 14.177 
I 
- 8.955 29.340 . 
0 - 0.0552 - 0.045 i 
To count the eigenvalues inside the given parallelogram we now compute the 
necessary sign matrices using A,. We first compute S, = x((A, +2Z)‘) and 
finally S, = x((Aa + +Z)‘). We get S, = ZsX3 and 
i 
11.000 7.618 - 9.272 
S, = - 14.810 - 10.403 11.440 . 
0.773 0.491 - 1.597 I 
According to Theorem 2 the number n of eigenvalues inside the parallelo- 
gram is given by 
n=+(traceSs-traceS,)=l. 
Since A, is a 3 X 3 matrix, its eigenvalues may be easily computed. With 
an error less than 1O-‘2 we find A, = 1, A, = i, and A, = -i. 
EXAMPLE 2. We now consider the matrix 
A=[; ‘i -i -il. 
According to [5, p. 871 the eigenvalues of A are A, = 12, A, = 1+5i, 
A, = 1-5i, and A, = 2. We wish to compute the number of eigenvalues 
inside the parallelogram that is determined by the points (- 1,2), (3,6), 
(3,8), ( - 1,4). Clearly A, is the only eigenvalue inside this parallelogram. 
Inside the vertical strip - 1 < x < 3 we have three eigenvalues of A, and 
consequently we will have rank A* = 3. The matrix A* is given by 
A*= ; (: y 1; 
I 0 1 -2 3 -3 2 0 1
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Now the Hessenberg form of A* is computed. We get 
! 
1 
H= 
- 3.606 
0 . 
0 -1.387 1 
the product of the elements of the subdiagonal 
follow the steps indicated in Section 4. The 
We know that rank H = 3, but 
is different from 0. We now 
eigenvector belonging to the eigenvalue A = 0 of H is 
- 0.721 
- 0.200 
v= i 1 ’ -0.721 
- 1 .ooo 
Using Gram-Schmidt orthogonalization, we get an orthogonal matrix 
- 0.500 
- 
C= I 0.139 
0.866 0 0 
- 
0.080 0.987 0 - 500 - 2 9 094- .811 
0.693 0.400 0.130 - 0.585 
1 
We now compute the matrix H’ = CTHC and get 
0 
H’= ! ; 
0 0 0 
1.333 4.001 -4. 10 1 9
0 0 -2.963 
0.937 1 ’ 2 811
1.658 
To locate the eigenvalues inside the given parallelogram we may now use 
the smaller 3 X 3 matrix A, obtained from H' by deleting the first row and 
first column. Instead of evaluating two more 4 X 4 matrices, we may evaluate 
two 3x3 matrices to get the desired result. 
6. CONCLUSION 
We have presented a modification of Howland’s [6] approach to separate 
eigenvalues in certain rectangles. The presented method does not require the 
use of complex arithmetic in the case of real matrices. Moreover, it was 
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shown that it is possible to decompose the problem of localizing eigenvalues 
of a given matrix into smaller subproblems. This leads to considerable 
savings in the computational work that is required. It is also possible to use 
the decomposition procedure to find all eigenvalues of a given matrix or a 
given polynomial. 
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