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Abstract
We consider the problem of estimating a large rank-one tensor u⊗k ∈ (Rn)⊗k, k ≥ 3 in Gaus-
sian noise. Earlier work characterized a critical signal-to-noise ratio λBayes = O(1) above which
an ideal estimator achieves strictly positive correlation with the unknown vector of interest. Re-
markably no polynomial-time algorithm is known that achieved this goal unless λ ≥ Cn(k−2)/4
and even powerful semidefinite programming relaxations appear to fail for 1 λ n(k−2)/4.
In order to elucidate this behavior, we consider the maximum likelihood estimator, which
requires maximizing a degree-k homogeneous polynomial over the unit sphere in n dimensions.
We compute the expected number of critical points and local maxima of this objective function
and show that it is exponential in the dimensions n, and give exact formulas for the exponential
growth rate. We show that (for λ larger than a constant) critical points are either very close to
the unknown vector u, or are confined in a band of width Θ(λ−1/(k−1)) around the maximum
circle that is orthogonal to u. For local maxima, this band shrinks to be of size Θ(λ−1/(k−2)).
These ‘uninformative’ local maxima are likely to cause the failure of optimization algorithms.
1 Introduction
Non-convex formulations are the most popular approach for a number of problems across high-
dimensional statistics and machine learning. Over the last few years, substantial effort has been
devoted to establishing rigorous guarantees for these methods in the context of important appli-
cations. A small subset of examples include matrix completion [KMO10, GLM16], phase retrieval
[CC17, SQW16], high-dimensional regression with missing data [LW12], two-layers neural networks
[JSA15, ZSJ+17], and so on. The general picture that emerges from theses studies –as formalized
in [MBM16]– is that non-convex losses can sometimes be ‘benign,’ and allow for nearly optimal
statistical estimation using gradient descent-type optimization algorithms. Roughly speaking, this
happens when the population risk does not have flat regions, i.e. regions in which the gradient is
small and the Hessian is nearly rank-deficient.
In this paper we explore the flipside of this picture, namely what happens when the population
risk has large ‘flat regions.’ We focus on a simple problem, tensor principal component analysis
under the spiked tensor model, and show that the empirical risk can easily become extremely
complex in these cases. This picture matches recent computational complexity results on the same
model.
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The spiked tensor model [MR14] captures –in a highly simplified fashion– a number of statistical
estimation tasks in which we need to extract information from a noisy high-dimensional data tensor,
see e.g. [LL10, Mør11, LMWY13, KSS13]. We are given a tensor Y ∈ (Rn)⊗k of the form
Y = λu⊗k +
1√
2n
W , (1)
where W is a noise tensor, and would like to estimate the unit vector u ∈ Sn−1. The parameter
λ ≥ 0 corresponds to the signal to noise ratio. The noise tensor W ∈ (Rn)⊗k is distributed as
W
d
=
∑
pi∈SnG
pi/(k!), where {Gi1···ik}1≤i1,...,ik≤n i.i.d.∼ N(0, 1), Sn are permutations of the set [n],
and (Gpi)i1···ik = Gpi(i1)···pi(ik). Throughout the paper k ≥ 3.
We say that the weak recovery problem is solvable for this model if there exists an estimator (a
measurable function) uˆ : (Rn)⊗k → Sn−1 such that
lim inf
n→∞E|〈uˆ(Y ),u〉| ≥ ε , (2)
for some ε > 0. It was proven in [MR14] that weak recovery is solvable provided λ ≥ λ1(k) and in
[MRZ15] that it is unsolvable for λ < λ0(k), for some constant 0 < λ0(k) < λ1(k) <∞. In fact, for
λ < λ0(k) it is altogether impossible to distinguish between the distribution (1) and the null model
λ = 0. A sharp theshold λBayes(k) for the weak recovery problem was established in [LML
+17] (see
also [BMM17] for related results), and better lower bounds for the hypothesis testing problem were
proved in [PWB16].
In light of these contributions, it is fair to say that optimal statistical estimation for the model
(1) is well understood. In contrast, many questions are still open for what concerns computationally
efficient procedures. Consider the maximum likelihood estimator, that requires solving
maximize f(σ) = 〈Y ,σ⊗k〉,
subject to σ ∈ Sn−1. (3)
It was shown in [MR14] that the maximum likelihood estimator achieves weak recovery, cf. Eq. (2),
provided that λ > λML(k) for some constant
1 λML(k) < ∞. However solving the problem (3)
(maximizing an homogeneous degree-k polynomial over the unit sphere) is NP-hard for all k ≥ 3
[BGL+16a].
Note that the population risk associated to the problem (3) is
f0(σ) ≡ E〈Y ,σ⊗k〉 = λ〈u,σ〉k . (4)
For k ≥ 3, the (Riemannian) gradient and Hessian of f0(σ) vanishes on the hyperplane orthogonal
to u: {σ ∈ Sn−1 : 〈u,σ〉 = 0}. In the intuitive language used above, the population risk has
a large flat region. Since most of the volume of the sphere concentrates around this hyperplane
[Led05], this is expected to have a dramatic impact on the optimization problem (3).
Polynomial-time computable estimators have been studied in a number of papers. In particular
[MR14] considers a spectral algorithm based on tensor unfolding and proved that is succeeds for
k even, provided λ ≥ C n(k−2)/4. (Here and below, we denote by C a constant that might depend
1Indeed, an exact characterization of λML(k) should be possible using the ‘one-step replica symmetry breaking’
formula proven in [Tal06]. A non-rigorous analysis of the implications of this formula was carried out in [GS00],
yielding λML(k) = λBayes(k).
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Figure 1: Complexity of the spiked tensor model of order k = 3 at signal-to-noise ratio λ = 3:
exponential growth rate of the number of critical points σ ∈ Sn−1, as a function of the scalar
product m = 〈u,σ〉. Left: complexity for the total number of critical points S?(m). Right:
complexity for local maxima S0(m).
on k but is independent of n.) This result was generalized in [HSS15] to arbitrary k ≥ 3, using
a sophisticated semidefinite programming relaxation from the sum-of-squares hierarchy. A lower
complexity spectral algorithm that succeeds under the same condition was developed in [HSSS16],
and further results can be found in [ADGM16, BGL16b]. However, no polynomial-time algorithm
is known that achieves weak recovery for 1  λ  n(k−2)/4, and it is possible that statistical
estimation in the spiked tensor model is hard in this regime.
A large gap between known polynomial-time algorithms and statistical limits arises in the tensor
completion problem, which shares many similarities with the spiked tensor model [GRY11, YZ15,
MS16]. In the setting of tensor completion, hardness under Feige’s hypothesis was proven in [BM16]
for a certain regime of the number of observed entries.
Here we reconsider the maximum likelihood estimator and we explore the landscape of the
optimization problem (3). In what regime it is hard to maximize the function f( · ) for a typical
realization of the random tensor Y ? In [MR14] a power iteration algorithm was studied that
attempts to compute the maximum likelihood estimator, and it was proven that it is successful for
λ ≥ C n(k−2)/2. What is the origin of this threshold at n(k−2)/2? In this paper we compute the
expected number of critical points of the likelihood function f(σ) to the leading exponential order.
Let us summarize the qualitative picture that emerges from our results. For clarity of exposition,
we summarize only our results on local maxima, but similar results will be presented about generic
critical points.
The expected number of local maxima grows exponentially with the dimension n. We compute
the exponential growth rate, denoted by S0(m,x), as a function of the value of the cost function
x = f(σ) and of the scalar product m = 〈σ,u〉. Namely, the expected number of local maxima
with f(σ) ≈ x and 〈σ,u〉 ≈ m is exp{nS0(m,x) + o(n)}, with S0(m,x) given explicitly below.
The exponent S0(m,x) and its variants S0(m), S?(m,x), and so on, are referred to as ‘complexity’
functions. In Figure 1 we plot S0(m) = maxx S0(m,x), which is the exponential growth rate of the
number of local maxima with scalar product 〈σ,u〉 ≈ m, for the case k = 3, λ = 3. (We also plot
the analogous quantity for general critical points, S?(m).)
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The expected number of local maxima with scalar product m = 〈σ,u〉 ≈ 0, i.e. lying close to
the space orthogonal to the unknown vector u, is exponentially large. The complexity function
S0(m) decreases as |m| increases, i.e. as we move away form this plane, and eventually vanishes.
For λ sufficiently large (in particular, for λ > λc(k) given explicitly in Section 2.4), the com-
plexity S0(m) reveals an interesting structure. It is positive in an interval m ∈ (m1(λ, k),m2(λ, k)),
where m1(λ, k),m2(λ, k) = Θ(λ
−1/(k−2)) and becomes non-positive outside this interval. however
it increases again and touches zero for m = m∗(λ, k) close to one (for k even it also becomes zero
for m = −m∗(λ, k) by symmetry). In other words, all the local maxima are either very close to
the unknown vector u (and to the global maximum) or they are on a narrow spherical annulus
orthogonal to u.
It is interesting to discuss the behavior of local ascent optimization algorithms in such a land-
scape. While at this point the discussion is necessarily heuristic, it points at some interesting
directions for future work. The expected exponential number of local maxima in the annulus
|〈u,σ〉| ≤ Θ(λ−1/(k−2)) suggests that algorithms can converge to a local maximum that is well cor-
related with u, only if they are initialized outside that annulus. In other words, the initialization
σ0 must be such that 〈u,σ0〉 ≥ Cλ−1/(k−2). If no side information is available on u, a random
initialization will be used. This achieves 〈u,σ0〉 = Θ(n−1/2) with positive probability, and hence
will escape local maxima provided λ ≥ Cn(k−2)/2. Remarkably, this is the same scaling as the
threshold for power iteration obtained in [MR14]. It would be interesting to make rigorous this
connection.
Let us emphasize that our results only concerns the expected number of critical points. As is
customary with random variables that fluctuate on the exponential scale, this is not necessarily
close to the typical number of critical points. While we expect that several qualitative features
found in this work will hold when considering the typical number, a rigorous justification is still
open (see Section 3 for further discussion of this point).
The rest of the paper is organized as follows. We state formally our main results in Section 2,
which also sketches the main ideas of the proofs. We will then review earlier literature in Section
3, and present proofs in Section 4.
2 Main results
Our main results concern the number of critical points and the number of local maxima of the
function f(σ) introduced in Eq. (3), where Y ∈ (Rn)⊗k is distributed as per Eq. (1).
Throughout, we denote by ∇f(σ) and ∇2f(σ) be the Euclidean gradients and Hessians of f at
σ, and gradf(σ) and Hessf(σ) be the Riemannian gradients and Hessians at σ. The completed
real line is denoted by R = R ∪ {+∞,−∞}. For a set S ⊆ R, we denote by S¯ its closure, and So
its interior.
2.1 Complexity of critical points
For any Borel sets E ⊂ R and M ∈ [−1, 1], we define Crtn,?(M,E) to be the number of critical
points of f with function value in E and correlation in M :
Crtn,?(M,E) :=
∑
σ:gradf(σ)=0
1{〈σ,u〉 ∈M}1{f(σ) ∈ E}. (5)
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We define function S? : [−1, 1]× R→ R as
S?(m,x) :=
1
2
(log(k − 1) + 1) + 1
2
log(1−m2)− kλ2m2k−2(1−m2)− (x− λmk)2 + Φ?
(√ 2k
k − 1x
)
,
(6)
where
Φ?(x) =
{
x2/4− 1/2, |x| ≤ 2,
x2/4− 1/2− |x|/4 · √x2 − 4 + log{√x2/4− 1 + |x|/2}, |x| > 2. (7)
Theorem 1. For any Borel sets M ⊂ [−1, 1] and E ⊂ R, assume λ is fixed. Then, we have
lim sup
n→∞
{ 1
n
logE
[
Crtn,?(M,E)
]− sup
m∈M,e∈E
S?(m, e)
}
≤ 0 , (8)
lim inf
n→∞
{ 1
n
logE{Crtn,?(M,E)} − sup
m∈Mo,e∈Eo
S?(m, e)
}
≥ 0 . (9)
2.2 Complexity of local maxima
For any Borel set E ⊂ R and M ∈ [−1, 1], we define Crtn,0(M,E) to be the number of local maxima
of f with function value in E and correlation in M :
Crtn,0(M,E) :=
∑
σ:gradf(σ)=0
1{〈σ,u〉 ∈M}1{f(σ) ∈ E}1{Hessf(σ)  0}. (10)
We define function S0 : [−1, 1]× R→ R¯ as
S0(m,x) := S?(m,x)− L(θ(m), t(x)), (11)
where
L(θ, t) =

1
4
∫ t
θ+ 1
θ
√
y2 − 4 · dy − 12θ
[
t−
(
θ + 1θ
)]
+ 18
[
t2 −
(
θ + 1θ
)2]
, 2 ≤ t < θ + 1θ , 1 < θ,
∞, t < 2,
0, otherwise.
(12)
and θ = θ(m) =
√
2k(k − 1) · λmk−2(1−m2), t = t(x) = √2k/(k − 1) · x. We also note that∫ t
2
√
y2 − 4 · dy = t
√
t2
4
− 1− 2 log
( t
2
+
√
t2
4
− 1
)
. (13)
Theorem 2. For any Borel sets M ⊂ [−1, 1] and E ⊂ R, assume λ is fixed. Then, we have
lim sup
n→∞
{ 1
n
logE
[
Crtn,0(M,E)
]− sup
m∈M,e∈E
S0(m, e)
}
≤ 0 , (14)
lim inf
n→∞
{ 1
n
logE{Crtn,0(M,E)} − sup
m∈Mo,e∈Eo
S0(m, e)
}
≥ 0 . (15)
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Figure 2: Spiked tensor model with k = 3 and λ = 2.25. The black region corresponds to non-
negative complexity: S?(m,x) ≥ 0 (left) and S0(m,x) ≥ 0 (right). The arrows indicate the point
where the complexity touches zero, in correspondence with the ‘good’ local maxima.
2.3 Evaluating the complexity function
The expressions for S?(m,x) and S0(m,x) given in the previous section can be easily evaluated
numerically: the figures in this section demonstrate such evaluations. Throughout this section
we consider k = 3, but the behavior for other values of k ≥ 3 is qualitatively similar (with the
important difference that, for k even, the landscape is symmetric under change of sign of m). In
Figure 1 we plot the region of the (m,x) plane in which S?(m,x) and S0(m,x) are non-negative,
for λ = 2.25. By Markov inequality, the probability of any critical point or any local maximum to
be present outside these regions is exponentially small.
As anticipated in the introduction, we can identify two sets of local maxima:
(i) Uninformative local maxima. These have small x (i.e. small value of the objective) and small
m (small correlation with the ground truth u). They are also exponentially more numerous
and we expect them to trap descent algorithms.
(ii) Good local maxima. These have large x (i.e. large value of the objective) and large m (large
correlation with the ground truth u). Reaching such a local maximum results in accurate
estimation.
Figure 3 shows the evolution of the two ‘projections’ S0(x) = maxm S0(m,x) and S0(m) =
maxx S0(m,x) which give the exponential growth rate of the number of local maxima as functions
of the objective value x = f(σ) and the scalar product m = 〈u,σ〉. Similar plots for the total
number of critical points are found in Figure 4. We can identify several regimes of the signal-to-noise
ratio λ:
1. For λ small enough, we know that the landscape is the qualitatively similar to the case λ = 0:
local maxima are uninformative. While they are spread along the m direction, this is purely
because of random fluctuations. Local maxima with m ≈ 0 are exponentially more numerous
and have larger value.
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Figure 3: Complexity (exponential growth rate of the expected number of local maxima) in the
spiked tensor model with k = 3 and (from top to bottom) λ ∈ {0.1, 0.75, 1.5, 2.25}. Left column:
complexity as a function of the objective value x = f(σ), S0(x) = maxm S0(m,x). Right column:
complexity as a function of the scalar product m = 〈u,σ〉, S0(m) = maxx S0(m,x).
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Figure 4: Complexity (exponential growth rate of the expected number of critical points) in the
spiked tensor model with k = 3 and (from top to bottom) λ ∈ {0.1, 0.75, 1.5, 2.25}. Left column:
complexity as a function of the objective value x = f(σ), S?(x) = maxm S?(m,x). Right column:
complexity as a function of the scalar product m = 〈u,σ〉, S?(m) = maxx S?(m,x).
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2. As λ crosses a threshold λc, the complexity develop a secondary maximum that touches 0 at
m∗(λ) close to 1. This signals a group of local maxima (or possibly only one of them) that
are highly correlated with u. These are good local maxima, but have smaller value than the
best uninformative local maxima. Maximum likelihood estimation still fails.
3. Above a third threshold in λ, good local maxima acquire a larger value of the objective
than uninformative ones. Maximum likelihood succeeds. However, the most numerous local
maxima are still uncorrelated with the signal u and are likely to trap algorithms.
Let us emphasize once more that this qualitative picture is obtained by considering the expected
number of critical points. In order to confirm that it holds for a typical realization of Y , it would
be important to compute the typical number as well.
2.4 Explicit formula for complexity of critical points at a given location
The projection S?(m) = maxx S?(m,x), which gives the expected number of critical points at a
given scalar product m = 〈u,σ〉, has a simple explicit formula in the hemisphere m ∈ [0, 1]. This
is derived using elementary calculus by analyzing equation (6).
Proposition 1. The projection S?(m) = maxx S?(m,x) has the following explicit formula for
m ∈ [0, 1]:
S?(m) =
{
SU (m) 0 ≤ m < mc
SG(m) m ≥ mc
, (16)
where
mc :=
(
1
λ
k − 2√
2k(k − 1)
)1/k
, (17)
SU (m) :=
1
2
log(1−m2)− kλ2m2k−2(1−m2) + k
k − 2λ
2m2k +
1
2
log(k − 1), (18)
SG(m) :=
1
2
log
(
1−m2)− kλ2m(2k−2)(1−m2)−(√1
2
kλ ·mk
)2
(19)
+
√
1
2
k · λ ·mk ·
√(
1 +
1
2
k · λ2m2k
)
+ sinh−1
(√
1
2
kλmk
)
. (20)
Analysis of this formula confirms some of the qualitative observations from Section 2.3. For λ
very small, namely λ < (k − 2)/√2k(k − 1), we have that mc > 1. In this case, S?(m) ≡ SU (m)
and landscape is qualitatively similar to the case λ = 0. When λ ≥ (k − 2)/√2k(k − 1), we have
that mc ≤ 1 and the function SG captures the behavior of possible “good” critical points which
may exist at m > mc. Further analysis of the function SG is carried out in Proposition 2.
Proposition 2. The function SG is non-positive, SG(m) ≤ 0 for all m ∈ [0, 1]. Moreover, SG(m) =
0 if and only if m satisfies:
m2k−4(1−m2) = 1
2kλ2
. (21)
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In particular, if we set:
λc :=
√
1
2k
(k − 1)(k−1)
(k − 2)(k−2) , (22)
then we have that if λ < λc, then SG(m) < 0 and if λ ≥ λc, then SG has a unique zero in the
domain m ∈ [mc, 1].
The critical point λc identified in Proposition 2 represents a qualitative change in the energy
landscape. When λ < λc, then SG < 0 and “good” critical points are exponentially rare. On the
other hand, when λ ≥ λc then SG and has a unique zero. This is the only location in the region
m > mc where critical points are not exponentially rare, and this represents the best correlation
with the signal u that is achievable.
The proofs of Proposition 1 and 2 are deferred to Appendix B
2.5 Proof ideas
The proof of Theorems 1 and 2 relies on a representation of the expected number of critical points
of a given index using the Kac-Rice formula. This approach was pioneered in [Fyo04, ABCˇ13] to
study the case λ = 0 of the present problem.
Evaluating the expression produced by the Kac-Rice formula requires to estimate the expecta-
tion of determinant of Hessf(σ). In the case λ = 0 considered in [ABCˇ13], Hessf(σ) is distributed
as aWn + b In where Wn ∼ GOE(n) is a matrix form the Gaussian Orthogonal Ensemble. This
fact, together with the explicitly known joint distribution of the eigenvalues of Wn, is used in
[ABCˇ13] to express the expected determinant in terms of the distribution of one eigenvalue, and a
normalization that is computed using Selberg’s integral.
In the present case, Hessf(σ) is distributed as aWn+b In+c e1e
T
1 , i.e. a rank-one deformation
of the previous matrix. Instead of an exact representation, we use the asymptotic distribution of
the eigenvalue of this matrix, as well as its large deviation properties, obtained in [Mai07].
3 Related literature
The complexity of random functions has been the object of large amount of work within statistical
physics, in particular in the context of mean field glasses and spin glasses. The function of interest
is –typically– the Hamiltonian or energy function, and its local minima are believed to capture the
long-time behavior of dynamics, as well as thermodynamic properties.
In particular, the energy function (3) was first studied by Crisanti and Sommers in [CS95], for
the case λ = 0. This is referred to as the spherical p-spin model in the physics literature. The
paper [CS95], uses non-rigorous methods from statistical physics to derive the complexity function,
which corresponds to S0(x) in the notations used here. An alternative derivation using random
matrix theory was proposed by Fyodorov [Fyo04]. Connections with thermodynamic quantities
can be found in [CHS93]. The impact of the rough energy landscape on the behavior of Langevin
dynamics was studied in a number of papers, see e.g. [CHS93, BCKM98].
A mathematically rigorous calculation often expected number of critical points of any index
–and the associated complexity– was first carried out in [ABCˇ13], again for the pure noise case
case λ = 0. (See also [AB13] for mathematically rigorous results for the complexity of some more
general “pure noise” random surfaces.) As mentioned above, the expected number of critical points
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is not necessarily representative of typical instances. However, for the pure noise case λ = 0, it was
expected that the number of critical points concentrates around its expectation. This was recently
confirmed by Subag via a second moment calculation [Sub15]. (See also [Sub17] and [SZ17] for
additional information about the landscape geometry.)
Finally, the typical number of critical points of the spike-tensor model and variants is derived
in the forthcoming article [BBRC18] using non-rigorous methods from statistical physics. This
computation indicates that typical and expected number of critical points do not always coincide
for the spiked tensor model, contrary to what happens for the pure noise case λ = 0. Also [BBRC18]
studies generalized spiked models for which a large number of additional local maxima appear that
are strongly correlated with the spike.
4 Proofs
In this section we prove Theorem 1 and 2. We begin by introducing some definitions and notations
in Section 4.1. We next state some useful lemmas in Section 4.2, with proofs in Sections 4.3 and
4.4. Finally, we prove Theorems 1 and 2 in Section 4.5 and 4.6.
4.1 Definitions and notations
We will generally use lower case symbols (e.g. a, b, c) for scalars, lower-case boldface symbols (e.g.
a, b, c) for vectors, and upper case boldface (e.g. A,B,C) for matrices. The identity matrix in
n dimensions is denoted by In, and the canonical basis in Rn is denoted by e1, . . . , en. Given a
vector v ∈ Rn, we write Pv = vvT/‖v‖22 for the orthogonal projector onto the subspace spanned
by v, and by P⊥v = I − Pv the projector onto the orthogonal subspace.
For symmetric matrix Bn ∈ Rn×n, we denote by λ1(Bn) ≥ λ2(Bn) ≥ · · · ≥ λn(Bn) the
eigenvalues of Bn in decreasing order. We will also write λmax(Bn) = λ1(Bn) and λmin(Bn) =
λn(Bn) for the maximum and minimum eigenvalues.
We denote by GOE(n) the Gaussian Orthogonal Ensemble in n dimensions. Namely, for a sym-
metric random matrix W in Rn×n, we write W ∼ GOE(n) if the entries (Wij)i≤j are independent,
with (Wij)1≤i<j≤n ∼iid N(0, 1/n) and (Wii)1≤i≤n ∼iid N(0, 2/n).
For a sequence of functions fn : Rd → R≥0, n ∈ N+, we say that fn(x) is exponentially finite
on a set X ⊂ Rd, if
lim sup
n→∞
sup
x∈X
∣∣∣ 1
n
log fn(x)
∣∣∣ <∞ . (23)
We say that fn(x) is exponentially vanishing on a set X ⊂ Rd, if
lim
n→∞ supx∈X
1
n
log fn(x) = −∞ . (24)
We say that fn(x) is exponentially trivial on a set X ⊂ Rd, if
lim
n→∞ supx∈X
∣∣∣ 1
n
log fn(x)
∣∣∣ = 0 . (25)
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We say fn(x) is exponentially decaying on a set X ⊂ Rd, if
lim sup
n→∞
sup
x∈X
1
n
log fn(x) < 0 . (26)
For a metric space (S, d), we denote the open ball at x ∈ S with radius r > 0 by B(x, r) = {z ∈
S : d(z, x) < r}. In Rd, we will always use Euclidean distance. For any x ∈ R and δ > 0, the open
ball in R is denoted by B(x, r) = (x− r, x+ r). Let P(R) be the space of probability measures on
R. We will equip P(R) with the Dudley distance: for two probability measures µ, ν ∈ P(R), this is
defined as
d(µ, ν) = sup
{∣∣∣ ∫ fdµ− ∫ fdν∣∣∣; |f(x)| ∨ ∣∣∣f(x)− f(y)
x− y
∣∣∣ ≤ 1,∀x 6= y} . (27)
The open ball B(µ, δ) contains the probability measures with Dudley distance less than δ to µ.
Suppose µ is a probability measure on R, we denote Hµ(z) as the Stieltjes transform of µ defined
by (here conv denotes the convex hull and C+ the upper half plane)
Hµ : C+ ∪ R \ conv(suppµ) → C
z 7→
∫
R
1
z − λµ(dλ).
(28)
Hµ is always injective, so we can define its inverse Gµ: Gµ(Hµ(z)) = z. Denote Rµ as the R-
transform defined by
Rµ(w) : Image(Hµ) → C,
w 7→ Gµ(w)− 1/w.
(29)
We denote σsc(dλ) = 1|λ|≤2
√
4− λ2/(2pi)dλ as the semi-circular law. The Stieltjes transform
for the semi-circular law is
Hσsc(z) =
z −√z2 − 4
2
, (30)
and its R-transform is
Rσsc(w) = w. (31)
4.2 Preliminary lemmas
We start by stating a form of the Kac-Rice formula that we will be a key tool for our proof.
Essentially the same statement was used in [ABCˇ13], and we refer to [AT09] for general proofs and
broader context.
Lemma 1. Let f be a centered Gaussian field on Sn−1 and let A = (Uα,Ψα)α∈I be a finite atlas
on Sn−1. Set fα = f ◦ Ψ−1α : Ψα(Uα) ⊂ Rn−1 → R and define fαi = ∂fα/∂xi, fαij = ∂2fα/∂xi∂xj.
Assume that for all α ∈ I and all x, y ∈ Ψα(Uα), the joint distribution of (fαi (x), fαij(x))1≤i≤j≤n is
non-degenerate, and
max
i,j
|Var(fαij(x)) + Var(fαij(y))− 2Cov(fαij(x), fαij(y))| ≤ Kα| ln |x− y||−1−β (32)
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for some β > 0 and Kα > 0. For Borel sets E ⊂ R and M ⊂ [−1, 1], let
Crtfn,k(M,E) =
∑
σ:gradf(σ)=0
1{i(Hessf(σ)) = k, f(σ) ∈ E, 〈σ,u〉 ∈M}. (33)
Then, using dσ to denote the usual surface measure on Sn−1, and denoting by ϕσ(x) the density
of ∇f(σ) at x, we have
E{Crtfn,k(M,E)} =
∫
〈σ,u〉∈M
E[|det(Hessf(σ))| · 1{i(Hessf(σ)) = k, f(σ) ∈ E}|gradf(σ) = 0] · ϕσ(0) · dσ
(34)
The next lemma specialize the last formula to our specific choice of f( · ), cf. Eq. (3). Its proof
can be found in Section 4.3.
Lemma 2. We have
E{Crtn,?(M,E)} =
∫
M
Vn(m) · E{ |det(H)| · 1{f ∈ E}} · ϕσ(0) · (1−m2)−1/2 · dm, (35)
E{Crtn,0(M,E)} =
∫
M
Vn(m) · E{ |det(H)| · 1{H  0} · 1{f ∈ E}} · ϕσ(0) · (1−m2)−1/2 · dm,
(36)
where
Vn(m) = Vol(∂B
n−1((1−m2)1/2)) (37)
is the area of the (n − 1)-th dimensional sphere with radius (1 −m2)1/2, and ϕσ(0) is the density
of g at 0. Further the joint distribution of f ∈ R, g ∈ Rn−1, and H ∈ R(n−1)×(n−1) is given by
f
d
=λmk +
1√
2n
Z, (38)
g
d
=kλmk−1
√
1−m2 · e1 +
√
k
2n
· g˜n−1, (39)
H
d
=k(k − 1)λmk−2(1−m2)e1eT1 +
√
k(k − 1)(n− 1)
2n
Wn−1 − k
(
λmk +
1√
2n
Z
)
In−1, (40)
where Z ∼ N (0, 1), g˜n−1 ∼ N (0, In−1) and Wn−1 ∼ GOE(n− 1) are independent.
The next lemma provides a simplified expression. Its proof is deferred to Section 4.4.
Lemma 3. We have
E{Crtn,?(M,E)} = Cn ·
∫
E
dx
∫
M
(1−m2)−3/2dm · E{|det(Hn)|}
× exp
{
n
[1
2
(log(k − 1) + 1) + 1
2
log(1−m2)− kλ2m2k−2(1−m2)− (x− λmk)2
]} (41)
and
E{Crtn,0(M,E)} = Cn ·
∫
E
dx
∫
M
(1−m2)−3/2dm · E{|det(Hn)| · 1{Hn  0}}
× exp
{
n
[1
2
(log(k − 1) + 1) + 1
2
log(1−m2)− kλ2m2k−2(1−m2)− (x− λmk)2
]} (42)
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where, for Wn−1 ∼ GOE(n− 1),
Hn =θn(m) · e1eT1 +Wn−1 − tn(x) · In−1, (43)
tn(x) =
( 2kn
(k − 1)(n− 1)
)1/2 · x, (44)
θn(m) =
(2k(k − 1)n
(n− 1)
)1/2 · λmk−2(1−m2), (45)
Cn =2 ·
(n− 1
2e
)n−1
2 · Γ
(n− 1
2
)−1 · ( n
(k − 1)epi
)1/2
. (46)
Further, Cn is exponentially trivial.
The next lemma contains a well known fact that we will use several times in the proofs. It follows
immediately from the joint distribution of eigenvalues in the GOE ensemble [AGZ10] follows, see
for instance [Mai07].
Lemma 4 (Joint density of the eigenvalues of the spiked model). Let Xn = θe1e
T
1 +Wn, where
Wn ∼ GOE(n) and θ ≥ 0. The density joint for the eigenvalues of Xn is given by
Pθn(dx1, . . . ,dxn) =
1
Zθn
·
∏
i<j
|xi − xj | · In(θ, xn1 ) · exp
{
− n
4
n∑
i=1
x2i
}
dx1 · · · dxn, (47)
where xn1 denotes the vector (x1, . . . , xn)
T, and In is the spherical integral defined by
In(θ, x
n
1 ) :=
∫
On
exp
{nθ
2
· (U · diag(xn1 ) ·UT)11
}
dmn(U), (48)
with mn the Haar probability measure on On the orthogonal group of size n.
Next, we state a lemma regarding the large deviations of the largest eigenvalue of the spiked
model, proven2 in [Mai07].
Lemma 5 (Large deviation of largest eigenvalue of the spiked model [Mai07]). Let Xn = θe1e
T
1 +
Wn, where Wn ∼ GOE(n), and denote by λmax(Xn) the largest eigenvalue of Xn. Then we have
lim sup
n→∞
1
n
logP(λmax(Xn) ≤ t) ≤ −L(θ, t), (49)
lim inf
n→∞
1
n
logP(λmax(Xn) < t) ≥ −L(θ, t−), (50)
where L(θ, t) is as defined in Eq. (12).
For symmetric matrix Bn ∈ Rn×n, denote by Ln−1(Bn) = 1/(n−1) ·
∑n
i=2 δλi(Bn) the empirical
distribution of the n− 1 smallest eigenvalues.
We next state three useful lemmas on the spherical integral from the papers [Mai07, GM05].
2Notice that the formula in [Mai07] contains a typo, that is corrected here. Also, the normalization of Wn is
different from the one in [Mai07]. Here the empirical spectral distribution converges to a semicircle supported on
[−2, 2], while in [Mai07] the support is [−√2,√2].
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Lemma 6 (Continuity of spherical integral I, [GM05], Lemma 14). For any θ, η > 0, there exists a
function gθ,η(δ) : R≥0 → R≥0 with limz→0+ gθ,η(z) = 0, such that the following holds. Let x,y ∈ Rn
be two vectors, with xmax = maxi≤n xi, xmin = mini≤n xi, ymax = maxi≤n yi, ymin = mini≤n yi. Let
µx, µy be their empirical distributions and define Hx(z) = (1/n)
∑n
i=1 1/(z − xi). If d(µx, µy) ≤ δ
and θ ∈ Hx([xmin − η, xmax + η]c) ∩Hy([ymin − η, ymax + η]c), then for sufficiently large n∣∣∣ 1
n
log In(θ,x)− 1
n
log In(θ,y)
∣∣∣ ≤ gθ,η(δ). (51)
Lemma 7 (Continuity for spherical integral II, [Mai07], Proposition 2.1). For any θ, κ,M > 0,
there exists a function gκ,θ,M : R≥0 → R≥0 with limz→0 gκ,θ,M (z) = 0, such that the following holds.
For x,y ∈ Rn, denote by µ′x, µ′y the empirical distributions of the (n− 1) smallest entries of x,y,
and x1, y1 the largest elements of x,y. If d(µ
′
x, µ
′
y) ≤ n−κ, |x1 − y1| ≤ δ, and ‖x‖∞, ‖y‖∞ ≤ M ,
then for sufficiently large n∣∣∣ 1
n
log In(θ,x)− 1
n
log In(θ,y)
∣∣∣ ≤ gκ,θ,M (δ) . (52)
Lemma 8 (Limiting distribution of spherical integral [GM05], Theorem 6). Let θ > 0, {x(n)}n∈N+
be a sequence of vectors with empirical measure Ln converging weakly to a compactly supported
measure µ, and limiting largest element xmax ≥ sup{x : x ∈ supp(µ)} and limiting smallest
element xmin ≤ inf{x : x ∈ supp(µ)} < 0. Then the function
J(µ, xmax, θ) = lim
n→∞
1
n
log In(θ,x(n)) (53)
is finite and well defined (which does not depend on xmin).
Moreover, letting x ≥ sup{x : x ∈ supp(µ)}, we have
J(µ, x, θ) =
θ · v(x, θ)
2
− 1
2
∫
R
log(1 + θ · v(x, θ)− θ · λ)µ(dλ), (54)
where
v(x, θ) =
{
Rµ(θ), if Hµ(x) ≥ θ,
x− 1/θ, otherwise . (55)
See Section 4.1 for the definitions of Stieltjes transform Hµ(x) and R-transform Rµ(x).
Setting µ = σsc in the above lemma, with some simple calculations, we get the following
expression for J(σsc, x, θ).
Lemma 9. Since sup{x : x ∈ supp(σsc)} = 2, J(σsc, x, θ) is defined as x ≥ 2. We have
J(σsc, x, θ) =
{
θ2/4, if 0 < θ ≤ 1, x ∈ [2, ρ(θ)],
1/2 · [θx− 1− log(θ)− Φ?(x)], if θ ≥ 1, x ≥ 2, or 0 < θ ≤ 1, x > ρ(θ).
(56)
See Eq. (7) for the definition of Φ?(x).
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4.3 Proof of Lemma 2
We rewrite the objective function as
f(σ) = 〈Y ,σ⊗k〉 = λ · 〈u,σ〉k + h(σ), (57)
where
h(σ) =
1√
2n
〈W ,σ⊗k〉 = 1√
2n
n∑
i1,...,ik=1
Gi1···ikσi1 · · ·σik . (58)
The Euclidean gradients and Hessians of the f gives
∇f(σ) =kλ 〈u,σ〉k−1 · u+∇h(σ), (59)
∇2f(σ) =k(k − 1)λ · 〈u,σ〉k−2 · uuT +∇2h(σ), (60)
where
∇h(σ)i = k√
2n
·
n∑
i1,...,ik−1=1
Wii1···ik−1σi1 · · ·σik−1
=
k√
2n
· 1
k!
·
∑
pi∈Pn
n∑
i1,...,ik−1=1
(Gpi)ii1···ik−1σi1 · · ·σik−1 ,
(61)
and
∇2h(σ)ij =k(k − 1)√
2n
·
n∑
i1,...,ik−2=1
Wiji1···ik−2σi1 · · ·σik−2
=
k(k − 1)√
2n
· 1
k!
·
∑
pi∈Pn
n∑
i1,...,ik−2=1
(Gpi)iji1···ik−2σi1 · · ·σik−2 .
(62)
We will denote by TσSn−1 the tangent space of the unit sphere Sn−1 at the point σ, which we
will identify isometrically with the Euclidean subspace of Rn orthogonal to σ. The Riemannian
gradients and Hessians of f on the manifold Sn−1, restricted on the tangent space are given by
gradf(σ) =P⊥σ∇f(σ) = kλ〈u,σ〉k−1P⊥σ u+ P⊥σ∇h(σ), (63)
Hessf(σ) =P⊥σ∇2f(σ)P⊥σ − 〈σ,∇f(σ)〉 · P⊥σ (64)
=k(k − 1)λ〈u,σ〉k−2 · (P⊥σ u)(P⊥σ u)T − kλ〈u,σ〉k · P⊥σ (65)
+ P⊥σ∇2h(σ)P⊥σ − 〈σ,∇h(σ)〉 · P⊥σ . (66)
Taking σ = en, and u = men +
√
1−m2e1, we have (and identifying TσSn−1 with Rn−1)
f(σ)
d
=λmk +
1√
2n
Z, Z ∼ N (0, 1), (67)
P⊥σ∇f(σ)
∣∣
TσSn−1
d
=kλmk−1
√
1−m2e1 +
√
k
2n
gn−1, gn−1 ∼ N (0, In−1), (68)
P⊥σ∇2f(σ)P⊥σ
∣∣
TσSn−1
d
=k(k − 1)λmk−2(1−m2)e1eT1 +
√
k(k − 1)(n− 1)
2n
Wn−1, Wn−1 ∼ GOE(n− 1).
(69)
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Thus, the Riemannian Hessian restricted to the tangent space is distributed as
Hessf(σ)
∣∣
TσSn−1
d
=k(k − 1)λmk−2(1−m2)e1eT1 +
√
k(k − 1)(n− 1)
2n
Wn−1 − k(λmk + 1√
2n
Z)In−1.
(70)
Further note that gradf(σ) and Hessf(σ) are independent.
Plug in these quantities into Eq. (34) and using rotational invariance gives Eq. (36). Summing
Eq. (34) over k gives Eq. (35).
4.4 Proof of Lemma 3
In Eq. (36), the determinant of Hessian is given by
|det(Hn)| = (k(k − 1)(n− 1)/2n)(n−1)/2 det(θn(m)e1eT1 +Wn−1 − tn(f)In−1). (71)
We denote the density of f to be pf (x), we have
pf (x) =
√
n/pi · exp{−n(x− λmk)2}. (72)
The inner expectation yields
E{ |det(Hn)| · 1{Hn  0} · 1{f ∈ E}}
=(k(k − 1)(n− 1)/(2n))(n−1)/2
∫
E
E{|det(Hn)| · 1{Hn  0}} pf (x)dx
=(k(k − 1)(n− 1)/(2n))(n−1)/2 · (n/pi)1/2
∫
E
E{|det(Hn)| · 1{Hn  0}} exp{−n(x− λmk)2} dx .
(73)
We also have
Vn(m) =2pi
(n−1)/2/Γ((n− 1)/2) · (1−m2)(n−2)/2 , (74)
ϕσ(0) =(n/(pik))
(n−1)/2 · exp{−nkλ2m2k−2(1−m2)} . (75)
Plug these into Eq. (36), we have the form of Eq. (42), with pre-factor
Cn =(k(k − 1)(n− 1)/(2n))(n−1)/2(n/pi)1/2 × 2pi(n−1)/2/Γ((n− 1)/2)
× (n/(pik))(n−1)/2 × (1/(k − 1)e)n/2
=2((n− 1)/(2e))(n−1)/2/Γ((n− 1)/2)× (n/(k − 1)epi)1/2 .
(76)
Expand the Γ function in Cn using Stirling’s formula, it is easy to see that Cn is exponentially
trivial.
Eq. (41) follows essentially by the same calculation.
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4.5 Proof of Theorem 1
Throughout the proof, we will use the notations
Jn = θ · e1eT1 +Wn − t · In,
Xn = θ · e1eT1 +Wn,
Hn = θn(m) · e1eT1 +Wn−1 − tn(x) · In−1,
θ(m) =
√
2k(k − 1) · λmk−2(1−m2),
t(x) =
√
2k/(k − 1) · x,
θn(m) =
√
2k(k − 1)n/(n− 1) · λmk−2(1−m2),
tn(x) =
√
2kn/((k − 1)(n− 1)) · x.
(77)
In order to prove Theorem 1, we will establish the following key Proposition, whose proof is
deferred to Sections 4.5.1, 4.5.2, 4.5.3.
Proposition 3. The following statements hold
(a) Exponential tightness:
lim
z→∞ lim supn→∞
1
n
logE{Crtn,?([−1, 1], (−∞,−z] ∪ [z,∞))} = −∞. (78)
(b) Upper bound. For any fixed large U0 > 0 and T0 > 0, let U0 ⊂ [−U0, U0] and T 0 ⊂ [−T0, T0]
be two compact sets, and define E0 := U0×T 0. Then we have (for Φ? defined as per Eq. (7))
lim sup
n→∞
sup
(θ,t)∈E0
1
n
logE{|det(Jn)|} ≤ sup
t∈T 0
Φ?(t). (79)
(c) Lower bound. For any fixed δ > 0, θ0 and t0, define Uδ0 = (θ0−δ, θ0+δ), T δ0 = (t0−δ, t0+δ),
and Eδ0 := Uδ0 × T δ0 . Then we have
lim inf
n→∞
1
n
log
∫
(θ,t)∈Eδ0
E{|det(Jn)|}dθdt ≥ Φ?(t0). (80)
Using this proposition, we can prove Theorem 1.
Proof of Theorem 1. Because of the exponential tightness property, we only need to consider the
case when the set E is bounded. We will prove first the upper bound of Eq. (8), and then the lower
bound, cf. Eq. (9).
Step 1. Upper bound.
First, letting E0 = (x0 − δ0, x0 + δ0), we claim that
lim
δ0→0+
lim sup
n→∞
1
n
logE{Crtn,?(M,E0)} ≤ sup
m∈M
S?(m,x0). (81)
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Assuming this claim holds, to prove Eq. (8), we consider a general compactly supported set E.
Fix an ε > 0, for each x ∈ E, there exists a radius δx such that
lim sup
n→∞
1
n
logE{Crtn,?(M, (x− δx, x+ δx))} ≤ sup
m∈M
S?(m,x) + ε. (82)
Then {(x − δx, x + δx) : x ∈ E} is an open cover of E. Due to compactness of E, there exists
finite number of intervals {(xi − δxi , xi + δxi)}mi=1 that form a cover of E, and such that the above
equation holds. Therefore
lim sup
n→∞
1
n
logE{Crtn,?(M,E)}
≤max
i∈[m]
lim sup
n→∞
1
n
logE{Crtn,?(M, (xi − δxi , xi + δxi))} ≤ sup
m∈M,x∈E
S?(m,x) + ε.
(83)
Eq. (8) holds by choosing arbitrarily small ε.
Therefore, we just need to prove Eq. (81). For x ∈ R, S ⊆ R, define d(x, S) = inf{|x− y| : y ∈
S}. For a given small δ > 0, define
M δ := {m : d(m,M) ≤ δ},
Eδ := {x : d(x,E0) ≤ δ},
Uδ := {θ : θ =
√
2k(k − 1) · λmk−2(1−m2), m ∈M δ},
T δ := {t : t =
√
2k/(k − 1) · x, x ∈ Eδ},
Eδ := Uδ × T δ.
(84)
Since E0 is bounded, we can define finite constants U0, T0 such that Uδ ⊂ [−U0, U0] and T δ ⊂
[−T0, T0].
For any δ > 0, there exists Nδ large enough, such that tn(x) ∈ T δ and θn(m) ∈ Uδ for all
n ≥ Nδ and (m,x) ∈ M × E0. According to Proposition 3.(b), there exists Nε,δ ≥ Nδ, such that
for all n ≥ Nε,δ,
sup
m∈M,x∈E0
E{|det(Hn)|} = sup
m∈M,x∈E0
E{|det(θn(m) · e1eT1 +Wn−1 − tn(x) · In−1)|}
≤ sup
(θ,t)∈Eδ
E{|det(θ · e1eT1 +Wn−1 − t · In−1)|} ≤ exp
{
(n− 1)
[
sup
t∈T δ
Φ?(t) + ε
]} (85)
According to the expression for the expected number of critical point in Lemma 3, Eq. (41),
E{Crtn,?(M,E0)}
≤ sup
m∈M,x∈E0
E{|det(Hn)|} · Cn ·
∫
E0
dx
∫
M
(1−m2)−3/2dm
× exp
{
n
[1
2
(log(k − 1) + 1) + 1
2
log(1−m2)− kλ2m2k−2(1−m2)− (x− λmk)2
]}
≤ sup
m∈M,x∈E0
4CnR0 × exp
{
n
[1
2
(log(k − 1) + 1)− kλ2m2k−2(1−m2)− (x− λmk)2
]}
× exp
{
(n− 3)
[1
2
log(1−m2)
]
+ (n− 1) · sup
t∈T δ
[Φ?(t) + ε]
}
.
(86)
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Note that the pre-factor 2CnR0 is exponentially trivial. We have
lim sup
n→∞
1
n
logE{Crtn,?(M,E0)}
≤ sup
m∈M,x∈E0
{1
2
(log(k − 1) + 1) + 1
2
log(1−m2)− kλ2m2k−2(1−m2)− (x− λmk)2
}
+ sup
t∈T δ
Φ?(t) + ε.
(87)
Letting ε, δ → 0+, and using the continuity of Φ?(t) and compactness of E0, we have
lim sup
n→∞
1
n
logE{Crtn,?(M,E0)}
≤ sup
m∈M,x∈E0
{1
2
(log(k − 1) + 1) + 1
2
log(1−m2)− kλ2m2k−2(1−m2)− (x− λmk)2
}
+ sup
t∈T 0
Φ?(t).
(88)
Note that E0 = (x0 − δ0, x0 + δ0), letting δ0 → 0 and using the continuity of Φ?(t), we proved Eq.
(81).
Step 2. Lower bound. For any Borel sets M ⊂ [−1, 1] and E ⊂ R, and for any ε > 0, there
exists (m0, x0) ∈Mo × Eo such that
S?(m0, x0) ≥ sup
(m,x)∈Mo×Eo
S?(m,x)− ε. (89)
Denote θ0 = θ(m0) and t0 = t(x0). For a given small δ > 0, define
M δ0 := (m0 − δ,m0 + δ),
Eδ0 := (x0 − δ, x0 + δ),
Bδ0 := M δ0 × Eδ0 ,
Uδn := {θ : θ =
√
2k(k − 1)n/(n− 1) · λmk−2(1−m2), m ∈M δ0},
T δn := {t : t =
√
2kn/((k − 1)(n− 1)) · x, x ∈ Eδ0},
Eδn := Uδn × T δn .
(90)
We fix δ sufficiently small, so that M δ0 ⊂ Mo and Eδ0 ⊂ Eo. It is easy to see that Uδn and T δn are
open sets and θ0 ∈ Uδn, t0 ∈ T δn are inner points.
For this choice of δ and ε, according to Proposition 3.(c), for any ε0 > 0, we can find Nε,ε0,δ
and δ0 > 0 such that as n ≥ Nε,ε0,δ,
Eδ00 := (θ0 − δ0, θ0 + δ0)× (t0 − δ0, t0 + δ0) ⊂ Eδn, (91)
and ∫
(θ,t)∈Eδ00
E{|det(θ · e1eT1 +Wn−1 − t · In−1)|}dθdt ≥ exp{(n− 1)[Φ?(t0)− ε0]}. (92)
According to the expression for the expected number of critical point as in Eq. (42) in Lemma
20
3,
E{Crtn,?(M,E)} ≥ E{Crtn,?(M δ0 , Eδ0)}
≥Cn ·
∫
Bδ0
E{|det(Hn)|}dxdm× inf
(m,x)∈Bδ0
exp
{
(n− 3) ·
[1
2
log(1−m2)
]
+ n
[1
2
(log(k − 1) + 1)− kλ2m2k−2(1−m2)− (x− λmk)2
]}
≥Cn ·
∫
Eδ00
E{|det(θ · e1eT1 +Wn−1 − t · In−1)|}
n− 1
2kλn[(k − 2) ·m(θ)k−3 − k ·m(θ)k−1]dθdt
× inf
(m,x)∈Bδ0
exp
{
n
[1
2
(log(k − 1) + 1) + 1
2
log(1−m2)− kλ2m2k−2(1−m2)− (x− λmk)2
]}
≥ Cn
8k2λ
· exp
{
(n− 1) · [Φ?(t0)− ε0]
}
× inf
(m,x)∈Bδ0
exp
{
n
[1
2
(log(k − 1) + 1) + 1
2
log(1−m2)− kλ2m2k−2(1−m2)− (x− λmk)2
]}
.
(93)
Note that the pre-constant Cn/8k2λ is exponentially trivial on compact set. We have
lim inf
n→∞
1
n
logE{Crtn,?(M,E)}
≥ inf
(m,x)∈Bδ0
{1
2
(log(k − 1) + 1) + 1
2
log(1−m2)− kλ2m2k−2(1−m2)− (x− λmk)2
}
+ Φ?(t0)− ε0.
(94)
Letting ε0, δ → 0+, we have
lim inf
n→∞
1
n
logE{Crtn,?(M,E)} ≥ S?(m0, x0) ≥ sup
m∈Mo,x∈Eo
S?(m,x)− ε. (95)
Letting ε→ 0+ gives the desired result.
In the following we prove Proposition 3.
4.5.1 Proof of Proposition 3.(a): Exponential tightness
We need to upper bound E{Crtn,?([−1, 1], (−∞,−z] ∪ [z,∞))}. Starting from Eq. (41), we have a
crude upper bound
E{Crtn,?([−1, 1], (−∞, z] ∪ [z,∞))}
≤4Cn ·
∫ ∞
z
dx · E{[4x+ 2kλ+ ‖Wn−1‖op]n} × exp
{
n
[1
2
(log(k − 1) + 1)− (x− λ)2
]}
.
(96)
We let Dn = 4Cn · exp{n[1/2 · (log(k− 1) + 1)]}. It is easy to check that Dn is exponentially finite.
Taking z ≥ max(2kλ, 1) (note that we consider k ≥ 2) and let Yn = ‖Wn−1‖op, we have
E{Crtn,?([−1, 1], (−∞, z] ∪ [z,∞))} ≤ Dn ·
∫ ∞
z
E{(5x+ Yn)n} · exp{−nx2/4}dx (97)
≤ DnE{(1 + Yn)n}
∫ ∞
z
(5x)n · exp{−nx2/4}dx . (98)
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The operator norm of a GOE matrix has sub-Gaussian tails, cf. Lemma 11. This immediately
implies
E{(1 + Yn)n} ≤ E{enYn} ≤ Cn , (99)
for some universal constant C, whence
E{Crtn,?([−1, 1], (−∞, z] ∪ [z,∞))} ≤ DnCn
∫ ∞
z
(5x)n · exp{−nx2/4}dx , (100)
and the claim in Eq. (78) follows by Lemma 12.
4.5.2 Proof of Proposition 3.(b): Upper bound
Recall that Jn = θe1e
T
1 +Wn − tIn and Xn = θe1eT1 +Wn. Let σsc(dλ) = 1|λ|≤2
√
4− λ2/(2pi)dλ
be the semicircle law, and denote by B(σsc, δ) the ball of radius δ around σsc(dλ), with the Dudley
metric defined in Section 4.1. Let BR(σsc, δ) be the set of probability measures in B(σsc, δ) with
support in [−R,R]. For µ a probability measure on R, define (for all x such that the integral on
the right-hand side is well defined)
Φ(µ, x) =
∫
R
log |λ− x| · µ(dλ). (101)
We will often make use of the following fact: for any event A, we have (denoting by Ln =
1/n ·∑ni=1 δxi the empirical measure of the numbers {xi}ni=1):
E{|det(Jn)|;A} =
∫
Rn
n∏
i=1
|xi − t| · 1A · Pθn(dx1, . . . ,dxn)
=
1
Zθn
∫
Rn
n∏
i=1
|xi − t| · In(θ, xn1 ) · 1A ·
∏
i<j
|xi − xj | ·
n∏
i=1
exp{−nx2i /4}dxi
=
Z0n
Zθn
∫
Rn
exp{n · Φ(Ln, t)} · In(θ, xn1 ) · 1A · P0n(dx1, . . . ,dxn),
(102)
where
Zθn = Z
0
n
∫
Rn
In(θ, x
n
1 ) · P0n(dx1, . . . ,dxn). (103)
We have upper bound
E{|det(Jn)|} ≤E{|det(Jn)|;Ln ∈ B(σsc, δ)}︸ ︷︷ ︸
E1
+E{|det(Jn)|;Ln /∈ B(σsc, δ)}︸ ︷︷ ︸
E2
(104)
where δ > 0 is a fixed arbitrary small number.
According to Lemma 13, E2 ≤ B3n/A2n as a function of (θ, t) is exponentially vanishing on any
compact set. Hence, we just need to consider the term E1:
E1 =
Z0n
Zθn
∫
Rn
exp{n · Φ(Ln, t)} · In(θ, xn1 ) · 1{Ln ∈ B(σsc, δ)} · dP0n
≤ exp{n · sup
µ∈B(σsc,δ)
Φ(µ, t)} · Z
0
n
Zθn
∫
Rn
In(θ, x
n
1 )dP0n
= exp{n · sup
µ∈B(σsc,δ)
Φ(µ, t)}.
(105)
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Defining Φη(µ, t) =
∫
R log(|t − λ| ∨ η)µ(dλ), it is easy to verify that Φη(µ, t) is continuous in
(µ, t) ∈ M1([−R0, R0]) × T 0 for each η. Since Φ(µ, t) = infη>0{Φη(µ, t)}, it holds that Φ(µ, t) is
upper semicontinuous on the same domain. Further, a direct calculation yields Φ(σsc, t) = Φ?(t).
Therefore,
lim sup
δ→0
lim sup
n→∞
sup
(θ,t)∈E0
1
n
logE1 ≤ lim sup
δ→0
sup
t∈T 0,µ∈B(σsc,δ)
Φ(µ, t) ≤ sup
t∈T 0
Φ?(t). (106)
Consequently, we have
lim sup
n→∞
sup
(θ,t)∈E0
1
n
logE{|det(Jn)|} ≤ sup
t∈T 0
Φ?(t). (107)
4.5.3 Proof of Proposition 3.(c): Lower bound
Since t 7→ Φ?(t) is continuous, we only need to prove the lower bound for (θ0, t0) in a dense subset
of R2. We consider two cases for t0:
Case 1: t0 ∈ (−∞,−2) ∪ (2,∞). In this case, the proof is easier, since t0 is separated from
the support of the semicircle law. We only consider the subcase t0 > 2 and θ0 > 1, which is
more difficult. The proof for t0 > 2 and θ0 < 1 follows by a very similar argument.
Case 2: t0 ∈ (−2, 2). This case is more challenging since t0 is inside the support of semicircle
law. We will distinguish two subcases: subcase 2.1: t0 ∈ (−2, 2) and θ0 > 1; and subcase 2.2
t0 ∈ (−2, 2) and θ0 < 1. We use the estimate of the spherical integral in [GM05] and [Mai07].
Case 1: t0 ∈ (−∞,−2) ∪ (2,∞). As mentioned, we consider t0 > 2 and θ0 > 1 here. The other
cases are similar.
Let ρ(θ) = θ + 1/θ. Let δ0 ∈ (0, δ) be such that t0 > 2 + 2δ0. We can then choose ε0 ∈ (0, δ)
such that ρ(θ0 + 2ε0) − ρ(θ0 − 2ε0) ≤ δ0 and ρ(θ0 − 2ε0) > 2. Let T2(δ0, ε0) = [t0 − δ0, t0 + δ0] \
[ρ(θ0 − 2ε0), ρ(θ0 + 2ε0)], and T1(δ0, ε0) = [ρ(θ0 − ε0), ρ(θ0 + ε0)] ∪ [t0 − 2δ0, t0 + 2δ0]c. We have
d(T1(δ0, ε0), T2(δ0, ε0)) > 0, and the eigenvalues of the spiked matrix Xn belongs to T1(δ0, ε0) with
probability converging to 1 as n→∞.
Thus, for t ∈ T2(δ0, ε0), θ ∈ Uε00 = (θ0 − ε0, θ0 + ε0) we have the following lower bound, holding
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for any δ′ > 0 (here Ln(Xn) denotes the empirical spectral distribution of the matrix Xn):
E{|det(Jn)|} =Z
0
n
Zθn
∫
Rn
exp{n · Φ(Ln, t)} · In(θ, xn1 ) · dP0n
≥Z
0
n
Zθn
∫
Rn
exp{n · Φ(Ln, t)} · In(θ, xn1 ) · 1{Ln ∈ B(σsc, δ′), supp(Ln) ∈ T1(δ0, ε0)} · dP0n
≥
{
Z0n
Zθn
∫
Rn
In(θ, x
n
1 )1{Ln ∈ B(σsc, δ′), supp(Ln) ∈ T1(δ0, ε0)}dP0n
}
× exp
{
n[ inf
µ∈B(σsc,δ′),
supp(µ)∈T1(δ0,ε0)
Φ(µ, t)]
}
,
≥
{
P(supp(Ln(Xn)) ⊆ T1(δ0, ε0))− Z
0
n
Zθn
∫
Rn
In(θ, x
n
1 ) · 1{Ln /∈ B(σsc, δ′)}dP0n︸ ︷︷ ︸
G1
}
× exp
{
n[ inf
µ∈B(σsc,δ′),
supp(µ)∈T1(δ0,ε0)
Φ(µ, t)]
}
.
(108)
According to Lemma 13, G1 = B
2
n/A
2
n is exponentially vanishing on compact sets, so we can drop
this term. We also know that P(supp(Ln(Xn)) ⊆ T1(δ0, ε0)) is exponentially trivial on compact
sets.
This gives
lim inf
n→∞
1
n
log
∫
(θ,t)∈Eδ0
E{|det(Jn)|}dθdt
≥ lim inf
n→∞
1
n
log
∫
θ∈Uε00 ,t∈T2(δ0,ε0)
E{|det(Jn)|}dθdt
≥ lim inf
δ′→0+
inf
t∈T2(δ0,ε0),µ∈B(σsc,δ′)
supp(µ)∈T1(δ0,ε0)
Φ(µ, t) = inf
t∈T2(δ0,ε0)
Φ?(t).
(109)
The last equality holds because Φ(µ, t) is continuous with respect to (µ, t) on {(µ, t) : µ ∈
B(σsc, δ
′), supp(µ) ∈ T1(δ0, ε0), t ∈ T2(δ0, ε0)}.
Since Φ?(t) is continuous, letting first ε0 → 0+ and then δ0 → 0+, we have
lim inf
n→∞
1
n
log
∫
(θ,t)∈Eδ0
E{|det(Jn)|}dθdt ≥ lim sup
δ0→0+
lim sup
ε0→0+
inf
t∈T2(δ0,ε0)
Φ?(t) = Φ?(t0). (110)
Case 2.1: We next consider the case as t0 ∈ (−2, 2) and θ0 > 1. We further assume t0 > 0,
since the case t0 ≤ 0 can be treated analogously. Define
H1 =
∫
Rn
exp{n · Φ(Ln, t)} · In(θ, xn1 ) · dP0n(xn1 ), (111)
H2 =
∫
Rn
In(θ, x
n
1 ) · dP0n(xn1 ). (112)
We have E{|det(Jn)|} = H1/H2. Let ρ(θ) = θ + 1/θ. Since Φ?(t0) = t20/4− 1/2 for t0 ∈ (−2, 2), it
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suffices to show that
lim inf
n→∞
1
n
log
∫
(θ,t)∈Eδ0
H1dθdt ≥ t20/4 + Φ?(ρ(θ0))− ρ(θ0)2/4 + J(σsc, ρ(θ0), θ0), (113)
lim sup
δ→0+
lim sup
n→∞
sup
θ∈Uδ0
1
n
logH2 ≤ 1/2 + Φ?(ρ(θ0))− ρ(θ0)2/4 + J(σsc, ρ(θ0), θ0) , (114)
with J(· · · ) defined as per Lemma 8.
By [Mai07, Proposition 3.1], for fixed θ > 1, we have
lim sup
n→∞
1
n
logH2 ≤ 1/2 + Φ?(ρ(θ))− ρ(θ)2/4 + J(σsc, ρ(θ), θ). (115)
Therefore, Eq. (114) is implied by the convexity of 1/n · logH2 as a function of θ.
To prove Eq. (113), first, we choose δ0 ∈ (0, δ) and ε0 > 0 small enough such that ρ(θ0−δ0)−ε0 >
t0 + 2δ0. For any fixed θ ∈ (θ0 − δ0, θ0 + δ0), we have∫
T δ0
H1dt =
1
Z0n
∫
T δ0
dt
∫
Rn
In(θ, x
n
1 ) ·
n∏
i=1
|t− xi| ·
∏
1≤i<j≤n
|xi − xj | · exp
{
− n
4
n∑
i=1
x2i
} n∏
i=1
dxi
=
1
Z0n
∫
x0∈T δ0
∫
Rn
In(θ, x
n
1 ) ·
∏
0≤i<j≤n
|xi − xj | · exp
{
− n
4
n∑
i=0
x2i
}
·
n∏
i=0
dxi · exp
{n
4
x20
}
≥ 1
Z0n
∫
xn∈B(ρ(θ),ε0)
∫
x0∈T δ00
∫
xn−11 ∈Rn−1
n−1∏
i=0
|xn − xi| exp
{
− n
4
x2n
}
dxn
× In(θ, xn1 ) · 1{Ln(xn−10 ) ∈ B2+ε0(σsc, n−1/4)}
∏
0≤i<j≤n−1
|xi − xj | · exp
{
− n
4
n−1∑
i=0
x2i
}
·
n−1∏
i=0
dxi
× exp
{n
4
(t0 − δ0)2}
}
.
(116)
Note that for n sufficiently large, Ln(x
n−1
0 ) ∈ B2+ε0(σsc, n−1/4) implies that Ln−1(xn−11 ) ∈ B2+ε0(σsc, 2n−1/4).
Therefore, for any θ ∈ (θ0 − δ0, θ0 + δ0), we have∫
T δ0
H1dt ≥(ρ(θ0 − δ0)− t0 − δ0 − ε0) · exp{−ρ(θ0 + δ0)2/4} × 2ε0 (≡ A1)
× exp
{n
4
(t0 − δ0)2}
}
(≡ A2)
× inf
Ln−1(xn−11 )∈B2+δ0 (σsc,2n−1/4),
xn∈B(ρ(θ),ε0+2δ0)
exp{(n− 1)[Φ(Ln−1(xn−11 ), xn)− 1/4 · x2n]} (≡ A3)
× inf
Ln−1(xn−11 )∈B2+δ0 (σsc,2n−1/4),
xn∈B(ρ(θ),ε0+2δ0)
In(θ, x
n
1 ) (≡ A4)
×
∫
x0∈T δ0
∫
xn−11 ∈[−2−ε0,2+ε0]n−1
1{Ln(xn−10 ) ∈ B(σsc, n−1/4)}P0n(dxn−10 ) (≡ A5)
(117)
The term A1 is strictly positive and does not depend on n. Therefore it is exponentially trivial.
25
Since Φ(µ, t) is continuous on the set {(µ, t) : µ ∈ B2+δ0(σsc, δ′), t ∈ B(ρ(θ), ε0 + 2δ0)}, the term
A3 is lower bounded as follows
lim inf
n→∞
1
n
logA3 ≥ inf
x∈B(ρ(θ),ε0+2δ0)
[
Φ?(x)− 1
4
x2
]
. (118)
For the term A4, using the continuity of spherical integral Lemma 7 and 8, we have
lim inf
n→∞
1
n
logA4 ≥J(σsc, ρ(θ), θ)− gθ(2ε0 + 4δ0) , (119)
where gθ( · ) = g1/4,θ,ρ(θ)+1( · )
For the term A5, we have
A5 ≥EGOE,n
[ 1
n
#{λi : λi ∈ T δ0 }
]
− PGOE,n
(
max
i∈[n]
|λi| ≥ 2 + δ0
)
− PGOE,n
(
Ln /∈ B(σsc, n−1/4)
)
.
(120)
The first term is exponentially trivial, the second term is exponentially decay, and the third term
is exponentially vanishing. Therefore, A5 is exponentially trivial.
Putting the various terms together we get, for any θ ∈ (θ0 − δ0, θ0 + δ0) and t0 > 0,
lim inf
n→∞
1
n
log
∫
T δ0
H1dt ≥1
4
(t0 − δ0)2 + J(σsc, ρ(θ), θ)− gθ(2ε0 + 4δ0) (121)
+ inf
x∈B(ρ(θ),ε0+2δ0)
[Φ?(x)− 1/4 · x2]. (122)
For any fixed θ ∈ (θ0 − δ0, θ0 + δ0), letting ε0, δ0 → 0 and using the continuity of Φ?(x) and
J(σsc, x, θ) in variable x (eee Eqs. (7) and (56)), we have
lim inf
n→∞
1
n
log
∫
T δ0
H1dt ≥1
4
t20 + J(σsc, ρ(θ), θ) + Φ?(ρ(θ))− 1/4 · ρ(θ)2. (123)
Note that {1/n·log ∫T δ0 H1dt}n∈N+ are convex functions and uniformly bounded in θ. Therefore,
according to Lemma 10, the above inequality hold uniformly for θ ∈ (θ0 − δ0, θ0 + δ0). That is
lim inf
n→∞
1
n
log
∫
Eδ0
H1dθdt ≥ lim inf
n→∞ infθ∈Uδ00
1
n
log
∫
Eδ0
H1dt
≥ inf
θ∈Uδ00
[1
4
t20 + J(σsc, ρ(θ), θ) + Φ?(ρ(θ))− 1/4 · ρ(θ)2
]
.
(124)
Letting δ0 → 0 gives the desired result.
Case 2.2: t0 ∈ (−2, 2) and θ0 < 1. We further assume t0 > 0, as the case t0 < 0. For any
fixed small ε0, δ
′ > 0, we have lower bound
E{|det(Jn)|} =Z
0
n
Zθn
∫
Rn
exp{n · Φ(Ln, t)} · In(θ, xn1 ) · dP0n
≥Z
0
n
Zθn
∫
Rn
exp{n · Φ(Ln, t)} · In(θ, xn1 ) · 1{Ln ∈ B2+ε0(σsc, δ′)} · dP0n
≥Z
0
n
Zθn
·
{∫
Rn
exp{n · Φ(Ln, t)} · 1{Ln ∈ B2+ε0(σsc, δ′)} · dP0n︸ ︷︷ ︸
F1
· inf
Ln∈B2+ε0 (σsc,δ′)
In(θ, x
n
1 )︸ ︷︷ ︸
F2
}
(125)
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For the term F1, we have
F1 ≥
∫
[−2−ε0,2+ε0]n
exp{n · Φ(Ln, t)} · dP0n︸ ︷︷ ︸
F3
−
∫
Rn
exp{n · Φ(Ln, t)} · 1{Ln /∈ B(σsc, δ′)} · dP0n︸ ︷︷ ︸
F4
.
(126)
According to Lemma 13, F4 = B
1
n is exponentially vanishing on compact sets. For the term F3,
letting 0 < δ0 < δ, we have∫
t∈T δ0
dt
∫
[−2−ε0,2+ε0]n
exp{n · Φ(Ln, t)} · dP0n
=
1
Z0n
∫
t∈T δ0
∫
[−2−ε0,2+ε0]n
n∏
t=1
|t− xi| ·
∏
1≤i<j≤n
|xi − xj | · exp
{
− n
4
n∑
i=1
x2i
}
·
n∏
i=1
dxi · dt
=
1
Z0n
∫
x0∈T δ0
∫
[−2−ε0,2+ε0]n
∏
0≤i<j≤n
|xi − xj | · exp
{
− n
4
n∑
i=0
x2i
}
·
n∏
i=0
dxi · exp
{n
4
x20
}
≥ 1
Z0n
(
1 +
1
n
) (n+1)(n+2)
4
∫
y0∈
√
n
n+1
T δ00
∫
[−2−ε0/2,2+ε0/2]n
∏
0≤i<j≤n
|yi − yj | · exp
{
− n+ 1
4
n∑
i=0
y2i
}
·
n∏
i=0
dyi
× exp
{n
4
(t0 − δ0)2
}
=
Z0n+1
Z0n
(
1 +
1
n
) (n+1)(n+2)
4 En+1GOE
[ 1
n+ 1
#
{
λi : λi ∈
√
n
n+ 1
T δ00
}
· 1{max |λi| ≤ 2 + ε0/2}
]
× exp
{n
4
(t0 − δ0)2
}
(127)
Using the Selberg’s integral formula, we have
lim
n→∞
1
n
log
{Z0n+1
Z0n
(
1 +
1
n
) (n+1)(n+2)
4
}
= −1
2
. (128)
Similar to the method dealing with the term A5 in Eq. (117), we have
lim
n→∞
1
n
logEn+1GOE
[ 1
n+ 1
#
{
λi : λi ∈
√
n
n+ 1
T δ00
}
· 1{max |λi| ≤ 2 + ε0/2}
]
= 0. (129)
Now we turn to look at the term F2. For any fixed θ ∈ Uδ0 , there is a margin between θ and 1,
so we can find η small enough so that θ ∈ ∪µ∈B(σsc,δ′)Hµ([−2− ε0− η, 2 + ε0 + η]c) as ε0, δ′ is small
enough. Due to the continuity of the spherical integral, cf. Lemma 6 and 8, there exists gθ,η(δ) > 0
as δ > 0, and limδ→0 gθ,η(δ) = 0, such that for all n large enough,
1
n
log inf
Ln∈B2+ε0 (σsc,δ′)
In(θ, x
n
1 ) ≥ J(σsc, 2 + ε0, θ)− gθ,η(δ′). (130)
Using the right-continuity of function J(σsc, x, θ) with respect to x at x = 2, we have
lim inf
ε0,δ′→0+
lim inf
n→∞
1
n
log inf
Ln∈B2+ε0 (σsc,δ′)
In(θ, x
n
1 ) ≥ J(σsc, 2, θ). (131)
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Therefore for any fixed θ ∈ Uδ0 ,
lim inf
n→∞
1
n
log
∫
t∈T δ0
∫
Rn
exp{n · Φ(Ln, t)} · In(θ, xn1 ) · dP0n
≥ lim sup
δ0→0
{
J(σsc, 2, θ) +
1
4
(t0 − δ0)2 − 1
2
}
= J(σsc, 2, θ) + Φ?(t0).
(132)
Since 1/n · log ∫t∈T δ0 ∫Rn exp{n ·Φ(Ln, t)} · In(θ, xn1 ) ·dP0n is convex in θ, according to Lemma 10, we
have
lim inf
n→∞
1
n
log
∫
(θ,t)∈Eδ0
∫
Rn
exp{n · Φ(Ln, t)} · In(θ, xn1 ) · dP0n ≥ J(σsc, 2, θ0) + Φ?(t0). (133)
By [Mai07, Proposition 3.1], we have for fixed θ ∈ (θ0 − δ, θ0 + δ), we have
lim sup
n→∞
1
n
log(Zθn/Z
0
n) ≤ J(σsc, 2, θ). (134)
By the convexity of supt∈T δ0
1
n log(Z
θ
n/Z
0
n) as a function of θ, we have
lim sup
δ→0+
lim sup
n→∞
sup
θ∈Uδ0
1
n
log(Zθn/Z
0
n) ≤ J(σsc, 2, θ0). (135)
Therefore, as t0 ∈ (−2, 2) and θ0 < 1, we have
lim inf
n→∞
1
n
log
∫
(θ,t)∈Eδ0
E{|det(Jn)|}dθdt ≥ Φ?(t0). (136)
4.6 Proof of Theorem 2
Proposition 4. The following statements hold
(a) Exponential tightness.
lim
z→∞ lim supn→∞
1
n
logE{Crtn,0([−1, 1], (−∞,−z] ∪ [z,∞))} = −∞. (137)
(b) Upper bound. For any fixed large U0 > 0 and T0 > 0, denote U0 ⊂ [−U0, U0] and T 0 ⊂
[−T0, T0] to be two compact sets, and denote E0 := U0 × T 0. Then we have
lim sup
n→∞
sup
(θ,t)∈E0
1
n
logE{|det(Jn)| · 1{Jn  0}} ≤ sup
(θ,t)∈E0
[Φ?(t)− L(θ, t)] (138)
(c) Lower bound. For any fixed δ > 0, θ0 and t0, denote Uδ0 = (θ0 − δ, θ0 + δ) and T δ0 =
(t0 − δ, t0 + δ), and denote Eδ0 := Uδ0 × T δ0 . Then we have
lim inf
n→∞
1
n
log
∫
(θ,t)∈Eδ0
E{|det(Jn)| · 1{Jn  0}}dθdt ≥ Φ?(t0)− L(θ0, t0). (139)
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Assume this proposition holds, we are in a good position to prove Theorem 2.
Proof. Because of the exponential tightness property, we only need to consider the case when E is
bounded.
Step 1. Upper bound. Denoting E0 = (x0 − δ0, x0 + δ0). Using the same argument as in the
proof of upper bound in Theorem 1, we just need to show that
lim
δ0→0+
lim sup
n→∞
1
n
logE{Crtn,0(M,E0)} ≤ sup
m∈M
S0(m,x0). (140)
For any small δ > 0, define
M δ ={m : d(m,M) ≤ δ},
Eδ ={x : d(x,E0) ≤ δ},
Uδ ={θ : θ =
√
2k(k − 1) · λmk−2(1−m2), m ∈M δ},
T δ ={t : t =
√
2k/(k − 1) · x, x ∈ Eδ},
Eδ =Uδ × T δ.
(141)
Since E0 is bounded, we can define finite constantsR0 = sup{|x| : x ∈ E0}, U0 = 2 sup{|
√
2k/(k − 1)·
x| : x ∈ E0} and T0 = 2 sup{|
√
2k(k − 1) ·λmk−2(1−m2)| : m ∈M}. Therefore, as δ is sufficiently
small, we have Uδ ⊂ [−U0, U0] and T δ ⊂ [−T0, T0].
We only prove the case for (M,E0) such that sup(θ,t)∈E0 [Φ?(t) − L(θ, t)] > −∞. For (M,E0)
such that sup(θ,t)∈E0 [Φ?(t)− L(θ, t)] = −∞, we can prove it using similar arguments.
According to Proposition 4.(b), for any ε > 0 and δ > 0, there exists Nε,δ large enough, such
that tn(x) ∈ T δ and θn(m) ∈ Uδ for all (m,x) ∈M × E0, and for all n ≥ Nε,δ,
sup
m∈M,x∈E0
E{|det(θn(m) · e1eT1 +Wn−1 − tn(x) · In−1)| · 1{Hn  0}}
≤ sup
(θ,t)∈Eδ
E{|det(Jn−1)| · 1{Jn−1  0}} ≤ exp{(n− 1)[ sup
(θ,t)∈Eδ
Φ?(t)− L(θ, t) + ε]}
(142)
Therefore, using Eq. (41) in Lemma 3, we have
E{Crtn,0(M,E0)}
≤ sup
m∈M,x∈E0
2Cn ·R0 × exp
{
n
[1
2
(log(k − 1) + 1)− kλ2m2k−2(1−m2)− (x− λmk)2
]}
× exp
{
(n− 3)
[1
2
log(1−m2)
]
+ (n− 1) · sup
(θ,t)∈Eδ
[Φ?(t)− L(θ, t) + ε]
}
.
(143)
Note that the pre-constant 2CnR0 is exponentially trivial. We have
lim sup
n→∞
1
n
logE{Crtn,0(M,E0)}
≤ sup
m∈M,x∈E0
1
2
(log(k − 1) + 1) + 1
2
log(1−m2)− kλ2m2k−2(1−m2)− (x− λmk)2
+ sup
(θ,t)∈Eδ
Φ?(t)− L(θ, t) + ε.
(144)
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Letting ε, δ → 0+, and using the upper semi-continuity of Φ?(t) − L(θ, t) and compactness of E0,
we have
lim sup
n→∞
1
n
logE{Crtn,0(M,E0)}
≤ sup
m∈M,x∈E0
1
2
(log(k − 1) + 1) + 1
2
log(1−m2)− kλ2m2k−2(1−m2)− (x− λmk)2
+ sup
(θ,t)∈E0
Φ?(t)− L(θ, t).
(145)
Note that we took E0 = (x0 − δ0, x0 + δ0), letting δ0 → 0 and using the upper semi-continuity of
Φ?(t)− L(θ, t) gives Eq. (140).
Step 2. Lower bound.
Suffice to consider the case when sup(m,x)∈Mo×Eo S0(m,x) > −∞, otherwise the inequality
holds trivially.
For any Borel sets M ⊂ [−1, 1] and E ⊂ R, and for any ε > 0, there exists (m0, x0) ∈Mo ×Eo
such that
S0(m0, x0) ≥ sup
(m,x)∈Mo×Eo
S0(m,x)− ε. (146)
For this choice of (m0, x0), denote θ0 = θ(m0) and t0 = t(x0). For a given small δ > 0, define
M δ0 := (m0 − δ,m0 + δ),
Eδ0 := (x0 − δ, x0 + δ),
Bδ0 := M δ0 × Eδ0 ,
Uδn := {θ : θ =
√
2k(k − 1)n/(n− 1) · λmk−2(1−m2), m ∈M δ0},
T δn := {t : t =
√
2kn/((k − 1)(n− 1)) · x, x ∈ Eδ0},
Eδn := Uδn × T δn .
(147)
We fix δ sufficiently small, so that M δn ⊂Mo and Eδn ⊂ Eo.
For this choice of δ and ε, according to Proposition 4.(c), for any ε0 > 0, we can find Nε,ε0,δ
and δ0 > 0 such that as n ≥ Nε,ε0,δ,
Eδ00 := (θ0 − δ0, θ0 + δ0)× (t0 − δ0, t0 + δ0) ⊂ Eδn, (148)
and ∫
(θ,t)∈Eδ00
E{|det(Jn−1)| · 1{Jn−1  0}}dθdt ≥ exp{(n− 1)[Φ(t0)− L(θ0, t0)− ε0]}. (149)
According to the expression for the expected number of critical point as in Eq. (42) in Lemma
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3,
E{Crtn,0(M,E)} ≥ E{Crtn,0(M δ0 , Eδ0)}
≥Cn ·
∫
Bδ0
E{|det(Hn)| · 1{Hn  0}}dxdm× inf
(m,x)∈Bδ0
exp
{
(n− 3) ·
[1
2
log(1−m2)
]
+ n
[1
2
(log(k − 1) + 1)− kλ2m2k−2(1−m2)− (x− λmk)2
]}
≥Cn ·
∫
Eδ00
E{|det(Jn−1)| · 1{Jn−1  0}} n− 1
2kλn[(k − 2) ·m(θ)k−3 − k ·m(θ)k−1]dθdt
× inf
(m,x)∈Bδ0
exp
{
n
[1
2
(log(k − 1) + 1) + 1
2
log(1−m2)− kλ2m2k−2(1−m2)− (x− λmk)2
]}
≥ Cn
8k2λ
· exp
{
(n− 1) · [Φ0(t0)− L(θ0, t0)− ε0]
}
× inf
(m,x)∈Bδ0
exp
{
n
[1
2
(log(k − 1) + 1) + 1
2
log(1−m2)− kλ2m2k−2(1−m2)− (x− λmk)2
]}
.
(150)
Note that the pre-constant Cn/8k2 is exponentially trivial on compact set. We have
lim inf
n→∞
1
n
logE{Crtn,0(M,E)}
≥ inf
(m,x)∈Bδ0
{1
2
(log(k − 1) + 1) + 1
2
log(1−m2)− kλ2m2k−2(1−m2)− (x− λmk)2
}
+ Φ?(t0)− L(θ0, t0)− ε0.
(151)
Letting ε0, δ → 0+, we have
lim inf
n→∞
1
n
logE{Crtn,0(M,E)} ≥ S0(m0, x0) ≥ sup
m∈Mo,x∈Eo
S0(m,x)− ε. (152)
Letting ε→ 0+ gives the desired result.
For Proposition 4, the exponential tightness is trivial since we have the exponential tightness
of the expected number of critical points. In the following, we will prove the upper bound and the
lower bound.
4.6.1 Part (1). Upper bound
We decompose
E{|det(Jn)| · 1{Jn  0}}
≤E{|det(Jn)| · 1{Jn  0};Ln ∈ B(σsc, δ)}︸ ︷︷ ︸
F1
+E{|det(Jn)|, Ln /∈ B(σsc, δ)}︸ ︷︷ ︸
E2
(153)
where δ > 0 is an arbitrary small number.
According to Lemma 13, E2 = B
3
n/A
2
n as a function of (θ, t) is exponentially vanishing on
compact set. We just need to consider the term F1.
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For the term F1, we have
F1 =
Z0n
Zθn
∫
Rn
exp{n · Φ(Ln, t)} · 1{max
i∈[n]
{xi} ≤ t, Ln ∈ B(σsc, δ)}In(θ, xn1 ) · dP0n
≤ exp{n · sup
µ∈B(σsc,δ)
Φ(µ, t)} · Z
0
n
Zθn
∫
Rn
1{max
i∈[n]
{xi} ≤ t}In(θ, xn1 ) · dP0n
= exp{n · sup
µ∈B(σsc,δ)
Φ(µ, t)} · P(λmax(Xn) ≤ t).
(154)
According to Lemma 5, and note that P(λmax(Xn) ≤ t) is a coordinate-wise monotone function
with respect to (θ, t), we have
lim sup
n→∞
sup
(θ,t)∈E0
1
n
logP(λmax(Xn) ≤ t) ≤ − inf
(θ,t)∈E0
L(θ, t). (155)
Consequently,
lim
δ→0+
lim sup
n→∞
sup
(θ,t)∈E0
1
n
logF1 ≤ lim
δ→0+
sup
(θ,t)∈E0,µ∈B(σsc,δ)
[Φ(µ, t)− L(θ, t)] ≤ sup
(θ,t)∈E0
[Φ?(t)− L(θ, t)].
(156)
Therefore, we have
lim sup
n→∞
sup
(θ,t)∈E0
1
n
logE{|det(Jn)| · 1{Jn  0}} ≤ sup
(θ,t)∈E0
[Φ?(t)− L(θ, t)]. (157)
4.6.2 Part (2). Lower bound
For the lower bound, since Φ?(t) − L(θ, t) is upper semi-continuous, we only need to prove it for
those (θ0, t0) in a dense subset of R2. Since as t0 ∈ (−∞, 2), we have L(θ, t0) = ∞ for any θ. So
we only need to consider the case when t0 > 2.
Fix t0 > 2, choose δ0 > 0 and ε0 > 0 such that δ0 < δ, and 2 < t0− δ0− ε0 < t0− δ0. We have
E{|det(Jn)| · 1{Jn  0}}
=
Z0n
Zθn
∫
Rn
exp{n · Φ(Ln, t)} · 1{xmax ≤ t} · In(θ, xn1 ) · dP0n(xn1 )
≥Z
0
n
Zθn
∫
Rn
exp{n · Φ(Ln, t)} · In(θ, xn1 ) · 1{xmax ≤ min{t, t0 − δ0 − ε0}, Ln ∈ B(σsc, δ′)} · dP0n
≥Z
0
n
Zθn
∫
Rn
In(θ, x
n
1 )1{xmax ≤ min{t, t0 − δ0 − ε0}, Ln ∈ B(σsc, δ′)} · dP0n
× exp
{
n
[
inf
Ln∈B(σsc,δ′),xmax≤min{t,t0−δ0−ε0}
Φ(Ln, t)
]}
≥
{
P(λmax(Xn) ≤ min{t, t0 − δ0 − ε0})− Z
0
n
Zθn
∫
Rn
In(θ, x
n
1 )1{Ln /∈ B(σsc, δ′)}}dP0n︸ ︷︷ ︸
G2
}
× exp{n[ inf
Ln∈B(σsc,δ′),xmax≤min{t,t0−δ0−ε0}
Φ(Ln, t)]}
(158)
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According to Lemma 13, G2 = B
2
n/A
2
n is exponential vanishing on compact set, so we can drop this
term.
According to Lemma 5, and note that P(λmax(Xn) ≤ t) is a coordinate-wise monotone function
with respect to (θ, t) and L(θ, t) are continuous as t > 2, we have
lim inf
n→∞ inf(θ,t)∈Eδ00
1
n
logP(λmax(Xn) < min{t, t0 − δ0 − ε0}) ≥ −L(θ0 + δ0, t0 − δ0 − ε0). (159)
This gives
lim inf
n→∞
1
n
log
∫
(θ,t)∈Eδ0
E{|det(Jn)| · 1{Jn  0}}dθdt
≥ lim
δ′→0+
inf
t∈T δ00 ,Ln∈B(σsc,δ′),λmax≤t0−δ0−ε0
Φ(Ln, t)− L(θ0 + δ0, t0 − δ0 − ε0)
=Φ?(t0 + δ0/2)− L(θ0 + δ0, t0 − δ0 − ε0)
(160)
Since Φ?(t) − L(θ, t) is continuous with respect to (θ, t) on R × (2,∞), letting first ε0 → 0+ and
then δ0 → 0+, we have
lim inf
n→∞
1
n
log
∫
(θ,t)∈Eδ0
E{|det(Jn)| · 1{Jn  0}}dθdt
≥ lim sup
δ0→0+
lim sup
ε0→0+
Φ?(t0 + δ0/2)− L(θ0 + δ0, t0 − δ0 − ε0) = Φ?(t0)− L(θ0, t0).
(161)
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A Technical lemmas
Lemma 10. Let {fn(x)}n∈N+ be a series of real valued functions defined on the same compact
interval [a, b]. Suppose that each of the fn(x) are convex, and {fn(x)}n∈N+ are uniformly bounded.
Then we have
lim inf
n→∞ infx∈[a,b]
fn(x) = inf
x∈[a,b]
lim inf
n→∞ fn(x). (162)
Proof. It is obvious that the left hand side is smaller or equal to the right hand side. Suffice to
prove that the left hand side is bigger or equal to the right hand side.
Proof by contradiction. Assume the left hand side is smaller than the right hand side by a
margin ε. We call the righthand side f?. Then we have an increasing sequence nk ∈ N+, such that
fn(xnk) ≤ f? − ε. (163)
The sequence xnk have an accumulation point x? ∈ [a, b]. Since fn(x) are uniformly bounded, let
supx∈[a,b],n∈N+ fn(x) − f? ≤ U . Consider the interval I = [x? − (b − x?)ε/(2U + ε), x? + (x? −
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a)ε/(2U + ε)]. Since limk→∞ xnk = x?, then there exists K large enough such that as k ≥ K, we
have xnk ∈ I. For any x ∈ I ∩ [x?, b], because of the convexity of fn, we have
fn(x?) ≤ (x− x?)/(x− a) · fn(a) + (x? − a)/(x− a) · fn(x). (164)
For k such that xnk ∈ I ∩ [x?, b], we have
fnk(x?) ≤(xnk − x?)/(xnk − a) · (f? + U) + (x? − a)/(xnk − a) · (f? − ε)
≤f? + [(xnk − x?)U − (x? − a)ε]/(xnk − a)
≤f? + [U(x? − a)ε/(2U + ε)− (x? − a)ε]/((x? − a)ε/(2U + ε) + x? − a)
≤f? + ε[U/(2U + ε)− 1]/[ε/(2U + ε) + 1] ≤ f? − ε/2.
(165)
Similarly, for k such that xnk ∈ I ∩ [a, x?], we also have fnk(x?) ≤ f? − ε/2. Therefore
lim inf
n→∞ fn(x?) ≤ lim infk→∞ fnk(x?) ≤ f? − ε/2, (166)
which contradict the definition of f?.
The following lemma is from [BDG01, Lemma 6.3.].
Lemma 11 (Concentration of operator norm of GOE matrix.). Let WN ∼ GOE(n). Then there
exists a constant t0 such that, for all t ≥ t0 and all n large enough, we have
P(‖Wn‖op ≥ t) ≤ exp{−nt2/9}. (167)
Lemma 12. We have
lim
z→∞ limn→∞
1
n
log
∫ ∞
z
xn exp{−nx2}dx = −∞, (168)
Proof. For large enough x, we have x2/2 ≤ x2 − log x. Therefore, for large enough z, the following
holds ∫ ∞
z
xn exp{−nx2}dx =
∫ ∞
z
exp{−n(x2 − log x)}dx ≤
∫ ∞
z
exp{−nx2/2}dx
≤
∫ ∞
z
x · exp{−nx2/2}dx = 1
n
exp{−nz2/2}.
(169)
This proves the claim.
Lemma 13. For the following quantities as functions of (θ, t), we have A1n, A
2
n, and A
3
n are
exponentially finite on any compact set, and B1n, B
2
n, and B
3
n are exponentially vanishing on any
compact set.
A1n =
∫
Rn
exp{nΦ(Ln, t)}dP0n, B1n =
∫
Rn
exp{nΦ(Ln, t)}1{Ln /∈ B(σsc, δ)}dP0n,
A2n =
∫
Rn
In(θ, x
n
1 )dP0n, B2n =
∫
Rn
In(θ, x
n
1 )1{Ln /∈ B(σsc, δ)}dP0n,
A3n =
∫
Rn
exp{nΦ(Ln, t)}In(θ, xn1 )dP0n, B3n =
∫
Rn
exp{nΦ(Ln, t)}In(θ, xn1 )1{Ln /∈ B(σsc, δ)}dP0n.
(170)
34
Proof. We prove B3n as an example.
B3n ≤
∫
Rn
exp{nΦ(Ln, t)}In(θ, xn1 )1{Ln /∈ B(σsc, δ)}dP0n
=
∫
Rn
exp{nΦ(Ln, t)}In(θ, xn1 )1{max
i∈[n]
|xi| ≥ R}dP0n︸ ︷︷ ︸
E1
+
∫
Rn
exp{nΦ(Ln, t)}In(θ, xn1 )1{Ln /∈ B(σsc, δ),max
i∈[n]
|xi| ≤ R}dP0n︸ ︷︷ ︸
E2
.
(171)
Step 1. Bound for E1.
Let U0 = [−U0, U0], T 0 = [−T0, T0] and E0 = U0 × T 0. Then
lim
R→∞
lim sup
n→∞
sup
(θ,t)∈E0
1
n
logE1
≤ lim
R→∞
lim sup
n→∞
1
n
logE{(‖Wn‖op + T0)n · exp{U0‖Wn‖op}; ‖Wn‖op ≥ R} = −∞.
(172)
For any L, we choose an R > 0 large enough such that
lim sup
n→∞
sup
(θ,t)∈E0
1
n
logE1 ≤ L. (173)
Step 2. Bound for E2: use the LDP of the empirical distribution of eigenvalues of
GOE matrix.
To bound E2, we resort to the large deviation result for Ln:
lim
n→∞
1
n
logP0n(Ln /∈ B(σsc, δ)) = −∞. (174)
Therefore, we have upper bound
sup
(θ,t)∈E0
E2 ≤P(Ln /∈ B(σsc, δ)) · exp{n[log(R0 + T0) + U0R0]}, (175)
which gives
lim
n→∞ sup
(θ,t)∈E0
1
n
logE2 = −∞. (176)
Therefore, we have
lim sup
n→∞
sup
(θ,t)∈E0
1
n
logBn3 ≤ L. (177)
Sending L→ −∞ gives the desired result.
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B Derivation of explicit formula for S?
Proof. (Of Proposition 1) The function S?(m,x) can be written as:
S?(m,x) =
1
2
log(k − 1) + 1
2
log(1−m2)− kλ2m2k−2(1−m2)− (x− λmk)2 (178)
+
2k
k − 1
x2
4
− 1
2
√
2k
k−1 |x|∫
2
√
y2 − 4dy · 1{|x|≥
√
2(k−1)
k
} (179)
Isolating the dependence on x, to maximize S?(m,x) we must do the optimization problem:
−1
2
min
u
k − 22k u2 − 4(λmk)
√
k − 1
2k
u+
u∫
2
√
y2 − 4dy · 1{|u|≥2}
 (180)
where we have made the substitution u =
√
2k
k−1x. This is exactly the setting of Lemma 14 with
a = k−22k and b = 4λm
k
√
k−1
2k . The consideration b ≷ 4a leads to the definition of mc and the
two separate solutions SU , SG. When b < 4a, the formula for SU is follows using the solution to
the maximization problem in this region: −b2/4a = −4(k−1)k−2 λ2m2k and simplifying the resulting
expression.
In the other region, when b > 4a, using our a, b values we compute that the maximizing u is:
u∗ =
k√
k − 1
√
1
2
k(λmk)2 + 1−
√
k
2(k − 1)(k − 2)λm
k
The min value is (after some simplifying):
−1
2
bu∗ − 2 log
(
(
1
2
− a)u∗ + 1
2
b
)
=− 2
√
1
2
kλmk
√
1
2
k(λmk)2 + 1 + (k − 2)
(
λmk
)2
− 2 log
(√
1
2
k(λmk)2 + 1 +
√
1
2
kλmk
)
+ log(k − 1)
=−
√
1
2
kλmk2
√
1
2
k(λmk)2 + 1 + (k − 2)
(
λmk
)2
− 2 sinh−1
(√
1
2
kλmk
)
+ log(k − 1)
(We have used sinh−1(x) = log(x +
√
x2 + 1). Plugging back into the formula for S?(m,x) now
gives the desired result for SG .
Lemma 14. Let a > 0 and b > 0 be parameters. Let
g(x) = ax2 − bx+
|x|∫
2
√
y2 − 4dy · 1{|x|>2}.
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Then:
arg min
x
{g(x)} =
{
b
2a 0 < b < 4a
x∗ b > 4a
,
where:
x∗ :=
2ab−√b2 + 4− 16a2
4a2 − 1 .
Moreover:
min
x
{g(x)} =
{
− b24a 0 < b < 4a
−12bx∗ − 2 log
((
1
2 − a
)
x∗ + 12b
)
b > 4a
Proof. We notice that g′ is monotone increasing, and hence g has a unique minimum which occurs
when:
b− 2ax = sgn(x)
√
|x|2 − 4 · 1{|x|>2}
If −4a < b < 4a, then this occurs at b/2a. Otherwise, since we consider only the case b > 0,
we have a solution with x > 2 and have b− 2ax = √x2 − 4. The quadratic formula then gives the
formula for argmin. To see the formula for the minimum, we use the closed form for the integral:
x∫
2
√
y2 − 4dy = 1
2
x
√
x2 − 4− 2 log
(
x
2
+
1
2
√
x2 − 4
)
Substituting the identity b− 2ax = √x2 − 4 then gives the formula for min(g(x)).
Proof. (Of Proposition 2) For any value of α ∈ (0, 1), define:
fα(x) :=
1
2
ln(1− α)− 2x
2
α
+ x2 + x
√
1 + x2 + sinh−1(x)
It can be verified by computing the derivative, that this function has exactly one maximum at
xα ::=
1
2
α√
1−α and that fα (xα) = 0. In particular, fα(x) ≤ 0 for all x. Now notice that we may
write:
SG(m) = fm2
(√
1
2
k
(
λmk
))
This shows SG(m) ≤ 0. The consideration about the zeros of fc shows that SG has a zero only
when
√
1
2k
(
λmk
)
= 12
m2√
1−m2 , which is equivalent to equation (21). Elementary calculus reveals
that the polynomial m2k−4(1 −m2) achieves a maximum value of (k−2)k−2
(k−1)(k−1) and this observation
yields the desired properties for λc.
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