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“Hallo!” said Piglet, “what are you doing?” ...
“Tracking something,” said Winnie-the-Pooh very mysteriously.
“Tracking what?” said Piglet, coming closer.
“That’s just what I ask myself. I ask myself. What?”
“What do you think you’ll answer?”
“I shall have to wait until I catch up with it,” said Winnie-the-Pooh.
A.A. Milne. Prom Winnie-the-Pooh and the House at Pooh Corner, 
chapter 3, “in which Pooh and Piglet go hunting and nearly catch a woozle”.
This thesis is dedicated to Mum, Dad, Glyn, Mitty and Grandma.
Summary
This thesis addresses the problem of automatic measurement of human motion in a 
multiple-camera studio environment, without use of markers or special clothing. Poten­
tial applications include: computer animation from video sequences, human-computer 
interaction, biomechanical and ergonomic analysis. Existing pose estimation schemes 
are reviewed, and some implementations of these are evaluated. The existing schemes 
have drawbacks in terms of ability to track complex motion, deal with ordinary clothing, 
track multiple people, and recover from errors. Such problems are found to stem from 
deficiencies in some of the search schemes, and the simple models of appearance which 
are often used. To address these issues, a new hierarchical stochastic sampling search 
scheme is introduced, together with a more detailed model of human appearance. The 
new method is found to be effective for a range of complex motions, a variety of normal 
clothing, and simultaneous pose estimation of multiple people. A new fast wand-based 
method for calibration of multiple camera studios is also given, and its performance is 
found to compare favourably with an existing chart-based approach.
Key words: visual tracking, motion capture, pose estimation, camera calibration,
stochastic sampling
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Script Conventions
In this thesis, scalar quantities and functions are written in italics, such as a. Vectors 
and matrices are written using bold type, such as x. Where possible, lower case letters 
represent vectors and capital letters represent matrices. Where entries of a vector or 
matrices must be specified, they are enclosed in square brackets, e.g. a row-vector with 
entries 18, 9 and 77 is written [ 18 9 77 ]. Sets are represented using curly brackets
{ • • • } •
Abbreviations
Term Meaning
R Set of all real numbers
R^ Cartesian product of N  sets of all real numbers
R ^ ^ ^  Set 0 Î M  X N  matrices of real numbers
SO(3) Group defined by 3 x 3 matrices representing rigid rotations
Vector or matrix transpose 
a X b Vector cross product of vectors a and b
(R, t) Transformation x -A R x -f-1
(Rfl^ b, tb^ a) Transformation from co-ordinate system a to co-ordinate system b
(R ^,t/3 ) o (R a,ta) Transformation (R^, t«) followed by
Glossary of Symbols
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A  Number of parameters
a  Camera aspect ratio, cost function cut-off
B  Number of observations, blue colour component
^ Colour correspondence, scale for global cost-fitness conversion
C(-) Cost function, constraint function
c Limb joint location, colour value
c(-) Linearised constraint function
Ca^ b Location of joint to bone b in the co-ordinate system of bone a
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Chapter 1
Introduction
The problem of understanding the way in which we move has interested people for 
centuries. Even 4000 years ago, cave paintings such as the one in figure 1 show an 
understanding of the shapes made by the human form during movement. In more 
recent times modern technology has made it possible to make physical measurements 
of the movements of humans [13, 62]. Today, for the first time, we have the comput­
ing power and sensor technology to attempt to automate this measurement process. 
This opens up a whole range of applications, including: com­
puter character animation from human movement; automatic 
gesture recognition for human-computer interaction; auto­
mated analysis in sports and biomedicine. All of these require 
a method which is both reliable and fast. Ideally, it should 
run in real tim e, meaning that measurements are calculated 
within a short time (a few milliseconds) of the movement oc- 
curing, so that a constant stream of movement information is 
available. The approach described in this thesis is to moni­
tor the scene in a studio using multiple colour CCD cameras.
F i g u r e  1 .1 :  Cave p ain tin g  of
ga lloping goat and bow m an, found  
in caves at R em igia, C aste lld n , 
Spain . T h ese p ain tin gs are e s t i­
m ated  to  be over 4000 years old.
whose output is digitised and fed into a computer, as shown in figure 1.2.
1
Chapter 1. Introduction
1.1 M otivation
The motivation for this thesis comes from the field of television and film production. 
Computer software systems are currently available which can create the appearance of 
a human-like character in any desired pose, and the mechanism for animating such a 
computer generated character is shown in figure 1.3. The character may either have 
the appearance of a real actor, or be completely artificial such as a cartoon character. 
If we are able to estimate the movements of an actor in a film or television studio 
automatically, then we can automatically animate a computer-generated character so 
that it appears to make the same movements. This process would allow great creative 
freedom for producers. Since the content created is essentially three-dimensional (3D), 
it may also be possible for the viewer to interact with it, in much the same way as with 
current computer games.
This application imposes some constraints. Since producers may want to make con­
ventional 2D content and 3D content simultaneously, it is important that the actors’ 
appearance is not unduly modified. This rules out the possibility of using existing 
commercially available systems which require visible markers to be attached to actors. 
Producers also wish to see the results as soon as as possible, so set-up time and speed 
of measurement are important. Since almost all productions involve more than one 
person, it is important to build systems which can deal with multiple actors.
Studio
cameras
Digitisation Digital video
Output
measurements
Computer
Figure 1.2: Overview of system for multiple camera studio-based capture
1.2. Thesis Overview
Underlying skeleton Surface mesh attached Animation
Figure 1.3: Animating a computer generated character. All of a person’s movements are repre­
sented by the movements of an underlying model of a human skeleton (left). Attached to this 
is a mesh of polygons representing the ‘skin’ of the synthetic character (centre), and which can 
be animated by changing the pose of the skeleton (right).
1.2 Thesis Overview
To meet the demands of our chosen application, we begin in chapter 2 by looking at 
existing methods for extracting the pose of objects or people from a scene. This high­
lights problems which remain to be solved in terms of ability to track complex motion, 
use of normal clothing, and ability to track multiple people. It also suggests that use of 
multiple cameras is important when tracking complex motions. This leads into chapter 
3 which gives details of a standard mathematical model for a multi-camera system, and 
introduces a novel method for rapid calibration of the camera model parameters.
The in-depth study of human pose estimation methods begins in chapter 4, which intro­
duces and evaluates simple search schemes based on some of the previous work reviewed 
in chapter 2. The schemes are found to have limitations in their ability to track general 
human motion. Those problems are addressed in chapter 5, which introduces a novel 
stochastic approach which can robustly and efficiently extract measurements of human 
movement from multiple-camera video data. This is integrated into a complete studio 
system, and forms the key contribution of this thesis. The system is evaluated using 
pose estimation of complex movements of several different people, and simultaneous 
pose estimation of complex movements of multiple people, all wearing normal clothing. 
Finally, chapter 6 gives the conclusions of our studies, and suggestions for future areas 
of research.
Chapter 1. Introduction
1.3 Research Topics
To summarise, the specific research challenges which arise in this work are:
• Rapid automated calibration of studio camera system
• Robust and efficient algorithms for measurement of human movement from video 
data without using artificial markers
• Fast generation of human appearance models required by the measurement algo­
rithms
• Measurement of complex movements of multiple actors, wearing normal clothing
• Output of measurements in a form suitable for computer animation
1.4 Contributions
As a result, specific unique contributions of this work include:
• Closed-form method to estimate camera parameters using video of two markers
• Application of bundle adjustment to refine camera parameters based on observa­
tions of two markers
• Comparison of calibration using two-marker wand and planar chart
• Evaluation of local search methods for pose estimation of human movement
• Efficient Hierarchical Stochastic Sampling scheme for pose estimation
• Interactive generation of human appearance model using calibrated cameras, vol­
ume carving, and colour sampling
• Fast line search method to incorporate multiple-view constraints
• Integration of shape and colour cues in stochastic sampling scheme
• Evaluation of pose estimation for complex movements, normal clothing, and mul­
tiple people
1.5. Publications
1.5 Publications
The following publications have resulted from this research:
J.R. Mitchelson and A. Hilton. Prom visual tracking to animation using hierarchical 
sampling. In Proc. Mirage 2003, INRIA Roquencourt, France, March 2003.
J.R. Mitchelson and A. Hilton. Simultaneous pose estimation of multiple people using 
multiple-view cues with hierarchical sampling. Accepted for presentation at British 
Machine Vision Conference, September 2003.
J.R. Mitchelson and A. Hilton. Using a wand to calibrate multiple cameras for accurate 
3D reconstruction. Journal paper in preparation.
M. Price, J. Chandaria, O. Grau, G.A. Thomas, D. Chatting, J. Thorne, G. Milnthorpe, 
P. Woodward, L. Bull, E-J. Ong, A. Hilton, J. Mitchelson, J. Starck. Real-time pro­
duction and delivery of 3D media. In Proc. International Broadcasting Convention, 
Amsterdam, Netherlands, September 2002.
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Chapter 2
Human Pose Estim ation from  
Video Sequences
2.1 Introduction
Here the research begins with a review of some existing methods for pose estim ation  
of structures in video sequences digitised from one or more CCD cameras. We focus on 
those techniques which can be applied to pose estimation of humans, since this is what 
is required by our chosen application (see chapter 1). By ‘pose estimation’ we mean 
finding the position and/or orientation of the structures or their articulated parts at 
any given time.
We aim to cover the area in enough depth to explain the design choices which have 
been made in existing systems, and show the motivation behind the new pose estimation 
techniques which are developed in later chapters. Reviews of the area of human pose 
estimation have also been conducted by Gavrila [32] (1999), Aggarwal and Cai [1] 
(1999), Moeslund and Granum [59] (2001), and Wang et al [95] (2003). [59] is the 
most comprehensive for work up to the year 2000. [95] is the most up-to-date, giving 
brief summaries of more recent work up to 2001.
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2.2 Problem Statem ent
It is assumed that the pose at time t can be represented by a vector of real numbers 
X( 6  and that video sequences are composed of images taken at regular, discrete
time intervals t = 1 ,2 , Typically the units of t are 0.03 or 0.04 seconds. Images are
represented by 2D arrays of pixels. 1^  is used to denote the set of all images available 
at time t. this may include images from multiple cameras and multiple points in time 
t -  b i .. . t  + b2 - With real time applications in mind, we suppose that bi and 6 2  are 
fixed buffer sizes.
Image dimensions are usually very large > 100 x 100 compared to pose dimensions N.  
For greyscale (black & white) images, each pixel has an associated intensity value. 
For RG B (colour) images, each pixel has associated red, green, and blue colour values. 
It is often helpful to assume that we have an estimate xq of pose at time t = 0. This is 
a reasonable assumption, since there may be manual or heuristic methods to determine 
initial pose. The problem is to update this pose automatically at each successive time 
step. In the literature this problem is also known as visual tracking, or in the specific 
case of human motion, visual motion capture .
2.3 Direct versus M odel-Based M ethods
In limited unambiguous cases, there may be a direct mapping I* i-> x^. For example, 
if we wish to track in 2D the centre of a ball of distinct colour, it is a simple matter to 
find the centroid of all ball-coloured pixels (we use such a method in chapter 3). This 
is a direct solution of the pose estimation problem. Such solutions are usually fast to 
compute .
In most cases no direct solution exists, but we may know the approximate mapping 
fi'x.t) It. In other words we have a model for the appearance of a given pose of 
the object in the images. Pose estimation is then a matter of searching for a value 
of x  ^ such that dimg(Ii,/(xt)) is as small as possible, where dimg(-,-) is some distance 
metric which operates on images. This is a model-based solution [6 6 ], also known as 
an analysis-by-synthesis approach [59]. The best search algorithm to use depends
2.4. Model-Based Methods with Feature Space
on the particular problem, but all work better if dimg is a slowly varying function [73]. 
One may bias the solution so that the sequence xq, x i . . .  Xf — 1, more closely obeys a 
pre-defined dynamical model (constant velocity, constant acceleration, etc) - see section 
2.7.
For the goal of character animation from video sequences, model-based methods have 
particular importance. The required output is the set of pose parameters of a human­
like skeleton. This can be achieved by using a model-based method whose parameters 
are precisely those skeletal pose parameters we wish to find. Pioneering work in this 
area was done in 1980 by O’Rourke and Badler [66] followed by Hogg [43] in 1983. We 
focus on model-based methods for the rest of this chapter.
2.4 M odel-Based M ethods with Feature Space
Model-based solutions using the mapping /(x*) ~  It can be very slow to compute, 
since the image space is high-dimensional. To speed things up it is often better to do 
model-based search using a reduced feature space. First some salient image features 
Ft are extracted using a direct mapping It Ft. Now instead of searching using a 
parameterised image model /(xt) ~  It, we use a parameterised feature model /'(xt)
Ft, and some distance function dftr(-,-) which operates in feature space. The feature 
space is chosen to make this distance fast to compute, and hence make the algorithm 
run in a short time.
A simple example of a model-based approach for object tracking using a feature space 
is the work by Kumar and Hanson [49] and Beverage and Riseman [7]. Ft is a set of 
edge lines extracted from an image of a corridor. The computer has a stored 3D model 
/'(xt) ~  Ft of the corridor, which generates the predicted set of lines for any pose xt of 
the corridor relative to the camera. dftr(-, -) is a measure of the distance between line 
end-points. These functions are used within a local search algorithm to extract xt.
In all of the previous work found on human pose estimation, the complete parameterised 
model of feature space /'(x^) ~  F^ is composed of two main parts. First, an articulated 
geometric model is defined which allows some aspects of the geometry of a person to
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Right wristLeft wrist
Left lower arm Right lower arm
m Left upper arm Right upper armChestPelvis (root) Right thighLeft thigh
Right shankLeft shank
Right footLeft foot
(a) (b)
Figure 2.1: (a) Representing a person using geometric primitives (Marr, 1978), (b) Graph of 
skeletal hierarchy
be estimated for any given pose x .^ Such models are reviewed in section 2.5. Then 
a model of feature space is generated based on the geometric model. Suitable feature 
spaces and their corresponding distance functions are reviewed in section 2.6.
2.5 Geometric M odels
In 1978 Marr and Nishihara proposed a geometric representation scheme for recognition 
of 3D shape [57]. Their scheme relies on a fixed hierarchy of geometric primitives. A 
representation of a human is shown in figure 2.1a. Early work on pose estimation 
[43] showed that the pose of such a configuration can be represented by assuming the 
primitives to be rigidly ‘attached’ to an underlying skeleton (also called a kinematic 
chain).
Physically, a skeleton represents a collection of rigid bodies. These rigid bodies are 
called bones, since they approximate the bones in the human skeleton. Each bone is 
connected to one or more other bones at pre-defined points, known as joints. At a 
joint, bones cannot translate with respect to each other, but may be free to rotate. The 
whole skeleton may be free to translate in space. The same concept is used in robotics 
for the modelling of robot arms [60].
Mathematically, each bone is a cartesian co-ordinate system. Saying that surface ge­
ometry is ‘attached’ to a given bone means it is fixed with respect to the co-ordinate
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system of that bone. Specifying the pose of the skeleton is equivalent to specifying a 
transformation for each bone of the form:
X y I^bone,world^ “t” tworld,bone (^ ’1)
with Rbone,world G S 0 ( 3 ) ,  t w o r l d , b o n e  E This is the transformation from the local 
bone co-ordinate system to a world co-ordinate system.
2.5.1 Skeleton  P aram eterisation
It would be possible to represent the pose of each bone using the twelve real numbers 
from which the transformation ( R b o n e , w o r l d  t w o r l d , b o n e )  is composed. The numbers for 
all bones could then be concatenated into a single pose vector giving the pose of the 
entire skeleton. But not any collection of real numbers would correspond to a valid pose. 
To represent pure rotation, each matrix R b o n e , w o r l d  must be in SO(3), meaning it must 
be constrained to be orthogonal with unit determinant. Furthermore, bones must be 
constrained to be fixed to each other at joints. When constructing a search method, it 
is helpful to choose a parameterisation of pose which eliminates these constraints. This 
means that the search space is smaller (less parameters), and no constraint functions 
need be employed when performing the search.
A skeleton may be represented as a graph as shown in figure 2.1b, where the nodes
represent bones and links represent joints. There are no loops in the graph. This means
that we can think of the skeleton as a hierarchy. We can choose any bone to represent 
the root node (conventionally the pelvis) - the top level of the hierarchy. From this 
node onwards, there is said to be a parent - child relationship between nodes. The 
root node is the parent of all nodes it is directly linked to. Conversely, each node 
directly linked to the root is said to be a child of the root. Each child of the root may 
in turn have its own child nodes, etc.
It can be shown that any valid pose of the hierarchy can be represented by specifying a 
rigid transform to the co-ordinates of the root, and relative rotations between successive 
children. All rotation matrices must be constrained to be in S0(3), and a minimal 
parameterisation can be chosen which satisfies this constraint. One possibility is Euler
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angles [60]. These allow a matrix to be represented by 3 numbers that define successive 
rotation angles about 3 orthogonal axes, and the majority of work on 3D skeletal pose 
estimation uses them [66, 43, 78, 20, 9, 21, 83]. One disadvantage is that for a special 
case the derivative of R with respect to one of the angles is zero. This is known as 
the gimbal lock problem, and may cause difficulties if local search methods are used 
(see section 2.7.4). This can be solved by using a different representation, known as 
the exponential map [61, 35]. When used in relation to rotation matrices, it is a 
3-parameter function without the singularity problem of Euler angles. Bregler uses 
exponential maps of this form for human pose estimation [14]. A 6-parameter form is 
also available which simultaneously encompasses rigid rotation and translation, and this 
is used for human pose estimation by Drummond and Cipolla [25]. Another possibility 
is to use a unit quarternion which represents rotations using 4-vectors q E . This 
is a non-minimal parameterisation and requires the additional constraint |q| = 1 to be 
enforced. Quarternions have been used for human pose estimation by Mikic et al. [58].
As a result of such parameterisation, ~30 parameters can be used to represent the pose 
of a whole-body skeleton. Although a huge reduction compared to dimensions of video 
input, this is still a high dimensionality for parameter estimation schemes, and is an 
important issue when devising search strategies as described in section 2.7.
2.5 .2  Shape R ep resen tation
The detail and accuracy of the geometric primitives used to represent shape affects the 
ability to derive accurate models of feature space as used in section 2.6, and the speed 
of the algorithm.
The representation used by Hogg [43] is arguably the simplest possible 3D representa­
tion, being just a cylinder for each limb to be tracked. Other primitives which have 
been used include truncated cones [21, 84, 77, 58, 20] and truncated general quadrics 
[25].
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Rives and Dhome [76] use a fixed mesh of polygons for each 
limb to represent the limb surface more accurately. Hilton 
et al. [41, 42] use the skeleton to control a polygonal mesh 
which approximates the human shape. Such techniques are 
now common in computer graphics, but are more computa­
tionally expensive than simple geometric primitives. Flankers 
and Fua use another technique from graphics: a deformable 
surface model based on metaballs [70] which moves with the 
skeleton but is not rigidly attached (figure 2.2). This appears 
to provide a good model of the surface of the body, but at 
some computational cost.
J\i et al. [46] choose not to use a 3D surface model at all, 
but instead model the appearance using planar patches. This 
was shown to be effective with movements which have small
Figure 2.2: Modelling
axial rotations, and are observed using a single camera. Un­
human shape using
der other circumstances such a model is not likely to give .^^t^balls’ (Flankers and 
good results, since perspective effects and occlusions may be 2001) 
significant.
2.5 .3  G eom etric M odel In itia lisa tion
Having decided on a suitable representation of human surface geometry, it is nearly 
always necessary to customise the precise proportions of the shape to best fit the person 
to be tracked. For example, the radii of cylinders used to represent an arm will depend 
on the size of the person’s arm. Since such values need only be set once for a given 
person, many researchers use manual initialisation schemes [70, 19, 33, 20, 47, 25, 43]. 
The more advanced ones of these have a graphical user interface (GUI) which allows 
an operator to view a 2D projection of the model overlaid on images of the person. 
The operator can interactively adjust model proportions until a good fit with images 
is found [19, 70]. This assumes camera calibration is known (see chapter 3).
A recent highly novel approach is that used by Barron and Kakadiaris [6]. By using
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pre-defined anthropometric constraints and manually chosen anatomical feature points 
from a single image of a person, they show that an estimate of camera calibration 
and skeletal parameters can be determined simultaneously. At the time of writing the 
resulting models have not been used as part of a fully automatic scheme, though this 
is a future aim of the work.
Hilton et al. [41, 42] have a fully automated method for generation of the polygonal 
mesh they use for tracking. It is based on automatic deformation of a ‘generic’ human 
shape to fit the specific shape of the person to be tracked.
Rives and Dhome [76] derive their mesh models from magnetic resonance imaging 
(MRI) scan data. This is a highly accurate method of obtaining the shape of limbs in a 
fixed pose, but to maintain such a level of accuracy throughout tracking would require 
a model for soft-tissue movement as the pose changes.
2.6 Features Spaces and Distance Functions
Here we look at feature spaces which have been used for visual pose estimation. The 
extraction of useful features from images is also called low-level vision or early 
vision. For each type of feature space, we look at methods to measure the distance 
dftr between the feature space and a geometric model of the kind described in section 
2^u
2.6.1 E dges
Following the example of Hogg [43], a popular feature space to use is a set of edges 
extracted from an image [43, 21, 78, 94]. This is because the occluding contours of body 
parts will appear as edges in an image under a wide variety of illumination. In Hogg’s 
work [43], the distance function used measures the mean distance between points on the 
hypothesised occluding contours of the model and the edges obtained from the image, 
as shown in figure 2.3(a). In the original scheme, the difference in orientation between 
image edges and model edges is also used. Although orientation is a potentially useful 
source of information, it has not been popular in more recent work.
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(a) Closest Edge (b) Perpendicular Gradient (c) Blurred Edge Sampling
Figure 2.3: ‘Distance-to-Edge’ functions
Simple algorithms for edge extraction are based on convolution with an appropriate 
kernel to estimate the image gradient [16, 87]. Unfortunately there are usually image 
edges which do not correspond to the edge of a body part, due to clothing or back­
ground clutter. Hogg removes some background clutter by sampling the background 
and removing those pixels which do not change when a person is present. This tech­
nique is known as change detection or background subtraction. It assumes that 
illumination remains fairly constant. More recent work uses adaptive methods to cater 
for illumination and dynamic scene change [99, 77].
The active contours approach to pose estimation [8 ] introduces a distance function 
which measures the mean distance between the model and image edges along perpen­
diculars to the model contour, as shown in figure 2.3(b). It makes sense that image 
gradient is only evaluated along such lines, in order to maximise efficiency. Since F* 
need never be fully computed, the algorithms are fast. This idea is used in more re­
cent work [20, 25, 55]. Wachter and Nagel [94] and Deutscher et al. [21] use a similar 
simplification, whereby is an edge image which has been convolved with a Gaussian 
mask, and so merely sampling the value of F^ around the occluding model contour is 
sufficient to give an approximate distance function (figure 2.3(c)). Gavrila [33] uses 
a pre-computed chamfer map, which is essentially a look-up table giving the closest 
edge to any given image pixel. This makes distance function computation fast, but at 
the expense of a lengthy pre-processing step.
The image gradient in the neighbourhood of the occluding contour of a limb may depend 
on the distance of the limb from the camera. For this reason, Sidenbladh uses edge 
images at multiple scales [83]. The distance function is defined using a statistical model 
of likely edge-filter responses for human limb edges. The second derivative of image
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intensity is also computed and used in a similar way. When tracking in natural scenes, 
these cues are shown to provide useful information for distinguishing human limb edges 
from other edges in the scene. This comes at the expense of the extra computation for 
multiple scales, and may not be required in more constrained environments.
2.6 .2  T exture and O ptic Flow
The optic flow in an image sequence is an estimate of the 2D velocity field generated 
by taking 2D images of moving 3D objects. It is relatively slow to compute, requiring 
a correlation operation for each pixel in an image. Flow can only be defined in image 
regions where there is sufficient te x tu re  (local variation in surface appearance). It also 
assumes approximately constant brightness of object appearance between frames.
Pent land and Horowitz developed a scheme to use optic flow for pose estimation [67]. 
To evaluate for optic flow, the pose parameter space must include a velocity term, 
and the model must include an estimate of surface texture. The model is used to 
generate a predicted flow field from a candidate pose velocity, and this may then be 
compared with the estimated video flow. The model surface texture is then updated 
in preparation for the next frame.
In later work it is shown that full optic flow fields need not be computed [14, 46, 84]. 
Given a candidate pose and pose velocity for a body part, one may warp the image 
from a previous frame to generate the predicted appearance for the next frame. The 
pixel-wise difference between predicted and actual appearance over the area of the body 
part is the distance measure. This is an implicit use of optic flow.
Optic flow is potentially very accurate for pose estimation, due to the amount of image 
information it uses, and can adapt to slowly changing appearance due to clothing 
movement and illumination changes. Several successful results have been shown [14, 
46, 67, 79, 8 6 ]. It is only useful, however, when objects have visible texture which can 
be resolved by the camera. Self-occlusion is difficult to deal with, and work so far either 
avoids tackling this problem [67, 46, 79], or uses additional cues [84, 8 6 ]. In the work 
by Bregler [14] partial self-occlusion is present, but multiple views are used, and all 
parts have views in which they are not occluded.
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A potential hazard of optic flow is that incorrect pose estimates lead to incorrect image 
warpings which cause the tracking to fall into a non-global optimum. Roberts et al. [77] 
avoid this problem by using a learnt statistical model of texture which is not updated 
during tracking. This has the disadvantage that it is not adaptive to appearance change, 
but that might not be a problem if the statistical model is general enough.
Rives and Dhome [76] identify unique features in model texture, which can be searched 
for in images. They use multiple cameras, and results appear very accurate. Their 
system is limited by the need to wear specially textured clothing, and self-occlusion is 
not dealt with.
2.6 .3  P ix e l R egions
Some schemes have attempted to build statistical models for the grayscale or colour 
values associated with different body parts [99, 74, 65, 6 8 ]. The methods then look for 
regions in images which obey the statistics of a given part, dftr represents the difference 
in location and shape between a model part and its closest candidate region.
These schemes are faster and sometimes more stable than texture-based methods. They 
rely on having contiguous, distinct regions corresponding to each body part. For ex­
ample the skin colour of a hand occupies a suitably narrow region of colour space that 
it may be distinguished from a shirt sleeve that is not skin coloured. In this case pose 
estimation of the hand and arm may produce very stable results. Skin colour has been 
widely used for face and hand tracking [74, 65, 6 8 , 11].
If two body parts of like statistics move close to each other, then region cues alone will 
not be sufficient to distinguish them. Some occurences of this problem can be solved by 
putting dynamic constraints on the model [65, 64]. Another problem is the constraints 
on appearance imposed by this scheme - note that the skin-colour tracking example 
would no longer work if the person was wearing a T-shirt, or skin-coloured shirt.
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2.6 .4  S tereo
Given two or more calibrated cameras which are located on a short base-line and looking 
at the same scene, stereo methods exist to estimate depth of points in the scene relative 
to the cameras [27]. The result is a ‘2^D image ’, representing scene depth. The use 
of such images for pose estimation dates back to work by Marr and Nishihara [57] 
done in 1978. More recently Flankers and Fua have used stereo for upper-body human 
pose estimation [70]. Results of this work demonstrate that stereo can give sufficient 
information to dis-ambiguate some complex self-occluding arm movements. Accurate 
stereo requires good surface texture, since computation of depth relies on evaluating 
the correlation of regions between camera views. All results in [70] are presented using 
bare skin. The method may have problems with normal clothing which does not always 
have visible texture.
2.6 .5  V isual H ulls
In many applications there is a convenient means to estimate which image pixels cor­
respond to a person in a given image. The result of this computation is a binary image 
called the silhouette. Silhouette pixels are 1 if they correspond to the person in the 
original image, and 0  otherwise.
Silhouettes have been computed by background subtraction [43, 78, 21, 58, 9], pixel 
value thresholding [6 6 , 11] and statistical colour models [77, 99]. Such methods usually 
assume the person to be the only non-background object in an image, and require 
static or slowly varying background. Delamarre and Faugeras use a semi-automated 
technique in which silhouette contours must be extracted manually [2 0 ].
Owing to camera geometry, a silhouette from one camera view places an upper bound 
on the volume which the person may occupy, as shown in figure 2.4a. This volume is 
known as the visual hull of the person. If several cameras are used, the visual hull is 
the intersection of all such volumes (figure 2.4b). The overlap of the model with the 
visual hull is therefore a useful distance metric. When a model is in the correct pose, 
then in the ideal case it should be completely contained in the visual hull volume. So 
complete overlap has dftr =  0 , with dftr increasing as overlap decreases.
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Visual Hull
(a) One camera (b) Two cameras
Figure 2.4: Plan views of visual hulls generated by one and two camera views of an object.
When a single camera is used, it is efficient to compute visual hull overlap in 2D image 
space [6 6 ]. Several authors choose to explicitly reconstruct the intersection of visual 
hulls from multiple cameras using a 3D voxel representation [58, 9, 82]. Overlap is 
then measured in terms of volume intersection between the model and the visual hull. 
Sharman [82] uses an evidence gathering method to incorporate colour consistency 
information for more robust volume estimation in natural scenes. Deutscher et al. [21] 
use an approximate overlap by predicting the model silhouette in each camera view, 
and taking the mean overlap over all views. Some authors use an edge distance as 
described in section 2 .6 . 1  where the edges used are not true image edges but visual hull 
edges [20, 11]. This is also an approximate measure of visual hull overlap. Although 
information is lost by ignoring edges which lie inside the visual hull, the visual hull 
edges are often more robust to changes in appearance and illumination, leading to 
robust tracking techniques.
2.7 Search Strategies
Having constructed a suitable model of appearance as described in sections 2.5 and
2 .6 , the problem of tracking reduces to the task of choosing a pose to minimise the 
feature distance dftr(Ff,/'(x^)).
Finding a robust, efficient search strategy is non-trivial. As explained in section 2.5, our 
model has reduced the search space to the space of pose parameters, but this may still
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have ~  30 dimensions. An exhaustive search Avould be impossible on current hardware. 
Although distance functions given in section 2.6 can accurately indicate suitable poses, 
there may be few assumptions which can be made about how the distance varies as 
a function of pose. In particular there may be many local minima - troughs in the 
distance measure which do not all represent valid poses. Finally, for a given frame, the 
distance function may not be able to reliably disambiguate the true pose. This may be 
due to self-occlusion, clothing and skin movement, or inaccuracies in model shape. In 
such cases dynamic constraints must come into play.
Search methods based upon many different simplifying assumptions have been devel­
oped in order to address some of these issues.
2.7.1 In itia lisation
It is common to assume that an estimate of pose xq at time t =  0 is known. This is often 
done manually. As with model generation (section 2.5.3), the more advanced manual 
schemes provide an interactive GUI to adjust pose parameters so that the geometric 
model is visually aligned with data from the first image Iq. In the model generation 
scheme of Barron and Kakadiaris [6 ], pose and model are simultaneously extracted from 
manually labelled feature points. Cham and Rehg [17] propose an automated method 
using known visual features on the model. Their model is a 2D one, however, and 
the problem of generating a 3D appearance model of sufficient accuracy is non-trivial 
[90]. The results show pose initialisation where the pose is similar to the one used to 
generate the model. It is not clear that features can be found which are sufficiently 
robust to illumination changes and skin/clothing movement to allow this method to 
work. Mikic et al [58] propose an automated method which is effective provided some 
heuristic assumptions hold regarding initial appearance of the head and torso.
2.7 .2  E xh au stive Search over a C onstrained R egion
At first sight it appears that Hogg attempts the impossible, performing an exhaustive 
search over pose parameters [43]. In fact, pose parameters are only sampled on a 
discrete grid, and in a hierarchical manner, e.g. a suitable pose for the thigh is decided
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upon before choosing a suitable pose for the shank (lower leg). In addition, some 
heuristic rules are used which only allow poses consistent with a walking movement. 
So the actual number of poses to be tested is tractable, although the motion which can 
be tracked is limited to walking in a straight line.
2.7 .3  Linear P red iction
Rohr [78] also uses a constrained grid-based search, but introduces the idea of using a 
linear model of human dynamics to predict the likely pose at time t given previous poses 
and observations up to time t — I. This means that only poses in the neighbourhood 
of the predicted pose need be examined, thus improving efficiency. More strategies for 
searching in the neighbourhood of a predicted pose are covered in sections 2.7.2 and 
2.7.4.
Since models and images contain some degree of error, estimates of pose will also 
contain errors. Ideally a model of dynamics should account for these, so that the effect 
of erroneous data is minimised. We assume that we have a model of errors associated 
with the estimate of pose x^-i. To show this, we express pose not as a single vector 
but using a probability distribution of likely pose given the observations:
-P (x t - i | I i . . .  L - i )  (2.2)
The prediction of pose X( given an estimate of x^_i also has an error associated with it. 
So we use some probability distribution P(xf|x^_i) to represent the prediction. This 
distribution is also known as a model for the dynamics of the system. The aim of 
prediction is to compute P ( x t |I i .. .  If-i), and this is known as the prediction step. 
Pose vectors may also be augmented with higher order components such as velocity, 
since these may be required for prediction. In such cases a pose vector is more accurately 
referred to as a state vector.
Following prediction, search techniques give an updated estimate P(x^|L) of pose x  ^
based on the current frame L But this does not account for observations from previous 
frames - if the new data has especially large errors it will lead to a wrongly biased result.
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Instead P (x t|I i . ..I t)  can be found up to scale using Bayes’ rule:
P(x(|Ii . . . l t ) ( x  P (x t |I ,)P (x t |I i . . .  I t- i)  (2.3)
This is known as the update step.
If all probability distributions are assumed to be Gaussian, the prediction and update 
steps can be solved using a closed-form linear approach, known as a Kalman Filter 
[2]. This is the approach used by Rohr [78] and in more recent work [20, 94, 58]. The 
study by Deutscher et al. [23] shows that dynamics of many natural motions cannot 
be described by such a simple model, so prediction may be poor. More recently this 
has lead to the introduction of stochastic monte-carlo methods as described in section 
2.7.5.
2 .7 .4  Local D escen t-b ased  Search
Finding the optimum pose may be presented as a non-linear optimisation problem. 
We define a cost function (or objective function):
C (x)= dA r(F (,/(x )) (2.4)
So finding the best pose is equivalent to minimising C with respect to x. This may be 
done using a descent method. Given an initial estimate Xf^ o from a prediction step, 
the gradient of C is computed, and a small step A ix in a ‘down-hilF direction is found. 
This gives an updated estimate X(,i =  x^ o^ +  A ix which should have a smaller value of 
C. By repeating this process, the surface of C is descended until a minimum is found.
The gradient of C at a point may be defined analytically, or may be estimated by sam­
pling over a small neighbourhood. Computation of step direction may assume C to be 
approximately linear (steepest descent), or approximately quadratic (gradient de­
scent) [73]. Quadratic approximations lead to faster convergence if they are accurate, 
otherwise they may lead to erroneous results. The Levenberg-Marquardt optimisa­
tion scheme [7 3 ] gives a useful heuristic for combining linear and quadratic approaches. 
Steepest descent is used in [77, 47, 33, 20, 9, 94] and Levenberg-Marquardt is used in 
[70],
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Gavrila [33] proposes a decomposition of search space in which certain pose parameters 
are held constant whilst doing a steepest descent search for others. This is a natural way 
to perform a search due to the hierarchical structure of the human model. Drummond 
and Cipolla [25] propose a re-weighted least squares approach designed to be more 
robust to outliers. The search is also done in a hierarchical manner. Roberts et al. [77] 
use a coarse grid search to find a suitable starting point for descent, which may avoid 
some problems of local minima. This appears to work on some simple sequences and 
a rich set of cues, but grid search may be prohibitively large if general motion is to be 
accounted for.
Delamarre and Faugeras [20] propose a local search method called physical forces. 
The step direction is determined by a notional ‘force’ between model edges and image 
edges. This is one of a class of algorithms known as iterative closest point (IGF) 
approaches [100]. Descent direction is based on an estimated correspondence between 
image edges and model edges, which is re-computed at each iteration. This means the 
cost function is effectively re-defined during the optimisation, so such schemes are not 
strictly gradient methods. Fitzgibbon [29] argues that it is nearly always better to use 
a true gradient method.
Local gradient search methods have the advantage of being relatively fast and simple 
to implement. By their nature the systems are biased towards solutions which can 
be found via a path of steepest descent. Bottino and Laurenti remark on the useful 
temporal filtering effect which this has [9]. But an important drawback is that a descent 
approach may result in a non-global minima. This is one of the underlying problems 
which we will encounter in chapter 4, also illustrated recently by Deutscher et al. [23]. 
It occurs when visual pose causes multiple troughs in the cost function and prediction 
is not accurate enough to locate the correct one. Most other published work avoids 
presenting sequences which contain such a scenario, though we will see in chapter 4 that 
all gradient-based schemes are likely to suffer from this problem for certain motions.
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2.7 .5  S toch astic  Search
In 1996, Isard and Blake proposed a visual tracking scheme which both improves on the 
predicting capabilities of a Kalman filter, and allows local minima to be avoided during 
the search [45]. Such schemes have proved useful in many fields outside computer 
vision, and the most commonly accepted name for them is the particle filter [24, 2]. 
For computer vision such methods are also known as CONDENSATION algorithms 
[45].We cover these methods very briefly here. See the tutorial paper [2] and chapter 5 
for more details.
The idea is to represent the probability distributions in (2.2) and (2.3) using a set of 
discrete points (x(,%) C and associated weights (wt,i) C M. These points are referred 
to as particles. The particles approximate the probability density in the sense that:
I
P ( x t |I i . . .  lt)d^t -  ^  (2.5)
(for any non-zero hyper-volume V). The accuracy of this approximation depends on the 
number of particles used, and their density within the region of interest. The advantage 
of using a particle representation is that any distribution can be represented, not just 
Gaussian ones.
The particle filter defines a sequence of operations on the particles which have the 
same role as the prediction and update steps of section 2.7.3. These operations involve 
stochastic systems (using psuedo-random numbers), so particle filters belong to a class 
of algorithms known as Monte-Carlo methods. Part of the update step in a particle 
filter involves re-computing dftr for an updated location of each particle. This replaces 
the role of local search (as used in descent methods), and is known as a multiple 
hypothesis approach.
A key assumption of particle filter theory is that dftr(F,/'(x)) is a good estimate of 
P(x |I). This was shown to be true in the specific case of edge features [45].
The greatest obstacle in applying particle filters to the problem of human pose esti­
mation is the dimensionality of the pose space. To cover a 30-dimensional space with 
sufficient density requires a very large number of particles, making it computationally 
expensive.
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Deutscher et al. [21] show the system failing to give a good estimate even with 40000 
particles. To solve this, they propose repeating the predict-update step several times 
per frame. The effect is an annealed particle filter, which produces a sequence of 
distributions converging to the required one. Prediction no longer corresponds to the 
true dynamics of the motion, but the likely search ranges required to locate the correct 
pose at each annealing step. Also used is a combination of edge and visual hull features, 
meaning that the distance function is no longer an accurate estimate of P(x|I). For 
these reasons this method may be regarded as a stochastic search of pose space, 
rather than an accurate propagation of probability density (see chapter 5). Later work 
[2 2 ] along similar lines introduces concepts from another stochastic search technique - 
genetic algorithms (see section 2.7.6). The annealed particle filter is one of the most 
general solutions to the problem of dimensionality, and has produced effective tracking 
results on a wide range of natural motions [21, 22, 19]. This is one of the few schemes 
to deal with simultaneous translation and rotation of the torso.
MacCormick and Blake present a partitioned sampling approach [54]. It was applied 
by MacCormick and Isard to the problem of hand tracking rather that whole body 
motion [55], but is a general method for dealing with particle filters in high dimensional 
spaces which have some hierarchical structure. It is analogous to the hierarchical search 
method introduced by Gavrila for local search schemes. State space is partitioned into 
sets of parameters representing the state of each layer in the hierarchy, e.g. palm of 
the hand, thumb, the first finger, etc. Particle filter predict-update is first applied to 
localise the parameters of the top layer, then the second layer, etc. The hand-tracking 
results appear effective.
Sidenbladh [83] retains the probabilistic framework of particle filters and learns the 
statistics of a rich set of cues from training data of natural scenes, using a single 
camera. The approach appears very effective on some short monocular sequences. Due 
to the high ambiguity of the monocular case, the emphasis of the work is on richness 
and accurate weighting of cue information, rather than computational efficiency, or 
ability to track highly complex motions.
Sminchisescu and Triggs use a technique termed covariance scaled sampling [8 6 ].
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It makes an attempt to refine particle locations using local gradient-descent search. A 
detailed set of constraints are used to reduce the search space, since the work is also 
aimed at the highly under-constrained monocular case. The approach does seem to 
effectively combine disambiguating power of multiple hypotheses with the smoothness 
of a descent approach for some simple arm movements. A whole body rotation se­
quence with some occlusion is also presented, but the tracker is only shown to track 
through an 80 degree turn. It is not clear whether this hybrid stochastic/local search 
approach is able to track through the more acute ambiguity of even a slow turn without 
encountering problems due to local optima.
2.7 .6  D im ension  R ed u ction
The difficulty in searching the space of human poses has prompted methods which 
model that space using subspaces of reduced dimensions [11, 65, 83, 12, 81, 82]. The 
subspaces are determined from training data which contain examples of the motions 
which the system will be required to track.
Sidenbladh [83] and Sharman et al. [81, 82] make use of learnt models of the dynamics of 
motion (in this case walking) which allows the motion over several frames of an image 
sequence to be represented using a few parameters. These learnt dynamical models 
appear effective at the task they aim to solve, namely tracking of walking people.
It is worth noting that Sharman et al. perform the search using a genetic algorithm - 
a search method which works by making random mutations to possible parameter solu­
tions, and using the cost function of the result to influence the generation of improved 
solutions [98]. Deutscher et al. [22] commented on the similarity between genetic 
algorithms and the particle filtering methods described in section 2.7.5.
Bowden et al. [11] combine feature values and pose parameters into a single vector 
representing the state of the system. Although image features are inherently high 
dimensional (800D in this case), they are highly correlated with pose parameters, which 
allows reduction to 40 dimensions, followed by clustering which enables the whole data 
set to be represented using 25 discrete clusters. The feature components of the clusters 
are used to guide the tracking, which allows pose parameters to be inferred in a natural
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way. (The actual tracking uses a local search). Ong et al. [65, 64] use a similar idea and 
attempt to model the dynamics of linear combinations of clusters. Brand formulates the 
problem using a hidden Markov model [12] which models the transitions between 
clusters in a similar reduced pose-feature space.
The advantage of such models is speed, with most running in real-time. But the 
key drawback is that they are only as good as the training data they use. [1 2 ] is 
applied to whole-body motion, but with a small training set and equally small set 
of evaluation sequences. The other cluster-based approaches show good results for 
monocular tracking of upper-body gestures, but is not yet clear whether a feature 
space and training set can be constructed to allow the whole range of human motions 
to be analysed. For applications such as ours, the problem of creating training sets 
appropriate for different people also remains to be addressed.
2.8 Summary
Clearly the range of methods used for human pose estimation is broad, yet no method 
can be said to have solved the problem to the level required by our application. Specific 
unsolved problems include:
• Ability to deal with general complex motion
• Use of normal clothing
• Pose estimation of multiple people
• Real-time performance
Whilst some methods address some of these, none solve all.
The majority of work up to the year 2000 is focussed on finding suitable feature models 
and use of descent-based local search methods. This motivated much of the research in 
chapter 4, which examines such methods in more detail. A trend in more recent work, 
however, is to favour multiple hypothesis Monte-Carlo techniques over local search 
methods. As chapter 4 will show, this is a reflection of the nature of the cost functions
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used and the difficulties in using local search to find the correct minima. Dimension 
reduction methods also show promise in terms of robustness, and are highly efficient 
[1 1 , 65, 1 2 ], but so far they have only been shown to cater for limited motions.
Another trend to be noted is that the systems which attempt the most complex uncon­
strained motions [21, 58, 33, 20] all use multiple cameras. The Sidenbladh system [83] 
uses some of the most rich feature sets, yet some motion is still found to be ambiguous 
without a restrictive dynamic model, due to the monocular tracking. The Sminchisescu 
and Triggs work [8 6 ] does attempt to show some torso rotation using a general dynamic 
model and a single camera, but only a limited amount over a short sequence. To solve 
the problem in a general way, it is likely that multiple cameras are required. In chapter 
3  we will look at a standard mathematical model for a multiple-camera system, and 
discover a new fast method to find the camera parameters.
It is important to note that whilst some schemes do allow the approximate locations 
of multiple people to be found, no previous method has been demonstrated to fully 
estimate the pose of multiple people in the same environment. Nor do the current 
publications on multiple-camera systems present many results where normal clothing 
is used.
In conclusion, some existing pose estimation methods provide a starting point from 
which a studio-based pose estimation method for general human motion may be de­
veloped. Further innovations are required in terms of use of cues, efficiency of search 
methods, use of multiple cameras, use of normal clothing, and tracking of multiple 
people. These will be addressed in the following chapters.
Chapter 3
Camera Calibration
3.1 Introduction
As the first stage in a model based approach for visual pose estimation, we require 
a model for the cameras themselves. We use the pinhole model, which is described 
in detail below. This chapter is concerned with finding a rapid way to calibrate the 
parameters of that model in a multi-camera studio. This involves finding both internal 
camera parameters (focal length), and external parameters (the relative location and 
orientation of each camera). In studio production, cameras may be re-configured many 
times in one day with changes in location and zoom, so ease of use and speed of 
computation are of key practical importance. It is also undesirable to require cameras 
to be placed in any kind specialist calibration device, since this may increase setup time 
and cost. It therefore makes sense to use a visual calibration method, i.e. one which 
takes its input from the camera images alone.
A typical paradigm for visual calibration is extraction of corresponding point features 
from images, and use of these to compute the camera parameters. For a limited num­
ber of camera views (often a stereo rig) it has become common to use a calibration 
chart of known structure placed in the field of view to establish point correspondences 
automatically [93, 102, 40].
Unfortunately the use of a chart is impractical for many multi-view scenarios.
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This is because the purpose of multiple views is to im­
age the scene from many different angles, and so a chart 
would have to be multi-faceted to be imaged by several 
cameras simultaneously. Even a planar chart is an un­
wieldy object to move around a studio. In this work, we 
replace the chart with a wand - a short rod with two
coloured markers on it, shown in figure 3.1. By acquir- 3  ciose-up of Calibra-
ing video sequences of the moving wand, it is possible tion Wand 
to build up large sets of point correspondences between
views in a short time. These replace the role of multiple feature points on a chart.
We present an algorithm for metric calibration of a multiple camera system by minimi­
sation of geometric error. This is a novel application of bundle adjustment techniques 
[92]. We also include a novel but straightforward way to initialise the system, based on 
self-calibration methods [37, 38, 26]. Full evaluation and comparison with chart-based 
calibration are shown.
3.2 Previous Work
The problem of camera calibration has been studied for many years by photogram- 
metrists [85], for purposes such as making measurements from aerial photographs, or 
performing 3D reconstructions of archaeological artefacts. Early methods involved 
manual computation and use of special instrumentation. In 1980, Tsai developed a 
simple automated visual method for calibration, using images of a planar chart [93]. 
Subsequent work has developed this concept to allow more accurate initial estimates to 
be made [102, 40]. This has coincided with a good understanding of how descent based 
optimisation methods may be used to refine a calibration [92]. Accurate chart-based 
systems are now freely available on the internet.^
Also of note is the development of ‘self-calibration’ methods. These were introduced 
by Hartley [37, 38] and Faugeras [26]. They allow camera parameters to be determined
 ^ h t tp  : / / www. v i s i o n . c a l t e c h . ed u /b ou gu etj/ ca lib _d oc  
h ttp  : / / so u r c e fo r g e . n e t /p r o j  e c ts /o p e n c v lib r a r y /
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from point correspondences alone, and can be used to solve the ‘structure-from-motion’ 
problem, whereby the 3D geometry of a natural scene is recovered using a 2D image 
sequence from a single moving camera [97, 52, 71]. Factorisation methods [56, 91, 48] 
use a different mathematical formulation to provide iterative solutions to the same 
problem. We will see that self-calibration algorithms can be adapted to give an initial 
solution to the problem of calibration using point correspondences from a moving wand.
The idea of wand calibration has been around for some years, as seen in work by 
Maas [53], but it was not fully developed or evaluated. Similar techniques also appear 
to have been used by some commercial motion capture companies. Work developed 
independently by Baker and Aloimonos [4] presents a related technique using an active 
marker. They use an iterative factorisation method which effectively minimises an 
algebraic error over multiple views. Suggestions for focal length and metric estimation 
are made, but no results of these are shown. A different application of the wand-based 
approach was recently demonstrated by Zhang [103]. A wand with 3 points, fixed at 
one end, was used to solve the problem of internal parameter calibration when only one 
camera is present.
3.3 Overview of M ethod
Our proposed method of calibration is as follows:
Data Capture Record video of two markers separated by a known fixed distance as 
they move through the capture volume. This must be done simultaneously using 
all cameras we wish to calibrate.
Feature Extraction Automatically estimate the location of the centre of each marker 
in each image.
Initialisation Use marker image locations, two-view geometry, and knowledge of the 
distance between the markers to give an initial approximate estimate of camera 
parameters.
Refinement Use bundle adjustment techniques to refine the initial estimate.
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Some necessary pieces of theory and background information are given in the next 
section. Details of feature extraction are given in section 3.5. In section 3.6 we develop 
a suitable initialisation procedure, followed by a refinement algorithm given in section
3.7. Finally a full evaluation is shown in section 3.8.
3.4 Background
3.4.1 C am era M odel
We use the standard pinhole model for cameras. Points in the world are specified 
by 3D co-ordinates { x y z ) G The corresponding point in a camera image 
is described by 2D co-ordinates { u v )■ It is convenient to specify such points in 
homogeneous co-ordinates, x 6  #  for world points and u G for image points, where
iT r -|T
X = X y z 1 and u = u v 1 • The pinhole model states that, in the
absence of noise, a camera maps world points to image points as follows:
Au = Px (3.1)
P is a 3x4 matrix of rank 3, known as the camera projection matrix. Saying that
a camera is calibrated is equivalent to saying that we have an estimate of P. Given
a world point and a camera projection matrix, this relation allows us to calculate the
corresponding image point in homogeneous co-ordinates up to a scalar factor, A. Since 
iT
Au = A u V 1 , it follows that we can extract the non-homogeneous co-ordinates
as follows:
Where pi, p2 , ps are the rows of P. The need for this division shows that the pinhole 
model is non-linear, despite the apparent linearity of equation 3.1.
A 3x4 matrix P of rank 3 may be decomposed into the form P =  K R
where t G M^ , is upper triangular, and R G S0{3) is orthonormal. These
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components have physical interpretation. Rotation matrix R, and translation vector t 
represent a 3D rigid transform from world co-ordinates to a co-ordinate frame centred 
on the camera. These are the external camera parameters. K represents the camera’s 
internal parameters. We are concerned with CCD cameras which have rectilinear 
arrays of pixels. Such internal parameters have the form:
’ / 0 U q
K = 0 V o (3.3)
0 0 1
/  is the effective focal length of the camera (in units of pixels), a is the aspect ratio, 
and ( u q  v q  ) is the centre of projection in image co-ordinates.
3.4.2 C alibration  from  P oin t C orrespondences
Suppose we have N  cameras, so there are N  projection matrices P%... P #  to be found. 
Now suppose that by some means we have identified a set of points whose observed 
positions in each camera view are known. Let the observation of point j  be Uij. 
At this stage we know neither P^ nor Xj. Since some noise will always be present, we 
formulate calibration as a minimisation problem. We wish to find the P% and Xj which 
minimise the geometric error function:
geom
N  M
= E E
j = l
Ui j
PilXj
P 1 3X;
Vij
PilXj
PiS^j
(3.4)
This expresses the sum of squared errors between reconstructed points and actual 
points, measured as Euclidean distance in 2D image space. It can be minimised using 
descent methods (bundle adjustment), but this requires a good initial estimate for the 
process to converge. To show that such an initial estimate exists, consider the following 
approximation to equation 3.4:
E,alg —  I PzXj I (3.5)
which measures the error as a distance in homogeneous image co-ordinates. Hartley [37] 
showed that minimising such equations is sufficient to determine projection matrices 
up to a non-singular transform of homogeneous world co-ordinates. This is known as
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projective reconstruction of the world points. Hartley [38] also shows that if the 
internal parameters are known to have the form of equation 3.3 with known centre of 
projection and aspect ratio, then a Euclidean reconstruction is possible, up to scale. If 
some real-world lengths are known, then a full metric reconstruction may be achieved. 
This suggests that calibration is possible using data from a wand of known length.
3.4.3 T w o-V iew  G eom etry
Here we summarise without proof some important results in two-view geometry which 
are useful for finding approximate estimates of camera parameters. For proofs, see 
[39, 38].
In the case of two cameras a pairwise estimate of calibration can be found from a 
fundamental matrix computed using the 8-point algorithm. This concept was 
defined by Longuet-Higgins [51] and extended to the uncalibrated case by Faugeras et 
al. [26] and Hartley [37].
Theorem 3.4.1 (Fundamental Matrix) Suppose we have two cameras and have 
identified corresponding sets of image points seen from each camera {uij} -H- {ug;}. 
Then in the absence of noise, there exists a matrix F € with rank{¥) < 2 such
that: UijFu2j =  0 Vj and this matrix is determined completely by 8 or more corre­
spondence points (except for a small subspace of degenerate cases).
Theorem 3.4.2 (Decom position of Fundamental M atrix) A fundamental matrix 
F is composed of the following matrices:
F  = Ki’'R[fit]xK 2 (3.6)
Where K i, K 2 are the internal parameters of each camera, (R t) is relative rigid 
transform from the co-ordinate system of one camera to the other, p is a non-zero 
scalar and [t]x denotes the skew-symmetric matrix:
0  —ts t2
[t]x — —ti 0 tg (^-^)
-t2  ti 0
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It follows that R and p i may be extracted from F, given Ki and K 2 (see appendix
Theorem 3.4.3 (Self-Calibration) The focal lengths of two cameras may be esti­
mated from their fundamental matrix if aspect ratios and principal points are known, 
except if the principal rays of the cameras meet. In this case a mean focal length may 
be found.
Theorem 3.4.4 (Reconstruction) Given 2D locations of a point in two or more im­
ages from cameras whose principal rays are not co-linear and whose projection matrices 
are known, it is possible to estimate the 3D location of the point.
3.4 .4  B und le A dju stm ent
Let us assume for now we have a way to get an approximate estimate of camera pa­
rameters. We require a method to update those parameters to find the minimum of 
the function in equation 3.4. This may be expressed as a non-linear optimisation prob­
lem, with several constraints. It may be solved iteratively using descent m ethods of 
optimisation. When a descent method is tuned to exploit the specific structure of a
calibration problem, it is known as a bundle adjustment approach [92].
In general, a descent method assumes there is a known function f  : i-)- , and a
known value Z G R^. The problem is to find X e such that |Z — f(X)| is as small
as possible. The approach proceeds as follows:
1 . Let X be the initial estimate of parameters.
2. Find an increment AX such that |f(X -f AX) — Z| < |f(X) — Z|.
3. Replace X i— X - I -  AX
4. Repeat steps 2 and 3 until convergence.
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The Levenberg-Marquardt descent method computes AX as the solution to linear 
equations:
(jT l + AI)AX = j'^(f(X) -  Z) (3.8)
where
d f d f (3.9)
is the matrix of partial derivatives of f, known as the Jacobian matrix. For small A 
equation 3.8 is a quadratic Gauss-Newton update, which has fast convergence where f 
is approximately quadratic. For large A, it is a step in the direction of steepest descent. 
A is manually initialised, in our case to 0.001. If the corresponding AX produces a 
reduction in cost, the update X X + AX is accepted, and A 4- 10A for the next 
iteration. If not, one iteratively replaces A and re-computes AX until a suitable
update step is found.
One may introduce a weighting matrix W  which determines the ‘strength’ of each 
observation. For example, in our application of bundle adjustment this will be used to 
‘turn off’ the effect of any point which is not visible in a given view. The Levenberg- 
Marquardt update becomes:
+ AI)AX = j"^W(f(X) -  Z) (3.10)
One may require the parameters to satisfy some constraints, c(X) = 0. At each 
iteration step, we consider only a linearised model of the constaints c(X -1- AX) ~  
c(X) + CAX, where C is the Jacobian matrix of c at X. The linearised constraints 
are introduced into the optimisation using the method of Lagrange M ultipliers [15]. 
The Levenberg-Marquardt update is now found by solving the equations:
(3.11)
We will return to this formula in section 3.7 to design a specific bundle adjustment 
method.
J'^WJ + AI C^ AX jT iy(f(X ) -  Z)
C 0 a c(X)
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3.5 Feature Extraction
After data capture, the first step in the algorithm is to extract 2D image locations 
of wand marker points for each frame in the captured video sequence and for every 
camera. The wand used for our experiments is shown on page 30. It has markers which 
are easily distinguishable by their colour. Here we propose an automated method to 
find the centre of a marker in a digitised video image, to subpixel accuracy. This 
can be applied for each marker in all images to generate the required sets of point 
correspondences.
3.5.1 Colour Segm entation
First, we locate all pixels which correspond to the given colour of the required marker. 
The brightly coloured wand markers lie in different ‘corners’ of colour space, and pixels 
corresponding to a given marker can be identified using an equation of the form:
u'B  +  +  y B > threshold' (3.12)
where R, G, and B  are the red, green and blue pixel measurements from the camera. 
For a more detailed explanation, see appendix B.
To determine values for a', note that peak response should correspond to the case 
when the reported colour matches the ‘ideal’ colour of the marker to be found. Hence 
one may let («',/?', 7 ') =  {Rq,G o, B q), where R qGqB q is a manually initialised ‘ideal’ 
colour. Note that this need only be initialised once for a given paint colour used on the 
markers.
The value of the threshold is determined adaptively using a standard histogram tech­
nique [63, 69]. First let, us define a colour correspondence value % as:
X = +  (3.13)
which represents the left hand side of the inequality 3.12. Given an input image, such 
as the example in figure 3.2a, % is evaluated at all pixels in the image to produce 
the result shown in figure 3.2b. A histogram of values of % over the whole image is
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(a) Input image (b) Colour correspondence (c) Marker pixels 
Figure 3.2: Wand marker colour segmentation (green marker)
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Figure 3.3: Marker colour correspondence histogram for whole image
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formed, as shown figure 3.3. The histogram peak with highest value of % is assumed to 
contain only pixels corresponding to the marker. If histogram bin centres are located at 
dx (î — 5 ), « =  1 • • • A', and histogram values are hi then the index ipeak of the relevant 
peak is given by;
ipeak =  max{ i : hi > h i-i AND hi > h^+i} (3.14)
From this one can work backwards through % to find a value for threshold'. It is given
by:
threshold' =  max { i dx ' i < «peak AND hi > (3.15)
This is shown on figure 3.3 by a dotted line. The result is a set M  of pixels with strong 
correspondence to the marker, as shown in figure 3.2c. M  is given by:
M = I  [ u f  : Xuv > threshold'I (3.16)
. The centroid of M is an estimate of marker location m  calculated as:
[« EM
where |M| is the number of elements in the set.
The number of histogram bins N  and bin width dx  were set manually to iV =  50, 
dx = 0.01. It would also be possible to determine these adaptively based on statistics 
of frames throughout a captured sequence of wand movements, but the manual settings 
appear to produce good results over a wide range of illumination conditions.
3.5.2 R efinem ent
Note that not all marker pixels appear in the final segmentation shown in figure 3.2, 
in this case due to shadow. Other causes may be image noise, partial occlusion, and 
imperfections in marker colour. For these reasons, some refinement of marker location 
is required. If the colour of a marker is distinct, it must have distinct edges in the 
colour images. These provide a strong cue to marker location.
One possibility tried was to formulate marker location refinement as an optimisation 
problem of the form used in section 3.4.4. The parameter vector comprised the location
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and radius of the marker and the objective function was based on edges. This, however, 
suffered from problems of multiple minima, and was not robust to incomplete edges 
caused by shadows.
Instead we propose a robust circle-fitting approach. For efficiency, a window W  of 
128 X 128 pixels is used, whose origin is located at the nearest pixel to m — [ 64 64 
This is large enough to enclose the image of the marker for all distances > Im from our 
chosen cameras. To detect colour edges, we use the red and blue colour components kr 
and kh as described in appendix B. These are defined:
0.299i? +  0.587G-f0.114B 
jkr =  ^0.2997^+  0.587G 4-0.114B
Sobel edge detection [63, 69] is applied independently to the k^ and kr colour compo­
nents over W  to form edge images Wj, and Wj,, with values in the range 0 to 1. These 
are weighted according to the predefined values ki, and kr  defined by substituting the 
known marker colour { R q, Go, Bq) into equation 3.18. The result is a single edge image 
W ' which emphasises edges between the marker-coloured region and the background, 
given by:
W  = .  ^ ( \ h \ W l  +  |fc,|w;) (3.19)
\ l k l  + kl
An example W ' image is shown in figure 3.4a. This is thresholded using the same 
histogram technique as described for colour in section 3.5.1, to produce a set of edge 
pixels as shown in figure 3.4b. These are used as input to a circle fitting scheme based 
around the RANSAC paradigm [28], as follows.
Given the locations of three edge points, [ u \  '«’i ]"'', [ U2 V2 ]"^ , and [ U3 ug ]"^ , an 
estimate of marker centre m  =  [ rriy ]  ^ and radius R  may be found using:
_  { a ^ u \  +  v j ) ( v 3 -  V2 ) +  (« ^ « « 2  +  ~  3^ ) +  (« ^ « « 3  +  '^ 3)(« ^ 2  -  «'l)
20(2 (ui(u3 -  V2 ) +  U2 {v i  -  V3 ) +  U3(V2 ~  V]_))
_  ( a ^ u f  +  v f ) ( a u 3 -  U2 ) +  ( o ? u \  4- v l ) { a u i  -  U3 ) 4- +  v l ) ( a u 2 -  u i )
2 ( v i { u 3 -  U2 ) 4- V2 {u i  -  U3 ) 4- V3 (U2 -  Ui ) )
R  =  — ^ a ^ { u i  -  rUuY  4- (v \  -  (3.20)
CK
3.5. Feature Extraction 41
(a) Weighted edge image (b) Extracted edges (c) Estimated marker location 
Figure 3.4: Wand marker location refinement
where a  is the camera aspect ratio which must be known in advance. An objective 
function f{m u,m y,R ) is defined by the sum of edge strength around the circle:
f{m u ,m v ,R )=  ^  W '{u,v)
[« (3.21)
where cr =  fl {[ rriu +  Rcos{9) rriy +  aRsm{6) ]^ : 0 < 0 < 27t}
The first stage of circle fitting is to generate a good initial estimate. This is done by 
making K  random selections of triplets of edge points, computing the corresponding 
circle using equations 3.20, and evaluating / .  The triplet which gives the highest value 
of /  is used as an initial estimate, mo, R q.
We must now seek the peak of /  to obtain an accurate estimate of marker location. It 
is not sufficient to search for a place where the derivative is zero, since this may
be corrupted by noise. Instead we treat the problem from a statistical point of view, 
and assume that /(m , R) is related to the probability that the marker was in the given 
location, i.e.:
P(m  = m AND R  = R )(x  / (m ,P )  (3.22)
The mean of this probability density function corresponds to a refined estimate of 
marker location. Since it is infeasible to model the whole space, we sample image points 
using a random uniformly distributed set of K  samples (m%, Ri) within 1.5 pixels of the 
initial estimate. Each sample is assigned a weight wi = /(m%, P%), and so an estimate 
of the mean of P  is given by:
1  ^
(m, R) = ^ )  (3.23)
i= l
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This is the final refined estimate of marker location, as shown in figure 3.4c. Note 
that this calculation is a special case of the method of importance sampling [24, 8 8 ]. 
The estimate of the mean will converge to the true value as JT —)■ oo. It was found 
that taking K  = 400 for both triplet selection and sampling was sufficient to give good 
results.
3.5 .3  Failure M odes
It is important to know when marker extraction produces an unreliable result, since 
this should be excluded from use in calibration. Practical situations which cause failure 
include: markers going out of view, markers being completely or partially occluded, too 
much shadow.
An empirical check for presence of a marker is to verify that colour segmentation 
produced a set of pixels M  which are well localised in the image. If the variance of M  
is above a predefined threshold, the marker is declared out of view. To trap spurious 
segmentations when no marker is present, it was also found necessary to verify that the 
colour segmentation value, threshold', is above a pre-defined minimum.
If the estimate of marker location based on colour gives a location within 64 pixels of an 
image edge, then the search window does not fit inside the image. The algorithm does 
not attempt to estimate location in such a case, although a simple future enhancement 
would be to allow an adaptive window size.
If a marker is partially occluded, it may not have a clear edge. This can be checked 
by verifying that the threshold for edge segmentation also lies above a pre-defined 
minimum.
For certain wand orientations, it may be that both markers appear inside the window 
W. To make sure that the edge for the correct marker is found, the estimated location 
m should lie within a distance from the window centre which is less than the estimated 
radius R. Such choices are ignored when encountered in the random search. Since the 
number of search iterations is fixed, it may be that no suitable choices are found, in 
which case the algorithm does not attempt to estimate marker location.
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3.6 Calibration Initialisation
Having automatically identified corresponding marker points over multiple frames from 
all cameras, an initial estimate of camera calibration can be made. Some methods exist 
for simultaneous solution of equation 3.5 over an arbitary number of cameras. These 
are known as factorisation m ethods [56, 91, 48] and require iterative evaluation of 
eigenvector problems. For efficiency and ease of implementation, however, we currently 
use closed-form pairwise estimates of geometry as described in section 3.4.3. These are 
combined to form a globally consistent calibration initialisation. A pairwise approach 
was also used by Sturm and Triggs [91].
We begin by finding suitable parameters for successive pairs of cameras, ( 1 and 2, 2 
and 3 . . .  (iV — 1) and N  ). Theorem 3.4.1 shows that we can extract the fundamental 
matrix F for a pair of cameras from point correspondences. The standard algorithm for 
doing this is given in appendix A.I. The next step is to extract estimates for relative 
rotation R and translation direction /ai. To do this we assume that principal points and 
aspect ratios are known, but we consider the two cases of known and unknown focal 
length. With known focal lengths, the non-singular matrices K i and K 2 are already 
determined, so theorem 3.4.2 implies that R and p i  can be calculated. When focal 
lengths are unknown, theorem 3.4.3 implies K% and K 2 can still be estimated from F, 
and so we can still use 3.4.2 to estimate R and fit. In both cases p is arbitary, since 
we have not specified the scale of the scene.
Remark 3.6.1 //x^  = is the 3D reconstruction of image point u
u V 1 , according to camera model = iL [R | fit], then x = ^  ^  £zi 1II il n
is a reconstruction of the same point according to camera model P = [R | t].
Proof: x^ satisfies Au = T^x^ for some A G
So Au =  jpf [R I jit] X./J, = K
Letting A' =  ^ gives A'u = 7^  [R | t] x as required □
r i  fiti 
T2 /i^2
Xii
Vu = K
flTi flti
Xfj.
u
Um,
u
_ rg fits _ _ MI’S hh  _ u
1 1
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Lemma 3.6.2 (Scene Scale) We can set the scale of the scene using measurements 
of two points separated by known distance.
Proof: Let us call the two points A and B, and distance d. Let be the
location of points A and B in the k^^ image in the video sequence from camera 1. Let 
be the corresponding point locations from camera 2. Let p i  be a known initial 
estimate of translation with arbitary p, and t be the unknown appropriately scaled 
value. We can define the following projection matrices:
P pairl — R]
pair2
1 0  0 0 
0 1 0  0 
0 0 1 0
K 2 [R I pi]
(3.24)
(3.25)
According to theorem 3.4.4 Ppairi, Ppair2 , are sufficient to determine the 3D
location of marker A (for computations see appendix A.4). x® is computed in the 
same way. It follows from remark 3.6.1 that |x^ — x. \^ = pd  □
To reduce the effects of noise, we use all such pairs of points in the video sequence and 
take the mean. Hence:
— EN d ^
(/it) (3.26)
Now suppose we have N  cameras, and have computed relative transform (R i ,2 ti,2 ) 
for the first pair, (R 2 ,s t 2 ,s) for the next pair, and so on. We may define a global 
co-ordinate system, which has the reference frame of the first camera, as follows:
Ri =  I  ti =  0
R n + l  — R n R n ,n + l  f'n + l ~  R n fn ,n + 1  T  t-n
(3.27)
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3.7 Application of Bundle Adjustm ent
We present a novel application of bundle adjustment which optimises over focal lengths 
whilst using wand length as a constraint. We have made a careful choice of parameter- 
isation to suit our problem.
3.7.1 P a ra m e te r is a t io n
Here we formulate the minimisation of 3.4 as an optimisation problem of the form 
used in section 3.4.4. The unknowns in equation 3.4 are the rotation, translation 
and focal length of each camera, and the real-world location of each observed point. 
All of these quantities must be parameters in our optimisation. A rotation matrix 
R  G S0(3) comprises 9 numbers, and must satisfy the polynomial constraints R ^R  =  I, 
det(R) =  1. We can choose parameterisation to eliminate these constraints. A popular 
choice is the quartern ion , which has 4 parameters and 1 constraint[92]. We use the 
exponential m ap, which has 3 parameters and no constraints [61]. It is defined:
exp : i-> SO(3) exp(a-) =  co8 (|w|)I +  ^ (3.28)
Some authors say that 3-parameter representations of rotation impose singularities 
which cause bundle adjustment to fail [92]. Although this is true of the E u ler angles, 
it is not true of the exponential map. We represent camera translation simply using 
the 3D vector t  G Focal length is scaled by constant /o so as to have an order of 
magnitude of 1. The projection matrix P% for the i*^  camera is thus represented using 
7 parameters q n . . .  Qij, as follows:
^ qn ^
qi2
\  %7
Point locations are also 3D vectors X j  G  . It has been suggested that points should 
be represented in homogeneous co-ordinates using 4D vectors, since this allows stable 
estimation for points a long distance from the camera (said to be at infinity). Since all
Qilfo 0  Uio  ^ qn ^ %4
0  qijOiifo Vii exp qi2 Qi5 (3.29)
0  0  1 \  j ÇiG
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of our points lie within a fixed capture volume, we do not require such a representation. 
To initialise the estimates of 3D point location, we can use our initial estimate of camera 
projection matrices with the method given in appendix A.4.
We can now re-write equation 3.4 to give an optimisation problem of the form shown in 
section 3.4.4. Let p^i, Pi2 , Pis be the rows of the projection matrix of the camera.
Define a function £,tj • 1-4- as:
Xj
Vj  
I
T
P i l X j  U j  Z j 1
T
P i 3 T j  Z j 1
T
P i2 X j  y j  Z j 1
T
P i 3 1
(3.30)
This is the projection of the current estimate of point location j  into image co-ordinates 
according to the current estimate of camera parameters i. We can define a function 
f  : r7AT+3M ^  i^ y -writing:
. . .  f ^NM
QiV 
Xl
\ xm y
(3.31)
Now let Z = [uii vii . . .  Uni '^ni '«’12 • • • u n 2 vn 2 .........  unm vnm V  X =
[qi . . .  q? Xl . . .  xiv]. This enables us to express equation 3.4 usng the required form:
^geom =  |f(X) -  Z|2 (3.32)
Introducing a suitable weight matrix W  gives us the modified error function:
^weighted =  (f (X )-Z )" "W (f(X )-Z ) (3.33)
We can also impose the constraints that wand markers are separated by unit length. 
That means that for each consecutive pair of points, X2 jt-i, X2k we have a constraint
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function:
X2 A: - 1
(X2 A -  X2 fc-l) (X2 A; — X2 fc-l) ~ 1
Ck -  Cko +  Ck
Ax2 fc_l
Ax2 fe
(3.34)
The linearised constraint is:
X2 A- 1  +  Ax2 fc- 1  
X2 A +  Ax2 fc
where c&o =  (x2 & -  X2 fc-i)^ (x2 & -  X2 jfc_i) - 1  and Ck = 2  [(x2 A:-i -  X2 A)  ^ (x2 & -  X2 &-i)^]
(3.35)
3.7 .2  Efficient Im p lem entation
There are well-known standard methods for solving a general matrix equation [73]. The 
most obvious approach for implementation of an optimisation algorithm is therefore to 
concatenate the Ck into a block diagonal matrix (7, and solve equation 3.11 using the 
standard methods. Typical dimensions of the matrix involved may be ~  1000 x 1000. 
There are two problems with this approach: there may be numerical round-off errors; 
the computation time may be several minutes per iteration on current computing hard­
ware. A better implementation respects the sparsity of the matrices which naturally 
arises in this problem.
Entry Jmn in the Jacobian matrix J expresses the dependency of observation m  on 
parameter n. If parameter n  is unrelated to observation m, then Jmn = 0. For our 
problem, we can see from equation 3.31 that observations of a point j  are dependent 
on the parameters of the cameras q i . . .  q^r , and the parameters of the corresponding 
3D point location Xj, but are independent of all other parameters. So for our problem, 
J has the following structure:
Jcam 1 Jpt 1 0 0 0
Jcam 2 0 Jpt 2 0 0
J = Jcam 3 0 0 Jpt 3 0
Jcam M 0 0 0 Jpt M
(3.36)
For all image observations of point j ,  the matrices Jcam j with dimensions 2N x 7N  
encode derivate with respect to all camera parameters q i . . .  q^, and Jpt j with dimen-
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sions 2N  x 3 encode derivate with respect to corresponding 3D point parameters X j .  J  
is said to be sparse, because a large number of elements are always zero Substituting 
equation 3.36 in J ^ J  gives;
jJam 1 Jcam 1 +  ' ■ Jcam M  Jcam M Jcam 1 Jpt 1 jJam 2 Jpt 2 • • Jcam M Jpt M
Jpt 1 Jcam 1 Jpt iJ p t 1 0 0
Jpt 2 Jcam 2 0 Jpt 2 Jpt 2 0
_ Jpt M  Jcam M 0 0 Jpt M Jpt M .
(3.37)
We see that the lower right corner is block diagonal with block size 3 x 3 .  Assuming 
W  is block diagonal, it follows that the same corner is block diagonal in the matrix 
J ^ W J  +  AI, which appears in the left hand side of equation 3.8. There is a fast method 
of solving linear systems when the matrix is in this form. It is described in appendix A.5. 
The trick now is to include the constraints whilst keeping a block diagonal structure. 
We can do this by writing the rows in a slightly different order to that of equation 3.11. 
We ensure that each constraint is put in a row adjacent to the points to which it 
refers. For example, points 1 and 2 would be included as follows:
Jpt 1 ^ 1  Jcam 1Pt
tT•Jpt 2 W2J cam 2
J #  l^ lJ p t  1 +  AI 0
0  Jpt 2^ 2Jpt 2 +
C j
i
0
Xl
X2
Oil
(3.38)
-J T  iW iAZi
“ Jpt 2^ A %2
-Cl (X1 ,X2 )
Where AZ. is the component vector of Z -  f  (X) which relates to point j. This
hn fact Jcam j are themselves sparse, but we do not use this fact since they are relatively small in
dimension.
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Figure 3.5: Plan view of 2-Camera system for wand calibration evaluation (a), and example 
test images (b)
arrangement retains a block structure, although the block size is now increased to 7 x 7 
instead of 3 x 3.
3.8 Evaluation
Experiments were designed to test the convergence, model-fitting accuracy, and posi­
tional accuracy of calibrations produced using the wand. Where possible, accuracy was 
compared with a standard chart-based calibration method.
3.8.1 C onvergence T ests using Tw o Cam eras
Initial tests were needed to find a suitable number of frames of wand data to use for 
calibration, and to test the stability of the approach. This was done using a two-camera 
system. The cameras were placed approximately 3.5m apart, with viewing directions 
parallel to the floor, angled in towards the centre of the viewing volume by ~25 degrees, 
as shown in figure 3.5(a). The usable measurement volume extended up to 5m away 
from the cameras, and was approx 3.5m wide at this distance.
The wand was waved at a ‘fast walking pace’ through the capture volume for a total 
of 800 frames (32 seconds of capture). Example input data is shown in figure 3.6.
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Figure 3.6; Wand input data for two camera system (32 frame intervals)
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Figure 3.7: Focal length estimate as a function of number of input frames
Figure 3.7 shows a typical plot of estimated focal length of one of the cameras versus 
number of frames used as input. The large variations at low frame counts are caused 
by initialisation errors, which occur due to instabilities in the eight-points algorithm. 
Calibration appears stable after as few as 200 frames. The bundle adjustment usually 
converges within 2-5 iterations, although up to 15 iterations were needed for some 
cases where less than 400 points were used and initialisation was poor. To allow a safe 
margin, 600 frames (24 seconds) was chosen for the experiments in this chapter.
Noise on a static marker location was also measured, and was found to be 0.18 pixels 
RMS at a distance of 3m from a camera, under normal studio illumination. The RMS 
residual error of wand calibration was found to be up to 0.5 pixels, which is larger than 
one would expect based on static marker noise alone.
3.8.2 Chart C alibration
The chart calibration method used for comparison was the ‘Camera Calibration Toolbox 
for MATLAB’ of J. Bouget Calibration of a multi-camera system requires several 
images of a known calibration chart for each camera. We use the chart shown in fig 
3.8. It comprises black and white squares with side length of 80mm.
The corners of squares on the chart are extracted using a method based around the
h^ttp://www.vision.caltech.edu/bouguetj/calib_doc
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Figure 3.8: Input images for chart calibration of one camera
Harris corner detector [36] and some manual intervention. An initialisation stage based 
on the work of Zhang [102] gives estimates for internal camera parameters, which 
are refined using Levenberg-Marquardt bundle adjustment (see section 3.4.4). For a 
consistent global calibration, one chart location must be common to all cameras. This 
is used to define a room co-ordinate system. For more information see the web site 
given below.
We use 10 different locations of the chart for each camera, plus an 11th location common 
to all cameras. An example input for one of the cameras is shown in figure 3.8. In 
all cases the method converged to give a residual pixel reprojection error less than 0.3 
pixels.
Although Bouget’s toolbox allows for models of lens distortion and principal point 
location estimation, these were disabled for purposes of comparison with the wand 
calibration (which doesn’t include them).
3.8.3 A ccuracy Tests
Two types of test for positional accuracy are used, one using the chart and the other 
using the wand. To be a fair test, any data used for accuracy evaluation must not be 
part of any data set used for calibration.
Chart Reconstruction Accuracy
For a given location of the chart, corners u^ are extracted from cameras image using 
the Harris corner-detection method [36] given in Bouget’s toolbox. 3D corner locations
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(xj) are then computed from the 2D corner points by the method of appendix A.4, 
where the projection matrices P% are from the calibration to be evaluated. This is 
followed by iterative gradient-descent refinement.
A useful measure which gives an indication of the fit of the camera model is the RMS 
2D reprojection error of the reconstructed points, defined:
= ( âTîv è  ê  - £5 ) )
The true 3D point locations yj  are known with respect to the co-ordinate system of 
the calibration object. These two point sets can be compared to give an estimate of 
positional accuracy, but their co-ordinate systems must first be aligned. This is done 
using the least squares method of Arun et al. [3]. The residual error E'chart of this 
fitting is taken as a suitable indication of accuracy of calibration. It is defined:
^chart =  ~ y'j
where y'- is 3D point location after alignment.
The locations chosen used to perform this test were changed depending on camera 
configuration (see sections 3.8.4 and 3.8.5).
Wand Length Measurement Accuracy
The wand is waved through the volume to be tested, and 2D points extracted using 
the same method as used for calibration, described in section 3.5. The 3D location 
of each wand marker is calculated, again using appendix A.4 followed by gradient-
descent refinement. The distance di between the estimated 3D locations is calculated.
The indication of error E'wand is taken to be the root-mean-squared difference between 
estimated marker distance and the true marker distance do which was measured using 
a ruler to ±0.25mm. It is defined:
-E^wand ~  ^ÏV ^  ~ ^o)^^ (3.41)
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Figure 3.9: Chart reconstruction error for 2-camera chart and wand calibration methods
3.8 .4  A ccuracy T ests using T w o C am eras
Since chart calibration is really designed for small numbers of cameras, usually facing 
the same direction, our first accuracy test uses the two-camera system described in 
section 3.8.1. The system was calibrated using the wand and using the chart. The 
chart was then placed upright in the 7 different locations shown in figure 3.5 in order 
to evaluate RMS reprojection error Ej-ms and chart reconstruction accuracy E^ chart- To 
check consistency in calibration and evaluation, the whole experiment was repeated 3 
times. Overall 2D reprojection errors and 3D reconstruction errors for each experiment 
are shown in fig 3.9. Wand calibration took around 5 minutes to complete (including 
data capture and storage), whereas a typical time for chart calibration is around 25 
mins due to the need to physically move the chart between data captures, and manual 
extraction of chart points.
3.8.5 A ccuracy T ests using E ight Cam eras
A system of 8  cameras was arranged around the capture volume, according to the plan 
view in fig 3.10. All cameras were placed at a height of ~2m from the floor, angled 
downwards and towards the centre of the volume. The usable volume occupied a region 
of around 3m x 2m in the centre of the cameras.
The system was calibrated using the wand which took around 7 minutes due to the 
extra computational overhead created by the additional cameras. The residual error 
was between 1.0 and 1.5 pixels RMS.
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Figure 3.10: Plan view of 8-Camera system
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Figure 3.11: Chart reconstruction error for 8-camera wand calibration
With this camera setup, it was not feasible to place the chart upright in view of all 
cameras. So only 3-camera subsets could be used to evaluate errors Ej-ms and Echart- 
A more informative error evaluation is the measurement of wand length error E^and 
which was calculated using a new set of 600 frames as test data as the wand moved 
throughout the whole volume. As before, the experiment was repeated three times, 
and the results shown in figures 3.11 and 3.12.
3.8.6 D iscu ssion
It is surprising that reconstruction errors for a two camera system (figure 3.9) are 
significantly greater when using a chart calibration than using a wand calibration. This 
does not imply that the chart is a fundamentally less accurate calibration tool, but may 
be a reflection of the fact that only a single pair of images is used to define the external
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Figure 3.12: Wand length error for 8-camera wand calibration
parameters of both cameras. Use of multiple images for external parameter estimation 
may be a useful future improvement in the chart calibration approach. Nevertheless, 
wand calibration compares very well with chart calibration in this experiment.
It is significant that for neither chart nor wand calibration did the residual error ap­
proach the estimated error of feature extraction. This is a reflection of imperfections 
in the calibration model, which may be due to lens distortion or inaccuracies in the 
choice of principal point.
There was considerable variability in results of chart reconstruction using the 8 -camera 
system (figure 3.11). This is due to the oblique angle presented by the chart to some 
cameras. Measurement of wand length shown in figure 3.12 appears to be a more 
consistent and meaningful indication of accuracy. Note that these errors represent the 
combined positional error from both markers, and so the accuracy in estimation of a 
single point is approximately Our figures include measurements near the edge
of the capture volume, where lens distortion effects are likely to be most significant, 
and measurement resolution may be lowest.
Calibration of an eight camera system using the wand was relatively fast (7 minutes). 
An equivalent chart-based calibration is likely to take 30-60 mins, since up to 81 different 
chart locations may be required.
3.9 Conclusions
We have introduced a new wand-based method for calibration of a multi-camera studio. 
Accuracy compares very well with an existing chart-based approach. The overall posi-
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tional accuracy was at least ±3.5mm using an 8 -camera system, using measurements 
taken throughout the capture volume. A major advantage of the wand calibration 
method is speed of use, taking 7 minutes for an 8 -camera system.
The figures for accuracy show that the pinhole camera model used is a good approxima­
tion, though not perfect. In the future it may be of interest to incorporate models for 
lens distortion. No attempt has been made to exploit the inherent temporal smoothness 
of wand motion, either during feature extraction, or as part of the calibration itself. It 
is possible that this could be used as an extra constraint in the initialisation procedure, 
so that fewer iterations of bundle adjustment would subsequently be required.
During experiments no great efforts were made to maintain consistency in wand motion, 
other than to ensure that the whole capture space was traversed in a pseudo-random 
fashion. This did produce consistently good results. To use the tool in a commercial 
setting, however, a set of instructions must be delivered to the user on how to wave 
the wand to get good coverage of the volume. It may be an interesting psychological 
research topic to find a concise explanation of the movement required to generate a 
good calibration. Development of automated on-line feedback of volume coverage and 
accuracy could also be a useful aid.
58 Chapter 3. Camera Calibration
Chapter 4
Local Search M ethods using 
Geom etric Prim itives
We begin the study of human pose estimation by developing gradient-based local search 
systems, and using a set of geometric primitives (ellipsoids and truncated cones) to 
model the shape of the human body. This is motivated by the review in chapter 2 
which found such methods to be popular in previous work [43, 78, 33, 20, 25, 58]. 
Unfortunately we will soon discover that such simple methods are unable to fully solve 
the problem. They do, however, give some valuable insights which will turn out to be 
very useful when developing the more advanced methods in chapter 5.
The input to the systems is assumed to be video from multiple cameras in a TV studio 
environment. The methods are model-based, meaning that there is a parameterised 
model of the appearance of features in images (see section 2.3). We investigate the use 
of different feature sets, and evaluate their performance within the same local search 
scheme.
4.1 M odel Geometry
Following earlier work [33, 20, 25], we create a parameterised model of human shape 
using geometric primitives which are attached to an underlying skeleton. As explained
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in section 2 . 5  (page 1 0 ), the skeleton is a hierarchy of bone co-ordinate systems, con­
strained to be fixed to each other at pre-defined joint locations. The same human 
skeleton and surface geometry models are used throughout this chapter. It is shown 
schematically in figure 4.1. The skeletal hierarchy graph is as shown in the example 
from the previous chapter (figure 2.1b, page 10). In accordance with convention, our 
root bone (top level of the hierarchy) is the pelvis.
For surface geometry, torso, thighs, shanks, upper arms and 
lower arms are represented using truncated cones. Head, 
hands and feet are represented using ellipsoids. This repre­
sentation of geometry is chosen since it follows the approxi­
mate shape of the body whilst being fast to compute.
4.1 .1  P aram eterisation
The translation of the root with respect to world co-ordinates 
is represented using a vector Croot,world G . Rotation of the Figure 4.1: Geometric
root, and relative rotation between each child bone and its primitives of human 
parent are represented using Euler angles (see section 2.5). model used for local 
They were chosen since they give a minimal parameterisation 
of rotation matrices using just 3 angle parameters, and be­
cause they have been used frequently in previous local search
schemes [6 6 , 43, 78, 20, 9]. Each set of three angles {6 1 , 6 2 , 0 3 ) gives rise to a rotation 
matrix R e S0(3). Assuming the ‘ZXY’ sequence of Euler rotations, R (^i,^ 2 ,^s) is 
defined:
R(Oi, 0 2 ,0 3) =
-  sin(Oi) s in(02)  s in (e3)  +  cos(Oi ) cos(Os) -  sin(@i) cos(@2 ) sin(Oi)  sin(@2) coslOg) +  cos(Oi) s in(03)
cos (0 i ) s in (@ 2 )s in (0 3 )  +  sin(Oi)  cos(0 3) cos(Oi ) co s (0 2 ) -  cos(Oi ) sin (0 2) cos (03) +  sin(Oi ) sin(03)
-  cos(0 2) sinlOs) sin(0 2) cos(0 2) cos(03)
(4.1)
Each child bone is attached to its parent at some fixed location Cparent,child ii^  
ordinate system of its parent. To simplify notation and computation we say that the 
location of this joint is at the origin 0 in the co-ordinate system of the child. This 
can be done without loss of generality, since each bone has only one parent. The
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transformation of a point x expressed in child co-ordinates to the same point expressed 
in parent co-ordinates is then given by:
X   ^ R -child,parent ( ^ 1 5 ^ 2 , +  C parent,child ( 4 - 2 )
As a convenient shorthand, we write the transformation in equation 4.2 as:
(R-child,parent5 ^parent,child) (4»3)
The composition of two transformations (Rq,,Co,) and (R^, c^) is denoted by o and is 
defined:
° (R-a, Ca) =  (R^Ra, R/?Ca +  Cp) (4.4)
It is easy to show that this is the result of performing (Ra,Co) followed by (Rj,,Cft). 
The transformation from the co-ordinate system of any bone to world co-ordinates can 
be found by recursively composing transformations of the form given in equation 4.2 
as the hierarchy is ascended, i.e.:
(RchildA^ ,world5 C-world,childA^ ) “  (Rroot,world5 eWorld,root) °
(Rchildl,root5 Croot,childl) ° (Rchild2 ,child 1 ;  Cchildl,child2 ) °  • • •
••• ° (RchildAT,childN-l, CchildJV-l,child#) (4.5)
Rotations of hip joints, knees, shoulders and elbows are modelled, meaning 24 angles 
in total, plus 3 angles for root rotation. Together with root translation, these form a 
30 element pose vector, G . By convention the long axis of each limb defines the 
negative ^-axis of local joint co-ordinates. The other axes are oriented such that when 
in a neutral pose, z points forward from the body, and x goes from right to left.
4 .1 .2  Surface G eom etry
A truncated cone is represented using length I, start radius r\ and end radius V2 . Its 
surface S may be written as:
0 1 (4.6)
0 C0S(27T'U)
S{u,v) - u - I + ( ( 1  -  u)ri -H W 2 ) 0
0 sin(27T'u)
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Figure 4.2: Parametric surface models 
And the surface normal direction n  is given by:
I cos(27rt;)
T2 -  ri 
I sin(27ru)
An example of such a parametric surface is shown in figure 4.2(a), and an example 
ellipsoid surface in 4.2(b). An ellipsoid is represented by its principle radii, r i , r 2 , n -  
It is written:
(4,7)
0 ricos(27Tu)
S(u, v) = u -2 r2 + y / l -  (2u -  1)2 0
0 rs sin(27r%;)
0 < < 1 (4.8)
With surface normal direction:
n(u, v) =
y/1 -  (2u -  I)^r2r3 cos(27rt)) 
( 1  -  2 u)rgri
y j l  -  {2u -  l ) ^ r i r 2 sin(27rt;)
(4.9)
4.1 .3  O ccluding C ontours
To model features in images, it will be necessary to compute the o c c lu d in g  c o n to u r  
of the limb surface from a given camera view. This is a set of points whose projections 
form the 2D outline of the limb as it appears in the image, shown in figure 4.2 as solid 
grey lines. It is defined as the set of points whose surface normals are perpendicular to 
the viewing direction.
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To compute occluding contours, let us assume a given calibrated camera with projection 
matrix P  = K c[R c |tc ] as defined in section 3.4.1. We assume the transform from limb 
co-ordinates to world co-ordinates (R^, t^,) has been computed. So the location of the 
camera viewpoint with respect to the limb is given by c =  —R j(R j,tc  + ti)-  Points 
on an occluding contour are therefore defined by:
n(n, î;)"^  (S(u, v) — c) =  0 (4.10)
Although it is possible to solve equation (4.10) using iterative numerical methods, it is 
faster and simpler to make some approximations and solve it directly. We assume the 
dimensions of a limb are small compared with its distance to the camera. So |S| <C |c|, 
hence n(u, 'u)^c ~  0  for points on the occluding contour.
For a truncated cone equation (4.7) shows that n{u,v) is composed of a component 
= /[ cos(27T'u) 0  sin(27r'u) perpendicular to the local y-axis, and a component 
n|| =  [ 0 T2 — r l  0 parallel to the local y-axis. Now:
n{u,v)'^c = 0 kn± =  ±c x [ 0 1 0 for some k > 0 (4.11)
V = arctan ( ±  1 (4.12)
This determines two possible values for v. u varies over the range 0 < u < 1. The 
occluding contour of the truncated cone is therefore given by the two line segments 
which satisfy equation 4.12 and u G [ 0 1 ]. Similar calculations for an ellipsoid yield 
two halves of an ellipse, which meet at u = 0,u = 1.
When computing occluding contour point locations, it is not necessary to evaluate v 
explicitly. We define two radius directions f  =  ±[ cos(27Tî;) 0 sin(27T'u) It follows 
from equation 4.11 that for points on the occluding contour:
Substituting in equation 4.6 gives:
S = u
0
- I
0
± ((1 — u)ri -f ur2 ) r 0 < a < 1 (4.14)
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In practice, it has lower computational cost to do these calculations in the co-ordinate 
frame of the camera from which the contour is being observed. Re-writing equation 
4.13 in terms of camera co-ordinates gives:
.  (RctL +  t o ) x ( R c R L [ 0  1 0 r )
KRctL + tc) X (RcR lI 0 1 0 ]T)|
and equation 4.14 becomes:
 ^ 0
Sc(u) =  R c^l +  tc  -f uR cR l ±  ((1 -  u)ri + ur2 ) rc  0 < u , v < l  (4.16)- I  
0
The homogeneous image co-ordinates of the contour point are simply calculated as 
KcSc{u).  This method is efficient since all the vector quantities rc,  R c ^ l +  tc , and 
R c R l[  0 - I  0 ]’’’ which appear in equation 4.16 need only be computed once per 
cone, and no trignometric functions need be evaluated.
4.2 Feature M odels
Many different feature models have been used in previous work (see section 2.6). Since 
it would be a huge task to evaluate all of them, this chapter focusses on two of the 
most widely used features: edges and visual hulls. We evaluate the effectiveness of 
these features, and use them to explore the basic principles of pose estimation. We 
begin with an edge search approach which uses edge features alone. Then combined 
edge /  visual hull sampling is developed, which allows edge and visual hull features 
to be used simultaneously. This is known as a multi-cue approach. We explain how 
smoothing in the image domain may be used to enhance performance of this technique.
It is not clear a priori how efficient or accurate a given choice of features will be in iden­
tifying the correct human pose in an image. This has to be investigated experimentally, 
and results are shown in section 4.4.
4.2.1 E dge Search
Edge cues have proved popular for human pose estimation since they are fast to compute 
and robust to changes in illumination (see section 2.6.1). We only use those body parts
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represented by cone primitives (chest, upper arm, lower arm, thigh, shank) to model 
image edges. This is because the ellipsoid approximation of head, hands and foot shape 
is not accurate enough to model their edges. The ‘perpendicular search’ approach is 
used. This approach is taken from active contour methods [8], as discussed in section 
2 .6 . 1.
For a given pose of the model x ,^ we first seek to calculate image point locations 
Zijk G along the occluding contour of a cone at regular intervals of surface parameter
u. i denotes the camera view, j  denotes the cone model edge, and k denotes the 
increment of u. This can be done using K.cSc(u)  as defined in equation 4.16. Since 
Sc is a function of limb pose, we can write this as:
"^ ijk — Gijki^t) (4*17)
Image intensity gradient is estimated along lines passing through each Zijk and perpen­
dicular to the projection of the cone edge 4.16. We sample along such a line at unit 
intervals (in this case 3 pixels apart), rounding the sample location to the nearest pixel. 
Then the numerical derivative of the samples is taken, to give an estimate of gradient. 
The closest point to Zijk at which gradient crosses a pre-defined threshold is considered 
to be a candidate limb edge, and its location recorded as The search range is
limited, so there may be cases where no edge match is found. Example edge search 
lines are shown in figure 4.3a. The sum of squared distances between model edges and 
candidate limb edges is taken to be the distance metric. This is written:
dftr ~  ^   ^^   ^^  l^ijk ~ ^ijk\ (4*18)
i j k
It will be seen later that an advantage of this method of measurement is that the
direction of steepest descent required to minimise dftr may be estimated from the (e j^/j)
alone, without any further image sampling.
4.2.2 E dge and V isual H ull Sam pling
In the case of noisy edge measurements and occlusion, edge cues may be insufficient 
to determine limb pose. Visual hull measurements give an estimate of volume overlap
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(a) Matching cone model edges to image edges
•  •  •  •  •  E d g e  s a m p le s
•  • • • • • • • • • • • • • • • •  j> S ilh o u e tte  s a m p le s
, e •  •  •  E d g e  s a m p le s
(b) Sampling from edge and silhouette images 
Figure 4.3: Feature models
between the model and the true limb locations, as described in section 2.6.5. We can 
combine visual hull cues with edge cues in order to better determine pose. A similar 
concept was used by Deutscher et al [21].
To begin with, silhouette images are extracted from each camera view. Pixels in a 
silhouette image have value 1 if they lie in the part of the image occupied by fore­
ground objects, and 0 if they are part of the background. A method for extracting this 
information in studio environments is given in appendix B.
Assuming multiple cameras, let %• { 0 1 } represent the silhouette image from
the camera, and let iïi(x) : Z^ be the pinhole projection function of world
point X into the camera, rounded to the nearest pixel. Now let us define a three- 
dimensional volume V, constrained by our multiple-view silhouette measurements:
y  = {x G = 1 (4.19)
Neglecting image noise, this is the largest volume which may be occupied by people 
or objects in the scene, and forms the basis for all measures of shape from silhouettes. 
This volume may be modelled explicitly by sampling over a voxel grid, as in [58], so 
that cost measures can be made using the shape of the voxel set. We prefer to use V  
implicitly by making measurements in multi-view image space.
If a body part fits the data perfectly, the volume occupied by the model must lie 
inside V. Equivalently, the projection of the model into the images must lie inside
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each silhouette. This gives us a first measure of model-feature distance. After the 
projection of occluding contour j  into an image i is computed, we construct a grid of 
Q equispaced 2D points yijk within the contour, as shown in figure 4.3b. The distance 
between neighbouring points was set to be 3 pixels on average.
The silhouette overlap distance is defined:
doverlap =  Ç  Ç  E  (4-20)
Minimising o^verlap only requires that cones are somewhere inside V  so we combine this 
distance with edge distance to help constrain locations of truncated cones. To measure 
distance to edges, we could use the edge search distance defined in equation (4.18). For 
speed of processing, however, we choose to use ‘edge map sampling’ (see section 2.6.1).
First we must compute an edge image for each camera view which gives the approxi­
mate inverse distance to edges in the original camera image. This is the result of image 
gradient calculation by convolution of the image with Sobel masks. Let us represent the 
edge image for the «th camera view h j  Ei : 1-0 {a: € M : 0 < a: < 1}. E^(z) =  1 for
a strong edge gradient at z G Z^, and Ei{z) =  0 if no gradient is present. Intermediate 
values indicate some likelihood of being an edge.
Finally, we construct R  points Zijk at equal increments of u along both edges of cone j  
in each view 2 , using equation 4.16. Then the sampled edge distance is defined:
4dge =  X I S  X ]  "  Ei (Zi j k ) )^  (4.21)
We use addition to combine silhouette and edge cues:
dftr — - e^dge e^dge T (1 .^edge)^overlap (4.22)
where the constant Aedge G [ 0 1 ] determines the relative influence of edge vs. silhouette 
information.
4.2 .3  Feature S m ooth in g
Due to the discrete nature of edge and silhouette cues, dftr as defined by equation 4.22 
may be ‘unsmooth’ with respect to pose (meaning it may have high second derivatives).
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This is an undesirable property for any search scheme. To improve matters, edge and 
silhouette images may be smoothed by convolution with a Gaussian kernel. This makes 
them more slowly varying, and hence dftr is more slowly varying as pose changes. The 
effect on edge images is to turn them into an approximate ‘distance-to-edge’ measure 
as described in section 2.6.1, and silhouette edges become softened. The extent of 
smoothing which is helpful will depend upon image resolution and scene scale. Some 
empirical tests using different amounts of smoothing are shown in section 4.4.
4.3 Local Search Tracking Algorithm
Having defined a feature space, a model-based approach requires a search algorithm 
to find pose vectors which minimise feature distance functions for each frame of video 
input. In this chapter we examine one of the most popular search techniques: local 
gradient-based search.
The idea of local search was introduced in section 2.7.4. Distance computations for 
a given pose x may be regarded as a cost function C(x) = dftr- For a new frame of 
data I(, we assume we have an initial estimate of pose xt, which may be the result of 
prediction from previous frames, or from manual initialisation. The aim is to refine the 
estimate x  ^ to minimise the cost C(xf), by searching in the surrounding region.
Some existing work uses quadratic approximations of the cost function [25, 58]. The 
technique of steepest descent uses a linear approximation of the cost function. It 
may converge more slowly than the other techniques, but should always be at least 
as accurate since it involves less assumptions about the shape of the cost function. 
Steepest descent is therefore a good starting point for analysing the performance of 
local search methods, and is used for the studies in this chapter.
A general steepest descent algorithm is as follows:
1. Let Xt be the initial estimate of parameters.
2. Compute the gradient J  =
3. Replace xt <— xt — AJ^
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4. Repeat steps 2 and 3 until |AJ[ is within the desired accuracy of pose, or until 
some maximum number of iterations is reached.
The constant A > 0 controls the size of the descent step. It must be set by hand.
For a tracking algorithm, we require a method of prediction based on previous frames, 
and a means to calculate the gradient vector
4.3.1 P ose P red iction
In this chapter the simplest possible prediction technique is used: the refined estimate 
of pose at time t — 1 is taken as an initial estimate of pose at time t.
Although linear prediction methods such as Kalman filters [5] could be employed, there 
will always be human movements which do not obey the deterministic model of such 
filters [23]. So for some motions Kalman filters will do no better than the simple 
predictor which is proposed. Since we are interested in the ability of local search to 
deal with general motion, it is more revealing to analyse their performance using only 
the most simple predictor.
4.3 .2  G radient C alculation  
Gradient with Edge Search
Given a pose vector xt, we can calculate model edges Zijk = g(xt) and search for image 
edges Bijk as described in section 4.2.1. We now make the approximation that when 
the pose changes by a small amount, the same image edges eijk will still be found. 
This allows us to locally model the cost function without re-evaluating the edge search. 
Using equations 4.17 and 4.18 we can write:
C(x^) = -  9ijk{^t)\^ (4.23)
i j  k
We can differentiate this to find the gradient J  =  U  given by:
J  =  - 2  X ] X  X I (%^ “  9ijk{^t))^ (4.24)
J = (4.25)
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is the analytical derivative of edge point location with respect to pose parameters. 
This can be found by differentiating equation 4.16 with respect to limb pose.
Update directions edge and visual hull sampling
Using sampling methods for distance function computation there is no longer any 
closed form solution for update directions. Let us write the pose vector as xt =
r -iT
xi . ..  XK 5 and let Sp be the vector with element p equal to 1, and zeros else­
where. The gradient of C can be computed numerically [73], and is given by:
C {xt +  g(5i) — C {xt — £<5i) C {xt +  s6k ) — C {xt — sSk )
2 Ï  ■ ■ ■ 2e
This involves ~  2K  evaluations of the fitness function for each iteration. The constant
e represents some value chosen to be small with respect to movement between frames,
but large enough so that changing pose parameters by e has a measurable effect on C .
4.4 Results
4.4.1 E xp erim en ta l Setup
Systems of multiple synchronised broadcast-standard PAL cameras were used to ac­
quire video sequences of some human movements. An initial data capture session was 
performed by a project partner using six cameras in a large commercial studio. Five 
cameras were placed in an arc of ~  120 degrees around one side of a capture volume 
whose total diameter was ~  10 metres, whilst the sixth was placed on the opposite 
side, in an elevated position (figure 4.4). Sequences were captured at PAL frame rate 
(25Hz), and were recorded to tape using DV-PRO (some compression) before being 
stored on computer disk. Full size images of 720 x 576 pixels were used for calibration. 
For tracking, even fields were extracted (alternate lines corresponding to a progressive 
scan of the CCD array). These were scaled by factor 2 in the horizontal, giving input 
images of 360 x 288 pixels taken at 25Hz.
To further illustrate the performance of the methods in this chapter, additional data 
was captured using an eight camera system in the university research lab. The camera
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Figure 4.4: Plan view of approximate camera positions used for video capture in commercial 
studio.
layout was as described in chapter 3 (page 55), where the useful capture volume is 
approximately 3m wide, 2m deep, and 2m high.
In both cases the background was a standard chroma-key blue colour. Illumination was 
not uniform, and shadows are evident which cause some spurious edges to be detected 
by the capture algorithms. The systems were calibrated using the method described in 
chapter 3.
4.4 .2  Effects o f Feature Sm ooth in g
Filtering using a 5x5 Gaussian kernel in silhouette and edge-map images was found to 
usefully smooth the region of the global minima for a wide range of poses. Fig. 4.5 
illustrates effects of different levels of image filtering on 2D cross-sections of the cost 
function. Whilst heavy filtering may allow better convergence, resolution is clearly lost. 
It can be seen in fig. 4.6 that filtering of edge-maps alone has a significant effect since 
these contain high frequency components (by definition).
4.4 .3  E valuation  C riteria
There is no clear definition in the literature of what is meant by ‘successful’ tracking. 
Hopefully the distinction between success and failure is obvious in the examples given 
here. A successful track is defined as one where the model of each body part lies over 
the correct part in each camera view, failure occurs when this does not happen. It will 
be seen that it is almost impossible for a descent approach to recover once failure has 
occured.
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1x1 (no filtering) 3x3 5x5 9x9
Figure 4.5: Projection of fitness function onto two components of left shoulder angle, at different 
levels of image filtering. Output of fitness function is shown as a greyscale image, with size of 
Gaussian image filter kernel indicated underneath. Icons in the first image indicate the pose 
represented by each corner of the square we are projecting onto. The true pose lies in the centre 
of each square.
Figure 4.6: Projection of fitness function onto two components of left shoulder angle, with 
5x5 Gaussian filtering of: silhouette (left), edge-map (middle), both silhouette and edge-map 
(right).
Figure 4.7: Projection of fitness function of highly ambiguous pose onto two components of 
right shoulder angle, with no filtering (left) and with 5x5 Gaussian filtering of images (right). 
Icons show the corresponding poses at each corner of the square.
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4.4 .4  Tracking Perform ance
Several sequences are used to study the optimisation methods described above. Figure 
4.8 shows results for a slow but entirely natural walk through the capture volume 
(the performer was not told when capture started, so a natural movement pattern was 
established). Figure 4.9. involves some pre-rehearsed arm/upper body movements (a 
‘port de bras’ in a choreographed ballet sequence). Figures 4.11 and 4.13 show some 
simple arm movements, and figure 4.12 is a slow rotational motion.
Steepest descent methods using edge search and combined edge/visual hull sampling 
were compared using the walk and port-de-bras sequences. For edge/visual hull sam­
pling, edge and silhouette images were blurred using a 5x5 Gaussian mask. A fixed 
step length A was used to compute steepest descent step AJ. This was taken to be the 
largest value which gave stable results, A =  0.04. Speed of convergence was increased 
by weighting measurements according to their position in the kinematic chain. Lower 
arm and shank measurements were multiplied by 4, upper arm and thigh measurements 
were multiplied by 2. Using edge search alone, 100 iterations were needed for successful 
tracking during the walking sequence. For the port-de-bras sequence this algorithm 
always converged to an incorrect local minimum, even with large numbers of iterations, 
with or without re-weighting. Using multiple cues, 30 iterations were sufficient to allow 
successful tracking in both sequences. Fig. 4.10 shows how performance degrades with­
out the technique of image filtering, due to noisy maxima in leg pose in the presence 
of self-occlusion.
Whilst the slow arm movement in figure 4.13 can be tracked using less than 30 iterations 
(and multiple cues), tracking of the faster movement fails even with 2 0 0  iterations. 
Tracking also fails for the slowly rotating motion in figure 4.12.
Mean computation times per view using a single 300MHz R12000 processor were: 0.30s 
for 100 iterations of steepest descent using edge search; and 0.46s for 30 iterations 
of steepest descent search using combined edge/visual hull sampling. Implementation 
was in C-|—1-. Code was written to be readable rather than highly efficient, and it is 
estimated that computation times could be reduced given a careful implementation. 
Relative magnitude of times is significant, however, since the same set of libraries were
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used for all. The time for pre-processing edge maps and silhouettes is not included, but 
was less than 0 .1 s.
4.5 Discussion
We have shown that steepest descent optimisation methods can be applied to the 
problem of human pose estimation, and have compared use of different feature models 
within the steepest descent framework. This has enabled us to evaluate the relative 
capabilities of the different features used, and examine the limitations of the approach.
4.5.1 C apabilities o f th e  M odels
Little self-occlusion is present in the sequence shown in figure 4.8, so edge features 
provide sufficient cues for successful tracking. For this sequence, edge search techniques 
appear to be a better choice than combined visual hull/edge sampling, due to the 
increase in speed which arises from analytic gradient evaluation (equation 4.24).
With even a small amount of ambiguity, however, use of edge search alone was found 
not to be capable of successful tracking, as shown in figure 4.9a. Figure 4.9b shows that 
some ambiguities can be resolved when combined visual hull/edge sampling is used. We 
see in figures 4.5 and 4.10 that filtering in the image domain is necessary when using 
this kind of sampling. Filtering of edge maps has a much greater effect than filtering 
of silhouettes (figure 4.6). This is to be expected, since edge features contain mainly 
high spatial frequency components, which cause unsmooth fitness functions when left 
unfiltered, whereas silhouette overlap varies more slowly with estimated pose.
Figure 4.11 shows some of the limitations of the cues used. When the arm moves in front 
of the chest, there is little silhouette information to disambiguate arm shape, and bright 
edges on the person’s T-shirt distract from the true arm edges. Some improvement may 
be sought by use of more cameras (although 8  are already used in this sequence), but 
a more general solution would be the use of more elaborate cues, such as colour.
Tracking of slow torso rotation in figure 4.12 fails since the simple model of torso shape 
is not sufficient. It should not be surprising that toro rotation is ambiguous when the
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(a) Edge search
I
(b) Combined edge /  visual hull sampling
Figure 4.8: Walking sequence. Shows the front pair of camera views at 0.36s time intervals, 
with tracking results overlaid.
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(a) Edge search
(b) Combined edge/visual hull sampling
Figure 4.9: ‘Port de bras’ sequence, courtesy of ballet dancer Deborah Bull. Shows one of the 
camera views at 1.28s time intervals, with tracking results overlaid.
Figure 4.10: Combined edge/visual hull sampling but with non-blurred edge maps
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Figure 4.11: Slow arm movement close to chest. (0.2s time intervals)
K i
Figure 4.12: Slow body rotation. (0.6s time intervals)
111
i
Figure 4.13: Slow and fast arm movements. (0.2s time intervals)
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geometric model used has axial symmetry, yet such models have often been used in 
previous work [33, 19, 58].
4.5 .2  C apabilities o f D escen t-b ased  Search
Figures 4.8 and 4.9 show that the simple optimisation technique of steepest descent is 
capable of a simple human pose estimation task. Note, however, that tracking perfor­
mance is seen to break down even in the case of combined edge/visual hull sampling, 
in the fourth picture of figure 4.9b. The descent scheme did converge here, so the ex­
planation for failure is that the correct pose could not be located by a path of steepest 
descent. Instead, the search has converged to a local optimum, which is not the 
true global optimum. In this sequence tracking continued since it happened that the 
correct pose could be found by steepest descent path in subsequent frames.
There is no guarantee that such a ‘recovery path’ will exist. Figure 4.13 illustrates 
the problem more clearly. Since the movement is a simple one, cues do indicate the 
correct pose, as evidenced by successful tracking when the movement is slow. When the 
movement is fast, however, the algorithm is no longer able to keep track, since there is 
not a path of steepest descent which links the pose in one frame to the next. Moreover, 
tracking is not able to recover despite the return of the arm to a pose very close to the 
initial one. Figure 4.12 shows a similar lack of ability to recover from failure.
It is possible that some of these problems could be solved by use of more cues and 
a better model. The problem is that no set of cues has been found which guarantee 
steepest descent paths for any sequence of valid motion. The lack of ability to deal 
with multiple minima and to recover from failure are therefore fundamental limitations 
of the descent approach. The only hope is to find a search scheme which is better able 
to deal with these issues, such as the one to be introduced in chapter 5.
4.6 Summary
Although gradient-based methods can be used for simple pose estimation tasks, they 
are unsuitable for general human pose estimation, since the cost functions generated
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even by simple feature models possess local minima which cause tracking to fail. The 
performance of features used here (edges and visual hulls) can be enhanced by smooth­
ing in the image domain, and performance may be further improved by use of additional 
features and enhanced shape models. All of these issues are addressed in chapter 5.
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Chapter 5
Hierarchical Stochastic Sampling 
for Human Pose Estim ation
The previous chapter showed that local gradient-based search methods are not sufficient 
for general human pose estimation, and that use of more elaborate features may also 
improve the results. In addition these techniques were only evaluated by estimating 
the pose of one person, whereas in practice more than one person may be present.
For low dimensional parameter spaces, a means of overcoming the drawbacks of a 
gradient-based local search approach is the particle filter, which was introduced in 
section 2.7.5. This is a type of stochastic search method which avoids the problems of 
mutliple local minima discussed in chapter 4. In this chapter, we show how stochastic 
search may be extended to deal with the ~  30 dimensions required for human pose 
estimation, and introduce a new scheme known as hierarchical stochastic sampling.
A new image feature model is also proposed which aims to more reliably identify the 
correct pose. Two sets of changes have been made to the model of chapter 4: an 
improved geometric model; use of new features. For the latter, the use of colour ap­
pearance models is introduced to exploit image colour information. A fast line search 
method which enforces multi-view constraints to more accurately evaluate visual hull 
overlap is also evaluated.
To test the robustness and efficiency of the scheme in practical situations, it is evaluated
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using video sequences of complex human motion in a multi-camera studio. For the first 
time we show results of such pose estimation applied simultaneously to two people 
moving in the same volume.
5.1 Overview of Particle Filters
Before introducing the new search scheme, we present an overview of the particle filter 
from which it is derived. The concept of a particle filter was introduced in section 2.7.5. 
Here we give the details of the algorithm. For a more in-depth tutorial, see the work 
by Isard and Blake [45], and tutorial paper by Arulampalam et a l  [2].
5.1.1 T heory
As usual, pose and image data at time t are represented by and It respectively, and 
there is a model cost function C(x^). We use the term state vector rather than pose 
vector to describe xt, since in principle it may contain higher order components such 
as velocity and acceleration.
In a particle filter, probability distributions are represented by discrete sets of points 
{xt^i : i = I . . .  M}  and associated weights wt i^ G E. These are known as particles. 
As stated in equation 2.5, the particles approximate probability density in the sense 
that for a non-zero hyper-volume V :
I
P ( x t |I i . . .  It)dxt ~  V ] wt,i (5.1)
It is assumed that the probability P{lt\xt) of the current image data 1^  being the result 
of a state xt is approximated by a function /(x^), /  : {r G E : 0  < r  < 1 } which
is a decreasing function of the cost C{xt). f  is known as the objective function.
Any decreasing function of cost may be used. Commonly, a good choice is the inverse
exponential:
f{xt)  oc exp {-kC{xt))  (5.2)
Reasons for this choice are discussed later in section 5.5.1.
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The key steps in the particle filter algorithm are;
In itialise  Take a particle representation of P (x ^ _ i|I i. . .  I(_i) from
the previous frame or from manual initialisation, where the 
weights are all equal to 1 .
P red ic t Compute a particle representation of P (x ( |I i .. using
the initial distribution and known dynamics P{xt\xt-i)  
U p d a te  Use the feature model cost function and the prediction to
evaluate an estimate of P ( x t |I i .. .It)
R esam ple Replace the resulting particle representation with one which
approximates the same distribution, but concentrates parti­
cles near peaks of probability, and has weights equal to 1 .
The initialisation step simply involves keeping a copy of the resulting distribution from 
the previous frame, or from manual initialisation.
For the prediction step, note that the exact predicted density and prior density are 
related as follows;
P {x t \ l i .. . I t- i)  = J  P { x t - i \ l i .. .lt-i)P{:x:t\xt-i)dxt-i (5.3)
This convolution must be estimated using particle representations. First, assuming
weights are all equal to 1 and substituting in equation 5.1 gives:
M
P {x t \ l i . .. I t- i)  ~  ^  P(xt \x t - i 4 ) (5.4)
i = l
A particle representation may be then computed by taking a random sample from 
this density. The distribution P{xt\xt-i)  is assumed to be known in advance, and 
a computational method is used to simulate taking random samples from it.  ^ One 
sample X(_* is taken from each distribution f  (x^|x(_i^J, so that (x(^ %) is a particle 
representation of P {x t \ l i . . .  U -i), with weights equal to 1 .
There is no explicit form for P {x t \ l i . . .  b ), and so no way to directly generate samples 
from it as required by the update step. The solution to this problem involves the use 
^Random sample generation is usually based around a standard pseudo-random number genera­
tor, such as the linear congruential d r a n d 4 8  algorithm [ 7 5 ] ,  which is a part of the standard unix C  
programming language [44].
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of a technique known as importance sampling. When it is difficult to generate sam­
ples (xi) from a distribution p(a;), one instead samples from a proposed importance 
density q(x) which is thought to approximate p(x). To compensate for the fact that 
q(x) is the ‘wrong’ distribution, samples are given importance weights:
Wi oc (5.5)
where the constant of proportionality is set so that ~  1 - The weighted samples
{xi,Wi) then approximate p(x) according to:
/ p(x)dx ~  ^  Wi (5.6)
which is the same approximation as required for particles (equation 5.1). The more 
samples used, the more accurate this becomes [18]. So how can importance sampling 
be applied to the update step? The answer is to use predicted density as the importance 
density for the update step. So we already have samples from the importance density 
- they are just the output particles (xf,%) from the prediction step. What remains is 
to compute the importance weights (wt^i). Substituting P (x f |I i . . .  I(_i) for q(x) and 
P ( x i |I i . . .  U) for p{x), equation 5.5 becomes:
(5.7)
Now according to Bayes’ rule:
P (x |Ii ...I()o c  P ( I , |x )P (x |I i . . .  It_i) (5.8)
So equation 5.7 becomes:
P{lt\xt , i)P{xt, i \h. . . l t- i)
P (x ,,, |I l . . .I ,_ l)
= >  Wi,t oc f{xt,i) (5.9)
For the resampling step, we generate random samples (xt,i) from P ( x t |I i . . .  I<) by using 
the particle representation. This is done using a pseudo-random selection from particles 
(x(,i), where the probability of choosing particle i is given by The resulting set
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of particles are naturally concentrated around the peaks of P (x ^ |I i. . .  U) and have 
weights all equal to 1 as required.
The complete algorithm is therefore as follows:
1. Obtain particles (xt-i^i) with weights equal to 1 from previous frame.
2. Let xt,i ~  P(xtlxt-i,i)
3. Evaluate wt,i = 2^ 1=1
4. Choose xt i^ by sampling with replacement from (x^), where the probability of 
choosing particle i is given by wt i^.
5.1 .2  G raphical N o ta tio n
Useful graphical notation for particle filters was developed in [54, 55]. Using similar 
notation, the standard particle filter algorithm just described may be written as:
( {x} )— k :^ ></(x) {x} )
Figure 5.1: Standard particle filter sampling scheme
Here {x} represents the initial set of particles which form the prior density at time  ^— 1; 
*P(x|x) denotes convolution with dynamics; x /(x )  denotes the evaluation of weights 
based on objective function / ;  and R represents the resampling step. The repeat of {x} 
at the end represents the resulting set of particles, ready for input to the next frame.
5.1.3 Im p lem en tation  Issues
The success of a particle filter depends upon the details of its implementation. A key 
design decision is the number of particles M.  The most computationally costly part 
of a computer vision scheme which uses a particle filter is usually the evaluation of 
the objective function in equation 5.9, which must be done M  times per frame. So M  
cannot be too large if an algorithm is required to run fast. If M  is too small, on the
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other hand, the particle approximation of probability will be poor, and tracking may 
fail. Choosing a good value is a matter of trial and error. It depends on the computer 
hardware and nature of the objective function.
The choice of dynamics P(xt|xf_i) will also affect the performance of the filter. The 
dynamics may be learnt from data, if some assumption is made about their functional 
form (e.g. Gaussian [45]). The form of the conversion from cost to objective function 
must be decided too. Even if this is assumed to be Gaussian as in equation 5.2, 
the constant k is usually set manually. There is an interaction between the choice of 
dynamics and the choice of cost/objective function. Dynamics controls the spread of 
particles between frames and the objective function controls the proportion of those 
particles which ‘survive’. Again, some trial and error is required.
5.1 .4  P artic le  F ilter  as S toch astic  Search
How can we be sure that the objective function f(x t)  is close to the probability value 
P(It\xt)? Some arguments are put forward in [45] to show that the approximation is 
reasonable in the very specific case of a line search cost function. But since k is set 
manually, there is no way to know that it is truly P(It|x t) which is represented, rather 
than P(ï t \x tŸ^^ . The answer is that we cannot be sure. Rather it is assumed that 
the densities of interest are by definition the ones which are propagated as a result of 
having P(lt\xt) = f(xt) .
Taking this idea a step further, we can discard the probabilistic interpretation, and 
derive the particle filter framework from an alternative starting point. Let the filter 
output density at time t be written as gt (x). We say that the definition of a filter is that 
gt represents the current objective function /t(x) multiplied by a smoothed predicted 
density from the previous frame. So the evolution of g is defined:
gt(x) (X ft(x) j  gt-i(x!)h(x,x!)dx! (5.10)
Note that rather than using Bayes’ rule as a result of the problem formulation as in 
equation 5.8, it has instead been used as the defining property of the filter model. The 
function h(x,x')  which appears here as a smoothing kernel plays the same role as the 
dynamics P(xt\xt-i)  in equation 5.3.
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Since the purpose of tracking is to identify likely states, we are interested in the loca­
tions of peaks in gt, which is precisely what a particle representation gives. Given a 
particle representation of gt-i,  the peaks of Jgt-i{x')h{x, x')dx' are located during the 
prediction step. If the stochastic samples from function h used for prediction are a good 
model of the movement of peaks between frames, then the peaks of ft  will be identified 
during the update step, and hence the particle representation of gt will be accurate. 
The dynamics model function h need not therefore be a true model of object dynamics, 
provided it allows samples to be guided to peaks in ft, and has suitable smoothing 
properties. So one may think of a particle filter as a stochastic search of state space, 
rather than a propagation of probability density. This view of particle filters is implicit 
in the work by Deutscher et al. [21, 22], although it was not expressed mathematically. 
The stochastic search interpretation is used throughout the new techniques developed 
in this chapter.
5.1 .5  E xtension s to  P artic le  F ilters
Particle filters have been shown to be highly robust and effective at tracking two- 
dimensional contours in cluttered environments [45]. But the number of particles re­
quired to track a given motion may be exponential in the dimension of the parameter 
space. For human pose estimation this proved prohibitive [23]. In section 2.7.5 some 
existing schemes were mentioned which have attempted to exploit problem-specific 
knowledge to reduce the number of samples which must be made. Partioned sam­
pling is a useful technique when coupling between state parameters and objective 
function can be modelled as a linear hierarchy. The annealed particle filter [21] and 
soft partitioning scheme [22] are useful in the case that no single part of the structure 
can be tracked in isolation. This was the case when tracking using the simple human 
model described in [2 1 , 2 2 ].
5.2 Hierarchical Stochastic Sampling
We now introduce a new search scheme which is designed to be highly efficient for 
human pose estimation. Contrary to [21, 22], we assert that independent tracking of
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certain body parts is possible given a good enough model. In particular, the torso 
can be tracked independently over a wide range of movements when using the detailed 
model proposed in section 5.4. Figure 5.2 shows an example this.
r C
»
»
Figure 5.2: Independent tracking of torso as the subject walks in a circle and then jumps. Two 
views are shown, and each column represents a different time, in increments of 25 frames (Is)
On seeing this example, it is natural to attempt to extend the method to track the 
whole body, using the torso tracker output as a starting point. Partitioned sampling 
[5 4 , 5 5 ] would be one approach, but we will see that it is not the best choice since 
the human body hierarchy is not linear (knowing the state of one arm relative to the 
torso will not usually help to identify the state of the other arm). A scheme is required 
which can fully exploit the known hierarchy of the human body. The solution is a 
hierarchical stochastic sampling approach.
Our method assumes that we can parameterise a structure in such a way that some 
parameters are associated with very strong visual cues, and so can be localised indepen­
dently of other parameters. A similar assumption is implicit in the standard partitioned 
sampling scheme [54, 55].
To illustrate our approach, consider the ‘toy’ problem of tracking a tree, shown in figure 
5.3. The trunk corresponds to the human torso, and the branches correspond to the 
arms and legs. Let us say that the state of part of a structure can be represented by a 
vector of real numbers, Xg. For the tree, x^ might be the angle between the tree trunk 
and the ground as shown in 5.3(a). Now suppose that we have an objective function 
/  (Xfl) which tells us how well a given state matches video data from a given time 
instant. Figure 5.3(b) shows what the output of a suitable objective function might be
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(a) (b) (c)
Figure 5.3: Tree tracking example (all images are from the same time instant)
for some candidate tree poses. As tracking proceeds we wish to maintain a collection 
of possible states, {xai : i = 1. . .  N},  one of which is close to the true state to within 
an acceptable margin of error. If we are able to do this without modelling any other 
parts of the structure, then we say that the part is root distinct with respect to / ,  
and we call that part the root part.
We parameterise the state of our structure in layers. Layer A comprises just the param­
eters of the root part x^. Layer B  may comprise more than one part. These are parts 
whose visual features allow their state to be determined once possibilities for the state 
of the root part are known. Each part in layer B  will have its own state parameters 
x y , X(,//, xy/', etc. In the example, figure 5.3(c) shows tree branches as layer B  parts, 
and layer B  parameters as the angles between each branch and the trunk. For more 
complex hierarchies we can go on to define further layers. We can form a complete state 
vector X for the state of the structure by concatenating these: X =  [xaX /^Xftz/x /^//...].
Figure 5.4 shows how partitioned sampling would be applied to the problem. The 
sampling scheme forms a single chain (written here over several lines since it doesn’t fit 
across a single page). Note that samples chosen for branch b' depend on the results of 
resampling of branch b, and samples for branch b" depend on resampling of branches 
b and b'. This is inappropriate since, once the trunk is located, one branch gives little 
information about the pose of another. This would result in unnecessary depletion of 
the hypotheses propagated to the secondary layers, and a loss of efficiency.
A new modified particle filter which can take full advantage of the required hierarchy 
will now be described. The complete algorithm is given in table 5.1. Since the algorithm
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Figure 5.4: Inappropriate linear partitioned sampling algorithm
will work with any number of partitions of layer B  (not just 3 as shown in figure 5.3), 
the . . .  symbol is used after any calculation involving the partitions.
If (Xi : i = 1. . .  M} is initial estimate of possible states for the whole structure, each 
particle is first split into its component parameter vectors, so we get separate particle 
sets (Xai), (X6i), (xyi), etc.
By construction, the objective function of (x^O is already a good indication of the 
correctness of layer A pose, and the particles can be refined using the same idea as the 
standard particle filter (figure 5.1). This forms steps 1-3 in table 5.1. The corresponding 
graphical notation is shown in figure 5.5.
ME)
Figure 5.5: Sampling scheme for layer A
To estimate the objective function of layer B  particles, each one must be paired with 
one layer A  particle. This is done stochastically, where the probability of association 
with a given layer A  particle is proportional to layer A fitness, as expressed in step 4 
of table 5.1. This association mechanism allows the parallel partitioning of state space, 
which is the new contribution of this work. It is distinct from partitioned sampling, 
where the association between particles in different partitions is maintained throughout, 
which results in depletion of particles in secondary layers. ^
Stochastic dynamic prediction can now be applied to layer B  parameters (step 5 of
^MacCormick and Blake suggest a branching mechanism to solve this problem in the case of a linear 
hierarchy [54], but it is not applicable in our parallel partitioning scheme.
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Table 5.1: Hierarchical stochastic search algorithm
1. Layer A predict. Given an initial distribution of Ma layer A  states,
{xai : i = 1. . .  Ma} , update each state according to stochastic dynamics: 
Xaz ^  y where y ~  ho(xm|xo%)
2. Layer A update. Compute objective function fai'x.ai) for each i.
3. Layer A resample. Replace Xai 4- y where P{y = Xaj) oc fa(^ai)
4. Layer A-B association. Given an initial distribution of M^ states
{xbk : k = I . .. Mb] from a given partition of layer B, form the combined state 
{yk,^bk) where P{yk = Xg*) = f{xai) . Do the same for all partitions of layer B  
to form (y' ,^X5/fc), (y%,xy/A), • • •
5. Layer B predict. Update each layer B  state according to stochastic dy­
namics: Xb/fc 4- z , Xy& 4- z' , Xb"k 4- z" . . .  where z ~  hb{xbk\yk,^bk) ,
z' ~  hb'(xb'k\y'k^^b'k) , etc.
6 . Layer B update. Compute objective functions over each layer B  partition:
/ b ( ( y f c 5 / f e ' ( ( y^5Xè'/î), fb''{{yk'>^ b"k)')
7. Layer B resample. Replace (yk.^bk) ^  z , {y'j ,^Xb>k) z' , {y'k^^b''k) ^  z" ,
. . . ,  where P(z = (yz,xw)) oc /^(y;, x^) etc.
8 . Layer A-B update. For each layer A state, compute the product of objective 
functions fa(^ai)7bi7b'i7b"i ' ■ ■ , where 7bi = ^^{ fb{yk ,^bk)  ■ y k = ^ a i ]
9. Layer A refined resample. Replace Xg% y where
P{y  — Xflj) oc fa{^ai)fbifb'ifb"i • ■ •
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table 5.1). In general the dynamics will depend on the dynamics of the chosen layer A 
particle, so are written as hb(xbilxai,xi,i). Finally each layer B  partition is resampled 
according to the layer B  objective function (steps 6  and 7). The result is a refined set 
of layer B  poses.
We do not wish to discard any useful cues the layer B  parameters may have given as to 
the correct layer A  state, so a final update of layer A  states is described in steps 8  and 
9 of table 5.1. For each layer A particle, a record is kept of all the layer B  particles to 
which it was assigned. The assigned particle with highest objective function from each 
layer B  partition is found, and the value of the layer A  objective function is multiplied 
by each of these. A resampling step is performed to refine layer A particles according 
to the updated objective function. This has the effect of excluding layer A  particles 
which did not allow any good estimates of layer B  parameters.
Graphical notation for the complete algorithm is given in figure 5.6. The letter A is 
used to denote the association step, and the + symbol denotes the update of layer A 
objective using results from layer B. The dotted lines indicate where there is interaction 
between layers A and B.
A ----- (^x,, x  ^ R
—.
■i— *C(Xb) ]
(  ( V  )— » A
y —'v
(  { x j  )---» A ( x j  )
Figure 5.6: Hierarchical Stochastic Sampling Algorithm
5.3 Feature M odel
Before applying hierarchical stochastic sampling to the problem of human pose esti­
mation, we now turn our attention to deficiencies in the feature model which were
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highlighted in the previous chapter.
5.3.1 Geometry
A first step towards improvement of the use of image features is the use of a more 
detailed geometric surface model of a person. For the most part, the ellipsoid and 
truncated cone primitives used in chapter 4 (figures 4.1 and 4.2) provide a good model 
of limb shape. Although clearly approximations, errors due to lack of detail in this 
model are likely to be less than errors due to movement of skin and clothing. The 
exception to this is the torso, which is very poorly approximated by a truncated cone.
Figure 5.7: Torso model using 3D surface points
In this chapter, torso shape is modelled explicitly using a set of 3D surface points X[ 
which are fixed relative to the co-ordinate frame of the pelvis. Initialisation of the 
locations of these points is dealt with in section 5.4. An example set of torso points is 
shown in figure 5.7. The underlying skeleton used is the same as for the local search 
methods described in chapter 4, and section 5.4 also gives a fast way to initialise the 
bone lengths and joint locations for such a skeleton.
For a given torso pose, points on an occluding contour of the torso may be estimated 
directly from the surface points x/. An efficient method for doing this is also given in 
section 5.4.
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5.3 .2  A ppearance M odel
A new human appearance model is now introduced, this time using both colour and 
visual hull features. This is a novel integration of multiple cues into a multiple-camera 
stochastic sampling framework, and we will see in section 5.7 that it enables pose 
estimation in some complex situations. The features used give rise to separate cost 
functions for each body part and for each camera view. Details of these are given 
below, followed by a methodical approach for combining cost functions for all body 
parts, for all views and for all features into a single cost function which is useful for 
tracking.
Individual cost functions are given here assuming some camera view i and the surface ge­
ometry for some body part j. This requires known camera parameters P% = K*[ t% ], 
and known body part pose (Rj,w o r l d ,eWorld,;)- ^  denotes the transform
from 3D world co-ordinates to 2D image co-ordinates for camera i, as defined in equa­
tion 3.2.
C olour and  V isual Hulls
Since colour cameras are readily available for studio use, image colour information is 
present, which may be exploited to help identify human pose. A simple approach to 
use of colour, used in previous work, would be to assume that distinct colours can be 
associated with certain body parts [99, 74, 65, 6 8 ]. However, a goal of this work is 
to put as few restrictions as possible on actor appearance, so we wish to avoid such 
assumptions. This may be achieved by explicitly modelling the colour at known points 
on the surface of body parts. Not only does this allow several different colours to be 
associated with the same part, it also imposes no penalty in the case that adjacent 
parts have the same colour. Since sampling is done over a sparse set of points, the 
method is also fast to compute.
Details of a suitable model of colour for pose estimation are given in appendix B. It 
assumes input images in red-green-blue (RGB) colour space [80, 72]. The proposed 
colour appearance model comprises the regular grid of 3D point locations x/ on the sur­
face of each body part j ,  together with associated RGB  colour values ci = [ Ri Gi Bi].
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For the torso, x/ are just the 3D surface points of the torso model, as defined in section 
5.4.2. For cones and ellipses, they are defined by sampling the surface S(u,v) (given 
in equations 4.6 and 4.8) at regular increments of u and v. In our case u = 0, 0.1, 
0.2, . . . ,  1 and f  =  0, 0.1, 0.2, . . . ,  0.9. The corresponding surface normals n/ are also 
required. The associated colour values c/ are set during an initialisation stage described 
in section 5.4.3. Inititialisation may not allow c/ to be defined for all values of I. These 
colour values are then compared with sampled pixel values in an input image, whose 
locations depend on the pose hypothesis to be tested.
Points whose surface normals point away from the camera will be occluded, so only 
points whose surface normals point towards the camera are sampled. They must there­
fore satisfy:
(R-iRj,world /^) (R* (RjjWorldX/ T Cworld,j) "F ^i) ^  0 (^ ff)
This is used to define a visible set 7 -^ as:
'Ji j  —  • ( R z R j ,w o r l d ^/) ( R %  ( R j , w o r l d X (  T Cw o r l d ,j ) T t^) <C 0^ (5.12)
where n; is the outward pointing normal to the camera image plane, equal to the third 
row a camera rotation matrix. Now let Ii,z(z) : RGB be the RGB colour value
in input image i at the pixel location closest to z € . The colour ci of points each
point X( is sampled according to:
— If,z(-f^z(Rj,worldX  ^+ Cworld,j)) (5.13)
Any points for which the model colour c/ is unknown or for which I is not in the visible 
set are excluded from the sampling.
We now require a metric to evaluate the difference between sampled colour ci = [ Ri Gi Bi 
and model colour ci = [ Ri Gi Bi ]. Illumination may vary over the space within the 
scene and over time, so colour must be compared in a way which is tolerant to illu­
mination changes. Unlike the case of colour segmentation of distinctly painted wand 
markers in (chapter 3, page 37), we cannot assume that object colours lies in the ‘cor­
ners’ of the colour space. Illumination invariance is instead achieved by dividing by a 
linear combination of RGB values before comparison. A convenient combination to use
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is the lum a value Y  [72], since this forms part of the image digitisation format used 
by our frame grabbers. It is defined:
Y  = 0.299B + 0.587G + 0.114B (5.14)
This can be used to calculate intensity invariant colour components:
, _  B  ___________B  . .
^  “  y  “  0.299B +  0.587G + 0.114B  ^ ^
R R
Ktp —
Y  0.299B +  0.587(7 + 0.114B
and estimated measurement errors on and kr derived in appendix B are given by:
Ac 1
Afci, =  —  (0.447fc|-0.228fci, +  l ) 2  (5.16)
Ac 1
Afc, =  —  (0.447fc^ -  0.598fcr +  1) "
The constant Ac corresponds to the expected error in each RGB colour channel, but
in the context of cost functions it is set to 1 since it affects only the global scale of all 
measurements, which in any case may require modification (see 5.3.2). As shown in 
formula B.5 of appendix B, a suitable measure of difference between model colour and 
sampled image colour is given by:
^  _ ( k r l - k r l f  , { k h l - h l f
G c o lo u r .ü f -
where k^u kbi are the pre-calculated intensity independent colour components of the 
model colour c/.
It would be possible to make a colour cost function simply by summing over Cco\om,iji- 
But at this point we can also incorporate the prior knowledge that each body part 
should lie inside the visual hull. This concept was introduced in section 4.2.2 as a 
volume, defined by silhouettes of the scene, which provides an upper limit on the space 
which may contain the person. That volume is given by:
y  =  {x e : B,(RXx)) =  1 V%} (5.18)
As in the previous chapter, silhouette images Si : M- { 0 1 } are computed using
the algorithm in appendix B. Equation 5.18 implies that if a surface point is outside
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a silhouette, then that point on the model lies outside the visual hull. So to incor­
porate visual hull information, a fixed (high) cost can be assigned to all x i  for which
Si(Hi{Rj +  Cworidj)) =  0. This gives a combined colour/visual hull cost
function:
„ j G c o io u r ,ijl  i f  <5*7 (B^j (R -j ,w o r ld X / +  C w o r ld ,j))  — f  /"c in ')
G colour,zj — /   ^ \  ( O . iy j
lejij I 0.25 otherwise
The value of 0.25 is half the dynamic range of colour cost, which appears to give good 
results (see section 5.7).
Sampled Edges
As noted in the previous chapter, a silhouette overlap cost function such as 5.18 only 
favours poses which are somewhere inside the occluding volume V. The additional use 
of colour (equation 5.19) adds some further constraints, but there may still be different 
spatial regions which have similar colour and so cannot be disambiguated by colour 
alone. This may be improved by requiring the surface of a body part to co-incide with 
the surface of V.
A method from the previous chapter was to use a sampling over an edge image (section 
4.2). This has the advantage of speed, and we will see later that it is still the best 
approach for many motions (section 5.7). It can be defined using our new geometry 
model as follows. First let us project the given body part into camera view i, and 
determine a set of R  edge points (x^) at regular intervals on the occluding contour. 
For the torso model, each ellipse in the ’stack’ described in section 5.4.2 is used to 
generate a pair of occluding contour points - one on either side. As in the previous 
chapter, cone edge points are generated by taking points at intervals of O.lu along 
both sides of the occluding contour defined in equation 4.16. It was decided not to use 
edge points for the ellipsoids (hands, feet, head), since an ellipsoid provides only a very 
approximate model of shape for these parts, and because shape may vary depending 
on pose (fingers, toes and hair can all move around). Given an edge image from view 
%, i-> {x 6 M : 0 < a; < 1}, as described in section 4.2.2, the sampled edge
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cost function is now defined:
Gedge,zj — ^  (1 — Pi{Hi{^jk))) (5.20)
k
This measures the same cost as equation 4.18 on page 65, but with a slight change of 
notation. Unlike in chapter 4, however, we restrict ourselves strictly to the surface of 
V by taking Ei to be the gradient of the silhouette images Si, rather than the input 
images. This idea has been used in previous work [20, 11]. It means we are ignoring 
edges within the silhouette, which are made less important now that colour information 
is available; and we saw in figure 4.11 (page 77) that sometimes internal edges serve only 
to confuse. It was also found that binary dilation [63] is just as effective as Gaussian 
blur for providing successful tracking, and is slightly faster to compute. In chapter 4 
a blur window of 5x5 pixels was used. The input images used in this chapter have 
twice the dimensions, so now we use a dilation amount of 9x9 pixels. In future work 
it may be of interest to use an adaptive window size depending on the distance of the 
person to the camera, though the results show that successful tracking over a range of 
distances is possible without this (section 5.7).
Visual Hull Proximity
As an extra experiment, we will see that it is possible to make the use of silhouette 
edges more robust by incorporation of multi-view constraints.
Equation 5.18 states that a point x is inside the visual hull if and only if Si{Hi{x)) = 1 Vi. 
If there are N  views, then this is equivalent to saying that:
N
y3Si(ffi(x)) = JV (5.21)
Let us define a function ^(x) to indicate whether a point lies inside the visual hull as 
follows:
1 if ^ S i ( i / i ( x ) )  =iV
N
'
^(x) -= < i=i (5.22)
0 otherwise
When moving along a straight line, the value of S will change when the surface of V  
is crossed. To estimate the proximity of model surface to visual hull surface, we may
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O b j e c t  h u l l
C a m e r a  2
C a m e r a  1
Image from camera 1
View from above Image from camera 2
Figure 5.8: Line search for visual hull surface
search along lines normal to the model surface until the value of S changes. The greater 
the distance which must be traversed to reach the visual hull surface, the further the 
model from the data.
The visual hull surface proximity cost function Csurface,ij is defined:
Qurface,u = ^  min{|s| : S(xk + snk) /  ^(x^)}
k
(5.23)
The most costly parts of these searches are the evaluations of Si and Hi, so these should 
be done as few times as possible for maximum efiiciency.
In practice the searches are limited to a fixed distance Smax either side of x^, so — Sj <
s < Smax- It is also reasonable to expect that the model surface normal direction Uk will 
be within a 90° angle of the true visual hull surface normal. This means the direction 
of search is determined by whether x^ lies inside or outside the visual hull. If inside, 
the nearest appropriately oriented visual hull surface can only be found by searching 
outwards along s =  0 . . .  Smax- If outside, then the nearest appropriate surface must lie 
inwards along s =  0 - • • -  Smax- So the start point for the search, Xgtart, is always Xjt, 
and the end point Xend is either x^ + Smax^ A; or x^ -  SmaxH .^
Moving along the line from Xgtart to Xend traces out a discrete line of pixels from 
Hi{xstart) to Ffi(xend) in each camera view i. An example is shown in figure 5.8. For 
maximum speed, the silhouette should be evaluated just once at each pixel.
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For a single view, the Bresenham line draw algorithm [34] gives a way to iterate through 
the pixels along a 2D line. The algorithm to iterate through pixels (x,y) between 
(a^start, ?/start) and ( z e n d , % / e n d )  is given in appendix C, table C.l. This can be extended 
to the multi-view case to perform the required multi-view line search. A binary bit 
pattern tt of length N  is used to represent the values of Si as the line is traversed. 
When the search moves to a new pixel Zi  in view i, the corresponding bit i  of tt is set 
equal to Si(zi). So when tt contains all ones (jr =  {111...  1}), the search is inside the 
visual hull, but when tt contains any other value, the search is outside the visual hull. 
This bitwise comparison is very fast to compute. The smallest value of |s| at which 
the outcome of the comparison changes is taken to be the distance to the visual hull 
surface. The complete algorithm is given in appendix C, table C.2.
Combined Cost Function
As in chapter 4, the disparate features used may be combined using a linear combination 
of their cost functions. Depending on whether sampled edges or visual hull surface 
proximity are used, the combined cost Cij for part j  and view i is given either by:
Cij =  AcolourC^ colour,zj T  e^dgeC'edgeiZj (5.24)
or by:
Cij = AcolourC^ colour,zj T Aguj-faceC^ surface,ij (5.25)
This approach was arrived at by observation of cost function values within a stochastic 
sampling scheme. The use of linear equations rather than a higher order (or even non- 
analytic) approach is justified by the effectiveness of the tracking (see results in section 
5.7).
The constants Acoiour, Aedge, Agurface were set manually, according to a procedure de­
scribed below. They are tuned such that similar spatial errors correspond to similar 
increases in cost function, since this is a ‘fair’ use of all information available. Note 
that it is out of the question to re-tune parameters for each video sequence being anal­
ysed, since this would severely limit the usability of the system. We require a set of 
parameters which work for as many different motion sequences as possible, as shown 
in section 5.7.
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The existing literature does not always explain the methodical process which is used 
to set parameters such as these. As an aid to manual parameter setting, we found 
it helpful to consider a theoretical model is used in which cost is a linear function of 
spatial error. We denote spatial error by some function d which is a distance metric in 
pose parameter space. Then according to this conceptual model:
d(x,xo) = K, |A(7(x) -  AC(xo)| +  noise (5.26)
where A is an unknown cost scale factor we wish to find, xq is the true pose, C is a 
cost function, and the noise term has zero mean. One may think of this as a first- 
order approximation to the true (unknown) relationship. It can be shown that it 
holds exactly true in the case of silhouette overlap cost. Euclidean distance metric, 
pure translational motion, and zero-mean image /  model fiuctuations. The constant k 
corresponds inversely to the magnitude of the impact of spatial errors on cost function 
values. The aim should be to scale the cost function for each cue so that all cost 
functions are correctly modelled by similar values of k. This would mean that spatial 
errors have an equal impact on cost for all cues, and hence that it is reasonable to 
combine them by addition.
It follows from equation 5.26 that for many samples x% of a non-zero spatial region, the 
statistics of d(x, xq) will converge to the statistics of k |AC(x) — A(7(xo)|. In particular, 
the means should converge i.e.
. M  ^ M
—  Y^K\XC{xi)  -  XC{xo) \ ^  — Y^d(xi,xo)  (5.27)
i = l
Suppose now that Cx  and Cy are functions we wish to combine. X  and Y  may be 
any of the cues mentioned above (silhouette overlap, sampled edge cost, visual hull 
proximity). Let us define new cost functions XxCx  and XyCy  with:
"  E " i |C x ( x j ) - C x ( x o ) |
|Gy(x.) -  C'y(xo)]
Substituting back into equation 5.27 gives identical values oî k = ^  d(x%, xo) as
required. So XxCx  +  XyCy  is an appropriate linear combination of cost functions.
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Figure 5.9: Estimation of cost scale factors with increasing numbers of frames
according to our model. Costs from multiple parts are also combined by addition:
=  (5.30)
i j
This works since all parts within a given partition have similar spatial scale, so spatial 
errors of equivalent magnitude on different parts will cause approximately equivalent 
increases in cost.
Equation 5.28 may be evaluated using samples from a single frame of video to determine 
initial cost scaling, where xq is a manually initialised correct pose. This should give 
values good enough to allow a few frames of successful tracking, which can be used to 
further refine estimates of A% and Ay. Several different sequences should also be tested. 
This is a ‘human-in-the-loop’ iterative procedure. For ease of implementation, it may 
be performed using the sampling distributions as for the stochastic search scheme, as 
described in section 5.5.3. Figure 5.9 shows plots of the estimated values of Acoiour 
and Aedge for two walk sequences and a hand-stand sequence (for images from these 
sequences see figures 5.23 and 5.27). The estimates of Aedge from each sequence agree 
very closely, and estimates of Acoiour show only small differences. The differences are 
due to the different amounts of colour information present in each sequence. The person 
in the ‘Walkl’ sequence is wearing a black shirt, so colour cost varies slowly with pose, 
whereas the person in ‘Walk2’ is wearing a light-coloured textured top, and the person 
in ‘Handstand’ is wearing a bright white T-shirt. The solid lines show the actual
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scaling chosen after examination of several sequences. The values are: Acoiour =  14.33, 
Aedge = 2.99 pixel values^\ Agurface = 4.26m~^
5.4 M odel Initialisation
Clearly shape and appearance vary between people, so the model must be customised 
to match the particular person being tracked. In a practical situation it is important 
that this be done quickly, and we propose a semi-automated method for this. It is 
assumed we have a single set of images of a person, linit, taken from multiple cameras 
in the studio. The cameras must have been calibrated using the method of chapter 
3, providing a set of projection matrices P i . . .  P ^ . The manual part of the method 
involves selection of feature points in images. This is done using a graphical user 
interface (GUI) in which two or more of the images can be displayed simultaneously to 
the user, and clicked on with a mouse. An automated process uses those features to 
compute full surface geometry and appearance.
5.4.1 In itia lisa tion  o f M odel G eom etry
A software mechanism is provided which allows the user to indicate 3D points in space 
by selecting corresponding 2D image features. For example, the user can click on 
the location of the same shoulder in two different camera views, a and b. This gives 
two co-ordinate vectors; =  [ Ua t'a 1 ] and = [ ui, vi, 1 ]. Since projection 
matrices Pa, P& are known to the software, the 3D shoulder location x can be calculated 
automatically using algorithm given in appendix A.4. Once a 3D point location is 
defined, the corresponding image locations of the point in any other camera views are 
easily computed using equation 3.2, and these are displayed to the user. This provides 
a quick ‘sanity check’ on the reconstructed point location, and allows manual fine 
adjustment by observing features from all views.
Geometry initialisation requires a total of 14 reference points to be identified on the 
person’s body. These are given in table D.l of appendix D, along with useful abbre­
viations. The points of interest are actually the skeletal joint centres, which are not
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directly visible in images. It was found that a reasonable estimate of their image loca­
tion could be made manually. A possible alternative would be only to require surface 
points from the user, and to infer joint locations from anthropometric data.
The 3D locations of these features can be used to generate an initial estimate of model 
pose and limb lengths. The method for doing this is given in appendix D.
Radii of the cone and ellipsoid primitives are initially given some default values. The 
resulting occluding contours (calculated using the method given in section 4.1.3) are 
displayed to the user for each camera view, overlaid on the appropriate image. The 
user can interactively adjust the radii of each primitive to best fit the images of the 
person.
5.4 .2  In itia lisa tion  o f D eta iled  Torso Shape
The final stage in geometry initialisation is creation of an accurate model of torso 
shape. The torso surface is modelled as a stack of ellipses, eh(û), specified in pelvis 
bone co-ordinates, where h denotes height in the stack as follows:
rihCos(O)
e/i(^) =  h (5.31)
+ r2/iam( )^
eh{0) can be sampled at regular intervals of h and 9 to generate a grid of 3D points 
which represent the torso surface.
For a given value of h, the values of ri/j, r2h, Zh must be defined based on user in­
put. Since it would be laborious for the user to adjust all such values explicitly, some 
automation is used here too.
The user is required only to identify the shape of the occluding contour of the torso 
in each camera view, i =  1 . . .  AT. This is done by specifying a sequence of 2D points 
Uij = [ Uij Vij 1 j  = 1 ,2 ,... around the contour. The occluded region in view i 
is taken to be the polygon whose border is traced out when the points are connected 
by straight lines. The software displays those lines so the user can easily see the shape 
(s)he is tracing out. The set of homogeneous image co-ordinates which lie inside the
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occluded region in view i is denoted by Sj. It is possible to test whether a given point 
is in Si using a polygon inside-outside test from computer graphics [10].
Supposing the computed transform from pelvis co-ordinates to world co-ordinates is 
(R ,t) let us use modified projection matrices P-, where:
R t 
0 1
(5.32)
gives the projection to camera image co-ordinates from the pelvis co-ordinate frame 
used for torso geometry
Using the concept of a visual hull (see section 2.6.5), the maximum 3D volume oc­
cupied by the torso is the set of 3D points whose projections lie inside the occluding 
contours in all views. This is given by:
V = { [ x  y z Ÿ  • P'i[ X y z l Ÿ  e Si\/i  } (5.33)
The ellipse eh{0) at height h must lie in the intersection Ih of the plane y = h with the 
volume V. This can be visualised as a 2D ‘slice’ through the visual hull, and is given 
by:
I „  =  { [ x z Ÿ  : P'j[ æ ft z 1 I'T 6 Si V* } (5.34)
A representation Gh of this slice is formed by discrete sampling over a grid of points with 
fixed spacing Ag. Points on the grid are specified using grid co-ordinates {a, (3) G 
is defined:
Gh{o^,P) = <
' a  X Ag
1 if
,0 X Ag
0  otherwise
^ Ih O! =  —Na . . .0 . . . Na
13 = —Np . . .  0 . . .  Np
(5.35)
In our case Ag = 1cm, and the extent of samples was limited to 0.5m either side of the 
origin in each axis. The centroid of the slice is a good estimate of ellipse centre, so:
=  Ag X
E  E  /9xG/.(a,/3)
a —- N a  I3 = -N js  
AT» A/^
E E  %(a,m
\  a = - N a  0=—Nq
(5.36)
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The extent of the slice along the axis directions of the ellipse puts an upper limit on 
radius. So rih,r2h are defined:
rih = A g x m i n | | a | :  G h ( a , ^ )  = 0^  (5.37)
f'2h = A g x m i n | | / 3 | :  G h{0 , - ^  + /3) = 0^  (5.38)
To generate the 3D surface points, h is incremented from zero in steps Ah  equal to ^  
of the total torso height. The total height is taken to be the distance between the centre
of the hips and the neck feature point. For each value of h, rih, r2h->Zh are computed as
described, and surface points are generated by sampling eh{6) in increments of AO = 5°. 
The surface normals will also be required, and these may be estimated numerically as:
(5.39)
e/i+A/i(^) -  ^h-AhW _  ~ /r
-  2 A/, 2 Ag  ^  ^ ^
5.4.3 Automatic Generation of Appearance Model
For the torso, xi are simply the 3D points which were derived in section 5.4.2.
To initialise the colour appearance model, colour can be sampled from the initialisation 
images linit at the image locations of the surface points. Occlusion may prevent a 
given location from being seen by a given camera, so a model of visibility is required 
to prevent incorrect colours from being sampled. In body regions of high texture 
(variation in surface colour) it is not advisable to use colour information, since colour 
measurements may be noisy and susceptible to errors due to clothing movement. A 
method is required to identify and avoid such regions. In future work they could be 
modelled using explicit texture models.
Suppose that the points x/ have been calculated for a given piece of surface geometry, 
that the corresponding surface normals n/ are known, and that (Rg, tg) transforms 
between surface co-ordinate system and world co-ordinates. Suppose, as before, that 
camera i has projection matrix =  K%[ R% |t% ]. Points whose surface normals are 
directed away from the camera cannot be visible, so the first test of visibility from view
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i is that:
(RaRgii/)'^ (R i  (RgX/ + tg) +  ti) < 0 (5.41)
Secondly, a point must not be occluded by another limb. To check this, polygons (uijk) 
are computed, which represent polygon points j  on the occluding contour of limb k in 
view i. Associated with each polygon is a depth value dik is computed, which is equal 
the mean distance between occluding contour of limb k and camera i. If x/ lies inside 
the polygon (uijk) of any limb other than its own, then it is only visible if:
[ 0 0 1 ]  (RiXi +  t%) < dik (5.42)
Criteria 5.41 and 5.42 are used to define the visible set j i  C N, such that x/ is visible 
from camera i for all I in 7 .^
A point is projected into each view in which it is visible, and the image colour is 
sampled over a 5x5 window of pixels. We take the mean colour over all window pixels 
from all views as a model for the colour C/ of the point, but do not create a model 
for points for which the variance over the window of the colour components kr and ki, 
(from equation 5.16) is above a fixed threshold. This avoids modelling regions which 
do not have uniform colour, as required. Note that the method requires approximate 
colour consistency between cameras, as investigated in appendix B.
5.5 Application of Hierarchical Sampling
To apply our hierarchical sampling method for tracking of human pose we must define: 
the objective function for body parts; the parameterisation of pose and its hierarchi­
cal partitioning; and a stochastic dynamical model for human movement. The set of 
samples used for tracking must also be filtered to give a single output for each frame 
as required for animation, so we will look at a simple way to achieve this.
5.5.1 Objective Function
The purpose of evaluating objective is to sort poses which correspond well to images 
from those that do not. The conversion from cost value to objective value is key to a
108 Chapter 5. Hierarchical Stochastic Sampling for Human Pose Estimation
Initial distribution f  =-  .-kc /  = g - / 3(C -C o )  i f c  <  aCootherw ise
f  =
Figure 5.10: Results of resampling using two different schemes. The initial number of samples 
was 500, and the number of surviving samples is 1 1  in both cases.
successful tracker. Inverse exponential functions ( /  =  are used in work derived
from particle filtering [45, 21]. This reflects the assumption that measurement errors are 
Gaussian. It also has the advantage that even weak hypotheses have finite probability 
of being preserved, which is desirable in the case of very sparse samples [21]. With 
strong cues and hierarchical sampling, however, it was found helpful to introduce a 
sharp cut-off to eliminate samples whose cost is significantly higher than the minimum. 
The function has the form:
0  otherwise
where Cq is the minimum cost over all particles, constants a  > 1 and ^  > 0  are set by 
hand. The value of a has the greatest impact on tracking performance. It is chosen 
to be the smallest value which allows successful tracking over a range of motions, i.e. 
the most successful at filtering out useful poses. The value of ^  is not critical. In fact, 
successful tracking can proceed even with the step function ^  = 0. We fixed 13 = 10 
to allow some useful bias towards lower cost solutions, the mean scale of C being 1 as 
described in section 5.3.2.
Figure 5.10 shows an example of torso resampling using an inverse exponential function 
and using equation 5.43. Note the characteristic ‘spurious sample’, which can be seen 
to lie outside the right shoulder when sampling using the standard scheme. This is not 
present using the new scheme. The sharp cut-off does not prevent tracking through
5.5. Application of Hierarchical Sampling 109
Time t = 0 Time t = 4 Time t = 6
Arms begin to cross 
aCo = 1.19
17 samples
Arms overlapping 
aCo = 1.24 
=>  40 samples
Arms separate 
aCo = 1 . 1 2
5 samples
Figure 5.11: Tracking through an ambiguity, showing the arm samples which are propagated. 
Cost threshold values aCo and sample numbers are for the cost function of the occluded left 
arm.
ambiguities, however. This is because when an ambiguity is present {e.g. due to 
occlusion), all values near the peak of the cost function tend to increase, so aCo will 
increase to let more samples through. Figure 5.11 shows this happening when one arm 
partially occludes the other.
5.5.2 C hoice o f H ierarchy
We found that over a wide range of movements, the torso as modelled here is root 
distinct. Figure 5.2, for example, shows the result of a single-layer search for torso pose 
as the subject walks in a circle and then jumps. All of the whole body tracking results 
which use the hierarchical search scheme (section 5.7) are further evidence of this. So 
we choose the torso as the root part, and the 6  degrees of freedom of the torso as layer 
A  parameters. In this work we use just two layers, so layer B  comprises 4 parts: left 
arm, right arm, left leg, right leg.
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Figure 5.12: Distributions for sampling pose. Shows 1000 samples
5.5.3 Dynamics
Two types of statistical distribution were tested as the basis for stochastic update of 
motion parameters:
A common statistical distribution to use for stochastic update of motion parameters is 
the multivariate Gaussian distribution. For N  dimensions it has the form:
( & 2  -  2:2 )^
h(x|x) (X exp < - 2af 2 (jf 2(7^
(5.44)
A two-dimensional example is shown in figure 5.12. Samples are dense near the pre­
dicted pose, and density decreases away from this. Since human motion is inherently 
unpredictable, we use a uniform hyper-volume distribution, which covers the re­
quired sample space in a uniform way. Figure 5.12 gives a two-dimensional example. 
This allows greater robustness when the pose is far from predictable, at the expense of 
less accurate sampling when the pose does obey the predictive model.
The uniform hyper-volume distribution is formulated as follows. If there are M  selec­
tions to be made (i.e. M  particles), the N  dimensional hyper-volume is divided to M  
concentric shells S \ . ..  Sm '
S i =  X
, {xn- xnŸ /  
-I <^(f )^ } \s-
(5.45)
One particle is allocated to each shell, with probability 1, but the exact location of the 
particle within the shell is chosen randomly, according to:
^(Xm|x) oc
1 if Xm G Sr
0  otherwise
(5.46)
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To sample from this using random number generators we use the expression:
= X + ^ 1 V (5.47)M
where
f%r) *  <  ^ d O < r < ^
0  otherwise
1 i f 4  + 4  + -- - +  4^ =  i
P(v) oc { ^  (5.49)
0  otherwise
For the dynamics of torso translation, equations 5.46 can be applied directly to the 3D 
translation vector in world co-ordinates. Torso rotation must be parameterised, and we 
use an exponential m ap [35] of the distributions. The exponential map, or axis-angle 
is a map from to S0{3) as defined in equation 3.28.
For arms and legs, the distributions are applied to the locations of feet and hands with 
respect to the torso. Inverse kinematics [96] is then used to retrieve elbow and knee 
positions. This is described in appendix E. The angle of elbow and knee axes is a 
parameter of the inverse kinematics, so the pose parameter space is four dimensional 
in total. This is a more natural sample space to use for dynamics compared to direct 
use of Euler angles as in [21]. Figure 5.13 shows an example of an arm movement, 
showing plots of end-point location and of euler angle components. It can be seen that 
the nature of Euler angles involve a sharp singularity, whereas the end-point movement 
is a smooth one.
As with other stochastic schemes [2 1 , 2 2 , 19], the ‘scale of motion’ values a must be 
set manually to encompass the required range of motions.
Efficiency can be improved by applying linear prediction to motion parameters. This 
involves augmentation of the pose values x with pose velocities x. The model becomes:
X ~  h ( x | x - f i x )  (5.50)
X  =  X  — X
The factor of  ^means that this is a damped dynamical model. Use of a constant velocity 
model was found to be unstable, due to the increased noise which is inherent in taking 
a second derivative.
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Figure 5.13: Parmeterisation of arm pose
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5.6 Output Filter
The emphasis of this work is on the ability to keep track, using many pose hypotheses 
per frame if necessary. But the final stage in a visual motion capture system must 
produce a single output at any given time instant. This is required in order to generate 
character animation from tracking data, and will also allow tracking performance to be 
more easily analysed by overlay of a single tracking hypothesis on input video sequences 
(as shown in section 5.7). Ideally, the output should be:
1 . Accurate according to the strongest cues available
2. Temporally coherent
Tem poral coherency means that the sequence of outputs represents a valid motion 
which may be performed by a person.
To address these goals, one may envisage many complex scenarios involving extra mod­
els of dynamics, Kalman filters, etc. But our aim is not to distort the tracking output 
by imposing another layer of complexity, it is just to provide a single hypothesis output 
which makes good use of the information which is already available. The emphasis of 
the output method described here is therefore firmly on simplicity. Development of
more advanced filtering techniques is discussed in chapter 6 .
If only a single frame of data is available, the sample of lowest cost (after step 8  of the 
algorithm in table 5.1) is the most accurate indicator of pose. This becomes less reliable 
in the presence of ambiguity, and surviving samples may diverge into non-overlapping 
sets of hypotheses, each with similar costs, as shown schematically in figure 5.14. If 
the sample of lowest cost is used as the output from each frame, then the resulting 
sequence will appear to ‘jump around’, which is not temporally coherent. Taking the 
mean sample (as suggested in particle filtering literature [45]) may reduce the high 
frequency artefacts, but the results will be less accurate, since the mean of several
disjoint hypotheses need not lie near to any feasible hypothesis.
To solve the problem, we propose a filter which involves a finite buffer of output 
samples, i.e. when generating the output at frame t, it is assumed that output samples
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Figure 5.14: Generation of coherent output from stochastic samples
from frames (t — T ) , . .. (t — l),t , (t + 1),. . .  (t + T) are known. Note that this still 
allows any real-time applications which can tolerate a delay of T  frames, including 
our chosen application of studio capture. The idea is that over enough frames, the 
majority of poses are accurately identified by the samples of lowest cost - ambiguities 
are short-lived. If we have a measure of temporal coherency, a decision can be made 
as to whether the lowest cost sample at time t is a good output to use, or whether an 
alternative choice of sample would generate a more coherent sequence.
We measure temporal coherency by the adherence of samples to a quadratic curve. This 
is heuristic, but clearly has some relation to the physics of the situation (Newton’s 2nd 
law). The coherent selection method is given in table 5.2. It assumes a set of samples 
(xf^g), s = 1. . .  Mt for each frame, which are the output of the algorithm in table 5.1. 
Each sample has a cost value Ct,s- For convenience, the sample with lowest cost in 
frame t is denoted Also required is a distance metric in pose parameter space, 
denoted here by d. In step 1, we find the set of 3 frames whose samples of lowest cost 
define a quadratic curve closest to samples from all frames in the buffer. This assumes 
T > 1. In step 2, the quadratic is used to determine the sample which is most 
coherent with the estimated motion at time t. Step 3 is the step which eliminates 
‘jumps’. If Xf^ g/ is significantly more coherent than the sample of lowest cost x^ o^, the 
X(^ g/ should be output. Otherwise x^ o^ is output as usual.
Due to the choice of combinations of 3 integers in step 2, the algorithm has computation 
time 0{T\).  For the results shown in section 5.7, we use T =  3. This appears to give 
good rejection of jumps in the data, and remains fast to compute. The stochastic
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nature of the search generates an artificial high-frequency ‘noise’, as evidenced by the
graph in figure 5.15. We attempt to filter that noise using a 5-point moving average
filter:
Xi = -  (X( _ 2  +  Xi_i -f • • • -f X^ +2 ) (5.51)
which is chosen because of its conceptual and implementational simplicity.
Since the output samples from hierarchical stochastic sampling are split into a hierarchy 
of layers and partitions, the output filter is also applied hierarchically. The algorithm 
in table 5.2 is performed first for the 6 D space of torso location and relative orienta­
tion (parameterised using the exponential map of equation 3.28). It is then applied 
independently to the 4D spaces comprising world-co-ordinates of end-points for arms 
and legs, and their relative elbow/knee axis directions. The inverse kinematics method 
from appendix E is used to convert these into a set of joint angles relative to the torso.
5.6.1 C hoice o f param eters
The remaining parameters of the hierarchical stochastic sampling algorithm are:
• Radii for the sampling distribution in equation (5.46)
• Number of samples, M, for each layer and each partition
• Cut-off scale a for the fitness function in equation (5.43)
As usual we wish to find a single set of parameters which work for many different 
motions.
The values of cr* determine the greatest ‘unpredicted’ motion which can be tracked 
between frames. Values were chosen interactively by examination of tracking perfor­
mance on a number of sequences. The value chosen for torso translation was a = 0.1m, 
and for torso rotation parameters was a = 0.2 radians. Arm and leg end-points use 
a =  0.2m, whilst knee and elbow angles use cr = 0.1 radians. The dominant reason 
for choosing values of such magnitude is to allow tracking through ambiguity, since the 
peak whole-body acceleration allowed by these parameters is 0.25g', which is more than 
sufficient for many activities (see section 5.7).
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Table 5.2: Output filter selection algorithm
1. For each triplet of integers (ijk) with t — T  < i , j , k  < t - fT:
• For an N  dimensional pose parameter space, find the 3N  quadratic equation 
co-efficients which satisfy:
~  U\i 4- h\i -|- Cl
= a i f  +  bij +  Cl
xt ,k , i  =  a i k ^  P  b i k - h  Cl
+ 2^  ^+  C2 
j ,2 =  « 2 . 7 ^  +  62  j  4 -  C2
^t,k ,2  =  & 2 & ^  +  h k  +  C2
Xt , i ,N =  +  CiV
X t , j , N  =  C L n f  +  +  CN
^ t , k , N  =  CLNk^ +  ^ N k  -F Cat
t + T
• Evaluate $ ( î , j , /c) =  ^  min <
l = t - T
• Store the values of ( i ,  j, k) and (a, b, c) with the smallest corresponding value 
of ^ { i j , k )
/ ail  ^ bil + Cl \  1+ b g f +  C2 1
d X/,s ,
V _ a b I c  _ A
2. Compute x =
dit^ bit Cl 
tt2t  ^+ bgf + C2
+ bNt + cn
3. If d(x,xt,o) > 2 d (x,Xfy) then
• Output X(,g/ 
else
• Output Xf 0
and X(^ g, where d (x,X(y) =  min{d (x, x^ s^)}
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Figure 5.15: Noise on the estimate of a static pose with increasing numbers of samples
The value of a determines the concentration of samples which are propagated from one 
frame to the next. It must be small enough that samples cannot diffuse away from the 
correct solution, but large enough that sufficient samples are preserved in the presence 
of ambiguity. A value of cc = 1.05 was found to be appropriate, though values up to 
1.4 still preserved the correct solution in most cases. For values less than 1.01, the 
algorithm behaves as a single hypothesis tracker, and has difficulty with ambiguous 
situations.
Clearly the more samples that are used, the greater the measurement accuracy and 
robustness of the algorithm, but the longer the computations will take. To make 
an informed decision regarding number of samples, it is useful to quantify the likely 
measurement accuracy. A lower bound on error is determined by the resolution of 
sampling, i.e. the mean squared distance between samples in the uniform volume 
distribution. This is given by;
f  (7\(72 ’ ■ • (TN \  N
intr =  --^ ’s a m p l i n g  ~  ^ M
(5.52)
where N  is the number of pose parameters being examined, cr^  are the corresponding 
distribution scale factors from equation 5.46, and M  is the number of samples. But 
this ignores errors due to the camera model, human model (and clothing movement), 
and image noise. To give some indication of these, an experiment was conducted where 
the same input images were fed to the algorithm for a duration of 1 0 0  frames, and the 
combined standard deviation of wrist and ankle locations was recorded. Some results 
are shown in figure 5.15. For low numbers of samples, the M ~ ^  shape suggested by
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equation 5.52 is followed, but for higher numbers the sampling resolution errors are less 
significant than modelling errors. Combined with the tail off, this means that
increases in number of samples give diminishing returns as sample spacing approaches 
the resolving power of the model. So whilst figure 5.15 shows that going from 100 
samples to 1 0 0 0  samples gives a 2 .1 cm decrease in noise level, going from 1 0 0 0  to 2 0 0 0  
samples makes a difference of just 2mm. The results presented in section 5.7 use 1000 
samples, with the exception of the 8 -camera walk sequences which use just 500.
It was found necessary to exclude samples for which the wrists or elbows lie inside the 
volume occupied by the torso model, since these are physically impossible poses. For 
speed, the end points are tested against a bounding elliptical prism, whose volume in 
torso co-ordinates is:
l A l l i p s e  —  ^ X2 (5.53)
where ri and rg are the dimensions of the largest ellipse defined in section 5.4.2, and 
h is torso height. Any arm samples whose elbow or wrist lies inside this region are 
ignored in the resampling process. This is especially important when the appearance 
of hands and arms is very similar that of the torso. In that case edges are the only 
cue which differentiates the arms from the torso, and if those edges are occluded then 
without this test the two may not be distinguishable.
5.7 Results
Image sequences with overlayed tracking results are presented here, with brief descrip­
tions of capture setup. For detailed discussion, see the next section ( 5.8 ).
5.7.1 3-C am era S ystem
Initial evaluation of hierarchical stochastic sampling was performed using a 3-camera 
system in order to demonstrate the feasibility of the approach. The cameras were 
placed in an arc of approximate radius 3.5m, and at approximately 50° intervals, as 
shown in figure 5.16.
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Ü
g Figure 5.16: 3-camera system
The system was calibrated using the method of chapter 3. The same person is shown 
in all three sequences, and the same human model is used throughout, having been 
generated using the method in section 5.4. The sampled edge cue was found to allow 
good tracking in these sequences. Computation time was an average of 3.5s /  frame / 
single Intel Xeon 1.7MHz.
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iill It
Figure 5.17: Step (0.8s time intervals), 3-camera system
Figure 5.18: Wave (0.8s time intervals), 3-camera system
5.7. Results 121
Figure 5.19: Jump (0.8s time intervals), 3-camera system
5.7 .2  E xperim en ts w ith  different num bers o f cam eras
Subsequently, an eight camera studio was set up, with cameras surrounding the camera 
volume as shown in figure 5.20. All cameras were placed at a height of ~ 2 m from the 
fioor, angled downwards and towards the centre of the volume. The usable volume 
occupied a region of around 3m x 2m in the centre of the cameras. This is the same 
setup as used for wand calibration evaluation in chapter 3.
6 m
-Fry
1 1 m
Figure 5.20: Plan view of 8 -Camera system
Figures 5.21 and 5.22 give some results of performance obtained using subsets of 2, 
3 and 6  of these cameras. The subsets comprise the cameras labelled AE, AEG, and 
ACEFGH respectively. The remainder of results presented were generated using data 
from all 8  cameras, though the difference in performance between 6  and 8  appears 
negligible.
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2 Cameras
3 Cameras
6  Cameras
Figure 5.21; Walking, using 2, 3, and 6  cameras (0.8s time intervals)
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3 Cameras
6  Cameras
Figure 5.22: Dance, using 3 and 6 cameras (0.8s time intervals)
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5.7 .3  S ingle-actor capture using 8 -C am era S ystem
Further results of single-actor capture using all 8  cameras. All were generated success­
fully using colour and sampled edge costs. Average computation time was 10s /  frame 
/  Intel Xeon 1.7MHz, with the exception of figure 5.23 which uses only 500 samples 
and so took an average 5.5s /  frame /  Intel Xeon 1.7MHz.
Figure 5.23: Different people walking (0.8s time intervals), 8-camera system
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Figure 5.24: Running (0.4s time intervals), 8 -camera system
Figure 5.25: Running in circles (0.4s time intervals), 8-camera system
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Figure 5.26: Dance (0.4s time intervals), 8 -camera system
Figure 5.27: Handstand (0.4s time intervals), 8 -camera system
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Figure 5.28: Spinning hands (0.28s time intervals), 8 -camera system
Figure 5.29: Hidden hands (0.28s time intervals), 8 -camera system
5 .7 .4  M ultip le-actor capture using 8-C am era S ystem
The system is now used to perform capture of multiple actors. Although reasonable 
performance can be attained using sampled edge cost, visual hull proximity measures 
do give some improvements in performance as shown in figure 5.30. This comes at
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the expense of a doubling in computation time. Computation times are also effectively 
multiplied by the number of actors tracked, so it takes ~40s/frame/Intel 1.7MHz Xeon 
for 2 people using visual hull proximity and 1000 samples. The final sequence in figure 
5.36 shows single-actor tracking in a scene which involves increasing numbers of people.
Sampled edges
Surface proximity
Figure 5.30; Comparison of sampled edge cost and surface proximity cost, 
0 .2 s time intervals, 8 -camera system
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Figure 5.31: Bumping into each other (0.6s time intervals), 8 -camera system, 
using surface proximity cue
Figure 5.32: Chat (0.8s time intervals), 8 -camera system
Figure 5.33: Shaking hands (0.8s time intervals), 8 -camera system
Figure 5.34: Two people wave (A) (0.6s time intervals), 8 -camera system
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m
Figure 5.35: Two people wave (B) (0.8s time intervals), 8 -camera system
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Figure 5.36: A gathering of people (0.6s time intervals), 8-camera system, uses surface proximity cue
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5.7.5 A nim ations
The following are examples of computer animation sequences generated directly from 
the filtered tracking output. They are created by outputting Euler angles to standard 
‘BVH’ files which can be imported into commercial animation software.
Figure 5.37: Walk (0.8s time intervals)
Figure 5.38: Run (0.2s time intervals)
Figure 5.39: Dance (0.4s time intervals)
5.7 .6  S en sitiv ity  to  M odel P aram eters
The results presented above rely on the accuracy of the model, constructed using the 
method given in section 5.4. Since this includes manual selection of feature points and 
limb geometry, it is of interest to quanitfy the effects of manual input errors on the 
resulting tracked motion.
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A Monte-Carlo error analysis experiment was conducted using 25 frames of walking 
motion from figure 5.23. Tracking was applied 100 times to the same sequence, using 
a slightly different model each time. The models were generated by using simulated 
Gaussian noise to perturb the original manually selected 3D input feature points and 
ID cone radii. The experiment was repeated using 3 different levels of noise, having 
standard deviations of 5mm, 10mm and 20mm, in each orthogonal direction. These 
correspond to simulated input errors of around 1, 2, and 4 image pixels respectively. 
In each experiment, a proportion of perturbations were sufficient to cause tracking to 
fail, in the sense that an incorrect peak in fitness function was selected as the output. 
Percentage of successful tracks is indicated in table 5.3.
Table 5.3: Output response to model errors over 100 trials
Model Perturbation (mm) Successful Tracks (%) Output RMS (mm)
Expt. 1 5 85 30.7
Expt. 2 10 77 34.1
Expt. 3 20 80 42.6
1 8 0 0 r
1 6 0 0 -
1 4 0 0 -
B1 2 0 0 -
â 1 0 0 0 -
1
8 0 0 -
6 0 0 -
4 0 0 -
2 0 0 -
0 -
0 Frame
Figure 5.40: Estimated vertical height of left shoulder (top), wrist (center), and ankle (bottom), 
over 100 trials with 10mm model perturbation
Figure 5.40 shows estimated vertical height of the left ankle, shoulder and wrist for 
all 100 trials in the 10mm perturbation experiment. There is clear distinction between 
failed tracks and ones which are successful but perturbed. (The failed tracks are the in-
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Figure 5.41; Estimated vertical height of left shoulder, wrist and ankle, showing estimated error 
bounds of one standard deviation, assuming 10mm model input noise and successful tracking
dividual ones which can be seen wandering far from the central clusters). The statistics 
of successful tracks can be used to give estimated error bounds on the output curves, 
as shown in figure 5.41. The root-mean-squared deviations in euclidean distance from 
the mean over all frames and joint locations for each experiment are summarised in 
table 5.3. We see that in these experiments increases in input modelling error cause 
approximately equal increases in estimated output error, taking into account the suc­
cessful tracks only. We must accept, however, that if modelling error is so large that 
tracking fails, then output errors may be arbitarily large.
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5.8 Discussion
The early results using 3 cameras (figures 5.17 - 5.19) show successful tracking of 
motions which would be impossible to resolve using the steepest descent method of the 
previous chapter. The ability to track through 180° torso rotation, with arms moving 
in front of the chest, and ability to maintain track through fast jumping movement are 
all evidence that the enhanced model and search scheme does provide the performance 
improvements we were aiming for. There are, however, a few noticable artefacts in 
these sequences - tracking of the left hand in figure 5.17 is temporally inaccurate due 
to occlusion. This is not necessarily a criticism of the method, since the required visual 
information is simply not available, but it highlights a problem associated with using a 
small number of cameras. At the end of the jump sequence the left arm is noisy since 
it lies outside the blue-screened volume in all camera views. It is not surprising that 
such a problem occurs, since the method was not designed for this case.
So how many cameras are necessary for the method to succeed? Figure 5.21 shows that 
2 cameras may be inadequate even for simple walking sequences, with the left and right 
legs being confused by the algorithm towards the end of this sequence. Whilst it may 
be possible to add some heuristics to solve this particular problem, or to ‘tweak’ camera 
locations to get a better result, there will still be many motions which are impossible to 
track due to occlusions. Adding a third camera allows far more motions to be tracked, 
as shown in figures 5.17 - 5.22, though there remain some artefacts when using our 
method. For the dance movement in figure 5.22, the elbow location is ambiguous for 
part of the sequence, and it was necessary to use 6 cameras to solve the problem. It 
was not possible, however, to find an example of a motion which worked with 8 cameras 
but failed with 6. This suggests that the extra cameras (labelled B and D in figure 
5.20) do not give significantly more detail to the cost functions used by our method, 
since their locations and orientations are so similar to those of the existing cameras A, 
C and E.
The use of three different people in figure 5.23 is evidence that the method does suc­
cessfully generalise to different appearances, body shapes, and clothing. The remainder 
of the results also use a variety of different people, providing further examples of gen­
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erality. Figures 5.24 and 5.25 are examples of relatively fast movements. Figure 5.25 
shows successful tracking for the majority of the time, but a very fast change of di­
rection causes an arm movement with such high acceleration that track of that arm is 
temporarily lost. Figure 5.26 features some large, bold, arm and leg motions which are 
successfully tracked, whilst figure 5.27 shows that there are truly no constraints on the 
allowed range of motion.
Figure 5.28 is included to show the detail of arm movement which can be resolved by 
the method. The output remains correct despite several occlusions of the hands. Figure 
5.29 is an example of where this ability finally breaks down - in the case where hands 
are hidden from the cameras and there are not enough cues to infer their location. The 
arm outputs take random values anywhere within the visual hull region.
The results so far use only a sampled edge cost, which appears successful and fast to 
compute. So is there a need for the direct measure of visual hull proximity proposed in 
section 5.3.2 ? Figure 5.30 shows an example where edge sampling possesses some local 
minima which cause an incorrect output to prevail for some time (watch the right arm 
of the actor on the left) since multiple-view constraints are not enforced, whereas visual 
hull proximity quickly resolves the problem. Although the artefact was small, it would 
be significant when creating high quality animation sequences from tracking data. It 
is these small artefacts which visual hull proximity appears effective at resolving. So if 
processing time is available, it is advisable to use that approach. Note that although 
the visual hull proximity function is slower to compute than edge sampling, it is still 
estimated to be an order of magnitude faster than previous methods [58] which require 
explicit reconstruction of a voxel set, followed by 3D distance-to-surface measures.
Figures 5.31 - 5.36 show for the first time the performance of a whole-body pose es­
timation system in the multi-actor case. Where there is clear separation between the 
actors (figure 5.32), the performance is essentially no different from the single actor 
case, as one would expect. Sequences with some contact between the actors (figures 
5.31, 5.33, 5.34, 5.35) show successful tracking for the majority of the time, but some 
artefacts when the contact causes significant occlusion. It is of note that the algorithm 
is always able to recover and continue tracking successfully.
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The sequence in figure 5.36 was created to test the system to its limits. The tracker is 
attached to just one actor who is initially alone in the studio, but other actors steadily 
arrive on the scene, eventually forming a group of 6 people, with considerable occlusions. 
Although the output is distracted by some of the occlusions, it does successfully recover 
for the majority of the sequence. Towards the end there is severe occlusion (when one 
person hugs another), from which the algorithm is unable to fully recover (due to the 
added occlusions from the other actors present).
Finally, since the ultimate goal is to be able to produce animation sequences, figures 
5.37 - 5.39 show the results of applying tracking data directly to a computer generated 
character. Subjectively, the sequences are ‘believable’, though there is some unwanted 
noise present at the start of the run sequence and during the walk sequence, which would 
not be permissible in a professional animation production. This makes the case for a 
more sophisticated filtering mechanism, which is discussed in the following chapter.
The computation times, although still not frame-rate, are a step towards real-time 
performance as compared with existing methods. The only absolute time figures for the 
method of Deutscher et al. quote 15s /  IGHz for tracking one person using 3 cameras 
[22], though the frame rate used is 50Hz. A direct comparison is tricky but our figure of 
3.5s /  1.7GHz /  25Hz frame rate is clearly very competitive. This is attributed to the 
use of more detailed cues, and the ability of the hierarchical method to exploit them 
in an efficient manner. The implementation still contains some inefficiencies, and it is 
possible that a further speed-up is possible by careful optimisation of the code.
The absolute measurement accuracy of the system is limited by the sampling resolution 
and the accuracy of the model, as discussed in section 5.6.1. From the graph in figure 
5.15, we see that the estimated accuracy of wrist and ankle estimation is 28mm (RMS). 
This is in agreement with observations of the overlay images of tracking results. The 
analysis in section 5.7.6 confirms the dependency on model accuracy, and suggests that 
errors in feature point location are likely to manifest themselves as errors of similar 
magnitude in output. This relationship is seen to be valid provided the errors are not 
so large that tracking fails. In practice models must be ‘tuned’ to an accuracy sufficient 
to prevent such failure.
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Some significant errors not apparent in the overlay images can be found in the esti­
mation of axial rotations of arms when they are straight. These are noticable when 
looking at the orientation of the hands of the computer generated character for the 
walk sequence, in figure 5.37. This is because the model has axial symmetry, and 
arms themselves have a high degree of axial symmetry. Such errors are an unfortunate 
limitation of the visual capture approach - see further discussion in chapter 6.
5.9 Summary
We have introduced a novel hierarchical stochastic search algorithm and an efficient 
human colour appearance model which can be used for tracking. A fast visual hull 
proximity measure was also introduced to enforce multiple-view constraints. The sys­
tem was applied to some complex motion sequences and, for the first time, to the 
problem of multiple-actor capture.
The system was tested using systems of 2, 3, 6 and 8 cameras, with different people, 
with many different movements, and with between 1 and 6 people present in the scene. 
The method was shown to solve the ambiguity and robustness problems highlighted in 
chapter 4, and be capable of tracking many complex human movements, with output 
suitable for computer animation. It was found that many motions can be tracked using 
3 cameras, though use of 6 or 8 produces less artefacts. The system appears highly 
robust even with multiple actors, with multiple-view line search allowing good recovery 
after occlusion. Almost-complete occlusion from all cameras was required in order for 
track to be lost in an unrecoverable way. Unfortunately computation times are about 
two orders of magnitude away from being real-time using a single processor, but this is 
very competitive compared to existing methods.
Chapter 6
Conclusions and Future Work
We will now give a brief review of the key points from each chapter in the thesis, 
followed by a summary of achievements, and suggestions for future work.
6.1 A Quick Review of the Thesis
Chapter 2 introduced some existing pose estimation work, as the starting point for 
developing a studio-based pose estimation method for general human motion. The 
existing methods were shown to have limitations in terms of their use of cues, efficiency 
of search, ability to deal with occlusion, and ability to track multiple people. There 
was also early evidence that use of multiple cameras is important when dealing with 
complex motion, as was later confirmed in chapter 5.
To enable multiple-camera analysis of human motion, chapter 3 introduced the neces­
sary pinhole camera model, and a new wand-based technique for rapid camera calibra­
tion. Calibration accuracy compares very well with an existing chart-based approach. 
The overall positional accuracy is at least ±3.5mm using an 8-camera system, using 
measurements taken throughout a capture volume of 3m x 2m x 2m. A major advan­
tage of the wand calibration method is speed of use, taking 7 minutes for an 8-camera 
system.
Chapter 4 reported a ‘first attem pt’ at a human pose estimation system, exploring the
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simple techniques prevalent in the literature pre-2000, namely descent methods using 
geometric primitives. Although effective for simple motion, descent-based techniques 
were found to be inadequate for general human pose estimation, since the cost functions 
generated even by simple feature models possess local minima which cause tracking to 
fail. The use of simple geometric primitives was found to be a limitation, especially for 
rotational motion, and the potential for use of colour information was highlighted.
Chapter 5 addressed the deficiencies of local search schemes by introducing a new 
hierarchical stochastic sampling search scheme. To improve the cues derived from 
images, a detailed torso shape model was introduced, plus a model of colour appearance, 
and a fast line-search method to enforce multi-view constraints. The system was applied 
to some complex motion sequences and, for the first time, to the problem of multiple- 
actor capture. The method was shown to solve the ambiguity and robustness problems 
highlighted in chapter 4, and be capable of tracking many complex human movements, 
with output suitable for computer animation. It was found that many motions can 
be tracked using 3 cameras, though use of 6 or 8 produces less artefacts. The system 
appears highly robust even with multiple actors, with multiple-view line search allowing 
good recovery after occlusion. Almost-complete occlusion from all cameras was required 
in order for track to be lost in an unrecoverable way. Computation times are about 
two orders of magnitude away from being real-time using a single processor (3.5s/25Hz 
input frames/3-cameras/1 .7GHz Xeon), and very competitive with existing methods.
6.2 Achievements
The principal achievement of this work is the ability to track the complex motions shown 
in the results section of chapter 5, including whole-body pose estimation of multiple 
actors, which at the time of writing appears completely unique. The processing times, 
whilst still longer than desirable, are closer to being real-time than those quoted for 
any method which attempts movements of equivalent complexity. These are attributed 
to the effectiveness of the hierarchical stochastic sampling scheme, and the appearance 
model which it exploits.
A key lesson of the thesis should be that efficiency and robustness are strongly affected
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by the accuracy of modelling. It is the careful modelling of the torso which allows 
a hierarchical scheme to function, and the use of detailed cues such as colour which 
can help disambiguate motion in a multi-actor scene. The development of a fast line- 
search method for accurate measurement of visual hull proximity was also shown to 
be helpful in certain cases. Whilst such details may not appear as ground-breaking as 
the development of sophisticated search algorithms or clever use of dynamics, they are 
vital for effective operation in a real-world situation.
Chapter 3 too has a strong link to the practicalities of the problem. It would have 
been hugely time consuming to generate all the results for different people shown in 
chapter 5, if it were not for the fast calibration provided by the wand-based method. 
The automatic closed-form initialisation of parameters and novel application of bundle 
adjustment are key innovations here.
Finally, the critical analysis of descent-based methods from chapter 4 should not be 
forgotten, and it seems that many other authors were coming to similar conclusions 
at the time that the research was carried out (2000). Hopefully any researcher now 
beginning in this field will be clear that use of a pure descent method is unlikely to 
solve the problem. That does not mean that stochastic methods should be the only 
way forward either - see section 6.3.
6.3 The Future
The problem is not yet solved. This is made clear by the final result on page 130. Here 
we highlight a few of the problems which still exist and suggest future research which 
might solve them.
Firstly, occlusions due to multiple people (and sometimes just self-occlusion) can still 
cause artefacts in the tracking, even with 8 cameras. A useful improvement might be 
the explicit modelling of occlusion in the tracking process. This may be done either by 
modelling all parts of the scene, or possibly by using some kind of probabilistic occlusion 
model. The challenge will be incorporation of such a model without an explosion in 
computational cost. For practical purposes it would be of interest to test the method
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without use of a plain background. This is likely to create more ambiguities which must 
be dealt with, possibly just requiring more samples, but maybe requiring background 
modelling.
Tracking does depend on the accuracy of the human model, which at the moment 
requires some manual input in the process of model creation. It would be useful to 
attempt to automate the process of finding joint locations, possibly by requiring the 
subject to move through a sequence of known poses which would allow joint centres 
to be located dynamically. It would also be of interest to apply some of the recently 
developed methods of automatic ‘avatar’ generation in order to create accurate models 
which do not depend on the skill of the operator to describe the surface geometry [89]. 
One may conceive of creating dynamic models which account for clothing and soft tissue 
movement in order to improve the accuracy, though this is not a trivial task.
Whilst a good indication of accuracy is given in sections 5.6.1 and 5.7.6, it would be 
desirable in future work to make a detailed accuracy evaluation using ground truth. 
A possible mechanism for this would be to use an accurate marker-based system si­
multaneously with acquisition of visual data. Marker measurements would provide the 
ground truth to which visual tracking output could be compared. If such equipment 
is not available, accuracy may be estimated by using computer-generated images of a 
character in known poses as input to the visual tracking system.
For more realistic animation it should be possible in future work to add model pa­
rameters for head pose and foot orientation. It may be possible to determine hand 
orientation too, but this could be more difficult due to the highly deformable shape 
and the relatively low resolution which is used to observe it. The problem of tracking 
axial arm rotation presents a big challenge, not just for our approach but for visual 
tracking in general. Note, however, that due to the structure of the skeleton, the axial 
rotation problem is related to the hand pose estimation problem - if hand pose could 
be accurately resolved then arm rotation could be inferred. Research using higher reso­
lution measurements of hand pose with whole-body capture may soon be possible with 
the advent of readily available high definition (HD) video equipment.
It was noted that tracker output is sometimes too noisy for high quality animation, even
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after filtering (section 5.8). A simple solution would be to use a more sophisticated 
filter, and maybe to add an output refinement step (possibly using descent methods) 
which is unconnected with the tracking process. It would, however, be more satisfying 
to solve the problem at a more fundamental level. The issue arises from the lack of 
an accurate dynamic prior for the motion - most of the ‘noise’ artefacts are clearly 
not of a nature which would or could be performed by a real person. No such prior 
was used because no suitably general model currently exists. In the long term, it may 
be of interest to work towards a model of human dynamics which is both accurate 
enough and general enough to aid the tracking task. One possibility would be a hybrid 
physics /  learning approach, using a pre-defined anatomically-based physical model 
whose parameters are learnt from training data.
Clearly the problem that the method is not real-time could be solved by use of more 
processors. Indeed if the method is to be turned into an on-line real-time system, an ob­
vious paradigm is to use a distributed network of workstations, each with a single video 
grabber card. There are many possibilities for the implementation of the algorithm of 
chapter 5 in a distributed parallel processing system. For example, provided no visual 
hull proximity test is required, sampling could be done locally on each workstation, 
and only the sample costs fed back to a central server. Alternatively, the workstations 
could be responsible only for low-level image processing, and the compressed feature 
images fed to a more powerful central server which would actually run the sampling 
algorithm. It would be a matter of experiment to find the optimal configuration for a 
given hardware platform. Also related to computer hardware is the issue of buffering, 
mentioned briefly in section 5.6 in the context of filtering. Since it is no longer un­
common to have gigabytes of RAM available, it may be quite feasible to buffer several 
seconds of video data. This might facilitate the use of a variable number of samples - 
using more than one frame period to handle an ambiguous image, but making up for 
it by taking just a fraction of a frame period when the input behaves as predicted.
The stochastic sampling method introduced has provided a robust way to track motions 
of unprecedented complexity, but there is still room for improvement here. Samples are 
chosen randomly because there is not yet a clear alternative which allows the correct 
peak in fitness function to be found whilst staying clear of incorrect maxima. For best
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accuracy and efficiency, it is desirable to work towards an approach which would allow 
us to prove that the maximum information has been taken from the images for any 
given number of samples. This may involve choosing sample locations in a way which 
is more deterministic. Even if the samples taken on a given frame may appear random 
in nature, perhaps their locations could be carefully chosen to maximise the information 
obtained across many frames, according to some dynamic priors as explained above. 
There is currently no mechanism for doing this, and it remains an unstudied aspect of 
this type of search method.
By showing what is currently possible in automated measurement of human pose, it is 
hoped that this work opens the way for building of usable real-world systems which are 
both fast and accurate. The range of results from a wide variety of natural motions are 
encouraging evidence that the information needed for pose estimation during complex 
motion is present in multiple camera video systems. The challenge for the future is to 
find even more ways to exploit the available information, and with the greatest possible 
efficiency.
A ppendix A
D etails of Com putations for 
Camera Calibration
A .l Fundamental M atrix Com putation
Computation of fundamental matrix F from point correspondences {uy} -H- {u2j} is 
described in [37], and involves the following steps:
1. Replace u y  with TiUij, where T% € GL{3) is a matrix chosen such that:
2. Replace U2j with T 2 U2J in the same way.
3. Let A -=
U11U21 V11U21 U21 U11V21 V11V21 V21 u i i  v i i  1
U12U22 V12U22 U22 U12V22 V12V22 V22 U\2  ^12 1
U \ n U 2 N  ' ^ INU2N U2N UiJsfV2N ' ^1NV2N  %7V U l N  V \ N  1 
Find the eigenvector [ a\  . . .  ag ] of A^A which has the smallest correspond­
ing eigenvalue. This can be found using the divide and conquer algorithm or 
the QR algorithm [73, 50].
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«1 0L2 «3
4. Compute F = TJ «4 «5 aQ Ti.
_ aj ag
5. Compute the singular value decomposition (SVD) [73, 50] F = Udiag(cri, <72, (7'3)V ,^ 
where U and V are square orthonormal.
6. Let F = Udiag(cTi, <7 2 , 0)VT.
This process is unstable in the sense that if even one measured point location has a 
modest error (~3 pixels) then the resulting estimate of F may be completely wrong. 
Provided some points are close to the true values, this instability may be overcome 
by applying a robust M -estimator method. The particular method chosen is not 
critical for our purposes since this is only an initial estimate. We use a straightforward 
application of the RANSAC algorithm [28], where the error metric is the reprojection 
error on reconstructed points. For a review of robust methods for fundamental matrix 
estimation, see work by Zhang [101].
A .2 External Parameter Estimation
Given a fundamental matrix F and internal parameters K i and K 2 , the essential 
m atrix E is defined as:
E  =  K f ‘ F K 2 ^  ( A . l )
From this we can extract relative camera rotation R and translation direction p t using 
a method given in [39]. Note that translation is defined up to scale, so we can only find 
the product pi, with p > 0, but not the values of p and t.
First, calculate the SVD of E, as E = UDV^, with U and V orthonormal and D
diagonal. Let ^ 1 , ^ 2 , A  denote the columns of U. Also define the matrix:
0 - 1 0
W =  1 0 0 (A.2)
0 0 1
There are four possibilities for (R t) in terms of U, V and W. These are:
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1. R  = U W V ^, I^t = A
2. R  = UWV"^, fit =  - f t
3. R  = UW^VT, fit =  f t
4. R = UW ^yT, fit =  - f t
Only one solution will give reconstructed point locations which are in front of both 
cameras. For each possible estimate of R and t we create projection matrices:
p a i r l
p a i r 2
1 0  0 0 
0 1 0  0 
0 0 1 0  
K2 [R|//t]
(A.3)
(A.4)
We then use P p a i r i ,  P p a i r 2 ,  and one known point correspondence Un, Ui2 to determine 
the reconstruction xi e of the first point in the sequence. The algorithm for this is 
given in appendix A.4. We select the solution for R  and pi  such that xi and (H x i+p t)  
both have positive z components.
A.3 Focal Length Estimation
Hartley [38] gives a method to extract approximate focal lengths from a fundamental 
matrix F, assuming known aspect ratios « 2  and principal points (2/0 1 , '^ oi), (^0 2 ,^0 2 )- 
First we define normalisation matrices:
Ni =
1 0 -KOI 1 0 —%02
0 J_ N 2 = 0Ql Ql «2 Q2
0 0 1 0 0 1
(A.5)
From these we define a normalised fundamental matrix F = N JF N i Next we compute 
the SVD F = UDV^. This allows us to find the epipole ei which is equal to the 
last column of V, and 6 2  which is the last column of U. We then compute angles
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6i = arctan(J^) and A =  a rc ta n (^ ) . Let us define a function:
R^(0) :
cos(^) sin(^) 0
-  sin(^) cos(0) 0
0 0 1
(A.6)
We now compute rotated epipoles and fundamental matrix:
F' = R,(A)FR,(A)'^  
e'l =  R z(A )ei
e '2 =  R-z(A)e2 
Co-efficients a b e d  are defined as follows:
a = eizC2z — ^ lx^2z ~&lz^2x ^lx^2x
Fis F k Fis
^2z ~^2x
F{2
eu
Fk
F's2
— ^ Ix
F k
= F l22
(A.7)
(A.8)
(A.9)
(A.IO)
(A.ll)
(A.12)
(A.13)
Some of the denominators in those equations will be close to zero. The algorithm must 
select which division to do according to which denominator is largest. Finally we obtain 
focal length estimates:
f l  =
/ 2  =
-ace \ x
ace\^ -I- bd 
abe2z +  cd
(A.14)
(A.15)
This estimate is valid except when principal rays of the cameras meet. In this case a 
and d will be close to zero and equations A.14 and A.15 will be ill-conditioned. Hartley 
shows that in such a case focal lengths are related by:
J2
\ x2^ /  —  V. I ^ 2+ ^ )  =  cke'Ù + 3 )
/2 Jl
(A.16)
So assuming cameras have similar focal length, we can extract a mean length:
f  -  f ,  -  . (A.17)
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A.4 Simple reconstruction from calibrated cameras
Suppose we have multiple cameras whose projection matrices P i .. .  P at are known, and 
let u i . . .  uat be the locations of a 3D point in the 2D images from all camera. It is 
possible to estimate the 3D location x of the point by minimising the algebraic error:
N
F^ alg — ^   ^ P (A.18)
i = l
Let pii, Pz2 , Pî3 be the rows of projection matrix P^. Now define a matrix A € 
with rows:
9-22 — 1 — Pzl KzPzS
9-22 — P i 2  '^iP23
(A.19)
(A.20)
Then the value of x which minimises equation A.18 is the eigenvector of matrix A~^A 
which has the smallest eigenvalue.
A.5 Solution of Sparse M atrix System
This is a fast method to solve the system of equations:
A B Xi bi
C D X2 . 2^ .
where D is a block diagonal matrix of the form:
(A.21)
d\ 0
D = 0 d2 . . . (A.22)
0 0
by inverting each block dp.
df^ 0 ..
D~^ = 0 . . . (A.23)
0 0
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This is fast since each block has low dimension. Now compute matrix A = A — BD~^C 
and vector h — bi — BD~^b2 and solve the system
Axi = b (A.24)
to get x\. Using this value of x\,  solve the system:
B x 2 = b\ — Ax\  (A.25)
to get X2 -
It is stated in the literature that a more numerically stable method is to perform a com­
plete numerical factorisation rather than block matrix inversion [92], but the method 
described here was found adequate to allow levenberg-marquardt bundle adjustment to 
converge for any valid set of input data.
A ppendix B
Colour M odels
The calibration and pose estimation algorithms in this thesis are designed to work in 
studio environments using standard 3-CCD colour cameras. This appendix describes a 
model for the colour measurements made by such cameras, and how this may be used 
to differentiate scene elements. Some experimental results are given.
B .l  Sensors
First an understanding of the cameras themselves is required. Light incident on the 
camera is split between three separate two-dimensional charge-coupled device ( CCD ) 
arrays [80]. Each is equipped with a different band-pass optical filter, centred at wave­
lengths of 645nm, 526nm and 444nm. These are designed to mimic the key elements 
of the human visual system [80, 72]. The response from the sensors are known as red  
(R), green (G) and blue (B) components, respectively.
A digital image contains values corresponding to RGB values for each cell in the 2D 
arrays. Here we refer to R, G, B as real numbers lying in the range 0 to 1, although 
in practice images are quantised in steps of ^  since each component is stored using 
8 bits. Owing to built-in ‘gamma correction’ [72] (standard on colour cameras), these 
values are not proportional to received optical power W,  but to approximately
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B.2 Material colour model
The measured RGB values of a given material in a scene depend on the reflectance 
properties of the material, and the spatial and spectral properties of the illumination 
[30]. If the majority of the illumination comes directly from a single type of illumination 
source (in our case tungsten studio lights), one may expect the shape of the spectrum 
produced by a given material to remain constant, though its magnitude may be at­
tenuated due to change in location or shadows. Surfaces which have this property are 
known as diffuse or L am bertian . This model neglects fluorescence, auto-emmission, 
specularity and other non-linear effects [31].
For spectra of constant shape, the ratio of any RGB components should remain con­
stant, although their individual magnitudes may change. Due to the Rec. 601 protocol 
used to digitise images [72], a readily available linear combination of R, G, and B  is 
the lum a value Y , defined by:
Y  = 0.299R + 0.587G + 0.114B (B.l)
It is convenient to characterise an optical wavelength spectrum using the ratios ÿ , p , 
y .  Glearly these are linearly related, so only two are required to specify a spectrum. 
The following two values, kb and kr are therefore regarded as a measure of material 
colour:
7 _  ^  ^ __________  m 2)
 ^ ~  y  ~  G.299R4-G.587G + G.114B ^
R R
Krp ---
y  G.299R + G.587G + G.114B
The partial derivatives with respect to each component can be combined to give an 
estimate of the expected errors AA and A/c^  in colour measurement. These are given 
by:
Ar i
Afci, =  —  (0.447fc^-0.228fc(, +  l)"  (B.3)
Ac 1
A ft =  —  (0.447fc  ^ -  0.598ft +  l) '
where Ac is the expected error in an individual R, G or B  colour channel.
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B.3 Using colour to identify scene elements
The purpose of using a colour model is to aid in the identification of different scene 
elements. Assuming the ‘true’ colour of an element in the scene to be (kb,kr), and 
assuming Gaussian measurement noise, then the likelihood that any pixel measurement 
(kb, kr) corresponds to the element is given by:
F(element) oc exp { - (B. 4)
When designing a cost function to determine whether an element is in a given location, 
one may therefore add
-/n(P(element) =  (B-5)
to the object cost.
Some materials (such as the blue cloth commonly used as a scene background in studios, 
and the brightly coloured wand markers used in chapter 3) have a (kb,kr) co-ordinate 
which lies in one ‘corner’ of kb~kr space. A computationally efficient way to determine 
which pixels correspond to this colour is to use a linear program to isolate the relevant 
region of colour space, i. e.
akb +  pkr + j  > threshold x expected error (B.6)
Since the expected error is inversely proportional to Y,  this yields an equation of the 
form:
a'R  + /3'G -k > threshold' (B.7)
Standard BBC blue’ chroma-key cloth is manufactured so that a' = ^' = —1 and 
y' = 2, hence:
2B -  R  — G > threshold' (B.8)
This can be used to provide a fast means of foreground-background segmentation, 
producing a silhouette  image as the output. Given an input image I ( i , j)  : w-
RGB, the silhouette image S(i , j)  : { 0 1 } is defined as:
0 if [ 2 -  1 -  1 ]I(i,j) > threshold
1 otherwise
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B.4 Experimental Results 
B .4.1  Colour linearity  w ith  in ten sity
The use of equations B.2 to represent material colour relies on the linearity of camera 
colour response with respect to intensity. To test this, a sheet of white paper was placed 
approximately 3m from a camera, and illuminated by direct light from a single tungsten 
bulb. No other illumination sources were present. Images were taken at 4 different 
settings of camera iris (f2.8, f4.0, f5.6, f8), corresponding to successive attenuation of 
the light reaching the CCD. Mean and standard deviation of kr and k^ were measured, 
along with the green component kg = y .  The experiment was repeated using three 
separate cameras, all of which were of the same model (Sony 3-CCD). Results are shown 
in figure B.l. The results show some bias towards the red end of the spectrum at low
Exposure (f number) Exposure (f number)
Figure B.l: Linearity of camera response under attenuation
intensities, though the variation is only of the order of one standard deviation. So whilst 
the assumption of linearity is not completely accurate, it is a reasonable approximation
B .4 .2 Colour constancy  o f  m aterials
To evaluate the suitability of the error model given in equation B.4, the camera response 
to a variety of materials was tested, again using a single direct illumination source. 
Three iris settings were used: £2.8, f4.0 and f5.6. The figures B.2 and B.3 show scatter 
plots of the reported colour components over all three illumination settings. The dotted 
lines represent 3 standard deviations of error according to equations B.3.
It was necessary to assume a ^  standard deviation in each RGB component channel 
in order for almost all colour component measurements to lie within the 3 standard-
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deviation bounds. This is to account for non-uniformity in the material colour, as well 
as CCD measurement noise.
It can be seen that a variety of cloths obey the error model well. Skin exhibits some 
deviations at higher intensities due to its non-Lambertian nature, but a large proportion 
of the skin surface fits the model well. Equation is therefore a reasonable approximation, 
although it may be helpful to incorporate a model of specularity in future studies.
B .4 .3 M easurem ents in R B  space
To understand the nature of kr-kb space used to derive equation B.7, the results from 
section B.4.2 were also plotted using kr~kb co-ordinates, as shown in figure B.4. It can 
be seen, for example, that blue cloth enhabits the upper left hand corner, whilst other 
materials lie elsewhere.
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M aterial
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Figure B.2: Camera colour response to different materials
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M aterial
Blue cloth
Skin
R ed response G reen response B lu e response
Luma (V)
Figure B.3: Camera colour response to different materials (cont’d)
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M aterial
Black cloth
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Figure B.4: kr-h  plots of different materials
Appendix C
M ultiple V iew Line Search
The ‘visual hull surface proximity’ measure described in chapter 5 requires a fast way to 
look for a surface of the visual visual hull volume V  by searching along a line xq +  sn. 
xo is a point on a model surface, and n is the outward-pointing model surface unit 
normal. The true visual hull volume V  is
V = {x 6 : Si{Hi{x)) = 1 Vi} (C.l)
where 7f^(x) is the pinhole camera projection function for camera i, as defined in 
equation 3.2, rounded to the nearest pixel, and Si is the silhouette image from camera i 
(computed according to appendix B).
An efficient method for doing this is a multi-view extension of the Bresenham 2D line 
draw algorithm [34]. The original algorithm is given in table C.l, and its extension to 
mult-view line search is given in table C.2.
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Table C.l: Bresenham 2D line draw algorithm
( d x , d y )  — (a:end, ^end) (a^start, ystart) 
if da: > 0 then  
s x  =  1, d x '  =  2 X d x  
else
s x  =  —1, d x '  =  —2 X d x  
end if
if > 0 then
s y  =  1, d y '  =  2 X d y  
else
s y  =  —1, d y '  =  —2 x  d y  
end if
if d x '  > d y '  then  
d s  =  d x '  
else 
d s  - d y '  
end if
iA'iV) ~  (a^start, ystart)
(/a;, f y )  =  ( d x '  -  ds, d y '  -  d s )  
while ( x , y )  f  (a?end, 2/end) 
if /a :  >  0 then  
X  i -  X  -\- s x  
f x  ^  f x  — d s  
end if
if /y  > 0 then
y  y - { - s y
f y  ^  f y -  ds
end if
f x i - f x - { -  d x
f y ^ f y  + dy
end while
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Table C.2: Multiview line search algorithm
^start — Xfc 
7T =  {000 . . .  0} 
for i = 1 . . .N
(^startji 5 2/start,i) — -f^i(^start)
'S'i(iTstart,i5 2/start,i)
end for
if 7T =  {111.. .  1} then  
start-hull =  TRUE
^end — X/s ^max*!/:
else
startJiull =  FALSE
^end — Xfc ^max^ lfc 
end if 
ds =  0
for i = 1 . . .N
{Xi,yi) =  (2?start,*5 2 /s ta r t ,0  
(^end,n ^end,*) ~  -^z(^end)
{d X i ^d y i )  =  (s^ endjZî 2/end,i) “  (^start,i? 2/start,i)
if dxi >  0 then
SXi — 1, dXj^  — 2 X dX'i 
else
SXi  =  —1, dæj =  - 2  X d x i  
end if
if dyi >  0 then
^Vi  — 1) dy^  =  2 X d y i  
else
syi =  - 1 ,  dy[ =  - 2  X dyi 
end if
continued.
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if dx'i >  ds then  
ds 4— dx'j_ 
endif
if dy'j^  >  ds then  
ds 4- dy'i 
endif 
end for 
for i =  1 . . . N  
( fxi ,  fyi )  =  (dx\ -  ds, dy\ -  ds) 
end for 
L =  ds -i- 2 
for s =  1. . .  L 
for i =  1 . . . N  
pixel-change =  FALSE 
if f x i  >  0 then
Xi -(r- Xi+ SXi
f x i  <- f x i  -  ds 
pixel-change <— TRUE 
end if
if  fVi > 0 then
y i < ^ y - \ - s y  
fVi ^  f y - d s  
pixel-change <— TRUE 
end if
f x i  f -  f x i  4- dxi  
fVi fVi +  dyi 
if pixel-change then
'^{i) — ^ii^iiVi) 
end if  
end for
continued.
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if start-hull XOR (tt =  {111.. .  1}) 
output (s X Smax) 4- L 
stop 
end if 
end for
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A ppendix D
A utom atic Estim ation of Skeletal 
M odel and Pose
Table D.l lists the reference points on the body whose 3D locations are manually 
identified. Let the location of each point be denoted by where aa is one of the 
abbreviations given in the table. This appendix gives a method for estimating relative 
location and orientation of each bone using those points.
D .l Root Co-ordinates
First, shoulder and hip reference points are used to define a ‘mean’ co-ordinate system 
for the pelvis and torso. The origin eWorld,root is given by:
Cworld,root — 2 (^HL +  ^ h r )  ( P d )
The X -  and y-axis directions, ^root, ÿroot are taken to be:
_  X h r  -  X r L  +  X S R  -  X S L  / y .
Xroot — I I (D-2)
|X h R -  X h l  +  X gR  -  x s l I
X N T  “  C-\vorld,root q \
y  root — I I (D  3)
|XnT eWorld,root I
The Zroot direction is inferred using:
^root — Xyoot X ÿroot (D .4)
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Reference Point Abbreviation
Left Hip HL
Right Hip HR
Left Knee KL
Right Knee KR
Left Ankle AL
Right Ankle AR
Top of Neck NT
Top of Head HT
Left Shoulder SL
Right Shoulder SR
Left Elbow EL
Right Elbow ER
Left Wrist WL
Right Wrist WR
Table D.l: Human model reference points and abbreviations 
The rotation matrix Rroot,world is therefore taken to be:
Rroot,world — [ Xyoot ÿroot Zroot ] (P -^ )
D.2 Sym m etry Correction
The constraint that a human body has left/right symmetry must be enforced. Where 
feature points indicate a discrepancy, a ‘mean’ is taken. First, let us define hip and 
shoulder offsets Xaa = [xaa ÿaa  ] with respect to the pelvis/torso co-ordinate system. 
These are:
Xhl "^root,world (X-HL ^world,root) (P*®)
XHR P'root,world (^HR ^^world,root) ( P d )
X g L  "^root,world ( ^ S L  ('world,root)
XgR P'root,world (^SR ('world,root) ( P ‘^)
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The local symmetry-corrected shoulder and hip offsets are defined:
"H
^HR -  ^HL ^SR -  ^SL
1 _ 1
2 ÿHR + ÿHL 2 ÿSR +  ÿSL
%R + %L %R 4- ZgL
Symmetry-corrected reference points can now be defined as follows:
XjjL ~  Rroot,world[ Cworld,root
XjjR — Rroot,world[ Ph Cworld,root
XgL — R root,world[ “ ^g ÿg % ] ^world,root
— Rroot,world [ ^g ÿg % ] "f Cworld,rootXSR
XKL
XrR
"AL
|X k L X jjl
X AR
Xrl
"ER
"WL
XaR
XAL XpTT
XAL Xj^L
XAR Xj^p
XER -  Xgp_
XSR + U 1 + XER -  XgR
XWL XgT
XW R WR
(D.IO)
— Xkr +
(D .ll)
(D.12)
(D.13)
(D.14)
(D.15)
(D.16)
(D.17)
(D.18)
(D.19)
(D.20)
(D.21)
(D.22)
D.3 Arm Co-ordinates
There are four kinematic chains formed by the human arms and legs: SL-EL-WL, SR- 
ER-WR, HL-KL-AL, and HR-KR-AR. Each of these has the same structure; two bones
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and a joint to the torso/pelvis. Here we explain how the co-ordinate systems of left 
arm bones are derived from their reference points, but an identical procedure is used 
to derive bone co-ordinates for the right arm, left leg, and right leg.
The vector between joint centres defines the y-axis direction of each bone as follows:
_  ^SL XgL ^  _  ^EL___ ^WL... (D  2 3 )
yupper_arm — , ^  i yiower_arm — i / / i  ^ ^XSL -  XELI I^el ~
If the elbow joint is slightly flexed, then the axis of rotation can be identified, and can 
be taken to be the direction of Xupper_arm and xjower-arm- If i® defined.
I ÿupper_arm X y  lower .arm fD ‘^ 4)Xupper_arm — Xiower_arm —
|yupper_arm X y  lower .arm |
The choice of ±  sign is conventionally 4- for the arms and — for the legs. In the case 
that flexion is small, equation D.24 becomes undefined, and a suitable default direction 
must be chosen. In practice the software chooses the axis direction closest to the most 
recently used one. The relative transform (Rupper.arm,root, Croot,upper_arm) from upper 
arm to torso/pelvis is defined:
Rupper.arm,root =  P-mot,world [ Xupper.arm ÿupper.arm Xupper.arm X ÿupper.arn{l]^-25) 
Croot,upper .arm P-root, world (xgL (^world,root) (D.26)
And from the lower arm to upper arm:
Rlower.arm,root Rupper.arm,root^root,world (D.27)
[ Xupper.arm ÿupper.arm Xupper.arm X ÿupper.arm ] (D.28)
Croot,upper .arm P"upper.arm,root (D.29)
^I^root,world(XeL ~  eWorld,root) “  Croot,upper.arm^ (D.30)
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D .4 Pose Parameters
Once relative transforms between bones have been found, the corresponding Euler angle 
representations (^1 ,^ 2 , ^3 ) may be computed from each matrix as follows:
0 3  =  atau2 (t32,
01 =  0 1
> if |cos(0 3 )| ~  0
0 2  =  atau2 (ri2 ,r i i )  J (D.31)
01 =  atau2( - r i 2/ c o s (03) , r22/ c o s (03)) 1
> otherwise
02 =  atan2 ( - r s i / cos(03), r s s /cos(03)) J 
where is the element in row i, column j  of a rotation matrix.
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Appendix E
Inverse Kinem atics for a 
Two-segm ent Chain
A two-segment kinematic chain is shown in figure E.l. It comprises two bone co­
ordinate systems, free to rotate with respect to each other around a fixed joint. A 
root co-ordinate system is also defined, and there is a fixed joint between the first bone 
and root co-ordinates. This assembly is the model used for both arms and legs in the 
skeletal models of chapters 4 and 5. Chapter 5 uses a model of the dyamics of the end 
point of each chain. A simple implementation of inverse kinematics [96] must be 
used to update bone co-ordinate systems based on the motion of the end-points. This 
is described here.
Root
End point
Figure E.l: Two-segment kinematic chain
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E .l Terminology
In this appendix, bones and joints are described as if the two segment chain is a human 
arm (shoulder, upper arm, elbow, lower arm, wrist). An identical procedure is defined 
for a leg, where the equivalent terms are hip, thigh, knee, shank, ankle.
The initial transform from upper arm to root co-ordinates is (Ru.r^Cr^u), lower arm to 
upper arm is (Ri,u, Cu,i), and wrist location is Ci,w Given the motion of the wrist joint 
dc in root co-ordinates, we seek the updated bone transforms: (R(,^ ,^c(. u), (R{^u,c^ J .
E.2 Hinge Joints
It is assumed that the elbow rotates about a hinge joint, meaning that it has only one
axis of rotation. The axis is fixed with respect to upper and lower arm co-ordinates;
and not parallel to the vectors between joint centres. This is a common assumption in 
skeletal models for computer graphics. A hinge joint has the following useful property:
Remark E.2.1 (Rotation matrices from joint locations) For a hinge joint, bone 
rotation matrices Tlu,r and R/,u are uniquely determined by the locations of shoulder, 
elbow, and wrist joints and by the direction of the hinge axis, with respect to root co­
ordinates.
Proof: Suppose shoulder, elbow, and wrist joints are located at xg, xe, and xw and
the hinge axis direction is âr (with respect to root co-ordinates). Suppose also that the 
axis of rotation is a^ with respect to the upper arm and ai with respect to the lower 
arm. For convenience, all limbs are assumed to rotate about their origin.
By definition, the vector bu =  xe -  xg determines the image of known vector Cr,u after 
the unknown rotation Ru,r- % e.
Ru,rCr,u — bu (^'^)
And likewise:
Ru,rau ~  (E.2)
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Also by definition, the hinge axis is not parallel to the vector between joint centres, 
by. So [ ar bu ar x bu] is a non-singular matrix. Ru,r can therefore be determined as 
a solution to the linear system:
Ru,r[ Cp u a^ X — [ a  ^ bu a  ^ x bu] (E.3)
Similarly for the lower arm we have:
Ru,rRl,uCu,l — bi (E.4)
Ru,rRi,uai — a  ^ (E.5)
where bi =  xw -  xe- And hence:
Ri,u[ ai Cu,i ai X Cu,i ] = R|[u[ bi ar x bi ] (E.6)
□
The skeletal pose initialisation described in appendix D ensures that initial elbow ro­
tation is about the co-ordinate x-axis only, and this is taken to be the hinge axis. 
Appendix D also takes the vectors between joints to define the y-axis of each bone.
E.3 Solution
Local co-ordinates of joint locations must remain constant, which immediately gives 
the following solutions:
^ r , u  ~  ^ r , u  C y  J =  C u , l  ( E - 7 )
It remains to solve for the updated rotation matrices. The wrist joint initially lies at 
Ci^ w with respect to lower arm co-ordinates, which means it lies at :
Cf,w ~  Ru,r(Rl,u^l,w “t“ Cuj) 4” Cr^ u (E.8)
with respect to root co-ordinates. The updated location will be:
C r ^ - w  ~  C r , w  " b  d c
— Ru,r(Rl,u^l,w T ^u,l) "b Cr^ u "b dc (E.9)
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E
s
w
Figure E.2; Plane of joint centres for inverse kinematics
(also with respect to root co-ordinates). According to remark E.2.1, we need only 
identify an elbow location and hinge axis direction and the problem will be solved.
Consider the plane of the resulting three joint centres, as shown in figure E.2. Since 
this is the plane of rotation, the normal to the plane is the hinge axis direction, Ur. 
This must be perpendicular to all vectors in the plane, so there is a 1-parameter family 
of solutions for hinge axis given by:
c; l a ;  =  0 (E.IO)
It is convenient to parameterise this by angle 9 as follows:
This gives the updated hinge axis in terms of the previous one, Ru,ra-u- The angle ^ =  0 
represents the choice of axis which is closest to the last one.
By definition, the line S E  is known to have length |cr,u|, E W  has length |Cu,i| and 
W S  has length |c(.^ .^ |. Prom geometry it follows that the height A E  of the triangle and 
distance SA  are given by:
\ /{ { W S  + S E  + E W )( -W S  + S E  + E W ){W S -  S E  + E W )(W S  + S E -  E W) }  
^  2 W S
SA = V S E ^  -  AE'^ (E.12)
The direction of S.4 is the same as the direction SW  which is given by c ' The 
direction of A E  must be perpendicular to SW  and to the choice of hinge axis in 
equation E .ll, so is given by a' x c(.^ .^ Hence the updated elbow location is:
c: 1 =  (E.13)
’ I l^r ^ r^,wl
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Updated hinge axis direction is defined by equation E .ll, shoulder location by equation 
E.7, wrist location by equation E.9, and elbow location by equation E.13. So updated 
co-ordinate systems can be found using remark E.2.1. To compute the updated Eu­
ler angle pose parameters, the inverse Euler angle equations given in section D.4 of 
appendix D may be used.
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