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The properties of two improved versions of charge-on-spring !COS" polarizable water models
(COS/G2 and COS/G3) that explicitly include nonadditive polarization effects are reported. In
COS models, the polarization is represented via a self-consistently induced dipole moment
consisting of a pair of separated charges. A previous polarizable water model (COS/B2), upon
which the improved versions are based, was developed by Yu, Hansson, and van Gunsteren #J.
Chem. Phys. 118, 221 !2003"$. To improve the COS/B2 model, which overestimated the dielectric
permittivity, one additional virtual atomic site was used to reproduce the water monomer quadrupole
moments besides the water monomer dipole moment in the gas phase. The molecular polarizability,
residing on the virtual atomic site, and Lennard-Jones parameters for oxygen-oxygen interactions
were varied to reproduce the experimental values for the heat of vaporization and the density of
liquid water at room temperature and pressure. The improved models were used to study the
properties of liquid water at various thermodynamic states as well as gaseous water clusters and ice.
Overall, good agreement is obtained between simulated properties and those derived from
experiments and ab initio calculations. The COS/G2 and COS/G3 models may serve as simple,
classical, rigid, polarizable water models for the study of organic solutes and biopolymers. Due to
its simplicity, COS type of polarization can straightforwardly be used to introduce explicit
polarization into !bio"molecular force fields. © 2004 American Institute of Physics.
#DOI: 10.1063/1.1805516$

D" !Ref. 21" and vary between 2.1 D and 2.4 D !Ref. 4" #e.g.,
2.27 D for SPC,12 2.35 D for TIP3P !Ref. 13"$, in order to
implicitly include polarization effects in liquid water. These
models were usually parametrized to reproduce the experimental values for the heat of vaporization and density at
ambient conditions. As a result, these nonpolarizable water
models provide good descriptions of homogeneous bulk water. However, it is widely recognized that the use of fixed
partial charges inhibits proper modeling of the molecular response to the molecular environment, especially for gas
phase clusters, nonpolar solutes in polar solvents, and
hydrogen-bonded liquids.5,22–24 For example, the binding energy of a water dimer in the gas phase is overestimated by
more than 20% in the SPC model.12,25 In addition, water
molecules in biomolecular systems encounter varying environments and the degree of polarization of individual water
molecules will vary widely across a biomolecular system.
The properties of water molecules in different environments
are not properly modeled by nonpolarizable water models.
In response to this concern, a large number of polarizable water models has been developed, since the pioneering
work by Vesely !1977",26 Stillinger and David !1978",27 Barnes et al. !1979",28 and Warshel !1979"29 more than 20 years
ago. In literature, mainly three approaches have been explored to develop polarizable water models in the framework
of classic mechanics: polarizable point dipole !PD", fluctuation charge !FQ", or Drude oscillator !DO" methods.25,30– 62
Polarizable water models have had considerable success in

I. INTRODUCTION

Because of its biological importance and anomalous
physical properties, water is by far the compound most studied with computer simulation. To obtain a molecular level
understanding of physical and chemical phenomena of
water,1 an accurate interaction potential model is essential,
and much effort has been directed towards the formulation of
accurate models for water. Overviews of the historic development of water models have recently been presented by
Wallqvist and Mountain,2 Finney,3 and Guillot.4 Most
!bio"molecular force fields,5 such as AMBER/PARM94,6
7
8,9
CHARMM27, GROMOS 45A3,
and OPLS/AA,10 used in computer simulations make use of simple pairwise potentials and
include electronic many-body effects implicitly. Empirical
!including rigid or flexible" water models2 employed in
!bio"molecular simulations, such as ST2,11 SPC,12 TIP3P,
TIP4P,13 SPC/E,14 F3C,15 TIP5P,16,17 SPC/A,18 SPC/L,18,19
and SPC/S,20 have provided considerable insights into the
molecular origin of the unique behavior of water in various
phases and its role as !bio"molecular solvent. These models
use fixed partial charges and include many-body induced polarization in the condensed phase in an average, mean-field
manner. The dipole moments of the various empirical water
models are generally larger than the gas phase dipole !1.85
*Author to whom correspondence should be addressed. Fax: 0041-1-632
1039; Electronic mail: wfvgn@igc.phys.chem.ethz.ch, igc-sec@
igc.phys.chem.ethz.ch
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extending the thermodynamic range of applicability of the
water potential. Using these models heterogeneities and
anisotropies near solid or gaseous interfaces, near ions or
near biomolecules are more accurately described compared
to when using nonpolarizable water models.24 As early as
1977, the PD method has been used by Vesely26 to develop
polarizable models in which an induceable point dipole is
placed on every polarizable center. Although being less successful in reproducing the dielectric permittivity of liquid
water, the PD method correctly describes the polarizability
effects in a variety of systems.23 The main disadvantage of
this method is the complex evaluation of dipole-dipole interactions and forces. In the FQ scheme, originating from the
charge equilibration method,39 the partial charges are dynamically varied in dependence of the local environment
with the constraint of neutrality. As applied to water,42 this
model, though highly efficient, has the disadvantage that the
polarizability is confined to the molecular plane, whereas
experimentally the polarizability is nearly isotropic.63 To
overcome this drawback, combined PD and FQ models have
been described.53 The DO method64 uses a harmonic restraining potential energy function to tether a mobile point
charge of a fixed size to a particular interaction site. The DO
method is essentially identical to the so-called shell model,
which is often used in simulations of the solid state,65 and
both names are used in the literature.24 One of the great
practical advantages of the DO model is that all electrostatic
interactions are point charge interactions. Thus it can very
straightforwardly be combined with various methods of
treating long-range interactions.66 –72
Recently, we reported a simple, rigid, self-consistent polarizable water model (COS/B2) !Ref. 25" that was developed based on the charge-on-spring !COS" method.35 In the
COS approach, originating from the DO model, the induced
dipole moment is represented by a pair of separated charges
of fixed size. Their distance determines the induced dipole
moment and only the first-order linear polarization effect is
taken into account.24 In the COS/B2 model one of the two
charges resides on the oxygen atom and the displacement of
the other charge !polarization charge" with respect to oxygen
is determined in a combined predictive and iterative way,
according to Eq. !2" in Ref. 25. The condensed phase properties of the COS/B2 model are in reasonable accord with
experimental data.25 The heat of vaporization, density, and
dynamic properties of liquid water are well reproduced.
Since the COS/B2 model was parametrized against the water
properties in the liquid phase rather than those in the gas
phase, the COS/B2 model has a dipole moment of 2.07 D,
intermediate between the experimental gas phase dipole moment !1.85 D" !Ref. 21" and those of nonpolarizable water
models and it fails to reproduce the proper optimal gas phase
dimer structure, especially regarding the relative orientation
of the two water monomers. In the liquid phase, the COS/B2
model does not show a pronounced structure beyond the first
solvation shell in the oxygen-oxygen radial distribution function !RDF", which may relate to the fact that the COS/B2
model yields a less tetrahedrallike minimum-energy structure
for the water dimer. Worst of all, the COS/B2 model overestimates the dielectric permittivity by 50% #%!0"!122$,
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with an average molecular dipole moment of 2.62 D in the
liquid phase at ambient conditions.
Sticking to the COS approach and in the framework of
molecular mechanics, there are basically four possible ways
to improve the COS/B2 model. First, Caldwell et al.36 reported that the use of atom-centered polarizabilities rather
than a molecular one appeared to lead to an improvement in
their studies of liquids and ionic solutions. However, use of
atom-centered polarizabilities instead of a molecular one will
almost double the number of interaction sites in the model,
which makes the computation rather expensive. Second, one
may introduce molecular flexibility which has a sizeable effect on the properties of liquid water.15,55,73–77 However, it
has been shown that flexible water models are not superior to
their rigid counterparts because of the difficulty to properly
model the inherent quantum nature of stretching and bending
vibrations in a classical way.73 Third, one may introduce
fixed point multipoles in addition to the monopole charges
present at the atoms.59,78 This would allow one to simultaneously reproduce both the dipole moment and the quadrupole moments of a water molecule.36 This is not possible
within an atom-centered three-point charge model. It has
been noticed that using an atom-centered three-point charge
model, in the liquid phase the oxygen-oxygen RDF shows
little structure beyond the first peak,25,46 which indicates that
those types of models are not able to fully describe the tetrahedrallike water structure. In recent work by Ren and
Ponder,59 high-order point multipoles besides !monopole"
partial charges were used to improve the description of the
quadrupole moments. However, in commonly used !bio"molecular force fields,5–10 only partial !monopole" charges are
used to model the electrostatic interactions, and the introduction of higher-order pointmultipoles would make the computation complex and expensive. Fourth, a correct reproduction
of the molecular dipole and quadrupole can also be reached
by adding off-atom sites as in the TIP4P model.50,51,53,55–58
This approach maintains the simplicity of the monopolemonopole interactions and at least partially the compatibility
of the water model with current !bio"molecular force fields.
Therefore, this approach is taken in this work. We will focus
our effort on improving the performance of the COS water
models by introducing a massless virtual-atom charge interaction site.
In the improved COS models, the polarization charge
was kept at "8.0e, because it was shown in the previous
paper25 that the size of the polarization charge has fairly
small effects on the properties of the COS water models,
provided that the displacement of the polarization charge is
small enough compared to the smallest nonbonded distance.
The fixed partial charges on the hydrogen atoms and the
position of the virtual atom site along the bisector of the
HOH angle were chosen to reproduce both the molecular
dipole and !approximately" quadrupole moments of the
monomer in the gas phase. Keeping the simplicity of the
models, a !one-center" molecular polarizability is used and
the models are rigid. Our goal is to obtain a model with
improved properties in the liquid phase compared to the nonpolarizable SPC water model and reasonable properties in
the gas phase. The molecular polarizability and the oxygen-
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III describes the results of the simulations, and Sec. IV presents conclusions and an outlook.

II. METHODS
A. Developing the model

FIG. 1. Interaction sites and geometries of the COS/G2 and COS/G3 water
models. The models consist of four Coulomb interaction sites located at the
two hydrogen atoms, the virtual-atom site M, and the polarization charge,
plus one van der Waals or Lennard-Jones site located at the oxygen atom.
The HOH geometry is rigid while the polarization charge q pol is connected
by a spring to the M site which carries a charge q M "q pol with q M !
"2q H .

As in the previous COS/B2 model, each water molecule
has only one polarizable center. Different from the COS/B2
model, one additional virtual atomic center M was added at a
fixed distance d OM to the oxygen along the bisector of the
HOH angle and the molecular polarizability resides on site M
instead of at the oxygen atom !Fig. 1". Construction of the
virtual atom site and distribution of the forces on the massless virtual atom over the other atoms are performed according to Ref. 79. The position of M, r! M , is obtained according
to Eq. !1":
r! M !r! O#

oxygen Lennard-Jones parameters were optimized to reproduce the heat of vaporization and density for liquid water at
room temperature and pressure. Simulations of the improved
water models over a wide range of temperatures and pressures in the liquid phase as well as of water clusters and ice
were performed to further validate the range of applicability
of the models.
This paper is organized as follows; Sec. II describes the
method to develop the models and simulation details. Section

&
! r! #r! "
2 H1 O H2 O

!1"

where r! H1 O!r! H1 "r! O , r! H2 O!r! H2 "r! O , r! O is the position of
the oxygen atom, r! H1 and r! H2 are the positions of the hydrogen atoms, and & is a constant, which determines d OM as a
function of d OH , the oxygen-hydrogen distance, and the
HOH angle. The addition of the massless M site with the
constraint applied #Eq. !1"$ does not introduce any extra degrees of freedom into the molecule in the calculation of the

TABLE I. Parameters of the SPC, COS/B2, COS/G2, and COS/G3 water models. d OH : OH bond length, !HOH: HOH bond angle, d OM : OM distance, q H :
partial charge on the hydrogen, q O : partial charge on the oxygen, q M : partial charge on the M site, ' 0 : !permanent" molecular dipole moment, Q xx , Q y y ,
Q zz : quadrupole moment components, ( xx , ( y y , ( zz : molecular polarizability components, C6: attractive Lennard-Jones coefficient for oxygen-oxygen
atoms, C12: repulsive Lennard-Jones coefficient for oxygen-oxygen atoms, and q pol : polarization charge. The y and z axes lie in the plane of the molecule
with the z axis along the C 2 axis of symmetry and the origin is put at the center of mass. The values for the quadrupole moments of the various water models
reported in Ref. 46 were computed with putting the origin at the oxygen atom of the water molecule, while the experimental data were determined by putting
the origin at the center of mass of the water molecule.
SPCa

Model
Number of force centers
d OH !nm)

3
0.10000

COS/B2 b

COS/G2

4
0.10000

5
0.09572

COS/G3
5
0.10000

!HOH !deg"

109.47

109.47

104.52

109.47

d OM (nm)
q H (e)
q O (e)
q M (e)
' 0 (D)
Q zz (10"1 D nm)
Q y y (10"1 D nm)
Q xx (10"1 D nm)
( zz (10"2 nm3 )
( y y (10"2 nm3 )
( zz (10"2 nm3 )
C6 (10"3 kJ mol"1 nm6 )
C12 (10"6 kJ mol"1 nm12)
q pol (e)

0.00
0.410
"0.820
¯
2.27
"1.82
2.11
"0.29
¯
¯
¯
2.61735
2.63413
¯

0.00
0.373
"0.746
¯
2.07
"1.66
1.93
"0.27
0.0930
0.0930
0.0930
2.75691
3.01500
"8.0

0.022
0.5265
0
"1.0530
1.85
"2.07
2.27
"0.20
0.1255
0.1255
0.1255
3.24434
3.45765
"8.0

0.015
0.450672
0
"0.901344
1.85
"1.99
2.33
"0.34
0.1250
0.1250
0.1250
3.86709
3.95831
"8.0

a

f

b

g

Reference 12.
Reference 25.
c
Reference 134.
d
Reference 102.
e
Reference 135.

Expt.

Ab initio

0.09572$0.0003 !gas"c
0.09700$0.0005 !liquid"e
104.52$0.05 !gas"c
106.1$1.8 !liquid"e

0.0972 !gas"d
0.0991 !liquid"d
104.4 !gas"d
105.5 !liquid"d

1.855f
"2.50h
2.63h
"0.13h
0.1415i
0.1528i
0.1468i

1.840g
"2.42g
2.57g
"0.14g
0.138g
0.147g
0.142g

Reference 24.
Reference 130.
h
Reference 136.
j
Reference 63.

Downloaded 15 Oct 2011 to 129.78.72.28. Redistribution subject to AIP license or copyright; see http://jcp.aip.org/about/rights_and_permissions

9552

J. Chem. Phys., Vol. 121, No. 19, 15 November 2004

H. Yu and W. F. van Gunsteren

&
F! H2 ! !f H2 # !f M ,
2

!2"

F! O! !f O# ! 1" & " !f M .
The OH bond lengths and HOH bond angles are set to either
the experimental gas phase values !model COS/G2: 0.095 72
nm and 104.52°" or the SPC-type ideal tetrahedral structure
values !model COS/G3: 0.100 00 nm and 109.47°". The geometries of the models are depicted in Fig. 1. The distance
d OM !or the constant &" and charges q H were chosen to reproduce both the gas phase molecular dipole moment and
!approximately" quadrupole moments. Generally, there are
two ways to parametrize an empirical model: calibration
against gas phase results from high-level ab initio
calculations80 or parametrizing against the experimental
!thermodynamic" properties of liquid water. In our work, the
latter approach is taken as was done in the GROMOS force
field.8,81,82 According to ab initio calculations by Morita and
Kato,83,84 the molecular polarizability of water in the condensed phase can be 18% lower than in the gas phase. In
addition, Stern et al.53 concluded from their work on polarizable force fields that Pauli exclusion effects should reduce

FIG. 2. Definition of the distance R(OO) and the angles ) and * that
determine the relative position and orientation of the monomers of the water
dimer in the gas phase.

kinetic energy of the system. The ‘‘pseudoforce’’ !f M that acts
on the virtual-atom site M should be redistributed according
to Eq. !2":

&
F! H1 ! !f H1 # !f M ,
2

TABLE II. Optimal !minimum energy" geometry, interaction energy U pot , total dipole moment ' dimer , and average molecular dipole moment ' mean of the
gas phase dimer for the COS/B2, COS/G2, and COS/G3 models, for various models reported in literature and values from experiments and ab initio
calculations. The dimer geometry is defined by the O–O distance R(OO), with angles ) and * as defined in Fig. 2. The water monomer quadrupole moment
components !see Table I caption for definition" are listed for comparison. The experimental interaction energy was obtained after vibration correction of the
experimental association energy at 373 K !Ref. 132". The experimental structural and dielectric properties were obtained by molecular beam microwave
spectroscopy at 20 K !Ref. 133".

Model
Expt.a
Ab initiob
SPCc
TIP3Pd
TIP4Pd
SPC/Ee
TIP5Pf
COS/B2 g
COS/G2
COS/G3
TIP4P-FQh
PPCi
TIP4P-pol-3j
SWFLEX-AIk
SWFLEX-ISOk
SWRIGID-AIk
SWRIGID-ISOk
MCDHOl
POL5/TZm
POL5/QZm
AMOEBAn
SWM4-DPo

R(OO) min
!nm"

) min
!deg"

* min
!deg"

U pot
!kJ mol"1"

' dimer
!D"

' mean
!D"

0.295
0.291
0.275
0.273
0.274
0.274
0.268
0.279
0.281
0.287
0.292
0.281
0.277
0.295
0.295
0.294
0.293
0.292
0.290
0.290
0.289
0.282

51$10
56
52
52
54
52
51
51
56
56
52
51
55
56
54
59
57
57
57
57
58

57$10
58
23
27
50
22
50
20
74
50
27
26
40
55
57
59
56
56
63
62
57
70

"22.6$2.5
"21.00
"27.65
"27.20
"26.35
"30.10
"28.37
"23.29
"20.90
"20.50
"18.82
"24.10
"22.20
"21.78
"21.75
"21.91
"21.91
"20.90
"20.75
"20.75
"20.75
"21.95

2.60
2.68
3.59

2.10
2.27

2.70
3.76
2.92
3.76
2.08
2.71
3.43

2.35
2.29
2.26
2.03
2.04
2.06
2.07

2.59
2.65
2.55
2.47
2.68
2.43
2.44
2.54
2.09

a

i

b

g

References 132, 133, and 136.
References 90, 130, 137, and 138.
c
Reference 12.
d
Reference 13.
e
Reference 14.
f
Reference 16.
g
Reference 25.
h
Reference 42.

2.09
2.06
2.06
2.02

Q xx
(10"1 D nm)

Qyy
(10"1 D nm)

Q zz
(10"1 D nm)

"2.50
"2.42
"1.82
"1.68
"2.09
"1.88
"1.48
"1.66
"2.07
"1.99
"1.79
"1.92
"1.79
"2.50
"2.50
"2.50
"2.50
"2.44
"2.34
"2.34
"2.17
"2.16

2.63
2.57
2.11
1.76
2.20
2.19
1.65
1.93
2.27
2.33
1.88
2.06
1.88
2.63
2.63
2.63
2.63
2.67
2.34
2.34
2.50
2.41

"0.13
"0.14
"0.29
"0.08
"0.11
"0.30
"0.17
"0.27
"0.20
"0.34
"0.10
"0.15
"0.10
"0.13
"0.13
"0.13
"0.13
"0.24
0.00
0.00
"0.33
"0.24

Reference 45.
Reference 51.
k
Reference 55.
l
Reference 139.
m
Reference 53.
n
Reference 59.
o
Reference 60.
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FIG. 3. Total dipole moment of the water dimer as a function of R(OO)
distance for water models together with that from the restricted HartreeFock MP4 calculations by Alfredsson et al. !Ref. 93". The dimer geometry
was set to COS/G2: )!52.26°, COS/G3, COS/G, COS/B2: )!54.74° and
*!74.6°, if not specified otherwise. MP4: thick solid line, COS/G: solid
line, COS/B2: short-dashed line, COS/G2: dashed line, COS/G3: dotted
line, and COS/G3 !with )!52.26°": dotted-dashed line.

the effective polarizability of water molecules in the condensed phase compared to the gas phase. In our parametrization, the molecular polarizability was treated as an empirical parameter and allowed to vary. Additionally, the oxygenoxygen Lennard-Jones parameters were optimized to best
reproduce the heat of vaporization and density of liquid water at room temperature and pressure. The final sets of parameters for the COS/G2 and COS/G3 models together with
those for the SPC and COS/B2 models are listed in Table I.
B. Simulation methods

A cubic box with a side length of 3.107 nm was filled
with 1000 water molecules, resulting in a density of 997.0
kg m"3, which is the experimental value of liquid water at
298 K and 1 atm.85 Molecular dynamics simulations were
performed under N PT or NVT conditions with the GRO8,86
MOS96 !Groningen molecular simulation" package,
modified to incorporate the polarizable model. The geometries of
the water molecules were constrained by applying the SHAKE
!Ref. 87" algorithm with a relative geometric tolerance of
10"4 . The temperature was weakly coupled to a bath of a
given temperature with a relaxation time of 0.1 ps !Ref. 88"
and in the N PT simulations the pressure was also weakly
coupled to a bath of a given pressure with a relaxation time
of 0.5 ps,88 for which the compressibility of the system was
set to the experimental value at 298 K and 1 atm of 7.513
%10"4 (kJ mol"1 nm"3 ) "1 . 85 This choice of temperature
and pressure coupling together with the quoted parameter
values has been shown to have a negligible effect on the
dynamic properties of liquid water.88 The equations of mo-
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tion were integrated using the leap-frog algorithm with a
time step of 2 fs. Triple-range cutoff radii of 0.8/1.4 nm were
used to treat van der Waals and electrostatic interactions,
where the intermediate range interactions were calculated,
concurrently to updating the pairlist for short range interactions, every fifth time step. The interactions between atom
pairs within the shorter cutoff were calculated every time
step. The long range electrostatic interactions beyond the
outer cutoff were represented by a reaction field66,68 with
% RF !78.5. At the beginning of the simulation, the velocities
of the atoms were assigned from a Maxwell distribution at a
given temperature. For every water model, 100 ps of equilibration was followed by 500 ps simulation used for the calculation of the various properties. During the runs, configurations of the system were saved every 0.5 ps. The static
dielectric permittivity %!0" was computed in the N PT ensemble from 10 separate independent runs of 400 ps each to
ensure the convergence.
The starting structure of ice Ih was taken from the
3%2%2 unit cell with 96 water molecules constructed by
Hayward and Reimers.89 This unit cell contains 12 !3%2%2"
copies of the smallest unit cell for ice Ih, which contains
eight water molecules. The 3%2%2 unit cell was copied
three times along each of the x, y, and z axes to ensure a big
enough box for the triple-range cutoff, resulting in a box
with side lengths of 4.056, 4.684, and 4.416 nm. The structure was equilibrated first by NVT simulation periods !each 5
ps long" with the temperature increasing from 1 K to 50 K
and then by N PT simulation periods !each 5 ps long" under
isotropic pressure coupling with the temperature increasing
from 50 K to 100 K. Then simulation was performed at 100
K under isotropic pressure !1 atm" coupling for 500 ps.

C. Analysis

For each model that was found to reproduce reasonably
well the experimental density and heat of vaporization, a
variety of structural, thermodynamic, dynamic, and electrostatic properties were further evaluated, partly as function of
temperature and pressure. See Ref. 25 for details.

III. RESULTS AND DISCUSSION
A. Gas phase water

A comparison of the molecular dipole moment, quadrupole moments, and polarizability of a single isolated water
molecule calculated for the SPC, COS/B2, COS/G2,
COS/G3 models with the experimental and ab initio values
is given in Table I. The dipole moments of the SPC model
!2.27 D" and the COS/B2 model !2.07 D" are larger than the
experimental gas phase dipole moment !1.855 D" !Ref. 21"
to include prepolarization in order to better reproduce the
properties in the liquid phase. The COS/G2 and COS/G3
models reproduce the molecular dipole moment exactly and
the quadrupole moments approximately. These models are
rigid models with a geometry closer to the experimental geometry either in the gas phase (COS/G2) or in the liquid
phase (COS/G3).

Downloaded 15 Oct 2011 to 129.78.72.28. Redistribution subject to AIP license or copyright; see http://jcp.aip.org/about/rights_and_permissions

9554

J. Chem. Phys., Vol. 121, No. 19, 15 November 2004

H. Yu and W. F. van Gunsteren

TABLE III. Water cluster minimum-energy properties: interaction energy U (kJ/mol), polarization energy U pol (kJ/mol), average distance between oxygens
in hydrogen bonds R OO !nm), total molecular dipole moment ' tot (D), and average molecular dipole moment ' !D". The optimal cluster conformations for the
COS/G2 model are shown in Fig. 4.

Trimer
Cyclic

Tetramer
Cyclic

Pentamer
Cyclic

Hexamer
Book

Hexamer
cage

Hexamer
Cyclic

Hexamer
Prism

U (kJ mol"1 )
U pol (kJ mol"1 )
R OO !nm)
' !D"
' tot (D)
U (kJ mol"1 )
U pol (kJ mol"1 )
R OO !nm)
' !D"
' tot (D)
U (kJ mol"1 )
U pol (kJ mol"1 )
R OO !nm)
' !D"
' tot (D)
U (kJ mol"1 )
U pol (kJ mol"1 )
R OO !nm)
' !D"
' tot (D)
U (kJ mol"1 )
U pol (kJ mol"1 )
R OO !nm)
' !D"
' tot (D)
U (kJ mol"1 )
U pot (kJ mol"1 )
R OO !nm)
' !D"
' tot (D)
U (kJ mol"1 )
U pol (kJ mol"1 )
R OO !nm)
' !D"
' tot (D)

COS/G2

COS/G3

"55.9
9.1
0.294
2.14
1.10
"103.4
30.8
0.286
2.40
0.01
"136.4
55.5
0.283
2.45
0.94
"172.1
62.1
0.280
2.43
2.11
"173.4
43.6
0.286
2.34
1.99
"167.4
81.9
0.269
2.53
0.04
"172.2
46.1
0.287
2.36
2.58

"54.8
9.1
0.295
2.13
1.10
"101.1
31.8
0.286
2.34
0.01
"134.1
58.5
0.283
2.47
0.94
"166.4
67.8
0.270
2.45
2.12
"170.3
44.0
0.281
2.34
2.00
"160.7
90.3
0.267
2.56
0.04
"167.4
45.8
0.287
2.36
2.61

a

g

b

h

Reference 140.
Reference 141.
c
Reference 142.
d
Reference 96.
e
Reference 138.
f
Reference 143.

Ab initio

Expt.

"61.9,a "62.1,b "59.6,c "66.1d
0.279,e 0.283,a, 0.280,b 0.278f
2.31i
e
1.14, 1.071i
"115.48,d "99.6,b "106.0c

0.296,g 0.285h

0.274e
2.56i
0.00e
"151.9,d "139.5c

0.279h

0.272,e 0.287b
2.67i
e
1.04, 0.927i
"190.8,d "187.2j

0.277h

0.277,e 0.277j
2.49e
"191.6, "188.4j
d

0.281,e 0.281j
2.64i
2.01e
"187.5,d "183.6d

0.282h

0.271,e 0.271j
2.70i
0.00e
"192.1,d "188.8d

0.276h

1.90k

0.284,e 0.284j
2.77e

References 144 and 145.
Reference 146.
i
Reference 137.
j
Reference 147.
k
References 137 and 146.

The optimal dimer geometry in the gas phase was obtained by varing the relative position and orientation of the
two molecules as given by the variables R(OO), ), and * !as
sketched in Fig. 2", and performing a global conformational
search. The minimum-energy structures of the COS/G2 and
COS/G3 water dimers are compared with experimental data
and ab initio results in Table II. Results for other water models reported in literature are also listed for comparison. For
the water dimer the ab initio results are more reliable than
the experimental data. Correction of the experimentally determined association energy in hot vapor and the structure
derived from microwave spectroscopy for anharmonic vibration and temperature effects is problematic.90 The previous
model COS/B2 improved the binding energy of the water
dimer compared to the SPC model with a very ‘‘flat’’ !low *
value" optimal dimer geometry. This is essentially due to the
lack of lone pairs in the model.24 The COS/G2 and COS/G3
dimer results are in agreement with the corresponding ab

initio values. The angle * in the COS/G2 dimer is larger
than the experimental one, as observed for the POL5/TZ,
POL5/QZ, and SWM4-DP models. Coulson and Eisenberg91
have shown that in ice over 20% of the total value of the
interaction energy is contributed by the quadrupole moments.
It has also been shown that both the dipole and quadrupole
moments play a critical role in simulating hydrogen-bond
strength and directionality of polar molecules.92 An atomcentered three-point charge model can not reproduce both the
dipole and the quadrupole moments of a water molecule at
the same time.25,36 We were unable to parametrize a threepoint charge model for liquid water using the charges that
reproduce the water dipole in the gas phase.25 As we can see
from various nonpolarizable and polarizable water models,
only those models that reproduce the quadrupole moments
fairly well produce a correct optimal dimer geometry in the
gas phase either by introducing multipole moments59 or by
using off-atom virtual sites.50,51,53,55–58 The total dimer di-
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FIG. 4. Optimal structure of water clusters #!a" trimer, !b" tetramer, !c"
pentamer, !d" book hexamer, !e" cage hexamer, !f" cyclic hexamer, !g" prism
hexamer$ of the model COS/G2. The structures are obtained from an energy
minimization starting from the structure optimized by MP2/aug-cc-pVTZ
calculations. See Table III for the structural details.

pole moment strongly depends on the orientation of the two
monomers. Thus only those models that reproduce the optimal orientation will reproduce the total dipole moment of the
water dimer. Additionally, the out-of-plane polarizability
does also have a large effect on the optimal dimer structure.
The models that fail to model the out-of-plane polarizability,
for example, the models TIP4P/FQ !Ref. 42" and PPC,45 cannot reproduce the tetrahedrallike structure of the water
dimer.31,56 Only by adding polarizable point dipoles to the
FQ model, the POL5/TZ and POL5/QZ models were able to
reproduce the optimal dimer geometry very well.53 Generally, in order to obtain a model yielding the correct optimal
dimer structure, the quadrupole moments and the out-ofplane polarizability should be properly modeled.
The total dipole moment of the water dimer as a function
of the oxygen-oxygen distance, R(OO), for the COS/G2 and
COS/G3 models is shown in Fig. 3 together with that from
the restricted Hartree-Fock Fourth order Møller-Plesset per-
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tubation theory !MP4" calculations by Alfredsson et al.93 In
the calculations, the dimer geometry was fixed with *!74.6°
and )!52.26° (COS/G2) or )!54.74° (COS/G3). The )
values are such that the oxygen atom and one hydrogen atom
from the hydrogen-bond donor molecule and the oxygen
atom from the acceptor molecule are on a line. The COS/G2
model reproduces the total dipole moment of the water dimer
better than the COS/G3 model. However, we notice that the
intramolecular geometry of the COS/G3 model is slightly
different from the geometry used in MP4 calculations. By
changing the angle ) from 54.74° to 52.26°, the COS/G3
model reproduces the MP4 results better. Only at distances
R(OO) shorter than 0.24 nm, the dipole moment is overestimated by both models. Such distances are rarely observed
in the simulation of liquid water at ambient pressures as we
can see from the radial distribution functions of liquid water
!see Sec. III B". For this reason, no Thole-like94 damping
factors had to be used to decrease the polarization effect at
short distance as done in the models of Refs. 50 and 57–59.
Following the calculations of Stern et al.,53 we have investigated the cyclic trimer, tetramer, and pentamer, as well
as book, cage, cyclic, and prism configurations of the hexamer using the COS/G2 and COS/G3 models. The binding
energies, average O–O distances, average molecular dipole
moments, and total dipole moments of the clusters for various models are listed in Table III. In accordance with Stern
et al.,53 we did not perform a global conformational search,
but started from ab initio minimized geometries and performed an energy minimization with the model potentials.
The ab initio calculations were performed at MP2/aug-ccpVTZ level using the GAUSSIAN 98 package.95 Structures for
the various clusters as given by the COS/G2 model are
shown in Fig. 4. Only recently, MP2 calculations for the
water clusters with complete basis set limit estimation became available.96 Generally, the binding energies of the water clusters are close to the less negative values from the ab
initio calculations, which may be due to the fact that the
models have a lower molecular polarizability compared to
the experimental value in the gas phase.63 The water hexamer represents a crossover point, where noncyclic structures
become more stable than the cyclic one. The COS/G2 and
COS/G3 models predict correctly the relative stability of the
case, book, and cyclic hexamers, but fail to predict the larger
stability of the prism with respect to the cage hexamer cluster. However, the difference in binding energy between these
clusters is very small !less than 2%" and there does exist
uncertainty in both experimental and ab initio data97 as we
can see from the recent review by Keutsch et al.98 on the
water trimer. It should also be kept in mind that in the ab
initio calculations the intramolecular geometries were allowed to relax while in the calculations with the COS/G2
and COS/G3 models the intramolecular geometries were
kept rigid. Notwithstanding, the predicted geometries are
generally in good agreement with the experimental data and
ab initio results. Taking into account the fact that the
COS/G2 and COS/G3 models were parametrized against the
properties of liquid water instead of gas-phase properties
from ab initio calculations, both models describe the properties of the gaseous clusters rather well. The variation of the
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TABLE IV. Liquid state properties of water at 1 atm and 300 K. Temperature T, pressure p, total potential
energy U pot , polarization energy U pol , density ,, self-diffusion constant D, rotational relaxation times along
OH
'
different axes - HH
2 , - 2 , and - 2 , average !total and induced" molecular dipole ' and ' ind , static dielectric
permittivity %!0", infinite frequency dielectric permittivity %!.", infinite system Kirkwood factor g k , Debye
dielectric relaxation time - D , heat capacity C p , isothermal compressibility / T , and thermal expansion coefficient (.

T (K)
P (atm)
U pot (kJ mol"1 )
U pot (kg mol"1 )
, !kJ m"3"
D 10"9 (m2 s"1 )
- HH
2 !ps)
- OH
2 !ps)
- '2 (ps)
' !D"
' ind (D)
%!0"
%!."
gk
- D (ps)
CP !J mol"1 K"1 )
k T 10"6 (atm"1 )
( 10"4 (K"1 )

SPC12,25

COS/B2 25

COS/G2

COS/G3

302.4
"0.28
"41.26
¯
970.5
4.3
1.1
1.0
0.9
2.27
¯
65.2
2.45
2.57
6.8
75.9
47.3
7.3

302.5
5.50
"41.73
11.54
992.4
2.6
1.7
1.6
1.6
2.62
0.58
121.6
2.67
3.55
14.9
88.1
46.4
9.7

302.8
0.93
"41.30
15.40
997.2
2.3
2.4
2.2
2.0
2.59
0.78
87.8
3.18
2.53
9.9
94.1
40.8
5.7

302.0
0.10
"41.10
14.38
1000.0
2.6
1.7
1.6
1.4
2.57
0.75
88.1
2.12
2.70
9.2
83.7
39.5
7.0

a

j

b

k

Reference 121.
Reference 85.
c
Reference 148.
d
Reference 149.
e
Reference 150.
f
Reference 151.
g
Reference 105.
h
Reference 102.
i
Reference 108.

Ab initio

Expt.
300
1
"41.5a

2.06,g 2.95–3.00h
00.81,g 01.08h

997.0b
2.3c
2.0d
1.95e
1.92f
2.9$0.6i
00.75,j 01.24k
78.5l
1.79,m 5.2n
2.90o
8.3p
75.32q
45.8q
2.57q

Reference 91.
Reference 103.
l
Reference 100.
m
Reference 111.
n
Reference 112.
o
Reference 152.
p
Reference 112.
q
References 85 and 100.

average molecular dipole moment and the polarization energy between various water clusters illustrates the variation
of many-body effects with the environment. Nonpolarizable
water models will not capture these variations.
B. Liquid water at room temperature and pressure

FIG. 5. Distribution of the induced dipole moment !left peaks" and the total
dipole moment !right peaks" in the simulations of the COS/B2 !shortdashed line", COS/G2 !dashed-line", and COS/G3 !dotted line" models at
room temperature and pressure.

Thermodynamic, dynamic, and dielectric properties of
the COS/G2 and COS/G3 models for liquid water at room
temperature and pressure are reported in Table IV together
with the data for the SPC model, the COS/B2 model, and
data available from experiments and ab initio calculations.
The models were parametrized to fit to the experimental density and heat vaporization, so they reproduce them very well.
The polarization energy was calculated from U pol
N
! ind
! ind
! 12 + i!1
('
i • ' i )/ ( i , corresponding to the energy cost of
distorting the molecule to its polarized state.14 The polarization energy accounts for about 35% of the potential energy, a
value comparable to the values found for different water
clusters !see Table III". In nonpolarizable water models, this
contribution is usually included implicitly in a mean-field
manner via parametrization.
The dynamic properties of liquid water are likely to be
correlated with the average molecular dipole moment.33,99
The coupling between the translational motion and the dipole
moment is indicated in the dielectric spectrum.42 For ex-
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FIG. 6. The frequency dependence of the dielectric permittivity #real part
%!!2" and negative imaginary part %"!2"$ at room temperature and pressure
for the different water models. Experimental data !Ref. 112": thick line,
SPC: solid line, COS/B2: short-dashed line, COS/G2: dashed line, and
COS/G3: dotted line.

ample, the SPC model has a too high diffusion constant and
a too fast orientational relaxation,18,19 which is due to the fact
that the SPC model has a too small dipole moment in the
liquid phase. In contrast, the self-diffusion constant and the
rotational relaxation times along different axes are well reproduced by the COS/B2, COS/G2, and COS/G3 models
!Table IV".
The static dielectric permittivities %!0" of liquid water at
room temperature are about 88 !Table IV" for the COS/G2
and COS/G3 models, in satisfactory agreement with the experimental value of 78.5.100 By introducing an off-atom interaction site to better reproduce the quadrupole moments,
the COS/G2 and COS/G3 models do improve the static dielectric permittivity, which is one of the main deficiencies of
our previous model COS/B2.25 The COS/G2 and COS/G3
models give average molecular dipole moments of 2.59 D
and 2.57 D in the liquid, about 40% larger than in the gas
phase. The larger value in the liquid is a direct effect of
polarization. The distribution of the total molecular dipole
moment is nearly Gaussian with a width at half-height of
10.4 D for both cases !shown in Fig. 5", which is much
smaller than that of the AMOEBA model !0.8 D".59 The ‘‘correct’’ value of the average molecular dipole moment of liquid
water is still in debate.53,54,101,102 The dipole moment cannot
be measured directly in experiments, nor can it be defined
unambiguously, since the electron density is not zero be-
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tween molecules.103,104 Calculation of the average molecular
dipole moment from ab initio simulations of liquid water
suffers from the ambiguity in partitioning the electron
density.102,105,106 The average molecular dipole moments of
reported polarizable water models vary between 2.3–3.1 D.4
A wide range of values was also reported in the literature for
liquid water and ice either from experiments or ab initio
calculations: 2.6 D for ice Ih experimentally by Coulson and
Eisenberg,91 3.09 D for ice Ih experimentally by Batista
et al.,103 2.3–3.1 D for ice Ih from ab initio calculations by
Batista et al.,107 2.66 D for liquid water from ab initio calculations by Laasonen et al.,105 2.95–3.00 D for liquid water
from ab initio calculations by Silvestrelli and Parrinello,102
and 2.9$0.6 D for liquid water extracted from an x-ray
structure by Badyal et al.108 Sprik101 suggested that a polarizable water model needs an average dipole moment of 2.6 D
to reproduce the static dielectric permittivity using classical
molecular dynamics simulations and this conjecture has been
confirmed by Soetens et al.109 through analysis of a series of
polarizable water models. Chen et al.51 inferred from their
studies on polarizable water models that an average dipole
moment of about 2.4 –2.5 D for a SPC-pol or TIP4P-pol
model would yield a static dielectric permittivity around 80.
On the other hand, polarizable models with dipole moments
larger than 2.6 D and static dielectric permittivity around 80
have been reported.54,59 Thus it is very risky to make any
definitive conclusions on the relation between the molecular
dipole moment and the static dielectric permittivity based on
our results. The induced dipole moments of the COS/G2 and
COS/G3 models are 0.78 and 0.75 D, which are larger than
that of the COS/B2 model. They are closer to 0.75 D, the
lower limit estimated from Coulson and Eisenberg’s data,91
than to 1.24 D from data of Batista et al.103 A wide range of
values for the induced dipole moment have been reported
from ab initio or combined QM/MM calculations.102,105,110
Compared to the COS/B2 model, the COS/G2 and COS/G3
models improve the infinite system Kirkwood factor g K . The
Debye dielectric relaxation time - D gives an estimate of the
relaxation time of the hydrogen bond network and we expect
that the COS/G2 and COS/G3 models mimic the hydrogen
bond network more properly than the COS/B2 model. The
frequency dependent dielectric permittivity #both the real
part %!!2" and the negative imaginary part %"!2"$ is shown in
Fig. 6. In the high-frequency range, the results are not reliable because of the sampling rate used in our simulations.
The real part %!!2" is at low frequency mainly determined by
the static dielectric permittivity %!0", while in the intermediate frequency range, it is mainly determined by the Debye
relaxation time - D . The infinite frequency dielectric permittivity %!." of the COS/G2 and COS/G3 models are 3.18 and
2.12, which are within the range of the experimental
data.111,112 The COS/G2 and COS/G3 models improve the
imaginary part %"!2" compared to the COS/B2 model.
The heat capacity C p , thermal expansion coefficient (,
and isothermal compressibility / T at 1 atm and 298 K were
evaluated using a finite difference expression as done in Ref.
25. The heat capacity C p !( 3 U/ 3 T) p was calculated using a
centered-difference approximation instead of using the fluctuation formula in order to get more reliable results.113 Gen-
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FIG. 7. Liquid phase atom-atom radial distribution function at room temperature and pressure for oxygen-oxygen !a", oxygen-hydrogen !b", and hydrogenhydrogen !c" pairs for the set of water models, COS/B2 !short-dashed line", COS/G2 !dashed line", and COS/G3 !dotted line", along with the curves derived
from experimental data obtained in 1986 !Ref. 118" !Exp1986: dotted-dashed line" and 2000 !Ref. 116" !Exp2000: solid line".

FIG. 8. Water density , at 1 atm as a function of temperature for the
different water models. Experimental data !Ref. 119": thick line, SPC: solid
line, COS/B2: short-dashed line, COS/G2: dashed line, and COS/G3: dotted line.

FIG. 9. Potential energy U pot at 1 atm as a function of temperature for the
different water models. Experimental data !Ref. 120": thick line, SPC: solid
line, COS/B2: short-dashed line, COS/G2: dashed line, and COS/G3: dotted line.
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FIG. 10. Self-diffusion constant D at 1 atm as a function of temperature for
the different water models. Experimental data !Refs. 122, 123": dots, SPC:
squares, COS/B2: diamonds, and COS/G2: triangles.
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erally, polarizable water models overestimate the heat
capacity.114 The isothermal compressibility / T is well reproduced while the thermal expansion coefficient ( is overestimated by our models.
Sorenson et al.115 provide a summary of experimental
and simulated atom-atom RDF results obtained over many
years. Two groups have now reported almost identical RDF
curves based on independent analysis of neutron scattering
experiments116 or x-ray scattering experiments,117 which represent the best RDF estimates currently available. Soper reported in 2000 !Ref. 116" a revised analysis of the experimental data obtained in 1986 !Ref. 118" !referred to as
Exp2000 and Exp1986, respectively". The O-O, O-H, and
H-H RDF g(R) are shown in Fig. 7 for the COS/B2,
COS/G2, COS/G3 models, and for the two experimental sets
from Soper’s group determined in 1986 !Ref. 118" and in
2000.116 The data by Hura et al.117 obtained with x rays is
not shown since it is nearly indistinguishable from the
Exp2000 data by Soper.116 The first peak in the g OO(R) obtained from simulation is slightly overestimated compared to
Exp2000, but comparable to Exp1986. The same is observed
for the AMOEBA model.59 The positions of the first peak for

FIG. 11. Liquid phase oxygen-oxygen radial distribution functions at various thermodynamic states for the water model COS/G2 !dashed line" along with the
curves derived from experimental data obtained in 2000 !Ref. 116" !Exp2000: solid line". !a" T!268 K, P!270 atm; !b" T!268 K, P!2100 atm; !c" T
!268 K, P!4000 atm, !d" T!423 K, P!100 atm; !e" T!423 K, P!1900 atm; !f" T!673 K, P!500 atm; !g" T!673 K, P!800 atm; !h" T!673 K,
P!1300 atm; !i" T!673 K, P!3400 atm.
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FIG. 12. Liquid phase oxygen-hydrogen radial distribution functions at various thermodynamic states for the water model COS/G2 !dashed line" along with
the curves derived from experimental data obtained in 2000 !Ref. 116" !Exp2000: solid line". For further explanation see caption of Fig. 11.

the COS/G2 and COS/G3 models are 0.276 nm and 0.280
nm, lying between those of Exp1986 and Exp2000. The coordination number can be determined from the RDF by integrating g OO(R) over the first peak. Using the location of the
first minimum on the experimental curve !0.336 nm"116 as
the upper limit of integration, we obtained a coordination
number of 4.6, 4.6, 4.6, 4.5, and 4.5 for the COS/B2,
COS/G2, COS/G3 models, Exp1986 and Exp2000, respectively. This shows that a water molecule is not strictly tetrahedrally coordinated. The COS/G2 model shows more structure in the second hydration shell than the COS/B2 model,
while the COS/G3 model shows similar structure as the
COS/B2 model. The first trough for the COS/G3 model is
not deep enough and all the features are shifted out slightly
too far. The simulated g OH(R) and g HH(R) agree with the
experimental data.
C. Liquid water at nonambient temperatures
and pressures

Densities as a function of temperature at 1 atm are compared with experimental data !taken from Ref. 119" in Fig. 8.
As is well known, below a temperature of 4 °C, the density
of cold water changes with temperature in a manner opposite
to that of almost all other substances: with increasing temperature the tetrahedral structure breaks down and the density increases, leading to a maximum at about 4 °C. In our

previous study,25 the COS/B2 model did not show a density
maximum above 200 K. The COS/G3 model shows similar
behavior, which may be related to the fact that the O-O RDF
for this model does not show a pronounced second peak.16
The COS/G2 model, however, has a maximal density around
260 K. Generally, the densities of the models decrease too
fast with increasing temperature compared to the experimental curve, which is also observed for other polarizable water
models.
The potential energy U pot as a function of temperature at
1 atm is shown in Fig. 9. Experimental data are derived from
Ref. 120 with proper quantum corrections applied as done in
Ref. 121. The computed potential energies vary linearly with
temperature over a range of 150 K, which is consistent with
the experimental data. For the polarizable models the potential energy increases too steeply with increasing temperature.
This is reflected in the constant-pressure heat capacity C p
being too large.
We also calculated the self-diffusion constant as a function of temperature at 1 atm !Fig. 10". The two models
(COS/G2 and COS/G3) show very similar curves and for
clarity only that of the COS/G2 model is shown in Fig. 10.
The polarizable water models reproduce better the experimental data.122,123 A fit of the model results was made using
the analytical function D!D 0 T 1/2# (T/T s )"1 $ & , which has
been empirically shown to reproduce the isobaric tempera-
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FIG. 13. Liquid phase hydrogen-hydrogen radial distribution functions at various thermodynamic states for the water model COS/G2 !dashed line" along with
the curves derived from experimental data obtained in 2000 !Ref. 116" !Exp2000: solid line". For further explanation see caption of Fig. 11.

ture dependence of transport properties of liquid water.124,125
The parameters from the fit for the COS/G2 model are D 0
!0.78%10"9 m2 s"1 K"1/2, T s !218.9 K, and &!1.59,
comparable to the experimental ones D 0 !0.87
%10"9 m2 s"1 K"1/2, T s !220 K, and &!1.81.
Atom-atom RDFs at several other thermodynamic conditions were computed for the COS/G2 and COS/G3 models
and compared with the experimental data determined in
2000.116 !For clarity, only those of the COS/G2 model are
shown in Figs. 11–13". In general, the models agree well
with experiment. Experimental evidence shows that the
height of the first peak of g OH(R) decreases and its position
shifts towards larger distances with increasing temperature
and decreasing density.116,118 This indicates a decrease of the
number of hydrogen bonds and the model correctly captures
this feature.

"47.34 kJ mol"1 at 0 K.127 The oxygen-oxygen, oxygenhydrogen, and hydrogen-hydrogen RDFs calculated from the
final 100 ps of simulation are shown in Fig. 14 together with
curves derived from experiments by Soper at 220 K.116 RDFs
calculated over different simulation periods show little
changes !data not shown", which indicates a stable ice structure. Not unexpectedly, the RDFs derived from experiments
at 220 K show less structure than those calculated from
simulations at 100 K. However, both curves show the same
features.

TABLE V. Properties of the COS/G2 and COS/G3 models in the solid state
!ice Ih": density ,, lattice energy U, average molecular dipole moment ',
and average induced dipole moment ' ind . The experimental density , was
determined at a temperature of 100 K !Ref. 126" and the lattice energy of ice
Ih was determined at 0 K !Ref. 127".

D. Ice

Molecular dynamics simulations of ice Ih form, the most
common phase of ice, were performed at 100 K and 1 atm.
The results are listed in Table V. The densities for ice at 100
K are 958.0 and 950.0 kg m"3, slightly larger than the experimental density of ice Ih at 100 K.126 The lattice energy of
the ice Ih form is computed as the energy required to infinitely separate the water molecules from the minimized ice
geometry and is compared to the experimental value of

Models
COS/G2
COS/G3
Expt.
Ab initio

,
!kg m"3"

'
!D"

' ind
!D"

U
!kJ mol"1"

958.0
950.0
931.0a

2.81
2.78
2.6,b 3.09c
2.76,e 2.3–3.1f

0.97
0.94

"49.05
"48.52
"47.34d

a

d

b

c

Reference 126.
Reference 91.
c
Reference 103.

Reference 127.
Reference 137.
f
Reference 107.
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FIG. 14. Solid phase radial distribution functions for ice at 100 K for
oxygen-oxygen !a", oxygen-hydrogen
!b", hydrogen-hydrogen !c" atoms for
the COS/G2 model calculated from
the final 100 ps of simulation !dashed
line" along with the curves derived
from experimental data obtained at
220 K in 2000 !Ref. 116" !Exp2000:
solid line".

IV. CONCLUSION
25

35

As pointed out before, the COS type of model circumvents the complex evaluation of dipole-dipole interactions and forces, and does not introduce any new type of
interaction functions into the commonly used !bio"molecular
force fields, since all the electrostatic interactions are point
charge interactions. Thus a COS-type polarization model can
very straightforwardly be combined with grid-based methods
for evaluating the long-range electrostatic interactions and it
is compatible with current biomolecular force fields.
In this paper, based on our previous work,25 two new
polarizable water models with a geometry of the SPC or TIP
models were developed and validated through a series of MD
simulations of water clusters, liquid water, and ice under
various thermodynamic conditions. The main features of
these two models include !1" one additional virtual atom site
that was added to reproduce not only the gas phase dipole
but also approximately the quadrupole moments of a water
molecule, !2" no special damping factor parameters are
needed to avoid short range overpolarization, and !3" the
parameters of the models were fitted to reproduce the properties of liquid water at ambient conditions. The majority of
the many-body effects is adequately accounted for by classical polarization in the two models. Compared to the previous
COS/B2 model, both the COS/G2 and COS/G3 models improved the optimal dimer structure. We found that both the
quadrupole moment and the out-of-plane polarizability play
a crucial role in reproducing the gas phase properties. In the
liquid phase at room temperature and pressure, the COS/G2
and COS/G3 models have a static dielectric permittivity of
about 88 with an average dipole of 2.59 D and 2.57 D, respectively, which is a sizable improvement over the COS/B2
model.25
It has been argued that the inclusion of polarizability
!together with flexibility and quantum effects" does not lead

to a better reproduction of the thermodynamic properties of
liquid water at a wide range of the thermodynamic state
points.75 However, many-body effects in water strongly depend on the molecular environment as shown in the calculations of water clusters !see Tables II and III". The polarization energy strongly varies with the cluster size. The average
molecular dipole moment increases from the dimer to the
large clusters, and the average molecular dipole moment of
liquid water lies between those of various clusters. These
features can only be captured by models that explicitly take
into account polarization effects.
In the present work, only the linear approximation of the
true polarization response to the electric field has been
included.24 It has been shown that in water, nonlinear polarization effects begin to become significant at a field strength
of 2–3 V/Å,128 –130 which is comparable to the mean field
strength in an aqueous solution.45,108 Preliminary results
from introducing high-order polarization effects into the
COS/B2 model show some improvement in the properties of
the liquid water.131 On the other hand, introducing hyperpolarizability may complicate the model. Most water models
have only a single repulsion-dispersion site !oxygen atom".
Recent studies18,59 show that the introduction of van der
Waals interaction at the hydrogen atoms does improve the
model properties. For simplicity, only one repulsiondispersion center was considered in the present work.
In conclusion, we believe that both models will serve as
reliable, simple, classical, rigid, polarizable water models in
studying organic and !bio"molecular systems. Future work
will include extending the models to ions, organic molecules,
and nonpolar solvents and the use of the polarizable models
to study ionic solutions, nonpolar solutes in polar solvents,
polar solutes in nonpolar but polarizable solvents, and
hydrogen-bonded liquids.
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