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Resumo
O Instituto Nacional de Padrões e Tecnologia dos Estados Unidos (National Institute
of Standards and Technology - NIST) define elasticidade, pool de recursos e amplo acesso à
rede como as principais características da computação em nuvem, a qual fornece serviços
altamente disponíveis, confiáveis e elásticos aos clientes da nuvem. A natureza elástica dos
recursos da nuvem, juntamente com o modelo de precificação permitem que os clientes na
nuvem paguem apenas pelos recursos que realmente usem. Todavia, embora a elasticidade
da nuvem e seu modelo de precificação sejam benéficos em termos de custo, a obrigação
de manter qualidade de serviço com os usuários finais exige que os clientes da nuvem
busquem soluções de elasticidade automática para equilibrar o compromisso entre o custo
e o desempenho, provisionando automaticamente recursos para os serviços em nuvem.
Esta tese propõe uma solução de elasticidade automática que supera as deficiências das
soluções baseadas em regras com limites fixos. O sistema de elasticidade automática
proposto consiste em uma abordagem híbrida, composta de um conjunto de previsões
auto-adaptável e um componente reativo baseado em limites dinâmicos. O conjunto de
previsões corrige a primeira falha (ou seja, a natureza reativa) das soluções baseados em
regras, prevendo a carga de trabalho futura próxima do serviço em nuvem. Além disso, o
componente reativo, baseado em limites dinâmicos, diminui a dificuldade de configuração
da solução de elasticidade automática. Os resultados da avaliação mostram que a solução
proposta reduz tempo de resposta médio em até 70% em comparação com o sistema de
elasticidade automática da Amazon, além de reduzir o custo total em torno de 25%.
Palavras-chave: Elasticidade Automática; Provisionamento de Recursos na Nuvem; Pre-
visão; Computação em Nuvem; Nuvem Pública
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Abstract
The National Institute of Standards and Technology - NIST - defines elasticity, re-
source pooling and broad network access as the main characteristics of cloud computing,
which provides highly available, reliable and resilient services to cloud customers. The
elastic nature of cloud resources and the pricing model allow customers in the cloud
to pay only for the resources that they use. Although the elasticity of the cloud and
its pricing model are beneficial in terms of cost, the obligation to maintain quality of
service with end-users requires that cloud customers look for auto-scaling solutions to
balance the trade-off between cost and performance, automatically provisioning resources
for cloud services. This thesis proposes an automatic elasticity solution that overcomes
the shortcomings of rule-based solutions with fixed limits. The proposed automatic elas-
ticity system consists of a hybrid approach, composed of a set of self-adaptive predictions
and a reactive component based on dynamic limits. The forecast set corrects the first
flaw (i.e. the reactive nature) of rule-based solutions, predicting the future workload near
the cloud service. Besides, the reactive component, based on dynamic limits, reduces the
difficulty of configuring the automatic elastic solution. The evaluation results show that
the proposed solution reduces average response time by up to 70% compared to Amazon’s
auto-scaling system, in addition to reducing the total cost by around 25%.
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A computação está sendo transformada em um modelo que consiste em serviços que
são comercializados e entregues de maneira semelhante aos serviços públicos tradicionais,
tais como água, eletricidade, gás e telefonia [1]. Nesse modelo, os usuários acessam os
serviços com base em seus requisitos, sem levar em conta a localização onde os serviços
são hospedados ou como são entregues. Assim, dentre paradigmas de computação que
seguem o modelo distribuído, o mais recente é a computação em nuvem, na qual empresas
e usuários podem acessar aplicativos de qualquer lugar do mundo sob demanda [1].
Considerando os avanços tecnológicos, a computação em nuvem se tornou uma rea-
lidade plenamente acessível às organizações, sendo mundialmente adotada por empresas
e órgãos de governo, sendo por isso recomendada a adoção de sistemas de computação
em nuvem pelo governo brasileiro, em vez de soluções de infraestrutura de TI individuais
para cada órgão [2]. Dentre os benefícios da adoção deste modelo pelos órgão de governo,
destacam-se: redução de custos, redução da ociosidade dos recursos, ambientes compu-
tacionais atualizados rapidamente, agilidade na implantação de novos serviços, foco nas
atividades fim do negócio, uso mais inteligente da equipe de TI e elasticidade [2]. A
elasticidade é o grau que um sistema é capaz de provisionar e desprovisionar recursos
rapidamente e dinamicamente [3].
Diante do exposto, a computação em nuvem é um modelo de Tecnologia da Informação
(TI) que permite um acesso fácil por meio de redes a recursos mutualizados e configuráveis,
que podem ser rapidamente ativados e desativados. A computação em nuvem tornou-se
uma tecnologia de ponta que oferece a mutualização de infraestruturas de TI como serviços
em vários modelos, como Software, Plataforma, e Infraestrutura como serviço. Empresas
como Amazon [4], Microsoft [5], IBM [6] e Google [7], para citar apenas algumas, oferecem
esses serviços, que dependem de modelos de negócios de virtualização e de pagamento
conforme o uso [8].
Dessa forma, a computação em nuvem busca a redução dos custos computacionais, o
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aumento da confiabilidade, a flexibilidade e o provisionamento dos recursos e dos serviços
sob demanda, na qual recursos e serviços estejam disponíveis de acordo com as necessida-
des de seus usuários, de forma transparente e dinâmica. Assim, na computação em nuvem
o processamento, a manipulação de dados e o armazenamento são vistos como serviços
[9].
Os recursos disponíveis nos ambientes de computação em nuvem parecem ilimitados
para o usuário e podem ser adquiridos a qualquer momento, e em qualquer quantidade.
A elasticidade automática é um requisito essencial das plataformas de nuvem atuais, e é
alcançada usando técnicas de elasticidade automática. Para aproveitar isso, as empresas
estão cada vez mais usando o ambiente de computação em nuvem para hospedar seus
serviços [10].
Já há algum tempo, mais e mais empresas estão adotando o modelo de implantação
de infraestrutura como serviço como sua principal forma de provisionar a capacidade de
computação. A infraestrutura como serviço pode ser baseado em um modelo de implan-
tação privado, em que o paradigma da nuvem é usado para reduzir os custos de execução
da infraestrutura de TI, explorando a economia de escala na infraestrutura interna, ou
com base em um modelo de implantação público, em que a capacidade é adquirida sob
demanda de provedores externos, que normalmente cobram o uso de sua infraestrutura
seguindo um modelo de tarifação pay-per-use [11].
Neste modelo de implantação de infraestrutura como serviço de modo público, a elas-
ticidade é uma das principais vantagens oferecidas pelos provedores de nuvem aos seus
clientes. Uma estratégia ideal para executar serviços com demandas variadas no tempo
sobre os recursos na nuvem seria aquela na qual se poderia alocar, a qualquer momento,
exatamente a capacidade necessária para manter os serviços em execução com o desempe-
nho necessário. Essa abordagem ajustaria automaticamente a capacidade provisionada,
alocando mais recursos quando a demanda aumentar e liberando recursos assim que eles
não forem mais necessários. No entanto, a alocação eficiente de recursos é uma tarefa, ge-
ralmente, executada por uma solução de elasticidade automática [11]. Diante do exposto,
este trabalho propõe um mecanismo de elasticidade automática para nuvens públicas que
hospedam aplicações que devem lidar com alterações na intensidade da carga de traba-
lho dinamicamente. Para isso, este trabalho utiliza uma abordagem experimental para
verificar a viabilidade do mecanismo de elasticidade automática, sendo esse experimento
realizado por meio do Wikibench [12], um benchmark que reproduz solicitações reais dos
rastreamentos da Wikipedia.
2
1.1 Motivação da Pesquisa
O Tribunal de Contas da União (TCU) é o órgão de controle externo do governo
federal e auxilia o Congresso Nacional na missão de acompanhar a execução orçamentária
e financeira da Administração Pública Federal. Uma das metas do TCU é ser referência na
promoção de uma Administração Pública efetiva, ética, ágil e responsável. Para alcançar
esta meta, o Tribunal promove regularmente ações para disseminar boas práticas por
meio de treinamentos, cooperações nacionais e internacionais, as quais têm aumentando
a demanda por recursos de TI do TCU. Para atender essa demanda de forma ágil, o TCU
firmou um contrato administrativo com a empresa Primesys [13] para uso de serviços de
computação em nuvem.
Nesse contrato, a Primesys funciona como uma intermediária entre TCU e os prove-
dores de serviços em nuvem, papel conhecido na literatura como broker [14]. Uma das
tarefas da Primesys nesse contrato é apoiar a equipe do TCU em decidir a quantidade
ideal de recursos no ambiente de computação em nuvem. No entanto, como a taxa de
solicitações às aplicações de uma organização pode variar com o tempo, geralmente, é
difícil determinar a quantidade certa de recursos em nuvem [15]. Assim, uma opção seria
observar manualmente a carga de trabalho de uma aplicação, mas essa opção é entediante
e desperdiçadora de recursos, levando ao nascimento da elasticidade automática. Um
mecanismo de elasticidade automática remove ou adiciona automaticamente uma certa
quantidade de recursos com o objetivo de otimizar o desempenho e o custo da aplicação
[16].
As soluções de elasticidade automática são apresentadas para equilibrar automatica-
mente a relação custo/desempenho e evitar as condições de subprovisionamento e super-
provisionamento [17]. A condição de subprovisionamento é o resultado da saturação dos
recursos e pode causar violação de qualidade de serviço desejada. Em contrapartida, a
condição de superprovisionamento ocorre quando os recursos provisionados são desperdi-
çados, o que resulta em consumo excessivo de energia e alto custo operacional [18].
Nas primeiras tentativas da equipe do TCU em decidir a quantidade ideal de recur-
sos no ambiente de computação em nuvem, a Primesys utilizou a solução de elasticidade
automática da AWS, a qual é baseada em regras com limites para ações de elasticidade,
as quais são normalmente baseadas na utilização de recursos em execução no provedor,
como "Adicione algumas instâncias quando a média de utilização de CPU estiver acima
de 70%". Embora essa solução de elasticidade automática seja fácil de usar e entender,
nem sempre é fácil para os usuários dessa solução selecionar os limites para ações de elas-
ticidade “adequados”, especialmente quando as aplicações que irão ser executadas ou em
execução são complexas ou há pouco conhecimento do corpo técnico do cliente da nuvem.
Em outras palavras, esses mecanismos baseados exclusivamente em regras de limites fi-
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xos podem não resolver a tarefa de provisionamento de recursos para a aplicação, pois
dependendo do modo como forem configurados os limites, podem nunca ocorrer ações
de elasticidade ou ainda levar o sistema a uma condição de subprovisionamento ou su-
perprovisionamento [17]. Além disso, essa solução de elasticidade automática negligencia
o tempo de inicialização de uma máquina virtual, dado que uma ação de elasticidade é
tomada com base exclusivamente no valor mais recente da demanda [19].
Por conta desse cenário, este trabalho se concentra em diminuir a complexidade de
configuração da solução de elasticidade automática a ser usada no TCU, usando um
mecanismo para propor os valores limites para ações de elasticidade da aplicação. Além
disso, este trabalho trata de acrescentar a essa solução de elasticidade automática uma
estratégia de antecipação à variação na demanda, predizendo a demanda futura com base
em dados históricos.
1.2 Objetivos
O objetivo geral deste trabalho é propor uma solução de elasticidade automática em
ambiente de nuvem pública, que possa ser implementada no Tribunal de Contas da União
(ou em outros órgãos de governo similares), com a função atender a demandas variáveis
dos usuários, utilizando uma abordagem para prever a variação na demanda, e que, ao
mesmo tempo, essa solução abstraia a complexidade da tarefa de definir os limites de
elasticidade.
Para cumprir o objetivo principal, este trabalho tem os seguintes objetivos específicos:
• Propor uma solução de elasticidade automática em nuvem que permita um uso
massivo de computação em nuvem, garanta um consumo adequado (sem provisio-
namento exagerado ou insuficiente) de recursos e que seja independente de aplicação;
• Propor um mecanismo que reduza a complexidade de configuração da solução de
elasticidade automática ao sugerir os valores limites para ações de elasticidade;
• Propor uma abordagem de antecipação da demanda na nuvem com base em dados
históricos da aplicação;
1.3 Contribuição Esperada
A contribuição esperada com este trabalho é a proposição de uma solução de elasti-
cidade automática híbrida (baseada em valores de demanda recentes e valores preditos)
que seja independente de aplicação, e que seja também configurada de forma dinâmica e
automática.
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Essa solução proporá os limites para tomada de decisão sobre ações de elasticidade de
maneira dinâmica, abstraindo a complexidade de configuração da solução pela equipe do
TCU. Quanto às tarefas de previsão, os modelos para previsão deverão ser criados durante
a execução das tarefas da aplicação (on-line), reduzindo assim o tempo de aprendizado da
solução, quando comparado com as soluções que treinam os modelos com dados de exe-
cuções anteriores da aplicação. Dessa forma, para esta solução funcionar adequadamente,
só será preciso monitorar a utilização de recursos de infraestrutura das máquinas virtuais
nas quais os serviços são executados, sem nenhuma consideração adicional ou restritiva.
1.4 Estrutura do Trabalho
Este trabalho contém, além deste capítulo introdutório, outros cinco capítulos. No
Capítulo 2 serão apresentadas a computação em nuvem, suas características e o seu modo
de funcionamento. Além disso, serão apresentadas as características da elasticidade au-
tomática e o modelo de computação autônoma utilizado, assim como as técnicas usadas
neste trabalho. Em seguida, no Capítulo 3 serão apresentadas as formas de abordar a
elasticidade automática em ambientes de nuvem. Além disso, serão apresentados os prin-
cipais trabalhos relacionados ao tema. No Capítulo 4 será descrita a solução híbrida de
elasticidade automática proposta neste trabalho. O Capítulo 5 apresenta os experimen-
tos realizados nesta dissertação com a solução de elasticidade proposta. Para finalizar,





Este capítulo apresenta uma revisão dos principais tópicos sobre a área de Computação
em Nuvem, estando estruturado da seguinte forma: a Seção 2.1 apresenta o conceito, as
características e os principais tipos e modelos de serviço em nuvem; a Seção 2.2 apresenta
as principais definições de elasticidade em ambiente de nuvem, assim como os métodos e os
modelos de elasticidade existentes na literatura; na Seção 2.3 é apresentado o Modelo de
Computação Autônoma seguido neste trabalho; Por fim, na Seção 2.4 são apresentadas as
técnicas de elasticidade, com destaque para as técnicas em previsões de séries temporais.
2.1 Computação em Nuvem
Computação em nuvem é um paradigma de computação que mudou a forma como
os serviços de informação podem ser provisionados. As nuvens representam um passo
na evolução da cadeia de desenvolvimento de tecnologias de computação e comunica-
ção, introduzindo tipos de serviços e uma camada de abstração para a virtualização e a
mobilidade dos serviços gerais [20].
A computação em nuvem surgiu como uma tendência para a provisão de recursos e
de serviços de forma rápida, barata, escalável e flexível [21]. Assim, diversos tipos de
recursos podem ser disponibilizados como serviços, tais como memória, capacidade de
processamento, armazenamento, entre outros. Todavia, não há uma única definição de
computação em nuvem na literatura. Algumas definições relevantes são apresentadas a
seguir:
• Armbrust et al. [22] definem nuvem computacional como "a união de aplicações
oferecidas como serviço pela Internet, com o hardware e o software localizados em
datacenters de onde o serviço é provido";
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• De acordo com Forster et al. [21], computação em nuvem é "um paradigma com-
putacional altamente distribuído, direcionado por uma economia de escala, na qual
poder computacional, armazenamento, serviços e plataformas abstratas, virtuali-
zadas, gerenciadas e dinamicamente escaláveis são oferecidos sob demanda para
usuários externos por meio da Internet";
• Buyya et al. [1] definem computação em nuvem como "um tipo de sistema paralelo e
distribuído, que consiste em uma coleção de computadores virtuais interconectados
que são provisionados dinamicamente, e apresentados como um ou mais recursos
computacionais unificados, baseados em acordos de nível de serviço estabelecidos
entre o provedor de recursos e o consumidor".
A primeira definição é bastante abrangente e, infelizmente, deixa margem para que
haja confusão com outros paradigmas de computação distribuída. É possível, por exem-
plo, confundir com a definição de uma grade computacional [23]. A segunda definição
já apresenta um elemento importante para a definição mais completa de nuvem, que é a
expressão "oferecido sob demanda". Isto significa que na computação em nuvem o usuário
terá tanto recurso quanto demandado, diferentemente de como ocorre nos outros paradig-
mas de computação distribuída, e isso é uma diferença fundamental. A terceira definição
fala sobre os acordos de nível de serviço, que são contratos negociados entre o consumidor
e o provedor, e que definem quais indicadores irão medir a qualidade do serviço oferecido
na nuvem. Assim, a violação deste acordo pode levar ao pagamento de multas por parte
de quem ocasionou a violação [1].
Além das definições para computação em nuvem apresentadas, existe a definição apre-
sentada por Mell e Grance [24] que é a mais difundida. Nessa definição a nuvem é apresen-
tada como um modelo para habilitar acesso onipresente, conveniente e sob demanda à rede
para recursos compartilhados (por exemplo rede, servidores, armazenamento, aplicativos
e serviços), que podem ser rapidamente provisionados e liberados com esforço mínimo de
gerenciamento ou interação com o provedor de serviços.
Assim, a computação em nuvem possui diversas características que a difere dos outros
sistemas distribuídos existentes. As principais características são apresentadas a seguir
[23]:
• Self-service: na computação em nuvem, os serviços, tais como armazenamento e
processamento, são contratados pelo usuário diretamente, sem a participação de al-
gum administrador dos provedores de nuvem, e de forma que atenda às necessidades
do usuário [24];
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• Amplo Acesso: a ideia é que os recursos estejam disponíveis na Internet e possam
ser acessados a partir de dispositivos heterogêneos, desde que estes possuam acesso
à rede mundial de computadores;
• Agrupamento de Recursos: os recursos de um determinado provedor são organizados
em um pool de recursos físicos e virtuais, de forma a facilitar o acesso de vários
usuários e os ajustes de demanda;
• Elasticidade: caso seja necessário aumentar a utilização de determinado recurso,
este aumento deve ocorrer de forma fácil ou até mesmo de forma automática;
• Serviços Mensuráveis: a utilização dos recursos deve ser monitorada a todo mo-
mento, de forma a garantir que seja cumprido o contrato de qualidade de serviço
realizado entre o provedor de serviço e o usuário.
Dessa forma, as características de computação em nuvem podem ser ofertadas por
diferentes modelos de serviços e tipos de nuvens que serão apresentados na Seção 2.1.1.
2.1.1 Modelos de Serviço e Tipos de Nuvens
Os modelos dos serviços livram o consumidor de gerenciar ou controlar a infraestrutura
de nuvem do provedor. Os serviços oferecidos no paradigma de computação em nuvem po-
dem ser divididos em categorias. Apesar de ser possível encontrar na literatura propostas
com mais de três classes [25], o mais comum é dividir os serviços nas classes Infraestrutura
como um Serviço, Plataforma como um Serviço e Software como um Serviço, as quais são
descritas a seguir [24]:
• Infraestrutura como um Serviço (Infrastructure-as-a-Service - IaaS): os serviços que
são oferecidos se caracterizam por serem de infraestrutura, podendo ser desde capaci-
dade de processamento, de armazenamento ou até de máquinas virtuais completas.
Um provedor que se destaca neste modelo de serviço é a Amazon, com o Elastic
Compute Cloud (EC2) [26], e com o Simple Storage Service (S3) [27];
• Plataforma como um Serviço (Platform-as-a-Service - PaaS): o que caracteriza este
modelo de serviço é a disponibilização de um ambiente no qual o usuário possa
programar, testar e executar aplicações. O Google App Engine [28] é um exemplo
desta categoria, pois é um ambiente no qual aplicações podem ser desenvolvidas sem
terem nenhum tipo de programa instalado na sua máquina, tudo é feito por meio
da Internet;
• Software como um Serviço (Software-as-a-Service - SaaS ): são as aplicações dispo-
nibilizadas pelos provedores como serviços aos usuários comuns, de forma gratuita
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ou cobrando pela sua utilização. Um exemplo é o Google Docs [29], no qual são
disponibilizados editores de textos, editores de planilhas, e ferramentes para a cria-
ção de apresentações. Os usuários podem acessar estes serviços a partir de qualquer
lugar, sem a limitação de ter o software instalado na sua máquina.
Além disso, as nuvens podem ser divididas em quatro tipos diferentes de implantação,
que são nuvens públicas, privadas, comunitárias e híbridas, as quais são descritas a seguir
[24]:
• Nuvem Pública: este tipo de nuvem é aquele mantido por um fornecedor, geral-
mente, uma grande companhia, para um usuário comum ou uma empresa. É a
nuvem no sentido tradicional do senso comum, na qual os recursos são provisiona-
dos dinamicamente e através da Internet [25];
• Nuvem Privada: é a nuvem que está dentro de um contexto empresarial e não está
acessível a todas as pessoas, sendo restrita apenas aos funcionários e aos parceiros
da empresa. Pelo fato de não estar disponível na Internet, apresenta vantagens em
termos de segurança e largura de banda da rede;
• Nuvem Comunitária: infraestrutura que é compartilhada por organizações que man-
tém algum tipo de interesse em comum (jurisdição, segurança, economia), e pode
ser administrada, gerenciada e operada por uma ou mais destas organizações;
• Nuvem Híbrida: ambiente no qual ambos os tipos de nuvens anteriormente descritos
podem ser utilizados em conjunto. É interessante para alguns modelos de negócios,
pois arquivos sigilosos ou sistemas que manipulam dados sigilosos podem ser man-
tidos em uma nuvem privada, enquanto que os outros dados e sistemas podem ficar
na nuvem pública, por exemplo.
Neste trabalho, o foco está na perspectiva do cliente IaaS em um provedor de nuvem
pública. Um cenário típico pode ser uma organização que deseja hospedar uma aplicação
e, para esse fim, arrende recursos de um provedor de IaaS público, como o Amazon EC2.
Assim sendo, para alinhar a terminologia a ser usada neste trabalho, a partir de agora,
os seguintes termos serão usados:
• Provedor: refere-se principalmente ao provedor de IaaS, que oferece recursos prati-
camente ilimitados na forma de máquinas virtuais;
• Cliente: refere-se ao cliente do serviço IaaS, que o utiliza para hospedar a aplicação.
Em outras palavras, é o proprietário da aplicação;
• Usuário: refere-se ao usuário final que acessa a aplicação e gera a carga de trabalho
ou a demanda que impulsiona o comportamento dessa aplicação.
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2.2 Elasticidade em Nuvem Computacional
A elasticidade é um ponto chave para adicionar QoS aos serviços em nuvem. A elasti-
cidade permite que os provedores adicionem ou removam recursos, sem interrupção e, em
tempo de execução, para lidar com a variação de carga [30]. Como a elasticidade não pos-
sui uma definição única, algumas definições apresentadas para elasticidade na literatura
serão apresentadas na Seção 2.2.1.
2.2.1 Definições de Elasticidade
A elasticidade da computação em nuvem foi definida em alguns trabalhos na lite-
ratura. Segundo Mell e Grance [31], elasticidade é permitir que os recursos em nuvem
sejam adquiridos rapidamente, em alguns casos, até automaticamente, para atender aos
aumentos e diminuições das cargas de trabalho. Para usuários da nuvem, os recursos dis-
poníveis parecem ilimitados e podem ser adquiridos em qualquer quantidade e a qualquer
momento.
Além de Mell e Grance [31], Herbst et al. [3] apresentaram a seguinte definição para
elasticidade: “Elasticidade é o grau em que um sistema é capaz de se adaptar às mudanças
na carga de trabalho, provisionando e desprovisionando recursos de maneira autônoma,
de modo que, a cada momento, os recursos disponíveis correspondam à demanda atual
o mais rápido possível”. As definições de elasticidade de Mell e Grance [31] e Herbst et
al. [3] destacam a rapidez e adequação à demanda como aspectos relevantes. Outras
definições de elasticidade são apresentadas a seguir:
• Li et al. [32]: a rapidez com que um sistema pode se adaptar às alterações na carga
de trabalho que podem ocorrer em um curto período de tempo;
• Perez-Sorrosal et al. [33]: capacidade, em tempo de execução, para adicionar e
remover recursos sem interrupção do serviço para lidar com a variação da carga de
trabalho;
• Pandey et al. [34]: capacidade de um sistema para expandir e retrair sem problemas;
• Espadas et al. [35]: capacidade de criar um número variável de instâncias de má-
quinas virtuais, dependendo das demandas da aplicação;
• Cooper et al. [36]: o sistema pode adicionar ou remover mais capacidade a um
sistema em execução implementando novas instâncias de cada componente e trans-
ferindo a carga para eles.
As definições de Li et al. [32] e Perez-Sorrosal et al. [33] destacam a importância
do tempo como um aspecto central da elasticidade, enquanto a ausência de interrupção
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durante a ação de elasticidade é destacada em Perez-Sorrosal et al. [33] e Pandey et
al. [34]. As definições para elasticidade de Espadas et al. [35] e Cooper et al. [36] são
específicas para ambientes de nuvem IaaS, assim como este trabalho.
Praticamente todas as definições apresentadas destacam a importância da elasticidade
para adequar o ambiente em nuvem as demandas da aplicação em execução. Logo, o
gerenciamento de ambientes em nuvem envolve a construção de estratégias para torná-lo
elástico para garantir a QoS, e usar os recursos com eficiência.
Diferentes soluções implementam elasticidade, adicionando ou removendo recursos de
acordo com políticas baseadas em carga de trabalho, por exemplo, quando o uso da CPU
é maior do que um valor definido ou quando a QoS não é atendida. Na Seção 2.2.2
serão apresentados os métodos ou as ações de elasticidade utilizados para implementar
a elasticidade em ambiente de nuvem, e será indicado também como esses métodos ou
ações estão sendo tratados neste trabalho.
2.2.2 Métodos
Os métodos ou as ações de elasticidade comumente usadas na literatura são [37]:
• Elasticidade Vertical: é implementada com a elasticidade da nuvem em variar de nós
pequenos até nós mais poderosos, equipados com melhores processador, memória ou
armazenamento. Neste método os nós que compõem o cluster podem variar quanto
ao tipo (Figura 2.1);
• Elasticidade Horizontal: permite adicionar mais instâncias de máquina ou nós de
processamento do mesmo tipo, com base na cota acordada no contrato de nível
de serviço. Obviamente, esta técnica foca no uso de clusters homogêneos com nós
idênticos (Figura 2.1);
• Elasticidade Híbrida: permite escalonar ou reduzir o tipo de instância e ajustar a
quantidade da instância por recursos de aumento ou redução ao mesmo tempo. O
método híbrido é mais atraente com o uso de clusters heterogêneos.
Usando o método de elasticidade vertical, o sistema é expandido ou reduzido, aumen-
tando ou diminuindo a capacidade da máquina virtual, como por exemplo alterando a
quantidade de CPU ou de memória em uma única máquina virtual do sistema.
Usando o método de elasticidade horizontal, o sistema é expandido ou reduzido ao
serem adicionadas ou removidas máquinas virtuais. Um serviço em nuvem em larga
escala, geralmente, usa várias VMs executando aplicações e um balanceador de carga
para distribuir as solicitações entre as máquinas virtuais. Esse tipo de sistema é capaz de
ser elástico adicionando ou removendo máquinas virtuais sem parar o sistema [38].
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Figura 2.1: Elasticidade Vertical x Elasticidade Horizontal.
As elasticidades horizontal e vertical puras possuem melhores custos-benefício que o
método híbrido [37]. Enquanto a elasticidade vertical possui maior desempenho no uso de
clusters menores (poucos nós de instâncias de máquina muito poderosas), a elasticidade
horizontal deve ser usada praticamente quando a frequência de elasticidade é alta, em
razão da menor sobrecarga de reconfiguração [37].
A velocidade de elasticidade desempenha um papel vital na minimização das lacunas
de super ou subprovisionamento. A elasticidade horizontal é mais rápida que as demais
- além de ser mais robusta quanto a recuperação de falhas [39] e, em teoria, não causará
nenhuma interrupção nos serviços do cliente. Esse é o principal motivo pelo qual a
elasticidade horizontal é mais frequentemente praticada pelos provedores de nuvem do
que os demais métodos de elasticidade [39].
Diante do exposto, e partindo-se da premissa de que o serviço em execução na nuvem
não pode sofrer interrupção, este trabalho trata somente de elasticidade horizontal.
Na Seção 2.2.3 serão apresentados os modelos de elasticidade utilizados para imple-
mentar a elasticidade em ambiente de nuvem, e também será indicado como os modelos
de elasticidade estão sendo tratados neste trabalho.
2.2.3 Modelos
Os modelos de elasticidade estão atrelados ao conceito de planejamento de capacidade,
que é o processo de determinar e atender às demandas futuras dos recursos, produtos e
serviços de TI de uma organização na nuvem. Nesse contexto, a capacidade representa a
quantidade máxima de carga de trabalho que um recurso na nuvem é capaz de atender
em um determinado período de tempo. Uma discrepância entre a capacidade de aten-
dimento de um recurso na nuvem e sua demanda pode resultar em um sistema que se
torna ineficiente (excesso de provisionamento), ou incapaz de atender às necessidades do
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usuário (sub-provisionamento). Assim sendo, o planejamento da capacidade está focado
em minimizar essa discrepância para obter desempenho e eficiência previsíveis [40].
O planejamento da capacidade pode ser desafiador, pois requer a estimativa de flutu-
ações na carga de trabalho em execução. Existe uma necessidade constante de equilibrar
os requisitos de pico de uso, sem gastos excessivos desnecessários em infraestrutura. Um
exemplo é equipar a infraestrutura de TI na nuvem para acomodar cargas máximas de
uso, o que pode impor investimentos financeiros irracionais, conforme representado na
Figura 2.2.
Figura 2.2: Provisionamento para Picos de Carga, adaptado de [24].
Em outros casos, a moderação dos investimentos pode resultar em subprovisionamento
( veja a Figura 2.3) levando ao risco de perdas de transação e outras limitações de uso
devido a limites de uso reduzidos, conforme apresentado na Figura 2.4, com a queda de
demanda pelo não atendimento adequado em um tempo anterior [40].
Dentre as diferentes estratégias de planejamento de capacidade, há duas que orientam
os modelos de elasticidade em nuvem, as quais são [40]:
• Estratégia de Atraso: adicionando capacidade quando o recurso da nuvem atinge
sua capacidade total;
• Estratégia de Antecipação: adicionando capacidade a um recurso da nuvem em
antecipação à demanda.
A primeira estratégia é a base para os modelos reativos, enquanto a segunda é a
base para os modelos proativos ou preditivos. Nos modelos reativos, o sistema reage a
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Figura 2.3: Subprovisionamento de Recursos, adaptado de [24].
Figura 2.4: Redução na Demanda por Subprovisionamento de Recursos, adaptado de [24].
mudanças na carga de trabalho somente quando essas mudanças forem detectadas, usando
os últimos valores obtidos do conjunto de variáveis monitoradas. Contudo, assim, como
o provisionamento de recursos leva algum tempo, o efeito desejado pode chegar quando
for tarde demais [15].
Os modelos proativos antecipam demandas futuras usando técnicas de previsão de
carga de trabalho para determinar quando essas cargas futuras excederão a capacidade
atualmente provisionada, e acionando um algoritmo para alocar recursos adicionais antes
que essa capacidade seja excedida. Por outro lado, os modelos preditivos, geralmente,
baseiam sua decisão no histórico da carga de trabalho [30].
Contudo, é possível criar uma solução híbrida combinando abordagens reativas e pro-
ativas para lidar com a imprecisão da previsão, e também para evitar variações na capa-
cidade provisionada devido a oscilações na carga de trabalho. Este trabalho tratará de
uma abordagem híbrida com o intuito de aproveitar as vantagens dos modelos reativo e
14
proativo.
Para que a solução híbrida proposta neste trabalho consiga fazer uso de modelos
reativos e proativos de elasticidade de forma automática, esta solução segue um modelo
de computação autônoma desenvolvido pela IBM que será apresentado na Seção 2.3.
2.3 Modelo de Computação Autônoma
O modelo de computação autônoma desenvolvido pela IBM [6] engloba as fases de
Monitoramento (M), Análise (A), Planejamento (P) e Execução (E). Essas fases compar-
tilham uma base de conhecimento (Knowledge - K), a qual é fundamental para a tomada
de decisões no modelo conhecido como MAPE-K [41]. O modelo MAPE-K pode ser apli-
cado para implementar um sistema de aplicações em nuvem que conhece seu estado atual e
reage a mudanças no seu estado. Este modelo detalha diferentes componentes que permi-
tem que um gerente autônomo gerencie propriedades, como monitorar, analisar, planejar,
executar e conhecimento da aplicação [42].
Figura 2.5: O Loop de Controle MAPE-K.
O processo de elasticidade automática para aplicações em nuvem neste trabalho cor-
responde ao modelo MAPE-K, confome apresentado na Figura 2.5. Este modelo adapta
dinamicamente os recursos atribuídos as aplicações na nuvem, dependendo da carga de
trabalho de entrada [43]. O gerenciador autônomo interage com o elemento gerenciado
(por exemplo, recursos de aplicações na nuvem) por meio de duas interfaces que são os
sensores e os atuadores para supervisionar e agir no sistema, respectivamente. O modelo
MAPE-K consiste em quatro fases [44]:
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• Monitoramento (M): a fase de monitoramento envolve a captura de propriedades do
elemento gerenciado que podem ser componentes de software ou hardware usados
para executar o monitoramento. Eles são chamados de sensores. O componente do
monitor é responsável por coletar informações sobre as métricas de baixo nível (por
exemplo utilização da CPU, uso de memória e tráfego de rede etc.), e/ou métricas de
alto nível (por exemplo taxa de chegada de solicitação, tipo de solicitação, tamanho
de solicitações etc.) durante a fase de monitoramento. Esses diferentes conjuntos
de parâmetros de monitoramento são armazenados em uma base de conhecimento
para uso por outros componentes;
• Análise (A): a fase de análise é responsável pelo processamento das informações co-
letadas diretamente da fase de monitoramento. Durante a fase de análise, o sistema
determina se é necessário executar ações de elasticidade com base nas informações
monitoradas;
• Planejamento (P): a fase de planejamento é responsável pela estimativa do número
total de recursos a serem provisionados/desprovisionados na próxima ação de elas-
ticidade. Ele segue regras que podem ser tão simples quanto uma política de ação -
condição - evento, fácil de implementar e rápida de processar, ou assumem a forma
de funções utilitárias, que tentam otimizar uma determinada propriedade dos siste-
mas gerenciados;
• Execução (E): a fase de execução é responsável pela execução das ações decididas
na fase de planejamento. Ele pode ser implementado pelas APIs de automação (ou
seja, atuadores) disponíveis para o ambiente e pela configurabilidade do tempo de
execução do aplicativo em nuvem;
• Conhecimento (Knowledge - K): a base de conhecimento no modelo MAPE-K com-
partilha dados entre as fases MAPE reais.
Neste trabalho, aplica-se o modelo MAPE-K à adaptação autonômica de aplicações
em nuvem. Um exemplo concreto de gerenciamento automático de infraestrutura é o Auto
Scaling da Amazon [45], que gerencia quando e como os recursos de uma aplicação devem
ser aumentados ou diminuídos dinamicamente. A solução apresentada neste trabalho será
comparada com a proposta oferecida aos clientes do Auto Scaling da Amazon [45].
2.4 Técnicas de Elasticidade Automática
As técnicas de elasticidade automática de aplicações em nuvem costumam ser agrupa-
das de formas ligeiramente diferentes, dependendo do trabalho de revisão da literatura.
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Segundo Lorido-Botran et al. [15], a classificação das técnicas de elasticidade automática
é dada por:
• Regras baseadas em limites;
• Aprendizagem por reforço;
• Teoria das filas;
• Teoria de controle;
• Análise de séries temporais.
As técnicas de Teoria das filas e de Teoria de controle dependem da modelagem do
sistema para determinar a necessidade futura de recursos de uma aplicação em nuvem
[46]. No entanto, como o foco deste trabalho é apresentar uma solução independente da
aplicação na nuvem, essas duas técnicas não são usadas neste trabalho. O aprendizado
por reforço não usa nenhum conhecimento ou modelo a priori da aplicação, entretanto,
essa técnica sofre de longas fases de aprendizado. O tempo requerido pela técnica para
convergir para uma política ótima pode ser inviavelmente longo [15]. Em razão disso, as
outras duas técnicas (Regras baseadas em limites e Análise de séries temporais) foram
as escolhidas para serem usadas neste trabalho, e alguns conceitos relacionados a estas
técnicas serão apresentadas nas próximas seções.
2.4.1 Regras Baseadas em Limites
Os provedores de nuvem públicas oferecem soluções de elasticidade usando regras
baseadas em limites, como a Amazon EC2 [47] e a Flexera [48]. A técnica de regra
baseada em limites está puramente relacionada ao planejamento, ou seja, o número de
recursos alocados a aplicação, na forma de máquinas virtuais, deve variar de acordo com
um conjunto de regras. As decisões de elasticidade são acionadas com base em algumas
métricas de desempenho e limites predefinidos [46].
Essa abordagem se tornou bastante popular devido à sua (aparente) simplicidade. No
entanto, para decidir o valor do limite, é necessário compreender profundamente todos
os parâmetros do ambiente, e da carga de trabalho correspondente. Em razão disso, a
eficácia das regras sob variações de cargas de trabalho abruptas é questionável [15].
As regras baseadas em limites são puramente uma técnica para auxiliar a tomada
de decisão, equivalente a fase de planejamento do modelo MAPE-K (ver Seção 2.3). O
número de VMs atribuídas à aplicação de destino variará geralmente com base em duas
regras: uma para aumentar e outra para diminuir o número de VMs. As regras são
estruturadas de forma similar ao Algoritmo 1.
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Algoritmo 1: Algoritmo de elasticidade automática baseado em regras de limite
1 if x1 > limiteSup1 and/or x2 > limiteSup2 and/or ... then
2 if tempo > durSup segundos then
3 n← n+ r;






10 if x1 < limiteInf1 and/or x2 < limiteInf2 and/or ... then
11 if tempo > durInf segundos then
12 n← n− r;





Como é possível observar do Algoritmo 1, cada regra possui duas partes: a condição,
e a ação a ser executada, quando a condição for atendida. A parte da condição usa
uma ou mais métricas de desempenho x1, x2, ..., como taxa de solicitação de entrada,
uso da CPU ou tempo médio de resposta. Cada métrica de desempenho possui um
limite superior (limiteSup) e um inferior (limiteInf). Se a condição for atendida por um
determinado período (durSup ou durInf), a ação correspondente será acionada (adicionar
ou subtrair r recursos ao conjunto de tamanho n). Após executar uma ação, a solução
de elasticidade automática se inibe por um pequeno período de espera, conhecido como
tempo de resfriamento (resfSup ou resfInf).
O desempenho da técnica baseada em regras depende muito desses parâmetros. No
entanto, encontrar os valores apropriados para esses parâmetros é uma tarefa complicada.
Um problema comum na elasticidade automática baseada em regras, que ocorre devido
a um valor limite inadequado, são as oscilações no número de VMs concedidas. De
fato, os parâmetros durSup e durInf são introduzidos para diminuir o número de ações
de elasticidade, e reduzir as oscilações da VM, assim como os parâmetros resfSup e
resfInf [15]. O significado de definir esses limites (limiteSup e limiteInf) é determinar
as tendências, pois as ações de elasticidade poderiam ser tomadas de acordo com essas
tendências. As regras baseadas em limites são usadas por abordagens reativas, as quais
se caracterizam pelos seguintes passos [15]:
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1. as métricas (x1, x2, ...) são extraídas a partir de uma ferramenta de monitoramento
(monitor);
2. a coleta dos dados, em tempo de execução, do monitor; e
3. a ação, conforme as regras.
Com o objetivo de tornar a solução de elasticidade proposta neste trabalho menos
dependente da experiência e do conhecimento da equipe que estabelecerá os limites para as
aplicações em nuvem, este trabalho tratará de limites definidos pelo histórico da aplicação.
2.4.2 Análise de Séries Temporais
A análise de séries temporais abrange uma ampla variedade de métodos para detectar
padrões, e prever valores futuros em sequências de pontos de dados. A precisão no valor
da previsão (por exemplo, número futuro de solicitações ou utilização média da CPU)
dependerá da seleção da técnica adequada, além da configuração adequada dos parâme-
tros, especialmente, a janela do histórico e o intervalo de previsão. A análise de séries
temporais é o principal facilitador de técnicas proativas de elasticidade automática [15].
Séries temporais são aplicadas na elasticidade automática para prever a futura carga
de trabalho ou os recursos necessários. As regras predefinidas são projetadas na fase de
planejamento [49], e otimizam a alocação de recursos na fase de análise do ciclo MAPE-K
[50]. Na sequência serão apresentados os conceitos das abordagens de análise de séries
temporais utilizadas neste trabalho.
Assim, neste trabalho é utilizado uma abordagens de análise de séries temporais conhe-
cida como modelo Autorregressivo Integrado de Médias Móveis (AutoRegressive Integrated
Moving Average - ARIMA) [51]. O modelo ARIMA é uma combinação de três partes.
Primeiramente, o AR, ou parte autorregressiva, que é a parte que procura modelar a série
com base em sua própria autocorrelação. Em seguida, a parte de média móvel, (moving
average - MA) tenta modelar surpresas ou choques locais na série temporal, enquanto a
parte I abrange a diferenciação [46]. A parte Autorregressiva será apresentada a seguir.
Autorregressão
Na autorregressão - AR , o valor futuro é previsto usando a soma ponderada linear da
observação anterior p da série temporal, conforme indicado na Equação 2.1.
x̂t+1 = b1xt + b2xt−1 + ...+ bpxt−p+1 + εt (2.1)
Onde x̂t+1 representa o valor de previsão do próximo valor da série temporal, p repre-
senta o número de observações passadas na Equação de AR(p), os valores indicados por
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b1, b2, ..., bp são os fatores de peso e o valor εt é o ruído branco adicionado na fórmula
[46].
Seguindo com a descrição do modelo ARIMA, a parte MA tenta modelar surpresas
ou choques locais na série temporal. Esta parte MA é conhecida como média móvel e será
apresentado a seguir.
Média Móvel
A média móvel, moving average - MA, é um método amplamente utilizado para sua-
vizar uma série temporal para filtrar o ruído da flutuação aleatória e fazer previsões. A
fórmula geral da MA é descrita na Equação 2.2.
x̂t = εt + a1εt−1 + a2εt−2 + ...+ aqεt−q (2.2)
Na qual x̂t é um valor linearmente dependente de um finito número q de ruídos brancos
(ε) anteriores. Além disso, fatores de peso iguais ou diferentes são atribuídos aos valores
indicados por a1, a2, ..., aq [46].
Um modelo hibrido de um AR da ordem p e um MA da ordem q é conhecido como
modelo Autorregressivo e de Médias Móveis (AutoRegressive Moving Average - ARMA) e
será apresentado a seguir.
Modelo Autorregressivo de Médias Móveis
O modelo Autorregressivo de Médias Móveis, ARMA , é um modelo híbrido descrito
conforme a Equação 2.3.
xt = b1xt−1 + ...+ bpxt−p + εt + a1εt−1 + ...+ aqεt−q (2.3)
Onde x̂t representa o valor de previsão do próximo valor da série temporal, p repre-
senta o número de observações passadas, os valores indicados por b1, b2, ..., bp são os
fatores de peso para esses valores passados, além de q ruídos brancos (ε) anteriores. Além
disso, fatores de peso iguais ou diferentes são atribuídos aos ruídos brancos pelos valores
indicados por a1, a2, ..., aq.
O modelo ARMA(p, q) pode ser usado puramente como modelo AR(p) ou MA(q)
usando ARMA(p, 0) e ARMA(0, q), respectivamente. O modelo ARMA é mais ade-
quado para séries temporais estacionárias [46]. A extensão do modelo ARMA adequada
para séries temporais não estacionárias é o modelo ARIMA, o qual será descrito mais
detalhadamente a seguir.
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Modelo Autorregressivo Integrado de Médias Móveis
O modelo Autorregressivo Integrado de Médias Móveis (Auto Regressive Integrated
Moving Average - ARIMA) é uma combinação de três partes. O AR, ou parte autorre-
gressiva, a parte MA, ou médias móveis, enquanto a parte I abrange a diferenciação. Se a
série temporal não for estacionária, uma das formas de transformá-la em série estacionária
é por diferenciação, método usado neste trabalho [46].
Um comportamento homogêneo da série temporal não estacionária pode às vezes ser
representado por um modelo que exige que a d−ésima diferença do processo seja estacio-
nária [51]. O modelo ARIMA(p, d, q) pode ser gerado somando ou "integrando"o processo
ARMA estacionário em peso, d vezes [51].
Uma série temporal wt é uma série temporal estacionária se houver um número inteiro
não negativo d que satisfaça a Equação 2.4. Caso contrário, ela precisa ser suavizada [52].
∇dwt = xt (2.4)
Definindo o operador autorregressivo φ(B) pela Equação 2.5, o polinômio ϕ(B) pode
ser definido pela relação com o operador autorregressivo, conforme apresentado na Equa-
ção 2.6.





ϕ(B) = φ (B) (1−B)d (2.6)
Os polinômios ϕ(B) e φ(B) são relativamente primos, com ϕ(p)φ(q) 6= 0. Portanto, ωt,
com t = 0,1,2,3. . . deve satisfazer a Equação 2.7 na qual αi é a sequência de ruido branco,
e |B| ≤ 1 , ωt, com t = 0,1,2,3. . . é uma sequência de média móvel autorregressiva com
diferenciação, denotada como modelo ARIMA(p, d, q), em que d é a ordem das diferenças.
ϕ (B)xi = φ (B)αi (2.7)
Determinar parâmetros de regressão e parâmetros de suavização é a chave para o
modelo ARIMA. O modelo ARIMA(p, d, q) determina os valores dos parâmetros q e
p com base, principalmente, na função de autocorrelação (AutoCorrelation Function -
ACF) e na função de autocorrelação parcial (Partial AutoCorrelation Function - PACF),
respectivamente. O modelo ótimo é determinado pelo critério de informação de Akaike,
e pelo critério de informação bayesiano [52].
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Um outro método estatístico para análise de séries temporais usado neste trabalho é
o modelo Holt-Winters, baseado em suavização exponencial, o qual será apresentado a
seguir.
Suavização Exponencial
A suavização exponencial é uma grande classe de modelos de previsão que usam séries
temporais [53]. A técnica mais simples dessa classe é a Suavização Exponencial Simples
(SES), a qual busca padrões nos dados históricos e tenta mapear o comportamento dos
dados [54]. A suavização exponencial simples é adequada para a previsão de dados sem
tendência clara ou padrão sazonal. A suavização exponencial simples precisa selecionar
dois valores de parâmetros, sendo o primeiro deles o α, o qual é usado para diminuir
a variação aleatória (ruído branco) dos dados históricos, e o α também representa a
ponderação aplicada às amostras mais recentes da série temporal. Isso permite identificar
melhor os padrões e os níveis que podem ser usados para estimar a demanda futura. Por
outro lado, L0 é o nível (ou o valor suavizado) da série no tempo inicial, o que significa
que é a primeira amostra da série temporal após a aplicação do peso calculado usando α
[55].
Para os métodos a seguir, geralmente, há mais de um parâmetro de suavização e
mais de um componente inicial a ser escolhido. Em alguns casos, os parâmetros de
suavização podem ser escolhidos de maneira subjetiva, sendo o valor dos parâmetros de
suavização definidos com base na experiência anterior da pessoa designada para essa
tarefa. No entanto, uma maneira mais confiável e objetiva de obter valores para os
parâmetros desconhecidos é calculá-los a partir dos dados observados. Os parâmetros
desconhecidos e os valores iniciais para qualquer método de suavização exponencial podem
ser estimados, minimizando-se a soma dos erros quadráticos [56]. A Equação 2.8 descreve
este modelo, onde α é o coeficiente de suavização, yt−j é o valor suavizado observado no




α(1− α)j ∗ yt−j + (1− α)t ∗ L0 (2.8)
O método de suavização exponencial simples foi estendido por Charles C. Holt [57], o
qual criou o método de suavização exponencial dupla, também conhecido como método
Holt [57]. Esse método permite trabalhar com a tendência dos dados, ao inserir um novo
componente no método de previsão [56]. O método Holt é baseado em uma média móvel
ponderada exponencialmente, que é um meio de suavizar flutuações aleatórias com as
seguintes propriedades desejáveis: o peso em declínio é colocado em dados mais antigos,
facilidade de calcular, e necessidade de pequena quantidade de dados históricos. O método
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Holt é claramente um modo de comportamento sensível ao lidar com um simples problema
de previsão. Os parâmetros desconhecidos dos métodos de Holt também são estimados
pela soma dos erros ao quadrado [55]. A Equação 2.9 descreve o método de Holt, o qual é
composto de dois componentes, sendo que o da esquerda é o responsável por suavizar as
séries temporais, e o da direita é o responsável por detectar a tendência, na qual Lt−1 é o
componente de suavização no momento t−1, h é o horizonte de previsão, β é o parâmetro
de suavização para tendência, α é o parâmetro de suavização, sendo que 0 ≤ α, β ≤ 1 e
ŷt+1|t é o valor da previsão [56]
ŷt+h|t = αyt + (1− α)(Lt−1 + β) + h ∗ [β(Lt − Lt−1) + (1− β)] (2.9)
A extensão do método Holt para capturar a sazonalidade é o modelo Holt-Winters
[58], o qual adiciona um novo componente para tratar a sazonalidade. A Equação 2.10
descreve o modelo de Holt-Winters.
ŷt+h|t = Lt + h ∗ Tt + St−m+h+m (2.10)
Neste método estendido, a previsão para o instante de tempo h é ŷt+h|t e esse valor é
encontrado ao se realizar suavização exponencial tripla: para o nível Lt (Equação 2.11),
para a tendência Tt (Equação 2.12), e para a sazonalidade St (Equação 2.13). Os parâme-
tros de suavização são α, β e γ, respectivamente. Para registrar o período de sazonalidade,
m é usado, por exemplom = 24 para dados diários, em que cada dado agrupa informações
de 1 hora. O valor h+m é igual a ((h − 1) mod m) + 1, para garantir que as estimativas
do índice sazonal sejam feitas usando o último período da amostra de dados [59].
Lt = α(yt − St−m) + (1− α)(Lt−1 + Tt−1) (2.11)
Tt = β(Lt − Lt−1) + (1− β)Tt−1 (2.12)
St = γ(yt − Lt) + (1− γ)St−m (2.13)
Os parâmetros do modelo Holt-Winters podem ser estimados de modo automatizado
ao se maximizar a função de verossimilhança gerada a partir dos dados históricos [56].
Na Seção 2.4.3 serão apresentadas as Redes Neurais Artificiais, uma alternativa aos
métodos estatísticos para análise de séries temporais.
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2.4.3 Redes Neurais Artificiais
O conceito de Redes Neurais Artificiais (RNA) consiste em uma analogia entre células
nervosas vivas e um processo eletrônico binário [60]. As RNAs são utilizadas em soluções
de problemas devido a sua capacidade de aprender. O treinamento é a capacidade da
rede de ajustar os parâmetros para alcançar os resultados esperados, dado um conjunto
de padrões específicos. Tais padrões de treinamento são constituídos de informações que
se espera que a rede aprenda. Os ajustes dos parâmetros são realizados com a atribuição
de pesos das conexões que interligam os neurônios [61].
Assim sendo, o treinamento de uma rede pode ser supervisionado ou não supervisi-
onado. No treinamento supervisionado, o ajuste dos parâmetros é realizado de maneira
que, dado uma entrada padrão, o valor é calculado para gerar uma saída. As entradas e a
saída desejadas são fornecidas por um supervisor. Isso é feito para ajustar os parâmetros
da rede a encontrar uma ligação entre os pares de entrada e de saída fornecidos. Ou seja,
são fornecidos, previamente para a rede, os valores de entrada e de saída. No treinamento
não supervisionado, o conjunto padrão de treinamento possui apenas entradas, cuja saída
padrão não é previamente conhecida [60].
Uma RNA contém uma estrutura com pequenas unidades de processamento (ou neurô-
nios) que são unidos entre si por conexões ponderadas. Ainda seguindo a analogia do
modelo biológico, essas unidades de processamento representam os neurônios, e os pesos
das conexões representam a força das sinapses entre os neurônios. A rede é ativada for-
necendo uma entrada para alguns ou todos os neurônios. Essa ativação se espalha por
toda a rede ao longo das suas conexões ponderadas, e a atividade elétrica dos neurônios
biológicos atinge “picos”. Em outras palavras, a RNA é uma combinação de neurônios
artificiais, conexões e algoritmo de aprendizagem. A caracterização do agrupamento de
neurônios é dada pela topologia da rede e deve considerar alguns aspectos, como o número
de camadas da rede, o número de neurônios por camada, o tipo de conexão e o grau de
conectividade entre os neurônios [61].
Os neurônios podem ter conexões diretas ou recorrentes. A conexão direta não permite
que a saída de um neurônio seja utilizada como entrada em um neurônio de uma camada
anterior a sua, diferentemente da conexão recorrente que permite a entrada a um neurônio
de camada anterior à sua [60]. A RNA de conexão direta utilizada neste trabalho é
Perceptron Multicamadas, o qual será apresentado a seguir.
Perceptron Multicamadas
A Rede Neural direta mais difundida é a Perceptron Multicamadas [62]. Uma das
principais características da arquitetura do Perceptron Multicamadas (Multi Layer Per-
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ceptron - MLP) se refere à função de ativação, que é responsável por ativar ou não a saída
de um neurônio, de acordo com o valor da soma ponderada das suas entradas [60]. A
função de ativação mais utilizada é a sigmoidal logística [63].
Uma MLP é composta por, no mínimo, três camadas, conforme estrutura apresentada
na Figura 2.6. Essas camadas são a de entrada, a(s) oculta(s), e a camada de saída, que
são descritas a seguir [64]:
• Camada de Entrada: composta por neurônios que recebem os valores de entrada;
• Camada(s) Oculta(s): composta por neurônios que dividem o problema em outros
problemas menores, sendo que estes são linearmente separáveis;
• Camada de Saída: composta por neurônios computacionais, que fazem a rotulação
ou mapeamento dos dados.
Figura 2.6: Estrutura de um Perceptron de Múltiplas Camadas, adaptado de [64].
Em uma MLP o processamento realizado por cada neurônio sofre influência do pro-
cessamento dos neurônios anteriores conectados a ele. Devido a isso, conforme ocorre o
processamento dos neurônios de cada camada em direção à saída, as funções tornam-se
mais complexas. Assim sendo, pode-se dizer que as camadas ocultas desempenham a
função de detectores de característica, pois geram uma codificação interna dos padrões de
entrada e que servirão para gerar a saída da rede [60].
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Esta rede é caracterizada por utilizar o back-propagation, que é o algoritmo de propa-
gação retroativa de erro. O processo de aprendizado ocorre através dos ajustes dos pesos
das sinapses da rede, de acordo com o erro existente entre o valor real e o predito [65].
Além da RNA de conexão direta, este trabalho faz uso de uma RNA de conexão
recorrente, que é a Rede Neural Recorrente Baseada em Memória Longa de Curto Prazo,
a qual será apresentada a seguir.
Rede Neural Recorrente Baseada em Memória Longa de Curto Prazo
Uma arquitetura padrão de RNA de conexão Recorrente tem uma capacidade limitada
de acesso às primeiras camadas de informações da rede. Essa dificuldade de acesso ocorre
devido à fuga de gradiente [62], conforme exemplificado na Figura 2.7.
Figura 2.7: Fuga de Gradiente de uma RNA Recorrente, adaptado de [62].
Na Figura 2.7 as variações entre os círculos escuros para os círculos claros indicam a
sensibilidade variando no tempo. A sensibilidade do neurônio representa a sua capacidade
de armazenar informações na rede. Com isso, é possível perceber que, conforme o tempo
avança, a sensibilidade diminui, sendo representada pelos círculos claros. Isso ocorre à
medida que novas entradas substituem as ativações da camada oculta anterior, e assim,
as primeiras entradas da rede são “esquecidas” [62].
Para atenuar o problema de fuga de gradiente, surgiu um novo tipo de RNA recor-
rente, baseada em blocos de Memória Longa de Curto Prazo (Long Short-Term Memory
- LSTM). Os blocos LSTM são responsáveis por armazenar e acessar informações durante
longos períodos de tempo. Uma rede LSTM é semelhante a uma RNA padrão, exceto que
as unidades de soma na camada oculta são substituídas por blocos de memória [62].
Uma Rede Neural LSTM é uma arquitetura RNA de conexão recorrente que possui
blocos LSTM. Um bloco LSTM pode ser considerado como uma unidade de rede com-
plexa e inteligente, pois cada um deles é capaz de lembrar informações referentes a um
longo período de tempo. A capacidade que um bloco de memória possui para lembrar
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informações é possibilitada pela estrutura associada, a qual determina quando a entrada
é significativa o suficiente para lembrar, quando deveria continuar a lembrar ou esquecer
as informações, e quando deve produzir a saída de informação [63].
Figura 2.8: Célula de Memória LSTM, adaptado de [66].
Cada bloco de memória LSTM contém um ou mais blocos de memória autoligadas,
e três unidades multiplicativas, representada por: portão de entrada, portão de esqueci-
mento e portão de saída. Analogamente, essas unidades podem representar respectiva-
mente as operações de gravação (entrada), reinicialização (esquecimento) e leitura (saída)
[66], conforme apresentado na Figura 2.8.
As unidades multiplicativas de um bloco LSTM permitem o armazenamento e o acesso
às informações durante longos períodos de tempo, reduzindo assim, o problema de fuga
de gradiente. Por exemplo, enquanto o portão de entrada permanece fechado, possuindo
ativação perto de 0, a informação contida no bloco de memória não será substituída por
novas entradas que cheguem à rede. Com isso, a informação contida nesse bloco pode ser
disponibilizada à rede, posteriormente. Essa informação é disponibilizada à rede ao abrir
o portão de saída [62]. Essa preservação das informações de dados, ao longo do tempo
em uma rede LSTM, é ilustrada na Figura 2.9.
Na Figura 2.9 os neurônios de cores escuras indicam máxima sensibilidade, enquanto
os neurônios claros indicam ausência de sensibilidade. Os círculos escuros são neurônios
que foram ativados, pois o seu portão estava aberto. Os círculos claros são referentes
às células inativas. A sensibilidade da camada de saída pode ser ligada e desligada pelo
portão de saída sem afetar o neurônio [62].
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Figura 2.9: Preservação das Informações do Gradiente por Memória Longa de Curto
Prazo, adaptado de [62].
2.5 Considerações Finais
Este capítulo forneceu fundamentos teóricos essenciais sobre os conceitos de compu-
tação em nuvem e elasticidade, com os quais se permite entender a proposta desta dis-
sertação. Também foram apresentadas as técnicas de elasticidade, com foco em previsões
de séries temporais, que serão usados posteriormente em um estudo de caso para apoiar
a solução proposta.
O próximo capítulo apresentará o estado da arte das técnicas que estão sendo usadas




O objetivo deste capítulo é apresentar o estado da arte das técnicas que estão sendo
usadas na literatura para a elasticidade automática em ambientes de nuvem. Para isto,
a Seção 3.1 apresentará o processo de revisão sobre o tema elasticidade automática em
ambientes de nuvem. A Seção 3.2 apresentará os trabalhos relacionados a elasticidade
automática em nuvem utilizando o modelo reativo como parte da solução. A Seção 3.3
apresentará como os trabalhos relacionados buscam aumentar a precisão das previsões
em modelos proativos. Por último, a Seção 3.4 apresentará uma comparação entre os
trabalhos relacionados.
3.1 Processo de Revisão
Esta seção apresenta uma visão geral da literatura sobre o tópico de pesquisa elasti-
cidade automática em computação em nuvem. A seguir será exposto o processo seguido
para identificação dos trabalhos mais relevantes e relacionados a proposta deste trabalho.
A definição das questões de pesquisa é uma tarefa importante na criação do processo de
revisão, uma vez que elas são usadas para orientar a revisão e ajudar a alcançar objetivos
propostos. Assim, as questões de pesquisa definidas foram:
• Q1: Quais são as alternativas, baseadas em abordagens reativas, às soluções de elas-
ticidade automática baseadas unicamente em regras de limites fixos? Essa questão
identifica como são tratadas as variações da técnica baseada em limites fixos;
• Q2: Quais são os recursos utilizados para aumentar a precisão das previsões em
soluções de elasticidade automática em nuvem?
Para responder as perguntas de pesquisa, os artigos foram pesquisados no ScienceDi-
rect [67], IEEE Xplorer [68], ACM [69] e Scopus [70]. Essas bases foram selecionadas por
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serem as maiores da área. Os termos chaves indicados nas questões de pesquisa como
computação em nuvem, elasticidade automática, proativo, reativo (em língua inglesa),
além de seus sinônimos foram utilizados como orientação para a pesquisa nas respectivas
bases.
Como cada uma dessas bibliotecas possui um mecanismo de pesquisa próprio, logo
as expressões de pesquisa utilizadas foram distintas. A Tabela 3.1 mostra as expressões
usadas em cada motor de busca. A construção dessa sequência de pesquisa exigiu al-
guns cuidados, pois os resultados podem variar dependendo dos termos e dos operadores
utilizados. Entretanto, vários testes foram realizados para definir a melhor sequência a
ser aplicada nesta pesquisa, a fim de encontrar trabalhos representativos. As expressões
criadas foram consultadas nos resumos das publicações.




ScienceDirect Title, abstract or author-specified keywords: “cloud compu-
ting”and auto and (scaling or scale or scaler)
ACM recordAbstract:(+"cloud computing”auto scale scaler scaling)
AND keywords.author.keyword: ( scale scaler scaling auto cloud
computing )
IEEE Xplore (( “Abstract": “auto”AND “Abstract": “cloud computing”AND
( “Abstract": scaling OR “Abstract": scale OR “Abstract": sca-
ler )))
Scopus ABS ( “cloud computing” AND auto AND ( scaling OR scale
OR scaler ) )
Como resultado da pesquisa realizada por meio das expressões indicadas na Tabela
3.1, foram encontrados 348 trabalhos, dos quais 39 no SciencDirect, 94 no IEEE Xplorer,
200 no Scopus e 15 na ACM.
Para selecionar os mais relevantes para responder as perguntas de pesquisa, alguns
critérios de seleção e de exclusão foram aplicados. No primeiro momento foram excluídos
quaisquer artigos duplicados (ou seja, artigos encontrados em mais de uma biblioteca
digital) e os trabalhos indisponíveis. A busca eventualmente retornou resultados sem
conteúdo que também foram removidos desta pesquisa. Com o primeiro filtro, removeu-se
121 artigos: 113 artigos duplicados, e 8 artigos indisponíveis ou resultados sem conteúdo.
Assim, selecionou-se 227 artigos para a próxima etapa.
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Em um segundo momento, o resumo dos 227 artigos, não excluídos da etapa anterior,
foram lidos. Após a leitura do resumo desses trabalhos, foi observado que alguns artigos
estavam fora deste escopo de pesquisa. Esses trabalhos não apresentavam indicação de
resposta para nenhuma das perguntas de pesquisa. Nesta etapa, excluiu-se 173 artigos,
e selecionou-se 54 artigos para a última etapa, na qual os artigos que fornecem respostas
para as questões de pesquisa foram selecionados.
Para aplicar o último filtro, foi necessário ler o artigo completo. Nesta última etapa, os
54 artigos selecionados foram lidos, e 34 artigos foram removidos porque não responderam
a nenhuma questão de pesquisa. Assim, 20 artigos selecionados ao final, ajudaram a
responder a pelo menos uma das questões de pesquisa. Esses artigos serão discutidos nas
seções seguintes.
A análise feita no segundo e no terceiro filtro foi subjetiva, em razão disso, quando
houve dúvida se um artigo atenderia o respectivo filtro, esse artigo foi selecionado para
análise, ou seja, só foram excluídos da seleção pelos filtros citados quando houve certeza
de que não atendiam aos requisitos do filtro.
3.2 Soluções Baseadas em Abordagem Reativa
Soluções de elasticidade automática baseadas em abordagem reativa precisam de limi-
tes para ações de elasticidade ser cuidadosamente decididos, caso contrário, podem causar
o problema de oscilação [71]. Para lidar com o problema de oscilação, são definidos certos
parâmetros, como períodos de resfriamento, calma e inércia, para que nenhuma decisão
de elasticidade possa ocorrer nesses intervalos de tempo [46].
Alguns pesquisadores propuseram técnicas alternativas para resolver o problema de
oscilação na quantidade de VMs gerenciada pela solução de elasticidade automática. Por
exemplo, o trabalho de Hasan et al. [72] usa um conjunto de quatro limites e duas dura-
ções. Desses quatro limites, dois são superiores e dois inferiores, enquanto os parâmetros
durações contabilizam o tempo após cruzar o limite mais extremo (superior ou inferior),
e é usado para verificar a persistência do valor da métrica acima ou abaixo dos limites
superiores ou inferiores, respectivamente (Figura 3.1).
– A proposta Hasan et al. [72] de 4 limites fixos para uma aplicação conhecida pode
ser útil, mas para uma solução de elasticidade automática genérica traz um aumento
de complexidade com relação à solução mais conhecida de 2 limites fixos.
A RightScale [48] utiliza um processo de votação para elasticidade automática. Nesse
processo, etiquetas de votação são usadas para indicar se um servidor está votando a
favor ou contra em uma ação de elasticidade. O RightScale monitora as etiquetas em
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Figura 3.1: Proposta de 4 limites em um modelo reativo.
todas as instâncias de votação para determinar se uma quantidade suficiente de servidores
estão votando ou não a favor de uma ação de elasticidade específica [73]. O sistema
de votação RightScale é combinado com a abordagem reativa. Se a maioria das VMs
concordar em uma decisão sobre aumentar ou diminuir recursos, será executada uma
ação de elasticidade. O RightScale trabalha no sistema de votação, mas é altamente
dependente dos valores limites definidos pelo gerenciador da aplicação, e da natureza da
carga de trabalho da aplicação [46]. Esses limites são fixos ao longo da execução da
aplicação.
Ghanbari et al. [74] apresentam uma implementação de uma política de elasticidade
para uma aplicação usando abordagem reativa, com uma composição entre controle teórico
e regras baseadas em limites fixos, em que a decisão utiliza a mecânica de votação da
Rightscale [48].
– A proposta de Ghanbari et al. [74] apresenta uma composição de técnicas o que
pode trazer um ganho com relação a uma técnica isolada. No entanto, o controle
teórico não é recomendado para uma solução de elasticidade automática genérica.
Uma tentativa de superar esse problema foi a árvore da estratégia de Simmons et al.
[75]. A árvore da estratégia proposta possui um nó pai, o qual representaria a política
de nenhuma ação de elasticidade. Os três nós filhos representam três políticas de elastici-
dade diferentes, com base em várias heurísticas, para direcionar as ações de elasticidade
automático na camada SaaS. Simmons et al. [75] apresentam uma estrutura e uma me-
todologia para gerenciar uma aplicação SaaS sobre a infraestrutura de um provedor de
PaaS. Essa estrutura utiliza conjuntos de políticas de PaaS para implementar a política
de elasticidade do provedor SaaS para sua camada de servidor de aplicações. Uma árvore
de estratégia é utilizada na camada SaaS para orientar ativamente a seleção do conjunto
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de políticas em tempo de execução, a fim de manter o alinhamento com o objetivo co-
mercial do fornecedor de SaaS, especificamente para maximizar o lucro. Nesse trabalho
foram apresentados resultados experimentais que refletiram positivamente a abordagem
dos autores.
– A proposta de Simmons et al. [75] apresenta uma árvore da estratégia, no entanto,
essas estratégias foram criadas anteriormente a execução da aplicação, com base
em dados históricos. Em que pese a utilidade dessa técnica para uma solução de
elasticidade automática genérica, a criação de uma árvore de estratégia deveria ser
feita dinamicamente, o que demandaria um estudo mais apropriado, podendo ser
abordado em um trabalho futuro.
Lorido-Botran et al. [76] sugeriram o uso de limites dinâmicos, os quais tentam superar
a limitação do uso de limites estáticos. Os valores iniciais dos limites são estáticos, sendo
os limites superior e inferior ajustados a medida em que se verifica se houve ou não violação
do Acordo de Nível de Serviço (Service Level Agreement - SLA). Caso haja violação do
SLA, a “janela” é diminuída (configuração 80-20 passa a ser 75-25), em caso de não
violação, a janela é aumentada.
– A proposta de Lorido-Botran et al. [76] apresentou o uso de limites dinâmicos, com
os quais a complexidade de configuração de uma solução de elasticidade automática
é diminuída pela não necessidade de definição dos parâmetros limiteSup e limiteInf
pelos administradores da aplicação em nuvem. No entanto, o modo de ajuste do
tamanho da janela pode ser inadequado para mudanças repentinas na demanda.
Em um outro trabalho, Augustyn et al. [77] sugeriram uma abordagem reativa usando
dois tipos de métricas, que são métricas de recursos (por exemplo, utilização da CPU),
e métricas de aplicativos (por exemplo, tempo de resposta). Os autores afirmam que o
usuário não conhece os valores ideais para os limites inferior e superior, considerando a
utilização da CPU como a métrica para dimensionar o sistema. Então, eles sugeriram
o uso combinado de tempo de resposta e utilização de CPU. A proposta de Augustyn
et al. [77] utiliza estatísticas definidas nos valores dos T últimos tempos de execução da
aplicação selecionada. O valores do quantil de ordem q (usado o de 90% nos experimentos)
são usados como limites superiores, e o valores médios como limites inferiores para ação
de elasticidade. Os citados valores são redefinidos após cada instância ser adicionada ou
removida.
Beloglazov e Buyya [18] propuseram uma nova técnica para consolidação dinâmica de
VMs com base em limites adaptáveis. Os autores partiram da premissa de que a utilização
da CPU criada por cada VM pode ser descrita por uma variável aleatória com uma
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distribuição específica, e a utilização da CPU de um host, sendo uma soma das utilizações
das VMs alocadas para esse host, por uma distribuição aproximadamente normal, e logo
podendo ser modelada pela distribuição t-Student. Usando essas informações e a função
de probabilidade cumulativa inversa para a distribuição t, o limite superior é definido por
meio dos intervalos de probabilidade ( P (cpu < 10%) e P (cpu > 90%)), além da média, e
o desvio padrão da amostra. O mesmo vale para o limite inferior, que nesse trabalho não
pode ser menor do que 30% do consumo de CPU.
– As propostas de Beloglazov e Buyya [18] e Augustyn et al. [77] apresentaram limi-
tes dinâmicos, com eles a complexidade de se configurar a solução de elasticidade
automática é diminuída, pela ausência de definição dos parâmetros limiteSup e
limiteInf . O modo de ajuste dos limites baseado no histórico da aplicação parece
promissor em conjunto com uma outra técnica que possa antecipar a demanda.
Assim, nota-se que é fácil implementar a elasticidade automática baseada em regras
para uma aplicação específica. Logo, se a carga de trabalho e a natureza da aplicação
puderem ser previstas com facilidade, é possível usar a técnica baseada em regras. Por
outro lado, caso a aplicação apresente um padrão imprevisível, deve-se escolher outras
estratégias de elasticidade mais adequadas [46].
Os valores fixos dos limites não são adequados para um ambiente com cargas de traba-
lho dinâmicas e imprevisíveis, nas quais diferentes tipos de aplicações podem compartilhar
um recurso físico. O sistema deve automaticamente conseguir ajustar seu comportamento,
dependendo dos padrões de carga de trabalho exibidos pelas aplicações [18]. Portanto,
neste trabalho será usada uma variação da proposta de Beloglazov e Buyya [18] como
técnica para o auto-ajuste dos limites para ação de elasticidade, com base em uma análise
estatística dos dados históricos coletados durante a vida útil das VMs, sendo esses limites
dinamicamente definidos/propostos.
3.3 Soluções Baseadas em Abordagens Proativas
A análise de séries temporais para soluções de elasticidade é bastante comum na
literatura. Conforme será visto a seguir, as mais variadas técnicas são usadas e combinadas
para alcançar a melhor predição possível. As técnicas passam do Modelo de Markov [78],
que trata de uma cadeia de Markov oculta com os estados ocultos; de variações de Box-
Jenkins (AR, MA, ARMA e ARIMA) [50] [79] [80] [81] [82] [83] [84]; Teoria das Filas [82]
[85] [86]; e Regressão linear [80] [83] [85] [87] [88]. Técnicas de suavização também são
bastante comuns (Holt, Holt-Winters) [80] [81] [89], e mais recentemente o uso de redes
neurais [81] [90].
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Antonescu e Braun [89] apresentaram uma arquitetura de gerenciamento de SLA, a
qual é composta de cinco subsistemas que foram projetados para separar quatro etapas do
ciclo de vida padrão de gerenciamento (processamento, planejamento, gerenciamento de
informações e execução de SLA), bem como os mecanismos preditivos introduzidos pelos
autores. O foco da arquitetura é suportar a abordagem dinâmica pela correlação das
métricas de monitoramento. O subsistema que trata de predições prevê séries temporais
correspondentes às métricas de monitoramento de SLA, detecta periodicidade de uma
série temporal, determina correlações estatísticas de métricas sob demanda em tempo de
execução e agenda ações de SLA. As previsões são realizadas usando o algoritmo Holt-
Winters [58], que realiza uma suavização exponencial tripla dos dados, em combinação
com o pacote de previsão do mecanismo de análise de dados R [91].
– A proposta de Antonescu e Braun [89] apresentou que correlação entre as métricas
pode ser benéfica para aumentar a precisão das previsões, sendo essas previsões
feitas por meio de métodos estatísticos. Esses métodos assumem uma relação linear
entre os valores passados, e isso em alguns cenários não corresponde a realidade.
Akioka e Muraoka [78] propuseram um algoritmo que prevê a carga da CPU e da
rede. Na abordagem dos autores as duas métricas de interesse (carga da CPU e carga da
rede) são analisadas separadamente utilizando-se da variação sazonal na carga da CPU
para uma previsão estendida da carga da CPU, assim como a variação sazonal da carga
de rede para a previsão estendida da carga da rede. Além disso, Akioka e Muraoka [78]
usam um meta-preditor baseado no modelo de Markov para selecionar o melhor preditor
dentre quatro técnicas para previsão precisa de um passo à frente. Nos testes realizados,
o método proposto previu as cargas da CPU e da rede ao longo de uma semana, e a taxa
de erro média para a previsão um passo à frente foi de 6,2% para carga da CPU, e 9,4%
para carga na rede.
– A proposta de Akioka e Muraoka [78] apresentou a análise de previsão para duas
variáveis relacionadas a VM, tópico pouco explorado nos trabalhos deste tema. As
quatro técnicas de previsão utilizadas são bem simples, sendo o modelo de Markov
usado para selecionar a técnica de previsão. No entanto, para construir o modelo
de Markov, foi usado o histórico de execuções antigas da aplicação.
Roy et al. [50] descreveram um algoritmo de alocação de recursos baseado em téc-
nicas preditivas de modelo que alocam ou desalocam máquinas virtuais para a aplicação
com base na otimização da utilidade da aplicação em um horizonte de previsão limitado.
Esse algoritmo preditivo de modelo para previsão de carga de trabalho é usado para o
auto-scaling de recursos. Os autores propuseram um algoritmo de alocação de recursos
antecipada com base na técnica de previsão estatística ARMA [51].
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– A proposta de Roy et al. [50] apresentou uma solução para antecipação da demanda
por meio de previsões sendo feitas por métodos estatísticos. No entanto, esses
métodos assumem uma relação linear entre os valores passados, o que em alguns
cenários não corresponde a realidade.
Chen et al. [79] apresentam uma estrutura de garantia de QoS para serviços em nuvem
e um método de previsão bayesiano é usado para prever a QoS do serviço em nuvem. Na
estrutura proposta pelos autores, o sistema em nuvem pode monitorar e prever a QoS dos
serviços em nuvem em tempo real durante a execução dos serviços. Quando os resultados
da previsão de QoS mostrarem que algumas violações de QoS ocorrerão, o sistema em
nuvem tomará medidas para evitar a ocorrência de violações de QoS. Os testes realizados
utilizaram o software de simulação em nuvem chamado CloudSim [92] e em comparação
com os métodos comuns de previsão de séries temporais, como ARIMA [51], MA [51] e
Suavização Exponencial Única [93], o método de previsão bayesiano proposto apresentou
uma precisão mais alta.
– A proposta de Chen et al. [79] apresentou uma solução que, de acordo com os testes
realizados, superou previsões feitas por meio de métodos estatísticos. No entanto,
um único método de previsão pode não ser a estratégia mais adequada para vários
tipos de carga de trabalho.
Nikravesh et al. [90] propuseram um conjunto de previsões autonômicas para melhorar
a precisão das previsões do sistema de elasticidade automático no ambiente de computação
em nuvem. Para esse fim, o trabalho dos autores propôs que a precisão da previsão de
sistemas de elasticidade automática preditivo aumentará se um algoritmo de previsão
de série temporal apropriado, com base no padrão de carga de trabalho recebido, for
selecionado. O conjunto proposto pode escolher automaticamente o algoritmo de previsão
mais adequado com base no padrão de carga de trabalho recebida. Esse trabalho examina
a influência dos padrões de carga de trabalho na precisão de três modelos de previsão de
séries temporais: Máquina de Vetores de Suporte [94] e dois algoritmos de Redes Neurais
Artificais: MLP [95] e MLP com redução de peso [96]. O ambiente de teste para os
experimentos foi a nuvem pública da Amazon.
– A proposta de Nikravesh et al. [90] utilizou redes neurais artificiais, técnica que não
assume nenhuma relação entre os dados passados para prever os valores futuros. A
solução ainda utiliza um conjunto de 3 preditores, o que aumenta a probabilidade
de previsão comparada com uma única técnica. No entanto, a seleção da técnica
de predição é feita exclusivamente com base nos valores mais recentes, dessa forma,
desconsidera o histórico de previsões.
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Jiang et al. [85] propuseram um esquema de elasticidade automática que instancia as
máquinas virtuais com base nas cargas de trabalho previstas para aplicações da web. Em
outras palavras, o esquema proposto é usado para prever o número médio de solicitações
da web em um período futuro, em que a unidade de tempo usada foi de uma hora. O
principal objetivo de [85] era propor um esquema de elasticidade automática ideal no nível
da VM, com compensação entre latência e custos. Os experimentos foram realizados na
nuvem pública da AWS. Os dados de solicitação da web utilizados pelos autores foram uma
série temporal, e a técnica de previsão utilizada por eles foi a regressão linear combinada
com a teoria de filas.
– A proposta de Jiang et al. [85] utilizou uma combinação de técnicas para a solu-
ção de elasticidade automática. A solução apresenta uma proposta para o dilema
desempenho (latência) x custos. Em que pese a teoria de filas ser bastante usada
para modelar aplicações web, ela não é recomendada em uma solução independente
de aplicação como a deste trabalho.
Yang et al. [88] propuseram um método que usa um modelo de regressão linear
para prever cargas futuras de serviços baseados em nuvem. O mecanismo de elasticidade
automático aumenta ou diminui o sistema de acordo com a carga de trabalho prevista.
Vale ressaltar que o mecanismo de elasticidade automática usa as elasticidades horizontal
e vertical.
– A proposta de Yang et al. [88] utilizou somente a regressão linear como método
de previsão, assumindo dessa forma que a relação entre os valores passados podem
ser modelados linearmente, sendo que essa suposição não cobre todas as cargas de
trabalho. Essa proposta monitora, além das requisições dos usuários, o consumo
de CPU, de memória e de armazenamento das VMs que compõem o cluster da
aplicação.
Shariffdeen et al. [81] propuseram um método que pode ser treinado durante o tempo
de execução do sistema para capturar as tendências mais recentes, e fornecer resultados
suficientemente precisos para padrões de carga de trabalho drasticamente diferentes. Os
autores também propuseram uma técnica de conjunto, que combina resultados do ARIMA
[51], modelos exponenciais, como Holt [57] e Holt-Winters [58], e redes neurais [96].
– A proposta de Shariffdeen et al. [81] utilizou uma combinação de técnicas, sendo
essas técnicas heterogêneas entre si, como técnicas de análise de séries temporais
estatísticas, estatísticas com suavização e redes neurais. Assim, com um conjunto
heterogêneo para a previsão, a probabilidade de se antecipar a carga de trabalho
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diversificada é aumentada. Essa combinação parece ser promissora com o auxílio de
um modelo reativo, dado que este pode aumentar a QoS quando as precisões das
previsões estiverem baixas.
Niu et al. [84] propuseram uma solução de elasticidade automática de largura de banda
que reserva dinamicamente recursos de vários datacenters para provedores de video sob
demanda. A solução rastreia o histórico de demanda de largura de banda em cada canal de
vídeo usando serviços de monitoramento em nuvem e estima periodicamente a expectativa,
volatilidade e correlações de demandas para o futuro próximo, usando uma abordagem
de série temporal por meio de ARIMA [51], SARIMA [51] e modelo customizado pelos
autores. Eles também formularam um equilíbrio de largura de banda e uma redução nos
custos de armazenamento.
Fernandez et al. [80] apresentaram um sistema de elasticidade automática que se be-
neficia da heterogeneidade das infraestruturas de nuvem para reforçar melhor os requisitos
do cliente, mesmo sob grandes e temporárias variações de carga de trabalho. Os autores
propuseram um preditor que previne violações do SLA antecipadamente, prevendo a carga
de trabalho para estimar o tráfego recebido. Assim, o preditor toma os dados de moni-
toramento como entrada e usa diferentes técnicas de análise de séries temporais, como
regressão linear para tendências lineares, o modelo ARMA [51] para pequenas oscilações,
além da suavização exponencial com Holt-Winters [58], regressão automática [51] e, para
tendências correlacionadas, usa o vetor autoregressivo [97].
– As propostas de Niu et al. [84] e Fernandez et al. [80] utilizaram uma combinação
de técnicas estatísticas, sendo essas técnicas heterogêneas entre si, mas com todas
elas assumindo uma linearidade entre os valores passados, sendo que essa suposição
não atende a todas as cargas de trabalho.
Calheiros et al. [82] propuseram um módulo de previsão de carga de trabalho usando
o modelo ARIMA [51], no qual aplica retroalimentação das últimas cargas de trabalho
observadas para atualizar o modelo em execução. A carga prevista é usada para forne-
cer dinamicamente VMs em um ambiente de nuvem elástica, levando em consideração
parâmetros de QoS, como tempo de resposta e taxa de rejeição.
– A proposta de Calheiros et al. [82] utilizou uma combinação de técnicas (ARIMA
[51] e Teoria das Filas [98]), o que pode trazer melhores resultados do que uma única
técnica. No entanto, a modelagem por meio de Teoria das Filas não é adequada para
qualquer aplicação, dessa forma a combinação de técnicas deste trabalho não fará
uso desse modelo.
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Ali-Eldin et al. [83] introduziram dois controladores híbridos adaptativos, sendo um
reativo e o outro proativo. A proposta dos autores detecta o crescimento da carga de
trabalho e também não desaloca recursos prematuramente. Os resultados dos testes mos-
traram que o uso de um controlador reativo com um pró-ativo diminui a probabilidade de
violações do SLA dez vezes em comparação com um mecanismo de elasticidade automá-
tica totalmente reativo. A abordagem proativa utiliza a regressão combinada com Teoria
das Filas.
– A proposta de Ali-Eldin et al. [83] apresentou uma solução de elasticidade automá-
tica híbrida, absorvendo as vantagens das abordagens reativa e proativa. Em que
pese a solução dos autores ter superado uma solução puramente reativa, em teoria,
a solução poderia ser potencializada se passasse a usar limites dinâmicos ao invés de
limites fixos. Contudo, a abordagem proativa utilizou teoria das filas, a qual limita
a solução para algumas aplicações.
Iqbal et al. [87] propuseram uma metodologia e descreveram um sistema de protótipo
para identificação automática de excesso de provisionamento em aplicativos multicamadas
em ambientes de computação em nuvem. A proposta dos autores é um mecanismo híbrido
de elasticidade automática, na qual ele usa uma abordagem reativa para aumento de
recursos e uma proativa para redução de recursos. Os autores usaram o tempo de resposta
como métrica principal, e o consumo de CPU como métrica secundária. Para a abordagem
proativa, os autores escolheram a técnica de regressão para prever as necessidades futuras
de um aplicativo da web. De acordo com os autores, é muito difícil identificar uma
configuração com um mínimo de recursos de um aplicativo da web de várias camadas, que
atenda aos requisitos de tempo de resposta para uma determinada carga de trabalho.
– A proposta de Iqbal et al. [87] apresentou uma solução de elasticidade automática
híbrida, absorvendo as vantagens das abordagens reativa e proativa. No entanto,
o foco dessa solução é evitar o excesso de provisionamento. Dessa forma, diferente
deste trabalho em que o foco principal é evitar o subprovisionamento e, de modo se-
cundário, evitar o excesso de provisionamento, acredita-se que utilizar a abordagem
reativa e proativa nos dois sentidos (analisar o aumento ou a redução da demanda)
pode ser mais benéfica para os objetivos deste trabalho do que a escolha feita por
Iqbal et al. [87].
Urgaonkar et al. [86] propuseram uma técnica que emprega dois métodos que operam
em duas escalas de tempo diferentes, preditiva e reativa. A abordagem preditiva aloca
capacidade no período de horas ou dias. A abordagem reativa opera na escala de tempo
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de minutos para responder aos picos da carga de trabalho. Os autores também propuse-
ram um modelo analítico baseado na teoria de filas para capturar o comportamento de
aplicativos com um número arbitrário de camadas. Os experimentos foram executados
em uma plataforma de hospedagem baseada em Xen/Linux de 40 máquinas.
– A proposta de Urgaonkar et al. [86] apresentou uma solução de elasticidade au-
tomática híbrida, absorvendo as vantagens das abordagens reativa e proativa. O
trabalho de Urgaonkar et al. [86] é exaustivo em testes para demostrar a vantagem
da abordagem híbrida contra uma abordagem puramente reativa ou proativa. A
proposta de Urgaonkar et al. [86] pode ser adaptada para uma solução de elasti-
cidade automática independente de aplicação ao substituir a modelagem por meio
de Teoria das Filas por uma modelagem de análise de séries temporais. O trabalho
dos autores trata como entrada da solução de elasticidade automática o consumo
de CPU, memória, rede, e disco, assim como este trabalho.
Diante do exposto, embora alguns autores utilizem técnicas de análise de séries tem-
porais que possuem baixo consumo de recursos, e podem executar a previsão muito ra-
pidamente, como AR, MA, ARMA, ARIMA e regressão, estas opções podem não ser as
mais adequadas para prever carga de trabalho de certas aplicações por assumirem uma
linearidade entre os valores passados.
Ao contrário dessas abordagens, os algoritmos de aprendizado de máquina, como as
redes neurais, são adequados para séries temporais com tendências ou mudanças sazonais,
em troca de um maior custo computacional comparada com as primeiras. Para extrair o
benefício das duas abordagens, a proposta deste trabalho, visando aumentar a precisão da
previsão, utiliza uma combinação de vários métodos de previsão, fazendo uma integração
de redes neurais e métodos estatísticos para aproveitar a vantagem de cada abordagem,
a um custo computacional intermediário.
3.4 Comparação entre os Trabalhos Relacionados
Este trabalho é comparado com os trabalhos relacionados citados em cinco aspectos
diferentes, conforme resumo apresentado na Tabela 3.2. Por isso, inicialmente, compara-
se qual é a abordagem utilizada pelas propostas (reativas, proativas ou híbridas), a qual
é apresentada na coluna “Modelo”. Segundo, quais trabalhos utilizaram a técnica de
regras baseadas em limites dinâmicos (coluna “Limites Dinâmicos”), sendo o símbolo X
indicando o uso da técnica e o símbolo χ indicando o não uso. Terceiro, quais trabalhos
utilizaram alguma das técnicas de análise de séries temporais (coluna “Análise de Séries



























































































































































































































































































































































































































































































































































que assumem a linearidade dos valores passados como o AR, o MA, o ARMA, o ARIMA,
a regressão, o Holt-Winters, etc), e o uso de redes neurais artificiais. O símbolo χ indica
que nenhuma técnica de análise de séries temporais foi usada no respectivo trabalho. Na
quarta coluna compara-se quais trabalhos utilizaram como métrica de entrada variáveis
de consumo de VMs, como CPU, memória, rede e disco (coluna “Consumo”). Para isso,
considera-se aqui a métrica de entrada como as métricas que são monitoradas e avaliadas
pelo decisor da solução de elasticidade automática. O símbolo χ indica que nenhuma
variável de consumo de VMs foi usada no respectivo trabalho como métrica de entrada
para o decisor. Finalmente, compara-se qual métrica de desempenho os autores avaliaram
ao final dos respectivos experimentos para indicar o ganho das soluções propostas (coluna
“Avaliação”). A Tabela 3.2 apresenta os trabalhos na ordem em que esses trabalhos foram
citados neste capítulo.
Analisando a Tabela 3.2, pode-se observar que a previsão é amplamente estudada
na literatura de elasticidade automática. Várias técnicas de previsão são propostas para
executar a elasticidade automática. Assim sendo, a proposta deste trabalho fornece um
conjunto mais heterogêneo de técnicas de previsão para aumentar a precisão da previsão.
Logo, esta dissertação aborda a fraqueza de trabalhos relacionados, a fim de melhorar o
mecanismo de elasticidade automática para ambientes de computação em nuvem.
Assim sendo, a solução proposta apresenta uma estratégia híbrida para provisiona-
mento e desprovisionamento de máquinas virtuais, em que quatro modelos diferentes de
previsão são apresentados como base da abordagem proativa desta proposta: ARIMA
[51], Holt-Winters [58], MLP [95] e LSTM [99]. Os modelos utilizados por essa estratégia
foram escolhidos com base em trabalhos relacionados, e também em trabalhos com foco
apenas em predição em ambiente de computação em nuvem. Para a abordagem reativa
que compõe esta proposta, utiliza-se limites dinâmicos, pois apresenta-se como uma opção
viável a técnica reativa baseada em limites fixos utilizada pela AWS. Assim, a estratégia
híbrida a ser apresentada no Capítulo 4 visa reduzir a latência do provisionamento de
recursos na nuvem, e melhorar a qualidade do serviço.
3.5 Considerações Finais
Neste capítulo foram apresentados os trabalhos relacionados mais relevantes para a
proposta deste trabalho. Embora existam muitos artigos na literatura sobre mecanis-
mos de elasticidade automática usando a abordagem de séries temporais, a maioria deles
usa apenas a abordagem proativa com algumas técnicas de previsão. Isso pode ser um
problema porque nenhuma das poucas técnicas de previsão que compõem a solução de
elasticidade automática pode ser a mais adequada para o momento, e o uso de mais técni-
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cas de previsão e com características diferentes aumenta a probabilidade de uma melhor
adaptação ao cenário de nuvem.
Outro problema é que, usando apenas uma abordagem reativa, o tempo para inicializar
a máquina virtual é negligenciado, o que pode aumentar a probabilidade de violações de
QoS. Portanto, o uso de uma estratégia híbrida de elasticidade automática de máquinas
virtuais, usando séries temporais e limites dinâmicos, pode ser uma solução melhor, pois
diminuirá a probabilidade de violação de QoS, enquanto não negligenciará o tempo para
inicializar as máquinas virtuais.
Assim sendo, o impacto da melhoria do mecanismo de elasticidade automática deve
ser bem relevante, pois reduz as taxas de rejeição de solicitações, o que a longo prazo
poderá melhorar a satisfação dos usuários dos serviços oferecidos.
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Capítulo 4
Solução de Elasticidade Automática
Proposta
Neste capítulo será apresentada a solução para provisão de elasticidade automática na
camada de infraestrutura como serviço em ambientes de nuvem pública proposta neste
trabalho. A solução propõe um método de elasticidade automática que reage a variações
nas métricas típicas de hardware de uma máquina virtual (CPU, rede, disco e memória)
para executar a reconfiguração do sistema com eficiência. Para isso, é utilizado uma solu-
ção híbrida de elasticidade contendo um componente Proativo para previsão do consumo
das métricas das VMs baseado em dados históricos, e também é usado um componente
Reativo para reduzir o impacto de possíveis previsões incorretas, de modo a se obter as
vantagens de cada uma das abordagens e manter o consumo de recursos dentro de uma
faixa entre o subprovisionamento e o excesso de provisionamento.
4.1 Descrição da Estratégia
Os provedores de nuvem, como a AWS [26], que ofertam serviços de nuvem, usual-
mente oferecem mecanismos de elasticidade automática baseados em agendamento, ou
baseados em regras com limites para tomadas de decisão. Essas regras são, normalmente,
baseadas na utilização de recursos em execução no provedor, como por exemplo “Adi-
cione algumas instâncias quando a média de utilização de CPU estiver acima de 70%”.
Esses mecanismos são simples e também convenientes em alguns casos, no entanto, nem
sempre é fácil para os usuários selecionarem os indicadores de escala “adequados”, espe-
cialmente quando as aplicações que irão ser executadas ou em execução são complexas ou
de pouco conhecimento do corpo técnico do usuário da nuvem. Em outras palavras, esses
mecanismos de gatilhos fixos não resolvem realmente o problema de dimensionamento da
aplicação, pois dependendo do modo como forem configurados podem nunca gerar ações
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de elasticidade ou gerar ações contraditórias, problema conhecido por oscilação. Essa di-
ficuldade é encontrada hoje pela equipe técnica do TCU. Para superar a dificuldade de se
indicar a priori os limites para a execução de ações de elasticidade, este trabalho propõe
o uso de limites dinâmicos, com o objetivo de abstrair do usuário a tarefa de indicação
dos limites.
Além dos limites dinâmicos, este trabalho ainda propõe uma estratégia de antecipação
da demanda por recursos de uma máquina virtual, sendo essa previsão realizada com
base em dados históricos da aplicação. As métricas da máquina virtual selecionadas para
avaliação neste trabalho foram as regularmente monitoradas no ambiente computacional
do TCU. Em seguida, com base na utilização prevista dos recursos da VM, os recursos
são alocados pela solução de elasticidade automática proposta. A utilização prevista
dos recursos informa que a carga de trabalho futura exigirá menos ou mais recursos
computacionais das VMs.
Considerando que o objetivo do sistema de elasticidade automática é conceder a quan-
tidade mínima de VMs de um determinado provedor de IaaS, para fornecer um certo nível
de QoS para os usuários finais da nuvem [17], entende-se que a estimativa de recursos está
no centro da elasticidade automática, pois determina a eficiência do provisionamento de
recursos.
Dessa forma, um dos objetivos da solução proposta é identificar a quantidade mínima
de recursos computacionais necessários para processar uma carga de trabalho para deter-
minar se operações de elasticidade serão necessárias. A estimativa de recursos permite
que a solução de elasticidade automática indique rapidamente a quantidade ideal de re-
cursos. Por outro lado, os erros de estimativa resultam em provisionamento insuficiente
- o que pode levar a um processo de provisionamento prolongado, ou ao provisionamento
em excesso - o que causa aumento nos custos. Para diminuir o risco associado aos erros
de estimativa, este trabalho faz uso da abordagem reativa de elasticidade. Assim sendo,
para este trabalho, considera-se que:
• Um provedor de nuvem IaaS é composto por um conjunto de máquinas com alguma
tecnologia de virtualização;
• Um provedor de nuvem IaaS define um conjunto de tipos de instância de VMs que
podem ser instanciadas e iniciadas em um dos clusters disponíveis;
• Cada tipo de instância caracteriza univocamente uma VM em termos de capacidade
de recursos (CPU, memória RAM, largura de banda da rede etc.);
• Todas as VMs que pertencem a um cluster estão executando a mesma aplicação e
somente essa;
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• O provedor de nuvem IaaS permite o aumento e a diminuição de recursos por meio
de elasticidade horizontal;
• Apenas uma VM pode ser adicionada ou removida do cluster de recursos associados
a aplicação de interesse;
• A aplicação em execução na nuvem pode apresentar cargas de trabalho variáveis
no tempo, o que significa que a quantidade de instâncias de VMs necessárias para
executar adequadamente esse serviço pode variar ao longo do tempo.
Assim, a aplicação em execução na nuvem é vista como um sistema a ser provisionado
dinamicamente com recursos, logo, a solução de elasticidade automática proposta pode
contribuir para que essa aplicação atenda adequadamente os seus usuários.
Por uma questão de simplicidade, assumiu-se que todas as VMs são de um mesmo tipo
de instância. VMs diferentes podem ser executadas, mas cada serviço pode ser executado
apenas em instâncias do mesmo tipo. Assim sendo, por acreditar que o ganho obtido
pelo uso de recursos heterogêneos em uma aplicação não compensa a complexidade extra
necessária para o gerenciamento [15], este trabalho parte do pressuposto que apenas um
tipo de VM será provisionada pelo provedor de IaaS.
4.1.1 Custo da Violação
Este trabalho, segundo indicação da equipe que gerencia o contrato de nuvem pública
do TCU, considera que uma maior satisfação com o uso da nuvem será alcançada se a uti-
lização dos recursos das VMs alocadas no provedor for mantida com bastante frequência,
sem excesso de provisionamento e também sem subprovisionamento. No entanto, para a
equipe do TCU, as duas condições citadas possuem custos diferentes. Logo, quando esse
intervalo entre as condições de excesso de provisionamento e subprovisionamento não for
possível, evitar o subprovisionamento deve ser a prioridade, por ser considerado de maior
custo pela equipe que gere o contrato de nuvem pública do TCU.
Esta solução de elasticidade automática é capaz, a cada unidade de tempo, de realizar
uma das duas ações de elasticidade (aumentar uma VM ao cluster ou diminuir uma VM
do cluster), ou ainda não realizar nenhuma ação. Essas decisões são tomadas com base
nas demandas atuais ou previstas de recursos pelas VMs monitoradas, utilizando uma
abordagem híbrida que é uma mistura das abordagens reativas e proativas.
A abordagem reativa da solução proposta é baseada em limites dinâmicos e é usada,
principalmente, para o intervalo em que não há métodos de previsão treinados ou os erros
na estimativa de recursos pela abordagem proativa não estiverem adequados. Em outras
palavras, a abordagem proativa é priorizada, mas usa-se também a abordagem reativa
para garantir que o sistema sofra ação de elasticidade se necessário.
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4.2 Arquitetura da Estratégia
A proposta de elasticidade automática apresentada neste trabalho considera as limi-
tações dos trabalhos relacionados, propondo um mecanismo de elasticidade automática
híbrido que é:
• Independente de Serviço - a solução só precisa monitorar a utilização de recursos
da infraestrutura em que os serviços são executados, sem nenhuma consideração
adicional ou restritiva;
• Configurado de Forma Dinâmica e Automática - a solução define os limites para
tomada de decisão sobre ações de elasticidade dinamicamente, e em relação às tarefas
de previsão, ela cria os modelos para previsão durante a execução das tarefas da
aplicação (on-line).
A solução de elasticidade automática proposta consiste em cinco componentes prin-
cipais agrupados em dois módulos: Módulo Coletor e Módulo Híbrido de Elasticidade
Automática. O módulo Coletor é composto do (i) monitor e de (ii) um repositório de
dados. O módulo Coletor coleta informações de uso de recursos de máquinas virtuais em
um intervalo de tempo regular. O módulo Híbrido de Elasticidade Automática ( composto
de um (iii) componente Reativo, de um (iv) componente Proativo e de um (v) decisor, que
trata se o sistema será expandido ou não) usa o histórico de uso dos recursos armazenado
dentro do módulo Coletor para prever o comportamento do consumo. A inteligência da
solução proposta encontra-se no módulo Híbrido de Elasticidade Automática, enquanto o
módulo Coletor é o módulo de apoio da solução.
O fluxo de informações entre os módulos e os componentes da solução estão represen-
tados na Figura 4.1. No início, o Monitor se comunica com um gerenciador do provedor
de nuvem e busca periodicamente (por exemplo, a cada minuto) informações sobre o es-
tado atual da aplicação em execução (1), sendo essa informação entregue por meio de
filas de mensagens assíncronas. As informações coletadas incluem a utilização da CPU,
a utilização da memória, a taxa de transferência de rede e a quantidade de leituras e de
escritas em disco de cada nó pertencente a um cluster de VMs em que a aplicação de
interesse está em execução. Em seguida, essas informações coletadas são armazenadas no
Repositório de Dados (2). Com essas informações, o componente Reativo pode calcular
os limites para as ações de elasticidade que irão subsidiar o componente Decisor sobre se
o sistema precisa sofrer ação de elasticidade, com base na utilização média calculada do
sistema e em uma abordagem padrão baseada em limites (3).
O componente Proativo consulta o repositório de dados em busca de dados históricos
disponíveis e com base nos modelos preditivos que fazem parte da estrutura deste com-
ponente. Esses modelos preditivos realizam as predições para cada uma das métricas de
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Figura 4.1: Visão geral da Solução Proposta.
interesse da aplicação (4). Em seguida, os novos valores de previsão disponíveis por cada
modelo para cada métrica são enviados para o subcomponente de seleção de predição,
para que se possa obter uma única predição mais precisa para o Decisor (5). Por último,
o Decisor, para cada amostra coletada, verifica se o limite superior ou inferior foi atingido.
Se a utilização do recurso atingiu um dos limites, o processo de elasticidade automática
reativo é iniciado. Se o limite ainda não tiver sido atingido, o Decisor, com base nas
informações repassadas pelo componente Proativo, decide se é necessário uma ação de
elasticidade para atender uma demanda prevista ou se não fará nada.
Tendo o fluxo entre os componentes da solução sido descrito, as seções a seguir se
concentram nos componentes da solução de elasticidade automática proposta.
4.2.1 Componente Monitor
Os recursos da nuvem IaaS podem ser gerenciados e utilizados com eficiência, prevendo
a carga de trabalho futura ou o padrão de utilização futura de recursos [11]. A natureza
e o tipo de carga de trabalho em uma nuvem pública não são determinísticos, portanto,
algumas técnicas cognitivas são necessárias para prever o tipo e a natureza da carga de
trabalho. [11]. A carga de trabalho, normalmente, é medida ou prevista na literatura
como métricas de aplicações (por exemplo, tempo de resposta), enquanto os trabalhos
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que possuem interesse em informações realistas sobre a memória e a CPU necessárias
antes de se submeter essa aplicação em uma máquina virtual, buscam prever as métricas
de recursos (por exemplo, utilização da CPU) [77].
O componente Monitor desta solução monitora métricas de recursos das máquinas
virtuais como a utilização de CPU, de memória, quantidade de leituras e escritas em
disco, além de entrada e saída de rede. Essa escolha tem explicação pelo fato dessas
serem algumas das métricas monitoradas no ambiente computacional do TCU.
Todos os ambientes de computação em nuvem precisam oferecer suporte ao monito-
ramento de seus recursos, fornecendo medições sobre as demandas dos usuários [15]. O
monitoramento dos recursos pelo provedor é feito por intermédio de sensores.
O componente Monitor interage com o sensor do provedor de nuvem AWS, chamado
CloudWatch [100]. O Cloudwatch coleta diversas métricas das instâncias de VMs em
execucão na AWS. Essa interação do componente Monitor com o CloudWatch é feita por
meio do Boto3 [101], que é o Kit de Desenvolvimento de Software (Software Development
Kit - SDK) da AWS para a linguagem Python. O Boto3 fornece uma API orientada a
objetos, além de permitir acesso de baixo nível aos serviços da AWS [101].
O componente Monitor busca novos dados relativos as métricas das VMs junto ao
Cloudwatch em um intervalo de 60 segundos. Esse intervalo pode ser alterado sem prejuízo
para o funcionamento da solução de elasticidade automática proposta, pois entende-se
que a carga de trabalho, dependendo da aplicação, pode aumentar e/ou diminuir em
frequências distintas, levando a necessidade de se alterar o intervalo de tempo para a
coleta de amostras. Em outras palavras, a escolha do intervalo de tempo depende da
necessidade de cada aplicação [102].
Uma menção deve ser feita para a situação do componente Monitor buscar dados em
um intervalo diferente do intervalo no qual o CloudWatch está coletando dados nas VMs.
O CloudWatch somente coleta dados das VMs na nuvem da AWS em dois intervalos:
60 ou 300 segundos. Sendo assim, por exemplo, se for configurado para o componente
Monitor buscar dados junto ao CloudWatch a cada 600 segundos, enquanto o CloudWatch
está coletando dados junto as VMs a cada 300 segundos, a cada solicitação do componente
Monitor, haverá dois dados disponíveis no CloudWatch. Nesse caso, deve-se especificar
no Boto3 qual a forma de agregação (valor máximo, mínimo, média, 90 percentil, etc) dos
valores coletados pelo CloudWatch. Neste trabalho utiliza-se a agregação por média [17].
Existem outras ferramentas úteis que acessam informações sobre a utilização dos re-
cursos da infraestrutura de computação em nuvem. No entanto, considerando que os
sensores dos provedores são instalados por padrão nas VMs, e estas já alteram o consumo
de recursos dessas máquinas virtuais, optou-se por não usar uma ferramenta adicional
para essa tarefa neste trabalho. Dessa forma, o monitoramento dos recursos neste tra-
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balho é feito exclusivamente por meio do Amazon CloudWatch, assim como em outros
trabalhos [19] [74] e [103], os quais também optaram por não usar uma ferramenta de
monitoramento personalizada.
As decisões de elasticidade automática são baseadas nas informações fornecidas pelo
componente Monitor, e o desempenho da solução de elasticidade automática depende da
qualidade dos dados de uso de recursos. Um sistema de monitoramento ruim comprome-
terá a qualidade do desempenho de qualquer solução de elasticidade automática.
Vale a pena levar em consideração que pode haver várias máquinas virtuais em exe-
cução ao mesmo tempo no ambiente do provedor, fornecendo serviços diferentes. Assim,
a interação entre o componente Monitor e o sensor CloudWatch é específica para cap-
turar apenas o consumo de recursos das VMs pertencentes a um cluster em particular.
Portanto, não importa se existem muitas aplicações diferentes em execução em outras má-
quinas virtuais, o componente Monitor captura apenas o consumo de recursos das VMs
que estão executando a aplicação de interesse, e salva os valores capturados no componente
Repositório, o componente que será apresentado na Seção 4.2.2.
4.2.2 Componente Repositório
O Repositório de Dados é um componente da solução de elasticidade automática pro-
posta que independe do provedor de nuvem pública utilizado. Neste trabalho está sendo
utilizado, por simplicidade, um conjunto de arquivos .csv para esta função. No entanto,
também foi testado com sucesso o uso de Dynamo DB [104], como alternativa para o uso
em produção desta solução proposta.
Assim sendo, o Repositório tem a função principal de guardar alguns dados salvos
durante a execução da aplicação, poupando o uso de memória dos componentes que inte-
ragem com o Repositório. A interação dos outros componentes da solução com o Repo-
sitório estão descritas na Figura 4.2. Nessa figura é possível observar que o componente
Monitor guarda os dados coletados do sensor do provedor no componente Repositório (1),
enquanto o componente Reativo apenas consome os dados coletados pelo Monitor (2.1).
Diferentemente dos demais, o componente Proativo salva os dados relativos das últimas
predições (4.1), assim como consome dados salvos de predições anteriores (4.2).
4.2.3 Componente Reativo
Devido à simplicidade e ao desempenho adequado, a maioria das empresas e orga-
nizações ainda prefere usar abordagens reativas [43]. De acordo com essa visão, esta
proposta também utiliza abordagem reativa como componente da solução de elasticidade
automática. No entanto, o problema da abordagem reativa comumente usada é que os
50
Figura 4.2: Interações dos Componentes com o Repositório.
limites para as ações de elasticidade não mudam de acordo com as cargas de trabalho
dinâmicas e/ou o estado do cluster [16]. Portanto, as abordagens estáticas baseadas em
limites frequentemente tem problema de oscilação, onde a solução de elasticidade auto-
mática frequentemente fica alterando o número de VMs (aumentando e diminuindo) para
ajustar o tamanho do cluster [105]. Em razão disso, este componente Reativo visa a cons-
trução de limites dinâmicos para superar esses problemas. A abordagem proposta ajusta
dinamicamente os limites com base no histórico das métricas coletadas da aplicação.
Primeiramente, o componente Reativo carrega os dados coletados mais atuais relativos
a utilização da CPU e utilização de memória. Como os dados dessas duas métricas
são apresentados em porcentagem, eles estão sempre dentro de um intervalo entre 0 e
1 ([0% - 100%]), logo nenhum tratamento adicional é feito nesses dados. No entanto,
para as métricas de leitura e de escrita em disco, assim como entrada e saída de rede,
que são medidos em bytes, só existe um valor mínimo, não existindo um valor máximo
nominalmente indicado pela documentação da AWS. Dessa forma, o valor máximo a ser
assumido deve ser indicado pelo proprietário da aplicação.
O consumo de disco e de rede da aplicação, para os experimentos apresentados no
Capítulo 5, foram agregados da forma indicada nas Equações 4.1 e 4.2:
consumoDisco = qtdLeiturasDisco+ qtdEscritasDisco (4.1)
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Onde qtdLeiturasDisco é a quantidade consumida por leituras em disco em bytes,
qtdEscritasDisco é a quantidade consumida por escritas em disco em bytes, e a variável
que agrega a soma dos dois valores anteriores é o consumoDisco.
consumoRede = qtdEntradaRede+ qtdSaidaRede (4.2)
Onde qtdEntradaRede é a quantidade de bytes no fluxo de entrada na interface de
rede da VM, qtdSaidaRede é a quantidade de bytes no fluxo de saída na interface de rede
da VM, e consumoRede é a variável que agrega a soma dos dois valores anteriores.
Com os dados atuais coletados pelo Monitor, o componente Reativo segue os passos
apresentados no Algoritmo 2 para subsidiar o componente Decisor quanto as ações de
elasticidade necessárias.
O processo seguido pelo Algoritmo 2 é bem comum das soluções de elasticidade auto-
mática, no qual a medição atual de cada métrica é comparada com o limite inferior (linha
1), e caso a medição seja menor do que o limite inferior, a ação indicada é uma ação de
elasticidade para reduzir a quantidade de recursos (ação = −1, na linha 2). Caso a com-
paração da linha 1 não seja verdadeira, segue-se para comparar a medição atual de cada
métrica com o seu respectivo limite superior (linha 4). Além disso, se a medição atual for
maior do que o limite superior, a ação indicada é uma ação de elasticidade para aumentar
a quantidade de recursos (ação = +1, na linha 5). No caso de nenhuma comparação ser
verdadeira, o algoritmo indica que nenhuma ação deve ser tomada (ação = 0, na linha
8). Esse processo é feito para cada métrica, e os quatro valores são encaminhados para o
componente Decisor.
Os valores dos limites inferiores e superiores são calculados dinamicamente a partir de
dados históricos dos valores medidos, carregados do componente Repositório. O processo
de geração dos limites dinâmicos será apresentado a seguir
Algoritmo 2: Abordagem reativa da solução de elasticidade automática
entrada: medição atual, limite superior e inferior
saida : Indicação para ação de elasticidade para a métrica
1 if medição atual < limiteInf then
2 ação ← −1
3 end if
4 else if medição atual > limiteSup then
5 ação ← +1
6 end if
7 else
8 ação ← 0
9 end if
52
Definição dos Limites Dinâmicos
Conforme apresentado no Capítulo 3, alguns trabalhos utilizaram características do
histórico de dados como média e desvio padrão para a definição dos limites mínimo e
máximo, como Augustyn e Warchal [77] e Beloglazov e Buyya [18], sendo que Beloglazov e
Buyya [18] ainda caracterizaram a distribuição dos dados como aproximadamente normal.
A curva normal possui características próprias como distribuição simétrica ou um valor
de assimetria (grau de distorção em relação à distribuição normal) igual a zero, assim
como o valor da curtose (medida de espalhamento dos valores extremos em relação à
media/mediana) igual a três. Isso significa que partindo da média da curva normal, a
distância máxima até o ponto mais extremo é aproximadamente 3 desvios padrões.
No entanto, a distribuição dos dados coletados pelo componente Monitor nem sempre
será semelhante a curva normal. Assim, feita as considerações acima, neste trabalho serão
usados nos cálculos dos limites, para cada métrica, os valores da mediana e do percentil
de 90% do histórico de medições, da forma apresentada a seguir:
• Para o limite inferior:
– mediana dos dados coletados na última hora.
• Para o limite superior:
– percentil de 90% dos dados coletados na última hora.
A mediana e o percentil de 90% são calculados após os dados de consumo de cada
métrica serem organizados em ordem crescente. Essa proposta de limites dinâmicos é
similar a usada por Augustyn e Warchal [77], diferindo que nesta proposta utiliza-se
como limite inferior a mediana em vez da média, pois a mediana é menos suscetível a
valores extremos dos dados do que a média [106]. Além disso, no trabalho de Augustyn
e Warchal [77] utilizou-se a média unicamente por limitação da ferramenta usada para
monitoramento (Graphite [107]) pela solução de elasticidade automática dos autores.
O Algoritmo 3 apresenta a forma de cálculo para os limites inferiores e superiores para
cada métrica. Como já citado anteriormente, os dados históricos são carregados a partir
do componente Repositório (linha 1), sendo em seguida filtrados somente os dados da
última hora, em razão da cobrança por VM ser feita por hora de uso (linha 2). Na linha
4, há o calculo do limite inferior (limiteInf) que será a mediana dos dados coletados na
última hora. Caso haja um número par de valores, a mediana será a interpolação linear
entre os dois valores centrais. Na linha 5, o limite superior (limiteSup) é calculado como
o valor de percentil de 90% dos dados coletados na última hora.
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Algoritmo 3: Calculo dos limites dinâmicos
entrada: histórico de dados da variável
saida : limites superior e inferior
1 carrega dados históricos do Repositório em dados históricos;
2 dados ←− Ultima Hora (dados históricos)
3
4 limiteInf ←− Calcula Mediana (dados);
5 limiteSup ←− Calcula 90Percentil (dados)
Esses limites dinâmicos são calculados a cada interação da solução proposta, e enviados
para o componente Decisor. Este componente Decisor ainda faz uso de outra fonte de
informação que é o componente Proativo, que será apresentado na Seção 4.2.4.
4.2.4 Componente Proativo
O componente Proativo é o elemento da solução de elasticidade automática proposta
que trata da estratégia de antecipação à demanda. Essa antecipação é realizada ao se
prever o consumo em tempo futuro com o auxílio de quatro métodos de previsão, que são:
ARIMA, Holt-Winters, MLP e LSTM.
Para alcançar este fim, o componente Proativo busca junto ao componente Repositório
os dados históricos de consumo das VMs que compõem o cluster de servidores que execu-
tam a aplicação de interesse. De posse desses dados históricos, o componente Proativo os
divide em conjuntos de treinamento e teste. O treinamento dos modelos será apresentado
a seguir.
Treinamento dos Modelos
A previsão acontece durante o tempo de execução do sistema, portanto, o treinamento
e o teste de cada método de previsão não podem demorar muito tempo. Em razão disso, os
modelos de previsão de cada um dos quatro métodos são criados em momentos distintos.
O mesmo raciocínio é seguido para o treinamento dos modelos. O treinamento periódico
dos modelos foi o escolhido para este trabalho. O conjunto de treinamento é composto
por 80% da amostra total dos dados históricos, e o conjunto de testes é composto por
20% da amostra total dos dados históricos [56].
Com os modelos de previsão criados e treinados, a cada nova coleta de dados de
consumo das máquinas virtuais no tempo t, a previsão do consumo de recursos no tempo
t+ 1 é realizada para cada um dos modelos do componente Proativo, e o mais adequado
é escolhido como o melhor método para essa previsão, com base no processo de seleção
do melhor modelo, descrito a seguir.
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Seleção do Melhor Modelo
Para selecionar o melhor modelo de previsão, o componente Proativo usa os erros de
previsão anteriores para cada modelo, assim como o erro da previsão mais recente para
gerar um escore para cada modelo. Esse escore é calculado como uma soma ponderada
entre o erro da previsão mais recente (Equação 4.3) e o erro médio ao longo do histórico
de previsões (Equação 4.4).
O erro da previsão mais recente captura apenas a precisão com que a última previsão
foi calculada pelo modelo. O erro absoluto da última previsão (et) pode ser definido
como o módulo da diferença entre a previsão mais recente x̂t e a medição mais recente xt,
conforme apresentado na Equação 4.3. Portanto, ele não captura a precisão geral. Assim,
se o modelo cometeu repetidamente grandes erros em previsões anteriores, exceto a mais
recente, os valores dos escores podem ser tendenciosos e levar a decisões suscetíveis a erros
[81].
et = |x̂t − xt| (4.3)
Por outro lado, o erro médio ao longo do histórico de previsões captura o erro geral
nas previsões passadas, onde todos os erros passados têm o mesmo nível de significância.
O erro absoluto médio do histórico de previsões (Mean Absolute Error - MAE), conforme
apresentado na Equação 4.4, é um média aritmética dos erros de previsões passadas, sendo







Logo, se um método produziu erros maiores em previsões anteriores, o escore pode
ser reduzido significativamente, mesmo que esteja produzindo as melhores previsões para
valores mais recentes [81].
Ao calcular os escores com base em erros, os modelos cujos erros são baseados na
última observação ignoram a precisão geral, e atribuem grande importância ao último
erro de previsão. Por outro lado, os erros médios históricos pressupõem que todos os
últimos erros de previsão tenham o mesmo nível de significância. Para fugir dos dois
extremos, este trabalho utiliza a soma ponderada dos extremos para o cálculo do escore
de cada modelo, conforme apresentado na Equação 4.5.
escoret = α ∗ e(t) + (1− α) ∗MAEt−1 (4.5)
O valor de α é fixo para todos os modelos e é calculado a cada interação por meio da
Equação 4.6. Dessa forma, se a previsão mais recente aumentar a precisão (e(t) → 0), o
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peso α aumentará (α→ 1).
α = MAEt−1/(e(t) + MAEt−1) (4.6)
O Algoritmo 4 apresenta como ocorre a seleção do modelo mais adequado para cada
uma das métricas pelo componente Proativo, a partir dos valores dos escores de cada
modelo. Assim sendo, os quatro modelos de previsão realizam suas predições para o
Algoritmo 4: Seleção do modelo mais adequado
entrada: escores para os modelos,
saida : predição do melhor modelo
1 for Cada modelo do
2 Lista Modelos ← (Modelo,escore)
3 end for
4 melhor modelo ← Menor Escore (Lista Modelos)
5 predição atual ← Predição Atual (melhor modelo)
momento futuro mais próximo, mas o componente Proativo seleciona somente um deles,
o que possui o menor escore (linha 4), para predizer o próximo valor de utilização de cada
métrica (linha 5). Isso quer dizer que o método de previsão escolhido para predizer o
consumo de CPU pode ser distinto da métrica escolhida para predizer o consumo de rede,
por exemplo.
A seleção do modelo mais adequado avalia continuamente as opções de previsão dispo-
níveis e escolhe por meio da lógica apresentada a previsão de consumo para cada métrica
em um futuro próximo. Com essa previsão calculada, o Algoritmo 5 indica a necessidade
de ação de elasticidade para cada métrica de consumo.
Algoritmo 5: Abordagem proativa da solução de elasticidade automática
entrada: predição para a próxima janela, limite superior e inferior
saida : Indicação para ação de elasticidade para a métrica
1 if predicao de consumo < limiteInf then
2 ação ← −1
3 end if
4 else if predicao de consumo > limiteSup then
5 ação ← +1
6 end if
7 else
8 ação ← 0
9 end if
O processo seguido pelo Algoritmo 5 é bem comum das soluções de elasticidade auto-
mática que utilizam abordagem de antecipação, no qual a predição para o valor futuro da
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métrica é comparada com o limite inferior (linha 1), e caso a predição seja menor do que
o limite inferior, a ação indicada é uma ação de elasticidade para reduzir a quantidade
de recursos (ação = −1, na linha 2). Caso a comparação da linha 1 não seja verdadeira,
segue-se para comparar a predição para o valor futuro da métrica com o seu respectivo
limite superior (linha 4). Assim, se a predição for maior que o limite superior, a ação
indicada é uma ação de elasticidade para aumentar a quantidade de recursos (ação =
+1, na linha 5). No caso de nenhuma comparação ser verdadeira, o algoritmo indica que
nenhuma ação deve ser tomada (ação = 0, na linha 8). Esse processo é feito para cada
métrica, e os quatro valores são encaminhados para o componente Decisor.
Como é possível observar, o processo seguido pelo Algoritmo 5 do componente Pro-
ativo é similar ao apresentado no Algoritmo 2 do componente Reativo, diferindo que no
componente Proativo a comparação com os limites inferiores (linha 1) e superiores (linha
4) é feita com os valores preditos pelo modelo selecionado para cada métrica, enquanto
no componente Reativo a comparação dos limites é feita com a medição atual. Dessa ma-
neira, os resultados para as condições resultantes das comparações também são similares,
isto é:
• Caso o valor predito seja menor do que o limite inferior, a ação indicada é uma ação
de elasticidade para reduzir a quantidade de recursos (ação = −1, na linha 2);
• Caso a medição seja maior do que o limite superior, a ação indicada é uma ação de
elasticidade para aumentar a quantidade de recursos (ação = +1, na linha 5);
• No caso de nenhuma comparação ser verdadeira, o algoritmo indica que nenhuma
ação seja tomada (ação = 0, na linha 8).
O processo descrito no Algoritmo 5 é feito para cada métrica, e os quatro valores de
ação são encaminhados para o componente Decisor, permitindo que a solução de elastici-
dade automática proposta se adapte às mudanças nos padrões de uso da aplicação.
Dessa maneira, a seleção de um modelo só é necessária porque há mais de um modelo
sendo usado no componente Proativo. Em particular, considera-se o uso de múltiplos
preditores, uma vez que não há um bom preditor para todos os serviços [108]. As carac-
terísticas dos métodos de predição presentes no componente Proativo serão apresentadas
a seguir.
Características dos Modelos Preditivos
De acordo com os resultados da avaliação relatados em [109], um único método não
pode fornecer os resultados mais precisos para diferentes tipos de cargas de trabalho. A
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direção de novos esforços de pesquisa tem sido sobre os métodos híbridos de previsão que
mesclam a força de predição dos modelos de previsão individual [110].
A maioria dos trabalhos existente se concentra em um ou dois recursos (CPU e me-
mória) e ignora a correlação entre os recursos. Investigar a correlação entre recursos pode
fornecer resultados mais compreensíveis para a solução de elasticidade automática [111].
Em razão disso, foram escolhidas as duas redes neurais.
Os modelos de previsão podem ser usados para os diferentes tipos de cargas de trabalho
e serem mais gerais, caso esses métodos de previsão não precisem fazer muitas suposições
sobre o comportamento da carga de trabalho [111]. Os quatro modelos escolhidos atendem
a essa característica [111].
O modelo ARIMA tenta capturar a correlação automática entre os dados [51], assim
como o modelo Holt-Winters [58]. Entretanto, os modelos Holt-Winters e ARIMA são
modelos lineares, o que em algumas situações pode não representar bem a demanda na
nuvem. Para deixar o conjunto de modelos mais abrangente, também são usadas as
redes neurais MLP e LSTM por poderem modelar bem o comportamento não linear da
aplicação [111]. Por outro lado, as redes neurais são um método de “caixa preta”, enquanto
os primeiros possuem maior interpretabilidade ou seja, são mais transparentes [111].
4.2.5 Componente Decisor
O componente Decisor é elemento da solução de elasticidade automática proposta
responsável por decidir se o sistema precisa aumentar ou diminuir o número de VMs,
combinando um componente de elasticidade automática reativo e um componente de
elasticidade automática proativo, apresentados nas seções anteriores.
O Algoritmo 6 apresenta a forma de interação entre o componente Decisor, e os com-
ponentes Reativo e Proativo. Primeiramente, as indicações para ações de elasticidade são
encaminhadas ao Decisor na forma de listas, com cada lista contendo quatro valores, um
valor entre [−1, 0, 1] para cada métrica. A lista com as indicações para ações de elastici-
dade enviadas pelo componente Reativo é iterada (linha 1), e caso alguma métrica indique
redução de recursos (linha 2), o contador de tempo para redução de recursos para essa
métrica (contadorInfi ) é incrementado do intervalo de tempo de monitoramento (linha
3). Como a métrica indica um superprovisinamento, o contador de tempo para aumento
de recursos para essa métrica contadorSupi volta ao valor zero (linha 4). No entanto, caso
alguma métrica indique aumento de recursos (linha 6), o contador de tempo para aumento
de recursos para essa métrica (contadorSupi ) é incrementado do intervalo de tempo de
monitoramento (linha 7). Como a métrica indica um subprovisinamento, o contador de
tempo para redução de recursos para essa métrica contadorInfi volta ao valor zero (linha
8). Depois disso, o maior valor dentre todas as métricas é aplicado ao contador de tempo
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para aumento de recursos da solução (contadorSup ) (linha 11) e ao contador de tempo
para redução de recursos da solução (linha 12). Esses valores são avaliados pelo Decisor
posteriormente junto a outros parâmetros da solução de elasticidade automática proposta
(linha 13). Como é possível notar, o Decisor só levará em conta as informações repassadas
pelo componente Proativo, após avaliar as indicações de ações de elasticidade enviadas
pelo componente Reativo, similar a proposta de [112].
Algoritmo 6: Interação entre Decisor, e componentes Reativo e Proativo
entrada: contadores e indicações dos componentes Reativo e Proativo
saida : ação de elasticidade a ser avaliada pelo Decisor
1 for Lista Ações Reativas do
2 if Ação Reativa = −1 then
3 contadorInfi+ intervalo
4 contadorSupi = 0
5 end if
6 else if Ação Reativa = 1 then
7 contadorSupi+ intervalo
8 contadorInfi = 0
9 end if
10 end for
11 contadorSup ← máximo ( contadorSupi)
12 contadorInf ← máximo ( contadorInfi)
13 Decisor (contadorSup, contadorInf)
14 if componente Proativo já criou os modelos preditivos then
15 for Lista Ações Proativas do
16 if Ação Proativa = −1 then
17 contadorInfi+ intervalo
18 contadorSupi = 0
19 end if
20 else if Ação Proativa = 1 then
21 contadorSupi+ intervalo
22 contadorInfi = 0
23 end if
24 end for
25 contadorSup ← máximo ( contadorSupi)
26 contadorInf ← máximo ( contadorInfi)
27 Decisor (contadorSup, contadorInf)
28 end if
O componente Proativo só passará a interagir com o Decisor assim que os modelos
preditivos tenham sido criados (linha 14), enquanto isso não ocorre, apenas o componente
Reativo estará em operação. Esse é uma das vantagens do modelo híbrido adotado pela
solução de elasticidade automática proposta, quando em comparação ao modelo pura-
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mente proativo, dado que esse último não toma nenhuma ação de elasticidade enquanto
o modelo de previsão não for criado.
Com os modelos preditivos já criados, a mesma sequência apresentada nas linhas (1-
13) será seguida para a lista com as indicações para ações de elasticidade enviadas pelo
componente Proativo, sendo essa lista iterada (linha 15), e caso alguma métrica indique
redução de recursos (linha 16), o contador de tempo para redução de recursos para essa
métrica (contadorInfi ) é incrementado do intervalo de tempo de monitoramento (linha
17). Como a métrica indica um superprovisinamento, o contador de tempo para aumento
de recursos para essa métrica contadorSupi volta ao valor zero (linha 18). No entanto,
caso alguma métrica indique aumento de recursos (linha 20), o contador de tempo para
aumento de recursos para essa métrica (contadorSupi ) é incrementado do intervalo de
tempo de monitoramento (linha 21). Como a métrica indica um subprovisinamento, o
contador de tempo para redução de recursos para essa métrica contadorInfi volta ao valor
zero (linha 22). Depois disso, o maior valor dentre todas as métricas é aplicado ao contador
de tempo para aumento de recursos da solução (contadorSup ) (linha 25) e ao contador
de tempo para redução de recursos da solução (linha 26). Esses valores são avaliados pelo
Decisor posteriormente junto a outros parâmetros da solução de elasticidade automática
proposta (linha 27).
Contudo, se um dos dois componentes indicar a necessidade de ação de elasticidade,
este componente Decisor concorda em fazer a reconfiguração do sistema (aumentando
ou diminuindo o número de VMs) desde que sejam atendidos os planos de elasticidade
automática estabelecidos, os quais serão apresentados a seguir.
Planos de Elasticidade Automática
Os planos de elasticidade automática são os planos de expansão e contração do cluster
no qual a aplicação de interesse está em execução. Nestes planos há a indicação de
variáveis importantes para todas as soluções de elasticidade automática, como contadores
de tempo para aumento e redução de recursos, os quais possuem o papel de impedir que
uma leve variação no ambiente exija uma ação de elasticidade, e no passo seguinte ocorra
a indicação de uma ação de elasticidade contrária. Com papel similar está o contador de
tempo de resfriamento, o qual indica o intervalo de tempo em que não haverá ação de
elasticidade após a última ação de aumento ou redução do cluster.
Os planos de elasticidade automática também fazem referência a um contador para o
número de VMs em execução no cluster, assim como o número mínimo e máximo de VMs
no cluster.
O plano de expansão do cluster, apresentado pelo Algoritmo 7, trata das condições
avaliadas pelo Decisor sobre a possibilidade de uma ação de elasticidade para aumento de
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recursos, com base nos contadores enviados pelo componentes Reativo ou pelo Proativo
(linha 1). Inicialmente avalia-se a duração de tempo no qual o valor medido ou a predição
supera o limite superior (durSup, linha 2). Caso esse tempo seja maior, na sequência
se avalia há quanto tempo houve a última ação de elasticidade (linha 3), sendo que se o
tempo decorrido da última ação for maior do que o tempo de resfriamento configurado,
avalia-se o tamanho do cluster (linha 4). Caso o cluster ainda suporte uma nova VM, a
indicação do novo tamanho do cluster é feita ao Atuador do Provedor de nuvem (linhas
5-6).
Algoritmo 7: Plano de expansão do cluster
entrada: tempo de resfriamento, relógio, contadores, tamanho do cluster
saida : Número de VMs no Cluster da aplicação
1 Decisor (contadorSup, contadorInf):
2 if ( contadorSup ≥ durSup) then
3 if ( relógio ≥ tempo de resfriamento) then
4 if (TamanhoCluster < nMax) then
5 TamanhoCluster ←TamanhoCluster +1
6 Atuador (TamanhoCluster)
7 end if
8 relógio ← 0
9 end if
10 else




15 contadorSup ← contadorSup + intervalo
16 end if
Quando uma nova máquina é acrescentada ao cluster, o relógio que controla o tempo
após a última ação de elasticidade é zerado (linha 8). Caso o tamanho do cluster não seja
alterado, o relógio e o contador de tempo para aumento de recursos (contadorSup) são
incrementados do intervalo de tempo de monitoramento (intervalo, linhas 11-15).
De forma similar funciona o Plano de contração do cluster, apresentado pelo Algoritmo
8, o qual trata das condições avaliadas pelo Decisor sobre a possibilidade de uma ação de
elasticidade para redução de recursos, com base nos contadores enviados pelo componentes
Reativo ou pelo Proativo (linha 1). Inicialmente avalia-se a duração de tempo no qual
o valor medido ou a predição segue abaixo do limite inferior (durInf , linha 2). Caso
esse tempo seja maior, na sequência avalia-se há quanto tempo houve a última ação de
elasticidade, sendo que se o tempo decorrido da última ação for maior que o tempo de
resfriamento configurado (linha 3), avalia-se o tamanho do cluster (linha 4). Caso o cluster
61
não esteja em seu tamanho mínimo (nMin), a indicação do novo tamanho do cluster é
agendada ao Atuador do Provedor de nuvem (linhas 5-6). Esse agendamento posterga a
contração do cluster até que uma das VMs do cluster esteja próxima de completar uma
hora de uso.
Algoritmo 8: Plano de contração do cluster
entrada: tempo de resfriamento, relógio,contadores, tamanho do cluster
saida : Número de VMs no Cluster da aplicação
1 Decisor (contadorSup, contadorInf):
2 if ( contadorInf ≥ durInf) then
3 if ( relógio ≥ tempo de resfriamento) then
4 if (TamanhoCluster > nMin) then
5 TamanhoCluster ←TamanhoCluster −1
6 agenda Atuador (TamanhoCluster)
7 end if
8 relógio ← 0
9 end if
10 else




15 contadorInf ← contadorInf + intervalo
16 end if
Quando uma máquina é retirada do cluster, o relógio que controla o tempo após a
última ação de elasticidade é zerado (linha 8). Caso o tamanho do cluster não seja
alterado, o relógio e o contador de tempo para redução de recursos são incrementados do
intervalo de tempo de monitoramento (linhas 12-16). Assim, o número mínimo e máximo
de VMs no cluster deve ser indicado pelo gerente da solução em função da restrição de
orçamento.
O componente Decisor será o responsável por interagir com o provedor para garantir
que o tamanho do cluster indicado seja fornecido pelo provedor IaaS de nuvem. O Atuador
é o elemento do provedor que interage com o componente Decisor para este fim, sendo
essa interação será apresentado a seguir.
Interação entre Decisor e Atuador IaaS
Para aumentar ou diminuir o número de máquinas virtuais no cluster da aplicação, o
Decisor precisa interagir com o provedor IaaS que hospeda na nuvem a referida aplicação.
Provedores de computação em nuvem, como o Amazon EC2, fornecem acesso ao hardware,
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que pode ser alocado ou desalocado a qualquer momento [50]. O Atuador é o responsável
por realizar mudanças nos elementos gerenciados.
Para automatizar esse processo de interação entre cliente e provedor, realizado pelo
Atuador, a Amazon EC2 fornece uma API a qual permite que imagens da aplicação cliente,
criadas antecipadamente, sejam carregadas em novas máquinas virtuais que precisem ser
criadas. Também é por meio dessa API que essas mesmas máquinas podem ser liberadas
[50].
Assim sendo, neste trabalho, parte-se da suposição que o gerente da aplicação possua
previamente:
• Imagem da aplicação disponível na AWS;
• Grupo de “Auto-Scaling”.
Esse grupo de “Auto-Scaling” é o cluster de VMs no qual o cliente da nuvem estabelece
o número mínimo e máximo de VMs no cluster.
A interação entre Decisor e Atuador é feita por meio do Boto3 [101], sendo que o
Decisor ao solicitar ao Atuador o aumento ou a redução do tamanho do cluster, deve
indicar a conta AWS, nome do grupo de “Auto-Scaling” e o novo tamanho do cluster.
Quando há indicação para redução do número de máquinas no cluster, essa redução será
postergada até que uma das VMs esteja próxima de completar uma hora, sendo que a
VM a ser encerrada será a mais próxima de completar uma hora, em razão da cobrança
do serviço ser por hora.
4.3 Considerações Finais
Em resumo, a solução de elasticidade automática híbrida proposta foi preparada para
ser implantada no ambiente de produção de nuvem pública do TCU junto ao provedor
Amazon AWS. A solução proposta pode ser executada de qualquer computador/VM que
possua o sistema operacional baseado em Unix, como o MacOS em que parte dos testes
foram executados, ou Ubuntu Linux em que outra parte dos testes foram executados. No
entanto, deve haver a linguagem Python [113] instalada, caso contrário, esta solução não
será capaz de prever o consumo de recursos. Vale ressaltar que foi escolhida a linguagem
Python por esta linguagem de programação ser ensinada e difundida pelo TCU nos seus
cursos de pós-graduação. Desse modo, espera-se que a manutenção e a evolução dessa
solução no ambiente de produção do TCU seja facilitada.
Diante do exposto, é importante destacar que o componente Monitor utilizado nesta
solução (que interage com o Cloudwatch) pode ser substituído por qualquer componente
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equivalente, que busque os dados coletados em uma fonte diferente, como em outro pro-
vedor ou mesmo em ferramentas comerciais como o Zabbix [114], a qual é a ferramenta de
monitoramento que se pretende implantar para coletar os dados nos provedores utilizados
pelo TCU.
A solução de elasticidade automática híbrida proposta nesta dissertação é completa-
mente independente do provedor de nuvem IaaS escolhido, com exceção do componente
monitor como informado anteriormente. Isso significa que o tipo de balanceador de carga
e o tipo de aplicação em execução nas máquinas virtuais não importam para esta solução




Este capítulo apresenta três experimentos, os quais foram realizados com o objetivo de
avaliar a solução de elasticidade automática híbrida proposta. Nos experimentos verifica-
se o comportamento das técnicas de elasticidade usadas na solução proposta (limites
dinâmicos e análise de séries temporais), e como elas apoiam a solução de elasticidade
automática proposta a reagir sob mudanças repentinas de carga de trabalho. Este capítulo
também compara o desempenho da solução de elasticidade automática híbrida proposta
com a versão emulada da solução de elasticidade automática da AWS. Assim, para avaliar
a solução proposta, construiu-se um ambiente experimental na nuvem pública da AWS, o
qual também será apresentado neste capítulo.
5.1 Ambiente Experimental
O ambiente experimental deste trabalho foi construído na nuvem pública da AWS, por
ser essa uma das nuvens que o TCU utiliza no seu dia a dia. Como cenário representativo
ao ambiente de nuvem do TCU, a aplicação MediaWiki [115] foi implantada no provedor
de nuvem AWS. A MediaWiki é uma aplicação web do tipo I/O bound, ou seja, é intensiva
em entrada/saída ao invés de CPU [16], assim como algumas aplicações de interesse do
TCU que serão executadas na nuvem. Para executar a aplicação MediaWiki foi usado
neste trabalho o benchmark WikiBench [12], o qual usa o MediaWiki como aplicação. O
WikiBench usa dados reais do banco de dados da Wikipedia [116], e gera tráfego real com
base nos traços de acesso da Wikipedia.
O ambiente criado na nuvem AWS para os experimentos deste trabalho foi montado
seguindo experimentos anteriores apresentados por outros trabalhos [16] [80] [117] [118], os
quais também utilizaram o Wikibench para avaliar as respectivas soluções de elasticidade
automática. A Figura 5.1 apresenta o ambiente montado na nuvem AWS com oWikibench
para avaliar a solução de elasticidade automática proposta neste trabalho.
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Figura 5.1: Ambiente Implantado para os Experimentos com WikiBench.
Como pode ser notado na Figura 5.1, a MediaWiki é uma aplicação de duas camadas
(aplicação e banco de dados). Nos experimentos realizados a camada de banco de dados
era composta por somente um banco de dados, enquanto a camada de aplicação era
composta por um cluster de servidores web MediaWiki. Para esses experimentos, o foco
foi na elasticidade da camada de aplicação e, em particular, em como o número de VMs
do cluster hospedando servidores de aplicação MediaWiki era alterado sob demanda pelas
soluções de elasticidade automática.
O banco de dados da MediaWiki, um banco MySQL, foi carregado com uma semana
de rastreamento de 10% de solicitações da Wikipedia em inglês, de 19 de setembro de
2007 a 26 de setembro de 2007. Acredita-se que uma semana de rastreio é suficiente para
a finalidade dos experimentos, pois oferece à solução proposta oportunidades para exercer
os planos de elasticidade automática.
O Wikibench ainda é composto pelo wikijector, o qual é um agente usado para enviar
solicitações dos arquivos de rastreamento da Wikipedia para a instância do balanceador de
carga. É possível observá-lo na Figura 5.1 como sendo o cliente da aplicação MediaWiki.
O serviço de balanceamento de carga usado nos experimentos foi o balanceador de
carga de aplicações [119], disponível na AWS, dado que a AWS o considera o mais ade-
quado ao balanceamento de carga de tráfego HTTP e HTTPS. Neste trabalho assumiu-se
que este balanceador de carga possui uma capacidade ilimitada e ele pode equilibrar ade-
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quadamente a demanda dos usuários para cada VM que foi alocada para essa aplicação
[17]. Esse balanceador de carga encaminha uma nova solicitação recebida para o servi-
dor MediaWiki com menor número de solicitações no momento [119]. Mais detalhes das
configurações usadas em cada experimento deste trabalho serão apresentados na Seção
5.2.
5.2 Descrição dos Experimentos
Esta seção destaca as configurações no ambiente que são comuns a todos os experi-
mentos. Os experimentos conduzidos neste trabalho iniciam sempre da mesma forma,
com o cliente wikijector enviando uma sequência de solicitações HTTP ao cluster de ser-
vidores MediaWiki. Essa sequência de solicitações segue a mesma ordem do rastreio de
uma semana do Wikipedia populado no cliente. Certamente, se nenhuma modificação
fosse realizada no arquivo original, o wikijector faria solicitações por uma semana. Logo,
para atender as demandas deste trabalho, a ordem original das solicitações foi mantida,
com isso a “forma” do rastreamento original é preservada, enquanto a dimensão do tempo
é reduzida de 1 semana para o tempo indicado em cada experimento.
O cliente wikijector ao enviar uma solicitação ao conjunto de servidores da aplicação
MediaWiki, aguarda a resposta dessa solicitação até o tempo limite de 30 segundos, sendo
esse tempo definido para todos os experimentos.
O cluster de servidores de aplicação MediaWiki, conforme pode ser observado na
Figura 5.1, fica por trás de um balanceador de carga, sendo ele o responsável por distribuir
as solicitações enviadas pelo wikijector ao cluster MediaWiki. Esse cluster é um grupo
de autoscaling [45] criado na AWS. Nos experimentos deste trabalho todas as máquinas
virtuais da aplicação MediaWiki possuíam o sistema operacional Linux Ubuntu 16.04.
Os dados de consumo das VMs que executavam o MediaWiki são coletados e subsidiam
a decisão sobre ações de elasticidade da solução de elasticidade automática proposta, e
da solução de elasticidade automática da AWS. Quando o sistema é expandido, uma
VM da camada de aplicação é criada a partir da solução de elasticidade automática e,
quando o sistema é contraído, uma máquina virtual é destruída. Além disso, foi definido
o número mínimo de VMs permitido e o número máximo de VMs permitido no grupo
de autoscaling sendo 1 e 10 VMs, respectivamente. O número máximo foi definido com
base no orçamento disponível para os testes. Essas VMs são alocadas sob demanda nos
experimentos. Assim, em todos os experimentos, o número de VMs inicial é o número
mínimo de instâncias permitido, o que atende a condição de pouca atividade da instância.
Por fim, os servidores MediaWiki consultam o banco de dados que compõem o benchmark.
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Nos 3 experimentos realizados, o cliente wikijector e os servidores MediaWiki estiveram
em execução no tipo de instância c4.large. De acordo com [117], a instância c3.large é o
tipo mais econômico para executar o aplicativo MediaWiki. No entanto, essa instância
não estava mais disponível na AWS. Em função disso, a c4.large (2 VCPU e 3,75 GB
RAM) foi escolhida por possuir especificações de recursos mais próximas que a citada
instância. Enquanto isso, a instâncias EC2 do tipo t2.micro (1 VCPU e 1,0 GB RAM)
foi usada para o banco de dados [16].
Para os experimentos, algumas condições do ambiente foram alteradas para se ve-
rificar o comportamento da solução proposta. A Tabela 5.1 apresenta um resumo das
características de cada experimento. O primeiro parâmetro a ser definido no experimento
foi a duração do Experimento, sendo esse parâmetro o que indica a compressão da ja-
nela do rastreio usado pelo wikijector. Esse tempo foi de 30, 60 e 120 minutos para os
Experimentos 1, 2 e 3, respectivamente. A escolha da duração dos experimentos bus-
cou apresentar o comportamento da solução de elasticidade automática proposta em um
tempo menor, igual e maior do que o tempo de treinamento dos limites dinâmicos da
solução (60 minutos).
O segundo parâmetro a ser definido foi o intervalo de coleta dos dados do cluster
MediaWiki. Para os Experimentos 1 e 2, esse intervalo foi de 60 segundos; enquanto
para o Experimento 3, esse intervalo foi de 120 segundos. O terceiro parâmetro foi a
duração mínima de tempo no qual os limites devem ser superados (durSup, durInf) para
se iniciar uma ação de elasticidade. Para os Experimentos 1 e 2 essas durações foram
de 180 segundos; enquanto para o Experimento 3, esse intervalo foi de 360 segundos. O
quarto parâmetro a ser configurado foi o intervalo mínimo entre as ações de elasticidade,
conhecido como tempo para resfriamento (resfSup, resfInf). Para os Experimentos 1
e 2 esses tempos para resfriamento foram de 120 segundos; enquanto para o Experimento
3, esse tempo foi de 240 segundos.
Tabela 5.1: Parâmetros usados em cada Experimento.
Parâmetros Experimento 1 Experimento 2 Experimento 3
Duração 30 min 60 min 120 min
Intervalo coleta 60 s 60 s 120 s
durSup, durInf 180 s 180 s 360 s
resfSup, resfInf 120 s 120 s 240 s
Cada um dos três experimentos foi repetido, no mínimo, por três vezes, conforme
procedimento adotado por [16]. Na Seção 5.3 está relatado o melhor resultado obtido por
cada solução de elasticidade automática.
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5.3 Resultados dos Experimentos
O benchmark Wikibench permite avaliar desempenho de cada solução de elasticidade
automática com relação a algumas variáveis que são registradas ao final de cada execução
de um experimento. Os detalhes de cada uma das variáveis serão explicados a seguir.
O Wikibench, por meio do wikijector, registra todas as solicitações feitas ao cluster
da aplicação, assim como o instante em que foi feita a solicitação, o tipo de solicitação
HTTP enviada, o código HTTP retornado pelo servidor da aplicação, o tempo de resposta
a essa solicitação, e o tamanho da resposta. Um extrato dos registros do Wikibench é
apresentado na Tabela 5.2.
Tabela 5.2: Registros das Solicitações do Wikibench.
Registros da Solicitação Solicitação
38 - GET - 194 - 200 - 7881 /MediaWiki/skins/monobook/headbg.jpg
13 - GET - 254 - 200 - 204 /MediaWiki/skins/common/images/magnify-clip.png
39 - GET - 206 - 404 - 324 /MediaWiki/Syria
31 - GET - 196 - 200 - 17466 /MediaWiki/skins/common/shared.css?99
10 - GET - 218 - 404 - 324 /MediaWiki/Dancing_with_the_stars
23000 - GET - 40 - 404 - 324 /MediaWiki/England_national_rugby_union_team
23024 - GET - 54 - 200 - 324 /MediaWiki/Main_Page
Para fins de ilustração, a última linha será usada para explicar o que cada campo da
coluna “Registros da Solicitação” da Tabela 5.2 significa:
• 23024: registro de data e hora relativo da solicitação, em milissegundos, desde o
início do rastreamento; ou seja, a primeira solicitação no arquivo de rastreamento
teria um registro de data e hora relativo de 0;
• GET: tipo de solicitação http enviada, podendo ser GET ou POST;
• 54: tempo de resposta em milissegundos;
• 200: o código de status da resposta http [120];
• 324: tamanho da resposta http recebida em bytes.
Para processar esses registros do Wikibench foi criado um script em Python que es-
caneia os registros e retorna informações sobre o número de conexões realizadas, o tempo
de resposta, e o tamanho das respostas. A seguir será apresentada a análise quanto ao
número de conexões realizadas.
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5.3.1 Número de Conexões Realizadas
As duas soluções de elasticidade automática foram avaliadas quanto ao número de co-
nexões realizadas durante os três experimentos. Os dados que subsidiam essa análise foram
coletados a partir dos registros do Wikibench. A Tabela 5.3 apresenta o número total de
solicitações respondidas pelo MediaWiki ao wikijector, sendo que a coluna “AWS Emu-
lado” apresenta o valor para cada experimento usando a versão emulada do AWS Auto-
Scaling; a coluna “Solução Proposta” apresenta o valor para cada experimento usando
a solução híbrida de elasticidade automática proposta; e a coluna “Impacto” apresenta
o valor do impacto da solução proposta relativamente ao AWS Auto-Scaling, calculado
conforme a Equação 5.1, na qual o valor negativo indica que houve uma piora relativa, e








Na Tabela 5.3 é possível observar que nos três experimentos, a quantidade de conexões
realizadas em cada experimento é muito próxima, usando a solução de elasticidade au-
tomática da AWS ou a solução de elasticidade automática proposta. Também é possível
observar que a solução proposta apresenta melhora relativa em relação à solução da AWS
a medida que a duração do experimento aumenta. Esse impacto negativo nos Experimen-
tos 1 e 2 pode ser explicado pelo aprendizado dos limites dinâmicos, os quais estabilizam
após uma hora, e também pela precisão reduzida decorrente da pequena quantidade de
amostras para treinar os modelos de previsão.
Tabela 5.3: Número Total de Conexões durante os Experimentos.
Experimento AWS Emulado Solução Proposta Impacto
Experimento 1 838.263 818.117 (↓) 2,4%
Experimento 2 1.629.697 1.649705 (↓) 0,66%
Experimento 3 3.288.033 3.304.350 (↑) 0,5%
5.3.2 Tempo de Resposta
As duas soluções de elasticidade automática foram avaliadas quanto ao tempo de
resposta das solicitações durante os três experimentos. Os dados que subsidiam essa
análise foram coletados a partir dos registros do Wikibench. A Tabela 5.4 apresenta
o tempo médio de resposta das solicitações respondidas pelo MediaWiki ao wikijector,
sendo que a coluna “AWS Emulado” apresenta o valor para cada experimento usando
a versão emulada do AWS Auto-Scaling; a coluna “Solução Proposta” apresenta o valor
para cada experimento usando a solução híbrida de elasticidade automática proposta; e
70
a coluna “Impacto” apresenta o valor do impacto da solução proposta relativamente ao
AWS Auto-Scaling, calculado conforme a Equação 5.2, na qual o valor negativo indica que







A partir da Tabela 5.4 é possível notar que os tempos médios de resposta vão dimi-
nuindo a medida que é aumentada a duração do experimento, independente da solução de
elasticidade automática usada. Isso indica que os maiores tempos de resposta concentram-
se no início dos experimentos. É possível observar também na Tabela 5.4 que a solução
proposta apresentou uma melhoria em comparação com a solução de elasticidade automá-
tica da AWS, a medida que a duração dos experimentos aumentava, fato que era esperado
pois há um maior tempo de treinamento das técnicas de previsão usadas neste trabalho,
além da estabilização do aprendizado dos limites dinâmicos.
Tabela 5.4: Tempo Médio de Resposta durante os Experimentos.
Experimento AWS Emulado Solução Proposta Impacto
Experimento 1 471,53 ms 540,14 ms (↓) 14,55%
Experimento 2 323,56 ms 243,04 ms (↑) 24,88%
Experimento 3 207,23 ms 62,07 ms (↑) 70,05%
O tempo de resposta da aplicação MediaWiki possui relação direta com o quantidade
de VMs no grupo de elasticidade automática. A razão disso é que quanto maior for
o número de VMs da aplicação MediaWiki disponíveis para atender as solicitações dos
clientes, menores serão as filas para atendimento e, consequentemente, menores os tempos
de respostas. As Figuras 5.2, 5.3 e 5.4 ilustram o número de servidores MediaWiki (VMs
da aplicação no cluster) durante os Experimentos 1, 2 e 3, respectivamente.
Figura 5.2: Número de Servidores MediaWiki durante o Experimento 1.
Essas figuras explicitam que, nos experimentos mais longos, a solução proposta conse-
guiu disponibilizar um maior número de VMs (tamanho do cluster) no cluster da aplica-
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Figura 5.3: Número de Servidores MediaWiki durante o Experimento 2.
Figura 5.4: Número de Servidores MediaWiki durante o Experimento 3.
ção por um período de tempo maior do que a solução emulada da AWS, impactando na
melhora do tempo médio de resposta.
5.3.3 Custo
As duas soluções de elasticidade automática foram avaliadas quanto ao custo durante
os três experimentos. Os dados que subsidiam essa análise foram coletados a partir dos
registros do Wikibench, e também da console do provedor de nuvem pública AWS. Os
custos dos experimentos foram computados a partir de dois modelos de precificação, custo
de cada VM por minuto ou por hora, apresentados nas Tabelas 5.5 e 5.6, respectivamente.
Nas Tabelas 5.5 e 5.6, a coluna “AWS Emulado” apresenta o custo para cada experimento
usando a versão emulada do AWS Auto-Scaling; a coluna “Solução Proposta” apresenta
o custo para cada experimento usando a solução híbrida de elasticidade automática pro-
posta; e a coluna “Impacto” apresenta o valor do impacto da solução proposta relativa-
mente ao AWS Auto-Scaling, calculado conforme a Equação 5.3, na qual o valor negativo







Para medir o custo total de um experimento, soma-se o custo de todas as VMs que
estiveram disponíveis durante o experimento. Para medir o custo de uma única VM,
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Tabela 5.5: Custo dos Experimentos para Cobrança por Minuto.
Experimento AWS Emulado Solução Proposta Impacto
Experimento 1 51 55 (↓) 7,84%
Experimento 2 91 137 (↓) 50,55%
Experimento 3 170 256 (↓) 50,58%
Tabela 5.6: Custo dos Experimentos para Cobrança por Hora.
Experimento AWS Emulado Solução Proposta Impacto
Experimento 1 240 120 (↑) 50,00%
Experimento 2 360 300 (↑) 16,67%
Experimento 3 420 300 (↑) 28,57%
supõe-se que o custo da VM é dado por uma taxa fixa (por minuto ou por hora, depen-
dendo do modelo de precificação), e o custo da VM é calculado pelo tempo que a VM
esteve disponível multiplicado pela taxa fixa. A taxa por minuto usada neste trabalho é
de 1 unidade/min, enquanto a taxa por hora é dada por 60 unidades/h. Uma informação
importante para o custo por hora é que a cobrança de 60 unidades é feita a partir do
primeiro minuto da hora em que a VM estiver disponível. Portanto, se uma VM ficar
ligada por 67 minutos, para o custo por hora, essa VM custará 120 unidades, enquanto
para o custo por minuto, o custo ficaria em 67 unidades.
A partir da Tabela 5.5 é possível notar que ao se avaliar os custos dos experimentos
em uma cobrança por minuto, a solução de elasticidade proposta teve maior custo do que
a solução de elasticidade emulada da AWS em todos os experimentos. No entanto, ao
se analisar a Tabela 5.6, que trata dos custos dos experimentos em uma cobrança por
hora, observa-se uma inversão, tendo a solução de elasticidade proposta menor custo do
que a solução de elasticidade emulada da AWS em todos os experimentos. As Figuras
5.5, 5.6 e 5.7 apresentam como os custos acumulados ao longo dos Experimentos 1, 2 e 3,
respectivamente.
Figura 5.5: Custos do Experimento 1.
O custo dos experimentos, pelo provedor AWS, é feito por meio de uma taxa fixa
por hora. Em razão disso, a solução de elasticidade híbrida proposta é mais benéfica em
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Figura 5.6: Custos do Experimento 2.
Figura 5.7: Custos do Experimento 3.
termos de custos para o cliente da nuvem do que a solução de elasticidade oferecida pela
própria AWS. É importante ressaltar que caso a política de cobrança da AWS passe a ser
por minuto, há a necessidade de se adaptar a solução proposta para essa política.
5.3.4 Limites Fixos x Limites Dinâmicos
Nesta seção serão analisados o comportamento das quatro métricas coletadas durante
os experimentos, e também como são usados os limites dinâmicos neste trabalho.
As Figuras 5.8 e 5.9 apresentam o consumo das métricas para o Experimento 1, com o
uso da solução de elasticidade automática da AWS e com o uso da solução de elasticidade
automática híbrida proposta, respectivamente. De modo similar, as Figuras 5.10 e 5.11
apresentam o consumo das métricas para o Experimento 2, na solução de elasticidade
automática da AWS, e na solução de elasticidade automática híbrida proposta, respec-
tivamente. Por fim, as Figuras 5.12 e 5.13 apresentam o consumo das métricas para o
Experimento 3.
As Figuras 5.8, 5.9, 5.10, 5.11, 5.12 e 5.13 apresentam, além dos consumos das métricas
do Wikibench, os limites superiores e inferiores para a solução de elasticidade automática
da AWS, e para a solução de elasticidade automática híbrida proposta.
Ao se analisar as figuras citadas, pode-se observar que as métricas coletadas para
o Wikibench, normalmente, não alcançam o limite superior da solução de elasticidade
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Figura 5.8: Consumos e Limites durante o Experimento 1 - AWS.
Figura 5.9: Consumos e Limites durante o Experimento 1 - Solução Proposta.
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Figura 5.10: Consumos e Limites durante o Experimento 2 - AWS.
Figura 5.11: Consumos e Limites durante o Experimento 2 - Solução Proposta.
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Figura 5.12: Consumos e Limites durante o Experimento 3 - AWS.
Figura 5.13: Consumos e Limites durante o Experimento 3 - Solução Proposta.
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automática da AWS (70% de utilização de CPU e memória [11]), além de não passar
muito tempo na faixa entre os limites inferior e superior para os consumos de disco e
rede. Isso indica a dificuldade em se definir os valores desses limites, impactando no
desempenho da aplicação. Por outro lado, a solução de elasticidade proposta consegue se
adaptar para manter, durante grande parte do tempo dos experimentos, o consumo das
métricas da aplicação na faixa entre os limites inferior e superior, sendo essa faixa a mais
próxima do estado entre subprovisionamento e superprovisionamento.
As Figuras 5.14, 5.15 e 5.16 ilustram as ações de elasticidade durante os Experimentos
1, 2 e 3, respectivamente. Nas figuras citadas, o valor 1 indica que o cluster da aplicação
foi expandido (acrescentada uma VM ao cluster), o valor −1 indica que o cluster da
aplicação foi contraído (retirada uma VM do cluster), e o valor 0 indica que não houve
ação de elasticidade.
Figura 5.14: Ações de Elasticidade durante o Experimento 1.
Ao se analisar as citadas figuras, pode-se observar que a solução de elasticidade emu-
lada da AWS entra em oscilação, expandido o tamanho do cluster, principalmente, por
demanda de rede, e instantes depois, por indicação, principalmente, da utilização de
memória, o cluster é contraído, enquanto na solução de elasticidade automática híbrida
proposta, um aumento repentino no consumo de rede e de CPU é acompanhado da mu-
dança do limite superior, resultando em menor quantidade de ações de elasticidade e
sofrendo menos com o problema de oscilação.
Figura 5.15: Ações de Elasticidade durante o Experimento 2.
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Figura 5.16: Ações de Elasticidade durante o Experimento 3.
A análise da precisão do método de predição que compõe a solução de elasticidade
automática híbrida proposta é apresentada a seguir.
5.3.5 Precisão das Predições
A precisão das predições dos resultados experimentais pode ser avaliada com base em
diferentes métricas, como Erro Absoluto Médio (Mean Absolute Error - MAE) e Erro
Quadrático Médio Raiz (Root Mean Square Error - RMSE) [121], as quais são usadas
para avaliar os resultados deste trabalho. A definição formal da RMSE é apresentada na
Equação 5.4, na qual x̂i é o valor previsto, xi é o valor medido para a i-ésima observação
e n é o número de observações para as quais a previsão é feita. A definição formal da








A métrica do MAE é uma métrica popular na estatística, especialmente, na avaliação
da precisão da previsão. A métrica RMSE representa o desvio padrão da amostra das
diferenças entre os valores previstos e os valores reais. Os valores menores de MAE e
RMSE indicam um modelo de previsão mais preciso.
A métrica do MAE é uma pontuação linear que assume que todos os erros individuais
são ponderados igualmente. Além disso, o RMSE é mais útil quando os erros grandes
são particularmente indesejáveis. No domínio de elasticidade automática, um modelo
de regressão que gera um número maior de pequenos erros é mais desejável do que um
modelo de regressão que gera um número menor de erros grandes. O motivo é que os
tomadores de decisão, baseados em regras, emitem as ações de elasticidade com base nos
valores de previsão e, para gerar uma ação de elasticidade correta, a previsão deve estar
próxima o suficiente do valor real. Em outras palavras, os tomadores de decisão baseados
em regras não são sensíveis aos pequenos erros nos resultados da previsão. Portanto, os
erros menores nos resultados da previsão são insignificantes. Como resultado, no domínio
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de elasticidade automática da nuvem, o fator RMSE é mais importante do que o fator
MAE. No entanto, considerando que as duas métricas (ou seja, MAE e RMSE) fornecem
uma análise abrangente da precisão dos modelos de previsão, quanto maior a diferença
entre RMSE e MAE, maior a variação nos erros individuais da amostra [121].
Uma outra métrica de erro bastante comum na literatura é o Erro Médio Percentual
Absoluto (Mean Absolute Percentage Error - MAPE), definido pela Equação 5.5, na qual
x̂i é o valor previsto, xi é o valor medido para a i-ésima observação, e n é o número de










Os erros de porcentagem como o MAPE têm a vantagem de serem independentes da
escala e, portanto, são frequentemente usados para comparar o desempenho da previsão
em diferentes conjuntos de dados. No entanto, o MAPE tem a desvantagem de se tornar
infinito ou indefinido se xt = 0 para qualquer t no período de interesse, além de ter uma
distribuição extremamente distorcida quando qualquer xt estiver próximo de zero [122].
Outra métrica para avaliar o erro é a Raiz do Erro Médio Quadrático Escalonado
(Root Mean Square Scaled Error - RMSSE), que é calculada conforme a Equação 5.6, na
qual x̂i é o valor previsto, xi é o valor medido para a i-ésima observação, e n é o número










t=2 |xt − xt−1|
2 (5.6)
A métrica RMSSE é adequada para quase todas as situações e é uma métrica que compara
a RMSE do método avaliado com o RMSE da previsão de um benchmark, normalmente
com esse benchmark sendo o método da caminhada aleatória. A previsão da caminhada
aleatória prevê que para todo o horizonte de valores futuros, o valor será igual ao último
valor do histórico. Ao se escalar o erro com base no RMSSE da amostra, a partir do
método de previsão ingênuo (caminhada aleatória) obtêm-se um erro independente da
escala dos dados [122]. Quando o RMSSE é menor do que 1 (RMSSE < 1), o método
proposto apresenta, em média, erros menores do que os erros de previsão de um passo a
frente do método caminhada aleatória. Por outro lado, se o RMSSE for maior do que 1
(RMSSE > 1), o modelo de previsão foi pior que a previsão um passo a frente do método
caminhada aleatória [124].
A precisão dos resultados do Experimento 3 (o que apresentou os melhores resultados
para a solução proposta), medida pelas métricas MAE, RMSE, MAPE e RMSSE são
apresentadas na Tabela 5.7.
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Tabela 5.7: Precisão das Predições para o Experimento 3.
Métrica de erro CPU Memória Disco Rede
MAE 1,926 0,296 2,984 4,998
RMSE 14,139 0,203 71,306 137,736
RMSSE 0,865 0,563 0,554 0,776
MAPE 17,541 % 3,089 % 6,732 % 10,173 %
De acordo com a Tabela 5.7, não há diferença significativa entre os valores do MAE e
do RMSE para o consumo de memória, indicando que os valores de utilização de memória
não variaram muito ao longo do experimento. A maior diferença entre MAE e do RMSE
foi para o consumo de rede, o que indica a existência de muitos valores extremos.
Os altos valores de RMSE para os consumos de disco e de rede indicam uma dificuldade
do mecanismo de previsão da solução proposta de prever um grande salto absoluto no valor
futuro da métrica (utilização de CPU e de memória variam no intervalo entre [0, 1]). No
entanto, os baixos valores relativo de MAE para os consumos de disco e de rede indicam
que a solução se adéqua rapidamente ao novo cenário.
Os valores de MAPE encontram-se dentro do esperado, exceto o valor encontrado
para o consumo de CPU. Uma possibilidade para o valor encontrado (17,54 %) pode ter
relação com os baixos valores assumidos por essa variável na maior parte do experimento.
Todavia, quando ocorre um aumento significativo na utilização de CPU, essa métrica de
erro penaliza bastante o erro de previsão. O consumo de rede era o mais significativo no
benchmark Wikibench, logo esperava-se que o maior valor de MAPE fosse para o consumo
de rede.
Quanto aos valores encontrados para RMSSE, todos indicam que o mecanismo de
previsão proposto apresenta, em média, erros menores do que os erros de previsão de um
passo a frente do método caminhada aleatória, dado que todos os valores estão abaixo de
1, indicando que o método de previsão que compõe a solução de elasticidade automática
atende adequadamente ao seu papel.
A solução de elasticidade automática híbrida proposta foi avaliada em relação a so-
lução de elasticidade automática da AWS. Os resultados da avaliação, para as condições
descritas, mostram que a solução de elasticidade automática híbrida proposta reduz o
tempo de resposta médio do Wikibench percebido pelos clientes da nuvem em até 70%
comparado com o modelo reativo padrão da AWS.
5.4 Considerações Finais
Todos os experimentos e resultados apresentados nesta tese devem ser investigados
no escopo mencionado, e alterar o escopo de qualquer forma (como considerar diferentes
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tipos de VMs, considerar outras camadas de serviço em nuvem, considerar outras métricas,
etc.) podem alterar os resultados. Além disso, o conjunto de previsões proposto nesta tese
encontra o modelo de previsão mais adequado entre os modelos ARIMA, Holt-Winters,
MLP e LSTM, com base no padrão de carga de trabalho recebido. A precisão do modelo
de previsão proposto é medida pelas métricas MAE, RMSE, MAPE e RMSSE. Assim,
alterar as métricas de avaliação pode alterar os resultados experimentais relativos e alterar
o mecanismo do tomador de decisão, como alterar seu conjunto de parâmetros ou sua




O interesse da pesquisa neste tema de elasticidade automática para computação em
nuvem surgiu da possibilidade de migração massiva de serviços do Tribunal de Contas da
União para ambientes de nuvem pública.
A característica de elasticidade e o modelo de precificação de pagamento conforme o
uso da computação em nuvem permitem que os clientes na nuvem reduzam seus custos
pagando apenas pelos recursos que realmente usam. Os clientes de nuvem oferecem um
serviço, por meio do provedor de nuvem, aos usuários finais e são obrigados a manter um
certo nível de QoS, tarefa apoiada por soluções de elasticidade automática. Essas soluções
ajustam automaticamente a quantidade de recursos de infraestrutura provisionado com
base na carga de trabalho recebida do serviço em nuvem.
As soluções de elasticidade automática baseadas em regras com limites fixos, devido à
sua natureza simples e fácil de entender, são populares, no entanto, essas soluções sofrem
de duas deficiências principais: a natureza puramente reativa e a dificuldade de selecionar
o conjunto correto dos parâmetros de configuração.
Esta tese propõe uma solução híbrida de elasticidade automática que supera algumas
das deficiências dos sistemas baseados em regras com limites fixos. A solução de elas-
ticidade automática proposta consiste em um conjunto de previsões e limites dinâmicos
auto-adaptáveis.
O conjunto de previsões resolve a primeira falha dos sistemas baseados em regras
(ou seja, a natureza reativa) prevendo a carga de trabalho futura do serviço em nuvem.
Enquanto isso, os limites dinâmicos, diminuem a dificuldade de selecionar o conjunto
correto dos parâmetros de configuração em modelos reativos.
A solução de elasticidade automática híbrida proposto reduz o tempo de resposta
médio para o benchmark Wikibench em até 70% em comparação com a solução de elasti-
cidade automática da AWS. Com a avaliação realizada, usando cargas de trabalho geradas
pelo benchmark Wikibench, a viabilidade da solução proposta foi confirmada.
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6.1 Contribuições
A proposta deste trabalho foi a provisão da elasticidade automática feita de acordo
com a análise de várias métricas usualmente coletadas pelas ferramentas do TCU, com o
propósito de melhorar métricas que afetam diretamente a percepção de um usuário, como
o tempo de resposta da aplicação em nuvem, como ocorreu nos experimentos realizados.
Desta forma, as contribuições diretas desta dissertação são:
• Proposição de uma solução de elasticidade automática independente de aplicação
em execução;
• Proposição de uma solução de elasticidade automática que seja configurada de forma
dinâmica e automática;
• Uma solução de elasticidade automática que propõem os limites para tomada de
decisão sobre ações de elasticidade, abstraindo uma parte da complexidade de con-
figuração da solução de elasticidade automática pela equipe do TCU;
• Quanto às tarefas de previsão, os modelos para previsão são criados durante a
execução das tarefas da aplicação (on-line), reduzindo assim o tempo de aprendizado
da solução, quando comparado com as soluções que treinam os modelos com dados
de execuções anteriores da aplicação;
• Uma solução de elasticidade automática proposta só precisa monitorar a utiliza-
ção dos recursos de infraestrutura das máquinas virtuais nas quais os serviços são
executados, sem nenhuma consideração adicional ou restritiva;
• Aceite do artigo “A Hybrid Automatic Elasticity Solution for the IaaS Layer based on
Dynamic Thresholds and Time Series” para a 15ª Conferência Ibérica de Sistemas
e Tecnologias de Informação (CISTI’2020).
6.2 Trabalhos Futuros
A solução de elasticidade automática proposta faz uso da abordagem preditiva para
gerar as ações de elasticidade antecipadamente, a fim de evitar as condições de sub-
provisionamento e super-provisionamento. Outra abordagem para evitar a condição de
subprovisionamento é reduzir o tempo de provisionamento de recursos, substituindo as
VMs por containers. Outra evolução interessante seria a adaptação desta proposta para
elasticidade automática com VMs e containers, o que tornaria esta proposta um meca-
nismo genérico para provisão de elasticidade automática. Embora a redução do tempo de
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provisionamento de recurso não possa impedir completamente a condição de subprovisio-
namento, o uso dos contêineres em vez das VMs pode aumentar o tempo de atendimento
da QoS.
Além disso, a solução proposta assume que os estados de subprovisionamento e su-
perprovisionamento possuem custos distintos, mas não há uma quantificação desse custo.
Dessa maneira, em trabalhos futuros, a solução proposta pode ser aprimorada para calcu-
lar o custo desses estados com mais precisão, com base na QoS. No entanto, a avaliação do
custo de não atendimento da QoS depende de diferentes fatores, como a duração do tempo
de inatividade do serviço em nuvem, o número de usuários finais afetados e até os aspectos
sociológicos do comportamento dos usuários finais. Portanto, para medir o custo de não
atendimento da QoS, diferentes classes de usuários finais, bem como as características de
cada classe, devem ser estudadas.
A sequência deste trabalho também pode ir no caminho da integração de novas mé-
tricas a serem consideradas pela solução de elasticidade automática, como requisições por
segundo ou tempo de resposta. Um outro possível trabalho futuro pode ser a integração
de um planejador de recursos a esta solução de elasticidade automática, pois esse pla-
nejador agregaria uma facilidade ao gerente de recursos da nuvem, dado que o pouparia
de ter que indicar, previamente a execução da aplicação, a quantidade de recursos a ser
adicionado ou removido.
Este trabalho utilizou um conjunto de técnicas de predição, no entanto, futuramente
novas técnicas poderiam ser avaliadas. Por exemplo, poderiam ser exploradas somente
técnicas de aprendizado de máquina, desde que o intervalo de monitoramento fosse au-
mentado. A implantação desta proposta em um ambiente de produção será importante
para a verificação de possíveis questões que não ficaram evidentes durante os testes rea-
lizados com benchmark, ainda que as cargas de trabalho geradas por ele sejam criadas a
partir de cargas reais.
A avaliação deste trabalho foi feita em um provedor de nuvem pública, portanto, seria
interessante a realização de testes com esta proposta em um outro provedor de nuvem
pública ou em uma nuvem híbrida. Neste caso, poderia ser feito um estudo que verificasse
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