The abstract for this article can be found in this issue, following the table of contents. DOI:10.1175/BAMS-D-14-00185.1 In final form 11 November 2014 ©2015 American Meteorological Society I n early January 2014, an Arctic air outbreak brought extreme cold to central and eastern North America. Record low minimum temperatures for the calendar date were set at many weather stations, including at Chicago, Illinois (O'Hare Airport, -26.7°C/-16°F, 6 January); New York, New York (Central Park, -15.6°C/4°F, 7 January); Washington, D.C. (Dulles Airport, -17.2°C/1°F, 7 January); and as far south as Atlanta, Georgia 7 January) and Austin, Texas (Bergstrom Airport, -11.1°C/12°F, 7 January).
1 Daily maximum snowfall records were also broken at several stations, including Buffalo, New York (7.6˝, 8 January), and St. Louis, Missouri (10.8˝, 5 January).
The cold temperatures and heavy snowfall caused widespread disruption to transport and power supply, closure of work places and public services, and damage to agricultural crops-all with significant economic implications. Unsurprisingly, given the disruption, the national and global media extensively reported the cold snap, including debate on whether human-induced climate change was partly responsible. Related to this, one particular hypothesis garnered considerable attention: the suggestion that rapid Arctic warming and associated sea ice loss may be increasing the risk of cold extremes.
The media were not alone in making this link. In the midst of the frigid conditions, the White House released a public information video claiming that, paradoxically, cold extremes will become more likely as a result of global warming. President Obama's Science Advisor, Dr. John Holdren, stated that "the kind of extreme cold being experienced by much of the United States as we speak is a pattern that we can expect to see with increasing frequency as global warming continues."
The cited explanation was that Arctic sea ice loss specifically, or Arctic amplification (the greater warming of the Arctic than lower latitudes) more generally, is increasing the likelihood of the type of weather patterns that lead to cold extremes. The scientific basis for this statement is derived from a number of recent observational and modeling studies (Honda et al. 2009; Petoukhov and Semenov 2010; Francis and Vavrus 2012; Inoue et al. 2012; Liu et al. 2012; Yang and Christensen 2012; Tang et al. 2013; Cohen et al. 2014; Vihma 2014; Walsh 2014) .
However, key aspects of some of these aforementioned studies have been questioned (Barnes 2013; Screen and Simmonds 2013; Barnes et al. 2014; Gerber et al. 2014; Woollings et al. 2014 ) and counterarguments put forward (Hassanzadeh et al. 2014; Fischer and Knutti 2014; Screen 2014; Wallace et al. 2014) . Furthermore, these studies have largely focused on relationships in the present-day climate. Only a few studies have considered the global impacts of future sea ice loss (e.g., Deser et al. 2010; Peings and Magnusdottir 2014; Deser et al. 2015) and these have focused on seasonal-mean changes. Future changes in cold extremes in response to projected Arctic sea ice loss require further study. Here we specifically focus on North America, prompted by the events of winter 2013/14 and the extensive media coverage it received.
HOW UNUSUAL WAS WINTER 2013/14?
We start with a brief overview of the winter of 2013/14, based on gridded temperature data from the National Centers for Environmental Prediction-National Center for Atmospheric Research (NCEP-NCAR) reanalysis (Kalnay et al. 1996) . The period December 2013 through February 2014 was, on average, anomalously cold over most of North America east of the Rocky Mountains (Fig. 1a) , while the Southwest United States and northeast Canada were anomalously warm. The winter of 2013/14 was punctuated by several cold air outbreaks, the most severe of which occurred around 7 January 2014. Compared to the daily average for this date in period 1980-99, the largest anomalies on 7 January 2014 were experienced in the eastern United States, with -20°C anomalies stretching from Ohio to as far south as Florida (Fig.  1b) . Averaged over central to eastern North America (CENA; 26°-58°N, 70°-100°W; black box in Fig. 1b) , daily mean temperatures were well below average for large portions of the winter (Fig. 1c) . The coldest daily mean temperature over CENA during the winter of 2013/14 occurred on 7 January, recording -16.8°C. On this day, temperatures averaged below -20°C over central Canada and west of the Great Lakes and below -10°C over most of the United States east of the Rockies (Fig. 1d) .
Next, we consider how "extreme" the cold conditions were over CENA on 7 January 2014. Figure 2a shows the probability distribution function (PDF) of daily mean temperatures, averaged over CENA, during the winter months of the late twentieth century . The vertical green line is drawn at -16.8°C, corresponding to the mean temperature on 7 January 2014. The 7 January event falls in the tail of the distribution, but it is not unprecedented in the recent past. The coldest day over this period occurred on 19 January 1994 (-20.3°C). During 1980-99, 20 days had a daily mean CENA temperature as cold or colder than -16.8°C, spread across six winters (Table 1) . Such events have often occurred in clusters, with multiple days this cold in several years. Based on the 1980-99 PDF (Fig. 2a) , the 7 January 2014 event has a probability of 1.1%, which equates to an average return period of one year (since there are 90 winter days per year). Viewed in this light, the recent event does not seem to be a rare occurrence.
At first glance it may seem odd that so many longterm station records were broken on 7 January 2014, if an event of such severity is not uncommon. However, the records referred to in the opening paragraph, and comparable records widely quoted in the media reporting of this event, refer to the fact that the temperature on 7 January 2014 was colder than those on the same date in previous years, but it was not necessarily colder than on all dates in previous years. Cold extremes occur throughout the winter and not always on the same date. For example, days equally cold or colder than -16.8°C over CENA since 1980 have occurred on dates from mid-December to early February (Table 1) but only once on 7 January-and that was in 2014. The probability of a cold extreme occurring on a particular date is therefore much smaller than the probability of it occurring on any date. Hence, the breaking of records for a particular date is not necessarily a good measure of how extreme an event is.
A somewhat different perspective on the extremity of the 7 January event arises if a more recent reference period is considered. Figure 2b shows an analogous PDF based on daily winter CENA temperature during the period 2000-13. Arctic sea ice loss has accelerated in this period (Stroeve et al. 2012) , so if there were a detectable influence of sea ice loss on cold extremes, we would expect to see it over this time period. Between 2000 and 2013, only one day (16 January 2009) was colder than -16.8°C, giving a probability of 0.08% (one day in 14 years). Thus, the 7 January 2014 event could be perceived as extreme compared to temperature minima in the early twenty-first century, which may help explain the media and public perception of this event being extreme. However, clearly this event was not uncommon in a longer-term context. Only a decade or two earlier, events of comparable magnitude occurred relatively frequently. This simple comparison suggests that cold extremes are becoming less frequent, not more frequent, consistent with previous studies (Alexander et al. 2006; Donat et al. 2013 ) and the anticipated response to global warming (Kharin et al. 2007 (Kharin et al. , 2013 . However, such interpretation must be treated with caution, as the time periods considered are very short with few extremes (by definition) upon which to calculate robust statistics.
MODELS AND SIMULATIONS.
We now turn our attention to quantifying future changes in CENA cold extremes, with particular focus on the projected changes driven by continued Arctic sea ice loss. To do this, we analyze large ensembles of coupled model simulations that have been forced by greenhouse gas (GHG) increases and that produce reductions in Arctic sea ice (Stroeve et al. 2012) , among other impacts, and ensembles of atmospheric model simulations forced by solely the GHG-induced Arctic sea ice loss with all other forcing factors held constant.
To estimate the response to projected increases in GHG, we utilize coupled climate model simulations from the fifth phase of the Coupled Model Intercomparison Project (CMIP5; Taylor et al. 2012) . We chose to use the representative concentration pathway 8.5 (RCP8.5), which is a high-end ("business as usual") scenario with a rapid rise in GHG concentrations through the twenty-first century, for two reasons: first, to maximize the signal-to-noise ratio, and second, because observed Arctic sea ice reductions track those simulated under RCP8.5 more closely than those under any of the lower-end scenarios (Stroeve et al. 2012) . We sample the projections at two time periods, 2030-49 and 2080-99, representative of the mid-twenty-first century (C21) and late C21, respectively. The projections are compared to the baseline period 1980-99, representative of the late twentieth century (C20). Data for this period come from the CMIP5 historical simulations of the models. The historical simulations have all been forced with observed concentrations of GHG, aerosols, ozone, and natural forcings (solar, volcanic eruptions) from 1850 to 2005. We analyzed one ensemble member from each of the 34 models that had all necessary data available for the historical and RCP8.5 experiments.
To isolate the influence of sea ice, we performed atmospheric model simulations with prescribed sea ice concentration, sea ice thickness, and sea surface temperature (SST). For this we used the atmospheric components of the Hadley Centre Global Environmental Model, version 2 (HadGEM2; Collins et al. 2011) , and the Community Climate System Model, version 4 (CCSM4; Gent et al. 2011 )-namely, the Hadley Centre Global Atmospheric Model, version 2 (HadGAM2), and the Community Atmosphere Model, version 4 (CAM4), respectively. The version of Had-GAM2 used here has a horizontal resolution of 1.875° longitude × 1.25° latitude and 38 vertical levels. CAM4 has a horizontal resolution of 1.25° longitude × 0.9° latitude and 26 vertical levels. We performed three experiments using both models, each experiment having repeating seasonal cycles of sea ice conditions representative of a different time period-the late C20, the mid-C21, and the late C21 (as defined above). These sea ice conditions were taken from the CMIP5 integrations of HadGEM2-ES and CCSM4 (i.e., sea ice from HadGEM2-ES was prescribed in HadGAM2 and sea ice from CCSM4 was prescribed in CAM4), averaged across the 20 years of the chosen period and all available ensemble members. Specifically, we used five HadGEM2-ES historical runs, four HadGEM2-ES RCP8.5 runs, six CCSM4 historical runs, and six CCSM4 RCP8.5 runs. In the HadGAM2 experiments, sea ice thickness was derived empirically from the sea ice concentrations. In the CAM4 simulations, the prescribed sea ice thicknesses were based on climatologies from the CCSM4 simulations for each period (the late C20, the mid-C21, and the late-C21; i.e., in the same manner as the sea ice concentrations). The treatment of SST was as follows. In the C20 experiment, SSTs were held to the climatology of the late C20, using the ensemble-mean SST from the HadGEM2-ES and CCSM4 historical simulations.
In the mid-and late C21 experiments, the SST was also held to the climatology of the late C20, except at grid boxes where sea ice was lost. At these locations, the climatological SST of the mid-C21 or late C21 was used, taken from the HadGEM2-ES and CCSM4 RCP8.5 ensemble means. This procedure accounts for the local SST warming associated with reduced sea ice cover, but it excludes remote SST changes that are not directly tied to the ice loss (see Screen et al. 2013; Deser et al. 2015) . The three experiments were each run for 260 years. In this modeling framework, each model year can be considered an independent ensemble member starting from a different atmospheric initial condition. By running very large ensembles, we aim to fully capture the large intrinsic atmospheric variability.
The details of each model experiment are summarized in Tables 2 and 3 .
CONTINUED ARCTIC SEA ICE LOSS.
Ensemble-mean winter sea ice concentrations in HadGEM2-ES during the late C20 and the mid-and late C21 are shown in Figs. 3a-c, respectively. The projected loss of sea ice in the mid-C21, relative to the late C20, is fairly small (-1.5 million km 2 ). The largest local changes in sea ice cover are found in the Barents Sea (cf. Figs. 3a,b) . By late C21, however, HadGEM2-ES simulates almost ice-free conditions in winter (Fig.  3c) . Ice cover is maintained predominantly in coastal regions and embayments. Analogous plots for CCSM4 are shown in Figs. 3d-f. CCSM4 also simulates a modest change in winter sea ice cover between the late C20 and the mid-C21 (-1.3 million km 2 ). The largest changes in sea ice cover in CCSM4, in the late C21 relative to the late C20, are found in the Bering, Beaufort, and Chukchi Seas (Fig. 3f) . In the late C21, CCSM4 simulates considerably more winter ice (8.6 million km 2 ) than HadGEM2-ES (3.5 million km 2 ). The change in winter sea ice area between the late C20 and the late C21 is -10.3 and -4.8 million km 2 , as simulated by HadGEM2-ES and CCSM4, respectively. Figure 3g shows the winter sea ice area changes in these two models overlaid on the projected changes in all the CMIP5 models. In the late C20 and the mid-C21, both models have a winter sea ice cover close to the CMIP5 ensemble mean. In the late C21, the two models diverge from the CMIP5 mean. HadGEM2-ES simulates considerably less winter ice than the CMIP5 mean, whereas CCSM4 simulates more winter ice than the CMIP5 mean. Both models, however, lie within the 10%-90% range of the CMIP5 model spread. Thus, we consider the simulations by these two models to capture some of the uncertainty in future sea ice cover, but neither of the models are obvious outliers. In terms of winter sea ice volume, CCSM4 lies near to the CMIP5 mean in all three time periods (Fig. 3h ).
HadGEM2-ES has a winter sea ice volume close to the CMIP5 mean in the late C20 and the late C21, but it has a larger volume in the mid-C21 (primarily due to thicker ice). We note that the sea ice thicknesses used to calculate these values are those derived empirically from the sea ice concentration (and prescribed to HadGAM2; see above) and not those simulated in the HadGEM2-ES RCP8.5 experiment. Figure 4a shows PDFs of winter daily CENA temperature from 34 CMIP5 models. The three histograms show distributions based on the late C20 (gray bars), the mid-C21 (blue), and the late C21 (red). Each histogram is based upon 61,200 daily values (34 models × 20 years × 90 days). As a group, the CMIP5 models project a shift toward the right and a narrowing of the PDF, the former implying mean warming and the latter less variability. The mean warming measures 2.6°C by the mid-C21 and 6.5°C by the late C21, both relative to the late C20. The standard deviation decreases by -0.3°C by the mid-C21 and by -0.7°C by the late C21, again relative to the late C20. All these changes are statistically significant (95% confidence).
WARMER AND LESS VARIABLE.
Figures 4b,c show analogous PDFs from simulations of the HadGEM2-ES and CCSM4 models, respectively. We present the simulations from Had-GEM2-ES and CCSM4 here to enable direct comparisons with the sea ice-forced runs that were conducted with the atmospheric components of these coupled models. Both models show broadly the same response as the CMIP5 ensemble-namely, mean warming and a decrease in variability. The HadGEM2-ES simulations show warming of 3.5° and 8.7°C in the mid-and the late C21, respectively, and variability declines of -0.3° and -1.1°C in the mid-and late C21, respectively. The CCSM4 simulations show a mean warming of 2.6°C by the mid-C21 and 5.7°C by the late C21 and a standard deviation decrease of -0.24°C by the mid-C21 and -0.58°C by the late C21. Again, all quoted changes are statistically significant (95% confidence).
The results from the sea ice-forced experiments are shown in Figs. 4d,e for HadGAM2 and CAM4, respectively. As under GHG forcing, the sea ice-forced simulations show mean warming and a decrease in variability, but to a lesser degree than in the GHGforced experiments. The sea ice-forced changes in mean temperature and standard deviation are relatively small between the late C20 and the mid-C21, but they emerge more clearly by the late C21, consistent with the magnitude of the sea ice loss (recall Fig. 3g ). Had-GAM2 simulates warming of 0.3°C by the mid-C21 and 2.0°C by the late C21, and CAM4 exhibits warming of 0.7° and 2.2°C, respectively (all statistically significant). These CENA temperature changes can be divided by the changes in winter sea ice area to yield sensitivity terms. In HadGAM2 this sensitivity is 0.2°C (million km) -2 (multiplied by -1 to yield a value for sea ice area loss) between the late C20 and the mid-C21 and the same value between the midand late C21. In CAM4 the corresponding values are 0.5 and 0.4°C (million km) -2 . Thus, in both models there is an approximately linear relationship between winter sea ice area loss and CENA warming; however, CAM4 has a higher sensitivity than HadGAM2. Both models simulate a statistically significant decrease in the standard deviation of CENA temperature by the late C21 in response to sea ice loss, -1.0°C in HadGAM2 and -0.8°C in CAM4, which represents a 27% and 18% decrease relative to the late C20, respectively. Although much smaller in magnitude, a statistically significant decrease in variability in response to sea ice loss is evident by the mid-C21 in both models. None of the C21 sea ice-forced experiments show evidence of cooling or increased variability relative to the C20: in other words, there is no evidence for increased cold extremes.
So, why does Arctic sea ice loss make CENA temperature warmer and less variable? Arctic sea ice loss drives local warming via changes in the surface heat fluxes (Deser et al. 2010; Screen and Simmonds 2010a,b; Screen et al. 2013) . This warming signal is spread to lower latitudes primarily due to temperature advection by transient eddies (Deser et al. 2010) . Temperature advection can also help explain the variability decrease. Cold winter days in the midlatitudes tend to coincide with northerly wind (from the Arctic) and warm winter days with southerly wind (from the subtropics). Arctic warming, induced by sea ice loss, leads to warmer northerly wind but little change in temperature of southerly wind (Screen 2014) . As a result, cold days warm faster than warm days, leading to a decrease in daily temperature variability (Screen 2014) . Figure 4 clearly shows that the cold (left hand) tail of the CENA temperature PDF warms more (i.e., shifts farther to the right) than does the warm (right hand) tail, supporting this simple mechanism.
Contrasting the GHG-forced and sea ice-forced simulations, sea ice loss in HadGAM2 explains 9% of the mean warming and 52% of the decreased standard deviation seen in HadGEM2-ES between the late C20 and the mid-C21, and sea ice loss in CAM4 accounts for 25% of the mean warming and 58% of the decreased standard deviation seen in CCSM4 in the CENA region (Table 4) . By the late C21, sea ice loss accounts for 24% of the mean warming and 87% of the decreased standard deviation in HadGEM2-ES and 38% of the mean warming and 141% of the decreased standard deviation in CCSM4. The latter percentage, being larger than 100%, implies that other processes (not directly related to Arctic sea ice loss) in the GHG-forced experiment are responsible for an increase in variability that partially offsets the sea ice-driven variability decrease. Evidently Arctic sea ice loss is the key driver of the projected decrease in variability by the late C21, supporting similar conclusions for the midlatitudes as a whole (Screen 2014) .
REDUCED RISK OF COLD EXTREMES.
For each experiment, we identified a threshold CENA temperature that occurs with 1.1% (one day per year) frequency during the late C20. This represents the model analog to 7 January 2014. We note that because the models are generally biased cold relative to the reanalysis, the chosen threshold temperatures are lower than -16.8°C (-18.7°, -20.5°, -18.6°, -17.1°, and -18.5°C for the CMIP5, HadGEM2-ES, CCSM4, HadGAM2, and CAM4 simulations, respectively). Figure 4f shows how the probability of CENA temperature equal to or below this threshold changes in the future in response to increased GHG and to Arctic sea ice loss. In the CMIP5 models, the probability reduces to 0.21% (one day in five years) by the mid-C21. By the late C21, the CENA temperature never equals or falls below the threshold. In the HadGEM2-ES coupled simulations, the probability reduces to 0.014% (one day in 80 years) by the mid-C21 and, again, reduces to zero by the late C21. The probability reduces to 0.093% (one day in 12 years) and zero in the CCSM4 simulations by the mid-C21 and the late C21, respectively. Thus, by the mid-C21, increased GHG reduce the odds of an event as severe as 7 January 2014 by a factor of 5 based on the CMIP5 models as a group, a factor of 80 based on HadGEM2-ES, and a factor of 12 based on CCSM4.
In response to projected sea ice loss, the probability of CENA temperature below the threshold temperature reduces to 0.7% (one day in 1.6 years) in HadGAM2 and to 0.8% (one day in 1.4 years) in CAM4 by the mid-C21. Thus, projected Arctic sea ice loss alone reduces the odds of such an event by one-quarter to one-third in the mid-C21 compared to late C20. By late C21, the probability falls to zero in HadGAM2 and 0.06% (one day in 19 years) in CAM4.
The sea ice-forced simulations presented here were not coupled to an ocean model and, thus, ocean feedbacks are not represented. Deser et al. (2015) examined the climate response to projected Arctic sea ice in coupled and uncoupled versions of CCSM4. These authors show that the coupled response to Arctic sea ice loss resembles a weaker version of the full response to GHG in CCSM4. Since North American warming and decreased temperature variance are robust characteristics of the full coupled response to GHG, we speculate that ocean feedbacks may further reduce the risk of cold extremes or, at least, are unlikely to increase the risk.
HEMISPHERIC PERSPECTIVE.
A wider geographical perspective on the simulated response to sea ice loss is provided in Fig. 5 , which shows maps of mean temperature and standard deviation change between the late C20 and the mid-C21. Both models show warming over the high-latitude continents (Figs. 5a,c) , accompanied by a decrease in standard deviation (Figs. 5b, d) . Both the warming and variability decrease are more widespread in CAM4 than in HadGAM2. By the late C21, both models depict larger warming over the high-latitude continents and an extension of the warming signal into parts of the midlatitudes (Fig. 6) . In particular, warming is simulated over much of the eastern United States. Also by the late C21, there are largermagnitude and more widespread simulated reductions in standard deviation, with significant decreases over most of North America, Russia, and northern Europe by the late C21. In contrast, both models depict weak cooling and patches of increased standard deviation over eastern Asia (China, Mongolia) . This cooling is related to a simulated strengthening of the Siberian high (not shown), consistent with the model results of Mori et al. (2014) . It is noteworthy that the two models depict a robust spatial pattern of mean temperature and variability change in response to Arctic sea ice loss. These changes in mean temperature and variability due to Arctic sea ice loss would be expected to translate into altered frequencies of cold extremes. To show this explicitly, Fig. 7 presents the spatial pattern of the sea ice-forced change in the probability of cold extremes. Here, the temperature threshold is calculated as the 1.1 percentile of the late C20 distribution at each grid point. For clarity in Fig. 7 , we simplify these probability changes into broad categories that emphasize the sign and relative magnitude of the sea ice-forced change from the late C20. Focusing first on the changes by the mid-C21, both models depict reduced probabilities of cold extremes over the high latitudes (Figs. 7a,c) . The midlatitude responses are dissimilar in the two models. For example, HadGAM2 shows reduced probability over the majority of North America, whereas CAM4 depicts comparably large reductions over northern and eastern North America but modest increases over southern and western parts of the continent. The late C21 changes are in very good agreement between the models, however (Figs. 7b,d ). This suggests that the discrepancies in the mid-C21 responses arise due to the small signal-to-noise ratio and not model differences in the forced response. By the late C21 both models simulate large probability reductions over North America, Europe, and Russia. In parts of northern Canada and northeast Asia, the probability reduces to zero, and over large swaths of North America and northern Asia, the probability is more than halved. Both models show slightly increased probabilities over central and southern Asia, although the exact regions differ, related cooling is induced by a strengthened Siberian high.
So far we have only considered the changing probability of extremely cold days. There has been recent speculation that Arctic warming and sea ice loss may increase the frequency of longer-duration cold extremes as a result of more persistent weather patterns over North America (Francis and Vavrus 2012) . Motivated by this, we have also examined the changing probability of 5-day and 9-day cold extremes (Fig. 8) . The simulated changes in the frequency of these longer-duration extremes closely match those shown previously for daily extremes (as do the patterns of standard deviation change; not shown). Therefore, our simulations do not support the hypothesis of more frequent cold spells over central and eastern North America in response to sea ice loss. They do suggest that, in isolation, Arctic sea ice loss favors increased cold spells over central Asia, consistent with Mori et al. (2014) . However, it should be noted that the net effect of GHG increases is to reduce the chance of central Asian cold extremes (Mori et al. 2014 ).
CONCLUDING REMARKS.
We have used large ensembles of model simulations to explore how the risk of North American daily cold extremes is anticipated to change in the future in response to increases in GHG and the component of that response solely due to Arctic sea ice loss. Specifically, we have examined the changing probability of daily cold extremes as (un)common as the 7 January 2014 event. Projected increases in GHG will decrease the likelihood of North American cold extremes in the future. Days as cold or colder than 7 January 2014 are still projected to occur in the mid-C21 (2030-49), albeit less frequently than in the late C20 . However, such events will cease to occur by the late C21 (2080-99), assuming GHG emissions continue unabated. Continued Arctic sea ice loss is a major driver of decreased-not increased-North America cold extremes. Projected Arctic sea ice loss alone reduces the odds of such an event by one-quarter to one-third in the mid-C21 compared to late C20 and to zero (or near zero) by the late C21. Both projected mean warming and a decrease in temperature variability contribute to the decrease in daily cold extremes.
Recent claims that Arctic sea ice loss may increase the risk of midlatitude cold extremes are primarily based on hypothesized increases in the latitudinal extent of north-south excursions of the jet stream. The simple reasoning is that a more meandering jet stream will increase the frequency of cold Arctic air migrating southward and thus lead to more frequent cold extremes in the midlatitudes. However, this logic ignores two important factors, even putting aside the considerable uncertainty in future changes in the jet stream (Barnes and Polvani 2013) and associated features of the atmospheric circulation ). The first factor ignored is that the midlatitudes are warming. This means it takes a larger-magnitude cold anomaly to cause a cold extreme than in a cooler climate. The second factor ignored is that disproportionally large warming of the high latitudes compared to the midlatitudes reduces the average temperature gradient between these two regions. This means that if an Arctic air mass is displaced southward into the midlatitudes, then the resulting temperature anomaly is smaller than is the case for a larger north-south temperature gradient. These two factors translate into a reduced chance of cold extremes. Our results suggest these thermodynamically induced changes are of first-order importance in determining the future risk of cold extremes and that dynamically induced changes play a secondary role (such as changes in the behavior of the jet stream). As a result, we should expect fewer-and not more-cold extremes over the coming decades in the midlatitudes including North America.
