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CAPACITY OF THE RANGE OF TREE-INDEXED RANDOM
WALK
TIANYI BAIA, YIJUN WANB
Abstract. We provide the asymptotics of the capacity of a random walk
indexed by an infinite Galton-Watson tree. In the first place we prove that the
capacity grows linearly in dimensions d ≥ 7. And secondly by introducing a
new measure on infinite random planar trees, we show that the capacity grows
like n
logn
in the critical dimension d = 6. Using our results and the framework
established in Le Gall and Lin [14] on conditioned trees, we are able to deduce
an analogue of the convergence for random walk indexed by uniform rooted
random planar tree with n vertices.
1. Introduction
In this paper, we study the capacity of the trajectory of a random walk indexed
by a Galton-Watson (GW) tree, i.e. a branching random walk (BRW). Let θ be
a symmetric distribution on Zd with finite support, and suppose that θ generates
Zd. Let µ 6≡ 1 be a probability distribution on N with expected value 1 and
finite variance. Then we consider the BRW ST given by the random walk in Zd
with transition probability θ, indexed by a Galton-Watson tree T with offspring
distribution µ (with detailed explanantions in Section 2.1). Moreover, the capacity
of a finite set A ⊂ Zd, d ≥ 3 is defined as
capA =
∑
x∈A
Px(τA =∞),
where Px is the law of a simple random walk (SRW) on Zd started at x, and τA is
its first hitting time of A.
Theorem 1.1. Let ST be the BRW constructed above. Under the conditional prob-
ability P(·|#T = n), denote the n vertices of T by (ui)0≤i≤n, and let
capn(ST ) := cap{ST (u0), · · · ,ST (un)},
then as n→∞,
(1) if d ≥ 7, there is a constant c(µ, θ) > 0 such that
1
n
capn(ST )→ c(µ, θ) in probability;
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2(2) if d = 6, θ is uniformly distributed among the 2d unit vectors in Zd, and µ
is the geometric distribution with expected value 1, then
log n
n
capn(ST ) L
2
−−→ 2pi
3
9
.
Remark 1.2. (1) For d ≥ 7, the constant c(µ, θ) is implicit. This is explained
in Remark 2.6.
(2) For d = 5, we conjecture that capn(ST ) = Θ(n
3
4 ). See Remark 3.8 for a
detailed discussion.
Historically, the study of the capacity of the range of simple random walks dates
back to Jain and Orey [5], where a law of large number was established for d ≥ 3.
Then useful tools were developed in the book of Lawler [10]. Recently, numerous
studies for the central limit theorem for capacity appear in Chang [3] for d = 2, 3,
Asselah, Schapira and Sousi [1] for d ≥ 6, [2] for d = 4, and Schapira [16] for d = 5.
If in the definition of capacity we simply replace the escape probability by 1, then
it gives us the range, which is a classical object for random walks, widely studied
since Dvoretzky and Erdős [4], in which a law of large number result was given for
random walks in dimension d ≥ 1. The corresponding central limit theorem was
given by Jain and Orey [5] for d ≥ 5, Jain and Pruitt [6] for d ≥ 3, and Le Gall
[12] for d ≥ 2. See also [15] for a general study of random walks in the domain
of attraction of a stable distributions by Le Gall and Rosen. For the range of
branching random walks, its law of large number was given by Le Gall and Lin in
[14],[13] for every d ≥ 1, where in the critical dimension d = 4 they restrict to the
geometric offspring distribution case. This result was then generalized by Zhu in
[18]. See also [8], [9] for a related topic of local times of branching random walks.
And the geometric construction for the critical dimension is closely related to the
Brownian snake, see for instance Janson and Marckert [7].
In particular, we summarize that the critical dimension (the largest dimension
with sublinear growth) is d = 2 for the range of a SRW [4], d = 4 for the range of a
BRW [14], also d = 4 for the capacity of a SRW [5], and d = 6 for the capacity of a
BRW. Indeed, either a SRW or a BRW can be seen as a sequence of vertices, and
one can establish a "translational invariance" property on it, where for the SRW
started at 0 it is simply
(Si)i∈Z
d
= (Sm+i − Sm)i∈Z.
Intuitively, this property shows that all vertices of a SRW (or BRW) are equal in
status. Moreover, either the range or the capacity can be decomposed into a sum of
contributions of vertices, thus it boils down to a one-point estimate (and a second
moment estimate for its concentration property). One can express this one-point
estimate in terms of the Green’s function, then the critical dimension follows from
its asymptotic.
The rest of the paper is organised as follows: first in Section 2, the linear growth
case is discussed using Kingman’s subadditive ergodic theorem, then 6-dimensional
BRW is discussed in Section 3. The translational invariance properties are estab-
lished in (2.2) and (3.10) at the beginning of each section. Then the behavior of
Green’s functions are summarized in Lemma 2.2 and Lemma 3.5, with their relation
to the capacity shown in Lemma 2.3 and Lemma 3.2. At the end of each section,
the main results are given in Proposition 2.5 and Proposition 3.13.
3Notational convention: We write x . y if there exists a universal constant such
that x ≤ Cy (throughout the paper one can fix the parameters d, µ, θ in each section,
and thus C is allowed to depend on them). The law and expectation of a random
walk (Sn) started at x with transition distribution θ are denoted by (P
(θ)
x ,E
(θ)
x ),
those of a GW trees T with offspring distribution µ (see Section 2.1 and Section
3.1 for specifications) are denoted by (Pµ,Eµ), and those of a BRW ST are denoted
by (Pµ,θ,Eµ,θ), where the parameters µ and θ are omitted in the case of the simple
random walk and geometric offspring distribution, respectively.
2. Linear growth of range in super-critical dimensions
2.1. Branching random walks. In this section, we will introduce the branching
random walk using the standard formalism of rooted ordered (planar) trees. A
planar tree is a set T ⊂ ∪n≥0Nn+, such that
• The root ∅ ∈ T , where by convention we denote N0+ = {∅}.
• If u = (u1, · · · , un) ∈ T , then ←−u := (u1, · · · , un−1) ∈ T . Here ←−u is the
parent of u in T .
• For every u = (u1, · · · , un) ∈ T , there exists an integer ku(T ) ≥ 0 such
that, for every j ∈ N, (u1, · · · , un, j) ∈ T if and only if 1 ≤ j ≤ ku(T ).
We denote the set of all finite planar trees as Tf . And the set of infinite trees is then
defined as T := (Tf )N. Each infinite tree T = ((0, T0), (1, T1), · · · ) ∈ T is rooted at
(0,∅), and its spine is N×{∅}. For each i ∈ N, we denote its i-th subtree to be Ti
such that (i, Ti) ∈ T . The vertices not on the spine (the reason why we exclude the
spine here can be found in the next paragraph) in the infinite tree are ordered using
the classical lexicographical order, and we denote the ordered sequence of vertices
by (ui)i∈N.
Let µ = (µk)k∈N be a non-trivial critical offspring distribution with finite vari-
ance, i.e.
0 < µ1 < 1,
∑
k∈N
kµk = 1, and
∑
k∈N
k2µk <∞.
The law Pµ of infinite Galton-Watson tree T is defined such that for every u ∈ T ,
(ku(T )) are independently distributed according to
Pµ(ku(T ) = k) =
{
µk, u 6∈ {1, 2, · · · } × {∅}∑
i>k µi, u ∈ {1, 2, · · · } × {∅}
. (2.1)
In other words, the infinite Galton-Watson tree is obtained by attaching to each
vertex on the spine (n,∅) an independent adjoint µ−GW tree Tn (one variant of
µ−GW tree defined by changing the offspring distribution of its root), except that
the subtree T0 attached to the root of the spine is an independent µ−GW tree.
The reason for introducing this probability measure on infinite tree is twofold:
first if we replace T0 by an adjoint µ−GW tree, then the infinite tree turns out to
be one-half of the GW tree conditioned on survival; second the probability measure
Pµ admits a measure-preserving shift σ, which is defined by re-rooting the tree T
at the first vertex v of T \ N × {∅}, and removing all the vertices on the spine
that are strict descendants of the parent of v if T0 is empty. See [14] for formal
definition and graphical illustrations. The sacrifices that we make in order to utilize
σ is that the vertices on the spine will not be taken into consideration throughout
this section.
4Now we switch to the definition of the branching random walk (random walk
indexed by a random tree in Tf or T) in Zd. Conditionally on a (finite or infinite)
tree T one can assign independently to each oriented edge e ∈ T a random variable
Xe, such that X−e= − Xe is distributed according to a symmetric distribution θ
with finite support that generates the entire Zd. Then one can uniquely define a
(random) function ST : T → Zd by setting ST (u) :=
∑
eXe, where the sum is taken
over all edges e ∈ T on the unique simple path from the root to u. By definition
the spatial location of the root is simply 0. We denote this random measure by
Pµ,θ. The shift transformation σ on T ∈ T can be extended to XT by setting
σ(XT ) = Xσ(T ), where the displacements Xe for e ∈ T are kept to be the same.
Note that the dimension information is included in the jump distribution θ of BRW,
we always assume that the subspace generated by θ has dimension d.
In the following, we will adopt the notation
ST [m,n] := {ST (um), · · · ,ST (un)}, capn(ST ) := cap(ST [0.n])
to denote the set of sites occupied by the BRW and the capacity of this set. In
particular, the translational invariance property can be stated as
ST [m,n]−ST (um) = ST [0, n−m]◦σm d= ST [0, n−m] under Pµ,θ, 0 ≤ m ≤ n. (2.2)
Suppose d ≥ 3. Throughout this section, we shall use (Sn)n∈N to denote a
random walk on the integer lattice Zd. The law of a simple random walk started
at x is defined as Px, with its expectation Ex; and that of a random walk with
transition distribution θ is denoted by P(θ)x , with E
(θ)
x its expectation. The Green’s
function for these random walks are given by
G(x, y) := G(x− y) = E0
[ ∞∑
i=0
1(Si=x−y)
]
=
∞∑
i=0
P0(Si = x− y),
G(θ)(x, y) := G(θ)(x− y) = E(θ)0
[ ∞∑
i=0
1(Si=x−y)
]
=
∞∑
i=0
P
(θ)
0 (Si = x− y).
By definition of the capacity, our goal is then
capn(ST ) =
n∑
i=0
1{ST (ui)6∈ST [i+1,n]}P0(τST [0,n]−ST (ui) =∞).
2.2. Green’s functions.
Lemma 2.1. Let d ≥ 3, let θ be a distribution with the conditions in Theorem 1.1.
(1) Let (Sn) be a random walk with transition distribution θ, as n→∞,
E
(θ)
0 [G
(θ)(Sn)] . n1−d/2.
(2) Uniformly in x ∈ Zd,
G(x) & G(θ)(x).
5Proof. For (1), by expanding expectations with respect to the random walks,
E
(θ)
0 [G
(θ)(Sn)] =
∑
x∈Zd
P
(θ)
0 (Sn = x)G
(θ)(x)
=
∑
x∈Zd
∑
m≥0
P
(θ)
0 (Sn = x)P
(θ)
0 (Sm = x)
=
∑
m≥0
P
(θ)
0 (Sm+n = 0) . n1−d/2.
where the second last equality follows from the symmetry of the transition distri-
bution θ and the last inequality is deduced using the Local Central Limit Theorem
[11, Theorem 2.1.1]: if θ is aperiodic, then
P
(θ)
0 (Sn = x) = (1 + o(1))
(det Γθ)
−1/2
(2pin)d/2
e−
|x·Γ−1
θ
x|
2n , (2.3)
where Γθ denotes the covariance matrix of θ. (If θ has period s, one can replace
P
(θ)
0 (Sn = x) by
∑s−1
i=0 P
(θ)
0 (Sn+i = x)).
For (2), it suffices to prove that for |x| large enough, there exists C, k ∈ (0,∞)
such that (notice the SRW has period 2)
P0(Sbknc = x) +P0(Sbknc+1 = x) ≥ CP(θ)0 (Sn = x),
then sum over n to get the result on Green’s functions.
Since Γθ is positive definite, we can choose k,C such that k2|x|2 ≤ |x · Γ−1θ x|,
C <
√
d · det Γθ, and the result follows from (2.3) applying to both θ and the SRW.
(Note that the determinant of the covariance matrix of the SRW is d−1.) 
Lemma 2.2. In dimension d ≥ 7, let µ, θ be distributions with the conditions in
Theorem 1.1, and let ST be the infinite BRW constructed in Section 2.1. Then
Eµ,θ[ sup
x∈ST [0,∞]
∑
x′∈ST [0,∞]
G(θ)(x, x′)] . 1.
Proof. Suppose that for x ∈ ST [0,∞], its corresponding indexes on the infinite
Galton-Watson tree is u ∈ T . (If x is indexed by multiple vertices on the tree,
the choice of a particular one does not matter.) By the conditional independence
of (Xe)e∈T and the symmetry of θ, given the tree T and two vertices u, u′ ∈ T ,
G(θ)(ST (u),ST (u′)) only depends on dist(u, u′). Therefore
Eµ,θ[
∑
x′∈ST [0,∞]
G(θ)(x, x′)] ≤
∑
n≥0
Eµ[#{u′ ∈ T, dist(u, u′) = n}]E(θ)0 [G(θ)(Sn)].
Moreover, by the construction of infinite Galton-Watson trees, the expected
number of vertices of distance n to u is at most 2nσ2 +1 by counting towards three
different directions (offspring, and other vertices prior or posterior to u) on the tree.
Thus
Eµ,θ[
∑
x′∈ST [0,∞]
G(θ)(x, x′)] .
∑
n≥0
nE
(θ)
0 [G
(θ)(Sn)] .
∑
n≥0
n2−d/2 <∞
by Lemma 2.1 if d ≥ 7. 
6The assumption that d ≥ 7 is not only sufficient but also necessary for the
finite bound of the expectation of the sum of Green’s functions evaluated at the
sites visited by branching random walk, since in dimension 6, the calculation above
gives a logarithmic bound,
Eµ,θ
n∑
i=0
[G(θ)(ST (ui))] . log n,
which suggests a phase transition of the capacity of BRW at d = 6.
2.3. Linear growth for high dimensions. The goal of this section is to prove
that the capacity of the random walk indexed by a finite critical Galton-Watson
tree conditioned to be large has linear growth. Under the invariant ergodic measure
on infinite trees, the growth is at most linear, and what remained to be checked is
that the arithmetic average is strictly positive. We hope to prove this by relating
the capacity to Green’s functions and the range of tree-indexed random walk in
[14].
Lemma 2.3. Let d ≥ 3, and let θ be a distribution with conditions in Theorem 1.1.
There exists C(θ) ∈ (0,∞) such that, for any finite set A ⊂ Zd and any k ∈ N+,
capA ≥ #A
k + 1
−
∑
x,y∈AG(x, y)
k(k + 1)
≥ #A
k + 1
− C(θ)
∑
x,y∈AG
(θ)(x, y)
k(k + 1)
.
Proof. We define local times LA :=
∑∞
n=1 1(Sn∈A) ∈ N∪{∞} for any finite A ⊂ Zd,
then by definition, capA =
∑
x∈A
Px(LA = 0).
For any integers a > 0 and b ≥ 0,∑
x∈A
Px(LA = a)Px(LA = b)
=
∑
x,y∈A
Px(SτA = y)Py(LA = a− 1)Px(LA = b)
=
∑
x,y∈A
Py(SτA = x)Py(LA = a− 1)Px(LA = b)
=
∑
y∈A
Py(LA = a− 1)Py(LA = b+ 1).
Thus by induction we have∑
x∈A
Px(LA = a)Px(LA = b) =
∑
x∈A
Px(LA = 0)Px(LA = a+ b).
By summing over a ≤ k and b ≥ 0, it follows that∑
x∈A
Px(LA ≤ k) =
∑
y∈A
Py(LA = 0)
(
k∑
a=0
Py(LA ≥ a)
)
. (2.4)
Therefore
#A−
∑
x∈A
Px(LA > k) =
∑
x∈A
(1−Px(LA > k)) ≤
∑
y∈A
Py(LA = 0)(k + 1) = (k + 1)capA.
It remains to prove that Px(LA > k) ≤
∑
y∈AG(x,y)
k , which holds true by the
definition of Green’s functions and Markov’s inequality. Divide both sides by (k+1),
7and the first part of the conclusion follows. The last part follows from Lemma
2.1. 
Recall that T0 is the first subtree in T with the law of a µ-GW tree, then
capn(ST ) under Pµ,θ(·|#T0 = n) equals in distribution the capacity for a µ-GW
tree conditioned to have n vertices.
Lemma 2.4. Under the probability measure Pµ(·|#T0 = n+1), for each a ∈ (0, 1),
the law of (uk)0≤k≤an is absolutely continuous with respect to the law of that under
Pµ(·|#T0 > n), and the density is bounded above by a constant depending only on
the parameters a and µ.
Proof. This is proved in the proof of [14, Theorem 7]. 
Proposition 2.5. For d ≥ 7, let θ, µ be distributions with the conditions in The-
orem 1.1, let ST be the infinite BRW defined in Section 2.1. There is a constant
c = c(µ, θ) > 0 such that
(1) under Pµ,θ,
capn(ST )
n
→ c almost surely;
(2) under Pµ,θ(·|#T0 = n+ 1),
capn(ST )
n
→ c in probability.
Proof. By definition of the capacity, for any finite sets A,B ⊂ Zd,
cap(A ∪B) ≤ capA+ capB,
in particular, recall the ergodic measure-preserving shift σ defined in Section 2.1,
we have the subadditive property
capn+m(ST ) ≤ capn(ST ) + capm(ST ◦ σn). (2.5)
Then by Kingman’s subadditive ergodic theorem, there exists a constant c(µ, θ)
such that
lim
n→∞
capn(ST )
n
→ c almost surely under Pµ,θ.
Thus it remains to prove that the constant
c = lim
n→∞
1
n
Eµ,θ[capn(ST )]
is strictly positive. For this purpose, one can apply Lemma 2.3 to the range of the
BRW. By choosing k sufficiently large, there exists a constant c′ = c′(µ, θ, k) > 0
such that
1
n
Eµ,θ[capn(ST )] ≥
1
nEµ,θ[#ST [0, n]]
k + 1
−
C(θ)
n Eµ,θ[
∑
x,y∈ST [0,n]G
(θ)(x, y)]
k(k + 1)
≥ c′.
This is possible since 1nEµ,θ[#ST [0, n]] converges to a non-zero constant by [14,
Proposition 5], and 1nEµ,θ[
∑
x,y∈ST [0,n]
G(θ)(x, y)] is bounded by Lemma 2.2. This
proves (1).
8As for (2), we will use the results on the structure of infinite GW trees in [14] to
deduce from part (1) the similar convergence for the random walk indexed by the
finite GW tree conditioned to be large,
lim
n→∞Pµ,θ
(
| 1
n
capbanc(ST )− ca| > |#T0 > n
)
= 0, (2.6)
for any a ∈ (0, 1) and  > 0. Effectively, if equation (2.6) holds, then Lemma 2.4
implies that
lim
n→∞Pµ,θ
(
| 1
n
capbanc(ST )− ca| > 
∣∣∣∣#T0 = n+ 1) = 0. (2.7)
Moreover, since Pµ,θ(·|#T0 = n+ 1)-a.s.
| 1
n
capn(ST )− c|
≤ 1
n
|capn(ST )− capbanc(ST )|+ |
1
n
capbanc(ST )− ca|+ |ca− c|
≤ (1− a) + | 1
n
capbanc(ST )− ca|+ (1− a)c,
we have that
lim
n→∞Pµ,θ
(
| 1
n
capn(ST )− c| > 
∣∣∣∣#T0 = n+ 1)
≤ lim
n→∞Pµ,θ
(
| 1
n
capbanc(ST )− ca| > − (1− a)(1 + c)
∣∣∣∣#T0 = n+ 1) = 0,
where the last line follows from (2.7). Then the conclusion in part (2) follows by
taking a→ 1, → 0.
Now we finish the proof by showing (2.6) in a similar spirit as the proof of
[14, Theorem 6]. Recall that on the infinite GW tree T , the subtrees (Tn)n≥1 are
independent adjoint µ-GW trees. We consider an adjoint µ-GW tree as a random
number of µ-GW trees, and re-index all these µ-GW subtrees in lexicographical
order by (T˜n). Suppose that kn is the minimum index such that #T˜kn > n, let
dkn :=
∑
0≤j<kn
#T˜j . By strong Markov and the translational invariance property
(2.2), to prove (2.6) it suffices to show that
lim
n→∞Pµ,θ
(
| 1
n
cap(ST [dkn + 1, dkn + banc])− ca| > 
)
= 0. (2.8)
On the one hand, by the subadditive property (2.5) and part (1),
Pµ,θ
(
1
n
cap(ST [dkn + 1, dkn + banc])− ca ≥ −
)
≥ Pµ,θ
(
1
n
capdkn+banc(ST )−
1
n
capdkn
(ST )− ca ≥ −
)
→ 1.
On the other hand, to see that
Pµ,θ
(
1
n
cap(ST [dkn + 1, dkn + banc])− ca ≤ 
)
→ 1,
9one can suppose by contradiction that there exist , δ > 0 and a subsequence (ni)
such that for each ni
Pµ,θ
(
cap(ST [dkni + 1, dkni + banic]) > (ca+ )ni
)
> δ.
Then by the monotonicity of capacity, with any fixed , δ > 0 we have
Pµ,θ
(
capb( 2c+a)nic(ST ) > (ca+ )ni
)
≥ Pµ
(
dkni <

2c
ni
)
Pµ,θ
(
cap(ST [dkni + 1, dkni + banic]) > (ca+ )ni
)
≥ δPµ
(
dkni <

2c
ni
)
→ δPµ
(
D1 <

2c
)
> 0,
where D1 is the started time of the first excursion of Brownian motion away from
0 with duration larger than 1 [14, (4)]. This contradicts part (1), by which one has
Pµ,θ
(
capb( 2c+a)nic(ST ) > (ca+ )ni
)
→ 0.
Therefore we have (2.8), and the conclusion follows. 
Remark 2.6. Here we discuss informally the constant c(µ, θ), which is not given
explicitly in Theorem 2.5. By the translational invariance property (2.2), one can
write
c(µ, θ) = lim
n→∞
1
n
E[capn(ST )]
= lim
n→∞
1
n
n∑
i=0
Pµ,θ ⊗P(θ)0 (ST (ui) 6∈ ST [i+ 1, n], τST [0,n]−ST (ui) =∞)
= lim
m,n→∞Pµ,θ ⊗P
(θ)
0 (ST (un) 6∈ ST [n+ 1,m+ n], τST [0,m+n]−ST (un) =∞),
where the probability above is monotone decreasing in bothm and n, with a positive
limit guaranteed by Theorem 2.5.
Intuitively, using the shift σ, one may write the constant as
Pµ,θ ⊗P(θ)0 (0 6∈ ST (−∞,−1], τST (−∞,∞) =∞),
but there is no canonical way to extend the tree to the negative direction and
define ST (−∞,−1] in general. This extension will be rigorously constructed for the
geometric offspring distribution, studied in the next section. However, even in the
geometric case, the method for critical dimension does not readily give the value of
c(µ, θ): by notions of Theorem 3.2, the constant we want is c = limn→∞ En(EnI),
and in dimension d ≥ 7, Gn converges to a random variable (instead of a constant),
therefore from En(EnIGn) = 1 one can not deduce the exact value of En(EnI),
even if we know explicitly the limiting distribution of Gn.
3. The critical dimension
In this section, we discuss the case where the BRW is in the critical dimension
d = 6, in the sense that its capacity has sub-linear growth. By the limitations of the
tools that we will employ later, especially the translation invariance (property of
being memoryless) and relation of Green’s functions to the capacity (SRW appears
10
naturally in the definition of capacity), we restrict our attention to the critical
GW-tree with geometric offspring distribution
µ ∼ Geo(1
2
),
and simple random walk displacement
θ ∼ uniform distribution on the 2d unit vectors in Zd.
In particular, for the geometric offspring distribution, an adjoint µ-GW tree is the
same as a µ-GW tree.
3.1. BRW indexed by two-sided geometric GW-trees. We first introduce
the space of the two-sided infinite trees
T˜ := T{l,r}/ ∼,
where T is the space of one-direction infinite trees introduced in Section 2.1, and
the equivalence ∼ is defined by identifying the two spines in T× {l} and T× {r}.
In other words, given the spine N, one can construct a two-sided tree by attaching
to each n ∈ N two finite trees. For all n ∈ N, we will denote the two finite trees
sharing the same vertex (n,∅) on the spine by T ln, T rn . By convention, the root
Figure 1. An example of the first layers of a two-sided infinite
tree. In particular, subtrees are allowed to be empty, as is the case
of T l1 here.
of a two-sided infinite tree is still the vertex (0,∅). On both sides, the vertices
are ordered using the classical ordering of Depth-First Search started from the root
(0,∅). Note that here the ordering is completely different as in the previous section
and we allow one vertex to be recorded more than once in the Depth-First Search
order. The reason for employing different orderings is for the sake of a different
translational invariant shift with respect to different distributions on trees. Thus
we have two DFS sequences (uln(T˜ )) and (urn(T˜ )), one for each side of (T˜ ).
Then one can define the probability space (T˜;F ;PGeo), which shall serve as
the main model in this section. Under PGeo, the two-sided geometric GW-tree
T˜ = (T l0, T
r
0 , T
l
1, · · · ) ∈ T˜ is distributed such that (T l0, T r0 , T l1, · · · ) are i.i.d. crit-
ical geometric GW-trees. Throughout this section, we will write P instead of PGeo
if no confusion arises.
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We also introduce an equivalent description of two sided geometric GW-tree,
encoded by two independent sequences xl(T˜ ) = (xln(T˜ ))n∈N and xr = (xrn(T˜ ))n∈N,
xsn+1(T˜ ) = 1{usn(T˜ )≺usn+1(T˜ )} − 1{usn+1(T˜ )≺usn(T˜ )}, s ∈ {l, r}, n ∈ N,
where x ≺ y means that x is an ancestor of y, with the convention that (k+1,∅) ≺
(k,∅), k ∈ N for vertices on the spine. (Although it seems to be contradictory
that (0,∅) is set to be the root, here we insist on using this ordering for the
simplicity of relating trees to RWs.) One can easily check that (xln(T˜ )) and (xrn(T˜ ))
are distributed as two independent sequences of Bernoulli variables due to the
memoryless property of geometric offspring distribution. Conversely, given two
sequences (xln(T˜ )), (xrn(T˜ )), the tree is generated iteratively on each side by the
inverse procedure (s ∈ {l, r})
• add a new child to usn(T˜ ) if xsn+1(T˜ ) = 1
• set usn+1(T˜ ) to be the ancestor of usn(T˜ ) if xsn+1(T˜ ) = −1.
Moreover, we define
Xsn =
n∑
i=1
xsn, ζ
s
n = inf{i ∈ N+, Xsi = −n}, ζs0 = 0, s ∈ {l, r}, n ∈ N+. (3.9)
The absolute value of Xsn records the distance of un to the root, and ζsn is the first
time that (ui) reaches (n + 1,∅). In fact, the tree T˜ can be constructed in two
equivalent methods, either by attaching GW trees to the spine, or by following the
process (xsn). Main estimates on Green’s functions shall be studied with the first
method, while the capacity is described through the second.
Figure 2. The tree (first few layers) under the shift σ.
Next we define a shift transformation σ on the space T˜, obtained informally by
shifting the root to its descendent. If an infinite tree T˜ is generated by sequences
xl(T˜ ), xr(T˜ ) as above, then the image T˜ ′ = σ(T˜ ) under the shift transformation is
generated by sequences
• x′rn (T˜ ′) = xrn+1(T˜ ),
• x′l0 (T˜ ′) = −xr0(T˜ ) and x′ln+1(T˜ ′) = xln(T˜ ),
for every n ∈ N. Note that contrarily to the shift used in dimension superior to 7,
this transformation is bijective on T˜ and does not add or delete any edges on the
tree.
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The BRW indexed by the tree is defined exactly the same as in Section 2.1, by
attaching iid. random displacements to each oriented edge e ∈ T˜ and the spatial
location ST˜ (u) of any vertex u ∈ T˜ is taken by summing over all edges e ∈ T
on the unique simple path from the root to u, where in this section we restrict
to the case that each displacement is uniformly among the 2d unit vectors in Zd,
i.e. we take the simple random walk indexed by the tree. In the same manner
as in the previous section, one can extend the shift σ to the branching random
walk by shifting only the random tree, keeping the displacement of each edge. We
shall denote the probability measure on the BRW indexed by two-sided geometric
GW-tree as P (and the corresponding expectation is denoted by E). For simplicity
we write
xn(T˜ ) =
{
−xl−(n+1)(T˜ ) if n ≤ 0
xrn(T˜ ) if n > 0
, un(T˜ ) =
{
ul−n(T˜ ) if n ≤ 0
urn(T˜ ) if n > 0
.
It is not hard to check that
xn+1(T˜ ) = 1{un(T˜ )≺un+1(T˜ )} − 1{un+1(T˜ )≺un(T˜ )}.
Similarly, the translational invariance of σ under P also implies that of P, if we
extend σ to the branching random walk by shifting only the indexing tree. As in
the previous section, we denote by
ST˜ [m,n] = {ST˜ (ui),m ≤ i ≤ n},
the translational invariance property of σ can then be stated as
ST˜ [m,n]− ST˜ (um) = ST˜ [0, n−m] ◦ σm
d
= ST˜ [0, n−m] under P,m ≤ n. (3.10)
Comparing with (2.2), this model enables negative choices for m,n. The main
estimate for the asymptotics of the capacity cap(ST˜ [0, n]) is then:
Lemma 3.1. On the lattice Z6, let ST˜ be the BRW indexed by the two-sided geo-
metric GW tree, then as n→∞,
(log n)P⊗P0
(
0 6∈ ST˜ [1, n], τST˜ [−n,n] =∞
)
=
pi3
9
+ o(1).
We postpone its proof to Section 3.4.
3.2. Reduction to Green’s functions. Let λn = 1− 1n , and let T ln, T rn be inde-
pendent geometric random variables with parameter 1n . Given any configuration
ω = ([a, b];xa+1, · · · , xb; va, · · · , v−1, 0, v1, · · · , vb)
with a ≤ 0 ≤ b, xi = ±1 and vi ∈ Zd, let
Gn(ω) =
∑
a≤i≤b
Gλn(vi),
where
Gλ(x) =
∑
k≥0
λkP0(Sk = x).
Let Pn denote the joint law of T l,rn and the configurations by setting
Pn(ω) := P
(
T ln = −a, T rn = b, (xi(T˜ ))a<i≤b = (xi)a<i≤b, (ST˜ (uj))a≤j≤b = (vj)a≤j≤b
)
.
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The shift σ extends to configurations ω with b ≥ 1 by (note that σ is not defined
for b = 0)
σ(ω) := ([a− 1, b− 1];x′a, · · · , x′b−1; v′a−1, · · · , v′b−1),
where x′i = xi+1 and v′i = vi+1 − v1 for any admissible i.
Lemma 3.2. Let n ≥ 1. Given ω = ([a, b];xa, · · · , xb; va, · · · , vb), define
I(ω) = 1{vi 6=0,0<i≤b} and En(ω) = P0(τR(ω) > Tn),
where R(ω) = {vi, a ≤ i ≤ b}, Tn is an independent geometric random variable
with parameter λn, and τR(ω) = inf{n ∈ N+ : Sn ∈ R(ω)}. Then
En[EnGnI] = 1.
Proof. This lemma follows from [10, Theorem 3.6.1], we include the proof for com-
pleteness. Let ω0 = ([0,m]; · · · ) be an arbitrary configuration started at 0, and let
Bω0 = {(σ′)i(w), 0 ≤ i ≤ m} be all its possible translations. Since σ′ is bijective, it
suffices to prove that
En[EnGnI1Bω0 ] = Pn(Bω0).
For any z ∈ Z6, by decomposing the SRW at the last time when it hits R(ω0), one
has that ∑
x∈R(ω0)
Gλn(z, x)Px(τR(ω0) > Tn) = 1.
By the translational invariance (3.10), for any ω = ([a, b];xa, · · · , xb; va, · · · , vb) ∈
Bω0 , Pn(ω) = 1m+1Pn(Bω0). Hence
En[EnGnI1Bω0 ] =
Pn(Bω0)
m+ 1
m∑
i=0
I((σ′)i(ω0))PVi(τR(ω0) > Tn)
m∑
j=0
Gλn(vi, vj)
=
Pn(Bω0)
m+ 1
∑
x∈R(ω0)
Px(τR(ω0) > Tn)
m∑
j=0
Gλn(x, vj)
=
Pn(Bω0)
m+ 1
m∑
j=0
∑
x∈R(ω0)
Px(τR(ω0) > Tn)Gλn(vj , x)
= Pn(Bω0).
And the conclusion follows by summing over all possible configurations ω0 started
at 0. 
Intuitively, the relation above without taking expectation would give us immedi-
ately the asymptotic of EnI, once we can prove the existence of the scaling limit of
Gn, and the expectation of EnI gives Lemma 3.1. Nevertheless, to apply Lemma
3.2, one needs concentration properties of Gn.
Recall that the standard Green’s function is defined as G(x) =
∑
n≥0P0(Sn = x)
where (Sn) is a SRW started at 0. And for any set A ⊂ Z6, we write G(A) =∑
z∈AG(z). It turns out in dimension 6, we have the following estimates for the
sum of Green’s functions evaluated on the trajectories of SRW indexed by trees.
Lemma 3.3. Let (T,ST ) be a SRW started at z ∈ Z6, indexed by a critical GW-
tree T with geometric offspring distribution. To distinguish it from the two-sided
infinite model ST˜ , we denote its law by (Pz,Ez). Write G(ST ) =
∑k(T )
i=0 G(ST (ui)),
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where (ui)0≤i≤k(T ) is the Depth-First Search sequence of T (hence k(T ) is twice the
number of edges in T ), then
(1) Ez[G(ST )] = 18pi−3|z|−2 +O(|z|−4), as z →∞.
(2) For anym ≥ 2, there exists a constant Cm which does not depend on z ∈ Z6,
such that Ez[G(ST )m] ≤ Cm(|z| ∨ 1)−2.
Proof. Let Zn denotes the number of vertices of height n in tree T , then EzZn = 1
for all n ≥ 1. Recall that |u| is the distance between u ∈ T and the root, and that
Ex is the law of a SRW (Sn) started at x,
Ez[G(ST )] =
∞∑
n=0
Ez[#{i, |ui| = n}]E0[G(z + Sn)]
= (1 + Ez[Z1])G(z) +
∞∑
n=1
Ez[Zn+1 + Zn−1]E0[G(z + Sn)]
= 2
∞∑
n=0
E0[G(z + Sn)]
= 2
∑
n≥0
∑
x∈Z6
P0(Sn = x)
∑
m≥0
P0(Sm = z + x)
= 2
∑
m,n≥0
∑
x∈Zd
P0(Sn = x)
∑
m≥0
Px(Sm = −z)
= 2
∑
m,n≥0
P0(Sm+n = −z)
= 2
∞∑
k=0
(k + 1)P0(Sk = z),
The term Zn+1 +Zn−1 appears because vertices on the tree can be visited multiple
times by the sequence (ui)i∈N. Write k ↔ z if they have the same parity, then it
follows from the local central limit theorem [11, Theorem 2.1.1] that, when |z| → ∞,
∞∑
k=0
(k + 1)P0(Sk = z) =
∑
k↔z,
k≥|z|
(k + 1)
54
pi3k3
e−
3|z|2
k +O(
∑
k↔z,
k≥|z|
k−3|z|−2)
=
27
pi3
|z|−2
∫ ∞
0
x−2e−
3
x dx+O(|z|−4)
=
9
pi3
|z|−2 +O(|z|−4),
following a change of variable since∫ |z|−1
0
x−2e−
3
x dx . |z|−4 and
∫ k+2
k
y−2e−
3|z|2
y dy − 2
k2
e−
3|z|2
k . |z|−4,
for k ↔ z, k ≥ |z|.
As for part (2), by the proof of part (1), one has
E0
∑
n≥0
G(z + Sn)
  (|z| ∨ 1)−2, (3.11)
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where A  B means that A . B, A & B. Moreover, given any z ∈ Z6, n ∈ N, k ≥ 2,
let (Sn), (S
(i)
n )(1 ≤ i ≤ k) be independent SRWs started at 0 with their joint law still
denoted as (P0,E0), then by (3.11) and the standard estimate G(x)  (|x| ∨ 1)−2,
we have
E0
 k∏
i=1
∑
j≥0
G(z + Sn + S
(i)
j )
 . E0 [ k∏
i=1
(|z + Sn| ∨ 1)−2
]
. E0[(|z + Sn| ∨ 1)−4]  E0[G(z + Sn)].
(3.12)
Denote by u ∧ v the most recent common ancestor of u, v, by u ≺ v the event
that u is an ancestor of v, and by Zn the population of the n-th generation in a
tree. Take a critical GW tree T with geometric offspring, denote its Depth-First
Search sequence by (ui)0≤i≤ζ(T ), and its law by (P,E) (a critical GW tree extincts
with probability one, thus ζ(T ) <∞ almost surely). Consider the case m = 2, we
have a uniform estimate for any a, b, c ∈ N,
E[#{(i1, i2) : 0 ≤ i1, i2 ≤ ζ, |ui1 | = a, |ui2 | = b, |ui1 ∧ ui2 | = c}] . 1. (3.13)
In fact, if c+ 1 ≤ a, b, one can choose a vertex v0 in the generation c of T , then
choose two of its children v1, v2, and choose vertices v3, v4 such that v1  v3, v2 
v4, |v3| = a, |v4| = b. Say that the Depth-First Search visits vi for ni times, then
Figure 3. Hierarchy structure of (v0, · · · , v4).
the choices of (i1, i2) in (3.13) is exactly
E
 ∑
(v0,··· ,v4)
n3n4
 = E[Zc]E[Z1(Z1 − 1)]E[Za−c−1]E[Zb−c−1](E[Z1 + 1])2 = 4.
Then (3.13) follows from a direct calculation. The conclusion then follows by
combining the equations (3.11)-(3.13) and notice that
Ez[(G(ST ))2] = Ez[
∑
0≤c≤a,b
#{(i1, i2) : 0 ≤ i1, i2 ≤ ζ, |ui1 | = a, |ui2 | = b, |ui1 ∧ ui2 | = c}
×G(z + Sc + S(1)a−c)G(z + Sc + S(2)b−c)].
For m ≥ 3, it suffices to count all possible hierarchy structures of m vertices as in
(3.13), and perform (3.12) recursively on these structures. 
Remark 3.4. This proof is not restricted to the geometric offspring distribution. In-
deed, one can deduce the m-th moment result for any critical offspring distribution
with finite m-th moment.
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3.3. A priori estimates. In this section, we discuss the concentration property of
the sum of Green’s functions in dimension 6, in which case the expectation increases
logarithmically.
Lemma 3.5. Let (ST˜ (ui)) be the two-sided BRW constructed in Section 3.1. Then
as n→∞,
P
(∣∣∣∣∣
n∑
i=−n
G(ST˜ (ui))−
9
pi3
log n
∣∣∣∣∣ >  log n
)
= o((log n)
−2).
The proof is postponed to the end of this section.
Recall ζsn defined in (3.9), since it suffices to estimate the subtrees on the right-
hand side, we abbreviate ζn = ζrn. By Lemma 3.3, the sum
∑ζn
i=0G(ST˜ (ui)) is
controlled by
∑n
i=0(|ST˜ (uζi)|∨1)−2, where (ST˜ (uζn))n≥0 behaves like a SRW. Thus
we shall estimate this sum, as well as the behavior of ζn.
Lemma 3.6. Let S = (Sn)n∈N be a SRW in Z6 started from 0, then
P0
(∣∣∣∣∣
n∑
i=0
(|Si| ∨ 1)−2 − 1
2
log n
∣∣∣∣∣ >  log n
)
= o((log n)−2).
Proof. The idea is to use the dyadic coupling of the simple random walk and the
Brownian motion B = (Bt)t≥0 in R6. To do so, we interpolate S = (Sn)n∈N
linearly to be a continuous-time process S˜ = (Sbtc)t≥0. By Lemma A.2 and standard
estimates on the Brownian motion, there exists C > 1 such that the event
F :=
{
max
0≤t≤n
∣∣∣S˜t −Bt∣∣∣ < C log n} ∩{ inf
t>(logn)5
|Bt| > (log n)2
}
happens with probability 1− o((log n)−2).
Then conditioned on the event F ,
∣∣∑n
i=0(|Si| ∨ 1)−2 − 12 log n
∣∣ is bounded by
d(logn)5e∑
i=0
(|Si| ∨ 1)−2 +
∣∣∣∣∣
∫ n+1
b(logn)5c
|Bt|−2dt− 1
2
logn
∣∣∣∣∣+
∫ n+1
b(logn)5c
∣∣∣|Bt|−2 − |S˜t|−2∣∣∣ dt
≤
d(logn)5e∑
i=0
(|Si| ∨ 1)−2 +
∣∣∣∣∣
∫ n+1
b(logn)5c
|Bt|−2dt− 1
2
logn
∣∣∣∣∣+ C2(logn)−1
∫ n+1
b(logn)5c
|Bt|−2dt,
since
∣∣∣|Bt|−2 − |S˜t|−2∣∣∣ /|St|2 ≤ ( |Bt|+|S˜t||St| )( |Bt−S˜t||St| ) ≤ C2(log n)−1 conditioned on
F . Therefore
P0
(∣∣∣∣∣
n∑
i=0
(|Si| ∨ 1)−2 − 1
2
log n
∣∣∣∣∣ >  log n
)
≤ P0(F c) +P0
({∣∣∣∣∣
n∑
i=0
(|Si| ∨ 1)−2 − 1
2
log n
∣∣∣∣∣ >  log n
}
∩ F
)
. P0
d(logn)5e∑
i=0
(|Si| ∨ 1)−2 > 1
3
 log n
+P0( C2
log n
∫ n+1
b(logn)5c
|Bt|−2dt > 1
3
 log n
)
P0
(∣∣∣∣∣
∫ n+1
b(logn)5c
|Bt|−2dt− 1
2
log n
∣∣∣∣∣ > 13 log n
)
+ o((log n)−2).
We conclude by citing Lemma A.1 in the appendix and [14, Lemma 19]. 
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Lemma 3.7. Recall ζn defined in (3.9), as n→∞,
P (| log ζn − 2 log n| ≥ 5 log log n) = o((log n)−2).
Proof. By (3.9), (Xrn) is distributed as a SRW on Z, thus by standard tools of
Kemperman’s formula, for any n ≤ m, k + n even,
P(ζn = m) =
n
m
P(Xrm = −n) =
n
m
C + o(1)√
m
e−n
2/2m. (3.14)
The conclusion then follows by summing over the above estimation on intervals
m ∈ [n, n2(log n)−5] and m ∈ [n2(log n)5,∞). 
Now we finish this section by proving Lemma 3.5 stated at the beginning.
Proof of Lemma 3.5. Recall (3.9), and that (ST˜ (uζi))i∈N is distributed as a SRW
on Z6. Recall Lemma 3.3 and the notations therein. Since T˜ can be seen as the
union of independent subtrees (T˜ l,ri )i∈N rooted on the spine, there exists a constant
C > 0 such that for every n,
n∑
i=0
E[(G(ST˜ ri ))
2|(ST˜ (uζi))i∈N] ≤ C
n∑
i=0
(|si(T˜ )| ∨ 1)−2,
n∑
i=0
E[(G(ST˜ ri ))
4|(ST˜ (uζi))i∈N] ≤ C
n∑
i=0
(|si(T˜ )| ∨ 1)−2.
Then [17, Corollary 4.4] applied to the conditionally independent sequence (G(ST˜ ri )−
E[G(ST˜ ri )])i∈N gives that
P
(
|
n∑
i=0
G(ST˜ ri )−
n∑
i=0
E[G(ST˜ ri )]| ≥  log n
∣∣∣∣∣(ST˜ (uζi))i∈N
)
≤ C
n∑
i=0
(|ST˜ (uζi)| ∨ 1)−2( log n)−4 + exp (−C( log n)2/
n∑
i=0
(|ST˜ (uζi)| ∨ 1)−2).
(3.15)
By Lemma 3.6,
E[
n∑
i=0
(|ST˜ (uζi)| ∨ 1)−2( log n)−4] = o((log n)−2),
E[exp (−C( log n)2/
n∑
i=0
(|ST˜ (uζi)| ∨ 1)−2)]
≤ P(
n∑
i=0
(|ST˜ (uζi)| ∨ 1)−2 > log n) + exp (−C2 log n) = o((log n)−2).
(3.16)
Meanwhile by Lemma 3.3,
P(|
n∑
i=0
E[G(ST˜ ri )]−
n∑
i=0
18
pi3
(|ST˜ (uζi)| ∨ 1)−2| ≥  log n)
≤ P(C
n∑
i=0
(|ST˜ (uζi)| ∨ 1)−4) ≥  log n) = o((log n)−2).
(3.17)
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It then follows from the triangle inequality by combining (3.15), (3.16), (3.17) and
Lemma 3.6 that
P(|
n∑
i=0
G(ST˜ ri )−
9
pi3
log n| ≥  log n) = o((log n)2).
The same argument also applies to the left half-tree.
Finally we can assume that on each side the n−th vertex un is on the n′−th sub-
tree with n′ ∈ [√n/(log n)5,√n(log n)5] up to an event with probability o((log n)−2)
by Lemma 3.7, therefore
∑n
i=0G(ST˜ (ui)) is asymptotically equivalent to
∑n′
i=0G(ST˜ ri ),
and the conclusion follows. 
Remark 3.8. If we take d = 5 in Lemma 3.3, the first moment is of the scale |z|−1.
Therefore by conditioning on the spine, the sum of Green’s functions on n subtrees
has expected value
E
n∑
i=0
G(ST˜ ri ) = Θ
(
E
n∑
i=0
(|Si| ∨ 1)−1
)
= Θ(
√
n).
One can then deduce by Lemma 3.7 that E
∑n
i=0G(ST˜ (ui)) = n
1
4+o(1). Take k =
n
1
4+/2 in Lemma 2.3, we then have the lower bound
EcapST˜ [0, n] ≥ n
3
4−.
However, we do not expect a tight upper bound via the method of Green’s functions,
since higher moments can no longer be controlled as in Lemma 3.3.
3.4. Proof of Lemma 3.1.
Lemma 3.9. Let λn = 1− 1n and Gλn(z) =
∑
i≥0 λ
i
nP0(Si = z) as in Section 3.2.
There is some constant C > 0 such that for all z ∈ Z6 and n large enough,
G(z)−Gλn(z) ≤
C
n
.
Proof. Using the relation that (1− kn ) ∨ 0 ≤ (1− 1n )k for k ∈ N, we have that
Gλn(z) ≥
n∑
k=0
(1− k
n
)P0(Sk = x) ≥ G(z)−
∑
k∈N
k ∧ n
n
P0(Sk = z).
Then the desired estimate follows because P0(Sk = z) . k−3 uniformly in z ∈
Z6. 
Lemma 3.10. Recall Gn from Section 3.2, as n→∞,
Pn
(|Gn − 9pi−3 log n| >  log n) = o((log n)−2).
Proof. If Tn is a geometric random variable with parameter 1n , it is not hard to see
that
P(n(log n)−3 ≤ Tn < n log n) = 1− o((log n)−2).
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Therefore by Lemma 3.5,
Pn(Gn > 9pi−3 log n+  log n)
= Pn(Gn > 9pi−3 log n+  log n, T 1n , T 2n < n log n) + o((log n)−2)
≤ P
 n logn∑
i=−n logn
G(vi) > 9pi
−3 log n+  log n
+ o((log n)−2) = o((log n)−2).
For the other side, we have
Pn(Gn < 9pi−3 log n−  log n)
= Pn(Gn < 9pi−3 log n−  log n, T 1n , T 2n ≥ n(log n)−3) + o((log n)−2)
≤ P
 n(logn)−3∑
i=−n(logn)−3
G(vi) < 9pi
−3 log n−  log n+ 2C(log n)−3
+ o((log n)−2)
= o((log n)
−2),
where C is the constant in Lemma 3.9. 
Lemma 3.11. Let (ST˜ (uk)) be the two-sided BRW constructed in Section 3.1, and
recall ζn defined in (3.9). Then as n→∞,
E
(
ζn−1∑
k=0
G(ST˜ (uk))
)2
= O((log n)2).
Proof. By Lemma 3.3, conditioned on the spine (ST˜ (uζi))0≤i≤n, the sums of Green’s
functions on subtrees are independent, we denote them by
G(ST˜i) =
ζi+1−1∑
j=ζi
G(ST˜ (uj)).
Then
E
(ζn−1∑
k=0
G(ST˜ (uk))
)2∣∣∣∣∣∣(ST˜ (uζi))0≤i≤n

= E
(n−1∑
i=0
G(ST˜i)
)2∣∣∣∣∣∣(ST˜ (uζi))0≤i≤n

=
n−1∑
i=0
E[(G(ST˜i)
2)|(ST˜ (uζi))0≤i≤n]+∑
0≤i<j≤n−1
E[G(ST˜i)|(ST˜ (uζi))0≤i≤n]E[G(ST˜j )|(ST˜ (uζi))0≤i≤n]
.
n−1∑
i=0
(|ST˜ (uζi)| ∨ 1)−2 +
∑
0≤i<j≤n−1
(|ST˜ (uζi)| ∨ 1)−2(|ST˜ (uζj )| ∨ 1)−2
=
(
n−1∑
i=0
(|ST˜ (uζi)| ∨ 1)−2
)(
1 +
n−1∑
i=0
(|ST˜ (uζi)| ∨ 1)−2
)
.
The conclusion follows by taking expectation on both sides. 
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Proof of Lemma 3.1. For any  > 0 sufficiently small, let
An, = {|Gn − 9pi−3 log n| ≤  log n},
which by Lemma 3.10 happens with probability Pn(An,) = 1−o((log n)−2). Recall
from the definitions in Lemma 3.2 that 0 ≤ En, I ≤ 1, thus
(9pi−3−)(log n)En[EnI]+o(1) ≤ En[EnIGn1An, ] ≤ (9pi−3+)(log n)En[EnI]+o(1).
Meantime by Cauchy-Schwarz and Lemma 3.11,
En[EnIGn1Acn, ] ≤
√
Pn(Acn,)En(G2n) = o(1).
Then by the fact that En[EnIGn] = 1, one can get
lim sup
n→∞
(9pi−3 − )(log n)En[EnI] ≤ 1 and lim inf
n→∞ (9pi
−3 + )(log n)En[EnI] ≥ 1.
Since this holds for any , 9pi−3(log n)En[EnI] = 1 + o(1). That is to say
(log n)Pn ⊗P0
(
0 6∈ ST˜ [1, T 2n ], τST˜ [−T 1n,T 2n] > Tn
)
=
pi3
9
+ o(1).
It is clear that with probability 1 − o((log n)−1), n ≤ Tn+ , T 1n+ , T 2n+ and n ≥
Tn− , T
1
n− , T
2
n− with n
+ = bn(log n)2c and n− = bn(log n)−1c, then using an ar-
gument of monotonicity, we have
P⊗P0
(
106∈ST˜ [1,n], τST˜ [−n,n] ≥ n
)
=
pi3 + o(1)
9 log n
.
Finally, the statement of Lemma 3.1 follows since
P⊗P0
(
n < τST˜ [−n,n] <∞
) ≤∑
k>n
P0(Sk ∈ ST˜ [−n, n])
=
∑
k>n
∑
z∈ST˜ [−n,n]
P0(Sk = z)
≤
∑
k>n
(2n+ 1) sup
z∈Z6
P0(Sk = z)  n−1.

3.5. Limit theorems of the capacity. Note that the capacity of a set A consist-
ing of an ordered sequence (v0, · · · , vn) can be written as
cap(A) =
n∑
i=0
1{vi /∈A}P0(τ
vi
A =∞),
where τvA = inf{n ∈ N : Sn ∈ A−v} is denoted to be the hitting time of A−v ⊂ Z6
for an independent SRW started at 0. Recall Xi(T˜ ) = Xri (T˜ ) and ζn = ζrn defined
in (3.9). We start by proving the limit theorem for the BRW indexed by T˜ . For
simplicity, in this section the BRW is denoted by
vi := ST˜ (ui),
and the joint law of (ST˜ ) and independent SRWs started at 0 is denoted by P.
Proposition 3.12. Let ST˜ be the two-sided infinite BRW defined in Section 3.1,
as n→∞,
log n
n
capST˜ [0, n]
L2−→ pi
3
9
.
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Proof. It follows from (3.10) and Lemma 3.1 that
lim inf
n→∞
log n
n
E[capST˜ [0, n]] = lim infn→∞
log n
n
n∑
i=0
P(vi 6∈ ST˜ [i+ 1, n], τviST˜ [0,n] =∞)
= lim inf
n→∞
log n
n
n∑
i=0
P(0 6∈ ST˜ [1, n− i], τST˜ [−i,n−i] =∞)
≥ lim inf
n→∞
log n
n
n∑
i=0
P(0 6∈ ST˜ [1, n], τST˜ [−n,n] =∞)
= lim inf
n→∞ (log n)P(0 6∈ ST˜ [1, n], τST˜ [−n,n] =∞)
=
pi3
9
+ o(1).
Then it suffices to show that
lim sup
n→∞
(
log n
n
)2E[(capST˜ [0, n])2] ≤ (
pi3
9
)2. (3.18)
Similarly as in the first moment calculation, we have
E[(capST˜ [0, n])2] =
n∑
i,j=0
P(vi /∈ ST˜ [i+ 1, n], vj /∈ ST˜ [j + 1, n], τviS
T˜
[0,n] = τ
vj
S
T˜
[0,n] =∞),
where τviST˜ [0,n], τ
vj
ST˜ [0,n] are the hitting times for two independent SRWs. Now we
fix α ∈ (0, 14 ) and focus on indices i, j such that j − i > n1−α and i, n− j > n1−α
in the right-hand side sum, since the rest sums up to o(( nlogn )
2). Take k = j − i,
by the translational invariance (3.10),
P(vi /∈ ST˜ [i+ 1, n], vj /∈ ST˜ [j + 1, n], τviST˜ [0,n] = τ
vj
ST˜ [0,n] =∞)
≤ P(0 /∈ ST˜ [1, n1−3α], vk /∈ ST˜ [k + 1, k + n1−3α],
τST˜ [−n1−3α,n1−3α] = τ
vk
ST˜ [k−n1−3α,k+n1−3α] =∞).
By (3.14), with probability 1− o((log n)−2), one has ζl,r
n
1
2
−α ∈ [2n1−3α, n1−α]. And
under this condition, the range ST˜ [−n1−3α, n1−3α] and ST˜ [k − n1−3α, k + n1−3α]
are on different subtrees in T˜ , thus by the strong Markov property at ζ
n
1
2
α , we have
P(vi /∈ ST˜ [i+ 1, n], vj /∈ ST˜ [j + 1, n], τviST˜ [0,n] = τ
vj
ST˜ [0,n] =∞)
≤ (1− o((log n)−2))P(0 /∈ ST˜ [1, n1−3α], τST˜ [n1−3α,n1−3α] =∞)×
P(vk /∈ ST˜ [k + 1, k + n1−3α], τvkST˜ [k−n1−3α,k+n1−3α] =∞) + o((log n)
−2)
= (1− o((log n)−2))[P(0 /∈ ST˜ [1, n1−3α], τST˜ [n1−3α,n1−3α] =∞)]2 + o((log n)−2)
=
((
pi3
9(1− 3α)
)2
+ o(1)
)
(log n)−2,
where the last line follows from Lemma 3.1. Then (3.18) follows by taking α
sufficiently small. 
Note that under the conditional probability measure P(·|ζ1 = 2n + 1), the first
subtree on the right T˜ r0 has the same distribution as the rooted random planar tree
with n+1 vertices. Following the strategy in [14] based on estimates about stopping
22
times of the indexing tree, we are able to prove an analogue of Proposition 3.12 for
random walks indexed by rooted uniform random planar tree with n vertices. The
proof is essentially the same, based on the following facts: (see the proof of [14,
Lemma 11, Lemma 13].)
• If Fn is a bounded non-negative function on b2n(1 − )c − b2nc + 1 variables,
then for any 0 < a < b and  ∈ (0, 12 ), there exists a constant C(, a, b) such that
E[1{Xb2nc,Xb2n(1−)c∈[a
√
2n,b
√
2n]}Fn((Xk)k=b2nc,··· ,b2n(1−)c)|ζ1 = 2n+ 1]
≤ C(, a, b)E[Fn((Xk)k=b2nc,··· ,b2n(1−)c)]
(3.19)
• For every k ∈ N, let Ak be an event of the tree T˜ which depends only on the first
2k + 1 vertices {u0(T˜ ), · · · , u2k+1(T˜ )} such that (log k)P[Ak] → c > 0. Then if
η > 0 is sufficiently small and αn = bn1− 52αc,
lim
n→∞ sup
m∈[(√n)1−α,(√n)1+η]
k∈[n1−η,2n]
∣∣∣∣(1− 52α)(log n)P[Aαn |ζm+1 = k]− c
∣∣∣∣→ 0. (3.20)
Proposition 3.13. Let T (n) follow the uniform distribution on rooted planar trees
with n vertices, and let cap(ST (n)) to be the capacity of the branching random walk
indexed by it, then
log n
n
cap(ST (n)) L
2
−−→ 2pi
3
9
.
Proof. Since T˜ r0 under P(·|ζ1 = 2n + 1) is identically distributed as the uniform
distribution of rooted planar trees with n+ 1 vertices, it suffices to show that
lim inf
n→∞
log n
n
E[capST˜ [0, 2n]|ζ1 = 2n+ 1] ≥
2pi3
9
,
lim sup
n→∞
(log n)2
n2
E[(capST˜ [0, 2n])2|ζ1 = 2n+ 1] ≤
4pi6
81
.
First note that for any fixed δ > 0, applying (3.19) to
Fn = E[1{
∣∣∣ logb2n(1−2)cb2n(1−2)c capST˜ [b2nc,b2n(1−)c]−pi39 ∣∣∣>δ}|{Xk}k=b2nc,··· ,b2n(1−)c, ζ1 = 2n+1],
one can deduce that
E[1{Xb2nc,Xb2n(1−)c∈[a
√
2n,b
√
2n]} · 1{∣∣∣ logb2n(1−2)cb2n(1−2)c capST˜ [b2nc,b2n(1−)c]−pi39 ∣∣∣>δ}|ζ1 = 2n+ 1]
≤ C(, a, b)P
(∣∣∣∣ logb2n(1− 2)cb2n(1− 2)c capST˜ [b2nc, b2n(1− )c]− pi39
∣∣∣∣ > δ) .
Next a scaling argument of RW excursions and Proposition 3.12 allow us to choose
0 < a < b such that for n large enough,
P(Xb2nc /∈ [a
√
2n, b
√
2n] or Xb2n(1−)c /∈ [a
√
2n, b
√
2n]) ≤ δ,
and P
(∣∣∣∣ logb2n(1− 2)cb2n(1− 2)c capST˜ [b2nc, b2n(1− )c]− pi39
∣∣∣∣ > δ) < δ.
Then we have
P
(∣∣∣∣ logb2n(1− 2)cb2n(1− 2)c capST˜ [b2nc, b2n(1− )c]− pi39
∣∣∣∣ > δ|ζ1 = 2n+ 1) ≤ C ′()δ,
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which yields that
lim inf
n→∞
log n
n
E[capST˜ [0, 2n]|ζ1 = 2n+ 1]
≥ lim inf
n→∞
log n
n
E[capST˜ [b2nc, b2n(1− )c]|ζ1 = 2n+ 1] ≥ (1− 2)
2pi3
9
.
The desired result follows by taking → 0. For the second order estimates, similarly
E[(capST˜ [0, 2n])2|ζ1 = 2n+ 1]
=
2n∑
i,j=0
P
(
vi /∈ ST˜ [i+ 1, 2n], vj /∈ ST˜ [j + 1, 2n],
τviST˜ [0,2n] = τ
vj
ST˜ [0,2n] =∞
∣∣∣ζ1 = 2n+ 1) .
(3.21)
Fix α ∈ (0, 14 ), δ ∈ (0, α4 ), and η > 0 sufficiently small. Let αn = bn1−
5α
2 c, βn =
bn1− 3α2 c and pn = bn 12−αc. Note that αn ∼ n−α2 p2n and βn ∼ n
α
2 p2n, moreover, by
[14, (16)] and a simple estimate with reflection principle,
P(2αn < ζpn ≤ βn) = o(n−δ). (3.22)
We then focus on the terms of the sum in (3.21) with indices i > αn, j < 2n−n1−η
and k := j − i > βn, while the rest of them sums up to o(( nlogn )2). We also attach
the constraints Xi− , Xj− ∈ [(
√
n)1−α, (
√
n)1+η] to apply (3.20), where r− := r − αn
for any r ∈ N. By (3.10) and Markov property at Xi− ,
P(vi /∈ ST˜ [i+ 1, 2n], vj /∈ ST˜ [j + 1, 2n], τviST˜ [0,2n] = τ
vj
ST˜ [0,2n] =∞,
Xi− , Xj− ∈ [(
√
n)1−α, (
√
n)1+η]|ζ1 = 2n+ 1)
≤
∑
x∈[(√n)1−α,(√n)1+η ]
E
[
1{Xi−=x}1{ζ1>i−}P
(
Xj−i + x ∈ [(
√
n)1−α, (
√
n)1+η],
vαn /∈ ST˜ [αn + 1, 2αn], vj−i− /∈ ST˜ [j − i− + 1, j − i− + αn],
τ
vαn
ST˜ [0,2αn] = τ
vj−i−
ST˜ [j−i−−αn,j−i−+αn] =∞
∣∣∣ζ1+x = 2n+ 1− i−)] .
(3.23)
Let Ak := {vk /∈ ST˜ [k + 1, 2k]} ∩ {τvkST˜ [0,2k] =∞}, then the conditional probability
on the right-hand side of (3.23) is less than
P
(
Xj−i + x ∈ [(
√
n)1−α, (
√
n)1+η], Aαn , vj−i− /∈ ST˜ [j − i− + 1, j − i− + αn],
τ
vj−i−
ST˜ [j−i−−αn,j−i−+αn] =∞
∣∣∣ζ1+x = 2n+ 1− i−) .
(3.24)
By (3.22) and Markov property at Xj−i, (3.24) is less than∑
y∈[(√n)1−α,(√n)1+η]
E
[
1Aαn1{2αn<ζpn≤βn}1{ζ1+y>j−i}1{Xj−i+x=y}×
P
(
Aαn
∣∣ζ1+y = 2n+ 1− j−) ∣∣∣ζ1+x = 2n+ 1− i−]+ o(n−δ) (3.25)
Finally since j < 2n− n1−η, it follows from (3.20) that
(log n)P(Aαn |ζ1+y = 2n+ 1− j−) ≤
pi3
9(1− 52α)
+ o(1).
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Therefore using (3.20) again, we obtain that (3.25) is less than
(log n)−2
(
pi3
9(1− 52α)
+ o(1)
)2
.
Combining with (3.21), (3.23) and the standard estimate that
P(Xi− , Xj− ∈ [(
√
n)1−α, (
√
n)1+η]) = 1− o((log n)−2),
we have
E[(capST˜ [0, 2n])2|ζ1 = 2n+ 1] ≤
n2
(log n)2
(
pi3
9(1− 52α)
+ o(1)
)2
.
The proof is completed since it holds for every α sufficiently small. 
Appendix A. Estimates on SRW and BM
Lemma A.1. Let d ≥ 3, let S = (Sn)n∈N be a simple random walk on Zd started
at 0, then as n→∞,
P0
(logn)5∑
k=0
(|Sk| ∨ 1)−2 >
√
log n
 = o((log n)−2)
Proof. We first claim that uniformly in x0 ∈ Zd, E0(|x0 +Sk|∨1)−2 . k−1. In fact,
by the local central limit theorem [11, Theorem 2.1.1],
E0(|x0 + Sk| ∨ 1)−2 
∑
x↔k,x∈Zd
(|x0 + x| ∨ 1)−2k− d2 e−
d|x|2
2k
≤ k−1
∑
x
√
k↔k,x∈Zd/√k
(∣∣∣∣ x0√k + x
∣∣∣∣ ∨√k)−2 k− d2 e− d|x|22
The right-hand side is bounded from above by∑
x∈Zd/√k
(∣∣∣∣ x0√k + x
∣∣∣∣ ∨√k)−2 k− d2 e− d|x|22
≤
∑
x∈(Zd/√k)∩B(−x0/
√
k;1)
(∣∣∣∣ x0√k + x
∣∣∣∣ ∨√k)−2 + ∑
x∈(Zd/√k)\B(−x0/
√
k;1)
e−
d|x|2
2
.
∫∫
B(0;1)
|x|−2dx+
∫∫
Rd
e−
d|x|2
2 dx,
where the last inequality follows from domanited convergence theorem. Then the
sum of these expectations up to n has a uniform logarithmic upper bound
E0[
∑
0≤k≤n
(|x0 + Sk| ∨ 1)−2] . log n.
Then using Markov property of SRW in the fifth moment computation, one can
easily check that
E0[(
∑
0≤k≤n
(|Sk| ∨ 1)−2)5] . (log n)5.
And the desired estimate follows readily from Markov’s inequality. 
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Lemma A.2 (Dyadic coupling). Let d ≥ 3, let S = (Sn)n∈N be a simple random
walk on Zd started at 0, and S˜ = (Sbtc)t≥0 be its linear interpolation. Then there
is a constant C > 0 and a Brownian motion B = (Bt)t≥0 on Rd started at 0 on the
same probability space such that
P
(
sup
t∈[0,n]
|S˜t −Bt| > C log n
)
= o((log n)−2).
Proof. By the dyadic coupling (cf. [11, Theorem 7.6.2]), one can construct B =
(Bt)t≥0 such that
P
(
max
1≤i≤n
|Si −Bi| > C
2
log n
)
≤ Cn−1
for some constant C > 0. Then
P
(
sup
t∈[0,n]
∣∣∣S˜t −Bt∣∣∣ > C log n)
≤ P
(
max
1≤i≤n
|Si −Bi| > C
2
log n
)
+ (n+ 1)P
(
sup
t∈[0,1]
|Bt| ≥ C
2
log n
)
= o((log n)−2),
by a standard estimate on supt∈[0,1] |Bt|. 
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