Abstract-We analyze the memory-erasure tradeoff of recently proposed radio frequency identification (RFID) grouping codes. Grouping codes make it possible for an RFID reader to automatically verify the integrity of a collection of RFID tagged objects and identify any missing objects without having access to external sources. They add redundancy to the memory of tags that is then used to recover missing tag identification data (forward error correction). We present a lower bound for the redundancy and show that it can be realized asymptotically. We then consider optimized approximations for practical settings and show that their memoryerasure tradeoff is close to optimal and significantly less than that of recently proposed grouping codes.
I. INTRODUCTION AND BACKGROUND

R
ADIO Frequency Identification (RFID) tags are rapidly becoming ubiquitous, replacing barcodes as the means for product identification. Their low cost and small size make them ideally suited for asset tracking. For inventory control and quality management, an RFID reader is used to identify tagged products. If a collection of tagged products has to be tracked, then it is important that the RFID reader can verify its integrity, and identify any missing tagged products. RFID grouping codes are forward error correction codes that encode the identification data of collections of tags so as to recover the identification data of missing tags. Note that RFID systems are highly unbalanced: while the tags are low cost small footprint devices, typically with no power of their own, there are no such constraints on the readers or verifiers.
One of the first grouping codes was proposed by Sato et al. [1] . This is based on Gallager low-density parity check (LDPC) codes. However the randomized nature of Gallager LDPC codes makes it difficult to get specific decoding guarantees. To address this issue, Su et al. [2] proposed a LDPC variant that uses strongly selective families (SSF). Another approach, also based on SSF, is proposed in [3] to provide unequal protection to the tags. To improve on these codes, Su and Tonguz [4] proposed a variant that uses the Chinese remainder theorem (CRT) to construct non-regular generating matrices. This non-regularity makes it difficult to find general expressions for decoding guarantees. Another modification proposed by Su [5] uses resolvable transversal designs (RTD) to generate parity-check matrices and group splitting to improve performance. Finally Mabrouk and Couderc [6] propose an RFID grouping code that is based on Reed-Solomon (RS) codes. However block size and the partitioning of the redundancy is not optimal. We shall discuss these codes further when we analyze their memory-erasure tradeoff (MET).
In the remainder of this letter we first describe our model for RFID tag-erasure systems, present a lower bound for the MET of grouping codes, and show that this can be realized asymptotically with Maximum Distance Separable codes (Section II). Then we present a family of optimized grouping codes that approximate the MET bound (Section III). We conclude by comparing these with previously proposed grouping codes (Section IV).
II. PRELIMINARIES & MET BOUNDS
A. Erasure Channels & Codes
We briefly introduce the communication model for erasure channels and erasure codes. Let A be a set of q symbols. A q-ary erasure channel (q-EC) is a memoryless channel that on input a ∈ A, outputs symbol a or no symbol at all. q-ECs are error-free and used to model data loss in digital networks. For our applications A = F q , the finite field of order q. If there is no return channel, or the return channel links are constrained, then forward error correction (FEC) may be used. A q-ary (n, k, s) erasure code is a linear FEC code that encodes source data
. . , y n ) ∈ F n q , in such a way that the source data can be recovered if no more than to s coded data y i are missing. We must have s ≤ n − k (Singelton bound); s = (n − k) is reached with Maximum Distance Separable (MDS) codes. Fig. 1 illustrates this process for a q-ary (n, k, s) erasure code and a q-ary erasure channel. If the channel erases s ≤ s symbols y i ∈ F q of coded data then the decoder outputs the source data.
B. RFID Tag-Erasure Channels and Tag-Erasure Codes
RFID tag-erasure channels involve the transportation of RFID tagged objects. The objects are exposed to risks in transit that may involve loss, theft or damage. Being able to automatically check the integrity of a collection of tagged objects with no return (or constrained) return channels reduces significantly such risks. Fig. 2 illustrates an RFID tag-erasure system (n t , s t ): n t is the number of tags and s t (< n t ) the number of tag-erasures (missing tags). The input consists of the tag identification data I D j , 1 ≤ j ≤ n t . This is the payload. FEC refers here to the difficulty of accessing databases with tag identification data. To recover missing tag data, appropriate redundancy r i is appended. This is the recovery cost. The tag-erasure writing/reading process differs from the coding/decoding process in that the dimension of the input and output is the same while the size of the alphabets changes: the writing map is W : F n t q → F n t r , with the coded data blocks (I D j r j ) ∈ F r , 1 ≤ j ≤ n t , and the reading map is R : F n t r → F n t q . The notation used is listed in Table I .
C. A Memory Storage Bound for RFID Tag-Erasure Channels
Assume that the identification data I D j of the collection of n t tags are independent elements of F q with entropy t bits.
Theorem 1: If an (n t , s t ) RFID tag-erasure channel is used to transmit the identification data of a collection of tags then, to guarantee recovery of missing tag identification data the memory space of every tag in the collection must be increased by a factor of at least n t /(n t − s t ).
Proof: Let H x and H y be the entropy of the input and output of the channel. Then H x = t n t bits. Since channels cannot add entropy and since the identification data cannot be recovered if H y < H x , we must have H x = H y . On the other hand, H y ≤ t (n t − s t )F, where F is the memory expansion factor of tags. Then:
Corollary 1: If F = n t /(n t − s t ) then the transmission rate attains the capacity of the RFID tag-erasure channel.
Proof:
The normalized capacity of a q-ary tag-erasure channel is C = 1 − p, where p is the expected probability of tag erasures: p = s t /n t . On the other hand the size of the input symbols is log q and the size of the output symbols is log(q F ), so the transmission rate is R = n t log q/(Fn t log q) = 1/F = 1 − s t /n t .
D. Realizing the Tag-Erasures Memory Bound Asymptotically With Linear Erasure Codes
Theorem 2: The expansion factor (1) can be realized asymptotically with linear (n = n t + s t , k = n t ) MDS codes over
Proof: This involves an iterative process in which a linear (n t + s t , n t ) MDS code over F q i is used to encode n t elements of F q i as (n t + s t ) elements of F q i : of these n t are assigned to tag memory while the remaining s t get re-organised as n t elements of F q i+1 . This is possible because (q i ) s t = (q i+1 ) n t . The process is repeated using an (n t + s t , n t ) MDS code over F q i+1 , and so on, until i = v.
The iterations are described in Fig. 3 , with each row corresponding to an MDS encoding. In the first row a systematic (n t + s t , n t ) MDS erasure code over F q 0 is used to generate n t data symbols I D j ∈ F q 0 and s t symbols that form the redundancy y 0 (s t log 2 q 0 bits) needed to recover missing I D j . y 0 is then split into n t data symbols of F q 1 that are encoded using an (n t + s t , n t ) MDS code over F q 1 to get n t data symbols y 0 1 , . . . , y 0 n t that are stored on the tags I D 1 , . . . , I D n t , and s t symbols that form the redundancy y 1 needed to recover missing y 0 j . And so on. For i = v, the redundancy information y v is stored on all tags. The Storage Data columns list the memory contents of each tag: I D j , y i j , 0 ≤ i < v, and y v . By following the inverse process it can be readily verified that the identifiers of the n t tags are recovered when up to s t tags are missing. First the redundancy y v is used to recover the missing s t elements of the (v + 1)-th row; then this is used to recover the redundancy y v−1 of the v-th row. And so on until we get the redundancy y 0 , and then the missing data identifiers I D j . The memory expansion factor is: 
III. A FAMILY OF OPTIMIZED RFID GROUPING CODES
We now show how to approximate the memory-erasure tradeoff bound using a single MDS erasure code. For simplicity we use systematic (n, k) RS codes over F q , q = 2 m , q > n. Our goal is to find practical grouping codes with parameters n t , s t , t that are optimal approximations in terms of the exponent m that determines the extra memory requirements.
For this approximation we take into account the operational recommendations of RFC 6865 [8] for m: 2 ≤ m ≤ 16. First each tag identification bitstring I D j is logically partitioned into T blocks (symbols of F q ) of length m: T = t /m , by padding if necessary the last block with zeros. Then we apply the expansion factor F (1) to get the total number of blocks T * = n t /(n t − s t ) T needed to be stored on each tag. Finally we select the value m ∈ [2..16] that minimizes the extra memory cost ρ t = mT * − t subject to: 2 m > n with n = n t T * :
The corresponding code is: RS (n, k) over F q , q = 2 m , with n = n t T * , k = n t T . By encoding the symbols of the partitioned I D j 's we get the codeword y = (y 1 , . . . , y n ), where y 1 , . . . , y k contain the partitioned I D j and y k+1 , . . . , y n the redundancy. The redundancy is written to the extra memory of the tags sequentially, (T * − T ) symbols at a time. Finally to identify the missing tags, the data collected from the tags is used to generate a codeword y with erasures, whose order is determined by control information (discussed below) such that y and y agree on all non-erased positions. Then y is decoded to get the tag identification data by regrouping partitioned data. Fig. 4 shows the recovery memory ρ t when n t = 85, s t = 14, missing, then 14 × 12 = 168 blocks will be missing which is within the correction capabilities of RS (1020, 850). The decoding process needs control information to recover missing tag information. For this purpose we allocate 20 bits. So in the above example, 4 bits are used to store m and 2 bytes to store n t (up to 256) and the order of the tags in the collection. Then k = n t t /m and n = n t (L − 20)/m, where L is the length of the tags bitstrings, and the total memory recovery overhead is ρ t + 20.
We conclude by discussing the limitations of our approximation. Fig. 5 shows the memory cost ρ t of an optimized grouping code for n t = 100 tags with m = 12, as well as the tag-erasure bound (1) and the number of decoding operations (in F q ) in terms of the number of missing tags s t . Note that values s t > 80 require the use of m > 12 since 2 12 < 100 * (100/19) * 8 = 100 * 43. Also, RS decoding requires k(n − k) log 2 n operations in F q , which is quadratic and not linear as with LDPC. However, since the memory overhead increases as the number of erasures increases, the computational efficiency of LDPC codes may not be exploitable in RFID applications where memory is a limiting factor.
IV. A COMPARISON OF MEMORY-ERASURE TRADEOFFS
In Fig. 6 we compare the recovery memory overhead of the grouping codes discussed in the Introduction with the overhead of the corresponding optimized grouping codes presented in paper for collections close to 100 tags. The values of the former are listed in the first 3 cols-were several values are cited we use the most favorable ones. The last 3 columns list the values of the corresponding optimized codes, the memory overhead (ρ t + 20), and the time to decode (obtained by simulating the decoding process of grouping codes running Matlab R2014b on a laptop with CPU Intel Core i7, 2.9 GHz, with 8 GB RAM).
Sato et al. grouping code [1] . This uses Gallager LDPC matrices to divide tags into overlapping groups defined by parameters (n t , j, v), where j is the number of groups to which each tag belongs and v the number of tags per group. Each tag stores the identity ( t = 96 bits) of the groups it belongs to, and short identifiers (8 bits) for the other elements in its groups. For n t = 100, j = 7, v = 4, the memory overhead is: j ( t + 8(v − 1)) = 840 bits, and the system can recover up to 64 tags (within 0.5% error rate)-see Fig. 6 under LDPC. The corresponding optimized grouping code with m = 12 is RS (2300, 800); T = 96/12 = 8, T * = 8F = n/n t = 23. Each tag stores 296 bits (23 blocks of 12 bits plus 20 control bits), the memory overhead is 296 − 96 = 200 bits and ρ t = 12T * − 96 = 276 − 96 = 180 bits. This code can recover up to (n − k) = 1500 missing blocks (symbols), which is more than s t T * = 1472 blocks needed for the identification data of s t = 64 missing tags. These codes have been analyzed and revised by Su et al. [2] . The performance of the revised codes is listed in Fig. 6 under LDPC*.
Su et al. grouping code [2] . This uses strongly selective families to construct regular (n t , j, v) LDPC matrices. Two families (121, 2, 11), (121, 3, 11), with memory overheads of 352, 528, are considered with s t = 3, 5 respectivelysee Fig. 6 under SSF. The corresponding optimized grouping code with m = 12 is RS (1089, 968) ; T = 8, T * = 8 * 121/118 = 8 * 121/116 = 9. Each tag stores 128 bits, the memory overhead is 32 bits and ρ t = 12 bits. This code can recover up to 1089 − 968 = 121 missing blocks, sufficient to recover the identifiers of up to s t = 13 missing tags.
Su and Tonguz grouping code [4] . This uses the Chinese Remainder Theorem to construct non-regular LDPC matrices. Groups can have different numbers of tags, and therefore the security guarantees must be analyzed in each particular case. The memory overhead also depends on the specific factorization. We consider the example provided in [4] with two relative prime numbers: 8, 9, which according to the authors provide good results in terms of the error rate and memory overhead. For these, when n t = 25, s t = 3, each tag stores (58.33 * 96)/25 = 224 extra bits [4] -see Fig. 6 under CRT. The corresponding optimized grouping code with m = 14 is RS (200, 175) ; T = 7 and T * = 8. Each tag stores 132 bits, the memory overhead is 36 bits and ρ t = 16 bits. If the grouping code chosen is RS (325, 275) with m = 9, then ρ t = 21 bits. The optimized RFID grouping codes recover 25 blocks and 50 blocks respectively, sufficient to recover the identifiers of s t = 3 missing tags (23 and 42 blocks respectively).
Su grouping code [5] . This uses resolvable transversal designs to generate regular parity check matrices combined with group splitting. The families (117, 2, 9) and (117, 3, 9) are considered (with a correct choice of related parameters) to minimize the memory overhead [5] , and guarantee recovery of up to s t = 3 and s t = 11 missing tags, respectively. The memory overhead is 320 and 480 bits respectively-see Fig. 6 under RTD. The corresponding optimized grouping code with m = 12 is RS (1053, 936) ; T = 8, T * = 9. Each tag stores 128 bits, the memory overhead is 32 bits and ρ t = 12 bits. This code can recover up to 13 missing tags.
Mabrouk and Couderc grouping code [6] . This uses RS codes with symbol (block) length m = 96. Each redundancy block is partitioned into f shares that are stored on f tags. This means that if one of the f tags is missing, then the other ( f − 1) shares are of no use, even when the tags that store them are identified. Consequently the proposed grouping code is not optimal. In particular when n t = 100, s t = 60, each tag stores an extra 192 bits (two blocks) plus control information-see Fig. 6 under EraRFID. The corresponding optimized grouping code with m = 12 is RS (2000, 800) with T = 8 and T * = 20. Each tag stores 260 bits, the memory overhead is 164 bits and ρ t = 144 bits. This code can recover 2000 − 800 = 1200 blocks which is sufficient for s t = 60 missing tags. Although details are not provided, simulations in [6] exhibit much higher memory overheads (≈ 2500 bits) but also high efficiency (≈ 2 s of execution time).
V. CONCLUSIONS
We consider lower bounds for the tag memory cost needed to recover missing tag payload data with RFID tag-erasure channels and propose RFID grouping codes that use MDS codes for optimal approximations. The small footprint of RFID tags severely limits their processing and communication capability, and in particular non-volatile memory. LDPC codes are very popular for Internet multicast communication. However, the cost of sending packets cannot be compared with the cost of RFID tag memory.
