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Abstract—An l-link binary CEO problem is consid-
ered in this paper. We present a practical encoding and
decoding scheme for this problem employing the graph-
based codes. A successive coding scheme is proposed
for converting an l-link binary CEO problem to the
(2l − 1) single binary Wyner-Ziv (WZ) problems. By
using the compound LDGM-LDPC codes, the theo-
retical bound of each binary WZ is asymptotically
achievable. Our proposed decoder successively decodes
the received data by employing the well-known Sum-
Product (SP) algorithm and leverages them to recon-
struct the source. The sum-rate distortion performance
of our proposed coding scheme is compared with the
theoretical bounds under the logarithmic loss (log-loss)
criterion.
I. Introduction
Multi-terminal lossy source coding problems are appli-
cable in the cooperative communications and distributed
storage systems. In this paper, we specifically focus on the
Chief Executive Officer (CEO) problem which appears in
the wireless sensor networks (WSN). In a WSN, a target
phenomenon is measured by independent sensors in a noisy
environment. Then, the noisy observations are processed
by some agents for being sent via independent links to
a joint fusion center. In the coding literature, agents are
called the encoders and the fusion center is called the joint
CEO decoder. In digital applications, a binary symmetric
source (BSS) is corrupted by independent binary noises
which are modeled by the Bernoulli distribution. This
scenario is called the binary CEO problem which has
received less attention. In contrast, the quadratic Gaussian
CEO problem where the target source and noises are
Gaussian random processes is widely studied. Theoreti-
cal rate-distortion bounds are provided for the quadratic
Gaussian CEO problem in [1]–[3]. Furthermore, some ef-
ficient coding and optimal rate-allocation schemes for the
quadratic Gaussian CEO problem are presented in [4]–
[6]. A successive WZ coding structure is given to achieve
any point in the achievable rate-distortion region of the
quadratic Gaussian CEO problem by applying the Berger-
Tung coding that is optimal for this problem according to
[5].
Source and channel codes with a graphical representa-
tion are powerful and practical tools for achieving the-
oretical bounds. They are implemented with iterative
message-passing algorithms. Most of the network infor-
mation theoretic problems, like the CEO problem, can
be reduced to several point-to-point scenarios. Hence,
an efficient design of the source and the channel codes
leads to a good performance in the original multi-terminal
coding problem. Nested LDPC and LDGM codes form
a structure which efficiently performs close to the rate-
distortion bound of the binary WZ problem [7], [8]. For
instance, consider a source code with the rate-distortion
relation Rs = 1−hb(d)+ ǫs for a target distortion d and a
channel code of rate Rc = 1− hb(p ∗ d)− ǫc are utilized in
the compound coding scheme for sufficiently small positive
values ǫs and ǫc. Let also p ∗ d = p(1 − d) + d(1 − p) and
p be the cross-over probability of the binary symmetric
channel (BSC) between the source and the side informa-
tion available at the decoder. In this case, it is shown that
the binary WZ theoretical bound can be attainable [7].
An extension of the WZ problem can be considered in
the multi-link scenarios like the CEO problem. Researches
on the binary CEO problem are in two categories. First,
works that focus on finding some tight bounds of the rate-
distortion region, that is still an open problem in general.
Only in the case of the log-loss criterion as a distortion
measure, the exact rate-distortion bound is obtained in [9].
Second, works which devise practical and low-complexity
coding schemes to achieve the existing theoretical bounds,
e.g., [10], [5], and [11]. Most of the researches in these
categories are on the quadratic Gaussian CEO problem.
Alternatively, our main object is to design an efficient
coding scheme for the binary CEO problem that lies in
the second category.
The main contribution of this paper is to devise a prac-
tical coding scheme for the binary CEO problem based on
the successive WZ coding scheme and the source splitting
idea [12], with the sum-rate distortion performance close
to the theoretical bounds under the log-loss. By using the
source splitting method, an arbitrary point in the achiev-
able rate-distortion region of an l-link case is converted to
a corner point in the achievable rate-distortion region of an
(2l−1)-link case [12]. In our scheme, the Bias-Propagation
(BiP) [13], [14] and the SP [15] algorithms are applied
for the binary quantization and the syndrome-decoding,
respectively.
II. Problem Statement and System Model
Let X = (x1, x2, · · · , xn) be a remote BSS. Let l noisy
observations of X be available through l links that are
jointly independent from each other. The noises of links
Fig. 1: Configuration of an l-link binary CEO problem.
are modeled by independent Bernoulli random variables
Ni with parameters pi for 1 ≤ i ≤ l. The noisy ob-
servations are denoted by Yi = (yi,1, yi,2, · · · , yi,n). In
each link, an encoder compresses the noisy observation
to a codeword denoted by Ci. The codewords Ci are
sent to the CEO decoder via noiseless channels. Finally,
the CEO decoder produces the reconstruction sequence
Xˆ = (xˆ1, xˆ2, · · · , xˆn). We consider the soft reconstruction
with xˆj being an estimate of the a posteriori distribution
of xj given C1, · · · , Cl. Based on the definitions in [9],
the symbol-wise and the total log-loss are respectively as
follows:
d(xj , xˆj) = log2
( 1
xˆj(xj)
)
, j = 1, · · · , n, (1)
Dem =
1
n
n∑
j=1
log2
( 1
xˆj(xj)
)
.
The block diagram of an l-link binary CEO problem is
depicted in the Fig. 1. Assume links are rate-limited, i.e.,
the i-th link can communicate data at most with rate Ri
for 1 ≤ i ≤ l.
We suppose that the encoders cannot collaborate with
each other, hence Ris are independently determined. In the
context of the distributed lossy source coding problems,
collaboration of the encoders affects the achievable rate-
distortion region. The Berger-Tung inner bound under the
log-loss is tight [9], and it is mentioned in the following
definition.
Definition 1: An l-tuple of rates (R1, R2, · · · , Rl) is
achievable with distortion D for the binary CEO problem
in Fig. 1, if for any nonempty set A ⊆ {1, 2, · · · , l},
∑
i∈A
Ri ≥ I(YA;UA|UAc , Q), (2)
D ≥ H(X |U1, · · · , Ul, Q),
for some conditional pmf p(q)p(u1|y1, q) · · · p(ul|yl, q),
where Uis are the quantized sequences and Q is an aux-
iliary timesharing random variable with a sample realized
by q. In (2), YA = {Yi : i ∈ A} and A
c = {1, 2, · · · , l}−A.
The following bounds on the alphabet sizes of Ui and Q
in (2) are provided [9],
|Ui| ≤ |Yi|, for 1 ≤ i ≤ l, (3)
|Q| ≤ l + 2.
In this paper, we consider the log-loss criterion and
evaluate the performance of the proposed coding scheme
by measuring the gap values from (2). Furthermore, we
assume BSC test-channel models for the encoders in each
link, i.e., the Encoder i is modeled by a BSC with the
crossover probability di. Note that as far as the sum-rate
distortion function is concerned, the timesharing variable
Q can be assumed to be a constant and hence it is
eliminated [16]. Under these assumptions, the sum-rate
and distortion bounds are derived,
I(U1, · · · , Ul;Y1, · · · , Yl) = H(U1, · · · , Ul)−
l∑
i=1
hb(di),
(4)
H(X |U1, · · · , Ul) = 1 +
l∑
i=1
hb(Pi)−H(U1, · · · , Ul),
where Pi = di ∗ pi, hb(x) = −x log2 x− (1− x) log2(1−x),
and
H(U1, · · · , Ul) = −
2l−1∑
j=1
[νj + ν2l+1−j ] log2[
νj + ν2l+1−j
2
],
(5)
such that
νj = Pr{U1 = u1, · · · , Ul = ul|X = 0} (6)
= Pr{U1 = u¯1, · · · , Ul = u¯l|X = 1}, for j = 1, · · · , 2
l.
In (6), u1u2 · · ·ul is the binary conversion of the decimal
number j − 1 in l bits, 0¯ = 1, and 1¯ = 0.
An interesting optimization problem arises from a gen-
eral l-link binary CEO problem with BSC test-channels.
This problem is finding the optimal values of di for a
specified noise parameters pi, 1 ≤ i ≤ l. In this case, the
optimality means the minimization of the sum-rate bound
subject to a fixed value of distortion bound or vice versa,
i.e.,
min
d1,··· ,dl
I(U1, · · · , Ul;Y1, · · · , Yl), (7)
s.t. H(X |U1, · · · , Ul) = Dlog-loss.
An unconstrained form of (7) by using the Lagrangian
multiplier µ can be written as follows:
min
d1,··· ,dl
H(X |U1, · · · , Ul) + µI(U1, · · · , Ul;Y1, · · · , Yl).
(8)
Since the problem (8) is not convex [16], it can be numer-
ically solved by an l-dimensional exhaustive search in the
set [0, 0.5]l. In Section IV, these theoretical bounds are
presented for some cases.
Fig. 2: The proposed encoding scheme
III. The Encoding and Decoding Schemes
In this section, we present the encoding and decoding
procedures. Our proposed coding scheme is practical and
it is implemented by employing graph-based coding ap-
proach.
A. The Proposed Encoding Scheme
The encoding procedure in each link includes three
steps: (i) Quantization, (ii) Splitting, and (iii) Binning.
In the following, we illustrate their details for the case of
l = 3 as it is exhibited in Fig. 2. This scheme can be easily
generalized for l > 3.
In the first step, the noise corrupted observations Yi are
quantized to LDGM codeword Xi; i = 1, 2, 3. In this step,
a BiP algorithm is applied in the i-th LDGM. Assume the
Hamming distortion of the quantization step is di. It is
shown in [14] that the binary quantization using LDGM
codes have a performance near the rate-distortion limit
for a BSS, i.e., the i-th LDGM code rate can approach
to 1 − hb(di). We utilize the LDGM part of a compound
LDGM-LDPC code for accomplishing the first step of the
encoding process.
In the second step, the source splitting is fulfilled in
the first and the second links. Thereby, five sequences
{W1, Z1,W2, Z2, X3} are the outputs of the splitting step,
which are used for the syndrome generation in the next
step.
In the third step, we use a binning method to generate
the syndromes. Actually, this step is known as Slepian-
Wolf coding, which is accomplished by employing channel
codes. In our proposed coding scheme, the binning is
realized by the LDPC code of the compound structures.
W1 is obtained without any binning and the binning blocks
1 to 4 generate syndromes S1 to S4, respectively. Finally,
{W1, S1, S2, S3, S4} are sent to the CEO decoder.
B. The Proposed Decoding Scheme
In our proposed decoding algorithm, we exploit the
syndrome-based decoding method by utilizing LDPC
codes. The decoding scheme contains two steps. The first
one is reconstruction of the quantized codewords X1, X2,
Fig. 3: The proposed decoding scheme
and X3. This step is executed by using the SP algorithm,
successively. The second one is a soft decision rule which
produces the reconstruction Xˆ. The block diagram of the
decoder is illustrated in Fig. 3.
If the LDPC codes applied in the SP algorithm de-
signed with appropriate rates and degree distributions,
then {W2, X3, Z1, Z2} are decoded with a low bit error
rate (BER). Hence, {X1, X2, X3} are decoded with low
BER.
C. A Practical Analysis of the Proposed Coding Scheme
In this subsection, a heuristic analysis for the proposed
coding scheme is provided. This analysis establishes some
rate-distortion-block length relations for a 3-link binary
CEO problem. All of the numerical results in the next
section can be interpreted based on this analysis. Let the
length of the sequences be n. Presume size of the generator
matrix of the LDGM code used in the binary quantization
part is mi × n for i = 1, 2, 3. Thereby, for the distortion
di:
mi
n
= 1− hb(di) + ǫi, for i = 1, 2, 3, (9)
where ǫi > 0. By properly designing the LDGM codes and
increasing the length n, one can achieve a small enough
value of ǫi.
In the syndrome-decoding part, which is done by the
successive SP algorithms, if the optimized degree distri-
butions are considered for the BSC and sufficiently long-
length LDPC codes are used, then the BER in reconstruc-
tion of {X1, X2, X3} can be made very close to zero, i.e.,
BERi → 0. In such a case, the total Hamming distortion
of the i-th link approximately equals di.
Each splitter in the proposed scheme has one input
(say Xi) and two outputs (say Wi and Zi). Clearly, there
exists a Hamming distortion between Xi andWi (similarly
between Xi and Zi), that might be considerable. It is
important to note that the distortion between Xi and the
pair (Wi, Zi) is zero, due to a one-to-one correspondence
between them. Hence, the reconstruction of Wi or Zi is
not the final target by itself and the source splitters do
not affect di in each link. Thus, the following Hamming
distortions are defined for the splitters,
αi = E{
1
n
n∑
j=1
[yi,j ⊕ wi,j ]}, βi = E{
1
n
n∑
j=1
[yi,j ⊕ zi,j ]},
(10)
where ⊕ shows the binary summation. Suppose that the
rate of i-th LDPC code utilized in the i-th binning block
and the i-th SP algorithm is as follows, for i = 1, 2, 3, 4:
LDPC 1 :
m2 − k1
n
, LDPC 2 :
m3 − k2
n
, (11)
LDPC 3 :
m1 − k3
n
, LDPC 4 :
m2 − k4
n
.
Hence, four compound LDGM-LDPC codes are engaged
in the proposed coding scheme. They respectively employ
LDGM codes 1,2,2, and 3 with their associated LDPC
codes 3,1,4, and 2. The rate-distortion relations in the
LDPC codes are taken as follows:
m2 − k1
n
= 1− hb(p1 ∗ p2 ∗ α1 ∗ α2)− δ1, (12)
m3 − k2
n
= 1− hb(p2 ∗ P3 ∗ α2)− δ2,
m1 − k3
n
= 1− hb(p1 ∗ P3 ∗ β1)− δ3,
m2 − k4
n
= 1− hb(p1 ∗ p2 ∗ β1 ∗ β2)− δ4.
In (12), δi > 0 for i = 1, 2, 3, 4, which can be made
sufficiently close to zero through appropriate code design.
IV. Results and performance analysis
In this section, we present some numerical and ana-
lytical results to demonstrate performance of the pro-
posed coding scheme for some cases. The employed degree
distributions are optimized over BSC using the density
evolution technique [17]. Furthermore, the degree distribu-
tions of the LDGM codes are designed using the method
described in [8]. The following source splitting rules are
utilized in our implementations:
Wj = (xj,1, xj,2, · · · , xj,n′), (13)
Zj = (xj,n′+1, xj,n′+2, · · · , xj,n),
where 1 ≤ n′ ≤ n and j = 1, 2. Clearly in (13), Xj =
WjZj. Another is that
Wj = Ψ
−1
n
[
min
(
Ψn(Xj), Tj
)]
, (14)
Zj =Ψ
−1
n
[
max
(
Ψn(Xj), Tj
)
− Tj
]
,
where Tj ∈ {0, 1, · · · , 2
n − 1} for j = 1, 2, and Ψn is the
n-tuple binary to decimal conversion function. In (14), we
have
Xj =Wj ⊕ Zj. (15)
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Fig. 4: The sum-rate distortion bound in the case of equal noise
parameters with a same quantizer to each link.
Therefore, these rules yield a one-to-one correspondence
between the input and the outputs of the splitters.
Example 1: Consider equal observation noise parame-
ters, i.e., p1 = p2 = p3. We assume d1 = d2 = d3, i.e.,
a same LDGM code quantizes each observation. By this
assumption, the sum-rate distortion curve is obtained from
(4) as depicted in Fig. 4 for different noise parameters. The
parameters used in our coding scheme are given in Table I.
We have assumed the code length n = 10000 and the noise
parameters p1 = p2 = p3 = 0.1. Two examples for the
corner and the intermediate points are provided in Table I.
We have used the source splitting rule (13) with n′ = n
2
, for
implementing codes that achieve the intermediate points.
Hence,
R1 =
m1 + k3
2n
, R2 =
k1 + k4
2n
, R3 =
k2
n
. (16)
An improved performance can be achieved by increasing
n, l, and also using better source splitters.
Based on the numerical and analytical results in [16] for
a two-link binary CEO problem, the allocation d1 = d2 is
not optimal for some values of the sum-rate and distortion,
even in the case of equal noise parameters p1 = p2.
This surprising result is also true for the multi-link case.
In the next example, a 3-link binary CEO problem is
considered with almost prominent difference between the
noise parameters.
Example 2: Let p1 = 0.01, p2 = 0.1, and p3 = 0.2.
The sum-rate distortion bounds are presented in Fig. 5.
It is assumed that the binary quantizers in each link
are the same, when more than one link are involved in
sending information. Clearly, involving all of the links does
not necessarily give an optimal allocation scheme for the
distortion parameters d1, d2, and d3.
For more intuition, the sum-rate distortion bounds for
p1 = p2 = p3 = 0.1 is depicted in Fig. 6 for two
cases of involving links. It is seen that a fair allocation
of the parameters d1, d2, and d3 does not provide the
TABLE I: PARAMETERS AND NUMERICAL RESULTS OF THE PROPOSED ENCODING AND DECODING SCHEMES.
mi k1, k2, k3, k4 α1, α2 β1, β2 d1, d2, d3 R1, R2, R3 BER1,BER2,BER3,BER4 Dlog-loss Dem Gap
5400 4400, 4400,−,− d1, d2 −,− 0.102, 0.1031, 0.1025 0.54, 0.44, 0.44 0.0018,0.0025,−,− 0.3537 0.385 0.0313
9200 6500, 6500,−,− d1, d2 −,− 0.0137, 0.0135, 0.015 0.92, 0.65, 0.65 0.001,0.0016,−,− 0.1637 0.1917 0.028
5400 5300, 4800, 5000, 5300 0.2785, 0.253 0.291, 0.266 0.102, 0.1031, 0.1025 0.52, 0.53, 0.48 0.0024,0.003,0.003,0.0038 0.3537 0.3898 0.0362
7200 7100, 6600, 6500, 7100 0.269, 0.2536 0.2486, 0.2521 0.052, 0.0533, 0.0511 0.685, 0.71, 0.66 0.002,0.0021,0.0027,0.0031 0.241 0.2747 0.0337
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Fig. 5: The sum-rate distortion bounds (Example 2). The
number of involved links are given in the legend.
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Fig. 6: The sum-rate distortion bounds for l = 3 and p1 = p2 =
p3 = 0.1.
minimum sum-rate distortion bound, even with the equal
noise parameters.
V. Conclusion
In this paper, an l-link binary CEO problem has been
investigated under the log-loss. We also devised a practical
coding scheme for this problem. By using the source
splitting technique, an arbitrary point in the l-dimensional
achievable rate-region has been converted to a corner point
of an (2l − 1)-dimensional rate region with applying a
successive Wyner-Ziv encoding scheme. We presented a
CEO decoder which decodes the observations successively
and then it reconstructs the remote source outputs in a
soft manner. Our numerical results confirmed that the
performance of the proposed scheme is close to the existent
theoretical bounds.
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