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Abstract
The calibration of Cellular Automata (CA) models for simulating land-use dynamics requires
the use of formal, well-structured and automated optimization procedures. A typical approach
used in the literature to tackle the calibration problem, consists of using general optimization
metaheuristics. However, the latter often require thousands of runs of the model to provide
reliable results, thus involving remarkable computational costs. Moreover, all optimization
metaheuristics are plagued by the so called curse of dimensionality, that is a rapid deterio-
ration of eﬃciency as the dimensionality of the search space increases. Therefore, in case of
models depending on a large number of parameters, the calibration problem requires the use
of advanced computational techniques. In this paper, we investigate the eﬀectiveness of com-
bining two computational strategies. On the one hand, we greatly speed up CA simulations by
using general-purpose computing on graphics processing units. On the other hand, we use a
speciﬁcally designed cooperative coevolutionary Particle Swarm Optimization algorithm, which
is known for its ability to operate eﬀectively in search spaces with a high number of dimensions.
Keywords: Cooperative Coevolution, Particle Swarm, GPGPU, Urban Models, Cellular Automata
1 Introduction
Cellular automata (CAs) models of land use dynamics are increasingly used as a tool for policy
assessment in urban planning. A recurrent issue in the operational use of CA models is repre-
sented by calibration, which consists of adapting the parameter-dependent transition rules to
make the modelled urban phenomena matching the reality. Clearly, the estimation of model
parameters to improve such an agreement between real and simulated phenomena must be
considered an essential phase of the model design process. However, CA calibration is often
challenging because it involves large search spaces, the dimension of which grows remarkably
with the number of parameters. Nowadays, it is well known that calibration through trial
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and error processes, based only on expert knowledge, is time consuming and usually leads to
unreliable results. Instead, the current research trend in the ﬁeld suggests the use of formal,
well-structured and automated optimisation procedures.
At present, many optimisation algorithms have been employed for the automatic calibration
of CAs [8, 4, 23, 24, 2, 14], including techniques based on exhaustive search, ad-hoc designed
search procedures as well as more general optimization metaheuristics.
For example, an exhaustive search in the parameter space has been used for SLEUTH [7, 8],
which depends on only ﬁve parameters belonging to small domains of deﬁnition. However,
in the case of models depending on a high number of real variables the exhaustive search is
impractical.
In other cases discussed in the literature, ad-hoc calibration techniques have been designed
for speciﬁc urban models. For example, in [25] the authors have developed an automatic
calibration procedure speciﬁcally designed for a Constrained Cellular Automata (CCA) [30],
in which the land-use demand is exogenous to the cellular model. Their method involves an
empirical search technique in which the erroneous neighbourhoods are ﬁrst identiﬁed and then
the parameters are adjusted to reduce the error. However, the method assumes that there
exists a set of maps available on a year-by-year basis, which is rarely the case in practice. In
[11] a further development of that method has been discussed, where an empirical technique to
correct the calibration procedure is suggested, in order to cope with the unavailability of maps
covering each step of the calibration interval. Nevertheless, it is not clear to what extent such
empirical adjustments aﬀect the quality of the ﬁnal solution.
Another typical approach to automatic calibration consists of using optimization metaheuris-
tics, such as, for example, various kind of Evolutionary Algorithms (EAs) [4, 23, 24, 2, 14, 13, 22].
Compared to ad-hoc methods, the latter approach oﬀers the potential advantage of being gen-
eral and applicable to a larger class of models.
However, two main problems arise when it comes to using metaheuristics for calibrating
urban models characterized by a large number of parameters.
The ﬁrst relates to the high number of evaluations of the objective function (i.e. simulations)
that are necessary to obtain a satisfactory result. In fact it is not uncommon the need to
perform many thousands of simulations during such an optimization. Therefore, even if the
single simulation does not involve a signiﬁcant computational cost, the total computation can
require very high computing times. A natural mitigation of such a computational problem would
be to take advantage of the current availability of resources for high performance computing.
However, as noted in [15] there is only a limited number of studies on the application of parallel
computing to CA urban models (e.g. [15, 5]).
The second issue arises from the fact that all meta-heuristics are plagued by a rapid deterio-
ration of their optimization capabilities as the dimensionality of the search space increases. Such
a problem, referred to as the curse of dimensionality, implies that standard meta-heuristics (e.g.
standard genetic algorithms) used for the optimization of an urban model having a high number
of parameters, typically struggle to provide satisfactory results. However, in the literature sev-
eral enhanced algorithms have been proposed to address optimization problems characterized
by search spaces with a high number of dimensions. The typical approach, which proved very
eﬀective, consists of decomposing the problem in smaller sub-problems and then running on
them multiple search instances, which coevolve and cooperate by sharing information [21].
In this paper, we describe an application in which the above-mentioned issues related to the
use of optimization metaheuristics are eﬀectively addressed. In particular, we use the urban
CA model described in [5], which exploits the computing power of modern Graphics Processing
Units (GPU), in conjunction with a variation of the standard Particle Swarm Optimization
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(PSO) algorithm [17], which is speciﬁcally designed to deal with optimizations in spaces with
a high number of dimensions.
PSO [17] is a powerful optimization algorithm that searches the optimum of a ﬁtness function
following rules inspired by the behaviour of ﬂocks of birds looking for food. The application of
PSO to the calibration of urban models is not new [13, 22]. However, the examples discussed
in the literature relate to cases with few parameters, tackled with the use of fairly standard
PSO. Instead, in this paper we face the much more challenging problem of calibrating a CA
that depends on more than a hundred parameters. To this purpose, we use a cooperative
coevolutionary (CC) [21] variation of PSO (CCPSO), which is based on decomposing the original
search space in subspaces of smaller dimension. Each subspace is assigned to a sub-population
that searches for partial solution components. The candidate solutions (i.e. particles) are
evaluated using a context vector composed of the best attained partial solutions of all sub-
populations [27, 18].
The main objective of this paper is to show that the use of parallel computing in conjunction
with state-of-the-art optimization metaheuristics, leads to a valuable tool for improving the
accuracy and reliability of the simulated urban dynamics.
The paper is organised as follows. In section 2 we outline the GPU-accelerated CA used for
the numerical experiments. In section 3 we describe the CCPSO algorithm adopted as opti-
mization tool. In section 4 we illustrate and discuss the numerical experiments of calibration.
Finally, in section 5 we draw some preliminary conclusion on this in progress research.
2 The adopted CA urban model
The typical CA model for the simulation of land-use dynamics evolves a raster, representing the
geographical space of interest, through discrete time steps (each typically corresponding to one
year), in order to simulate real historical series of land-use maps and to enable the production
of future scenarios.
The relevant component of the state of each cell represents its land-use class (such as res-
idential, industrial, commercial, agriculture). Cells may also hold other information relevant
to the simulation, such as their distance from the main transportation networks, constraints
related to zoning regulations and cells’ physical features (slope, elevation, etc.). During the
simulation of such a CA, each cell can change its land use depending on its neighbouring cells
and its internal state. However, as detailed below, in the model adopted in this paper the cell’s
state transition also depends on some global constraints on the total amount of each land use
that is allowed at each time step.
The model we adopted in this study, as proposed in [29, 12], includes two categories of
land uses: dynamic and static. A dynamic land use can change during the simulation. A
static cannot, yet it can inﬂuence dynamic uses within its neighbourhood by exerting attractive
or repulsive eﬀects on them. Typical static land uses may represent transportation network,
public services and facilities, and so on. The category of dynamic uses can be further split into
passive and active uses: land available to be transformed into active uses during the simulation
is represented by passive uses. The latter also include an abandoned state, which represents
available land which in the past (i.e. in the previous steps) has had an active use.
The local dynamics is deﬁned on the basis of the so-called transition potentials Pj , which
is a very common way to express the cell propensity to acquire the j-th use in land-use change
models [31, 3, 6, 16].
In the adopted model, the CA neighbourhood is deﬁned as the circular region around the cell
with an assigned radius ρ. The latter should be suﬃcient to allow local-scale spatial processes
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to be captured in the CA transition rules.
At the beginning of each CA step, the transition potentials Pj are computed for each cell
and each active land use. This is done with the following equation:
Pj = γ Aj Sj Zj Nj (1)
where:
• γ = 1 + (− lnψ)α, where ψ is a random number between 0 and 1 and α is a parameter
that provides a degree of randomness;
• Aj ∈ [0, 1] is the accessibility factor, reﬂecting the importance of the vicinity to the
transportation networks for the land use j (e.g. commerce generally requires better ac-
cessibility than residence). Given that transportation network cells are static, these values
are pre-computed before the beginning of the simulation;
• Sj ∈ [0, 1] is the suitability factor for the active land use j. The suitability represents the
propensity of a cell to support a particular activity or land use (it can for example be
computed as a normalized weighted sum or product of relevant physical features of each
cell);
• Zj ∈ [0, 1] deﬁnes the degree of legal or planning permissibility of the j-th land use (for
example due to zoning regulations by the planning authority);
• Nj is the so called neighbourhood eﬀect, which represents the sum of all the attractive
and repulsive eﬀects of land uses within the neighbourhood on the j-th use which the cell
may assume. In particular, the factor Nj is computed as:
Nj = ν +
∑
c∈V
φi,j(δc) (2)
where the summation is extended over all the cells of the cell’s neighbourhood V (including
the cell itself) and: i denotes the current land use of the cell c ∈ V , δc is the distance from
the neighbouring cell c, and φij(δ) is a parameterized function expressing the inﬂuence of
the i-th land-use at the distance δ on the potential land use j. The term ν is a constant
value computed before the beginning of the simulation so that Nj ≥ 0.
In this paper we assume that the φ(i,j)(δ) are piecewise linear functions depending on four
parameters, as shown in Figure 1. This choice allows to model a wide variety of relevant
situations in which the inﬂuence generated by an urban function depends on the distance. For
example, in Figure 1 the eﬀect of the i-th use (e.g. industrial) on the potential use j-th (e.g.
residential) is repulsive in the vicinity of the cell but its absolute value decreases as the distance
δ increases. Starting from a certain distance the eﬀect becomes attractive, up to a maximum
for δ = ci,j . Then, for increasing distances above ci,j the attractive eﬀect decreases, until it
reaches zero at δ = di,j .
Once the cell’s propensity to assume alternative land uses has been quantiﬁed, for each cell
the land use in the next step of the CA evolution must be computed. In the model adopted
in this study, as in most CA-based urban models [28, 30, 31, 3, 6], the total land area that
changes from its current land use to a diﬀerent use is determined by an external constraint.
This implies that the state-transition phase must take place on a non-local basis. Typically,
this phase consists of transforming each cell into the state with the highest potential, given the
exogenous constraint on the overall number of cells in each state imposed for that step [29, 12].
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Figure 1: The function φ(i,j)(δ) represents the inﬂuence of the i-th land use at the distance δ
on the potential land use j.
2.1 GPU implementation
Using a General Purpose Computing on Graphics Processing Units (GPGPU) approach, in [5]
we have developed a parallel version of the CA model described above. In particular we used the
GPGPU platform provided by nVidia, consisting of a group of Streaming Multiprocessors (SMs)
able to support a limited number of co-resident concurrent threads sharing the SM’s memory
resources. Each SM on its turn consists of multiple Scalar Processor (SP) cores. To develop the
model, we have adopted the popular C-language Compute Uniﬁed Device Architecture (CUDA)
[10].
In order to obtain high eﬃciency, we have formulated the parallelization to avoid signiﬁcant
memory transfers between the CPU and GPU during the simulation.
In the model, the main phases of each step are: (i) the computation of the transition
potentials following Equations 1 and 2; (ii) the constrained assignment of the future land uses.
The ﬁrst phase can be carried out independently for each cell. Therefore, it is well suited to be
parallelized according to the computational model oﬀered by GPU, just associating a thread
to each cell of the CA. Instead, for the second phase we had to develop an ad-hoc algorithm of
constrained state transitions. In fact, very poor speedup would be achieved through the simple
translation in CUDA of the standard constrained procedure used in [29, 12], which is inherently
sequential.
As shown in [5], where more details on such a GPU-accelerated CA model can be found,
the GPGPU approach leads to speedups that can easily exceed the value of 100, compared
to the corresponding sequential implementation on a standard workstation. This is a key
factor to allow a practical use of general optimization metaheuristics on operational contexts.
Obviously, in addition to the used hardware, the actual acceleration depends on many other
factors, including the number of cells of the CA, the neighbourhood radius as well as the number
of involved land uses.
2.2 Automatic calibration
As for the calibration problem, if the model described above includes nT land uses, nA of which
actively modelled, it depends on the D = 4nT nA scalar parameters involved in the piecewise
functions φ(i,j) of equation 2. More in details, the above model depends on the following vector
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p of parameters belonging to a D-dimensional search space Λ:
p = (p0,0, p0,1, . . . , pnT ,nA)
T
(3)
where the 4-dimensional vectors pi, j are deﬁned as:
pi,j = (ai,j , bi,j , ci,j , di,j)
T
i ∈ [0, nT ], j ∈ [0, nA] (4)
The scalar parameters ai,j and bi,j are deﬁned in the interval [−σ, σ], where σ ∈ R+ is a suitable
positive constant. Moreover, the parameters ci,j and di,j are deﬁned in the interval [0, δmax],
where δmax ∈ R+ represents the maximum distance of inﬂuence of a land-use on another.
Given an initial CA conﬁguration ω(0) (i.e. the set of all cell states), after t time steps
the automaton computes a conﬁguration ω(t), depending on the parameters p. With respect
to the latter, the model can be optimised to maximize the agreement between the simulated
patterns and the real ones. To this purpose, the agreement between ω(t) and a corresponding
conﬁguration ω¯(t) is measured using a suitable ﬁtness function. In practice, assuming that a
CA step corresponds to one year, ω(0) represents a map of land uses of the area under study at
the year t0 and ω¯
(t) is the known land use conﬁguration after t years.
In this study, to measure the agreement between maps, we use a modiﬁed version of the
standard Kappa statistic [9], namely the so called Kappa Simulation Ks [26]. In the latter, the
agreement between the two ﬁnal maps is corrected accounting for the sizes of class transitions,
which are computed taking as a reference the initial map. As in the standard Kappa, a Ks value
greater than 0 indicates that there is more similarity than random and a value of 1 indicated
perfect agreement of the two maps.
Clearly, given an initial conﬁguration ω(0), the value of Ks(ω
(t), ω¯(t)) depends on the pa-
rameters p used in the CA. The automatic calibration problem consists of solving:
max
p∈Λ
Ks
(
ω(t), ω¯(t)
)
(5)
through the use of a suitable search algorithm. In the present paper, we use the speciﬁcally
designed cooperative coevolutionary PSO algorithm described in the following section.
3 Particle swarm optimization
PSO is a stochastic optimization metaheuristic [17] in which a population (i.e. swarm) of parti-
cles is evolved step-by-step through the search space following rules inspired by the behaviour
of ﬂocks of birds. In PSO, particles change their position and velocity guided by the results
obtained so far in terms of ﬁtness function value. In particular, the movements of a particle
are inﬂuenced by the best position attained by that particle and by other current best known
positions in the search-space. A particle’s position and velocity at the step s of the search
process can be computed using the following equations:
v(s) = w v(s−1) + c1 r1
[
p
(s−1)
best − p(s−1)
]
+ c2 r2
[
p
(s−1)
gbest − p(s−1)
]
(6)
p(s) = p(s−1) + v(s) (7)
where v is the velocity of the particle, c1, c2 are two positive constants, r1, r2 are two random
numbers uniformly drawn between 0 and 1, w is the so-called inertia weight, p(s) is the position
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of the particle at step s, p
(s−1)
best is the best position reached by the particle up to step s− 1 and
p
(s−1)
gbest is the best-ﬁtness point found so far by the whole swarm.
A typical variant of PSO substitutes p
(s−1)
gbest with a p
(s−1)
lbest , which is a local best position ever
found by all particles within a pre-deﬁned neighbourhood. This formulation, in turn, admits
several variants, depending on the topology of the neighbourhoods. In this study we adopt the
so-called ring topology, i.e. p
(s−1)
lbest is computed on a neighbourhoods comprising exactly two
neighbours, one on each side of the particle under consideration.
Moreover, to increase the eﬀectiveness of PSO in optimizing an high number of parameters,
we use the multi-population CCPSO approach described in the following.
3.1 The Cooperative Coevolutionary Approach
As proposed by [21, 27], in the CCPSO approach the original D-dimensional search space Λ is
decomposed into K subspaces Λ(i) of the same dimension DK = D/K:
Λ = Λ(1) × Λ(2) × · · · × Λ(K) (8)
Subsequently, each subspace Λ(i) is assigned to a diﬀerent sub-population of nK particles that
operate as in the standard PSO. However, each individual carries only a portion of the candidate
solution (i.e. some components of the solution vector). Thus, its evaluation must be done
obtaining the missing components from the proper sub-populations.
The approach proposed in [21], and adopted in this study, consists of combining the contri-
butions of each sub-population in the so-called context vector b. The latter collects the best
individuals of each sub-population, in this way providing the missing vector components for
evaluating the objective function.
In particular, let y(i) be the DK-dimensional vector representing the contribution of the
i-th sub-population (i.e., its current best position in the subspace Λ(i)):
y(i) = (y
(j)
1 , y
(j)
2 , . . . , y
(j)
DK
)T
Then, the context vector is deﬁned as:
y = (y
(1)
1 , . . . , y
(1)
DK︸ ︷︷ ︸
y(1)
, y
(2)
1 , . . . , y
(2)
DK︸ ︷︷ ︸
y(2)
, . . . , y
(K)
1 , . . . , y
(K)
DK︸ ︷︷ ︸
y(K)
)T
Given the j-th particle p(i,j) ∈ Λ(i) of the i-th sub-population:
p(i,j) = (p
(i,j)
1 , p
(i,j)
2 , . . . , p
(i,j)
DK
)T
its ﬁtness value is obtained by running the CA with the vector of parameters y(i,j) ∈ Λ deﬁned
as:
(y
(1)
1 , . . . , y
(1)
DK︸ ︷︷ ︸
y(1)
, . . . , p
(i,j)
1 , . . . , p
(i,j)
DK︸ ︷︷ ︸
p(i,j)
, . . . , y
(K)
1 , . . . , y
(K)
DK︸ ︷︷ ︸
y(K)
)T
In other words, in order to evaluate the ﬁtness of p(i,j) we construct the vector obtained from
y by substituting the components provided by the i-th sub-population with the corresponding
components of p(i,j).
Except for this way of evaluating the individuals, the algorithm proceeds as the standard
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PSO in each subspace. However, when the i-th sub-population ﬁnds a new optimal point y(i)
in its subspace Λ(i), the context vector is updated accordingly. Thus, by deﬁnition, at each
iteration y represents the best obtained approximation of the global optimum for the ﬁtness
function.
In the numerical experiments, we used the approach described above with DK = 1 and
DK = 4. In the ﬁrst version, labelled as CCPSO1, each scalar parameter of the model is
optimized by a separate swarm. In the second version, labelled as CCPSO4, each swarm
operates on a group of four parameters pr,s = (ar,s, br,s, cr,s, dr,s)
T
which deﬁnes the inﬂuence
of the land use r on the land use s.
3.1.1 Random grouping
The above algorithm is based on a linear decomposition, in which the i-th sub-population
operates on the subspace Λ(i) including all the directions qj with j in the interval:
[(i− 1)×DK + 1, . . . , i×DK ]
Unfortunately, as early recognized in [20, 21], a problem may arise with such a simple decompo-
sition approach in case of interdependencies among variables (i.e. CA parameters) with respect
of the ﬁtness function value. In particular, when highly correlated variables are assigned to
diﬀerent sub-populations, the search eﬃciency is expected to decline signiﬁcantly.
To tackle such a problem we have adopted in the CCPSO a computationally convenient
and eﬀective approach, namely the random grouping (RG) strategy [32]. The latter consists
of a randomized periodical re-allocation of direction components to sub-populations during the
search. Compared with the simple linear decomposition described above, it has been proved
that RG increases the probability of having two interacting CA parameters in the same sub-
population at least for some iteration of the search algorithm [32, 19]. Clearly, when a sub-
population directly operates on correlated variables, it has a better chance to adjust their values
towards the optimal direction.
More in details, we have used in the numerical experiments two additional versions of the
RG-based PPSO. In the ﬁrst one, labelled as CCPSORG2, we assign to the i-th sub-population
DK = 2 directions qj , with j randomly selected without replacement from the set {1, 2, . . . , D}.
In the second CCPSO, labelled as CCPSOLU2, we use DK = 8 and assign to the i-th sub-
population the vector:
p(i) = (pr,s, ph,q)
T
where: (i) the vectors pr,s and ph,q are deﬁned by equation 4; (ii) the land-use indices r and
h are randomly selected without replacement from the set [0, nT ]; (iii) the land-use indices s
and q are randomly selected without replacement from the set [0, nA].
An important aspect is represented by the frequency of application of the RG during the
search. In this regard, it has been show [19] that a higher frequency of applying RG pro-
vides more beneﬁt on non-separable high dimensional problems. For this reason, after some
preliminary experiments, we applied a regrouping at each iteration of CCPSO.
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4 A Preliminary Empirical Investigation
4.1 Experimental setup
To investigate the optimization methods described above, we applied the model to the area of
the city of Heraklion, Crete. In particular, the CA representing the urban area was composed of
553× 300 cells each with the side of 25 meters, and the initial conﬁguration ω(0) was initialized
with the urbanization map of the year 1980 shown in Fig. 2 (step 0). The optimization problem
was to obtain the maximum agreement with the patterns of urban development after 30 years
(i.e. CA steps).
In order to assess the characteristics of the heuristic search procedures, avoiding the unessen-
tial complications related with the presence of a noisy objective function, a deterministic version
of the CA model described above was used (in other words, it was assumed that α = 0 in equa-
tion 1).
Also, in our experiments we have applied the calibration heuristics to the data obtained with
the CA itself, using a set of parameters generated within meaningful intervals (i.e. σ = 100 and
δmax = 2000). This guarantees the existence of a zero-error solution of the calibration problem,
thus allowing for an unbiased evaluation of the calibration procedures. However, in order to
use a realistic set of model parameters, the ﬁnal state of the CA after 30 steps, shown in Fig.
2, was calibrated with the map provided by the European Urban Atlas (EUA) project. The
latter includes accurate data on both the fast transit roads and urban street network, which we
used for computing the accessibility factors required by the model (see Equation 1). A further
GIS layer used in the model was the city Master Plan, which allowed to deﬁne the degree of
permissibility (i.e. the coeﬃcient s Zj in equation 1) for each land use and cell of the CA.
The EUA data include many relevant land use categories, among which there are ﬁve dif-
ferent urban fabric densities, industrial-commercial areas and several types of uses which cor-
respond to land potentially available for development (e.g. agricultural areas). However, for
the purpose of our study the original land uses included in the EUA data have been somewhat
simpliﬁed by combining those with a similar role.
In the model we used nT = 10 and nA = 4 (D = 160 parameters). In particular, the actively
modelled land uses were residential dense, residential sparse, industrial areas, and commercial
areas. Passive land uses included undeveloped land, which essentially represents agricultural
and natural land cover classes, plus the abandoned state. Finally, static land uses were: green
urban areas and facilities, port areas, airports, water bodies.
However, in order to investigate the inﬂuence of the number of parameters on the eﬃciency
of the diﬀerent search algorithms, we also used a version of the model with only D = 64
parameters to calibrate (i.e. the values of the remaining 96 parameters were assigned at the
beginning of each simulation and then excluded by the calibration process).
At each CA time step, the amount of cells to assign to each land use (i.e. the external
constraint) was computed assuming a linear variation between the initial 1980 situation and
the ﬁnal state as resulting from the EUA data. As for the circular neighbourhoods, a radius of
20 cells was considered suﬃcient to account for the mutual inﬂuence of the diﬀerent land use.
We adopted the same PSO parameters for each search algorithm. In particular, we used
25 particles per swarm and the following values suggested in [1]: w = 0.729844 and c1 = c2 =
1.49618.
The comparisons among the standard PSO and the CCPSO variations were carried out
assigning a limited budget of 5000 CA simulations for each run of the search algorithms. In
addition, for each of the heuristics we have carried out 10 independent runs, averaging the
results in terms of achieved ﬁtness.
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Figure 2: The initial map used for the CA initialization (step 0, left side). The CA was
calibrated for obtaining the map on the right side after 30 steps.
We ran the optimization algorithms on two workstations equipped with two diﬀerent GPUs,
a nVidia Tesla K40 and a nVidia Geforce GTX 680 graphic card.
4.2 Calibration results
In Figure 3 we show the averaged convergence plots of all PSO algorithms under comparisons.
The attained average best ﬁtnesses, together with the standard deviations, are shown in Table 1.
According to the latter, the CCPSO implementations signiﬁcantly outperformed the standard
PSO. As expected, the improvement of the results provided by the CCPSO approach is more
evident in the problem with more variables. In particular, in the case of D = 160, the standard
PSO did not provide a satisfactory Ks value after 5000 CA simulations. However, according
to Figure 3 the small slope of the last portion of the PSO curves suggests that more iterations
would have likely led to an improvement of the achieved optimum.
As for the diﬀerent variations of CCPSO, according to Table 1, the RG strategy (i.e.
CCPSORG2 and CCPSOLU2) allowed to attain better results in both problems. Clearly, a
more detailed investigation will be needed to draw reliable conclusions, also including a greater
number of repetitions and a statistical test. Most likely, the positive eﬀect of RG depends on
the fact that there is a signiﬁcant interaction between the CA parameters in determining the
ﬁnal conﬁguration of the automaton.
In both calibration problems, CCPSOLU2 achieved the best result, that is Ks = 0.982 for
D = 64 and Ks = 0.966 for D = 160. These values of Ks are very satisfactory since they
produce a ﬁnal map of urbanization nearly equal to that assumed as target after 30 CA steps.
This result seems to indicate that optimizing the interactions between two random pairs of
land-uses at a time is an eﬀective strategy. As shown by the convergence plots in Figure 3,
Table 1: Final Ks value averaged over 10 independent runs for the standard PSO and the
diﬀerent CCPSO variations under consideration (in round brackets is the standard deviation).
PSO CCPSO1 CCPSO4 CCPSORG2 CCPSOLU2
D=64 0.895 (0.122) 0.902 (0.142) 0.923 (0.101) 0.958 (0.126) 0.974 (0.174)
D=160 0.862 (0.112) 0.859 (0.113) 0.885 (0.173) 0.929 (0.142) 0.953 (0.102)
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Figure 3: Averaged best ﬁtness convergence during the optimization processes.
the most eﬃcient algorithm CCPSOLU2 was able to attain a value of Ks = 0.9, which can be
considered acceptable for practical applications, employing approximately 3500 CA simulations
in both calibration exercises.
Moreover, in comparison with the standard PSO, the CCPSO algorithms were less sensitive
to the size of the optimization problem.
A further aspect that is worth discussing concerns the computation time. The average
elapsed time for each optimization run was about 2.7 hours on the workstation equipped with the
Geforce GTX 680 and 1.9 hours on the workstation equipped with the Tesla K40. Interestingly,
given that the speedup provided by the used GPUs over a standard sequential computation is
above 100 [5], these calibration experiments would not have been feasible without the use of
parallel computing.
5 Conclusions and Future Work
The automatic calibration of urban CA models is a crucial phase in ensuring the reliability and
accuracy of the simulations. However, in the case of models depending on a high number of pa-
rameters, calibration is a challenging problem, which involves suitable optimization algorithms
and signiﬁcant computational resources. In fact, typically a high number of expensive simu-
lations is required to obtain satisfactory results. Also, the commonly adopted meta-heuristics
exhibit poor performances when are applied to large search spaces.
In this paper we have proposed to tackle such a problem with a twofold computational
strategy: we exploits the computing power of modern GPUs, in conjunction with a speciﬁcally
designed cooperative coevolutionary Particle Swarm Optimization algorithm.
Although a more accurate computational study must still be conducted, our preliminary
results seem to conﬁrm that in the case of an urban model depending on a large number of
variables to be optimized, standards metaheuristics struggle to achieve an adequate optimum.
Instead, the use of more sophisticated algorithms, such as the one investigated in our study,
seems an eﬀective and reliable approach.
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