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process  of  knowledge  discovery  consists  of  identifying  valid,  novel,  potentially  useful,  and 
ultimately understandable patterns in data [1]. The exact definitions of valid, novel, useful, and 




Over  the  last  decades,  several  generic  process  models  have  been  proposed  for  knowledge 
discovery. The most common or popular ones include the nine‐step model proposed by Fayyad 
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as  domain‐specific  requirements,  defining  the  objectives,  goals,  and  success  criteria, 







































The  last step  in the process  is to plan how the discovered knowledge will be used. This could 
involve turning the experimental setup to a product or a service so the process can be repeated 
for  new  yet  similar  data  sets  easily.  The  experimental  setup with  details  of  all  decisions  and 
assumptions is also documented in this step. 






for  data‐mining  tasks.  Almost  all  real‐word  data  sets  suffer  from  inconsistency,  redundancy, 
incompleteness, contradictions, and noise to some extent. These issues may have strong impact 
on the entire outcome of the knowledge‐discovery process. Therefore, it is critical that the data 
are prepared carefully  for  subsequent data‐mining  task. The  tasks  in  this  step depend on  the 
current state of the data, the objectives of the knowledge‐discovery process, and the algorithms 
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cleaning  technique  deals  with  smoothing  out  the  noisy  data.  The  smoothing  may  include 











For  distance‐based  data  mining  methods  such  as  nearest  neighbors,  it  is  important  that  all 








Data  extraction  techniques  deal  with  processing  and  extracting  important  and  relevant 
information.  All  data‐related  inclusion  and  exclusion  criteria  are  enforced  to meet  the  study 
requirements. Several techniques can be used to extract features for the subsequent data‐mining 
tasks.  For  data  sets  with  free‐text,  feature  extraction  typically  involves  natural  language 


























are  valid,  novel,  useful,  and  human  understandable.  This  is  typically  achieved  by  employing 
statistical or machine‐learning techniques. Machine learning is formally defined by Tom Mitchell 
[12] as: ‘A computer program is said to learn from experience E with respect to some class of 
tasks  T and performance P  if  its performance at  tasks  in T,  as measured by P,  improves with 
experience E’. For example, a task T could be to identify patients with a disease of interest from 
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Clustering  is  one  of  the  most  frequently  used  unsupervised  learning  approaches.  Since  the 














and  the  administrators  [16].  These  records  contain  patient‐related  information  such  as 
demographics  (e.g., age, sex, ethnicity), behavior  (e.g. use of  tobacco and alcohol), vital  signs 
(e.g.,  body  temperature  and  blood  pressure),  patient‐reported  symptoms  (e.g.,  headache), 





medications  and  their  usage  information),  laboratory  data  (e.g.,  test  reports),  allergies,  and 
imaging (e.g., CT scans).  
The data  in EHRs are  recorded  in a  structured manner as much as possible. Often structured 
clinical terminologies are used such as ICD‐10, Logical Observational Identifiers Names and Codes 







also  record  information  in  free‐text,  which  is  unstructured  and  gives  clinicians  maximum 
flexibility to record anything regarding the patient. The information present in the free‐text often 
contains  essential  information  such  as  patient‐reported  symptoms,  signs,  summaries  of 
specialists’ letters in narrative form, past medical history, family medical history, behavior and 
lifestyle  information. This  information may be critical  for  identification of  the medical events. 
Since there is no standard way of writing clinical narratives, the style of writing, the amount of 
information,  and  the  use  of  language  may  vary  from  clinician  to  clinician.  Some  clinical 
documents  such as discharge  letters or  referrals are used as a  formal way of  communication 
between clinicians. Other documents may be used as references such as nurses’ daily notes. The 
clinical  notes  are  usually written  under  time  pressure  and  they  often  contain  ill‐formed  and 
incomplete sentences. Apart  from that,  there are also grammatical errors,  standard and non‐
standard abbreviations, and misspellings. Ruch et al. [18] reported up to 10% spelling errors in 
follow‐up  nursing  notes.  The  information  recorded  in  free‐text  may  also  be  inconsistent. 
Wasserman et al. [19] found 278 different ways of reporting fever in clinical notes of 465 children. 
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patients who  have  the  event  of  interest,  commonly  known  as  case  selection.  The  traditional 
approach  involves  issuing a broad query to first  identify potential patients and then manually 
reviewing patient data to distinguish true positive cases from true negative cases. This process is 
also known as manual chart review. Manual review is expensive, time consuming and becoming 













Despite  the  increasing  use  of  data‐mining  techniques  in  the  healthcare  domain,  it  is  still 
considered to be in early stages as compared to other domains [17]. Most of the observational 
studies in the field use structured information present in the EHRs. Only a few studies have tried 
to  exploit  the  information  present  in  the  unstructured  free‐text.  In  addition,  the  methods 
employed or developed to process and extract information from free‐text primarily have focused 
on English EHRs. This thesis aims at developing automated methods to exploit unstructured free‐

































Chapter  Research topic  Data used  Knowledge 
discovery step 
2  ContextD:  An  algorithm  to  identify  contextual 
properties  of  medical  terms  in  a  Dutch  clinical 
corpus 
IPCI, DL, RD  Data preparation 
3  Reducing  feature  dimensionality  by  normalizing 
text in electronic health records 
IPCI  Data preparation 
4  Generating  and  evaluating  a  propensity  model 
using  textual  features  from  electronic  health 
records 
IPCI  Data preparation 
5  Automatic  generation  of  case‐detection 
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symptoms,  diagnoses,  and  treatments,  it  is  important  to  take  into  account  the  contextual 
properties of the identified information: negation, temporality, and experiencer. Most work on 
automatic  identification of these contextual properties has been done on English clinical  text. 
This  study  presents  ContextD,  an  adaptation  of  the  English  ConText  algorithm  to  the  Dutch 
language, and a Dutch clinical corpus. We created a Dutch clinical corpus containing four types 

























symptoms, diagnoses,  treatments, and  tests. The primary use of EMRs  is  to  support  the care 
process, but  the secondary use of EMRs  for clinical  research  is  increasing.  In most EMRs,  the 















and  a  recall  of  77.8%.  Another  system,  called NegFinder  [10],  used  grammatical  parsing  and 
regular  expressions  to  identify  negated  patterns  occurring  in medical  narratives,  achieving  a 
specificity of 97.7% and a sensitivity  (or recall) of 95.3% on discharge summaries and surgical 
notes. Elkin et al. [11] assigned a level of certainty to identified concepts in EMRs based on a rule‐
based  system  to  decide  whether  a  concept  has  been  asserted  positively,  negatively,  or 




algorithm  and  apart  from  identifying  negations;  it  identifies  whether  a  clinical  condition  is 
present,  historical,  or  hypothetical,  and whether  the  patient  or  someone  else,  e.g.,  a  family 
member, experiences the clinical condition. The system achieved an average precision of 94% 
and an average recall of 92% when evaluated on six different types of medical reports. Kilicoglu 
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a  recall  of  82%,  and  71%  of  negation  scopes  were  correctly  identified.  Cruz  Díaz  et  al.  [20] 
improved on Morante and Daelemans [18] by using different classifiers. The system achieved a 
precision of 92%, a recall of 90%, and 88% of the negation scopes were correctly identified. To 








Velldal  [22]  used  a  disambiguation  approach  and  SVM‐based  classifiers  to  label  sentences  as 









learning  and  rule‐based  systems  showed  good  performance,  the  systems  using  combination 
approaches produced the best results. 


















This  study  has  two  objectives:  to  adapt  the  well‐known  ConText  [13]  algorithm  (to  detect 




text.  The  adapted  ConText  algorithm,  dubbed  ContextD,  and  the  anonymized  Dutch  clinical 
corpus described here will be made publicly available for research purposes [28]. 
METHODS 








Dutch  general  practitioners  (GP)  covering more  than  1.5 million  patients  throughout  the 
Netherlands. Each entry in the IPCI database pertains to a patient visit to the GP. These entries 
are  not  always  grammatically  well‐formed  text,  and  often  follow  the  well‐known  SOAP 
structure (Subjective, Objective, Assessment, and Plan) [30]. The resulting database contains 
a broad range of information, including indications and following prescriptions for therapy, 
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English  languages.  From  over  150  source  vocabularies  in  the  UMLS,  only  four  contain  Dutch 













GP entries  2000  3626  23  (14‐38) 
Specialist letters  2000  2748  39  (16‐113) 
Radiology reports  1500  3684  66  (46‐94) 



























who  was  familiar  with  all  four  types  of  clinical  text  resolved  the  differences  between  the 
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negation,  ‘Recent’  for  temporality,  ‘Patient’  for  experiencer)  is  changed  if  the  condition  falls 
within the scope of the trigger term. The default scope of a pre‐trigger is from the right of trigger 
term to the end of the sentence, whereas the default scope of a post‐trigger begins left‐ wards 
from the trigger  term to the beginning of  the sentence. The default scopes are overruled  if a 
termination trigger is found before the end of the scope. For each property value (other than the 





viral  infection will  be negated because  it  falls within  the  scope of  the pre‐  and post‐triggers. 
Termination triggers limit the scope of a pre‐ or post‐trigger. Finally, there are phrases that look 
like triggers but do not act as such, e.g., no change. These are added to a pseudo‐trigger list. The 
input  to  the  algorithm  is  a  sentence with marked  clinical  conditions.  First,  default  values  are 












The  ConText  algorithm  uses  pre‐defined  English  trigger  terms  to  determine  the  value  of  the 




































ContextD uses different  scopes depending on  the  trigger  term. The default  right‐scope  starts 
from the right of the trigger term and ends at the end of the sentence. The default left‐scope 
starts  leftwards  from  the  trigger  term  and  ends  at  the  beginning  of  the  sentence.  We 
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ContextD uses different  scopes depending on  the  trigger  term. The default  right‐scope  starts 
from the right of the trigger term and ends at the end of the sentence. The default left‐scope 
starts  leftwards  from  the  trigger  term  and  ends  at  the  beginning  of  the  sentence.  We 
















We  computed  precision  (true  positives/[true  positives  +  false  positives]),  recall  (true 
positives/[true positives + false negatives]), and F‐measure (the harmonic mean of precision and 
recall: 2 * precision * recall/[precision + recall]) for each of the three contextual properties. 












This  section  provides  the  annotation  results  of  the  EMC  Dutch  clinical  corpus  and  the 
performance of the ContextD algorithm. 
Table 2 shows the inter‐annotator agreement for each report type in the corpus. According to 
the Altman classification  [36],  kappa  is very good  for  ‘Negated’ and  ‘Recent’  values  (with  the 







Document type  Negated  Recent  Historical  Hypothetical  Patient 
GP entries  0.90  0.86  0.57  0.48  0.92 
Specialist  letters  0.90  0.93  0.62  0.46  0.98 
Radiology reports  0.93  0.61  0.63  0.57  0.53 
Discharge letters  0.94  0.95  0.56  n/a  0.98 
 













Document type  Total  Negation  Temporality  Experiencer    
Negated  Not‐Negated  Recent  Historical  Hypothetical  Patient  Other 
GP entries  3626  12%  88%  97%  2%  1%  98%  2% 
Specialist 
letters  2748  15%  85%  90%  8%  2%  99%  1% 
Radiology 
reports  3684  16%  84%  96%  3%  1%  99.9%  0.1% 
Discharge 




translated  one‐to‐one  into  Dutch.  For  the  remaining  English  triggers,  several  possible  Dutch 
translations were added resulting in a much larger number of Dutch triggers. For example, for 















We  computed  precision  (true  positives/[true  positives  +  false  positives]),  recall  (true 
positives/[true positives + false negatives]), and F‐measure (the harmonic mean of precision and 
recall: 2 * precision * recall/[precision + recall]) for each of the three contextual properties. 












This  section  provides  the  annotation  results  of  the  EMC  Dutch  clinical  corpus  and  the 
performance of the ContextD algorithm. 
Table 2 shows the inter‐annotator agreement for each report type in the corpus. According to 
the Altman classification  [36],  kappa  is very good  for  ‘Negated’ and  ‘Recent’  values  (with  the 







Document type  Negated  Recent  Historical  Hypothetical  Patient 
GP entries  0.90  0.86  0.57  0.48  0.92 
Specialist  letters  0.90  0.93  0.62  0.46  0.98 
Radiology reports  0.93  0.61  0.63  0.57  0.53 
Discharge letters  0.94  0.95  0.56  n/a  0.98 
 













Document type  Total  Negation  Temporality  Experiencer    
Negated  Not‐Negated  Recent  Historical  Hypothetical  Patient  Other 
GP entries  3626  12%  88%  97%  2%  1%  98%  2% 
Specialist 
letters  2748  15%  85%  90%  8%  2%  99%  1% 
Radiology 
reports  3684  16%  84%  96%  3%  1%  99.9%  0.1% 
Discharge 




translated  one‐to‐one  into  Dutch.  For  the  remaining  English  triggers,  several  possible  Dutch 
translations were added resulting in a much larger number of Dutch triggers. For example, for 














Table  5  shows  the  performance  on  the  evaluation  set  of  the  ConText  algorithm  using  only 
automatically and manually translated Dutch triggers (baseline) and of the ContextD algorithm 
after all modifications (final).  
Table 5: Results on  the evaluation set using only  the  translated  terms  from English  to Dutch 
(baseline) and the final ContextD results with modifications (final) 
    Precision  Recall  F‐score 
Property value  Total  Baseline  Final  Baseline  Final  Baseline  Final 
Negated               
GP entries  175  0.96  0.88  0.66  0.90  0.78  0.89 
Specialist letters  177  0.93  0.84  0.63  0.90  0.75  0.87 
Radiology reports  287  0.96  0.91  0.55  0.97  0.70  0.93 
Discharge letters  180  0.98  0.92  0.67  0.93  0.79  0.92 
Recent               
GP entries  1365  0.97  0.98  0.98  0.94  0.98  0.96 
Specialist letters  919  0.91  0.95  0.99  0.92  0.95  0.94 
Radiology reports  1341  0.97  0.98  0.98  0.96  0.97  0.97 
Discharge letters  1140  0.93  0.97  0.98  0.91  0.95  0.94 
Historical               
GP entries  28  0.15  0.17  0.17  0.54  0.16  0.26 
Specialist letters  66  0.47  0.41  0.10  0.76  0.17  0.54 
Radiology reports  52  0.30  0.37  0.30  0.67  0.30  0.48 
Discharge letters  90  0.36  0.39  0.13  0.78  0.19  0.52 
Hypothetical               
GP entries  17  0  0  0  0  0  0 
Specialist letters  29  0  0.67  0  0.07  0  0.13 
Radiology reports  6  0  0.67  0  0.33  0  0.44 
Discharge letters  0  0  0  0  0  0  0 
Patient               
GP entries  1379  0.98  0.98  1.00  0.99  0.99  0.99 
Specialist letters  999  0.99  0.99  1.00  0.99  0.99  0.99 
Radiology reports  1398  0.99  1.00  1.00  1.00  1.00  1.00 
Discharge letters  1220  0.98  0.99  1.00  1.00  0.99  0.99 
 












to  identify  historical  terms,  3  unique  triggers  to  identify  hypothetical  terms,  and  10  unique 
triggers  to  identify other  terms across all  report  types. Among  the 23 unique  triggers  for  the 
negation property, the trigger term ‘geen’ (no) was used most frequently. The most used triggers 
for  the  temporality property and  the experiencer property were ‘status na’  (status after) and 
‘moeder’ (mother), respectively. 
Table  6  shows  an  analysis  of  25  randomly  selected  false  negatives  for  different  contextual 
property values in the evaluation set. In 40% of the errors, the evidence trigger was missing from 
our trigger list. For instance, in the entry ‘Fam.anamn blanco voor trombose…’ (No family history 
for  thrombosis…)  the  trigger blanco  voor was missing,  resulting  in misclassifying  the negated 







rugpijn:  nee,  Wel  zonne‐allergie…’  (Morning  stiffness:  no  nightly  back  pain:  no,  sun  allergy 
present…),  the concept Ochtendstijfheid  could have been  identified by adding: nee as a post‐
trigger with a maximum scope of 2 words. In 17% of the errors, the sentences were too complex 
to  identify  and  generalize  any  trigger  or  pattern.  For  example,  in  the  sentence  ‘flinke  ruizen 









Error  Negated  Historical  Hypothetical  Patient  Total 
Missing trigger  15  7  7  11  40 
Complex trigger  1  8  2  8  19 
Complex sentence  1  ‐  15  1  17 
Trigger variation  ‐  7  ‐  1  8 
Other  9  3  1  4  16 
Total  25  25  25  25  100 
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in  the  sentence  ‘met  requip niet minder  krampen en wel  zwabberig,…’  (with  requip no  fewer 
cramps  and  also  unstable,…),  the  pseudo‐trigger  niet  minder  was  missing  in  the  trigger  list, 
resulting  in wrongly  classifying  krampen  as  Negated.  The  remaining  15%  errors were  due  to 
several other reasons. 
Table 7: Error analysis of false positives in the evaluation set 
Error  Negated  Historical  Hypothetical  Patient  Total (%) 
Trigger does not apply to condition  9  7  8  8  32 (37) 
Annotation error  2  8  2  ‐  12 (14) 
Ambiguous trigger  ‐  ‐  ‐  12  12 (14) 
Trigger problem  ‐  10  ‐  ‐  10 (11) 
Missing pseudo trigger  8  ‐  ‐  ‐  8 (9) 
Other  6  ‐  3  4  13 (15) 
















(low  precision)  of  which  many  are  annotation  errors.  For  the  hypothetical  property,  no 
comparison on the same document type could be made since for the radiology reports no results 
were provided for the ConText algorithm, and for the discharge letters no hypothetical  terms 






Category  Document type  Precision  Recall  F‐score  Precision  Recall  F‐score 
Negation  Radiology reports  1.00  0.86  0.93  0.91  0.97  0.93  
Discharge letters  0.84  0.89  0.86  0.92  0.93  0.92 
Historical  Radiology reports  ‐  ‐  ‐  0.37  0.67  0.48  
Discharge letters  0.68  0.77  0.73  0.39  0.78  0.52 
Hypothetical  Radiology reports  ‐  ‐  ‐  0.67  0.33  0.44  
Discharge letters  1.00  0.92  0.96  ‐  ‐  ‐ 
Experiencer  Radiology reports  ‐  ‐  ‐  1.00  1.00  1.00  





EMC  Dutch  clinical  corpus,  with  annotations  for  the  three  contextual  properties  negation, 
temporality, and experiencer. 
The EMC Dutch clinical corpus covers four different types of electronically stored clinical text: 
entries  from the general practitioner,  radiology  reports, and  two sets of medical  letters after 
outpatient treatment (i.e. specialists’  letters) or hospital admission (i.e. discharge letters). The 
combination  of  these  texts  can  be  considered  a  representative  selection  of  the  documented 
medical process in the broadest sense, including the patient’s first interactions with the general 
practitioner,  referrals  and  advanced  (imaging)  diagnostics  in  the  hospital,  and  ultimately 
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using  information  outside  the  context  and  make  considerations  based  on  prior  knowledge 
concerning the natural course of a condition. On various occasions, one annotator labeled a term 
as historical based on the assumed chronicity of the disease. At times, annotators had different 





diagnosis.  In  the  sentence  ‘differentiaal  diagnostisch  werd  gedacht  aan  appendicitis  of 
diverticulitis’ (for the differential diagnosis appendicitis and diverticulitis were considered), one 
annotator labeled appendicitis and diverticulitis as recent, reasoning that if they exist they exist 











in  the  training  set  that we used  to expand our  trigger  lists. We did not  find many consistent 
patterns in the training set to identify hypothetical terms effectively. About a third of the errors 






























symptoms  (complaints)  and  suspected  diagnoses  from  the  actual  diagnoses  made  by  the 
physician.  The  suspected  diagnoses  are  usually  hypothetical  whereas  symptoms  and  actual 
diagnoses are not, a distinction that requires understanding of the text and therefore is difficult 
to make for ContextD‐like approaches. It is also important to note that the ConText algorithm is 
a  simple  algorithm  meant  to  identify  simple  expressions  using  trigger  lists,  and  was  never 
expected  to capture all attributes. We used case‐insensitive exact string matching  to  find  the 
UMLS terms in the documents. Any variation of a term such as a spelling mistake is likely to be 
missed by this approach. The same can also be true for the trigger terms. It is also to note that 
the  terms with  linguistic  variability may  occur  in  variable  contexts,  which may  require  some 
adjustments in the trigger scope or in the regular expressions. 
The  ContextD  algorithm  showed  good  performance  in  identifying  negation  and  experiencer 




better with  the Dutch  clinical  text,  especially  for  the GP  entries  and  specialist  letters, would 
resolve some of the issues related to the missing context. The radiology reports and discharge 
letters are grammatically well structured; therefore, deep sentence parsing and using rule‐based 
or  machine‐learning  techniques  to  estimate  the  trigger  scopes  for  these  reports  can  be 
employed.  To  determine  historical  and  hypothetical  concepts  better,  it  is  important  to 
incorporate information about the specific parts of clinical text (e.g., pre‐history and diagnosis) 
in  the  algorithm.  An  extended  assertion  model  that  supports  multiple  values  of  negation  is 
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ill‐formed  and  incomplete  sentences  makes  automated  methods  to  extract  information 
challenging.  This  leads  to  large  number  of  features  for  machine‐learning  tasks  and  further 




We used  IPCI  (Integrated  Primary  Care  Information),  a Dutch  general  practitioners  database, 
containing nearly 340 million free‐text clinical narratives of more than 1.8 million patients. We 
used three methods to normalize text. In the first method, we normalized text by using standard 

























General  practitioners  and  specialists  are  increasingly  using  electronic medical  records,  rather 
than paper for keeping notes and information on the patient. Much information in these records 
is in clinical narratives (natural language). One problem in automated analysis of natural language 
is  that  there  is no  standard way of writing  clinical narratives  that are  found  in  the electronic 
medical records (EMRs). The style of writing, the amount of information, and the use of language 
may vary from one healthcare center to another, even from one clinician to another and from 
one medical  record  information  system  to  the other.  Some  clinical  documents  are used  as  a 






are  typically  under  time‐pressure,  free‐text  narratives  in  the  primary  care  databases  often 
contain ill‐formed and incomplete sentences. EMRs may contain many typographical errors and 
standard  and  non‐standard  abbreviations.  For  brevity,  we  will  refer  to  abbreviations  and 
acronyms  as  short  forms  in  the manuscript. Using  such natural  text  is  challenging  since  they 
complicate the detection of clinical terms such as drugs and their adverse effects, which may be 












WordNet  sources  for  spelling  corrections  in  vaccine  safety  reports.  Kenneth  et  al.  [5]  used 
Shannon’s noisy channel model to detect and correct misspellings in clinical free‐text records. 
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System  (MedLEE)  [11],  and  cTAKES  [12]  on  handling  short  forms  in  discharge  summaries 
concluded that correct identification of clinical abbreviations is still a challenging task. Task 2 of 
the shared CLEF (Conference and Labs of the Evaluation Forum) eHealth challenge [13] focused 




in  Dutch  primary  care  EHRs.  The  effect  of  normalization  on machine  learning  tasks,  such  as 
automated  identification  of  patients  with  a  certain  disease  or  a  symptom,  has  not  been 
considered before as well. The amount of textual variations caused by typographical errors, and 




learning  tasks  when  words  are  used  as  features.  To  reduce  these  problems,  variations  and 
misspellings of a word should be normalized to one single representation. In this study, we aimed 
at methods to normalize text in Dutch EHRs. The normalization process involved using standard 






Dutch  general  practitioners  database.  The  database  is  a  collection  of  longitudinal  electronic 
medical  records  from  general  practitioners  in  the  Netherlands.  The medical  records  contain 
medical notes related to symptoms, physical examinations, assessments and diagnoses, clinical 
findings,  prescriptions  and  indications  for  therapy,  information  about  patient  referrals, 






















We  used  Peregrine,  our  dictionary‐based  concept  recognition  system  [15],  to  compute  the 
coverage of the terminologies in the IPCI text. In short, Peregrine uses a user‐supplied dictionary 
or terminology and splits the terms in the terminology into sequences of tokens. When such a 
sequence  of  tokens  is  found  in  the  text  (using  exact  matching),  the  term  and  the  concept 
associated with that term is recognized. 
Mapping short‐forms to long‐forms 
Free‐text  entries  in  IPCI  contain  many  short‐forms,  most  of  which  are  non‐standard  and 
ambiguous. They either are created by the GPs on the fly, known only to them, or have specific 
meaning  in one clinical domain.  Identifying short‐forms and  their  long‐forms  (definitions)  is a 
challenging  task  [9,13],  especially  from ungrammatical  free‐text. We  first  identified  potential 





applied  on  the  entire  IPCI  database  entries  to  identify  long‐form  candidates  for  each  of  the 
potential short‐forms. The Schwartz algorithm is a simple algorithm that was developed to detect 
short‐form long‐form pairs from biomedical text. The algorithm requires both short‐form and the 






separately),  portmanteau  (blend  of  two or more words),  or  something  else. We  removed  all 
short‐forms of length 2 because of the very high number of resulting noisy long‐forms identified 
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We grouped words  together based on their  textual similarities  in order  to normalize all word 
variations into a single representation. Two different methods were used for the word groupings.  
Word groupings based on edit distance   
We  first  created  a  large  similarity matrix  of  all  unique words  in  IPCI  by  using  the  Damerau‐








In  the  last  step, members of  the  clusters  are  swapped  if  that decreases  the  total  cost of  the 
clusters. We used a slightly different approach for clustering. We first created a list of all unigrams 
in  IPCI  and  sorted  them on  their  frequency.  Instead of pre‐selecting k words as medoids, we 



























































validation  requires  information  that  is  not  present  in  the  data,  usually  a  gold  standard  or  a 
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We used  two  clinical  data  sets  to  evaluate  the  effect  of word normalization on  classification 
performance.  The  data  for  each  set was  taken  from  the  IPCI  database.  Both  data  sets were 






































Terminology  Dutch terms extracted from UMLS  Translated  Total Terms 
MedDRA  71,185  1,442,224  1,513,409 
MeSH  39,729  2,291,832  2,331,561 
SNOMED‐CT  0    2,650,162  2,650,162 
Table 3 summarizes the characteristics of the terminologies. We computed the coverage of the 
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Coverage (%)  7.71  3.84  2.52  4.2 
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than  5  characters  for  similarity  measures  and  increasing  the  error  threshold  (Scheme  1) 
immediately  improved  clustering  performance  but  also  increased  the  number  of  clusters  to 
1,553,557. Filtering clustering members on their frequencies (Scheme 2 and 3) further improved 
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Table  7: Number of  resulting  clusters  for  each  clustering method and  the  corresponding DB 
Index score 
Clustering method    Number of Clusters  DB Index 




Lemma Based    5099050  5.18 
To see the effect of word normalization on feature reduction, we used the POLYP and CRC data 


















POLYP  346539  214105  38%  329610  5%       

















Data Set    Precision  Sensitivity  Specificity  F‐score 
POLYP  Without Normalization  0.812  0.857  0.849  0.834   With Edit Distance Based Normalization  0.808  0.879  0.841  0.842   With Lemma Based Normalization  0.827  0.863  0.863  0.845  
CRC  Without Normalization  0.880  0.829  0.971  0.854   With Edit Distance Based Normalization  0.881  0.830  0.971  0.855   With Lemma Based Normalization  0.883  0.825  0.972  0.853 
The  results  in  Table 9  show  that  feature  reduction using word normalization  (both methods) 







health  records  and  tested  the  impact of  this  on  identification of  certain  cases  from  text. We 
showed  that word clustering may be used  to normalize  text  in medical  record  like databases 
which  contains  a  lot  of  textual  variations  such  as  grammar,  typographical  errors,  and words 














explained earlier and  the Peregrine concept  recognition system used  in  the experiments only 
does exact matching. Although Peregrine also uses stemming (i.e. reducing words to their stem 
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and  non‐standard  short‐forms.  Normalizing  short‐forms  to  their  full  form  (long‐form),  which 
would  improve  feature  extraction,  is  a  challenging  task  in  clinical  text  [9,13].  Most  of  the 















together.  The  challenge  with  edit  distance  based methods  is  to  define  an  optimal  similarity 
threshold. We used a rather lenient threshold to calculate a baseline. Our results show that using 
a strict  threshold  improves clustering performance but at  the cost of  the resulting number of 









from roughly 6 million words,  indicating  that  the Frog  lemmatizer was not able  to assign  the 
canonical forms to most words. This was not surprising for two reasons: 1) the Frog lemmatizer 
is trained on a non‐clinical Dutch lexicon so it may not work as good on clinical terms, and 2) the 
text  in  the  IPCI  database  is  very  noisy,  and  since  lemmatization  process  usually  involves 




Previous  studies  on  normalizing  clinical  data  mainly  focused  on  spelling  corrections  and 






















frequency  information  used while  clustering words may  have  resulted  in  incorrectly  filtering 
some  common  and  frequent  grammar  variations  of  words.  For  example,  ‘huisarts’  (general 
practitioner) and the plural ‘huisartsen’ (general practitioners) ended up in two different word 
clusters. Since  it would have required a  lot of effort  to  train  the  lemmatizer on  IPCI data, we 
choose to use Frog with its pre‐trained models for lemmatization, which are not optimized for 
clinical text. 
In  conclusion,  we  managed  to  reduce  feature  dimensionality  using  a  word  clustering  based 
normalization approach. We  showed  that word normalization  resulted  in better  classification 
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from roughly 6 million words,  indicating  that  the Frog  lemmatizer was not able  to assign  the 
canonical forms to most words. This was not surprising for two reasons: 1) the Frog lemmatizer 
is trained on a non‐clinical Dutch lexicon so it may not work as good on clinical terms, and 2) the 
text  in  the  IPCI  database  is  very  noisy,  and  since  lemmatization  process  usually  involves 




Previous  studies  on  normalizing  clinical  data  mainly  focused  on  spelling  corrections  and 






















frequency  information  used while  clustering words may  have  resulted  in  incorrectly  filtering 
some  common  and  frequent  grammar  variations  of  words.  For  example,  ‘huisarts’  (general 
practitioner) and the plural ‘huisartsen’ (general practitioners) ended up in two different word 
clusters. Since  it would have required a  lot of effort  to  train  the  lemmatizer on  IPCI data, we 
choose to use Frog with its pre‐trained models for lemmatization, which are not optimized for 
clinical text. 
In  conclusion,  we  managed  to  reduce  feature  dimensionality  using  a  word  clustering  based 
normalization approach. We  showed  that word normalization  resulted  in better  classification 
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ratios  (HRs)  to estimate  the  risk of UGIB among selective cyclo‐oxygenase‐2  (COX‐2)  inhibitor 
users compared to nonselective NSAID (nsNSAID) users. 
Results 

















and  effectiveness  in  a  cost‐efficient way  and  by  exploiting  actual  care  patterns, which  differ 
largely from experimental settings [2–5]. In an experimental setting such as in randomized clinical 
trials, the choice for a treatment is randomized, which would take care of potential confounding 
by  indication  [6].  In  actual  care,  the  treatment  decision  is  usually  influenced  by measurable 
patient  characteristics  such  as medical  history,  concomitant drug  intake but  also by personal 
prescriber  preferences,  which  cannot  be  measured  easily.  This  phenomenon  of  preferential 
prescribing is also known as channeling and may lead to confounding by indication [7,8]. A well‐




clinical  trials  showed  that  COX‐2  inhibitors  are  ‘safer’  than  nsNSAIDs  in  relation  to UGIB[11], 
observational studies showed no large differences between the  rate of UGIB between  COX‐2 
inhibitor  and  nsNSAIDs,  possibly  due  to  residual  confounding  by  indications  arising  from  
channeling[12]. In order to obtain unbiased estimates in observational studies this confounding 
must  be  dealt with  adequately.  However,  it  is  challenging  to  capture  all  relevant  channeling 










(3)  inverse  probability  of  treatment  weighting  using  the  propensity  score;  (4)  and  covariate 
adjustment  using  the  propensity  score.  Typically,  all  variables  related  to  either  the  outcome 
and/or exposure, are included in the propensity score model [17,18], sometimes these variables 
are  not  the  exact  confounding  factors  but  proxies  thereof  [19].  Yet,  identifying  appropriate 
proxies  in  large  EHRs  is  challenging.  Schneeweiss  et  al.  [20]  proposed  a  high‐dimensional 
propensity score (hd‐PS) algorithm to empirically identify a large number of relevant covariates, 
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IPCI  contains  information on more  than 1.8 million patients  from 340 GP practices.  For  each 





to  the  Anatomical  Therapeutical  Chemical  (ATC)  classification  for  research  purposes  [24]. 
Diagnoses are coded according to the International Classification for Primary Care (ICPC) [25]. 




We  created  a  cohort  of  all  new  adult  (≥18  years)  users  of  NSAIDs  between  1996  and  2013. 
Patients had to be enrolled for at least one year in the database in order to be eligible for cohort 
entry.  Within  the  NSAID  cohort,  we  created  episodes  of  ‘new’  NSAID  use  according  to  the 









prescriptions  started  before  or  within  30  days  of  the  end  of  the  duration  of  the  previous 
prescription. The end of the episode was defined as the end of the last NSAID prescription (see 
figure 1). Episodes were classified as an nsNSAID or COX‐2 inhibitor episode based on the first 
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To  estimate  the  risk  of  UGIB  among  COX‐2  inhibitor  users  compared  to  nsNSAID  users  we 
calculated  hazard  ratios  with  their  corresponding  95%  confidence  intervals  (CIs)  using  Cox 
proportional  hazard  regression.  We  conducted  the  analysis  for  four  datasets:  1)  a  crude 
comparison (unmatched, no propensity score); 2) matched on age (± 2 years) and adjusted for 








the  new  users  to  identify mentioning  of  drug  names  corresponding  with  NSAID‐related  ATC 
codes. In total, 36,188 new users were removed because either an nsNSAID or COX‐2 inhibitor 
drug was mentioned  in  the  free‐text  in  the  six months  preceding  first  NSAID  exposure.  This 
resulted  in  482,580 new NSAID users  in  the  study  cohort. Out  of  these,  459,701  (95%) were 
nsNSAID users and 22,879 (5%) were COX‐2 inhibitor users.  
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Table  2  shows  the  performance  of  the  propensity  models  built  using  different  covariates 
selection methods. The first model used all covariates with a frequency of 100 or more in the 
cohort,  which  resulted  in  95,078  unique  covariates  entered  into  the  model.  Increasing  the 
frequency to 1,000 resulted in a reduction of the number of covariates to 27,619. The number of 
covariates  further  reduced when  frequency was  increased  to  5,000.  The  performance  of  the 
models in terms of their predictive accuracy was comparable. The predictive performance of the 
propensity model that was built using 3,650 covariates that had an association with the outcome 




PS Model    Number  of 
covariates 
AUC* 
  Covariate filtered on frequency ≥ 100  95,078  72.27 


























1.36)  (Table  3). When matched on  age,  the hazard  ratio  of  COX‐2  inhibitor  use  compared  to 
nsNSAID use was 0.36 (95% CI: 0.11‐1.16). Further adjusting for sex and exposure to low‐dose 
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Table  3:  Hazard  ratios  with  95%  confidence  intervals  (CI)  comparing  COX‐2  inhibitors  with 
nsNSAIDs for different matching strategies and adjustments 
Matching  Adjustment  Hazard ratio  95% CI 
       
Unmatched  None   0.50  0.18 – 1.36 
       
Age  None  0.36  0.11 – 1.16 
  Sex  0.35  0.11 – 1.18 
  Sex, Aspirin  0.36  0.11 – 1.18 



























performance.  Since electronic health  records are now widely available  for  secondary use, we 
need  to develop methods and  test performance of  these methods  for use  in epidemiological 
evaluations such as drug effects.  
Our  method  to  generate  a  propensity  score  model  is  substantially  different  from  the  high‐
dimensional propensity score (hd‐PS) approach proposed by Schneeweiss et al [20]. The hd‐PS 
algorithm  that was developed  for  claims data uses  structured  information  such  as diagnostic 
codes, in‐patient procedure codes, and drugs dispensed. In each identified data dimension, the 
highest ranked codes are selected to enter in the hd‐PS model. The use of two‐word free‐text 
phrases  in  addition  to  the  structured  information  has  also  been  positively  evaluated  in  the 
context of hd‐PS models [22]. Our method is different since we used as the basis all unstructured 







number  of  ‘meaningless’  features,  we  needed  various  textual  data  cleaning  steps.  We 











We  used  three‐fold  cross‐validation  to  evaluate  the  predictive  performance  of  exposure  to 
nsNSAID  or  Coxib  for  each  generated  PS  model.  In  the  first  method  where  covariates  were 
selected based on  their  frequency,  increasing  the  frequency  threshold  for  covariate  selection 
reduced  the  number  of  covariates  that  entered  into  the  propensity  score  model  but  the 
performance  of  the models was  still  comparable.  This  suggests  that  the  performance  of  the 
models was mostly based on a  few covariates with high occurrence  in  the  text. Reducing  the 
number  of  covariates  reduced  the  computation  time  needed  to  fit  the  model.  By  selecting 
covariates with an association with the outcome, we significantly reduced the total number of 
covariates without greatly affecting the performance. The propensity models generated using 
covariates  with  only  high  frequency  in  the  cohort  performed  better  than  the  one  where 
association with the outcome was verified. This may be due to the presence of some instrumental 
variables,  which  can  result  in  an  increase  in  predictive  performance  [30].  We  used  another 
propensity model for the comparison purposes where only the established confounders age, sex, 
and exposure to low‐dose aspirin were included. The predictive performance of this model was 
lower  than  the  other  two models,  which were  generated  from  the  free‐text  covariates.  The 
second  method,  where  covariate  association  with  the  outcome  was  verified,  showed  large 
decrease  in  the  hazard  ratios  after  further  adjustments.  Whereas  previous  studies  have 
constructed the hd‐PS with structured information, such as ICD and READ codes across different 







we  might  have  selected  covariates  that  are  not  necessarily  related  to  the  outcome  or  the 
exposure, which could introduce bias [18,36]. Second, since we only used unigrams, covariates 
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second  method,  where  covariate  association  with  the  outcome  was  verified,  showed  large 
decrease  in  the  hazard  ratios  after  further  adjustments.  Whereas  previous  studies  have 
constructed the hd‐PS with structured information, such as ICD and READ codes across different 







we  might  have  selected  covariates  that  are  not  necessarily  related  to  the  outcome  or  the 
exposure, which could introduce bias [18,36]. Second, since we only used unigrams, covariates 





individual  words  ‘congestive’,  ‘heart’,  and  ‘failure’,  which  might  lead  to  over‐  and 
underestimation of some covariates. Like previous studies using hd‐PS methods, we also used 
the  known  association  between  NSAIDs  and  UGIB  as  an  example.  It  is  unclear  whether  our 








of  coxibs  [19–21,38].  Since  most  of  our  patients  started  after  the  contra‐indications  were 
introduced, channeling towards high risk patients was less of an issue [39]. 
In conclusion, our study showed that PS models can be created using unstructured information 
in  electronic  healthcare  records. We  also  showed  that  the  PS model  where  covariates were 
filtered  on  their  association  with  the  outcome  provide  an  improvement  in  adjustment  for 
confounding. This is useful for database studies using a large amount of unstructured free‐text 
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Automatic  generation  of  case‐detection 
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The  Integrated  Primary  Care  Information  (IPCI)  database  was  searched  for  potential  asthma 
patients aged 5‐18 years using a broad query on asthma‐related codes, drugs, and free‐text. A 
training  set  of  5032  patients  was  created  by  manually  annotating  the  potential  patients  as 
definite, probable, or doubtful asthma cases, or non‐asthma cases. The rule‐learning program 
RIPPER was  then  used  to  generate  algorithms  to  distinguish  cases  from  non‐cases.  An  over‐
sampling method was used to tune the performance of the automated algorithm to meet our 




of  0.95  when  identifying  only  definite  asthma  cases,  a  PPV  of  0.82,  sensitivity  of  0.96,  and 
specificity of 0.90 when identifying both definite and probable asthma cases, and a PPV of 0.57, 











Asthma  is one of  the most  common chronic diseases of  childhood globally.  The main goal of 





Safety  concerns  have  been  raised  on  the  long‐term  toxicity  of  ICS,  the  risk  of mortality,  and 
asthma exacerbations with the use of LABAs  in monotherapy and the risk of neuropsychiatric 
events  and  hepatotoxicity  in  children  treated with  LTRAs  [2–8].  Randomized  controlled  trials 
(RCTs) on the efficacy and safety of these drugs in children are rare. In addition, the few trials 
conducted  in  children  are  often  not  designed  to  detect  safety  issues  because  of  the  limited 
sample  size  and  short  duration  of  follow‐up.  In  general,  observational  studies  are  suited  for 
research on drug safety because they usually have large sample size with long‐term follow‐up. 
Electronic  medical  records  are  valuable  resources  and  are  increasingly  being  used  in 
epidemiological observational studies to detect safety issues [9–15]. 
One of the challenges of using electronic medical records is to determine whether and when a 
medical  outcome  of  interest  has  occurred.  When  coded  information  such  as  International 
Classification of Diseases version 9 (ICD‐9) and Logical Observation Identifiers Names and Codes 
(LOINC) codes are available, outcomes are typically identified by searching for a combination of 
codes  in  the  patient  record.  However,  the  recording  of  these  codes  can  be  incomplete  and 
inaccurate, or the codes themselves might be ambiguous or have the wrong granularity for the 






specialists’  letters.  In  these databases,  the search  for outcomes  is even more  labor  intensive. 
Usually,  a  broad  text  query  is  defined  including  all  possible  words  and  codes  that might  be 
relevant, and subsequently all narratives returned by the query are manually reviewed. With the 
increase  in  size  of  these  databases,  this  practice  is  becoming  prohibitively  laborsome  and 
expensive.  
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To  create  a  labeled  training  set  for machine‐learning methods, we  used  a manually  defined 
clinical  case  definition.  Patients  were  categorized  into  ‘definite  asthma’,  ‘probable  asthma’, 
‘doubtful asthma’, or ‘no asthma’ according to the following validation criteria.  




free  text,  lung  function  measurements,  or  use  of  specific  bronchodilating  drugs/anti‐









our machine‐learning method, we  first  identified  all  potential  asthma  patients  using  a  broad 




















To  make  the  text  in  the  entries  better  fit  for  machine  learning  approaches,  we  removed 
uninformative words (so‐called stop words). Although some standard Dutch stop word lists are 
available [18], they are not entirely suitable for the clinical text because some of the words may 









The  text  in  the  entries  was  converted  to  lower  case  and  split  into  individual  words.  These 





the data  set  by  about  a  factor of  10 without  affecting  the performance of  the  classifiers  but 
greatly reducing their training time.  
Automated generation of case definitions 
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between  these  cases  is  difficult  to  learn  automatically.  This  distinction  was made  in  a  third 




















reviewed  and  no  evidence  of  asthma was  found.  Although  initially  one  entry  was  randomly 























We  used  PPV,  sensitivity,  and  specificity  as  measures  to  evaluate  the  performance  of  the 
classifiers.  PPV  is  defined  as  the  fraction  of  positively  identified  cases  that  are  true  positive: 
number of true positives / (number of true positives + number of false positives). Sensitivity is 
defined as the true‐positive rate: number of true positives / (number of true positives + number 
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The  sensitivity,  specificity,  and PPV of  the  classifiers using over‐sampling and  cross‐validation 
methods for the three scenarios are presented in Figures 2‐4.   
Figure 2: Performance of the classifiers using cross‐validation when only definite 
























probable  asthma  cases  were  combined  as  positive  asthma  ignoring  doubtful 
cases 
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  Definite asthma  228  47  29  4  308 
Probable asthma  166  682  245  40  1133 
Doubtful asthma  16  15  96  33  160 
Non‐asthma  120  130  887  2294  3431 
  Total classified  530  874  1257  2371  5032 
From 1601 asthma cases (definite, probable, and doubtful), only 77 (5%) were misclassified as 
non‐asthma cases. From 3431 non‐asthma cases, 1137 (33%) were misclassified as asthma cases. 
The  automatic  case  definition  for  definite  asthma  is  shown  in  Table  2  and  for  probable  and 



























Table  4:  Performance  of  case  detection  algorithms  that  were  generated  using  different 
combinations of information present in the electronic medical records 
  Scenario 1  Scenario 2  Scenario 3 
Information   Sens  Spec  PPV  Sens  Spec  PPV  Sens  Spec  PPV 
Codes  0.53  0.87  0.21  0.56  0.85  0.57  0.62  0.76  0.55 
Codes+Medications  0.86  0.67  0.18  0.67  0.67  0.42  0.69  0.60  0.45 
Free text  0.88  0.96  0.64  0.62  0.94  0.78  0.68  0.81  0.63 
Free text+Codes  0.85  0.95  0.62  0.61  0.94  0.77  0.65  0.84  0.66 
Free text+Medications  0.84  0.97  0.68  0.62  0.94  0.79  0.68  0.81  0.63 
Free text+Codes+Medications  0.98  0.95  0.66  0.96  0.90  0.82  0.95  0.67  0.57 
The term ‘cmi’ indicates an incoming communication (i.e., a letter) from a specialist or outpatient 
GP. There are codes to  identify specialties  in  IPCI and the numbers  ’20’ and  ‘15’ are used  for 
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We  created  and  evaluated  an  automated  case  detection  algorithm  to  identify  children  with 
asthma  within  the  IPCI  database.  The  case  detection  algorithm was  generated  using  a  rule‐
learning algorithm which incorporated both information contained in the unstructured free‐text 



























up  both  the  terms  used  to  indicate  the  specialty  of  pediatrics  or  a  pediatrician  in  the  IPCI 
database, i.e., ‘kindergeneeskunde’ and the IPCI database code ‘20’. Similarly, the algorithm also 
picked up both the terms used for the specialty of pulmonary diseases or a pulmonologist, i.e., 
‘longziekten’  and  the  IPCI  database  code  ‘15’.  For  probable  and  doubtful  asthma  cases,  the 
algorithm picked up both the ICPC asthma code R96 and R03drug (cf. Table 3). The algorithm was 
also  able  to  pick  up  specific  drug  names  such  as  ‘flixotide’,  ‘ventolin’,  and  ‘pulmicort’  and 
abbreviations  such as  ‘inh’  for  ‘inhaler’  and  ‘vag’  for  ‘vesiculair  ademgeruis’  (vesicular breath 




There were  some  study  limitations.  The RIPPER algorithm used  a  training  set  of  positive  and 
negative  examples  of  asthma  cases  from  the  IPCI  database.  The  generated  case  detection 
algorithm  is  therefore  specific  to  the  IPCI  database  and  it  may  not  be  applicable  to  other 
databases to detect asthma cases. A new training set is required to generate an automated case 






using codes such as  ICPC or  ICD‐9 because the  free‐text narratives cannot be easily analyzed. 
Recently, Flynn et al. [29] used free‐text clinical reports to develop an algorithm using manual 
rules to identify ischaemic stroke and intracerebral haemorrhage. The approach we used in this 
study  to  generate  a  case  detection  algorithm  to  identify  asthma  patients  has  a  number  of 
advantages. Our approach not only used the structured information, as is usually done, but also 
took  advantage  of  the  free‐text  narratives  present  in  the  EHR  database.  Another  advantage 
relates  to patient confidentiality, which  is a matter of concern when dealing with  free‐text  in 
electronic  health  records.  In  our  approach,  once  a  model  has  been  generated,  cases  can 




detection  algorithm  is  that  they  can  allow  for  more  uniform  and  consistent  annotations  as 




in  order  to  identify  asthma  cases.  Using  the  automated  algorithm  described  here,  it  is  now 
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Improving  sensitivity  of  machine  learning 





































Improving  sensitivity  of  machine  learning 
















and  negative  cases  using  under‐  and  over‐sampling  techniques,  and  applied  cost‐sensitive 
learning with various misclassification costs. 
Results 
For  the  hepatobiliary  data  set, we  obtained  a  high  sensitivity  of  0.95  (on  a  par with manual 
annotators, as compared to 0.91 for a baseline classifier) with specificity 0.56. For the acute renal 
failure  data  set,  sensitivity  increased  from  0.69  to  0.89,  with  specificity  0.59.  Performance 
differences  between  the  various  machine‐learning  algorithms  were  not  large.  Classifiers 
performed best when trained on data sets with imbalance ratio below 10. 
Conclusions 
We  were  able  to  achieve  high  sensitivity  with  moderate  specificity  for  automatic  case 
identification  on  two  data  sets  of  electronic  medical  records.  Such  a  high‐sensitive  case 










identification,  i.e.,  the  identification  of  patients  who  have  the  event  of  interest.  Case 





comprise  only  narratives  and  no  coded  information.  The  non‐coded  part  contains  essential 
information,  such as patient‐reported symptoms,  signs, or  summaries of  specialists’  letters  in 
narrative form. This information may be critical for identification of the events. The use of non‐
coded  data  (along  with  the  coded  data)  in  medical  records  has  been  shown  to  significantly 
improve  the  identification  of  cases  [6].  However,  the most  commonly  used method  for  case 
identification  is  using  coded  data  only  [7‐11].  The  current  workflow  of  epidemiological  case 
identification typically consists of two steps: 1) issuing a broad query based on the case definition 








definitions  from  an  example  set  of  free‐text  EMRs.  It  is  crucial  that  an  automatic  case 
identification system does not miss many positive cases, i.e., it should have a high sensitivity. This 
is particularly important in incidence rate studies where the goal is to find the number of new 
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collection  of  EMRs  from  Dutch  general  practitioners  containing  medical  notes  (symptoms, 




















definition  and  the  disease  occurrence.  Our  experience  suggests  that  the  size  of  the  random 
sample should be a minimum of 1,000 entries to get good performance. All patients pertaining 


















operation,  shock,  reanimation,  tumorlysissyndrome,  or  rhabdomyolysis.  The  broad  query  for 
acute renal  failure patients  retrieved 9,986 entries, pertaining  to 3,988 patients who were all 
manually  labeled. Only 237 patients were  labeled as positive cases of acute  renal  failure and 
3,751 patients were labeled as negative cases. Of these latter, many had chronic renal failure. 
The labeled set included one entry per patient. For positive cases, we selected the entry with the 




Since  a  medical  record  may  contain  differential  diagnosis  information,  it  is  important  to 
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selection  threshold. Feature selection was done as a preprocessing step  in each of  the cross‐
validation training folds of the data sets. 
Set expansion 






entry)  was  selected  for  a  negative  case,  we  can  however  use  all  other  entries  as  additional 
























  Seen entries  656  237 
  Unseen entries  61,179  58,022 
Negative cases  317  3,751 
  Seen entries  317  3,751 






We  used  sensitivity  and  specificity  measures  to  evaluate  the  performance  of  the  classifiers. 
Sensitivity is defined as the true‐positive recognition rate: number of true positives / (number of 
true positives + number of false negatives), whereas specificity is defined as the true‐negative 
recognition  rate:  number  of  true  negatives  /  (number  of  true  negatives  +  number  of  false 
positives). 
Improving classifiers sensitivity 
The  imbalance  of  positive  and  negative  examples  in  the  training  set  effects  the  classifiers 
performance  [23]. We  used  sampling  and  cost‐sensitive  learning  approaches  to  improve  the 
sensitivity of our classifiers by dealing with this imbalance. 
Sampling 
Given  an  initially  imbalanced  data  set,  our  proposed  random  sampling  strategy  focuses  on 
increasing the proportion of positive case entries in the data set. Because the standard classifiers 
are biased towards the majority class [45‐47], this improvement will potentially help the learning 
algorithms  to  generate  models  that  better  predict  the  positive  cases,  and  thus  improve 
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Cost‐sensitive  learning methods  can  be  categorized  into  two  categories,  direct methods  and 
meta‐learning or wrapper methods [34]. In direct cost‐sensitive learning, the learning algorithm 
takes misclassification  costs  into  account.  These  types  of  learning  algorithms  are  called  cost‐
sensitive  algorithms.  In  meta‐learning,  any  learning  algorithm,  including  cost‐insensitive 
algorithms, is made cost‐sensitive without actually modifying the algorithm. 










matrix  are  also  dependent  on  the  base  classifier  used.  Some  classifiers  require  a  small 







































  Set  Imbalance  SVM  C4.5  MyC  RIPPER 
Data set  expansion  ratio  Sens  Spec  Sens  Spec  Sens  Spec  Sens  Spec 
Hepatobiliary  No  0.5  0.99  0.03  0.99  0.03  0.99  0.07  0.99  0.04   Yes  42  0.89  0.77  0.90  0.79  0.92  0.69  0.91  0.71 
Acute renal failure  No  16  0.62  0.92  0.69  0.88  0.69  0.90  0.71  0.89   Yes  1363  0.39  0.98  ‐  ‐  0.45  0.99  0.41  0.98 
C4.5 could not generate a classifier for our largest data set, acute renal failure with set expansion, 
because the memory requirement of this algorithm proved prohibitive. 




therefore  focused on changing  the  imbalance  ratio  in  the data with set expansion. The acute 












Cost‐sensitive  learning methods  can  be  categorized  into  two  categories,  direct methods  and 
meta‐learning or wrapper methods [34]. In direct cost‐sensitive learning, the learning algorithm 
takes misclassification  costs  into  account.  These  types  of  learning  algorithms  are  called  cost‐
sensitive  algorithms.  In  meta‐learning,  any  learning  algorithm,  including  cost‐insensitive 
algorithms, is made cost‐sensitive without actually modifying the algorithm. 










matrix  are  also  dependent  on  the  base  classifier  used.  Some  classifiers  require  a  small 
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Data set  expansion  ratio  Sens  Spec  Sens  Spec  Sens  Spec  Sens  Spec 
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Acute renal failure  No  16  0.62  0.92  0.69  0.88  0.69  0.90  0.71  0.89   Yes  1363  0.39  0.98  ‐  ‐  0.45  0.99  0.41  0.98 
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because the memory requirement of this algorithm proved prohibitive. 
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Under‐sampling  SVM  MyC  RIPPER  C4.5  Imbalance 
(%)  Sens.  Spec.  Sens.  Spec.  Sens.  Spec.  Sens.  Spec.  ratio 
0  0.89  0.77  0.92  0.68  0.91  0.71  0.90  0.79  42 
10  0.89  0.76  0.93  0.65  0.91  0.75  0.90  0.80  38 
20  0.89  0.75  0.93  0.63  0.91  0.73  0.91  0.79  34 
30  0.89  0.76  0.94  0.61  0.93  0.72  0.90  0.78  30 
40  0.89  0.73  0.93  0.60  0.92  0.69  0.91  0.77  25 
50  0.90  0.70  0.93  0.58  0.92  0.71  0.91  0.76  21 
60  0.90  0.71  0.94  0.56  0.92  0.72  0.92  0.73  17 
70  0.91  0.67  0.95  0.55  0.91  0.72  0.92  0.70  13 
80  0.92  0.64  0.94  0.49  0.92  0.73  0.92  0.68  9 
90  0.94  0.52  0.91  0.60  0.93  0.67  0.93  0.59  5 
100  0.99  0.12  0.99  0.07  0.99  0.03  0.99  0.14  0.5 
Table 4: Sensitivity and specificity of various classifiers trained on the acute renal failure data set 
for difference percentages of under‐sampling 
Under‐sampling  SVM  MyC  RIPPER  C4.5  Imbalance 
(%)  Sens.  Spec.  Sens.  Spec.  Sens.  Spec.  Sens.  Spec.  ratio 
0  0.62  0.92  0.69  0.90  0.71  0.89  0.69  0.88  16 
10  0.64  0.90  0.74  0.89  0.75  0.89  0.69  0.87  14 
20  0.64  0.89  0.75  0.83  0.75  0.88  0.74  0.86  13 
30  0.66  0.88  0.76  0.82  0.76  0.88  0.75  0.85  11 
40  0.70  0.85  0.75  0.87  0.74  0.88  0.75  0.85  9 
50  0.74  0.81  0.76  0.80  0.77  0.76  0.76  0.82  8 
60  0.82  0.72  0.77  0.81  0.84  0.68  0.83  0.82  6 
70  0.83  0.67  0.83  0.70  0.83  0.61  0.86  0.77  5 
80  0.86  0.56  0.89  0.49  0.90  0.44  0.90  0.45  3 
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Under‐sampling  SVM  MyC  RIPPER  C4.5  Imbalance 
(%)  Sens.  Spec.  Sens.  Spec.  Sens.  Spec.  Sens.  Spec.  ratio 
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10  0.64  0.90  0.74  0.89  0.75  0.89  0.69  0.87  14 
20  0.64  0.89  0.75  0.83  0.75  0.88  0.74  0.86  13 
30  0.66  0.88  0.76  0.82  0.76  0.88  0.75  0.85  11 
40  0.70  0.85  0.75  0.87  0.74  0.88  0.75  0.85  9 
50  0.74  0.81  0.76  0.80  0.77  0.76  0.76  0.82  8 
60  0.82  0.72  0.77  0.81  0.84  0.68  0.83  0.82  6 
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Over‐sampling  SVM  MyC  RIPPER  C4.5  Imbalance 
(%)  Sens.  Spec.  Sens.  Spec.  Sens.  Spec.  Sens.  Spec.  ratio 
0  0.89  0.77  0.92  0.68  0.91  0.71  0.90  0.79  42 
100  0.90  0.72  0.96  0.52  0.94  0.64  0.93  0.73  21 
200  0.90  0.70  0.96  0.47  0.96  0.56  0.94  0.67  14 
300  0.91  0.70  0.97  0.44  0.96  0.54  0.95  0.65  11 
400  0.91  0.71  0.98  0.45  0.97  0.50  0.95  0.63  8 
500  0.92  0.69  0.98  0.43  0.97  0.48  0.95  0.62  7 
600  0.92  0.68  0.97  0.35  0.96  0.47  0.95  0.61  6 
700  0.92  0.67  0.98  0.34  0.97  0.47  0.95  0.60  5 
800  0.92  0.65  0.97  0.34  0.97  0.47  0.95  0.61  5 
900  0.93  0.65  0.97  0.34  0.97  0.45  0.95  0.59  4 
1000  0.93  0.64  0.97  0.35  0.96  0.44  0.95  0.59  4 
Table 6: Sensitivity and specificity of various classifiers trained on the acute renal failure data set 
for difference percentages of over‐sampling 
Over‐sampling  SVM  MyC  RIPPER  C4.5  Imbalance 
(%)  Sens.  Spec.  Sens.  Spec.  Sens.  Spec.  Sens.  Spec.  ratio 
0  0.62  0.92  0.69  0.90  0.75  0.89  0.69  0.88  16 
100  0.66  0.86  0.78  0.80  0.81  0.76  0.74  0.75  8 
200  0.71  0.81  0.84  0.71  0.84  0.65  0.77  0.67  5 
300  0.74  0.77  0.89  0.59  0.88  0.65  0.80  0.65  4 
400  0.76  0.73  0.89  0.51  0.86  0.64  0.81  0.61  3 
500  0.77  0.69  0.89  0.48  0.84  0.64  0.82  0.60  3 
600  0.78  0.66  0.91  0.48  0.89  0.59  0.82  0.60  2 
700  0.82  0.60  0.92  0.43  0.89  0.54  0.82  0.60  2 
800  0.82  0.57  0.94  0.37  0.86  0.60  0.82  0.61  2 
900  0.83  0.55  0.93  0.36  0.89  0.53  0.83  0.61  2 





All  algorithms  showed  consistent  behavior  during  the  under‐sampling  experiments.  The 
sensitivity  increased  and  specificity  decreased  as  we  decrease  the  number  of  negative  case 
entries from the data set. 
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SVM  MyC  RIPPER  C4.5 
Cost  Sens.  Spec.  Sens.  Spec.  Sens.  Spec.  Sens.  Spec. 
1  0.86  0.78  0.90  0.68  0.93  0.67  0.89  0.71 
10  0.87  0.78  0.95  0.54  0.93  0.68  0.92  0.69 
25  0.87  0.79  0.96  0.47  0.93  0.67  0.92  0.69 
50  0.87  0.79  0.96  0.47  0.93  0.67  0.91  0.66 
100  0.87  0.79  0.96  0.47  0.93  0.67  0.92  0.66 
200  0.87  0.79  0.96  0.47  0.93  0.67  0.92  0.66 
400  0.87  0.79  1.00  0.09  0.97  0.24  0.99  0.12 
800  0.87  0.79  1.00  0.00  1.00  0.00  1.00  0.00 




SVM  MyC  RIPPER  C4.5 
Cost  Sens.  Spec.  Sens.  Spec.  Sens.  Spec.  Sens.  Spec. 
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depending on how much specificity  can be compromised  in a  study)  could be achieved using 
automatic classification. 
We did an error analysis of the positive cases missed by the MyC algorithm using 70% under‐
sampling  method  (sensitivity  0.95)  on  the  hepatobiliary  disease  data  set.  About  38%  of  the 






















the  acute  renal  failure  set,  the best  sensitivity‐specificity  score using over‐sampling was 0.89 





the  past  [25,55,56].  Our  experiments  showed  that  the  classifiers  performed  better  (high 
sensitivity with  not  too  low  specificity) when  the  imbalance  ratio  (negative  cases  to  positive 
cases) was below 10 (cf. Tables 3, 4, 5 and 6). This performance improvement between the ratios 
was observed in both the data sets despite the fact that they were very different from each other. 








Another  disadvantage  of  cost‐sensitive  learning  with  MetaCost  is  the  large  processing  time 







set,  the  set  expansion  compensated  for  the  relatively  few negative  examples  in  the data  set 




without  set  expansion.  Set  expansion  further  increased  the  imbalance,  which  resulted  in 
decreased sensitivity of below 0.5 for all classifiers. 
Overall, the decision tree and rule learning algorithms appear to perform slightly better than the 











not  optimal  as  later  confirmed,  by  the  error  analysis.  Our  algorithm  to  find  negated  and 
speculative  assertions  has  been  developed  for  the  Dutch  language  and  currently  is  not  as 
sophisticated and comprehensive as some of the algorithms available for English, e.g., NegEx [42] 
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Electronic  health  records  (EHRs)  contain  detailed  patient  information  such  as  demographics, 
behavior,  vital  signs,  patient‐reported  symptoms,  diagnosis,  procedures  and  treatments, 
allergies,  laboratory data,  outpatient  and  inpatient  encounters,  and  imaging  for  large patient 
populations. Although data mining and natural language processing techniques are increasingly 
being developed and used for automated processing of large amounts of EHRs to answer simple 
to  complex  clinical  and  epidemiological  questions,  the  data‐mining  tasks  remain  challenging 
because of the inherent complexity of the language and diversity of information in the EHRs [1]. 
Most of  the methods and  resources developed  in  the past have  focused on English‐language 
EHRs.  The  work  presented  in  this  thesis  uses  data  taken  from  the  Integrated  Primary  Care 
Information  (IPCI)  [2] database, which  is a  longitudinal collection of EHRs  from Dutch general 
practitioners. The methods and resources developed in this thesis focused particularly on taking 
advantage of the large unstructured free‐text present in the IPCI database. We present our work 
















extension  to  NegEx,  to  the  Dutch  language  in  order  to  identify  contextual  properties.  Such 
algorithms can be used to identify negated medical concepts and use them as negated features 
in machine‐learning models  instead  of  simply  removing  them  from  the  training  set. We  first 
translated 246 original English language trigger terms into Dutch using Google Translate [9] and 






were  lower with  an  F‐score of  0.52  compared  to 0.73  for  the  English  version. Our  additional 
temporality module showed a recall of 0.78 as compared to 0.77 for the English version, but it 
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There  is  no  standard way of writing  clinical  narratives  in  the EHRs. Often  these unstructured 
clinical narratives are written under time pressure and they contain grammatical errors, standard 
and  non‐standard  abbreviations,  misspellings,  ill‐formed  and  incomplete  sentences.  All 





databases where  typographical  errors  such as  spelling mistakes are  common. We used  three 






does  not  do  fuzzy matching,  so  all words with  even  a  slight  variation  from  the words  in  the 
terminology would have been missed. An automatic indexer with fuzzy matching capability would 
have  improved  the  coverage  (although  likely  at  the  expense  of  precision).  Another  possible 
reason  for  low coverage might be  that  the  terminologies we used may  just be missing many 
terms.  It  can be concluded  that  for databases  like  IPCI, where unstructured  free‐text  is often 
noisy, a terminology‐based normalization approach may not be sufficient. 
In  our  second  normalization  approach,  we  attempted  to  automatically  identify  short‐forms 



























might be  that  the  text  in  IPCI  is noisy and since  the  lemmatization process usually  involves a 
vocabulary  and  morphological  analysis  of  the  words,  it  may  have  a  strong  impact  on  the 
performance. Our results show that the feature reduction had a (slightly) positive impact on the 
classification performance and resulted  in  improved sensitivity, which  is usually  important for 
clinical  data  sets.  It  could,  therefore,  be  concluded  that  for  EHR  databases  with  noisy 
unstructured text, an edit‐distance‐based clustering approach could prove to be beneficial as it 
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to  identify  such  vital  information.  This  is  in  line with  recent  findings  showing  that  the use of 









case  selection  process  lead  to  misclassification  and  potential  biased  findings  [24,  25].  The 
machine‐learning  methods  that  we  used  to  generate  automated  case‐detection  algorithms, 
showed that they are capable of capturing specific keywords (and combinations) used within a 
database. For example, the algorithm to classify asthma in the IPCI database contained ‘flixotide’, 
‘ventolin’,  and  ‘pulmicort’  which  are  drugs  for  obstructive  airway  diseases,  database‐specific 
code ‘20’ for the department of pediatrics, non‐standard abbreviations such as ‘inh’ for ‘inhaler’ 
and ‘vag’ for ‘vesiculair ademgeruis’ (vesicular breath sounds). We showed that the performance 





















at  the  cost  of  a  decrease  in  specificity  due  to  the  inclusion  of  many  false  positives.  We 
experimented with two methods in order to increase sensitivity of the case‐detection algorithms. 
In the first method, we varied the imbalance ratio between positive and negative cases in the 
training  set  using  under‐sampling  and  over‐sampling  techniques.  In  the  second method,  we 

















a  pre‐filter  to  significantly  reduce  the  workload  and  save  weeks  of  manual  work  in  an 
epidemiological study. 




studies,  such  as  confounding.  Confounding  occurs  when  a  third  variable  that  is  not  under 
investigation, is associated with both the exposure and the outcome of interest. Observational 
studies need to deal with confounding by design (restriction), matching, or adjustment. Statistical 
techniques  such  as  a  propensity  score  [35]  can  be  used  to  address  the  confounding  through 
matching or adjustment. In Chapter 4, we explored the possibility of using unstructured free‐text 
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frequency  threshold  could  be  used  to  select  covariates  since  it  appears  that  the  generated 
models are mostly based on a few covariates with high occurrence in the text. However, such a 
frequency‐based covariate selection approach is prone to include covariates that may actually be 
instrumental  variables.  If  covariates are  included  that are not  true  confounders,  the variance 
increases and sometimes a small amount of bias may be introduced [41–43]. To mitigate this, in 
the second method we included covariates with a significant association with the outcome to the 








The  availability  of  annotated  corpora  is  essential  to  train  and  test  automated  language‐
processing  systems.  The  performance  of  such  systems  usually  depends  on  the  quality  and 
quantity of the annotations.  




texts can be considered a representative selection of  the documented medical process  in  the 
broadest sense, including the patient’s first interactions with the general practitioner, referrals 
and advanced (imaging) diagnostics in the hospital, and ultimately reporting back to the general 
practitioner  after  polyclinic  consult  or  discharge  after  hospital  admission.  Developing  a  high 
quality  corpus  depends  on  two  things:  a)  clear  annotation  guidelines  and  b)  trained  subject 
matter experts to carry out the annotation work. Our annotation guidelines consisted of clear 
definitions of each of the contextual properties with examples. Several one‐on‐one sessions were 















Automated methods  to  recognize properties of clinical  terms only  from  its context can never 
identify  this  and  may  result  in  biased  estimations.  Overall,  the  inter‐annotated  agreement, 
measured  using  Cohen’s  Kappa  [45],  was  good  to  very  good  except  for  one  of  the  values 
(‘hypothetical’)  of  the  temporality  property,  which  was  moderate.  The  annotators  often 
disagreed on  the  assignment  of  hypothetical  values  to  terms  that were  part  of  a  differential 
diagnosis.  An  expert,  who  was  familiar  with  all  four  types  of  clinical  text,  resolved  the 
disagreements between the two annotators. The anonymized Dutch clinical corpus we developed 
is  the  first  publically  available  clinical  corpus  in  the  Dutch  language.  It  can  serve  as  a  useful 
resource for further algorithm development. 
Limitations and future work 
In  this  thesis,  we  focused  on  two  main  steps  of  the  knowledge‐discovery  process:  data 
preparation  and  data  mining.  In  data  preparation,  the  efforts  were  spent  primarily  on  data 
cleaning  and  data  reduction  tasks.  Although  we  successfully  adapted  an  English  language 




to  correctly  identify  a  proper  sentence.  We  see  an  opportunity  to  increase  the  algorithm 
performance by using a sentence splitter trained on Dutch EHRs. The ContextD algorithm should 
also  be  extended  to  use  additional  useful  information  present  outside  of  the  sentence‐level 










used  frequency  information  and  map  the  most  frequent  long‐form  to  the  short‐form. 
Normalizing short‐forms to long‐forms is a challenging task and future work in this domain may 
focus on investing in building more robust deep learning approaches [47]. We also showed that 
in  IPCI‐like  databases  containing  plenty  of  noisy  free‐text,  an  edit‐distance  based  clustering 
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by  using  unstructured  and  structured  information.  Feature  extraction  is  essential  to  apply 
traditional  machine‐learning  techniques  but  it  requires  data  and  domain  knowledge.  New 
machine‐learning approaches such as deep learning can be used to learn features from the data 
set  algorithmically  in  an  unsupervised  way  [49].  Although  the  use  cases  in  this  thesis  were 
focusing on Dutch EHRs, the approaches are more general and can be used with other databases. 
However, this would require new training sets to build data‐specific algorithms. We also showed 
how  the  sensitivity  of  machine‐learning  methods  could  be  improved  by  dealing  with  the 
imbalance  in  the  training  set.  We  found  simple  random  under‐sampling  and  over‐sampling 
approaches to be beneficial. However, both these approaches were used mutually exclusive to 
each  other.  Since  both  approaches  have  their  own  limitations,  we  suggest  that  further 
investigations should be looking into applying a combination of both under‐sampling and over‐
sampling methods at the same time.   
Although  the  data  preparation  techniques  presented  in  this  thesis  can  greatly  benefit  the 
subsequent  data‐mining  step,  there  are  still  many  opportunities  to  improve.  Quantitative 
information  in  the  EHRs  such  as  laboratory  results,  body  temperature,  and  blood  pressure 
measurements  could  be  identified  as  well.  This  would  first  require  an  identification  of  the 
quantitative attribute and second its value from the context. The coded information present in 
the structured part of the EHRs may also be present in a textual form in the unstructured free‐
text. Therefore,  it  is  important that such  information  is used only once to avoid any potential 
bias.  Identifying  information  overlap  between  structured  and  unstructured  free‐text  is  a 
challenging task that requires further efforts. Similarly, more efforts should be made to structure 
the  unstructured  free‐text  in  an  automated  fashion  as much  as  possible.  Typically,  only  the 
definitive  diagnosis  information  is  coded  in  the  EHRs  and  not  the  related  symptoms.  Use  of 
named entity recognition techniques to identify symptoms, leading to a definite diagnosis, can 
greatly benefit in understanding the natural history of disease [1]. 




Model  (CDM)  [50]  provides  a  viable  framework  to  convert  an  EHR  database  to  a  common 
structure to not only combine multiple EHRs but also take advantage of new methods and tools 
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This  thesis  describes  the  use  of  several  data‐mining  and  data‐preparation  techniques  for 
automated processing of Dutch electronic health records. All data sets used in this thesis were 
taken  from  the  Integrated  Primary  Care  Information  (IPCI)  database,  which  is  a  longitudinal 
collection  of  EHRs  from  Dutch  general  practitioners.  We  started  with  implementing  and 
evaluating an algorithm to identify contextual properties of clinical concepts. Next, we looked at 
ways  to  normalize  abbreviations  and  textual  variations  to  reduce  feature dimensionality. We 
continued with  assessing whether  the  unstructured  information  in  EHRs  can  also  be  used  to 
construct propensity score models to deal with confounding. Later we generated and evaluated 
case‐detection algorithms for case selection, which is an important task in observational studies. 
Finally, we  continued with exploring  the options  to  improve performance of  generated  case‐
detection  algorithms with  focus  on  the  sensitivity. Next, we  present  a  summary  of  the main 
findings discussed in this thesis. 
In Chapter 2, we presented ContextD,  an adaptation of  the English ConText algorithm  to  the 
Dutch  language.  The  algorithm  is  able  to  identify  three  contextual  properties:  negation, 
temporality, and experiencer of the clinical concepts. To adapt the algorithm, we translated all 
English trigger terms to Dutch and added several general and Dutch EHR‐specific enhancements 
such  as  negation  rules  for  general  practitioners’  entries  and  a  regular  expression  based 
temporality  module.  We  also  developed  a  Dutch  clinical  corpus  to  evaluate  ContextD.  The 
performance  of  the  ContextD  was  better  than  the  original  ConText  algorithm  in  identifying 
negation property but lower for identifying historical properties in discharge letters. The corpus 
was annotated  for  three contextual properties and consisted of  four different  types of Dutch 
EHRs. The Dutch clinical corpus has been made public and can be used to train other systems for 
similar tasks.  
In  Chapter  3,  we  normalized  words  in  EHRs  in  order  to  reduce  feature  dimensionality.  We 
employed two approaches  for normalization.  In  the  first approach, we group textually similar 
words  together  using  clustering  methods,  and  in  the  second  approach,  we  identified 
abbreviations and acronyms and mapped them to their long‐forms that are present in the EHRs. 
We  managed  to  greatly  reduce  feature  dimensionality  using  a  word  clustering  based 





unstructured  information  in  the  EHR.  We  generated  two  different  PS  models:  the  first  was 
generated  using  covariates  with  the  highest  frequencies  in  the  cohort  and  the  second  was 
generated using  covariates with  an  association with  the  outcome. We  showed  that  these  PS 
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dit  proefschrift  kwamen  uit  de  Integrated  Primary  Care  Information  (IPCI)  database  en  het 
ziekenhuisinformatiesysteem  van  het  Erasmus MC.  IPCI  is  een  longitudinale  verzameling  van 
elektronische patiëntendossiers (EPDs) van Nederlandse huisartsen. Het onderzoek startte met 
het  bouwen  en  evalueren  van  een  algoritme  om  contextuele  eigenschappen  van  klinische 
concepten  te  identificeren.  Vervolgens  onderzochten  we  manieren  om  afkortingen  en 
tekstvariaties te normaliseren, met als doel het aantal featuredimensies terug te brengen. We 
beoordeelden of de ongestructureerde informatie in EPDs ook gebruikt zou kunnen worden om 
zgn.  propensity  score modellen  te  construeren,  die  onverwachte  afwijkingen  (‘confounding’) 
zouden  kunnen  behandelen.  Later  bouwden  en  evalueerden  we  algoritmes  om  casussen  te 
herkennen en selecteren, een belangrijke taak in observationele studies. Tenslotte exploreerden 




aan  de  Nederlandse  taal.  Het  algoritme  is  in  staat  om  drie  contekstuele  eigenschappen  te 
identificeren: negatie, temporaliteit en onderwerp van de klinische concepten. Om het algoritme 
aan  te  passen  vertaalden we  alle  Engelse  ‘trigger’‐termen  naar  het  Nederlands,  en  voegden 
verschillende algemene en EPD‐specifieke verbeteringen toe, zoals negatie‐regels voor notities 







In  hoofdstuk  3  normaliseerden  we  woorden  in  EPDs  met  de  bedoeling  het  aantal  feature‐
dimensies  terug  te  brengen.  We  kozen  twee  benaderingen  van  normalisatie.  In  de  eerste 
benadering groepeerden we tekstueel gelijkende woorden met clustering‐methodieken, en in de 
tweede benadering identificeerden we afkortingen en acroniemen om ze te koppelen aan voluit‐
geschreven  woorden  in  EPDs.  Op  die  manier  konden  we  het  aantal  dimensies  aanzienlijk 
terugbrengen.  Tegelijkertijd  toonden  we  aan  dat  woordnormalisatie  resulteert  in  betere 
prestaties van de classificatie, vooral in het verbeteren van sensitiviteit. 
Observationele studies hebben vaak te maken met confounding, omdat artsen handelen met de 
prognose  van  de  patiënt  in  gedachten.  Deze  prognose  kan  leiden  tot  het  fenomeen  dat  een 
geneesmiddel wordt voorgeschreven vanwege een prognose en dat die prognose is gerelateerd 
aan de uitkomst. Om dit probleem te adresseren, hebben we  in hoofdstuk 4 twee propensity 
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Observationele studies hebben vaak te maken met confounding, omdat artsen handelen met de 
prognose  van  de  patiënt  in  gedachten.  Deze  prognose  kan  leiden  tot  het  fenomeen  dat  een 
geneesmiddel wordt voorgeschreven vanwege een prognose en dat die prognose is gerelateerd 
aan de uitkomst. Om dit probleem te adresseren, hebben we  in hoofdstuk 4 twee propensity 






basis van covariabelen met de hoogste  frequenties  in het cohort, en de  tweede op basis van 
covariabelen  geassocieerd  met  de  uitkomsten.  We  toonden  aan  dat  deze  PS  modellen  een 
verbetering geven in het corrigeren van confounding. Dit is nuttig voor database‐studies met een 
grote hoeveelheid ongestructureerde informatie, zoals in EPDs. 
Algoritmes  om  ziekte  te  identificeren  in  EPDs  worden  vaak  handmatig  gemaakt,  wat  de 
reproduceerbaarheid  en  schaalbaarheid  negatief  beïnvloedt.  In  hoofdstuk  5  gebruikten  we 
machine‐learning  methodes  om  een  geautomatiseerd  casus‐herkenningsalgoritme  te 
ontwikkelen en evalueren. Dit algoritme gebruikte zowel gecodeerde informatie als vrije tekst. 
Het algoritme presteerde met hoge sensitiviteit en specificiteit op het identificeren van astma‐




aan  te  pakken,  met  als  doel  de  sensitiviteit  van  de  resulterende  classificatiealgoritmes  te 
verbeteren.  Op  twee  evaluatie‐sets  bleek  het  mogelijk  om  een  sensitiviteit  te  bereiken  die 
vergelijkbaar  is  met  handmatige  annotatie.  Door  de  balans  van  positieve  en  negatieve 
voorbeelden aan te passen, slaagden we erin om sensitiviteit op de eerste set met 4%, en op de 
tweede set met 20% te verhogen. Casus‐herkenningsalgoritmes met hoge sensitiviteit kunnen 
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NLP and machine  learning techniques to extract  information useful  for  large commercial and research 
communities. 
 
 
 
 
 
 

