In this paper we gather several improvements in the field of exact and approximate exponential time algorithms for the Bandwidth problem. 
a b s t r a c t
In this paper we gather several improvements in the field of exact and approximate exponential time algorithms for the Bandwidth problem. For graphs with treewidth t we present an O(n O(t) 2 n ) exact algorithm. Moreover, for any two positive integers k ≥ 2, r ≥ 1, we present a (2kr − 1 time and O * (2 n ) space [8] ; we were able to enhance this algorithm to run in O (4.83 n ) time at the cost of O * (4 n ) space complexity [9] . However, the fastest exact algorithm that runs in polynomial space needs O * (10 n ) time [10] . In 2009 Fürer et al. [11] presented an O (1.9797 n ) time and polynomial space 2-approximation algorithm. Very recently, Amini et al. [12] independently developed an O(n O(t) 2 n ) algorithm for graphs with treewidth t, using different approach than ours.
Since a polynomial time constant approximation for the Bandwidth problem is probably not possible, it seems reasonable to search for approximation algorithms that are faster than the exact ones, but still give us a constant approximation guarantee at the cost of a superpolynomial time complexity. This area was considered recently by Bourgeois et al. [13] .
Our results We present several results in the field of exponential solutions to the Bandwidth problem, both approximate and exact.
First, we define a Disjoint Set Sum problem and show how to solve it using the Fast Fourier Transform in a similar time complexity as the Fast Subset Convolution [14] . This problem appears to be a crucial part in some NP-hard problems like Chromatic Number. We solve these problems in time matching the best known results.
Then we use Disjoint Set Sum to develop a simple O * (2 n ) time and space exact algorithm for the Bandwidth problem for trees. We enhance this algorithm to work in O(n O(t) 2 n ) time and space for graphs with treewidth t (for more about the treewidth see [15] ).
Further we switch to arbitrary graphs and develop, for a pair of fixed integers k ≥ 2, r ≥ 1, an exponential approximation algorithm with a (2kr − 1)-approximation guarantee that works in O * (k n/((k−1)r) ) time and polynomial space. Finally, we present an O (4.383 n ) time and space exact algorithm for arbitrary graphs, improving the previous O(4.83 n ) bound from [9] .
Organization In Section 2 we present a definition and solution using the Fast Fourier Transform for Disjoint Set Sum and discuss usage of the Fast Subset Convolution. In Section 3 we use Disjoint Set Sum to develop an exact algorithm for graphs with bounded treewidth. Sections 4 and 5 contain approximate and exact algorithms for arbitrary graphs respectively.
Disjoint Set Sum and its solutions
In this section we focus on the Disjoint Set Sum problem, defined as follows. Consider a set N = {1, . . . , n} and two sets A, B containing subsets of N as its elements (A, B ⊆ 2 N ). Our goal is to compute A⊕B = {A∪B : A ∈ A, B ∈ B, A∩B = ∅} -explaining in words we would like to find all subsets of N which can be represented as a disjoint sum of two sets, where one of them is contained in A and one in B. Moreover, for each set in A ⊕ B we would like to know in how many ways one can obtain it as such a disjoint sum.
Let us first solve the Disjoint Set Sum naively. Taking each pair of sets from A and B would take us O * (4 n ) time, but we easily improve this result by considering all subsets of N and for each such set X ⊆ N iterate through all its subsets A ⊆ X and check whether A ∈ A and X \ A ∈ B (which can be decided in polynomial of n time using any balanced search tree).
This improvement leads to
n . However, this can be done much better. Note that Theorem 2.1 is a quite straightforward corollary from the Fast Subset Convolution algorithm by Björklund et al. [14] . The Subset Convolution problem can be defined as follows: given functions f and g defined on the lattice of subsets of an n-element set N, compute their subset convolution f * g defined for all S ⊆ N by (f * g)(S) = T ⊆S f (T )g(S \ T ).
Björklund et al. [14] developed a very clever algorithm that computes Subset Convolution in O * (2 n ) time. By taking f = 1 A and g = 1 B this algorithm solves Disjoint Set Sum in O * (2 n ) time.
Here we present a different approach to the Disjoint Set Sum problem. In Section 2.1 we show how to solve it using the Fast Fourier Transform. The FFT solution has a few advantages over FSC. As to our best knowledge it is new, gives the same time complexity as FSC (up to a polynomial factor), FFT is probably more widely known in the computer science community than FSC and, most important, although the methods are somehow similar, FFT allows some extensions that seems hard for FSC approach like the one in Section 2.2. On the other hand, note that the FSC solution allows a smaller polynomial factor hidden in the O * () notation.
Solution using the Fast Fourier Transform
The Fast Fourier Transform is an efficient algorithm which computes the discrete Fourier transform and its inverse. Due to its efficiency it has several applications, including digital signal processing and big integer or polynomial multiplication. However surprisingly enough, FFT happened to be a handy tool in Disjoint Set Sum .
We can group subsets of N belonging to A and B according to their cardinality, thus it is sufficient to solve the reduced problem, where sets in A and B have fixed sizes, denote them by k A and k B . This grouping gives us only n 2 overhead which 1 By O * we denote the standard big O notation but omitting polynomial factors.
is omitted in the O * notation. To use FFT we need to look at our problem from a different angle, we treat subset A ⊂ N as a 
Note that classical Disjoint Set Sum is the extended problem with r = 1.
Using FFT, we can solve the extended Disjoint Set Sum in O * ((r + 1) n ), assuming r = O(n γ ) for some constant γ . We simply apply the previous solution, but treat tuple X ∈ {0, 1, . . . , r} n as a number written in the base r + 1. As before, we split summands in respect of their sum of digits.
Applications
We can use the disjoint sets merging in all kinds of partition problems which fit into the following framework. Consider an n-element set U and a family S ⊆ 2 U of its subsets.
Definition 1.
For a positive integer k ≤ n and subset X ⊆ U let p k (X) be the number of ordered k-partitions of X into subsets being elements of S, i.e., p k (X) is the number of ways to choose S 1 , . . . , S k ∈ S, which are pairwise disjoint and S i = X .
Using tools introduced in the previous subsection we calculate a series of sets P i , where P 1 = S and P i+1 = P i ⊕ S (for i = 2, . . . , n). With each element of P i we store the number of ways it can be represented as a disjoint sum of elements from S (which are extracted easily from the presented polynomials). Clearly p k (X) is the coefficient stored in [17] and by Koivisto in [18] via the inclusion-exclusion principle. To achieve it we simply take all independent sets of the given graph as a family S. Another problems that fit into the partition problems category are Domatic Number, Bounded Component Spanning Forest, Partition into Hamiltonian Subgraphs and Bin Packing (all of those were mentioned in [17] ). For all those problems we get O * (2 n ) time and space algorithms, which are the same as the best known results. Moreover, this framework also counts the number of solutions for those problems and calculates the number of partitions not only for the whole set, but also for all its subsets.
Exact algorithm for trees and graphs of bounded treewidth

Exact algorithm for trees
In this section we first assume that the input graph for the Bandwidth problem is a tree T . We are given an integer 1 ≤ b < n and we have to decide whether b ≥ bw(G). For convenience we root this tree at some arbitrary vertex r. By parent(v) we denote the vertex which is the parent of the vertex v in the rooted tree, additionally we set parent(r) = r. For a vertex v by T (v) we denote the set of vertices of the subtree rooted at v.
Algorithms that operate on trees usually perform some computation on nodes recursively and join results from children to obtain results for the currently processed node. This also is the case here, hence we firstly define what we calculate for each subtree. Definition 2. Let v be a vertex of the given tree and pos v be a positive integer (1 ≤ pos v ≤ n). By assignments(v, pos v ) we denote the set of all such subsets mask ⊆ {1, . . . , n} for which there exists a bijective function f : T (v) → mask satisfying:
Less formally assignments(v, pos v ) is corresponding to the set of all legal (with bandwidth not greater than b) assignments of vertices T (v) with the vertex v having a fixed position pos v , where from each assignment we remember only the set of used positions (since relative order of vertices from T (v) does not matter outside this subtree).
To find assignments(v, pos v ) for the vertex v and every pos v firstly we set assignments(v, pos v ) to contain only the set {pos v }, which is the position used by v. Now we have to join assignments(v, pos v ) with assignments for each child, one by one. We can join assignments of v with assignments for a child u iff u and v are not too far away from each other (which is easy to control using positions of those vertices) and sets of used positions are disjoint, and this is the place where we can use disjoint sets merging via FFT or FSC (see Pseudocode 3.1 for details). Proof. To check whether there exists an ordering of T with bandwidth not greater than b we run the GenerateAssignments(r) procedure and check whether there exists i such that assignments(r, i) is not empty, since the only element that can be in this set is the set of all positions {1, . . . , n}. Since for each edge of our tree we solve O(n 2 ) Disjoint Set Sum instances we obtain O * (2 n ) time and space bound. for pos v ← 1 to n do 3:
for each child u of v do
5:
GenerateAssignments(u)
for pos v ← 1 to n do 7: temp_assignments ← ∅ 8:
temp_assignments ← temp_assignments∪ 
GenerateAssignments(r)
We start from the root.
14:
for i ← 1 to n do 15: if assignments(r, i) = ∅ then 16: return true 17: return false
In case of a positive answer, we could also be interested in finding an ordering with bandwidth not greater than b. We describe two ways to do it.
We can try to fix position of every vertex one by one and check whether any ordering consistent with our constraints still exists. To do it just execute line 3 of Algorithm 3.1 for the fixed position of the given vertex only. This gives us O(nb) overhead.
We can avoid this overhead if we do it the other way. We store current value of assignments(v, pos v ) variable at each execution of Line 7 of Algorithm 3.1 as old_assignments(v, pos v , u), hence we do it for every edge uv. When all assignments are computed we construct an ordering recursively, each vertex is given from its parent the set of positions P v this subtree is supposed to use and the position pos v for the top vertex of this subtree. We start from the root with the set of all positions available and any position i such that assignments(r, i) = ∅ as the position for the root.
For each vertex v we loop over children of v in the reversed order as in the loop at Line 4 of Algorithm 3.1. For each child u we try to decompose the given set P v into two parts in every possible way checking if appropriate subsets are members of stored old_assignments(v, pos v , u) and assignments(u, pos u ) variables. See Pseudocode 3.2 for details.
At every edge we spend O * (2 n ) time, thus these reconstruction does not give any asymptotic time overhead.
At the end, let us note that the aforementioned algorithm, at the cost of a polynomial factor in the complexity, can count the number of orderings with bandwidth at most b. As mentioned in Section 2, in the Disjoint Set Sum problem we can count the number of possible partitions, thus in the end obtaining the number of orderings. Note that in this approach the coefficients in FFT (FSC) are of size O(n!), thus they have O(n log n) bits and still all arithmetic operations can be done in polynomial time. for each child u of v in the reversed order do 4: Decompose P v into P v ∈ old_assignments(v, pos v , u) and (P u , pos u ) ∈ assignments (u, pos u 
ReconstructOrdering(u, P u , pos u ) 6:
for i ← 1 to n do 9: if assignments(r, i) = ∅ then 10: ReconstructOrdering(r, {1, 2, . . . , n}, i) 11: return π
Graphs of bounded treewidth
A tree decomposition of a graph G is a pair (X, U) where U is a tree whose vertices are called nodes, and X = {X i : i ∈ V (U)} is a collection of subsets of V (G) such that
The width of a tree decomposition ({X i : i ∈ V (U)}, U) equals max i∈V (U) {|X i | − 1}. The treewidth of a graph G is the minimum width over all tree decompositions of G.
Our algorithm for trees can be modified to handle also graphs of bounded treewidth. First note that as we aim for
n ) time complexity, we may use the algorithm of Arnborg et al. [19] to find an optimal tree decomposition (X, U). Let us root the tree U at an arbitrary vertex root ∈ V (U). Now we have to redefine the set assignments. For a node X i (where i ∈ V (U)) by T (X i ) we denote the set of vertices of the graph G that occur in some node of the subtree of the tree decomposition rooted at X i .
Definition 3.
Let X i be a node of the tree decomposition and let f : X i → {1, . . . , n} be an injective function from the vertices of the node X i to the set of positions {1, . . . , n}. By assignments(X i , f ) we denote the set of all such subsets mask ⊆ {1, . . . , n} for which there exists a bijective function f : T (X i ) → mask satisfying:
Definition 3 is a generalisation of Definition 2 where we store positions of all vertices from the node X i as well as the set of positions used by the vertices T (X i ). If the treewidth of the graph G equals t for each node X i we have O * (n t ) functions f : X i → {1, . . . , n}.
Theorem 3.2. Algorithm 3.3 solves the Bandwidth problem for graphs with treewidth t in O(n O(t) 2
n ) time and space.
Proof. The structure of the algorithm for graphs of bounded treewidth is the same as the structure of Algorithm 3.1. We refer to Pseudocode 3.3 for details. The biggest difference is that when we merge assignments sets there can be common vertices in nodes of the tree decomposition hence we have to remove them (line 16) before using Disjoint Set Sum . Since the number of nodes of the tree decomposition is bounded by O(n
n ) time and space bound.
Approximation algorithm for general graphs
In this section we describe an approximation algorithm that, for any two fixed integers k ≥ 2, r ≥ 1, computes, given an undirected connected graph G = (V , E), an ordering π satisfying bw(G) ≤ bw(π ) ≤ (2kr − 1)bw(G). The algorithm works in O * (k n/(r(k−1)) ) time and polynomial space.
The bottleneck of the exact algorithm for trees is the number of elements in the assignments set, which is 2 n , because we assign vertices to specific positions. We can, however, loose this constraint and instead of an ordering construct a coarse ordering. for each injective function f :
Definition 4. A coarse ordering is a function
else 6: assignments(
for each child X j of X i do 8: GenerateAssignments(X j ) 9: for each injective function f : X i → {1, . . . , n} do 10: temp_assignments ← ∅
11:
for each injective function g : X j → {1, . . . , n} do 12: if f | X i ∩X j = g| X i ∩X j then 13 :
M g ← assignments(X j , g) 15: for each Z ∈ M g do 16: replace Z with Z \ f (X i ∩ X j ) 17:
temp_assignments ← temp_assignments ∪ M sum 19: assignments(
GenerateAssignments(X root )
We start from the root node.
22:
for each injective function f : X root → {1, . . . , n} do Let us now describe our algorithm. The main idea is to produce for two fixed integers k ≥ 2, r ≥ 1 and a guess b for the bandwidth of G a coarse ordering with s = (2kr − 2)b obtaining a (2kr − 1)-approximation. Let T be any fixed spanning tree of G and take any vertex of G as a root of T . For any vertex v different from the root, by parent of v we denote the parent of v in the rooted tree T .
More precisely, the algorithm, given an integer 1 ≤ b < n, produces an ordering π satisfying bw(π ) ≤ (2kr − 1)b or states that b < bw(G). By a binary search over b we find the smallest b for which the algorithm produces an ordering. For this b we have b ≤ bw(G) and bw(π ) ≤ (2kr − 1)b.
By I j,2i we denote the interval of length 2ib starting at jb + 1, for j ∈ Z and r ≤ i ≤ kr − 1. The algorithm is sketched in Pseudocode 4.1.
Let i 0 ∈ {r, . . . , kr −1} be a parameter that we determine later. The algorithm assigns the root of T to all possible intervals of size 2i 0 b that overlap with {1, . . . , n} and extends each of these partial assignments recursively.
To extend a given assignment, the algorithm chooses a node v of T such that the parent w of v has been already assigned an interval, say I j,2i (i ≤ kr − 1). Consider the interval I j−1,2(i+1) which is obtained from I j,2i by ''extending'' it by b positions both at the left and right side. Note that in any b-ordering consistent with the current assignment, v is put in a position from I j−1,2(i+1) . Hence, if I j−1,2(i+1) is not too big, i.e. i + 1 ≤ kr − 1, the algorithm simply assigns I j−1,2(i+1) to v and proceeds with no branching (just one recursive call). Otherwise, if i + 1 = kr, the interval I j−1,2(i+1) is split into k intervals of size 2rb and k recursive calls follow: with v assigned to I j−1+2rx,2r for x = 0, . . . , k − 1.
For every generated assignment (after cutting the intervals to make them contained in {1, . . . , n}) the algorithm applies if all nodes in T are assigned then 3: Cut all intervals in A to make them contained in {1, . . . , n}.
4:
Use Lemma 4.1 to find ordering consistent with A.
5:
else 6: v ← a node in T such that v's parent w is assigned; let I j,2i = A(w).
7:
if i + 1 ≤ kr − 1 then 8:
else 10: for x ← 0 to k − 1 do
11:
GenerateAssignments(A ∪ {(v, I j−1+2rx,2r }) 12 : procedure Main(i 0 ) 13: for j ← 0 to n/b − 1 do 14: GenerateAssignments ({(r, I j,2i 0 )})
Generate all assignments with root in I j,2i 0 We conclude with the time complexity analysis. Observe that the nodes at tree distance d from the root are assigned It is easy to check that if k is a nontrivial divisor of k, it is better to use the approximation algorithm for a pair of integers k , rk/k instead of k, r since we get a better time complexity. In Table 1 we gather a few examples of the best choice of the values k, r for a given approximation ratio. Observe that for k = 5, r = 1 which is the best choice to get approximation ratio 9 we get worse time complexity than for k = 2, r = 2 which gives approximation ratio 7.
Let us now compare our algorithm with the classical polynomial time approximation algorithms. For the case of Bandwidth, known algorithms achieve polylogarithmic approximation ratio. Our algorithm achieves this ratio for polylogarithmic values of k and r, but then the time complexity is significantly worse than polynomial. Therefore our algorithm performs well for small values of k and r and there is possible space for improvement between our approach and the classical polynomial time algorithms.
Exact algorithm for general graphs
In this section we focus on the exact algorithm for the Bandwidth problem on general graphs. This algorithm works in O(4.383 n ) time, improving previous results [8, 9] . As an input, the algorithm takes a connected undirected graph G = (V , E), where |V | = n, and a number b, 1 ≤ b < n and checks if there exists an ordering π with bw(π ) ≤ b.
This algorithm uses major ideas from algorithms O * (5 n ) [8] and O(4.83 n ) [9] , i.e., placing vertices in the color order of positions (all important definitions are recalled in Section 5.1). However the major difference is that we perform both phases (segment placing and depth-first search over states) of the previous algorithms at once, thus reducing the total number of possible states of the algorithm, at the cost of space complexity -we need to store all used states in memory.
Segments and colors
First, let us recall some important observations made in [8] . the position i uniquely. We order positions lexicographically by pairs (color(i), segment(i)), i.e., the color has higher order that the segment number, and call this order the color order of positions. By Pos i we denote the set of the first i positions in the color order. Given some (maybe partial) ordering π, and v ∈ V for which π (v) is defined, by color(v) and segment(v) we understand color(π(v)) and segment(π(v)) respectively.
Let us recall the crucial observation made in [8] . Backwards, assume that for some edge uv ∈ E we have π (u) + b < π (v). Since |segment(u) − segment(v)| ≤ 1 and segments are of size b + 1, we have segment(u) + 1 = segment(v). But, as we have already observed, neighboring positions of the same color are in distance b + 1, so color(u) ≤ color(v), a contradiction (see Fig. 1 ).
Algorithm
In the algorithm, a state and extension are defined as follows. 
3. There existsf : V → Seg, such that f =f | A and for every edge uv ∈ E, we have |f
The following equivalence holds (compare to [8] , Lemma 11). Proof. Let us go over the points of Definition 5. Point 1 does not take edges into account. In Point 2 the condition is of the form for all edges . . . , therefore is satisfied for E ⊂ E. Similarly, in Point 3, for G we can take the samef as for G and note that the condition is of the form for all edges . . . again.
Lemma 5.2. Let π be a b-ordering. For
Therefore we can assume that G = (V , E) is a tree. Take any vertex v r with degree 1 and make it a root of G.
In this proof we limit not the number of states, but the number of prestates, defined below. It is quite clear that the number of prestates is larger than the number of states, and we prove that there are O(c n ) prestates for some c < 4.383.
Definition 7. Assume we have a fixed subset
3. there existsf : V → Z, such that f =f | A∪B and for every edge uv ∈ E we have |f
Observe that the range of the f function in Definition 7 equals the set of all integers (instead of Seg). This is for the sake of simplicity during further analysis. We want to avoid corner cases when a vertex has less possibilities because it cannot be assigned outside the Seg set.
Lemma 5.6. For any fixed B ⊂ V the number of states in not greater than the number of prestates.
Proof. Let us assign to every prestate (A, f ) the pair (A, f | A ) if it is a state. To prove this lemma we need to show that this assignment is surjective. Having a state (A, h), takeh asserted in Point 3 of Definition 5 and look at the pair (A,h| A∪B ). This is clearly a prestate, and (A, h) is assigned to it in the aforementioned assignment.
Before we proceed to main estimations, we need a few calculations. Let us denote c = 4.383 − ε for some sufficiently small ε, α = 4.26, β = 3 and γ = 5.02. We obtain that the number of prestates is bounded by O * (c n ), and, since c < 4.383, our algorithm works in O(4.383 n ) time.
Lemma 5.7.
Proof.
Corollary 5.8. For our choice of values for α, γ and c we obtain
Lemma 5.9.
Proof. This is straightforward corollary from Eq. (1).
Corollary 5.10. For our choice of values for β, γ and c we obtain
Let us proceed to main estimations. 
Proof. Let us denote T (x) = 0 for x ≤ 0. This satisfies T (x) ≤ αc x−1 . We use induction and start with calculating T (1) and T (2) manually.
If n = 1 we have f (v 1 ) ∈ {j − 1, j, j + 1} if v 1 ∈ A, and one state if v 1 / ∈ A, so T (1) = 4 < α. Observe that T (1) equals exactly four because in the prestate definition, the function f can obtain values from Z, not only Seg.
If n = 2, we consider several cases. If v 1 ∈ A we have f (v 1 ) ∈ {j − 1, j, j + 1} and T (1) possibilities for A \ {v 0 } and f | A\{v 0 } . If A = {v 0 , v 2 }, f (v 2 ) ∈ {j − 1, j, j + 1} due to the conditions forf in Point 3 of Definition 7. There is also one state with A = {v 0 }, ending up with T (2) = 3 · 4 + 3 + 1 = 16 < αc.
Let us recursively count interesting prestates for n ≥ 3. There is exactly one prestate (A, f ) with A = {v 0 }. For k = 1 we have f (v 1 ) ∈ {j − 1, j, j + 1}, and, having fixed value f (v 1 ), we have T (n − 1) ways to choose A \ {v 0 } and Therefore we have for n ≥ 3:
Note that for n ≥ 3 we have 2n ≤ 6 αc 2 · αc n−1 , as we have equality for n = 3 and the right side grows significantly faster than the left side for n ≥ 3. Using Corollary 5.8 we obtain: Proof. Write the formula for T using previously bounded T . We start with calculating T (1) and T (2) manually.
If n = 1, if v 1 ∈ A we have f (v 1 ) ∈ {j, j + 1} and one prestate with A = ∅, so T (1) = 3 ≤ β.
If n = 2, we have one state with A = ∅, four states if
Let us assume n ≥ 3. There is exactly one prestate (A, f ) with A = ∅. Otherwise let k(A) > 0 be the smallest integer satisfying v k(A) ∈ A. Let us count the number of prestates (A, f ) such that k(A) = k for fixed k.
Note that, due to the conditions forf in Point 3 of Definition 7,
there are 2k ways to choose f (v k ). There are T (n − k) ways to choose A \ {v 0 , v 1 , . . . , v k−1 } and f A\{v 0 ,v 1 ,...,v k−1 } for k < n and 1 way for k = n, leading us to inequality
Note that for n ≥ 3 we have 2n + 1 ≤ 7 βc 2 · βc n−1 , as we have equality for n = 3 and the right side grows significantly faster than the left side for n ≥ 3. Therefore, using Corollary 5.10, we obtain T (n) ≤ βc n−1 . 
And at least
n−1 , so using Corollary 5.8 we obtain: Proof. Similarly to the estimate of T , we write the formula bounding S with S and use already proved bounds for S. We Let us proceed to the final lemma in this proof. By B 0 ⊂ V we denote the root v r and the set of vertices with at least two children in G, i.e., vertices of degree at least 3. Recall that v r has degree 1. 
