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Este documento presenta la implementación de un modelo basado en 
minería de datos para la predicción de ventas en un centro de servicio 
automotriz con el fin de proponer una solución a la problemática de 
planeación de presupuestos que existe en la organización, donde de 
acuerdo con la directora financiera los presupuestos se realizan conforme 
con el flujo de caja actual y no previendo el flujo de caja a futuro que se 
pueda llegar a tener frente a las ventas presentadas. El departamento 
financiero no posee soluciones tecnológicas que soporte la toma de 
decisiones al momento de la planeación del presupuesto. 
  
El modelo propone un método basado en minería de datos que utiliza el 
algoritmo del modelo estadístico ARIMA que permite hacer una predicción 
de las ventas, basada en las ventas observadas previamente. La propuesta 
del presente experimento es implementar un modelo basado en minería de 
datos para la predicción de ventas mensual durante los próximos tres (3) 
años, con el fin de apoyar los procesos del departamento financiero, 
específicamente la toma de decisiones frente a la elaboración de 
presupuestos teniendo en cuenta las ventas que se puedan llegar a tener a 
futuro dentro de la organización. 
  
Para el desarrollo del ejercicio se plantea una metodología de cinco (5) 
pasos importantes, que son: extracción del conjunto de datos, 
preprocesamiento del conjunto de datos, adaptación de algoritmos 
propuestos, predicción de ventas y evaluación del rendimiento del modelo 
planteado. 
 
Al completar la etapa final, se obtiene un modelo ARIMA de predicción de 
ventas de llantas basado en un conjunto de datos con información de ventas 
en años anteriores. 
 
 
Palabras clave: Minería de datos, aprendizaje automático, predicción de 









This document presents the implementation of a model based on data 
mining for the prediction of sales in an automotive service center in order to 
propose a solution to the budget planning problem that exists in the 
organization, where according to the director Financial budgets are made 
according to the current cash flow and not anticipating the future cash flow 
that may be had in front of the sales presented. The financial department 
does not have technological solutions that support decision-making at the 
time of budget planning. 
  
The model proposes a method based on data mining that uses the algorithm 
of the statistical model ARIMA that allows to make a prediction of sales, 
based on previously observed sales. The proposal of the present 
experiment is to implement a model based on data mining for the prediction 
of monthly sales for the next three (3) years, in order to support the 
processes of the financial department, specifically decision-making versus 
the preparation of Budgets taking into account the sales that may be 
obtained in the future within the organization. 
  
For the development of the exercise, a methodology of five (5) important 
steps is proposed, which are: extraction of the data set, pre-processing of 
the data set, adaptation of the proposed algorithms, prediction of sales and 
evaluation of the performance of the proposed model. 
 
Upon completion of the final stage, an ARIMA tire sales prediction model is 
obtained based on a data set with sales information from previous years. 
 
 



















Durante los últimos años se ha incrementado el uso de nuevas tecnologías 
por parte de las organizaciones empresariales en sus procesos con el fin 
de optimizar, mejorar e incrementar sus ingresos. Una de estas tecnologías 
implementadas es la minería de datos, a través de la cual las 
organizaciones pueden procesar grandes volúmenes de información para 
deducir patrones y tendencias que se puedan percibir en los datos.   
 
Explorar la información de ventas de productos contenida en las bases de 
datos a través de técnicas de minería de datos permite conocer patrones 
de consumo, conductas y tendencias que siguen los datos, generando un 
conocimiento que permita planificar los presupuestos de acuerdo con el 
flujo de caja que se pueda llegar a presentar por ventas en los siguientes 
meses, logrando de esta forma tomar decisiones más acertadas en el 
momento en que se decide la asignación de presupuestos a un área o 
actividad específica, y de esta manera lograr disminuir el riesgo de caer en 
un flujo de caja negativo debido a una deficiente planeación de 
presupuestos. El presente trabajo se centra en aplicar minería de datos en 
el centro de servicio Tellantas SAS, empresa del sector automotriz con más 
de 30 años de experiencia en el mercado, dedicada a la venta y distribución 
de llantas Michellin y servicios automotrices para vehículos livianos y 
grandes flotas. Tellantas cuenta con 5 centros de servicio en la ciudad de 
Bogotá y operación de servicio dentro de importantes compañías en lugares 
como Cundinamarca, Boyacá, Cartagena, Barranquilla y Perú. 
  
En este documento se expone un modelo basado en minería de datos como 
herramienta para predecir ventas apoyado en las ventas realizadas en años 










1.1 LÍNEA DE INVESTIGACIÓN 
 
El proyecto hace parte del grupo de investigación en software inteligente y 
Convergencia Tecnológica – GISIC, semillero MAILAB. Debido a que esta 
línea de investigación aborda proyectos en el campo de inteligencia 
artificial, que compone diferentes ramas como:  minería de datos, que 
busca descubrir patrones o tendencias en grandes volúmenes de datos. 
 
 
1.2 PLANTEAMIENTO DEL PROBLEMA 
 
1.2.1 Descripción del problema 
 
 
De acuerdo con un análisis del centro virtual de negocios (CVN), al cierre 
del año 2018, el mercado de llantas para automóviles y camionetas en 
Colombia es liderado por el segmento de marcas de bajo costo, 
representando el 51% del mercado, un 25% se ve representado por las 
marcas premium, y el 23% restante por marcas de gama media1. En 
referencia al mercado de llantas para automóviles, que es liderado por el 
segmento de bajo precio también se evidencia que lideran las 
importaciones provenientes de China con 3,2 millones de unidades en 2018 
lo que representa el 62% de las importaciones y un aumento del 17% en 
comparación al 2017. Para las organizaciones que se dedican a la 
comercialización y venta de llantas de marcas premium esto repercute 
directamente en una caída del mercado de ventas de llantas debido a que 
el sector cada vez se ve más abarcado por neumáticos de bajo costo 
 




provenientes de China que debido a su precio cada vez atrae más 
compradores.  
 
Por consecuencia Tellantas SAS empresa dedicada a la venta de llantas de 
marcas premium y servicios automotrices debe replantear la manera en que 
planifica sus presupuestos con el fin de conocer cuánto se obtendrá de 
ingresos por ventas en un determinado periodo y respecto a eso definir 
hasta cuanto puede gastar la organización en aspectos administrativos, 
financieros, de mantenimiento, nominas, entre otros. Una ineficiente 
planeación de presupuestos puede llevar a la organización a un flujo de 
caja negativo, teniendo en cuenta la disminución en ventas que se presenta 
en la actualidad debido a la cantidad de oferta de llantas de bajo costo 
provenientes de China.   
 
Para poder sobrellevar la situación las organizaciones del sector automotriz 
optan por la reducción de costos con medidas como el recorte de personal, 
otra estrategia a tener en cuenta para reducir costos es el uso de la 
información que en este caso Tellantas pueda llegar a tener acerca de las 
ventas, historial de ventas por producto o cantidad de productos vendidos 
por referencia, con el fin de tener una base de datos robusta y consolidar la 
información, para poder tener una correcta toma de decisiones. Por medio 
de herramientas que apoyan la toma de decisiones como la minería de 
datos las organizaciones pueden conocer el comportamiento de compra del 
cliente basado en su histórico de adquisiciones, por ejemplo aerolíneas 
como British Airways o JetBlue AirWays utilizan la información que 
recolectan acerca de sus pasajeros para obtener un perfil lo más completo 
posible de sus clientes, esta manera conocer las preferencias o gustos de 
cada pasajero y poderle ofrecer un servicio más personalizado y aumentar 
las ventas.2  
 
Pasar por alto la información relacionada a ventas, productos y cantidades 
representa más costos para Tellantas (costos de oportunidad) debido a que 
no se ejecuta un presupuesto organizacional basado en las ventas que se 
puedan llegar a tener en un futuro sino en el flujo de caja actual sin prever 
posibles variaciones en las ventas que se puedan dar debido a la actualidad 
del mercado de llantas. La empresa no cuenta con una herramienta 
tecnológica para analizar la información relacionada con las ventas que ha 
realizado durante un periodo de tiempo determinado, y basado en esta 
 
2 Minería de datos a 10.000 metros de altura; las aerolíneas hacen uso de la información sobre sus 
clientes para mejorar sus servicios. Nicas, Jack. The Wall Street Journal Americas ; New York [New 
York]11 Nov 2013: n/a. 
 
Con formato: Color de fuente: Negro
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información pronosticar las ventas que se podría llegar a tener, por este 
motivo se está perdiendo la posibilidad de explorar nuevas oportunidades 
de negocio y optimizar los recursos de la empresa por medio de una 
correcta planeación de presupuestos. 
 
 
1.2.2 Formulación del problema 
 
De acuerdo con el problema planteado anteriormente, surge la 
pregunta de investigación: 
 
¿Cómo se puede apoyar la planeación de presupuestos por medio de 
la implementación de un modelo de predicción de ventas basado en 











































1.3.1 Objetivo general 
 
Implementar un modelo basado minería de datos para predecir el 
comportamiento en las ventas en un centro de servicio automotriz.  
 
1.3.2 Objetivos específicos 
 
● Construir un conjunto de datos de ventas realizadas en el centro de 
servicio automotriz para modelar el algoritmo de predicción de ventas. 
 
• Diseñar un modelo de minería de datos para predecir el comportamiento 
en las ventas. 
 
● Desarrollar un algoritmo basado en minería de datos que permita 
predecir el comportamiento de las ventas en el centro de servicio 
automotriz Tellantas. 
 
● Evaluar el rendimiento del método utilizado en base a la técnica de 






















La minería de datos es una estrategia que permite analizar grandes 
volúmenes de información para el descubrimiento de patrones, tendencias, 
o relaciones que expliquen el comportamiento de los datos en un escenario 
específico3. Durante los últimos años más empresas se han sumado a la 
implementación de la minería de datos en sus procesos, con el fin de abrir 
nuevas oportunidades de negocio y tomar mejores decisiones tácticas que 
permitan sacar provecho de los grandes volúmenes de información que 
almacenan y generar mayores ingresos. 
 
Cuando se realiza la venta de un producto queda registrada en el sistema 
la información asociada al producto vendido, con diferentes atributos como: 
referencia del producto, cantidad vendida, valor del producto, tipo de 
producto, sede donde se realiza la venta, entre otros.  A partir de esta 
información se desea implementar una técnica de minería de datos que 
permita descubrir patrones de comportamiento en los datos seleccionados 
y a partir de estos realizar una predicción de ventas para los siguientes 
meses. Mediante este proyecto se busca conocer reglas que expliquen si 
hay un patrón de consumo en los clientes que realizan compras de 
productos en el centro de servicio automotriz Tellantas, implementando un 
algoritmo basado en minería de datos que permita pronosticar las ventas 
que se espera tener en los siguientes meses, con el fin de brindar a la 
organización un apoyo por medio de una herramienta con la cual puedan 
conocer el valor estimado de las ventas en los próximos meses y basado 
en esto sea posible para la empresa realizar una planeación del 
presupuesto más ajustada al flujo de caja esperado.  
 
Las reglas que permiten determinar el patrón de consumo se conocerán 
luego de procesar el conjunto de datos seleccionado del histórico de ventas 
que va del año 2016 hasta el 29 de febrero de 2020, aplicando algoritmos 
especializados como: Series temporales con modelo ARIMA, y poder 
analizar e identificar si el algoritmo se ajusta de manera eficiente a los datos 
y conocer reglas que determinen la relación en las ventas realizadas. Con 
la aplicación de estas técnicas de minería de datos se espera poder brindar 














1.5.1 Limitaciones  
 
Para lograr los objetivos del proyecto, se tienen en cuenta los siguientes 
aspectos: El experimento a realizar no tiene en cuenta la venta de 
referencias en específico sino la agrupación de todas las referencias en un 
solo tipo de producto Ej: venta de llantas de auto y camioneta. El proceso 
de pronóstico de ventas es basado en el historial de venta de llantas y la 
exactitud de detención dependerá de la cantidad de información con la que 
se ajuste el modelo. 
    1.5.2 Alcance 
Se desarrollará un experimento para la predicción de venta de llantas 
basado en un modelo de minería de datos con base a una metodología de 
5 fases: Construcción del conjunto de datos, preprocesamiento, 














2 MARCO REFERENCIAL 
 
A continuación, se describe el marco teórico y el marco conceptual. 
 
2.1 MARCO TEÓRICO 
2.1.1 Aprendizaje de maquina 
El aprendizaje de maquina pertenece al campo de la inteligencia artificial 
y permite a las máquinas la capacidad de tener un aprendizaje constante 
a través de ejemplos o experiencia. Los métodos de aprendizaje de 
maquina pueden modelar problemas complejos a partir del 
entrenamiento de algoritmos específicos, estos modelos son capaces 
de adaptarse a nuevas situaciones.4 
 
2.1.2 ARIMA 
La media móvil integrada autorregresiva es un modelo de análisis 
estadístico para datos que se pueden representar por medio de series 
de tiempo con el objetivo de conocer su comportamiento o predecir 
tendencias futuras5. Para comprender un modelo ARIMA se puede 
describir cada uno de sus componentes de la siguiente manera: 
Modelo autorregresión (AR):  Es un modelo que opera bajo la premisa 
de que los valores pasados tienen efecto sobre los valores actuales, lo 
que hace que esta técnica sea efectiva para analizar procesos que 
varían con el tiempo como la economía. 
Integrado (I):  Representa la diferenciación de observaciones sin 
procesar para permitir que las series temporales se vuelvan 
estacionarias, es decir los valores de datos se reemplazan por la 
diferencia entre los valores de datos y los valores anteriores. 
 
4.Aprendizaje de máquina. Tomado de https://es.coursera.org/learn/aprendizaje- 
  maquinas  





La media móvil (MA): Es un indicador de seguimiento de tendencia que 
se basa en analizar un conjunto de datos en modo de puntos para 
representar series de promedio.  
Cada uno de los componentes del modelo ARIMA funciona como 
parámetro con una notación estándar, donde  𝑝, 𝑑, 𝑞 se convierten en 
valores enteros y sustituyen a los parámetros. Los parámetros se 
pueden definir como6: 
 𝑝: Es el número de observaciones de retraso en el modelo 
𝑑: Es la cantidad de diferenciación requerida para hacer estacionarias 
las series de tiempo 
 𝑞: Es la cantidad de errores de pronóstico del modelo 
2.1.3 Asociación 
Las reglas de asociación tienen como objetivo evaluar todas las posibles        
combinaciones existentes de los objetos7 y características que se 
encuentran dentro de una base de datos para determinar qué tan posible 
es que suceda la configuración de estos atributos.8 
 
A partir de los rasgos distintivos que componen los casos individuales y 
los elementos que hacen parte de dichos casos nacen los modelos de 
asociación. Los modelos de asociación están compuestos por los 
conjuntos de elementos (grupo de elementos que hacen parte de un 
caso) y las reglas que determinan la manera en la que estos se unen, 
para explicar lo antes mencionado, el algoritmo utiliza los parámetros de 
probabilidad y compatibilidad.9  
 
 




7.técnicas de minería de datos para la detección y prevención del lavado de activos y 




8. reglas de asociación: tomado de: http://elvex.ugr.es/idbis/dm/slides/2%20association.pdf 
9 Algoritmo de asociación. Tomado de: https://docs.microsoft.com/es-es/analysis-
services/data-mining/microsoft-association-algorithm?view=sql-server-ver15 
Con formato: Inglés (Estados Unidos)
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2.1.4 Criterio de información Akaike (AIC) 
Este criterio consiste en una medida de calidad de ajuste de un modelo 
estadístico. Este criterio proporciona un medio para la comparación 
entre los modelos de una herramienta para la selección del modelo 
óptimo. De acuerdo con un conjunto de datos si existen varios modelos 
candidatos pueden ser clasificados con base a su AIC, siendo el modelo 
que tiene el mínimo AIC el mejor10 
 
2.1.5 Clustering 
El Clustering tiene como objetivo agrupar elementos de un conjunto de 
datos dado, teniendo en cuenta la similitud en las características que 
comparten dichos elementos y procurando además que los grupos o 
(clústeres) sean diferenciables entre sí. Estos clústeres facilitan el 
análisis de datos, la identificación de irregularidades y la predicción de 
eventos futuros.11  
Para mejorar la aplicación de este modelo es preciso mencionar cuatro 
de los aspectos de mayor relevancia  
 
▪ Número de grupos:  
Medidas que proporcionan una estimación respecto a la cantidad optima 
de grupos que se pueden formar con los datos.  
 
▪ Tipos de datos: 
Existen tres tipos de datos manejados en este modelo, numéricos, que 
a su vez se dividen en continuos y discretos, categóricos y 
ordinales, estos últimos con la facultad de que tienen un orden 
jerárquico.  
 
▪ Medida de distancia:  
Disparidad o semejanza existente entre los datos de una variable.  
 
▪ Método de agrupamiento. 
 
10. Apéndice B: Criterio de información Akaike: 
https://support.numxl.com/hc/es/articles/215531083-Ap%C3%A9ndice-B-Criterio-de-
Informaci%C3%B3n-Akaike-AIC- 




Está definido por la característica a partir de la cual se hará la 
agrupación de los datos; ya sea por medio de la aglomeración o 
la división.12 
El clustering ejecuta el algoritmo de forma precisa basado en la 
característica base a partir de la cual se va a realizar la agrupación; 
como se mencionó anteriormente los resultados pueden explorarse y 
con ellos ejecutar una predicción.13 
 
 
Figura 1 Un ejemplo de clustering 
 Fuente: https://rocketloop.de/en/clustering-with-machine-learning/ 
2.1.6 Minería de datos de descriptiva  
Este modelo se encarga de analizar las distintas relaciones entre 
productos y clientes. A raíz de la minería de datos descriptiva se pueden 
describir datos futuros por medio de los atributos de los datos de una 
variable. 14 
 
12. Clustering. tomado de: https://elvex.ugr.es/decsai/intelligent/slides/dm/d3%20clustering.pdf 
 
13 Algoritmo de clusteres. tomado de: https://docs.microsoft.com/es-es/analysis-services/data-
mining/microsoft-clustering-algorithm?view=sql-server-ver15 
14 Herramientas de minería de datos.             
Tomado de: https://www.redalyc.org/pdf/3783/378343637009.pdf 
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El análisis descriptivo genera recopilaciones sencillas a cerca de la 
muestra y la información que se tiene de la misma, estas recopilaciones 
facilitan la construcción de la base de un análisis estadístico más 
profundo a cerca de los datos ya sea de manera masiva o particular.  
Los modelos descriptivos permiten desarrollar modelos agregados que 
proveen pronósticos futuros o hasta igualar agentes individuales de gran 
magnitud.15  
 
2.1.7 Minería de datos predictiva 
La minería de datos predictiva se encarga de establecer patrones de 
comportamiento, a partir del análisis de la información contenida en un 
conjunto de datos de una variable de interés, que le permite descubrir el 
comportamiento o predecir tendencias sobre cualquier evento 
desconocido como por ejemplo el futuro.16 
Esta técnica permite predecir el valor de un atributo a partir de otros ya 
conocidos; identifica relaciones entre variables de un evento anterior las 
cuales sirven para predecir el comportamiento de dichas variables en 
los resultados de situaciones venideras17 
 
2.1.8 Regresión 
La interpretación de la correspondencia entre la variable dependiente 
(resultado) y el total de variables independientes (predictoras) es a lo 
que se llama “modelo de regresión lineal”, el cual permite predecir los 
 
15. “ Análisis predictivo: técnicas y modelos utilizados y aplicaciones del mismo - 
herramientas Open Source que permiten su uso”. Tomado de: 
http://openaccess.uoc.edu/webapps/o2/bitstream/10609/59565/6/caresptimTFG0117mem%C
3%B2ria.pdf 
16. Análisis predictivo: técnicas y modelos utilizados y aplicaciones del mismo - herramientas 












valores de la variable llamada “de respuesta”.18 
Por medio de la estimación de mínimos cuadrados ordinarios que 
consiste en la suma de los errores al cuadrado, se busca minimizar al 
máximo el error y optimizar la información que surge del análisis en la 
regresión, por ende, los resultados de dicho proceso serán las mejores 
estimaciones no sesgadas de los parámetros.19   
 




18. Análisis predictivo: técnicas y modelos utilizados y aplicaciones del mismo - 
herramientas Open Source que permiten su uso” 
http://openaccess.uoc.edu/webapps/o2/bitstream/10609/59565/6/caresptimTFG0117
memòria.pdf 





2.1.9 Redes neuronales. 
Las redes neuronales se basan en modelos predecibles, no lineales que 
aprenden por medio del entrenamiento, generalizando los patrones que 
se encuentran en el (modelo de entrenamiento), para clasificarlos y 
realizar pronósticos con ellos20.  Estas técnicas de modelado no lineal 
facilitan el análisis de contextos complejos sin necesidad de especificar 
un modelo en específico.21 
Las redes neuronales se hacen necesarias al desconocer de dónde 
surge la relación entre los valores de entrada y de salida y cabe resaltar 
que dicha relación se prende a través del entrenamiento que se 
desarrolla en las redes neuronales. Existen claves de indispensable 
conocimiento cuando se habla de este tema, en primer lugar, existe una 
restricción de la red respecto al atributo de entrada de cada capa 
escondida y en segundo lugar la conexión “nodo-objetivo” simboliza 
reglas de asociación.22 
Las redes neuronales pueden hacer uso de sus resultados 
(probabilidades) para completar tareas de clasificación, regresión o 
predecir resultados futuros conforme a unos atributos de entrada.  La 
principal ventaja es que cuando se encuentran bien ajustadas se logra 
obtener precisiones muy altas y permiten capturar modelos que sean no 
lineales 
 2.1.10 Residuo estandarizado 
El residuo estandarizado es igual al valor de un residuo, e i, dividido entre 
una estimación de su desviación estándar. Los residuos estandarizados 
mayores que 2 y menores que -2 suelen considerarse grandes  
 





21 La minería de datos entre la estadística y la inteligencia artificial. Tomado de 
https://www.raco.cat/index.php/Questiio/article/viewFile/27009/26843 
 
22 Minería de datos. Tomado de: https://www.meteo.unican.es/es/research/mineria_datos 
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2.1.11 Series de tiempo 
 
La serie de tiempo es una secuencia de observaciones registradas en 
intervalos de tiempo frecuente. De acuerdo con la frecuencia de las 
observaciones una serie de tiempo puede ser por hora, día, semana, 
mes, año. Las series de tiempo se analizan con el fin de poder 
desarrollar un pronóstico de la serie de acuerdo con sus observaciones, 
las series temporales poseen una gran importancia comercial porque las 
variables que son importantes para un negocio como las ventas, la 
demanda o el precio de las acciones son datos de series temporales.23 
 
Los componentes de una serie de tiempo son: 
 
Tendencia: La tendencia a largo plazo de una serie temporal 
aumentar o disminuir (tendencia creciente o tendencia 
decreciente) 
 
Estacionalidad: La variación periódica de las series de tiempo en 
un periodo determinado. Por lo general estas variaciones 
establecen un patrón que tiende a repetirse de un periodo 
estacional al siguiente. 
 
Ciclos: Son desviaciones largas de la tendencia, se producen 
durante intervalos de tiempo extensos, el tiempo que pasa entre 
picos sucesivos de un ciclo no son necesariamente iguales. 
 
Movimiento irregular: También conocido como ruido aleatorio, es 
el movimiento que queda luego de explicar los movimientos de 
tendencia, estacionalidad y cíclicos. 24 
En la figura 4 se observa por medio de una grafica los componentes 
mencionados anteriormente, tomando como referencia la temperatura 
para distintas epocas del año 
 
23 Análisis de series de tiempo en Python. Tomado de: 
https://www.machinelearningplus.com/time-series/time-series-analysis-python/ 
 
24  ¿Qué es una serie de tiempo? Tomado de: https://support.minitab.com/es-
mx/minitab/18/help-and-how-to/modeling-statistics/time-series/supporting-topics/basics/what-
is-a-time-series/ 





Figura 3 Componentes de una serie de tiempo 
Fuente: http://eio.usc.es/eipc1/BASE/BASEMASTER/FORMULARIOS-
PHP/MATERIALESMASTER/Tema1.pdf 
2.1.12 Segmentación  
El algoritmo de segmentación fracciona la base de datos en diferentes 
grupos de elementos que comparten características similares entre sí, 
es decir, que, para categorizar los datos en dichos grupos de elementos, 
clustering los creo previamente.25 
 
 






2.2 MARCO CONCEPTUAL 
En esta sección se describen los conceptos referentes a la investigación 
2.2.1 Conjunto de datos 
Es un conjunto de datos que se correlacionan con los resultados que se 
buscan llegar a predecir, para lograr obtener una tasa de predicción más 
alta es necesario que el conjunto de datos contenga la mayor cantidad 
posible de variables que poseen correlación y buena cantidad de datos. 
La construcción del conjunto de datos se realiza por medio de una 
sentencia SQL a las tablas que almacenan la información asociada a las 
ventas que se realizan en cualquiera de los centros de servicio. El 
resultado de la sentencia SQL ejecutada se convierte en el conjunto de 
datos que contiene información de las ventas realizadas dentro del 
periodo 01-09-2016 a 29-02-2020. Este conjunto de datos es utilizado 
para a entrenar el modelo con el cual se logra detectar los diferentes 
patrones que se componen de las instancias, características y 
propiedades. El conjunto de datos extraído tiene la ventaja de ser el 
resultado de experiencias y procedimientos propios de la empresa.
  
2.2.2 Preprocesamiento 
Los datos recopilados en el conjunto de datos deben seleccionarse, 
limpiarse y estandarizarse con el fin de aumentar su utilidad y descartar 
que existan datos incompletos, innecesarios, duplicados o identificación 
de valores extremos que puedan afectar el rendimiento del modelo. 
Generalmente esto se realiza durante la fase de preprocesamiento 
donde los datos se ven sometidos a análisis exploratorio y 
transformaciones. 
Aunque los datos utilizados para la realización de este proyecto son 
datos que no sufren ningún tipo de modificación por parte del usuario, 
se puede presentar que existan valores faltantes por error del usuario 
en la digitación de la venta, al momento de crear la factura, estos datos 
deben ser analizados y evaluar si deben ser eliminados o se pueden 





2.2.3 Modelos de predicción  
Los modelos de predicción tienen propiedades los cuales definen el 
modelamiento y sus metadatos, en los cuales se analizan el nombre, la 
descripción, la fecha de procesamiento, los permisos y los filtros que se 
utilizan para el tratamiento.30 
2.2.4 Modelo supervisado 
El aprendizaje supervisado consiste en realizar predicciones a futuro en 
el cual se basan en comportamientos o características que se han visto 
en los datos que se han almacenado. Este nos permite buscar patrones 





























➢ Pronostico de ventas de series de tiempo 
Año: 2016 
Autores: James J. Pao*, Danielle S. Sullivan** 
 
En este articulo científico se realiza un estudio de varios métodos de 
pronóstico de series de tiempo aplicados a los datos de ventas 
minoristas, que contiene cifras de ventas semanales de los almacenes 
Walmart, en Estados Unidos, durante un periodo aproximado de 30 
meses. Los modelos de predicción implementados en el estudio son: 
Arboles de decisión, ARIMA y redes neuronales. El conjunto de datos 
utilizado fue proporcionado por Walmart Inc, contiene 421,570 registros, 
cada registro se compone de variables como: Ventas semanales, 
departamento asociado, tienda asociada, fecha, cantidad vendida.  
 
De los modelos implementados el que mejor desempeño tuvo fue el 
modelo ARIMA, teniendo en cuenta la tendencia y estacionalidad, se 
demuestra que el modelo es bastante efectivo al momento de modelar 
datos de series temporales, mostrando un mejor desempeño en 
comparación al árbol de decisión y un rendimiento similar, pero por 
encima que las redes neuronales. La evaluación de desempeño del 
modelo utilizado es realizada por medio del error absoluto medio (MAE) 
y el error absoluto medio ponderado (WMAE). 
 
En conclusión, el articulo científico destaca que las redes neuronales 
también pueden modelar efectivamente datos de series temporales y 
pueden hacerlo sin procesamiento previo de datos, como puede ser la 
desestacionalización.  26 
 
 






➢ Comparación de ARIMA y modelos de redes neuronales artificiales 
para la predicción del precio de las acciones 
 Año: 2014 
Autores: Ayodele Ariyo Adebiyi, Aderemi Oluyinka Adewumi, Charles    
Korede 
 
En este documento se estudia el rendimiento de los modelos de 
pronostico ARIMA y redes neuronales por medio de datos referentes a 
el precio de las acciones publicados por la bolsa de Nueva York. De 
acuerdo con el articulo el modelo ARIMA, también conocido como 
modelo o metodología Box-Jenkins, es comúnmente utilizado en análisis 
y pronósticos, es ampliamente considerada como la técnica de 
pronóstico más eficiente en ciencias sociales y se usa ampliamente para 
series de tiempo. ARIMA se basa esencialmente en los valores pasados 
de la serie, así como en los términos de error anteriores para realizar el 
pronóstico.  Las redes neuronales artificiales (ANN) son métodos 
autoadaptables eficientes para resolver problemas no lineales a 
diferencia de las técnicas tradicionales como ARIMA que suponen que 
la serie se genera a partir de procesos lineales y, como resultado, 
pueden ser inapropiados para la mayoría de los problemas del mundo 
real que no son lineales. 
 
Se realiza una comparación en el rendimiento de los modelos 
predictivos implementados, encontrando que los dos modelos son 
óptimos para realizar pronósticos del precio en las acciones, se percibe 
un leve mejor rendimiento de las redes neuronales, lo cual se debe a 
que este tipo de modelo se adapta de mejor manera a los problemas no 
lineales.  La medida de desempeño utilizada para evaluar los modelos 







27 Comparación de ARIMA y modelos de redes neuronales artificiales 




➢ Predicción de ventas de periódicos con ARIMA: Un caso estudio 
Año: 2018 
Autores: Carina Intan Permatasaria, Wahyudi Sutopob, and Muh. 
Hisjamc 
 
En este trabajo exponen una problemática en la demanda de periódicos 
donde según el autor cada vez es más común que las personas hagan 
uso de los periódicos digitales y se resistan a comprar un periódico 
físico, esto tiene algunos efectos negativos en la demanda de periódicos 
impresos, donde a menudo hay una imprecisión de la oferta con la 
demanda, lo que significa que se devuelven muchos periódicos. El 
objetivo de este documento es predecir la demanda de periódicos 
impresos con la mayor precisión posible para minimizar el número de 
devoluciones, evitar las ventas perdidas y frenar la sobreoferta. 
Para el desarrollo de este trabajo implementan series temporales junto 
al modelo ARIMA con el objetivo de que modelo se ajuste de manera 
eficiente al problema y sea posible predecir el numero correcto de 
periódicos que deben producirse para no generar una sobreoferta. 
Las medidas de desempeño utilizadas para evaluar el modelo es el error 

















3.1 Fases del proyecto  
Para realizar el trabajo planteado de predicción de ventas basado en 
minería de datos se requiere una serie de etapas, y de acuerdo con los 
trabajos de investigación consultados28 para este proyecto la 
metodología se puede definir de la siguiente manera:  
                                   
 
Figura 4 Metodología del proyecto 
Fuente: El autor 
           Conjunto de datos:   
De acuerdo con la Figura 4 la primera fase consiste en obtener el 
conjunto de datos a través del cual se va a realizar el experimento, en 
este caso es de gran importancia toda la información almacenada de las 
ventas que se realizan en el centro de servicio automotriz. 
 





Cuando se realiza la venta de un producto toda la información 
relacionada a la venta queda registrada a través de un sistema de 
información ERP denominado Sap B1 y se almacena en una base de 
datos contenida en sql server 2012. Durante esta fase se realiza la 
extracción del conjunto de datos por medio de una sentencia SQL a las 
tablas donde se almacenan los campos que se consideran relevantes 
dentro de una venta. La construcción del conjunto de datos comienza 
por la elaboración de una consulta sql a las tablas que almacenan la 
información referente a las ventas, es importante recopilar la mayor 
cantidad de información en búsqueda de obtener mejores resultados a 
futuro. Una vez se tenga identificada la información de las ventas con la 
cual se desea construir el conjunto de datos es necesario exportarla a 
un archivo Xlsx de Excel con el fin de poder empezar la fase 




En esta fase se determinan técnicas y estrategias para corregir errores 
en el conjunto de datos, analizando y depurando la información que se 
considera sobrante, se realiza exploración de los datos en búsqueda de 
valores o información atípica que pueda afectar la correlación entre las 
variables, esto es posible realizarlo por medio de funciones que brinda 
el lenguaje de programación Python, a través de sus librerías de datos 
Pandas y NumPy. Seguido a la exploración de la información, se 
agrupan los datos con las características de interés o que estén más 
relacionado con el problema. 
 
Minería de datos:  
En esta fase desarrolla el modelo de predicción de ventas por medio de 
series temporales y el modelo de pronóstico ARIMA con el fin de 
encontrar patrones, tendencias o conductas asociadas al conjunto de 
datos definido anteriormente. Durante esta fase se emplea el algoritmo 
ARIMA para trabajar series de tiempo del cual se espera obtener un 
reconocimiento de patrones, tendencias y predicciones que permitan 
asociar los datos a un conjunto de reglas de consumo por parte del 







Interpretación y evaluación de desempeño: 
De acuerdo con los artículos de investigación consultados29 las medidas 
de desempeño más utilizadas para evaluar este tipo de modelos son el 
error cuadrático medio (MSE) y la raíz del error cuadrático medio 
(RMSE). En esta última fase se implementa técnicas de medidas de 
desempeño como la raíz del error cuadrático medio (RMSE) esto se 
realiza con el fin de poder comparar y detectar que tan eficiente es el 
modelo obtenido para realizar predicciones basadas en los algoritmos 
propuestos. Finalmente se obtiene como salida un valor para cada 






















Definición del Conjunto de datos: 
En esta etapa se extrae la información relacionada con las ventas, por 
medio de una sentencia SQL de las tablas que almacenan la información. 
El periodo de tiempo del cual se va a extraer la información va a partir del 
1 de septiembre de 2016 hasta el 29 de febrero de 2020, esta consulta 
como resultado tiene aproximadamente 150.000 registros que son 
exportados a un archivo Xlsx de Excel para poder trabajarlos de mejor 
manera. Las variables asociadas a las ventas, para cada transacción, que 
se consideran representativas para construir el conjunto de datos son: 
 
 
Variable Descripción Tipo de Dato 
IdCliente Numero de identificación del cliente String 
Nombre Nombre de cliente String 
Fecha Fecha en la que se realizó la venta DateTime 
Empleado Id del empleado que realizo la venta Int 
Referencia Referencia del producto vendido String 
Descripción Descripción del producto vendido String 
CodigoFamilia 
Código asociado a el grupo de articulo al que 
pertenece el producto Int 
Cantidad Cantidad de productos vendidos Int 
Ventas Valor de la venta del producto Int 
Localidad Localidad en la que se realiza la venta String 
Área Identificador de la sede Int 
Sede Sede en donde se realiza la venta String 













Luego de obtener la información de las ventas, se debe exportar a un 
archivo de Excel con el fin de poder explorar los datos. En la Tabla 2 
se observa los primeros siete (7) registros del archivo de Excel que 
contiene la información acerca de las ventas. 
 
 






Luego de la recolección de información relacionada a las ventas se 
realiza un análisis, limpieza y transformación de los datos almacenados 
en el archivo .xlsx. Para esto es necesario previamente realizar los 
siguientes pasos:. 
 
Primero realizar la instalación de Anaconda con Python 3.6, esta es una 
distribución libre que permite trabajar ciencia de datos y aprendizaje 
automático. Después de realizar la instalación anterior se debe instalar 
dependencias necesarias como: 
• Jupyter notebook 
• MatplotLib 
 
Se conoce, por conocimiento de la empresa que existen ventas atípicas 
las cuales pueden llegar a tener un valor mayor al habitual en 
comparación con las ventas retail. Estos datos posiblemente afecten la 
eficiencia del algoritmo, por esta razón se eliminan del conjunto de datos 
todos los valores superiores a $7.000.000 que son de clientes que se 




Debido a que el modelo ARIMA es un modelo de pronóstico para series 
de tiempo univariantes es necesario escoger la variable con la cual se 
va a realizar el ejercicio, en este caso se quiere analizar y pronosticar la 
venta de llantas  
Por medio del lenguaje de programación Python y las librerías de datos 
pandas, numpy y Statsmodels.api es posible realizar limpieza análisis, 
limpieza y transformación en los datos. Para empezar, se debe leer el 
conjunto de datos haciendo uso de la librería pandas, seguido a esto se 
debe revisar que el conjunto de datos no contenga valores faltantes. En 
la Tabla 3 se detalla la cantidad de registros nulos por variable, en un 
conjunto de datos de 150.000 registros 
  
 
Tabla 3 Registros nulos por variable 
 
Puede ser complicado trabajar con tantos registros, por esta razón se 
trabaja con los valores de ventas diarias promedio para cada mes y se 
usara el inicio de mes como marca de tiempo. En la figura cinco (5) se 




















Figura 5 Ventas mensuales de llantas 
 
Hasta este punto se tiene información recopilada de la venta de llantas 
mensuales para un periodo de cuarenta y dos (42) meses. Es, posible 
representar esta información por medio de una serie de tiempo haciendo 
uso de la librería Matplotlib. En la figura seis (6) se grafican los diferentes 
valores de venta de llantas para cada mes y se observa como varia el 
comportamiento de las ventas de acuerdo con el mes, por ejemplo, por 
experiencia se sabe que normalmente los últimos meses del año las 
ventas aumentan y que los primeros meses del año las ventas 







Figura 6 Venta mensual de llantas 
 
 Minería de datos 
  
Durante esta fase se implementa el modelo ARIMA con el objetivo de 
conocer cómo se comportan las ventas de llantas a lo largo de los meses 
y obtener una predicción de ventas. Por medio de un método llamado 
descomposición de series temporales es posible visualizar las series 
temporales en tres componentes distintos como son tendencia (ver 
figura 7), estacionalidad(ver figura 8) y ruido(ver figura 9) 
 
 
Figura 7 Tendencia serie temporal 
 
 




Figura 9 Ruido serie temporal 
 
 
De acuerdo con las anteriores figuras es posible distinguir algunos 
patrones, que son más sencillos de percibir cuando se grafican los datos 
Se puede deducir que la serie temporal tiene un patrón de 
estacionalidad y que al finalizar el año las ventas son altas, pero al 
comienzo del año suelen disminuir. En cambio, respecto a lo que se 
evidencia en los últimos meses es posible afirmar que existe una 
tendencia en los datos, la tendencia en la disminución de las ventas de 
llantas es evidente 
 
Los modelos ARIMA se denotan con la expresión 𝐴𝑅𝐼𝑀𝐴(𝑝, 𝑑, 𝑞) estos 
tres parámetros demuestran la estacionalidad, tendencia y ruido en los 
datos de la serie temporal, el siguiente paso consiste en aplicar el 
modelo ARIMA para encontrar el conjunto optimo de parámetros que 
produzcan el mejor rendimiento en el modelo. A través de la función 
SARIMAX() de la librería statsmodels.api es posible obtener la 
evaluación del modelo de acuerdo a sus parámetros 𝑝, 𝑑, 𝑞, en este caso 
se realiza un ciclo for con el fin de evaluar todos los modelos posibles y 
con apoyo de la medida estadística AIC escoger el mejor modelo óptimo. 
En la figura diez (10) se detallan todos los posibles modelos junto a el 




Figura 10 Conjunto de parámetros ARIMA 
 
 
De acuerdo con los resultados, los parámetros que se consideran 
óptimos son aquellos que producen el AIC más bajo y son 
 𝐴𝑅𝐼𝑀𝐴(1, 1, 1)𝑥(1, 1, 1, 12). Seguido a esto se debe adaptar el modelo 
a los parámetros encontrados. 
 
 
Tabla 4 Evaluación del modelo 
 
Para los parámetros AR y MA se obtuvo un valor de 0.251 y 0.019 
respectivamente lo cual es bueno e indica que la serie de tiempo no es 




Con el modelo ya ajustado a los parámetros 𝑝, 𝑑, 𝑞 que hacen del modelo 
el más optimo, es posible realizar un diagnóstico de este, con el fin de 
identificar algún comportamiento inusual, haciendo uso de la función 
plot_diagnostics de la librería matplotlib. 
 
 
En la figura 11 se observa una grafica del residuo estandarizado, 
esta figura permite encontrar valores atípicos o inusuales, se 
considera que un valor es atípico cuando se encuentra fuera del 
rango 2, -2-. En este caso la mayoría de los valores se encuentran 








  La figura doce (12) muestra un histograma de densidad de  
  los datos 
 
 
Figura 12 Histograma-Estimación de densidad 
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En la figura trece (13) se observa la distribucion de los datos por 
medio de un grafico Q-Q. En este caso la mayor parte de los 
datos se distribuye normalmente. 
 
 
Figura 13 Normal Q-Q 





Predicción de ventas 
   
Con el fin de conocer las predicciones del modelo, se establece 
pronosticar ventas de llantas a partir del 01-09-2018 justo dos años 
después de la fecha del primer dato que compone el conjunto de datos, 
hasta la fecha del último dato, en este caso 29-02-2020 y se hace una 
comparación de las ventas reales vs las ventas pronosticadas. Es 
importante tener en cuenta que el modelo debe tener una buena 
cantidad de datos históricos para realizar el pronóstico, de esta manera 






Figura 14 Ventas reales vs Ventas pronosticadas 
 
De acuerdo con la figura 14 se estima una predicción de ventas a partir 
de septiembre de 2018(línea naranja) y se compara con las ventas 
reales (línea azul). Se observa que la predicción en algunos meses llega 
a ser exacta y en otros es muy similar a la real.  
 
De igual forma es posible predecir ventas a futuro, para esto es 
necesario indicar la cantidad de pasos a predecir teniendo en cuenta 
que de acuerdo con nuestro modelo un paso es equivalente a un periodo 
de tiempo de un mes, para este caso predecimos ventas para los 









Figura 15 Predicción de ventas en los próximos 3 años 
  
En la figura 15 se observa una predicción realizada a partir de marzo del 
2020 hasta diciembre de 2022, donde es evidente una tendencia a la 
disminución de ventas con el pasar de los años, de igual manera se 
refleja la estacionalidad en los últimos meses del año, de acuerdo con 





























 Evaluación de desempeño 
  
Para la evaluación de desempeño del modelo propuesto se plantean la 








     
 
De la tabla 5 es posible afirmar que cuando el modelo posee mayor 
información de las ventas realizadas el error se reduce en un porcentaje 
considerable, por ejemplo, cuando el pronostico inicia en septiembre de 
2017 el modelo solo conoce la información de los 12 meses de ventas 
anteriores, pero cuando el pronostico se ejecuta a partir del mes de 
mayo de 2018, el modelo posee información de aproximadamente 20 
meses y realiza el pronostico con base en las ventas mensuales de los 
20 meses anteriores, debido a esto el error para el pronostico que inicia 
en mayo de 2018 se reduce casi en un 50% en comparación al 
pronostico realizado en septiembre de 2017. Aunque el error en los 
pronósticos se puede considerar grande se debe aclarar que el valor se 
fundamenta en que se esta trabajando con datos de ventas mensuales 
en cientos de millones. 
De acuerdo con las consultas realizadas a diferentes artículos 
científicos30 las métricas de desempeño utilizadas para la evaluación de 
este tipo de modelo son el error cuadrático medio (SME) y la raíz del 
 
30 Un estudio introductorio sobre modelado y pronóstico de series temporales. Tomado de: 
https://arxiv.org/ftp/arxiv/papers/1302/1302.6613.pdf 
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error cuadrático medio (RSME) y aunque se insistió en aplicar métricas 






4.1 INSTALACIONES Y EQUIPO REQUERIDO 
Las herramientas utilizadas para la realización del proyecto se 
describen a continuación 
• 1 computador portátil con: Procesador Intel core i7 de Octava 
generación 1.99Ghz 8GB de memoria RAM y 500GB de disco duro 
• Anaconda con Python 3.6  
• Entorno de desarrollo Jupyter Notebook 






































 4.2 ESTRATEGIAS DE COMUNICACIÓN Y DIVULGACIÓN 
  
Las estrategias establecidas para la comunicación y divulgación del 
experimento son las siguientes: 
 
• Sustentación del proyecto de grado ante los compañeros, jurado y 
asesor. 
• Por medio de una publicación en formato digital a través del 
repositorio de la universidad católica de Colombia. 
• Presentación y entrega del proyecto al departamento de compras y 

































De acuerdo con los objetivos planteados, a continuación, se presenta 
los siguientes resultados 
 
Construcción del conjunto de datos 
 
Se elabora un conjunto de datos a partir de las ventas de llantas dentro 
de un periodo de tiempo que va desde el 01-09-2016 al 29-02-2020, 
contiene un total de 127,256 registros de los cuales se utilizan 19,427 
porque tienen información de venta de llantas, las variables utilizadas 
para realizar el experimento son: Fecha de realización de la venta y valor 
de la venta.  
 
  Variables 
Cantidad de registros 









Tabla 6 Conjunto de datos 
 
 
 Diseño de metodología 
 
De acuerdo con el articulo científico Minería de datos en series de 
tiempo31 se obtuvo una metodología compuesta por 5 fases que 
permiten comprender de forma sencilla el proceso de minería de datos 
aplicado a una serie temporal por medio del modelo ARIMA. Esta 
 





metodología permite a través de sus fases obtener: Conjunto de datos, 
transformación del conjunto de datos, algoritmo de predicción ARIMA, 
pronóstico de las ventas y una evaluación del desempeño del modelo 
planteado.   
  
 
Desarrollo de algoritmo 
 
Por medio del lenguaje de programación Python y haciendo uso de las 
librerías Statsmodels.api se implementa la función SARIMAX la cual 
permite conocer el cual es el modelo más optimo y realizar predicciones 
a partir de este. El algoritmo propuesto es capaz de leer la información 
del conjunto de datos, agruparla, ajustar los datos al modelo ARIMA, 
obtener el modelo mas optimo, realizar la predicción a partir del modelo 
obtenido y evaluar el rendimiento del modelo propuesto. 
 
A continuación, se presenta un pseudocodigo del algoritmo propuesto. 
 
1. Start 
2. Read tyres= pd.read_excel(dataset.xlsx) 





5.  for param in pdq: 
6.     for param_seasonal in seasonal_pdq: 
7.         try: 
8.             mod = sm.tsa.statespace.SARIMAX(tyres,                                            
order=param,                                            
seasonal_order=param_seasonal,                                          
enforce_stationarity=False, 
enforce_invertibility=False) 
9.             results = mod.fit() 
 
10.             print('ARIMA{}x{}12 - 
AIC:{}'.format(param, param_seasonal, 
results.aic)) 
11.         except: 
12.             continue 
13. Adjust mod = sm.tsa.statespace.SARIMAX(y, 
                                order=(p, d, q), 
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                                seasonal_order=(p, 
d, q, 12), 
                                
enforce_stationarity=False, 
                                
enforce_invertibility=False) 
14.  Forecast pred = 
results.get_prediction(start=pd.to_datetime('2018-
05-01'), dynamic=False)  
15. pred_ci = pred.conf_int() 


































6. DISCUSIÓN DE RESULTADOS 
 
En la figura 10 se ilustra los valores de criterio de información 
Akaike(AIC) que permite generar un modelo a través de sus parámetros, 
para conocer cuál  es el más óptimo. Para esto, se debe revisar cuál de 
los modelos produce el valor AIC más bajo, dado que esta medida de 
calidad estima la cantidad relativa de información perdida por un 
modelo, entre menor sea la cantidad más optimo es el modelo. En este 
caso, el modelo 𝐴𝑅𝐼𝑀𝐴 con los valores de 𝑝 = 1, 𝑑 = 1, 𝑞 = 1 produce 
el valor más bajo en la medida de calidad estadística AIC. 
 
En la figura 14 se evidencia una comparación entre las ventas 
pronosticadas y las ventas reales, esto con el fin de poder analizar 
gráficamente la precisión del modelo planteado, la cual se puede afirmar 
que es igual para los meses de marzo, abril del año 2019 y tiene un 
comportamiento muy similar para los meses de agosto y diciembre del 
mismo año. De igual manera se observa en las series de tiempo dos 
tendencias, una el aumento de ventas en los últimos meses de cada año 
y disminución de ventas al comenzar el año. Estas tendencias se ven 
respaldadas por la información que se posee acerca de la compañía, la 
cual indica que durante el año 2017 se registró el mayor número de 
venta de llantas, y que a lo largo del tiempo se han venido reduciendo.  
 
De acuerdo con la figura 8 también es posible identificar una tendencia 
de aumento en las ventas al finalizar el año y una disminución en los 
dos primeros meses del año, situación que es común en la economía. 
 
En la figura 15 se estima un pronóstico de venta de llantas para los 
próximos 3 años. Con base a la información de ventas de los últimos 2 
años el pronóstico no se encuentra lejos de la realidad, dado que se 
evidencia una leve tendencia a la disminución de venta de llantas que 
realmente se está dando debido al aumento en el precio del producto. 
 
La tabla 5 de evaluación de desempeño del modelo por medio del error 
cuadrático medio, demuestra que entre más información de ventas 
tenga el modelo más va a disminuir el error y más precisos serán los 
pronósticos. Por ejemplo, cuando el pronóstico se ejecuta el 1 de 
septiembre de 2017 posee información de ventas de los 24 meses 
anteriores, el error es el más alto de la tabla, pero cuando el pronóstico 
se ejecuta para el 1 de enero de 2020 el modelo posee información de 
ventas de 51 meses anteriores, el error se reduce más del 50% en 




Con estos resultados es posible afirmar que implementar minería de 
datos por medio de series de tiempo y modelo ARIMA para pronosticar 
ventas es una buena herramienta, para apoyar la toma de decisiones 
dentro de una organización, en este caso, apoyar al departamento 
financiero del centro de servicio automotriz Tellantas en la toma de 
decisiones al momento de planificar los diferentes presupuestos, 








































• Aunque el conjunto de datos extraído inicialmente contiene 
una buena cantidad de registros, cuando se agrupa por venta 
de llantas se reduce considerablemente, por debajo de 20.000 
registros, es por esta razón que cuando se realiza la 
evaluación de desempeño se registra un error 
considerablemente alto que puede afectar las predicciones. 
 
• Al diseñar un modelo se brinda una mayor comprensión de 
las fases que componen el proceso de minería de datos, 
facilitando la comprensión y la implementación de los 
métodos y modelos utilizados. 
 
• Con la implementación del algoritmo se evidencia que existe 
tendencias en los datos de venta de llantas, en los últimos 
meses del año se observa un aumento, mientras que en los 
primeros meses se registra una importante disminución de 
ventas, basado en esta información de ventas es posible 
gestionar de mejor manera los presupuestos que se realizan 
en la organización. 
 
• Las métricas de desempeño existentes para este modelo no 
indican de manera clara el porcentaje de precisión de 
pronóstico de ventas. Por esta razón es más fiable fijarse en 
las gráficas de predicción, debido a que estas muestran 





















• Al construir el conjunto de datos se recomienda indagar cuantos 
registros contiene y si esa cantidad de registros es suficiente para 
realizar el experimento, debido a que el rendimiento del algoritmo 
puede depender directamente de la cantidad de información. 
 
• Si la cantidad de registros que compone el conjunto de datos es 
mayor a 20.000, registros, se recomienda tener un equipo con 
memoria RAM igual o superior a 8GB, para el procesamiento del 
modelo en menos tiempo y sea más eficiente en los tiempos de 
computo 
 
• Se recomienda realizar un trabajo a futuro con un modelo de 
minería de datos basado en redes neuronales, con el fin de 































 ANEXO A: Conjunto de datos 
  
Se realiza la entrega del conjunto de datos de ventas con el cual se 




ANEXO B: Repositorio del código del proyecto  
 
Se entrega el código ejecutado en las etapas de preprocesamiento, 



































Minería de datos a 10.000 metros de altura; las aerolíneas hacen uso 
de la información sobre sus clientes para mejorar sus servicios. Nicas, 





Aplicación de minería de datos para determinar patrones de consumo 





Análisis predictivo: técnicas y modelos utilizados y aplicaciones del 















Análisis predictivo: técnicas y modelos utilizados y aplicaciones del 




Minería de datos, conceptos y tendencias. Tomado de: 
https://idus.us.es/xmlui/handle/11441/43290 
 




Código de campo cambiado




Aplicación de árboles de decisión para la estimación del escenario 





 Análisis predictivo: técnicas y modelos utilizados y aplicaciones del 




Análisis para predicción de ventas utilizando minería de datos en 





 La minería de datos entre la estadística y la inteligencia artificial. 
Tomado de 
https://www.raco.cat/index.php/Questiio/article/viewFile/27009/26843 
 
 
 
 
 
 
